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Abstrat
We onsider general quasilinear paraboli equations in one spae dimension omple-
mented by a nonlinear dynami boundary ondition, i.e. a boundary ondition whih
involves a time derivative. We solve an assoiated linear problem and derive optimal
Shauder estimates in lasses of Hölder ontinuous funtions. This result is used to
obtain a loal existene result for the nonlinear problem. Moreover, we establish gener-
alized Bernstein - Nagumo onditions ensuring global in time existene of solutions.
Keywords: Quasilinear paraboli problems, lassial solutions, global existene, dy-
nami boundary ondition
Zusammenfassung
Wir betrahten allgemeine quasilineare parabolishe Gleihungen in einer Raumdimen-
sion komplementiert durh eine nihtlineare dynamishe Randbedingung. Wir lösen
das assoziierte lineare Problem in Klassen Hölder-stetiger Funktionen und beweisen
eine optimale Shauder-Abshätzung. Dieses Ergebnis wird benutzt, um die lokale
Wohlgestelltheit des nihtlinearen Problems nahzuweisen. Darüber hinaus geben wir
verallgemeinerte Bernstein - Nagumo Bedingungen an, die die globale Existenz von
Lösungen siherstellen.
Stihworte: Quasilineare parabolishe probleme, klassishe Lösungen, globale Existenz,
dynamishe Randbedingung
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1
2EINFU¨HRUNG
Darstellung des Problems. In der vorliegenden Arbeit werden lineare und quasilineare
parabolische Gleichungen mit Zeitableitung in den Randbedingungen im ra¨umlich eindi-
mensionalen Gebiet (0, T )× (−l, l) untersucht. Wir betrachten quasilineare Differential-
gleichungen der Art
ut − a(t, x, u, ux)uxx = f(t, x, u, ux), (t, x) ∈ (0, T )× (−l, l), (1)
mit den Randbedingungen
ut ± b(t,±l, u, ux)ux = g(t,±l, u, ux), t ∈ (0, T ), (2)
und der Anfangsbedingung
u(0, x) = u0(x), x ∈ [−l, l], (3)
wobei T, l > 0 fest gewa¨hlte Zahlen und a, f , b, g reellwertige Funktionen auf (0, T ) ×
(−l, l) × R2 bzw. (0, T ) × {−l, l} × R2 sind. Obwohl diese Gleichungen fu¨r die ein-
dimensionale Ortsvariable x formuliert sind, bezeichnen wir die Ortsableitung ux auch
als Gradienten. Unser Hauptaugenmerk ist auf die Frage gerichtet, unter welchen Vor-
aussetzungen (1), (2), (3) globale klassische Lo¨sungen besitzt. Der Weg zur Antwort auf
diese Frage fu¨hrt u¨ber die Untersuchung des zu (1), (2), (3) korrespondierenden linearen
Problems, der lokalen Lo¨sbarkeit von (1), (2), (3) und die Herleitung geeigneter a-priori
Abscha¨tzungen. Das Studium dieser Teilaufgaben haben im wesentlichen den Verlauf und
die Struktur dieser Arbeit bestimmt. Die wichtigsten Ergebnisse der Arbeit konnten fu¨r
die allgemeine Randbedingung (2) formuliert werden, allerdings mussten wir uns bei ei-
nigen Aussagen auf die Randbedingung
ut ± b(t,±l, u)ux = g(t,±l, u), t ∈ (0, T ), (2a)
mit gradientenunabha¨ngigen Nichtlinearita¨ten beschra¨nken, die offensichtlich einen Spe-
zialfall von (2) darstellt. Deshalb werden wir u¨berwiegend vom Randwertproblem (1),
(2), (3) sprechen, es sei denn, das gegebene Resultat ist nur fu¨r die Randbedingung (2a)
gu¨ltig.
Die rasante Entwicklung der Theorie von linearen und nichtlinearen elliptischen bzw.
parabolischen Differentialgleichungen (zweiter Ordnung) in den vergangenen Jahrzehn-
ten hat in vielen Klassikern [1], [16], [21], [24]–[26] ihren Niederschlag gefunden. Viele
Aussagen in diesen Werken sind vor allem am Beispiel von Dirichlet- bzw. Neumann-
Randbedingungen und entsprechenden Verallgemeinerungen sowie dem Cauchy-Problem
formuliert worden, gleichwohl die verwendeten Methoden sich oft auf ein viel breiteres
Spektrum von Randwertaufgaben anwenden lassen. Die Randbedingungen vom Typ (2)
unterscheiden sich von den obengenannten durch die darin enthaltene Zeitableitung. Sie
sind in der Literatur meistens als dynamische Randbedingungen (
”
dynamical“ bzw.
”
dy-
namic boundary conditions“) bekannt. Gelegentlich [22], [8] findet man sie aber auch
3unter dem Namen (verallgemeinerte) Wentzell- oder einfach die Zeitableitung enthal-
tende Randbedingung (russischsprachige Literatur). Sie tauchen in verschiedenen Zu-
sammenha¨ngen auf, wie gewissen Prozessen des Wa¨rmeaustausches [10], mathemati-
scher Modellierung chemischer Reaktoren [13], Linearisierung des (Einphasen) Stefan-
Problems [3] etc. Diese Aufza¨hlung ist bei weitem nicht vollsta¨ndig. Fu¨r einen ausfu¨hr-
licheren ¨Uberblick naturwissenschaftlicher Prozesse bzw. mathematischer Fragestellun-
gen, die zu solchen Randwertproblemen fu¨hren, verweisen wir auf [13] und die darin an-
gegebene Literatur. Eine ausfu¨hrliche physikalische Herleitung der dynamischen Randbe-
dingungen als eine Verallgemeinerung der Wentzell-Randbedingungen fu¨r Wa¨rmeleitungs-
und Wellengleichungen finden wir in [22]. Das folgende Beispiel, das eine eindimensio-
nale Version des physikalischen Modells aus [10] ist, demonstriert, wie die Zeitableitung
fu¨r die Beschreibung eines Randprozesses bei einem Wa¨rmeaustausch zwischen zwei
Medien involviert wird.
Physikalisches Modell. Wir betrachten Wa¨rmediffusion in einem eindimensionalen Stab
Ω mit einer (vernachla¨ssigbar) du¨nnen, gut wa¨rmeleitenden Umrandung Ω1. Man stelle
sich etwa einen mit einer Flu¨ssigkeit gefu¨llten Zylinder vor, der an beiden Enden durch
eine du¨nne Metallscheibe verschlossen ist, deren Wa¨rmeleitfa¨higkeit die der Flu¨ssigkeit
erheblich u¨bersteigt. Sei u(t, x) die Temperaturverteilung und f(t, x, u) eine Wa¨rmequel-
le innerhalb des Stabes.
✲
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Die Temperaturverteilung innerhalb des Stabes genu¨gt bekanntlich der Wa¨rmeleitungs-
gleichung
ut(t, x)− (a(t, x, u)ux)x = f(t, x, u),
wobei a der Wa¨rmeleitungskoeffizient ist. Dabei haben wir hier angenommen, dass so-
wohl der Wa¨rmeleitungskoeffizient als auch die Quellensta¨rke nicht nur von Zeit und Ort,
sondern auch von der Temperatur abha¨ngen.
Um die Randbedingung herzuleiten, betrachten wir den rechten Rand von Ω. Wir neh-
men an, dass die Wa¨rme durch den Rand von Ω fließend in Ω1 akkumuliert wird. Ferner
wird angenommen, dass Ω1 so du¨nn ist, dass die dort produzierte bzw. dorthin geflossene
Wa¨rme sofort gleichma¨ßig umverteilt wird, was mathematisch bedeutet, dass die Tem-
peratur v in Ω1 zu jedem Zeitpunkt t in der Ortsvariable x konstant ist. So ist die im
Zeitintervall [t, t +△t] in Ω1 akkumulierte Energie △E einerseits proportional zu dem
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△E = C[v(t+△t)− v(t)],
mit einer positiven KonstanteC, die von Materialeigenschaften (genauer: von der Wa¨rme-
kapazita¨t) des Mediums in Ω1 abha¨ngt. Andererseits gilt
△E =
t+△t∫
t
J(ξ, l, ux) dξ +
t+△t∫
t
g(ξ, v) dξ,
wobei J der Wa¨rmefluss durch den Rand von Ω und g eine sich in Ω1 befindende Wa¨rme-
quelle ist. Ferner ist es physikalisch sinnvoll, anzunehmen, dass sich der Wa¨rmefluss J
(aus bzw. in Ω) proportional zum Temperaturgradienten ux auf dem Rand von Ω verha¨lt,
d.h.
J(t, l) = −b(t, l, u)ux(t, l),
wobei b die Wa¨rmeleitfa¨higkeit des Randes von Ω ist. Das Einsetzen in die obigen Glei-
chungen liefert zuna¨chst
C
v(t+△t)− v(t)
△t =
1
△t
( t+△t∫
t
−b(ξ, l, u)ux(ξ, l) dξ +
t+△t∫
t
g(ξ, v(ξ)) dξ
)
,
und mit △t→ 0 ergibt sich
Cvt(t) = −b(t, l, u)ux(t, l) + g(t, v(t)).
Schließlich nehmen wir an, dass auf dem Rand von Ω die Temperatur der beiden Medien
u¨bereinstimmt, d.h.
u(t, l) = v(t).
Daraus erhalten wir die Randbedingung
Cut(t, l) = −b(t, l, u(t, l))ux(t, l) + g(t, u(t, l)).
Da C eine positive Konstante ist, entspricht diese Gleichung offensichtlich der Randbe-
dingung (2a).
Einordnung der erzielten Ergebnisse. In den vergangenen Jahrzehnten wurden ver-
schiedene Aspekte von Randwertaufgaben mit dynamischen Randbedingungen durch An-
wendung unterschiedlicher Techniken untersucht, wir ko¨nnen hier nur einige von diesen
Arbeiten erwa¨hnen [3]–[11], [13], [22]. Mit Hilfe der Theorie der Operatorhalbgruppen
wurden Existenz- und Eindeutigkeitsaussagen sowohl fu¨r die Modellgleichungen [23], als
auch fu¨r allgemeine lineare und nichtlineare Gleichungen bewiesen [10], [13], [29]. Ein
anderer klassischer Zugang zu linearen Differentialgleichungen, der auf der Berechnung
des Lo¨sungspotentials fu¨r die korrespondierende Modellgleichung mit Hilfe der Fourier-
Laplace Transformation (und anschließender Konstruktion eines Regularisators) basiert
[25, Kap. 4], fand fu¨r dynamische Randbedingungen in [8], [9], [37], [4] Anwendung.
In [37] wurden zudem 2D-Gebiete mit Ecken betrachtet. In verschiedenen Arbeiten [38],
[33], [8] ,[5] wurde der Zusammenhang zwischen dem Vorzeichen des Koeffizienten b
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diskutiert.
Mehrere Autoren [10], [11], [13]–[15], [18], [19], [29], [31] haben sich mit der globalen
Lo¨sbarkeit sowie damit zusammenha¨ngenden Fragen wie a-priori Abscha¨tzungen bzw.
Blow-up Pha¨nomenen bescha¨ftigt. Fu¨r quasilineare (elliptische bzw. parabolische) Dif-
ferentialgleichungen zweiter Ordnung besteht ein klassischer programmatischer Ablauf,
na¨mlich a-priori Abscha¨tzungen, die fu¨r den Nachweis der globalen Existenz notwendig
sind, zu gewinnen, bekanntlich [25], [21], [26] aus
• Abscha¨tzung des Absolutbetrages der Lo¨sung,
• Abscha¨tzung des Absolutbetrages des Gradienten der Lo¨sung,
• Abscha¨tzung einer geeigneten Ho¨ldernorm des Gradienten der Lo¨sung.
Dabei liefern fu¨r die Durchfu¨hrung des ersten und dritten Schrittes das Maximumprinzip
bzw. das De Giorgi-Nash Theorem u¨ber Ho¨lderregularita¨t von Lo¨sungen linearer Diffe-
rentialgleichungen die theoretische Grundlage, wa¨hrend es fu¨r den zweiten Schritt keinen
solchen Standardweg zu geben scheint. Dadurch ist die Abscha¨tzung des Absolutbetra-
ges des Gradienten der schwierigere Teil beim Beweis der globalen Existenz. Bekannt
ist allerdings, dass fu¨r Gleichungen vom Typ (1) diese Abscha¨tzung durchgefu¨hrt werden
kann, wenn man das Wachstum der rechten Seite f(t, x, u, ux) fu¨r |ux| → ∞ geeignet
einschra¨nkt. Dabei kann in
”
guten Fa¨llen“ fu¨r die rechte Seite ein Polynom mit einem
kritischen Exponenten als Kriterium fu¨r das Langzeitverhalten der Lo¨sung angegeben
werden, was bedeutet, dass, wenn die rechte Seite langsamer als dieses Polynom wa¨chst,
max |ux| abgescha¨tzt werden kann. Andernfalls kann man einen Blow-up (des Gradien-
ten) in endlicher Zeit nachweisen.
Den Ausgangspunkt fu¨r unsere Untersuchungen bilden die Resultate aus [10] und [36].
In [10] wurden Kriterien fu¨r die Existenz globaler klassischer Lo¨sungen fu¨r die Rand-
wertprobleme vom Typ (1), (2a), (3) untersucht. Es wurde gezeigt, dass, wenn die rechte
Seite f(t, x, u,∇u) nicht schneller als |∇u|1+α wa¨chst, mit α ∈ [0, 1) im semilinearen
und α = 0 im quasilinearen Fall, dann das maximale Existenzintervall [0, t+) nur dann
endlich ist, wenn der Absolutwert der Lo¨sung fu¨r t −→ t+ explodiert. Außerdem zei-
gen die Autoren, dass, wenn die rechte Seite schneller als |∇u|2+α wa¨chst, die Lo¨sung
einen (reinen) Gradienten Blow-up in endlicher Zeit entwickeln kann, d.h. das folgende
Verhalten der Lo¨sung mo¨glich ist: Der Absolutwert der ra¨umlichen Ableitung der Lo¨sung
explodiert in endlicher Zeit, wa¨hrend der Absolutwert der Lo¨sung beschra¨nkt bleibt. Das
gleiche Verhalten der Lo¨sung, im Fall, dass die rechte Seite f eine Singularita¨t entha¨lt,
wurde in [31] gezeigt.
Fu¨r die quasilineare parabolische Differentialgleichung vom Typ
ut − a(t, x, u,Du)Diju = f(t, x, u,Du)
ist gut bekannt (vgl. [25, Kap. VI, §3], [26, Kap. 10], [32, Kap. 35]), dass das quadratische
Wachstum der rechten Seite im Gradienten, genauer des Quotienten f(t,x,u,p)
a(t,x,u,p)
fu¨r |p| → ∞,
eine nahezu optimale Voraussetzung darstellt (zumindest im Falle von Dirichlet- oder
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wertes des Gradienten mo¨glich ist. Eine scharfe Formulierung dieser Wachstumsbedin-
gung erreicht man, indem man die das Wachstum beschra¨nkende Funktion als Lo¨sung
einer geeigneten gewo¨hnlichen Differentialgleichung sucht (vgl. (4.13)) und somit deren
Integraldarstellung bestimmt. Daraus ergibt sich etwa die Forderung∣∣∣f(t, x, u, p)
a(t, x, u, p)
∣∣∣ ≤ ψ(|p|), (5)
wobei ψ eine positive Funktion ist mit
+∞∫
ξ dξ
ψ(ξ)
=∞. (6)
Man beachte, dass die Funktion ψ sogar schneller als quadratisch wachsen kann und trotz-
dem die Bedingung (6) nicht verletzt (vgl. Bemerkung 4.2 a)). Diese Voraussetzung, auch
als Bernstein-Nagumo Bedingung bekannt, scheint ihren Ursprung in den Arbeiten [7]
und [30] zu haben, wo sie als Kriterium fu¨r die Existenz globaler Integralkurven der
gewo¨hnlichen Differentialgleichung
y′′ = f(x, y, y′)
auftaucht. Die Bedingung ist scharf in dem Sinne, dass ihre Verletzung in verschiede-
nen Situationen zu einem Gradienten Blow-up fu¨hren kann [10], [32], vgl. dazu auch
den einfu¨hrenden Teil in [36] sowie die dort angegebene Literatur. Allerdings konnte im
Falle der Gleichung (1), d.h. wenn die Raumvariable eindimensional ist, die Bedingung
(5)–(6) mit Hilfe der Methode der Verdoppelung der Variable abgeschwa¨cht werden [36].
Ferner ist auch bekannt, dass das Langzeitverhalten einer Lo¨sung auch durch die gege-
bene Randbedingung beeinflusst werden kann [32]. Ausgehend hiervon haben wir unsere
Untersuchungen mit den folgenden Fragestellungen gestartet:
• Unter welchen (zusa¨tzlichen) Voraussetzungen ist die Bernstein-Nagumo Bedin-
gung (5)–(6) fu¨r die globale Abscha¨tzung des Gradienten von beschra¨nkten, klas-
sischen Lo¨sungen von (1), (2), (3) bzw. (1), (2a), (3) hinreichend?
• Kann bei der Abscha¨tzung von max |ux| die Bernstein-Nagumo Bedingung auch
fu¨r die Randwertprobleme mit dynamischen Randbedingungen abgeschwa¨cht bzw.
ersetzt werden?
• Kann die Abscha¨tzung von max |ux| auch durchgefu¨hrt werden, wenn man dyna-
mische Randbedingungen an einem Ende des Intervalls (−l, l) mit
”
klassischen“
Randbedingungen an dem anderen Ende kombiniert?
• Unter welchen Voraussetzungen fu¨hren die a-priori Abscha¨tzung des Gradienten
zu globaler Existenz der (klassischen) Lo¨sungen von (1), (2), (3) bzw. (1), (2a),
(3)?
Die Antworten auf die ersten drei Fragen findet man in den Theoremen 4.1, 4.3 und 4.5,
vgl. auch die Bemerkung 4.4. Die Untersuchung der globalen Lo¨sbarkeit der gestellten
Probleme erstreckt sich gewissermaßen u¨ber die ganze Arbeit. Das Problem haben wir
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unten).
Wie oben schon erwa¨hnt, basiert die Methode, die wir fu¨r den Beweis der Theoreme
4.1, 4.3 und 4.5 verwendet haben, auf der Verdoppelung der Raumvariable, die zum ersten
Mal in [28] vorgeschlagen wurde. Diese Methode wurde in den Arbeiten [34]–[36] wei-
terentwickelt und auf die Gleichung (1) im Falle homogener Dirichlet-, Neumann- oder
gemischter Randbedingungen angewandt. In Theorem 4.1 konnten wir dieses Verfahren
nach einer geeigneten Modifizierung erfolgreich auf das Problem (1)–(3) anwenden. Da-
bei erforderte die Inklusion der Randbedingung (2) die neuen Wachstumsbedingungen
(4.6)–(4.9).
Der Beweis ist so konstruiert, dass man den Gradienten im Inneren und auf dem Rand
des betrachteten Gebiets gewissermaßen separat abscha¨tzt. Daher ist es auf eine einfa-
che Weise mo¨glich, Theorem 4.1 mit den Resultaten von [36] zu kombinieren, und somit
die Gradientenabscha¨tzung fu¨r die Gleichung (1) auch dann durchzufu¨hren, wenn sie an
einem Ende des Intervalls (−l, l) die dynamische Randbedingung (2) und an dem ande-
ren Ende Dirichlet-, Neumann- oder gemischte Randbedingung erfu¨llt. Fu¨r die homogene
Dirichlet- Randbedingung haben wir es im Theorem 4.5 explizit formuliert. Dieses Resul-
tat ist insbesondere interessant, da in diesem Fall die Verletzung der Wachstumsbedingung
(5)–(6) zwangsla¨ufig einen Blow-up des Gradienten nach sich zieht (vgl. die Bemerkung
4.6). Somit ist die Wachstumsbedingung an f von Theorem 4.5 offensichtlich scharf.
Schließlich konnten wir in Theorem 4.3 a¨hnlich wie in [36] auf die Wachstumsbedin-
gungen an f bzw. g fu¨r eine gewisse Klasse von Funktionen verzichten: Die Abscha¨tzung
des Gradienten bleibt gu¨ltig, wenn man die rechte Seite in (1) bzw. (2) jeweils um einen
Summanden f˜(t, x, u, ux) bzw. g˜(t, x, u, ux) erweitert - Funktionen, die zwar beliebig
schnell in |ux| wachsen ko¨nnen, jedoch gewissen Homogenita¨tsbedingungen unterliegen
(vgl. (4.41)–(4.43)). Dabei sind die Bedingungen (4.41) schon aus [36] bekannt, wa¨hrend
(4.42) und (4.43) durch die Randbedingung (2) bedingt und somit neu sind. Ausgehend
aus dem oben vorgestellten physikalischen Modell des Wa¨rmeaustausches lassen sich
diese Bedingungen auch leicht physikalisch interpretieren: Das Explodieren des Tempe-
raturgradienten auf dem Rand des betrachteten Gebietes ist nicht mo¨glich, falls die Diffe-
renz zwischen den internen und externen Wa¨rmequellen ausgleichende Wirkung auf den
Temperaturanstieg (-abfall) hat.
Die Gradientenabscha¨tzungen der Theoreme 4.1, 4.3 und 4.5 spielen eine Schlu¨ssel-
rolle im Beweis der globalen Existenz der jeweiligen Randwertaufgabe. Wie oben schon
erwa¨hnt, haben wir das entsprechende Existenzresultat fu¨r das Problem (1), (2a), (3) in
Theorem 4.10 formuliert, dessen Beweis u¨ber die ganze Arbeit verteilt ist. Darauf gehen
wir im na¨chsten Abschnitt ausfu¨hrlicher ein.
Aufbau der Arbeit. Die Arbeit besteht aus vier Kapiteln. Das erste Kapitel hat einen
Hilfscharakter. Hier werden die Notation festgelegt, begriffliche Vereinbarungen getroffen
sowie die parabolischen Ho¨lderra¨ume, die den funktionalanalytischen Rahmen fu¨r unsere
Untersuchungen bilden, eingefu¨hrt und einige wichtigen Eigenschaften angefu¨hrt.
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(2.3). Als Hauptresultat dieses Kapitels beweisen wir in Theorem 2.1 die Existenz und
Eindeutigkeit der Lo¨sung dieser Randwertaufgabe im Ho¨lderraum C1+α2 ,2+α(ΩT ) und
eine entsprechende Schauder-Abscha¨tzung. Dabei haben fu¨r den rigorosen Beweis dieses
Theorems einige Ergebnisse aus [8] eine wesentliche Rolle gespielt.
Durch eine Anwendung des Schauderschen Fixpunktsatzes beweisen wir im dritten
Kapitel in Theorem 3.1 unter zusa¨tzlichen Strukturbedingungen (3.1)–(3.2) an a, f , b und
g die Existenz einer lokalen Lo¨sung von (1), (2a), (3), d.h. die Existenz einer Lo¨sung in
u ∈ C1+α2 ,2+α((0, ε)× (−l, l)) fu¨r ein ε > 0 und α ∈ (0, 1). Ausgehend von dieser Aus-
sage beweisen wir in Theorem 3.2 die Existenz einer C1+α2 ,2+α-Lo¨sung von (1), (2a), (3)
im ganzen Gebiet (0, T )× (−l, l) fu¨r ein vorgegebenes, beliebiges T > 0, vorausgesetzt,
man kennt eine a-priori Schranke fu¨r die geeignete Ho¨ldernorm des Gradienten, genauer
fu¨r |ux|(1+
α
2
,2+α)
ΩT
.
Diese Ho¨lder-Abscha¨tzung fu¨r die Lo¨sung des allgemeinen Problems (1), (2), (3) fu¨hren
wir im letzten Kapitel in Theorem 4.7 durch. Dieses Theorem beweisen wir, nachdem wir
die a-priori Abscha¨tzungen fu¨r max |ux|ΩT , auf die wir bereits oben eingegangen sind,
gewonnen haben. Außerdem bestimmen wir in Theorem 4.9 die a-priori Schranke fu¨r
max |u| (die bis dahin immer als gegeben angenommen worden ist) der Lo¨sung von (1),
(2a), (3), unter zusa¨tzlichen Wachstumsbedingungen an f und g. Schließlich fassen wir
alle Resultate u¨ber das Problem (1), (2a), (3) in Theorem 4.10 zusammen, indem wir
Bedingungen fu¨r die globale Existenz der Lo¨sung dieser Aufgabe angeben.
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1. NOTATION, LO¨SUNGSBEGRIFF, FUNKTIONENRA¨UME, HILFSRESULTATE
Fu¨r ein Intervall Q ⊂ R und ein t > 0 sei
Qt := (0, t)×Q
und
St(Q) := (0, t)× ∂Q.
Ist aus dem Kontext klar, bezu¨glich welchen Intervalls Q die Menge St(Q) zu verstehen
ist, so schreiben wir der Einfachheit halber stets St = St(Q).
Ist ferner
Ω := (−l, l),
so sind (1) und (2) formuliert in
ΩT = (0, T )× Ω,
bzw.
ST = (0, T )× {−l, l}.
Wo keine Missversta¨ndnisse zu befu¨rchten sind, schreiben wir die Argumente der Funk-
tionen nicht explizit hin, z.B.
a(t, x, u, ux)uxx := a(t, x, u(t, x), ux(t, x))uxx(t, x).
Die Schreibweise (t,±l) in (2) bzw. (2a) bedeutet, dass diese Randbedingung aus zwei
Gleichungen auf (0, T ) × {−l} und (0, T ) × {l} besteht. Fu¨r eine Funktion, definiert
auf ST , wird die jeweilige Norm (Halbnorm) als Maximum dieser Norm (Halbnorm) an
beiden dieser Ra¨nder verstanden. So ist z.B.〈
b(·,±l,u(·,±l), ux(·,±l))
〉(α)
ST
:= max
{〈
b(·,−l, u(t,−l), ux(·,−l))
〉(α)
(0,T )
,
〈
b(·, l, u(t, l), ux(·, l))
〉(α)
(0,T )
}
(die Definition von 〈 · 〉(α)
(0,T )
folgt unten in diesem Abschnitt).
Ferner verstehen wir unter einer (klassischen) Lo¨sung des gestellten Problems immer
eine im klassischen Sinne differenzierbare Funktion, die die jeweilige Gleichung bzw.
Randbedingung punktweise erfu¨llt. So ist z.B. die Funktion u eine Lo¨sung des Problems
(1), (2), (3), falls u ∈ C1,2(ΩT )∩C(ΩT ), die Ableitungen ut und ux stetig fortsetzbar auf
ST sind und u die Gleichungen (1), (2), (3) punktweise erfu¨llt.
Wie schon erwa¨hnt, bilden parabolische Ho¨lderra¨ume den funktionalanalytischen Rah-
men in dieser Arbeit. Wir erinnern deren Definition und einige wichtige Eigenschaften.
Dabei beschra¨nken wir uns hier auf den ra¨umlich eindimensionalen Fall, bemerken aber,
dass mit geeigneten Regularita¨tsforderungen an das Gebiet diese Definitionen und die
meisten Eigenschaften auch fu¨r zylindrische (vgl. z.B. [8], [25, Kap. 1] oder [27, Kap. 8])
oder auch allgemeinere (vgl. [26, Kap. 4]) Gebiete des Rn+1 gu¨ltig sind.
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Fu¨r ein Intervall Q ⊂ R und Zahlen k ∈ N und α ∈ [0, 1) bezeichnen wir mit Ck+α(Q)
den Raum aller reellwertigen, k-mal stetig differenzierbarer Funktionen auf Q, fu¨r die die
Norm
|u|(k+α)Q :=
∑
j≤k
|Dju|0,Q + [u](α)Q
endlich ist, wobei
|u|0,Q := sup
x∈Q
|u(x)|,
[u]
(α)
Q := 0, falls α = 0,
und
[u]
(α)
Q :=
∑
j=k
sup
x,y∈Q
|Dju(x)−Dju(y)|
|x− y|α , falls α ∈ (0, 1).
Die parabolischen Ho¨lderra¨ume C k+α2 ,k+α(QT ) fu¨r T > 0, k ∈ N und α ∈ (0, 1)
definieren wir nun als Menge der Funktionen mit endlicher Norm
|u|(
k+α
2
,k+α)
QT
:=
∑
2j0+j≤k
|Dj0t Djxu|QT + 〈u〉
(k+α
2
, k+α)
QT
, (1.1)
wobei, falls k = 0,
〈u〉(
α
2
,α)
QT
:= 〈u〉(
α
2
)
t,QT
+ 〈u〉(α)x,QT
mit
〈u〉(
α
2
)
t,QT
:= sup
x∈Ω
[u(·, x)](
α
2
)
(0,T ) bzw. 〈u〉(α)x,QT := sup
t∈(0,T )
[u(t, ·)](α)Ω ,
und, falls k ≥ 1,
〈u〉(
k+α
2
, k+α)
QT
:=
∑
2j0+j=k
〈Dj0t Djxu〉(
α
2
,α)
QT
+
∑
2j0+j=k−1
〈Dj0t Djxu〉(
1+α
2
)
t,QT
. (1.2)
In dieser Arbeit ist meistens k ∈ {0, 1, 2}, deshalb schreiben wir diese Spezialfa¨lle hier
explizit aus:
|u|(
α
2
,α)
QT
= |u|0,QT + 〈u〉
(α
2
,α)
QT
, (1.3)
|u|(
1+α
2
,1+α)
QT
= |u|0,QT + |ux|0,QT + 〈ux〉
(α
2
,α)
QT
+ 〈u〉(
1+α
2
)
t,QT
, (1.4)
|u|(1+
α
2
,2+α)
QT
=|u|0,QT + |ux|0,QT + |uxx|0,QT + |ut|0,QT + 〈uxx〉
(α
2
,α)
QT
+ 〈ut〉(
α
2
,α)
QT
+ 〈ux〉(
1+α
2
)
t,QT
.
(1.5)
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Bemerkung 1.1. Da die (globale) Ho¨lder-Stetigkeit die gleichma¨ßige Stetigkeit impli-
ziert, kann eine auf einem Gebiet Ho¨lder-stetige Funktion, auf den Rand dieses Gebiets
eindeutig stetig fortgesetzt werden. Somit folgt aus den obigen Definitionen offensichtlich,
dass, falls u ∈ C k+α2 ,k+α(QT ) ist, so ist
D
j0
t D
j
xu ∈ C(QT ), fu¨r 2j0 + j ≤ k.
Bemerkung 1.2. Der zweite Summand in (1.2) und folglich auch der letzte Summand in
(1.4) bzw. (1.5) ist u¨berflu¨ssig (vgl. [26] Seite 46 und [27], Aufgabe 8.8.6), da die folgende
Abscha¨tzung gu¨ltig ist:∑
2j0+|j|=k−1
〈Dj0t Djxu〉(
1+α
2
)
t,QT
≤ c|u|QT +
∑
2j0+|j|=k
〈Dj0t Djxu〉(α/2,α)QT .
Allerdings lassen sich durch die Inklusion von diesem Term in der Definition einige Rech-
nungen bequemer aufschreiben.
Wir werden unten Ho¨lder-Seminormen fu¨r Produkte mehrerer Ho¨lder-stetiger Funk-
tionen abscha¨tzen. Dabei verwenden wir eine einfache Rechenregel, die man wie folgt
herleiten kann. Sei Q ⊂ R ein Intervall, α ∈ (0, 1) und f1,f2 ∈ Cα(Q). Dann folgt aus
|f1(x)f2(x)− f1(y)f2(y)|
|x− y|α ≤
|f1(x)||f2(x)− f2(y)|+ |f2(y)||f1(x)− f1(y)|
|x− y|α ,
dass [
f1f2
]α
Q
≤ ∣∣f1∣∣0,Q[f2]αQ + ∣∣f2∣∣0,Q[f1]αQ. (1.6)
Es ist klar, dass man diese Rechenregel durch Induktion auch auf Produkte von mehr
als zwei Funktionen verallgemeinern kann, und dass sie auch fu¨r die Seminormen 〈u〉(α)QT
gu¨ltig ist, d.h. 〈 n∏
k=1
fk
〉(α)
Q
≤
n∑
k=1
(
〈fk〉(α)Q
∣∣∣ n∏
i=1
i 6=k
fi
∣∣∣
0,Q
)
. (1.7)
Folgende Interpolationsungleichungen, genauer deren multiplikative Versionen (vgl.
(1.9)), werden wir oft in unseren Berechnungen benutzen. Wir formulieren sie hier fu¨r
unseren Spezialfall ΩT = (0, T ) × (−l, l), obwohl sie auch fu¨r geeignete zylindrische
Gebiete des Rn+1 gu¨ltig sind.
Theorem 1.3. Es gibt eine Konstante c = c(l), so dass fu¨r jedes ε > 0 und jede Funktion
u ∈ C1+α2 ,2+α(ΩT ) gilt
|ut|0,QT ≤ ε〈ut〉
(α
2
,α)
QT
+ cε−
2
α |u|0,QT ,
|uxx|0,QT ≤ ε〈u〉
(1+α
2
,2+α)
QT
+ cε−
2
α |u|0,QT ,
|ux|0,QT ≤ ε〈u〉
(1+α
2
,2+α)
QT
+ cε−
1
1+α |u|0,QT ,
〈ux〉(
α
2
,α)
QT
≤ ε〈u〉(1+
α
2
,2+α)
QT
+ cε−(1+α)|u|0,QT ,
〈u〉(
α
2
,α)
QT
≤ ε〈u〉(1+
α
2
,2+α)
QT
+ cε−
α
2 |u|0,QT .
(1.8)
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Beweis. Fu¨r den Beweis siehe [27], Theorem 8.8.1. 
Da die obigen Ungleichungen fu¨r jedes ε > 0 gelten, ko¨nnen durch geschickte Wahl
dieser Zahl die folgenden multiplikativen Interpolationsungleichungen leicht bewiesen
werden.
Korollar 1.4. Es gibt ein c = c(l), so dass fu¨r jedes u ∈ C1+α2 ,2+α(QT ) gilt
|ut|0,QT + |uxx|0,QT ≤ c U2/(2+α)2+α U1−2/(2+α)0 ,
|ux|0,QT ≤ c U1/(2+α)2+α U1−1/(2+α)0 ,
〈ux〉(α2 ,α) ≤ c U (1+α)/(2+α)2+α U1−(1+α)/(2+α)0 ,
〈u〉(α2 ,α) ≤ c Uα/(2+α)2+α U1−α/(2+α)0 ,
(1.9)
wobei U0 := |u|0,QT und U2+α := 〈u〉
(1+α
2
,2+α)
QT
.
Beweis. Sei u ∈ C1+α2 ,2+α(QT ). Laut Theorem 1.3 gibt es ein c = c(l) mit
|ut|0,QT ≤ εa+ Cε−
2
α b,
wobei a := 〈ut〉(
α
2
,α)
QT
und b := |u|0,QT . Diese Ungleichung ist fu¨r beliebiges ε > 0 gu¨ltig.
Wir setzen ε :=
(
b
a
) α
2+α und erhalten
|ut|0,QT ≤ a
( b
a
) α
2+α
+ cb
( b
a
) −2
2+α
= a
2
2+α b
α
2+α + ca
2
2+α b
α
2+α
= (1 + c)a
2
2+α b(1−
2
2+α
)
= (1 + c)
(
〈ut〉(
α
2
,α)
QT
) 2
2+α
(
|u|0,QT
)(1− 2
2+α
)
≤ (1 + c)U
2
2+α
2+α U
(1− 2
2+α
)
0 .
Durch das Einsetzen des gleichen ε in die zweite Ungleichung von (1.8) ko¨nnen wir
|uxx|0,QT genauso abscha¨tzen, und wir erhalten die erste Ungleichung von (1.9). Die Wahl
eines geeigneten ε liefert auch die restlichen Ungleichungen. Ein passendes ε kann gefun-
den werden, indem die jeweilige rechte Seite in (1.8) als Funktion von ε minimiert wird
(vgl. auch [27, Aufgabe 8.8.2]). 
Bemerkung 1.5. Laut (1.9) kann man alle Summanden der Norm | · |(
1+α
2
,1+α)
QT
bis auf
〈u〉(
1+α
2
)
t,QT
gegen U0 und U2+α interpolieren. Nach Bemerkung 1.2 ist die Abscha¨tzung die-
ser Halbnorm u¨berflu¨ssig. Da wir aber spa¨ter genau wissen mu¨ssen, wie 〈u〉( 1+α2 )t,QT ge-
gen |u|0,QT und 〈u〉
(1+α
2
,2+α)
QT
interpoliert werden kann, fu¨hren wir hier diese Rechnung
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ausfu¨hrlich durch. Seien zuna¨chst (t, x), (s, x) ∈ QT . Dann folgt, falls |t − s| ≤ 1, aus
dem Mittelwertsatz und der ersten Ungleichung in (1.9), dass
|u(t, x)− u(s, x)|
|t− s| 1+α2
≤ |u(t, x)− u(s, x)||t− s| ≤ |ut|0,QT ≤ c U
2/(2+α)
2+α U
1−2/(2+α)
0
und, falls |t− s| > 1, dass
|u(t, x)− u(s, x)|
|t− s| 1+α2
≤ |u(t, x)− u(s, x)| ≤ 2U0.
Folglich ist
〈u〉(
1+α
2
)
t,QT
≤ c U2/(2+α)2+α U1−2/(2+α)0 + 2U0. (1.10)
Schließlich wollen wir hier noch bemerken, dass in Kapitel 2 eine zusa¨tzliche Notation
verwendet wird, die wir in Abschnitt 2.1 vereinbaren.
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2. LINEARE GLEICHUNG
In diesem Kapitel betrachten wir die lineare Randwertaufgabe
ut − a(t, x)uxx = f(t, x), (t, x) ∈ (0, T )× (−l, l), (2.1)
ut ± b(t,±l)ux = g(t,±l), t ∈ (0, T ), (2.2)
u(0, x) = u0(x), x ∈ [−l, l]. (2.3)
Wir werden beweisen, dass unter Voraussetzung gleichma¨ßiger Parabolizita¨t, geeigneter
Kompatibilita¨ts- und Regularita¨tsbedingungen und einer Vorzeichenbedingung an b, die-
ses Problem im Ho¨lderraum C1+α2 ,2+α(ΩT ) eindeutig lo¨sbar ist. Bevor wir diese Aussage
als ein Theorem formulieren, treffen wir geeignete Annahmen.
Da wir den ra¨umlich eindimensionalen Fall betrachten, kann man sowohl die gleichma¨ßi-
ge Parabolizita¨t als auch die geeignete Vorzeichenbedingung an b auf eine einfache Weise
dadurch fordern, dass es positive Zahlen ε1, ε2, E1, E2 gibt, so dass
0 < ε1 ≤ a(t, x) ≤ E1, (t, x) ∈ ΩT , (2.4)
und
0 < ε2 ≤ ±b(t,±l) ≤ E2, t ∈ (0, T ). (2.5)
Ferner bemerken wir, dass, falls eine Funktion u ∈ C1,2(ΩT ) das Problem (2.1)–(2.3)
im klassischen Sinne lo¨st, sich die Zeitableitung ut in den Eckpunkten (0,±l) sowohl
aus der Rand- als auch aus der Anfangsbedingung bestimmen la¨sst. Deshalb ist offen-
sichtlich, dass fu¨r die klassische Lo¨sbarkeit von (2.1)–(2.3) in C1+α2 ,2+α(ΩT ) folgende
Kompatibilita¨tsbedingung erfu¨llt sein muss:(
au0xx + f
)
(0,±l) = (∓ bu0x + g)(0,±l) (2.6)
(vgl. Bemerkung 1.1).
Nun ko¨nnen wir unter diesen Voraussetzungen das Hauptresultat dieses Kapitels for-
mulieren.
Theorem 2.1. Fu¨r ein α ∈ (0, 1) seien a ∈ C α2 ,α(ΩT ), b ∈ C 1+α2 (ST ) und die Be-
dingungen (2.4)–(2.5) seien erfu¨llt. Dann existiert fu¨r die Funktionen f ∈ C α2 ,α(ΩT ),
g ∈ C 1+α2 (ST ) und u0 ∈ C2+α(Ω), falls sie der Voraussetzung (2.6) genu¨gen, eine ein-
deutige Lo¨sung u ∈ C1+α2 ,2+α(ΩT ) des Problems (2.1)–(2.3) mit ut ∈ C 1+α2 (ST ), und es
gibt eine Konstante
c(T ) = c(T, ε1, ε2, |a|(
α
2
,α)
ΩT
, |b|(
1+α
2
)
ST
),
so dass
|u|(1+
α
2
,2+α)
ΩT
+ |ut|(
1+α
2
)
ST
≤ c(T )(|f |(α2 ,α)ΩT + |u0|(2+α)(−l,l) + |g|( 1+α2 )ST ), (2.7)
wobei c(T ) eine (exponentiell) wachsende Funktion von T ist.
Bemerkung 2.2. Die Behauptung des obigen Theorems fu¨r den Fall von Raumdimensio-
nen strikt gro¨ßer als 1 findet man in [8, Theorem 1.1]. Allerdings ist dort nur ein Teil
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des Beweises gegeben. Wir beno¨tigen diese Aussage vor allem fu¨r den Beweis der Exi-
stenz lokaler Lo¨sungen nichtlinearer Probleme und wollen deshalb genau wissen, wie die
Konstante c(T ) von den Parametern, durch die sie bestimmt wird, abha¨ngt. Aus diesem
Grund geben wir einen rigorosen Beweis des Theorems 2.1. Hierzu verwenden wir einige
Abscha¨tzungen aus [8].
Die Methode, die wir zum Beweis des Theorems 2.1 verwenden, ist in [25, Kap. 4]
fu¨r Dirichlet- und Neumann-Randbedingungen ausfu¨hrlich beschrieben. Wir reduzieren
dabei das Problem (2.1)–(2.3) durch Konstruktion einer Hilfsfunktion (vgl. Abschnitt 2.4)
auf das Problem mit Anfangswert 0, genauer, auf die Lo¨sung des Problems
vt − a(t, x)vxx = f(t, x), (t, x) ∈ (0, T )× (−l, l),
vt ± b(t,±l)vx = g(t,±l), t ∈ (0, T ),
v(0, x) = 0, x ∈ [−l, l],
(2.8)
in C1+α2 ,2+α(ΩT ), wobei f ∈ C α2 ,α(ΩT ) und g ∈ C 1+α2 (ST ) mit
f(0, x) = g(0,±l) = 0, x ∈ (−l, l).
Die folgenden Funktionenra¨ume bieten den geeigneten Rahmen fu¨r die Untersuchung
dieses Problems: Fu¨r ein IntervallQ und reelle Zahlen l, T > 0 notieren wir mit C˚ l2 ,l(QT )
die Unterra¨ume von C l2 ,l(QT ) derjenigen Funktionen, deren Zeitspur 0 ist, genauer,
C˚
l
2
,l(QT ) :=
{
f ∈ C l2 ,l(QT ) : ∂
kf
∂tk
(0, x) = 0, k = 0, ...,
[
l
2
]}
(2.9)
bzw.
C˚ l([0, T ]) :=
{
f ∈ C l(0, T ) : ∂
kf
∂tk
(0) = 0, k = 0, ..., [l]
}
, (2.10)
wobei [s] := max{z ∈ Z : z < s}. Ist v ∈ C1+α2 ,2+α(ΩT ) eine Lo¨sung von (2.8), so ist
offensichtlich
v(0, x) = vt(0, x) = 0, x ∈ (−l, l),
d.h. v ∈ C˚1+α2 ,2+α(ΩT ). Somit ist das in (2.8) gestellte Problem a¨quivalent dazu, dass
man fu¨r jedes Paar f ∈ C˚ α2 ,α(ΩT ) und g ∈ C˚ 1+α2 (ST ) eine Funktion v ∈ C˚1+α2 ,2+α(ΩT )
bestimmt, mit
vt(t, x)− a(t, x)vxx(t, x) = f(t, x), (t, x) ∈ (0, T )× (−l, l),
vt(t, 0)± b(t,±l)vx(t,±l) = g(t,±l), t ∈ (0, T ). (2.11)
Wir bemerken noch, dass wir fu¨r dieses Problem keine Kompatibilita¨tsbedingung stellen
mu¨ssen, da fu¨r u0 = 0 und jedes Paar f ∈ C˚ α2 ,α(ΩT ), g ∈ C˚ 1+α2 (ST ) die Gleichung (2.6)
offensichtlich immer erfu¨llt ist.
Nun formulieren wir die Aussage, die im Beweis des Theorems 2.1 die entscheidende
Rolle spielt.
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Theorem 2.3. Fu¨r ein α ∈ (0, 1) seien a ∈ C α2 ,α(ΩT ), b ∈ C 1+α2 (ST ), und es seien (2.4)
und (2.5) erfu¨llt. Dann existieren fu¨r jedes Paar f ∈ C˚ α2 ,α(ΩT ), g ∈ C˚ 1+α2 (ST ) positive
Zahlen
τ = τ(ε1, ε2, |a|(
α
2
,α)
ΩT
, |b|(
1+α
2
)
ST
, l)
und
c = c(ε1, E1, ε2, E2, l),
so dass das Problem (2.11) eine eindeutige Lo¨sung v ∈ C˚1+α2 ,2+α(Ωτ ) besitzt, fu¨r die die
folgende Abscha¨tzung gilt
|v|(1+
α
2
,2+α)
Ωτ + |vt|
( 1+α
2
)
Sτ
≤ c(|f |(α2 ,α)ΩT + |g|( 1+α2 )ST ). (2.12)
Die Hauptidee des Beweises ist, die lineare Randwertaufgabe (2.11), die variable Koef-
fizienten a und b entha¨lt, auf korrespondierende Anfangs-Randwertaufgaben mit konstan-
ten Koeffizienten zuru¨ckzufu¨hren. Fu¨r diesen Zweck wird das betrachtete Gebiet in hinrei-
chend kleine Gebiete zerlegt, in denen die Koeffizienten eingefroren werden. Danach wer-
den mittels Zerlegung der Eins die Lo¨sungen der Modellgleichungen im jeweiligen Gebiet
zu einer Lo¨sung zusammengefu¨gt. Auf diese Weise wird die Invertierbarkeit eines geeig-
neten Operators A zwischen den Ra¨umen C˚1+α2 ,2+α(Ωτ ) und C˚
1+α
2 (Ωτ )× C˚1+α2 ,2+α(Sτ )
bewiesen, was zu der eindeutigen Lo¨sbarkeit von (2.11) a¨quivalent ist. Die Abscha¨tzung
(2.12) folgt dann aus der Abscha¨tzung der Operatornorm von A−1.
2.1. Notation und Hilfsresultate. Bevor wir die Modellgleichungen formulieren, fu¨hren
wir hier eine zusa¨tzliche Notation ein und zitieren einige Resultate, die wir in diesem
Kapitel verwenden werden.
2.1.1. Notation. Wir nutzen die Bezeichnungen
R
+ := (0,∞), R := R+ × R+,
D := R+ × R, D˜ := R× R+,
Rl := R+ × (−∞, l), R−l := R+ × (−l,∞)
und
B(T ) := {(t, x) ∈ B : t < T},
fu¨r ein B ⊂ R2. So ist zum Beispiel R2(T ) = (−∞, T )×R und D(T ) = (0, T )×R. Diese
Notation werden wir immer dort benutzen, wo es aus Platzgru¨nden sinnvoll erscheint.
Ferner notieren wir mit f 0 die triviale Fortsetzung fu¨r t < 0 einer Funktion f , die nur
fu¨r t ≥ 0 definiert ist, d.h.
f 0(t, x) :=
{
f(t, x), wenn t ≥ 0,
0, wenn t < 0.
(2.13)
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2.1.2. Zerlegung der Eins. Auf dem Intervall Ω = [−l, l] ko¨nnen wir die folgende Zer-
legung der Eins definieren (fu¨r die Existenz einer solchen Zerlegung verweisen wir auf
[25, Kap. IV, § 4]):
Fu¨r ein beliebiges λ > 0 seien N ∈ N und Intervalle ω(k), Ω(k) mit −N ≤ k ≤ N so
gewa¨hlt, dass
a) ω(k) ⊂ Ω(k) ⊂ Ω und ⋃
|k|≤N
ω(k) =
⋃
|k|≤N
Ω(k) = Ω;
b) fu¨r jedes x ∈ Ω gibt ein k ∈ {−N, ..., N} so, dass x ∈ ω(k) und der Abstand
zwischen x und Ω \ ω(k) nicht kleiner ist als λ;
c) es gibt ein N0 ∈ N so, dass ho¨chstens N0 verschiedene Ω(k) einen nicht leeren
Schnitt haben;
d) fu¨r k ∈ {−N + 1, ..., N − 1} enthalten die Mengen ω(k) und Ω(k) keine Rand-
punkte, haben einen gemeinsamen Mittelpunkt ξk, und ihre La¨nge ist λ bzw. 2λ.
Außerdem ist ξ−N := −l ∈ ω(−N) und ξN := l ∈ ω(N).
Bekanntlich (vgl. z.B. [2, Satz 7.14]) gibt es ζ (k) ∈ C∞(Ω(k)), k = −N, ..., N , mit
folgenden Eigenschaften:
0 ≤ ζ (k) ≤ 1, ζ (k)(x) =
{
1, falls x ∈ ω(k),
0, falls x ∈ Ω \ Ω(k),
und es gibt fu¨r jedes m ∈ N ein c(m) > 0, so dass∣∣∣∣∂mζ (k)∂xm
∣∣∣∣
0,Ω(k)
≤ c(m)
λm
. (2.14)
Ferner definieren wir die Funktionen
µ(k) :=
ζ (k)∑
|k|≤N
|ζ (j)|2 ,
fu¨r die offensichtlich gilt
µ(k) = 0 in Ω \ Ω(k) und 0 ≤ µ(k) ≤ 1.
Außerdem folgt aus der Eigenschaft c) der Intervalle Ω(k), dass
1 ≤
∑
|k|≤N
|ζ (k)(x)|2,≤ N0 x ∈ Ω.
Folglich kann man wegen (2.14) leicht u¨berlegen, dass fu¨r jedes m ∈ N ein c(m) > 0
existiert, mit ∣∣∣∣∂mµ(k)∂xm
∣∣∣∣
0,Ω(k)
≤ c(m)
λm
. (2.15)
Es gilt außerdem ∑
|k|≤N
µ(k)(x)ζ (k)(x) = 1, x ∈ Ω. (2.16)
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2.1.3. ¨Aquivalente Normen auf u ∈ C˚ l2 ,l(Ωτ ) und andere Hilfsresultate. Sei Ω(k) die
oben angegebene Zerlegung von Ω und τ > 0. Dann definiert Ω(k)τ = (0, τ) × Ω(k),
k = −N, ..., N , eine Zerlegung von Ωτ und offensichtlich ist
{u}(
l
2
,l)
Ωτ
:= max
|k|≤N
〈u〉(
l
2
,l)
Ω
(k)
τ
<∞. (2.17)
Wie wir sehen werden, wird durch {·}(
l
2
,l)
Ωτ
eine zu | · |(
l
2
,l)
Ωτ
a¨quivalente Norm auf C˚ l2 ,l(Ωτ )
definiert.
Lemma 2.4. Sei u ∈ C˚ l2 ,l(Ωτ ). Fu¨r jedes k ∈ N mit k ≤ l gibt es ein c = c(k, l), so dass∑
2j0+j=k
|Dj0t Djxu|0,Ωτ ≤ c τ
l−k
2
∑
0<l−2j0−j<2
〈
D
j0
t D
j
xu
〉( l−2j0−j
2
)
t,Ωτ
. (2.18)
Beweis. Siehe [25, Kapitel IV, Lemma 4.1]. 
Lemma 2.5. Sei
τ = λ2χ, (2.19)
mit χ ≤ 1 und λ2χ ≤ T . Dann gibt es eine Konstante c > 0, die nicht von λ und χ
abha¨ngt, so dass fu¨r jedes u ∈ C˚ l2 , l(Ωτ ) gilt
{u}(
l
2
, l)
Ωτ
≤ 〈u〉(
l
2
,l)
Ωτ
≤ c {u}(
l
2
, l)
Ωτ
. (2.20)
Beweis. Siehe [25, Kapitel IV, Lemma 4.2]. 
Bemerkung 2.6. Aus Lemma 2.4 folgt, dass fu¨r eine Funktion u ∈ C˚ l2 ,l(Ωτ ) der erste
Summand der rechten Seite von (1.1) durch den zweiten nach oben abgescha¨tzt werden
kann. Kombinieren wir dies mit der Aussage von Lemma 2.5, so ist offensichtlich, dass
durch | · |(1+
α
2
,2+α)
Ωτ
, 〈·〉(1+
α
2
,2+α)
Ωτ
und {·}(1+
α
2
,2+α)
Ωτ
a¨quivalente Normen definiert werden
(auf dem Raum C˚1+α2 ,2+α(Ωτ )).
In Lemma 2.22 werden wir Funktionen bzw. deren Summen abscha¨tzen, die durch die
oben definierten Funktionen µ(k), ζ (k) auf Ω(k) abgeschnitten sind. Wir werden dabei die
folgenden zwei Lemmata anwenden.
Lemma 2.7. Seien s ≤ [l] + 1 und ψk eine s-mal differenzierbare Funktion, definiert auf
Ω(k), so dass ∣∣∣∣∂sψk∂xs
∣∣∣∣
0,Ω
(k)
τ
≤ cs
λs
(2.21)
mit τ und λ wie im Lemma 2.5. Dann gibt es eine Konstante c > 0, die weder von τ noch
von λ abha¨ngt, so dass fu¨r jede Funktion u ∈ C˚ l2 ,l(Ω(k)τ ) gilt
〈ψku〉(
l
2
,l)
Ω
(k)
τ
≤ c 〈u〉(
l
2
,l)
Ω
(k)
τ
.
Beweis. Siehe [25, Kapitel IV, Lemma 4.3]. 
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Lemma 2.8. Seien Ω(k), k ∈ {−N, ..., N}, wie oben und
w(t, x) :=
∑
|k|≤N
w(k)(t, x),
wobei w ∈ C l2 ,l(Ωτ ) mit w(k)(t, x) = 0, wenn x ∈ Ω \ Ω(k). Dann ist
{w}(
l
2
,l)
Ωτ
≤ N0 max|k|≤N〈w
(k)〉(
l
2
,l)
Ω
(k)
τ
.
Beweis. Siehe [25, Kapitel IV, Lemma 4.4]. 
2.1.4. Wa¨rmeleitungsgleichungen. Wir wollen hier kurz einige Eigenschaften der Wa¨rme-
leitungsgleichung bzw. des Wa¨rmeleitungskerns erinnern. Fu¨r f ∈ C(R2) sei
Γ ∗ f(t, x) :=
t∫
−∞
∫
R
Γ(t− τ, x− y)f(τ, y)dydτ, (2.22)
wobei Γ den Wa¨rmeleitungskern
Γ(t, x) :=
{
1√
4πt
e−
x2
4t , wenn t > 0,
0, wenn t ≤ 0,
(2.23)
bezeichnet. Wa¨chst f(t, x) nicht zu schnell fu¨r |x| → ∞ (nicht schneller als ecx2 fu¨r ein
c > 0), so gilt
(∂t − ∂xx)(Γ ∗ f)(t, x) = f(t, x) fu¨r (t, x) ∈ R2,
d.h.Γ∗f lo¨st die homogene Wa¨rmeleitungsgleichung inR2. Ist f zusa¨tzlich inC α2 ,α(R2(T )),
so ist Γ ∗ f ∈ C1+α2 ,2+α(R2(T )) und es gibt eine Konstante c > 0, die nicht von T abha¨ngt,
mit
〈Γ ∗ f〉(1+
α
2
,2+α)
R2
(T )
≤ c 〈f〉(
α
2
,α)
R2
(T )
. (2.24)
Ferner erinnern wir, dass das Dirichlet-Problem fu¨r die nicht homogene Wa¨rmeleitungs-
gleichung mit nicht konstantem Wa¨rmeleitungskoeffizienten, d.h.
ut(t, x)− a(t, x)uxx(t, x) = f(t, x), (t, x) ∈ QT ,
u(t, x) = φ(t, x), (t, x) ∈ (0, T )× ∂Q,
u(0, x) = u0(x), x ∈ Q,
(2.25)
unter Annahme der gleichma¨ßigen Parabolizita¨t und der u¨blichen Regularita¨ts- bzw. Kom-
patibilita¨tsbedingungen im Ho¨lderraum C1+α2 ,2+α(QT ) eindeutig lo¨sbar ist. Dies wollen
wir im folgenden Theorem, das einen Spezialfall von [25, Kap. IV, Theorem 5.2] darstellt,
festhalten.
21
Theorem 2.9. Seien Q ⊂ R ein Intervall, T > 0 und a ∈ C α2 ,α(QT ). Ferner sei die
Bedingung (2.4) erfu¨llt. Dann gibt es fu¨r die Funktionen f ∈ C α2 ,α(QT ), φ ∈ C1+α2 (QT )
und u0 ∈ C2+α(Q), falls sie die Kompatibilita¨tsbedingungen
u(0, x) = φ(0, x), φt(0, x)− a(0, x)u0xx(0, x) = f(0, x), x ∈ ∂Q, (2.26)
erfu¨llen, eine eindeutige Lo¨sung u ∈ C1+α2 ,2+α(QT ) von (2.25) und es gibt eine Konstante
c = c(ε1, T ), so dass
|u|(1+
α
2
,2+α)
QT
≤ c(|f |(
α
2
,α)
QT
+ |φ|(1+
α
2
)
ST
+ |u0|2+αQ ). (2.27)
2.2. Modellgleichungen. In diesem Abschnitt betrachten wir zwei Modellaufgaben. Sie
enthalten Gleichungen mit konstanten Koeffizienten, die mit (2.1), (2.2) korrespondieren,
d.h. sie entstehen aus (2.1) und (2.2) durch das Einfrieren von a(t, x) bzw. b(t, x) in den
Punkten (0, ξk).
Die erste Modellaufgabe ist das Cauchy-Problem im Halbraum R+ × R fu¨r die nicht
homogene Wa¨rmeleitungsgleichung mit Anfangbedingung. Wir ko¨nnen es mit Hilfe der
oben eingefu¨hrten Ra¨ume C˚ l2 ,l wie folgt formulieren:
Modellaufgabe 1: Fu¨r Konstanten a, T > 0, α ∈ (0, 1) und ein f ∈ C˚ α2 ,α(R2(T )) suchen
wir eine Funktion w ∈ C˚1+α2 ,2+α(R2(T )) mit
wt(t, x)− awxx(t, x) = f(t, x), (t, x) ∈ (0, T )× R. (2.28)
Die zweite Aufgabe besteht aus der nicht homogenen Wa¨rmeleitungsgleichung, gekop-
pelt mit dynamischen Randbedingung, genauer:
Modellaufgabe 2: Fu¨r Konstanten a,−b, T > 0, α ∈ (0, 1) und Funktionen f ∈
C˚
α
2
,α(R(T )) und g ∈ C˚ 1+α2 ([0, T ]) suchen wir eine Funktion u ∈ C˚1+α2 ,2+α(R(T )), die
folgende Randwertaufgabe erfu¨llt:
ut(t, x)− auxx(t, x) = f(t, x), (t, x) ∈ (0, T )× R,
ut(t, 0) + bux(t, 0) = g(t), t ∈ (0, T ). (2.29)
Die folgenden zwei Aussagen u¨ber die Lo¨sbarkeit der Modellprobleme 1 und 2 spielen
eine fundamentale Rolle im Beweis des Theorems 2.3.
Theorem 2.10. Die Modellaufgabe 1 hat eine eindeutige Lo¨sung w ∈ C˚1+α2 ,2+α(R(T ))
und es gibt eine von T unabha¨ngige Konstante C = C(a) mit
〈w〉(1+
α
2
,2+α)
R(T )
≤ C〈f〉(
α
2
,α)
R(T )
. (2.30)
Beweis. Diese Aussage ist gut bekannt und ist fu¨r den allgemeinen n-dimensionalen Fall
z.B. in [25, Kapitel IV, Theorem 6.1] bewiesen. 
Theorem 2.11. Die Modellaufgabe 2 besitzt eine eindeutige Lo¨sung u ∈ C˚1+α2 ,2+α(R(T ))
mit ut(·, 0) ∈ C˚ 1+α2 ([0, T ]) und es gibt eine Konstante
CT = CT (α,max{a, 1
a
, |b|, 1|b|}, T ),
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so dass
〈u〉(1+
α
2
,2+α)
R(T )
+ 〈ut(·, 0)〉(
1+α
2
)
(0,T ) ≤ CT
(
〈f〉(
α
2
,α)
R(T )
+ 〈g〉(
1+α
2
)
(0,T )
)
, (2.31)
wobei CT wachsend in T ist.
Der Beweis dieser Aussage ist der Hauptinhalt des Abschnitts 2.2. Eine Methode, die
fu¨r die Untersuchung solcher Modellprobleme verwendet wird, besteht im Wesentlichen
in der Herleitung einer expliziten oder impliziten Darstellungsformel der Lo¨sung mittels
einer geeigneten Integraltransformation und der Durchfu¨hrung von Schauder-Abscha¨tzun-
gen fu¨r die hergeleitete Lo¨sung (vgl. [25, Kapitel IV, §2], [8], [9]). Diese Methode wen-
den wir auf das Modellproblem 2 an und gehen dabei wie folgt vor: Zuna¨chst betrach-
ten wir das Problem (2.32), das einen Spezialfall von (2.29) darstellt und zeigen, dass
dessen Lo¨sung durch das Faltungsintegral (2.36) gegeben ist. Dabei ko¨nnen wir, da wir
den ra¨umlich eindimensionalen Fall betrachten, mit Laplace-Transformation auskommen
(statt Fourier-Laplace Transformation, wie im allgemeinen n-dimensionalen Fall). In den
Lemmata 2.12–2.16 und dem anschließenden Satz 2.17 fu¨hren wir fu¨r diese Lo¨sung die
Abscha¨tzung der entsprechenden Ho¨ldernorm durch. Ferner beweisen wir im Satz 2.19
ein einfaches Vergleichsprinzip, das die eindeutige Lo¨sbarkeit von (2.29) sichert. Nach
diesen Vorbereitungen beweisen wir Theorem 2.11 im Abschnitt 2.2.4.
2.2.1. Lo¨sungspotential fu¨r homogene Wa¨rmeleitungsgleichung mit dynamischer Rand-
bedingung. Wie angeku¨ndigt betrachten wir zuna¨chst den Spezialfall von (2.29) mit
a = 1 und f = 0, genauer, wir betrachten eine beschra¨nkte klassische Lo¨sung v des
Problems
vt(t, x)− vxx(t, x) = 0, (t, x) ∈ (0,∞)× (0,∞),
vt(t, 0) + bvx(t, 0) = g(t), t ∈ (0, T ),
v(0, x) = 0, x ∈ (0,∞),
(2.32)
und wenden darauf die Laplace-Transformation in der t-Variable an, die fu¨r eine geeignete
Funktion f definiert ist durch
L(f)(p, x) := f˜(p, x) :=
∞∫
0
e−ptf(t, x)dt,
wobei p ∈ C mit Re p > 0. Das transformierte Problem lautet
pv˜(p, x)− v˜xx(p, x) = 0,
pv˜(p, 0) + bv˜x(p, 0) = g˜(p).
(2.33)
Folglich ist fu¨r eine geeignete Funktion F
v˜(p, x) = F (p)e−
√
px
eine beschra¨nkte Lo¨sung der ersten Gleichung von (2.33). (Das formale Vorgehen bei
der Herleitung einer Darstellungsformel fu¨r die Lo¨sung von (2.32) ist an dieser Stelle ge-
rechtfertigt, da wir spa¨ter rigoros zeigen, dass durch die hergeleitete Formel die eindeutige
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Lo¨sung von (2.32) in der gewa¨hlten Funktionenklasse gegeben ist.) Das Einsetzen von v˜
in die transformierte Randbedingung liefert
pF (p)− b√pF (p) = g˜(p)
und daher
F (p) =
g˜(p)
p− b√p.
Somit ist
v = L−1
( e−√px
p− b√p g˜(p)
)
. (2.34)
Wir zeigen unten, dass
G(t, x) := L−1
( e−x√p
p− b√p
)
= −2
t∫
0
∂Γ
∂x
(t− ξ, x− bξ)dξ (2.35)
mit Γ aus (2.23). Ferner gilt fu¨r geeignete Funktionen f1 und f2 (vgl. z.B. [12, 4.1 (20)])
L(f1 ∗t f2)(t) = f˜1(p)f˜2(p),
wobei
f1 ∗t f2(t) :=
t∫
0
f1(t− τ)f2(τ)dτ.
Somit ist wegen (2.34) und (2.35) die Funktion
v(t, x) = G ∗t g(t, x) =
t∫
0
G(t− τ, x)g(τ)dτ, (t, x) ∈ (0, T )× R+, (2.36)
eine Lo¨sung der Randwertaufgabe (2.32).
Diese Behauptung werden wir im Folgenden ausfu¨hrlich beweisen. Zuna¨chst aber ge-
hen wir kurz darauf ein, wie man die Gleichung (2.35) herleiten kann. Laut [12, 5.6 (1)]
gilt fu¨r jedes x > 0
L−1(e−x
√
p) =
x
t
1√
4πt
e−
x2
4t = −2 ∂
∂x
( 1√
4πt
e−
x2
4t
)
= −2∂Γ
∂x
(t, x).
Somit ist fu¨r −b, x, ξ > 0
L−1
(
e−(x−bξ)
√
p
)
= −2∂Γ(t, x − bξ)
∂x
. (2.37)
Ferner ist laut [12, 4.1 (4)] fu¨r ξ > 0
L−1(e−ξpf˜(p)) =
{
0, wenn t < ξ,
f(t− ξ), wenn t > ξ.
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Deshalb folgt aus (2.37), dass
L−1(e−ξpe−(x−bξ)
√
p) =
{
0, wenn t < ξ,
−2∂Γ
∂x
(t− ξ, x− bξ), wenn t > ξ.
Daraus ergibt sich
L
(
− 2
t∫
0
∂Γ
∂x
(t− ξ, x− bξ)dξ
)
= L
(
− 2
∞∫
0
∂Γ
∂x
(t− ξ, x− bξ)dξ
)
=
∞∫
0
L
(
− 2∂Γ
∂x
(t− ξ, x− bξ)
)
dξ =
∞∫
0
e−ξpe−(x−bξ)
√
pdξ
=
e−x
√
p
p− b√p.
Somit gilt (2.35) und folglich auch (2.36).
Wir zeigen nun, dass v, gegeben durch (2.35) und (2.36), die Gleichung (2.32) im Punkt
(t, x) lo¨st, falls g in t stetig ist. Zuerst bemerken wir, dass fu¨r Γ, definiert in (2.23), gilt
∂j∂kΓ(t, x)
∂tj∂xk
=
P (t, x)
ts
e−
x2
4t ,
wobei s eine von der Differentiationsordnung abha¨ngige positive reelle Zahl und P ein
Polynom in
√
t und x ist. Damit gilt fu¨r x 6= 0
lim
t→0+
∂j∂kΓ(t, x)
∂tj∂xk
= 0.
Folglich ist Γ ∈ C∞(R× R+) mit
∂tj∂
x
kΓ(t, x) = 0, wenn t ≤ 0.
Somit ist fu¨r b < 0 auch G ∈ C∞(R+ × R+) und
G(t, x) −→ 0, wenn t −→ 0. (2.38)
Wir rechnen leicht nach, dass fu¨r alle (t, x) ∈ R+ × R+
(∂t − ∂xx)G(t, x) = (∂t − ∂xx)
(
− 2
t∫
0
∂Γ
∂x
(t− ξ, x− bξ)dξ
)
= −2 lim
ξ→t
∂Γ
∂x
(t− ξ, x− bξ)− 2
t∫
0
∂x(∂t − ∂xx)Γ(t− ξ, x− bξ)dξ
= 0
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und folglich
(∂t − ∂xx)v(t, x)
= (∂t − ∂xx)
( t∫
0
G(t− s, x)g(s)ds
)
= lim
h→0+
G(h, x)g(t) +
t∫
0
(∂t − ∂xx)G(t− s, x)g(s)ds = 0, (t, x) ∈ R+ × R+,
d.h. v erfu¨llt die erste Gleichung von (2.32). Um zu u¨berpru¨fen, dass auch die Randbe-
dingung erfu¨llt ist, rechnen wir zuna¨chst nach, dass fu¨r alle (t, x) ∈ R+ × R+ gilt
(∂t + b∂x)G(t, x) = −2∂Γ
∂x
(t, x). (2.39)
Es gilt
∂G(t, x)
∂t
= −2 ∂
∂t
t∫
0
∂
∂x
Γ(t− τ, x− bτ)dτ
= −2
(
lim
τ→t
∂
∂x
Γ(t− τ, x− bτ) +
t∫
0
∂
∂t
∂
∂x
Γ(t− τ, x− bτ)dτ
)
= −2
t∫
0
∂
∂x
∂
∂t
Γ(t− τ, x− bτ)dτ
und
∂G(t, x)
∂x
= −2
t∫
0
∂
∂x
∂
∂x
Γ(t− τ, x− bτ)dτ.
Somit ist
(∂t + b∂x)G(t, x) = −2
t∫
0
∂
∂x
(∂t + b∂x)Γ(t− τ, x− bτ)dτ
= 2
t∫
0
∂
∂x
( ∂
∂τ
Γ(t− τ, x− bτ)
)
dτ = 2
t∫
0
∂
∂τ
( ∂
∂x
Γ(t− τ, x− bτ)
)
dτ
= 2 lim
τ→t
∂Γ
∂x
(t− τ, x− bτ)− 2∂Γ
∂x
(t, x)
= −2∂Γ
∂x
(t, x).
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So folgt aus (2.36) und (2.39)
(∂t + b∂x)v(t, x) = (∂t + b∂x)
t∫
0
G(t− τ, x)g(τ)dτ = −2
t∫
0
∂Γ
∂x
(t− τ, x)g(τ)dτ.
Deshalb mu¨ssen wir nur noch zeigen, dass
lim
x→0
−2
t∫
0
∂Γ
∂x
(t− τ, x)g(τ)dτ = g(t). (2.40)
Es gilt
∞∫
0
−2∂Γ
∂x
(τ, x)dτ = 2
∞∫
0
−x
2τ
1√
4πτ
e−
x2
4τ dτ =
−1
2
√
π
∞∫
0
x
τ 3/2
e−
x2
4τ dτ
und mit ξ := x
2
√
τ
erhalten wir
∞∫
0
−2∂Γ
∂x
(τ, x)dτ =
1
2
√
π
∞∫
0
4e−ξ
2
dξ = 1. (2.41)
Dann ist
−2
t∫
0
∂Γ
∂x
(t− τ, x)g(τ)dτ
= −2
t∫
0
∂Γ
∂x
(t, x)g(t− τ)dτ
= −2
∞∫
0
∂Γ
∂x
(t, x)g0(t− τ)dτ
= −2
∞∫
0
∂Γ
∂x
(t, x)(g(t)− g(t) + g0(t− τ))dτ
= g(t)
(
− 2
∞∫
0
∂Γ
∂x
(τ, x)dτ
)
+ 2
∞∫
0
∂Γ
∂x
(τ, x)(g(t)− g0(t− τ))dτ
= g(t) + 2
∞∫
0
∂Γ
∂x
(τ, x)(g0(t)− g0(t− τ))dτ.
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Wir zeigen, dass, wenn g stetig in t ist, dann ist
lim
x→0
∞∫
0
∂Γ
∂x
(τ, x)(g0(t)− g0(t− τ))dτ = 0. (2.42)
Da t eine Stetigkeitsstelle von g ist, ko¨nnen wir fu¨r jedes ε > 0 ein δ > 0 so wa¨hlen, dass
sup
τ∈(0,δ)
|g0(t)− g0(t− τ)| ≤ ε
2
.
Wir erhalten zuna¨chst
∞∫
0
∂Γ
∂x
(τ, x)(g0(t)− g0(t− τ))dτ =
∞∫
δ
∂Γ
∂x
(τ, x)(g0(t)− g0(t− τ))dτ
+
δ∫
0
∂Γ
∂x
(τ, x)(g0(t)− g0(t− τ))dτ =: I1 + I2.
Dann ist
|I1| ≤ x 1
4
√
π
sup
τ∈(0,t)
|g0(t)− g0(t− τ)|
∣∣∣ sup
τ∈R+
e−
x2
4τ
∞∫
δ
dτ
τ 3/2
∣∣∣ ≤ C(δ)x ≤ ε
2
,
wenn x hinreichend klein ist, und mit (2.41) und durch unsere Wahl von δ folgt auch, dass
|I2| ≤
∣∣∣ δ∫
0
∂Γ
∂x
(τ, x)dτ
∣∣∣ sup
τ∈(0,δ)
|g0(t)− g0(t− τ)| ≤ ε
2
.
Somit gilt (2.42) und damit auch (2.40). Folglich erfu¨llt v die Randbedingung in (2.32).
Dass v auch die Anfangsbedingung erfu¨llt, ist offensichtlich.
2.2.2. Ho¨lderabscha¨tzung von G ∗t g. Wir wollen nun fu¨r v, gegeben durch (2.35)–
(2.36), eine Abscha¨tzung vom Typ (2.24) erhalten, genauer, wir wollen 〈G ∗t g〉(1+
α
2
,2+α)
R(T )
durch 〈g〉(
1+α
2
)
ST
nach oben abscha¨tzen. Dafu¨r scha¨tzen wir nach etwas Vorbereitung in den
Lemmata 2.15–2.16 die notwendigen Ho¨lder-Seminormen ab und fassen diese Abscha¨tzun-
gen im Satz 2.17 zu dem erwu¨nschten Ergebnis zusammen. An dieser Stelle mo¨chten wir
bemerken, dass die nachfolgenden Abscha¨tzungen (2.44), (2.45), (2.57) und (2.75) das
eindimensionale Analogon der Abscha¨tzungen (4.6), (4.7), (4.14) und (5.6) aus [8] dar-
stellen und auf gleiche Weise bewiesen werden.
Beim Beweis der Lemmata 2.12–2.15 werden wir oft benutzen, dass sup
x
xme−ax
n fu¨r
a > 0 und m,n ∈ N durch eine Konstante nach oben abgescha¨tzt werden kann, wobei das
Supremum u¨ber R, falls n ∈ N eine gerade Zahl ist, und andernfalls u¨ber [0,∞) gebildet
wird. Deshalb setzen wir
M := max
a,m,n
sup
x
xme−ax
n
, (2.43)
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wobei das Maximum u¨ber die endlich vielen Zahlen m, n und a gebildet wird, die in den
Lemmata 2.12–2.15 vorkommen.
Lemma 2.12. Sei G wie in (2.35) gegeben. Dann gibt es C1, C2 > 0, so dass
|G(t, x)| ≤ C1, (t, x) ∈ R+ × R+, (2.44)
und ∣∣∣∂G(t, x)
∂t
∣∣∣ ≤ C2
t
, (t, x) ∈ R+ × R+. (2.45)
Beweis. Laut (2.35) und (2.23) gilt
G(t, x) = −2
t∫
0
∂Γ(t − u, x− bu)
∂x
du =
1
2
√
π
t∫
0
x− bu
(t− u)3/2 e
− (x−bu)2
4(t−u) du. (2.46)
Mit d := x− bt und der Substitution ξ = t− u ist
2
√
πG(t, x) =
t∫
0
d+ bξ
ξ3/2
e
− (d+bξ)2
4ξ dξ
=
t/2∫
0
d+ bξ
ξ3/2
e
− (d+bξ)2
4ξ dξ +
t∫
t/2
d+ bξ
ξ3/2
e
− (d+bξ)2
4ξ dξ
=: I1 + I2.
(2.47)
Fu¨r ξ ∈ (0, t
2
) und d = x− bt mit −b, t, x > 0 gilt, dass (d+bξ)2
4ξ
≥ d2
16ξ
und somit
|I1| ≤
t/2∫
0
d
ξ3/2
e−
d2
16ξ d ξ =
t/2d2∫
0
1
τ 3/2
e−
1
16τ d τ ≤
∞∫
0
1
τ 3/2
e−
1
16τ d τ <∞, (2.48)
wobei wir die Substitution τ = ξ
d2
verwendet haben. Offensichtlich ist das letzte Integral
konvergent und dessen Wert von t, x und b unabha¨ngig. Mit der Substitution z = d+bξ
ξ1/2
erhalten wir fu¨r I2
|I2| =
∣∣∣ t∫
t/2
1
ξ
ze−
z2
4 dξ
∣∣∣ ≤ max
z∈R
(ze−
z2
4 )
t∫
t/2
1
ξ
dξ ≤M ln 2. (2.49)
Somit folgt (2.44) aus (2.47)–(2.49) mit C1 := 12√π
(
M ln 2 +
∞∫
0
1
τ3/2
e−
1
16τ d τ
)
.
Um die Ungleichung (2.45) zu zeigen, benutzen wir die Gleichung (2.39). Demnach
ko¨nnen wir anstelle von
∣∣∣∂G(t,x)∂t ∣∣∣ die Gro¨ßen ∣∣∣∂G(t,x)∂x ∣∣∣ und ∣∣∣∂Γ(t,x)∂x ∣∣∣ abscha¨tzen. Aus (2.23)
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und mit c1 := M2√π erhalten wir∣∣∣∂Γ
∂x
(t, x)
∣∣∣ = 1
t
1
2
√
π
x
2
√
t
e−
x2
4t ≤ c1
t
, (t, x) ∈ (0,∞)× (0,∞). (2.50)
Fu¨r ∂G
∂x
gilt zuna¨chst
4
√
π
∂G(t, x)
∂x
=
∂
∂x
t∫
0
−(x− bu)
(t− u)3/2 e
− (x−bu)2
4(t−u) du
=
t∫
0
( −1
(t− u)3/2 e
− (x−bu)2
4(t−u) +
(x− bu)2
2(t− u)5/2 e
− (x−bu)2
4(t−u)
)
du.
(2.51)
Wir scha¨tzen zuna¨chst den zweiten Summanden des Integranden ab. Fu¨r u ∈ (0, t) ist
(x− bu)2
2(t− u)5/2 e
− (x−bu)2
4(t−u) =
4
(t− u)3/2
(x− bu)2
8(t− u) e
− (x−bu)2
8(t−u) e
− (x−bu)2
8(t−u)
≤ 4M
(t− u)3/2 e
− (x−bu)2
8(t−u) .
(2.52)
Da e−
(x−bu)2
4(t−u) ≤ e− (x−bu)
2
8(t−u) ist, folgt aus (2.51), (2.52) und mit c2 := 4M+ 1, dass
∣∣∣4√π ∂G(t, x)
∂x
∣∣∣ ≤ c2 t∫
0
1
(t− u)3/2 e
− (x−bu)2
8(t−u) du. (2.53)
Fu¨r x > 0 und b < 0 ist
t∫
0
1
(t− u)3/2 e
− (x−bu)2
8(t−u) du =
t∫
0
1
(t− u)3/2 e
− b2u2
8(t−u) e
−x2+2xbu
8(t−u) du
≤
t∫
0
1
(t− u)3/2 e
− b2u2
8(t−u) du
=
t/2∫
0
1
(t− u)3/2 e
− b2u2
8(t−u) du+
t∫
t/2
1
(t− u)3/2 e
− b2u2
8(t−u) du
=: I3 + I4.
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Da
I3 ≤
(
max
0≤u≤ t
2
1
(t− u)3/2
) t/2∫
0
e
− b2u2
8(t−u) du ≤
(2
t
)3/2 t/2∫
0
e−
b2u2
8t du
=
23/2
t
∞∫
0
1√
t
e−
b2u2
8t du,
folgt mit der Substitution ξ = ub√
t
und c3 := 23/2
∞∫
0
e−ξ
2/8 dξ, dass
|I3| ≤ 1
t
23/2
|b|
∞∫
0
e−
ξ2
8 dξ =
1
t
c3
|b| . (2.54)
Um I4 abzuscha¨tzen, folgern wir zuna¨chst, dass
|I4| ≤
t∫
t/2
1
(t− u)3/2 e
− b2t2
32(t−u) du ≤
t/2∫
0
1
ξ3/2
e−
b2t2
32ξ dξ.
Mit der Substitution µ = bt
4
√
ξ
und c4 := 8
∞∫
0
e
−τ2
2 dτ erhalten wir
|I4| ≤ 1
t
−8
b
∞∫
0
e
−µ2
2 dµ ≤ 1
t
c4
|b| . (2.55)
Aus (2.53), (2.54) und (2.55) folgt∣∣∣b ∂G(t, x)
∂x
∣∣∣ ≤ 1
2
√
π
c2(c3 + c4)
1
t
, (t, x) ∈ R+ × R+. (2.56)
Nun folgt (2.45) mit C2 := c1 + 12√πc2(c3 + c4) aus (2.39), (2.50) und (2.56). 
Lemma 2.13. Fu¨r G gegeben durch (2.35) gibt es ein C3 = C3(b, T ), so dass∣∣∣ ∂j
∂xj
G(t, x)
∣∣∣ ≤ C3 1
(t2 + x2)j/2
, (t, x) ∈ (0, T )× R+, j ∈ {1, 2}. (2.57)
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Beweis. Aus (2.23) berechnen wir, dass
∣∣∣∂2Γ
∂x2
(t− τ, x− bτ)
∣∣∣ = ∣∣∣ −1
4
√
π
( 1
(t− τ)3/2 e
− (x−bτ)2
4(t−τ)
− 4
(t− τ)3/2
(x− bτ)2
8(t− τ) e
− (x−bτ)2
8(t−τ) e
− (x−bτ)2
8(t−τ)
)∣∣∣
≤ 1
4
√
π
1 + 4M
(t− τ)3/2 e
− (x−bτ)2
8(t−τ)
≤ c1 1
(t− τ)3/2 e
− (x−bτ)2
8(t−τ) ,
(2.58)
mit c1 := 1+4M4√π und
∣∣∣∂3Γ
∂x3
(t− τ, x− bτ)
∣∣∣ = ∣∣∣ 1
4
√
π
( 3(x− bτ)
2(t− τ)5/2 e
− (x−bτ)2
4(t−τ) − (x− bτ)
3
4(t− τ)7/2 e
− (x−bτ)2
4(t−τ)
)∣∣∣
≤ 1
4
√
π
( 3√2
(t− τ)2
((x− bτ)2
8(t− τ)
)1/2
e
− (x−bτ)2
8(t−τ) e
− (x−bτ)2
8(t−τ)
+
8
√
2
(t− τ)2
((x− bτ)2
8(t− τ)
)3/2
e
− (x−bτ)2
8(t−τ) e
− (x−bτ)2
8(t−τ)
)
≤ 11
√
2
4
√
π
M
(t− τ)2 e
− (x−bτ)2
8(t−τ)
=
c2
(t− τ)2 e
− (x−bτ)2
8(t−τ) ,
(2.59)
mit c2 := 11
√
2
4
√
π
M. Somit ist
∣∣∣∂j+1Γ
∂xj+1
(t− τ, x− bτ)
∣∣∣ ≤ (c1 + c2) 1
(t− τ)(2+j)/2 e
− (x−bτ)2
8(t−τ) , j ∈ {1, 2}. (2.60)
Wir setzen δ := min{1,b
2}
8
. Dann ist x2+b2τ2
8
≥ δ(x2 + b2τ 2) und fu¨r −b, τ, x > 0 gilt
e
− (x−bτ)2
8(t−τ) ≤ e−x
2+b2τ2
8(t−τ) ≤ e−δ x
2+τ2
t−τ .
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Daraus, aus (2.60) und aus (2.35) erhalten wir fu¨r j = 1, 2
∣∣∣1
2
∂jG
∂xj
(t, x)
∣∣∣ ≤ t∫
0
∣∣∣∂j+1Γ
∂xj+1
(t− τ, x− bτ)
∣∣∣ dτ
≤ (c1 + c2)
t∫
0
e−δ
x2+τ2
t−τ
(t− τ)(2+j)/2 dτ
≤ (c1 + c2)
( t/2∫
0
e−δ
x2+τ2
t−τ
(t− τ)(2+j)/2 dτ +
t∫
t/2
e−δ
x2+τ2
t−τ
(t− τ)(2+j)/2 dτ
)
.
(2.61)
Wir setzen c3 := 2j maxt,x>0
[
e−δ
x2
t
(
t+x2
t
)j/2]
= 2
j
max
a>0
e−δa(1 + a)j/2 und erhalten fu¨r t ∈
(0, T )
I1 :=
t/2∫
0
e−δ
x2+τ2
t−τ
(t− τ)(2+j)/2 dτ ≤ e
−δ x2
t
t/2∫
0
1
(t− τ)(2+j)/2 dτ
=
2
j
(2j/2 − 1)e−δ x
2
t
1
tj/2
≤ c3
(t+ x2)j/2
≤ c3
( t
2
T
+ x2)j/2
≤ c3max{T j/2−1, 1} 1
(t2 + x2)j/2
.
(2.62)
Um das zweite Integral von (2.61) abzuscha¨tzen, u¨berlegen wir zuna¨chst, dass fu¨r δ, a > 0
max
z>0
z−
2+j
2 exp(−δa
z
) = c
− 2+j
2
4 a
2+j
2 exp(− δ
c4
a2). (2.63)
mit c4 := −2+j2δ . Ferner gilt
I2 :=
t∫
t/2
e−δ
x2+τ2
t−τ
(t− τ)(2+j)/2 dτ ≤
t∫
t/2
1
(t− τ)(2+j)/2 e
−δ x
2+( t2 )
2
t−τ dτ. (2.64)
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So folgt aus (2.63) und mit c5 := 4c−
2+j
2
4 M, dass
t∫
t/2
1
(t− τ)(2+j)/2 e
−δ x
2+( t2 )
2
t−τ dτ
≤ c−
2+j
2
4
(
x2 +
( t
2
)2) 2+j
2
e−δ(x
2+( t
2
)2)2/c4
t∫
t/2
dτ
≤ c−
2+j
2
4
1(
x2 +
(
t
2
)2)j/2
(
t
2
)
(
x2 +
(
t
2
)2)1/2(x2 + ( t2)2)
3+2j
2
e−δ(x
2+( t
2
)2)2/c4
≤ c−
2+j
2
4
1(
x2 +
(
t
2
)2)j/2 maxξ>0 ξ 3+2j2 e−δ ξ2c4
≤ c5(
x2 + t2
)j/2 .
(2.65)
Somit haben wir I1 und I2 durch die rechte Seite von (2.57) abgescha¨tzt. Folglich erhalten
wir die Behauptung aus (2.61). 
Als na¨chstes beweisen wir eine Darstellungsformel, die in den Beweisen der Lemmata
2.15 und 2.16 verwendet wird.
Lemma 2.14. Fu¨r g ∈ C(R+) und G gegeben durch (2.35) gilt
∂
∂t
(G ∗t g)(t, x) =
t∫
−∞
∂G(t− τ, x)
∂t
[g0(τ)− g(t)] dτ, (t, x) ∈ R+ × R+, (2.66)
wobei g0 die triviale Fortsetzung von g ist (vgl. (2.13)).
Beweis. Wir erinnern, dass
G ∗t g (t, x) =
t∫
0
G(t− τ, x)g(τ) dτ.
Folglich erhalten wir mit (2.38), dass
∂
∂t
(G ∗t g)(t, x) = lim
h→0
G(h, x)g(t) +
t∫
0
∂G(t− τ, x)
∂t
g(τ) dτ
=
t∫
0
∂G(t− τ, x)
∂t
g(τ) dτ =
t∫
−∞
∂G(t− τ, x)
∂t
g0(τ) dτ.
(2.67)
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Also mu¨ssen wir nur noch zeigen, dass
t∫
−∞
∂G(t − τ, x)
∂t
g0(t) dτ = 0.
Wir formen das Integral um:
t∫
−∞
∂G(t− τ, x)
∂t
g0(t) dτ = −g0(t)
t∫
−∞
∂G(t− τ, x)
∂τ
dτ
= −g0(t)
(
lim
h→0
G(h, x) + lim
h→∞
G(h, x)
)
= g0(t) lim
h→∞
G(h, x).
(2.68)
Somit muss noch gezeigt werden, dass
lim
h→∞
G(h, x) = 0. (2.69)
Wir erinnern (vgl. (2.46)), dass
G(t, x) =
1
2
√
π
t∫
0
x− bu
(t− u)3/2 e
− (x−bu)2
4(t−u) du.
Mit a := x− bt (beachte, dass a > 0, da b < 0) und der Substitution ξ := t− u erhalten
wir
I := 2
√
πG(t, x) =
t∫
0
a+ bξ
ξ3/2
e
− (a+bξ)2
4ξ dξ. (2.70)
Fu¨r beliebiges ε > 0 wa¨hlen wir δ(ε) ∈ (0, 1), so dass
log
1
δ
<
ε
2
1√
2e
(2.71)
und spalten I wie folgt auf:
|I| ≤
∣∣∣ δt∫
0
a+ bξ
ξ3/2
e−
(a+bξ)2
4ξ dξ
∣∣∣+ ∣∣∣ t∫
δt
a + bξ
ξ3/2
e−
(a+bξ)2
4ξ dξ
∣∣∣ =: |I1|+ |I2|. (2.72)
Fu¨r ξ ∈ (0, δt), b < 0, δ ∈ (0, 1) und (t, x) ∈ R+ × R+ gilt
a+ bξ ≥ x− bt + δbt ≥ (1− δ)x− (1− δ)bt = (1− δ)a > 0
und somit
e−
(a+bξ)2
4ξ ≤ e− (1−δ)
2a2
4ξ .
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Folglich ist
|I1| ≤
∣∣∣ δt∫
0
a
ξ3/2
e
− (1−δ)2a2
4ξ dξ
∣∣∣.
Durch die Substitution µ = (1−δ)a
2
√
ξ
erhalten wir
|I1| ≤ 4
1− δ
∞∫
a(1−δ)
2
√
δt
e−µ
2
dµ =
4
1− δ
∞∫
(x−bt)(1−δ)
2
√
δt
e−µ
2
dµ.
Da wiederum δ ∈ (0, 1) fest gewa¨hlt und b < 0 ist, sieht man, dass (x−bt)(1−δ)
2
√
δt
→ ∞,
wenn t→∞. Wir ko¨nnen somit t so groß wa¨hlen, dass
|I1| ≤ ε
2
. (2.73)
Als na¨chstes zeigen wir, dass I2 unabha¨ngig von der Wahl von t abgescha¨tzt werden kann.
Es gilt
max
ξ∈[δt,t]
∣∣∣a+ bξ
ξ1/2
e−
(a+bξ)2
4ξ
∣∣∣ ≤ max
ξ>0
∣∣∣a + bξ
ξ1/2
e−
(a+bξ)2
4ξ
∣∣∣ ≤ max
x>0
∣∣∣xe−x24 ∣∣∣ = 2e.
Somit ist nach unserer Wahl von δ (vgl. (2.71)), dass
|I2| ≤
√
2e
t∫
δt
1
ξ
dξ =
√
2e log
1
δ
≤ ε
2
. (2.74)
Nun folgt (2.69) aus (2.70), (2.72), (2.73) und (2.74). Die Behauptung des Lemmas folgt
nun aus (2.67), (2.68) und (2.69). 
Lemma 2.15. Fu¨r jedes β ∈ (0, 1
2
) gibt es eine Konstante C4 = C4(β, b, T ) > 0, so dass〈 ∂
∂t
(G ∗t g)
〉(β)
t,R(T )
≤ C4〈g〉(β)(0,T ) (2.75)
fu¨r jedes g ∈ C˚β([0, T ]).
Beweis. Laut Lemma 2.14 ist
∂
∂t
(G ∗t g)(t, x) =
t∫
−∞
∂G(t− τ, x)
∂t
[g0(τ)− g(t)] dτ, (t, x) ∈ R+ × R+.
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Somit ist fu¨r h > 0 mit t+ h < T :
∂
∂t
(G ∗t g)(t+ h, x)− ∂
∂t
(G ∗t g)(t, x)
=
t+h∫
−∞
∂G(t + h− τ, x)
∂t
[g0(τ)− g(t+ h)] dτ
−
t∫
−∞
∂G(t − τ, x)
∂t
[g0(τ)− g(t)] dτ
=
t+h∫
t−h
∂G(t + h− τ, x)
∂t
[g0(τ)− g(t+ h)] dτ
−
t∫
t−h
∂G(t− τ, x)
∂t
[g0(τ)− g(t)] dτ
+
t−h∫
−∞
(∂G(t− τ, x)
∂t
g(t)− ∂G(t + h− τ, x)
∂t
g(t+ h)
)
dτ
+
t−h∫
−∞
(∂G(t + h− τ, x)
∂t
− ∂G(t− τ, x)
∂t
)
g0(τ) dτ.
(2.76)
Wir integrieren den dritten Summanden unter Beru¨cksichtigung von (2.69) und formen
dann das Ergebnis passend um:
t−h∫
−∞
(∂G(t− τ, x)
∂t
g(t)− ∂G(t + h− τ, x)
∂t
g(t+ h)
)
dτ
=
(
−G(t− τ, x)g(t) +G(t+ h− τ, x)g(t+ h)
)∣∣∣t−h
−∞
= −G(h, x)g(t) +G(2h, x)g(t+ h)
= G(2h, x)g(t+ h)−G(2h, x)g(t) +G(2h, x)g(t)−G(h, x)g(t)
= G(2h, x)g(t+ h)−G(2h, x)g(t)
+
t−h∫
−∞
(
− ∂G(t + h− τ, x)
∂t
+
∂G(t− τ, x)
∂t
)
g(t) dτ.
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Das Einsetzen in (2.76) liefert
∂
∂t
(G ∗t g)(t+ h, x)− ∂
∂t
(G ∗t g)(t, x)
=
t+h∫
t−h
∂G(t + h− τ, x)
∂t
[g0(τ)− g(t+ h)] dτ
−
t∫
t−h
∂G(t− τ, x)
∂t
[g0(τ)− g(t)] dτ
+G(2h, x)[g(t+ h)− g(t)]
+
t−h∫
−∞
(∂G(t + h− τ, x)
∂t
− ∂G(t− τ, x)
∂t
)
[g0(τ)− g(t)] dτ
=:I1 − I2 + I3 + I4.
(2.77)
Die Abscha¨tzungen fu¨r I1 bis I3 sind relativ einfach, da wir hier die Ho¨lder-Stetigkeit von
g direkt ausnutzen ko¨nnen. Um I1 abzuscha¨tzen, verwenden wir außerdem (2.45):
|I1| ≤
t+h∫
t−h
∣∣∣∂G(t + h− τ, x)
∂t
[g0(τ)− g(t+ h)]
∣∣∣ dτ
≤
t+h∫
t−h
C2
|t+ h− τ | 〈g〉
(β)
(0,T )|t+ h− τ |β dτ
≤ C2 2
β
〈g〉(β)(0,T ) hβ .
(2.78)
Auf die gleiche Weise folgt fu¨r I2, dass
|I2| ≤
t∫
t−h
∣∣∣∂G(t− τ, x)
∂t
[g0(τ)− g(t)]
∣∣∣ dτ
≤
t∫
t−h
C2
|t− τ | 〈g〉
(β)
(0,T )|t− τ |β dτ
≤ C2 1
β
〈g〉(β)(0,T ) hβ
(2.79)
und schließlich mit (2.44), dass
|I3| ≤ |G|0,ΩT 〈g〉(β)(0,T ) hβ ≤ C1〈g〉(β)(0,T ) hβ. (2.80)
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Das Integral I4 formen wir zuna¨chst um
I4 =
t−h∫
−∞
( h∫
0
∂2G(t+ λ− τ, x)
∂t2
dλ
)
[g0(τ)− g(t)] dτ.
Ferner liefert die Darstellung von ∂2G
∂t2
durch (2.39), dass
I4 =
t−h∫
−∞
h∫
0
(
− 2∂
2Γ(t+ λ− τ, x)
∂t∂x
+ b
∂2G(t+ λ− τ, x)
∂t∂x
dλ
)
[g0(τ)− g(t)] dτ
=
h∫
0
t−h∫
−∞
(
− 2∂
2Γ(t+ λ− τ, x)
∂t∂x
+ b
∂2G(t+ λ− τ, x)
∂t∂x
)
[g0(τ)− g(t)] dτdλ.
(2.81)
Wir wollen die einzelnen Summanden des Integranden abscha¨tzen. Zuna¨chst rechnen wir
nach, dass mit c1 := 5M4π :∣∣∣∂2Γ(t, x)
∂t∂x
∣∣∣ = 1
4π
∣∣∣3(x2
4t
)1/2
e−
x2
4t
1
t2
− 2
(x2
4t
)3/2
e−
x2
4t
1
t2
∣∣∣ ≤ c1
t2
.
Damit ist
∣∣∣ h∫
0
t−h∫
−∞
−2∂
2Γ(t+ λ− τ, x)
∂t∂x
[g0(τ)− g(t)] dτdλ
∣∣∣
≤ 2c1〈g〉(β)(0,T )
∣∣∣ h∫
0
t−h∫
−∞
1
(t+ λ− τ)2 |t− τ |
β dτdλ
∣∣∣
≤ 2c1〈g〉(β)(0,T )
h∫
0
t−h∫
−∞
1
(t+ λ− τ)2 (t + λ− τ)
β dτdλ
≤ c12(2
β − 1)
β(1− β) 〈g〉
(β)
(0,T )h
β.
(2.82)
Ferner folgt wieder aus (2.23) und mit c2 := 1+2M4√π , dass∣∣∣∂2Γ(t, x)
∂x2
∣∣∣ = ∣∣∣ 1
4
√
π
( 1
t3/2
e−
x2
4t − 2
t3/2
x2
4t
e−
x2
4t
)∣∣∣ ≤ c2
t3/2
.
Damit und mit Hilfe von (2.57) ko¨nnen wir den zweiten Summanden in (2.81) abscha¨tzen.
Dabei benutzen wir erneut die Formel (2.39), um daraus ∂2G(t+λ−τ,x)
∂t∂x
zu bestimmen. Da
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β ∈ (0, 1
2
), erhalten wir mit c3 := 2(c2 + C3)max{2b, b2}, dass
∣∣∣ h∫
0
t−h∫
−∞
b
∂2G(t + λ− τ, x)
∂t∂x
[g0(τ)− g(t)] dτdλ
∣∣∣
=
∣∣∣ h∫
0
t−h∫
−∞
b
∂
∂x
(
− 2∂Γ(t + λ− τ, x)
∂x
+ b
∂G(t + λ− τ, x)
∂x
)
[g0(τ)− g(t)] dτdλ
∣∣∣
≤ (c2 + C3)
∣∣∣ h∫
0
t−h∫
−∞
(
2b
1
(t + λ− τ)3/2 + b
2 1
(t+ λ− τ)2 + x2
)
[g0(τ)− g(t)] dτdλ
∣∣∣
≤ (c2 + C3)max{2b, b2}〈g〉(β)(0,T )
∣∣∣ h∫
0
t−h∫
−∞
( 1
(t+ λ− τ)3/2−β +
1
(t+ λ− τ)2−β
)
dτdλ
∣∣∣
≤ (c2 + C3)max{2b, b2} 〈g〉(β)(0,T ) |(2h)β+
1
2 − hβ+ 12 + (2h)β − hβ |
≤ c3〈g〉(β)(0,T )hβ ,
(2.83)
wobei wir in der letzten Ungleichung o.B.d.A. angenommen haben, dass |h| < 1 und
somit |h|β+ 12 ≤ |h|β. Aus (2.81), (2.82), (2.83) und mit c4 := c1 2(2
β−1)
β(1−β) + c3 ergibt sich,
dass
I4 ≤ c4〈g〉(β)(0,T )hβ, (2.84)
und dann folgt aus (2.77)–(2.80), (2.84) und mit C4 := C1 + 3βC2 + c4 die Behauptung des
Lemmas. 
Lemma 2.16. Fu¨r jedes α ∈ (0, 1) gibt es eine Konstante C5 = C5(α, b, T ), so dass〈 ∂
∂t
(G ∗t g)
〉(α)
x,R(T )
≤ C5|g|(
1+α
2
)
(0,T ) (2.85)
fu¨r jedes g ∈ C˚ 1+α2 ([0, T ]).
Beweis: Wir scha¨tzen zuna¨chst ∂G
∂t∂x
ab und beweisen dann mit Hilfe dieser Abscha¨tzung,
der Darstellung (2.66) und des Mittelwertsatzes die Behauptung des Lemmas.
Zuna¨chst folgt aus (2.39), dass
∂2G
∂t∂x
(t, x) = −b∂
2G
∂x2
(t, x)− 2∂Γ
2
∂x2
(t, x). (2.86)
Es gilt (vgl. (2.58)) ∣∣∣∂2Γ
∂x2
(t, x)
∣∣∣ ≤ c1 1
t3/2
e−
x2
8t , (2.87)
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mit c1 aus Lemma 2.13. Aus (2.35) und (2.59) folgt ferner
∣∣∣∂2G
∂x2
(t, x)
∣∣∣ ≤ ∣∣∣ 2 t∫
0
∂Γ3
∂x3
(t− τ, x− bτ) dτ
∣∣∣
≤ 11
√
2
2
√
π
M
t∫
0
1
(t− τ)2 e
− (x−bτ)2
8(t−τ) dτ.
(2.88)
Um das letzte Integral abzuscha¨tzen, teilen wir das Integrationsintervall (0, t) auf. Wir
erhalten, dass
t/2∫
0
1
(t− τ)2 e
− (x−bτ)2
8(t−τ) dτ ≤ max
0≤τ≤ t
2
1
(t− τ)2
( t/2∫
0
e
− (x−bτ)2
8(t−τ) dτ
)
≤ 4
t2
e−
x2
8t
T
2
= 2T
e−
x2
8t
t2
(2.89)
und
t∫
t/2
1
(t− τ)2 e
− (x−bτ)2
8(t−τ) dτ ≤ max
0≤τ≤ t
2
e
− (x−bτ)2
16(t−τ)
( t∫
t/2
1
(t− τ)2 e
− (x−bτ)2
16(t−τ) dτ
)
≤ e−x
2
8t
t∫
t/2
1
(t− τ)2 e
− x2
16(t−τ) e
xbτ
16(t−τ) e
− b2τ2
16(t−τ) dτ
≤ e−x
2
8t
t∫
t/2
1
(t− τ)2 e
− b2τ2
16(t−τ) dτ
≤ e−x
2
8t
t∫
t/2
1
(t− τ)2 e
− b2t2
64(t−τ) dτ
≤ e−x
2
8t
t∫
t/2
1
ξ2
e−
b2t2
64ξ dξ
≤ e−x
2
8t
∞∫
2/t
e−
b2t2η
64 dη = e−
x2
8t
32
t2
=
64
b2
e−
x2
8t
t2
.
(2.90)
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Also folgt aus (2.88)–(2.90) und mit c2 := 11
√
2
2
√
π
M(2T + 64
b2
), dass
∣∣∣∂2G
∂x2
(t, x)
∣∣∣ ≤ c2e−x28t 1
t2
. (2.91)
Aus (2.86), (2.87), (2.91) und mit c3 := 2c1 + |b|c2 erhalten wir
∣∣∣ ∂2G
∂t∂x
(t, x)
∣∣∣ ≤ |b|c2e−x28t 1
t2
+ 2c1e
−x2
8t
1
t3/2
≤
{
c3e
−x2
8t
1
t2
, falls t ≤ 1,
c3e
−x2
8t
1
t3/2
, falls t > 1.
(2.92)
Nun benutzen wir, wie eingangs angeku¨ndigt, diese Abscha¨tzung, um die Behauptung des
Lemmas zu zeigen, indem wir zusa¨tzlich auf die Darstellungsformel (2.66) zuru¨ckgreifen.
Aus (2.66) und dem Hauptsatz der Integralrechnung folgt fu¨r 0 < x < y, dass
∂
∂t
(G ∗t g)(t, x)− ∂
∂t
(G ∗t g)(t, y)
=
y∫
x
t∫
−∞
∂2G
∂τ∂ξ
(t− τ, ξ)[g(τ)− g(t)] dτdξ
=
y∫
x
∞∫
0
∂2G
∂µ∂ξ
(µ, ξ)[g(t− µ)− g(t)] dµdξ
=
y∫
x
1∫
0
∂2G
∂µ∂ξ
(µ, ξ)[g(t− µ)− g(t)] dµdξ
+
y∫
x
∞∫
1
∂2G
∂µ∂ξ
(µ, ξ)[g(t− µ)− g(t)] dµdξ
=: I1 + I2.
(2.93)
Eine solche Aufteilung des Integrals ist durch die Fallunterscheidung in (2.92) bedingt.
Aus (2.92) folgt
|I1| ≤ c3
y∫
x
1∫
0
e−
ξ2
8µ
1
µ2
|g(t− µ)− g(t)| dµdξ ≤ c3
y∫
x
1∫
0
e−
ξ2
8µ
1
µ2
µ
1+α
2 〈g〉(
1+α
2
)
(0,T ) dµdξ.
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Durch die Substitution η := ξ2
µ
und mit c4 := c3
∞∫
0
e−
η
8
1
η
1+α
2
dη (c4 < ∞, da 1+α2 < 1)
erhalten wir
|I1| ≤ c3〈g〉(
1+α
2
)
(0,T )
y∫
x
∞∫
ξ2
e−
η
8
1
ξ1−α
1
η
1+α
2
dηdξ
≤ c4〈g〉(
1+α
2
)
(0,T )
y∫
x
1
ξ1−α
dξ = c4〈g〉(
1+α
2
)
(0,T )
1
α
(yα − xα) ≤ c4〈g〉(
1+α
2
)
(0,T )
1
α
|x− y|α.
(2.94)
Die letzte Ungleichung gilt wegen α ∈ (0, 1). Auf die gleiche Weise scha¨tzen wir I2 ab.
Zuerst gilt
|I2| ≤ 2|g|0,(0,T )
y∫
x
∞∫
1
∣∣∣ ∂2G
∂µ∂ξ
(µ, ξ)
∣∣∣dµdξ.
Ferner folgt mit (2.92) und c5 := c38 1−α2
∞∫
1
1
µ1+
α
2
dµ, dass
y∫
x
∞∫
1
∣∣∣ ∂2G
∂µ∂ξ
(µ, ξ)
∣∣∣dµdξ ≤ c3 y∫
x
∞∫
1
e
− ξ2
8µ
1
µ3/2
dµdξ
≤ c3
y∫
x
∞∫
1
(8µ
ξ2
) 1−α
2 1
µ3/2
dµdξ
≤ c38 1−α2
∞∫
1
1
µ1+
α
2
dµ
y∫
x
1
ξ1−α
dξ
≤ c5 1
α
|x− y|α.
Dabei haben wir benutzt, dass e−z ≤ z− 1−α2 , wenn z > 0. Somit ist
|I2| ≤ c5 2
α
|g|0,(0,T )|x− y|α. (2.95)
Insgesamt folgt aus (2.93), (2.94), (2.95) und mit C5 := 1α(c4 + 2c5), dass∣∣∣ ∂
∂t
(G ∗t g)(t, x)− ∂
∂t
(G ∗t g)(t, y)
∣∣∣ ≤ |I1|+ |I2| ≤ C5|g|( 1+α2 )(0,T ) |x− y|α, (2.96)
was offensichtlich zu der Behauptung des Lemmas a¨quivalent ist. 
Aus den Lemmata 2.15 und 2.16 folgt nun leicht die Abscha¨tzung fu¨r die notwendige
Ho¨ldernorm der durch (2.36) gegebenen Lo¨sung des Modellproblems 2 (vgl. (2.32)), die
wir im folgenden Satz beweisen.
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Satz 2.17. Seien g ∈ C˚ 1+α2 ([0, T ]), b < 0 und α ∈ (0, 1). Dann gibt es eine Konstante
C6(T ) = C6
(
α, max
{
|b|, 1|b|
}
, T
)
,
so dass
〈G ∗t g〉(1+
α
2
,2+α)
R(T )
≤ C6(T )〈g〉(
1+α
2
)
(0,T ) , (2.97)
wobei C6(T ) eine wachsende Funktion von T ist.
Beweis. Aus den Lemmata 2.15 und 2.16 folgt, dass〈 ∂
∂t
(G ∗t g)
〉(α
2
,α)
R(T )
≤ (C4 + C5)|g|(
1+α
2
)
(0,T ) .
Da aber G ∗t g die homogene Wa¨rmeleitungsgleichung erfu¨llt, ist offensichtlich, dass〈 ∂2
∂x2
(G ∗t g)
〉(α
2
,α)
R(T )
≤ (C4 + C5)|g|(
1+α
2
)
(0,T ) .
Ferner folgt wegen g(0) = 0, dass |g|0,(0,T ) ≤ T 1+α2 〈g〉(
1+α
2
)
(0,T ) und somit per Definition
|g|(
1+α
2
)
(0,T ) ≤ (1 + T
1+α
2 )〈g〉(
1+α
2
)
(0,T ) .
Zusammen mit den obigen Ungleichungen ergibt sich daraus (2.97) fu¨r
C6(T ) := (1 + T 1+α2 )(C4 + C5).

2.2.3. Ein Maximumprinzip fu¨r die Modellaufgabe 2. Bevor wir eine Lo¨sung von (2.29)
konstruieren, beweisen wir ein Maximumprinzip, das die Eindeutigkeit dieser Lo¨sung ga-
rantiert. Fu¨r diesen Zweck beweisen wir zuna¨chst ein Hilfsresultat.
Lemma 2.18. Seien a,−b, S, T > 0 und RTS := (0, T ) × (0, S). Ferner sei w ∈
C1,2(RTS) ∩ C(RTS) eine Funktion, deren Ableitungen erster Ordnung auf (0, T )× {0}
stetig fortsetzbar sind. Dann folgt aus
wt(t, x)− awxx(t, x) ≥0, (t, x) ∈ (0, T )× (0, S),
wt(t, 0) + bwx(t, 0) ≥0, t ∈ (0, T ),
w(t, S) ≥0, t ∈ (0, T ),
w(0, x) ≥0, x ∈ (0, S),
dass w ≥ 0 in (0, T )× (0, S).
Beweis: Sei w˜ := we−t. Dann ist w˜t + w˜ = we−t, w˜x = wxe−t, w˜xx = wxxe−t und
daher
w˜t(t, x) + w˜(t, x)− aw˜xx(t, x) ≥ 0, (t, x) ∈ (0, T )× (0, S),
w˜t(t, 0) + w˜(t, 0) + bw˜x(t, 0) ≥ 0, t ∈ (0, T ), (2.98)
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und
w˜(t, S) ≥ 0, t ∈ (0, T ),
w˜(0, x) ≥ 0, x ∈ (0, S). (2.99)
Wir nehmen an, dass die Funktionw und daher auch w˜ einen negativen Wert in (0, T )×
(0, S) annehmen. Dann muss w˜ das negative Minimum in einem Punkt (t0, x0) ∈ [0, T ]×
[0, S] erreichen. Falls (t0, x0) ∈ (0, T ]× (0, S), dann gilt w˜(t0, x0) < 0, w˜t(t0, x0) ≤ 0,
w˜xx(t0, x0) ≥ 0 und folglich
w˜t(t0, x0) + w˜(t0, x0)− aw˜xx(t0, x0) < 0,
was ein Widerspruch zu (2.98) ist. Falls (t0, x0) ∈ (0, T ] × {0}, dann ist w˜(t0, 0) < 0,
w˜t(t0, 0) ≤ 0 und w˜x(t0, 0) ≥ 0. Folglich, da b < 0,
w˜t(t0, 0) + w˜(t0, 0) + bw˜x(t0, 0) < 0,
was ebenfalls ein Widerspruch zu (2.98) ist. Dass w˜ kein negatives Minimum fu¨r x = S
bzw. t = 0 annehmen kann, ist wegen (2.99) offensichtlich. Damit ist w˜ ≥ 0 und somit
auch w ≥ 0 auf RTS . 
Da die Modellaufgabe 2 in einem unbeschra¨nkten Gebiet gestellt ist, ist Lemma 2.18
zum Beweis der eindeutigen Lo¨sbarkeit dieses Problems nicht direkt anwendbar. Man
kann aber ein geeignetes Maximumprinzip beweisen, indem man eine Schrankenfunktion
konstruiert, mit deren Hilfe man das Lemma 2.18 auch im Falle S = ∞ anwenden kann.
Dies zeigen wir im folgenden Satz.
Satz 2.19. Seien a,−b, T > 0 und u ∈ C1,2(R(T )) ∩ C(R(T )) beschra¨nkt mit stetig
fortsetzbaren Ableitungen ut und ux auf (0, T )× {0}. Dann folgt aus
ut(t, x)− auxx(t, x) = 0, (t, x) ∈ (0, T )× (0,∞),
ut(t, 0) + bux(t, 0) = 0, t ∈ (0, T ),
u(0, x) = 0, x ∈ (0,∞),
dass u = 0.
Beweis. Seien M := sup
R(T )
|u|, S > 0 und vS(t, x) := 2MaS2 (x
2
2a
+ t). Dann ist
(∂t − a∂xx)vS = 0 in (0, T )× R+,
(∂t + b∂x)vS|x=0 = 4Ma
S2
(
1 +
bx
a
)
|x=0 = 4Ma
S2
> 0 fu¨r t ∈ (0, T ),
vS(t, S) =
2Ma
S2
(S2
2a
+ t
)
> M, fu¨r t ∈ (0, T ),
vS(0, x) =
Mx2
S2
≥ 0.
Dann ist klar, dass die Funktionen w1 := vS − u und w2 := vS + u alle Voraussetzungen
von Lemma 2.18 in (0, T )× (0, S) erfu¨llen. Deshalb ist w1 ≥ 0, w2 ≥ 0 und somit
−vS ≤ u ≤ vS in (0, T )× (0, S) (2.100)
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fu¨r jedes S > 0. Offensichtlich gilt
lim
S→∞
vS(t0, x0) = 0, (t0, x0) ∈ (0, T )× R+. (2.101)
Aus (2.100) und (2.101) folgt die Behauptung. 
2.2.4. Beweis von Theorem 2.11. Seien f ∈ C˚ α2 ,α(R(T )), g ∈ C˚ 1+α2 ([0, T ]) gegeben und
seiw ∈ C˚1+α2 ,2+α(R(T )) die Lo¨sung des Problems (2.28). Dann ist leicht einzusehen, dass
u′ := w +G ∗t g¯ (2.102)
mit
g¯ := g − (∂t + b∂x)w|x=0 (2.103)
das Problem (2.29) fu¨r a = 1 lo¨st, denn mit L := ∂t−∂xx und B := ∂t+ b∂x erhalten wir
Lu′ = Lw + L(G ∗t g¯) = f in (0, T )× R+ (2.104)
und
Bu′ = Bw +B(G ∗t g¯)
= Bw +B(G ∗t g)− B(Gt ∗Bw|x=0)
= Bw +B(G ∗t g)− Bw|x=0
= B(G ∗t g) = g auf (0, T )× {0}.
(2.105)
Die Abscha¨tzung (2.31) erhalten wir wie folgt: Sei c1 := C + C6(T ) die Summe der
Konstanten in (2.30) und (2.97) und c2 := c1(c1b+ 1). Dann ist
〈u′〉(1+
α
2
,2+α)
R(T )
≤ 〈w〉(1+
α
2
,2+α)
R2
(T )
+ 〈G ∗t g¯〉(1+
α
2
,2+α)
R2
(T )
≤ 〈w〉(1+
α
2
,2+α)
R2
(T )
+ c1 〈g¯〉(
1+α
2
)
(0,T )
≤ 〈w〉(1+
α
2
,2+α)
R2
(T )
+ c1
(
〈g〉(
1+α
2
)
(0,T ) + 〈Bw〉
( 1+α
2
)
(0,T )
)
≤ 〈w〉(1+
α
2
,2+α)
R2
(T )
+ c1
(
〈g〉(
1+α
2
)
(0,T ) + 〈bwx〉
( 1+α
2
)
(0,T )
)
≤ 〈w〉(1+
α
2
,2+α)
R2
(T )
+ c1
(
〈g〉(
1+α
2
)
(0,T ) + b〈w〉
(1+α
2
,2+α)
R2
(T )
)
≤ c2
(
〈g〉(
1+α
2
)
(0,T ) + 〈f〉
(α
2
,α)
R2
(T )
)
.
(2.106)
¨Ahnlich erhalten wir die Abscha¨tzung fu¨r u′t(·, 0). Aus (2.105) folgt, dass
u′t(t, 0) = g(t)− bu′x(t, 0), t ∈ (0, T )
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und somit
〈u′t(·, 0)〉(
1+α
2
)
(0,T ) ≤ 〈g〉
( 1+α
2
)
(0,T ) + b 〈ux(·, 0)〉
( 1+α
2
)
(0,T )
≤ 〈g〉(
1+α
2
)
(0,T ) + b 〈u′〉
(1+α
2
,2+α)
R(T )
≤ (1 + c2)
(
〈g〉(
1+α
2
)
(0,T ) + 〈f〉
(α
2
,α)
R2
(T )
) (2.107)
Den Fall a 6= 1 kann man einfach behandeln. Ist na¨mlich u˜ die Lo¨sung von
u˜t(t, x)− u˜xx(t, x) = 0 fu¨r (t, x) ∈ (0, T )× R+,
u˜t(t, 0) +
b√
a
u˜x(t, 0) = g(t) fu¨r t ∈ (0, T ),
u˜(0, x) = 0 fu¨r x ∈ R+,
so lo¨st u(t, x) = u˜(t, x√
a
) das Problem (2.29) und die Abscha¨tzung (2.31) folgt aus (2.106)
und (2.107).
Die Eindeutigkeit der Lo¨sung folgt direkt aus dem Satz 2.19: Seien u1 und u2 zwei
verschiedene Lo¨sungen von (2.29) aus C˚1+α2 ,2+α(R(T )). Damit sind sie erstens beschra¨nkt
und zweitens u1(0, x) = u2(0, x) = 0. Dann erfu¨llt die Funktion w := u1 − u2 alle
Voraussetzungen des Satzes 2.19 und ist somit gleich 0 auf (0, T )× R+.
2.3. Beweis von Theorem 2.3. Wie wir im Folgenden zeigen, folgt das Theorem 2.3
als Korollar aus den Lemmata 2.21 und 2.22, die wir in diesem Abschnitt beweisen. Die
Idee des Beweises besteht darin, dass man das Problem (2.11) als eine Operatorgleichung
in geeigneten Funktionenra¨umen zu formuliert, die anhand der Modellprobleme (2.28)
und (2.29) unter Anwendung elementarer Methoden der Funktionalanalysis gelo¨st werden
kann.
Wir definieren den Operator
A : C˚
1+α
2
,2+α
r (Ωτ ) −→ H˚α(Ωτ )
u 7−→ (Lu,Bu).
(2.108)
durch
L(t, x, ∂t, ∂x) := ∂t − a(t, x)∂xx, B(t,±l, ∂t, ∂x) := ∂t ± b(t,±l)∂x (2.109)
mit dem Definitionsbereich
C˚
1+α
2
,2+α
r (Ωτ ) :=
{
u ∈ C˚1+α2 ,2+α(Ωτ ) : ut ∈ C˚ 1+α2 (Sτ )
}
versehen mit der Norm
|u|
C˚
1+α2 ,2+α
r (Ωτ )
:= |u|(1+
α
2
,2+α)
Ωτ
+ |ut|(
1+α
2
)
Sτ
und den Zielraum
H˚α(Ωτ ) := C˚
α
2
,α(Ωτ )× C˚ 1+α2 (Sτ )
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versehen mit der Norm
|(f, g)|H˚α(Ωτ ) := |f |
(α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
. (2.110)
Es ist offensichtlich, dass die eindeutige Lo¨sbarkeit von (2.11) a¨quivalent zur Invertierbar-
keit von A ist. Um zu zeigen, dass A invertierbar ist, konstruieren wir einen beschra¨nkten
Operator
R : H˚α(Ωτ )→ C˚1+
α
2
,2+α
r (Ωτ ),
so dass fu¨r jedes h ∈ H˚α(Ωτ ) und jedes v ∈ C˚1+
α
2
,2+α
r (Ωτ ) gilt
ARh = h+ Th (2.111)
und
RAv = v +Wv, (2.112)
wobei T und W beschra¨nkte Operatoren in H˚α(Ωτ ) bzw. C˚
1+α
2
,2+α
r (Ωτ ) sind, deren Ope-
ratornorm beliebig klein ist, wenn τ klein ist. Wa¨hlen wir nun τ so, dass
‖T‖L(H˚α,H˚α) < 1 (2.113)
und
‖W‖L(C˚1+α2 ,2+αr ,C˚1+α2 ,2+αr ) < 1, (2.114)
so impliziert dies die Invertierbarkeit von (Id + T ) bzw. (Id + W ), woraus zusammen
mit (2.111) und (2.112) die links- bzw. rechtsseitige Invertierbarkeit und somit auch die
Invertierbarkeit von A folgt. Die Abscha¨tzung (2.12) ist a¨quivalent zu der Abscha¨tzung
der Operatornorm von A−1, die z.B. aus (2.111) wie folgt gewonnen werden kann:
‖A−1‖L(H˚α,C˚1+α2 ,2+αr ) = ‖R(Id+ T )
−1‖L(H˚α,C˚1+α2 ,2+αr )
≤ ‖R‖L(H˚α,C˚1+α2 ,2+αr )‖(Id+ T )
−1‖L(H˚α,H˚α).
(2.115)
Der OperatorR wird wie folgt konstruiert. Fu¨r f ∈ C˚ α2 ,α(D(τ)) seiR(k)f die eindeutige
Lo¨sung in C˚1+α2 ,2+α(D(τ)) von
ut(t, x)− a(0, ξk)uxx(t, x) = f(t, x), (t, x) ∈ (0, τ)× R, (2.116)
falls k ∈ {−N + 1, ..., N − 1}. Ferner sei R(N)(f, g) fu¨r f ∈ C˚ α2 ,α(Rl(τ)) und g ∈
C˚
1+α
2 ([0, τ ]) die eindeutige Lo¨sung aus C˚1+
α
2
,2+α
r (Rl(τ)) von
ut(t, x)− a(0, l)uxx(t, x) = f(t, x), (t, x) ∈ (0, τ)× (−∞, l),
ut(t, l) + b(0, l)ux(t, l) = g(t), t ∈ (0, τ), (2.117)
und R(−N)(f, g) fu¨r f ∈ C˚ α2 ,α(R−l(τ)) und g ∈ C˚
1+α
2 ([0, τ ]) die eindeutige Lo¨sung aus
C˚
1+α
2
,2+α
r (R
−l
(τ)) von
ut(t, x)− a(0,−l)uxx(t, x) = f(t, x), (t, x) ∈ (0, τ)× (−l,∞),
ut(t,−l)− b(0,−l)ux(t,−l) = g(t), t ∈ (0, τ). (2.118)
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Die eindeutige Lo¨sbarkeit fu¨r (2.116) ist durch Theorem 2.10 gegeben. Die eindeutige
Lo¨sungen von (2.117) und (2.118) erhalten wir durch einfache Koordinatentransformation
aus der Lo¨sung von (2.29) (vgl. Theorem 2.11). So lo¨st z.B. u(t, x) := v(t,−x + l) das
Problem (2.117) genau dann, wenn v das Problem
vt(t, x)− a(0, l)vxx(t, x) = f˜(t, x), (t, x) ∈ (0, τ)× (0,∞),
vt(t, 0)− b(0, l)vx(t, 0) = g(t), t ∈ (0, τ),
(2.119)
lo¨st, wobei f˜(t, x) := f(t,−x+ l).
Ferner seien die Funktionen ζ (k) und µ(k) wie im Abschnitt 2.1.2 definiert. Wir definie-
ren nun den Operator R durch
R : H˚α(Ωτ ) −→ C˚1+
α
2
,2+α
r (Ωτ ),
(f, g) 7−→
∑
|k|≤N
µ(k)v(k),
(2.120)
mit
v(k) :=
{
R(k)ζ (k)f, wenn |k| ≤ N − 1,
R(k)(ζ (k)f, g(·,±l)), wenn |k| = N. (2.121)
Aus dem Theorem 2.10, dem Theorem 2.11 und mit f (k) := ζ (k)f folgt〈
R(k)f (k)
〉(1+α
2
,2+α)
D(τ)
≤ C 〈f (k)〉(α2 ,α)
D(τ)
, |k| ≤ N − 1 (2.122)
und〈
R(k)(f (k), g(·,±l))〉(1+α2 ,2+α)
R±l
(τ)
+
〈
∂tR
(k)(f (k), g(·,±l))(·,±l)〉( 1+α2 )
(0,τ)
≤ CT
(〈
f (k)
〉(α
2
,α)
R±l
(τ)
+
〈
g(·,±l)〉( 1+α2 )
(0,τ)
)
, |k| = ±N
(2.123)
wobei C und CT die Konstanten aus (2.30) und (2.31) sind.
Bemerkung 2.20. Bevor wir die Lemmata 2.21 und 2.22 formulieren, wollen wir erin-
nern, dass laut Bemerkung 2.6 durch {v}(
k+α
2
,k+α)
Ωτ
(vgl. (2.17)) und |v|(
k+α
2
,k+α)
Ωτ
a¨quiva-
lente Normen auf C˚ k+α2 ,k+α(Ωτ ) definiert werden. Somit ist durch
‖h‖H˚α(Ωτ ) := {f}
(α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
, h = (f, g) ∈ H˚α(Ωτ ), (2.124)
auch eine zu |h|H˚α(Ωτ ) (vgl. (2.110)) a¨quivalente Norm auf H˚α(Ωτ ) definiert. Die ¨Aqui-
valenzkonstante ist dabei nicht von der gewa¨hlten Zerlegung der Eins abha¨ngig, da in
(2.18) und (2.20) die Konstante c weder von der Feinheit der Zerlegung (d.h. von λ), noch
von der Gro¨ße des Zeitintervalls (d.h. von τ ), noch von dem Verha¨ltnis κ = τ
λ2
abha¨ngt.
Lemma 2.21. Der durch (2.120) definierte Operator R ist beschra¨nkt, d.h. es gibt ein
c > 0 mit
{Rh}(1+
α
2
,2+α)
Ωτ
+
〈
∂tRh
〉(1+α
2
,2+α)
Sτ
≤ c‖h‖H˚α(Ωτ ). (2.125)
Dabei ha¨ngt c nicht von λ und τ ab.
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Beweis. Der Beweis ist identisch zu dem Beweis von [25, Kap. IV, Theorem 7.1]. 
Im folgenden Lemma beweisen wir de facto die Existenz- und Eindeutigkeitsaussage
des Theorems 2.3.
Lemma 2.22. Fu¨r alle h ∈ H˚α(Ωτ ) und v ∈ C˚1+
α
2
,2+α
r (Ωτ ) gelten die Gleichungen
(2.111) bzw. (2.112), wobei T ein beschra¨nkter Operator auf H˚α(Ωτ ) und W ein be-
schra¨nkter Operator auf C˚1+α2 ,2+αr (Ωτ ) ist. Die Operatornorm von T bzw. W ist kleiner
als 1
2
, wenn τ hinreichend klein ist.
Beweis. Seien L und B die durch (2.109) definierten Operatoren. Wir beweisen zuna¨chst
die erste Aussage: Wir zeigen, dass es einen Operator
T : H˚α(Ωτ ) −→ H˚α(Ωτ )
h 7−→ (T1h, T2h)
gibt, der die Gleichung (2.111) erfu¨llt, und dass es ein c = c(τ) gibt, so dass
‖Th‖H˚α(Ωτ ) = ‖(T1h, T2h)‖H˚α(Ωτ ) ≤ c
(
|f |(
α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
)
= c ‖h‖H˚α(Ωτ ), (2.126)
mit c→ 0, wenn τ → 0.
Um T1 und T2 zu bestimmen, extrahieren wir aus
ARh = (LRh,BRh) = (f + T1h, g + T2h),
den Vektor (f, g).Um anschließend fu¨r den Vektor (T1h, T2h) die Ungleichung (2.126) zu
zeigen, machen wir davon Gebrauch, dass laut Bemerkung 2.20 sowohl die Feinheit der
Zerlegung λ als auch die La¨nge des Zeitintervalls τ und das Verha¨ltnis χ = τ
λ2
beliebig
klein gewa¨hlt werden kann, ohne dass die Berechnung von
{
T1h
}(α
2
,α)
Ωτ
relevant beeinflusst
wird. Deshalb setzen wir
M3 := max
{
λ, τ,
τ
λ2
}
. (2.127)
Als erstes bestimmen wir T1h. Es gilt
LRh = L
∑
|k|≤N
µ(k)v(k) =
∑
k
Lµ(k)v(k)
=
∑
|k|≤N
[
(µ(k)v(k))t − a(t, x)(µ(k)v(k))xx
]
=
∑
|k|≤N
[
µ(k)v
(k)
t − a(t, x)
(
µ(k)xx v
(k) + 2µ(k)x v
(k)
x + µ
(k)v(k)x
)]
=
∑
|k|≤N
[
µ(k)
(
v
(k)
t − a(0, ξk)v(k)xx
)
− (a(t, x)− a(0, ξk))µ(k)v(k)xx
− a(t, x)
(
µ(k)xx v
(k) + 2µ(k)x v
(k)
x
)]
.
(2.128)
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Wenn wir beru¨cksichtigen, dass
v
(k)
t − a(0, ξk)v(k)xx = f (k), f (k) = ζ (k)f und
∑
k
µ(k)ζ (k) = 1,
erhalten wir
LRh =
∑
k
[
µ(k)f (k) −
(
a(t, x)− a(0, ξk)
)
µ(k)v(k)xx
− a(t, x)
(
µ(k)xx v
(k) + 2µ(k)x v
(k)
x
)]
=f + T1h,
(2.129)
wobei
T1h := −
∑
k
[
(a(t, x)− a(0, ξk))µ(k)v(k)xx + a(t, x)µ(k)xx v(k) + 2a(t, x)µ(k)x v(k)x
]
=: −
∑
k
(D
(k)
1 +D
(k)
2 +D
(k)
3 ).
(2.130)
Aus den Lemmata V 4.2, V 4.4 in [25] und der Dreiecksungleichung folgt
〈T1h〉(
α
2
,α)
Ωτ
=
〈∑
k
(D
(k)
1 +D
(k)
2 +D
(k)
3 )
〉(α
2
,α)
Ωτ
≤
{∑
k
(D
(k)
1 +D
(k)
2 +D
(k)
3 )
}(α
2
,α)
Ωτ
≡ sup
k
〈∑
k
(D
(k)
1 +D
(k)
2 +D
(k)
3 )
〉(α
2
,α)
Ω
(k)
τ
≤ N0 sup
k
〈
(D
(k)
1 +D
(k)
2 +D
(k)
3 )
〉(α
2
,α)
Ω
(k)
τ
≤ N0
3∑
i=1
sup
k
〈
D
(k)
i
〉(α
2
,α)
Ω
(k)
τ
.
(2.131)
Somit genu¨gt es, 〈D(k)i 〉(
α
2
,α) unabha¨ngig von k abzuscha¨tzen. Nach Definition gilt:〈
D
(k)
1
〉(α
2
,α)
=
〈
(a(·, ·)− a(0, ξk))µ(k)v(k)xx
〉(α
2
,α)
Ω
(k)
τ
=
〈
(a(·, ·)− a(0, ξk))µ(k)v(k)xx
〉(α
2
)
t,Ω
(k)
τ
+
〈
(a(·, ·)− a(0, ξk))µ(k)v(k)xx
〉(α)
x,Ω
(k)
τ
.
(2.132)
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Wir scha¨tzen die beiden Summanden separat ab. Es gilt〈
(a(·, ·)− a(0, ξk))µ(k)v(k)xx
〉(α
2
)
t,Ω
(k)
τ
≤
〈
(a(·, ·)− a(0, ξk))v(k)xx
〉(α
2
)
t,Ω
(k)
τ
≤
〈
a(·, ·)− a(0, ξk)
〉(α
2
)
t,Ω
(k)
τ
∣∣∣v(k)xx ∣∣∣
0,Ω
(k)
τ
+
∣∣∣a(·, ·)− a(0, ξk)∣∣∣
0,Ω
(k)
τ
〈
v(k)xx
〉(α
2
)
t,Ω
(k)
τ
.
(2.133)
Dabei haben wir zuna¨chst beru¨cksichtigt, dass µ(k) nicht von t abha¨ngt und deshalb als ein
konstanter Faktor betrachtet werden kann, ferner, dass
∣∣µ(k)∣∣ ≤ 1, und schließlich haben
wir das Produkt von zwei Funktionen durch (1.7) abgescha¨tzt.
Nun betrachten wir die beiden Summanden wieder einzeln. Im ersten Summanden der
letzten Zeile beru¨cksichtigen wir erstens, dass die Addition einer Konstante die entspre-
chende Ho¨lder-Seminorm nicht a¨ndert. Zweitens gilt wegen v(k) ∈ C˚1+α2 ,2+α(Ω(k)), dass
v(k)(0, x) = 0 und folglich v(k)xx (0, x) = 0. Somit ist
∣∣v(k)xx ∣∣0,Ω(k)τ ≤ τ α2 〈v(k)xx 〉(α2 ,α)t,Ω(k)τ und wir
erhalten〈
a(·, ·)− a(0, ξk)
〉(α
2
)
t,Ω
(k)
τ
∣∣∣v(k)xx ∣∣∣
0,Ω
(k)
τ
≤ 〈a〉(α2 )
t,Ω
(k)
τ
τ
α
2
〈
v(k)xx
〉(α
2
,α)
t,Ω
(k)
τ
≤ 〈a〉(α2 ,α)
Ωτ
τ
α
2
∣∣∣v(k)∣∣∣(1+α2 ,2+α)
Ω
(k)
τ
.
Im zweiten Summanden von (2.133) beru¨cksichtigen wir, dass∣∣∣a(·, ·)− a(0, ξk)∣∣∣
0,Ω
(k)
τ
≤
∣∣∣a(·, ·)− a(·, ξk)∣∣∣
0,Ω
(k)
τ
+
∣∣∣a(·, ξk)− a(0, ξk)∣∣∣
0,Ω
(k)
τ
≤ λα〈a〉(α)
x,Ω
(k)
τ
+ τ
α
2 〈a〉(
α
2
)
t,Ω
(k)
τ
≤ (λα + τ α2 )〈a〉(
α
2
,α)
Ωτ
.
Wir setzen c4 := c2c3(λα+2τ
α
2 )〈a〉(
α
2
,α)
Ωτ
, wobei c2 die Summe der Konstanten aus (2.122)
und (2.123) ist und c3 die Konstante aus (2.21). Dann erhalten wir aus (2.133) und den
letzten beiden Rechnungen, dass〈
(a(·, ·)− a(0, ξk))µ(k)v(k)xx
〉(α
2
)
t,Ω
(k)
τ
≤ 〈a〉(
α
2
,α)
Ωτ
τ
α
2
∣∣∣v(k)∣∣∣(1+α2 ,2+α)
Ω
(k)
τ
+ (λα + τ
α
2 )〈a〉(
α
2
,α)
Ωτ
〈
v(k)xx
〉(α
2
)
t,Ω
(k)
τ
≤ (λα + 2τ α2 )〈a〉(
α
2
,α)
Ωτ
∣∣∣v(k)∣∣∣(1+α2 ,2+α)
Ω
(k)
τ
≤ c2 〈a〉(
α
2
,α)
Ωτ
(λα + 2τ
α
2 )
(∣∣f (k)∣∣(α2 ,α)
Ω
(k)
τ
+
∣∣g∣∣( 1+α2 )
Sτ
)
≤ c4(M3)
(∣∣f ∣∣(α2 ,α)
Ωτ
+
∣∣g∣∣( 1+α2 )
Sτ
)
.
(2.134)
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Hierbei haben wir außerdem benutzt, dass offensichtlich
〈
v
(k)
xx
〉(α
2
)
t,Ω
(k)
τ
≤ ∣∣v(k)∣∣(1+α2 ,2+α)
Ω
(k)
τ
und
∣∣f ∣∣(α2 ,α)
Ω
(k)
τ
≤ ∣∣f ∣∣(α2 ,α)
Ωτ
. Somit haben wir den ersten Summanden der letzten Zeile von
(2.132) abgescha¨tzt. Um den zweiten Summanden abzuscha¨tzen, setzen wir zuna¨chst
c6 := c2(2τ
α
2 + λα + c5(1 + κ
α
2 )c2τ
α
2 )〈a〉(
α
2
,α)
Ωτ
, wobei c5 die Konstante aus (2.15) ist.
Durch die Anwendung von (1.7) erhalten wir〈
(a(·, ·)− a(0, ξk))µ(k)v(k)xx
〉(α)
x,Ω
(k)
τ
≤ 〈a〉(α)
x,Ω
(k)
τ
∣∣∣µ(k)v(k)xx ∣∣∣
0,Ω
(k)
τ
+
〈
µ(k)
〉(α)
x,Ω
(k)
τ
∣∣∣(a(·, ·)− a(0, ξk))v(k)xx ∣∣∣
0,Ω
(k)
τ
+
〈
v(k)xx
〉(α)
x,Ω
(k)
τ
∣∣∣(a(·, ·)− a(0, ξk))µ(k)∣∣∣
0,Ω
(k)
τ
≤〈a〉(
α
2
,α)
Ωτ
τ (
α
2
)
〈
v(k)xx
〉(α
2
)
t,Ω
(k)
τ
+
c5
λα
(λα + τ
α
2 )〈a〉(
α
2
,α)
Ωτ
τ
α
2
〈
v(k)xx
〉(α
2
)
t,Ω
(k)
τ
+
∣∣∣v(k)∣∣∣(1+α2 ,2+α)
Ω
(k)
τ
(λα + τ
α
2 )〈a〉(
α
2
,α)
Ωτ
≤
(
〈a〉(
α
2
,α)
Ωτ
τ
α
2 + c5 (1 + χ
α
2 ) τ
α
2 〈a〉(
α
2
,α)
Ωτ
+ (λα + τ
α
2 )〈a〉(
α
2
,α)
Ωτ
)∣∣∣v(k)∣∣∣(1+α2 ,2+α)
Ω
(k)
τ
≤ c6
(∣∣f ∣∣(α2 ,α)
Ωτ
+
∣∣g∣∣( 1+α2 )
Sτ
)
.
(2.135)
Aus (2.134) und (2.135) folgt
sup
k
〈
D
(k)
1
〉(α
2
,α)
Ω
(k)
τ
≤ (c4 + c6)
(∣∣f ∣∣(α2 ,α)
Ωτ
+
∣∣g∣∣( 1+α2 )
Sτ
)
. (2.136)
Als na¨chstes betrachten wir〈
D
(k)
2
〉(α
2
,α)
Ω
(k)
τ
=
〈
a(·, ·)µ(k)xx v(k)
〉(α
2
,α)
Ω
(k)
τ
=
〈
a(·, ·)µ(k)xx v(k)
〉(α
2
)
t,Ω
(k)
τ
+
〈
a(·, ·)µ(k)xx v(k)
〉(α)
x,Ω
(k)
τ
.
(2.137)
Um den ersten Summanden abzuscha¨tzen, verwenden wir wieder, dass µ(k) nicht von t
abha¨ngt, die Formel (1.7) und schließlich, dass man |µ(k)xx |0,Ω(k)τ durch (2.15) abscha¨tzen
kann. Mit c7 := c5c2κ|a|(
α
2
,α)
Ωτ
erhalten wir〈
a(·, ·)µ(k)xx v(k)
〉(α
2
)
t,Ω
(k)
τ
≤ c5
λ2
(
〈a〉(
α
2
)
t,Ωτ
|v(k)|
0,Ω
(k)
τ
+ |a|
0,Ω
(k)
τ
〈v(k)〉(
α
2
)
t,Ωτ
)
≤ c5
λ2
(
〈a〉(
α
2
)
t,Ωτ
τ |v(k)t |0,Ω(k)τ + |a|0,Ω(k)τ τ 〈v
(k)
t 〉(
α
2
)
t,Ωτ
)
≤ c5 τ
λ2
(
〈a〉(
α
2
)
t,Ωτ
+ |a|
0,Ω
(k)
τ
)∣∣∣v(k)∣∣∣(1+α2 ,2+α)
Ω
(k)
τ
≤ c7
(
|f |(
α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
)
.
(2.138)
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Außerdem haben wir hier verwendet, dass, da v(k) ∈ C˚1+α2 ,2+α(Ω(k)τ ) ist, ist
|v(k)|
0,Ω
(k)
τ
≤ τ |v(k)t |0,Ω(k)τ
sowie
〈v(k)〉(
α
2
)
t,Ωτ
≤ sup
x∈Ω(k)τ
sup
0≤s1<s2≤τ
|v(k)(s1, x)− v(k)(s2, x)|
|s1 − s2|α2
|s1 − s2|1−α2
|s1 − s2|1−α2
≤ |v(k)t |0,Ω(k)τ τ
1−α
2 ≤ 〈v(k)t 〉(
α
2
)
t,Ω
(k)
τ
τ
α
2 τ 1−
α
2
= τ〈v(k)t 〉(
α
2
)
t,Ω
(k)
τ
.
(2.139)
Nun scha¨tzen wir den zweiten Summanden von (2.137) ab. Mit
c8 := c5c2 (2κ+ κ
1+α
2 )|a|(
α
2
,α)
Ωτ
gilt 〈
aµ(k)xx v
(k)
〉(α)
x,Ω
(k)
τ
≤〈a〉(α)
x,Ω
(k)
τ
∣∣∣µ(k)xx v(k)∣∣∣
0,Ω
(k)
τ
+
〈
µ(k)xx
〉(α)
x,Ω
(k)
τ
∣∣∣av(k)∣∣∣
0,Ω
(k)
τ
+
〈
v(k)
〉(α)
x,Ω
(k)
τ
∣∣∣aµ(k)xx ∣∣∣
0,Ω
(k)
τ
≤〈a〉(α)
x,Ωτ
c5
λ2
τ
∣∣∣v(k)t ∣∣∣
0,Ω
(k)
τ
+
c5
λ2+α
|a|0,Ωτ τ 1+
α
2
〈
v
(k)
t
〉α
2
t,Ω
(k)
τ
+ τ
〈
v
(k)
t
〉α
x,Ω
(k)
τ
|a|0,Ωτ
c5
λ2
≤c8
(
|f |(
α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
)
.
(2.140)
Zusa¨tzlich zu den Abscha¨tzungen, die wir bereits oben Beru¨cksichtigt haben, haben wir
im zweiten Summanden verwendet, dass〈
µ(k)xx
〉(α)
x,Ω
(k)
τ
≤ c5
λ2+α
.
Dies kann man leicht aus dem Mittelwertsatz folgern, indem man |µ(k)xxx|0,Ω(k)τ durch (2.15)
abscha¨tzt. Aus dem Mittelwertsatz und der Definition von 〈·〉
α
2
t folgt auch, dass
|v(k)|
0,Ω
(k)
τ
≤ τ 1+α2 〈v(k)t 〉(
α
2
)
t,Ω
(k)
τ
.
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Schließlich haben wir im dritten Summanden benutzt, dass〈
v(k)
〉(α)
x,Ω
(k)
τ
= sup
t∈(0,τ)
sup
x,y∈Ω(k)
|v(k)(t, x)− v(k)(t, y)|
|x− y|α
≤ sup
t∈(0,τ)
sup
x,y∈Ω(k)
∫ t
0
|v(k)t (s, x)− v(k)t (s, y)|d s
|x− y|α
≤ sup
t∈(0,τ)
t
〈
v
(k)
t
〉(α)
x,Ω
(k)
τ
≤ τ
〈
v
(k)
t
〉(α)
x,Ω
(k)
τ
.
Somit folgt aus (2.137), (2.138) und (2.140), dass
sup
k
〈
D
(k)
2
〉(α
2
,α)
Ω
(k)
τ
≤ (c7 + c8)
(∣∣f ∣∣(α2 ,α)
Ωτ
+
∣∣g∣∣( 1+α2 )
Sτ
)
. (2.141)
Nun betrachten wir D(k)3 = aµ
(k)
x v
(k)
x . Zuna¨chst benutzen wir wieder die Tatsache, dass
µx nicht von t abha¨ngt und die Formel (1.7). Wir erhalten〈
aµ(k)x v
(k)
x
〉(α
2
)
t,Ω
(k)
τ
≤ |µ(k)x |0,Ω(k)τ
(
〈a〉(
α
2
)
t,Ω
(k)
τ
|v(k)x |0,Ω(k)τ + |a|0,Ω(k)τ
〈
v(k)x
〉(α
2
)
t,Ω
(k)
τ
)
.
Wieder betrachten wir die beiden Summanden einzeln. Mit c9 := c5c2κ
1
2 τ
α
2 〈a〉(
α
2
,α)
Ωτ
gilt
|µ(k)x |0,Ω(k)τ 〈a〉
(α
2
)
t,Ω
(k)
τ
|v(k)x |0,Ω(k)τ ≤
c5
λ
〈a〉(
α
2
)
t,Ω
(k)
τ
|v(k)x |0,Ω(k)τ
≤ c5
λ
〈a〉(
α
2
,α)
Ωτ
τ
1+α
2
〈
v(k)x
〉( 1+α
2
)
t,Ω
(k)
τ
≤ c5
( τ
λ2
) 1
2
τ
α
2 〈a〉(
α
2
,α)
Ωτ
〈
v(k)
〉(1+α
2
,2+α)
Ω
(k)
τ
≤ c9
(
|f |(
α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
)
und mit c10 := c5c2κ
1
2 〈a〉(
α
2
,α)
Ωτ
|µ(k)x |0,Ω(k)τ |a|0,Ω(k)τ
〈
v(k)x
〉(α
2
)
t,Ω
(k)
τ
≤ c5
λ
|a|
0,Ω
(k)
τ
〈
v(k)x
〉(α
2
)
t,Ω
(k)
τ
≤ c5
λ
〈a〉(
α
2
,α)
Ωτ
τ
α
2
〈
v(k)x
〉( 1+α
2
)
t,Ω
(k)
τ
≤ c5
( τ
λ2
) 1
2 〈a〉(
α
2
,α)
Ωτ
〈
v(k)
〉(1+α
2
,2+α)
Ω
(k)
τ
≤ c10
(
|f |(
α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
)
.
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Fu¨r die Abscha¨tzung der Ho¨lder-Regularita¨t in x von D(k)3 erhalten wir erneut mit (1.7)
zuna¨chst, dass 〈
aµ(k)x v
(k)
x
〉(α)
x,Ω
(k)
τ
≤ 〈a〉(α)
x,Ω
(k)
τ
|µ(k)x |0,Ω(k)τ |v
(k)
x |0,Ω(k)τ
+ 〈µ(k)x 〉(α)x,Ω(k)τ |a|0,Ω(k)τ |v
(k)
x |0,Ω(k)τ
+ 〈v(k)x 〉(α)x,Ω(k)τ |a|0,Ω(k)τ |µ
(k)
x |0,Ω(k)τ
und scha¨tzen dann die einzelnen Summanden ab. Es gilt
〈a〉(α)
x,Ω
(k)
τ
|µ(k)x |0,Ω(k)τ |v
(k)
x |0,Ω(k)τ ≤ 〈a〉
(α
2
,α)
Ω
(k)
τ
c5
λ
τ
1+α
2
〈
v(k)x
〉( 1+α
2
)
t,Ω
(k)
τ
≤ c5
( τ
λ2
) 1
2
τ
α
2 〈a〉(
α
2
,α)
Ωτ
〈
v(k)
〉(1+α
2
,2+α)
Ω
(k)
τ
≤ c9
(
|f |(
α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
)
.
Fu¨r den zweiten Summanden erhalten wir mit c11 := c5c2κ
1+α
2 〈a〉(
α
2
,α)
Ωτ
, dass
〈µ(k)x 〉(α)x,Ω(k)τ |a|0,Ω(k)τ |v
(k)
x |0,Ω(k)τ ≤
c5
λ1+α
〈a〉(
α
2
,α)
Ω
(k)
τ
τ
1+α
2
〈
v(k)x
〉( 1+α
2
)
t,Ω
(k)
τ
≤ c5
( τ
λ2
) 1+α
2 〈a〉(
α
2
,α)
Ωτ
〈
v(k)
〉(1+α
2
,2+α)
Ω
(k)
τ
≤ c11
(
|f |(
α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
)
und schließlich fu¨r den dritten Summanden mit c12 := c5c2κ
α
2 〈a〉(
α
2
,α)
Ωτ
, dass
〈v(k)x 〉(α)x,Ω(k)τ |a|0,Ω(k)τ |µ
(k)
x |0,Ω(k)τ ≤ |v
(k)
xx |0,Ω(k)τ λ
1−α〈a〉(
α
2
,α)
Ω
(k)
τ
c5
λ
≤ c5
λα
〈a〉(
α
2
,α)
Ωτ
〈
v(k)xx
〉(α
2
)
t,Ω
(k)
τ
τ
α
2
≤ c12
(
|f |(
α
2
,α)
Ωτ
+ |g|(
1+α
2
)
Sτ
)
.
Bei der letzten Rechnung haben wir verwendet, dass
〈v(k)x 〉αx,Ω(k)τ ≤ supt∈(0,τ)
sup
x,y∈Ω(k)
|v(k)x (t, x)− v(k)x (t, y)|
|x− y|α
|x− y|1−α
|x− y|1−α
≤ |v(k)xx |0,Ω(k)τ sup
x,y∈Ω(k)
|x− y|1−α ≤ |v(k)xx |0,Ω(k)τ λ
1−α
≤
〈
v(k)xx
〉(α
2
)
t,Ω
(k)
τ
τ
α
2 λ1−α.
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Aus den obigen Rechnungen folgt
sup
k
〈
D
(k)
3
〉(α
2
,α)
Ω
(k)
τ
≤ (2c9 + c10 + c11 + c12)
(∣∣f ∣∣(α2 ,α)
Ωτ
+
∣∣g∣∣( 1+α2 )
Sτ
)
. (2.142)
Aus (2.131), (2.136), (2.141) und (2.142) schließen wir
〈T1h〉(α2 ,α) ≤ c(M3) ‖h‖H˚α, (2.143)
wobei c(M3)→ 0, wenn M3 → 0.
Wir betrachten den Randoperator B zuna¨chst auf (0, τ)× {l}:
B(t, l,∂t, ∂x)Rh
= (∂t + b(t, l)∂x)
∑
|k|≤N
µ(k)v(k)
= (∂t + b(t, l)∂x)(µ
(N)v(N))
= µ(N)v
(N)
t + b(t, l)
(
µ(N)x v
(N) + µ(N)v(N)x
)
= µ(N)
(
v
(N)
t + b(0, l)v
(N)
x
)
+ b(t, l)µ(N)x v
(N) +
(
b(t, l)− b(0, l)
)
µ(N)v(N)x
= g(t, l) + b(t, l)µ(N)x v
(N) +
(
b(t, l)− b(0, l)
)
µ(N)v(N)x
= g(t, l) + T
(l)
2 h,
wobei
T
(l)
2 h := b(t, l)µ
(N)
x v
(N) +
(
b(t, l)− b(0, l)
)
µ(N)v(N)x .
Die erwu¨nschte Abscha¨tzung fu¨r T (l)2 erhalten wir wie folgt: Mit
c13 := c2c5κ
1
2 〈b〉(
1+α
2
)
Sτ
(τ
1
2 + 1)
ist 〈
b(·, l)µ(N)x v(N)
〉( 1+α
2
)
(0,τ)×{l}
≤ |µ(N)x |0,S(N)τ
(
〈b(·, l)〉(
1+α
2
)
(0,τ) |v(N)|0,S(N)τ + |b(·, l)|0,(0,τ)〈v
(N)〉(
1+α
2
)
t,S
(N)
τ
)
≤ c5
λ
(
〈b(·, l)〉(
1+α
2
)
(0,τ) τ |v(N)t |0,S(N)τ + 〈b(·, l)〉
( 1+α
2
)
(0,τ) τ
1
2 〈v(N)t 〉(
α
2
)
t,S
(N)
τ
)
≤ c5 τ
1
2
λ
〈b(·, l)〉(
1+α
2
)
(0,τ) (τ
1
2 + 1)|v(N)|(1+
α
2
,2+α)
ΩNτ
≤ c2c5 κ 12 〈b〉(
1+α
2
)
Sτ
(τ
1
2 + 1)
(
〈f (N)〉(
α
2
,α)
ΩNτ
+ 〈g〉(
1+α
2
)
SNτ
)
≤ c13
(
〈f〉(
α
2
,α)
ΩT
+ 〈g〉(
1+α
2
)
ST
)
.
(2.144)
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Bei dieser Rechnung wurde unter anderem die Ungleichung 〈v(N)〉(
1+α
2
)
t,S
(N)
τ
≤ τ 12 〈v(N)t 〉(
α
2
)
t,S
(N)
τ
beru¨cksichtigt, die genauso wie (2.139) hergeleitet werden kann. Schließlich gilt mit
c14 := 2c2τ
( 1+α
2
)〈b〉(
1+α
2
)
Sτ
, dass〈(
b(·, l)− b(0, l))µ(N)v(N)x 〉( 1+α2 )
(0,τ)×{l}
≤ |µ(N)|
0,S
(N)
τ
(
〈b(·, l)− b(0, l)〉(
1+α
2
)
(0,τ) |v(N)x |0,S(N)τ
+ |b(·, l)− b(0, l)|0,(0,τ)〈v(N)x 〉(
1+α
2
)
t,S
(N)
τ
)
≤ 2τ 1+α2 〈b〉(
1+α
2
)
(0,τ) |v(N)|
(1+α
2
,2+α)
ΩNτ
≤ c14
(
〈f〉(
α
2
,α)
ΩT
+ 〈g〉(
1+α
2
)
ST
)
.
(2.145)
Analog kann man den Randoperator B auf (0, τ)× {−l} betrachten und zeigen, dass
B(t,−l, ∂t, ∂x)Rh = g(t, l) + T (−l)2 h,
wobei
T
(−l)
2 h := −b(·,−l)µ(−N)x v(−N) −
(
b(·,−l)− b(0,−l)
)
µ(−N)v(−N)x .
Es ist offensichtlich, dass T (−l)2 wie in (2.144) und (2.145) abgescha¨tzt werden kann.
Insgesamt erhalten wir〈
T2h
〉( 1+α
2
)
Sτ
= max
{〈T (l)2 h〉( 1+α2 )Sτ , 〈T (−l)2 h〉( 1+α2 )Sτ }
≤ (c13 + c14)‖h‖H˚α
≤ c (M3)‖h‖H˚α,
(2.146)
wobei c (M3)→ 0 , wennM3 → 0. Aus (2.143) und (2.146) folgt nun (2.126) und somit
(2.113).
Um die Gleichung (2.112) zu erhalten, ko¨nnen wir a¨hnlich wie in (2.128), (2.129) aus
RAv die Funktion v extrahieren. Die erwu¨nschte Abscha¨tzung fu¨r Wv := RAv − v
wird mit den gleichen Methoden durchgefu¨hrt, die wir bei den Abscha¨tzungen (2.143)
und (2.146) verwendet haben, deshalb verzichten wir an dieser Stelle auf eine detaillierte
Ausfu¨hrung dieser Rechnungen. Fu¨r mehr Details verweisen wir auf den Beweis von [25,
Kap. IV, Theorem 7.2]. 
Bemerkung 2.23. Wie aus dem obigen Beweis ersichtlich ist, ko¨nnen wir λ und τ z.B. so
wa¨hlen, dass ‖T‖ ≤ 1
2
, folglich ‖(Id − T )−1‖ ≤ 2. Die Abscha¨tzung (2.12) folgt dann
aus (2.108), (2.115) und (2.125).
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2.4. Beweis von Theorem 2.1. Der Beweis von Theorem 2.1 kann mit Hilfe von Theo-
rem 2.3 genauso hergeleitet werden wie in [25, Kap IV, § 8] beschrieben. Deshalb machen
wir hier nur eine Skizze des Beweises. Die Lo¨sung wird in zwei Schritten konstruiert. Im
ersten Schritt lo¨st man das Problem (2.1)–(2.3) lokal, indem man es auf das Problem
(2.11) durch die Konstruktion einer Hilfsfunktion zuru¨ckfu¨hrt. Sei U ∈ C1+α2 (ST ) mit
Ut(·,±l) ∈ C 1+α2 (ST ) so, dass
U(0,±l) = u0(±l), Ut(0,±l) = ∓b(0,±l)u0x(±l) + g(0,±l). (2.147)
und
|U |(1+
α
2
)
ST
+ |Ut|(
1+α
2
)
ST
≤ c1(|u0|(2+α)ΩT + |g|
1+α
2
ST
), (2.148)
mit einer positiven Konstante c1 (man ko¨nnte z.B.U(t,±l) := u0(±l)+[∓b(0,±l)u0x(±l)
+g(0,±l)]t setzen). Dann setzt manU in ΩT durch eine Funktion v ∈ C1+α2 ,2+α(ΩT ) fort,
indem man das folgende Problem lo¨st:
vt(t, x)− a(t, x)vxx(t, x) = f(t, x) (t, x) ∈ (0, T )× (−l, l),
v(t,±l) = U(t,±l) t ∈ [0, T ],
v(0, x) = u0(x) x ∈ [−l, l].
(2.149)
Wegen (2.147) und (2.6) gilt offensichtlich, dass
Ut(0,±l) = a(0,±l)u0xx(0,±l) + f(0,±l)
und somit erfu¨llt das Dirichlet-Problem (2.149) die Kompatibilita¨tsbedingungen des Theo-
rems 2.9. Deshalb gibt es eine eindeutige Funktion v ∈ C1+α2 ,2+α(ΩT ), die das Problem
(2.149) lo¨st und eine positive Konstante c2 = c2(ε1, |a|(
α
2
,α)
ΩT
, T ) mit
|v|(1+
α
2
,2+α)
ΩT
≤ c2 (|f |(
α
2
,α)
ΩT
+ |u0|(2+α)Ω + |U |
(1+α
2
)
ST
). (2.150)
Wir setzen
g′ := g − (∂t ± b(t,±l)∂x)v|ST .
Dann ist leicht nachzuvollziehen, dass g′ ∈ C˚ 1+α2 (ST ). Somit gibt es laut Theorem 2.3
ein τ > 0 und eine eindeutige Funktion u′ ∈ C˚1+α2 ,2+α(Ωτ ), die das Problem
u′t(t, x)− a(t, x)u′xx(t, x) = 0, (t, x) ∈ (0, τ)× (−l, l),
u′t(t, 0)± b(t,±l)u′x(t,±l) = g′(t,±l), t ∈ (0, τ),
lo¨st, und ein
c3 = c3(ε1, ε2, |a|(
α
2
,α)
ΩT
, |b|(
1+α
2
)
ST
, T )
mit
|u′|(1+
α
2
,2+α)
Ωτ
≤ c3|g′|(
1+α
2
)
Ωτ
≤ c3
(|g|( 1+α2 )Ωτ + |(∂t ± b(·,±l)∂x)v|( 1+α2 )Ωτ ). (2.151)
Damit ist offensichtlich
u1(t, x) := u′(t, x) + v(t, x)
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die Lo¨sung von (2.1)–(2.3) in (0, τ) × (−l, l). Aus (2.148)-(2.151) und (2.2) folgt (vgl.
auch den Beweis von Theorem 2.11), dass ein
c4 = c4(ε1, ε2, |a|(
α
2
,α)
ΩT
, |b|(
1+α
2
)
ST
, T )
existiert, so dass
|u1|(1+
α
2
,2+α)
Ωτ
+ |u1|(
1+α
2
)
Sτ
≤ c4 (|f |(
α
2
,α)
ΩT
+ |u0|(2+α)Ω + |g|
( 1+α
2
)
ST
). (2.152)
Somit haben wir eine C1+α2 ,2+α-Lo¨sung von (2.1)–(2.3) in Ωτ konstruiert.
Im na¨chsten Schritt kann man sich u¨berlegen, wie man die Lo¨sung in ganz ΩT kon-
struiert. Die Funktion u10 := u1( τ2 , ·) ∈ C2+α(−l, l) erfu¨llt die Kompatibilita¨tsbedingung(2.6) und kann als ein neuer Anfangswert betrachtet werden. Das bedeutet, dass wir wie
oben eine Lo¨sung u2 ∈ C1+α2 ,2+α(( τ
2
, 3τ
2
) × (−l, l)) konstruieren ko¨nnen, die das Pro-
blem (2.1)–(2.3) mit diesem neuen Anfangswert lo¨st. Es ist leicht nachzuvollziehen, dass
auf ( τ
2
, τ)× (−l, l) die Funktionen u1 und u2 u¨bereinstimmen, denn die Funktion u1−u2
liegt in C˚1+α2 ,2+α([ τ
2
, τ ]× [−l, l]), lo¨st das Problem (2.11) mit f = g = 0 und kann somit
wegen (2.12) nur die triviale Lo¨sung sein. Somit wurde eine Lo¨sung von (2.1)–(2.3) in
(0, 3τ
2
) × (−l, l) konstruiert. Nun ist auch klar, dass man durch ein solches Vorgehen in
endlich vielen Schritten das ganze Intervall (0, T ) ausscho¨pfen kann. Man kann sich ein-
fach u¨berlegen, dass (2.7) schrittweise wie die Abscha¨tzung (2.152) hergeleitet werden
kann: Die Konstante c(T ) in (2.7) ha¨ngt von der Konstante c in (2.12) ab, genauer, von
der n-er Potenz von c, wobei n die Anzahl der fu¨r die Ausscho¨pfung des Intervalls (0, T )
notwendigen Schritte ist, d.h. n =
[
T
τ
]
+ 1.
Bemerkung 2.24. Da es fu¨r unsere Zwecke ausreichend ist, haben wir das lineare Pro-
blem so formuliert, dass wir sowohl in der Gleichung als auch in der Randbedingung
nur die Ortsableitungen ho¨chster Ordnung betrachten. Dadurch vereinfacht sich die Vor-
zeichenbedingung an den Koeffizienten b, wodurch sich auch die Fixpunktabbildung im
Beweis des Theorems 3.1 etwas einfacher gestalten la¨ßt. Eine Einbeziehung der Terme
niedrigerer Ordnung ist jedoch ohne großen zusa¨tzlichen Aufwand mo¨glich, indem man
diese Terme als einen Sto¨rungsoperator auffasst, der durch Interpolationsungleichungen
fu¨r kleine Zeiten geeignet abgescha¨tzt werden kann (vgl. den Operator A1 im Beweis von
[25, Kap. IV, Theorem 7.2]).
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3. LOKALE LO¨SUNGEN
In diesem Kapitel zeigen wir, dass unter geeigneten Regularita¨ts-, Kompatibilita¨ts-,
Vorzeichen- und Strukturbedingungen an a, f , b, g und u0 das Problem (1), (2a), (3)
lokal klassisch lo¨sbar ist, genauer, dass dieses Problem eine klassische Lo¨sung u ∈
C1+
α
2
,2+α(Ωε) fu¨r ein ε > 0 besitzt. Diese Behauptung wird mittels eines Standard-
Fixpunktargumentes bewiesen. Dazu betrachten wir eine geeignete Lo¨sungsabbildung
eines zu (1), (2a), (3) assoziierten linearen Problems, dessen Lo¨sbarkeit durch das Theo-
rem 2.1 gegeben ist. Die Existenz eines Fixpunktes dieser Abbildung ist zu der lokalen
Lo¨sbarkeit von (1), (2a), (3) a¨quivalent und wird mit Hilfe des Schauderschen Fixpunkt-
satzes bewiesen.
Im folgenden formulieren wir Forderungen an (1), (2a), (3), die garantieren, dass das
korrespondierende lineare Problem den Bedingungen des Satzes 2.1 genu¨gt. Damit die
Koeffizienten und rechten Seiten des linearen Problems in geeigneten Ho¨lderra¨umen lie-
gen, fordern wir, dass es ein α ∈ (0, 1) gibt, so dass es fu¨r jedes Kompaktum K ⊂
ΩT × R× R eine Konstante ch(K) > 0 gibt, mit
|a(t1, x1, z1, p1)− a(t2, x2, z2, p2)|
≤ ch(|t1 − t2|α2 + |x1 − x2|α + |z1 − z2|+ |p1 − p2|),
|f(t1, x1, z1, p1)− f(t2, x2, z2, p2)|
≤ ch(|t1 − t2|α2 + |x1 − x2|α + |z1 − z2|+ |p1 − p2|),
(3.1)
und
|b(t1,±l, z1)− b(t2,±l, z2)| ≤ ch(|t1 − t2| 1+α2 + |z1 − z2|),
|g(t1,±l, z1)− g(t2,±l, z2)| ≤ ch(|t1 − t2| 1+α2 + |z1 − z2|)
(3.2)
fu¨r (ti, xi, zi, pi) ∈ K, i = 1, 2.
Ferner muss aufgrund der Bedingung (2.4) der Koeffizient a in (1) im folgenden Sinne
gleichma¨ßig parabolisch sein: Fu¨r jedes Kompaktum K1 ⊂ ΩT × R × R gibt es ein
δ1 = δ1(K1) > 0, so dass
a(t, x, z, p) ≥ δ1 fu¨r alle (t, x, z, p) ∈ K1. (3.3)
¨Ahnlich fordern wir wegen (2.5), dass es fu¨r jedes Kompaktum K2 ⊂ [0, T ] × R ein
δ2 = δ2(K2) > 0 gibt mit
b(t,±l, z) ≥ δ2 fu¨r alle (t, z) ∈ K2. (3.4)
Schließlich, damit auch die Kompatibilita¨tsbedingungen erfu¨llt sind, fordern wir, dass
∓b(0,±l, u0)u0x + g(0,±l, u0) = a(0,±l, u0, u0x)u0xx + f(0,±l, u0, u0x). (3.5)
Unter diesen Bedingungen beweisen wir die folgende Aussage:
Theorem 3.1. Es seien die Funktionen a, f und b, g auf (0, T )×Ω×R×R bzw. (0, T )×
Ω×R gegeben und die Voraussetzungen (3.1)–(3.4) seien erfu¨llt. Dann existiert fu¨r jedes
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u0 ∈ C2+α(Ω), das der Bedingung (3.5) genu¨gt, ein ε > 0, so dass das Problem (1), (2a),
(3) eine Lo¨sung u ∈ C1+α2 ,2+α(Ωε) besitzt.
Beweis. Der Beweis ist eine Anwendung des Schauderschen Fixpunktsatzes. Da u0 ∈
C2+α(Ω), ist u0 insbesondere auch in C1+α(Ω) und wir ko¨nnen
M0 := 1 + |u0|(1+α)Ω (3.6)
setzen. Ferner definieren wir fu¨r ein ε ∈ (0, T ),
Uε := {v ∈ C 1+α2 ,1+α(Ωε) : |v|(
1+α
2
,1+α)
Ωε
≤M0}
und betrachten die Zuordnungsvorschrift
Jε : Uε −→ C1+α2 ,2+α(Ωε),
v 7−→ Jεv = u,
wobei u eine klassische Lo¨sung des folgenden linearen Problems ist:
ut − a˜(t, x)uxx = f˜(t, x), (t, x) ∈ Ωε,
ut ± b˜(t,±l)ux = g˜(t,±l), t ∈ (0, ε),
u(0, x) = u0(x), x ∈ [−l, l],
(3.7)
mit
a˜(t, x) := a(t, x, v(t, x), vx(t, x)),
f˜(t, x) := f(t, x, v(t, x), vx(t, x)),
b˜(t,±l) := b(t,±l, v(t,±l)),
g˜(t,±l) := g(t,±l, v(t,±l)).
(3.8)
Wir zeigen in mehreren Schritten, dass Jε eine wohldefinierte Abbildung ist, die fu¨r ein
geeignetes ε > 0 die Voraussetzungen des Schauderschen Fixpunktsatzes erfu¨llt und so-
mit einen Fixpunkt besitzt. Der Fixpunkt ist offensichtlich eine Lo¨sung von (1), (2a), (3).
Im ersten Schritt beweisen wir, dass Jε fu¨r jedes ε ∈ (0, T ) wohldefiniert ist. Um das
zu tun, mu¨ssen wir zeigen, dass (3.7) den Voraussetzungen des Theorems 2.1 genu¨gt und
somit eine eindeutige Lo¨sung in C1+α2 ,2+α(Ωε) besitzt. Wir zeigen zuna¨chst, dass a˜, f˜ , b˜
und g˜ in den geeigneten Ho¨lderra¨umen liegen. Sei
K := ΩT × [−M0,M0]× [−M0,M0], (3.9)
und die Konstante ch(K) sei so gewa¨hlt, dass die Bedingungen (3.1) und (3.2) erfu¨llt sind.
Sei ferner
c1 := max
{
sup
K
|a(t, x, z, p)|, sup
K
|f(t, x, z, p)|, sup
K
|b(t,±l, z, p)|, sup
K
|g(t, x, z, p)|
}
.
62
Seien nun v ∈ Uε und (t, x), (s, x) ∈ Ωε mit |t−s| < 1. Aus der Bedingung (3.1) folgt,
dass
|a˜(t, x)− a˜(s, x)| = |a(t, x, v(t, x), vx(t, x))− a(s, x, v(s, x), vx(s, x))|
≤ ch
(
|t− s|α2 + |v(t, x)− v(s, x)|+ |vx(t, x)− vx(s, x)|
)
≤ ch
(
|t− s|α2 + 〈v〉(
1+α
2
)
t,Ωε
|t− s| 1+α2 + 〈vx〉(
α
2
)
t,Ωε
|t− s|α2
)
≤ ch
(
1 + |v|(
1+α
2
,1+α)
Ωε
)|t− s|α2
≤ ch(1 +M0)|t− s|α2
Hier haben wir lediglich die Definitionen von Uε und der Norm | · |(
1+α
2
,1+α)
Ωε
benutzt, sowie
die Tatsache, dass |t− s| < 1 und somit fallend im Exponenten ist.
Den Fall |t− s| ≥ 1 kann man einfacher behandeln. Fu¨r jedes v ∈ Uε gilt |v|0,Ωε ≤M0
und |vx|0,Ωε ≤ M0. Da a laut (3.1) in jeder Variable Ho¨lder-stetig und somit insbe-
sondere stetig ist, ist |a˜|0,Ωε durch maxK |a| nach oben beschra¨nkt. Deshalb gilt fu¨r alle
(t, x), (s, x) ∈ Ωε mit |t− s| ≥ 1, dass
|a˜(t, x)− a˜(s, x)| ≤ 2|a˜|0,Ωε ≤ 2c1|t− s|
α
2 .
Somit ist a˜ fu¨r jedes v ∈ Uε Ho¨lder-stetig in der ersten Variable mit Ho¨lder-Exponenten
α
2
und die Ho¨lderkonstante ha¨ngt nur von ch, M0 und c1 ab.
Analog kann man die Ho¨lder-Stetigkeit von a˜ auch in der zweiten Variable zeigen.
Seien v ∈ Uε und (t, y), (s, y) ∈ Ωε mit |x− y| < 1. Dann gilt
|a˜(t, x)− a˜(t, y)| = |a(t, x, v(t, x), vx(t, x))− a(t, y, v(t, y), vx(t, y))|
≤ ch
(
|x− y|α + |v(t, x)− v(t, y)|+ |vx(t, x)− vx(t, y)|
)
≤ ch
(
|x− y|α + |vx|0,Ωε|x− y|+ 〈vx〉(α)x,Ωε|x− y|α
)
≤ ch
(
1 + |v|(
1+α
2
,1+α)
Ωε
)|x− y|α
≤ ch(1 +M0)|x− y|α.
Den Fall |x− y| ≥ 1 kann man vo¨llig analog zu dem Fall |t− s| ≥ 1 behandeln. Folglich
ist
〈a˜〉(
α
2
,α)
Ωε
≤ c(ch,M0, c1).
Genauso ko¨nnen wir zeigen, dass
〈f˜〉(
α
2
,α)
Ωε
≤ c(ch,M0, c1).
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¨Ahnliche Rechnungen liefern die Ho¨lder-Stetigkeit von b˜ und g˜. Fu¨r |t− s| < 1 gilt
|˜b(t,±l)− b˜(s,±l)| = |b(t,±l, v(t,±l))− b(s,±l, v(s,±l))|
≤ ch
(
|t− s| 1+α2 + |v(t, x)− v(s, x)|
)
≤ ch
(
|t− s| 1+α2 + 〈v〉(
1+α
2
)
t,ΩT
|t− s| 1+α2
)
≤ ch
(
1 + |v|(
1+α
2
,1+α)
ΩT
)|t− s| (1+α)2
≤ ch(1 +M0)|t− s|
(1+α)
2 .
Analog gilt fu¨r g˜ und t, s ∈ (0, T ) mit |t− s| < 1, dass
|g˜(t,±l)− g˜(s,±l)| ≤ ch
(
1 + |v|(
1+α
2
,1+α)
ΩT
)|t− s| 1+α2 ≤ ch(1 +M0)|t− s| (1+α)2 .
Die Fa¨lle |t− s| ≥ 1 kann man wie oben behandeln. Fassen wir die obigen ¨Uberlegungen
zusammen, so ist offensichtlich, dass es eine Konstante
c2 = c2(ch,M0, c1)
gibt, die nicht von ε abha¨ngt, so dass
max
{
|a˜|(
α
2
,α)
Ωε
, |f˜ |(
α
2
,α)
Ωε
, |˜b|(
1+α
2
)
Sε
, |g˜|(
1+α
2
)
Sε
}
≤ c2, ε ∈ (0, T ). (3.10)
Somit erfu¨llen a˜, f˜ , b˜ und g˜ die Regularita¨tsbedingungen des Theorems 2.1. Die Glei-
chung (3.5) garantiert, dass auch die Kompatibilita¨tsbedingung erfu¨llt ist. Folglich exi-
stiert laut Theorem 2.1 eine eindeutige Lo¨sung u ∈ C1+α2 ,2+α(Ωε) von (3.7). Damit ist Jε
fu¨r jedes ε ∈ (0, T ) eine wohldefinierte Abbildung.
Im na¨chsten Schritt zeigen wir, dass fu¨r hinreichend kleine ε die Abbildung Jε die
Menge Uε in sich abbildet. Dafu¨r mu¨ssen wir zeigen, dass fu¨r jedes v ∈ Uε
|Jεv|(
1+α
2
,1+α)
Ωε
≤ M0. (3.11)
Da ε < T ist, folgt aus (2.7) und (3.10), dass ein
c3 = c3(δ1, δ2, ch,M0, c1)
existiert, so dass fu¨r jedes v ∈ Uε
|Jεv|(1+
α
2
,2+α)
Ωε
≤ c3, (3.12)
wobei c3 nicht von ε abha¨ngt. Wir definieren auf Ωε eine Hilfsfunktion h durch
h := Jεv − u˜0,
und
u˜0(t, x) := u0(x), (t, x) ∈ (0, ε)× [−l, l].
Da u0 ∈ C2+α(Ω) und u˜ konstant in der ersten Variablen ist, kann man leicht u¨berlegen,
dass
u˜0 ∈ C1+α2 ,2+α(Ωε)
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und
|u˜0|(1+
α
2
,2+α)
Ωε
= |u0|(2+α)Ω .
Deshalb und weil Jεv ∈ C1+α2 ,2+α(Ωε), ist dann auch h ∈ C1+α2 ,2+α(Ωε) und
|h|(1+
α
2
,2+α)
Ωε
≤ |Jεv|(1+
α
2
,2+α)
Ωε
+ |u˜0|(1+
α
2
,2+α)
Ωε
≤ c3 + |u0|(2+α)Ω =: c4. (3.13)
Wir zeigen, dass |h|(
1+α
2
,1+α)
Ωε
→ 0, wenn ε→ 0. Nach Definition gilt
|h|(
1+α
2
,1+α)
Ωε
= |h|0,Ωε + |hx|0,Ωε + 〈hx〉(
α
2
,α)
Ωε
+ 〈h〉(
1+α
2
)
t,Ωε
.
Laut (1.9) und (1.10) kann man alle Summanden auf der rechten Seite durch Produkte
abscha¨tzen, die als Faktoren verschiedene Potenzen von |h|0,Ωε und 〈h〉1+
α
2
,2+α
Ωε
enthalten,
und zwar gilt
|h|(
1+α
2
,1+α)
Ωε
≤ 3H0 + c5
[
H
1/(2+α)
2+α H
1−1/(2+α)
0 +H
(1+α)/(2+α)
2+α H
1−(1+α)/(2+α)
0
+H
2/(2+α)
2+α H
1−2/(2+α)
0
]
,
wobei H0 := |h|0,Ωε , H2+α := 〈h〉(1+
α
2
,2+α)
Ωε
und c5 = c5(l) die Konstante aus (1.9)
bezeichnet. Da h(0, x) = 0, erhalten wir aus dem Mittelwertsatz, dass
|h|0,Ωε = sup
(t,x)∈Ωε
|h(t, x)| ≤ ε|ht|0,Ωε ≤ ε|h|(1+
α
2
,2+α)
Ωε
≤ c4. (3.14)
Setzen wir dies in die obige Gleichung ein und nehmen wir o.B.d.A. an, dass ε < 1, so
gilt
|h|(
1+α
2
,1+α)
Ωε
≤ 3c4ε+ c5
(
c4ε
1−1/(2+α) + c4ε1−(1+α)/(2+α) + c4ε1−2/(2+α)
)
≤ 3(1 + c5)c4ε1−2/(2+α).
(3.15)
Wir ko¨nnen
ε = ε(c4, c5) = ε(l, δ1, δ2, ch, |u0|2+α, c1) (3.16)
offensichtlich so wa¨hlen, dass
|h|(
1+α
2
,1+α)
Ωε
<
1
2
. (3.17)
Daraus folgern wir leicht mit Hilfe der Dreiecksungleichung, dass
|Jεv|(
1+α
2
,1+α)
Ωε
≤ |u˜0|(
1+α
2
,1+α)
Ωε
+ |Jεv − u˜0|(
1+α
2
,1+α)
Ωε
= |u0|(1+α)Ωε + |h|
( 1+α
2
,1+α)
Ωε
≤ |u0|(1+α)Ωε +
1
2
< M0.
Somit haben wir gezeigt, dass Jε(Uε) ⊂ Uε, wenn ε hinreichend klein ist.
Bis jetzt haben wir bewiesen, dass Jε fu¨r hinreichend kleine ε eine wohldefinierte
Selbstabbildung auf Uε ist. Da Uε topologisch ein Ball und somit insbesondere eine kon-
vexe Menge ist, mu¨ssen wir, um den Schauderschen Fixpunktsatz anwenden zu ko¨nnen,
nur noch die Existenz einer Topologie auf Uε zeigen, bzgl. der die Abbildung Jε stetig
und die Menge Uε kompakt ist.
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Bekanntlich kann man mit dem Satz von Arzela`-Ascoli zeigen, dass Uε kompakt in
C0,1(Ωε) ist. Man kann auch leicht einsehen, dass Jε auf Uε bezu¨glich der Norm in
C0,1(Ωε) stetig ist: Sei (vi) eine Folge in Uε mit vi → v in C0,1(Ωε). Wir zeigen, dass
wi := Jvi → Jv in C0,1(Ωε). Aus (2.7) folgt, dass {wi} beschra¨nkt in C1+α2 ,2+α(Ωε)
ist. Wiederum kann man mit dem Satz von Arzela`-Ascoli zeigen, dass C1+α2 ,2+α(Ωε) in
C1,2(Ωε) kompakt eingebettet ist. Somit ist der Abschluss von {wi} kompakt in C1,2(Ωε).
Sei w˜i eine in C1,2(Ωε) konvergente Teilfolge von wi mit dem Grenzwert w. Dann gilt
wt−a(t, x, v, vx)wxx − f(t, x, v, vx)
= lim
i→∞
(
w˜it − a(t, x, vi, vix)w˜ixx − f(t, x, vi, vix)
)
= 0, (t, x) ∈ Ωε,
ferner
wt±b(t,±l, v, vx)wx − g(t,±l, v, vx)
= lim
i→∞
(
w˜it ± b(t,±l, vi, vix)w˜ix − g(t,±l, vi, vix)
)
= 0, t ∈ (0, ε),
und offensichtlich
w(0, x) = wi(0, x) = u0(x), x ∈ [−l, l],
was insgesamt bedeutet, dass
w = Jεv.
Somit besitzt Jεvi in C1,2(Ωε) nur den einzigen Ha¨ufungspunkt Jεv. Folglich ist Jεv der
Grenzwert von Jεvi in C1,2(Ωε) also insbesondere auch in C0,1(Ωε). Somit haben wir ins-
gesamt gezeigt, dass Jε auf Uε bzgl. der Norm inC0,1(Ωε) eine stetige Selbstabbildung ist,
was bedeutet, dass Jε : Uε → Uε alle Voraussetzung des Schauderschen Fixpunktsatzes
erfu¨llt und somit einen Fixpunkt u = Jεu ∈ Uε besitzt. u lo¨st offensichtlich das Problem
(1), (2a), (3) in Ωε. Dass u in C1+α2 ,2+α(Ωε) liegt, haben wir bereits oben gezeigt. 
Das Theorem 3.1 sichert die lokale Lo¨sbarkeit des Problems (1), (2a), (3). Nun wen-
den wir uns der Frage zu, unter welchen zusa¨tzlichen Voraussetzungen dieses Problem
auch global lo¨sbar ist, d.h. eine Lo¨sung in ganz ΩT besitzt. Im Beweis des Theorems
3.1 haben wir das gegebene nichtlineare Problem mittels der Fixpunktabbildung Jε mit
einem linearen Problem assoziiert, das laut Satz 2.1 eindeutig lo¨sbar ist. Damit die Ko-
effizienten dieses linearen Problems die notwendigen Regularita¨tsbedingungen erfu¨llen,
muss die Funktion, die in die Nichtlinearita¨ten eingesetzt wird (vgl. (3.8)), eine endliche
| · |(
1+α
2
,1+α)
Ωε
Norm haben. Es stellt sich heraus, dass, falls dieselbe Norm fu¨r die Lo¨sun-
gen von (1), (2a), (3) eine globale (d.h. von ε unabha¨ngige) a-priori Schranke besitzt, es
dann eine Lo¨sung fu¨r dieses Problem in ganz ΩT gibt. Diese Behauptung beweisen wir
im folgenden Theorem.
Theorem 3.2. Seien alle Voraussetzungen des Theorems 3.1 erfu¨llt. Ferner seien ein β ∈
(0, 1) und ein Cβ > 0 so gegeben, dass fu¨r jede klassische Lo¨sung u von (1), (2a), (3) in
Ωε mit ε < T
|u|(
1+β
2
,1+β)
Ωε
≤ Cβ (3.18)
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gilt. Dann besitzt das Problem (1),(2a),(3) eine klassische Lo¨sung u in ΩT . Ferner ist
u ∈ C1+ γ2 ,2+γ(ΩT ), wobei γ := {α, β}).
Beweis. Wir setzen
ε0 := sup{ε ∈ [0, T ] : (1), (2a), (3) besitzt eine klassische Lo¨sung in C1+
γ
2
,2+γ(Ωε)}.
Wir zeigen, dass ε0 = T . Laut Voraussetzung sind die Bedingungen des Theorems 3.1
fu¨r ein α ∈ (0, 1) erfu¨llt. Da nach unserer Wahl γ ≤ α ist, sind diese Bedingungen auch
erfu¨llt, wenn wir α mit γ ersetzen. Somit folgt aus Theorem 3.1 die Existenz einer Lo¨sung
von (1), (2a), (3) in C1+ γ2 ,2+γ(Ωε) fu¨r ein ε ≥ 0. Folglich ist ε0 > 0. Wir zeigen, dass
wegen (3.18) nicht ε0 < T gelten kann.
Da γ ≤ β gibt es aufgrund von (3.18) ein Cγ = Cγ(Cβ, l), so dass fu¨r jede klassische
Lo¨sung von (1), (2a), (3) in Ωε mit ε < T
|u|(
1+γ
2
,1+γ)
Ωε
≤ Cγ (3.19)
gilt. Offensichtlich lo¨st jede Lo¨sung u von (1), (2a), (3) auch (3.7) mit v = u. Wegen
(3.19) kann man wie oben (vgl. (3.10)) u¨berlegen, dass es ein
c1 = c1(ch, Cγ) = c1(ch, Cβ, l)
gibt, so dass
max
{
|a˜|(
γ
2
,γ)
Ωε
, |f˜ |(
γ
2
,γ)
Ωε
, |˜b|(
1+γ
2
)
Sε
, |g˜|(
1+γ
2
)
Sε
}
≤ c1. (3.20)
Also gibt es wegen (2.7) ein
c2 = c2(δ1, δ2, ch, c1) = c2(δ1, δ2, ch, Cβ, |u0|(2+α)Ω ),
so dass fu¨r jede klassische Lo¨sung uε von (1), (2a), (3) in Ωε mit ε < T
|uε|(1+
γ
2
,2+γ)
Ωε
≤ c2 (3.21)
gilt. Laut der Definition von ε0 gibt es eine wachsende Folge (εi) mit Grenzwert ε0, so
dass (1), (2a), (3) eine klassische Lo¨sung ui in Ωεi besitzt. Offensichtlich gibt es dann fu¨r
jedes t1 < ε0 ein N ∈ N, so dass εi > t1 fu¨r i ≥ N und ui die Gleichung (1), (2a), (3) in
Ωt1 lo¨st. Wir wissen, dassC1+
γ
2
,2+γ(Ωt1) inC1,2(Ωt1) kompakt ist. Ferner ist wegen (3.21)
die Menge {ui, i ≥ N} beschra¨nkt bzgl. | · |(1+
γ
2
,2+γ)
Ωt1
. Somit besitzt (ui) eine Teilfolge
(u˜i), die in C1,2(Ωt1) gegen einen Grenzwert u1 konvergiert. Offensichtlich ist u1 eine
klassische Lo¨sung von (1), (2a), (3) in Ωt1 . Wir wa¨hlen nun beliebiges t2 mit t1 < t2 < ε0.
Da εi wachsend gegen ε0 konvergiert, kann man wieder eine Teilfolge von (u˜i) finden, die
gleichma¨ßig gegen eine Funktion u2 konvergiert, die eine klassische Lo¨sung von (1), (2a),
(3) in Ωt2 ist. Aufgrund der Eindeutigkeit der Grenzwerte in C1,2(Ωt1) stimmt u2 mit u1
in Ωt1 u¨berein. Auf diese Weise kann man durch sukzessive Wahl der Teilfolgen eine
Funktion uε0 ∈ C1,2(Ωε0) konstruieren, die das Problem (1), (2a), (3) in jedem Ωt ⊂
Ωε0 und folglich auch in Ωε0 lo¨st. Nun gilt wegen der Voraussetzung (3.18) auch fu¨r uε0
die Abscha¨tzung (3.19) und folglich auch (3.21). Somit ist uε0 ∈ C1+
γ
2
,2+γ(Ωε0) und
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folglich sind uε0 , ∂tuε0 , ∂xuε0 und ∂xxuε0 gleichma¨ßig stetig auf Ωε0 , wodurch sie sich
auf {ε0} × (−l, l) stetig fortsetzen lassen. Dann ist offensichtlich
u∗0 := uε0(ε0, ·) ∈ C(2+γ)(Ω)
und u∗0 erfu¨llt die Kompatibilita¨tsbedingungen (3.5) fu¨r die Anfangszeit ε0. Wir wissen
bereits, dass ε0 > 0. Wir nehmen an, dass ε0 < T . Dann gibt es laut Theorem 3.1 ein ε > 0
mit ε0 + ε < T und ein u∗, das die Gleichungen (1), (2a) in Ω∗ := (ε0, ε0 + ε) × (−l, l)
lo¨st und der Anfangsbedingung
u∗(ε0, x) = u∗0(x), x ∈ [−l, l],
genu¨gt. Dann ist
w(t, x) :=
{
uε0(t, x), (t, x) ∈ [0, ε0)× (−l, l),
u∗(t, x), (t, x) ∈ [ε0, ε0 + ε)× (−l, l),
eine klassische Lo¨sung von (1), (2a), (3) in [0, ε0+ε)×(−l, l). Dies ist aber laut Definition
von ε0 unmo¨glich. Folglich ist die Annahme, dass ε0 < T , falsch. Somit folgt ε0 = T . 
Aus Theorem 3.2 folgt die Existenz einer globalen klassischen Lo¨sung von (1), (2a),
(3), vorausgesetzt, die Abscha¨tzung (3.18) ist erfu¨llt. Ein analoges Resultat fu¨r das allge-
meinere Problem (1), (2), (3) konnte mit den oben verwendeten Methoden nicht bewiesen
werden. Wir wollen es kurz na¨her erla¨utern. Wa¨hlt man na¨mlich den gleichen Fixpunktan-
satz, wie im Beweis des Theorems 3.1, so stellt sich heraus, dass derselbe Definitionsbe-
reich Uε fu¨r eine analoge Fixpunktabbildung im Falle der Randbedingung (2) ungeeignet
ist. Denn, falls man eine Funktion v ∈ Uε in b und g aus der Randbedingung (2) einsetzt
(vgl. (3.8)), so sind vx und somit auch b˜ und g˜ nur in C α2 (Sε) (selbst wenn b und g in der
letzen Variable Lipschitz-stetig sind) und erfu¨llen somit nicht die fu¨r die Lo¨sbarkeit des
linearen Problems notwendigen Regularita¨tsvoraussetzungen (vgl. Theorem 2.1). Somit
wa¨re eine zu Jε analoge Zuordnungsvorschrift in diesem Fall keine wohldefinierte Abbil-
dung. Dieses Problem ko¨nnte man lo¨sen, indem man im Definitionsbereich der Fixpunk-
tabbildung nur Funktionen zula¨sst, deren erste Ortsableitung mindestens in C 1+α2 (Sε) fu¨r
ein α ∈ (0, 1) ist. Wa¨hlt man nun den Definitionsbereich der Fixpunktabbildung als eine
Teilmenge von C k+α2 ,k+α(Ωε), so muss k ≥ 2 gelten. In diesem Fall wa¨re ein zu (3.7)
analoges lineares Problem zwar lo¨sbar, die Lo¨sung aber wu¨rde keine ho¨here Regularita¨t
besitzen, als die Funktionen aus dem Definitionsbereich. Somit ko¨nnten wir diese Lo¨sung
nicht wie in (3.15) interpolieren und zeigen, dass die Abbildung Jε fu¨r ein geeignetes ε
eine Selbstabbildung ist.
Aufgrund des Satzes 2.1 liegt dennoch die Vermutung nahe, dass man durch eine ge-
eignete Fixpunkttechnik (evtl. durch die Anwendung eines anderen Fixpunktansatzes oder
sogar durch eine geschicktere Wahl des Definitionsbereichs der Fixpunktabbildung) die
zu den Aussagen der Theoreme 3.1 und 3.2 analogen Aussagen auch fu¨r das Problem (1),
(2), (3) beweisen kann. Dies ist der Gegenstand aktueller Untersuchungen.
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4. A-PRIORI ABSCHA¨TZUNGEN UND GLOBALE EXISTENZ
Wie aus dem Theorem 3.2 ersichtlich ist, reduziert sich der Beweis der Existenz einer
globalen klassischen Lo¨sung von (1), (2a), (3) darauf, dass man fu¨r die lokalen Lo¨sungen
u dieses Problems ein β ∈ (0, 1) und eine a-priori Schranke fu¨r |u|(
1+β
2
,1+β)
Ωε
fu¨r jedes
ε < T findet. Wie schon in der Einfu¨hrung erwa¨hnt, gewinnt man diese Abscha¨tzung
aus der allgemeinen Theorie der linearen parabolischen Differentialgleichungen zweiter
Ordnung, falls man a-priori Schranken fu¨r max |u| und max |ux| bereits kennt, da man
in diesem Fall die nichtlineare Gleichung (1) wie eine lineare Gleichung mit beschra¨nk-
ten Koeffizienten behandeln kann (fu¨r Details vgl. Theorem 4.7 und den Beweis von [25,
Theorem 5.1]). Wie auch bereits gesagt, ist der schwierigere Teil bei diesem Ablauf die
a-priori Abscha¨tzung von max |ux|, was auch unser Hauptanliegen in diesem Kapitel ist.
Diese Abscha¨tzung fu¨hren wir im Abschnitt 4.1 fu¨r die Lo¨sungen des allgemeinen Pro-
blems (1), (2), (3) unter verschiedenen Bedingungen durch (vgl. Theoreme 4.1, 4.3 und
4.5). Dabei betrachten wir die a-priori Schranke fu¨r max |u| zuna¨chst als gegeben. An-
schließend zeigen wir im Theorem 4.7, wie man die erwu¨nschte a-priori Abscha¨tzung fu¨r
|u|(
1+α
2
,1+α)
ΩT
ebenfalls fu¨r die Lo¨sung des allgemeinen Problems (1), (2), (3) in Abha¨ngig-
keit von max
ΩT
|u| und max
ΩT
|ux| erha¨lt. Im na¨chsten Abschnitt in Theorem 4.9 zeigen wir,
wie man die a-priori Abscha¨tzung fu¨r max |u| im Falle des Randwertproblems (1), (2a),
(3) mit Hilfe des parabolischen Maximumprinzips gewinnen kann. Nun folgt die globale
Existenz fu¨r das Problem (1), (2a), (3) aus den gewonnenen a-priori Abscha¨tzungen und
Theorem 3.2. Dieses Resultat haben wir in Theorem 4.10 explizit formuliert. Die glo-
bale Existenz der Lo¨sung im Falle der Randbedingung (2) konnten wir nicht vollsta¨ndig
beweisen. Das fehlende Glied in der Beweiskette ist ein zu dem Theorem 3.1 analoges
Theorem fu¨r das Randwertproblem (1), (2), (3) (fu¨r Details siehe die Bemerkung nach
Theorem 3.2).
4.1. A-priori Abscha¨tzungen fu¨r max |ux|. Wir wollen unsere Vorgehensweise kurz
erla¨utern. Um den Betrag des Gradienten der Lo¨sung u abzuscha¨tzen, ist es offensichtlich
ausreichend, eine obere Schranke fu¨r |u(t,x)−u(t,y)||x−y| zu finden, wenn |x−y| klein ist. Um das
zu tun, benutzen wir die Methode der Verdoppelung der Raumvariable aus [36], die man
kurz wie folgt zusammenfassen kann: Wir betrachten die Gleichung (1) in zwei Punkten
(t, x), (t, y) ∈ ΩT und erhalten durch die Differenzbildung eine Differentialgleichung
fu¨r die auf der Menge (0, T ) × (−l, l) × (−l, l) definierte Funktion u(t, x) − u(t, y),
deren Raumvariable offensichtlich nicht mehr ein- sondern zweidimensional ist. Ferner
definieren wir eine Funktion h als die Lo¨sung einer geeigneten Differentialgleichung (vgl.
(4.13)), die man mit mit Hilfe eines Maximumprinzips mit der Funktion u(t, x)− u(t, y)
vergleichen kann. Die erwu¨nschte Abscha¨tzung fu¨r max |ux| folgt aus der Ungleichung
|u(t, x)− u(t, y)| ≤ h(|x− y|),
die in einer Umgebung der Menge {(t, x, y) ∈ (0, T ) × (−l, l) × (−l, l) : x = y}, d.h.
fu¨r kleine Werte von |x− y|, gu¨ltig ist.
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4.1.1. Abscha¨tzung unter der Berstein-Nagumo Bedingung.
Theorem 4.1. Sei u eine klassische Lo¨sung von (1), (2), (3) mit
max
ΩT
|u| ≤M. (4.1)
Es gelte
a(t, x, z, p) > 0, (t, x, z, p) ∈ ΩT × [−M,M ]× R. (4.2)
Ferner sei u0 eine Lipschitz-stetige Funktion mit
|u0(x)− u0(y)| ≤ K|x− y|, x, y ∈ [−l, l]. (4.3)
Außerdem existiere ein q0 ≥ K sowie eine reellwertige Funktion ψ ∈ C1([0,∞)) mit
ψ ≥ 1 und
∞∫
q0
ρ dρ
ψ(ρ)
> 2M, (4.4)
so dass
|f(t, x, z, p)| ≤ a(t, x, z, p)ψ(|p|), (t, x, z, p) ∈ ΩT × [−M,M ] × R (4.5)
und
g(t, l, z, p) ≤ b(t, l, z, p)p, (4.6)
−g(t,−l, z, p) ≤ b(t,−l, z, p)p, (4.7)
g(t,−l, z,−p) ≤ b(t,−l, z,−p)p, (4.8)
−g(t, l, z,−p) ≤ b(t, l, z,−p)p, (4.9)
fu¨r (t, z) ∈ (0, T ]× [−M,M ] und p ≥ q0. Dann existiert ein
c = c(q0,M, ψ,K), (4.10)
so dass
max
ΩT
|ux| ≤ c. (4.11)
Beweis. Durch die Voraussetzung (4.4) existiert ein q1 > q0 so, dass
q1∫
q0
ρ dρ
ψ(ρ)
= 2M. (4.12)
Wir definieren auf dem Intervall [q0, q1] die Funktion τ durch
τ(ξ) :=
∫ q1
ξ
dρ
ψ(ρ)
, ξ ∈ [q0, q1].
Da ψ strikt positiv ist, ist τ offensichtlich strikt monoton fallend auf [q0, q1] mit
τ0 := τ(q0) =
∫ q1
q0
dρ
ψ(ρ)
= 2M und τ(q1) = 0.
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Somit ist die Funktion τ auf ihrem Definitionsbereich umkehrbar und die Umkehrfunktion
q := τ−1, definiert auf dem Intervall [0, τ0], ist offensichtlich auch fallend, mit
q(0) = τ−1(0) = q1 und q(τ0) = τ−1(τ0) = q0.
Somit ko¨nnen wir auf [0, τ0] eine Funktion h definieren durch
h(ξ) :=
q1∫
q(ξ)
ρ dρ
ψ(ρ)
.
Offensichtlich ist h(ξ) = e ◦ q(ξ) mit
e(ζ) :=
q1∫
ζ
ρ dρ
ψ(ρ)
.
Dann erhalten wir durch die Verwendung der Kettenregel, des Satzes u¨ber die Differen-
zierbarkeit des Integrals nach der oberen Grenze und des Satzes u¨ber die Differenzierbar-
keit der Umkehrabbildung, dass
h′(ξ) = e′(q(ξ))q′(ξ) = e′(q(ξ))(τ−1)′(ξ) = e′(q(ξ))
1
τ ′(τ−1(ξ))
= e′(q(ξ))
1
τ ′(q(ξ))
=
−q(ξ)
ψ(q(ξ))
1
−1
ψ(q(ξ))
= q(ξ) ≥ q0
und
h′′(ξ) = q′(ξ) =
1
τ ′(q(ξ))
= −ψ(q(ξ)).
Außerdem ist
h(0) = e(q(0)) = e(q1) = 0,
h(τ0) = e(q(τ0)) = e(q0) = 2M.
Somit ist h zweimal differenzierbar auf (0, τ0) und lo¨st das Problem:
h′′(ξ) + ψ(|h′(ξ)|) = 0, ξ ∈ (0, τ0),
h′(ξ) ≥ q0, ξ ∈ (0, τ0),
h(τ0) = 2M,
h(0) = 0.
(4.13)
Da h′ ≥ q0 ≥ K und h(0) = 0, gibt es laut dem Mittelwertsatz fu¨r x, y ∈ [−l, l] mit
|x− y| ≤ τ0 ein ξ ∈ [0, |x− y|], so dass
h(|x− y|) = h′(ξ)|x− y| ≥ K|x− y|.
Folglich ist wegen (4.3), dass
|u0(x)− u0(y)| ≤ h(|x− y|), x, y ∈ [−l, l], |x− y| ≤ τ0. (4.14)
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Wir definieren die Mengen
P := {(x, y) ∈ Ω× Ω : 0 < x− y < τ0 },
PT := (0, T )× P,
S1PT := {(t, x, y) ∈ P : −l < x < −l + τ0, y = −l, t ∈ (0, T ]},
S2PT := {(t, x, y) ∈ P : x = l, l − τ0 < y < l, t ∈ (0, T ]},
S3PT := {(t, x, y) ∈ P : x = y, t ∈ (0, T ]},
S4PT := {(t, x, y) ∈ P : x− y = τ0, t ∈ (0, T ]},
SPT :=
4∪
i=1
SiPT ,
BPT := {0} × P,
ΓPT := SPT ∪ BPT
(4.15)
und veranschaulichen sie fu¨r ein festes t (d.h. 2D-Projektion dieser Mengen) durch das
folgende Bild:
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Wir definieren in P T folgende Hilfsfunktionen:
v(t, x, y) := u(t, x)− u(t, y),
w(t, x, y) := v(t, x, y)− h(x− y),
w˜(t, x, y) := e−tw(t, x, y).
(4.16)
Die ra¨umlichen partiellen Ableitungen, d.h. die Ableitungen nach der zweiten bzw. dritten
Variable dieser Funktionen notieren wir als Ableitung nach x bzw. y. Um die Notation
mo¨glichst u¨bersichtlich zu halten, verwenden wir die beiden Symbole ux und uy auch fu¨r
die Ableitung nach der Raumvariablen der nur von zwei Variablen abha¨ngiger Funktion
u, d.h.
ux := uy := ∂2u.
Im Folgenden zeigen wir, dass w˜ in P T kein positives Maximum annehmen kann. Fu¨r
(t, x, y) ∈ PT \ΓPT sind (t, x) und (t, y) Elemente von ΩT . Deshalb ist dort die Gleichung
(1) erfu¨llt, d.h.
−ut(t, x) + a(t, x, u, ux)uxx + f(t, x, u, ux) = 0,
−ut(t, y) + a(t, y, u, uy)uyy + f(t, y, u, uy) = 0. (4.17)
Aus der Definition von v folgt,
vx(t, x, y) = (u(t, x)− u(t, y))x = ux(t, x),
vy(t, x, y) = (u(t, x)− u(t, y))y = −uy(t, y),
vxx(t, x, y) = uxx(t, x),
vyy(t, x, y) = −uyy(t, y).
Wenn wir dies in (4.17) einsetzen, erhalten wir
−ut(t, x) + a(t, x, u, vx)vxx + f(t, x, u, vx) = 0,
−ut(t, y)− a(t, y, u,−vy)vyy + f(t, y, u,−vy) = 0.
Durch Subtraktion dieser Gleichungen und das Beru¨cksichtigen von
−vt(t, x, y) = −ut(t, x) + ut(t, y),
erhalten wir die Gleichung
−vt(t, x, y) + a(t, x, u, vx)vxx + f(t, x, u, vx)
+ a(t, y, u,−vy)vxx − f(t, y, u,−vy) = 0. (4.18)
Aus (4.5) folgt
f(t, x, u, vx) ≤ a(t, x, u, vx)ψ(|vx|),
−f(t, y, u,−vy) ≤ a(t, y, u,−vy)ψ(|vy|). (4.19)
Wir fu¨hren die folgende Notation ein:
A(t, x) := a(t, x, u, vx),
A(t, y) := a(t, y, u,−vy). (4.20)
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Damit erhalten wir aus (4.18) und (4.19), dass
−vt(t, x, y) + A(t, x)(vxx + ψ(|vx|)) + A(t, y)(vyy + ψ(|vy|)) ≥ 0.
Ferner folgt aus der ersten Gleichung von (4.13), dass
A(t, x)(h′′(x− y) + ψ(|h′(x− y)|)) + A(t, y)(h′′(x− y) + ψ(|h′(x− y)|)) = 0.
Wiederum durch Subtraktion und unter der Verwendung der Gleichungen
wt(t, x, y) = vt(t, x, y),
wxx(t, x, y) = vxx(t, x, y)− h′′(x− y),
wyy(t, x, y) = vyy(t, x, y)− h′′(x− y),
die sich unmittelbar aus der Definition von w (vgl. (4.16)) ergeben, erhalten wir
−wt(t, x, y) + A(t, x)wxx(t, x, y) + A(t, y)wyy(t, x, y) + r(t, x, y) ≥ 0, (4.21)
wobei
r(t, x, y) := ψ(|vx(t, x, y)|)− ψ(|h′(x− y)|) + ψ(|vy(t, x, y)|)− ψ(|h′(x− y)|).
Durch die Multiplikation von (4.21) mit e−t und wegen der Gleichungen
−wte−t = −w˜t − w˜, wxxe−t = w˜xx, wyye−t = w˜yy, (4.22)
die aus der Definition von w˜ (vgl. (4.16)) folgen, ergibt sich
[−w˜t − w˜ + A(t, x)w˜xx + A(t, y)w˜yy + re−t]|(t,x,y)∈PT \ΓPT ≥ 0. (4.23)
Wir nehmen nun an, dass die Funktion w˜ das positive Maximum in (t0, x0, y0) ∈ P T \ΓPT
annimmt. Dann gilt in diesem Punkt
w˜(t0, x0, y0) > 0, w˜t(t0, x0, y0) ≥ 0,
w˜xx(t0, x0, y0) ≤ 0, w˜yy(t0, x0, y0) ≤ 0. (4.24)
Außerdem ist
w˜x(t0, x0, y0) = w˜y(t0, x0, y0) = 0,
woraus wieder mit der Definition von w˜ die Gleichung
e−t(vx(t0, x0, y0)− h′(x0 − y0)) = e−t(vy(t0, x0, y0) + h′(x0 − y0)) = 0.
folgt. Folglich ist
vx(t0, x0, y0) = −vy(t0, x0, y0) = h′(x0 − y0) (4.25)
und somit
r(t0, x0, y0) = 0. (4.26)
Da A(t0, x0) und A(t0, y0) wegen (4.2) nicht negativ sind, folgt aus (4.24) und (4.26),
dass
(−w˜t − w˜ + A(t, x)w˜xx + A(t, y)w˜yy + re−t)|(t0,x0,y0) < 0. (4.27)
Das ist ein Widerspruch zu (4.23). Also kann w˜ kein positives Maximum in P T \ ΓPT
annehmen.
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Wir mu¨ssen noch zeigen, dass w˜ auch auf ΓPT kein positives Maximum annehmen
kann. Wir unterscheiden dabei zwei Fa¨lle: τ0 < 2l und τ0 ≥ 2l. Sei zuna¨chst τ0 < 2l und
(t, l, y) ∈ S2PT . Da τ0 < 2l, gilt −l < y < l. Also erfu¨llt die Funktion u in den Punkten
(t, y) und (t, l) Gleichungen (1) bzw. (2), d.h.
−ut(t, y) + a(t, y, u, uy)uyy + f(t, y, u, uy) = 0,
−ut(t, l)− b(t, l, u, ux)ux + g(t, l, u, ux) = 0.
Wir erinnern, dass
vy(t, l, y) = −uy(t, y), vyy(t, l, y) = −uyy(t, y), vx(t, l, y) = ux(t, l).
Durch das Einsetzen in die obigen Gleichungen ergibt sich, dass
−ut(t, y)− a(t, y, u,−vy)vyy + f(t, y, u,−vy) = 0,
−ut(t, l)− b(t, l, u, vx)vx + g(t, l, u, vx) = 0.
Wenn wir die obere Gleichung von der unteren subtrahieren und dabei (4.5) sowie die
Definition von v beru¨cksichtigen, erhalten wir
−vt(t, l, y) + a(t, y, u,−vy)vyy + a(t, y, u,−vy)ψ(|vy|)
− b(t, l, u, vx)vx + g(t, l, u, vx) ≥ 0.
Mit
r1(t, l, y) := −b(t, l, u, vx)vx + g(t, l, u, vx)
und A(t, y) wie in (4.20) ist
−vt(t, l, y) + A(t, y)(vyy + ψ(|vy|)) + r1(t, l, y) ≥ 0. (4.28)
Da (t, l, y) ∈ S2PT und somit 0 ≤ l − y ≤ τ0, folgt aus (4.13), dass
A(t, y)(h′′(l − y) + ψ(|h′(l − y)|)) = 0.
Ziehen wir diese Gleichung von (4.28) ab und beru¨cksichtigen, dass
wt(t, l, y) = vt(t, l, y), wyy(t, l, y) = vyy(t, l, y)− h′′(l − y),
so erhalten wir
[−wt + A(t, y)wyy + A(t, y)(ψ(|vy|)− ψ(|h′|)) + r1]|(t,l,y)∈S2PT ≥ 0.
Multiplikation mit e−t und Beru¨cksichtigung von (4.22) liefert
[−w˜t − w˜ + A(t, y)w˜yy + r2e−t + r1e−t]|(t,l,y)∈S2PT ≥ 0, (4.29)
wobei
r2(t, l, y) := A(t, y)(ψ(|vy(t, l, y)|)− ψ(|h′(l − y)|)).
Wir nehmen nun an, dass w˜ in (t0, l, y0) ∈ S2PT das Maximum annimmt. Dann gilt in
diesem Punkt
w˜(t0, l, y0) > 0, w˜t(t0, l, y0) ≥ 0, w˜yy(t0, l, y0) ≤ 0.
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Ferner, ist (t0, l, y0) ein innerer Punkt von S2PT und es gilt deshalb
w˜y(t0, l, y0) = 0.
Aus der Definition von w˜ folgt dann unmittelbar, dass
e−t0(vy(t0, l, y0) + h′(l − y0)) = 0.
Folglich ist
−vy(t0, l, y0) = h′(l − y0) (4.30)
und somit
r2(t0, l, y0) = 0.
Ferner muss gelten, dass
w˜x(t0, l, y0) = e
−t0(vx(t0, l, y0)− h′(l − y0)) ≥ 0.
Daraus folgt wegen (4.13), dass
vx(t0, l, y0) ≥ h′(l − y0) ≥ q0 > 0 (4.31)
und schließlich mit (4.6), dass
r1(t0, l, y0) = −b(t0, l, u, vx)vx + g(t0, l, u, vx) ≤ 0.
Insgesamt folgt, dass
(−w˜t − w˜ + A(t, y)w˜yy + r2e−t0 + r1e−t0)|(t0,l,y0) < 0, (4.32)
was ein Widerspruch zu (4.29) ist. Somit kann w˜ in S2PT kein positives Maximum an-
nehmen.
In der gleichen Art und Weise untersuchen wir w˜ auf S1PT . Sei (t, x,−l) ∈ S1PT . Aus
(1) und (2) folgt, dass
−ut(t, x) + a(t, x, u, ux)uxx + f(t, x, u, ux) = 0,
−ut(t,−l) + b(t,−l, u, ux)ux + g(t,−l, u, ux) = 0
und aus der Definition von v, dass
vx(t, x,−l) = ux(t, x), vxx(t, x,−l) = uxx(t, x), vy(t, x,−l) = −ux(t,−l).
Einsetzen liefert
−ut(t, x) + a(t, x, u, vx)vxx + f(t, x, u, vx) = 0,
−ut(t,−l)− b(t,−l, u,−vy)vy + g(t,−l, u,−vy) = 0.
Durch Subtraktion dieser Gleichungen erhalten wir
−vt(t, x,−l) + a(t, x, u, vx)vxx + f(t, x, u, vx)
+ b(t,−l, u,−vy)vy − g(t,−l, u,−vy) = 0.
Mit
r3(t, x,−l) := b(t,−l, u,−vy)vy − g(t,−l, u,−vy),
A(t, x) wie in (4.20), und weil wegen (4.5)
f(t, x, u, vx) ≤ a(t, x, u, vx)ψ(|vx|),
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erhalten wir
−vt(t, x,−l) + A(t, x)(vxx + ψ(|vx|)) + r3(t, x,−l) ≥ 0.
Wiederum gilt wegen (4.13), dass
A(t, x)(h′′(x+ l) + ψ(|h′(x+ l)|)) = 0.
Wir subtrahieren diese Gleichung von der letzten Ungleichung, beru¨cksichtigen dabei,
dass
wt(t, x,−l) = vt(t, x,−l),
wxx(t, x,−l) = vxx(t, x,−l)− h′′(x+ l)
und erhalten
[−wt + A(t, x)wxx + A(t, x)(ψ(|vx|)− ψ(|h′|)) + r3]|(t,x,−l)∈S1PT ≥ 0.
Mutltiplikation mit e−t liefert
[−w˜t − w˜ + A(t, x)w˜xx + r4e−t + r3e−t]|(t,x,−l)∈S1PT ≥ 0, (4.33)
wobei
r4(t, x,−l) := A(t, x)(ψ(|vx(t, x,−l)|)− ψ(|h′(x+ l)|)).
Wir nehmen nun an, dass w˜ in einem Punkt (t0, x0,−l) ∈ S1PT mit x0 6= l das positive
Maximum erreicht. Dann ist
w˜(t0, x0,−l) > 0, w˜t(t0, x0,−l) ≥ 0,
−w˜y(t0, x0,−l) ≥ 0, w˜x(t0, x0,−l) = 0,
w˜xx(t0, x0,−l) ≤ 0.
Aus w˜x(t0, x0,−l) = 0 folgt
e−t(vx(t0, x0,−l)− h′(x0 + l)) = 0.
Dann ist offensichtlich
|vx(t0, l, y0)| = |h′(x0 + l)|
und somit
r4(t0, l, y0) = 0.
Ferner gilt
−w˜y(t0, x0,−l) = e−t0(−vy(t0, x0,−l)− h′(x0 + l)) ≥ 0.
Mit (4.13) folgt daraus, dass
−vy(t0, x0,−l) ≥ h′(x0 + l) ≥ q0 > 0,
dann mit (4.7), dass
−g(t0,−l, u,−vy) ≤ b(t0,−l, u,−vy)(−vy)
und schließlich, dass
r3(t0, x0,−l) ≤ 0.
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Insgesamt folgt
(−w˜t − w˜ + A(t, x)w˜xx + r4e−t + r3e−t)|(t0,x0,−l) < 0.
Das ist ein Widerspruch zu (4.33). Also kann w˜ auch auf S1PT kein positives Maximum
erreichen.
Nun betrachten wir w˜ auf S3PT und S4PT . Fu¨r (t, x, y) ∈ S3PT gilt x = y. Da h(0) = 0
(vgl. (4.13)), erhalten wir unmittelbar aus der Definition von w˜
w˜(t, x, y) = e−t(u(t, x)− u(t, y)− h(x− y)) = 0, (t, x, y) ∈ S3PT .
Insbesondere nimmt w˜ auf S3PT kein positives Maximum nicht an.
Fu¨r (t, x, y) ∈ S4PT gilt x − y = τ0. Nach (4.13) ist h(τ0) = 2M = 2max
Ω¯T
|u(t, x)|,
woraus direkt folgt, dass
w˜(t, x, y) = u(t, x)− u(t, y)− h(τ0) ≤ 0,
d.h. auch auf S4PT kann w˜ kein positives Maximum annehmen.
Schließlich mu¨ssen wir w˜ noch auf BPT betrachten. Fu¨r (t, x, y) ∈ BPT gilt t = 0 und
deshalb folgt aus (4.14) offensichtlich, dass
w˜(t, x, y) = (u0(x)− u0(y)− h(x− y)) ≤ 0.
Also kann w˜ auf ΓP T kein positives Maximum annehmen, falls τ0 < 2l.
Nun betrachten wir w˜ auf ΓP T fu¨r den Fall, dass τ0 ≥ 2l. Der Unterschied zu den
bisherigen Betrachtungen besteht darin, dass die Menge S4PT nun leer ist und, dass die
Mengen S1PT und S2PT zusa¨tzlich die Menge {(t, l,−l) : t ∈ (0, T ]} enthalten. Wir
mu¨ssen also noch zeigen, dass w˜ auch auf dieser Menge kein positives Maximum anneh-
men kann.
In den Punkten (t, l) und (t,−l) erfu¨llt die Funktion u die Randbedingung (2), d.h.
−ut(t, l)− b(t, l, u, ux)ux + g(t, l, u, ux) = 0,
−ut(t,−l) + b(t,−l, u, ux)ux + g(t,−l, u, ux) = 0.
Durch Subtraktion erhalten wir die Gleichung
−wt(t, l,−l)− b(t, l, u, ux)ux + g(t, l, u, ux)
− b(t,−l, u, ux)ux − g(t,−l, u, ux) = 0. (4.34)
Wir nehmen an, dass w˜ in (t0, l,−l) fu¨r t ∈ (0, T ] ein positives Maximum erreicht. Dann
ist
w˜x(t0, l,−l) = e−t(ux(t0, l)− h′(2l)) ≥ 0,
−w˜y(t0, l,−l) = e−t(uy(t0,−l)− h′(2l)) ≥ 0
und folglich gilt wegen (4.13) offensichtlich, dass
ux(t0, l) ≥ h′(2l) ≥ q0 > 0,
uy(t0,−l) ≥ h′(2l) ≥ q0 > 0.
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Dann folgt aus (4.6) und (4.7) zuna¨chst, dass
−b(t, l, u, ux)ux + g(t, l, u, ux) ≤ 0,
−b(t,−l, u, ux)ux − g(t,−l, u, ux) ≤ 0
und somit aus (4.34), dass
−wt(t0, l,−l) ≥ 0. (4.35)
Andererseits, da w˜ auf {(t0, l,−l) : t ∈ (0, T ]} ein positives Maximum annimmt, gilt
w˜(t0, l,−l) > 0, w˜t(t0, l,−l) ≥ 0
und somit
−wt(t0, l,−l) = −et(w˜(t0, l,−l) + w˜t(t0, l,−l)) < 0.
Das ist ein Widerspruch zu (4.35). Somit haben wir insgesamt gezeigt, dass w˜ in P T kein
positives Maximum erreichen kann. Deshalb folgt aus der Stetigkeit von w˜, dass
w˜(t, x, y) ≤ 0, (t, x, y) ∈ P T .
Durch analoge ¨Uberlegungen kann man zeigen, dass auch die Funktion
w˜1 := u(t, y)− u(t, x)− h(x− y)
kein positives Maximum in P T erreichen kann und deshalb
w˜1(t, x, y) ≤ 0, (t, x, y) ∈ P T .
Also gilt
|u(t, x)− u(t, y)| ≤ h(x− y), (t, x, y) ∈ P T .
Aufgrund der Symmetrie der Variablen schließen wir leicht, dass
|u(t, x)− u(t, y)| ≤ h(y − x), (t, x, y) ∈ QT ,
wobei
QT := {(t, x, y) : (t, y, x) ∈ PT}
(d.h. QT ist die Spiegelung von P T an der Ebene {(t, x, y) ∈ R3 : x = y}).
Insgesamt gilt dann
|u(t, x)− u(t, y)| ≤ h(|x− y|), (t, x, y) ∈ QT ∪ P T ,
wobei
QT ∪ P T = {(t, x, y) ∈ R3 : 0 ≤ |x− y| ≤ τ0, |x| ≤ l, |y| ≤ l, t ∈ [0, T ]}.
Da h(0) = 0 ist, folgt daraus, dass∣∣∣u(t, x)− u(t, y)
x− y
∣∣∣ ≤ h(|x− y|)− h(0)|x− y| , (t, x, y) ∈ QT ∪ P T
und man erha¨lt durch die Grenzwertbildung, dass
|ux(t, x)| ≤ h′(0) = q1, (t, x) ∈ ΩT . (4.36)
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Das bedeutet, dass (4.11) mit c = q1 erfu¨llt ist. Da die Zahl q1 wiederum durch die
Bedingung (4.12) bestimmt wird, ist offensichtlich, dass sie nur von K, M , q0 und ψ
abha¨ngt. 
Bemerkung 4.2. a) Die Bedingung (4.5) kann man wegen der Parabolizita¨tsbedingung
(4.2) auch in der Form ∣∣∣∣f(t, x, z, p)a(t, x, z, p)
∣∣∣∣ ≤ ψ(|p|) (4.37)
schreiben. Diese Bedingung ist gut bekannt in der Theorie der parabolischen Gleichungen
2. Ordnung. Oft wird fu¨r die Funktion ψ ein quadratisches Polynom gewa¨hlt. Diese Wahl
ist in gewisser Hinsicht optimal. Wa¨chst der Quotient
∣∣∣f(t,x,z,p)a(t,x,z,p) ∣∣∣ in der Variable p schneller
als p2+α, so kann man einen Blow-up des Gradienten nachweisen, sowohl auf dem Rande
als auch im Inneren des betrachteten Gebietes. Die in (4.4) gegebene Integralformulie-
rung der Wachstumsbedingung ist noch etwas scha¨rfer. Es ist offensichtlich, dass im All-
gemeinen ψ(p) = p2+α auch diese Bedingung verletzt (wenn z.B.
∞∫
K
ρ−αdρ < 2max |u0|),
allerdings werden durch (4.4) einige Funktionen auf der rechten Seite zugelassen, die
asymptotisch zwischen p2 und p2+α liegen, wie z.B. p2 log p.
b) Wie schon in der Einfu¨hrung erwa¨hnt, hat sich die Notwendigkeit der Voraussetzungen
(4.6)–(4.9) durch die dynamische Randbedingung (2) ergeben. Wir wollen eine einfache
Situation schildern, wann diese Voraussetzungen erfu¨llt sind: Ersetzt man die Bedingung
(4.4) durch die restriktivere Bedingung
∞∫
q0
ρ dρ
ψ(ρ)
=∞, (4.38)
dann existiert zu jedem q0 > 0 ein q1 > 0, das die Gleichung (4.12) erfu¨llt. Dann kann
man leicht nachvollziehen, dass die Voraussetzungen (4.6)–(4.9) erfu¨llt sind, wenn bei-
spielsweise der Koeffizient b(u, ux) positiv und von 0 weg beschra¨nkt und die Funktion
g(u, ux) beschra¨nkt ist.
4.1.2. Rechte Seiten mit beliebigem Wachstum. In [36] wurde im Falle der klassischen
Randbedingungen (4.46) gezeigt, dass die Gradientenabscha¨tzung auch in einer allge-
meineren Situation durchgefu¨hrt werden kann, und zwar kann man die rechte Seite in
(1) durch einen geeigneten Summanden f1(t, x, u, ux) erweitern, der nun in der Variable
ux beliebig schnell wachsen darf, aber einer Art Homogenita¨tsbedingung (vgl. (4.41))
unterliegt. Eine genaue Analyse des Beweises des Theorems 4.1 zeigt, dass diese allge-
meinere rechte Seite auch unter der Randbedingung (2) zugelassen werden kann, falls
wir die rechte Seite von (2) um einen geeigneten Summanden g1 erweitern und zusa¨tzlich
fordern, dass die Summe von f1 und g1 das
”
richtige Vorzeichen“ hat (vgl. (4.42) und
(4.43)).
Wir betrachten also die Gleichung
ut−a(t, x, u, ux)uxx = f(t, x, u, ux)+f1(t, x, u, ux), (t, x) ∈ (0, T )×(−l, l), (4.39)
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mit der Randbedingung
ut ± b(t,±l, u, ux)ux = g(t,±l, u, ux) + g1(t,±l, u, ux), t ∈ (0, T ), (4.40)
wobei f1 und g1 den folgenden Bedingungen genu¨gen:
f1(t, y, u1, p)− f1(t, x, u2, p) ≥ 0,
f1(t, x, u1,−p)− f1(t, y, u2,−p) ≥ 0 (4.41)
fu¨r −l ≤ x ≤ y ≤ l, −M ≤ u1 ≤ u2 ≤M , p ≥ 0,
f1(t, x, u1, p1)− g1(t, l, u2, p2) ≥ 0,
f1(t, x, u1,−p1)− g1(t,−l, u2,−p2) ≥ 0 (4.42)
fu¨r −l ≤ x ≤ l, −M ≤ u1 ≤ u2 ≤M , q0 ≤ p1 ≤ p2, und schließlich
g1(t, l, u1,−p1)− f1(t, x, u2,−p2) ≥ 0,
g1(t,−l, u1, p1)− f1(t, x, u2, p2) ≥ 0 (4.43)
fu¨r −l ≤ x ≤ l, −M ≤ u1 ≤ u2 ≤M , q0 ≤ p2 ≤ p1.
Unter diesen zusa¨tzlichen Bedingungen kann man die folgende Aussage beweisen.
Theorem 4.3. Sei u eine klassische Lo¨sung von (4.39), (4.40), (3) und die Bedingungen
(4.1)–(4.9) sowie (4.41)–(4.43) seien erfu¨llt. Dann gibt es eine Konstante c wie in (4.10),
so dass
max
ΩT
|ux| ≤ c.
Beweis. Der Beweis ist bis auf geringfu¨gige ¨Anderungen identisch mit dem Beweis des
Theorems 4.1. Wir zeigen es exemplarisch an folgenden zwei Rechnungen. Falls wir die
Gleichung (1) durch die Gleichung (4.39) ersetzen und dem Beweis des Theorems 4.1 bis
zu Ungleichung (4.23) folgen, so erhalten wir statt dieser Ungleichung die Ungleichung
[−w˜t − w˜ + A(t, x)w˜xx + A(t, y)w˜yy + re−t]|(t,x,y)∈PT \ΓPT
≥ f1(t, y, u,−vy)− f1(t, x, u, vx).
(4.44)
Falls w˜ ein positives Maximum in (t0, l, y0) ∈ P T \ ΓPT annimmt, dann gilt (vgl. (4.25))
vx(t0, l, y0) = −vy(t0, l, y0).
So folgt aus (4.44) und (4.41), dass
[−w˜t − w˜ + A(t, x)w˜xx + A(t, y)w˜yy + re−t]|(t0,x0,y0) ≥ 0.
Dies ist ein Widerspruch zu der Ungleichung (4.27), die genauso wie im Beweis von
Theorem 4.1 hergeleitet werden kann.
Wir folgen weiter dem Beweis des Theorems 4.1 und betrachten w˜ auf S2PT . Ersetzen
wir f durch f + f1 und g durch g + g1, so erhalten wir anstelle der Ungleichung (4.29)
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zuna¨chst die Ungleichung
(−w˜t − w˜+A(t, y)w˜yy + r2e−t + r1e−t)|(t,l,y)∈S2PT
≥ e−t[f1(t, y, u(t, y),−vy(t, l, y))− g1(t, l, u(t, y),−vy(t, l, y))].
(4.45)
Nimmt man nun an, dass w˜ in (t0, l, y0) ∈ S2PT ein positives Maximum annimmt, so
kann man u¨berlegen (vgl. (4.30), (4.31)), dass
vx(t0, l, y0) ≥ −vy(t0, l, y0) ≥ q0.
Somit folgt aus (4.42) und (4.45), dass
(−w˜t − w˜ + A(t, y)w˜yy + r2e−t + r1e−t)|(t0,l,y0)∈S2PT ≥ 0,
was der Ungleichung (4.32) widerspricht.
Die restlichen ¨Uberlegungen im Beweis des Theorems 4.1 bleiben entweder unvera¨ndert
oder ko¨nnen auf die gleiche Art und Weise wie oben angepasst werden. 
Bemerkung 4.4. a) Die Bedingungen (4.42), (4.43) sind vor allem aus dem mathema-
tischen Grund gestellt worden, dass die in dem Beweis von Theorem 4.1 verwendete
Methode der Verdoppelung der Variable auch fu¨r rechte Seiten wie in (4.39) und (4.40)
angewendet werden kann. Allerdings kann man diese Bedingungen anhand des in der
Einfu¨hrung vorgestellten Modells des Wa¨rmeaustausches auch folgendermaßen physika-
lisch interpretieren: Das Explodieren des Temperaturgradienten auf dem Rand des be-
trachteten Gebietes ist nicht mo¨glich, falls die Differenz zwischen den internen und exter-
nen Wa¨rmequellen f1− g1 die Temperaturen im Inneren und auf dem Rande des Gebietes
angleicht.
b) Man beachte, dass, mit f1 = g1 = 0, die Bedingungen (4.41)–(4.43) erfu¨llt sind.
Deshalb, und weil f und g nur die Bedingungen des Theorems 4.1 erfu¨llen mu¨ssen, um
der Voraussetzungen des Theorems 4.3 zu genu¨gen, ist dieses Theorem offensichtlich eine
Verallgemeinerung des Theorems 4.1.
4.1.3. Dynamische Randbedingungen kombiniert mit klassischen Randbedingungen.
In [36] wurde die Gradientenabscha¨tzung fu¨r klassische Lo¨sungen von (1) unter einer der
Randbedingungen
ux(t,−l) = ux(t, l) = 0,
u(t,−l) = u(t, l) = 0,
ux(t,−l) + σ1(t,−l, u) = ux(t, l) + σ1(t, l, u) = 0
(4.46)
und mit Anfangsbedingung (3) durchgefu¨hrt (vgl. [36, Lemma 1-Lemma 3]). Eine Analy-
se der Beweise dieser Lemmata und des Theorems 4.1 zeigt, dass wir unter den gleichen
Voraussetzungen wie in Theorem 4.1 die a-priori Abscha¨tzungen fu¨r max |ux| auch dann
erhalten ko¨nnen, wenn wir die Randbedingungen (4.46) mit den dynamischen Randbe-
dingungen (2) kombinieren, genauer, wenn die Funktion u die Gleichungen (1), (3) lo¨st
und an einem Ende des Intervalls [−l, l] die dynamische Randbedingung (2) und an dem
anderen Ende eine der Randbedingungen in (4.46) erfu¨llt. Als Beispiel formulieren wir
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dieses Resultat fu¨r die folgende Konstellation: u erfu¨llt fu¨r x = −l die dynamische Rand-
bedingung
ut − b(t,−l, u, ux)ux = g(t,−l, u, ux), t ∈ (0, T ), (4.47)
und fu¨r x = l die homogene Dirichlet-Randbedingung
u(t, l) = 0, t ∈ (0, T ). (4.48)
Theorem 4.5. Sei u eine klassische Lo¨sung von (1), (4.47), (4.48), (3). Ferner seien die
Bedingungen (4.1)–(4.5), (4.7) und (4.9) erfu¨llt. Dann gibt es eine Konstante c wie in
(4.10), so dass
max
ΩT
|ux| ≤ c.
Beweis. Der Beweis unterscheidet sich vom Beweis des Theorems 4.1 nur in der Betrach-
tung von w˜ bzw. w˜1 auf S2PT . Man muss zeigen, dass w˜ bzw. w˜1 kein positives Maximum
auf S2PT annehmen ko¨nnen. Dies kann genauso wie in [36, Lemma 3] durchgefu¨hrt wer-
den. 
Bemerkung 4.6. Theorem 4.11 ist besonders im Hinblick auf das in [10, Proposition
2.14] bewiesene Blow-up Resultat interessant. Die Autoren betrachten das Problem
ut − uxx = ψ(ux), t > 0, 0 < x < l,
u(t, 0) = 0, t ≥ 0,
ut(t, l) + ux(t, l) = 0, t > 0,
u(0, x) = u0(x), t ≥ 0,
(4.49)
das einen Spezialfall von (1), (4.47), (4.48), (3) darstellt, und beweisen, dass, falls ψ ∈
C2(R, (0,∞)) mit
lim inf
s→∞
ψ(s) > 0
die Bedingung (4.38) verletzt, es dann ein l > 0 gibt, so dass fu¨r jedes u0 ∈ C2([0, l])
mit u0(0) = 0 jede klassische Lo¨sung von (4.49) eine Singularita¨t des Gradienten in
endlicher Zeit entwickelt, auch wenn die Lo¨sung selbst beschra¨nkt bleibt (vgl. auch [10,
Remark 2.15]).
Man beachte, dass fu¨r das Problem (4.49) die Voraussetzungen (4.2), (4.6)–(4.9) erfu¨llt
sind. Falls nun die Funktion ψ die Bedingung (4.38) erfu¨llt, dann ist fu¨r jede beschra¨nk-
te klassische Lo¨sung u von (4.49) auch die Bedingung (4.4) fu¨r jedes q0 > 0 erfu¨llt. Ist
somit u eine beschra¨nkte Lo¨sung von (4.49) mit einem beliebigen Lipschitz-stetigen An-
fangswert u0, dann kann |ux| laut Theorem 4.5 nicht in endlicher Zeit explodieren, d.h. in
dieser Konstellation ist das oben geschilderte Pha¨nomen eines reinen Gradienten-Blow-
up ausgeschlossen. Theorem 4.5 verscha¨rft also die Aussage in [10] in folgender Weise: Ist
(unter der Voraussetzungen von [10, Proposition 2.14]) u die Lo¨sung des Problems (4.49)
auf [0, t+)× [−l, l], so dass sup
Ωt
|ux|→∞, wenn t→ t+, und gleichzeitig sup
Ωt+
|u| < M , so
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folgt, dass
M >
1
2
∞∫
0
ρ dρ
ψ(ρ)
.
4.2. A-priori Abscha¨tzung fu¨r 〈ux〉( δ2 ,δ). Wie man aus Theorem 3.2 sieht, ist die a-
priori Abscha¨tzung einer geeigneten Ho¨ldernorm des Gradienten der letzte entscheiden-
de Schritt im Beweis der Existenz einer globalen klassischen Lo¨sung von (1), (2a), (3).
In Theorem 4.8 zeigen wir die Existenz einer solchen Abscha¨tzung fu¨r das allgemeine
Problem (1), (2), (3). Es stellt sich dabei heraus, dass fu¨r diese Abscha¨tzung die Voraus-
setzungen des Theorems 4.1 fast ausreichend sind. Um das zu zeigen, beno¨tigen wir das
folgende Resultat aus [25] u¨ber die Ho¨lderregularita¨t von Lo¨sungen der eindimensionalen
quasilinearen parabolischen Gleichungen vom Typ (1).
Theorem 4.7. Seien a sowie f stetig in jeder Variable und u ∈ C1,2(ΩT ) eine klassische
Lo¨sung von (1) mit
M := max
ΩT
|u|
und
M1 := max
ΩT
|ux|.
Ferner gelte fu¨r positive Zahlen ν und µ, dass
ν ≤ a(t, x, z, p) ≤ µ, (t, x, z, p) ∈ ΩT × [−M,M ] × [−M1,M1], (4.50)
und
|f(t, x, z, p)| ≤ µ, (t, x, z, p) ∈ ΩT × [−M,M ] × [−M1,M1]. (4.51)
Außerdem sei u(0, ·) ∈ C1+α(Ω) fu¨r ein α > 0 und u(·,±l) ∈ C1((0, T )). Dann gibt es
δ = δ(ν, µ,M1, α) ∈ (0, 1)
und eine positive Konstante
c = c(ν, µ,M1, 〈ux(0, ·)〉αΩ, α, max
t∈[0,T ]
|ut(t,±l)|)
so, dass
〈ux〉(
δ
2
,δ)
ΩT
≤ c. (4.52)
Beweis. Diese Aussage ist ein Teil von [25, Kap. VI, Theorems 5.1]. 
Mit Hilfe dieses Theorem kann man leicht die folgende Aussage beweisen.
Theorem 4.8. Seien a,f sowie b,g stetige Funktionen auf ΩT×R2 bzw. auf ST ×R2 und
u ∈ C1,2(ΩT ) eine klassische Lo¨sung von (1), (2), (3). Ferner seien alle Voraussetzungen
des Theorems 4.1 erfu¨llt. Dann gibt es ein
δ = δ(M,α, a, f, b, g) ∈ (0, 1)
und eine positive Zahl
c = c(M, l, ψ,K, 〈ux(0, ·)〉αΩ, α, a, f, b, g),
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so dass
〈ux〉(
δ
2
,δ)
ΩT
≤ c. (4.53)
Beweis. Da alle Voraussetzungen des Theorems 4.1 erfu¨llt sind, gibt es eine positive end-
liche Zahl
M1 = M1(M, l, ψ,K), (4.54)
mit
M1 := max
ΩT
|ux|.
Die Funktionen a und f sind laut Voraussetzung stetig und durch die Bedingung (4.2)
ist a > 0. Deshalb mu¨ssen a und |f | auf jedem Kompaktum ihr positives Minimum und
Maximum annehmen. Wir setzen
ν := min a(t, x, z, p), µ1 := max a(t, x, z, p), µ2 := max |f(t, x, z, p)|
fu¨r (t, x, z, p) ∈ ΩT × [−M,M ] × [−M1,M1] und
µ := max{µ1, µ2}.
Dann erfu¨llen ν und µ die Bedingungen (4.50) bzw. (4.51). Wegen der Randbedingung
(2) haben wir außerdem, dass
max
[0,T ]
|ut(·,±l)| ≤ max(|b(t,±l, z, p)||p|+ |g(t,±l, z, p)|),
wobei das Maximum auf der rechten Seite fu¨r (t, z, p) ∈ [0, T ]× [−M,M ]× [−M1,M1]
gebildet wird, d.h. es gibt ein c1 = c1(M,M1, b, g) mit
max
[0,T ]
|ut(·,±l)| ≤ c1.
Die Behauptung folgt nun aus dem Theorem 4.7. 
4.3. A-priori Abscha¨tzung fu¨r max |u|. In vorigen Abschnitten dieses Kapitels haben
wir die a-priori Abscha¨tzungen fu¨r |ux|0,ΩT und 〈u〉
(α
2
,α)
ΩT
einer Lo¨sung u von (1), (2), (3)
unter dem Vorbehalt durchgefu¨hrt, dass wir |u|0,ΩT bereits kennen. Aus diesen Abscha¨tzun-
gen zusammen mit Theorem 3.2 folgt die Existenz einer globalen Lo¨sung fu¨r (1), (2a),
(3) (vgl. Theorem 4.8). Bevor wir die Behauptung pra¨zise formulieren, mo¨chten wir als
Beispiel zeigen, unter welchen zusa¨tzlichen Voraussetzungen man eine a-priori Schranke
fu¨r |u|0,ΩT fu¨r eine Lo¨sung u von (1), (2a), (3) bestimmen kann.
Wir nehmen an, dass f und g den folgenden Wachstumsbedingungen genu¨gen: Es gibt
positive Zahlen B1, B2, B3 und B4, so dass
uf(t, x, u, 0) ≤ B1u2 +B2 fu¨r (t, x, u) ∈ ΩT × R (4.55)
und
ug(t, x, u) ≤ B3u2 +B4 fu¨r (t, x, u) ∈ ΩT × R. (4.56)
Ferner fordern wir, dass
a(t, x, u, 0) ≥ 0 fu¨r (t, x, u) ∈ ΩT × R (4.57)
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und
±b(t,±l, u) ≥ 0 fu¨r (t, u) ∈ (0, T )× R. (4.58)
Theorem 4.9. Sei u eine klassische Lo¨sung von (1), (2a), (3). Ferner seien die Bedingun-
gen (4.55)–(4.58) erfu¨llt. Dann ist
max
ΩT
|u| ≤M, (4.59)
mit
M := inf
λ>max{B1,B3}
eλT max
{
max
[−l,l]
|u0|,
√
B2
λ− B1 ,
√
B4
λ−B3
}
. (4.60)
Beweis. Fu¨r ein λ > max{B1, B3} betrachten wir auf ΩT die Hilfsfunktion
v(t, x) := u(t, x)e−λt. (4.61)
Da u und daher auch v stetig auf ΩT ist, muss v in einem Punkt (t0, x0) ∈ ΩT das Maxi-
mum annehmen. Bezeichne
ΓΩT := {0} × [−l, l] ∪ ST
den parabolische Rand von ΩT . Es sind die folgenden Fa¨lle mo¨glich:
Fall 1: v(t0, x0) ≤ 0, d.h. insbesondere, dass v in keinem Punkt von ΩT einen positiven
Wert annimmt.
Fall 2: v(t0, x0) > 0 und (t0, x0) ∈ ΩT \ ΓΩT , d.h. v nimmt ein positives Maximum an,
und zwar nicht auf dem parabolischen Rand von ΩT .
Fall 3: v(t0, x0) > 0 und (t0, x0) ∈ ΓΩT , d.h. v nimmt ein positives Maximum auf dem
parabolischen Rand von ΩT an.
Da wir die Funktion v zuna¨chst von oben abscha¨tzen wollen, mu¨ssen wir den ersten Fall
nicht weiter betrachten, also betrachten wir gleich den zweiten. Da in diesem Fall (t0, x0)
nicht auf dem parabolischen Rand liegt, muss in diesem Punkt neben v(t0, x0) > 0 gelten,
dass
vx(t0, x0) = 0, vxx(t0, x0) ≤ 0 und vt(t0, x0) ≥ 0. (4.62)
Ferner, da u = veλt, folgt aus (1), dass
vte
λt0 + λveλt0 − a(t0, x0, veλt0 , 0)vxxeλt0 = f(t0, x0, veλt0 , 0). (4.63)
Aus (4.62) und (4.57) folgt, dass
vt(t0, x0)e
λt0 ≥ 0 und − a(t0, x0, veλt0 , 0)vxxeλt0 ≥ 0. (4.64)
Somit folgern wir zuna¨chst aus (4.63), dass
λveλt0 ≤ f(t0, x0, veλt0 , 0).
Daher ist mit (4.55), und weil per Annahme v(t0, x0) > 0, auch
λv2(t0, x0)e
2λt0 ≤ f(t0, x0, veλt0 , 0)v(t0, x0)eλt0 ≤ B1v2(t0, x0)e2λt0 +B2
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und somit
v(t0, x0) ≤ e−λt0
√
B2
λ−B1 fu¨r jedes λ > B1. (4.65)
Im dritten Fall, d.h. falls (t0, x0) ∈ ΓΩT , gibt es zwei Mo¨glichkeiten. Falls t0 = 0 ist, ist
v(t0, x0) = u(0, x0) ≤ max
[−l,l]
|u0| (4.66)
und falls t0 6= 0, dann ist (t0, x0) ∈ ST = (0, T ) × {±l}. In diesem Fall ko¨nnen wir
auf die Randbedingung (2a) zuru¨ckgreifen. Sei zuna¨chst (t0, x0) ∈ (0, T ) × {l}. Wegen
(4.58) und weil in (t0, x0) das positive Maximum angenommen wird, gilt
v(t0, l) = 0, vt(t0, l) ≤ 0 und b(t0, l, veλt0)vx(t0, l) ≥ 0.
Daraus folgt zusammen mit der Randbedingung (2a), dass
λv(t0, l)e
λt0 ≤ vt(t0, l)eλt0 + λv(t0, l)eλt0 + b(t0, l, veλt0)vx(t0, l)
= g(t0, l, ve
λt0).
Folglich erhalten wir mit (4.56), dass
λv2(t0, l)e
2λt0 ≤ g(t0, l, veλt0)v(t0, l)eλt0 ≤ B3v2(t0, l)e2λt0 +B4.
Den Fall (t0, x0) ∈ (0, T )×{−l} behandeln wir analog und schließen, dass falls (t0, x0) ∈
ST , dann ist
v(t0, x0) ≤ e−λt0
√
B4
λ−B3 fu¨r jedes λ > B3. (4.67)
Insgesamt folgt aus (4.65), (4.66) und (4.67), dass
max
ΩT
v ≤ max
{
max
[−l,l]
|u0|,
√
B2
λ− B1 ,
√
B4
λ− B3
}
.
Durch analoge Betrachtungen von min v auf ΩT schließt man, dass
min
ΩT
v ≤ min
{
−max
[−l,l]
|u0|,−
√
B2
λ−B1 ,−
√
B4
λ−B3
}
und folglich
max
ΩT
|v| ≤ max
{
max
[−l,l]
|u0|,
√
B2
λ− B1 ,
√
B4
λ−B3
}
.
So folgt aus (4.61), dass
max
ΩT
|u| ≤ max
t∈(0,T )
eλtmax
ΩT
|v| ≤ eλT max
{
max
[−l,l]
|u0|,
√
B2
λ− B1 ,
√
B4
λ−B3
}
.
Diese Ungleichung gilt offensichtlich fu¨r jedes λ > max{B1, B3}. Daraus folgt unmittel-
bar die Behauptung. 
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4.4. Globale Existenz. Nun ko¨nnen wir die vorangegangenen Ergebnisse zusammenfas-
sen.
Theorem 4.10.
1. Seien die Funktionen a, f , b und g so gegeben, dass sie die Voraussetzungen (3.1)–(3.4)
erfu¨llen.
2. a) Es gebe eine Konstante M > 0, so dass fu¨r jedes τ ∈ (0, T ) und fu¨r jede Lo¨sung u
von (1), (2a), (3) in Ωτ die Ungleichung max
Ωτ
|u| ≤ M gilt
oder
b) es seien die Bedingungen (4.55)–(4.56) erfu¨llt.
3. Es gebe Funktionen u0 ∈ C2+α([−l, l]) und ψ ∈ C1([0, 1)) mit ψ ≥ 1 so, dass a, f
und ψ die Bedingungen (4.4)–(4.5) erfu¨llen mit K := max
[−l,l]
|u0x| und mit der Konstante
M , die entweder durch die Bedingung 2 a) oder im Falle der Bedingung 2 b) durch (4.60)
bestimmt ist. Ferner seien fu¨r die Funktionen b und g die Bedingungen (4.6)–(4.9) erfu¨llt.
4. Fu¨r die Funktionen a, f , b, g und u0 sei die Kompatibilita¨tsbedingung (3.5) erfu¨llt.
Dann gibt es eine globale klassische Lo¨sung u des Problems (1), (2a), (3) in ΩT mit
u ∈ C1+β2 ,2+β(ΩT ) fu¨r ein β ∈ (0, 1).
Beweis. Die Behauptung folgt aus den Theoremen 3.2, 4.8 und 4.9. 
Bemerkung 4.11. Man beachte, dass aus den Bedingungen (4.4)–(4.5) und (4.55)–(4.56)
eine untere Schranke fu¨r die maximale Existenzzeit der Lo¨sung bestimmt werden kann.
Gilt z.B. g = f(t, x, u, 0) = 0, so folgt aus (4.59)–(4.60), dass fu¨r eine Lo¨sung von (1),
(2a), (3) in ΩT a-priori die Gleichung
max
ΩT
|u| = max
Ω
|u0|,
gilt, solange die Bedingungen (4.57) und (4.58) erfu¨llt sind. Genu¨gt dann f der Bedingung
(4.5) und
∞∫
q0
ρ dρ
ψ(ρ)
> 2max
Ω
|u0|, (4.68)
dann gibt es laut Theorem 4.10 eine klassische Lo¨sung von (1), (2a), (3) fu¨r jedes T > 0
(vorausgesetzt, T erfu¨llt die restlichen Bedingungen). Unter den gleichen Bedingungen
und falls ψ statt (4.68) der sta¨rkeren Bedingung (4.38) genu¨gt, gibt es sogar zu jedem
Anfangswert u0 ∈ C2+α(Ω) eine Lo¨sung fu¨r jedes solche T > 0.
Zum Schluss mo¨chten wir noch bemerken, dass unter der verwendeten Methode der
Verdoppelung der Variable die a-priori Abscha¨tzungen des Gradienten auch fu¨r allge-
meinere Gleichungen als (1) gemacht werden ko¨nnen. In [36] wird anstelle von (1) die
Gleichung
ut = F (t, x, u, ux, uxx) (4.69)
88
betrachtet. In Kombination mit homogenen Dirichlet-, homogenen Neumann- und ge-
mischten Randbedingungen (vgl. (4.46)) beweisen die Autoren eine globale Abscha¨tzung
des Gradienten. Vorausgesetzt ist dabei die stetige Differenzierbarkeit der Funktion F in
der letzten Variablen mit ∂5F > 0, so dass (4.69) in der Form
ut = ∂5F (t, x, u, ux, λuxx)uxx + F (t, x, u, ux, 0)
fu¨r ein λ ∈ [0, 1] geschrieben werden kann. Entsprechende Wachstumsbedingungen wer-
den an die Funktion F (t, x, u, ux, 0) gestellt. Da auch dieser Beweis derart gefu¨hrt ist,
dass der Gradient im Inneren und auf dem Rande gewissermaßen separat abgescha¨tzt
wird, ko¨nnen wir die Gleichung (4.69) komplementiert mit den dynamischen Randbedin-
gungen (4.6)–(4.9) zulassen, und wir erhalten ein zu Theorem 4.1 analoges Resultat. Auf
diese allgemeinere Formulierung haben wir allerdings verzichtet, um den Beweis nicht zu
u¨berladen.
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