A b s t r a c t An algorithm is developed for the computation of the multivariable stability margin in the case of real uncertain system parameters which can be related to each other.
Introduction
In the design of feedback control systems it is important that certain properties established for the nominal model employed to describe the physical process to be controlled are maintained in the face of model uncertainty. The feedback system of Fig. 1 , where P(s) represents the plant and C(s) the controller, is called robustly stable when it is closed-loop stable for the nominal plant model and also remains stable for a given class of model perturbations. Therefore it is very important to have tools that determine the robustness properties of a design with respect to the class of model perturbations considered.
There are well-khown conditions for the so-called case of unstructured model uncertainty, that is, when only a frequency dependent norm bound on the plant perturbation is
However, it is usually the case that plant uncertainty is structured, i. e., there is more information available about it than just a magnitude bound.
Safonov [3] considered a canonical block diagonal perturbation system obtained by rearranging uncertainty blocks from various plant locations into a block diagonal form (see Fig. 2 ). In this setting the condition for stability is given in terms of the multiloop stability margin k,, which is defined as k, -min(k E [0, co)Idet(l-kAH) = 0} In this paper it is shown how the multiloop stability margin can be computed in the most general case of correlated real uncertain plant parameters. Our results can be also used to analyze the integrity of the design with respect to sensors and/or actuators failures. We can simply consider the relevant gains as uncertain parameters that can assume the zero value.
An outline of the remainder of the paper follows. In Section 2 the computation of k , in the case of uncorrelated Ai's is treated in similar spirit with [5, 6] . A new simpler proof of the convergence of upper and lower bounds on k, derived in [5, 6] is given here. In Section 3 the main results of the paper are presented. The problem with uncertain corellated parameters is transformed to one with uncorrelated parameters with some additional canonical constraints among them. Modifications to the previous algorithm are introduced to accomodate these constraints and indeed to take advantage of them to reduce the computations. In Section 4 we discuss an example. Finally in Section 5 the main points of the paper are summarized.
2.
C o m p u t a t i o n of k, for Uncorrelated Uncertain P a r a m e t e r s In the following we give a concise treatement of the algorithm for the computation of the multiloop stability margin k,, defined by (l.l) ,in the case of uncorrelated uncertain parameters [5, 6] . In this algorithm we can identify two mechanisms.
One is used to produce upper and lower bounds on k , . The other is used to refine these bounds so that an increasing sequence I , of lower bounds and a decreasing sequence ur of upper bounds that converge to k, are produced. We discuss these two mechanisms in turn. 
where 9D is the boundary of D. :
The result follows immediately from Corollary 1, since
is multilinear with respect to the 6;' s and
The procedure for obtaining upper and lower bounds on k, is next given by way of the following theorem. Since E is arbitrary, we obtain I , -+ k,, as r -+ 00. 
If the assumption associated with (2.14) is not satisfied, we cannot generically obtain a finite upper bound. Nevertheless since 6' is isolated, all subdomains but the ones converging to the ray through 6* will have an infinite lower bound and can be dropped.
3.
The previous procedure produces the stability margin for real parameter variations at any desired frequency. However, due to the real nature of the parameters, k , ( j w ) can be a discontinuous function of w . Methods on how to determine the discontinuites of k,(jw) are currently being examined.
Main Results-Computation of k, in the General

Case
A crusial assumption in the previous section was that the uncertain system parameters were uncorrelatedj. e., there were no functional relationships among the 6;'s. However, this is usually not the case in practice. For example suppose that the plant is modelled by where and w, are uncertain. To bring the closed loop system of Fig. 1 to the canonical diagonal form A of Fig. 2 , we have to select as our uncertain parameters 61 = p , , 62 = w i or 61 = c, 62 = w,, 63 = w:, and in both cases the 6;' s are obviously correlated.
In the case of correlated system parameters, the algo-
rithm of the previous section fails because det [I -k A H ( j w ) ]
is not defined on all of the hypercube D. Thus this algorithm will produce in general only a lower bound on k , . In this section we show how to compute the multiloop stability margin in the most general case. This is accomplished by redefining k, so that the condition k, > 1 still reflects robust stability, but its computation is now possible by using the algorithm of the previous section properly modified. These modifications are described in the following steps.
SteD 1 (Redefinition of k,)
We consider the feedback system of Fig. 1, and 
We remark that robust stability is again achieved if and only if k, > 1 for all w. In this formulation the mapping function p ( j w ; k 6 ) is defined on a hypercube as in the case of uncorrelated parameters. Moreover no system rearrangement is necessary to derivB p ( j w ; 6). However, the mapping p ( j w ; k6) is not multilinear and Proposition 1 and Lemma 1 supporting the algorithm of the previous section do not hold. This is attended to next.
Step 2 (Modification of the mapping function) Lemma 2
We assume that p ( j w ; 6) is a polynomial in each of the 6;' s. Let m; be the highest degree of 6; in p ( j w ; 6). Consider ficticious variables 6i1, ..,bin(;), i = 1, .., n and replace in p ( j w ; 6) We remark that the assumption that p ( j w ; 6) is a polynomial in the 6;' s is flexible enough to cover most practical situations, but also smooth nonlinear functions of the 6;' s can be approximated on a compact set of R" as closely as desired by a multivariate polynomial [9] . At this point our intention is to exploit the properties of the multilinear function j j ( j w ; x ) (Proposition 1,Lemma 1) to compute k , . However, Theorems 1 and 2 have to be modified to accomodate for the additional equality canonical constraints:
6;, = 6;t, i = 1, .., n However, we have to work harder to obtain an upper bound on k,, since in general critical vertices or vertex paths do not satisfy (3.6).
To this end we introduce the following definitions. Definition 2 A constrained edge (ce) of a is a line segment joining two vertices of that satisfy constraints (3.6) and such that if coordinates corresponding to equal variables are identified, these vertices do not differ in more than one coordinates. Finally the image of the gce is crossed by the origin if MlMz is crossed, and the image of the gce v2v3vsv7 is crossed by the origin if both arcs M2M3Ms and MzM7M8 are crossed.
We now state the counterpart of Theorem 1.
Theorem 4
We consider the multilinear mapping F ( j w ; k T ) defined for each w in (3.4a) and the convex hull of the region F ( j w ; k7) defined in (3.4b). We increase k from k = 0 to the value k = 1 for which the convex hull intercepts the origin for the first time. If this does not occur for k < co then we obtain k,(jw) = co. Otherwise for k = 1 we can identify either a vertex Vi of b which is mapped onto the origin, or two vertices and Vi so that the origin lies on the line segment joining their images (critical vertices). In the former case and if V; satisfies (3.6) we obtain k,(jw) = I . Otherwise we have Next we increase k to k = u so that the origin crosses the image of a gce. If this does not occur for k < 00, we set u = 00. sponding constrained edge (see Fig. 5 ). This means that for k = u a point 50 is found, which satisfies (3.6) and solves jj(jw;kTo) = 0. But then k,(jw) 5 u holds. If no such image is crossed u = 00, and u is trivially an upper bound.
Step 4 (Modification of Theorem 2)
Next we consider the computation of k, by subdividing B so that the bounds obtained in the previous theorem converge to k,. Again for simplicity we assume that there is exactly one point s * ( j w ) in b for each w , which satisfies p ( j w ; kz*) = 0.
In the following let 6;i be a set of coordinates constrained by 63, = bit, s , t = 1 ,.., m(i). Let h be one of the 2,ii) m(i)- tuples ( h l , .., h,j;) ), where h, = 1 or -1, p = 1, .., m(i). and if (k,,6*) is not an isolated real solution of (1.1) 
Remark
We note that the modified algorithm retains the essential characteristics of the algorithm in [5,6] and although it handles a more difficult problem, it requires a computational amount of the same order.
Example
For the system of 
Conclusions
In this paper an algorithm was developed for the computation of the multiloop stability margin k , in the case of uncertain real parameters which can be related to each other. First, we showed that we can circumvent the rearrangement of the system to the diagonal canonical perturbation form of Fig. 2 . Secondly, we formulated the problem so that constraints among the parameters become the canonical constraints (3.6). Finally we modified the algorithm of Section 2 in order to account for the canonical constraints.
We remark that the algorithm presented effectively comprises a technique for finding the minimax solution of any polynomial equation in several real variables, and it is expected that it will be useful in many other situations. 
