The problems of synthesizing the beam patterns of the linear antenna array (LAA) and the circular antenna array (CAA) are addressed. First, an optimization problem is formulated for reducing the maximum sidelobe level (SLL) of the beam patterns. Then, the formulated problem is solved by using the invasive weed optimization (IWO) algorithm. Various simulations are performed to evaluate the effectiveness of the IWO algorithm for the synthesis of the beam patterns of the LAA and the CAA. The results show that IWO has a better performance in terms of the accuracy, the convergence rate, and the stability compared with other algorithms for the SLL reductions. Moreover, the electromagnetic simulation results also show that IWO achieves the best performance for the beam pattern synthesis of the antenna arrays in practical conditions.
Introduction
With the rapid development of the communication technologies and the explosive growth of the number of users, the capacity of a communication system has bottlenecks [1] . Usage of the antenna arrays can improve the capacity and the spectral efficiency of a wireless communication system [2, 3] . For example, the fifth generation (5G) communications adopt the millimeter wave (mm-wave) and beamforming technologies based on antenna arrays, to improve the spectral efficiency and communication rate of the system [4] . Moreover, the energy efficiency of a communication system can be enhanced by using the antenna arrays [5] .
Beam pattern characteristic is one of the most important properties of an antenna array [6] . A directional mainlobe with the low sidelobe level (SLL) of the beam pattern will effectively enhance the communication quality and reduce the interferences [7, 8] . Thus, synthesizing the beam pattern of an antenna array is very important. The classical synthesis methods for antenna arrays, such as the perturbation methods [9] , are used to optimize the beam patterns, but it requires considerable work and rich debugging experiences. Thus, practicing this method is not reliable. Moreover, existing array-weighting optimization schemes, for example, the Dolph-Chebyshev [10] and the Taylor [11] approaches, have already been tested experimentally to be an effective method to solve the beam pattern optimization problems. However, these approaches are only suitable for synthesizing the antenna arrays with less numbers of antenna elements. In addition, there are strict restrictions for using such approaches.
Swarm intelligence and evolutionary algorithms are efficient methods for the beam pattern synthesis of the antenna arrays. These algorithms are suitable for solving large-scale antenna array synthesis problems since they do not require any restrictions on antenna arrays. Todnatee and Phongcharoenpanich [12] use a method based on genetic algorithm (GA) to synthesize the radiation pattern of a nonuniform linear antenna array (LAA), and a maximum SLL of −20 dB can be achieved by the proposed method. Chakravarthy and Rao [13] propose to use a particle swarm optimization-(PSO-) based algorithm to synthesize the beam pattern of a circular antenna array (CAA). Reference [14] also uses PSO as the optimizer to synthesize the pencil beam pattern of the time-modulated concentric circular antenna array (CCAA). Sharaqa and Dib [15] optimize the beam patterns of the CAA and the CCAA by using the firefly algorithm (FA); the excitation currents and the spacing between the elements are jointly optimized for reducing the maximum SLL. Singh and Salgotra [16] use the flower pollination algorithm (FPA) to determine the excitation currents of a LAA for reducing the maximum SLL and controlling the nulls. Li et al. [7] utilize a biogeographybased optimization (BBO) algorithm to suppress the maximum SLL of the LAA and CAA. Reference [4] also uses a BBO-based method to reduce the maximum SLL as well as to achieve the deep nulls. Saxena and Kothari [17] optimize the beam pattern of the LAA by using the grey wolf optimization (GWO) algorithm. Sun et al. [18] adopt a strategy based on cuckoo search (CS) algorithm to suppress the maximum SLL of the CCAA. The authors in [19] also use a CS-based algorithm to synthesize the beam patterns of a large-scale planar antenna array (PAA). Reference [20] utilizes the social network optimization (SNO) algorithm to design the PAA, and the results are compared with the stud genetic algorithm. Saxena and Kothari [21] use the ant lion optimization (ALO) to suppress the maximum SLL and to control the deep nulls of the LAA. In reference [22] , a hybrid approach called particle swarm optimization and gravitational search algorithm-explore (PSOGSA-E) is proposed to reduce the maximum SLL of the random antenna array. Reference [23] uses the binary spider monkey optimization algorithm to design the work status of each element of the CCAA for achieving a lower maximum SLL.
In this paper, the invasive weed optimization (IWO) [24] is employed to solve the beam pattern synthesis problems of the LAA and the CAA for reducing the maximum SLL. First, we formulate a beam pattern optimization problem for reducing the maximum SLLs of the LAA and the CAA. Second, we use the IWO algorithm to solve the formulated problem. Then, the key parameters of the IWO algorithm are tuned to achieve better performance for synthesizing the beam patterns. Finally, we conduct simulations based on different numbers of antenna elements for the LAA and the CAA, respectively, to verify the effectiveness of IWO. Moreover, the electromagnetic (EM) simulations are also conducted to evaluate the beam patterns in practical conditions. The results show that IWO achieves the best performance compared with other algorithms for the LAA and the CAA optimization problems.
The rest of this paper is organized as follows. Section 2 discusses the geometries and the array factors of LAAs and CAAs. Section 3 formulates the sidelobe reduction problem. Section 4 introduces the IWO algorithm. Section 5 shows the simulation results. Section 6 summarizes the findings and concludes the paper.
System Model
In this section, the geometry structures and the array factors (AF) of LAA and CAA are introduced. Figure 1 shows an LAA with 2N elements that are symmetrically distributed along the x-axis. The elements of the LAA are assumed as the isotropic radiators. Thus, according to the electromagnetic wave superposition principle, the AF of an LAA is expressed as follows [25] :
LAA.
where k represents the wave number, I n is the excitation current of the nth element, α n is the phase of the nth element, x n is the location of the nth element, and ϕ is the azimuth angle measured from the positive x-axis.
2.2. CAA. Figure 2 shows the geometry of a CAA with N isotropic antenna elements lying on the x-y plane (θ = 90°). These elements are uniformly placed on a ring with the radius of a. Similar with the LAA, the elements of the CAA are also assumed to be isotropic radiators. The AF of a CAA can be written as follows [4] : 2 International Journal of Antennas and Propagation
where I n is the excitation current of the nth element, α n is the phase of the nth element, and d n represents the arc distance between elements n and n − 1 (d 1 is the arc distance between the first (n = 1) and the last (n = N) elements). ϕ n and θ n represent the azimuth angle measured from the positive x-axis and the elevation angle measured from the z-axis, respectively. Moreover, θ 0 and ϕ 0 are set to be 90°and 0°, respectively.
Problem Formulation
This work is aiming to design the antenna arrays with minimum SLL. The excitation currents I of the antenna elements affect the beam pattern directly; hence, an optimal set of excitation currents for each element need to be determined to achieve lower SLL. Therefore, the optimization problem can be formulated as follows: Minimize f = 10 log 10 AF ϕ MSL AF ϕ ML , 3
subject to
where ϕ MSL is the angle of the maximum SLL and ϕ ML is the angle of the mainlobe, ϕ FN1 and ϕ FN2 are the first nulls in (−π, ϕ FN1 ) and (−π, ϕ FN2 ), respectively, and the first null beamwidth (FNBW) of the beam pattern can be determined by them. The constraint (4) determines the location of the mainlobe, the constraint (5) shows the range of the sidelobe, and the constraint (6) specifies the range of the normalized excitation current of each element.
Invasive Weed Optimization Algorithm
IWO is a novel numerical stochastic optimization algorithm inspired from weed colonization, and it is first proposed by Mehrabian and Lucas in reference [24] . In the IWO approach, the whole population is composed of a certain number of weeds, and each weed is made up of a set of decision variables. The weed is a plant that is vigorous and invasive, and it poses a serious threat to the desirable plants. These features show that the weeds are very robust and troublous in the agriculture.
The working mechanism of IWO tried to imitate adaptation, robustness, and randomness of weeds in a very concise and efficient pattern. For a minimization problem, a weed with lower fitness value can generate more number of seeds. On the contrary, a weed with higher fitness value generates less number of seeds. The number of the newly generated seeds is decreased linearly from the maximum to the minimum allowable seeds in the colony. These newly generated seeds will be dispersed among the solution space with mean zero and varying standard deviations of normal distribution, and they will grow into new weeds. These weeds will generate new seeds. Moreover, in order to keep the certain number of the whole population, the weeds with worse fitness values will be eliminated from the colony.
The main procedure of IWO is shown in Figure 3 , and the details of this algorithm are presented as follows.where S min and S max are the minimum and maximum number of the seeds, respectively, f is the fitness value of a certain weed, f worst and f best denote the worst and best fitness values in a certain iteration, respectively, and floor is the round down operation.where σ initial and σ final are the predefined initial and final standard deviations, respectively. iter is the current Step 1. Initialization. In the first step of IWO, the algorithm initializes a certain number of weeds (candidate solutions) to construct a population and disperse these solutions to the d dimensional problem space uniformly and randomly.
Step 2. Reproduction. In this step, each solution in the population reproduces seeds according to its own lowest and highest fitness values in the colony. The number of seeds reproduced by a weed is given as follows:
Step 3. Spatial dispersal. Next, the newly generated seeds will be distributed over the d dimensional searching space and randomly spread in the vicinity of their parent weeds in the normal distribution with mean zero and varying standard deviations, to grow into new weeds. By this way, the search efficiency can be enhanced. The computing method of the standard deviation σ iter in a specific iteration is shown in (8) , and the new weeds can be generated by (9) .
Step 4. Competitive exclusion. After several iterations, the number of weeds in the colony will exceed the predefined maximum limited value due to the growth and reproduction of the weeds. Therefore, an elimination mechanism needs to be applied to eliminate the weeds with worse fitness values until the maximum number of weeds in the colony is reached. Then, the reserved ones will remain to the next iteration. For the beam pattern synthesis of the antenna array with IWO, the excitation currents of the elements can be regarded as a candidate solution in IWO and the solution can be expressed as follows:
where n is the number of antenna elements. Then, the population of IWO can be written as follows:
where N is the population size.
Simulation and Analysis
In this section, the beam pattern synthesis for reducing the SLL of the LAA and the CAA is simulated by Matlab. The simulations are performed on a computer with an Intel (R) Core (TM) 2 Duo CPU and a 3.00 GB RAM. First, the main parameters of IWO are tuned to achieve the best performance for the beam pattern synthesis. Second, usage of IWO to synthesize the beam pattern is simulated and the results are compared with CS, FA, BBO, and PSO. Then, the stabilities of IWO and these benchmark algorithms are compared. Finally, we conduct EM simulations to verify the optimization performance of the antenna arrays in practical conditions.
Parameter Tunings and Setups.
The parameter values of σ initial and σ final control the main updating procedure of IWO. Thus, they will be jointly tuned for achieving better performance of the algorithm. In the tuning test, the ranges of σ initial and σ final are (0.01, 0.1) and (0.01, 0.1), respectively, and the steps are both 0.002. Thus, the total number of points for a tuning test is 2500. The tests are independently repeated for 50 times and the average values are Table 1 . Moreover, for the benchmark algorithms, we use the versions and the parameter values in [26] [27] [28] [29] for BBO, CS, FA, and PSO, and the detailed parameter setups of these algorithms are shown in Table 2 . Moreover, the population size and the maximum iteration of each algorithm are 20 and 200, respectively, for fairness.
The time complexities of the algorithms above are analyzed here. The main computational cost will be the fitness function evaluations. Supposing the maximum number of iteration is t for each algorithm, then the time complexity of IWO is O N · t because there is only one inner loop in the algorithm; N is the population size. CS, FA, BBO, and PSO have similar algorithm structure with IWO; hence, the time complexities of these benchmark algorithms are also O N · t . As can be seen, the computational costs of these algorithms are relatively inexpensive because the complexities are linear in terms of t. Figure 7 (a) shows the beam patterns of an 8-element LAA obtained by the uniform array, PSO, BBO, FA, CS, and IWO. Note that the uniform array means that the excitation current of each antenna element is fixed as 1. Figure 7 (b) shows the convergence rates during the optimization process of different algorithms. As can be seen, IWO has the best performance in terms of the accuracy as well as the convergence rate. Table 3 shows the maximum SLL obtained by these methods. It can be seen that the maximum SLL obtained by IWO is −19.5215 dB, which is the lowest among all the algorithms. Moreover, the excitation currents optimized by each algorithm is also listed in Table 3 . Table 4 compares the numerical results. It can be seen from the figures and table that IWO has the best performance in terms of the maximum SLL suppression and convergence rate in this case. In addition, the excitation currents obtained by different algorithms are also shown in Table 4 .
Sample 3:
Beam Pattern Synthesis for the 32-Element LAA. Figure 9 (a) shows the beam patterns of a 32-element LAA optimized by different algorithms, and Table 5 presents that the maximum SLLs obtained by IWO, CS, FA, .0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000 Figure 9 (b) shows the convergence rates during the optimization process. Similar to the previous samples, IWO also has the best performance for this case. Figure 10 (b). The maximum SLLs obtained by these algorithms are listed in Table 6 . As can be seen, the maximum SLL obtained by IWO is −6.2535 dB, which is the lowest among all the approaches. Moreover, the excitation currents obtained by different algorithms are also shown in Table 6 .
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Sample 5: Beam Pattern Synthesis for the 16-Element
CAA. In this sample, we use different algorithms to optimize a 16-element CAA. Figures 11(a) and 11(b) show the beam pattern results and the convergence rates, respectively, and Table 7 compares the numerical results of the maximum SLL.
As can be seen, the maximum SLL obtained by the uniform array, CS, FA, BBO, and PSO are −6.7578 dB, −10.1490 dB, −9.2885 dB, −9.1592 dB, and −9.0261 dB, respectively, and it is −10.7440 dB by using IWO. Thus, IWO achieves the best results for reducing the maximum SLL. Moreover, Uniform 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000 −6.7578 9 International Journal of Antennas and Propagation the excitation currents optimized by these algorithms are presented in Table 7 . Figure 12(a) shows the beam patterns of a 32-element CAA optimized by different approaches, and the convergence rates of these algorithms are shown in Figure 12(b) . Table 8 lists the maximum SLLs as well as the excitation currents obtained by these algorithms. Similar with the 8-element and the 16-element cases, IWO achieves the lowest SLL compared with other algorithms. .0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 1.0000 Tables 9, 10 , 11, 12, 13, and 14 show the statistical results in terms of the best, the worst, the mean values of the maximum SLLs, and the standard divisions (SD) of these trials. As can be seen, IWO achieves the lowest average maximum SLLs for both LAA and CAA. Moreover, the SDs of IWO are also the lowest which means that the Figures 19(a) and 19(b) show the beam patterns obtained by the uniform excitation currents and by IWO in ideal (the array model used for optimization and simulation) and practical (the array model used for EM simulation) conditions with EM simulations. As can be seen, the beam patterns of the practical condition are distorted compared to the ideal beam patterns. Moreover, the maximum SLLs of practical condition in EM simulation are higher than that in ideal condition obtained by Matlab. Thus, the mutual coupling affects the beam pattern performance. However, the IWO algorithm is still able to provide improvement for reducing the maximum SLL in practical conditions with mutual coupling.
Conclusion
In this paper, the IWO algorithm is used to solve the beam pattern synthesis problem of the LAA and the CAA. We formulate an optimization problem for this goal and use IWO as the optimizer to determine a set of optimal excitation currents to achieve the desired beam patterns. Six samples including 8-element, 16-element, and 32-element LAAs and CAAs are conducted to verify the optimization performances of the SLL reductions. Simulation results show that the SLLs can be effectively reduced by IWO. Moreover, compared with other benchmark algorithms, IWO has a better performance in terms of the accuracy, the convergence rate, and the stability. In addition, EM simulation results demonstrate that the optimization results obtained by IWO are also effective for the antenna arrays in practical conditions.
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