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ABSTRACT OF DISSERTATION

Enhancements to Uniformity of Magnetic Fields at the SNS nEDM Experiment
The nEDM experiment at the Spallation Neutron Source (SNS) aims to increase
experimental sensitivity to hadronic CP violation by nearly two orders of magnitude.To do that the nEDMSNS experiment requires an extremely uniform magnetic
field to maintain 3 He polarization during transit to the measurement cell. The
Magnetic Shield Enclosure (MSE) coil provides the required field. However, the
superconducting shield distorts the MSE field.
This thesis discusses a magnetic cloak for the nEDM@SNS experiment that can
restore the MSE field uniformity and cos theta coils designed to test the magnetic
cloak in the first part. The second part of this thesis discusses a magnetic coil
system designed for the wall depolarization measurement required in Phase 2 of
Helium-3 system development. The magnetic coil system includes an active firstorder gradient cancellation system to cancel any arbitrary background gradients
using a symmetric 5-loop gradient coil. Then the gradient coils’ design method is
generalized to include higher order gradients. Also, two simulations are discussed,
one for the 3He polarization as it is delivered to the injection volume and the other
for the effect of second-order gradient on relaxation time T1 .
magnetic field uniformity, nEDMSNS, magnetic scalar potential, gradient cancellation system
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Chapter 1 Introduction

According to the Big Bang theory, the early universe should have produced an
equal amount of baryons and anti-baryons. Still, we currently live in a universe
mainly consisting of matter. Where did the antimatter go? As of yet, we have not
discovered any physical process that produces enough baryons over anti-baryons to
answer this question. This problem is known as Baryon Asymmetry of the Universe
(BAU), and it remains one of the most important outstanding mysteries in particle
astrophysics [38].
Several hypotheses attempt to explain the BAU, for example by positing antimatter galaxies [18] or a mirror anti-universe [19]. However, there is no evidence to
support any of these hypotheses [20]. That suggests that some physical laws must
have acted differently or even not existed at the early universe. In 1967, Sakharov
proposed three necessary conditions, including CP -violation, which must be satisfied to produce matter and antimatter at different rates [58], which are discussed in
chapter1.4.
A vital quantity to identify the BAU is the baryon asymmetry parameter η,
which is defined as the ratio of the difference between the baryon and anti-baryon
numbers (nB , nB̄ respectively) to the number density of cosmic background radiation
photons nγ .
η=

nB − nB̄
nγ

(1.1)

Theoretically, the asymmetry parameter can be calculated from the proton antiproton annihilation cross-section [20]. Assuming the universe started with an equal
number of baryons and anti-baryons η = 0,
η=

 m 3/2
n
nb
p
' b̄ ≈
e−mp /T ≈ 2.3 × 10−19 .
nγ
nγ
T

(1.2)

where mp is the proton mass and T The temperature at which the annihilation
rate freezes out. Experimentally, η can be determined from Big Bang Nucleosynthesis (BBN), which is believed to be the primary source of the light elements deuterium
(D), helium (3 He , 4 He ), and lithium (7 Li) in the universe [64],[51]. It also can
be measured from temperature fluctuations in the cosmic microwave background.
These measurements have been done by the Wilkinson Microwave Anisotropy Probe
(WMAP) [17] and Planck collaboration [4] .Both of the measurements determined
the value of η to be around:
η ≈ 6 × 10−10 .
(1.3)
The observed asymmetry is significantly larger than predicted by the standard Model
(SM), which motivates the search for an additional source of CP violation.
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The existence of an Electric Dipole Moment (EDM) of an elementary particle
would violate both time-reversal symmetry, which corresponds to the combined
CP -symmetry according to the CP T theorem [34], and parity. The neutron is
an attractive particle for such a search, because it is a neutral spin-1/2 strongly
interacting particle.
1.1

Standard Model

It was believed that protons and neutrons were elementary particles until the 1950s
when large particle accelerators were constructed. Experiments produced hundreds
of types of hadrons, with similar properties to the nucleons. Underlying symmetries
in the charges, spins, and masses of the hadrons pointed to an even deeper order of
chaos. In 1963, Murray Gell-Mann [31] and George Zweig [68] independently proposed a theory in which hadrons are composed of smaller particles called quarks. All
baryons, like the proton and neutron, are comprised of three quarks, while mesons,
like the pion, are compriseed of a quark-antiquark pair. A team at the Stanford
Linear Accelerator Center (SLAC) eventually established experimental evidence for
the proton’s substructure in 1968 [57]. A beam of high-energy electrons was directed to liquid hydrogen in the experiment. The result was a scattering pattern
that revealed the proton is not an elementary particle.
The original quark model of Gell-Mann and Zweig was comprised of three flavors
of quarks: up (u), down (d), and strange (s). Three additional quarks were discovered later: the charm (c) [1974], bottom (b) [1977], and top (t) [1995] quarks [57].
These six quarks make up three generations of doublets with similar properties. The
up and down quarks are the lightest generation. As a result, the up and down are
the only quarks stable against decay, which in turn explains their role constituting
all ordinary matter. Likewise, the proton is more stable than the neutron because
it is 1.2 Mev/c lighter. The neutron is only stable inside stable nuclei, decaying via
n → p + e + ν¯e in 878.4 ± 0.5s [62].
Besides quarks, the other set of fundamental building blocks of matter is family
of leptons. They are composed of the electron and its heavier cousins: the muon
and tau, and their flavors of neutrinos: the electron neutrino, muon neutrino, and
tau neutrino.
In addition to baryons and leptons, the Standard Model includes three forces.
The strong interaction between the quarks binds them into baryons and mesons.
The strong force carrier is the massless gluon (g) which has a short range due to
a property called confinement of Quantum Chromodynamics (QCD), the governing
gauge field theory. The second force, the weak interaction is responsible for radioactive beta decay. This interaction can change the flavor of an elementary particle.
The weak force carriers are the massive W and Z bosons, making the weak interaction also short-range. The third force, the electromagnetic force uses the massless
photon as a force carrier, which explains the infinite range of this force. Table. 1.1
shows the relative strength of the known forces and their forces carriers [63].
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Table 1.1: The relative strength of the known forces and their forces carriers. The
gravitational force is the weakest of all, but there is no experimental evidence yet
to support the existence of the graviton.
Force
Strength
strong
1
electromagnetism
10−2
weak
10−8
gravity

10−37

Boson
gloun
g
photon
γ
W boson W ±
Z boson
Z
graviton Gµν

Range[m]
10−15
infinite
10−18
infinite

Spin
1
1
1
1

Mass/GeV
0
0
80.39
91.19
0

The hadronic interaction is mediated by the exchange of mesons. It is responsible
for the nuclear force (Yukawa potential), which binds protons and neutrons inside
atomic nuclei. The range of the pion, ~c/mπ = 1.4 fm, is just larger than the radius
of the proton and neutron.
In 1961, Sheldon Glashow linked the weak interaction to Quantum Electrodynamics (QED) by formulating a gauge field theory with a massless triplet and singlet
of bosons. The only problem was the fact that no massless charged field-mediating
particles had ever been observed in nature. By 1964, three separate groups (Guralnik, Hagen, and Kibble; Higgs; and Brout and Englert) solved this mystery by
adding spontaneous symmetry breaking to the principle of gauge invariance. In
1968, Weinberg and Salam applied an extra Higgs field to the electroweak theory.
Through spontaneous symmetry breaking, the field interacts with the weak field to
produce massive W and Z gauge bosons and the photon. It does not interact with
the photon keeping it massless. The Higgs mechanism can also be applied to other
field theories to explain the mass of the quarks and leptons. The Discovery of the
Higgs boson in 2012 completed the standard model of elementary particles.
1.2

Symmetry and CP T Theorem

In 1915, Emmy Noether proved that every continuous symmetry in a physical system leads to a conservation law: “every differentiable symmetry of the action of
a physical system has a corresponding conservation law” [48]. To illustrate this,
consider a Lagrangian L = L(q, q̇). If we make an infinitesimal transformation from
the original path:
q → q + δq,
(1.4)
then (to first order in ) the Lagrangian will be
L(q, q̇) → L̄(q + δq, q̇ + δ q̇) = L(q, q̇) + δq
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∂L
∂L
+ δ q̇ .
∂q
∂ q̇

(1.5)

From the Euler-Lagrange equations of motion

∂L
∂q

=

d ∂L
,
dt ∂ q̇

∂L d
d
d ∂L
+
δq = L +
L̄ = L + δq
dt ∂ q̇
∂ q̇ dt
dt



∂L
δq
∂ q̇


(1.6)

The term ∂L
δq is defined as the Noether Current, J. If the transformation leaves
∂ q̇
the Lagrangian unchanged such that


d ∂L
dJ
δL =
δq =
= 0,
(1.7)
dt ∂ q̇
dt
then the Noether current is conserved. Continuous symmetries form most of the
conversation laws of any system. For example, invariance under translations in
space leads to conservation of momentum; invariance under translations in time
leads to conservation of energy; and invariance under rotations leads to conservation
of angular momentum.
The other type of symmetry is called discrete. These symmetries keep the Lagrangian unchanged, but there is no continuous path between the states of the
operator. The three discrete symmetries we are interested in are the involutions of
charge conjugation (C), parity (P ), and time-reversal (T ).
1.2.1

Charge Conjunction

The charge-conjugation operator takes the particle to its corresponding anti-particle
and vice-versa by changing the sign of charge—not only the electric charge but
also quantum changes such as baryon number and lepton number. This charge
symmetry implies that all physics laws treat positive and negative charges the same
and opposite. In other words, if all the positive and negative changes are exchanged,
the law of physics won’t change. For example, the Hamilton of a charged particle
in an electromagnetic field is
H=

1
~ r, t))2 + qφ(~r, t).
(~p − q A(~
2m

(1.8)

Under charge conjunction,
1
~ r, t)C)2 + C† qCC† φ(~r, t)C
(C† p~C − C† qCC† A(~
2m
1
~ r, t)))2 + (−q)(−φ(~r, t)) = H.
=
((+~p) − (−q)(−A(~
2m

C† HC =

(1.9)
(1.10)

Therefore, the Hamiltonian of a charged particle in an electromagnetic field is invariant under C transformation.
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1.2.2

Parity

The parity operator, P , reserves the spatial coordinates of vectors,
 
 
x
−x
P† y  P → −y  .
z
−z

(1.11)

Scalars and pseudo vectors are parity invariant since they contain even power of
spatial coordinates while vectors and pseudoscalars are parity odd. Another way to
think about the parity operator is that it changes the helicity (handedness) of the
system, so that all quantities which remain unchanged under helicity inversion are
also invariant under parity transformation.
1.2.3

Time Reversal

The time reversal operator T changes the sign of t and reverses the time ordering,
e.g., if an event starts at time t1 and ends at t2 , then under T , the event will start
at the time −t2 and end at −t1 .
Unlike parity and charge conjugation, the time-reversal operator cannot be
unitary. One can see that from the transformation of the canonical commutator
[x, p] = i. The parity operator changes the sign of both x and p, leaving the canonical commutator unchanged. Also, the charge conjugation operator changes neither
the sign of x nor p. On the other hand, p changes the sign under time reversal
transformation while x does not. In order for the canonical commutator to hold
T † iT = −i, the time-reversal operator must be anti-unitary. Time reversal symmetry states that at the subatomic level, there is no difference between the forward
process and corresponding backward process—the laws of physics treat them equally.
The CP T theorem states that any Hamiltonian interaction must be invariant
under the combined symmetry (CP T ). Note that most interactions obey the C, P ,
and T symmetries individually. Table 1.2 summarizes the transformations of some
common physical quantities under charge conjugation C, parity P, and time reversal
T.
1.3
1.3.1

Violation of C, P , and T Symmetries
Parity Violation in The Weak Interaction

Physicists believed that all laws of physics respected C, P , and T symmetries individually until 1956 when Lee and Yang pointed out that the weak interaction
had never been tested under these symmetries [43], and invoked parity violation to
explain the similar mass and quantum numbers of two particles the θ and τ , which
had opposite parity. Later in the same year, Wu discovered the first violation of
these symmetries in the decay of cobalt-60 atoms [65]. In the experiment, cobalt was
polarized by a uniform magnetic field and cooled to near absolute zero.Cobalt-60
5

Table 1.2: Common Physical observable quantities undercharge conjugation, parity,
and time-reversal operators.
physical quality
~
Position X
Electric charge q
Time T
Momentum p~
~
Angular momentum L
Acceleration ~a
potential φ
~
vector potential A
~
Electric field X
~
Magnetic field X
Electric dipole moment d~
Magnetic dipole moment µ
~

Charge Conjunction Ĉ

Parity P̂

Time Reversal T̂

+
+
+
+
+
-

+
+
+
+
+
+
+
+

+
+
+
+
+
+
-

decays via beta decay to nickel-60 (60 N i) an electron (e− ), and an electron antineutrino (νe ). The resulting nickel nucleus is in an excited state and it decays to its
ground state by emitting two gamma rays (2γ). The overall reaction is:
60
27 Co

−
→ 60
28 Ni + e + ν̄e + 2γ.

(1.12)

If parity was conserved, the emission of electrons would be equally distributed in
all directions. However, the decay of 60 Co violated parity by emitting the electron
in the opposite direction of the nuclear spin. Under parity transformation, the
momentum would change sign while the spin would not. The emission of the electron
would be in the direction of the spin under parity transformation as illustrated in
Fig. 1.1.
This discovery paved the way for the development of the Standard Model, which
was based on both continuous gauge symmetry and the violation of discrete Parity symmetry in the weak interaction. The V − A structure of the weak currents,
which treats left-handed and right-handed particles differently, causes parity violation in the weak interaction [63]. The corresponding vertex has the left-handed
chiral projection (1 − γ 5 ), ie. V − A, which breaks the parity symmetry.

−igW 1 µ
√
γ 1 − γ5
2 2

(1.13)

Although, the parity is violated in cobalt-60 decays, the combined CP symmetry, taking right-handed particles to the corresponding left-handed antiparticles, is
conserved in this decay. Eventually, CP -violation was discovered in the same θ − τ
system which originally motivated the proposal of parity violation.
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Figure 1.1: schematic diagram illustrates the parity violation in cobalt 60 decay
1.3.2

CP Violation

In the 1950s, two different decays were found for otherwise identical charged strange
mesons to pions [63]
θ+ → π + + π 0
τ + → π+ + π+ + π−

(1.14)
(1.15)

The intrinsic parity of a pion π ±,0 is P (π) = −1. Therefore the parity θ+ is +1,
and τ is −1, which suggests that these would be two different particles. On the
other hand, no difference was found between the masses and lifetimes of θ+ and τ + ,
suggesting that these might be different decays modes for the same particle. This
problem was known as the τ + − θ+ puzzle. Only the discovery of parity violation
in weak interactions could address this problem. Because the mesons decay via the
weak interactions, parity is not conserved. Thus, the two decays were actually decay
modes of the same particle, now known as the K + meson (kaon).
Kaons are the lightest strange mesons. They consist of a quark-antiquark pair
consisting of up-, down- or strange-quark or -antiquark flavors. We can combine
them in 4 possible ways. using the Gell-Mann-Nishijima formula, we can assign
these quark-antiquark combinations to the following particles:
• The positively changed kaon(K + ) consists of an up quark (u) and anti-strong
quark (s̄) |K + >= |us̄ >
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• The negatively charged kaon (K − ) (the anti particle of (K + )) consists of an
anti-up quark (ū) and a strong (s) |K − >= |ūs >
• The natural kaon (K 0 )consists of a down quark (d) and anti-strong quark
(s̄)|K + >= |ds̄ >
¯ and strong quark
• The natural anti kaon (K̄ 0 )consists of anti-down quark (d)
+
(s)|K >= |ds̄ >
These are strong eigenstates since they are created via strong interaction. The
strong kaon states are not eigenstates of charge symmetry because C takes a particle
to its anti-particle state. To construct CP eigenstates of the kaon, we need to mix
the two states of the neutral kaon. Let us define two new states, K1,2 , as linear
combinations of K 0 and K̄ 0 ,
E
1  0
K − K0
|K1 i = √
2
(1.16)
E
1  0
0
|K2 i = √
K + K
.
2
Under CP transformation, K 0 changes to its antiparticle K̄ 0 , and vice versa. Thus,
K1 and K2 are CP eigenstates with eigenvalues −1, and +1 respectively. Generally,
the strong pion state is not always a CP eigenstate; however, the combination
of pions is under kaon decay: CP (πππ) = −1 and CP (ππ) = +1. Assuming
conservation of CP symmetry, the K1 would decay to three π and K2 would decay
to two π. Because of the mass difference between the two decay modes, the lifetime
of τ (K2 ) should be much shorter than the lifetime of τ (K1 ). Thus, if CP is conserved
we should measure a three pion decay for the kaon with a short lifetime, Kshort , and
a two pion decay for the kaon with a long lifetime, Klong .
In 1964, Christenson, Cronin, and Fitch performed the following experiment:
they let a neutral kaon beam propagate down a long tube. Since the lifetime of
Klong is much longer than that of Kshort (about 580 times longer), Klong would
travel much farther than the Kshort . Therefore, only the Klong beam would reach
the detector. Surprisingly, they still measured decay into two pions. This violated
CP symmetry, since the initial state CP (K1 ) = −1 was different from the final
state CP (ππ) = +1.
There are two possible explanations for this decay: The first involves redefining
the propagating states Klong and Kshort to include a small mixing amplitude of the
other CP eigenstate, such that Klong can mostly decay into three pions, but also
occasionally into two pions:
1
(|K2 i +  |K1 i)
1 + 2
1
|Klong i = √
(|K1 i −  |K2 i) ,
1 + 2

|Kshort i = √
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(1.17)

where the CP violation parameter  = (2.228 ± 0.011) × 10−3 . However, this way,
Klong is no longer a CP eigenstate, since one part transforms with a minus sign,
whereas the other does not. This is known as indirect CP violation or mixing CP
violation.
The other possible explanation is that Klong = K2 can decay weakly not only
into three pions, but also into two pions. This would violate CP -symmetry in weak
interactions and we call this the direct CP -violation Direct CP -violation can be
determined from the decay rate of Klong and Kshort . Since CP is violated, time
reversal symmetry must also be broken in order to conserve CP T symmetry. In
2012, the BaBar collaboration found evidence of direct violation of T symmetry in
the B 0 meson system.
Γ (KL
Γ (KS
Γ (KL
=
Γ (KS

η 00 =
η

+−

→ π0π0)
→ π0π0)
→ π+π−)
.
→ π+π−)

(1.18)

If the observed violation is a mixed state, then η 00 would be equal to η +− . However, in 1999, the KTeV experiment at Fermilab [8] and the NA48 experiment at
CERN [28] measured a differance between η 00 andη +− , confirming that the kaon
directly violates CP symmetry. Later, CP -violation was observed in different meson systems: the B-meson in 2001 [12], and the D-meson in 2011 [21]. In 2020, the
T2K calibration announced that the muon neutrinos νµ might violate CP -symmetry,
which would be the first sign of CP -violation in the lepton sector [1].
1.4

Sakharov Conditions

The primary objective of Big Bang Cosmology is to explain the production of matter
from a sufficiently large source of energy at the early universe, starting from a net
zero baryon number. In 1964, Sakharov proposed three necessary conditions for any
model to explain the BAU [58]:
1. violation of baryon number B
2. violation of C and CP symmetries, and
3. departure from thermodynamic equilibrium.
Although direct violation of baryon number is experimentally difficult to achieve
(because it would require an extremely high energy accelerator capable of energies
on the order of 1016 GeV ), there are numerous theoretical reasons to believe that
baryon number must be violated [14].
C symmetry violation is also necessary to preserve baryon asymmetry against the
C-conjugated reaction channel. To illustrate, assuming there is a physical reaction
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violating baryon symmetry A → B + C, if C is conserved then there must be the
opposite reaction Ā → B̄ + C̄, which would convert matter back into antimatter.
Similarly CP must be violated; otherwise equal numbers of left-handed baryons and
right-handed anti-baryons, as well as equal numbers of left-handed anti-baryons and
right-handed baryons, would be produced.
Finally, the system cannot be in thermal equilibrium during the net baryon
generating process; otherwise, the baryon and its anti-baryon, which have the same
energy, would be driven back into equal densities through their identical Boltzmann
factors. This requirement was first explained by inflationary cosmology [36], and
then by the electroweak phase transition, described in [25].
1.5

CP -Violation in the Standard Model

The Standard Model of particle physics accounts for CP -violation in the weak interaction through the complex phase in the unitary CKM matrix and in the theta-term
of the strong interaction Lagrangian.
CKM Mixing Matrix
The Cabibbo-Kobayashi-Maskawa (CKM) matrix is a 3 × 3 unitary matrix that
relates eigenstates of the weak interaction (d0 , s0 , b0 ) to the mass eigenstates (d, s, b)
in the quark sector.
 
 0  
d
Vud Vus Vub
d
 s0  =  Vcd Vcs Vcb   s 
(1.19)
0
Vtd Vts Vtb
b
b
where the square of the matrix element |Vij |2 represent the probability that quark
i decays to quark j. The CKM matrix can be parameterized by three mixing angles
and one complex phase which is the source of CP -violation in the weak interaction
[2].


1
0
0
c13
0 s13 e−iδ
c12 s12





0 c23 s23
0
1
0
−s12 c12
=
iδ
0 −s23 c23
−s13 e 0
c13
0
0

−iδ
c12 c13
s12 c13
s13 e
iδ
iδ

−s12 c23 − c12 s23 s13 e
c12 c23 − s12 s23 s13 e
s23 c13
=
s12 s23 − c12 c23 s13 eiδ −c12 s23 − s12 c23 s13 eiδ c23 c13


VCKM


0
0 
1


(1.20)



where cij = cos θij , sij = sin θij , and δ is the phase responsible for all CP-violating
phenomena observed until now in flavor-changing processes in the SM. The observed
CP -violation of 0.3% in the weak sector is however not enough to explain the BAU.
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Strong CP Problem
According to the SM (Standard Model), the Lagrangian of strong interactions may
violate CP -symmetry [49].
gs2
eµν
θ̄Gµν G
(1.21)
32π 2
However, no violation of the CP -symmetry has ever been observed in any strong
interaction experiments. On the other hand, there is no clear reason for quantum
chromodynamics (QCD) to conserve the CP -symmetry. The neutron electric dipole
moment imposes a constraint on the θ-term,

dn = 5.2 × 10−16 e · cm θ̄
(1.22)
The current experimental limit of dn is dn = (0.0 ± 1.1stat ± 0.2sys ) × 10−26 ecm [3],
which constrains θ̄ < 10−10 , which is very small for a parameter which should
naturally be on of order 1. This fine tuning problem is known as the strong CP
problem. One possible solution to the strong CP problem is the Peccei–Quinn
symmetry [50], which involves a new particles called the axion.
While the sources of CP violation in the SM are sufficient to account for the
observed violation in kaon and B-meson systems, it is insufficient to explain the
BAU. Thus new sources of CP violation are needed to develop a consistent model
of Big Bang baryogenesis.
1.6

Electric Dipole Moment EDM

The existence of an EDM (electric dipole moment) for elementary particles would
violate both parity and time reversal symmetry. Assuming CP T symmetry, the
existence of an EDM would thus also violate the combined CP symmetry. Thus, an
EDM could be a sensitive probe for the search beyond the Standard Model in the
CP sector. In this section we discuss the history of the search for the EDM and how
it is measured. In the next chapter we will focus on the nEDM@SNS experiment.
1.6.1

History of nEDM Searches

Since the discovery of the neutron in 1932, its properties have been studied extensively. In 1950, Purcell and Ramsey reported that a neutron EDM would violate
P -symmetry[54], leading to their experiment in 1957 at Oak Ridge National Laboratory (ORNL) that set the first upper bound of dn to be 10−20 e · cm [60].
Since then, over a dozen neutron EDM experiments have been carried out, increasing the sensitivity by 6 orders of magnitude. The current upper limit set by the
Paul Scherrer Institute (PSI) is dn = (0.0 ± 1.1stat ± 0.2sys × 10−26 e · cm [3].Fig. 1.2
shows the sensitivity of measuring the upper limit of nEDM as a function of time.
The nEDM (neutron EDM) has generally been measured using three methods:
scattering, neutron beam, and ultra-cold neutrons (UCN).
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Figure 1.2: The observed neutron EDM upper limit vs. the experiment date. The
goal of nEDMSNS experiment is the last data point
Scattering measurements are based on observing the neutron-electron or neutronnucleus interaction potential and finding the component attributable to an EDM.
The strength of the neutron-electron interaction was calculated in [54] using interference between neutron-proton and neutron-electron scattering. While this technique
enables extremely strong electric fields, the interaction time is quite short, and systematic control is challenging.
In the 1960s and 1970s, before the availability of UCNs the nEDM was measured using cold neutron beams [60] [59] [24]. The polarized neutrons in the beam
precessed in the presence of applied magnetic and electric fields in this approach.
Norman Ramsey applied his method of separated oscillatory fields [55] to measure
the neutron precession with increased statistical sensitivity over the original resonance measurements of Rabi. The neutron beam allowed for substantially longer
interaction periods than scattering measurements, on the order of milliseconds, and
had excellent control of the electric fields. The systematic uncertainty from the
~ which leads to a false EDM when B and E are
motional magnetic field, ~v × E,
misaligned, was the ultimate limitation of the beam techniques. This technique has
~ effects by measuring the nEDM as a function of
been resurrected, controlling ~v × E
time-of-flight in a spallation neutron source [55]
UCNs (ultracold neutrons), with an energy of less then 300 neV (mean speed of
7 m/s) have been used to measure the nEDM since a turbine source was installed at
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Figure 1.3: The non-zero EDM of the water molecule
the ILL in the 1980s [52, 10, 11, 39, 15]. UCNs allow substantially longer interaction
periods, since they can be stored in a cell for a significant portion of their lifetime—
they can be trapped in the 300 eV Fermi potential of reflective materials such as
nickel-58 and diamond-like carbon. Since the average kinetic energy of the UCN is
~ uncertainty is much smaller then the neutron beam
very small, the systematic ~v × E
method. The limitation of this method is low UCN density produced by current
UCN sources. Sec. 2.1.1 discuss the UCN production in the nEDM@SNS in more
detail.
1.6.2

Measuring the nEDM

The neutron is electrically neutral, composed of an up quark (q = 32 e) and two
down quarks (q = − 13 e). Thus the neutron can possess a nonzero EDM through the
average separation of its up and down quarks. In contrast to polar materials, like
the water [47] molecule, where the hydrogen bond angle of 105◦ results in an EDM
of 3.85 × 10−9 e·cm (Fig. 1.3), the neutron is an elementary spin-1/2 particle without
any other structure. By the Wigner-Eckhart theorem, this spin vector defines the
only ‘direction’ in the neutron, and we may only measure the projection of the EDM
along the spin.
The neutron’s magnetic moment is relatively large: µn = −1.91µN ,where µN is
the nuclear magneton.
When placed in a magnetic field, the magnetic moment experiences a torque
~ = γn~s × B
~ which attempts to align it with the field. However, the
~τ = µ
~ ×B
torque causes a change in the existing neutron spin, ~τ = ~ṡ, leading the magnetic
moment vector to precess about the direction of the magnetic field. This so-called
Larmor precession caused by the magnetic dipole moment occurs at the frequency
ωB = 2µn B/~ = γn B. This is a large effect: ωB /2π = 30 Hz in a relatively weak
magnetic field of 30 mG. Assuming a non-zero electric dipole moment, if the neutron
is exposed to an external electric field, the Larmor precession frequency due to the
electric dipole moment is ωB = 2dn E/~.
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Experimentally, one can measure the electric dipole moment by placing neutrons in a magnetic field B with parallel versus anti-parallel electric E field. The
Hamiltonian of this system is
~ + µn~s · B)/s.
~
H = −(dn~s · E

(1.23)

The Larmor angular frequency in two different cells with [anti]-parallel electric and
magnetic fields is
~
~ ± 2dn |E|.
(1.24)
ω↑↑ = γn |B|
~
The difference in Larmor frequency of the two cells due to the EDM is thus
∆ω = ω↓↑ − ω↑↑ =

4dn ~
|E|.
~

(1.25)

From the previous equation we can see that dn = ∆ω/E. The statistical
uncertainty of the nEDM measured from the precession of a single neutron is
limited √by the√Heisenberg Uncertainty principle, ∆ω∆t ≥ ~. For N neutrons,
σ∆ω = 2~/τ N , where τ is the measurement time. Then, the statistical uncertainty of a measurement of the nEDM is
√
~
2~
σd =
σ∆ω =
(1.26)
√
~
~
4|E|
4|E|τ N
√
~
where G = E|τ
N is the figure of merit.
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Chapter 2 The nEDMSNS Experiment

Although searches for EDMs of elementary particles have been underway for over
seventy years and the sensitivity of the searches has increased by over six orders
of magnitude, the hunt for the nEDM is still a hot topic in physics because it is
a sensitive probe in the search for new CP violation sources beyond the Standard
Model. The neutron Electric Dipole Moment experiment at the Spallation Neutron
Source (nEDM@SNS) at Oak Ridge National Laboratory (ORNL) has the goal of
improving the sensitivity of measurements of the nEDM by about two orders of
magnitude compared to the existing limit. The schematic of the key components of
the nEDM@SNS apparatus are shown in Fig. 2.1.
To achieve the desired sensitivity, the nEDM@SNS experiment will use three
unique techniques to search for the EDM [6, 44]:
1. a high density of ultra-cold neutrons (UCN) generated in a path of superfluid
helium-4 through down scattering into phonons, and in-situ measurement of
the nEDM. 4 He is an excellent electric insulator, which allows an electric field
of up to 100 kV/cm across the cells.
2. a dilute mixture of polarized 3 He in the superfluid 4 He will serve as a spin
analyzer and a co-magnetometer occupying the same volume of the neutrons
to measure the neutrons’ precession frequency relative to that of the 3 He ,
which is detecting using SQUID magnetometers.
3. the SNS will use two different approaches to measure the neutron EDM: the
free spin precession and critical dressing methods.
These techniques will be discussed in detail in the next section. Then the effect
of magnetic non-uniformity which can generate a false EDM signal will be discussed
in Sec. 2.2. Sec. 2.3 will focus on the experiment’s magnetic package of the central volume. Section 2.4 will focus on the Helium-3 system. Finally, Sec. 2.5 will
summarize the measurement cycle of the nEDM@SNS experiment.
2.1
2.1.1

Novel Techniques
Ultra Cold Neutrons

UCN Production
The first step of UCN production is creating neutrons through the spallation process.
At the SNS, a beam of high-energy protons of energies on the GeV scale impinges on
a liquid mercury target. Liquid Hg is a good target for two reasons: 1) mercury has
a heavy nucleus with more neutrons than protons; and 2) mercury has a low melting
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Figure 2.1: Schematic of the nEDM apparatus

Figure 2.2: The down scattering of a cold neutron in the superfluid 4 He
point, allowing the target to be easily cooled via circulation. Spallation produces a
large number of fast and epithermal neutrons (with energy more than 25 keV). The
neutrons thermalize into cold neutrons (E < 25 meV) through collisions with H2 O
in room temperature water and then H2 in ∼ 16 K hydrogen moderators. Then
the neutron beam is guided though the Fundamental Neutron Physics Beamline
(FnPB) to the experiment [30]. However, this energy is still not low enough to
trap the neutrons in a cell. Thus, the cold neutron beam will be guided to the
measurement cell filled with superfluid helium-4, where the down scattering process
occurs [33] (see Fig. 2.2).
Cold neutrons will be down scattered to ultra-cold neutrons (UCNs) in the measurement cell through the loss of neutron energy to excitations in the superfluid,
primarily phonons, as illustrated in Fig. 2.3. Due to conservation of energy and
momentum, neutrons can only come to rest if they have momentum ~k and energy

16

Figure 2.3: The dispersion curves of free neutrons and superfluid 4 He . The neutron
with energy ∼ 12 K and wavelength ∼ 8.9 Å can be down scattered into a UCN
with almost no kinetic energy via coherent single phonon scattering, represented
here by the non-zero crossing of the dispersion curves
~ω, which satisfies the dispersion curve of free neutrons,
~k 2
,
2mn

~(k) =

(2.1)

where mn is the mass of the neutron. Thus neutrons can be downscattered by
single phonons in 4 He if the dispersion relation of superfluid 4 He crosses that of
the free neutron, which happens for cold neutrons with kinetic energy of k· (12 K)
and a de Broglie wavelength of 0.89 nm. The emitted phonon carry almost all of
the neutron’s kinetic energy, resulting in UCNs which are totally reflected at all
angles of incidence due to its low energy [32] and thus will remain trapped in the
measurement cell. The He must be cold enough (< 300 mK) that the equilibrium
concentration of phonons is low enough not to upscatter the UCNs.
UCN Effective Lifetime
The effective lifetime of the UCN (τU CN ) is the result of several factors:
1
τU CN

=

1
τcell

+

1
1
1
+
+ ,
τβ τup τ3
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(2.2)

where 1/τcell is the loss rate of UCN due to wall interactions, 1/τβ is the loss rate
due to beta decay, 1/τup is the loss rate due to upscattering, and 1/τ3 is the 3 He
-neutron capture rate.
The wall interaction depends mainly on the number of wall collision and the
probability that the UCN loses its polarization as a result of one collision. The
UCN has an energy of 300 neV, corresponding to a speed of 7 m/s, reducing the
number of collisions. Alongside that, the measurement cell will be coated with
deuterated tetra-phenyl butadiene (dTPB) to minimize the probability of losing the
UCN due to wall collisions. The goal is to have τwall >= 2000 seconds, which can
be achieved [35].
Free neutrons are unstable, decaying weakly into a proton p, electron e, and
electron anti-neutrinos ν̄e . The neutron’s lifetime outside the nucleus is τβ = 879.6±
0.8 s (see Particle Data Group PDG [64]).
The probability of losing the UCN through up-scattering can be determined
∗
from the Boltzmann factor e−E /kT , where k is the Boltzmann constant. Since
E/kT ≈ 24, the up scattering loss rate is much smaller than other rates and can be
safely ignored [33].
The 3 He -neutron capture rate strongly depends on the angle, θ3n , between the
magnetic moments of the neutrons and 3 He . Because the magnetic moment of 3 He
is 10% larger than that of the neutron, θ3n is a time-dependent. As discussed in the
next section, the capture rate is also different for the two measurement modes used.
Table 2.1 summarize the goals and key parameters for the nEDM@SNS experiment
to achieve the desired sensitivity of measuring the nEDM.
Superfluid Helium-4
The helium-4 atom consists of two protons and two neutrons surrounded by two
electrons. The total spin of the nucleus is zero. As a result, it obeys Bose-Einstein
statistics, resulting in SF (superfluid) behavior at low temperatures. Since the binding energy of 4 He is stronger than the other light elements, the neutron absorption
cross section is essentially zero; thus UCNs can be stored for long periods of time in
SF He. The two electrons of 4 He fill up the first (1S) energy shell, making it a very
good insulator to maximize the experiment’s electric field.
Besides the role of superfluid 4 He in downscattering neutrons and detecting n3
He reactions in the measurement cells, the superfluid plays an important role in
3
He transport as we will discuss in Sec. 2.4.
2.1.2

Helium-3 as Spin Analyzer and Co-magnetometer

The nEDM@SNS will use 3 He atoms as a spin analyzer and co-magnetometer occupying the same volume as the UCN. Other co-magnetometers such as 197 Hg have
been used in the past, but 3 He has not yet been used as a co-magnetometer in an
nEDM experiment, though it is also planned to be used in the PanEDM [66]and
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Table 2.1: Experimental design goals for the parameters that affect the statistical
uncertainty at the SNS-nEDM experiment[6]
Quantity
PucN
N0
Vcell
τβ
τ3
τcell
|E|
Tm
Tf
Td
P3
Pn
τp
ε3
εβ
ṄB

Definition
UCN production rate
Number of UCNs in each cell at t = 0
Measurement cell volume
β-decay lifetime
UCN-3 3 He absorption time
UCN-wall absorption time
Electric field
Measurement time
Cold neutron fill time
Dead time between cycles
3
He initial polarization
UCN initial polarization
3
He& UCN depolarization time
Detection efficiency for UCN- 3 He capture
Detection efficiency for β-decay
Non β-decay background rate

TUCAN [42] experiments.
reaction

3

Value
0.31UCN/cc/s
4.5 × 105
3000cc
880 s
500 s
2000 s
75kV/cm
1000 s
1000 s
400 s
0.98
0.98
20, 000 s
0.93
0.5
5 Hz

He is a strong absorber of neutrons via the capture

n + 3 He → p + 3 H + 765 keV.

(2.3)

The energy of this reaction is released in the superfluid 4 He as ultraviolet photons
of wavelength 80 nm. These photons are shifted to 400 nm light by dTPB on the cell
wall and detected by photomultiplier or SiPM (silicon photomultiplier) tubes. The
capture cross section is maximally spin-dependent: the triplet cross section σ3 is
consistent with 0, while the singlet cross section σ0 = 5300 b. Thus the scintillation
rate will vary with time
s(t) ∝ 1 − P~3 · P~n = 1 − P3 Pn cos (θ3n )

(2.4)

θ3n = (γn − γ3 )B0 t,

(2.5)

where
where P3 and Pn are the spin polarization of the neutrons and 3 He, respectively. The
shift in the neutron’s precession frequency due to the neutron EDM is determined
from the difference in the scintillation frequencies between the two measurement
cells.
In addition to an analyzer, the 3 He is used as a co-magnetometer to monitor the
magnetic field inside the cells. The electric dipole moment of the Helium-3 nucleus is
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shielded by its two electrons according to the Schiff theorem. As a result, the EDM
of the 3 He atoms will be much smaller than that of the neutron (d3 /dn ∼ 10−5 ).
Therefore, the precession frequency of 3 He depends only on the magnetic field, and
any variation in the 3 He precession frequency is solely due to changes in the magnetic
field.
Detection of Scintillation Light
Ionizing radiation can be detected using liquid 4 He as a scintillator. The emitted
ultraviolet radiation of wavelength ∼80 nm is strongly absorbed by almost all materials. The most common way of detecting UV radiation is to coat the cell walls with
a wavelength-shifting dye that absorbs UV and emits visible light. Tetra-phenyl
butadiene (TPB) is one of the best materials for this purpose since it shifts the UV
to a visible light of 400 nm, which is well-matched to detectors. However, since TPB
has hydrogen in its chemical structure, it has a large UCN cross-section, leading to
upscattering, which makes it inappropriate for use in this experiment. However,
Deuterated TPB (dTPB) has a significantly smaller cross section, making it more
suitable for this experiment. The emitted light dTPB of 400 nm can be captured
by wavelength-shifting fibers and then transported to a set of SiPM.
2.1.3

Measuring the Neutron Electric Dipole Moment at SNS

The nEDM@SNS experiment will use two different methods to search for a neutron
EDM: the first takes place in free spin-precession mode and the second takes place in
critical dressing mode. In the first method, a superconducting quantum interference
device (SQUID) will be used to detect the free precession of 3 He directly, which can
then be used to determine the neutron precession frequency. In the second method,
the neutron and 3 He effective magnetic moments are matched by applying an RF
field. The experiment will be designed to accommodate both methods for increased
sensitivity and comparison of different systematics.
At the beginning of each measurement cycle, the UCN and 3 He spins will initially be polarized along the direction of the magnetic field (B0 ). An RF π/2 pulse
of alternating (AC) magnetic field perpendicular to B0 will be applied to begin
~ vector, the net magnetic moment. Following this pulse, one
precession of the M
of the two detection technologies will be used to determine the neutron precession
frequency.
Free Precession Method
In this technique, the UCN and 3 He will precess freely. However, due to the difference in the gyromagnetic ratio γ3 ∼ 1.1 · γn , the 3 He will precess slightly faster than
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the UCN. As a result, the angular frequency of the scintillation signal will be:
ω = (γ3 − γn )

ω3
dn E
∓2
γ3
~

(2.6)

The minus sign appears in the second term when the electric field is parallel
to the magnetic fields. Note that there is no term accounting for the effect of the
electric field on 3 He because the expected EDM for helium-3 is 105 times smaller
than that for the neutron EDM.
A series of SQUID sensors will be used to directly monitor the precession of 3 He
atoms and precisely determine the average magnetic field.
Critical Dressing Method
The critical dressing method exploits a small alternating field B1 perpendicular to
the main field B0 , which modifies the time-averaged Larmor precession frequency
differently for the n and 3 He [44],
γi, eff = γi J0 (xi )
B1
xi = γi ,
ω1

(2.7)

where ω is the frequency of the applied dressing field (see e.g. Ref. [26]) and J0 is
the zeroth-order Bessel function of the first kind. The strength of B1 can be chosen
so that the UCN and 3 He precess at the same rate.


γ3
xn = 0
(2.8)
γn J0 (xn ) − γ3 J0
γn
2.2
2.2.1

Systematic Effects Due to The Magnetic Field Non-Uniformity
Geometric Phase Effect

The‘Geometric phase effect, also known as the Bloch-Siegert shift [5], is the shift
in the Larmor frequency due to a time varying field perpendicular to B0 . The
geometric phase was first observed in the Sussex-ILL experiment [16], [51]. The
ILL experiment used 199 Hg atoms as a co-magnetometer at room temperature. The
effect of the gravitational potential energy only appears on UCNs due to its low
thermal energy of ∼ 200 neV, while the thermal energy of 199 Hg is ∼ 25 meV. This
effect causes the center of the UCN distribution to be different from that for the
Hg atoms. As a result, the UCN and 199 Hg will have different shifts in Larmor
frequencies, which will be detected as a false nEDM signal.
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To illustrate that, consider a neutron moving in an electric field in the z-direction.
The neutron will observe an additional magnetic field in the plane perpendicular to
the electric field given by:


~
v
~v = E
~×
(2.9)
B
c2
The Bv direction will change with time as the velocity does. Although the Bv
field is in the xy-plane, it causes a change in the z component of the magnetic field
due to ∇B = 0, resulting in a shift in the Larmor frequency called the Bloch-Siegert
shift:

2
~ × ~v2
γ2 E
c
(2.10)
δω =
2 (ω0 − ωr )
The geometric phase now includes a cross term in E that will not average to zero
when neutrons rotate in both directions and contribute to the precession frequency.
Ref [51] discusses the geometric phase for the case of a cylindrical storage volume
and the resulting false nEDM df n is
df n

~
=−
4



∂B0z /∂z
2
B0z



−1
2 
vxy
ωr2
,
1− 2
c2
ω0

(2.11)

where h∂B0z /∂zi is the average volume gradient of the main field B0 field, and vxy
is the velocity component in the plane perpendicular to B0 .
2.2.2

Spin Relaxation

Another undesirable effect of magnetic field non-uniformities is the spin relaxation
of the neutrons and 3 He in the measurement cells [3]. There are two kinds of
relaxation that affect the spins. The first type is a longitudinal relaxation related to
the magnetic field non-uniformity in the plane perpendicular to the holding field B0 ,
which causes magnetization to spin non-adiabatically away from B0 . As a result, the
magnetization vector decays exponentially with a time constant of T1 . The second
type of relaxation is called transverse relaxation and occurs during precession due
to the variations in the magnitude of B0 . To illustrate that, suppose the longitude
field component B0 is not uniform across the cell. Then, different regions of the
cell will experience different magnetic fields and hence will precess at different rates.
As the spin dephases, the measurable signal due to precession exponentially decays
with a time constant of T2 . Therefore it is important to maximize the T2 because
free precession measurement depends on the transverse relaxation time T2 . Ref. [45]
discusses the effect of first-order magnetic gradients on the spin relaxation times
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and shows that1

1
|∇By |2 + |∇Bz |2
=D
T1
B2
1
=
T2

2.2.3

~ x
L4 γ 2 ∇B

(2.12)

2

120D

(2.13)

Magnetic Field Requirements

The magnetic field requirements needed to reduce the false nEDM signal due to
the geometric phase effect to less than the experiment’s sensitivity and achieve the
required relaxation times T1 and T2 of the polarized 3 He and the neutrons are listed
below:
1. The main magnetic field of the experiment, B0 , is chosen to be 3µT . Note
that the larger B0 , the smaller the false nEDM. On the other hand, it is more
challenging to measure the nEDM signal if the magnetic field is large.
2. The magnetic field should be uniform to 0.05% across each cell volume, with
time stability of 10−7 during the measurement time, to preserve the polarization of the neutrons and 3 He atoms.
3. The average volume gradient in the direction of the B0 field (the longitudinal
gradient) is ∼ pT /cm. This constraint is necessary to reduce the false nEDM
signal to less than 10−28 e cm.
4. A transverse shielding factor of 105 is necessary for background attenuation
to minimize the effects of external background magnetic fields.
2.3

Magnetic Package of the Central Volume

The magnetic field system is intended to provide a uniform magnetic environment
that can be accurately controlled. The uniform holding field B0 = 3 µT with homogeneity of 3 ppm/cm will be used for spin precession, and the AC field from the
spin dressing coil will be used for the π/2 pulse and spin dressing. This uniformity
requirement comes from the transverse relaxation time (T2 ) and to control systematic effects of a false EDM to less than 2 × 10−28 . Ref. [2] discusses the magnetic
field uniformity requirements for nEDM experiments. Furthermore, external magnetic fields must be shielded to less than 0.3 nT, and magnetic field drifts must be
controlled to 0.1 ppm for the duration of the measurement time[6].
Besides that, the magnetic system must handle several design issues, including
magnetic optimization, cryogenics, and neutronics. Because the B0 coil and dressing coils are superconducting (B0 for current stability, dressing coils for heat load
1

~ = B0 x̂ + ∇B · ~r
Here the holding field is taken to be primarily in the x direction: B
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Figure 2.4: main magnetic field generating components
reduction), the superconducting Pb shield must be kept below Tc = 7.2 K, and
the interior components must be cooled below 6.5 K. The mechanical design of the
magnet system and the major magnetic components, starting from the smallest diameter and working outward, are discussed next. Fig. 2.4 shows a schematic of the
magnetic package for nEDM@SNS.
Dressing Coil
The dressing coil is a modified cos-theta coil operated at ≈ 1000 Hz with a current
of 5 − 15 A to provide the oscillating dressing field required to achieve the dressed
spin of the experiment [22] and the π/2 pulse to flip the spin of the neutron and
3
He spins by 90◦ at the start of the precession cycle. The dressing coil is built
of a superconducting material such as 50%/50% SnPb solder to reduce the heat
load generated by eddy currents. Due to the material’s exceptionally short London
penetration depth of order 100 nm, heating in the wire should be limited if the
superconductor remains below the critical temperature.
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Shim/Gradient Coils
A series of shim/gradient coils is built on the dressing coil to enhance the uniformity
of the main B0 field and to provide known gradients during systematic examinations.
The shim gradient coil system consists of two diagonal gradient coils (producing
e.g., dBx/dx terms) and three off-diagonal coils (producing e.g., dBx/dy terms) to
minimize the first-order gradients at the measurement cells. Maxwell’s equations
then constrain the remaining linear gradients. Similar gradient coils will be discussed
in section 6.2.1.
Eddy Current Shield
The eddy currents generated by the dressing coil would heat the Metglas flux return
with unacceptable power. A copper sheet of 34 µm thickness is placed between the
dressing coil and the B0 coils to reduce this heating. The thickness of the copper
is chosen as a compromise between the efficiency of shielding the Metglas and the
additional Johnson noise created by the shield as observed by the SQUID system
when the dressing coil is not energized.
B0 Magnet
The main field of the experiment is generated by the B0 coil, a saddle cos-theta coil
designed to provide the required magnetic field uniformity. The saddle cos-theta
coil spacing is optimized to get the maximum achievable uniformity of the magnetic
field, compared to a pure cos-theta coil, in the presence of the flux return. Due to
the finite length of the coil, the fringe on the top and bottom of the coil would cause
severe distortion in the magnetic field. Superconducting endcaps, which function as
a magnetic mirror, are used to extend the effective length of the coil, and eliminate
this distortion.
Ferromagnetic Shield
In order to increase the B0 coil efficiency, the B0 coil is surrounded by a layer of
ferromagnetic material that acts as flux return. Besides that, ferromagnetic shielding
is also used to shield the field’s distortion caused by the superconducting shield just
outside this shield. Metglas 2826M was chosen for this shield due to its permeability
at low temperatures and absence of 59 Co, which becomes highly activated by the
capture of neutrons.
Superconducting Shield
The magnets and Metglas flux return are surrounded by a cylindrical lead (Pb) superconducting shield of thickness 0.8 mm. It is used to shield external AC magnetic
fields, which would add noise to precession frequency. Besides that, the endcaps of
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the superconducting shield act like a magnet mirror ideally extending the effective
length of the B0 magnet to infinity. However, small penetrations in the lead distort
the magnetic field. These distortions are minor and vanish as r−3 (where r is the
distance from the penetration).
On the other hand, the effect of large annular gaps in the endcaps is not negligible. An additional correction from the MSE coil is needed to minimize the field
distortion of the annular gaps.
Magnetic Cloak
The superconducting shield is coated by ferromagnetic material of relative permeability µ and thickness t = r/µ − 1 (where r is the radius of the superconducting
cylinder) to restore the uniformity of the external MSE field. The superconductor repels the magnetic flux lines while the ferromagnetic compensates for this by
attracting the magnetic flux. Therefore, if we coat the superconductor with the
right thickness of ferromagnetic material, the experiment will be magnetically invisible allowing the external magnetic field to remain uniform. This problem will
be discussed in more detail in Sec. 4.2.
Since the relative permeability of ferromagnetic material is ∼ 106 , the cloak
thickness needed to cancel the distortion of the SC is in the range of ∼ µm, which
is difficult to achieve practically. One way to solve this is by adjusting the effective
permeability using strips of Metglas wrapped around the lead cylinder in rings.
If we represent the vertical distance between rings as δz, then as δz is increased,
the effective permeability decreases and the required cloak thickness increases. By
choosing a suitable δz it is thereby possible to achieve a shielding cloak thickness
practically realizable with Metglas 2826 strips.
MSE Coil
The Magnetic Shield Enclosure (MSE) coil will be wound inside the MSE to solve
two challenging problems:
1. It provides a sufficiently uniform external magnetic field to reduce the distortions in the B0 field caused by end cap penetrations. Note that the MSE coil
only improves the uniformity of the internal coils, and does not affect leakage
of external fields into the B0 region.
2. It provides the holding field for polarized 3 He transportation.
The MSE field uniformity is limited by two factors: the spacing between the
coil’s loops and the interaction with the superconducting lead, which is the main
distortion of the external field. Thus, the MSE field will remain uniform if the
experiment is well cloaked.
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Figure 2.5: the 3 He Services system
2.4

Helium-3 Services

This experiment requires high 3 He polarization 98%, especially for the spin-dressing
measurement. However, the required flux is small due to the low density of polarized
3
He : x3 = n3He /n4He = 10−10 . There are three primary tasks for the He-3 system
in the experiment cycle:
1. Injecting polarized 3 He from an atomic beam source (ABS) into the superfluid
4
He .
2. Moving the polarized 3 He from the injection system to the measurement cells
using heat flash.
3. Using the heat flush technique to move the depolarized 3 He from the measurement system to the purifier.
The 3 He system includes three major components: the atomic beam source, the
injection system, and the purification system as shown in Fig.‘2.5 These components
will be discussed next.
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2.4.1

Atomic Beam Source

Initially, a depolarized beam of 3 He enters the quadrupole magnetic field of strength
0.75T . The 3 He atom is a spin 1/2 fermion with two spin states s = ±1/2. Thus,
it will precess around the direction parallel to the field or anti-parallel with Larmor
frequency ω = γ3 |B|. The magnetic field of the quadrupole increases as the helium
atoms move away from the quadrupole axis. The quadrupole field has the form:
~ r) yx̂ + xŷ|B|
~
B(~

p
x2 + y 2 = |~r|

(2.14)

Then, the energy of the 3 He magnetic dipole moment µ~3 is
~ r)
U (~r) = −~µ · B(~

(2.15)

and the force of the quadruple on the beam will be:
~ r)
F~ (~r) = µ(ŝ · ∇)B(~

(2.16)

The magnetic field in the 3 He atom’s rest frame changes in magnitude and direction as it follows its path through the polarizer. If these changes happen too
fast, the atom’s spin will not be able to follow the magnetic field, and the atomic
beam will lose its polarization. To keep the polarization of the 3 He beam, the spin
of the individual atoms must be able to follow the field’s direction adiabatically.
This condition requires the the distortion frequency generated by the change in the
magnetic field when the atom moves through the ABS, calculated as the ratio of the
time derivative of the magnetic field “as seen from the 3 He atom rest frame” to the
holding field, be much smaller than the Larmor frequency generated by the holding
field,
|Ḃ|
 |γ3 B|
(2.17)
|B|
Another point to consider is that the magnitude of the field is theoretically zero
at the polarizer’s center. When the polarized atom moves through this region, it
may lose its polarization, reducing the net polarization of the beam. Despite these
concerns, the polarization loss can still be within the acceptable range and a 98%
polarized beam is achievable [6].
After the quadrupole magnet filters the spins, the 3 He beam will be directed to
the MSE field ( 3µT) through several magnetic coils, as shown in Fig. 2.6.
2.4.2

Injection System

The primary goal of the injection system is to inject polarized 3 He into the superfluid
4
He and deliver it to the measurement cell with minimum polarization loss.
The polarized 3 He produced in the ABS enters the injection volume through a
free surface of superfluid 4 He . The injection volume must be kept at a temperature
of 0.3 K to minimize the 4 He vapor pressure in the injection line and maximize the
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Figure 2.6: coils system to direct the polarized field to the MSE field
beam’s transmission. The superfluid 4 He in the measurement cell may need to be
pressurized to prevent electrical breakdown associated with bubble formation. Thus,
the 3 He must be isolated in the intermediate volume, IV1 during the pressurization
process. After the 3 He is pressurized in IV1, The 3 He will be introduced to the
measurement cells. Fig. 2.7 illustrates the 3 He injection process. The injection
of 3 He requires the measurement cell valve to be open; thus the injection time,
estimated to be 100 seconds, is counted as dead time for the measurement.
2.4.3

Purification System

Because the 3 He loses some polarization after a precession measurement is complete,
it is removed from the measurement cells using heat flush. Heat-flushing of 3 He is
accomplished in two steps. The valve between the measurement cell and ”sequestration volume” (SV) is open in the first step. This operation adds 300 seconds to the
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Figure 2.7: 3 He cycle
measurement’s overall deadtime. The purification system is then isolated from the
measurement cells, allowing the 3 He compression process to be completed. After
isolating the measurement cells, the remaining 3 He will be removed from the system using the purification system. Superfluid valves are used to clean the injection
and purification systems during the precession measurement so that more than 99%
of the injected 3 He is removed before the new cycle. Fig. 2.7 illustrates the 3 He
purification process
2.5

Measurement Cycle

The nEDM@SNS experiment will measure the precession frequencies of the UCN
and 3 He in two identical cells. One cell has an electric field parallel to the magnetic
field, while the other has anti-parallel fields. The difference between the measured
precession in the two cells is proportional to the neutron EDM. The measurement
cycle is described below:
1. Polarized 3 He enters the measurement cells which are initially filled with 4 He.
This step takes 100 sec to provide the desired concentration of 3 He: x3 = 10−10 .
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2. A beam of cold neutrons enters the cells and the neutrons downscatter into
UCNs. The UCNs and 3 He atoms will be polarized along with the main magnetic field B0 of 3µT . The UCN production rate is 0.31 UCN/cc*s. Accounting
for the loss of UCNs, we need 1000 seconds to get the desired UCN density of
xn = 150 UCN/cc.
3. The precession measurement will last 1000 seconds before the 3 He will be too
depolarized to continue using. There are two modes of the measurement:
• In free spin mode, a π/2 pulse is applied to flip the spin of UCN and
3
He to a plane perpendicular to the B0 field. Then UCN and 3 He are
allowed to spin freely. The difference in the precession frequencies of the
neutron and 3 He spins is measured by the scintillation light generated in
liquid helium as a result of the capture of neutrons by 3 He. The SQUID
pick-up loops, which serve as monitors of the field, are used to measure
the 3 He’s precession frequency. The frequency shift between the two cells
will indicate the existence of an nEDM. The precession measurement will
take 1000 seconds before the 3 He will be sufficiently depolarized.
• In critical dressing measurement, an AC magnetic field is applied by the
dressing coil. The field will cause the 3 He atoms and UCNs to precess
at the same frequency, and thus, the neutron-3 He capture rate drops to
zero. A nonzero nEDM causes a relative precession frequency since the
EDM of 3 He is zero. The neutron frequency shift will raise the capture
rate with time which is detected as an increase in the scintillation rate.
4. The heat flush technique is used to remove the 3 He from the cell through the
purification system. This step takes 300 seconds to reduce the concentration
of 3 He to x3 < 10−12 in the cells.
This cycle of 2400 sec has only 1000 sec of measurement time. The rest of the
time is considered dead time. The required measurement time to reach the expected
sensitivity is 300 days which can be achieved in three work years.
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Chapter 3 The Magnetic Scalar Potential

The magnetic scalar potential is a useful quantity to describe the magnetic field in
~ = 0) because the scalar quantity has only
a region free of sources (i.e. J~ = 0, M
one component at any point in space while the field has three components. Since
the target region where we want a uniform field is a source-free region, we can use
the magnetic scalar potential to design the magnetic coils and/or optimize the coils’
location. In this chapter, we will discuss the Magnetic Scalar Potential method of
designing coils, which will be used in Sec. 4.2 and Sec. 4.3 to design the magnetic
cloak and the test coils for the experiment. Then we will use the magnetic scalar
potential to expand the magnetic field on the orthogonal basis of ”Cartesian solid
harmonics”. This expansion will be used for optimizing the location of the coils in
chapters 5 and 6.
3.1

Magnetic Scalar Potential method of designing coils

Traditionally, magnetic coil design entails beginning with a basic design, calculating the magnetic field using the Biot-Savart law or the finite element method,
and iterating adjustments to the wingdings until the desired field configuration is
achieved. Using the magnetic scalar potential, coil design can be performed exactly
as a boundary value problems. Ref [23, 40] discuss the physical meaning of the magnetic scalar potential and how it can be used for designing magnetic coils. Starting
from Maxwell equations in a free region, the magnetic field is characterized by the
static Maxwell equations
~ ×H
~ =0
∇
(3.1)
and
~ ·B
~ = 0.
∇

(3.2)

Here we assume that the target region has the permeability of free space, µ0 , which
~ field instead of the H
~ field since B
~ = µ0 H,
~ although this is
allows using the B
not required by the method. According to the potential theorem, any curl free field
~ = ~0) in an arbitrary region can be written as the gradient of a scalar quantity
(∇× H
called the “scalar potential” [41].
~ r) = −∇U
~ (~r),
H(~

(3.3)

where U (~r) is the magnetic scalar potential and satisfies the Laplace equation. In
the target region, the required magnetic field and thus the potential is known.
However, the outer region can have permeable materials. Thus, we need to solve for
an arbitrary material with permeability µ in the outer region.
At the boundary, we have two conditions:
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Figure 3.1: Dirichlet and Neumann boundary conditions
~ B
~ = 0), which forces the normal component
1. The zero divergence condition (∇·
of flux lines to be continuous at the boundary.
2. The curl free condition which requires that the discontinuity of the tangential
component of the magnetic field at the boundary be set by the surface current
at this boundary.
In the following we will use the zero divergence condition to solve for the flux return
in the outer region and the curl free condition to solve for the required current at
the boundary to provide the desired field at the target region.
To simplify the boundary conditions and interpretation of the scalar potential,
let us introduce a thin transition layer between the target volume and the outer
return volume which will define the coil geometry. This transition region will allow
solutions to be found for each region separately. As the thickness of the transition
layer goes to zero, the flux return in the outer region must have the same normal
component of the magnetic field at the target region surface due to the conservation
of the magnetic flux in the closed surface, as shown in Fig.3.1.
~ in = n̂ · B
~ out ,
n̂ · B
or

(3.4)

∂
∂
Uin (~r) = µ Uout (~r).
(3.5)
∂r
∂r
The magnetic scalar potential in the target region Uin can be easily obtained from
the required field and thus we can solve for the scalar potential in the outer region
Uout .
µ0
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The magnetic field’s tangential component is determined by the current in the
transition region. This current is the sum of the current of the inner solution (target
to transition) and the outer solution (transition to exterior). Using the integral form
of Ampere’s Law:
I
~ r) · d~r = Iencl .
H(~
(3.6)
Then, the surface current density required in the target-transition closed-loop to
provide the field in the target region can be calculated from the solution of magnetic
scalar potential in the target region:
~ in (~r) = −n̂ × H
~ in = n̂ × ∇U
~ in ,
K

(3.7)

and the surface current density required in the transition–outer closed-loop to provide the flux returns in the outer region is
~ out (~r) = −n̂ × H
~ out = n̂ × ∇U
~ out .
K

(3.8)

In general, the solution of the magnetic scalar potential in the outer region
Uout is not easy to solve because of the irregular shape of the outer region and
possibly materials with different magnetic permeabilities. For example, the different
thicknesses of the G10 between the coil and the shielding will give different solutions
to the magnetic scalar potential in the outer region, which will need different surface
~ out (~r). Using COMSOL Multiphysics, we can provide a good
current densities K
simulation of the magnetic scalar potential in the outer region, as discussed in
Sec. 4.3. Then, the total surface current density is the sum of the inner and outer
solutions,
~ r) = K
~ in (~r) + K
~ out (~r)
K(~
(3.9)
This surface current provides the maximum field uniformity in the target region. It
is not easy to build coils with surface current elements however; usually the coils
are built of wires. Thus, the last step in this method is to generate the windings of
the coil in the transition region. To do that, we calculate a set of equal potential
surfaces that differ by multiples of a small constant amount of scalar potential δU .
The intersection of this set with the boundary of the transition region form contours
that define the optimal winding pattern of the coil.
3.2

Cartesian Solid Harmonics

The magnetic field can be expanded into an orthogonal basis in which each basis
element can be tuned separately. The elements of the Jacobian matrix Jij = ∂Bi /∂xj
describing the first-order gradient of the magnetic field are not independent, since
there are only 5 gradients (the ` = 2 spherical harmonics), but there are 9 matrix
~ = 0 and ∇ × B
~ = 0 in free space. For example, if ∂By
elements related by ∇ · B
∂y
∂Bz
x
remains constant the change in ∂B
is
equal
to
the
negative
change
in
due
to
∂x
∂z
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y
x
zero divergence, and ∂B
= ∂B
in a curl-free condition. A proper explanation of
∂y
∂x
the magnetic field is needed to describe the magnetic coil system’s theoretical limit
and design the pentagon trim coils system. Ref. [2] discusses the Cartesian solid
harmonic expansion of the magnetic field. Starting from the Taylor expansion of
the magnetic field, which given by 3.10


Π
(~
r
)
x,`,m
X
~ r) =
B(~
G`,m  Πy,`,m (~r) 
(3.10)
`,m
Πz,`,m (~r),

where G`,m are the expansion coefficients called the generalized gradients, with units
~ `,m are the basis fields, called the Cartesian solid harmonics, with
[G cm−` ], and Π
units [cm` ].
~ starting from Maxwell equations in the free
We can construct the functions Π
~
~
~ can
magnetic source region. Since ∇ · B = 0 and ∇ × B = ~0, the magnetic field B
be written as the gradient of a magnetic scalar potential U .
B(~r) = −∇U (~r)

(3.11)

using the Maxwell’s second equation ∇ · B = 0
∇2 U (~r) = 0,

(3.12)

the Laplace equation. The solution to Laplace’s of the `th degree is a linear combination of the spherical harmonic functions of the same degree Y`,m (θ, φ) multiplied
by rl .
X
X
g`m r` P`m (cos θ)eimφ
(3.13)
f`m r` Y`,m (θ, φ) =
U`,m (~r) =
`,m

`,m

where the f`m and g`m are normalization constants, the factors r` Y`,m are the solid
harmonics, and P`m are the associated Legendre polynomials, given in table 3.1 up
to the fifth order of `.
The gradient of the magnetic scalar potential, Eq. 3.13, is the magnetic field,
appears in the left hand side of Eq. 3.10. Thus, the gradient of the solid harmonics
r` Y`,m (θ, φ) is the orthogonal basis of the magnetic expansion, called the “Cartesian
solid harmonics”.
Πx,`,m (~r) = ∂x r` Y`,m (θ, φ)
`

(3.14)

Πy,`,m (~r) = ∂y r Y`,m (θ, φ)

(3.15)

Πz,`,m (~r) = ∂z r` Y`,m (θ, φ)

(3.16)

Note that the Cartesian solid harmonics of degree ` − 1 are obtained by taking
the gradient of all possible harmonic polynomials of degree `. In this chapter we
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Table 3.1: Associated Legendre polynomials up to ` = 5.
` m
1 0
1 1
2 0
2 1
2 2
3 0
3 1
3 2
3 3
0
4 1
4 2
4 3
4 4
5 0
5 1
5 2
5 3
5 4
5 5

P`m (cos θ)
cos θ
− sin θ
1
(3
cos2 θ − 1)
2
−3 cos θ sin θ
3 sin2 θ
1
cos θ (5 cos2 θ − 3)
2
− 32 (5 cos2 θ − 1) sin θ
15 cos θ sin2 θ
−15 sin3 θ
1
(35 cos4 θ − 30 cos2 θ + 3)
8
− 52 cos θ (7 cos2 θ − 3) sin θ
15
(7 cos2 θ − 1) sin2 θ
2
−105 cos θ sin3 θ
105 sin4 θ
1
(63 cos5 θ − 70 cos3 θ + 15 cos θ)
8
15
− 8 (21 cos4 θ − 14 cos2 θ + 1) sin θ
105
(3 cos3 θ − cos θ) sin2 θ
2
(9 cos2 θ − 1) sin3 θ
− 105
2
945 cos θ sin4 θ
−945 sin5 θ

will follow the notation in Ref [], which specifies the gradient order by degree `. For
example, the zeroth-order gradient, which has ` = 0, is a totally uniform magnetic
field, and the first-order gradient, which has ` = 1, is the linear gradient of the
magnetic field (a quadrupole, or ` = 2 scalar potential term). The first several
Cartesian solid harmonics basis taken from Ref. [] are listed in Table ??.
Now we need to connect these gradients to the Jacobian matrix
 ∂B ∂B

∂B
∂Bi
=
∂Xj

x

x

∂x
 ∂By
 ∂x
∂Bz
∂x

∂y
∂By
∂y
∂Bz
∂y

x

∂z
∂By 
∂z 
∂Bz
.
∂z

(3.17)

We can rewrite Eq. 3.10
~ r) =Bx x̂ + By ŷ + Bz ẑ
B(~
1
Bx =G0,1 + G1,−2 y + G1,0 (− x) + G1,1 z + G1,2 x + O(G2,m )
2
1
By =G0,−1 + G1,−2 x + G1,−1 z + G1,0 (− y) + G1,2 (−y) + O(G2,m )
2
Bz =G0,0 + G1,−1 y + G1,0 z + G1,1 x + O(G2,m ),
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(3.18)

Table 3.2: The basis of harmonic polynomials sorted by degree.
`
0
0
0
1
1
1
1
1
2
2
2
2
2
2
2
3
3
3
3
3
3
3
3
3

m
−1
0
1
−2
−1
0
1
2
−3
−2
−1
0
1
2
3
−4
−3
−2
−1
0
1
2
3
4

Πx
0
0
1
y
0
− 12 x
z
x
2xy
2yz
− 12 xy
−xz
− 14 (3x2 + y 2 − 4z 2 )
2xz
2
x − y2
3x2 y − y 3
6xyz
1
2
− 2 (3x y + y 3 − 6yz 2 )
− 32 xyz
3
(x3 + xy 2 − 4xz 2 )
8
1
− 4 (9x2 z + 3y 2 z − 4z 3 )
−x3 + 3xz 2
3 (x2 z − y 2 z)
x3 − 3xy 2

Πy
1
0
0
x
z
− 12 y
0
−y
x2 − y 2
2xz
− 14 (x2 + 3y 2 − 4z 2 )
−yz
− 21 xy
−2yz
−2xy
x3 − 3xy 2
3 (x2 z − y 2 z)
1
− 2 (x3 + 3xy 2 − 6xz 2 )
− 41 (3x2 z + 9y 2 z − 4z 3 )
3
(x2 y + y 3 − 4yz 2 )
8
− 23 xyz
−3yz 2 + y 3
−6xyz
−3x2 y + y 3

Πz
0
1
0
0
y
z
x
0
0
2xy
2yz
1
2
z − 2 (x2 + y 2 )
2xz
2
x − y2
0
0
2
3x y − y 3
6xyz
3yz 2 − 43 (x2 y + y 3 )
z 3 − 23 z (x2 + y 2 )
3xz 2 − 34 (x3 + xy 2 )
3 (x2 z − y 2 z)
x3 − 3xy 2
0

then the Jacobian will be


G1,2 − 21 G1,0
G1,−2
G1,1

G1,−2
−G1,2 − 12 G1,0 G1,−1  + O(G2,m )
G1,1
G1,−1
G1,0

(3.19)

We see from Eq. 3.19 that the Jacobian matrix is symmetric (corresponding to
~ = 0 in free space) and traceless (corresponding to the fact
the fact that ∇ × B
~ = 0). The latter fact entails that the three diagonal elements have only
that ∇ · B
two degrees of freedom: a change in any one component would case a change in at
least one of the other two components. Although the Jacobin matrix is not totally
orthogonal, plotting the each element of the Jacobian gives an easy and conventional
way of visualizing the higher order gradients.
In the chapter 5,and 6 we will use the field expansion for the numerical calculations and the Jacobian matrix plots to visualize the field and its gradients
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Chapter 4 Magnetic Cloak

4.1

Introduction

The SNS-nEDM experiment requires an extremely stable magnetic field, ≈ 0.1 ppm
during the measurement time, to prevent the dephasing of the UCN and 3 He [6].
Therefore, the static shielding of the Magnetic Shield Room (MSR) is not sufficient.
Shielding specifically for time-varying magnetic fields can achieve this stability.
The magnetic cloak consist of a superconducting shield covered by a ferromagnetic material. The ferromagnetic material shields its interior by providing a low
reluctance path for the magnetic flux lines and thereby preventing them from going
through the shielded region. Thus ferromagnetic materials are good for shielding
the static magnetic field (DC field). However, ferromagnetic materials are not good
at shielding the time-dependent field (AC field) due to the skin effect. The skin
effect becomes more important as the frequency of the field increases, reducing the
shielding factor of the material 1 . Ref. [61] discusses this effect in more detail and
shows that the skin effect is not negligible when f > ρ/t2 πµ0 µr , where f is the
frequency of the magnetic field perturbation, t is the thickness of the shield and ρ
is the material resistivity. For the Metglas with, t = 1 mm, ρ = 1.38 × 10−6 [Ωm],
µr = 0.8 × 106 , the skin depth effect becomes important for frequencies greater than
1 Hz.
On the other hand, superconductors are perfectly diamagnetic with permeability
µ = 0. Thus, the magnetic field inside the superconductors is zero and due to the
small skin depth superconductors are also ideal for dynamic shielding of AC field.
The eddy currents induced on the superconducting surface will prevent the external
magnetic field’s penetration, and in fact, the superconductor will repel existing
fields out of the matter. This is known as the Meissner effect [46]. As a result, the
superconductor has a small London penetration depth 2 .Unlike the ferromagnetic
shielding which attracts the magnetic flux, the superconductor pushes magnetic flux
lines away from the superconductor by generating its own surface currents. This
surface current causes a distortion in the external field, which is a problem for
the B0 package in the MSR. Sec. 2.3 described how the MSR coil was required to
create a uniform field to maintain the polarization of 3 He and neutrons during the
transport into the measurement cells, and also to restore field uniformity inside the
B0 coil. Fortunately, the field distortion is static, and the uniformity of the external
magnetic field can be restored by shielding the superconductor distortion with the
right thickness of ferromagnetic material, which we call a ”Magnetic Cloak”, as
1

The shielding factor S is defined as the ratio of the external field Bout to the inner field Bin
Bout
Bin .
2
The magnetic field inside the superconductor decays exponentially with a decay length constant called the London penetration depth λl
S=
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discussed in section 4.2.
The MSE field will be parallel to the end caps of the superconducting cylinder,
and thus no distortion of the MSE field will be caused by these surfaces. The only
surface that needs to be cloaked is the cylindrical side of the superconducting shield
where the external field is perpendicular to this surface.
Since the central volume magnet package of the nEDM@SNS experiment is being
developed and tested at the California Institute of Technology (Caltech), we need
to build a coil inside the cylindrical mu-metal shield (MS) at Caltech to mimic the
MSE field at Oak Ridge National Laboratory (ORNL). The MS coil should provide
a sufficiently uniform magnetic field of variable strengths up to 0.3 G, 10 times
larger than the MSE field, to test the uniformity of the cloak at larger fields which
are easier to measure.
This chapter discusses the magnetic cloak and MS test coil design using the
magnetic scalar potential method described in sec 3.1. We will start with the twodimensional cloak of Section 4.2 and generalize it to the three-dimensional cloak.
Then, in section 4.3, we will discuss two designs of MS coils that use the magnetic
scalar potential method described in Ref. [23] to optimize the winding of the coils.
4.2

Magnetic Cloak

The magnetic cloak consists of a superconductor covered by a layer of ferromagnetic
material. Superconductors are highly sensitive to external electric and magnetic
fields. Due to the extremely high conductivity of superconductors, even small electric or magnetic fields induce charge buildup or current flow, respectively, on its
surface in order to zero out the electric or magnetic fields within its interior.
The ferromagnetic layer creates a low reluctance path for the magnetic flux
reflected from the superconductor surface to restore the background field uniformity.
If the thickness of the ferromagnetic layer is too large, it will attract more flux lines,
creating a high magnetic flux density at its surface in the field direction and a
low-magnetic flux on the surface perpendicular the field (see Fig.4.1b). On the
other hand, if the layer is too thin, it will not remove all the distortion of the
superconductor (see Fig.4.1a).
In this section, we solve the two-dimensional problem and find the thickness of
the ferromagnetic material that cancels the superconductor distortion. Then, we
will look at the 3D case at the nEDM@SNS experiment.
4.2.1

2D Cloak

Suppose we have an infinitely long cylinder of radius a made of superconducting
material, covered by ferromagnetic material of permeability µ and thickness t. This
cylinder is placed in a uniform magnetic field perpendicular to its axis. Then what
thickness t of the ferromagnetic material will restore the uniformity of the external
field?
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Figure 4.1: COMSOL simulations for the 2D cloak: (a) a superconducting cylinder
in a uniform magnetic field (b) ferromagnetic ’Mu-metal’ in a uniform magnetic field
(c) a superconducting cylinder of radius R shielded by ferromagnetic ’Mu metal’
material of thickness t = µRr in a uniform magnetic field
Since there is no magnetic field source in the region of interest, the magnetic
field can be expressed as a gradient of the scalar potential U . The scalar potential
satisfies Laplace’s equation ∇2 U = 0. Moreover, since we have z-symmetry, we can
use the general solution of the Laplace equation in polar coordinates:
X
X
U = C + D ln[ρ] +
(Am ρm + Bm ρ−m ) cos mφ +
(Em ρm + Fm ρ−m ) sin mφ.
m

m

(4.1)
We can choose C = 0, D = 0, Em = 0, and Fm = 0 because of the symmetries
of the problem. Since the magnetic field inside the superconductor is zero the
magnetic scalar potential is also zero U0 = 0, the general solution, Um , inside the
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ferromagnetic material must be
Um = (Aρ + Bρ−1 ) cos φ,

(4.2)

and the general solution in the outer region Uout is
Uout = (−H0 ρ + Cρ−1 ) cos φ,

(4.3)

At the surface of the superconductor the normal component of the magnetic field
must be zero. Thus:
∂Uin
=0
∂ρ

at

ρ=a

(4.4)

and at the ferromagnetic surface the normal component of the magnetic field must
~ ·B
~ = 0) and since the surface current is zero the tangential
be continuous (∇
~ ×B
~ = 0). Thus:
component of the magnetic field is also continuous(∇
µ

∂Uout
∂Uin
=
;
∂ρ
∂ρ

∂Uin
∂Uout
=
∂φ
∂φ

at

ρ = b.

(4.5)

Using these three boundary conditions we can solve for A, B, and t = b − a such
that C = 0 (to restore the uniformity of the external field), we get:
A=
B=

2H0 b2
,
b2 (1 + µ) + a2 (1 − µ)

(4.6)

2H0
,
+ µ) + a2 (1 − µ)

(4.7)

b2 (1

and
t=

a
µ

(4.8)

Ideally, if we cover the superconductor with ferromagnetic material of permeability µ and thickness t = a/µ, the uniform external field will maintain its uniformity,
and the superconductor interior will be completely invisible to the an external dipole
field.
4.2.2

Magnetic Cloak for the nEDM@SNS Experiment

In general, analyzing the field due to the magnetic cloak of a finite cylinder is
more complicated than for an infinite cylinder. However, the MSE field at the
nEDM@SNS experiment is perpendicular to the axis of the central volume cylinder.
As a result, the superconducting end caps will not interact with the external field;
hence, no ferromagnetic shielding is required for the end caps.
Metglas will be used to cover the superconducting shield of diameter 2.3 m.
The relative permeability of Metglas is 8 × 105 . Therefore, the required thickness
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of Metglas to restore the uniformity is 1.4µm. It isn’t easy to find Metglas with
this thickness. The solution of this problem is to use strips of Metglas forming
rings around the superconducting shield[6]. These rings are separated by a vertical
distance ∆z such that:
t
a
∆z =
=
,
(4.9)
0
nwt
µnwt0
where a is the radius of the superconducting shield, and n, w, and t0 are the number,
width, and thickness of the Metglas film, respectively.
4.3

Test coils

The uniformity of the MSE field is extremely sensitive to the Metglas thickness, as
discussed earlier. Therefore it is important to test the cloak before using it at ORNL
in a uniform magnetic field and measure the distortion of gaps in the experiment’s
cloak.
The cloak will be developed at Caltech in a cylindrical mu-metal shield of height
Hµ = 130 inches with radius Rµ = 72 inches. This shielding is supported by a G10
cylinder of thickness 1 inch inside the mu-metal. We are going to use the G10 as a
coil support. The apparatus height is 150 inches, including the 6 inch feet. Thus 14
in of the apparatus is not shielded. The cos-theta coil geometry should thus be a
cylinder of height Hc = 136 inches with a dome on the top of height Hd = 14 inches
and radius Rc = 71 inches.
This coil is designed to mimic the MSE field and provide a variable field of
strength up to 300 mG, with a relative gradient of less than 2% in the targeted
volume, which is enough to reach the critical field of the superconductor. Besides
that, the coil will provide an external field that prevents the B0 field from leaking
through the annular gaps at the superconducting end cap, enhancing the B0 uniformity. The cos-theta coil will also provide a holding field for the 3 He transport to
the cell.
Using the magnetic scalar potential method of designing coils described in Sec. 3.1,
we designed a modified version of a cos theta coil that mimics the MSE field and
satisfies the required uniformity. It was designed following the succeeding analysis.
2D Analytical Solution
~ = H0 x̂.Therefore,
The required field is a uniform field in the x̂ direction of the form H
the inner scalar potential solution is Uin = H0 ρcosφ. The magnetic field of the coil
infinitely far away from the coil is zero. the only surviving term of Eq. 4.1 in the
external region is thus
Uout = Bρ−1 cos φ.
(4.10)
matching the normal component at the transition layer, we solve for the flux return
in the outer region
B = a2 H0
(4.11)
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From this solution, we extract the winding current density from the Dirichlet boundary condition (the tangential component).
K(ρ, φ) = n̂ × (∇Uin − ∇Uout )
= n̂ × (H0 cosφ + a2 H0 /ρ2 cos φ)
= 2H0 n̂ × cos φ
= 2H0 sin φẑ.

(4.12)
(4.13)
(4.14)
(4.15)

For an unshielded infinitely long cylinder, the required surface current distribution is thus 2H0 sin φẑ to provide a uniform magnetic field in the x̂ direction of
strength H0 inside the cylinder. Now if we plot a set of equipotential surfaces differing by multiples of a small constant amount ∆U , these surfaces will be separated
by multiples of the distance δx, which specify the wire location on the surface of
the cylinder.
3D Solution
In the three-dimensional case, the flux return lines can be closed on the top and
bottom of the cylinder (see Fig. 4.2). This forces the equal potential surfaces to
curve at the cylinder ends, which makes the distance between the windings not
constant as in the 2D case. To account for the fringing effect, we need to use the
three-dimensional solution of the Laplace equation in cylindrical coordinates. This
calculation can be easily done using COMSOL Multiphysics, as Fig. 4.2.
However, if the cylinder side is covered by ferromagnetic material, the flux return
of the cos-theta coil will find its path through the ferromagnetic and the distortion
of the cylinder ends will be removed, as we will see in the next section.
4.3.1

Modified Cosine-Theta Coil

Using COMSOL Multiphysics with the ”Magnetic Field no Current” module, we
specify the geometry of the coils (a cylinder with a dome on the top), the magnetic
material in the outer region (a thin layer of mu-metal), and the magnetic field in
the target region (H0 x̂).
The inner solution is
Z
Uin = − H0 dx = −H0 x,
(4.16)
and thus
∆U = −H0 ∆x

(4.17)

Because the potential in the target region is linear with the x, the separation distance
between the equal potential surfaces is ∆x. Fig. 4.3(a) shows the contours of the
scalar potential in the inner region.
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Figure 4.2: COMSOL Multiphysics; the 3D solution of the magnetic scalar potential.
The blue lines are equal potential surfaces and the red lines are the gradient of
potential which is a uniform magnetic field in the x̂ direction.
Then we generate the outer solution for the magnetic scalar potential using the
Neumann boundary condition. Since we have mu-metal around the coil, the mumetal creates a low reluctance path for the flux to return. Thus, only the unshielded
region will have a significant magnetic scalar potential solution, see Fig 4.3(b). Now
we have tow solutions for the scalar potential(the inner and outer). we use Dirichlet
boundary conditions to solve for the current in the transition region. The potential
difference between the outer and inner regions is the integrated surface current
needed to provide the required field. Then we plot equal potential contours using
the scalar potential, which determines the winding location. The field uniformity
requirement sets the coil’s number of winding, see Fig 4.3(c,d).
The next step is converting the equal potential contours to wires and testing
the uniformity of the coil’s field. We extract the contours as a large number of
points. Then we use Matlab to organize the points, reduce them to 20 points for
each winding loop, and transfer them back into COMSOL as polygon geometry.
We use currents along the polygons of the new COMSOL model and the magnetic
material in the outer region (the mu-metal) to solve for the magnetic field in the
targeted region see Fig 4.4.
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Figure 4.3: COMSOL model (Magnetic Field no Current) solving for the magnetic
scalar potential. (a) The upper left is the inner solution that required to provide
a uniform magnetic field in x̂. (b) The upper right is the outer solution required
to count for the flux return. The lower plots are the total solution that is required
to provide a uniform magnetic field in x̂ in the target region in the presence of the
magnetic shielding. (c) The lower left is the XY view. (d) The lower right is the
XZ view.
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Figure 4.4: COMSOL model (Magnetic Field): the magnetic flux density that results
from 1A running through the wires of the coil. (a) The XZ view. (b) The XY view.
This model shows that we can achieve the required uniformity for the cloak test
using only 18 winding loops, which is not difficult to construct. The G10 will be
used as a frame to hold the coils, as illustrated in Fig 4.5. We will use copper
screws with two holes to connect the top wire segments to the side segment. This
connection allows removing the end cap with minimal damage to the coil structure.
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Figure 4.5: Schematic diagram which shows construction of the cos theta coil on
the G10 at Caltech
.
4.3.2

Saddle Cosine-Theta Coil

The final coil model is one which allows full access to the cryostat through the
top of the cylinder, since we will not have any wires above the end cap. The field
uniformity will be worse than the cos-theta coil in the top region, and thus, this
design cannot be used as a holding field for the polarized 3 He. However, building
a saddle coil cos theta coil is much easier than a regular cos theta coil, Therefore,
we can a saddle coil with high number of winding which may provide higher field
uniformity for testing the cloak. Ref [9]discuss the field profile of a prototype saddle
cos theta and shows that the field uniformity goal can be achieved with only 30
turns of winding.
The design method is similar to that for the cos theta coil. However, in the
saddle coil there are no wires on the end cap; thus, the coil geometry is simply an
open cylinder, and since mu-metal will provide a low reluctance path for the flux
return, the external solution for the magnetic scalar potential can be ignored.
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Figure 4.6: Saddle cos-theta coil. The left figure shows the coil’s geometry of 20
closed loops and the right plot shows the magnetic flux density as a result of running
1A through the wires.
Copyright© Ahmad H Saftah, 2022.
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Chapter 5 The Holding Field for 3 He Injection System

The Helium-3 Services system is being developed at the University of Illinois, UrbanaChampaign (UIUC) in five phases. Phase one was the construction of the dilution
refrigerators (DR), and was completed in June 2019. Phase two, the current phase,
focuses on simulating, building, and testing the injection volume subsystem. Phase
three focuses on building the purification subsystem. Phases four and five will be
testing the 3 He system in high and low magnetic fields, respectively. Fig. 5.1 summarizes the development process of the Helium-3 system.

Figure 5.1: summary of the development process of the Helium-3 system at the
University of Illinois Urbana-Champaign.
One of the objectives in Phase 2 is to test the wall depolarization of the injection
system. Wall depolarization measurements require a uniform magnetic field to maximize the longitude and transverse relaxation times T1 and T2 , respectively. In these
measurements the depolarization rate due to the non-uniformity of the magnetic
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field must be much lower than the expected wall depolarization rate. As we will see
from an analysis of the T1 and T2 constraints, this could be challenging.
Another concern are the background field gradients. Since there is no magnetic shielding in the lab, we must actively cancel the background field gradients.
Therefore we designed two systems:
1. The holding field for the polarized 3 He beam, which will be discussed in this
chapter.
2. A gradient cancellation system for arbitrary background fields, which will be
discussed in the next chapter.
5.1

Magnetic Field Homogeneity Requirements to Measure the Depolarization on the Cell Wall

A highly uniform magnetic field is necessary for wall depolarization measurements
in order to optimize the longitude and transverse relaxation periods T1 . The depolarization rate caused by magnetic field non-uniformity needs to be 10 times smaller
than the estimated wall depolarization rate.
In the injection system, the field must be optimized in three volumes to maintain
the polarization of 3 He , as illustrated in Fig. 5.2.
The first volume of interest is the meta stable-exchange optical pumping (MEOP)
cell, where 3 He is polarized along the magnetic field at room temperature. The cell is
a cylinder with a diameter of 5 cm and a length of 10 cm along the x-axis, located at
(0, 0, 100) cm, with respect to the origin at the center of the magnetic coils system.
After the 3 He is polarized, the spin cell is opened to transfer polarized 3 He to the
injection volume cell where a free induction decay (FID) measurement takes place.
Thus, we will also call it the “measurement cell” in this chapter1 . The measurement
cell is a cylinder with a diameter of 5 cm and a length of 5 cm along z-axis located
at (0, 0, −100) cm. The third volume is the injection line, which is a cylindrical glass
tube of 1 cm diameter and length 200 cm along z-axis between the other two cells.
The temperature along this line is gradually decreasing from 300 K at the MEOP
cell to 0.3 K at the measurement cell, see Fig. 5.2.
5.1.1

Longitude Relaxation T1 Constraints

T1 Constraint in the Measurement and MEOP cells
The relaxation time T1 caused by the wall depolarization is obtained from Ref [67]
 
S
1
=
hviPd ,
(5.1)
T1 w 4V
1
The measurement cell in this chapter is the injection volume cell described in Sec. 2.5, not
the measurement cell of the nEDM@SNS apparatus.
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Figure 5.2: Schematic of the coil system to test the wall depolarization in the
injection system. The left plot is the XZ-view of the CAD model and the right plot
is a 3D MATLAB model
.
where S is the total surface area of the depolarizing surfaces, V is the total volume
occupied by the spins, hvi is the thermal velocity of 3 He , and Pd is the probability
of depolarization per bounce off of the walls.
The best case scenario for Pd is ∼ 1 × 10−7 (equivalent to Kapton). At 0.3 K the
3
He has a thermal velocity hvi = 30 m/s. Using the dimensions above, V = 122 cm3
and S = 162 cm2 , giving T1,w ∼ 1 × 104 s. Therefore, the relaxation time due to the
non-uniformity of the magnetic should be T1,G > 1 × 105 s.
T1,G imposes constraints on the change in the transverse component of the mag~ =
netic field. Assuming a uniform field in x̂ direction with linear gradients B
~
B0 x̂ + ∇B(r)~r with respect to position, then T1 is given by [45]
 
|∇By |2 + |∇Bz |2
1
=D
,
(5.2)
T1 G
B̄ 2
where D is the diffusion
of the spins, By and Bz are the transverse magnetic
p 2 constant
2
2
fields, and B̄ = Bx + By + Bz is the mean strength of the holding field. The
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Figure 5.3: The diffusion constant of 3 He at relative concentration x3 = 10−6 (left
plot) and x3 = 10−5 , 10−4 (right plot) as a function of temperature
mean field has linear and nonlinear gradients at the locations of the cell. Therefore,
a useful bound on T1 can be obtained by using the largest gradients of the relevant
volume.
The diffusion constant of 3 He depends on the 3 He concentration and the temperature (see Fig. ??). The expected diffusion constant in this test is 1 < D <
100 [cm2 /sec]. [27];
Using T1 ∼ 105 s and the largest expected value of the diffusion constant D ∼
100 cm2 /sec, we calculate the required transverse uniformity from Eq. 5.2
|∇By |2 + |∇Bz |2
≤ 3 × 10−4 [cm−1 ].
B̄ 2

(5.3)

T1 Constraint in The Injection Line
The 3 He occupies the injection line during the transition from the MEOP cell to
the measurement cell. The T1 constraint on this volume is that the polarization loss
due to magnetic field gradients during the downward trip should be less than 5%.
Determining how this constraint plays out is challenging due to the temperature
gradient between the two cells. The diffusion constant varies by about two to three
orders of magnitude. Thus, it was important to simulate the polarization loss due
to the motion in the injection line using the Bloch equation, as will be discussed in
Sec. 5.3.2. However, a good way to estimate acceptable fields is to use the average
time that the 3 He will spend in the injection line. This time is determined by looking
at the pressure inside the polarizing cell, which is about t = 14 s. [27] Now we can
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solve for T1 such that the polarization loss is less than 5% and use it in Eq. 5.2,
e
5.1.2

− Tt

1

≥ 0.95 =⇒

|∇B⊥ |
≤ 5 × 10−3 cm−1 .
B0

(5.4)

Transverse Relaxation Time T2 Constraint

The Signal to Noise Ratio (SNR) of free induction decay is proportional to the time
the signal lasts, which is the decay time T2 . It is crucial that T2 is much longer
than the time it takes to tip the spins from the axis of the holding field. For the
measurement cell, the strongest requirements on T2 follow from the requirement on
the SNR and from demanding that T2 is much longer than the tipping time. The
tipping time is ∼10 ms [27].
The T2 time can be determined in a variety of limiting cases which depend on
the strength of the gradient of the parallel field component (Bx ), the length of the
measurement cell, and the diffusion constant. The first such limiting case is when
the signal exponentially decays due to smaller gradients. The free induction decay
signal will decay sufficiently exponentially if the following criteria is met.
Table. 5.1 summarizes the field uniformity requirements for the wall depolarization measurement.
Table 5.1: Summary of the field uniformity requirements in the polarizing cell,the
injection line, and the measurement cell.
Volume
polarizing
injection
measurement

Transverse Gradients
Goal (By , Bz )
|∇B⊥ |
≤ 10−4 cm−1
B0
|∇B⊥ |
≤ 10−3 cm−1
B0
|∇B⊥ |
≤ 10−4 cm−1
B0

Longitudinal Gradients
Goal (Bx )
N/A
N/A
∇Bk| ≤ 10−4 Gauss /cm

Spin Echo Technique
The NMR signal decays in time due to both the loss of polarization. On the other
hand, the dephasing caused by the transverse relaxation can be removed by applying
a π-pulse that flips the magnetization vectors. If the time between the π/2 and π
pulses is t, the magnetization vectors will form an echo at time 2t [37]. The relative
intensity of the echo to the initial signal is given by e−2t/T2 .
Although the spin-echo technique will not increase the T2 time, it will clear the
FID signal and thus relax the T2 constraint. The new T2 constraint would be difficult
to determine because it depends on the loss of polarization during the spin-flip. It
is also difficult to satisfy the T2 constraint discussed earlier using rst-order gradient
correction coils because the second-order gradient generated by the dipole coils is
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larger than the required longitudinal gradient, as will be demonstrated fsec:Dipole
Coils. Thus, we decided to build first-order gradient correction coils and rely on the
spin-echo technique to relax the T2 constant. However, if the SNR still not good
enough, we will need to build second-order gradient correction coils. We will discuss
the design of both the first-order and second-order correction coils in Sec. 5.2.2,and
Sec. 5.2.3.
5.2

Magnetic Coil System to Test the He-3 Services

This system consists of two dipole coils to provide the main B0 field for the measurement and four first-order gradient correction coils or, if needed, eight second-order
correction coils. The dipole coils are rectangular coils of length 311 cm and width
167 cm used for the NPDGamma experiment. The dipole coils each have four sets
of windings: the first set has 36 windings which are used in the initial field mapping, the second set has 12 windings which are used as a shim coil, and the third
and fourth sets have 2 and 1 windings, respectively. However, only 39 (36+2+1)
windings will be used to provide the holding field for the cell wall depolarization
measurement because these three winding sets are wound with copper wire of gauge
AWG 7, allowing a maximum operating current of 35 Amps, while the shim set is
made of AWG 12 copper wire [27] with a lower maximum operating current. Although the maximum magnetomotive force of the dipole coils is 1365 Amp-turns,
this optimization only uses 940 Amp-turns, which was the current used in the initial
field mapping. The current in each coil will be scaled to provide the required field.
The gradient correction coils are square coils of side length 70 cm with 100 turns
in each coil. The maximum current is 5 A.
In this section, we will discuss the magnetic coil system designed to provide a
uniform magnetic field in the volume of interest. Before that we must discuss the
importance of symmetry in the design and optimization of this system.
The Design Symmetry
Symmetry plays an important role in the design of the magnetic coil system. In
this section, we discuss the linear and quadratic terms of the magnetic field. Generally, there are three components of a uniform magnetic field, nine linear gradients
comprising the Jacobian matrix, and 27 quadratic gradients comprising the Hessian
tensor Hijk 2 .
A total of 39 components describe the field and its gradients up to the second
order. Maxwell equations in free space constrain the Jacobian matrix to be traceless
and symmetric. These constraints reduce the independent linear gradients from nine
to five. Similarly, the number of independent quadratic gradients in the Hessian
2

Hessian tensor is the total gradient of the Jacobian matrix or the second derivative of the
2
Bi
field Hijk = ∂x∂ j ∂x
.
k
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tensor is seven (the number of octupole harmonics), as described in the first 15 rows
of Table 3.2. Moreover, using the symmetry of the x- and y-axes, only one linear
gradient and two quadratic gradients survive besides the field in the x-direction. In
other words, if we keep the system symmetric in x and y, we only need to cancel
one first order gradient: G1,1 , and two second-order gradients: G2,1 and G2,3 .
5.2.1

Optimization of the Main Dipole Coils

The purpose of the main “race-track” coils is to create a strong magnetic field in
the x̂ direction. The coil field will reach maximum uniformity if the Helmholtz
spacing SH between the coils is satisfied. In Helmholtz coils, the first and third
derivative of the field are zero at the center due to symmetry and we solve for the
spacing between the coils SH , such that the second-order derivative is also zero at
the center. The first non-zero gradient is the fourth-order gradient which provides
the maximum field uniformity at the center.
∂Bi
=0
∂Xj

symmetry

∂ 2 Bx
|S=SH =0
∂x2
∂ 3 Bi
=0
∂Xj ∂Xk ∂Xl

Helmholtz

condition

symmetry

(5.5)
(5.6)
(5.7)

Ref. [7] discusses the distance between a pair rectangular coils of arbitrary aspect
length to width ratio that satisfies the Helmholtz condition and shows that if √
the
length to width ratio is larger than 3, the Helmholtz spacing is about SH = W/ 3.
In our case, we are more interested in the field at the polarization and measurement cell locations. We can use the same condition at z = ±100 cm, but since we
x
to be the largest gradient of the system. Thus
lose the z-symmetry, we expect ∂B
∂z
we do similar to Helmholtz condition but for the first-order transverse gradient instead of the third-order longitudinal gradient to provide the maximum homogeneity
at the cell location using a pair of coils such that
x

∂z

|S=Sc =0,

(5.8)

where Sc is the separation distance that provides the zero first order gradient at
z = 100 cm. Solving for Sc |z=±100 , we found that Sc = 89.5 cm. At this separation
distance G1,1 will be zero and the first non-zero moments of the system will be the
second order gradients G2,1 and G2,3 . Fig. 5.4 shows the dipole coil gradients as a
function of the separation distance.
Unfortunately, this distance is smaller than the vacuum chamber diameter.
Thus, we will keep the dipole coils at the minimum separation distance which is
about 185 cm. As a result, we expect the non-zero first-order gradient to rise as the
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Figure 5.4: The remaining gradient as a function of the separation distance between
the coils. The left Y-axis shows the first-order gradient and the right Y-axis shows
the second-order gradients
separation distance increases. Fig. 5.5 shows the gradients of the dipole field when
the distance between the coils is 185 cm at the measurement cell.
The total relative gradient of the dipole coils is
1 ∆Bi
= (27.85, 4.99, 49.6) × 10−4 cm−1 .
|B| ∆x
5.2.2

(5.9)

First-order Gradient Correction Coil

The main dipole coils create a magnetic field in the x-direction and we are interested
in a point along the z-axis. Therefore we expect the largest gradient of the dipole
coils at the cells to be
G1,1 =

∂Bx
∂Bz
=
.
∂z
∂x

(5.10)

Generally, we have four parameters to optimize the best locations for the square
coils to cancel G1,1 and keep the x- and y-symmetry: the height of the coils zg1 ,
the distance from the center to coil along x-axis xg1 , the rotation angle around the
y-axis θg1 , and the magnetomotive force Ig1 . These parameters are not independent.
For example, the height of the coils has a strong dependence on θg 1 and Ig1 , while
xg1 has a strong dependence on Ig1 . But the current in the wire is limited to provide
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Figure 5.5: The total gradients of the dipole field at the measurement cell. The
first order gradient G1,1 , which is highlighted in blue, is the largest distortion of the
dipole field. Note that ∂x Bz = ∂z Bx . The fact that one of them is twice larger than
the other is because the length of the cell is double its height. The second-order
gradients G2,1 to G2,3 , which are highlighted in green can not be canceled by the
first order gradient correction coils.
a magnetomotive force of 450 amp-turns. Since we are only optimizing one variable
observable, G1,1 , there are more than one local minima. Thus we can use this as a
constraint during the search for zg1 , xg1 , and θg1 .
For this optimization, we used the minimization method described in Ref. [53].
Briefly, we chose a point in zg1 , xg1 , and θg1 parameter space and then chose a
random direction in parameter space. If the gradient decreases, we move to the new
point and repeat this process until all directions in the parameter space will increase
the gradient, which means that we are at a point that minimizes the gradients of the
system. However, this method does not distinguish between local minima and global
minima, and it is more likely to stop at a local minimum. One partial solution to
this problem is to use grids of initial points in the parameter space to make finding
the lowest minimum more likely.
In MATLAB, this method is coded in a function called fmincon. Using this
function we find that zg1 = 162 cm, xg1 = 62 cm, and θg1 = 30◦ removes the first
order gradient of the system completely at the magnetomotive force Ig1 = 383.82
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Figure 5.6: The total gradients of the dipole field after the use of the first order
gradient correction coils at the measurement cell. The maximum first order gradient
is G1,1 = 8.4 · 10−8 G/cm. We can see the effect of the third-order gradient appear
because the first order gradient is almost completely removed. We also can see that
the second order gradient has not been affected by the correction coils.
amp-turns, as shown in Fig. 5.6.
Note that the second order gradient is almost not affected by this first order
gradient correction and thus it is the largest gradient distortion of the system at
this point. The total relative gradient of the system, including the dipole and first
order gradient correction coils, is
1 ∆Bi
= (3.95, 6.15, 0.26) × 10−4 cm−1
|B| ∆x

(5.11)

Although, this correction coil system does not reach the requirements for the wall
depolarization measurement, this system will be used in conjunction with the spin
echo technique for the initial measurement. In case the first order gradient correction
fails to provide a clear signal due to the shortness of T2 , we can easily switch to the
second order correction coil system, which satisfies the hard requirement of T1 and
T2 and does not rely on spin echo to relax the constraints. We will discuss this
system next.
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5.2.3

Second-order Gradient Correction Coils

To build a second order gradient field, we need four coils around each cell, as shown
in Fig. 5.8. The distance between each adjacent coil, in the y-direction, acts like a
third coil with negative current to build the second order gradient G2,3 as shown in
Fig. 5.7. The optimization method of this system is similar to what we discussed
earlier in Sec. 5.2.2. However, in the second order gradient system we have one
more degree of freedom, the distance yg2 between the coils in the y-direction. Also,
since the cell is not on the coil axis, the operating magnetomotive force Ig2 is larger,
reducing the freedom of xg2 and zg2 .

Figure 5.7: The spherical harmonic Y3,3 (θ, φ), which is closely related to the gradient
G2,3
Using the function fmincon from MATLAB, we found that the best location of
the coils that satisfies the current constraint Ig2 < 500 amp-turns is at xg2 = 60 cm,
yg2 = 55 cm, zg2 = 159 cm, θg2 = 0◦ , and Ig2 = 457 amp-turns. Fig. 5.9 shows
the field of the second order correction system and compares it to the first-order
correction system.
The total relative gradient of the system, including the dipole and first order
gradient correction coils, is
1 ∆Bi
= (1.63, 2.48, 1.53) × 10−4 cm−1 .
|B| ∆x
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(5.12)

Figure 5.8: The second-order gradient correction coils. Four coils around each cell
will be used to cancel G2,3 and G1,1 of the dipole coils at the cell.
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Figure 5.9: The comparison between the second order correction field and the firstorder correction field.
5.3

Polarization Simulations

When we calculated the requirements and constraints imposed by the relaxation
times T1 and T2 Sec. 5.1.1 we used McGregor’s formula [45], which assumes that
~ 0 plus linear gradient ∇B
~ · ~r. However,in
the magnetic field has a uniform term B
our system, most of the field distortion is caused by higher order gradients. Thus,
it is important to simulate the relaxation time for a realistic field. This section will
discuss two simulations: one inside the cell, which will focus on the effect second
order gradients have on the relaxation time T1 ; another will show the polarization
loss due to travel down the injection line. These Monte Carlo simulations propagate
the spin along random trajectories of the diffusive path in the 3 He volume using the
Bloch equation. The coil systems used for these simulations were the two dipole
coils and the four first-order gradient correction coils, as described in Sec. 5.2.2 and
Fig. 5.6.
We used random free path lengths and random directions for the velocity to
determine the time between collisions. The mean free path ` of 3 He depends on
the 3 He diffusivity and the thermal velocity, which is a function of the temperature.
The relaxation time T1 is inversely related to the diffusion constant D, as shown in
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Figure 5.10: The results of 300 runs of the code distributed into ten gradient values.
The blue dots represent the average of 30 T1 simulations for each gradient value,
and the orange line is the calculated T1 from McGregor’s formula.
McGregor, Eq.5.13 [45],


1
T1


G

|∇By |2 + |∇Bz |2
=D
.
B̄ 2

(5.13)

For both simulations we used the highest expected diffusion constant, D = 100 cm2 /s.
As the temperature increases, the particles’ velocity and the rate of collisions
per unit of time increase. After each collision (at the end of one free path length),
the atom is given a new random direction (cos θ, φ), velocity v, and a new free path
length `, which determines the new time before the next collision. Reflections from
the wall of the cylindrical transport tube were purely specular.
The code was tested against McGregor at different first-order gradient ranges.
The simulation results agreed with the McGregor formula almost perfectly at small
gradients but the code predicted a slightly longer relaxation time T1 at larger firstorder gradients (see Fig. 5.10).
5.3.1

T1 Simulation in the Measurement Cell

The objective of the T1 simulation was to determine the effect of the second-order
gradients on the relaxation time inside the measurement cell. The code used a
random starting point inside the cell. Then the atom was given a new random
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direction (cos(θ), φ) and velocity v after each collision. The time between the collisions was added until it reached one second. Then, the polarization was measured,
and the code started another trajectory in a new random position inside the cell.
The measured polarization I(t) decreased exponentially with a decay constant α,
I = I0 e−αt ,

(5.14)

where I0 is the initial polarization at time t = 0. Assuming we start with a completely polarized atom along the field direction B0 , then I0 = 1. By definition, the
relaxation time T1 is the required time for the polarization to decrease to 1/e of the
initial polarization. Thus, αT1 = 1 or
T1 =

−t
1
=
.
α
ln II0

(5.15)

For the one second measurement time t = 1 s, T1 will be
T1 =

−1
ln I

(5.16)

Assuming the gradient of the system is purely linear, McGregor expects the
relaxation time T1 to be 6 × 103 s at every point inside the cell. However, this is
not the case with the second-order gradient. The 3 He will observe different local
gradients as it moves through the cell. These gradients will have different effects on
the polarization. Thus it is not easy to estimate the effect of higher order gradients
on T1 . Although the simulation agrees with McGregor on the effect of the first order
gradients, the simulation gives a 4 times larger relaxation time, suggesting that the
effect of the second order gradient is about half that of the first order. Fig. 5.11
shows a histogram of the expected T1 for 600 events randomly distributed inside the
measurement cell.
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Figure 5.11: The results of 600 runs of the code
5.3.2

T1 Simulation in the Injection Line

The objective of this simulation was to estimate the polarization of 3 He as it is
delivered to the measurement cell, assuming we start with a completely polarized
beam at the MEOP cell.
The temperature in the injection line gradually changes from room temperature,
300 K, at the MEOP cell to 4 K at the measurement cell, making it difficult to
estimate the thermal velocity. Thus, we used a constant temperature of 300 K
along the injection line. In this simulation, we were interested in the polarization
of 3 He as it was transported from the MEOP cell to the measurement cell through
the dipole and shim coils. Thus we didn’t need to calculate T2 time.
The polarization of 3 He in the measurement cell and the travel time from the
MEOP cell to the measurement cell for 1000 trajectories is shown in Fig 5.12. The
code expects this loss of polarization in 3 He to be less than 1%. This was expected,
since the field in the injection line has higher uniformity than required.

Copyright© Ahmad H Saftah, 2022.
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Figure 5.12: The polarization of 3 He at the measurement cell, left plot, and The
travel time from the MEOP cell to the measurement cell for 1000 runs of the code,
right plot
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Chapter 6 Background Gradients Cancellation System

The holding field discussed in Chapter 5 works in the absence of any coil imperfections or background fields. However, the 3 He system will be tested in a magnetically
noisy environment. The apparatus will not be shielded during the test, so we need
a system to measure the gradients and cancel them to the level of the Chapter 5
(5.3) simulations.
We will discuss the survey of the background field in the lab to determine the
magnitude of gradients needed to be cancelled in Sec. 6.1. Then in Sec. 6.2 we will
present a novel coil symmetric coil design well-suited for smoothing out the fields in
both the polarizer and injection cells with complete control over first-order fields.
6.1

The Initial Field Mapping

Since we do not have shielding around the injection system, it was important to
take an initial field map and reproduce it using a computer model. Otherwise, if
the field is not reproduced due to the magnetic material in the lab, the designed
coils will not provide the required field. Besides that, there are several goals of this
measurement:
1. Check the stability of the background magnetic field as a function of time.
2. Check the multipole strength of the background field and verify the approx~ bkg = B
~ 0 + ∇B
~ · ~r. If this is not the case then we will need a
imation B
second-order gradient cancellation system.
3. Check for the excitation of the high-permeability material around the cell,
distorting the Earth’s background field.
4. Check for the temperature dependence of the main coil’s field.
6.1.1

Equipment

For this measurement we used a three-axis programmable mapper custom built
from linear translation components of old Microvision SpotSeeker systems which
are produced for quality control of computer monitors. We assembled parts of twoaxis systems together to achieve three orthogonal degrees of freedom. The mapper
has a precision of 35 µm in a volume of 30 × 28 × 35 cm3 . Each translation stage
contains a stainless steel screw and other smaller magnetic parts, which were not
ideal for mapping the magnetic field. Therefore, we used an extended aluminum
arm of length 180 cm to connect the mapper to the magnetometers. The size of the
extended arm decreased the mapping precision due to vibrations of the arm after
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each movement. To reduce this effect, we waited 10 sec between the movement and
the measurement.
Three-axis magnetic field sensor was attached to the end of the arm. The fluxgate
magnetometer is a low-noise Bartington Instruments Mag-13 MS1000 triple-axis
probe, which provides a high precision analog output proportional
to the magnetic
√
field up to 10 G, with a resolution of 6 to ≤ 10 pTrms/ Hz at 1 Hz.
Another three-axis sensor was used to measure the high-frequency noise of the
background field due to the electrical sources. This sensor measured 2000 data
points per second, allowing us to measure the low frequency background electrical
noise, including 60 Hz line frequency and high harmonics.
We used a constant voltage power supply that provided 25 A to power the dipole
coils. One of the goals was to measure the current stability of this power supply
and determine whether a constant current supply was needed.
6.1.2

Method

We took four data sets to satisfy the goals of this measurement: The first two field
maps were performed to check the uncertainty of the coil and measuring equipment
in the high field (B0 coil energized) and background field (B0 coil off), in addition to
the original goals. To do that, we measured the field at most points twice, once as we
approached it from the X-axis and another as we approached the same point from
the Y-axis. Each mapping set consisted of 440 measured data points distributed
over eight layers along the z-axis. Each layer contained 55 points distributed over
five paths, see Fig. 6.1. This method allowed us to determine the equipment’s
uncertainty and the magnetic field’s stability as a function of time since the two
measurements were at different times and along different directions. The equipment’s uncertainty appears in the measurement as a noise in the data. Although
this is not always the case, we confirm that by different sets of measurements.
A Matlab model was built to simulate the coil field. This model uses the BiotSavart law to calculate the field of a straight wire segment. This calculation method
is discussed in Ref. [29]. The difference between the measured data and this simulation can be interpreted as an equipment uncertainty and a magnetization of the
surrounding ferromagnetic material.
The main goal of these two measurements was to map the largest possible volume
around the measurement cell, to check the multipolarity of the field, and to check
the reproducibility of the two sets, which is mainly an external dipole field. The field
multipolarity is analyzed via the magnetic field expansion described in section 5.2.1.
The magnetic field reproducibility is more complicated since it requires a linear fit
to all possible parameters. This fitting procedure is discussed in the next section.
The third and fourth data sets were performed to check the dipole coils’ temperature dependence and the effect of magnetization of permeable materials outside
the sensitive volume. To do that, we placed the magnetometers at the measurement
cell location and measure the field as a function of time. We also measured the
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Figure 6.1: The mapping points and the path of one layer of the first measurement
set. The plot contains 55 points on five paths. Note that the points are shifted from
their original locations to make the paths and the points more clear
mapper magnetization effect on the first two data sets by fixing the magnetometers
in the cell and moving the mapper on the same path as used in the first two data
sets.
6.1.3

Result and Discussion

Equipment Uncertainty
The high field test shows that the difference between the two measurements of the
same point in the y-component of the magnetic field is on average 13 mG, which
is about 0.3% of the field strength. We recognize this as a systematic error from
the equipment. The reason for that shift is still not apparent. However, all other
data shows much smaller variations in the y-direction. The background field, for
example, has an average of 3×10−2 mG, which is about 7×10−3 % of the background
field. Fig. 6.2 shows the histogram of the difference between the two measurements
of the same points of the active measurement.
The Field Expansion
The Cartesian solid harmonic expansion was described in Sec. 3.2. In the expansion
the matrix Π is function of where the magnetic field is measured at. To build this
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Figure 6.2: Histogram of the difference between the two measurements of the same
point of the active mapping set
matrix we must have one field measurement at each point in the grid. However,
at some points we have two measurements at the same position. Thus we take
the average of the two measurements to obtain a grid 6 × 6 × 8 for a total of 288
coordinate points. From Eq. 3.10,
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where G`,m is the gradients coefficients for each combination of Πx1 ,`,m (~r1 ). This
expansion is used for a linear fit of the parameters G`,m .
Using this method, we expand the background magnetic field and the coil magnetic field, which was obtained as the difference between the active and passive
measurements in Cartesian solid harmonic components. The goal was to check the
multipolarity of the field and to verify the linear approximation of the background
~ bkg = B
~ + ∇B
~ · ~r, which was assumed for the first-order gradient cancellation
field B
coils to achieve the desired uniformity of the background field. The expansion of
the coil field shows the higher order gradients, which would not be canceled by the
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Figure 6.3: The expansion of the background magnetic field and the coil field.
The horizontal line shows the Goal of uniformity. The vertical lines differentiate
between the magnetic field, the first-order gradient, and the second-order gradient.
The x-axis represents the number of the term as presented in the code, which are
(By, Bz, Bx), G1,−2 to G1,2 , and G2,−3 to G2,3 respectively
first-order gradient coil of the system. In other words, the expansion of the coil
field was used to determine the maximum achievable uniformity of the design, of
6 × 10−4 /cm. Fig. 6.3 shows the dipole coil field expansion and the background field
expansion. Also, this plot shows that linear gradients are a good approximation for
the background field.
Data Reconstruction
We fit the difference between the high field (B0 coil energized) and background field
(B0 coil off) to the Matlab model. The fitted parameters are the position (x, y, z)
and orientation (Tait-Euler angles) (αm , βm , γm ) of the mapper, and the current I
in the wire.
The code suggests that the center of the data was shifted from the model’s center
by (12, 17, −8) cm and rotated by 1.2◦ about the Z-axis of the coil center, which was
within the expected range. The total current in the wires was 940 A·turns, compared
to the set point of ... A and ... windings of the coil. With the fitted orientation,
the root mean square (RMS) deviation of the measurements from the model was
8 × 10−3 (see Fig. 6.4), which is the uncertainty range of the equipment used for
field mapping. The Matlab code did not simulate the effect of the high permeability
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Figure 6.4: Reconstruction of of the field. The blue line is reconstructed data from
the Matlab model and the red dots are the measured data of dipole coil
material around the cell, which suggests that the effect of magnetization of this
material was negligible.
Temperature Dependence
Since we have a constant-voltage power source, we expect the resistance to increase
with the temperature of the coils over time until they reach an equilibrium in which
the resister heating of the coils is matched by the heat loss of the coils into the
surrounding air. In equilibrium, the resistance of the coils is constant over time.
Thus the current should also is constant, and the field of the coils is stable. The
magnetic field at a single point as a function of time will take the form
t

B(t) = B0 + Bt e− τ

(6.2)

where B0 is constant magnetic field, Bt is the temperature dependence of the
magnetic field, which is the difference between the magnetic field when the coils are
at the room temperature and the magnetic field at the equilibrium temperature,
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Figure 6.5: The stability of the magnetic field of the main coils as function of time
the blue line is Matlab model and the stars are measured data
in a constant voltage source and τ is the decay constant, the time that the coils
needs to reach 1/e of its total change in the magnetic field Bt . Fig. 6.5 shows the
x-component of the field at a fixed point as a function of time and the Matlab model
which agrees with the measurements.
The model shows that the measured data fist an exponentially decaying field
and produces a terminal field at B0 = 3.94 G which suggests that the amplitude of
the temperature dependence is Bt = 0.26 G and the decay constant is τ = 1084 s.
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6.1.4

Conclusion

The outcomes of this measurement can be summarized in six points:
1. We can safely approximate the background field as a uniform field and linear
gradient.
2. The temporal stability of the background field is within the acceptable range.
3. The field of the coils decreases with time due to the increase in the coil resistance and temperature. To fix this problem, we either need to use a stablecurrent power source (highly suggested) or energize the coil for about an hour
before taking FID measurements.
4. Fitting the field to the coil model suggests that the effect of the surrounding
ferromagnetic materials is small and that the model provides a good description of the field for design of the magnetic coil system.
5. The field of the main B0 coil contains a significant second order gradient,
which will not be able to be canceled by the first-order gradient system.
6. The high-frequency magnetometer measured a background noise of 4.5 mG
with frequency of 60 Hz, due to the radiation of power mains in the room.
6.2

Pentagon Coil System

...goal of pentagon... For this purpose, we designed and tested a novel “Pentagon
Coil System” consisting of five isosceles trapezoids on a pentagon base, as shown
in Fig. 6.6. This system was built to tune any arbitrary first-order gradient of the
background field within ∼ 10−3 G/cm to less than 10−4 G/cm. In this section,
we will discuss the goal of the design, and various traditional gradient coils we
considered, which were not appropriate for this apparatus. Then, we will discuss the
design concept and show that the pentagon coil system is an easy and effective way
to generate all the first-order gradients with minimal power and minimal distortion
on the system around the targeted region. Finally, we will apply the same method
to the second-order gradients.
There are two sources of magnetic distortion. The first one is that the coil system
does not provide the desired uniformity, as discussed earlier in chapter5. The other
source of the gradient is the background and the magnetic material around the cell.
Since the 3 He injection test has no magnetic shielding, the background gradient is
larger than the required uniformity for the wall depolarization test, as measured in
the initial field mapping.
It is not easy to control the background gradients because part of these gradient
gradients arise from the magnetization of the high permeability material in the lab.
For example, the location of the overhead crane provides a noticeable change in
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Figure 6.6: The pentagon coils system consists of five isosceles trapezoids on a
pentagon base
the background gradients. The background gradient at UIUC is about ten times
worse than the acceptable gradients at the measurement cell, and thus, we need
a system of gradient cancellation coils that cancel any of the five gradients to less
than 10−4 G/cm. Moreover, the system should not severely affect the injection line
field.
6.2.1

Traditional Gradient Coils

Most of the time, we only need to control one or two gradients of a system. For
example, the magnetic field system discussed in the previous section only requires
G1,1 . Thus, there are not many resources for full coil designs for five gradients.
Simple Gradient Coils
Another possible system to cancel all five gradients uses only two anti-Helmholtz
coils to cancel the diagonal gradients of the matrix and three shim coils to cancel the
off-diagonal gradients. Each coil is only responsible for one element of the Jacobian
matrix.
 ∂B ∂B ∂B 
x

x

∂x
∂Bi
 ∂B
=  ∂xy
∂Xj
∂Bz

∂y
∂By
∂y
∂Bz
∂y

∂x
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∂z
∂By 
∂z 
∂Bz
∂z

(6.3)

Figure 6.7: The Jacobian Gradients Cancellation System [40]
The goal of this system is to cancel each element of the gradient matrix by
building a simplified coil specifically for that Jacobian gradient component. For
x
is created by a magnetic potential of the shape Φ = 2xy.
example, a non-zero ∂B
∂y
This potential can be approximated by placing infinitely long wires, perpendicular to
the xy-plane, at (x, y) coordinates (1, 1), (1, −1), (−1, 1), and (−1, −1). By running
x
can be canceled. Similar
the correct amount of current, the gradient component ∂B
∂y
cancellation gradient coils for the other elements of the matrix can be built. Fig. 6.6
shows five gradients and their corresponding coils.
The three off-diagonal gradient coils are not closed loops (see Fig. 6.7). Therefore, the winding of these coils must be closed at least twice the actual length of
the coils or outside the magnetic shielding room to get the best result. Since we
don’t have magnetic shielding in this measurement, the volume of this system will
be eight times larger then the shielded system. Also this system requires ten coils
for each cell, which will be not easy to build. The other problem of this system is
that the measurement cell must be in the center of the coil system, which requires
the injection line to go through the system, which would cause depolarization of
3
He .
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Hermetic Gradient Coils
Using the magnetic scalar potential method of designing coils described in Chapter 3,
we can calculate the windings for coils which provide each pure gradient separately.
Fig. 6.8 shows hermetic windings providing the zeroth-order magnetic field. Similarly, we can build any gradient coil by specifying the field of the gradient. Fig. 6.9
shows the hermetic windings of the Jacobian matrix diagonal components, which
require only two sets of windings due to the zero divergence constraint. The hermetic winding for the off-diagonal components of the Jacobian is shown in Fig. 6.10.
Building the hermetic gradient system requires combining the five densely wound
layers. This is mainly useful in situations where a pure gradient is needed. Although
the hermetic system provides extremely controllable gradients in the targeted region,
it is complicated to build and does not provide a clear access to the targeted region.
It is unnecessarily complicated for situations where higher order gradients are not
important or unspecified.
Basis Field Coils
Easier design to build is described in Ref. [56]. This system is designed for PSI to
be an active shielding against the external field and its gradients [13].
The simplest system we can build using this method is a cube of five coils. Each
face of the cube contains one coil except the top because the coils on the four sides
and bottom will constrain the current in the top coil. This design is easy to build
but does not provide the five gradients: each pair of coils only provides a uniform
field in that direction (the Helmholtz configuration) and one diagonal component of
the Jacobian matrix (the anti-Helmholtz configuration). Thus the five effective coils
provide only the three constant fields and two of the five independent gradients.
We can also build similar system consisting of 23 independent coils from a cube,
all of which faces containing 2×2 grid of four coils. Again, one coil on one face is the

Figure 6.8: Hermetic coil winding to generate (a) G0,−1 = By (b) G0,0 = Bz (c)
G0,1 = Bx
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Figure 6.9: Hermetic coil winding to generate (a) G1 , 0 =

∂Bz
∂z

(b) G1 , −2 =

Figure 6.10: Hermetic coil winding to generate (a) G1 , −2 =
x
(c) G1 , 1 = ∂B
∂z

∂Bx
∂y

∂Bx
x
− ∂B
∂x
∂x

(b) G1 , −1 =

∂By
∂z

algebraic sum of the 23 other coils, and is therefore not independent, unless there
are gaps between the coils. Although this system gives a fairly uniform field and is
capable of cancelling all first-order gradients and even some higher-order gradients
we did not use it for three reasons:
1. This system would require 23 current sources for both the MEOP and measurements cells and most of the power would be wasted cancelling the current
of adjacent coils.
2. The gradient at the interface to the injection line would be unacceptably high
because of the proximity of gradient coils in this location.
3. The hermetic nature of the grid means it would interfere with other vacuum
and mechanical components of the experiment.
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6.2.2

The Pentagon Coil Design

After considering the strengths and limitations of the above designs, we formulated
the following requirement to avoid their problems in our design for the 3 He injection
tests:
1. The system should have the minimal number of coils: five coils to cancel
each of the five gradients. Thus every coil must contribute to different linear
combinations of the five gradients. In effect, every coil must have a different
normal axis. This condition eliminates the cubic shape because the pairs of
opposite faces of the cube share the same axis and contribute to the same
gradients.
2. The system should be capable of generating all five gradients at the measurement cell with minimal current in each coil. To quantify this, we define
the condition number C as the maximum gradient divided by the minimum
gradient generated by the system using the same current.
c=

Gmax
Gmin

(6.4)

By definition, the minimum possible condition number is 1. The goal is to
minimize the condition number closest to 1.
3. The system should have an acceptable efficiency such that the gradient due to
the cell is maximized for a given current.
4. The effect of the trim gradient coil must decrease in the injection line to
minimize the depolarization of 3 He during the injection process. The relative
gradient must remain under 10−3 /cm everywhere along the injection line.
5. The design must be easy to build. All coils must be closed loops in the active
region because there is no mu-metal to define external boundary conditions.
We now refine the definition of the condition number for different geometries in
order to accommodate any gradient. To do that, we build the response matrix R,
for each of the first-order magnetic gradients G1,m in the measurement cell, to the
current Ij in each coil,
Rmj =

∂G1,m
.
∂Ij

(6.5)

~ = RI,
~ where
In the absence of nonlinear magnetic materials, this is equivalent to G
~ is the vector of five gradients G1,m , I~ is the vector of five currents Ij , and R is
G
the 5 × 5 square matrix connecting the two. This matrix is constructed by applying
a current of 1 A in the j th coil, and calculating or measuring the magnetic field
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in the target region. Then, we use a linear fit to expand the field in terms of the
Cartesian solid harmonic polynomials described in Sec. 3.2. The fitted values of
G1,m constitute the j th column of the response matrix R.
Using the Singular Value Decomposition (SVD), we decompose the response
matrix into
R = UΣVT
(6.6)
Since R is a square real matrix, U and V are 5 ×5 real orthogonal matrices, and Σ is
a diagonal matrix with non-negative real entries (see Appendix 7). These diagonal
elements λii characterize the magnitude of the response matrix R and are known
as the singular values of R. Since the two change-of-basis matrices U and V are
~
orthogonal, the singular values of Σ represent the magnitude of gradient vectors G
~
that can be built by the system per magnitude of the current vector I, organized
from the largest gradient λ11 to the smallest gradient λ55 of independent modes.
55
. Fig. 6.11 shows the
In terms of singular values, the condition number is C = λλ11
eigenvalues of the response matrix along the z-axis.
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Figure 6.11: The singular values of the response matrix at θ = 0 along the z axis

Figure 6.12: Maximum and minimum required current to create a gradient of 10−3
along the z-axis at θ = 0.
Now we test different geometric orientations of the five coils. For example, the
condition number for the cube is infinity, which means that at least one of the
five gradients cannot be built. The Jacobian gradient cancellation system has a
finite condition number, since each of the coils is designed for a specific gradient.
However, the pentagon coil system (the “pentacoil”) described in the introduction
can be tuned to have a condition number of 1, implying that all five gradients or
any linear combination can be generated with the same efficiency.
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In the following text, we focus on optimization of the pentacoil system. Specifically, we calculate the trapezoids’ angle, the condition number, and the required
current as a function of z.
The Pentagon has 5-fold φ rotational symmetry about the z-axis, which is
shared by the spherical harmonics: rotation about the z-axis mixes Y`,−m and
Y`,m . Therefore we expect the gradient on the z-axis to have only three eigenvalues:
G1,2 = G1,−2 , G1,1 = G1,−1 , and G1,0 . In other words, since the singular values of
the response matrix are invariant under rotation, there should be only three values
with two degeneracies.
Looking closely at the Fig. 6.16, we see that the five singular value curves overlap
in different combinations to form three lines in any segment. For example, The
vertical line at z = −20 cm cross only three curves. The red λ4 , the yellow λ3 , and
the green λ1 , λ5 is overlapping with λ4 , and λ2 is overlapping with λ1 . However,
the vertical line at z = 32 cm, only crosses 2 curves, because there is an additional
accidental degeneracy: λ3 ,λ4 ,and λ5 are degenerate in the blue line and λ1 , andλ2
in the green line.
Now we define the angle θ which is the angle between the vertical line and each
coil such that when θ = 0 all coils will be vertical and squire and when θ = 0 the
system will be completely flat.
The relation between the current and the condition number becomes more obvious when we consider the current required to cancel each gradient G1,m in Fig. 6.12,
the maximum and the minimum required current to create a gradient of 10−3 as
a function of z at θ = 0. The gradients G1,1 , and G1,−1 are difficult to build at
the center of the system making the condition number infinitely large at the center.
There is also a discontinuity in the current required to generate G1,0 on the edges
of the coil, where the condition number is also infinite.
The difference between the two eigenvalues of the accidental degeneracy above
and a function of the angle θ between the vertical axis and each coil. We optimize θ
to reduce the separation between green and blue lines. In fact, the condition number
can be reduced to its minimal value of 1 at θ = 45. Fig. 6.16 shows the singular
values of R at on the z-axis θ = 45.
From Fig. 6.13 and Fig. 6.14, it can be observed that as θ increases, the system
can generate stronger gradients in the lower region of z; however, the change in the
condition number of the system also increases in the lower region. On the other
hand, the system can build a relatively lower gradient and the upper region with
a more stable condition number. From that, we conclude that if we have a high
precision of the cell location with respect to the coil system, we should use the lower
region, since it requires much less current to generate the gradients. Otherwise, we
should use the upper region with more stable condition number.
Most importantly, this process does not require the targeted cell to be at the
center of the system. This feature allows to build a system of isosceles trapezoid
coils and then measure the response matrix at the targeted cell as built and placed.
The larger size of the trapezoids is around the injection line. The angle between the
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Figure 6.13: Maximum singular values of the response matrix as a function of and
z

Figure 6.14: Minimum singular values of the response matrix as a function of and z
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Figure 6.15: Condition number of the response matrix as a function of θ and z

Figure 6.16: Singular values of the response matrix at θ = 45 along the z axis
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trapezoids and the vertical axis can be chosen such that the gradient at the injection
line is less than 10−3 .
Another interesting result was the possibility that a flat version of the pentagon
coil, θ = 90, might build all gradients of the first order with a sufficiently small
current. This is important because we may use two identical flat pentagon systems
with a separation between them that satisfy conditions similar to the Helmholtz
condition to control the gradient with much higher precision.
Pentagon Coil Test
We constructed a prototype pentagon system consisting of two wooden pentagons
and five u-channel aluminum bars connected by 3-D printed parts. We used a
laser cutter machine to cut two pentagons of different sizes. The ratio of the two
pentagons was chosen so that θ = 18◦ and the length of the aluminum bars were the
same as the length of sides in the smaller pentagon, d = 22 in. The side length of
the larger pentagon is then d(1 + sin θ) = 28.8 in. Overall, there were five identical
trapezoids with three equal sides of length 22 in, and the fourth to side 28.8 in long,
see Fig. 6.17.
We used five power supplies to energize these coils and another power supply to
generate random background gradients. We also used a three-axis xyz-positioner
attached to a low noise three-axis magnetic sensor to map the field inside a cubic
volume of side length 10 cm.

Figure 6.17: a physical model of the pentagon coils system under the test.the blue
trapezoid illustrate the coils wire location
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Table 6.1: Field expansion of each coil of the pentagon system. G1,m of the five coils
form the response matrix R.

By
By
By
G1,−2
G1,−1
G1,0
G1,1
G1,2
G2,−3
G2,−2
G2,−1
G2,0
G2,1
G2,2
G2,3

I1
−0.0014
0.0056
0.0451
−0.0012
−2.61e − 04
5.20e − 04
−2.27e − 04
−3.90e − 05
−1.67e − 06
4.19e − 06
−4.65e − 06
−2.66e − 06
−7.06e − 07
−3.19e − 06
−1.08e − 05

I2
0.0500
0.0079
0.0197
0.0011
−3.67e − 04
6.02e − 04
2.28e − 04
9.25e − 04
5.89e − 06
−7.60e − 06
−4.35e − 06
−4.85e − 06
8.09e − 08
−7.49e − 07
9.29e − 06

I3
−0.0349
−0.0085
0.0454
3.83e − 04
−1.12e − 04
−6.06e − 04
−4.35e − 04
0.0014
6.07e − 06
−3.71e − 06
1.14e − 06
3.50e − 06
1.43e − 06
−3.93e − 06
−2.34e − 06

I4
0.0265
−0.0061
0.0357
3.72e − 04
−3.30e − 04
−4.86e − 04
−3.93e − 06
−0.0011
−7.35e − 06
6.13e − 07
−2.49e − 06
2.52e − 06
−8.59e − 07
4.83e − 06
3.23e − 06

I5
0.0390
−0.0051
−0.0131
−8.90e − 04
−1.16e − 04
−4.87e − 04
2.94e − 04
6.34e − 04
3.92e − 06
−7.73e − 07
−1.71e − 06
2.2e − 06
2.37e − 06
−5.26e − 06
−4.73e − 06

The method used for this test is similar to that described in Sec. 6.1: we started
by mapping the background field and expanding it in the Cartesian solid harmonic
basis described in Table 3.2 to obtain GBkg
1,m , the gradients of the background field
we wanted to cancel.
To build the response matrix, we ran 1 A of current in each coil separately and
measured the change in the magnetic field in the cubic grid at the target region
to fit the G1,m of the j th coil, forming the j th column of the response matrix per
Eq. ??. Table. 6.1 shows the expansion of the measured field for each coil.
~ ∼ GBkg
Now we have the first-order gradient of the background field G
1,m and the
~ can be calculated by
response matrix R. The required current I~ ∼ Ij to cancel G
inverting Eq. 6.5 such that:
−1 Bkg
Ij = −Rjm
G1,m

(6.7)

We have minus sign before R because we want to build a gradient opposite
to GBkg
1,m . The pentagon system required a maximum of 6[Amp.turns] to reduce
the background gradients by about one order of magnitude from ≈ 10− 3[G/cm] to
≈ 10− 4[G/cm] as shown in Eq. 6.8. Fig. ?? shows the field of two grids. First 27
points form a (3 × 3 × 3) small cubic grid of side length= 5cm. The other 27 points
form a large cubic grid of side length= 10cm.
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GBkg
1,m




0.0997
0.0080
 0.8838 
 0.0091 







=
−0.1390 → −0.0121
−0.8188
−0.0234
−0.0940
−0.0077

(6.8)

Figure 6.18: The magnetic field of the background before ‘blue’ and after ‘red’ using
the pentagon system. The first 27 points form a small cubic grid of side length=
5 cm. The other 27 points form a large cubic grid of side length= 10 cm.
Note that the magnetic field changes direction. As a result, the two lines, which
represent the field before and after using the pentagon system, Fig. ??a do not
overlap.
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6.2.3

Heptagon Coil and Second-order Gradients

Previous section showed that the pentacoil system could cancel all first-order gradients. The next question is whether we can control all second-order gradient with
only seven coils. The simple answer is yes, but the second-order gradient system is
more complicated than the first order. While we cancel the second-order gradients,
we also create new first order gradients. Thus the total distortion of the magnetic
field will be higher than the initial field distortion without the second-order system.
Using the same optimization as the Pentagon coils, we can build a system of seven
trapezoidal coils placed on a heptagon1 base. The heptagon system can generate all
the second-order gradients, but requires an independent coil system to cancel the
first order gradients.
The fact that the heptagon produces first-order distortions is not new. We have
seen the pentacoil, which is a first-order gradient system, change the strength and
direction of the zeroth-order (constant) magnetic field. However, a small change in
the field direction does not affect the relaxation time as long as the field remains
uniform.
Although optimization of the heptagon coil is not complete, we have simulated
the system in the second-order gradients produced by the main dipole coils. The test
showed good control of the total gradients. The heptagon system was able to cancel
the second order gradients, leaving first-order gradients where were canceled by the
pentacoil system. Overall the total gradient was reduced from (27.85, 4.99, 49.6) ×
10−4 /cm to (0.21, 4.7, 0.31) × 10−4 /cm.
We also tested a zeroth order system consisting of three trapezoidal coils placed
on a triangular base. The zeroth order system provided a dipole field in any direction, and could also be tuned to a condition number of 1. We also calculated the
condition number of the third-order gradient system and confirmed that the system
could generate all the third-order gradients with low condition number. The low
condition number of these systems supports the fact that there is relation between
the spherical harmonics Y`,m and the odd sides of a polygon. It also raises the
motivation to explore this relation.
The pentacoil can be generalized to higher order polygons to cancel out second
or higher gradients. We also saw that the heptagon system, consisting of seven coils
placed on a seven-sided polygon, generates all second-order gradients. We also have
tested the nonagon system, which consists of nine coils placed on nine sides polygon,
which can build all third-order gradients. Both heptagon and nonagon systems are
require lower order gradient coils in addition. This correlation implies a hidden
relation between spherical harmonics and odd side polygons.

Copyright© Ahmad H Saftah, 2022.
1

Heptagon is a closed polygon with seven equal sides and seven equal angles
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Chapter 7 Conclusion

We have proposed a magnetic cloak for the nEDM@SNS experiment to prevent
distortions from the superconducting shield and restore the uniformity of the MSE
field. The MSE field is required to keep the 3 He polarization during the injection
process from the atomic beam source to the precession measurement cells. The cloak
consists of superconducting shielding covered by strips of Metglas. The Metglas
strips act as a low reluctance path for the flux lines reducing the distortion of the
superconductor shield. We also proposed two coil systems, each of which should be
able to provide a sufficiently uniform magnetic field to test the cloak. These were
designed using the magnetic scalar potential method. The first system, a modified
cos-theta coil, provides a holding field similar to the MSE field. To do that, the coil
has windings across the end cap of the cylindrical mu-metal shield. As a result, the
coil must be removed to access the cryostat inside the shielding. The other system,
a saddle cos-theta coil, provides full access to the interior of the apparatus since it is
wound entirely along the G10. However, this coil will not provide the holding field
for 3 He , which is not required at this stage.
We also proposed a magnetic coil system for the cell wall depolarization tests at
UIUC, which is Phase 2 of the He3 system development project. The coil system
includes a new concept of first-order gradient cancellation coils to cancel the background field and a coil system to provide the holding field for the depolarization
measurements. The holding field is generated by two racetrack coils and gradient
correction coils. Since the separation between the two dipole coils does not satisfy
the Helmholtz condition, the second order gradient is not negligible. Estimating
the effect of the second order gradient on the relaxation time T1 including realistic
gradients is not easy. Therefore, we ran a simulation of the polarized 3 He in the
field of the dipole coils and the first order correction coils. This simulation suggests
that the effect of the second order gradient on the relaxation time is half that of the
first order gradient. Thus, we can use the dipole coils and the first-order correction
coils to provide the required holding field for the measurement. We also proposed a
second-order gradient correction system required to achieve long enough relaxation
times to measure depolarization on the cell walls.
The gradient cancellation system used for the background fields is a unique five
closed loop system with five-fold symmetry about the z-axis. Thus pentacoil system
has a low condition number in many regions along its z-axis. The condition can be
optimized to one, implying equal sensitivity to current for any possible gradient.

Copyright© Ahmad H Saftah, 2022.
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Appendices

Linear Least Square Fitting
If we have data point (xi , yi ) with their standard deviation σi , then the maximum
likelihood estimate of the model parameters can be obtained by minimizing the
quantity, χ2 :
2

χ =

N 
X
yi − y(xi ; a1 , ...am ) 2

σi

i=1

.

(1)

Taking the derivative of Eq. 1 with respect to the parameters ak :
0=

N 
X
yi − y(xi )  ∂y(xi ; a1 , ..., ak ) 
i=1

σi2

∂ak

,

k = 1, ..., M,

(2)

where we have a set of M nonlinear equations for the M unknown ak .
Considering the linear case, there are linear combination of M functions of x, so the
general formula for fitting a set of data point (xi , yi ) is:
y(x) =

M
X

ak Xk (x),

(3)

k=1

where XM (x) are arbitrary fixed functions of x, or called the basis function. Then,
we minimize the chi-square function:
P
N 
2
X
yi − M
k=1 ak Xk (xi )
χ =
,
σ
i
y=1
2

(4)

where σi is the measurement error (standard deviation) of the ith data point.

90

Singular Value Decomposition (SVD)
Let define M be a matrix whose n × m components are constructed from the m
basis functions evaluated at the n abscissas xi , and from the n measurement errors
σi :
Xj (xi )
(5)
σi
The matrix M is called the design matrix of the fitting problem, which it in
general has more rows than columns, m ≤ n, since there must be more data points
than model parameters to be solved for.
Mij =

Also, we define a vector b of length N by:
yi
(6)
σi
and denote the m vector whose components are the parameters to be fitted,
a1 ,...,am , by a.
So, we need to find:
bi =

a

that minimize χ2 = |M.a − b|2

(7)

We use for that singular value decomposition (SVD). If U and V enter the SVD
decomposition of M according to:
M = U. Σ Σ Σ Σ.VT (8)
then let the vectors U(i) i = 1, ..., m denote the columns of U (each one a vector
of length n); and let the vectors V(i) i = 1, ..., m denote the columns of V (each one
a vector of length m). Then the solution of Eq. 7 can be written as:
a=

M 
X
U(i) . b 
Vi ,
w
i
i=1

where the σi are, the singular values.s
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