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Preface
This project has several parts, of which this book is the first one. The second
part deals with basic function spaces, particularly the theory of distributions,
while part three is dedicated to elementary probability (after measure theory).
In part four, stochastic integrals are studied in some details, and in part five,
stochastic ordinary differential equations are discussed, with a clear emphasis
on estimates. Each part was designed independent (as possible) of the others,
but it makes a lot of sense to consider all five parts as a sequence.
The last two parts are derived from a previous course to supplement stochas-
tic optimal control theory, while the first three parts of these lectures begun
when preparing and teaching a short course in Elementary Probability with a
first introduction to measure theory at the University of Parma (Italy) dur-
ing the Winter Semester of 2006. Later preparing to teach our regular Real
Analysis series at Wayne State University during the academic year 2007, and
after reviewing many books with suitable material, I decided to enlarge and to
complete my notes instead of adopting one of books commonly used here and
there. Clearly, there are many excellent books from which a (two semesters)
Real Analysis course can be taught, but perhaps each instructor has a unique
opinion and a particular selection of topics. Nevertheless, most of instructors
will agree (in principle) with a selection of sections included in this book.
As mentioned earlier, this course grew out of an interest in Probability, but
without rushing throughout the measure and integration (theory), what in most
cases is the difference between students in analysis with a pure interest versus
a more applied orientation. Thus, the reader will note a subtle insistence in the
extension of measures form a semi-ring, in some general properties of measures
on topological spaces (a chapter that can be skipped during the first reading)
and in various spaces of measures and measurable functions. In a way, the
approach is to cover first the essential and to deal later with the complements.
Most of the style is formal (propositions, theorems, remarks), but there are
instances where a more narrative presentation is used, the purpose being to
force the student to pause and fill-in the details.
Practically, there are no specific section of exercises, giving to the instructor
the freedom of choosing problems from various sources (and according to a
particular interest of subjects) and reinforcing the desired orientation. There is
no intention to diminish the difficulty of the material to put students at ease,
on the contrary, all points are presented as blunt as possible, even sometimes
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shorten some proofs, but with appropriate references. For instance, we assume
that most of Chapter 0 (the background) is somehow known, even if not all
will be actually needed, but it is preferable to warn earlier the reader of the
deep analysis ahead. The first three chapters (1, 2 and 4) give the basic stuff
about abstract measure and integration, while Chapter 5 and 6 complement
the material in two opposite directions. Chapter 3 is a little more demanding.
Finally, in Chapter 7, we are ready to see the results of the theory.
This book is written for the instructor rather than for the student in a
sense that the instructor (familiar with the material) has to fill-in some (small)
details and selects exercises to give a personal direction to the course. It should
be taken more as Lecture Notes, addressed indirectly (via an instructor) to the
student. In a way, the student seeing this material for the first time may be
overwhelmed, but with time and dedication the reader can check most of the
points indicated in the references to complete some hard details. Perhaps the
expression of a guided tour could be used here.
In the appendix, all exercises are re-listed by section, but now, most of them
have a (possible) solution. Certainly, this appendix is not for the first
reading, i.e., this part is meant to be read after having struggled (a little)
with the exercises. Sometimes, there are many ways of solving problems, and
depending of what was developed “in the theory”, solving the exercises could
have alternative ways. The instructor will find that some exercises are trivial
while other are not simple. It is clear that what we may call “Exercises” in one
textbook could be called “Propositions” in others. This part one has a large
number of exercises, but as the material get more complicated (i.e., in several
chapters in parts two and three), a few or not at all exercises are given.
The combination of parts I, II, and III is neither a comprehensive course in
measure and integration (but a certain number of generalizations suitable for
probability are included), nor a basic course in probability (but most of language
used in probability is discussed), nor a functional analysis course (but function
spaces and the three essential principles are addressed), nor a course in theory
of distribution (but most of the key component are there). One of the objectives
of these first three books is to show the reader a large open door to probability
(and partial differential equations), without committing oneself to probability
(or partial differential equations) and without ignoring hard parts in measure
and integration theory.
Michigan (USA), Jose-Luis Menaldi, June 2015
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Introduction
As indicated by the title, these lecture notes concern measure and integration
theory. The objective is the d-dimensional Lebesgue integral, but in going there,
some general properties valid for measures in metric spaces are developed. In-
stead of taking a direct way to reach our goal (after a background chapter),
we prefer a more systematic approach in which family of sets and measurable
functions are presented first, without a direct motivation. Chapter 2 (abstract
measures) begins with the classic Caratheodory construction (with the typical
example of the Lebesgue measure), followed by the inner measure approach
and a little of the geometric construction. Chapter 3 (can be skipped in the
first reading) continues with Borel measures (which can also be used to estab-
lish more specific properties on the Lebesgue measure). Basic on integrals is
developed in Chapter 4, where the convergence theorem are obtained, and in
Chapters 5 and 6, we give some complement on measure and integration theory
(including Riemann-Stieltjes integrals and signed measures). Finally, in Chapter
7, we consider most of the useful results applicable to Euclidean d-dimensional
spaces. As much as possible, each section is kept independent of other sections
in the same chapter.
For instance, to have a quick historical evolution of ideas within the integrals
(from Cauchy to Lebesgue), the interested reader may take a look at the book
Burk [23, Chapter I] or Chae [25, Chapter I and II]. Perhaps checking most
of Gordon [54], the reader may find a detailed discussion on various type of
integrals. Now, before going into more details and as a preview of what is to
come, a quick discussion on discrete measures (including the typical convergence
theorems) is in order.
Essentially based on property of the sup, recall that for any series of nonneg-
ative real numbers
∑∞
i=1 ai, with ai ≥ 0, the sum
∑∞
i=1 ai is the sup{
∑n
i=1 ai :
n ≥ 1} and therefore: (1) if ι is a bijective function from the positive integers
into themselves then
∑∞
i=1 ai =
∑∞
i=1 aι(i); (2) if I1, I2, . . . is a partition (finite
or non) of the positive integers then
∑∞
i=1 ai =
∑
n
∑
i∈In ai. It is convenient
to use a discrete example as a motivation for our discussion.
Let Ω be a non empty set and denote by 2Ω the family of all the subsets of
Ω, and then, choose a finite or at most countable subset I of Ω and a sequence
of strictly positive real numbers {ai : i ∈ I}. Consider m : 2Ω → [0,∞] defined
by m(A) =
∑
i∈I ai1A(i), where 1A(i) = 1{i∈A} is equal to 1 only if i ∈ A and
zero otherwise. Note that initially, all ai are nonnegative real numbers, but we
vii
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can include the symbol +∞ preserving the linear order and the meaning of the
series, i.e., all series have nonnegative terms, a converging series has a finite
value and a non convergence (divergent) series has the symbol +∞ as its value.
Therefore we have by definition (1) m(∅) = 0 and the following property
(so-called σ-additivity), (2) if A =
⋃∞
i=1Ai with Ai ∩Aj = ∅ for any i 6= j, then
m(A) =
∑∞
i=1m(Ai).
This function (defined on sets) m is called a discrete measure, the set I is the
set of atoms and ai is the measure (or weight) of the atom i. Clearly, to define
m we need only to know the values m({i}) for any i in the finite or countable
set I. An element N of 2Ω is called negligible with respect to m if m(N) = 0. In
the case of discrete measures, any subset of N of ΩrI is negligible. If m(Ω) = 1
then we say that m is a discrete probability measure.
A function f : Ω → R is called integrable with respect to m if the series∑
i∈I |f(i)|m({i}) =
∑
i∈I |f(i)| ai converges, and in this case the integral with
respect to m is defined as the following real number:∫
Ω
fdm =
∫
fdm =
∑
i∈I
f(i)m({i}) =
∑
i∈I
f(i) ai.
Even if the series diverges, if f is nonnegative then we can define the integral
as above (a nonnegative number when the series converges or the symbol +∞
otherwise). Next, a function f is called quasi-integrable with respect to m if
either the positive part f+ or the negative part f− is integrable. The class of
integrable functions is denoted by L or L(Ω, 2Ω,m) if necessary.
A couple of properties are immediately proved for the integral:
(1) if c ∈ R and f, g ∈ L then cf + g ∈ L and ∫ (cf + g)dm = c ∫ fdm+ ∫ gdm;
(2) if f ≤ g, quasi-integrable then ∫ fdm ≤ ∫ gdm;
(3) f ∈ L if and only if |f | ∈ L and in this case ∣∣ ∫ fdm∣∣ ≤ ∫ |f |dm;
(4) if f ≥ 0 and ∫ fdm = 0 then f = 0 except in a negligible set.
There are three main ways of taking limit inside the integral for a sequence
fn of functions:
(a) Beppo Levi’s monotone convergence: if 0 ≤ fn ≤ fn+1 and f(x) = limn fn(x)
for any x ∈ Ω then ∫ fdm = limn ∫ fndm;
(b) Fatou’s lemma: suppose that fn ≥ 0 and f(x) = lim infn fn(x) then∫
fdm ≤ lim infn
∫
fndm;
(c) Lebesgue’s dominated convergence: if |fn| ≤ g with g ∈ L and f(x) =
limn fn(x) exists for any x ∈ Ω then
∫
fdm = limn
∫
fndm.
Essentially, any one of the three theorems can be deduced from any of the others.
For instance, use (a) on gn(x) = infk≥n fk(x) to get (b) and use (b) on g ± fn
to deduce (c). To prove (a), for any number C <
∫
fdm there exists a finite
set J ⊂ I of atoms such that ∑i∈J f(i)m({i}) > C. Since J is finite, for every
ε > 0 there exists N = N(ε, C, J) such that
∑
i∈J fn(i)m({i}) > C−ε for every
n ≥ N. Because fn ≥ 0 and C, ε are arbitrary we deduce
∫
fdm ≤ limn
∫
fndm,
and the equality follows.
For instance, if Ω = {1, 2, . . .} is the set of strictly positive integers then
m({i}) = 2−i defines a probability measure. Consider the sequence of functions
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{fn} given by fn(x) = 2n1{n=x}. We can verify that each fn is integrable, and
that the sequence {fn} converges to the function identically zero but
∫
fndm = 1
for every n, i.e., we cannot use (a) or (c) and the inequality in (b) is strict.
Negligible sets (or sets of measure zero) do not play an essential role for
discrete measures since there is a largest set of measure zero, namely Ωr I, i.e.,
for a given discrete measure m with atoms I we may ignore the complement of
I. However, in general, negligible sets are a fundamental part, i.e., almost ev-
erything happens except a set of measure zero, referred to as almost everywhere
(a.e.) or almost surely (a.s.) when a probability is used.
The generalization of these arguments is the basis of measure and integration
theory. However, before being able to reach the classic example of the Lebesgue-
Borel measure and the extension of the Riemann-Stieltjes integral, several points
should be discussed.
Certainly, there are many (text)books on measure theory and integration at
various level of difficulties (too many to make a non exhaustive reasonable list),
but let me mention that the classic textbooks Halmos [57] and Natanson [86]
(among others) were available (besides lecture notes) for me (when studying
this subject for my first time). Now, for the (student) reader that just want
to take a (serious) panoramic view, (among other) the textbooks Bass [8] and
Pollard [90] are an excellent option; and in Richardson [93, Chapter 1, pp. 1–9],
a quick history on the subject is given. Perhaps the reader may be interested
in a concrete view (and less traditional) of the material, e.g. Swartz [113,
Chapters 1–4, pp. 1–164]. In several parts of this ‘lecture notes’, there are
precise references to (text)books (with pages) that the reader may check to
enlarge details of proofs or viewpoints (and discussions) on the various aspects
of measure (and integration) theory covered in this manuscript.
[Preliminary] Menaldi November 11, 2016
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Chapter 0
Background
Before going into some details and without really discussion set theory (e.g.
see Halmos [58]) we have to consider a couple of issues. On the other hand,
we need to recall some basic topology, e.g. most of what is presented in the
preliminaries section of Yosida [122, Chapter 0, pp. 1–22]. Alternatively, the
reader may check part of the material in Royden [98, Chapters 1,2,7,8 and 9]
or Dshalalow [36, Part I, pp. 1–200]. Certainly, being familiar with most of
the material developed in basic mathematical analysis books (e.g., Apostol [4]
or Hoffman [63] or Rudin [99]) yields a comfortable background, while being
familiar with the material covered in elementary mathematical analysis books
(e.g., Kirkwood [70] or Lewin [76] or Trench [116]) provides an almost sufficient
background. It not the intention to write a comprehensive treatment of Measure
Theory (as e.g., the five volumes of Fremlin [46]), but the reader may find a
little more than expected. Reading what follows for the first time could be
very dense, so that the reader should have some acquaintance with most of the
concepts discussed in this preliminary chapter. Clearly, not every aspect (of this
preliminary chapter) is needed later, but it is preferred to face these possible
difficulties now and not later, when the actual focus of interest is revelled.
0.1 Cardinality
We want to count the number of element of any set. If a set is finite, then
the number of elements (also called the cardinal of the set) is a natural or
nonnegative integer number (zero if the set is empty). However, if the set is
infinite then some consideration should be made. To define the cardinal of a set
in general, we say that two sets have the same cardinal or are equipotent if there
exits a bijection between them. Since equipotent is a reflexive, symmetric and
transitive relation, we have equivalence classes of sets with the same cardinal.
Also we say that the cardinal of a set A is not greater than the cardinal of
another set B if there is a injective function from A into B, usually denoted by
card(A) ≤ card(B), and we can show that card(A) ≤ card(B) and card(B) ≤
1
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card(A) imply that A and B have the same cardinal. Similarly, if A and B have
the same cardinal then we write card(A) = card(B), and also card(A) < card(B)
with obvious meaning.
We use the symbol ℵ0 (aleph-nought) for the cardinal of N the set of natural
(or nonnegative integer) numbers, and we show that ℵ0 is first nonfinite cardi-
nal. Any set in the class ℵ0 is called countable infinite or denumerable, while
countable sets, may be finite or infinite. With time, the two names countable
and denumerable are used indistinctly and if necessary, we have to specify finite
or infinite for countable sets. It can be shown that the integer numbers Z and
the rational numbers Q are both countable sets, moreover, the union or the
finite (Cartesian) product does not change the cardinality of infinite sets, e.g.,
if {Ai : i ≥ 1} is a sequence of countable sets Ai then
⋃∞
i=1Ai and
∏n
i=1Ai are
also countable, for any positive integer n. However, we can also show that the
cardinal of 2A, the set of the parts of a nonempty set A (i.e., the set of all sub-
sets of A, which can be identified with the product {0, 1}A) has cardinal strictly
greater than card(A). Nevertheless, if A is an infinite set then the set composed
by all subsets of A having a finite number of element (called the finite-parts of
A) have the same cardinal as A. Indeed, if A = {1, 2, . . .} then the set 2A
F
of the
finite-parts of A can be represented (omitting the empty set) as finite sequences
a = {a1, . . . , an} of elements ai in A. Thus, if {2, 3, 5, 7, . . . , pi, . . .} is the se-
quence of all prime numbers then for each a there is a unique positive integer
m = 2a13a25a37a4 · · · pann , and because the factorization in term of the prime
numbers is unique, the mapping a 7→ m is one-to-one, i.e., 2A
F
is countable.
Representing real numbers in binary form, we observe that 2{0,1,...} has the
same cardinal as the real numbers R, which is strictly greater than ℵ0. The
cardinality of R is called cardinality of continuum and denoted by 2ℵ0 . However,
we do not know whether or not there exists a set A with cardinal ℵ such that
ℵ0 < ℵ and ℵ < 2ℵ0 . Anyway, it is customary to use the notation ℵ1 = 2ℵ0 ,
ℵ2 = 2ℵ1 , and so on.
The (generalized) continuum hypothesis states that for any infinite set A
there is no set with cardinal strictly between the cardinal of A and the cardinal
of 2A. In particular for ℵ0 and 2ℵ0 , this assumption (so-called continuum hy-
pothesis) has an equivalent formulation as follows: the set R can be well-ordered
in such a way that each element of R is preceded by only countably many el-
ements, i.e., there is a relation  satisfies (a) for any two real numbers x and
y we have x  y or y  x or x = y (linear order), (b) for every real number
x we have x  x (reflexive), and (c) every nonempty subset of real numbers A
has a first number, i.e., there exist a0 in A such that a0  a for any a in A
(well-ordered), and the extra condition (d) for every real number x the set of
real numbers y  x is a countable set. It can also be proved that the cardinal
number of R (which is called the continuum cardinal) is indeed the cardinal of
2N = ℵ1 (i.e., the part of N). Furthermore, the continuum hypothesis (i.e., there
is not cardinal number between ℵ0 and the continuum) is independent of the
axioms of set theory (i.e., it cannot be proved or disproved using those axioms).
For instance, the reader may check the books Ciesielski [26], Cohen [27], Gol-
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drei [53], Moschovakis [84] or Smullyan and Fitting [107], for a comprehensive
treatment in cardinality and set theory axioms. Also Pugh [91, Chapter 1, pp.
1–50] or Strichartz [111, Chapter 1, pp. 1–24] is a suitable initial reading.
0.2 Frequent Axioms
Sometimes, we need to differentiate sets with the same cardinal based on other
characteristics, e.g., a natural order of numbers or the natural inclusion for
collection or family of sets.
A partially ordered set (X,) is a set X (family of sets) and a relation ,
which is transitive (a  b and b  c imply a  c) and antisymmetric (a  b and
b  a imply a = b). An order  (on a set X) is called (1) linear (or total, and
the set X is linearly ordered) if for every a and b in X we have either a  b or
b  a, and (2) well-order (and the set X is well-ordered) if (1) holds and any
nonempty subset A of X has a minimum element, i.e., there is a in A such that
a  a, for every a in A.
Certainly (several) well-order  can be given to a finite set, and any subset
of integer numbers with a finite infimum inhered a well-order from the integer
numbers. A typical situation is to partially order a collection of sets with the
inclusion. Note that the natural order of the real numbers R is a linear order,
but not a well-order. Also, the set RI of all real-valued functions on a set I (of
more than one element), with the natural partial order (xi)  (yi) if xi ≤ yi for
every i in I, is not a linear order.
In a partially ordered set not all elements are comparable, i.e., we may have
two elements a and b such that neither a  b nor b  a. Thus, given a partially
ordered set (X,) and a subset A ⊂ X, we say that x in X is an upper bound
of A if a  x for every a in A, and if x belongs to A then x is the maximum
element of A. Maximum has little use for partially ordered set, instead, we say
that m in A is a maximal element, chain of A if for any a in A such that m  a
we have a = m (i.e., m is larger or equal to any other element a in A that can
be compared with m). A chain in X is a subset C ⊂ X such that  becomes a
linear order on C.
There are several equivalent ways of expressing the well-ordering principle
(or axioms), e.g.,
Hausdorff Maximal Principle: Every partially ordered set (X,) has a maxi-
mal chain, i.e., a subset C of X such that (C,) is a linearly ordered set and
(C ′,) is not a linearly ordered set, for any subset C ′ strictly containing C.
Zorn’s Lemma: Every nonempty partially ordered set has a maximal element
if any chain has an upper bound.
Zermelo’s Axiom: Every set can be well-ordered, i.e., if X is a set, then there
is some well-order  on X, i.e.,  is a linear order (all elements in X are
comparable) and every nonempty subset of X has a first element.
A typical use is when a construction of sets satisfying some properties is
[Preliminary] Menaldi November 11, 2016
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partially ordered (e.g., by the inclusion), and we deduce the existence of a
maximal set satisfying those properties.
Related to the above assumptions, but independent from other axioms of the
set theory, is the so-called Axiom of Choice (AoC), which can also be expressed
in various equivalent ways, e.g.,
AoC Form (a): The Cartesian product of any nonempty family of nonempty
sets must be a nonempty set, i.e., if {Ai : i ∈ I} is a family of sets such that
I 6= ∅ and Ai 6= ∅, for any i ∈ I then there exits at least one choice ai ∈ Ai, for
any i ∈ I.
AoC Form (b): If {Ai : i ∈ I} is a family of arbitrary nonempty disjoint sets
indexed by a set I, then there exists a set consisting of exactly one element form
each Ai, with i ∈ I.
All these axioms come into play when dealing with uncountable sets.
Beside using cardinality to classify sets (mainly sets involving numbers),
we may push further and classify well-ordered sets. Thus, similarly to the
cardinality, we say that two well-ordered sets (X,) and (Y,) have the same
ordinal if there is a bijection between them preserving the order. Thus, to each
well-ordered set we associate an ordinal (an equivalence class). It clear that
finite ordinals are the sets of natural numbers {1, 2, . . . , n}, n = 1, 2, . . . , with
the natural order, and the first infinite ordinal is the set of natural numbers
N = {1, 2, . . .} (or equivalently any infinite subset of integer number with a
finite infimum). Each ordinal has a next ordinal, i.e., given an ordinal (X,)
we define (X+1,) to be X+1 = X ∪{∞}, with∞ 6∈ X and x  ∞, for every
x in X. However, each ordinal not necessarily has a previous (or precedent)
ordinal, e.g., there is not an ordinal X such that X + 1 = N.
Similarly to cardinals, we say that the ordinal of a well-ordered set (X,)
is not greater than the ordinal of another well-ordered set (Y,) if there is a
injective function from X into Y preserving the linear order, usually denoted by
ord(X) ≤ ord(Y ). Thus, we can show that if ord(X) ≤ ord(Y ) and ord(Y ) ≤
ord(X) then (X,) and (Y,) have the same ordinal. Moreover, there are many
properties satisfied by the ordinal (e.g., see Brown and Pearcy [21, Chapter 5,
pp. 80–95], Kelley [67, Appendix, 240–281]), we state for future reference
Ordinal Order: The set (actually class or family of sets) of all ordinals is well-
ordered (the above order denoted by ≤ and the strict order by <, i.e., the ≤
and the 6=), namely, every nonempty subset (subfamily) of ordinals has a first
ordinal. Moreover, given an ordinal x, the set {y < x} of all ordinal strictly
precedent to x has the same ordinal as x.
For instance, we may call ω0 the first uncountable ordinal, i.e., any ordinal
ω < ω0 is countable (finite or infinite). It is clear that there are plainly of
ordinals between N and ω0. Thus, transfinite induction and recursion can be
used with ordinals, i.e., first for any element a of a well-ordered set (X,) define
the initial segment of X determined by a, i.e., I(a) = {x ∈ X : x  a, x 6= a},
to have the
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Transfinite Induction Principle: If a subset A of a well-ordered set X satisfies
(for every a in X) the condition “I(a) ⊂ A ⇒ a ∈ A” then A is indeed the
whole set, i.e., A = X.
It is clear that if a is the minimum element in X r A then by definition
I(a) ⊂ A and therefore a belongs to A. A neat case is when the well-ordered
set X is actually the natural number, i.e., the ordinary mathematical induction.
Similarly to the ordinary recursion argument, where a function f on the natural
numbers can be defined by specifying f(0) and then defining f(n) in terms of
f(0), . . . , f(n − 1), we have the recursion principle for well-ordered set, e.g.,
see Dudley [37, Section I.3, pp. 12–15]. Alternatively, the reader may check
Folland [45, Chapter 0, pp. 1–17], for a short and clean discussion on the above
points. Also see Berberian [12, Chapter 1, pp. 1–85].
0.3 Metrizable Spaces
Recall that a topology τ on a nonempty set X is a collection (or class or family)
of “open” subsets of X, such that (1) X and ∅ are open sets, (2) any union of
open sets is an open set, (3) any finite intersection of open sets is an open set.
It is not necessary to describe the whole family of open sets τ , usually it suffices
to give a base for the topology τ , i.e., a subfamily β ⊂ τ of open sets such that
for any open set O ∈ τ and any point x in O there is a member B ∈ β in the
base satisfying x ∈ B ⊂ O. Also, if τ1 and τ2 and two topology on X then τ1
is stronger (or finer) than τ2, or equivalently, τ2 is weaker (coarser) than τ1 if
τ1 ⊂ τ2, i.e., every open set in (X, τ1) is an open set in (X, τ2). Thus, closed sets
are complements of open sets, and the (sequential) convergence (also cluster,
interior, boundary, compact, connect, dense, etc) is then defined. Clearly, an
abstract space with a topology is called a topological space. Actually, remark
that we use only with topological spaces where points are separated closed sets,
i.e., Hausdorff spaces, so that these properties are implicitly assumed everywhere
(even if it is seldom restated) in the text, unless explicitly mentioned otherwise.
A metric on a set X is a function d : X × X → R satisfying for every
x and y in X the following conditions: (a) d(x, y) ≥ 0 and d(x, y) = 0 if
and only if x = y, (b) d(x, y) = d(y, x) and (c) d(x, y) ≤ d(x, z) + d(z, y)
for every z in X. The couple (X,d) is called a metric space, which becomes a
topological space with the open sets defined by means of the (base of) open
balls B(x, r) = {y ∈ X : d(x, y) < r}, for any x in X and any r > 0. On the
other hand, a metrizable space is a topological space X in which a metric can
be defined (but not really used) so that (X,d) has a topology equivalent to the
initial one given on X (where the topology has a simple characterization).
In a metric space, for every x in X the countable family of balls B(x, 1/n),
n = 1, 2, . . . , forms a neighborhood-base at x and so, the (X,d) topology is
first-countable or it satisfies the first axiom of countability. In a first-countable
topology (in particular in a metric space), we can use only convergent sequences
to define its topology, i.e., a subset A of X is closed for the topology induced by
the metric d if and only if for every sequence {an : n ≥ 1} of points in A such
[Preliminary] Menaldi November 11, 2016
6 Chapter 0. Background
that d(an, a) → 0 as n → ∞, for some a in X, we have that the limit point a
belongs to A.
On the other hand, a topological space X is called separable if there exists
a countable dense subset Q ⊂ X, i.e., Q is countable and its closure Q is the
whole space X. Hence, a separable metric space (X,d) is second-countable or
it satisfies the second axiom of countability, i.e., its contains a countable base,
namely, the family of balls B(q, 1/n) with q in a countable dense set Q and
n ≥ 1. Actually the converse is also true, i.e., a metric space (X,d) is second-
countable if and only if it is separable, and similarly, a topological space with a
countable base is separable and metrizable. Moreover any locally compact (or
vector topological) space with a countable base is metrizable, but certainly, the
converse is false. For instance, the reader may want to take a quick look at the
book Kelley [67, Chapter 4, 112–134].
Recall that a topological space is called sequentially compact if every se-
quence admits a convergent subsequence. Any sequentially compact metric
space is separable, and for a sequential space (i.e., where convergent sequences
are used to define its topology), compactness and sequentially compactness are
equivalent.
Given a family {(Xi,di) : i ∈ I} of metric spaces the product space X =∏
i∈I Xi is a topological space with the product topology which may not be
metrizable. For a countable family I = {1, 2, . . .}, we may define the metric
d(x, y) =
∞∑
i=1
2−i
di(xi, yi)
1 + di(xi, yy)
, ∀x = (xi), y = (yi),
which induces an equivalent topology on X, i.e., a countable product space
X =
∏∞
i=1Xi is indeed metrizable with the above metric d.
We may consider uniform continuity and Cauchy sequences in a metric space
(X,d). Thus, (X,d) is complete if any Cauchy sequence has a limit, i.e., if
d(xn, xm)→ 0 as n,m→∞ then there exists x such that d(xn, x)→ 0 as n→
∞. If a space (X,d) is not complete then we can completed it in the same way as
we pass from the rational number to the real numbers. However, the concept of
completeness is not a topological property, i.e., on a given space we may have two
metrics yielding equivalent topologies but only one of them is complete. Anyway,
every compact metric space is complete. A complete separable metrizable (or
separable completely metrizable) space is called a Polish space, i.e., a separable
topological space X with a metric yielding a complete metric space (X,d). For
instance, the space C(Rd) of all real-valued continuous functions is a Polish
space with the metric
d(f, g) =
∞∑
n=1
2−n
[|f − g|]n
1 + [|f − g|]n , [|f |]n = sup|x|≤n
|f(x)|}.
In probability, the sample spaces are Polish spaces, most of the times, we use
the space of continuous functions from R into Rd or the space of all cad-lag
functions from R into Rd, i.e., functions continuous from the right and having
limits from the left.
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A subset K of a metric space (X,d) is called totally bounded if for every
ε > 0 there exists a finite number of points x1, . . . , xn in K such that K ⊂⋃n
i=1B(xi, ε), i.e., any x in K is within a distance ε from the set {x1, . . . , xn}.
It is very instructive (but no simple) to show that a subset K (of a complete
metric space) is totally bounded if and only if the closure of K is compact, e.g.,
Yosida [122, Section 0.2, pp. 13–15].
A vector topological space has a topology compatible with the vector struc-
ture, i.e., such that the addition and the scalar multiplication (of vectors) are
continuous operations (e.g., check the books Kothe [73] or Schaefer [103]). An
example is the so-called locally convex spaces, and better, a normed space X,
which is vector space with a norm, i.e., a nonnegative function ‖·‖ defined on X
such that (a) ‖λx‖ = |λ| ‖x‖, for every x inX and λ in R, (b) ‖x+y‖ ≤ ‖x‖+‖y‖,
for every x and y in X, and (c) ‖x‖ ≥ 0 for every x in X and ‖x‖ = 0 only if
x = 0. Given a norm, we define a metric d(x, y) = ‖x− y‖ (but not any metric
comes from a norm), which yields the topology.
In a normed space, any set that can be covered by a ball is called a bounded
set. But, only on finite dimensional normed spaces, any closed and bounded
set is necessarily compacts. A complete normed space is called a Banach space.
The space Cb(X) of all real-valued (or complex-valued) bounded continuous
functions on a Hausdorff topological space X, with the sup-norm
‖f‖ = sup{|f(x)| : x ∈ X},
is a typical example of an infinite dimensional Banach space.
A topological space X is said to be locally compact if every point has a
compact neighborhood, i.e., an open set with compact closure. This implies
that for every point x in X and any open set U containing x there is another
open set V containing x such that V ⊂ U and the closure V is compact. A
locally compact Banach space is necessarily a space of finite dimension (i.e.,
homeomorphic to some Rd, d ≥ 1).
Again, better than a norm is an inner or scalar product, i.e., a bilinear maps
(·, ·) from X×X into R satisfying (a) (λx+y, z) = λ(x, z)+(y, z), for every x, y in
X and λ in R, (b) (x, y) = (y, x), for every x, y in X, and (c) (x, x) ≥ 0 for every
x in X and (x, x) = 0 only if x = 0. From an inner product we can define a norm
‖x‖ = √(x, x), indeed, by considering the discriminant of the positive quadratic
form λ 7→ (x + λy, x + λ) we obtain the Cauchy inequality |(x, y)| ≤ ‖x‖ ‖y‖,
for every x and y, which yields the triangular inequality (b) for the norm.
Certainly, not any norm comes from an inner product, indeed, a norm is derived
form an inner product if and only if the parallelogram law is satisfied, i.e.,
‖x+y‖2+‖x−y‖2 = 2‖x‖2+2‖y‖2, for every x and y inX, in which case the inner
product is defined by the polarization identity ‖x+y‖2 = ‖x‖2+‖y‖2+2<(x, y).
A complete normed space where the norm comes from an inner product is called
a Hilbert space.
A typical infinite dimensional Hilbert space is `2, the space of real-valued
sequences a = {an} satisfying
∑
n a
2
n < ∞, with the inner product (a, b) =∑
n anbn. A more elaborate example is space L
2(K), with K a compact subset
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of Rd, which is the completion of Cb(K) = C(K), space of continuous functions,
with the inner product
(f, g) =
∫
K
f(x) g(x) dx.
By means of the theory of the integral we are able to study in great detail spaces
similar to this one.
Moreover, we may have complex Banach and Hilbert spaces, i.e., the vector
space is on the complex field C, and |λ| denotes the modulus (instead of the
absolute value) when λ belongs to C for the condition (a) of norm. In the case
of a inner product, the condition (b) becomes (x, y) = (y, x), where the over-line
means complex conjugate, i.e., the application (·, ·) is sesquilinear (instead or
bilinear) with complex values.
As seen later, general discussions of good measures are focus on a separable
complete metrizable space (i.e., a Polish space), while general discussions of
(nonlinear) functions are considered on locally compact spaces with a countable
bases. As expected, the typical oversimplified example is Rn.
For instance, the reader may take a look at DiBenedetto[32, Chapters 1
and 2, pp. 1–64] or Hewitt and Stromberg [62, Chapter 2, pp. 53–103] or
Royden [98, Chapters 1 and 2, pp. 1–53] or Rudin [101, Chapter 1, pp. 3–40],
for a quick review on topology and continuous functions. Also most of Brown
and Pearcy [21], and Pugh [91, Chapter 2, pp. 51–115] are a suitable initial
reading.
0.4 Some Basic Lemmas
There are a couple of very useful results, but for our treatment this may be
considered “on the side”, such as
Lemma 0.1 (Urysohn). Let A and B be two nonempty, disjoint and closed
sets in a metric space (X,d). If a and b are two distinct real numbers then the
function
x 7→ g(x) = a+ (b− a)d(x,A)
d(x,A) + d(x,B)
is continuous and g(x) = a for any x in A and g(x) = b for any x in B.
Proof. The distance from a point to a set is defined as d(x,A) = inf{d(x, y) :
y ∈ A} and the triangular inequality yields that |d(x,A) − d(y,A)| ≤ d(x, y),
which proves that the above function g is continuous.
Proposition 0.2 (Tietze’s Extension). Let f be a bounded real-valued func-
tion defined on a closed subset C of a metric space (X,d). Then there exists a
continuous extension g of f to the entire space X.
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Proof. A proof of Tietze’s Extension is based on the following construction,
which shows that an extension g is uniform limit in X of the series
∑
k gk of
continuous functions.
First, with a = supC |f(x)| define A = {x ∈ C : f(x) ≤ −a/3} and B = {x ∈
C : f(x) ≥ a/3} to find a continuous function g1 : X → [−a/3, a/3] satisfying
|f(x)− g1(x)| ≤ 2a/3, for every x in C.
Next with f1 = f − g1, a1 = 2a/3 define A1 = {x ∈ C : f1(x) ≤ −a1/3}
and B1 = {x ∈ C : f1(x) ≥ a1/3} to find a continuous function g2 : X →
[−a1/3, a1/3] satisfying |f1(x)− g2(x)| ≤ 2a1/3, for every x in C.
Finally, by induction it follows that |f(x)−∑nk=1 gk(x)| ≤ 2na3−n, for every
x in C and that |gn(x)| ≤ 2n−1a3−n, for any x.
Statements in Lemma 0.1 and Proposition 0.2 are also valid for more general
topological spaces, e.g., Hausdorff locally compact spaces and normal spaces.
Another key result frequently used, is Weierstrauss approximation theorem,
Theorem 0.3 (Weierstrauss). If f is a real-valued continuous function on the
compact interval [a, b] then there exits a sequence of polynomials {pn} such that
pn(x)→ f(x) uniformly on [a, b].
Proof. For a given real-valued continuous function f on [a, b] the change of
variable y = (x−a)/(b−a) reduces the discussion to the case where the compact
interval [a, b] is [0, 1]. Moreover, for f on [0, 1] the change of function g(x) =
[f(x)−f(0)]−x[f(1)−f(0)] yields g(0) = g(1) = 1. Briefly, it should be proven
that for any real-valued continuous function on the real line R which vanishes
outside the interval [0, 1] there exists a sequence of polynomials {pn} such that
pn(x)→ f(x) uniformly on [0, 1]. Note that f is uniformly continuous on R.
Consider the polynomials qn(x) = cn(1 − x2)n, n = 1, 2, . . . , where the
coefficients cn are chosen so that
cn
∫ 1
−1
(1− x2)ndx = 1, ∀n ≥ 1.
Remark that the function (1−x2)n−1+nx2 vanishes at x = 0 and has derivative
positive on the open interval (0, 1) to deduce that
(1− x2)n ≥ 1− nx2, ∀x ∈ [0, 1].
Hence, the calculation∫ 1
−1
(1− x2)ndx = 2
∫ 1
0
(1− x2)ndx ≥ 2
∫ 1/√n
0
(1− x2)ndx ≥
≥ 2
∫ 1/√n
0
(1− nx2)dx > 1√
n
implies that 0 ≤ cn ≤ 1/
√
n, for every n ≥ 1. Therefore, for any δ > 0, the
following estimate
0 ≤ qn(x) ≤
√
n(1− δ2)n, ∀x ∈ [−1, 1], with |x| ≥ δ,
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holds true.
Next, define the polynomial
pn(x) =
∫ 1
−1
f(x+ y)qn(y)dy =
∫ 1
0
f(z)qn(z − x)dy, ∀x ∈ [−1, 1].
By continuity, for every ε > 0 there exists δ > 0 such that |x − y| < δ implies
|f(x)− f(y)| < ε and also, |f(x)| ≤ C <∞ for every x n [0, 1]. Thus
|pn(x)− f(x)| ≤
∫ 1
−1
|f(x+ y)− f(x)|qn(y)dy ≤
≤ 2C
∫ −δ
−1
qn(y)dy + ε
∫ δ
−δ
qn(y)dy + 2C
∫ 1
δ
qn(y) ≤
≤ 4C√n(1− δ2)n + ε,
which shows that pn(x)→ f(x) uniformly on [0, 1].
Revising the above proof, it should be clear that the same argument is
valid when the function f takes complex values and then the coefficients of the
polynomials pn are complex.
• Remark 0.4. A vector space F of real-valued functions defined a nonempty set
X, is called an algebra if for any f and g in F the product function fg belongs
also to F. A family F of real-valued functions is said to separate points in X if
for every x 6= y in X there exists a function f in F such that f(x) 6= f(y). If X is
a Hausdorff topological space then C(X) the space of all continuous real-valued
functions defined on X is an algebra that separate points. The so-called Stone-
Weierstrauss Theorem states that if K is a compact Hausdorff space and F is
an algebra of functions in C(K) which separate points and contains constants
functions, then for every ε > 0 and any g in C(K) there exists f in F such that
sup
{|f(x)− g(x)| : x ∈ X} = ‖f − g‖ < ε,
i.e., F is dense in C(K) for the sup-norm ‖ · ‖. Moreover, K is stable under the
complex-conjugate operation then the same result is valid for complex-valued
functions, e.g, check the books DiBenedetto [32, Sections IV.16–18, pp. 199–
203], Rudin [99, Chapter 7, 159–165] or Yosida [122, Section 0.2, pp. 8–11].
A typical application of Zorn’s Lemma is the following:
Lemma 0.5. Any linear vector space X contains a subset {xi : i ∈ I}, so-called
Hamel basis for X, of linear independent elements such that the linear subspace
spanned by {xi : i ∈ I} coincides with X.
Proof. Consider the partially ordered set S whose elements are all the subsets of
linearly independent elements in X, with the partial order given by the inclusion.
If {Aα} is a chain or totally ordered subset of S then A =
⋃
αAα is an upper
bound, since any finite number of element in A are linearly independent. Hence,
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Zorn’s Lemma implies the existence of a maximal element, denoted by {xi : i ∈
I}. Now, for any x in X the set {xi : i ∈ I} ∪ {x} has to be linearly dependent
and so, x is linear combination of some finite number of elements in {xi : i ∈ I},
as desired.
For instance, the interested reader may check the books by Berberian [12],
DiBenedetto [32], Dshalalow [36], Dudley [37], Hewitt and Stromberg [62], Roy-
den [98], among many others. On the other hand, the reader may take a look
(again) at the books by Apostol [4], Dieudonne´ [33] or Rudin [99]. Essentially,
as a background for what follows, the reader should be familiar with most of
the basic material covered in Taylor [114, Chapters 1-3, pp. 1–176].
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Chapter 1
Measurable Spaces
Discrete measures were briefly presented in the introduction, where we were able
to measure any subset of the given (possible uncountable) space Ω, essentially,
by counting its elements. However, in general (with non-discrete measures),
due to the requirement of σ-additivity and some axioms of the set theory, we
cannot use (or measure) every element in 2Ω. Therefore, a first point to consider
is classes (or family or collection or systems) of subsets (of a given space Ω)
suitable for our analysis. We begin with a general discussion on infinite sets
and some basic facts about functions.
1.1 Classes of Sets
Let Ω be a nonempty set and 2Ω be the parts of Ω, i.e., set of all subsets of Ω.
Clearly, if Ω has n elements then 2Ω has 2n elements, but our interest is when Ω
has an infinite number of elements, for instance if Ω is countable infinite (i.e., it
is in a one-to-one relation with the positive integers) then 2Ω has the cardinality
of the continuum. A class (collection or family or system) of sets is a subset of
2Ω, that by convenience, we assume it contains the empty set ∅. Note that ∅ ⊂ Ω
and ∅,Ω ∈ 2Ω. Typical operations between two elements A and B in 2Ω are the
intersection A ∩B, the union A ∪B, the difference ArB and the complement
Ac = Ω r A. The union and the intersection can be extended to any number
of sets, e.g., if Ai ∈ 2Ω for i in some sets of indexes I then we have
⋃
i∈I Ai
and
⋂
i∈I Ai. Sometimes, to simplify notation we write A + B or
∑
i∈I Ai (for
disjoint unions) to express the fact that A + B = A ∪ B with A ∩ B = ∅ or∑
i∈I Ai =
⋃
i∈I Ai with Ai ∩Aj = ∅ if i 6= j.
Below we introduce a number of elementary (or intermediary) classes, which
are used later in the following Chapters, when the extension questions are ad-
dressed.
Definition 1.1. Given classes P, L, R and A of subsets of Ω, each containing
∅, we say that
• P is a pi-class if A,B ∈ P implies A ∩B ∈ P,
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• L is a `-class (or additive class) if (a) A,B ∈ L with A ∩ B = ∅ implies
A ∪B ∈ L and (b) A,B ∈ L with A ⊂ B implies B rA ∈ L,
• R is a ring if A,B ∈ R implies (a) ArB ∈ R and (b) A ∪B ∈ R,
• A is algebra if (a) A ∈ A implies Ac ∈ A and (b) A,B ∈ A implies A∪B ∈ A.
Finally, a pi-class S is called (1) a semi-ring if A,B ∈ S with A ⊂ B implies
BrA =
∑n
i=1 Ci with Ci ∈ S, (2) a semi-algebra if A ∈ S implies Ac =
∑n
i=1 Ci
with Ci ∈ S, and (3) a lattice if A,B ∈ S implies A ∪B ∈ S.
Usually, a field is defined as an algebra, but the name `-class or additive
class is not completely standard in the literature. By induction, a pi-class is
stable under the formation of finite intersections, and a lattice is also stable
under the formation of finite unions. Similarly, `-classes are stable under the
formation of finite disjoint unions, and rings and algebras are stable under the
formation of finite unions. Further, `-classes are stable under the formation
of monotone differences, rings are stable under the formation of all differences,
and algebras are stable under the formation of complements. Since A ∩ B =
[A ∪ B] r [(A r B) ∪ (B r A)], A ∩ B = (Ac ∪ Bc)c and A r B = (Ac ∪ B)c,
rings and algebras are also stable under finite intersections, and stable under the
formation of complements implies stable under differences. Thus, any algebra
is a ring, and every ring is simultaneously a pi-class, an `-class, and a lattice.
The equality A∪B = ((Ar (A∩B))∪B implies that any `-class which is also
a pi-class is necessarily a ring. Also, a ring containing the whole space is indeed
an algebra, and a lattice is not necessarily an `-class, e.g., the class {Ω, F, ∅}
(with F not empty and different from Ω) is a lattice but not an `-class.
From the definitions, it is clear that any interception of pi-classes, `-classes,
lattices, rings or algebras is again a pi-class, an `-class, a lattice, a ring or an
algebra. Therefore, given any subset G of 2Ω we may define the pi-class, `-class,
lattice, ring or algebra generated by G, e.g., the algebra A(G) generated by G is
indeed the intersection of all algebras containing G.
For instance, if A and B are subsets of Ω then the minimal classes P, L, R
and A containing A and B (as the name suggests) are P = {∅, A,B,A ∩ B},
L = {∅, A,B,A r B if B ⊂ A,B r A if A ⊂ B,A ∪ B if A ∩ B = ∅}, R =
{∅, A,B,A∩B,ArB,BrA,A∪B, (ArB)∪ (BrA)}, and A = {∅, A,B,A∩
B,A∪B,Ac, Bc, Ac∩Bc, Ac∪Bc, Ac∩B,Ac∪B,A∩Bc, A∪Bc,Ω}. Certainly,
interesting cases are when an infinite number of subsets of Ω are involved.
Exercise 1.1. Prove that the algebra A (ring) generated by a S semi-algebra
(semi-ring) is the class of finite disjoint unions of sets in S, i.e., A ∈ A if and only
if A =
∑n
i=1Ai with Ai ∈ S. Hint: prove first that the class of finite disjoint
unions of sets in S is stable under the formation of finite intersections.
Similarly, remark that lattice L generated by a pi-class P is the class of finite
unions of sets in P, i.e., A ∈ L if and only if A = ⋃ni=1Ai with Ai ∈ L. As
seen later, a lattice of interest is the class L ⊂ 2R of all finite unions of closed
intervals, while a semi-ring of interest for us is the class S of intervals of the form
(a, b], with a, b real numbers, where the previous Exercise 1.1 can be applied.
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For instance, an carefully discussion on semi-rings can be found in Dudley [37,
Section 3.2, pp. 94–101].
A convenient way of dealing with class K ⊂ 2Ω is to identify a subset A with
the function 1A : Ω −→ {0, 1} defined by 1A(x) = 1 if x ∈ A and 1A(x) = 0
if x ∈ Ω r A. Thus, intersection corresponds to min (or multiplication), i.e.,
1A∩B = min{1A,1B} = 1A1B , while union corresponds to plus or rather max,
i.e., 1A∪B = max{1A,1B} and 1A∪(BrA) = 1A + 1BrA. In this context,
the class 2Ω is identify to the space X of function 1A as above, which is an
algebra with the addition defined as max and the multiplication defined as min,
i.e., (X,max,min) or (Ω,∪,∩) is so-called a Boole algebra. There are other
alternatives, i.e., the symmetric difference could be used instead of max as the
addition, e.g., see Berberian [11, Chapter 1], among others. For instance, an
algebra class is a Boole sub-algebra, a pi-class is a Boole multiplicative semi-
group, and a lattice is also a Boole additive semi-group.
We begin with the following
Proposition 1.2. Let K = `(P) be the smallest `-class containing a given pi-
class P. Then K is also the ring generated by P. Moreover, if Ω ∈ K then K is
the smallest algebra containing P.
Proof. For every K ∈ K define the class of sets ΦK = {A ∈ K : A ∩K ∈ K}.
Clearly, (a) A ∈ ΦK if and only if K ∈ ΦA, and (b) the relations (BrA)∩K =
(B ∩K)r (A∩K) and (A∪B)∩K = (A∩K)∪ (B ∩K) imply that ΦK is an
`-class for any fixed K.
In particular, if K = P ∈ P then A ∈ P implies A ∈ ΦP . Thus P ⊂ ΦP and
because K is the smallest `-class containing P we have K ⊂ ΦP . This is K ∈ K
implies K ∈ ΦP , or equivalently P ∈ ΦK , for every P ∈ P. Hence P ⊂ ΦK and
again, because K is the smallest `-class containing P we have K ⊂ ΦK , but this
time for every K ∈ K. This proves that for any A,K ∈ K we have A ∩K ∈ K,
i.e., K is stable under finite intersections.
Finally, we conclude by making use of the relations A r B = A r (A ∩ B),
A ∪ B = (A r B) ∪ B and the fact that a ring is an algebra if and only if it
contains Ω.
Usually, adding the prefix ‘σ-’ to a class of sets, we require ‘countable’ instead
of ‘finite’ in number of operations allowed, e.g.,
Definition 1.3. A σ-algebra (or σ-field) A is a class containing ∅ which is
stable under the (formation of) complements and countable unions, i.e., (a) if
A ∈ A then Ac ∈ A and (b) if Ai ∈ A, i = 1, 2, . . . then
⋃∞
i=1Ai ∈ A. Similarly,
a σ-ring A is a non-empty class stable under differences and countable unions,
i.e., (c) if A,B ∈ R then ArB ∈ R and (b) as above.
A pi-class stable under countable unions could be called as a σ-lattice, i.e., it
could also be called a ‘countable topology’ (if it contains the whole space) since
this means a class containing the empty set, stable under finite intersections and
under countable unions. Similarly, sometimes a pi-class stable under countable
unions and countable intersections could be necessary, e.g., the minimal class of
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sets containing all open sets (or closed sets, of a given topology) and being stable
under countable intersections. However, the interesting concepts of monotone
class, and λ-class (or σ-additive class) are defined and discussed below.
The classes mostly used are the σ-algebras. Certainly, any ring (or algebra)
with a finite number of elements is a σ-ring (or σ-algebra). Remark that if K is
a given arbitrary class, since the class R (or Rσ) of all sets that are contained
in a finite (or countable) union of sets in K is a ring (or σ-ring), then R (or Rσ)
contains the ring (or σ-ring) generated by K.
Exercise 1.2. First show that any σ-algebra is a σ-ring and that a σ-ring
is stable under the formation of countable intersections. Next, prove that an
algebra A (a ring R) is a σ-algebra (a σ-ring) if and only if A (R) is stable
under the formation countable increasing unions.
It is relatively simple to generate a pi-class, an `-class, a ring or an algebra.
For a given class K we define P0 = L0 = R0 = K ∪ {∅}, A0 = K ∪ {∅,Ω},
and by induction Pi = {A ∩ B, : A,B ∈ Pi−1}, Li = {A ∪ B if A ∩ B =
∅, and A r B if B ⊂ A : A,B ∈ Li−1}, Ri = {A ∪ B, A r B : A,B ∈ Ri−1}
and Ai = {A∪B, Ac : A,B ∈ Ai−1}, for i ≥ 1. Thus, the classes P =
⋃∞
i=0 Pi,
L = ⋃∞i=0 Li, R = ⋃∞i=0Ri and A = ⋃∞i=0Ai are the smallest pi-class, `-class,
ring or algebra containing the class K. Essentially, the same arguments used
with ordinal and transfinite induction yield the corresponding σ-classes, but we
prefer to avoid these type of procedures.
It is clear that for a class with a finite number of elements (and only in this
case), there is not difference between being either a σ-algebra (or σ-ring) and an
algebra (or ring). The concept of monotone classes helps to clarify the distinc-
tion between algebras (or rings) and σ-algebras (or σ-rings). A monotone class
(of subset of Ω) is a subset M of 2Ω stable under countable monotone unions
and intersections, i.e., (a) Ai ∈ M, Ai ⊂ Ai+1, i = 1, 2, . . . then
⋃∞
i=1Ai ∈ M
and (b) Ai ∈M, Ai ⊃ Ai+1, i = 1, 2, . . . then
⋂∞
i=1Ai ∈M.
Proposition 1.4 (monotone class). Let K =M(R) be the smallest monotone
class containing a given ring R. Then K is also the σ-ring generated by R.
Moreover, if Ω ∈ K then K is the smallest σ-algebra containing R.
Proof. Most of the arguments are similar to those of Proposition 1.2.
For every K ∈ K define the class of sets ΦK = {A ∈ K : ArK,K rA,A ∪
K ∈ K}. Clearly, (a) A ∈ ΦK if and only if K ∈ ΦA, and (b) the relations
(∪iAi)rK = ∪i(AirK), (∩iAi)rK = ∩i(AirK), Kr (∪iAi) = ∩i(KrAi),
Kr(∩iAi) = ∪i(KrAi), (∪iAi)∪K = ∪i(Ai∪K) and (∩iAi)∪K = ∩i(Ai∪K)
imply that ΦK is a monotone class for any fixed K.
In particular, if K = R ∈ R then A ∈ R implies A ∈ ΦR. Thus R ⊂ ΦR
and because K is the smallest monotone class containing R we have K ⊂ ΦR.
This is K ∈ K implies K ∈ ΦR, or equivalently R ∈ ΦK , for every R ∈ R.
Hence R ⊂ ΦK and again, because K is the smallest monotone class containing
R we have K ⊂ ΦK , but this time for every K ∈ K. This proves that for any
A,K ∈ K we have ArK,K rA,A ∪K ∈ K, i.e., K is a ring.
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Finally, we conclude by noting that a σ-ring is a σ-algebra if and only if it
contains Ω.
A common used of above Proposition 1.4 is in the form of a so-called mono-
tone argument as follows: if a class of set R is a ring and each element enjoys
a certain property, and this property stable by countable monotone unions and
countable monotone intersections, then this property holds true for the σ-ring
generated by R.
• Remark 1.5. Combining Propositions 1.2 and 1.4, it is clear that if P is a
pi-class then M(P) is the smallest σ-algebra containing P.
The notation σ(K) means the smallest σ-algebra containing a given class K,
or the σ-algebra generated by K. It is clear that if K is finite then σ(K) is also
finite.
Exercise 1.3. Since only countable operations are involved, we can convince
oneself that if K has the cardinality of the continuum (or greater) then σ(K)
preserves its cardinality. Make a formal argument to show the validity of the
previous statement, e.g., see Rama [92, Section 4.5, pp. 110-112] where transfi-
nite induction is used.
Let R be the union of all σ-rings R(Ec) generated by a countable subclass Ec
of a given a class E in 2Ω containing the empty set. Since R is indeed a σ-ring,
we have R = R(E), the σ-ring generated by the whole class E . Thus, for a given
A in R(E) there exists a countable subclass Ec (depending on A) such that A
belongs to R(Ec). If we can keep the same countable subclass for every set A
then the σ-ring R(E) is called separable. Moreover, we say that a σ-algebra F
is countable generated or separable if there exists a countable class K such that
F = σ(K).
Frequently, the previous Propositions are combined in the so-called argument
of monotone class as follows. A λ-class (or σ-additive class) is a subset D of 2Ω
stable under the formation of countable monotone unions, monotone differences
and it contains Ω, i.e., (a) Ai ∈ D, Ai ⊂ Ai+1, i = 1, 2, . . . then
⋃∞
i=1Ai ∈ D,
(b) if A,B ∈ D with A ⊂ B then B rA ∈ D and (c) Ω ∈ D. From the equality
A + B = (Ac r B)c we deduce that a λ-class is stable under the formation of
countable disjoint unions.
Proposition 1.6 (monotone argument). Let D be a λ-class and P be a pi-class.
Then D is a σ-algebra if and only if D is also stable under finite intersections.
Moreover, if P ⊂ D then σ(P) ⊂ D.
Proof. To verify the first part, because Ω ∈ D we remark that D is stable under
complement. Next, we note that any countable unionA = ∪iAi can be expressed
as A = ∪iBi, with Bn =
⋃n
i=1Ai =
(⋂n
i=1A
c
i
)c
which satisfy Bi ⊂ Bi+1, for
every i. So, if D is also a pi-class then Bn belongs to D, and D is stable under
countable union, i.e., a D is indeed a σ-algebra.
For the second part, if λ(P) denotes the smallest λ-class containing P then,
for every E ∈ λ(P), define the class of sets ΦE = {A ∈ λ(P) : A ∩ E ∈ λ(P)}.
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An argument similar to those of Propositions 1.2 and 1.4 proves that ΦE = λ(P)
is a σ-algebra, i.e., λ(P) = σ(P). Therefore σ(P) ⊂ D.
In several circumstances, we have a family K of subsets of Ω which contains
a certain pi-class P and has a prescribed property. If this prescribed property
is true for the whole space Ω and is stable under monotone differences and
countable monotone unions then every set in the σ-algebra generated by the
pi-class P has this property, i.e., σ(P) ⊂ K.
Exercise 1.4. A subset D of 2Ω containing the empty set is called a Dynkin
class if D is stable under the formation of complements and countable disjoint
unions. Prove that a Dynkin class D is also a λ-class. How about the converse?
(e.g., see Bauer [9, Section I.2]).
Exercise 1.5. Given a family {Fi,j : i ∈ Ij , j ∈ J} of subsets of Ω, verify the
distributive formula⋃
j∈J
⋂
i∈Ij
Fi,j =
⋂
k∈K
⋃
j∈J
F kj and
⋂
j∈J
⋃
i∈Ij
Fi,j =
⋃
k∈K
⋂
j∈J
F kj ,
where K =
∏
j∈J Ij , i.e., {ij : j ∈ J}, and F kj = Fij ,j . It is clear that if J is
finite and each Ij is countable then K is a countable set, however, if for instance,
Ij = {0, 1} for every j in an infinite set of indexes J then K = {0, 1}J is not a
countable set of indexes.
• Remark 1.7. Recalling that ∑ denotes disjoint union of sets, for a given semi-
ring (or ring or algebra) E ⊂ 2X , we consider the class F = {∑∞k=1Ek : Ek ∈ E}
of subsets in 2X . First, if A =
⋃∞
i=1Ai with Ai ⊂ Ai+1 and Ai in E then
A =
∑∞
i=1Bi, with B1 = A1, B2 = A2rB1, . . . , Bn = AnrBn−1, and because
E is a semi-ring, each Bi is a finite disjoint union of elements in E , i.e., A is
a countable disjoint union of sets in E , which proves that F = {⋃∞k=1Ek :
Ek ∈ E
}
. Now, if Fj =
⋃
iEi,j then F =
⋃
j Fj =
⋃
i,j Ei,j is a countable union
of sets in E and therefore, F belongs to F , i.e., F is stable under countable
unions. However, the distributive formula of Exercise 1.5 can only be used
to show that F is stable under finite intersections, since ⋂∞j=1∑∞i=1Ei,j =∑
k∈K
⋂∞
j=1E
k
j , where K = I
J , Ekj = Eij ,j , but K is not a countable set
of indexes. Thus, if A =
⋃∞
i=1Ai and B =
⋃∞
j=1Bj with Ai and Bj in E
ArB =
⋃∞
i=1
⋂∞
j=1(Ai rBj), where each difference Ai rBj is a finite disjoint
union of elements in E , but ⋂∞j=1(Ai r Bj) is not necessarily in F , i.e., F may
not be stable neither under countable intersection not under differences, check
the arguments in Exercise 1.1. Therefore F , which is stable under countable
unions and finite intersections, may be strictly smaller than the σ-ring generated
by E , see Exercise 1.7 below.
Exercise 1.6. If E ⊂ 2Ω with ∅ ∈ E then define Eσ as the class of all countable
unions of sets in E and define Eσδ as the class of all countable intersections
of sets in Eσ. Verify that (1) Eσ (or Eσδ) is stable under the formation of
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countable unions (or countable intersections). Prove that (2) if E is stable
under the formation of finite intersections then so is Eσ. Deduce (3) that if
E is stable under the formation of finite unions and finite intersections then
(a) for any E in Eσ there exists a monotone increasing sequence {En} ⊂ Eσ,
En ⊂ En+1, such that E =
⋃
nEn = limnEn and (b) for any F in Eσδ there
exists a monotone decreasing sequence {Fn} ⊂ Eσ, En ⊃ Fn+1, such that F =⋂
n Fn = limn Fn.
Exercise 1.7. Let E ⊂ 2X be a semi-ring such that X is a countable union of
elements in E and consider the class of subsets in 2X defined by F = {∑∞k=1Ek :
Ek ∈ E
}
, recall that
∑
means disjoint union of sets. (1) Modify the arguments
of Exercise 1.1 to prove that F is stable under the formation of countable unions.
(2) Show that F is stable under the formation of finite intersection. Why the
distributive formula of Exercise 1.5 cannot be used to show that F is stable
under countable intersections? (3) Show that if A belongs to F and B belongs
to the ring generated by E then the difference ArB is F .
Exercise 1.8. A (nonempty) class L of subsets of 2X is called a lattice if it is
stable under finite intersections and finite unions (which may or may not contain
the empty set ∅). Verify that (a) any intersection of lattices is a lattice; (b) if L is
a lattice then the complement class {A : Ac ∈ L} is a also a lattice; (c) if X = R
and Ic is the class of all bounded closed intervals [a, b], −∞ < a ≤ b < ∞,
and the empty set ∅, then the smallest lattice class containing Ic is the class
of all closed sets in R; (d) if X = R and Io is the class of all bounded open
intervals (a, b), −∞ < a < b < ∞, and the empty set ∅, then the smallest
lattice class containing Io is the class of all open sets in R. (e) How about the
equivalent of (c) and (d) for X = Rd? Finally, note that a σ-lattice is a class
stable under countable intersections and countable unions, show that a σ-lattice
is a monotone class and give an example of a monotone class (with an infinite
number of elements) which is not a lattice.
Exercise 1.9. A (nonempty) class E of subsets of 2X is called an oval if for
any elements U,A, V in E we have U |A|V := (U ∩ Ac) ∪ (V ∩ A) in E (which
may or may not contain the empty set ∅). Prove that E is a ring if and only if
E is oval with ∅ ∈ E .
Actually, Exercises 1.8 and 1.9 are part of more advanced topics, the inter-
ested reader may consult Konig [72, Section 1.1, pp. 1-10] to understand the
context.
Given a non empty set Ω (called space) with a σ-algebra F , the couple
(Ω,F) is called a measurable space and each element in F is called a measurable
set. Moreover, the measurable space is said to be separable if F is countable
generated, i.e., if there exists a countable class K such that σ(K) = F . An atom
of a σ-algebra F is a set F in F such that any other subset E ⊂ F with E in
F is either the empty set, E = ∅, or the whole F , E = F . Thus, a σ-algebra
separates points (i.e., for any x 6= y in Ω there exist two sets A and B in F such
that x ∈ A, y ∈ B and A ∩ B = ∅) if and only if the only atoms of F are the
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singletons (i.e., sets of just one point, {x} in F). Sometimes, if K is a class of
subsets of Ω and E ⊂ Ω then the class KE of all sets of the form K ∩E with K
in K is referred to as the trace of K on E, and KE may be denoted by K ∩ E.
1.2 Borel Sets and Topology
Recall that a topology on Ω is a class T ⊂ 2Ω with the following properties: (1)
∅,Ω ∈ T , (2) if U, V ∈ T then U ∩V ∈ T (stable under finite intersections) and
(3) if Ui ∈ T for an arbitrary set of indexes i ∈ I then
⋃
i∈I Ui ∈ T (stable under
arbitrary unions). Every element of T is called open and the complement of an
open set is called closed. A basis for a topology T is a class bT ⊂ T such that
for any point x ∈ Ω and any open set U containing x there exists an element
V ∈ bT such that x ∈ V ⊂ U, i.e., any open set can be written as a union of
open sets in bT . Clearly, if bT is known then also T is known as the smallest class
satisfying (1), (2), (3) and containing bT . Moreover, a class sbT containing ∅ and
such that
⋃{V ∈ sbT } = Ω is called a sub-basis and the smallest class satisfying
(1), (2), (3) and containing sbT is called the weakest topology generated by sbT
(note that the class constructed as finite intersections of elements in a sub-basis
forms a basis). A space Ω with a topology T having a countable basis bT is
commonly used. If the topology T is induced by a metric then the existence of
a countable basis bT is obtained by assuming that the space Ω is separable, i.e.,
there exists a countable dense set.
Given a family of spaces Ωi with a topology Ti for i in some arbitrary family
of indexes I, the product topology T = ∏i∈I Ti (also denoted by ⊗iTi) on the
Cartesian product space Ω =
∏
i∈I Ωi is generated by the basis bT of open
cylindrical sets, i.e., sets of the form
∏
i∈I Ui, with Ui ∈ Ti and Ui = Ωi except
for a finite number of indexes i. Certainly, it suffice to take Ui in some basis
bTi to get a basis bT , and therefore, if the index I is countable and each space
Ωi has a countable basis then so does the (countable!) product space Ω. Recall
Tychonoff’s Theorem which states that any (Cartesian) product of compact
(Hausdorff) topological spaces is again a compact (Hausdorff) topological space
with the product topology.
On a topological space (Ω, T ) we define the Borel σ-algebra B = B(Ω) as
the σ-algebra generated by the topology T . If the space Ω has a countable basis
bT , then B is also generated by bT . However, if the topological space does not
have a countable basis then we may have open sets which are not necessarily in
the σ-algebra generated by a basis. The couple (Ω,B) is called a Borel space,
and any element of B is called a Borel set.
Similar to the product topology, if {(Ωi,Fi) : i ∈ I} is a family of measurable
spaces then the product σ-algebra on the product space Ω =
∏
i∈I Ωi is the σ-
algebra F = ∏i∈I Fi (also denoted by ⊗iFi) generated by all sets of form∏
i∈I Ai, where Ai ∈ Fi, i ∈ I and Ai = Ωi, i 6∈ J with J ⊂ I, finite. However,
only if I is finite or countable, we can ensure that the product σ-algebra
∏
i∈I Fi
is also generated by all sets of form
∏
i∈I Ai, where Ai ∈ Fi, i ∈ I. For a finite
number of factors, we write F = F1 × F2 × · · · × Fn. Sometimes, the notation
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F = ⊗i∈IFi is used (i.e., with ⊗ replacing ×), to distinguish from the Cartesian
product (which is rarely used for classes of sets).
In an infinite product set Ω =
∏
i∈I Ωi, the cylindrical sets (or cylinder sets)
are all sets of the form CJ,A, where J is a finite subset of indexes (of I) and A is
a (measurable) set in the (finite) product σ-algebra FJ = ∏i∈J Fi (of the finite
product space ΩJ), and, by definition, (ωi : i ∈ I) belongs to CJ,A if and only if
(ωi : i ∈ J) belongs to A. Note that the representation of cylindrical sets in this
form is not unique, e.g., CJ,A = CJ′,A′ for any A = Ω1 × A′ and J ′ = J r {1}.
Thus, if C denotes the class of all cylindrical subsets of Ω then the identities
(a) CcJ,A = CJ,Ac (i.e., the complement of cylindrical set corresponding to J,A is
indeed the cylindrical set corresponding to J,Ac, with Ac being the complement
of A in ΩJ) and (b) CJ,A ∪ CJ,B = CJ,A∪B, prove that C is an algebra in Ω.
Exercise 1.10. Let I be a family of indexes and Ei be a class (of subsets of
Ωi) generating a σ-algebra Fi. Verify that the product σ-algebra
∏
i∈I Fi can
be generated by cylinder sets of the form
∏
i∈I Ei, where Ei ∈ Ei, i ∈ I and
Ei = Ωi, i 6∈ J with J ⊂ I, finite. Now, for a finite product I = {1, . . . , n}
consider the σ-algebra A generated by the hyper-rectangles of the form E1 ×
· · · × En with Ei ∈ Ei. Discuss why in proving that A is actually the product
σ-algebra F1 × · · · × Fn, we may need the following assumption: for every
i = 1, . . . , n there exists a monotone increasing sequence {Ei,k : k ≥ 1} such
that Ωi =
⋃
k Ei,k.
Proposition 1.8. Let Ω be a topological space such that every open set is a
countable union of closed sets. Then the Borel σ-algebra B(Ω) is the smallest
class stable under countable unions and countable intersections which contains
all closed sets.
Proof. Let B0 be the smallest class stable under countable unions and intersec-
tions which contains all closed sets. Since every open set is a countable union of
closed sets, we deduce that B0 contains all open sets. Define Φ = {B ∈ B(Ω) :
B ∈ B0 and Bc ∈ B0}. It is clear that Φ is stable under countable unions and
intersections, and it contains all closed sets. The minimal character of B0 implies
that Φ = B0, and because Φ is also stable under the formation of complement,
we deduce that B0 is a σ-algebra, i.e., B0 = B(Ω).
For instance, if d is a metric on Ω then any closed C can be written as
C =
⋂∞
n=1{x ∈ Ω : d(x,C) < 1/n}, i.e., as a countable intersection of open sets,
and by taking complement, any open set can be written as a countable union
of closed sets. In this case, Proposition 1.8 proves that the Borel σ-algebra
B(Ω) is the smallest class stable under countable unions and intersections which
contains all closed (or open) sets.
The reader may want to take a look at the book Ask [5, Section 4.3-4, pp.
188–200], regarding measures on topological spaces.
On a topological space Ω we define the classes Fσ (and Gδ) as the countable
unions of closed (intersections of open) sets. Thus, any countable unions of
sets in Fσ is again in Fσ and any countable intersections of sets in Gδ is again
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in Gδ. In particular, if the singletons (sets of only one point) are closed then
any countable set is an Fσ. However, we can show (with a so-called category
argument) that the set of rational numbers is not a Gδ in R = Ω.
In R, we may argue directly that any open interval is a countable (disjoint)
union of open intervals, and any open interval (a, b) can be written as the
countable union
⋃∞
n=1[a+ 1/n, b− 1/n] of closed sets, an in particular, we show
that any open set (in R) is an Fσ. In a metric space (Ω,d), a closed set F can
be written as F =
⋂∞
n=1 Fn, with Fn = {x ∈ Ω : d(x, F ) < 1/n}, which proves
that any closed set is a Gδ, and by taking the complement, any open set in a
metric space is a Fσ.
Certainly, we can iterate these definitions to get the classes Fσδ (and Gδσ)
as countable intersections (unions) of sets in Fσ (Gδ), and further, Fσδσ, Gδσδ,
etc. Any of these classes are family of Borel sets, but in general, not every Borel
set belongs necessarily to one of those classes.
Exercise 1.11. Show that the Borel σ-algebra B(Rd) of the d-dimensional
Euclidean space Rd, which is generated by all open sets, can also be generated
by (1) all closed sets, (2) all bounded open rectangles of the form {x ∈ Rd :
ai < xi < bi, ∀i}, with ai, bi ∈ R, (3) all unbounded open rectangles of the
form {x ∈ Rd : xi < bi, ∀i}, with bi ∈ R, (4) all unbounded open rectangles
with rational extremes, i.e., {x ∈ Rd : xi < bi, ∀i}, with bi ∈ Q, rational, (5)
in the previous expressions we may replace the sign < by any of the signs ≤
or > or ≥ (i.e., replace open by closed or semi-closed) and the results remain
true. Moreover, give an argument indicating that B(Rd) has the cardinality of
the continuum (e.g., see Rama [92, Section 4.5, pp. 110-112]). Finally, prove
that B(Rn × Rm) = B(Rn)× B(Rm).
Exercise 1.12. If {Si : i ∈ I} is a family of semi-algebras (semi-rings) then
define S as the class of sets of the form∏i∈I Ai, with Ai ∈ Si and Ai = Ωi, i 6∈ J,
for some finite non-empty index J ⊂ I. Prove that S is also a semi-algebra
(semi-ring). Hint: For instance, make use of the equality(
A1 × · · · ×An × Ωn+1 × · · ·
)c
=
(
A1 × · · · ×An
)c × Ωn+1 × · · · ,
to reduce the question to the case when the index I is finite. Next, for the
case of Ω1 × Ω2, we have the equalities (A1 × A2)c = Ac1 × Ω2 + A1 × Ac2,
(A1 × A2) ∩ (B1 × B2) = (A1 ∩ B1) × (A2 ∩ B2), (A1 × A2) r (B1 × B2) =
(A1 rB1)×A2 + (A1 ∩B1)× (A2 rB2).
Besides using σ-algebras, sometimes one may be interested in what is called
Souslin (and analytic) sets. The interested reader may take a quick look at
Bogachev [16, Section 1.10, pp. 35-40], for some useful results.
As implicitly mentioned, a topology may not be defined on a measurable
space. On the contrary, given a non empty space Ω with a (Hausdorff) topology,
the couple (Ω,B) is called a Borel space whenever B = B(Ω) is the Borel σ-
algebra (i.e., generated by the open sets), and any element in B is call a Borel
set. Thus, a Borel space presuppose a given topology. Recall that a complete
and separable metric (or metrizable) space is called a Polish space.
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1.3 Measurable Functions
Let (Ω,F) and (E, E) be two measurable spaces. A function f : Ω→ E is called
measurable if f−1(B) = {ω : f(ω) ∈ B} belong to F for any B in E . Since
A = {A ∈ E : f−1(A) ∈ F} is a σ-algebra, we deduce that if E = σ(K) then for
f to be measurable it suffices that K ∈ K implies f−1(K) ∈ F .
Usually, our interest is when E = Rd, but the particular case where E is a
Lusin space (i.e., E is homeomorphic to a Borel subset of a compact metrizable
space or equivalently, E is a one-to-one continuous image of a Polish space)
and E = B(E) (its Borel σ-algebra) is sufficiently general to accommodate all
situations of interest, for instance a complete metrizable space or a Borel set
E ⊂ Rd is a typical example. Recalling that a function f is continuous if
and only if f−1(U) is open in Ω for any open set U in E, we obtain that any
continuous function is measurable (whenever any open set in Ω belongs to F).
Exercise 1.13. Verify that the function 1A is measurable if and only if the
set A is measurable. Also show that if V is an additive group of measurable
functions (i.e., any function in V is measurable, the function identically zero
belongs to V, and f ± g is in V for every f, g in V ) then the family of sets
L = {A ⊂ Ω : 1A ∈ V } is a `-class (or additive class) in 2Ω.
Suppose that E is a topological space where every open set O can be written
as countable union of open sets with closure contained in O, i.e., O =
⋃
iOi,
for a sequence of open set {Oi : i = 1, 2, . . .} satisfying Oi ⊂ O, e.g., a metric
space. If {fn} is a sequence of measurable functions with values in E such that
fn(x) → f(x) for every x ∈ Ω, then f is also measurable. Indeed, it suffices
to write f−1(O) =
⋃
i
⋃
k
⋂
n≥k f
−1
n (Fi) for any open set O =
⋃
iOi in E, with
Oi open sets and Fi = Oi closed sets. Similarly, if d is a complete metric on
E and C is the subset of Ω where {fn(x)} converges then the expression C =⋂
k
⋃
m
⋂
n≥m{x ∈ Ω : d
(
fn(x), fm(x)
)
< 1/k} shows that C is a measurable
set, and therefore, the limit f(x) = limn fn(x) for x ∈ C can be extended to a
measurable function defined on the whole Ω.
The composition of measurable functions is clearly measurable and so, in
particular, if E is a vector (algebra) topological space (i.e., the sum, scalar
multiplication and product are continuous operations and E is endowed with
its Borel σ-algebra) then cf + g (fg) is measurable for any scalar c and any
measurable functions f and g. Thus, the class of measurable functions L0 =
L0(Ω,F ;E) is a vector space if E is so. Note that if E is not separable then
distinct notions of measurability may appear and a deeper analysis is necessary.
Sometimes we use measurable functions with values in either (−∞,+∞] or
[−∞,+∞) or R¯ = [−∞,+∞], i.e., extended real values. In this case, we have
to specify how to handle the symbols −∞ and +∞. The corresponding Borel
σ-algebra is obtained by simply adding the extra symbols, e.g., B¯ ∈ B(R¯) if
and only if B¯ ∩ R ∈ B(R). For a sequence {fn} of functions taking values in
[−∞,+∞) or R¯, the function f(x) = infn fn(x) is measurable if each fn is
so, and similarly with the sup, lim inf and lim sup . Essentially, all countable
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operation preserves measurability. However, if {fi : i ∈ I} is a family of real-
valued measurable functions with an infinite non countable index I such that
fi ≤ C for some constant C and for every i ∈ I then the real-valued function
f(x) = sup{fi(x) : i ∈ I} is not necessarily measurable.
Exercise 1.14. Let {fn} be a sequence of measurable functions with extended
real values and set f(x) = supn fn and f(x) = infn fn. Discuss why the expres-
sions f
−1
([−∞, a]) = ⋂n f−1n ([−∞, a]) and f−1([a,+∞]) = ⋂n f−1n ([a,+∞])
for every a ∈ R show that f and f are measurable.
Exercise 1.15. Let {fn : n = 1, 2, . . .} be a sequence of measurable func-
tions from a measurable space (X,X ) into another measurable space (Y,Y).
Prove that if (Y,d) is also a complete metric space and Y is the corresponding
Borel σ-algebra then the set {x ∈ X : fn(x) is convergent} is a measurable
set. Hint: may need to use the fact that {fn(x)} is convergent if and only if
supn≥k d(fn(x), fk(x))→ 0 as k →∞.
Let {fi : i ∈ I} be a family of functions fi : Ω → Ei, where (Ei, Ei) is
measurable space. We denote by σ({fi : i ∈ I}) the σ-algebra generated by the
class of sets {f−1i (Bi) : Bi ∈ Ei, i ∈ I}, which is the smallest σ-algebra in Ω
such that every fi is measurable. It is clear that if fi is F-measurable for each
i then σ({fi : i ∈ I}) ⊂ F . Moreover, if Fi = σ(fi) is the σ-algebra generated
by {f−1i (Bi) : Bi ∈ Ei}, a fixed fi, then σ(
⋃
i∈I Fi) = σ(fi : i ∈ I), where
σ(
⋃
i∈I Fi) is the smallest σ-algebra containing every Fi. A typical example of
this construction is the case where Ω =
∏
i∈I Ωi, Ei = Ωi, E = Fi and fi = pii
are the projections, i.e., pii : Ω → Ωi, pii(ω) = ωi for any ω = (ωi : i ∈ I).
It is easy to verify that the product σ-algebra F = ∏i∈I Fi as defined in the
previous section satisfies F = σ({pii : i ∈ I}).
Exercise 1.16. Discuss the difference between the product Borel σ-algebras
B(∏i∈I Ωi) and ∏i∈I B(Ωi), when Ωi is a topological space and I is a countable
or uncountable set of index.
Exercise 1.17. Let (Ω,F), (Ei, Ei), i ∈ I be measurable spaces, and set E =∏
iEi, E = ⊗iEi, and pii : E → Ei the projection. Prove that f : Ω → E is
(F , E)-measurable if and only if pii ◦ f is (F , Ei)-measurable for every i ∈ I.
Exercise 1.18. Given an example of a non-measurable real-valued function
f on a given measurable space (Ω,F) with F 6= 2Ω such that f2 is measur-
able. Prove that an (extended) real-valued f is measurable if and only if its
positive part f+ = max{f, 0} and its negative part f− = −min{f, 0} are both
measurable.
Exercise 1.19. Let f be a function between two measurable space (X,X ) and
(Y,Y). Prove that (1) f−1(Y) = {f−1(B) ∈ 2X : B ∈ Y} is a σ-algebra in X
and (2) {B ∈ 2Y : f−1(B) ∈ X} is a σ-algebra in Y .
For instance, for a product space Ω = X × Y with (X,X ) and (Y,Y) two
measurable spaces, and F = X × Y the product σ-algebra, we can consider
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the sections of any set in F . This is, for a fixed y ∈ Y and any F ∈ F define
Fy = {x ∈ X : (x, y) ∈ F}. If F = A × B is a rectangle with A ∈ X and
B ∈ Y then Fy = ∅ for y 6∈ B or Fy = A for y ∈ B. It is easy to check that for
any F ∈ F the sections Fy ∈ X , for every y in Y . Indeed, we verify that the
family of sets Φy = {F ∈ F : Fy ∈ X} is a λ-class containing all measurable
rectangle, which implies that Φy = F . Alternatively, we remark the properties
(X × Y r F )y = X r Fy and (∪nFn)y = ∪n(Fn)y, for any sequence {Fn} in
2X×Y and any y in Y, which proves directly that Φy is a σ-algebra. Certainly,
sections can be defined for any product of measurable spaces and the above
arguments remain valid.
1.4 Some Examples
It should be clear that our main example is the Borel line (R,B(R)). The space R
has a nice topology, in particular, it is a complete separable metric space (i.e., a
Polish space). Even if the σ-algebra B(R) has the cardinality of the continuum,
and so it is much smaller than 2R, most of the sets (in R) we encounter are
Borel set and most functions are Borel function. This is to say B(R) has a
reasonable size with respect to the space R. Certainly, the same remarks apply
to (Rd,B(Rd)), which can be also viewed as a product space. We this in mind,
let us consider the following examples:
[1] The space R∞ or RN with N = {1, 2, . . .} is the space of all sequences
of real numbers. For instance, the family of (open) cylinder sets of the form
C = (a1, b1)× · · · × (an, bn)×R×R× · · · , with ai < bi, is a basis of open sets
for the product topology. Therefore a sequence in R∞ (i.e., a double sequence
of real numbers) converges if each coordinate (or component) converges. This
space becomes a Polish space with the metric
d(x, y) =
∞∑
i=1
2−i|xi − yi|
1 + |xi − yi| , ∀x = (xi), y = (xi) ∈ R
∞.
The Borel σ-algebra B(R∞) is equal to the product σ-algebra B∞(R), which
is also generated by all sets of the form B1 × · · · × Bn × · · · , with Bi ∈ B(R)
for any i = 1, 2, . . . , i.e., we can impose any kind of Borel constraint on each
coordinate and we get a Borel set. In this case, again, the size of the Borel
σ-algebra B∞(R) is a reasonable, with respect to the space R∞.
[2] The space RT , where T is an infinite uncountable set (e.g., an interval in
R), is the space of all real-valued function defined on T. A basis for the product
topology is the family of open cylinder sets of the form C =
∏
t∈T (at, bt), with
at < bt for every t ∈ T, and −at = bt = +∞ for every t except a finite number.
Again, a sequence in RT (i.e., a sequence of real-valued functions defined on
T ) converges if each coordinate converges, i.e., the pointwise convergence, and
the topology becomes complicate. Moreover, the Borel σ-algebra B(RT ) is not
equal to the product σ-algebra BT (R), which is generated by open (or Borel)
cylinder sets as described in general early. It is not hard to show that elements
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in BT (R) have the form B × RTrS (disregarding the order of indexes), with
B ∈ BS(R) for some countable subset S ⊂ T. This means that (product) Borel
sets in RT allow only a countable number of Borel constraint on each coordinate,
and for instance, we deduce the unpleasant conclusion that the set of continuous
functions is not a Borel set. In this sense, the product Borel σ-algebra BT (R)
is (too) small relative to the (too) big space RT . The Borel σ-algebra B(RT )
is larger, but attached to the pointwise convergence, which create other serious
complications.
[3] Usually, for a domain we mean a connected set which is the closure of
its interior. Thus, the set C(D) of all real-valued bounded continuous functions
defined on a domain D ⊂ Rd with the uniform convergence is a good example
of a Banach (complete normed) space. If D is bounded then the space C(D)
is separable, a very important property for the construction of the Borel σ-
algebra. When D is unbounded (e.g., D = Rd), we prefer to use the locally
uniform convergence. Actually, this is also the case when considering continuous
functions on an open set O ⊂ Rd. As discussed later Chapters, this space has
a nice topology, referred to as locally convex topological vector spaces. For
instance, as in the case of R∞, we may choose a increasing sequence {Ki} of
compact subsets of Rd such that either Rd =
⋃
iKi or O =
⋃
iKi to define a
metric
d(f, g) =
∞∑
i=1
2−i‖f − g‖n
1 + ‖f − g‖n , ∀f, g ∈ C(R
d) or C(O),
where ‖ ·‖n is the supremum norm within Kn. Thus, C(Rd) and C(O) are com-
plete separable metric spaces under the locally uniform convergence topology.
Actually, if X is a locally compact space, we may consider the space C0(X) of
real-valued continuous functions with compact support. Then, besides the Borel
σ-algebra on X, we may consider smaller σ-algebra which make all functions in
C0(X) measurable, i.e., the Baire σ-algebra on X. If X is a locally compact
Polish space (e.g., X is a domain or an open set in Rd) both σ-algebra coincide,
but this is not the case in general.
[4] As mentioned early, a Polish space Ω is a complete separable metric
space, i.e., the topology of the space Ω is also generated by a basis composed
of open balls B(x, r) = {y ∈ Ω : d(y, x) < r} for x in some countable dense
set of Ω, r any positive rational and there exists some metric (equivalent to
d) which makes Ω complete. For instance, Ω is a closed subset of R with the
induced or relative topology; or a more elaborated example Ω is the space of
real-valued continuous functions defined on some locally compact space with
the locally uniform convergence. Since, for any closed set F ⊂ Ω the function
d(x, F ) = inf{d(x, y) : y ∈ F} is continuous, we deduce that the Borel σ-
algebra B(Ω) in a Polish space is the smallest σ-algebra for which every real-
valued continuous function defined on Ω is measurable. This fact is not granted
for a general topological space and give rise to the Baire σ-algebra. To study
stochastic processes we use the so-called canonical sample space D([0,∞[) of
cad-lag real-valued functions, i.e., functions ω : [0,∞] → R which are right-
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continuous with left limit. This space is a Polish space with a suitable topology
and metric, as discussed in a later Chapter.
Exercise 1.20. Give an example of a topological space X where the Borel, the
Baire σ-algebra are all distinct.
1.5 Various Tools
Let us consider real-valued measurable functions defined on (Ω,F). A measur-
able function ϕ taking a finite number of values is called a simple function (or
a measurable simple function), i.e., if ϕ takes only the values a1, . . . , an then
ϕ(x) =
∑n
i=1 ai1Ai(x), where Ai = f
−1({ai}) and 1A(x) = 1{x∈A} is the char-
acteristic function of the set A (or indicator of the condition x ∈ A). Thus ϕ
is a simple function if there exist a finite number of measurable sets B1, . . . , Bn
and values b1, . . . , bn such that ϕ(x) =
∑n
i=1 bi1Bi(x), for every x ∈ Ω; and this
representation is by no means unique. It is not so hard to show that f is a
simple function if and only if f−1
(B(R)) is a finite sub σ-algebra of F .
The set of simple functions form an algebra and a lattice, i.e., if ϕ and ψ
are simple functions so are the their sum ϕ + ψ, their product ϕψ, their max
ϕ∨ψ, and their min ϕ∧ψ. A key point used later is the following approximation
result.
Proposition 1.9. If (Ω,F) is a measurable space and f : Ω → [0,∞] is mea-
surable, then there exists a sequence of measurable simple functions {fn} such
that 0 ≤ f1 ≤ . . . ≤ fn ≤ . . . ≤ f , with fn → f pointwise in Ω, and fn → f
uniformly on every set where f is bounded.
Proof. Take n and define F kn = f
−1([k2−n, (k+ 1)2−n[) and Fn = f−1([2n,∞]),
for every k between 1 and 22n − 1,
Because f is measurable F kn , Fn ∈ F . Now, set
fn(x) = 2
n
1Fn(x) +
22n−1∑
k=1
k2−n1Fkn (x), ∀x ∈ Ω.
By construction we have fn ≤ fn+1 for any n, and 0 ≤ f − fn ≤ 2−n on the set
where f ≤ 2n. Hence, conclusion follows.
If we apply the above arguments by components or coordinates then the pre-
vious approximation result remains true for a measurable function with values
in [0,∞]d.
Corollary 1.10. Let (Ω,F) be a measurable space and (E,d) be a separable
metric space. If f : Ω → E is measurable then there exists a sequence of mea-
surable simple functions {fn} such that d(fn, f) ≥ d(fn+1, f)→ 0, pointwise in
Ω.
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Proof. Indeed, for any dense sequence {ei : i = 1, 2, . . .} define fn(x) = ei(n,x),
where
i(n, x) = min{i ≤ n : dn(x) = d(f(x), ei)},
dn(x) = min{d(f(x), ei) : i ≤ n},
to get the desired convergence.
Corollary 1.11. Let G ⊂ 2Ω be pi-class and V be a set of real-valued functions
defined on Ω with the following properties: (1) 1Ω ∈ V and 1A ∈ V, for every
A ∈ G, (2) if u, v ∈ V then αu + βv ∈ V for every α, β ∈ R, (3) if {vn} is
a monotone increasing convergent sequence of functions in V, i.e., vn ≤ vn+1
∀n and vn(x) → v(x), finite ∀x ∈ Ω, then v ∈ V. Then V contains all σ(G)
measurable functions.
Proof. Let A be the class of A ⊂ Ω such that 1A ∈ V. Since 1ArB = 1A −
1B if A ⊃ B and V is a vector space, the class A is stable under monotone
differences. Moreover, A is stable under monotone countable unions because V
is stable under the monotone increasing pointwise convergence. Hence A is a
λ-class containing G, and invoking Proposition 1.6, we deduce σ(G) ⊂ A. Now,
writing any measurable function f = f+− f− and applying Proposition 1.9, we
conclude.
• Remark 1.12. There are other forms of Corollary 1.11, for instance the follow-
ing one. Let H is a monotone vector space of bounded real-valued functions (i.e.,
besides being a vector space, the limit of any monotone pointwise-convergence
sequence in H belongs to H whenever it is bounded) containing a multiplicative
M subspace (i.e., if f and g belong to M then fg also belongs to M). Then
H contains all bounded and measurable functions with respect to the σ-algebra
generated by the functions in M , e.g., see Dellacherie and Meyer [31, Chapter
1, Theorem 21, pp. 20–21] or Sharpe [105, Appendix A0, pp. 264–266].
Exercise 1.21. Let S be a semi-ring of measurable sets in (Ω,F) such that
σ(S) = F and there exists a sequence Si in S satisfying Ω =
⋃
i Si. Denote
by S the vector space generated by all functions of the form 1A with A in S.
Besides having a finite number of values, what other property is needed to give
a characterization of a function in S? Consider the following questions:
(1) Verify that if ϕ, φ ∈ S then max{ϕ, φ} ∈ S (i.e., S a lattice) and ϕφ ∈ S.
(2) Now, define S¯ as the semi-space of extended real-valued functions which
can be expressed as the pointwise limit of a monotone increasing sequence of
functions in S. Show that if f(x) = limn fn(x), with fn(x) ≤ fn+1(x), for every
x in Ω and fn in S¯, then f belongs to S¯. Verify that the function 1 = 1Ω may
not belongs to S, but 1 belongs to S¯. Moreover, if u : R2 → R is a continuous
function, nondecreasing in each variable and with u(0, 0) = 0, then show that
x 7→ u(f(x), g(x)) belongs to S¯ for every f and g in S¯. Therefore, S¯ is a lattice
but not necessarily a vector space.
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Exercise 1.22. Let (X,X ) and (Y,Y) be two measurable spaces and let f :
X × Y → [0,+∞] be a measurable function. Consider the functions f∗(x) =
infy∈Y f(x, y) and f∗(x) = supy∈Y f(x, y) and assume that for every simple
(measurable) function f the functions f∗ and f∗ are also measurable. By means
of the approximation by simple functions given in Proposition 1.9:
(1) Prove that f∗ and f∗ are measurable functions.
(2) Extend this result to a real-valued function f .
(3) Now, if g : Rd → R is a locally bounded (Borel) measurable function, then
show that g(x) = limr→0 sup0<|y−x|<r g(y) and g(x) = limr→0 inf0<|y−x|<r g(y)
are measurable functions.
(4) Finally, give some comments on the assumption about the measurability of
f∗ and f∗ for a simple function f .
Hint: apply the transformation arctan to obtain a bounded function, i.e., f∗(x) =
tan
(
infy∈Y arctan f(x, y)
)
and f∗(x) = tan
(
supy∈Y arctan f(x, y)
)
. Regarding
(4), the brief comments in next Chapter about analytic sets and universal com-
pletion hold an answer, see Proposition 2.3.
Proposition 1.13. Let (Ω,F) and (E, E) be two measurable spaces, g : Ω →
E be a measurable function, and R¯ = [−∞,+∞] the extended real numbers.
Denote by G = σ(g) = g−1(E) the σ-algebra generated by g, Then a function h
is measurable from (Ω,G) into (R¯,B(R¯)) (or into R) if and only if there exists a
measurable function k from (E, E) into (R¯,B(R¯)) (or into R) such that h = k◦g.
Proof. If h(x) = k
(
g(x)
)
for a Borel function k, then for every Borel set B, the
pre-image k−1(B) is in E and h−1(B) = g−1(k−1(B)) belongs to G, i.e., h is
G-measurable.
Now, suppose that h : Ω → R¯ is G-measurable, i.e., h−1(B) ∈ G for any
set B in the Borel σ-algebra B of R¯. Since G = g−1(E), if h = 1A, there exists
B ∈ E such that A = g−1(B), so we can take k = 1B to have h = k ◦ g. A little
more general, if h is a simple function, i.e., h =
∑n
i=1 ai1Ai with {Ai} disjoint
and ai 6= aj if i 6= j, then we take k =
∑n
i=1 1Bi with Ai = g
−1(Bi).
In general, we write h = h+ − h− and we consider only the case h ≥ 0.
Approximating h with an increasing sequence {hn} of simple functions as in
Proposition 1.9, we have h = limn hn and hn = kn ◦ g. By using the pointwise
definition k(y) = lim supn k(y) (or with lim inf) for any y in E, the following
equality k
(
g(x)
)
= lim supn hn
(
f(x)
)
= limn hn
(
f(x)
)
= g(x) holds for every
x ∈ Ω. Finally, if h has only finite values then we desire finite values for the
function k, for instance, we can modify the definition of k into k¯, namely, k¯(y) =
k(y) if |k(y)| <∞ and k¯(y) = 0 if |k(y)| =∞, which is a measurable with values
in R.
Note that the measurable space (E, E) may take a product form. This means
that if (Ω,F) is a measurable space and g = {gi : i ∈ I} is a family of measurable
functions with fi taking values in some measurable space (Ei, Ei), and G is the
σ-algebra generated by {gi : i ∈ I}, i.e., the minimal σ-algebra containing
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g−1i (Ei), then a function h is measurable from (Ω,G) into
(
R¯,B(R¯)) (or into R)
if and only if there exists a measurable function k from (E, E), with E = ∏iEi
and E = ∏i Ei, into (R¯,B(R¯)) (or into R) such that h = k ◦ g.
Also, by means of Exercise 1.17, we can extend the arguments of the previous
result to the case where the spaces
(
R¯,B(R¯)) or (R,B(R)) are replaced by the
product spaces
(
R¯I ,BI(R¯)) or (RI ,BI(R)), for any index I.
• Remark 1.14. If {gi : i ∈ I} is a family of measurable functions then the σ-
algebra G = σ(gi : i ∈ I) generated by this family is countable dependent in the
following sense: For any set A in G there exists a countable subset of indexes J of
I such that A is also measurable with respect to σ(gi : i ∈ J). Indeed, to check
this, observe that the class of sets having the above property forms a σ-algebra.
Thus, if h is a measurable function on (Ω,G) assuming only a finite number
(or countable) of values (i.e., a simple function) then there exist a measurable
function k and a countable subset J of I such that h = k(gi : i ∈ J), i.e., k is
independent of the coordinates i in IrJ . Indeed, such a function h has the form
h =
∑
n an1An for some sequence {An} of disjoint measurable sets and some
sequence {an} of values. Each An is measurable with respect to σ(gi : i ∈ Jn)
for some countable subset of indexes Jn of I, and so, h is measurable with
respect to σ(gi : i ∈ J) for the measurable subset J =
⋃
n Jn of I. Therefore,
the function k can be taken measurable with respect to σ(gi : i ∈ J).
Exercise 1.23. Let {ft : t ∈ T} be a family of measurable functions from (Ω,F)
into a Borel space (E, E). Assume that the set of indexes T has a (sequential)
topology and there exists a countable subset of indexes Q ⊂ T such that for
every x in Ω and any t in T there is a sequence {tn} of indexes in Q such that
tn → t and ftn(x)→ ft(x).
(a) Prove that for metric spaces, the above condition is equivalent to the fol-
lowing statement: the sets {x ∈ Ω : ft(x) ∈ C, ∀t ∈ O} and {x ∈ Ω : ft(x) ∈
C, ∀t ∈ O ∩Q} are equal, for every closed set C in E and any open set O in T.
(b) If the mapping t 7→ ft(x) is continuous for every fixed x in Ω, then prove
that any countable dense set Q in T satisfies the above condition.
(c) If E = [−∞,+∞] then for the family {ft : t ∈ T} of extended real-valued
functions, we have
f∗(x) = sup
t∈T
ft(x) = sup
t∈Q
ft(x), f∗(x) = inf
t∈T
ft(x) = inf
t∈Q
ft(x),
which prove that f∗ and f∗ are measurable functions.
Given a measurable space (Ω,F), we may not necessarily know if a singleton
is measurable, i.e. {ω} ∈ F . However, we define the atoms of F as elements
A ∈ F such that A 6= ∅, and any B ⊂ A with B ∈ F results B = ∅ or B = A.
We can show that any measurable function must be constant on every atom,
and in general, the family (possible uncountable) of all atoms (of F) may not
generate F . For instance, the Borel σ-algebra B(Rd) contains all singletons, but,
any uncountable Borel set with an uncountable complement does not belong to
the σ-algebra generated by {x} with x in Rd.
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Exercise 1.24. Let P = {Ω1, . . . ,Ωn} be a finite partition of Ω, i.e., Ω =∑n
i=1 Ωi, with Ωi 6= ∅. Describe the algebra A generated by the finite partition
P and prove that each Ωi is an atom of A. How about if P is a countable or
uncountable partition?
Perhaps, some readers could benefice from taking a quick look at Al-Gwaiz
and Elsanousi [1, Chapter 10, pp. 349–392], for a discussion on preliminaries of
the Lebesgue measure in R.
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Chapter 2
Measure Theory
First the definition and initial properties of a measure is given in general (as a
set-function with desired properties), which are discussed in some detail. Next,
the real question is addresses, namely, how to construct a measure or in other
words, how to extend a suitable definition of a set-function to become a measure.
Finally, the Lebesgue measure is defined and studied.
2.1 Abstract Measures
Let us begin with the key concepts of a set-function (i.e., a function defined on
a class of sets) being finitely additive and countably additive. A (set) function
µ : K → [0,∞], with ∅ ∈ K ⊂ 2Ω and µ(∅) = 0 is called additive or finitely
additive if A,B ∈ K, with A ∪ B ∈ K and A ∩ B = ∅ imply µ(A ∪ B) =
µ(A) + µ(B). Similarly, µ is called σ-additive or countably additive if Ai ∈ K,
with
⋃∞
i=1Ai = A ∈ K and Ai ∩Aj = ∅ for i 6= j imply µ(A) =
∑∞
i=1 µ(Ai).
It is clear that if µ is σ-additive then µ is also additive, but the converse is
false; e.g., take K = 2Ω, with Ω an infinite set and µ(A) = 0 if A is finite and
µ(A) =∞ otherwise. Naturally, if µ is redefined as µ(A) = 0 if A is a countable
set (finite or infinite) and µ(A) =∞ otherwise, then µ is σ-additive. Certainly,
if K is a (σ-)ring then (σ-)additivity is neat and written as: A,B ∈ K implies
µ(A + B) = µ(A) + µ(B) or Ai ∈ K implies µ
(∑∞
i=1Ai
)
=
∑∞
i=1 µ(Ai), plus
the implicit condition µ(∅) = 0. The above properties will be referred to as µ
being (σ-)additivity on K, and in this context, the condition µ(∅) = 0 will be
always implicitly assumed.
In view of Exercise 1.1, it is simple (but perhaps tedious) to verify that any
additive (or σ-additive) set-function defined on a semi-ring (or semi-algebra)
K has a unique extension to the ring (or algebra) generated by K. Thus, a
set-function being additive or or σ-additive is meaningful. However, if K is only
a pi-class (e.g., the class of all closed intervals in R) then it may not be any
sets A 6= B in K with A ∪ B ∈ K and A ∩ B = ∅ to test the (σ-)additivity
property, i.e., (σ-)additivity as defined above is of no use when the class K is
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only a pi-class K. In the same way that a semi-ring generated a ring, a pi-class
K generated a lattice K¯ (i.e., the class of finite unions of sets in K), and as
seen later, the concept of additivity is translated as K-tightness for a pi-class,
while the concept of σ-additivity becomes the σ-smoothness property at ∅ (or
monotone continuity at ∅) for the lattice K¯.
To discuss set functions with possible infinite values, besides the usual order
and sign rules with the symbols +∞ and −∞, the convention 0 · (±∞) = 0 is
used (unless otherwise stated) in all what follows. The extended real numbers
(i.e., R and the two infinite symbols with the above conventions) is usually
denoted by R¯ = [−∞,+∞].
Definition 2.1. A set-function µ : A → [0,∞] is called a measure (on a σ-ring
or algebra or ring) if µ is σ-additive and A is a σ-algebra (or a σ-ring or algebra
or ring) . If µ also satisfies µ(Ω) = 1 then µ is called a probability measure or
in short a probability. Thus a tern (Ω,A, µ) is called measure space if µ is a
measure on the measurable space (Ω,A).
Similarly, (Ω,F , P ) is called a probability space when P is a probability on
the measurable space (Ω,F). Sometimes we use the name additive measure (or
additive probability) to say that µ is finitely additive on an algebra A. If µ is an
additive measure and A,B ∈ A with A ⊂ B then by writing A∪B = A+(BrA)
we deduce µ(A) ≤ µ(B) (monotony) and µ(BrA) = µ(B)−µ(A) if µ(A) <∞.
Moreover, if Ai ∈ A, for i = 1, . . . , n then µ
(⋃n
i=1Ai) ≤
∑n
i=1 µ(Ai) (sub-
additivity); and similarly with the sub σ-additivity if µ is a measure. Note that
occasionally, we have to study measures defined on σ-rings instead of σ-algebras,
e.g., see Halmos [57].
Perhaps the simplest example is the Dirac measure, namely, take a fix ele-
ment x0 in Ω to define
δ : 2Ω → [0, 1], δ(A) = 1A(x0),
i.e., δ(A) is equal to 1 if x0 ∈ A and is equal to 0 otherwise. This gives rise
to the discrete measures after using the fact that µ(A) =
∑∞
i=1 aimi(A) is a
measure if each mi is so, provided that ai are nonnegative real numbers.
To clarify the difference between additivity and σ-additivity consider the
following properties on µ:
(1) monotone continuity from below, i.e., if
⋃∞
i=1Ai = A with Ai ⊂ Ai+1, and
Ai, A ∈ A imply limi→∞ µ(Ai) = µ(A);
(2) monotone continuity from above, i.e., if
⋂∞
i=1Ai = A with Ai ⊃ Ai+1, and
Ai, A ∈ A then limi→∞ µ(Ai) = µ(A);
(3) monotone continuity at ∅, i.e., if ⋂∞i=1Ai = ∅ with Ai ⊃ Ai+1, and Ai ∈ A
then limi→∞ µ(Ai) = 0.
Proposition 2.2. Let µ : A → [0,∞] be an additive set function on the algebra
A ⊂ 2Ω. Then µ is σ-additive on A if and only if µ is monotone continuous from
below. Moreover, assuming µ(Ω) < ∞ the σ-additivity of µ on A is equivalent
a either (a) monotone continuity from above or (b) monotone continuity at ∅.
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Proof. Only the case of a finite measure µ is considered, since we may proceed
similarly for the general case.
If µ is σ-additive and {Ai} is a monotone increasing sequence with A =⋃∞
i=1Ai ∈ A, then define Bi = Ai r Ai−1, with A0 = ∅ to get Bi disjoint,⋃n
i=1Bi = An and
⋃∞
i=1Bi = A. Hence, the σ-additivity property implies
µ(A) = limn
∑n
i=1 µ(Bi) = limn µ(An), i.e., µ is monotone continuous from
below.
If µ is monotone continuous from below and {Ai} is a monotone decreasing
A =
⋂∞
i=1Ai ∈ A, then define Bi = A1 r Ai to get a monotone increasing
sequence {Bi} with
⋃∞
i=1Bi = A1rA and µ(Bi) = µ(A1)−µ(Ai). Then mono-
tone continuity from below applied to {Bi} implies µ(A1)−µ(A) = limn µ(Bi) =
µ(A1)− limn µ(Ai), i.e., µ is monotone continuity from above.
Trivially, if µ is monotone continuous from above then µ is monotone con-
tinuous in ∅.
If µ is monotone continuous in ∅ and {Ai} is a sequence of disjointed sets with
A =
⋃∞
i=1Ai ∈ A, then define Bn = A r
⋃n
i=1Ai to get a decreasing sequence
{Bn} to ∅ and µ(Bn) = µ(A) −
∑n
i=1 µ(Ai). Then the monotone continuity in
∅ applied to {Bi} implies limn µ(Bn) = 0, i.e., µ is σ-additive.
Note that in particular, for a finitely additive probability measure the σ-
additivity can be replaced by the monotone continuity in ∅, which is much
simpler to prove.
Exercise 2.1. Let (Ω,A, µ) be a measure space and {Ai : i ≥ 1} be a sequence
in A. We write lim infk Ak =
⋃
n
⋂
i≥nAi and lim supk Ak =
⋂
n
⋃
i≥nAi. Prove
(a) µ(lim infk Ak) ≤ lim infk µ(Ak) and (b) if µ
(⋃
i≥nAi
)
<∞ for some n then
µ(lim supk Ak) ≥ lim supk µ(Ak).
Exercise 2.2. Let (Ω,A, µ) be a measure space. Verify that (a) if A and B
belong to A then µ(A) + µ(B) = µ(A ∪ B) + µ(A ∩ B). Also, prove that (a) if
{Ai : i ≥ 1} is a sequence of sets in A satisfying µ(Ai ∩ Aj) = 0 for i 6= j then
µ
(⋃
iAi
)
=
∑
i µ(Ai).
Exercise 2.3. Let {µn} be a sequence of measures. Prove (a) if {cn} is a
sequence of nonnegative numbers then µ =
∑
n cnµn is a measure; (b) if the
sequence {µn} is increasing then µ = limµn is a measure; (c) if the sequence
{µn} is decreasing and µ1 finite then µ = limµn is a measure.
A set N ∈ A with µ(N) = 0 is called a negligible set or null set or set of
measure zero. In view of the σ-additivity, we note that a countable union of
negligible sets is again a negligible set.
If a property relative (to elements in Ω, e.g., pointwise equality) is satisfied
everywhere except on a set of measure zero then we say that the property is
satisfied almost everywhere (in short a.e.), or almost surely (in short a.s) when
dealing with a probability measure. For instance, a function f : Ω→ E is called
almost everywhere measurable if there exists a null set N such that f : ΩrN →
E is measurable. For instance, the interest reader may check the book Wang
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and Klir [118] on generalized measure theory, where besides almost everywhere,
the concept of pseudo-almost everywhere (among many other properties) is also
discussed.
A measure µ or properly saying, a measure space (Ω,A, µ) is called complete
if the σ-algebra A contains all subsets of negligible sets of µ, i.e., if N ∈ A
with µ(N) = 0 then any N1 ⊂ N belongs to A and necessarily µ(N1) = 0. If
a measure space (Ω,A, µ) is not complete then we can always completed (or
extended to a complete measure space) in a natural way as follows: define
A¯ = {A¯ ⊂ Ω : A¯ = A ∪N1, N1 ⊂ N, A,N ∈ A, µ(N) = 0}
and µ¯(A¯) = µ(A) to deduce that A ⊂ A¯ is a σ-algebra and that indeed (Ω, A¯, µ¯)
is a complete measure space with µ¯ = µ on A. This is called the completion of
(Ω,A, µ).
Exercise 2.4. Let (A¯, µ¯) be the completion of (A, µ) as above. Verify that A¯ is
a σ-algebra and that µ¯ is indeed well defined. Moreover, show that if A¯ ∈ A¯ then
there exist A,B ∈ A such that A ⊂ A¯ ⊂ B and µ(A) = µ(B). Furthermore, if
A¯ ⊂ Ω and there exist A,B ∈ A such that A ⊂ A¯ ⊂ B with µ(A) = µ(B) <∞
then A¯ ∈ A¯.
Given a family Υ of measures on a measurable space (Ω,F) we may define the
Υ-universal completion of F as FΥ = ⋂µ∈Υ Fµ, where Fµ is the completion
of F relative to µ. This is commonly used in probability when dealing with
Markov processes, where Υ is the family of all probability measures P on F .
This concept is related to the absolute measurable spaces, e.g., see Nishiura [88].
Note that A ∈ FΥ if and only if for every µ ∈ Υ there exist B and N in F
such that B r N ⊂ A ⊂ B ∪ N and µ(N) = 0 (since B and N may depend
on µ, clearly this does not necessarily imply that µ(N) = 0 for every µ). Thus,
a Υ-universally complete measurable space satisfies F = FΥ. The concept of
universally measurable is particularly interesting when dealing with measures
in a Polish space Ω, where F = B(Ω) is its Borel σ-algebra, and then any
subset of Ω belonging to FΥ is called universally measurable if Υ is the family
of all probability measures over
(
Ω,B(Ω)). In this context, it is clear that a
Borel set is universally measurable. Also, it can be proved that any analytic set
(i.e., a continuous or Borel images of Borel sets in a Polish space) is universally
measurable, and on any uncountable Polish space there exists a analytic set
(with not analytic complement) which is not a Borel set, e.g., see Dudley [37,
Section 13.2]. For further reference we state the following particular case:
Proposition 2.3. Let X and Y be two Polish spaces and ψ : X → Y be a
measurable function. If A be a Borel set in X and (µ¯, B¯) is the completion of
a σ-finite measure µ on the Borel σ-algebra B = B(Y ) then ψ(A) belongs to B¯.
Moreover, if A is a Borel subset of X × Y and C is its projection on Y, i.e.,
C = {y ∈ Y : (x, y) ∈ A}, then there exits a measurable function from the µ-
completion (Y, B¯(Y )) into the Borel space (X,B(X)) such that (g(y), y) belongs
to A for every y in C.
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Summing up, on a Polish space Ω we can define the family (or class of
subsets) A = A(Ω) of analytic sets in Ω (i.e., A ⊂ Ω is analytic if A = f(X)
for some Polish space X and some continuous function f : X → Ω). This class
A is not necessarily a ring, but it is closed under the formation of countable
unions and intersections. Any Borel set is analytic, i.e., B(Ω) ⊂ A(Ω), and if
µ∗ is a finite outer measure (see next Definition 2.4) such that its restriction
µ to the Borel σ-algebra is a measure, then for any analytic set A there is a
Borel set B such that µ∗
(
(A r B) ∪ B r A)) = 0, i.e., any analytic set is µ∗-
measurable (in other words, any analytic set belongs to the the µ-completion of
the σ-algebra of Borel sets). Furthermore, a continuous function between Polish
spaces preserves analytic sets, but does not necessarily preserve µ∗-measurable
sets. For instance, the reader may check Cohn [28, Chapter 8, pp. 251-296] for
detailed discussion on Polish spaces and analytic sets or Bogachev [16, Chapter
6, pp. 1-66] for a carefully presentation on Borel, Baire and Soulin sets.
It is rather simple to define a finitely additive measure. For instance the
Jordan-Riemann measure m in R, namely, A ⊂ 2R is the algebra of sets that
can be written as a disjoint finite union of intervals (closed, open, semi-open,
bounded, unbounded), say a generic interval different from R is denoted by I
and has the form (a, b), [a, b], [a, b) or (a, b] with a ≤ b, a, b ∈ [−∞,+∞], and
m(I) = b − a, m(R) = ∞ and finally for A = ⋃ni=1 Ii with Ii ∩ Ij = ∅ if i 6= j
where we define m(A) =
∑n
i=1m(Ii). A more difficult step is to show the σ-
additivity and to extend the definition of m to a σ-algebra (the Borel σ-algebra
B(R) in the case of the Jordan-Riemann measure).
Thus a millstone to overcome is the construction of measures. It is our
intention to discuss three methods (even if only one is usually sufficient) used
to obtain a measure from a given set-function naturally defined (a priori) in a
small class of sets, which is not necessarily a σ-ring.
2.2 Caratheodory’s Arguments
This method is also called the outer-measure construction, and it begins by
considering set-functions defined for every possible subsets of a given reference
abstract set Ω.
Definition 2.4. A function µ∗ : 2Ω → [0,∞] is called an outer measure (or
exterior measure) on Ω if (1) µ∗(∅) = 0, (2) A ⊂ B implies µ∗(A) ≤ µ∗(B)
(monotone or isotone), and (3) µ∗(
⋃∞
n=1An) ≤
∑∞
n=1 µ
∗(An) (sub σ-additive).
Next a subset A ⊂ Ω is said to be µ∗-measurable if µ∗(E) = µ∗(E∩A)+µ∗(E∩
Ac), for every E ⊂ Ω, i.e., µ∗(E) ≥ µ∗(E ∩ A) + µ∗(E ∩ Ac), in view of the
sub-additivity.
In some modern books (e.g., Evans and Gariepy [42], Mattila [80]), the
definition of measure is actually the above definition of outer measure. This is
actually not a problem since the results in this section show how to construct
a measure from a given outer measure and conversely. Indeed, based on the
additivity of the inf-operation, it is simple to show that if (Ω, µ,A) is a measure
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space then
µ∗(A) = inf
{
µ(B) : A ⊂ B ∈ A}, ∀A ∈ 2Ω,
is an extension (non-necessarily unique) of the measure µ to an outer measure.
However, the delicate point (considered in section) is the converse, i.e., for a
given outer measure, how to induce a measure.
In this section, a measure (on the space Ω) is a non-negative σ-additive
set-function µ defined on a σ-algebra F ⊂ 2Ω, and the pair (µ,F) is called a
complete measure if F contains all the subsets of any negligible set, i.e., if N
belongs to F and µ(N) = 0 then any subset N ′ ⊂ N belongs also to F (and
µ(N ′) = 0).
Theorem 2.5. If µ∗ is an outer measure on Ω and F is the class of all µ∗-
measurable sets then F is a σ-algebra and the restriction µ of µ∗ to F is a
complete measure.
Proof. First, because the definition of µ∗-measurability is symmetric in A and
Ac, the class F is stable under the formation of complement. Next, if A,B ∈ F
and E ⊂ Ω, by the subadditivity we have
µ∗(E) = µ∗(E ∩A) + µ∗(E ∩Ac) = µ∗(E ∩A ∩B)+
+ µ∗(E ∩A ∩Bc) + µ∗(E ∩Ac ∩B) + µ∗(E ∩Ac ∩Bc) ≥
≥ µ∗(E ∩ (A ∪B)) + µ∗(E ∩ (A ∪B)c).
Hence A ∪ B ∈ F , i.e., the class F is an algebra. Moreover, if A,B ∈ F and
A ∩B = ∅ then
µ∗(A ∪B) = µ∗((A ∪B) ∩A) + µ∗((A ∪B) ∩Ac) = µ∗(A) + µ∗(B),
i.e., µ∗ is finitely additive on F .
To show that F is a σ-algebra we have to prove only that F is stable under
countably disjoint unions. Thus, for any sequence {Aj} of disjoint sets in F ,
define Bn =
⋃n
j=1Aj and B =
⋃∞
j=1Aj to get
µ∗(E ∩Bn) = µ∗(E ∩Bn ∩An) + µ∗(E ∩Bn ∩Acn) =
= µ∗(E ∩An) + µ∗(E ∩Bn−1), ∀E ⊂ Ω,
and by induction, this yields µ∗(E ∩Bn) =
∑n
j=1 µ
∗(E ∩Aj). Therefore
µ∗(E) = µ∗(E ∩Bn) + µ∗(E ∩Bcn) ≥
n∑
j=1
µ∗(E ∩Aj) + µ∗(E ∩Bc),
and as n→∞ we obtain
µ∗(E) ≥
∞∑
j=1
µ∗(E ∩Aj) + µ∗(E ∩Bc) ≥ µ∗
( ∞⋃
j=1
(E ∩Aj)
)
+
+ µ∗(E ∩Bc) = µ∗(E ∩B) + µ∗(E ∩Bc) ≥ µ∗(E),
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i.e., all the above inequalities becomes equalities. Hence B ∈ F , and by taking
E = B we have µ∗(B) =
∑∞
j=1 µ
∗(Aj), i.e., µ∗ is countably additive on F .
Finally, if µ∗(A) = 0 then we have
µ∗(E) ≤ µ∗(E ∩A) + µ∗(E ∩Ac) = µ∗(E ∩Ac) ≤ µ∗(E), ∀E ⊂ Ω,
i.e., A ∈ F , and µ = µ∗∣∣F is a complete measure.
At this point, we need to discuss how to construct an outer measure.
Proposition 2.6. Let E ⊂ 2Ω and µ : E → [0,+∞] be such that ∅ ∈ E , µ(∅) = 0
and Ω =
⋃
n Ωn, for some sequence {Ωn} in E . Define
µ∗(A) = inf
{ ∞∑
n=1
µ(En) : En ∈ E , A ⊂
∞⋃
n=1
En
}
, ∀A ⊂ Ω. (2.1)
Then µ∗ is an outer measure on Ω. Moreover, if a set A ⊂ Ω satisfies µ(E) ≥
µ∗(E∩A)+µ∗(E∩Ac), for every E in E with µ(E) <∞ then A is µ∗-measurable.
Proof. Since ∅ ∈ E and Ω = ⋃n Ωn, with Ωn ∈ E , the set function µ∗ is defined
for every A ∈ 2Ω and µ∗(∅) = 0. If A ⊂ B then any time we cover B with
elements in E also we cover A, and so the infimum satisfies µ∗(A) ≤ µ∗(B).
To check the sub σ-additivity, let {An} a sequence in 2Ω. The definition of
infinium ensures that for every ε > 0 and n there is a sequence {Enj } such that
An ⊂
∞⋃
j=1
Enj and
∞∑
j=1
µ(Enj ) ≤ µ∗(An) + 2−nε.
Hence
∞⋃
n=1
An ⊂
∞⋃
j,n=1
Enj and µ
∗( ∞⋃
n=1
An
) ≤ ∞∑
j,n=1
µ(Enj ) ≤ ε+
∞∑
n=1
µ∗(An).
Since ε is arbitrary, definition (2.1) yields a µ∗ sub σ-additivity, i.e., µ∗ is an
outer measure.
Finally, pick a set A ⊂ Ω satisfying µ(E) ≥ µ∗(E ∩ A) + µ∗(E ∩ Ac), for
every E in E with µ(E) <∞ (note that for µ(E) =∞ the inequality is trivially
satisfied). Pick any set F ⊂ Ω and a sequence {En} ⊂ E covering F . Since⋃
n(En ∩ A) ⊃ F ∩ A and
⋃
n(En ∩ Ac) ⊃ F ∩ Ac, the sub σ-additivity of µ∗
implies∑
n
µ(En) ≥
∑
n
µ∗(En ∩A) +
∑
n
µ∗(En ∩Ac) ≥
≥ µ∗(F ∩A) +
∑
n
µ∗(F ∩Ac),
and by taking the infimum over all covers we deduce µ(F ) ≥ µ∗(F ∩A)+µ∗(F ∩
Ac), which means that A is µ∗-measurable.
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• Remark 2.7. It is clear that µ∗(E) ≤ µ(E), for every E in E . Moreover,
iterating the inf, i.e.,
µ∗∗(A) = inf
{ ∞∑
n=1
µ∗(En) : En ∈ E , A ⊂
∞⋃
n=1
En
}
, ∀A ⊂ Ω,
we obtain the same outer measure, i.e., µ∗∗ = µ∗. Indeed, we need only to show
that µ∗∗(A) ≥ µ∗(A) for every A ⊂ Ω with µ∗∗(A) <∞. For every ε > 0 there
exists a sequence {En} in E such that A ⊂
⋃
nEn and ε+µ
∗∗(A) ≥∑n µ∗(En),
and therefore, for each n ≥ 1 there is a sequence {En,k} such that En ⊂
⋃
k En,k
and 2−nε+ µ∗(En) ≥
∑
k µ(En,k). Hence
2ε+ µ∗∗(A) ≥
∑
n,k
µ(En,k) and A ⊂
⋃
n,k
En,k,
which shows that µ∗∗ ≥ µ∗.
Exercise 2.5. With the notation of Proposition 2.6, if the initial set measure
µ(E) =
∑
ωi∈E ri, for some sequences {ωi} ⊂ Ω and {ri} ⊂ [0,∞] then the
same weighted counting expression holds µ∗(E), for any E in E , i.e.,
µ∗(E) =
∑
ωi∈E
ri =
∞∑
i=1
ri1ωi∈E , ∀E ∈ E ,
where 1ωi∈E = 1 if ωi is in E and vanishes otherwise. What can be said about
µ∗(A), for any A ⊂ 2Ω?
If there is not a sequence {Ωn : n ≥ 1} such that Ω =
⋃
n Ωn, we may include
the whole space Ω into the class E and define µ(Ω) =∞. Thus, ensuring that µ∗
given by (2.1) is defined for every subset A of Ω. Alternatively, we may consider
the σ-ring of all sets covered by some sequence of sets in E or equivalently, the
hereditary σ-ring R generated by the class {A ⊂ E : E ∈ E}, further details are
given in Exercise 2.12 below.
• Remark 2.8. Recall the notation ∑nEn to indicate a disjoint union, i.e.,∑
nEn =
⋃
nEn with En ∩ Em = ∅ if n 6= m. Assume that the class E is a
semi-ring and µ is additive on E , i.e., E = ∑ni=1Ei, E and Ei belong to E yield
µ(E) =
∑n
i=1 µ(Ei). Then the outer measure µ
∗ induced by µ by means of (2.1)
satisfies
µ∗(A) = inf
{ ∞∑
n=1
µ(En) : En ∈ E , A ⊂
∞∑
n=1
En
}
, ∀A ⊂ Ω.
Indeed, if {En : n ≥ 1} ⊂ E is a covering of A then define E′1 = E1, E′2 =
E2 r E1, and by induction
E′n = (En r En−1) ∪ (En r En−2) ∪ · · · (En r E1).
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Because the class E is a semi-ring, we can write each E′n as a disjoint union
of sets in E , i.e., E′n =
∑kn
i=1E
′′
n,i. The additivity of µ implies that µ(En) ≥∑kn
i=1 µ(E
′′
n,i). Hence, {En,i : i = 1, . . . , kn, n ≥ 1} ⊂ E is a countable cover of
A satisfying
A ⊂
∑
n
kn∑
i=1
E′′n,i and
∑
n
µ(En) ≥
∑
n
kn∑
i=1
µ(E′′n,i),
which complete the proof.
From the inf definition (2.1) it is clear that if µi, i ≥ 1, are set measures,
µi : E → [0,+∞] as in Proposition 2.6, then
∑
i(µi)
∗ ≥∑i µ∗i .
Exercise 2.6. Denote by µ∗(·, E) the outer measure (2.1). Assume that µ is
initially defined on E ′ ⊃ E . Verify (1) that µ∗(·, E ′) ≤ µ∗(·, E). Next, prove (2)
that if for every ε > 0 and E′ in E ′ there exists E in E such that E ⊃ E′ and
µ(E′) ≤ µ(E) + ε then µ∗(·, E ′) = µ∗(·, E).
Now, if we require that the initial µ is a σ-additive on some algebra E then
we close the circle, i.e., we are able to extend a measure (initially defined on an
algebra) to a σ-algebra.
Theorem 2.9. If µ is a measure on an algebra E and µ∗ is defined by (2.1)
then (a) µ∗|E = µ and (b) every set in A = σ(E) is µ∗-measurable and µ¯ = µ∗|A
is a measure. Moreover, if µ¯ is σ-finite (i.e., there exists {An} ⊂ A such that⋃∞
n=1An = Ω with µ¯(An) <∞) then µ¯ is uniquely determinate on A, i.e., if ν
is another measure on A such that ν|E = µ then ν = µ¯.
Proof. To show (a), take a generic element E ∈ E and for any countable cover
{En} ⊂ E define Fn = E∩(Enr
⋃n−1
i=1 Ei) to satisfy Fn ∈ E , E =
⋃∞
n=1 Fn, Fn∩
Fm = ∅ for n 6= m and Fn ⊂ En. Hence µ(E) =
∑∞
n=1 µ(Fn) ≤
∑∞
n=1 µ(En),
and since the cover is arbitrary, we deduce µ(E) ≤ µ∗(E). On the other hand,
choosing E1 = E and Ei = ∅ for i ≥ 2 we get µ∗(E) ≤ µ(E) + 0, i.e., µ(E) =
µ∗(E) for every E ∈ E .
To establish (b), we need to show that every set E ∈ E is µ∗-measurable.
Thus, take any F ⊂ Ω and ε > 0 and by definition of µ∗(F ), there exists a
countable cover {Fn} ⊂ E of F such that µ∗(F ) + ε ≥
∑∞
n=1 µ(Fn). Since
{Fn ∩ E} and {Fn ∩ Ec} cover F ∩ E and F ∩ Ec, the additivity of µ on E
implies
µ∗(F ) + ε ≥
∞∑
n=1
(
µ(Fn ∩ E) + µ(Fn ∩ Ec)
) ≥ µ∗(F ∩ E) + µ∗(F ∩ Ec),
and because ε is arbitrary, the set E is µ∗-measurable. Next, by means of
Theorem 2.5, µ induces an outer measure µ∗. In turn, µ∗ yields a measure
µ¯ on the σ-algebra A∗ of µ∗-measurable sets. Since E ⊂ A∗ we deduce that
σ(E) = A ⊂ A∗. Moreover, by (a), µ∗|E = µ.
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Let us prove that the extension to A is unique. Suppose that ν is another
measure such that ν|E = µ. For any A ∈ A and any sequence {Ei} ⊂ E
with A ⊂ ⋃∞i=1Ei we have ν(A) ≤ ∑∞i=1 ν(Ei) = ∑∞i=1 µ(Ei), which yields
ν(A) ≤ µ¯(A). Setting E = ⋃∞i=1Ei, we get ν(E rA) ≤ µ¯(E rA) and
ν(E) = lim
n→∞ ν
( n⋃
i=1
Ei
)
= lim
n→∞µ
( n⋃
i=1
Ei
)
= µ¯(E).
If µ¯(A) < +∞, for any ε > 0 we can choose a cover {Ei} such that µ¯(E) <
µ¯(A) + ε, i.e., µ¯(E rA) < ε. Then
µ¯(A) ≤ µ¯(E) = ν(E) = ν(A) + ν(E rA) ≤ ν(A) + µ¯(E rA) ≤ ν(A) + ε,
and because ε is arbitrary, we have µ¯(A) = ν(A). Finally, if µ¯ is σ-finite then
Ω =
⋃∞
n=1An, with µ¯(An) < +∞, and we may assume that An ∩ Am = ∅ for
n 6= m. Hence for any A ∈ A we have
µ¯(A) =
∞∑
n=1
µ¯(A ∩An) =
∞∑
n=1
ν(A ∩An) = ν(A),
i.e., ν = µ¯.
• Remark 2.10. If E is a pi-class (i.e., closed under finite intersections and con-
tains the empty set ∅) and µ is a (nonnegative) set function defined on E then
we say that µ is additive on E if for every ε > 0 and every F and E in E there
exists a sequence (possible finite) {En} ⊂ E such that F r E ⊂
⋃
nEn and
µ(F ) + ε > µ(F ∩ E) +∑n µ(F ∩ En). Similarly, we say that µ is a pre-outer
measure if (a) µ(∅) = 0, (b) E ⊂ F , E and F in E implies µ(E) ≤ µ(F ) (i.e.,
monotone on E), (c) E ⊂∑nEn, E and En in E implies µ(E) ≤∑n µ(En) (i.e.,
sub σ-additive on E). Now, remark that in the proof of the precedent Theo-
rem 2.9, we have also proved that (1) if E is a pi-class and the initial set function
µ is additive then any set in the σ-algebra generated by E is µ∗-measurable;
and (2) if the initial set function µ is a pre-outer measure then µ∗ = µ on
E . In particular, if the initial set function µ can be extended to a measure on
the σ-algebra A = σ(E) generated by a class E (satisfying the assumptions of
Proposition 2.6) then µ = µ∗ on E (but not necessarily on A); and moreover, if
E is a pi-class then any set in A is µ∗-measurable.
Exercise 2.7. Let µ∗ be the outer measures induced by a set function µ : E →
[0,+∞], as in Proposition 2.6. Denote by Eσ the class of countable unions of
sets in E , and by Eσδ the class of countable intersections of sets in Eσ. Prove
that (1) for every A ⊂ Ω and any ε > 0 there exists a set E in Eσ such that
A ⊂ E and µ∗(E) ≤ µ(A) + ε. Deduce that (2) for every A ⊂ Ω there exists a
set F in Eσδ such that A ⊂ F and µ∗(F ) = µ∗(A).
Exercise 2.8. Let µ∗i (i = 1, 2) be the outer measures induced by the initial set
functions µi : E → [0,+∞], as in Proposition 2.6, and assume that the class E
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is stable under the formation of finite unions and finite intersections, and that
every set in E is µ∗i -measurable (for i = 1, 2). Show (1) if A and B belong to
Eσδ then A ∩B also belongs to Eσδ. Prove that (2) if µ∗1(E) ≤ µ∗2(E) for every
E in E then µ∗1(A) ≤ µ∗2(A), for every A ⊂ Ω.
Exercise 2.9. Let µi (i ≥ 1) be initial set function µi : E → [0,+∞] as in
Proposition 2.6, where E is now a ring. Assume that all set initial functions are
additive, and all but one are σ-additive, i.e., µ1 is additive and µi (i ≥ 2) are
σ-additive. Prove that (
∑
i µi)
∗ =
∑
i µ
∗
i .
Exercise 2.10. Let µ∗ be the outer measure on Ω induced by a additive set
function µ defined on an algebra (actually, a semi-ring suffices) A = E , given
by (2.1). Denote by Aσ the class of countable unions of sets in A, and by
Aσδ the class of countable intersections of sets in Aσ. (1) Prove that for every
subset E ⊂ Ω and every ε > 0 there exists a set A in Aσ such that E ⊂ A and
µ∗(A) ≤ µ∗(E) + ε, and (2) deduce that for some B in Aσδ such that E ⊂ B
and µ∗(E) = µ∗(B). Now, a subset E of Ω is called σ-finite (relative to µ∗) if
there exists a sequence {Fi : i ≥ 1} in 2Ω such that E ⊂
⋃
i Fi and µ
∗(Fi) <∞,
for every i. (3) Show that a σ-finite set E is µ∗-measurable if and only if there
exists B in Aσδ such that E ⊂ B and µ∗(BrE) = 0. Finally, if µ∗(Ω) <∞ then
(4) prove that E is µ∗-measurable if and only if µ∗(E) = µ(Ω)−µ∗(ΩrE).
Exercise 2.11. Let µ∗ be an outer measure on Ω and {Ωi : i ≥ 1} be a sequence
of disjoint µ∗-measurable sets. Prove that µ∗
(
E ∩ (⋃i Ωi)) = ∑i µ∗(E ∩ Ωi),
for every E in 2Ω.
A class R ⊂ 2Ω is called hereditary if A ∈ R and B ⊂ A implies B in R. The
concept of outer measure can be consider on any hereditary σ-field R instead of
2Ω. Similarly, a measure can be defined only on a σ-ring, instead of a σ-algebra.
Exercise 2.12. Revise the definitions and proofs of this section to use outer
measures defined on hereditary σ-rings. The class of µ∗-measurable set becomes
a hereditary σ-ring in Theorem 2.5. The class E needs not to cover the whole
space Ω in Propositions 2.6. Theorem 2.9 is practically undisturbed if σ-algebra
is replaced by σ-ring, e.g., see Halmos [57, section 10, pp 41-48]. Referring
to Propositions 2.6, as a typical application, consider the hereditary σ-ring of
all set covered by a sequence of sets in E with µ-finite value (i.e., σ-finite sets
relative to E), to construct σ-finite measures defined on σ-rings. Consider the
alternative way of beginning with µ define on a class E such that Ω belongs to
E and µ(E) <∞ for every E 6= Ω.
From a Semi-Ring
Now, we want to extend the notion of length (or area or volume) naturally
defined for intervals (or rectangles or cuboid) to other general sets. Since the
class of all intervals form a semi-ring, we need to be able to redo the previous
constructions starting from a semi-ring, instead of an algebra.
[Preliminary] Menaldi November 11, 2016
44 Chapter 2. Measure Theory
Thus, if the initial set function µ is a finitely additive measure on a ring E
then we can define the outer measure µ∗, for any A ⊂ Ω, by
either µ∗(A) = inf
{
lim
n
µ(En) : En ∈ E , A ⊂
∞⋃
n=1
En, En ⊂ En+1
}
,
or µ∗(A) = inf
{∑
n
µ(En) : En ∈ E , A ⊂
∞∑
n=1
En
}
,
instead of using (2.1). Actually, the last expression with coverings in the form
of disjoint unions remains valid for a semi-ring E . Similarly, if µ is a measure
on a σ-algebra A then
µ∗(A) = inf
{
µ(E) : E ∈ E , A ⊂ E,
}
, ∀A ⊂ Ω,
yields an outer measure. Denoting by A∗ the σ-algebra of all µ∗-measurable
sets, we have a complete measure (µ¯,A∗) by taking µ¯ = µ∗|A∗ , which is an
extension of (µ,A), and a set N ⊂ Ω is negligible if and only if µ∗(N) = 0.
Recall Exercise 1.1, where we verify that the algebra A (ring) generated by
a S semi-algebra (semi-ring) is the class of finite disjoint unions, i.e., A ∈ A if
and only if A =
∑n
i=1Ai for some Ai ∈ S.
Proposition 2.11. Let E be a semi-ring and µ : E → [0,∞) be a σ-additive
finite-valued set function. Then µ can be uniquely extended to σ-additive set
function on the σ-ring R generated by E . Moreover, a further unique extension
of the measure µ to the σ-ring R¯ of all (σ-finite) µ∗-measurable sets is also
possible. In particular, if there exists sequence {En} ⊂ E such that Ω =
⋃∞
n=1En
and µ(En) <∞, then µ can be uniquely extended to a measure on the σ-algebra
A generated by E . Furthermore, a set A ⊂ Ω is µ∗-measurable if and only if
µ(E) ≥ µ∗(E ∩A) + µ∗(E ∩Ac), for every E in E.
Proof. If R0 is the ring generated by E then, recalling that any set in R0 can
be written as a finite disjoint union of elements in E , we extend the definition
of µ to R0,
µ(A) =
n∑
i=1
µ(Ei), A =
n⋃
i=1
Ei, Ei ∩ Ej = ∅ if i 6= j.
Because there is only a finite sum (or disjoint union), we deduce that µ remains
σ-additive on the ring R0. At this point, we revise the proof of Theorem 2.9
(remarking that Fn∩Ec = FnrE ∈ R0, for every Fn, E ∈ R0) to check that the
algebra generated by E can be replaced by the ring R0 and the results remain
valid. Hence, µ has a unique extension to σ-ring R generated by E .
It is clear that if Ω =
⋃∞
n=1En and µ(En) <∞, for every n, then the σ-ring
R is indeed the σ-algebra A = σ(E).
Finally, Theorem 2.9 also ensure a unique extension to the σ-ring R¯ of all
µ∗-measurable sets. Because the initial set function µ assume only finite values,
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all set in σ-ring R¯ are σ-finite. In any case, the uniqueness of the extension is
only warranty on the σ-ring R¯ of all σ-finite µ∗-measurable sets.
It is also clear that because µ∗ = µ on E , Proposition 2.6 yields the stated
characterization of a µ∗-measurable set in term of sets in the semi-ring E .
Exercise 2.13. Complete the proof of Proposition 2.11, i.e., verify that the
extension of µ to R0 is well defined and indeed is σ-additive.
• Remark 2.12. In the statement of Proposition 2.11, we may initially assume
µ : E → [0,∞] and define E0 = {E ∈ E : µ(E) <∞}, which is again a semi-ring,
i.e., R is the σ-ring generated by E0. In general, a subset A of Ω is called σ-finite
relative to a set function µ defined on a class E ⊂ 2Ω if there exists a sequence
{En} in E such that A ⊂
⋃
nEn and µ(En) < ∞, for every n. Thus R is the
σ-ring generated by the σ-finite sets in E relative to µ. Therefore, if the initial
class E is a semi-algebra then we may be forced to define the semi-ring E0 as
above, which may not be a semi-algebra.
• Remark 2.13. The reader can verify that only the finitely additive character
(instead of the σ-additivity) of the set function µ is used to prove that any set
in E is µ∗-measurable, that µ ≤ µ∗ on E and that a set A ⊂ Ω is µ∗-measurable
if and only if µ(E) ≥ µ∗(E ∩ A) + µ∗(E ∩ Ac), for every E in E . However, to
check that µ = µ∗ on E the σ-additivity is involved. Sometimes, a function
defined on a (semi-)ring is called content or additive measure if it is additive
and pre-measure if it is σ-additive. In this context, finitely additive on a semi-
ring E means that µ(E) = ∑i<n µ(Ei) whenever E = ∑i<nEi with all sets in
E , just the case of two sets may not be sufficient.
• Remark 2.14. Recall that if Si is a semi-ring (semi-algebra) in a measure
space (Ωi,Fi, µi), for i = 1, 2, then S = {S1 × S2 : Si ∈ Si, i = 1, 2}, is a semi-
ring (semi-algebra), see Exercise 1.12. Thus the product expression µ(S1 ×
S2) = µ1(S1)µ2(S2) defines an additive measure on S (or in Cartesian product
F1 ×F2), which can be extended to the product σ-algebra F = σ(S1)⊗ σ(S1),
by the Caratheodory’s extension Theorem 2.9. However, to verify that µ∗ = µ
on the semi-ring S, we need to check that µ = µ1 × µ2 is indeed σ−additive on
S. Actually, this will be address later by either the construction of the integral
or a discussion on inner measures (more tools are needed to prove this fact).
Summing up, the construction of a (σ-finite) measure on a σ-algebra A
begins with a σ-additive (set) function defined on a semi-ring E , which generates
A. Actually, the σ-algebra A∗ of all µ∗-measurable sets is usually strictly larger
than A = σ(E). Usually, the passage of a finitely additive measure defined on
an algebra to a σ-additive measure on the generated σ-algebra is called Hopf’s
extension theorem, e.g., see Richardson [93, Section 2.4, pp. 24–30].
We can refine a little the argument on the uniqueness.
Proposition 2.15. Let E ⊂ 2Ω be a pi-class. Suppose that µ and ν are two
measures on A = σ(E) such that (1) µ = ν on E and (2) there exists a monotone
increasing sequence {En} of elements in E satisfying Ω =
⋃
nEn and µ(En) =
ν(En) <∞ for every n. Then µ = ν on A.
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Proof. For any fixed E ∈ E with µ(E) = ν(E) < ∞ consider the class ΦE =
{A ∈ A : µ(E ∩A) = ν(E ∩A)}. It is clear that Ω ∈ ΦE and that the class ΦE
is stable under monotone differences, and by means of Proposition 2.2, the class
ΦE is stable also by countably monotone unions and intersections, i.e., ΦE is a
λ-class. Because E ⊂ ΦE , Proposition 1.6 implies that σ(E) ⊂ ΦE , i.e., ΦE = A.
In particular, for E = En we deduce that µ(En ∩ A) = ν(En ∩ A), for
every A ∈ A. Because En ⊂ En+1 (i.e., we need to know that the sequence is
monotone increasing) we can use again Proposition 2.2 to get
µ(A) = lim
n
µ(En ∩A) = lim
n
ν(En ∩A) = ν(A), ∀A ∈ A,
i.e., µ = ν.
In the case of two probability measures P and Q, we may take En = Ω for
every n and conclude that: if P = Q on a pi-class E then P = Q on a A = σ(E).
• Remark 2.16. In Proposition 2.15, as well as in previous statements, the unique
extension of a measure µ initially defined on a pi-class E ⊂ 2Ω requires the σ-
finite property of µ with respect to E . In general, the assumption µ(E) < ∞
(for every E ∈ E) yields a unique measure on the σ-ring R generated by E , see
also Remark 2.12. Indeed, as in the above proof, a monotone argument shows
that the class of sets in R which are included in a countable union of sets in E
is indeed the whole σ-ring R. Hence, we deduce that µ = ν on R.
Recalling the notation of the symmetric difference A∆B = (ArB)∪(BrA),
we have
Proposition 2.17. Let (Ω,A, µ) be a finite measure space, i.e., µ(Ω) < ∞,
with A = σ(E), the σ-algebra generated by some ring E . Then, for every A in
A, there exists a sequence {An} ⊂ E such that µ(A∆An)→ 0.
Proof. If F denotes the class of sets in A having the required property, then by
means of Proposition 1.4, we need only to show that F is a monotone class, i.e.,
that F is stable under countable monotone unions and intersections.
To this purpose, first we check that F is stable under monotone differences.
Indeed, if E ⊂ F are two sets in F then for any En and Fn in R such that
µ(F∆Fn)→ 0 and µ(E∆En)→ 0, and the inequality
|(1F − 1E)− (1Fn − 1En)| ≤ |1F − 1Fn |+ |1E − 1En |,
implies
µ
(
(F r E)∆(Fn r En)
) ≤ µ(F∆Fn) + µ(E∆En),
i.e., we deduce that F r E also belongs to F .
Next, given a monotone increasing sequence {Fn} ⊂ F , we have to show
that
⋃
n Fn = F belongs to F . Indeed, because F is stable under monotone
differences, we can write F =
∑
nEn, with En = Fn r Fn−1, n ≥ 1, F0 = ∅,
and {En} ⊂ F . Now, for any ε > 0 we select m sufficiently large to have
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µ(F r Fm) =
∑
k>m µ(Ek) < ε/2; and for each En, with n = 1, . . . ,m, there
exists Gn in R such that µ(En∆Gn) < ε2−n, for every n = 1, . . . ,m. Now, again
we have∣∣∣1F − m∑
n=1
1Gn
∣∣∣ ≤ ∑
n>m
1En +
m∑
n=1
|1En − 1Gn |,
which yields
µ(F∆Rm) ≤
∑
n>m
µ(En) +
m∑
n=1
µ(En∆Gn) ≤ ε,
for Rm =
⋃m
n=1Gn, m = m(ε), i.e., the limiting set F also belongs to F .
Finally, if {Fn} ⊂ F is a monotone decreasing sequence with limit F =⋂
n Fn then by considering the monotone increasing sequence Gn = F1 r Fn
with limit G = F1 r F, we complete the proof.
The reader may check the book by Kemeny et al. [68, Section 1.2, pp, 10-18]
for more details on Proposition 2.17.
• Remark 2.18. Let (Ω,A, µ) be a measure space (non necessarily finite) and
consider the σ-ring R of σ-finite measurable sets, i.e., a set A belongs to R if
and only if A =
⋃
iAi for some sequence {Ai} in A with µ(Ai) <∞, for every
i. Suppose that R is the σ-ring generated by some ring K satisfying µ(K) <∞,
for every K in K, i.e., K is contained in R0 = {R ∈ R : µ(R) < ∞}. Now,
for a given measurable set R with finite measure (i.e., in R0), we may consider
the finite measure space (R,A|
R
, µ|
R
), the restriction of (Ω,A, µ) to R, namely,
A|
R
= {A∩R : A ∈ A} and µ|
R
= µ on A|
R
. Thus, in view of Proposition 2.17,
there exists a sequence {Kn} in K such that µ(R∆Kn)→ 0.
Exercise 2.14. Let (X,X , µ) be a σ-finite measure space and (Y,Y) be a mea-
surable space. By means of a monotone argument prove that the function
y 7→ µ(Ay) is measurable from (Y,Y) into the Borel space [0,∞], for every A in
the product σ-algebra X ×Y with section Ay = {x ∈ X : (x, y) ∈ A}. Hint: the
equality (A ∪B)x = Ax ∪Bx could be of some use here.
A measure µ on (a σ-algebra) A is called semi-finite if for every A in A with
µ(A) =∞ we can find F in A satisfying F ⊂ A and 0 < µ(F ) <∞.
Exercise 2.15. First (1) show that any σ-finite measure is semi-finite, and give
an example of a semi-finite measure which is not σ-finite. Next, (2) prove that
if µ is a semi-finite measure then for every measurable set A with µ(A) = ∞
and any real number c > 0 there exits a measurable set F such that F ⊂ A and
c < µ(F ) < ∞. Now, if µ is a measure (non necessarily semi-finite) then the
finite part µf is defined by the expression
µf (A) = sup{µ(F ) : F ∈ A, F ⊂ A, µ(F ) <∞}.
Finally, (3) prove that µf is a semi-finite measure, and that if µ is semi-finite
then µ = µf . Moreover, (4) show that there exists a measure ν (non necessarily
unique) which assumes only the values 0 and ∞ such that µ = µf + ν.
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The reader may take a look at Taylor [114, Chapter 4, 177–225] and Yeh [120,
Chapter 5, pp. 481–596].
2.3 Inner Approach
The second method to construct is a kind of dual technique, instead of using an
external approximation, we use an internal approximation, i.e., the key notion
is the concept of inner measure. Thus, in a way analogous to the outer measure
in Section 2.2 (using the Caratheodory splitting method), we develop the inner
measure construction. However, this section is not referred to for the typical
Lebesgue measure defined in the next chapter, it could be only used later, when
topology is involved. Begin with
Definition 2.19. A function µ∗ : 2Ω → [0,∞] is called an inner measure (or
interior measure) on Ω if (1) µ∗(∅) = 0, (2) A ⊂ B implies µ∗(A) ≤ µ∗(B)
(monotone or isotone), and (3) A ∩B = ∅ implies µ∗(A ∪B) ≥ µ∗(A) + µ∗(B)
(super-additive). Next a subset A ⊂ Ω is said to be µ∗-measurable if µ∗(E) =
µ∗(E ∩A) +µ∗(E ∩Ac), for every E ⊂ Ω, i.e., µ∗(E) ≤ µ∗(E ∩A) +µ∗(E ∩Ac),
in view of the super-additivity.
Note that by induction, the monotony and super-additivity of µ∗ implies
µ∗
(∑∞
i=1Ai
) ≥ µ∗(∑ni=1Ai) ≥ ∑ni=1 µ∗(Ai), and as n → ∞, we deduce a
property that could be called super σ-additivity. It is also clear that the sets ∅
and Ω are µ∗-measurable.
In the same way that a measure (µ,F) induces an outer measure, namely,
µ∗(A) = inf
{
µ(F ) : A ⊂ F ∈ F}, ∀A ∈ 2Ω,
an inner measure is simply induced by the expression
µ∗(A) = sup
{
µ(F ) : A ⊃ F ∈ F}, ∀A ∈ 2Ω.
However, the actual problem is to begin with a set-function µ defined on a
small class of sets K, and then construct an inner measure to be able to obtain
a measure by restricting the definition of the inner measure µ∗ to the sets that
are µ∗-measurable. The interested reader may take a look at Halmos [58, Section
14, pp. 58–62], but what follows is more related to Pollard [90, Appendix A,
pp. 289–300].
Proposition 2.20. If µ∗ is an inner measure on Ω and A is the class of all
µ∗-measurable sets then A is an algebra and the restriction µ of µ∗ to A is a
complete finitely additive measure.
Proof. First, because the definition of µ∗-measurability is symmetric in A and
Ac, the class A is stable under the formation of complement. Next, for any
A,B ∈ A and E ⊂ Ω, the equality
(E ∩Ac ∩B) ∪ (E ∩A ∩Bc) ∪ (E ∩Ac ∩Bc) = E ∩ (A ∩B)c
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and the super-additivity of µ∗ imply
µ∗(E) = µ∗(E ∩A) + µ∗(E ∩Ac) = µ∗(E ∩A ∩B)+
+ µ∗(E ∩A ∩Bc) + µ∗(E ∩Ac ∩B) + µ∗(E ∩Ac ∩Bc) ≤
≤ µ∗(E ∩ (A ∩B)) + µ∗(E ∩ (A ∩B)c).
Hence A ∩ B ∈ A, i.e., the class A is an algebra. Moreover, if A,B ∈ A and
A ∩B = ∅ then
µ∗(A ∪B) = µ∗((A ∪B) ∩A) + µ∗((A ∪B) ∩Ac) = µ∗(A) + µ∗(B),
i.e., µ∗ is finitely additive on A.
Finally, if µ∗(A) = 0 and B ⊂ A with A in A then the monotony of µ∗
implies
µ∗(E) ≤ µ∗(E ∩A) + µ∗(E ∩Ac) =
= µ∗(E ∩Ac) ≤ µ∗(E ∩B) + µ∗(E ∩Bc), ∀E ⊂ Ω,
i.e., B ∈ A, and µ = µ∗
∣∣
A is a complete finitely additive measure.
The essential properties of an inner measure are captured by the expression
µ∗(A) = sup
{
µ∗(B) : B ⊂ A, µ∗(B) <∞
}
, ∀A ∈ 2Ω. (2.2)
Indeed, any set function µ∗ with µ∗(∅) = 0 satisfying the sup representation
(2.2) is monotone, super-additive, and semi-finite (i.e., for every set A with
µ∗(A) = ∞ there is a sequence {An} such that An ⊂ A and µ∗(An) → ∞).
Conversely, any semi-finite inner measure µ∗ satisfies (2.2).
Similarly to the previous sections, our intension is to construct an inner
measure µ∗ (such that its restriction to the µ∗-measurable sets is a measure)
out of a finite-valued set µ : K → [0,∞) defined on a pi-class K with µ(∅) = 0.
A good candidate is the following sup expression
µ∗(A) = sup
{ n∑
i=1
µ(Ki) :
n∑
i=1
Ki ⊂ A, Ki ∈ K
}
, ∀A ∈ 2Ω. (2.3)
Due to the supremum, there is not need to allow infinite series of sets inside A,
but because K is only a pi-class, a finite union is needed.
Definition 2.21. A set-function µ defined on a pi-class K is called K-tightness
if for every K and K ′ in K with K ′ ⊂ K we have µ(K) = µ(K ′) + µ∗(K r
K ′). Moreover, a finite-valued set-function µ is called σ-smooth on K at ∅ if
for any decreasing sequence {K¯n} of finite disjoint unions of sets in K, K¯n =∑
i<mn
Kn,i, with
⋂
n K¯n = ∅ then
∑
i<mn
µ(Kn,i) → 0 as n → ∞. If K ⊂ 2Ω
is a pi-class then K¯ is the lattice generated by K, i.e., the class of finite unions
of sets in K. The class of all sets F ⊂ Ω satisfying F ∩K ∈ K¯, for every K ∈ K,
is denoted by K¯∗, and clearly, K¯ ⊂ K¯∗.
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Contrary to the case of a semi-ring, additivity on a pi-class is almost mean-
ingless and replaced with the so-called K-tightness as above, i.e., two conditions,
(a) µ is monotone (i.e., µ(K ′) ≤ µ(K) if K and K ′ in K with K ′ ⊂ K) and (b)
for every ε > 0 there exists a finite sequence of disjoint sets {Ki : i < n} ⊂ K
such that
∑
i<nKi ⊂ K r K ′ and µ(K) ≤ µ(K ′) + ε +
∑
i<n µ(Ki). In this
context, an important role is played by the lattice K¯ generated by K and the
larger class K¯0 ⊃ K¯. Moreover, it is clear that the property of being either K-
tightness or K¯-tightness are actually the same. Furthermore, the property of µ
being σ-smooth on K at ∅ combined with K-tightness could be call monotone
continuity in ∅ on the lattice K¯, and clearly, it is only usable when µ is finite.
We are ready to state the main result
Theorem 2.22. Let µ be a finite-valued set defined on a pi-class K with µ(∅) =
0. Then µ∗ defined by (2.3) is an inner measure. Now, denote by A the algebra
of µ∗-measurable sets and assume that µ is K-tight. Then
A ∈ A iff µ(K) ≤ µ∗(K ∩A) + µ∗(K rA) ∀K ∈ K, (2.4)
the algebra A contains the class K¯∗ defined in Definition 2.21, and µ∗
∣∣
K = µ.
Moreover, if µ is σ-smooth on K at ∅ then A is a σ-algebra and µ∗ is a semi-
finite complete measure on A, uniquely determined by µ on the K, i.e., if ν
is another semi-finite measure on a σ-algebra F with K ⊂ F ⊂ A such that
ν
∣∣
K = µ then ν = µ∗ on F .
Proof. If E ⊂ F then the supremum defining µ∗(F ) is taken over a larger family,
so µ∗(E) ≤ µ∗(F ). When E ∩ F = ∅, each finite disjoint sequences {Ki} and
{K ′i} with
∑
iKi ⊂ E and
∑
iK
′
i ⊂ F we can construct another finite disjoint
sequence {K ′′i } with
∑
iK
′′
i ⊂ E ∪ F and
∑
i µ(K
′′
i ) =
∑
i µ(Ki) +
∑
i µ(K
′
i),
which means that µ∗(E) +µ∗(F ) ≤ µ∗(E∪F ). This shows that µ∗ is monotone
and super-additive on 2Ω, and thus (2.3) defines an inner measure µ∗. Therefore,
Proposition 2.20 implies that µ∗ is an additive set function (i.e., a finite additive
measure) on algebra A of all µ∗-measurable sets.
Let A be a set satisfying µ(K) ≤ µ∗(K ∩ A) + µ∗(K r A) for any K in K.
Since µ∗ is super-additive and monotone, if
∑n
i=1Ki = K ⊂ E with Ki in K
then
n∑
i=1
µ(Ki) ≤
n∑
i=1
µ∗(Ki ∩A) +
n∑
i=1
µ∗(Ki rA) ≤
≤ µ∗(K ∩A) + µ∗(K rA) ≤ µ∗(E ∩A) + µ∗(E rA),
and taking the supremum over all finite disjoint sequences {Ki} we deduce
µ∗(E) ≤ µ∗(E ∩A) +µ∗(ErA). The reverse inequality follows from the super-
additivity, and therefore, A belongs to A. This shows (2.4) as desired.
The fact that K is stable under finite intersections was not used in the current
(or the previous) paragraph, but it is needed for later arguments.
Step 1 (with tightness) From the definition of µ∗ follows that µ(K) ≤
µ∗(K) for every K in K. Now, if K ′′ belongs to K then apply the tightness
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property to any set K in K and K ′ = K ∩K ′′ to get
µ(K) = µ(K ∩K ′′) + µ∗(K rK ′′) ≤ µ∗(K ∩K ′′) + µ∗(K rK ′′),
which implies, after invoking (2.4), that K ′′ belongs to the algebra A, i.e.,
K ⊂ A. Moreover, if F belongs to K¯∗ then for any set K in K, the intersection
K ∩F is a finite union of sets in K ⊂ A. Thus KrF = Kr (K ∩F ) and K ∩F
belong to the algebra A, and hence, the additivity of µ∗ yields
µ(K) ≤ µ∗(K) = µ∗(K ∩ F ) + µ∗(K r F )
which implies that F belongs to the algebra A, i.e., K¯∗ ⊂ A
To show that µ = µ∗ on K, pick K =
∑n
i=1Ki with all sets in K and use the
tightness condition with K and K ′ = K1 to obtain µ(K) = µ(K1)+µ∗(KrK1).
Since µ ≤ µ∗ on K, K r K1 =
∑n
i=2Ki and µ∗ is additive on A ⊃ K we
have µ∗(K rK1) ≥
∑n
i=2 µ(Ki), which yields µ(K) ≥
∑n
i=1 µ(Ki), the super-
additivity of µ. Therefore, the sup defining µ∗(K) is achieved for K and µ(K) =
µ∗(K) for every K in K, which means that µ = µ∗ is additive on K.
Step 2 (σ-smooth) Even if we suppose that µ∗ is monotone continuous
from above on K at ∅ (i.e., σ-smooth), then µ∗ is σ-additive on the algebra
A, and therefore, Caratheodory extension Theorem 2.9 ensures that µ∗ can
be extended to a measure on the σ-algebra generated by A, but a priori, the
extension needs not to be preserve the sup representation (2.3).
The next point is to show that A is a µ∗-complete σ-algebra, independent
of the fact that Caratheodory extension of (µ∗,A) yields a complete measure
(µ¯∗, A¯). Actually, the completeness of µ∗ comes from Proposition 2.20.
Let us prove that µ∗ is σ-smooth on A at ∅, i.e., if {An} ⊂ A is a decreasing
sequence with
⋂
nAn = ∅ and µ∗(A1) < ∞ then µ∗(An) → 0. Indeed, the sup
definition (2.3) of µ∗ ensures that for any ε > 0 and for any n ≥ 1 there exist a
finite disjoint union K˜n of sets in K such that K˜n ⊂ An and µ∗(An)− ε2−n <
µ∗(K˜n). Define the decreasing sequence {K˜ ′n} with K˜ ′n =
⋂
i≤n K˜i (which can
be written as a finite disjoint union of sets in K) and use the σ-smoothness
property of µ to obtain µ∗(K˜ ′n)→ 0. Since the inclusion Anr K˜ ′n ⊂
⋃
i≤n(Air
K˜i) yields
µ∗(An r K˜ ′n) ≤
∑
i≤n
µ∗(Ai r K˜i) ≤
∑
i≤n
ε2−i ≤ ε,
and µ∗(An) = µ(K˜ ′n) + µ∗(An r K˜ ′n), we deduce that µ∗(An) → 0, i.e., µ∗ is
σ-smooth on A at ∅.
Step 3 (finishing) Now, to check that A is a σ-algebra, we have to show
only that A is stable under the formation of countable intersections, i.e., if
{Ai, i ≥ 1} is a sequence of sets in A then we should show that A =
⋂
iAi also
belongs to A. For this purpose, from the sup definition (2.3) of µ∗ and because
A contains any finite union of sets in K, for any ε > 0 and for any set K in K
there exist a set A′ ⊂ K∩A in A such that µ∗(K∩A)−ε < µ∗(A′). Thus, define
the decreasing sequence {Bn} with Bn =
⋂
i≤nAi to have
⋂
n
(
K∩Bn∩A′
)
= A′
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and to use the σ-smoothness of µ∗ on A with the sequence (K ∩Bn ∩A′)rA.
Hence limn µ∗(K ∩Bn ∩A′) = µ∗(A′), which yields
lim
n
µ∗(K ∩Bn) ≥ lim
n
µ∗
(
K ∩Bn ∩A′) = µ∗(A′) > µ∗(K ∩A)− ε
and proves that limn µ∗(K ∩Bn) = µ∗(K ∩A). Recall that Bn is in A to have
µ(K) ≤ µ∗(K ∩Bn) + µ∗(K rBn) ≤ µ∗(K ∩Bn) + µ∗(K rA),
and, after taking n → ∞ and invoking the condition (2.4), to deduce that A
belongs to A, i.e., A is a σ-algebra.
The final argument is to show that µ∗ is σ-additive. Indeed, pick a sequence
{An} ⊂ A with A =
∑
nAn. If A is a set in A with finite measure µ∗(A) <∞
then the σ-smoothness property of µ∗ on A implies that µ∗
(
A r
∑
i<nAi
) →
0, i.e., µ∗(A) =
∑
n µ∗(An). If µ∗(A) = ∞, the sup definition (2.3) ensures
that there exists a sequence {A′k} ⊂ A such that A′k ⊂ A, µ∗(A′n) < ∞ and
µ∗(A′k) → ∞. Hence µ∗(A′k) =
∑
n µ∗(A
′
k ∩ An) ≤
∑
n µ∗(An), and as k → ∞
we deduce ∞ = ∑n µ∗(An), i.e., µ∗ is σ-additive on the σ-algebra A.
The uniqueness of µ∗ is not really an issue, we have to show that if another
semi-finite measure ν on a σ-algebra F ⊂ A containing the class K and such ν =
µ on K then ν = µ∗ on F . Indeed, they both agree on any set of finite measure
(e.g., see Proposition 2.15), and for any set F in F with infinite measure there
exists a sequence {Fn} ⊂ F with ν(Fn) < ∞, Fn ⊂ F and limn ν(Fn) = ν(F ),
i.e., ν(F ) = µ∗(F ) too.
Note that the σ-smoothness on K at ∅ and the K-tightness assumptions are
really conditions on the pi-class K˜ of all disjoint unions of sets in K. Indeed, it
is clear that if (a) µ is monotone on K and (b) µ is additive on K (i.e., µ(K) =∑
i<n µ(Ki) whenever K =
∑
i<nKi are sets in K) then µ can be extended (in
a unique way) to the pi-class K˜ preserving (a) and (b) by setting µ(∑i<nKi) =∑
i<n µ(Ki). Therefore, K-tightness translates into three properties: (a), (b)
and (c) for every K ⊃ K ′ sets in K (could be in K˜) and every ε > 0 there exists
K˜ ⊂ KrK ′ in K˜ such that µ(K) ≤ µ(K ′) + ε+µ(K˜). Similarly, σ-smoothness
on K at ∅ translates into one condition: any decreasing sequence {K˜n} of sets
in K˜ such that ⋂n K˜n = ∅ satisfies µ(K˜n)→ 0. With this in mind, there is not
loss of generality if in Theorem 2.22 we assume that the pi-class K is also stable
under the formation of finite disjoint unions, see also Exercise 2.17.
• Remark 2.23. If the class K contains the empty set ∅, but it is not necessarily
stable under finite intersections, then the sup-expression (2.3) defines an inner
measure µ∗. Hence, Proposition 2.20 proves that µ∗ is a finitely additive set
function on the algebra A of µ∗-measurable sets. Moreover, if a subset A of Ω
satisfies µ(K) ≤ µ∗(K ∩A) + µ∗(K rA) for any K in K then A belongs to A.
However, it is not affirmed that K ⊂ A.
• Remark 2.24. If the finite-valued set function µ defined on the pi-class K
can be extended to a (finitely) additive set function µ¯ define on the semi-ring
S generated by K then µ is necessarily K-tight. Indeed, first recall that µ¯
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is additive on the semi-ring S if (by definition) µ¯(S) = ∑i<n µ¯(Si), for any
finite sequence {Si, i < n} of disjoint sets in S with S =
∑
i<n Si also in
S. Thus, if K ⊃ K ′ are sets in K then K r K ′ is a finite disjoint unions of
sets in S, i.e., K r K ′ = ∑i<n Si, and the additivity of µ¯ implies µ(K) =
µ(K ′) +
∑
i<n µ¯(Si). Hence, this yields the following monotone property: if∑
i<n Si ⊂ S with all sets in S then
∑
i<n µ¯(Si) ≤ µ¯(S), and as a consequence,
µ(K) = µ(K ′) +
∑
i<n µ∗(Si), i.e., µ is K-tight. Therefore, Proposition 2.11 on
Caratheodory extension from a semi-ring and the previous Theorem 2.22 can
be combined to show a σ-additive set function µ defined on a semi-ring S can
be extended to an inner measure by means of the sup expression (2.3) with K
replaced by S. In this case µ∗ ≤ µ∗ in 2Ω, and µ∗ = µ∗ on the completion of
the σ-algebra generated by S.
Exercise 2.16. With the notation of in Theorem 2.22, verify that the class K¯ of
all finite unions of sets in K is a lattice (i.e., a pi-class stable under the formation
of finite unions), and that the expression µ(K∪K ′) = µ(K)+µ(K ′)−µ(K∩K ′)
defines, by induction, a unique extension of µ to the class K¯, which results K¯-
tight. At this point, instead of (2.3), we could redefine µ∗ as
µ∗(A) = sup
{
µ(K) : K ⊂ A, K ∈ K¯}, ∀A ⊂ Ω,
where µ is a K¯-tight finite-valued set function with µ(∅) = 0 defined on the
lattice K¯, i.e., without any loss of generality we could assume, initially, that the
class K is a lattice.
Exercise 2.17. Let K ⊂ 2Ω be a lattice (i.e., a class containing the empty set
and stable under finite unions and finite intersections) and µ : K → [0,∞) be a
finite-valued set function with µ(∅) = 0. Consider
µ∗(A) = sup
{
µ(K) : K ⊂ A, K ∈ K}, ∀A ⊂ Ω,
and assume that µ is K-tight. Show that (1) µ can be uniquely extended to an
(finitely) additive finite-valued set function µ¯ defined on the ring R generated
by the lattice K. Next, prove that (2) if µ is σ-smooth on K (i.e., limn µ(Kn) =
0 whenever {Kn} ⊂ K is a decreasing sequence with
⋂
nKn = ∅) then the
extension µ¯ is σ-additive on R.
The interested reader may check the books by Pollard [90, Appendix A, pp.
289–300] and Halmos [57, Section III.14, pp. 58–62]. For instance, the book by
Cohn [28] could be used for even further details.
2.4 Geometric Construction
This is the third method for constructing a suitable measure in a more geometric
way, and without any emphasis in extending a previously defined set-function on
a small class. However, the space abstract X need to have a topology, actually
a metric d so that (X,d) is a metric space, usually separable. Actually, this
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section is not a fully independent construction and proofs are not completely
self-contained, a reference to a later chapter is necessary. For instance, the
reader may take a look at Morgan [83] for a beginner’s guide.
As mentioned early, once a topology is given, the σ-algebras B = B(X)
generated by the open sets is called the Borel σ-algebra. A Borel measure is
a measure define on the Borel σ-algebra B (of a topological space X), which
induces the outer measure
µ∗(A) = inf
{
µ(B) : A ⊃ B ∈ B
}
,
which may not be a unique extension to an outer measure. If we begin with an
outer measure µ∗ then the restriction µ to the σ-algebra of µ∗-measurable sets
is a measure, but to recover these properties we need to impose two conditions:
(a) µ∗ is called a Borel outer measure if any Borel set is µ∗-measurable and (b)
µ∗ is called a Borel regular outer measure if, beside being a Borel measure, for
any subset A ⊂ Ω there exists a Borel set B ⊃ A such that µ∗(A) = µ(B).
With this understanding, to insist in the outer measure character µ∗ we refer
to a Borel regular outer measure, and to insist in the measure character µ we
refer to a Borel measure, but actually, they are the same concepts.
Let us go back to the construction in Proposition 2.6 of an outer measure.
Suppose that (X,d) is a separable metric space, E is a family of subsets of X
and b : E → [0,∞] satisfying:
(a) For every δ > 0 there exist a sequence {En} in E such that X =
⋃∞
n=1En
and d(En) < δ,
(b) For every δ > 0 there exist E ∈ E such that b(E) < δ and d(E) < δ,
where d(E) means the diameter of E, i.e., d(E) = sup{d(x, y) : x, y ∈ E}.
Therefore, for δ > 0 and A ⊂ X define
µ∗δ(A) = inf
{ ∞∑
n=1
b(En) : En ∈ E , A ⊂
∞⋃
n=1
En, d(En) ≤ δ
}
,
and we may replace the condition d(En) ≤ δ by the strictly inequality d(En) < δ,
without any other changes. Condition (a) ensures that µ∗δ is properly defined
for every A ⊂ X and (b) implies that µ∗δ(∅) = 0. Thus, the set-function µ∗δ is an
outer measure, but not necessarily an Borel outer measure. This construction
is different from the one used in Propositions 2.6 and 2.11, in a way, the local
geometry of the metric space (X,d) is involved.
Theorem 2.25. Under the previous assumptions, the set-functions µ∗δ are non-
increasing in δ and
µ∗(A) = lim
δ→0
µ∗δ(A) = sup
δ>0
µ∗δ(A), ∀A ⊂ X
is a Borel outer measure. Moreover, if any set in E is a Borel set, then µ∗ is
Borel regular outer measure.
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Proof. First, by Proposition 2.6 each µ∗δ is an outer measure. Thus the limit
(or sup) µ∗ is monotone and µ∗(∅) = 0. To see that µ∗ is also sub σ-additive,
note that
∑
n µ
∗(An) ≥
∑
n µ
∗
δ(An) ≥ µ∗δ
(⋃
iAi
)
, for any δ > 0. Therefore µ∗
is an outer measure.
To show that µ∗ is a Borel outer measure we need to invoke the so-called
Caratheodory’s Criterium (of measurability), which is proved in a later chapter
(see Proposition 3.7) and is more topological involved. Caratheodory’s Cri-
terium affirms that µ∗ is a Borel measure if µ∗(A ∪ B) = µ∗(A) + µ∗(B) for
every sets A,B ⊂ X with d(A,B) > 0. Thus, to establish this condition, for
any sets A,B ⊂ X with d(A,B) > 0 choose δ > 0 such that 2δ < d(A,B).
Hence, if the sequence {En} ⊂ E covers A∪B and d(En) < δ then none of them
can meet A and B and so∑
n
b(En) ≥
∑
A∩En 6=∅
b(En) +
∑
B∩En 6=∅
b(En) ≥ µ∗δ(A) + µ∗δ(B).
This implies µ∗δ(A∪B) = µ∗δ(A)+µ∗δ(B) and this equality is preserved as δ → 0.
To check that µ∗ is regular, for any A ⊂ X and i = 1, 2, . . . , let us choose
sets Ei,n ∈ E , for n = 1, 2, . . . , such that
A ⊂
⋃
n
Ei,n, d(Ei,n) ≤ 1/i,
∑
n
b(Ei,n) ≤ µ∗1/i(A) + 1/i.
Then B =
⋂
i
⋃
nEi,n is a Borel set such that A ⊂ B and µ∗(A) = µ∗(B).
Sometimes we use the notation µ∗(A) = µ∗(A, E) to emphasize the depen-
dency on the cover class E .Note that if every E in E can be written as a countable
disjoint union
⋃
nEn of elements in E with d(En) < δ, and b is σ-additive on
E , then both (Caratheodory and Hausdorff) constructions agree, i.e,
µ∗δ(A) = inf
{ ∞∑
n=1
b(En) : En ∈ E , A ⊂
∞⋃
n=1
En, d(En) ≤ δ
}
= µ∗(A),
for every δ > 0. Therefore, the interest situation for Hausdorff construction
should occurs when b is not σ-additive.
Typically, we may take b = ds, where s ≥ 0 represent the dimesion. In this
case, if the class K of closed d-balls has the property: for every set E there exists
a closed ball K such that E ⊂ K and d(E) = d(K) then µ∗δ(A,K) = µ∗δ(A, 2X),
for every δ > 0. Note that this property holds in R, but fails in higher dimension
for the Euclidean norm, e.g., a equilateral triangle E in R2 can be contained
in a circle of radius d(E)/2. Thus, the class E used to take the infimum really
could matter.
An outer measure µ∗ on X is called semi-finite (compare with Example 2.15)
if for every A ⊂ X with µ(A) = ∞ we can find a sequence {An} satisfying
An ⊂ A, µ(An) < ∞ and µ(An) → ∞. From the definition µ∗ = limδ→0 µ∗δ =
supδ>0 µ
∗
δ , it is clear that µ
∗ is semi-finite if each µ∗δ is so. However, even if each
µ∗δ is σ-finite, the Borel outer measure µ
∗ is not necessarily σ-finite.
For instance, the book by Rogers [96] is dedicated to the study of the Haus-
dorff measures, in particular in Rd.
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Exercise 2.18. Consider the space Rd with the non Euclidean distance d de-
rived form norm |x| = max{|xi| : i = 1, . . . , d}. Let E be the semi-ring of all
d-intervals of the form ]a, b] with a and b in Rd, and for a fixed r = 1, . . . , d, let
b be the hyper-volume of its r-projection, i.e.,
br(I) = (b1 − ai) . . . (br − ar), ∀I =]a, b] ∈ E .
Denote by µ∗r,δ and µ
∗
r the Hausdorff measure constructed from these E and br.
Prove (1) that µ∗r with r = d is the Lebesgue outer measure. Next, consider
the injection and projection mappings ir : x
′ 7→ x = (x′, 0) from Rr into Rd
and pir : x 7→ x′ from Rd into Rr, when r = 1, . . . , d − 1. Show (2) that
µ∗r(A) = `
∗
r
(
i−1(A)
)
, for every A ⊂ ir(Rr), where `r is the Lebesgue outer
measure. Also, show (3) that µ∗r(A) =∞ if the projection pir+1(A) contains an
open (r+1)-interval in Rr+1, and thus, µ∗r is not σ-finite in Rd for r = 1, . . . , d−1,
but only semi-finite. On the other hand, let R be the ring of all finite unions of
semi-open cubes with edges parallel to the axis and with rational endpoints (i.e.,
d-intervals of the form ]a, b] ⊂ Rd with bi, ai rational numbers and bi− ai = h).
Show (4) that
µ∗r,δ(A,R) = inf
{ ∞∑
n=1
dr(En) : En ∈ R, A ⊂
∞⋃
n=1
En, d(En) ≤ δ
}
,
and µ∗r(·,R) = limδ→0 µ∗r,δ(·,R) satisfy also (1), (2) and (3) above.
Three approaches for the construction of measures have been described, first
the outer measure, which begins with almost not assumptions (Caratheodory’s
construction Theorem 2.5 and Proposition 2.6), but they are really useful under
the semi-ring condition of Proposition 2.11. Next, the inner measure, which
begins from a pi-class (Proposition 2.20 and Theorem 2.22), but it is mainly used
in conjunction with topological spaces. Finally, this last approach (Hausdorff
Construction Theorem 2.25), which has a geometric character and it can be
viewed as a particular case of the outer measure construction. The key point is
to force covers with sets of small diameters. Exercise 2.18 gives an idea of this
situation, but it not adequate to handle “curves” sets, a more specific analysis
is needed. The reader may find a deeper study in the book Lin and Yang [78]
or Mattila [80]. Also, a quick look at the books Falconer [43] and Munroe [85]
may be really beneficial.
2.5 Lebesgue Measures
Any of the previous three methods (outer, inner and geometric) for the construc-
tion of abstract measures can be used to define the so-called Lebesgue measure
in Rd, denoted by either m or `. Several books are entirely dedicated to this
purpose, with a great simplification of the previous section (but dealing with
more details on other aspect of the theory), e.g., Burk [23], Jain and Gupta [64],
Jones [65], among others.
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As seen early, the Borel σ-algebra B(Rd) can be generated by the class Id of
all d-dimensional intervals as
]a, b] = {x ∈ Rd : ai < xi ≤ bi, i = 1, . . . , d}, ∀a, b ∈ Rd, a ≤ b,
in the sense that ai ≤ bi for every i. The class Id is a semi-ring in Rd and
clearly, we can cover the whole space with an increasing sequence of intervals in
Id. Sometimes, we prefer to use a semi-algebra of d-intervals, e.g., adding the
cases ] −∞, bi] or ]ai,+∞[ for ai, bi ∈ R, among others, under the convention
that 0∞ = 0 in the product formula below. Therefore, to define a σ-finite
measure on B(Rd) (via the Caratheodory’s construction Proposition 2.11) we
need only to know its (nonnegative real) values and to show that it is σ-additive
on the class Id of all d-dimensional intervals.
Proposition 2.26. The Lebesgue measure m, defined by
m
(
]a, b]
)
=
d∏
i=1
(bi − ai), ∀a, b ∈ Rd, (2.5)
is σ-additive on Id.
Proof. Using the fact that for any two intervals ]a, b] and ]c, d] in Id such that
]a, b]∩]c, d] = ∅ and ]a, b]∪]c, d] belongs to Id there exists exactly one coordinate
j such that ]aj , bj ]∪]cj , dj ] =]aj ∧ cj , bj ∨ dj ] and ]ai, bi] =]ci, di] for any i 6= j,
it is relatively simple to check that the above definition produces an additive
measure, and to show the σ-additivity, we use the character locally compact of
Rd. Indeed, let I, In ∈ Id be such that I =
∑∞
n=1 In, and for any ε > 0 define
Jn = Jn(ε) = {x ∈ Rd : an,i < xi ≤ bn,i + 2−nε},
for In =]an, bn]. It is clear that there is a constant c > 0 such that bn,i−an,i ≤ c,
for every n, i, which yields the estimate
0 ≤
∞∑
n=1
(
m(Jn)−m(In)
) ≤ C ε, ∀ε ∈ (0, 1], (2.6)
for a suitable constant C = C(c, d) depending only on c and the dimension d.
Similarly, if I =]a, b] and Iε = {x ∈ Rd : ai + ε < xi ≤ bi}, then m(Iε)→ m(I),
as ε decreases to 0.
Now, the interiors {J◦n(ε)} constitute a sequence of open sets which cover
the (compact) closure I¯ε, and therefore, there exists a finite subcover, namely
J◦n1(ε), . . . , J
◦
nk
(ε). Hence, Jn1(ε), . . . , Jnk(ε) will cover Iε, and in view of the
sub-additivity we deduce
m(Iε) ≤
k∑
i=1
m(Jni) ≤
∞∑
n=1
m(Jn) ≤ C ε+
∞∑
n=1
m(In).
Because ε > 0 is arbitrary, we get m(I) ≤∑∞n=1m(In).
Finally, since I ⊃∑kn=1 In, the additivity implies m(I) ≥∑kn=1m(In), and
as k →∞ we conclude.
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Usually, the measure m (or sometimes denotes by ` or `d to make explicit the
dimension d) considered on the Borel σ-algebra is called Lebesgue-Borel measure
and its extension (or completion) to the σ-algebra L of all m∗-measurable sets
is called the Lebesgue measure.
Exercise 2.19. Consider the outer Lebesgue measure `∗ on (Rd,L). First, (1)
verify that any Borel set is measurable and that the boundary ∂I of any semi-
open (semi-close) d-interval I in the semi-ring Id has Lebesgue measure zero.
Second, (2) show that for any subset A of Rd and any ε > 0 there is an open
set O containing A such that `∗(A) + ε ≥ `(O). Deduce that also there is a
countable intersection of open sets G containing A such that `∗(A) = `(G).
Exercise 2.20. Consider the Lebesgue measure ` on (Rd,L). First, (1) show
that for any measurable set A with `(A) < ∞ and any ε > 0 there exits an
open set O with `(O) < ∞ and a compact set K such that K ⊂ A ⊂ O and
`(O rK) < ε. Next, (2) prove that for every measurable set A ⊂ Rd and any
ε > 0 there exits a closed set C and an open set O such that C ⊂ A ⊂ O and
`(OrC) < ε. Finally, if Fσ denotes the class of countable unions of closed sets
in Rd and Gδ denotes the class of countable intersections of open sets in Rd then
(3) prove that for any measurable set A there exits a set G in Gδ and a set F
in Fσ such that F ⊂ A ⊂ G and `(Gr F ) = 0.
Exercise 2.21. Consider the class I˙d of open bounded d-intervals in Rd and
the hyper-volume set function m, i.e., of the form I = (a1, b1) × · · · × (ad, bd),
with ai ≤ bi in R, i = 1, . . . , d, and m(I) = (b1 − a1) · · · (bd − ad). Even if I˙d is
not a semi-ring, we can define the outer measure
m∗(A) = inf
{ ∞∑
n=1
m(In) : In ∈ I˙d, A ⊂
∞⋃
n=1
In
}
, ∀A ⊂ Rd,
as in Caratheodory’s construction Proposition 2.6. Compare with the construc-
tion of the Lebesgue measure given in Proposition 2.26 and show that both
definition are equivalent.
Exercise 2.22. Let Jd be the class of all d-intervals in Rd (which includes
any open, non-open, closed, non-closed, bounded or unbounded intervals) with
boundary points a = (ai) and b = (bi), where ai and bi belong to [−∞,+∞]. By
considering in some detail the case d = 1 (with comments to the general case
d ≥ 2), do as follow:
(1) Prove that Jd is a semi-algebra of subsets of Rd.
(2) Define an additive set function m¯ on Jd such that m¯ restricted to the semi-
ring Id of (left-open and right-closed) d-intervals used in Proposition 2.26 agrees
with the expression (2.5). Extend the definition of m¯ to an additive set function
on the algebra J¯d generated by the semi-algebra Jd.
(3) Show that
m¯(J) = sup
{
m¯(K) : J ⊃ K, compact K ∈ J¯d,
}
for every J in J¯d.
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(4) Deduce from (3) that m¯ is σ-additive on J¯d and show that the extension of
m¯ is also the Lebesgue measure.
Exercise 2.23. Consider the Lebesgue measures `d, `h and `d+h on the spaces
Rd, Rh and Rd+h. Discuss the additive product measure `d × `h (see Re-
mark 2.14), its outer measure extension `∗ in Rd+h and the (d+h)-dimensional
Lebesgue measure `d+h. Actually, verify that `d+h is the completion of the
product Lebesgue measure `d × `h.
Similarly to the construction of the Lebesgue measure in Proposition 2.26,
we can check that if Fi : R → R is a (right-continuous) and non-decreasing
function for each i = 1, . . . , d then
mF
(
]a, b]
)
=
d∏
i=1
(
Fi(bi)− Fi(ai)
)
, ∀a, b ∈ Rd (2.7)
defines a finitely additive measure Id. To show the σ-additive on Id we proceed
as above. The right-continuity is used to build the intervals Jn(ε) as follows
Jn = Jn(ε) = {x ∈ Rd : an,i < xi ≤ bn,i + δn},
where δn > 0 is such that Fi(bn,i + δn) − Fi(bn,i) < 2−nε. Now, if C satisfies
Fi(bn,i) − Fi(an,i) ≤ C, for any n, i, then estimate (2.6) remains true. This
yields the Lebesgue-Stieltjes measure B(Rd), for instance, the reader may check
the classic book by Munroe [85, Chapter III, Section 14, pp. 115–127].
Exercise 2.24. Let Fi : R → R, i = 1, . . . , d, be non-decreasing functions.
Verify that the expression (2.7) defines an additive set function mF on the
semi-ring Id, which is σ-additive if each Fi is right-continuous. Give some
details on how the alternative construction of the Lebesgue measure presented
in the previous Exercise 2.22 can be used for the Lebesgue-Stieltjes measure.
Instead of having F = (F1, . . . , Fd) with Fi depending only on the single
variable xi, we may have F : Rd → R. However, it is rather complicate to
characterize the functions F of d-variables such that a product formula similar to
the above produces a σ-additive measure. Hence, the Lebesgue-Stieltjes measure
is mainly used on R and F is referred to (in probability) as the cumulative
distribution of mF .
Actually, the Lebesgue measure m (in general mF ) is complete and defined
on L(Rd) (Lebesgue-measurable sets), which is a strictly larger σ-algebra than
the (countable generated) Borel σ-algebra B(Rd). One way of seeing this fact is
to construct a set C of measure zero with the cardinality of the continuum (e.g.,
the Cantor set) and then, any subset of C is measurable, i.e., L(Rd) has the
cardinality of the 2R, while B(Rd) has only the cardinality of the continuum. On
the other hand, using the axiom of choice, we can construct a non measurable
set. Thus B(Rd) ⊂ L(Rd) ⊂ 2Rd and all inclusions are strict (see Exercises
below).
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Exercise 2.25. Recall that the Cantor set C as the set of all real numbers x
in [0, 1] expressed in the ternary system x =
∑
n an3
−n with an in {0, 2}; and
consider the Cantor function f initially defined by f(x) =
∑
n bn2
−n, with bn =
an/2. Give a quick argument justifying that the Cantor set is uncountable and
compact, with empty interior and no isolated points. Show that the Cantor set
has Lebesgue measure zero, i.e., m(C) = 0. Extend f to the function f : [0, 1]→
[0, 1], which is constant on the complement [0, 1]rC and strictly increasing on
C (except at the two endpoints of each interval removed). Again, verify that f
is a continuous function, e.g., see Folland [45, Proposition 1.22, pp. 38–39].
For the Lebesgue measure, any hyperplane perpendicular to any axis, e.g.,
pi = {x ∈ Rd : x1 = 0} has measure zero. Indeed, for any ε > 0 we use intervals
of the form
In = {x ∈ Rd : −2−nε < x1 ≤ 2−nε, −n < xi ≤ n, i ≥ 2},
which cover the hyperplane pi and satisfy m(In) = 2
d−nnd−1ε. Since
m(pi) ≤
∑
n
m(In) ≤ ε
∑
n
2d−nnd−1 <∞,
we deduce m(pi) = 0. Therefore, any countable union of hyperplane (as above)
is a negligible set. Actually, any hyperplane has measure zero, as seen later
(using the invariance under rotation of m)
Exercise 2.26. The translation invariance of the Lebesgue measure can be used
to show the existence of a non-measurable set in R. Indeed, consider the addition
modulo 1 acting on [0, 1)× [0, 1), i.e., for any a and b in [0, 1) we set a+ b = c
mod 1 with c = a + b if a + b < 1 or c = a + b− 1 if a + b ≥ 1. Verify that for
any Lebesgue measurable set E and any b in [0, 1) the set A+b mod 1 = {a+b
mod 1 : a ∈ A} is Lebesgue measurable and m(A + b mod 1) = m(A). Next,
define the equivalence relation x ∼ y if and only if x−y is rational, and consider
the family x¯ of equivalence classes in [0, 1), i.e., x¯ = {y ∈ [0, 1) : y ∼ x}.
Certainly, all rational numbers belong to the same equivalence class, and by
means of the axiom of choice, we can select one (and only one) element of each
equivalence class to form a subset E of [0, 1) such that (1) any two distinct
element x and y in E does not belong to the same equivalence class, and (2) x¯
with x in E yield all possible equivalence classes. Let {rn} be an enumeration
of the rational numbers in [0, 1) with r0 = 0. Prove that En = E + rn mod 1
defines a sequence of disjoint sets in [0, 1), with m(En) = m(E). Finally, show
that [0, 1) =
⋃
nEn and deduce that E cannot be a Lebesgue measurable set.
Actually, this assertion can be rephrased as: Every Lebesgue measurable set of
positive measure contains a set that is not Lebesgue measurable. For instance,
the reader may check the book Burk [23, Appendix B, C] or Kharazishvili [69]
to find a comprehensive discussion on non-measurable sets.
Exercise 2.27. Verify that if I is a bounded d-intervals in Rd (which in-
cludes any open, non-open, closed, non-closed) with endpoints a and b then
the Lebesgue measure m(I) is equal the product
∏d
i=1(bi − ai).
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(1) Let E be the class of all open bounded intervals with rational endpoints,
i.e., (a, b) with a and b in Qd. Denote by m∗1 and m1 the outer measure and
measure induced by the Caratheodory construction relative to the Lebesgue
measure restricted to the (countable) class E . Check that a subset A of Rd is
m∗1-measurable if and only if A is Lebesgue measurable, and prove that m1 = m.
Can we show that m∗1 = m
∗?
(2) Similarly, let C be the class of all open cubes with edges parallel to the axis
with rational endpoints (i.e., (a, b) with a, b in Qd and bi − ai = r, for every
i), and let (m∗2) m2 be the corresponding (outer) measure generated as above,
with C replacing E . Again, prove results similar to item (1). What if E is the
class of semi-open dyadic cubes ](i− 1)2−n, i2−n]d for i = 0,±1, . . .± 4n?
(3) How can we extend all these arguments to the Lebesgue-Stieltjes measure.
State precise assertions with some details on their proof.
(4) Consider the class D of all open balls with rational centers and radii. Repeat
the above arguments and let (m∗3) m3 (outer) measure associated with the class
D. How can we easily verify the validity of the previous results for this setup
(see later Corollary 2.35).
Exercise 2.28. Let F : R → R be a nondecreasing right-continuous func-
tions and mF be its Lebesgue-Stieltjes measure associated. Verify that (1)
mF (]a, b]) = F (b) − F (a). Prove that (2) there is a bijection between the
Lebesgue-Stieltjes measures in R and the semi-space of all nondecreasing right-
continuous functions F from R into itself satisfying F (0) = 0. Finally, (3) can
we do the same for Rd?
Exercise 2.29. Let F : R → R be a nondecreasing right-continuous functions
and mF be its corresponding Lebesgue-Stieltjes measure, i.e., mF (]a, b]) =
F (b) − F (a). Now consider the measure mF restricted to the interval [0, 1],
where F = f is now the Cantor function as in Exercise 2.25. Verify that
mF (C) = 1 and mF ([0, 1]r C) = 0, where C is Cantor set.
Exercise 2.30. Let F : R → R be a nondecreasing function, define G(x) =
F (x+) = limy→x+ F (y) and consider the (Lebesgue-Stieltjes type) measures mF
and mG induced by F and G, via the expressions m¯F (]a, b]) = F (b)−F (a) and
m¯G(]a, b]) = G(b)−G(a), respectively, and the semi-ring I of intervals I = (a, b],
with a and b in R.
(1) Show that G is right-continuous, and that
G(x−) = lim
y→x−
G(x) = lim
y→x−
F (x) = F (x−).
Also give some details on the construction of the measures mF and mG. Verify
that the expressions of mF and mG does not change if we assume that F (0+) =
G(0) = 0.
(2) Prove that any Borel set is measurable relative to either m∗F or m
∗
G. Check
that mG
(
(a, b]
)
= G(b)−G(a) and mF
(
(a, b]
) ≤ F (b)− F (a).
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(3) Verify that for every singleton (set of only one point) {x} we have
mF ({x}) = F (x)− F (x−) ≤ G(x)−G(x−) = mG({x}),
and deduce (a) if F is left-continuous then mF has no atoms, (b) any atom of
mF is also an atom of mG and (c) a point α is an atom for mG if and only if
α is a point of discontinuity for G (or equivalently, if and only if α is a point of
discontinuity for F ). Moreover, calculate mF (I) and mG(I), for any interval I
(non necessarily of the form ]a, b]) with endpoints a and b, none of them being
atoms. Can you find mF (I)?.
(4) Deduce that for every bounded interval ]a, b] and c > 0, there are only
finite many atoms {an} ⊂]a, b] (possible none) with mF ({an}) ≥ c > 0. Thus,
conclude that F and G can have only countable many points of discontinuities,
and
∑
n bn1bn<ε → 0 as ε → 0, for either bn = mF ({αn}) or bn = mG({αn}),
with {αk} the sequence of all atoms in ]a, b].
(5) Assume that F is a nondecreasing purely jump function, i.e., for some se-
quence {αi} of points and some sequence {fi} of positive numbers we have
Hl ≤ F ≤ Hr, where
Hl(x) =
∑
0<αi<x
fi, ∀x > 0 and Hl(x) =
∑
x≤αi≤0
fi, ∀x ≤ 0,
Hr(x) =
∑
0<αi≤x
fi, ∀x > 0 and Hl(x) =
∑
x<αi≤0
fi, ∀x ≤ 0.
Verify that Hl is a left-continuous and Hr is right-continuous, and if H
ε
l and
Hεr are as above with {fi} replaced with {fεi }, fi = fi1fi≥ε, then Hεl and Hεr
have only a finite number of jumps, and Hεl → Hl and Hεr → Hr, uniformly on
any bounded interval ]a, b].
(6) Prove that if F = Hr then m
∗
F is a purely atomic measure, i.e., {αi} are
the atoms of m∗F and m
∗
F (A) =
∑
αi∈A fi, for every m
∗
F -measurable set A ⊂ R.
Similarly, if F = Hl then m
∗
F = 0.
(7) If F (x−) denotes the left-hand limit of F at the point x then define the
function
F¯r(x) =
∑
0<y≤x
[
F (y)− F (y−)] or F¯r(x) = ∑
x<y≤0
[
F (y−)− F (y)],
depending on the sign of x. Prove that F¯r is a nondecreasing purely jump right-
continuous function and that F¯l = F − F¯r is a nondecreasing left-continuous
function. Mimic the above argument to construct a nondecreasing purely jump
left-continuous function Fl such that Fr = F − Fl is a nondecreasing right-
continuous function. Next, show that the measures mF is actually equal to
mFl +mFr , and in view of part (5), deduce that actually mF = mFr . Calculate
mF (I), for every I in I and check that m∗F ≤ m∗G.
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The reader interested in the Lebesgue measure on Rd may check the books
either Gordon [54, Chapters 1 and 2, pp. 1–27] or Jones [65, Chapters 1 and 2,
pp. 1-63] where a systematic approach of the Lebesgue measure and measura-
bility is considered, in either a one dimensional or multi-dimensional settings.
Also, see Shilov and Gurevich [106, Chapter 5, 88–110] and Taylor [114, Chapter
4, 177–225].
Invariant Under Translations
From the definition of the Lebesgue measure, we can check that m is invariant
under translations, i.e., for a given h ∈ Rd we have that E measurable implies
E + h = {x ∈ Rd : x− h ∈ E} measurable and m(E + h) = m(E). We will see
later that the same is true for a rotation, i.e. if r is an orthogonal d-dimensional
matrix and E is measurable then r(E) = {x ∈ Rd : r(x) ∈ E} is measurable
and m
(
r(E)
)
= m(E). Moreover, we have
Theorem 2.27 (invariance). Let T be an affine transformation from Rd into
itself with the linear part represented by a d-square matrix, also denoted by T .
Then for every A ⊂ Rd we have m∗(T (A)) = |det(T )|m∗(A), where det(T ) is
the determinant of the matrix T and m∗ is the Lebesgue outer measure on Rd.
Proof. First the translation part of the affine transformation has already been
considered, so only the linear part has to be discussed. Secondly, recall that
an elementary matrix E produces one of the following row operations (1) inter-
change rows, (2) multiply a row by a non zero scalar, (3) replace a row by that
row minus a multiple of another. Next, any invertible matrix can be expressed
as a finite product of elementary matrix of the type (1), (2) and (3). Thus, if T
is invertible, we need only to show the result for elementary matrix of type (2)
and (3), since the expression of the Lebesgue measure is clearly invariant under
a transformation of type (1).
Let T be an elementary matrix and for the reference d-interval J =]0, 1] ×
· · ·×]0, 1] define α = m(T (J)). If T is of type (2) and c is the corresponding
scalar then one (and only one) of the interval ]0, 1] becomes either ]0, c] or ]c, 0],
i.e., m(T (J)) = |c| = |det(T )|. On the other hand, if T is of type (3) then
we get also α = |det(T )|, e.g., T replaces row 1 by the result of row 1 plus
c times row 2, and working with d = 2, the reference square for J becomes
a rhombus T (J) with base and hight 1 (the c only twist the square). Here,
we need to verify that the measure of a right triangle is its area. This proves
that m(T (J)) = |det(T )|m(J). By iteration, T can be replaced by a product
of elementary matrices. In particular, the case of a dilation x 7→ rx we have
m(rJ) = rdm(J).
Let us now look at the general case m∗(T (A)) with A ⊂ Rd and T elementary
matrix. Again, to show this point we need to consider only the case of an open
set A. Note that T and it inverse T−1 are continuous, so that A is open (or
compact) if and only if T (A) is so. Thus, for a given open set A, first pave Rd
with d-intervals ]a1, a1 + 1]× · · ·×]ad, ad + 1], with ai integers, and select those
d-intervals inside A. Then pave each unselected d-interval with 2d d-intervals by
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bisecting the edges of the original d-intervals, the resulting d-intervals have the
form ]a1/2, a1/2 + 1/2] × · · ·×]ad/2, ad/2 + 1/2], with ai integers. Now, select
those d-intervals inside A. By continuing this procedure, we have A =
⋃∞
k=1 Jk
where the Jk are disjoint d-intervals and each of them is a translation of a
dilation of the reference d-interval J, i.e., Jk = tk + rkJ. As mentioned before,
translation does not modify the measure and a (rk) dilation amplify the measure
(by a factor of |rk|d), i.e., m(Jk) = |rk|dm(J). Since T (Jk) = T (tk) + rk(T (J)),
the previous argument shows that m(T (Jk)) = |det(T )|m(Jk). Hence, by the
σ-additivity m(T (A)) = m(A).
Finally, if T is not invertible then det(T ) = 0 and the dimension of T (Rd)
is strictly less than d. As mentioned early, any hyperplane perpendicular to
any axis, e.g., pi = {x ∈ Rd : x1 = 0} has measure zero, and then for any
invertible linear transformation (in particular orthogonal) S we have m(S(pi)) =
|det(S)|m(pi) = 0, i.e., any hyperplane has measure zero. In particular, we have
m(T (Rd)) = 0.
• Remark 2.28. As a consequence of Theorem 2.27, for any given affine trans-
formation T from Rd into itself, we deduce that T (E) is m∗-measurable if and
only if E is m∗-measurable. Note that the situation is far more complicate for
an affine transformation T : Rd → Rn and we use the Lebesgue (outer) measure
(m∗) m on Rd and Rn, with d 6= n, see later sections on Hausdorff measure.
Another approach (to the Euclidean invariance property of the Lebesgue
measure) is to establish first that a continuous functions from a closed set into Rd
preserves Fσ-sets, and a function that preserves sets null sets is also measurable.
Next, consider a Lipschitz transformation f : Rd → Rn, d ≤ n, i.e., |f(x) −
f(y)| ≤ L|x − y| for every x, y in Rd, and verify the inequality |m∗n(f(Q))| ≤
(2
√
nL)nm∗d(Q), for every cube Q in Rd, where m∗n and m∗d denote (Lebesgue)
outer measure in Rn and Rd. Finally, with arguments similar to those found in
the following section, the inequality remains valid for any subset Q = A of Rd.
The reader may want to consult the book Stroock [112, Section 2.2, pp. 30–33].
Exercise 2.31. Let D be a closed set in Rd and f : D → Rn be a continuous
function. Prove that if A ⊂ Rd is a Fσ-set (i.e., a countable union of closed
sets) so is f(D ∩A). Also show that if f maps sets of (Lebesgue) measure zero
into sets of measure zero, then f also maps measurable sets into measurable
sets.
Exercise 2.32. First give details on how to show that an hyperplane in Rd has
zero Lebesgue measure. Second, verify that if B and B denote the open and
closed ball of radius r and center c in Rd, then md(B) = md(B) = cdrd, where
cd is the Lebesgue measure of the unit ball.
Vitali’s Covering
Many constructions in analysis deal with a non-necessarily countable collection
{Bi : i ∈ I} of closed balls (where each ball satisfies a certain property) which
cover a set A in a special way, namely, inf{ri : x ∈ Bi, i ∈ I} = 0 for every x
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in A, where ri denotes the radius of the ball Bi. The family {Bi :∈ I} of closed
balls is called a fine cover (or a Vitali Cover or a cover in Vitali Sense) of a set
A. In words this means that for every x in A and any ε > 0 there exists a ball
in the family of radius at most ε and containing x. It is clear that if what is
given is a collection {B˙i :∈ I} of open balls satisfying inf{ri : x ∈ B˙i, i ∈ I} = 0
for every x in A, then the collection {Bi :∈ I} of closed balls (i.e., Bi is the
closure of B˙i) is indeed a fine cover of A, but the converse may not be true.
The interest is to be able to select a countable sub-family of disjoint closed balls
that cover A in some sense.
For instance, if O is an open subset of Rd then O can be expressed as a
countable union on closed balls, e.g., take all balls included in O with rational
center and radii. Moreover,
O =
⋃{
a+ rB1 ⊂ O : a ∈ Qd, r ∈ Q ∩ (0, ε]},
for every ε > 0. However, two balls in the family could be overlapping, i.e.,
having an intersection with nonempty interior. Nevertheless, based on what
follows, there exists a countable family of disjoint closed balls contained in O
such that m
(
O r
⋃
iBi
)
= 0, where m(·) is the Lebesgue measure in Rd.
In the sequel, it is convenient to denote by B1 the closed unit ball in Rd, and
by x0 + rB
1 the closed ball centered at x0 with radius r > 0. First, a general
selection argument
Theorem 2.29. Let {Bi : i ∈ I} be a nonempty collection of closed balls in Rd
such that Bi = xi + riB
1, 0 < ri ≤ C < ∞, for every i in I. Then there exists
a countable sub-collection {Bi : i ∈ J}, J a countable subset of indexes in I, of
disjoint balls such that
⋃
i∈I Bi ⊂
⋃
i∈J B
5
i , where B
5
i = xi + 5riB
1. Moreover,
if {Bi : i ∈ I} is also a fine cover of A ⊂ Rd, i.e., inf{ri : x ∈ Bi, i ∈ I} = 0 for
every x in A, then the previous countable sub-collection {Bi : i ∈ J} of disjoint
balls is such that for every finite family {Bk : k ∈ K}, K a finite subset of
indexes in I, we have Ar
⋃
k∈K Bk ⊂
⋃
j∈JrK B
5
j .
Proof. For n = 1, 2, . . . , set In = {i ∈ I : r2−n < ri ≤ r21−n}, where r =
sup{ri : i ∈ I}. Certainly, I1 is nonempty. Now, define Jn ⊂ In by induction as
follows:
(a) Take any i0 in I1 and then keep choosing i1, i2, . . . , in I1 so that the sets
Bi0 , Bi1 , Bi2 , . . . are disjoint closed balls. This procedure defines a countable set
of indexes, finite or infinite, of closed disjoint balls. Thus, there exits a subset
of indexes J1 in I1 such that {Bi : i ∈ J1} is a maximal disjoint collection of
closed balls, i.e., for every i in I1 there exists j in J1 such that Bi ∩Bj 6= ∅.
(b) Given J1, J2, . . . , Jn−1 we define Kn as the subset of indexes in In such
that Bi ∩ Bk = ∅, for every i in J1 ∪ · · · ∪ Jn−1 and k in Kn. Now, if Kn is
not empty then, as in (a), there exits a subset of indexes Jn in Kn such that
{Bi : i ∈ Jn} is a maximal disjoint collection of closed balls, i.e., for every k in
Kn there exists j in Jn such that Bk ∩Bj 6= ∅. Moreover, for every i in In there
exists j in J1 ∪ · · · ∪ Jn such that Bi ∩Bj 6= ∅.
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Hence, for every i in I there exits some n such that i belongs to In. The
maximality of {Bj : j ∈ Jn} proves that there exits j in J1 ∪ · · · ∪ Jn such that
Bi ∩ Bj 6= ∅, which yields that the distance from xi to xj is less that ri + rj ,
with Bi = xi + riB
1. and Bj = xj + rjB
1. Because ri ≤ r21−n and rj > r2−n,
we have ri ≤ 2rj , which implies that the distance from xi to xj is less than 2rj .
Now, for any point x in Bi has a distant to xj smaller than ri + 3rj ≤ 5rj , i.e.,
Bi ⊂ B5j . Thus, we obtain the desired subcover with J =
⋃∞
n=1 Jn.
Finally, let A ⊂ Rd, {Bi : i ∈ I} a fine cover of A, and {Bk : k ∈ K} with
K a finite subset of indexes in I. Suppose x in A r
⋃
k∈K Bk. Since the balls
are closed and the cover is fine, there exits i in I such that x belongs to Bi for
some i in I and Bi ∩Bk = ∅, for every k in K. Since i belongs to some In there
exists j in J1 ∪ · · · ∪ Jn such that Bi ∩Bj 6= ∅, i.e., j must belong to J rK and
Bi ⊂ B5j . Therefore, Ar
⋃
k∈K Bk ⊂
⋃
j∈JrK B
5
j .
• Remark 2.30. If the initial collections of closed balls is countable then to
construct the indexes Jn, we do not need to invoke the (uncountable version)
Axiom of Choice and Zorn’s Lemma to obtain a maximal element.
• Remark 2.31. The following is a useful variation on the statement of Theo-
rem 2.29. Let {B1, . . . , Bn} be a finite family of balls in a metric space (X,d).
Then there exists a subset collection {Bi1 , . . . , Bim} of disjoint balls such that
n⋃
i=1
Bi ⊂ B3i1
⋃
· · ·
⋃
B3im .
Indeed, first we choose a ball with largest radius, then a second ball of largest
radius among those not intersecting the first ball, then a third ball of largest
radius among those that not intersecting the union of the first and of the second
ball, and so on. The process stops when either there is no ball left, or when the
remaining balls intersect at least one of the balls already chosen. The family
of chosen balls is disjoint by construction, and a ball was not chosen because it
intersects some (previously) chosen ball with a larger (or equal) radius. Thus,
if x belongs to a ball Bi, centered at xi with radius ri, and the ball Bi has not
been chosen, then there is a chosen ball Bj , centered at xj with radius rj ≥ ri,
intersecting Bi, which implies d(xi, xj) ≤ ri + rj ≤ 2rj . Hence,
d(x, xj) ≤ d(x, xi) + d(xi, xj) ≤ ri + 2rj ≤ 3rj ,
i.e., x belongs to B3j = xj + 3rjB
1, and the desired property is proved.
• Remark 2.32. If {Bi : i ∈ I} is a family of open balls in a metric space
(X,d), and B =
⋃
i∈I Bi then for any compact set K ⊂ B there exists a finite
covering of K, to which the argument of the previous Remark 2.31 can be
applied. Thus there exists a finite number of disjoint balls {Bi1 , . . . , Bin} such
that K ⊂ B3i1
⋃ · · ·⋃B3in .
The following result (which has many applications) is usually called a simple
Vitali Lemma, e.g., see Wheeden and Zygmund [119, Lemma 7.4, pp. 102–104].
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Corollary 2.33. Let {Bi : i ∈ I} be a collection of closed balls covering a subset
A of Rd with finite outer Lebesgue measure m∗(A) <∞. Then for every α > 5d
there exists a finite number of disjoint balls {Bk : k ∈ K}, with K a finite subset
of indexes in I, such that m∗(A) ≤ α∑k∈K m(Bk).
Proof. Indeed, similar to the previous argument, by means of Theorem 2.29,
there exists a countable collection of closed disjoint balls {Bj : j ∈ J}, J a
countable subset of indexes in I, such that A ⊂ ⋃j∈J B5j . Thus
m∗(A) ≤
∑
j∈J
m(B5j ) = 5
d
∑
j∈J
m(Bj).
Since m∗(A) <∞, if the series diverges then for any α > 0 we can find a finite
set K ⊂ J satisfying the required condition. However, if the series converges
and α > 5d then there exists a finite set K ⊂ J such that∑
k∈K
m(Bk) >
5d
α
∑
j∈J
m(Bj),
which yields m∗(A) ≤ α∑k∈K m(Bk) to conclude the argument.
• Remark 2.34. Note that given A with m∗(A) <∞ and α > 3d there exists a
compact K such that αm(K) > 3dm∗(A). Hence, the argument of Remark 2.32
shows that if {Bi : i ∈ I} is a collection of open balls covering A then there
exists a finite number of disjoint open balls {Bi1 , . . . , Bin} such that m∗(A) ≤
α
(
m(Bi1) + · · ·+m(Bin)
)
, e.g., see Taylor [115, Chapter 1, pp. 139–156].
Now, another variation a little bit more delicate
Corollary 2.35. Let {Bi : i ∈ I} be a collection of closed balls which is a fine
cover of subset A of Rd with finite outer Lebesgue measure m∗(A) < ∞. Then
for every ε > 0 there exists a countable sub-collection {Bj : j ∈ J} of disjoint
closed balls such that m∗
(
Ar
⋃
j∈J Bj
)
= 0 and
∑
j∈J m(Bj) < (1 + ε)m
∗(A).
Proof. Because m∗(A) < ∞, applying Exercise 2.19 (or equivalently, the fact
that the Lebesgue measure is a Borel measure), for every ε > 0 there exists an
open set O such that O ⊃ A and m∗(O) < (1 + ε)m∗(A).
Now, let us show that for every ε > 0 and for any fixed constant 1−5−d < a <
1, there exits a finite subcover of closed balls {Bk : k ∈ K}, K finite, such that
m
(
Or
⋃
k∈K Bk
) ≤ am(O). Indeed, applying the first part of Theorem 2.29 to
the collection {Bi : i ∈ I, Bi ⊂ O}, we obtain a countable sub-family of disjoint
closed balls {Bi : i ∈ J}, Bi = xi + riB1, Bi ⊂ O such that O ⊂
⋃
i∈I B
5
i =
xi + 5riB
1. Hence
m(O) ≤
∑
i∈I
m(B5i ) = 5
d
∑
i∈I
m(Bi) = 5
dm
(⋃
i∈I
Bi
)
,
which yields
m
(
O r
⋃
i∈I
Bi
) ≤ (1− 5−d)m(O) < am(O).
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Since I is countable, we get a finite cover as required.
Now, we iterate the above argument. For the open set On = On−1 r⋃
k∈K Bk, with O0 = O, we can find a finite family of closed balls {Bk : k ∈ Kn},
Kn finite, with Bk = xk + rkB
1, 0 < rk ≤ ε, such that
m
(
On r
⋃
k∈Kn
Bk
) ≤ am(On).
Therefore, for Jn = K1 ∪ · · · ∪ Kn we have O r
⋃
k∈Jn Bk = On r
⋃
k∈Kn Bk
and we deduce
m
(
O r
⋃
k∈Jn
Bk
) ≤ am(On) ≤ a2m(On−1) ≤ · · · ≤ anm(O).
Since an → 0 as n → ∞ and m(O) < ∞, the countable collection of disjoint
closed balls {Bj : j ∈ J}, J =
⋃
n Jn satisfies
Bj ⊂ O, ∀j ∈ J and m
(
O r
⋃
j∈J
Bj
)
= 0,
and because A ⊂ O and m(O) ≤ (1 + ε)m∗(A), the argument is completed.
An alternative prove is to apply the second part of Theorem 2.29 to the
collection {Bi : i ∈ I, Bi ⊂ O} to obtain a countable sub-indexes J of {i ∈
I : Bi ∈ O} such that A r
∑
k∈K Bk ⊂
∑
j∈JrK B
5
j , for every finite set K
of subindexes of J . Since
∑
j∈J m(B
5
j ) = 5
∑
j∈J m(Bj) ≤ 5m(O) < ∞, the
remainder of the series approaches zero and therefore, m∗
(
Ar
∑
j∈J Bj
)
= 0.
Note that in the statement of this result, the condition
∑
i∈J m(Bi) < (1 +
ε)m∗(A) could be written as
∑
i∈J m(Bi) < m
∗(A) + ε.
• Remark 2.36. If A is a subset of Rd with m∗(A) < ∞ and O is an open set
as in Corollary 2.35, then we cannot say that m∗
(⋃
i∈J Bi rA
)
= 0. However,
because
⋃
i∈J Bi is measurable
m∗(A) = m∗
(
Ar
⋃
i∈J
Bi
)
+m∗
(
A ∩
⋃
i∈J
Bi
)
,
it follows that m∗(A) ≤∑i∈J m(Bi) ≤ (1+ε)m∗(A). Hence, if A is assumed to
be measurable then m
(⋃
i∈J BirA
)
< εm(A). In any case, as a consequence of
Corollary 2.35, for every ε > 0 there exists a finite sub-collection {Bk : k ∈ K}
of disjoint closed balls such that m∗
(
A r
⋃
k∈K Bk
)
< ε and m∗(A) − ε <∑
k∈K m(Bk) < m
∗(A)+ε. Moreover, if A is subset of an open set Ω ⊂ Rd (not
necessarily of finite Lebesgue measure) and {Bi : i ∈ I} is a fine cover by balls
(non necessarily closed) of A, then there exists a null set N ⊂ A and a countable
disjoint sub-family {Bi : i ∈ J} of balls such that ArN ⊂
⋃
i∈J Bi ⊂ Ω.
• Remark 2.37. We may use any norm in Rd, non necessarily the Euclidean
norm, and the above argument holds. For instance, with the norm |x| =
max{|x1|, . . . , |xd|}, the unit ball B1 becomes the unit cube, i.e., the cover-
ing arguments (namely, Theorem 2.29 and Corollaries 2.35, 2.33) are valid also
for cubes instead of balls.
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• Remark 2.38. Recall that every open set in Rd can be written as a countable
union of non-overlapping closed cubes. Indeed, let Kn be the collection of closed
cubes in Rd with edges parallel to the axis and size 2−n. Now, given an open set
O let Q0 the family of all cubes in K0 which lie entirely in O. Next, for n ≥ 1,
let Qn the family of cubes in Kn which lie entirely in O but are not sub-cubes
of any cube in Q0, . . . ,Qn−1. Thus, the family of non-overlapping closed cubes
Q = ⋃nQn is countable and O = ⋃Q∈QQ.
• Remark 2.39. By means of the uniqueness extension property shown in Propo-
sition 2.15, we deduce that the Lebesgue outer measure m∗ in Rd satisfies
m∗(A) = inf
{ ∞∑
i=1
m(Ei) : A ⊂
∞⋃
i=1
Ei, Ei ∈ E
}
, ∀A ⊂ Rd,
where E is for instance the class of all either (a) closed balls, or (b) all cubes
with edges parallel to the axis.
Exercise 2.33. Actually, give more details relative to the statements in Re-
mark 2.39, i.e., given a subset A of Rd and a number r > m∗(A) there exist a
sequence {Bn} of balls and a sequence {Qn} of cubes (with edges parallel to the
axis) such that A ⊂ ⋃nBn, A ⊂ ⋃nQn, r > ∑nm(Bn) and r > ∑nm(Qn).
Moreover, relating to the above sequence of cubes, (1) can we make a choice
of cubes intersecting only on boundary points (i.e., non-overlapping), and (2)
can we take a particular type of cubes defining the class E so that the cubes
can be chosen disjoint? Finally, compare these assertions with the those in
Exercises 2.27 and 2.21.
• Remark 2.40. Recall that the diameter of a set A in Euclidean space Rd is
defined as d(A) = sup{|x − y| : x, y ∈ A}. If a set A is contained in a ball
of diameter d(A) then the monotony of the Lebesgue outer measure m∗ in Rd
implies
m∗(A) ≤ cd
(
d(A)/2
)d
, ∀A ⊂ Rd, (2.8)
where cd is the volume of unit ball in Rd, calculated later as
cd = pi
−d/2 Γ(d/2 + 1), Γ(α) =
∫ ∞
0
tα−1e−tdt,
with Γ(·) is the Gamma function. Certainly, any set A with diameter d(A) is
contained in a ball of radius d(A), which yields the estimate m∗(A) ≤ cd
(
d(A)
)d
.
However, an equilateral triangle T in R2 is not contained in a ball of radius
d(A)/2. For instance, a carefully discussion on the isodiametric inequality
(2.8) can be found in Evans and Gariepy [42, Theorem 2.2.1, pp. 69-70] or in
Stroock [112, Section 4.2, pp. 74-79 ]. In the context of covering, this difficulty
could be avoided by using the notation 5B =
⋃{B′ : B′ closed ball withB′∩B 6=
∅ and d(B′) ≤ 2d(B)}, which satisfies d(5B) ≤ 5d(B), see Mattila [80, Chapter
2, pp. 23–43].
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• Remark 2.41. An interesting and useful variation of Vitali’s covering are the
so-called Besicovitch Covering : If A is a bounded subset of Rd and {Qi : i ∈ I}
is a family of open cubes centered at points of A and such that every point of A
is the center of some cube, then there exists a countable subset of indexes J ⊂ I
such that A ⊂ ⋃j∈J Qj and no point of Rd belongs to more that 4d of the cubes
in {Qj : j ∈ J}. For instance, the reader is referred to Jones [65, Section 15.H,
pp. 482–491] or Mattila [80, Chapter 2, pp. 23–43], for a detailed proof.
Some readers may benefice from taking a quick look at certain portions of
Bridges [19, Chapter 2, pp. 70–122] for a concrete discussion on differentiation
and Lebesgue integral.
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Measures and Topology
Depending on the background of the reader, this section could far more compli-
cate than the precedent analysis, and perhaps, the first reading should be con-
centrated in understanding the main statements and then delay the proofs for
later study. However, besides the Caratheodory (or outer) construction of mea-
sures, it may be convenient to mention the Geometric (Hausdorff) construction
Theorem 2.25 (at the end of this chapter) and the inner measure construction
of Section 2.3, which is now complemented with Theorem 3.19 below.
If the initial set Ω has a topological structure then it seems natural to con-
sider measures defined on the Borel σ-algebra F = B(Ω). Moreover, starting
from an outer measure then we desire that all open sets (and then any Borel
set) be measurable, see Definition 2.4. There are several good presentations
of Borel measures, at various level, e.g., Bauer [10, Chapter IV, pp. 153–216],
Bogachev [16, Vol 2, Chapter 7, pp. 67–174], Brown and Pearcy [20, Chapter
19, pp. 193–210], Halmos [57, Chapter X, pp. 216–249], Kubrusly [74, Chapter
11, pp. 201–222], Malliavin [79, Chapter II, pp. 55–100], Taylor [115, Chap-
ter 13, pp. 179–191], among others. In any case, the reader may take a quick
look at some pieces of Strichartz [111, Chapter 14, pp. 623–690] for a concise
introduction to measures in metric spaces.
At this point, we could discuss the Lebesgue measure as the extension of the
length, area or volume in Rd, the point to show is the σ-additivity. Thus, to fix
some practical ideas, we may assume that Ω = Rd, but most of the following
arguments are more general.
3.1 Borel Measures
On a topological space Ω, an outer measure µ∗ (see Definition 2.4) is called
a Borel outer measure if all Borel sets are µ∗-measurable and a regular Borel
outer measure if for every A ⊂ Ω there exists B ∈ B(Ω) such that A ⊂ B
and µ∗(A) = µ(B) (since Ω is a Borel set with µ∗(Ω) ≥ µ∗(A), this condition
regards only the case where µ∗(A) < ∞). Remark that if {An} is a sequence
71
72 Chapter 3. Measures and Topology
of µ∗-measurable sets with finite measure µ(An) < ∞, and Bn ⊃ An are Borel
sets satisfying µ(Bn) = µ(An), then for A =
⋃
nAn and B =
⋃
nBn we have
BrA ⊂ ⋃n (Bn−An), which implies µ(BrA) = 0, see Exercise 2.10. To make
the name regular Borel outer measure more manageable, in many statement we
omit the terms regular and/or outer, but unless explicitly stated, we really
mean regular Borel outer measure. Moreover, it seems better in this context
to simply call (regular) Borel measure what was just defined as (regular) Borel
outer measure, without any risk of confusion.
Usually, an outer measure µ∗ is called σ-finite if there a sequence of sets
{Ωn} satisfying Ω =
⋃∞
n=1 Ωn with µ
∗(Ωn) < ∞. In the case of a Borel outer
measure we may require the sets Ωn to be Borel, however, more is necessary. A
(regular) Borel outer measure µ∗ is called a σ-finite if there exists a sequence of
open sets {On} such that Ω =
⋃∞
n=1On with µ(On) <∞.
We denote by µ the measure obtained by restricting µ∗ to measurable sets.
Conversely, if we begin with a Borel measure µ, i.e., a (σ-finite) measure given
only on the Borel σ-algebra B(Ω), then we may define an outer measure
µ∗(A) = inf{µ(B) : B ⊃ A, B ∈ B(Ω)},
which is a regular Borel outer measure by construction. Although, there may
be another Borel outer measure ν∗ such that ν∗ = µ on B(Ω), when µ is not σ-
finite. Thus, for σ-finite measures, Borel measure and Borel outer measure have
the same meaning, via the above extension, i.e., any σ-finite regular Borel outer
measure µ∗ can be regarded as an outer measure obtained via the Caratheodory
construction of Theorem 2.9 with a Borel measure µ and the class E equals to
the Borel sets with finite measure.
• Remark 3.1. If µ∗ and ν∗ are two regular Borel outer measures such that
µ(B) = ν(B) for all Borel sets B then µ∗ = ν∗. Indeed, for any set A ⊂ Ω
there exists a Borel set B ⊃ A such that µ∗(A) = µ(B), which implies µ∗(A) =
ν(B) ≥ ν∗(A), i.e., µ∗ ≥ ν∗, and by symmetry the equality follows. However,
if only µ(B) = ν(B) for all B in some pi-class E generating the Borel σ-algebra
then to use Proposition 2.15, we need to know that µ and ν are σ-finite on E ,
i.e., Ω =
⋃
nEn with µ(En) = ν(En) <∞ for every n ≥ 1.
• Remark 3.2. If µ∗ is a regular Borel outer measure then for any µ∗-measurable
σ-finite subset A of Ω (i.e., A =
⋃
k Ak, where Ak is µ
∗-measurable and µ(Ak) <
∞) there exist B1, B2 ∈ B(Ω) such that B1 ⊃ A ⊃ B2 with µ(B1 r B2) = 0.
Indeed, first we assume that µ(A) < ∞, and we take B1 ∈ B(Ω) such that
A ⊂ B1 and µ(B1 r A) = µ(B1) − µ(A) = 0. Second, we choose another Borel
set B ⊃ B1 r A with µ(B) = µ(B1 r A) = 0 so that B2 = B1 r B satisfies
B2 ⊂ A, and ArB2 ⊂ Br (B1rA), i.e., µ(ArB2) = 0, and the desired result
follows. Next, assume that A is a µ∗-measurable set and that there exists a
sequence {Ak} of µ∗-measurable sets with finite measure, µ(Ak) <∞, such that
A =
⋃
k Ak. For each Ak we apply the previous argument to find Borel sets B1,k
and B2,k such that B1,k ⊃ Ak ⊃ B2,k with µ(B1,k rB2,k) = 0. Since, the Borel
sets Bi =
⋃
k Bi,k, i = 1, 2 satisfy B1 ⊃ A ⊃ B2 and B1rB2 ⊂
⋃
k(B1,krB2,k),
which implies µ(B1 rB2) = 0.
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Theorem 3.3. Let µ∗ be a regular Borel outer measure on a topological space
Ω, where the topology T ⊂ 2Ω is such that the Borel σ-algebra B(Ω) results
the smallest class which contains all closed sets and is stable under countable
unions and intersections. Moreover, suppose that µ∗ is σ-finite, i.e., there exists
a sequence of open sets {On} such that Ω =
⋃∞
n=1On with µ(On) <∞. Then
µ∗(A) = inf{µ(O) : O ⊃ A, O ∈ T }, ∀A ∈ 2Ω, (3.1)
and
µ(B) = sup{µ(C) : C ⊂ B, Cc ∈ T }, ∀B ∈ B(Ω), (3.2)
where µ denotes the measure induces by µ∗.
Proof. First we prove the following facts: suppose that µ is a measure on B(Ω)
and that B is a given Borel set.
(a) If ε > 0 and µ(B) < ∞ then there exists a closed set C ⊂ B such that
µ(B r C) < ε.
(b) If ε > 0 and B ⊂ ⋃∞i=1Oi with Oi open and µ(Oi) < ∞ then there exists
an open set O ⊃ B such that µ(O rB) < ε.
To this purpose, define the measure ν(A) = µ(A ∩ B) for every A ∈ B(Ω)
and consider the class Φ of sets A in B(Ω) such that for every ε > 0 there exists
a closed set C ⊂ A satisfying ν(ArC) < ε. It is clear that Φ contains all closed
sets. Now, if ε > 0 and {Ai} is a sequence in Φ then there exist closed sets
Ci ⊂ Ai with ν(Ai r Ci) < 2−iε,
ν
( ∞⋂
i=1
Ai r
∞⋂
i=1
Ci
)
≤
∞∑
i=1
ν
(
Ai r Ci
)
<
∞∑
i=1
2−iε = ε,
lim
n
ν
( ∞⋃
i=1
Ai r
n⋃
i=1
Ci
)
= ν
( ∞⋃
i=1
Ai r
∞⋃
i=1
Ci
)
≤
∞∑
i=1
ν
(
Ai r Ci
)
< ε,
and
⋂∞
i=1 Ci and
⋃n
i=1 Ci are closed. This proves that Φ is stable under count-
able unions and intersections. Hence, Φ = B(Ω), in particular for A = B, we
deduce that (a) holds. To show (b), we use (a) to choose closed sets Ci such
that Ci ⊂ Oi r B with µ(Ai) < 2−iε for Ai = (Oi r B)r Ci = (Oi r Ci)r B.
Since B ∩Oi ⊂ Oi r Ci, we take O =
⋃∞
i=1(Oi r Ci).
Therefore, given A ∈ 2Ω choose B ∈ B(Ω) such that A ⊂ B with µ∗(A) =
µ(B). By means of (b), for every ε > 0 there exists an open set O ⊃ B such
that µ(O rB) < ε, i.e., µ(O) ≤ µ∗(A) + ε and the inf expression (3.1) follows.
Similarly, given a set B ∈ B(Ω) with µ∗(B) < ∞, we apply (a), to see that for
every ε > 0 there exists a closed set C ⊂ B such that µ(B r C) < ε, i.e., we
deduce µ(C) > µ(B) − ε and the sup expression (3.2) holds true for any Borel
set B with finite measure. Finally when µ∗(B) = ∞, we conclude by making
use of an increasing sequence {Bk} of Borel sets with µ∗(Bk) <∞.
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Note that if every open set is a countable union of closed sets then (see
Proposition 1.8) the Borel σ-algebra satisfies the assumption in Theorem 3.3.
Moreover, in this case, if the outer measure µ∗ is σ-finite then there exits a
sequence of closed sets {Cn} such that Ω =
⋃∞
n=1 Cn and µ(Cn) <∞.
As discussed in the next section, a Borel measure is called a Radon measure if
(a) the property (3.1) of Theorem 3.3, and the conditions (b) µ(O) = sup{µ(K) :
K ⊂ O, compact set}, for every open set O, and (c) µ(K) < ∞, for every
compact set, are satisfied. The reader may want to take a look at Mattila [80,
Chapter 1, pp. 7–22 ], for a quick summary.
In a topological space, a countable union of closed sets is called a Fσ-set
and the class of all those sets is also denoted by Fσ. Similarly, a countable
intersection of open sets is called a Gδ-set and the class of all those sets is also
denoted by Gδ.
Under the assumptions of Theorem 3.3, equality (3.1) means that µ∗ can
be regarded as an outer measure obtained via the Caratheodory construction of
Theorem 2.9 with the class E equals to the open sets.
Corollary 3.4. Under the assumptions of Theorem 3.3, for every set A there
exists a there exists a Gδ-set G ⊃ A such that µ∗(A) = µ(G). Moreover, if A is
µ∗-measurable then (1) for every ε > 0 there exist an open set O and a closed
set C such that C ⊂ A ⊂ O and µ(O r C) < ε; and (2) there exist a Gδ-set G
and a Fσ-set F such that F ⊂ A ⊂ G and µ(Gr F ) = 0.
Proof. For any set A ⊂ Ω, in view of the equality (3.1), we can find a sequence
{On} of open sets such that A ⊂ On, µ∗(A) ≤ µ(On) and µ(On) → µ∗(A). If
G =
⋂
nOn and O
′
n =
⋃
i≤nOn then µ(O
′
n)→ µ∗(A). The monotone continuity
from below of the measure µ shows that µ(G) = limn µ(O
′
n), provided µ(O
′
n) <
∞ for some n. However, if µ(O′n) = ∞ for every n then µ(A) = ∞ and the
monotony of the outer measure µ∗ shows that µ(G) = ∞, i.e., in any case
µ∗(A) = µ(G).
Now, as in Remark 3.2, the claim of the Gδ-set G and Fσ-set F need to
be proved only for a Borel set B with µ(B) < ∞. Therefore, by means of the
assertions (a) and (b) of Theorem 3.3 with ε = 1/n, we construct a sequence
{Cn} of closed sets and another sequence {On} of open sets such that Cn ⊂
B ⊂ On and µ(On rCn) < 2/n. The set F =
⋃
n Cn belongs to Fσ and the set
G =
⋂
nOn belongs to Gδ, C ⊂ B ⊂ G and G r F ⊂ On r Cn, which implies
µ(Gr F ) ≤ 2/n, i.e., µ(Gr F ) = 0.
Actually, the assertion (2) just proved also follows from assertion (1), which
was not explicitly contained in the sup representation (3.2). However, the argu-
ments in Theorem 3.3 can be modified to accommodate property (1). Indeed,
consider the class Φ of sets A in B(Ω) such that for every ε > 0 there exists a
closed set C and an open set O satisfying C ⊂ A ⊂ O and µ(O r C) < ε. To
show that Φ is the whole Borel σ-algebra we proceed as follows.
If A is a closed set then take C = A and apply assertion (b) in Theorem 3.3
(recall that µ is σ-finite) with B = A to find an open set O ⊃ A satisfying
µ(O rA) < ε. Hence, the class Φ contains all closed sets.
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By definition, it is also clear that Φ is stable with respect to complements.
Moreover, if ε > 0 and {Ai : i ≥ 1} is a sequence of sets in Φ then there
exist a sequence {Ci} of closed sets and a sequence {Oi} of open sets such that
Ci ⊂ Ai ⊂ Oi and µ(Oi r Ci) < 2−i−1ε. To show that A =
⋂
iAi belongs
to Φ, first we see that C =
⋂
i Ci is a closed set satisfying C ⊂ A. Since
the inclusion
⋂
iOi r
⋂
i Ci ⊂
⋃
i(Oi r Ci) yields A ⊂
⋂
iOi ⊂ B, where
B =
(⋂
i Ci
) ∪ (⋃i(Oi r Ci)) is a Borel set satisfying
µ
(
B r C
) ≤∑
i
µ
(
Oi r Ci
) ≤ ∞∑
i=1
2−i−1ε = ε/2.
Hence, apply assertion (b) in Theorem 3.3 to the set B to find an open set
O ⊃ B satisfying µ(O r B) < ε/2. Collecting all pieces, C ⊂ A ⊂ O and
µ(OrC) < ε, i.e., A belongs to Φ, proving that the class Φ is stable under the
formation of countable intersections. Therefore Φ is a σ-algebra containing all
closed sets, i.e., Φ is the Borel σ-algebra.
Corollary 3.5. Under the assumptions of Theorem 3.3, for any two subsets
A,B ⊂ Ω such that there exist open sets U and V satisfying A ⊂ U and B ⊂ V
and U ∩ V = ∅, we have µ∗(A ∪B) = µ∗(A) + µ∗(B).
Proof. Indeed, by means of Theorem 3.3, there is a sequence {On} of open sets
On ⊃ A ∪B such that limn µ(On) = µ∗(A∪B). Thus, the open sets Un = On∩U
and Vn = On ∩ V satisfy Un ∩ Vn = ∅, A ⊂ Un, B ⊂ Vn, and Un ∪ Vn ⊂ On.
Hence
µ(On) ≥ µ(Un ∪ Vn) = µ(Un) + µ(Vn) ≥ µ∗(A) + µ∗(B), ∀n,
which implies µ∗(A ∪ B) ≥ µ∗(A) + µ∗(B), and the reverse inequality follows
form the sub-additivity of µ∗.
It is clear that from the above Remark 3.2, we deduce that the sup expression
(3.2) remains valid for any µ∗-measurable set B, but in general, not necessarily
true for any subset B of Ω.
• Remark 3.6. Note that if µ is a Borel measure then the expression
µ∗(A) = inf{µ(B) : B ⊃ A, B ∈ B(Ω)}, ∀A ∈ 2Ω, (3.3)
yields a regular Borel outer measure. Indeed, if µ∗ is obtained by (3.3) from a
Borel measure µ then for every set A ⊂ Ω with µ∗(A) < ∞ we get a sequence
{Bn} of Borel sets such that A ⊂ Bn and µ∗(A) + 1/n ≥ µ(Bn), i.e., B =⋂∞
n=1Bn is a Borel set with B ⊃ A and µ∗(A) = µ(B).
3.2 On Metric Spaces
The previous result can be applied to a metric space Ω, see Proposition 1.8. If
an outer measure µ∗ is constructed as in Proposition 2.6 and all Borel sets are
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µ∗-measurable then we deduce expression (3.3) and µ∗ results a regular Borel
outer measure, i.e., any Borel measure on a metric space becomes a regular
Borel outer measure via the expression (3.3). In other words, if every Borel set
of a given outer measure µ∗ is µ∗- measurable then the expression (3.3) could be
use to redefine µ∗ as a regular Borel outer measure. In this case, the σ-algebra
B∗ of all µ∗-measurable sets is the µ-completion of B(Ω) (see Remark 3.2), and
the focus is on a criterium (applied to an outer measure) to know when Borel
sets are µ∗-measurable.
If (Ω,d) is a metric space then d(A,B) denotes the distance between the
sets A and B, i.e., d(A,B) = inf{d(x, y) : x ∈ A, y ∈ B}. The following result
is usually know as Caratheodory’s criterium of measurability, compare with
Corollary 3.5.
Proposition 3.7. Let µ∗ be an outer measure on a metric space (Ω,d). If
µ∗(A ∪B) = µ∗(A) + µ∗(B) for every A,B ⊂ Ω such that d(A,B) > 0 then all
Borel sets are µ∗-measurable, i.e., µ∗ is a Borel outer measure.
Proof. For instance, we have to show that if C is a closed set then C satisfies
µ∗(E) ≥ µ∗(E ∩ C) + µ∗(E ∩ Cc), for every E ⊂ Ω with µ∗(E) < ∞. To
this purpose, define Cn = {x ∈ Ω : d(x,C) ≤ 1/n}, for n = 1, 2, . . . to have
d(E ∩ Ccn, E ∩ C) ≥ 1/n and so by hypothesis
µ∗(E ∩ Ccn) + µ∗(E ∩ C) = µ∗
(
(E ∩ Ccn) ∪ (E ∩ C)
) ≤ µ∗(E).
Consider the sets Rk = {x ∈ E : 1/(k + 1) < d(x,C) ≤ 1/k}, which satisfy
E ∩ Cc = (E ∩ Ccn) ∪
(⋃
k≥nRk
)
. Since d(Ri, Rj) > 0 if j ≥ i+ 2, we have
m∑
k=1
µ∗(R2k) = µ∗
( m⋃
k=1
R2k
)
and
m∑
k=1
µ∗(R2k−1) = µ∗
( m⋃
k=1
R2k−1
)
,
which gives
∑∞
k=1 µ
∗(Rk) ≤ 2µ∗(E) <∞. Based on the monotony and the sub
σ-additivity of µ∗, we obtain the inequality
µ∗(E ∩ Ccn) ≤ µ∗(E ∩ Cc) ≤ µ∗(E ∩ Ccn) +
∞∑
k=n
µ∗(Rk),
and as n→∞, we deduce
µ∗(E ∩ Cc) + µ∗(E ∩ C) = lim
n
[
µ∗(E ∩ Ccn) + µ∗(E ∩ C)
] ≤ µ∗(E),
i.e., C is µ∗-measurable.
• Remark 3.8. It perhaps interesting to contrast the above Proposition 3.7 with
the following assertion: if µ is a finite regular Borel outer measure then then
a subset A of Ω is µ∗-measurable if and only if µ∗(A) + µ∗(Ac) = µ∗(X), see
Richardson [93, Theorem 2.4.2, pp. 28–29].
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The support of a Borel outer measure µ∗ on a space Ω with a topology T is
defined as the closed set
supp(µ∗) = Ωr
⋃
{O ∈ T : µ∗(O) = 0}.
Note that we do not necessarily have µ∗
(
Ωr supp(µ∗)
)
= 0.
On the other hand, a regular Borel measure µ on a topological space Ω is
called inner regular if
µ(B) = sup{µ(K) : K ⊂ B, K compact}, ∀B ∈ B(Ω). (3.4)
Recall that a Polish space Ω is a complete separable metrizable space, i.e., for
some metric d on Ω, the topology of the space Ω is also generated by a basis
composed of open balls B(x, r) = {y ∈ Ω : d(y, x) < r} for x in some countable
dense set of Ω, r any positive rational, and any Cauchy sequence in the metric
d is convergence. In this context, a subset K of Ω is compact if and only if A
is closed and totally bounded (i.e., it can be covered by a finite number of balls
with arbitrary small radii).
Proposition 3.9. Any σ-finite regular Borel outer measure µ∗ on a Polish
space Ω induces an inner regular Borel measure µ. Moreover we have µ∗
(
Ω r
supp(µ∗)
)
= 0.
Proof. Since µ is σ-finite and each open set is a countable union of closed sets,
there exists a sequence of closed set Ck such that Ω =
⋃
k Ck and µ(Ck) < ∞.
Thus, it suffices to check (3.4) only for B ∩ Ck instead of B. Hence, we are
reduced to the case of finite measure, i.e., without loss of generality we assume
µ(Ω) <∞.
By means of the expression
µ(B) = sup{µ(C) : C ⊂ B, C closed}, ∀B ∈ B(Ω),
we need only to show
∀ε > 0 there exists a compact Kε such that µ(ΩrKε) ≤ ε. (3.5)
Indeed, for every closed C we have
µ(C) = µ(C ∩Kε) + µ(C ∩Kcε) ≤ µ(C ∩Kε) + ε
and because C ∩Kε is compact, we deduce (3.4).
To construct the compact set satisfying (3.5) we recall the argument showing
that a closed set is compact if and only if it is totally bounded, and we proceed
as follows. For a sequence {ωi} denote by B¯i(r) the closed ball of center ωi and
radius r > 0. If {ωi} is dense in Ω then we have
⋃
i B¯i(r) = Ω, for any r > 0.
Now, the monotone continuity from above of µ implies that given any ε > 0
there exists a finite set of indexes I = I(r, ε) such that µ
(
Ωr
⋃
i∈I B¯i(r)
)
< ε,
in particular, for a fixed ε > 0 we can replace r, ε with 1/n, 2−nε, for an integer
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n, to have µ
(
Ω r
⋃
i∈In Fi,n
) ≤ 2−nε, with Fi,n = B¯i(1/n), for some finite set
of indexes In. Thus, the closed set Kε =
⋂
n
⋃
i∈In Fi,n satisfies
µ(ΩrKε) = µ
(⋃
n
(
Ωr
⋃
i∈In
Fi,n
)) ≤∑
n
µ
(
Ωr
⋃
i∈In
Fi,n
) ≤ ε.
To check that Kε is indeed compact, take a sequence {xj : j ∈ J} in Kε.
Since {xj : j ∈ J} ⊂
⋃
i∈In Fi,n for each n, there exist a sequence of indexes
in ∈ In and a subsequence {xj : j ∈ Jn} such that xj ∈
⋂n
k=1 Fik,k, for every
j ∈ Jn ⊂ Jn−1. Thus, for the diagonal subsequence {xj : j ∈ J0} we have
xj ∈
⋂n
k=1 Fik,k, for every j ∈ J0 and integer n. Hence, {xj : j ∈ J0} is a
Cauchy sequence, which must be convergent since Ω is complete.
Finally, we observe that any compact subset K of the open set
U = Ωr supp(µ∗) =
⋃{
O ∈ T : µ∗(O) = 0}
is indeed contained in a finite union of open sets of measure zero, and thus,
µ(K) = 0 and the expression (3.4) yields µ∗
(
Ωr supp(µ∗)
)
= 0.
• Remark 3.10. Note that the key property (3.5), referred to as tightness is ac-
tually related with the property of universally measurable of the metric space Ω
(i.e., the property that any finite measure µ on a complete σ-algebra containing
the Borel σ-algebra and any measurable set E there exist two Borel sets A and
B such that A ⊂ E ⊂ B and µ(A) = µ(B) = 0). A separable metric space
is universally measurable if and only if every finite measure is tight, i.e., the
condition (3.5) holds, e.g., Dudley [37, Theorem 11.5.1, p. 402].
• Remark 3.11. It is clear that if µ∗ is a regular Borel outer measure on a Polish
space Ω, not necessarily σ-finite, then the formula (3.4) holds for any σ-finite
Borel sets, i.e., for any Borel set B such that B ⊂ ⋃k Ck, for some sequence
{Ck} of closed sets with µ(Ck) <∞.
Exercise 3.1. Verify Remark 3.11 and give more details on the passage from
a finite measure to a σ-finite measure in the proof of Proposition 3.9.
• Remark 3.12. The following assertion is commonly referred to as Ulam’s The-
orem: any finite Borel measure on a complete separable metric space is inner
regular, i.e., (3.5) is satisfied. In probability theory, P (Ω) = µ(Ω) = 1 and (3.5)
becomes
∀ε > 0 there exists a compact Kε such that P (Kε) ≥ 1− ε,
which is referred to as tightness of the probability P on a Polish space Ω.
• Remark 3.13. Actually, Proposition 3.9 holds for non Polish spaces Ω, the
properties needed in the above proof are the following: Ω has a second-countable
complete uniform topology, i.e., besides the convergence of any Cauchy sequence,
there exists a countable basis, namely, a countable family of open sets O =
{Oi,n : i, n ≥ 1} such that the set
⋃
i
⋂
nOin is dense in Ω and for any open set
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O and any x in O there exist Oi,n satisfying x ∈ Oi,n ⊂ O. Thus, for any inner
regular σ-finite Borel measure µ, for every ε > 0 and any µ∗-measurable set B
with finite measure, µ(B) <∞, there exist a compact set K ⊂ B and an open
set O ⊃ B such that µ(O rK) < ε. This implies that the countable family Of
of finite unions of open set in O is “µ-dense”, i.e., there exists Of in Of such
that µ
(
(B rOf ) ∪ (Of rB)
)
< ε.
• Remark 3.14. Let A be the algebra generated by all open (or compact) sets.
Given a σ-additive and σ-finite set function (pre-measure) µ : A → [0,∞], we
consider the set functions defined for every A in 2Ω
µ∗(A) = inf{µ(O) : O ⊃ A, O open},
µ∗(A) = sup{µ(K) : K ⊂ A, K compact}.
The expression of µ∗ is called an inner measure, meaning, σ super-additive (i.e.,∑
n µ∗(An) ≤ µ∗(A) whenever A =
∑
nAn) and monotone, but not necessarily
additive. Under the assumptions of Theorem 3.3, we deduce that µ∗ is an outer
measure. Moreover, if µ∗ induces an inner regular Borel measure, see definition
(3.4), then µ∗(B) = µ∗(B) for any Borel set B. Then, measurable sets with finite
measure are mainly identified by the condition µ∗(A) = µ∗(A). Inner measures
can be defined in abstract measure space without any topology, see Halmos [57,
Section III.14, pp. 58–62].
Exercise 3.2. With the notation of the previous Remark 3.14, under the con-
ditions of Theorem 3.3. and assuming the restriction µ¯ = µ∗
∣∣
B on the Borel
σ-algebra B is inner regular:
(1) Verify that µ∗ is σ super-additive, i.e., if Ai ∈ 2Ω and A =
∑∞
i=1Ai then
µ∗(A) ≥
∑∞
i=1 µ∗(Ai).
(2) Show that if A ∈ 2Ω and {Ci} is a disjoint sequence of closed sets with
C =
∑
i Ci then µ∗(A ∩ C) =
∑
i µ∗(A ∩ Ci).
(3) Prove that if the topological space Ω is countable at infinity (i.e., there exists
a monotone increasing sequence {Kn}, Kn ⊂ Kn+1 of compact sets such that
Ω =
⋃
nKn) then µ¯ is inner regular.
(4) Assuming that µ¯ is inner regular, prove that if A is a µ∗-measurable set then
µ∗(A) = µ∗(A), and conversely, if A ∈ 2Ω, A =
⋃
k Ak, µ
∗(Ak) = µ∗(Ak) < ∞
then A is µ∗-measurable.
(5) Prove that for any two disjoint subsets A and B of Ω we have µ∗(A ∪B) ≤
µ∗(A) + µ∗(B) ≤ µ∗(A ∪B).
(6) Assume that E is µ∗-measurable. Show µ∗(A) = µ∗(E) − µ∗(E r A), that
for every A ⊂ E with µ∗(E rA) <∞.
(7) Discuss alterative definitions of µ∗, for instance, when µ¯ is not necessarily
inner regular or when Ω is not a topological space.
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3.3 On Locally Compact Spaces
On a locally compact Hausdorff topological space Ω we may consider the so-
called Radon outer measure µ∗, which are defined by means of the three following
properties: (1) µ∗ is a regular Borel outer measure, i.e., all Borel sets are µ∗-
measurable and for every A ∈ 2Ω there exits a Borel set B ⊃ A such that
µ∗(A) = µ(B); (2) any compact set K has finite measure µ(K) < ∞; (3) for
any open set O we have µ(O) = sup{µ(K) : K ⊂ O, K compact}. Similarly,
the restriction of µ∗ to a B(Ω) (i.e., the measure µ) is called a Radon measure.
If Borel measure µ (instead of a Borel outer measure µ∗) is initially given then
a regular Borel outer measure µ∗ is induced by µ, and only conditions (2) and
(3) regarding the measure µ are used as the definition of a Radon measure µ.
Recall that any locally compact Hausdorff topological space satisfying the
second axioms of separability (i.e., with a countable basis) is actually σ-compact,
i.e., the whole space is a countable unions of compact sets. Thus, a Radon
measure is σ-finite if the space has a countable basis. Also note that sometime,
property (2) is also assumed for a regular Borel measure, and moreover, it is
convenient (but not necessary) to begin with a locally compact spaces Ω, what
really matter is to assume that the above properties (1), (2) and (3) are satisfied.
Moreover, as discussed later on, this is also related to the tightness of a finite
Borel measure, e.g. Cohn [28, Chapter 7, 196–250].
Therefore, under the assumptions of Theorem 3.3, if µ∗ is a Radon outer
measure then for any ε > 0 and for any Borel set B with µ(B) <∞ there exists
a compact set K ⊂ B such that µ(BrK) < ε. Indeed, first we choose open sets
U and V such that B ⊂ U, µ(U rB) < ε/2 and U rB ⊂ V, µ(V ) < ε/2. Next,
we take a compact set K ⊂ U with µ(U rK) < ε/2. Then K r V is a compact
subset of U r V, B r (K r V ) ⊂ (U rK) ∪ V and µ(B r (K r V )) < ε.
Therefore, a Radon measure is inner regular, and in a locally compact Polish
space, a regular Borel (outer) measure which is finite for every compact set is
indeed a Radon measure (see Proposition 3.9).
The following result is mainly used for probability measures, e.g., Neveu [87,
Proposition I.6.2, pp. 27–29].
Proposition 3.15. Let Ω be a topological space, S ⊂ B(Ω) be a semi-ring (or
semi-algebra) and µ : S → [0,∞] be an additive set function such that
µ(S) = sup{µ(K) : K ⊂ S, K is compact, µ(K) <∞, K ∈ S}, (3.6)
for every S in S. Then µ is indeed σ-additive and therefore µ can be uniquely
extended to the ring (or algebra) A, generated by S, as a σ-additive measure on
A satisfying (3.6) with (A,A) in lieu of (S,S).
Proof. First, we show the validity of the representation (3.6) for the ring (or
algebra) A generated by S. Indeed, any A ∈ A is a finite disjoint union of
elements in S, i.e., A = ∑ni=1 Si, with Si ∈ S, and the extension is given by
µ(A) =
∑n
i=1 µ(Si). To prove the representation
µ(A) = sup{µ(K) : K ⊂ A, K is compact, µ(K) <∞, K ∈ A},
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for every A in A, we denote by ν(A) the right-hand side, i.e., the expression with
the sup . Thus, for any ε > 0 there exist compact sets Ki ∈ S with Ki ⊂ Si such
that µ(Si) = ν(Si) ≤ µ(Ki) + ε/n. Since K =
∑n
i=1Ki is compact and belongs
to A, we deduce the µ(A) ≤ ν(A). For the opposite inequality, the monotony
(or sub-additivity) of µ on A implies µ(K) ≤ µ(A), for any compact set K ∈ A
with K ⊂ A, and by taking the supremum we obtain ν(A) ≤ µ(A).
To check the σ-additivity of µ on A, we should prove that if {Sk} is a
sequence of disjoint sets in S such that S = ∑∞k=1 Sk and S ∈ S then µ(S) =∑∞
k=1 µ(Sk). We need only to discuss the case with µ(S) <∞, indeed, if µ(S) =
∞ then for every r > 0 there exists a compact set K in S such that K ⊂ S and
r < µ(K) <∞. If we assume that µ is σ-additive on sets of finite measure then
r < µ(K) =
∑
k µ(Sk ∩K), which implies µ(S) =∞ =
∑
k µ(Sk).
Therefore, assuming µ(S) <∞, we have to prove that limn µ(An) = 0, where
An = Sr
∑n
k=1 Sk, An ∈ A, An =
∑Jn
j=1Bn,j with Bn,j ∈ S, and
⋂∞
n=1An = ∅.
Thus, for any given ε > 0, the expression (3.6) applied to each Bn,j implies
that there exists a sequence {Kn,j : j = 1, . . . , Jn} of compact sets satisfying
Kn,j ⊂ Bn,j and µ(Bn,j) ≤ µ(Kn,j) + 2−n−jε. Since Kn =
⋃Jn
j=1Kn,j ⊂ An is
compact and
⋂∞
n=1Kn = ∅, there exists an index N such that
⋂N
n=1Kn = ∅,
which yields the inclusion
AN =
N⋃
n=1
(AN rKn) ⊂
N⋃
n=1
(An rKn) ⊂
N⋃
n=1
Jn⋃
j=1
(Bn,j rKn,j).
Because µ is additive and S is a semi-ring, µ is also sub-additive. This implies
µ(AN ) ≤
N∑
n=1
Jn∑
j=1
(
µ(Bn,j)− µ(Kn,j)
) ≤ N∑
n=1
Jn∑
j=1
2−n−jε < ε,
i.e., limn µ(An) = 0.
• Remark 3.16. A small variation on the argument used in the Proposition 3.15
allows us to substitute the sup representation (3.6) with
µ(S) = sup{µ(A) : A ⊂ K ⊂ S, K is compact, µ(A) <∞, A ∈ S},
for every S in S. In this way, there is no implicit assumption that the semi-
ring S contains compact sets. For instance, in the case of Lebesgue(-Stieltjes)
measure in Rd, we may begin by considering the hyper-volume m as defined on
the semi-ring of semi-open bounded d-intervals ]a, b], instead of using the semi-
ring of all bounded d-intervals, and the verification of the sup representation
takes the same effort.
• Remark 3.17. Under the assumptions of Proposition 3.15, we can prove that
if µ is semi-finite (i.e., for every S in S with µ(S) =∞ there exists an increasing
sequence {Sk} ⊂ S such that Sk ⊂ Sk+1 ⊂ S, µ(Sk) <∞ and µ(Sk)→∞ (see
Exercise 2.15), then the sup assumption (3.6) can be replaced by
µ(S) = sup{µ(K) : K ⊂ S, K is compact, K ∈ S}, ∀S ∈ S.
[Preliminary] Menaldi November 11, 2016
82 Chapter 3. Measures and Topology
Indeed, for every ε > 0 and any Sk in S with µ(Sk) <∞ there exists a compact
set Kk ⊂ Sk in S such µ(Sk)− ε < µ(Kk) ≤ µ(Sk). Thus, both sup expressions
coincide on any set with finite measure and if µ(S) =∞ then the sequence {Kk}
show that both sup expressions coincide also on any set with infinite measure. In
particular, if µ is σ-finite (i.e., there exists a sequence {Ωk : k ≥ 1} of elements
of the semi-ring S such that Ω = ⋃k Ωk with µ(Ωk) < ∞) then the condition
µ(K) <∞ can be dropped in the sup expression (3.6).
• Remark 3.18. It is clear that the sup representation (3.6) holds true for any
S = A belonging to the class A′ = {A ∈ 2Ω : A = ∑∞n=1An, An ∈ S}
of countable disjoint unions of sets in S. As mentioned in Remark 1.7, this
class A′ is not necessarily stable under countable intersections. Nevertheless,
assuming that the semi-ring S generate the Borel σ-algebra B in a metric space
Ω, we could apply Theorem 3.3 to deduce that µ satisfies (3.6) with (A,B) in
lieu of (S,S), i.e., µ is inner regular.
Exercise 3.3. Elaborate the previous Remark 3.18, i.e., by means of Theo-
rem 3.3 and Proposition 3.9 state and prove under which precise conditions a
set function µ satisfying the assumptions of Proposition 3.15 can be extended
to a (regular and) inner regular Borel measure.
Consider the definition: K ⊂ 2Ω is called a compact class if (a) K is stable
under finite intersections and unions, and (b) for any sequence {Ki : i ≥ 1} ⊂ K
with
⋂
iKi = ∅ there exists an index n such that
⋂n
i=1Ki = ∅.
Exercise 3.4. Regarding the sup-formula (3.6), prove that if S¯ is the ring
generated by the semi-ring S and µ : S → [0,∞] is an additive set function
(which is uniquely extended by additivity to the ring S¯) and such that there
exists a compact class K ⊂ S¯ satisfying
µ(S) = sup{µ(K) : K ⊂ S, µ(K) <∞, K ∈ K}, ∀S ∈ S¯. (3.7)
then µ is necessarily σ-additive on S¯.
A similar view regarding compact classes is discussed in the following
Exercise 3.5. In a topological space, (1) Verify that any family of compact sets
is indeed a compact class of sets in the above sense. Now, let µ a finite countable
additive (non-necessarily σ-additive, just additive) and σ-finite measure defined
on a algebra A ⊂ 2Ω. Suppose that there exists a compact class K such that for
every ε > 0 and any set A in A with µ(A) < ∞ there exists Aε in A and Kε
in K such that Aε ⊂ Kε ⊂ A and µ(ArAε) < ε. (2) Using a technique similar
to Proposition 3.15, show that µ is necessarily σ-additive. (3) Also, prove the
representation
µ(A) = sup{µ(K) : K ⊂ A, K ∈ K}, ∀A ∈ A,
provided K ⊂ A, see Bogachev [16, Section 1.4, pp. 13-16].
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In Proposition 3.15, the additive set function µ is defined initially in a semi-
ring. Since the difference of two compact sets is not necessarily a compact set,
a semi-ring of just compact sets is not a reasonable assumption. Thus, a lattice
(i.e., a class stable under the formation of finite intersections and finite unions,
and containing the empty set) is a natural class of compact sets K, and a method
to construct a measure from an initial set function on a lattice seems useful.
In what follows, even if it is not assumed, the prototype of K is a family
of compact sets so that KF becomes a family of closed set, and eventually,
to construct µ∗ is an inner measure on the Borel σ-algebra. Recall that in
a (Hausdorff) topological space Ω, a compact set is closed (the converse is
generally false), and any closed subset of a compact set is also compact.
Following the inner construction of Theorem 2.22, let K ⊂ 2Ω be a pi-class
(i.e., a class containing the empty set and stable under finite intersections) and
µ : K → [0,∞) be a finite-valued set function with µ(∅) = 0. The sup expression
µ∗(A) = sup
{ n∑
i=1
µ(Ki) :
n∑
i=1
Ki ⊂ A, Ki ∈ K
}
, ∀A ⊂ Ω. (3.8)
defines an inner measure, namely, µ∗ is monotone (i.e., E ⊂ F implies µ∗(E) ≤
µ∗(F )), and super-additive (i.e., µ∗(E ∪F ) ≥ µ∗(E) +µ∗(F ) whenever E ∩F =
∅). Moreover, if A is the class of all sets A satisfying µ∗(E) = µ∗(E ∩ A) +
µ∗(ErA) for every E ⊂ Ω (which is referred to as the class of all Caratheodory
µ∗-measurable sets) then A is an algebra and that µ∗ is additive on A.
Next, assume that µ is K-tight, i.e., for every K and K ′ in K with K ⊃ K ′
we have µ(K) = µ(K ′) + µ∗(K rK ′). Then
A ∈ A iff µ(K) ≤ µ∗(K ∩A) + µ∗(K rA), ∀K ∈ K, (3.9)
and the algebra A contains the class
KF = {F ⊂ Ω : F ∩K is a finite union of sets in K, ∀K ∈ K}. (3.10)
Furthermore, the initial finite-valued set function µ is additive onK (i.e., µ(K) =∑n
i=1 µ(Ki) whenever K =
∑n
i=1Ki with all sets in K) and µ(K) = µ∗(K) for
every K in K.
Theorem 3.19. Suppose that Ω is a (Hausdorff) topological space. Under the
previous setting, for a K-tight finite-valued set measure defined on a pi-class K
and, with µ∗ and KF given by (3.8) and (3.10), If K is a class of compact sets
(i.e., each element in K is a compact set) then µ∗ is a unique complete inner
regular measure on the σ-algebra A, and if the class KF generates B(Ω) the A
contains the Borel σ-algebra B(Ω), i.e., µ∗ is a inner regular Borel measure.
Proof. The fact that µ = µ∗ is additive on K has been proved in Theorem 2.22.
We retake the argument in the case under the assumption that K is a class
of compact sets. Thus, Proposition 3.15 ensures that µ∗ is σ-additive on the
algebra A (which contains all closed sets), and therefore, it can be extended to
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a unique measure on the σ-algebra generated by A, but a priori, the extension
needs not to be an inner measure.
The point is to show that A is a µ∗-complete σ-algebra, independent of the
fact that Caratheodory extension of (µ∗,A) yields a complete measure (µ¯∗, A¯).
Hence, to check that A is µ∗-complete, take B ⊂ A with A in A and µ∗(A) = 0
to obtain, after using the monotony of µ∗, that
µ(K) ≤ µ∗(K ∩A) + µ∗(K rA) ≤ 0 + µ∗(K rB) ≤
≤ µ∗(K ∩ B) + µ∗(K r B), ∀K ∈ K,
i.e., B belongs to A, as in Proposition 2.20.
To verify that the class of all µ∗-measurable sets is a σ-algebra, we have
to show only that A is stable under the formation of countable intersections,
i.e., if {Ai} is a sequence of sets in A then we should show that A =
⋂
iAi
also belongs to A. For this purpose, from the sup definition (3.8) of µ∗ and
because A contains any finite union of (compact) sets in K, for any ε > 0 and
for any set K in K there exist a (compact) set K ′ ⊂ K ∩ A in A such that
µ∗(K ∩ A) − ε < µ∗(K ′). Thus, define the sequence {Bn} with Bn =
⋂
i≤nAi
to have
⋂
n
(
K ∩Bn ∩K ′
)
= K ′, and (after using the σ-additive of µ∗ on A) to
deduce limn µ∗(K ∩Bn ∩K ′) = µ∗(K ′), which yields
lim
n
µ∗(K ∩Bn) ≥ lim
n
µ∗
(
K ∩Bn ∩K ′) = µ∗(K ′) > µ∗(K ∩A)− ε.
This proves that limn µ∗(K ∩Bn) = µ∗(K ∩A). Recall that Bn is in A to have
µ(K) ≤ µ∗(K ∩Bn) + µ∗(K rBn) ≤ µ∗(K ∩Bn) + µ∗(K rA),
and, after taking n → ∞ and invoking the condition (3.9), to deduce that A
belongs to A, i.e., A is a σ-algebra.
The uniqueness of µ∗ is not really an issue, i.e., any other measure ν on a
σ-algebra F ⊂ A containing the class K and such that the sup representation
(3.8) holds true for ν replacing µ∗ is indeed equals to µ∗ on F . Indeed, they
both agree on any set of finite measure, and for any set F in F with infinite
measure there exists a sequence {Fn} ⊂ F with ν(Fn) < ∞, Fn ⊂ F and
limn ν(Fn) = ν(F ), i.e., ν(F ) = µ∗(F ) too.
Finally, since the class (of closed sets) KF is contained in A, it is clear that
if the class KF generates B(Ω) then Borel σ-algebra B(Ω) is contained in A.
Note that abusing language, we are calling a measure on a σ-algebra A
inner regular if the sup representation (3.8) holds true for some pi-class and µ
as above. It should be clear that additivity on a pi-class (or lattice) K (i.e.,
µ(A ∩ B) = µ(A) + µ(B), whenever A and B belongs to K with A ∩ B = ∅) is
weak and not so useful (unless the class K is a semi-ring). The good property
on a lattice is the K-tightness (i.e., for every ε > 0 and sets A ⊂ B in K there
exists a set K ⊂ BrA in K such that µ(B) < µ(A) +µ(K) + ε), which implies
additivity. In general, if K is only a pi-class, this K-tightness property refers to
the class of all disjoint finite unions of sets in K, not just the pi-class K, see the
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definition (3.8) of µ∗. Moreover, in the case of a pi-class K of compact sets, the
lattice K¯ generated by K (i.e., the class of all finite unions of sets in K) is also a
class of compact sets. This compactness condition is used (via Proposition 3.15)
to deduce that µ∗ is monotone continuous from above on A, meaning that again,
assuming monotone continuity from above on the lattice K¯ is sufficient (but not
only the pi-class K), see Exercise 2.17 and comments later on.
It could be interesting to realize that the topological context in Theorem 3.19
can be removed, actually, the assumption about a class K of compact sets can
be replaced by the monotone continuity from below on a lattice K, i.e., for any
a monotone decreasing sequence {Kn} of finite unions of sets in K with limit
K =
⋂
nKn in K we have µ(K) = limn µ(Kn), e.g., Pollard [90, Appendix A,
pp. 289–300]. Also, Exercise 3.5 and Exercise 2.16 give a way of replacing the
condition about a class K of compact sets with an assumption on a compact
class, where topology is not involved.
• Remark 3.20. Proposition 3.15 and the previous Theorem 3.19 can be com-
bined to show that a set function µ satisfying (3.6) on a semi-ring S (which
generates the Borel σ-algebra) can be extended to an inner regular Borel mea-
sure. Indeed, take K = {K ∈ S : µ(K) < ∞ and compact} and note that for
every K in K and A in S we have K rA = ∑ni=1Bi with Bi in S and
µ(K) = µ(K ∩A) +
n∑
i=1
µ(Bi) = µ∗(K ∩A) + µ∗(K rA),
which shows that the semi-ring S is included in the algebra A.
Perhaps, the prototype for Remark 3.20 is the Lebesgue(-Stieltjes) measure
as discussed in Section 2.5. For instance, the additive finite-valued set function
µ is initially defined on the semi-ring I of all semi-open bounded d-intervals
of the form ]a, b] and K is the class of compact d-intervals of the form [a, b],
including the empty set. If µ
(
]a, b]
)
=
∏n
i=1
(
Fi(b) − Fi(a)
)
then the right-
continuity of Fi is used to show that for any I in I and ant ε > 0 there exists
K in K and I ′ in I such that I ′ ⊂ K ⊂ I and µ(I ′) + ε > µ(I). As in
Exercise 3.5, this implies the σ-additivity of µ on I and the sup representation
(3.6). Alternatively, define µ
({a}) = ∏ni=1 (Fi(a+) − Fi(a)) to see that the
initial additive finite-valued set function µ can be defined on the semi-ring of
all bounded d-intervals S (which contains the compact class K) and the sup
representation (3.6) of Proposition 3.15 holds true. Finally, Theorem 3.19 shows
that µ can be extended to a regular Borel measure on Rd, which is inner regular.
• Remark 3.21. A dissecting system in a Hausdorff topological space Ω is a
sequence S = ⋃n Sn of finite partitions Sn = {Sni : i = 1, . . . , kn} consisting of
Borel sets satisfying:
(1) (partition) Ω = Sn1 ∪ · · · ∪ Snkn and Sni ∩ Snj = if i 6= j,
(2) (nesting) for m < n and any i, j the intersection Amj ∩ Ani is either equal
to Ani or empty,
(3) (point-separating) for any x 6= y in Ω there exists an integer n = n(x, y)
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such that x ∈ Sni and y 6∈ Sni.
This is useful to study atoms in general, e.g., for each x we can define a decreas-
ing (or nested) sequence {Sk(x)} ⊂ S such that
⋂
k Sk(x) = {x}, so that for any
finite measure µ we have µ
(
Sk(x)
)→ µ({x}). In a separable metric space Ω, a
dissecting system can always be constructed, e.g., see the book by Daley and
Vere-Jones [30, Appendixes A1 and A2, pp. 368–413] for further details.
Since Rd is a complete separable metric space (Polish) then the Lebesgue
measure m (actually any measure constructed as above, e.g., Lebesgue-Stieltjes
measures) is a regular Borel outer measure and inner regular, i.e., for any σ-finite
measure µ on B(Rd) and for every Borel set B we have
µ(B) = inf{µ(O) : O ⊃ B, O open}
µ(B) = sup{µ(K) : K ⊂ B, K compact}, (3.11)
and for any A ⊂ Rd there exists a Borel set B such that A ⊂ B and µ∗(A) =
µ(B). Indeed, this follows from Theorem 3.3 and Proposition 3.9. Moreover,
the Lebesgue(-Stieltjes) measure m is a Radon measure, i.e., m(K) < ∞ for
every compact subset K of Rd. Clearly, the whole space Rd is the support of
Lebesgue measure m, but in the case of a Lebesgue-Stieltjes measure, this is
more complicate.
For instance, the reader may consult Konig [72, Chapter I-II, pp. 1-107] to
understand better theses two (exterior and interior) constructions of measures.
Perhaps, reading part of the chapter on locally compact spaces, Baire and Borel
sets of Halmos [57, Chapter X, pp. 216–249] may help, and certainly, checking
Cohn [28, Chapter 7, pp. 196-250] could be a sequel for the reader.
3.4 Product Measures
We present a particular case to construct a finite product of inner regular Borel
measures based on Proposition 3.15. Recall that an inner regular Borel measure
is a regular Borel measure (i.e., a σ-finite measure on the Borel σ-algebra)
satisfying the sup expression (3.4) with compacts.
Proposition 3.22. Let µi be a σ-finite inner regular Borel measure on a topo-
logical space Ωi, for i = 1, 2, . . . , n. Then there exists a unique σ-finite measure
µ on the product σ-algebra
∏n
i=1 B(Ωi) such that
µ(B) =
n∏
i=1
µi(Bi), ∀B =
n∏
i=1
Bi, Bi ∈ B(Ωi),
under the convention that 0 × ∞ = 0 in the above product. Moreover, if the
Borel σ-algebra B(Ω) of the product topological space Ω = ∏ni=1 Ωi is equal to∏n
i=1 B(Ωi), e.g., each Ωi has a countable basis, then µ is an inner regular Borel
measure on Ω
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Proof. The key point is that the class
S =
{
S =
n∏
i=1
Bi : Bi ∈ Bi(Ωi)
}
is a semi-ring which generates the product Borel σ-algebra
∏n
i=1 B(Ωi). Thus,
the above formula define µ uniquely on S as an additive set function. To con-
clude, we need to show the sup expression (3.6) for the product (finitely additive,
for now) measure µ.
The sub-additivity of µ on S yields the ≥ sign of the equality (3.6). For the
reverse inequality (≤), first, we assume 0 < µ(S) <∞, S = ∏ni=1Bi, and ε > 0.
Then, because µi is inner regular, there exists a compact set Ki ⊂ Bi such that
µi(Bi) ≤ µi(Ki) + ε. Hence
µ(S) =
n∏
i=1
µi(Bi) ≤
n∏
i=1
(
µi(Ki) + ε
) ≤ µ(K) + [(c+ ε)n − cn],
where K =
∏n
i=1Ki and the constant c satisfies µi(Bi) ≤ c, for every i. Since
the set K ∈ S is compact and ε is arbitrary, we deduce (3.6). Next, to examine
the case µ(S) = ∞, we use a sequence {Sk} ⊂ S satisfying µ(Sk) < ∞ and
Ω =
⋃
k Sk. Because the sup equality holds for each S ∩ Sk, we conclude as
k → ∞, i.e., the equality (3.6) holds true for the product measure µ and the
semi-ring S.
Proposition 3.15 shows that µ is σ-additive on the algebra A generated by S,
and by assumption µ is σ-finite. Hence µ is uniquely extended (see Theorem 2.9,
Remark 3.6) to a regular Borel outer measure µ∗, which induces an inner regular
Borel measure µ¯ (abusing notation, also denoted by µ).
• Remark 3.23. In Proposition 3.22, if the measures µi are only semi-finite (i.e.,
for every S in S with µ(S) = ∞ there exists an increasing sequence {Sk} ⊂ S
such that Sk ⊂ Sk+1 ⊂ S, µ(Sk) < ∞ and µ(Sk) → ∞, see Remark 3.17 and
Exercise 2.15) instead of σ-finite then the product set function µ can be uniquely
extended as a semi-finite measure on the product σ-algebra.
In general, the previous result (Proposition 3.22) degenerates for an infinite
product of measures. Only the case of an infinite (possible uncountable) product
of probability measures makes sense, the reader may check Halmos [57, Chapter
VII, Section 38, pp. 154–160] and Ambrosio et al. [3, Section 6.3, pp. 90–94].
Recall that (1) a finite Borel measure µ on a topological space Ω is called
tight if for every ε > 0 there exists a compact set Kε such that µ(ΩrKε) ≤ ε;
(2) a probability or probability measure µ on Ω is a (finite) measure space (µ,Ω)
satisfying µ(Ω) = 1; (3) if {(Ωi,Bi) : i ∈ I} is any family of measurable spaces
then a cylinder B in on the product space Ω =
∏
i∈I Ωi is a set of the form
B =
∏
i∈I Bi, where Bi ∈ Bi, i ∈ I and Bi = Ωi, i 6∈ J with J ⊂ I, finite. The
number of indexes for which Bi 6= Ωi is call the dimension of the cylinder set
B and the class BI of all cylinders (or cylinder sets) is a semi-algebra, which
generates the product σ-algebra σ-algebra
∏
i∈I Bi. Similarly, if J ⊂ I is a
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subset of indexes then the class BJ of all cylinders B = ∏i∈I Bi satisfying
Bi = Ωi for any i ∈ I rJ is also a semi-ring, BJ ⊂ BI . If pii : Ω→ Ωi, for every
i in I are the projection mappings then a set B ⊂ Ω is cylinder if and only if
B =
⋂
i∈J pii(Bi) for some sets Bi on Bi and some finite set of subindexes J .
Our interest is when Bi is the Borel σ-algebra. As briefly discussed in Sec-
tion 1.2, if the set of indexes I is countable and each space Ωi has a countable
basis then the Borel σ-algebra B on the product space Ω (with the product
topology) coincides with the product σ-algebra
∏
i∈I Bi.
If the topological space Ω is such that the Borel σ-algebra B(Ω) results the
smallest class which contains all closed sets and is stable under countable unions
and intersections then Theorem 3.3 and Corollary 3.4 ensure that for any regular
Borel measure µ has the following property: for any Borel set B and for any
ε > 0 there exist an open set O and a closed set C such that C ⊂ B ⊂ O
and µ(O r C) < ε. Recall that a topological space where each open set is
a countable union of closed set (see Proposition 1.8) enjoys the satisfies the
above condition, in particular, any metrizable space does. Also, recall that a
(Hausdorff) topological space with a countable basis (i.e., satisfying the second
axiom of countability) is metrizable and separable, e.g., see Kelley [67, Urysohn
Theorem 10, Chapter 4, 115].
Proposition 3.24. Let {Ωi : i ≥ 1} be a sequence of topological spaces satisfying
the second axiom countability. If µi is a tight regular Borel probability on Ωi
with µi(Ωi) = 1, for any i ≥ 1, then there exists a unique tight regular Borel
probability µ on product topological space Ω =
∏∞
i=1 Ωi such that
µ(B) =
n∏
i=1
µi(Bi), ∀B =
∞∏
i=1
Bi, Bi ∈ B(Ωi), Bi = Ωi, ∀i ≥ n+ 1,
and for any n ≥ 1.
Proof. First note that under these assumptions Theorem 3.3 can be applied, i.e.,
for every ε > 0 and for every set B in the Borel σ-algebra B(Ωi) there exist an
open set O and a closed set C satisfying C ⊂ B ⊂ O and µi(OrC) < ε/2; and
in view of the tightness property, there exists a compact set K ⊂ C satisfying
µi(C rK) < ε/2, i.e., µi(O rK) < ε.
Now, denote by B∞ (Br) the semi-algebra of all cylinder sets (with dimension
at most r) in product space Ω. It is clear that the product expression defines
an additive set function µ on the semi-algebra B∞, which can be extended,
preserving additivity, to the algebra A∞ generated by all cylinder sets, i.e., the
class of finite unions of disjoint cylinder sets. Note that a set B (or A) belongs
to B∞ (or A∞) if and only if B (or A) belongs to Br (or Ar) for some finite
index r.
Proposition 3.22 ensures that the restriction of the additive set function µ
to the semi-algebra Bn is σ-additive. Our intension is to show that µ is actually
σ-additive on B∞, i.e., for any sequence {Bn} in B∞ such that B =
∑
nBn
with B in B∞ we should establish that 0 < µ(B) ≤∑n µ(Bn).
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To this purpose, for every ε > 0 and Bn =
∏
iBn,i with Bn,i in B(Ωi) there
exist open sets On,i ⊃ Bn,i in Ωi such that ln
(
µi(On,i)
)
< ln
(
µi(Bn,i)
)
+ ε2−i,
if µ(Bn,i) > 0 and µi(On,i) < ε2
−i−n, if µ(Bn,i) = 0, i.e., Bn ⊂ On =
∏
iOn,i
is an open set in Ω belonging to B∞ and either µ(On) < ε2−n or
ln
(
µ(On)
)
=
∑
i
ln
(
µi(On,i)
)
<
∑
i
ln
(
µi(Bn,i)
)
+ ε = ln
(
µ(Bn)
)
+ ε,
i.e., µ(On) < e
εµ(Bn) + ε2
−n. Similarly, if B =
∏
iBi then there exist compact
sets Ki in Ωi such that ln
(
µi(Ki)
)
> ln
(
µi(Bi)
)− ε2−i, i.e.,∑
i
ln
(
µi(Ki)
)
>
∑
i
ln
(
µi(Bi)
)− ε = ln (µ(B))− ε.
Tychonoff’s Theorem implies that the product set K =
∏
iKi is compact in Ω,
but K is not necessarily in B∞. Since B = ∑nBn, the sequence {On} of open
sets is a cover of the compact set K in Ω, and therefore, there exists a finite
subcover, i.e., K ⊂ ⋃n≤N On, for a finite index N . The finite union ⋃n≤N On =
O is a set in the algebra A∞, and thus, O must belong to Ar for some finite
index r, i.e., O contains the cylinder set K ′ =
∏
iK
′
i with K
′
i = Ki if i ≤ r and
K ′i = Ωi if i > r. Thus, the set K
′ belongs to Br and ln (µ(K ′)) > ln (µ(B))−ε.
Since µ is additive on Ar, we obtain µ(K ′) ≤ µ(O) ≤∑n≤N µ(On). Collecting
all pieces, we deduce
ε+ eε
∑
n
µ(Bn) ≥
∑
n≤N
µ(On) ≥ µ(K ′) > e−εµ(B),
which implies the σ-additivity as ε→ 0.
At this point, by means of Caratheodory’s extension Proposition 2.11, the σ-
additive set measure µ can be extended to a probability measure defined on the
product σ-algebra
∏
i B(Ωi). Since there is a countable basis for each topological
space Ωi, the product σ-algebra is indeed the whole Borel σ-algebra B(Ω).
To verify that µ is tight, for each i we find a compact set Ki ⊂ Ωi such
that ln
(
µ(Ki)
)
> −ε2−i. Define K = ∏∞i=1Ki and Bn = ∏∞i=1Bn,i with
Bn,i = Ki for i = 1, . . . , n and Bn,i = Ωi for i > n. Since
⋂
nBn = K we have
limn µ(Bn) = µ(K), and
lim
n
ln
(
µ(Bn)
)
= lim
n
n∑
i=1
ln
(
µ(Ki)
) ≥ −∑
i
ε2−i = ln
(
e−ε
)
,
we obtain µ(K) ≥ e−ε, which means that µ is tight. Alternatively, Theorem 3.19
could be used to obtain, directly, the extension to an inner measure, which is
necessarily tight.
In the previous Proposition 3.24, the existence of a countable basis for each
topological space Ωi was used only to ensure that the product probability mea-
sure is defined on the whole Borel σ-algebra B(Ω). If the topological space Ω
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is such that the Borel σ-algebra B(Ω) results the smallest class which contains
all closed sets and is stable under countable unions and intersections then prod-
uct probability measure is defined only on the product σ-algebra
∏
i B(Ωi). If
the topological spaces Ωi are Polish spaces (i.e., complete separable metrizable
spaces) then the tightness assumption on each probability µi is not necessary,
indeed, Proposition 3.9 implies that any Borel probability measure on a Polish
space is tight.
• Remark 3.25. The setting of Proposition 3.24 can be twisted as follows: Sup-
pose that {Sn, n ≥ 1} is an increasing sequence of semi-rings of the Borel
σ-algebra of some topological space Ω such that the union semi-ring S∞ (i.e., S
belongs to S∞ if and only if S belongs to Sn for some finite index n) generates
B(Ω). Denote by An and A∞ the algebras generated by {Sn} and S∞ (i.e., the
classes of finite disjoint unions of elements in the semi-ring). If νn is an addi-
tive finite-valued set function defined on the semi-ring Sn then, as mentioned
early, ν can be extended to an additive finite-valued set function defined the
algebra An. Moreover, if the sequence {νn} satisfies a compatibility condition,
like νn+1(A) = ν(A) for every A in An, then there exists a unique additive
finite-valued set function ν defined on the algebra A∞ such that ν(A) = νn(A)
for every A in An. The tightness assumption can be translated into
∀ε > 0 and ∀A ∈ A∞ there exist B ∈ A∞ and a compact set K,
such that B ⊂ K ⊂ A and ν(ArB) < ε. (3.12)
The point is that if each νn satisfies this tightness (3.12) with (ν, A∞) replaced
with (νn, An) then (1) νn is σ-additive and can be extended to a measure on
the σ-algebra σ(An), and (2) the same argument applies to ν on A∞, i.e., ν is
σ-additive and can be extended to a measure on the σ-algebra σ(A∞) = B(Ω).
The assertion (1) or (2) follows by proving that the additive finite-valued set
function is monotone continuous from below at ∅, as in the proof of Proposi-
tion 3.15, see also Exercise 3.5. It is clear that νn =
∏n
i=1 µi, as in the previous
Proposition 3.24, is the typical example.
Exercise 3.6. Recall that a compact metrizable space is necessarily separable
and so it satisfies the second axiom of countability (i.e., there exists a countable
basis). A topological space Ω is called a Lusin space if it is homeomorphic (i.e.,
there exists a bi-continuous bijection function between them) to a Borel subset of
a compact metrizable space. Certainly, any Borel set in Rd is a Lusin space and
actually, any Polish space (complete separable metrizable space) is also a Lusin
space. Similarly to Proposition 3.24, if {Ωi : i = 1, 2, . . . , n, . . .} is a sequence of
Lusin spaces then verify (1) that the product space Ω =
∏
i Ωi is also a Lusin
space. Let {νn} be a sequence of σ-additive set functions defined on the algebra
An, generated by all cylinder sets of dimension at most n. Verify (2) that νn
can be (uniquely) extended to a measure on the σ-algebra σ(An) generated by
An, and that the particular case of a finite product measures ∏i≤n µi can be
taken as νn. Assume that {νn} is a compatible sequence of probabilities, i.e.,
νn+1(A) = νn(A) for every A in An and νn(Ω) = 1, for every n ≥ 1. Now, prove
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(3) that if each Ωi is a compact metrizable space then there exists a unique
probability measure ν defined on the product σ-algebra
∏
i B(Ωi) such that
ν(A) = νn(A), for every A in the algebra An. Finally, show (4) the same result,
except for the uniqueness, when each Ωi is only a Lusin space. In probability
theory, this construction is referred to as Daniell-Kolmogorov Theorem, e.g., see
Rogers and Williams [97, Vol 1, Sections II.3.30-31, pp. 124–127].
• Remark 3.26. If should be clear that the choice of the natural index i = 1, 2, . . .
is unimportant in Proposition 3.24, what really count is to have a denumerable
index set I. Indeed, for any cylinder sets of the form B =
∏
i∈I Bi, where Bi ∈
Bi, i ∈ I and Bi = Ωi, i 6∈ J with J ⊂ I, finite, we can use µ(B) =
∏
i∈J µi(Bi)
to define the infinite product probability measure µ =
∏
i∈I µi. Actually, the
same argument remains valid for uncountable index sets (see next Exercise), and
the construction of the infinite product of probability on the product σ-algebra
can be accomplished without any topological assumptions, e.g., see Halmos [57,
Section VII.38, pp. 157–160]. However, product σ-algebra becomes too small
for an uncountable product of topological spaces.
Exercise 3.7. In a product space Ω =
∏
i∈I Ωi the projection mappings piJ :
Ω → ΩJ =
∏
i∈J Ωj are defined as piJ
(
(ωi : i ∈ I)
)
= (ωi : i ∈ J), for any
subindex J of I. Assume that the index I is uncountable, first (1) prove that a
set A belongs to the product σ-algebra of the uncountable product space Ω if and
only if for some countable subset J of indexes the projection piJ(A) belongs to the
product σ-algebra of the countable product space ΩJ and piIrJ(A) = ΩIrJ . Next
(2) show that Proposition 3.24 can be extended to the case of an uncountable
product of probability spaces. Finally, (3) discuss how to extend Remark 3.25
and Exercise 3.6 to the uncountable case.
Given a measure space (Ω,F , µ), every atom A of F is not necessarily rele-
vant for µ, only those with positive measure count. Thus, an atom on (Ω,F , µ)
is a measurable set A ∈ F satisfying (1) µ(A) > 0 and (2) any B ∈ F with
B ⊂ A is such that µ(B) = 0 or µ(ArB) = 0. Moreover, atoms A and B such
µ
(
(A r B) ∪ (B r A)) = 0 are considered equals, i.e., atom becomes a family
[A] ⊂ F of sets (equal almost everywhere) which are considered as single sets.
Thus, for any measurable set F such that 0 < c < µ(F ) < ∞ there is at most
a finite family of atoms A ⊂ F satisfying c ≤ µ(A) ≤ µ(F ). Moreover, if µ is
σ-finite then there are no atoms of infinite measure and there is only countable
many atoms with finite measure. If {An} is the sequence (possible finite or
empty) of all atoms with finite measure then B 7→ µa(B) =
∑
n µ(An ∩ B) is
the atomic or discrete part of µ and B 7→ µc(B) = µ(B r
⋃
nAn) is a measure
without any atoms. It is possible to show that for any ε > 0 and any F ∈ F
with µ(F ) <∞ there exists a finite partition {Fi : i = 1, . . . , k} of F such that
either µ(Fi) ≤ ε or Fi is an atom with µ(Fi) > ε, e.g., see Neveu [87, Exercise
I.4.3, p. 18] or Dunford and Schwartz [40, Vol I, Lemma IV.9.7, pp. 308-309].
Exercise 3.8. Formalize the previous comments, e.g., (1) prove that for any
measurable set F such that 0 < c < µ(F ) < ∞ there is at most a finite family
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of atoms A ⊂ F satisfying c ≤ µ(A) ≤ µ(F ); and, assuming that µ is σ-finite,
(2) deduce that there are no atoms of infinite measure and there is a countable
family (possible finite or empty) containing all atoms, moreover (3) discuss in
some details the existence of the partition {Fi : i = 1, . . . , k}.
Sometimes, we prefer to skip the whole previous Chapter 3 on measures
and topology, and as a consequence, we are forced to establish formula (3.11)
directly for the Lebesgue measure µ = m. Thus, at this point, the reader
may benefice of reconstructing the key elements necessary to obtain the inf and
sup expressions of (3.11) for the Lebesgue measure (e.g., in Rd with d = 1 to
simplify) without a direct reference to Chapter 3. However, the treatment of
the product measure based on Theorem 3.22 is rarely presented in this way, it is
customary to construct the product measure later, together with the integration
on product spaces, where the σ-additivity is easily shown.
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Integration Theory
Recall that a simple function ϕ : Ω → R is a measurable functions assuming
a finite number of values, i.e., a linear (finite with real coefficients) combina-
tion of characteristic functions. Any simple function has a standard repre-
sented as ϕ(x) =
∑n
i=1 ai1Ei(x), with ai 6= aj for i 6= j and {Ei} a finite
sequence of disjoint measurable sets. Denote by S = S(Ω,F) the set of all
simple functions on a measurable space (Ω,F). Clearly S is stable under the
addition, multiplication, max (∨) and min (∧), i.e., if ϕ,ψ ∈ S and a, b ∈ R then
aϕ + bφ, ϕψ, ϕ ∨ ψ,ϕ ∧ ψ ∈ S. Also, we have seen in Theorem 1.9, that simple
functions can be used to approximate pointwise any measurable function.
Once a measure space (Ω,F , µ) has been given, it is clear that for any mea-
surable set F we should assign the value µ(F ) as the integral of the characteristic
function 1F . Then, by imposing linearity, for a simple function ϕ(x) we should
have ∫
Ω
ϕ(x)µ(dx) =
n∑
i=1
aiµ
(
ϕ−1({ai})
)
,
under the convention that the sum is possible, i.e., we set a×(+∞) = 0 if a = 0,
a× (±∞) = ±∞ if a > 0, a× (±∞) = ∓∞ if a < 0, and the case ±∞∓∞ is
forbidden. Hence, we can approximate any nonnegative measurable function f
by an increasing sequence of simple functions to have
lim
n
∫
Ω
f1f<2n dµ = lim
n
22n−1∑
k=0
k2−nµ
(
f−1([k2−n, (k + 1)2−n[)
)
,
which is always meaningful, and then writing f = f+− f− we treat the general
case. Details of these arguments follow.
4.1 Definition and Properties
Let (Ω,F , µ) be a measurable space. If ϕ : Ω→ [0,∞) is a simple function with
standard represented as ϕ(x) =
∑n
i=1 ai1Ei(x), with ai 6= aj for i 6= j and {Ei}
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a finite sequence of disjoint measurable sets, then we define the integral of ϕ
over Ω with respect to the measure µ as∫
Ω
ϕdµ =
∫
Ω
ϕ(ω)µ(dω) =
∫
Ω
ϕ(ω) dµ(ω) =
n∑
i=1
aiµ(Fi),
under the only convention 0× (+∞) = 0, since ϕ ≥ 0.
Proposition 4.1. If ϕ and ψ are nonnegative simple functions then
(a)
∫
Ω
cϕdµ = c
∫
Ω
ϕdµ, ∀c ≥ 0,
(b)
∫
Ω
(ϕ+ ψ) dµ =
∫
Ω
ϕdµ+
∫
Ω
ψ dµ,
(c) if ϕ ≤ ψ, then
∫
Ω
ϕdµ ≤
∫
Ω
ψ dµ (monotony),
(d) the function A→
∫
A
ϕdµ is a measure on F .
Proof. The property (a) follows directly from the definition of the integral.
To check the identity (b) take standard representations ϕ =
∑n
i=1 ai1Fi and
ψ =
∑m
j=1 bj1Gj . Since Fi =
⋃m
j=1 Fi∩Gj and Gj =
⋃n
i=1 Fi∩Gj , both disjoint
unions, the finite additivity of µ implies∫
Ω
(ϕ+ ψ) dµ =
∫
Ω
m∑
j=1
n∑
i=1
(ai + bj)1Fi∩Gj dµ =
=
m∑
j=1
n∑
i=1
(ai + bj)µ(Fi ∩Gj) =
=
m∑
j=1
n∑
i=1
aiµ(Fi ∩Gj) +
m∑
j=1
n∑
i=1
bjµ(Fi ∩Gj) =
=
n∑
i=1
aiµ(Fi) +
m∑
j=1
bjµ(Gj) =
∫
Ω
ϕdµ+
∫
Ω
ψ dµ.
as desired.
To show (c), if ϕ ≤ ψ then ai ≤ bj each time that Fi ∩ Fj 6= ∅, hence∫
Ω
ϕdµ =
m∑
j=1
n∑
i=1
aiµ(Fi ∩Gj) ≤
m∑
j=1
n∑
i=1
bjµ(Fi ∩Gj) =
∫
Ω
ψ dµ.
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For (d), we have to prove only the countable additivity. If {Aj} are disjoint
and A =
⋃∞
j=1Aj then∫
A
ϕdµ =
n∑
i=1
aiµ(A ∩ Fi) =
n∑
i=1
∞∑
j=1
aiµ(Aj ∩ Fi) =
=
∞∑
j=1
n∑
i=1
aiµ(Aj ∩ Fi) =
∞∑
j=1
∫
Aj
ϕdµ,
and we conclude.
Definition 4.2. If f is a nonnegative measurable function then we define the
integral of f of Ω with respect to µ as∫
Ω
f dµ = sup
{∫
Ω
ϕdµ : ϕ simple, 0 ≤ ϕ ≤ f
}
,
which is nonnegative and perhaps +∞. If f is a measurable function with valued
in [−∞,+∞], writing f = f+ − f−, then∫
Ω
f dµ =
∫
Ω
f+ dµ−
∫
Ω
f− dµ <∞,
whenever the above expression is defined (i.e., ±∞∓∞ is not allowed), and in
this case f is called quasi-integrable. If both integrals are finite then we say that
f is integrable.
By means of the previous proposition, part (c), implies that both definitions
agree on simple functions, and parts (a) and (c) remain valid if ϕ = f and ψ = g
for any integrable functions. To check the linearity, we use the following result.
Since f+, f− ≤ |f | = f+ + f−, given a measurable functions f, we deduce that
f is integrable if and only if |f | is integrable.
Sometimes, an integrable function (as above, with finite integral) is called
summable, while a quasi-integrable function (as above, with possible infinite
integral) is called integrable.
We keep the notation∫
A
f dµ =
∫
Ω
f 1A dµ, ∀A ∈ F
and the inequality
c µ
({|f | ≥ c}) ≤ ∫
Ω
|f |1{|f |≥c} dµ ≤
∫
Ω
|f |dµ, ∀c ≥ 0,
shows that if f is integrable then the set {|f | ≥ c} has finite µ-measure, for
every c > 0, and so the set {f 6= 0} is σ-finite. On the other hand, a measurable
function f is allowed to assume the values +∞ and −∞, but an integrable
function is finite almost everywhere, i.e., µ
({|f | =∞}) = 0.
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• Remark 4.3. Instead of initially defining the integral for nonnegative simple
functions with the convention 0∞ = 0, we may consider only (nonnegative)
integrable simple functions in Proposition 4.1. In this case, only (nonnegative)
measurable functions which vanish outside of a σ-finite set can be expressed as
a (monotone) limit of integrable (nonnegative) integrable simple functions, see
Proposition 1.9.
A key point is the monotone convergence
Theorem 4.4 (Beppo Levi). If {fn} is a monotone increasing sequence of
nonnegative measurable functions then∫
Ω
lim
n
fn dµ = lim
n
∫
Ω
fn dµ or
∫
Ω
(
sup
n
fn
)
dµ = sup
n
{∫
Ω
fn dµ
}
.
Proof. Since fn ≤ fn+1 for every n, the limiting function f is defined as taking
values in [0,+∞] and the monotone limit of the integral exists (finite or infinite).
Moreover∫
Ω
fn dµ ≤
∫
Ω
f dµ and lim
n→∞
∫
Ω
fn dµ ≤
∫
Ω
f dµ.
To check inverse inequality, for every α ∈ (0, 1) and every simple function ϕ such
that 0 ≤ ϕ ≤ f define Fn = {x : fn(x) ≥ αϕ(x)}. Thus {Fn} is an increasing
sequence of measurable sets with
⋃
n Fn = Ω and∫
Ω
fn dµ ≥
∫
Fn
fn dµ ≥ α
∫
Fn
ϕ dµ.
By means of Proposition 4.1, part (d), and the continuity from below of a
measure, we have
lim
n
∫
Fn
ϕdµ =
∫
Ω
ϕdµ, and lim
n→∞
∫
Ω
fn dµ ≥ α
∫
Ω
ϕ dµ.
Since this holds for any α < 1, we can take α = 1. Taking the sup in ϕ we
deduce
lim
n
∫
Ω
fn dµ ≥
∫
Ω
f dµ,
as desired inequality.
The additivity follows from Beppo Levi Theorem, i.e., if {fn} is a finite or
infinite sequence of nonnegative measurable functions and f =
∑
n fn then∫
Ω
f dµ =
∑
n
∫
Ω
fn dµ.
Indeed, first for any two functions g and h, we can find two monotone increasing
sequences {gn} and {hn} of nonnegative simple functions pointwise convergent
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to g and h. Thus {gn + hn} is a monotone increasing sequence pointwise con-
vergent to g + h, and by means of Theorem 4.4∫
Ω
(g + h) dµ = lim
n
∫
Ω
(gn + hn) dµ = lim
n
∫
Ω
gn dµ+ lim
n
∫
Ω
hn dµ =
=
∫
Ω
g dµ +
∫
Ω
hdµ.
Hence, by induction we deduce∫
Ω
( m∑
n=1
fn
)
dµ =
m∑
n=1
∫
Ω
fn dµ,
and applying again Theorem 4.4 as m→∞ follows the desired equality.
• Remark 4.5. Because the integral is unchanged when the integrand is modified
in a negligible set, the results of Beppo Levi Theorem 4.4 remain valid for
an almost monotone sequence {fn}, i.e., when fn+1 ≥ fn a.e., of measurable
functions non necessarily nonnegative, but such that f−1 is integrable.
Based on the monotone convergence, we deduce two results on the passage
to the limit inside the integral. First, Fatou lemma or lim inf convergence
Theorem 4.6 (Fatou). If {fn} is a sequence of nonnegative measurable func-
tions then∫
Ω
lim inf
n
fn dµ ≤ lim inf
n
∫
Ω
fn dµ.
Proof. For each k we have that infn≥k fn ≤ fj for every j ≥ k, which implies
that ∫
Ω
inf
n≥k
fn dµ ≤
∫
Ω
fj dµ and
∫
Ω
inf
n≥k
fn dµ ≤ inf
j≥k
∫
Ω
fj dµ.
Hence, applying Theorem 4.4 as k →∞ we have∫
Ω
lim inf
n
fn dµ =
∫
Ω
lim
k
inf
n≥k
fn dµ = lim
k
∫
Ω
inf
n≥k
fn dµ ≤ lim inf
n
∫
Ω
fn dµ,
i.e., the desired result.
Secondly, Lebesgue or dominate convergence
Theorem 4.7 (Lebesgue). Let {fn} be a sequence of measurable functions such
that there exists an integrable function g satisfying |fn(x)| ≤ g(x), for every x
in Ω and any n. Then the functions f = lim supn fn and f = lim infn fn are
integrable and∫
Ω
f dµ ≤ lim inf
n
∫
Ω
fn dµ ≤ lim sup
n
∫
Ω
fn dµ ≤
∫
Ω
f dµ. (4.1)
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In particular,
lim
n
∫
Ω
fn dµ =
∫
Ω
f dµ.
provided f = f = f, i.e., fn converges pointwise to f.
Proof. First, note that the condition |fn(x)| ≤ g(x) (valid also for the limit f
or f) implies that fn (and the limit f or f) is integrable. Next, apply Fatou
lemma to g + fn and g − fn to obtain∫
Ω
(g + f) dµ ≤ lim inf
n
∫
Ω
(g + fn) dµ
and
lim sup
n
∫
Ω
(g + fn) dµ ≤
∫
Ω
(g + f) dµ,
Finally, using the fact that g is integrable, we deduce (4.1), which implies the
desired equalities.
• Remark 4.8. We could re-phase the previous Theorem 4.7 as follows: If {fn}
and {gn} are sequences of measurable functions satisfying |fn| ≤ gn, a.e. for
any n, and
gn → g a.e. and
∫
Ω
gn dµ→
∫
Ω
g,dµ <∞,
then the inequality (4.1) holds true. Indeed, applying Fatou lemma to gn + fn
we obtain∫
Ω
(g + f) dµ =
∫
Ω
lim inf
n
(gn + fn) dµ ≤
≤ lim inf
n
∫
Ω
(gn + fn) dµ =
∫
Ω
g dµ+ lim inf
n
∫
Ω
fn dµ,
which yields the first part of the inequality (4.1), after simplifying the (finite)
integral of g. Similarly, by using gn − fn, we conclude.
In the above presentation, we deduced Fatou and Lebesgue Theorems 4.6
and 4.7 from Beppo Levi Theorem 4.4, actually, from any one of them, we can
obtain the other two.
In the previous arguments, we have followed Lebesgue’s recipe to extend
the definition of the integral, i.e., assuming the integral defined for any simple
function we extend its definition to measurable functions with finite integral.
Alternatively, we may use the Daniell-Riesz approach, namely, assuming the
integral defined for step functions we extend its definition to a larger class of
functions, see Exercises 4.4, 4.5, 4.6 and 4.22 (later on). In this context, a real-
valued step function ϕ has the form ϕ =
∑n
i=1 ri1Ei , with Ei in E , where E
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is a semi-ring covering the whole space Ω, i.e., such that Ω =
⋃
i Ωi, for some
sequence {Ωi} in E . The set of all step functions E forms a vector lattice space,
where the integral is naturally defined. The intrinsic difference is that to define
the integral for any simple function we need a measure µ defined on a σ-algebra,
while to define the integral for any step function we only need a (finite) measure
µ defined on a semi-ring, covering the whole space. In this case, instead of
Definition 4.2, we define the superior integral∫
Ω
f dµ = inf
{
lim
n
∫
Ω
fn dµ : lim
n
fn ≥ f, fn ≤ fn+1 ∈ E
}
and the inferior integral∫
Ω
f dµ = −
∫
Ω
(−f) dµ,
where f is any extended real-valued function, {fn} is any monotone increasing
sequence in E, and the inequality is considered pointwise everywhere. If∫
Ω
f dµ =
∫
Ω
f dµ <∞
then the function f is called integrable.
Some serious work is needed to show the linearly of the integral and even
more to obtain the three convergence theorems, in particular, a delicate point
is to study the concept of sets of zero-measure. In Daniell-Riesz approach, we
bypass the Caratheodory’s construction of the measure µ, and we construct
first the integral, and a posteriori, we obtain a measure define on the σ-algebra
generated by the integrable sets, i.e., subsets A of Ω such that 1A is an integrable
function. For instance, the interested reader may take a look at the book by
Royden [98, Chapter 4].
Exercise 4.1. Let (Ω,F , µ) be a measure space.
(1) Show that if f is an integrable function and N is a set of measure zero then∫
N
fdµ = 0.
(2) Prove that if f is a strictly positive integrable function and E is a measurable
set such that∫
E
fdµ = 0
then E is a set of measure zero.
(3) Suppose that an integrable function f satisfies∫
E
fdµ = 0,
for every measurable set E, deduce that f = 0 a.e.
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(4) If f is a measurable function and g is an integrable function such that |f | ≤ g
a.e., then f is also an integrable function.
• Remark 4.9. As mentioned early, the use of the concept “almost everywhere”
for a pointwise property in a measure space (Ω,F , µ) is very import, essentially,
insisting in a pointwise property could be unwise. For instance, the statement
f = 0 a.e. means strictly speaking that the set {x : f(x) 6= 0} belongs to F
and µ({x : f(x) 6= 0}) = 0, but it also could be understood in a large sense as
requiring that there exists a set N in F such that µ(N) and f(x) = 0 for every x
in ΩrN. Thus, the large sense refers to the strict sense when (F , µ) is complete
and certainly, both concepts are the same if the measure space (Ω,F , µ) is
complete. Sometimes, we may build-in this concept inside the definition of the
integral by adding the condition almost everywhere, i.e., using∫
Ω
f dµ = sup
{∫
Ω
ϕdµ : ϕ simple, 0 ≤ ϕ ≤ f a.e.
}
as the definition of integral (where the a.e. inequality is understood in the large
sense) for any nonnegative “almost” measurable function, i.e., any function f
such that there exist a negligible set N and a nonnegative measurable function
g such that f(x) = g(x), for every x in the complement N c. Therefore, parts (1)
and (2) of the Exercise 4.1 are necessary to prove that the above definition of
integral (with the a.e. inequality) is indeed meaningful and non-ambiguous.
Exercise 4.2. Give examples of sequences {fn} of real-valued measurable func-
tions satisfying one following conditions (a) {fn} is pointwise decreasing to 0,
but the integral of fn does not converges to 0; (b) fn ≥ 0 is integrable for every n
and the inequality in Fatou’s Lemma holds strictly; (c) the integral of fn ≤ 0 is
a bounded numerical sequence, fn converges pointwise to an integrable function
f, but the integral of fn does not converges to the integral of f.
Exercise 4.3. Given a nonnegative measurable function h on a measure space
(Ω,F , µ), define the set function
λ(A) =
∫
A
hdµ, ∀A ∈ F .
Prove that λ is a measure and that∫
Ω
fdλ =
∫
Ω
fhdµ,
for every nonnegative measurable function f .
Exercise 4.4. Let E be a semi-ring of measurable space (Ω,F) and E be the
space of E-step functions, i.e., functions of the form ϕ = ∑ni=1 ri1Ei , with Ei
in E and ri in R. (1) Verify that E is a vector lattice and any R-step function
belongs to E, where R is the ring generated by E . Given an additive and finite
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measure µ on E we define the integral for functions in E by the formula
I(ϕ) =
n∑
i=1
riµ(Ei), if ϕ =
n∑
i=1
ri1Ei .
(2) Prove that µ is σ-additive on E if and only if for any decreasing sequence
{ϕk} in E such that ϕk(x) ↓ 0 for every x, we have I(ϕk) ↓ 0.
Exercise 4.5. Let E be a semi-ring of measurable sets in a measure space
(X,F , µ), and E be the class of E-step functions, see Exercise 4.4. Suppose that
any function ϕ in E is integrable and define
I(ϕ) =
∫
Ω
ϕdµ,
A subset N of X is called a I-null or I-negligible set if there exists a increasing
sequence {ϕk} ⊂ E and a constant C such that (a) ϕk(x) ↑ +∞ for every x in
N and (b) I(ϕk) ≤ C, for every k ≥ 1.
(1) Prove that (a) if ϕ ∈ E with ϕ ≥ 0 outside of a I-null set then I(ϕ) ≥ 0, and
(b) if ϕ ∈ E with ϕ ≥ 0 and I(ϕ) = 0 then ϕ = 0 outside of a I-null set.
(2) Show that a set N is I-null if and only if for every ε > 0 there exists a
sequence {Ek} in E such that (a) N ⊂
⋃
k Ek and (b)
∑
k I(1Ek) < ε.
Exercise 4.6. Let E be a vector lattice of real-valued function defined on X
and I : E → R be a linear and monotone functional satisfying the condition:
if {ϕn} is a decreasing sequence in E such that ϕn(x) ↓ 0 for every x in X,
then I(ϕ) ↓ 0. A functional I as above is called a pre-integral or a Daniell
integral (functional) on E. Now, let E¯ be the semi-space of extended real-valued
functions which can be expressed as the pointwise limit of a monotone increasing
sequence of functions in E. Verify that repeating this procedure does not add
more functions, i.e., any pointwise limit of a monotone increasing sequence of
functions in E¯ is a function in E¯. Moreover, also verify that if ϕ and ψ belong
to E¯ and c is a positive real number then ϕ+ cψ, ϕ ∧ ψ and ϕ ∨ ψ belong to E¯.
(1) Define I-null sets and prove assertion (1) as in Exercise 4.5, with E replaced
with E¯, i.e., (a) if {ϕn} is an increasing sequence in E such that limn ϕn(x) < 0
on a I-null set then limn I(ϕn) ≥ 0, and (b) if {ϕn} is an increasing sequence in
E such that limn ϕn ≥ 0 and limn I(ϕn) = 0 then limn ϕn = 0 except in a I-null
set. Similarly, show that a countable union of I-null sets is a I-null set.
(2) Prove that the limit I(ϕ) = limn I(ϕn) if ϕ = limn ϕn provides a unique
extension of I as a semi-linear mapping from E¯ into (−∞,∞], i.e., (a) for any
two increasing sequences {ϕn} and {ψn} in E pointwise convergent to ϕ and ψ
with ϕ ≤ ψ we have limn I(ϕn) ≤ limn I(ψn), and (b) for every ϕ,ψ in E¯ and c
in [0,∞) we have I(ϕ+ cψ) = I(ϕ) + cI(ψ), under the convention that 0∞ = 0.
Also show the monotone convergence, i.e., if {ϕ¯n} is an increasing sequence of
functions in E¯ then I(limn ϕ¯n) = limn I(ϕ¯n). How about if the sequence {ϕ¯n}
is increasing only outside of a I-null set?
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(3) Check that if ϕ belongs to E¯ and I(ϕ) < ∞ then ϕ assumes (finite) real
values except in a I-null set. A function f belongs to the class L+ if f is equal,
except in a I-null set, to some nonnegative function ϕ in E¯. Next, verify that I
can be uniquely extended to L+, by setting I(f) = I(ϕ).
(4) The class L of I-integrable functions is defined as all functions f that can
be written in the form f = g − h (except in a I-null set) with g and h in E¯
satisfying I(g) + I(h) < ∞; and by linearity, we set I(f) = I(g) − I(h). Verify
that (a) I is well-defined on L, (b) L is vector lattice space, and (c) I is a linear
and monotone. Moreover, show that any function in L is (except in a I-null
set) a pointwise decreasing limit of a sequence {fn} of functions in E¯ such that
|I(fn)| ≤ C < ∞, for every n. Furthermore, prove that f belongs to L if and
only if f+ and f− belong to L+ with I(f+) + I(f−) < ∞. A posteriori, we
write f = f+ − f− with f± in L+ and if either I(f+) or I(f−) is finite then
I(f) = I(f+)− I(f−), which may be infinite.
(5) Show that if f = f+− f− with f+ and f− belonging to L+ and I(f−) <∞
then for every ε > 0 there exist two functions g and h in E¯ satisfying f = g− h,
except in a I-null set, h ≥ 0 and I(h) < ε. Moreover, deduce a Beppo Levi
monotone convergence result, i.e., if {fk} is a sequence of nonnegative (except
in a I-null set) functions in L then
∑
k I(fk) = I
(∑
k fk
)
, in particular, if∑
k I(fk) <∞ then
∑
k fk belongs to L.
Hint: the identities g ∧ h = (g + h− |h− g|)/2, g ∨ h = (g + h+ |h− g|)/2 and
|h− g| = g ∨ h− g ∧ h may be of some help.
Exercise 4.7. On a measurable space (Ω,A), let f be a nonnegative measur-
able, µ be a measure and {µn} be a sequence of measures. Prove that (1) if
lim infn µn(A) ≥ µ(A), for every A ∈ A then∫
Ω
fdµ ≤ lim inf
n
∫
Ω
fdµn,
(2) if limn µn(A) = µ(A), for every A in A and µn(A) ≤ µn+1(A), for every A
in A and n, then∫
Ω
fdµ = lim
n
∫
Ω
fdµn.
Finally, along the lines of the dominate convergence, what conditions we need
to impose on the sequence of measure to ensure the validity of the above limit?
Hint: use the monotone approximation by simple functions given in Proposi-
tion 1.9, e.g., see Dshalalow [36, Section 6.2, pp. 312–326] for more comments
and details.
Exercise 4.8. Let (X,X , µ) be a measure space, (Y,Y) be a measurable space
and ψ : X → Y be a measurable function. Verify that the set function µψ :
B 7→ µ(ψ−1(B)) is a measure on Y, called image measure. Prove that∫
X
g
(
ψ(x)
)
µ(dx) =
∫
Y
g(y)µψ(dy),
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for every nonnegative measurable function g on (Y,Y). In particular, if ψ is also
bijective with measurable inverse then∫
X
f(x)µ(dx) =
∫
Y
f
(
ψ−1(y)
)
µψ(dy),
for every nonnegative measurable function f on (X,X ).
The reader may take a look at Taylor [114, Chapter 5, 226–280].
4.2 Cartesian Products
First, it is clear that we can change the values of an integrable function in a set
of measure zero without any changes in its integral, however, we need to know
that the resulting function is measurable, e.g., we should avoid the situation
g = f1Nc , where N is a nonmeasurable subset of a set of measure zero. In
other words, it is convenient to assume that the measure space is complete (or
complete it if necessary), see also Remark 4.9.
Let (X,X , µ) be a σ-finite measure space and (Y,Y) be a measurable space.
A function ν : X×Y → [0,+∞] is called a σ-finite regular transition measure if
(a) the mapping x→ ν(x,B) is X -measurable for every B ∈ Y,
(b) the mapping B → ν(x,B) is a measure on Y for every x ∈ X,
(c) there exists increasing sequences {Xn} ⊂ X and {Yn} ⊂ Y such that⋃∞
n=1Xn = X,
⋃∞
n=1 Yn = Y,
ν(x, Yn) <∞, ∀x ∈ X,
∫
Xn
µ(dx) ν(x, Yn) <∞, ∀n. (4.2)
If µ(X) = 1 and ν(x, Y ) = 1 for every x ∈ X then ν is called a transition
probability measure. The qualification regular is attached to the condition (b), a
non regular transition measure would satisfy almost everywhere the σ-additivity
property, i.e., besides the condition ν(x, ∅) = 0, for every sequence of disjoint
set {Bk} ⊂ Y there exists a set A in X with µ(A) = 0 such that ν(x,
∑
k Bk) =∑
k ν(x,Bk), for every x in X rA.
Note the following two particular cases: (1) ν(x,B) = ν(B) independent of
x, for a given σ-finite measure ν on Y, and (2) ν(x,B) = ∑∞k=1 ak(x)1fk(x)∈B ,
for sequences {ak} and {fk} of measurable functions ak : X → [0,∞) and
fk : X → Y, i.e., a sum of Dirac measures ν =
∑
k ak(x)δfk(x). Remark that,
for the case (2), the assumptions on transition measure ν are equivalent to the
measurability of the functions ak and fk, for every k.
For any E ⊂ X × Y and any x ∈ X, we define the sections as the sets
Ex = {y ∈ Y : (x, y) ∈ E} ⊂ Y (similarly Ey, by exchanging X with Y ). Note
that (E ∪F )x = Ex ∪Fx and (ErF )x = ExrFx, but we may have E ∩F = ∅
with Ex ∩Fx 6= ∅. Recall that the product σ-algebra X ×Y is generated by the
semi-algebra of rectangle A×B with A ∈ X and B ∈ Y.
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Proposition 4.10. Let ν(·, ·) be a σ-finite regular transition measure from σ-
finite measure (X,X , µ) into (Y,Y) as above, and let E be a set in the product
σ-algebra X × Y. Then (a) all sections are measurable, i.e., Ex ∈ Y, for every
x ∈ X; (b) the mapping x 7→ ν(x,Ex) is X -measurable and (c) the mapping
E → (µ× ν)(E) =
∫
X
µ(dx) ν(x,Ex), ∀E ∈ X × Y
is a σ-finite measure, in particular the expression
(µ× ν)(A×B) =
∫
A
ν(x,B)µ(dx), ∀A ∈ X , B ∈ Y,
uniquely determines the values of the product measure µ× ν.
Proof. First remark that for any E = A × B the sections satisfy Ex = B if
x ∈ A and Ex = ∅ if x /∈ A. Hence ν(x,Ex) = 1A ν(x,B), for any rectangle E
and with the convention that 0∞ = 0.
Take increasing sequences {Xn} ⊂ X and {Yn} ⊂ Y as in (4.2). It is clear
that if the conditions (a) and (b) hold for E ∩ (Xn×Yn) instead of E, for every
n, then they should be valid for E. Thus we may assume
ν(x, Y ) <∞, ∀x ∈ X,
∫
X
µ(dx) ν(x, Y ) <∞,
without any loss of generality.
Let D be the class of sets E in X × Y for which the conditions (a) and (b)
are satisfied. Because (F ∪E)x = Fx ∪Ex and (F rE)x = Fx rEx, the family
D is a λ-class, which contains the pi-class of all rectangle. Hence, a monotone
argument (see Proposition 1.6) shows that D = X × Y.
To check (c), we need to verify that the product µ × ν is σ-additive on
the semi-algebra of measurable rectangle. To this purpose, note that if E =∑∞
k=1Ek, E = A×B and Ek = Ak ×Bk then
1A(x)1B(y) =
∞∑
k=1
1Ak(x)1Bk(y), ∀x, y
Thus, the σ-additivity of the measure ν(x, ·) implies
1A(x)ν(x,B) =
∞∑
k=1
1Ak(x)ν(x,Bk), ∀x ∈ X,
and the monotone convergence (Theorem 4.4) yields∫
A
µ(dx) ν(x,B) =
∞∑
k=1
∫
Ak
µ(dx) ν(x,Bk), ∀A ∈ X , B ∈ Y.
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At this point, either by Proposition 2.11 or repeating the above argument with
any E ∈ X × Y and remarking that 1E(x, y) = 1Ex(y), we deduce
E → (µ× ν)(E) =
∫
X
µ(dx) ν(x,Ex) =
∫
X
µ(dx)
∫
Y
1E(x, y) ν(x, dy),
for every E ∈ X × Y, is a σ-finite measure.
• Remark 4.11. It is clear that in Proposition 4.10 we also proved that the
function y 7→ µ(Ey) is Y-measurable, and if the transition measure ν is actually
a measure on (Y,Y) then we deduce the equality∫
X
ν(Ex)µ(dx) =
∫
Y
µ(Ey) ν(dy), ∀E ∈ X × Y
as expected.
By means of Proposition 1.9, we can approximate a measurable functions
by a pointwise convergence sequence of simple functions to deduce from Propo-
sition 4.10 that if f : X × X → R¯ is a X × Y-measurable function then for
every y in Y, the section function x 7→ f(x, y) is X -measurable. Certainly, we
may replace the extended real R¯ by any separable metric space and use the
approximation given by Corollary 1.10 to deduce that the sections of a product-
measurable functions are indeed measurable. Note that the converse is not valid
in general, i.e., although if a contra-example is not easy to get, we may have
a non measurable subset E of X × Y such that the sections Ex and Ey are
measurable, for every fixed x and y.
Moreover, for any N ∈ X × Y we have (µ × ν)(N) = 0 if and only if its
sections Nx have ν(x, ·)-measure zero, for µ-almost every x, i.e., there exists a set
AN ∈ X such that µ(AN ) = 0 and ν(x,Nx) = 0, for every x ∈ X rAN . Hence,
if (λ,F) is the completion of the product measure µ× ν, and if f : X × Y → R¯
is F-measurable then there exists a X × Y-measurable function f˜ such that
λ({(x, y) : f(x, y) 6= f˜(x, y)}) = 0. Moreover, there exists a set N ∈ X ×Y with
λ(N) = 0 such that f(x, y) = f˜(x, y) for every (x, y) /∈ N. Thus we have
Corollary 4.12. Let (λ,F) be the completion of the product measure µ× ν, as
given by Proposition 4.10. If f : X×Y → R¯ is F-measurable then there exists a
set Af in X with µ(Af ) = 0 such that the function y → f(x, y) is Y-measurable,
for every x ∈ X rAf .
Proof. In view of the approximation by simple functions (see Proposition 1.9),
we need to show the result only for f = 1E with E ∈ F .
Now, for a λ-measurable set E there exists sets E′, N ∈ X × Y such that
(E r E′) ∪ (E′ r E) ⊂ N, i.e., |1E − 1E′ | ≤ 1N . Because ν(x, ·) is σ-finite
regular transition measure, there is an increasing sequence {Yn} ⊂ Y such that
ν(x, Yn) < ∞ for every x ∈ X, for every n. Thus, ν(x, Yn ∩ Ex) < ∞ and
|ν(x, Yn ∩ Ex)− ν(x, Yn ∩ E′x)| ≤ ν(x,Nx), for every n and every x ∈ X. Since
0 = λ(N) =
∫
X
µ(dx) ν(x,Nx) =
∫
X
µ(dx)
∫
Y
1N (x, y)ν(x, dy),
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there exists a set AE ∈ X with µ(AE) = 0 such that ν(x,Nx) = 0 for every
x ∈ X rAE . Hence ν(x,Ex) = ν(x,E′x), for every x /∈ AE .
• Remark 4.13. Recall that the approximation of measurable functions by in-
tegrable simple functions (as in Proposition 1.9) can only be used a in σ-finite
space, i.e., if the space is not σ-finite then there are nonnegative measurable
functions which are nonzero on a non σ-finite set, and therefore, they can not
be a pointwise limit of integrable simple functions. On the other hand, there are
ways of dealing with product of non σ-finite measures, essentially, only σ-finite
measurable sets (i.e., covered by a sequence {Ak × Bk : k ≥ 1} of rectangles
where each Ak and Bk is measurable and the product measure of
⋃
k Ak×Bk is
finite) are considered and the product measure is defined on a σ-ring, instead of
a σ-algebra. The difficulty is the measurability of the mapping x 7→ ν(x,Ex), for
an arbitrary measurable set E on the product space, for instance see Pollard [90,
Section 4.5, pp. 93-95].
Theorem 4.14 (Fubini-Tonelli). Let λ be the completion of the product measure
µ × ν defined in Proposition 4.10 and let f : X × Y → [0,∞] be a X × Y-
measurable (respect., λ-measurable) function. Then (a) the function f(x, ·) is
Y-measurable for every x in X (respect., for µ-almost everywhere x in X); (b)
the function
x 7→
∫
Y
f(x, y) ν(x, dy) is X -measurable
(respect., measurable with respect to the completion of µ); (c) we have∫
X×Y
f(x, y)λ(dx, dy) =
∫
X
µ(dx)
∫
Y
f(x, y) ν(x, dy). (4.3)
Proof. Let E ⊂ X × Y be a λ-measurable set, i.e., there exists E′, N ∈ X × Y
such that (E r E′) ∪ (E′ r E) ⊂ N and (µ × ν)(N) = 0. If f = 1E then
Proposition 4.10 and Corollary 4.12 proves the validity of the assertions for
this particular case, and so for any simple function. Next, we conclude by
approximating f by a monotone sequence of nonnegative simple functions.
If f : X × Y → R¯ is λ-integrable then f takes finite valued outside of a set
N ∈ X × Y with (µ × ν)(N) = 0. Applying (a), (b) and (c) for f+ and f− we
deduce that (1) f(x, ·) is ν(x, ·)-integrable for µ-almost everywhere x in X; (2)
the integral of f(x, y) with respect to ν(x, dy) is µ-integrable; (3) the iterate
integral reproduces the double integral, i.e., (4.3) holds.
In the particular case of a constant transition measure ν(x, ·) = ν(·), we may
consider also ν × µ and we deduce from (4.3) the exchange of the integration
order, i.e.,∫
X×Y
f(x, y)λ(dx,dy) =
∫
X
µ(dx)
∫
Y
f(x, y) ν(dy) =
=
∫
Y
ν(dy)
∫
X
f(x, y)µ(dx),
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for every f either nonnegative and measurable or integrable in the product
space. This is the traditional Fubini-Tonelli Theorem.
• Remark 4.15. Among the assumptions in Fubini-Tonelli Theorem 4.14, the
σ-finiteness of the measures is essential (as in Proposition 4.10), for the product
measure and for the equality of the iterated integrals. A typical contra-example
is the case of the diffuse measure µ (like the Lebesgue measure, which satisfies
µ({x}) = 0 for any point x) and the counting measure ν in [0, 1] (which counts
the points), where∫
X
1D(x, y)µ(dx) = 0, and
∫
Y
1D(x, y)µ(dy) = 1,
for the diagonal D = {(x, y) : x = y ∈ [0, 1]}, X = Y = [0, 1].
It is clear that these arguments extend to a finite product, with suitable
transition measures. The reader may take a look at Ambrosio et al. [3, Chapter
6, pp. 83–118] and Taylor [114, Chapter 7, 324–347].
Exercise 4.9. Let (Ω,F , λ) be a probability measure space and G ⊂ F be a
sub σ-algebra. Suppose that Ω = X ×Y, where (X,X , µ) is another probability
measure space and G is the σ-algebra generated by the projection p from Ω
into X, i.e., G = p−1(X ), and that λ restricted to G coincides with p−1(µ),
i.e., µ(A) = λ(p−1(A)), for every A in X . First, show that a real-valued F-
measurable function f = f(ω) is G-measurable if and only if f is independent
of the variable y, i.e., f(ω) = g(x), for any ω = (x, y). Next, suppose that
ν : X × Y → [0, 1] is a probability transition measure (i.e., ν(x, Y ) = 1 for
every x) such that λ = µ × ν as in Proposition 4.10, and for any nonnegative
F-measurable function f define
ν(f)(ω) =
∫
Y
f(x, y)ν(x, dy), with ω = (x, y) ∈ X × Y = Ω.
Prove that∫
Ω
fgdλ =
∫
Ω
ν(f)gdλ,
for every nonnegative G-measurable function g. In probability terms, ν(f) is
called the conditional expectation of f given G, and the transition measure ν is
a regular conditional probability measure given G.
The converse of the product measure construction (disintegration problem)
is as follows: given a σ-finite measure (λ,F) on a product space Ω = X × Y,
F = X × Y, and a σ-finite measure (µ,X ) on X, we want to find a σ-finite
transition measure ν(x, dy) on X × Y such that λ = µ × ν. The construction
of the transition measure ν(x, dy) is more delicate than one may expect, the
relation
λ(A×B) =
∫
A
ν(x,B)µ(dx), ∀A ∈ X , B ∈ Y
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identify ν(x,B) for µ-almost every x, but it is convenient to have ν(x,B) defined
µ-almost everywhere in x as a (σ-additive) measure for B in Y, instead of just
being µ-almost everywhere defined for each B, i.e, we need to make a selection of
all the possible values of ν(x,B) so that ν(x, ·) results a (σ-additive) measure for
µ-almost every x. For instance, the reader could check the book by Pollard [90,
Section 5.3, pp. 116-118, and Appendix F, pp. 339-346] for a quick treatment
and appropriated references.
Exercise 4.10. Let (X,X , µ) be a complete measure space and (Y,Y) be a
measurable space. Consider a function ν : X × Y → [0,∞] satisfying the
conditions of a σ-finite transition measures, except in a set of µ-measure zero,
e.g., (b) means that the mapping B → ν(x,B) is a measure on Y for almost
every x ∈ X. Give details to show that for any set E in X × Y the function
x 7→ ν(x,Ex) is X -measurable. Next, verify that the product measure µ× ν is
constructed even if (b) is weaken as follows: besides the condition ν(x, ∅) = 0,
for every sequence of disjoint sets {Bk} ⊂ Y there is a µ-null set A such that
ν(x,
∑
k Bk) =
∑
k ν(x,Bk) for every x in X r A. If necessary, make adequate
modifications to Fubini-Tonelli Theorem 4.14 to include this new situation.
4.3 Convergence in Measure
For functions from a measure space into a topological space we may think of
various modes of convergence. For instance, (1) fn → f pointwise a.e. (almost
everywhere) if there exists a set N ∈ F with µ(N) = 0 such that f(x) → f(x)
for every x ∈ Ω rN ; or (2) fn → f pointwise quasi-uniform (quasi-uniformly)
if for every ε > 0 there exists a set Ωε ∈ F with µ(Ω r Ωε) ≤ ε such that
fn(x)→ f(x) uniformly in Ωε. It is clear that (2) implies (1) and the converse
is not necessarily true. Also we have
Definition 4.16. Let (Ω,F , µ) be a measure space and (E,d) be a metric
space. A sequence {fn}, fn : Ω → E, of measurable functions is a Cauchy
sequence in measure (or in probability if µ(Ω) = 1) if for every ε > 0 there exists
n(ε) such that µ({x ∈ Ω : d(fn(x), fm(x)) ≥ ε}) < ε for every n,m ≥ n(ε).
Similarly, fn → f in measure, if for every ε > 0 there exists n(ε) such that
µ({x ∈ Ω : d(fn(x), f(x)) ≥ ε}) < ε for every n ≥ n(ε).
Note that we may use the distance d(x, y) = | arctan(x) − arctan(y)|, for
any x, y in E = [−∞,+∞], when working with extended-valued measurable
functions, i.e., the mapping z 7→ arctan z transforms the problem into real-
valued functions. It is clear that for any sequence {xn} of real numbers we
have xn → x if and only if arctan(xn) → arctan(x), but the usual distance
(x, y) → |x − y| and d(x, y) are not equivalent in R. Actually, consider the
sequence {fn(x) = (x + 1/n)2} on Lebesgue measure space (R,L, `) and the
limiting function f(x) = x2 to check that
`
({x ∈ R : |fn(x)− f(x)| ≥ ε}) = `({x ∈ R : |x+ (1/n)| ≥ nε}) =∞,
[Preliminary] Menaldi November 11, 2016
4.3. Convergence in Measure 109
for every ε > 0 and n ≥ 1, i.e., fn does not converge in measure to f . However, if
gn(x) = arctan
(
fn(x)
)
and g(x) = arctan(x2) then |gn(x)− g(x)| ≤ 1/n, i.e, gn
converges to g uniformly in R. Thus, on the Lebesgue measure space (R,L, `),
we have gn → g in measure, i.e., the convergence in measure depends not only
on the topology given to R, but actually, on the metric used on it. Moreover, as
typical examples of these three modes of convergences in (R,L, `) let us mention:
(a) 1[0,1/n] → 0, (c) 1[n,n+1/n] → 0, and (c) 1[n,n+1] → 0, where the convergence
in (a), (b), (c) is pointwise almost everywhere (but not pointwise everywhere),
the convergence in (a), (b) is also in measure (but (c) does not converge in
measure), the convergence in (a) is also pointwise quasi-uniform (but (b), (c)
does not converge pointwise quasi-uniform).
Exercise 4.11. (a) Verify that if the sequence {fn}, fn : Ω→ E, of measurable
functions is convergent (or Cauchy) in measure, (Z,d
Z
) is a metric space and
ψ : E → Z is a uniformly continuous function then the sequence {gn}, gn(x) =
ψ(fn(x)) is also convergent (or Cauchy) in measure. (b) In particular, if (E, |·|E )
is a normed space then for any sequences {fn} and {gn} of E-valued measurable
functions and any constants a and b we have afn + bgn → af + bg in measure,
whenever fn → f and gn → g in measure. Moreover, assuming that the sequence
{gn} takes real (or complex) values, (c) if the sequences are also quasi-uniformly
bounded, i.e., for any ε > 0 there exists a measurable set F with µ(F ) < ε
such that the numerical series {|fn(x)|E} and {|gn(x)|} are uniformly bounded
for x in F c, then deduce that fngn → fg in measure. Furthermore, (d) if
gn(x)g(x) 6= 0 a.e. x and the sequences {fn} and {1/gn} are also quasi-uniformly
bounded then show that fn/gn → f/g in measure. Finally, (e) verify that if
the measure space Ω has finite measure then the conditions on quasi-uniformly
bounded are automatically satisfied.
For the particular case when E = Rd the convergence in measure means
lim
n
µ
({x ∈ Ω : |fn(x)− f(x)| ≥ ε}) = 0, ∀ε > 0,
and if fn(x) = 1{|x|>n} then fn(x) → 0 for every x in Rd, but `
({x ∈ Rd :
|fn(x)| ≥ ε}
)
= ∞, with the Lebesgue measure `, i.e., the pointwise almost
everywhere convergence does not necessarily yields the convergence in measure.
However, we have
Theorem 4.17. Let (Ω,F , µ) be a measure space, E be a complete metric space
and {fn} be a Cauchy sequence in measure of measurable functions fn : Ω→ E.
Then there exist (1) a subsequence {fnk} such that fnk → f pointwise a.e. and
(2) a measurable function f such that fn → f in measure. Moreover, if fn → g
in measure then g = f a.e.
Proof. Given ε > 0 define X(ε, n,m) = {x ∈ Ω : d(fn(x), fm(x)) ≥ ε} to
see that for ε = 2−1 > 0 we can find n1 such that µ
(
X(ε, n1,m)
)
< ε for
every m ≥ n1. Next, for ε = 2−2 > 0 again, we can find n2 > n1 such that
µ
(
X(ε, n2,m)
)
< ε for every m ≥ n2. By induction, we get nk < nk+1 and
Ak = X(2
−k, nk, nk+1) with µ(Ak) < 2−k, for every k ≥ 1.
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Now, if Fk =
⋃∞
i=k Ai then µ(Fk) ≤
∑∞
i=k 2
−i = 21−k. On the other hand,
if x 6∈ Fk then for any i ≥ j ≥ k we have
d
(
fnj (x), fni(x)
) ≤ i−1∑
r=j
d
(
fnr+1(x), fnr (x)
) ≤ i−1∑
r=j
2−r ≤ 21−k, (4.4)
i.e., {fni(x)} is a Cauchy sequence in E, for every x 6∈ Fk.
Define F =
⋂
k Fk to have µ(F ) ≤ µ(Fk), for every k, i.e., µ(F ) = 0. If x 6∈ F
then x belongs to a finite number of Fk and therefore, because E is complete,
there exists the limit of {fnk(x)}, which is called f(x). If x ∈ F we set f(x) = 0.
Hence fnk → f almost everywhere.
Let i → ∞ in (4.4) to have d(fnk(x), f(x)) ≤ 21−k for every x 6∈ Fk. Since
µ(Fk) ≤ 21−k → 0, we deduce that fnk → f in measure, and in view of the
inclusion
{x : d(fn(x), f(x)) ≥ ε} ⊂ {x : d(fn(x), fnk(x)) ≥ ε/2} ∪
∪ {x : d(fnk(x), f(x)) ≥ ε/2}, ∀ε > 0,
the whole sequence fn → f in measure. Moreover, in view of
{x : d(f(x), g(x)) ≥ ε} ⊂ {x : d(fn(x), g(x)) ≥ ε/2} ∪
∪ {x : d(fn(x), f(x)) ≥ ε/2}, ∀ε > 0,
if fn → g in measure then f = g a.e.
• Remark 4.18. In a measure space (Ω,F , µ), take a measurable set A ∈ F with
0 < µ(A) ≤ 1 and find a finite partition A = ⋃ki=1Ak,i with 0 < µ(Ak,i) ≤
1/k, for every i. If {ak} and {bk} are two sequences of real numbers then
we construct a sequence of functions {fn} as follows: the sequence of integers
{1, 2, 3, . . . , 10, 11, . . .} is grouped as {(1); (2, 3); (4, 5, 6); (7, 8, 9, 10); . . .} where
the k group has exactly k elements, i.e., for any n = 1, 2, . . . , we select first
k = 1, 2, . . . , such that (k − 1)k/2 < n ≤ k(k + 1)/2 and we write (uniquely)
n = (k − 1)k/2 + i with i = 1, 2, . . . , k to define
fn(x) =
{
ak if x ∈ ArAk,i,
bk if x ∈ Ak,i.
Assuming that ak → a as k → ∞ and |bk − a| ≥ c > 0 for any k, we have
µ
({|fn − a| ≥ ε}) = µ(Ak,i) ≤ 1/k ≤ 2/√n for every 0 < ε < c, i.e., fn → f
in measure with f(x) = a for every x. However, for every x ∈ A there exist
i, k such that x ∈ Ak,i and fn(x) = bk, i.e., fn(x) does not converge to f(x).
Moreover, for any given b ≤ a ≤ b, we can choose bk so that lim infn fn(x) = b
and lim supn fn(x) = b, for every x ∈ A.
Sometimes we begin with a known notion of convergence to define closed
sets in a space X. For instance, if we know that the “convergence xn → x”
satisfies the following (Kuratowski) three axioms (1) uniqueness of the limit;
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(2) for very x in X, the constant sequence {x, x, . . .} converges to x; (3) given
a sequence {xn} convergent to x, every subsequence {xn′} ⊂ {xn} converges
to the same limit x; then we can define the open sets in the topology T as the
complement of closed set, where a set C is closed if for any sequence {xn} of
point in C such that xn → x results x in C. Next, knowing the topology T we
have the “convergence xn
T→ x,” i.e., for any open set O (element in T ) with
x ∈ O there exists an index N such that xn ∈ O for any n ≥ N. Actually, this
means that xn
T→ x if and only if for any subsequence {xn′} of {xn} there exists
another subsequence {xn′′} ⊂ {xn′} such that xn′′ → x. Clearly, if xn → x then
xn
T→ x. If the initial convergence xn → x comes from a metric, then we can
verify that xn → x is equivalent to xn T→ x, but, in general, this could be false.
For instance, let (Ω,F , µ) be a measure space with µ(Ω) < ∞, and consider
the space X of real-valued measurable functions (actually, equivalent classes
of functions because we have identified functions almost everywhere equal),
with the almost everywhere convergence xn(ω) → x(ω) a.e. ω. By means of
Theorem 4.17, we see that xn
T→ x if and only if xn → x in measure.
Exercise 4.12. Let (Ω,F , µ) be a measure space, (E, d) a metric space and {fn}
a sequence of measurable functions fn : Ω → E. Show that if {fn} converges
to some function f pointwise quasi-uniform then fn → f in measure. Prove or
disprove the converse.
Let us compare the pointwise almost everywhere convergence with the point-
wise uniform convergence and the convergence in measure. Recall that a Borel
measure means a measure on a topological space Ω such that all Borel sets are
measurable. We have
Theorem 4.19 (Egorov). If µ(Ω) < ∞ then pointwise almost everywhere
convergence implies pointwise quasi-uniform convergence, i.e., if a sequence
{fn} of measurable functions taking values in a metric space (E,d) satisfies
fn(x) → f(x) a.e. in x, then for every ε > 0 there exists an index nε and a
set F ∈ F with µ(F ) < ε such that d(fn(x), f(x)) < ε for every n ≥ nε and
x ∈ F c = Ωr F. Moreover, if µ is a Borel measure then F = O is an open set
of Ω.
Proof. Even if this is not necessary, we first prove that assuming a finite mea-
sure, pointwise almost everywhere convergence implies convergence in mea-
sure. Indeed, given a sequence {fn} and a function f, define X(ε, fn, f) =
{x ∈ Ω : d(fn(x), f(x)) ≥ ε} to check that fn(x) → f(x) if and only if
x 6∈ Fε =
⋂∞
n=1
⋃∞
k=nX(ε, fk, f) for every ε > 0. Since X(ε, fn, f) ⊂ Fε,n =⋂n
k=1
⋃∞
i=kX(ε, fi, f), we have µ
(
X(ε, fn, f)
) ≤ µ(Fε,n), and therefore
lim sup
n
µ
(
X(ε, fn, f)
) ≤ lim
n
µ(Fε,n), ∀ε > 0.
If fn → f pointwise almost everywhere then µ(Fε) = 0 for every ε > 0, and if
also µ is a finite measure then µ(Fε,n)→ µ(Fε) = 0.
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To show the quasi-uniform convergence, let k, n be positive integers and set
Ak(n) =
∞⋃
m=n
{x : d(fm(x), f(x)) ≥ 1/k} = ∞⋃
m=n
X(1/k, fm, f).
It is clear that Ak(n) ⊃ Ak(n + 1) for any k, n, and the almost everywhere
convergence implies that µ(Bk) = 0 with
⋂∞
n=1Ak(n) = Bk. Since µ(Ω) < ∞
we deduce µ(Ak(n)) → 0 as n → ∞. Hence, given ε > 0 and k, choose nk
such that µ(Ak(nk)) < ε2
−k and define F =
⋃∞
k=1Ak(nk). Thus µ(F ) < ε, and
d
(
fn(x), f(x)
)
< 1/k for any n > nk and x /∈ F . This yields fn → f uniformly
on F c.
Finally, if µ is a Borel measure then we conclude by choosing (see Theo-
rem 3.3 an open set O ⊃ F with µ(O) < 2ε.
As mentioned early, if the measure is not finite then pointwise almost ev-
erywhere convergence does not necessarily implies convergence in measure. The
converse is also false. It should be clear (see Exercise 4.12) that quasi-uniform
convergence implies the convergence in measure, so that Theorem 4.19 also af-
firms that if the space has finite measure then pointwise almost everywhere
convergence implies convergence in measure.
Exercise 4.13. Assume that µ(Ω) <∞ and by means of arguments similar to
those of Egorov’s Theorem 4.19, prove (a) if (E, | · |
E
) is a normed space and
the numerical sequence {|fn(x)|E} is bounded for almost every x in Ω then for
every ε > 0 there exists a measurable subset F of Ω such that µ(F ) < ε and the
sequence {|fn(x)|E} is uniformly bounded for any x in F c. Moreover, (b) show
that if E = [−∞,+∞], f(x) = lim supn fn(x) (or f(x) = lim infn fn(x)) and f
(or f) is a real valued (finite) a.e. then for every ε > 0 there exists a measurable
subset F of Ω such that µ(F ) < ε and the lim sup (or lim inf) is uniformly for
x in F c. Moreover, if µ is a Borel measure then F = O is an open set of Ω.
Definition 4.20. A sequence {fn} of (extended) real-valued integrable func-
tions on measure space (Ω,F , µ) is a Cauchy sequence in mean if for every ε > 0
there exists n(ε) such that∫
Ω
|fn(x)− fm(x)|µ(dx) < ε, ∀n,m ≥ n(ε).
Similarly, we define fn → f in mean.
Exercise 4.14. Prove that if a sequence {fn} of (extended) real-valued inte-
grable functions on measure space (Ω,F , µ) converges in mean to f then fn → f
in measure. Moreover, give an example of a sequence of functions defined on
the Lebesgue measure space ([0, 1], `) which converges in measure but it does
not converge in mean.
Exercise 4.15. The assumption that µ(Ω) <∞ is essential in Egorov’s Theo-
rem 4.19. Indeed, let {Ak} be a sequence of disjoint measurable sets such that
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A =
∑
k Ak, µ(A) = ∞ and µ(Ak) → 0. Consider the sequence of measurable
functions fk = 1Ak . Prove that (1) fk → 0 in mean (and in measure, in view of
Exercise 4.14), (2) fk(x)→ 0 for every x, and (3) fk(x)→ 0 uniformly for x in
B if and only if there exists an index n
B
such that B∩Ak = ∅, for every k ≥ nB .
Finally, (4) deduce that {fk} does not converge pointwise quasi-uniform and (5)
make an explicit construction of the sequence {Ak}.
• Remark 4.21. Another consequence of Egorov Theorem 4.19 is the approxima-
tion of any measurable function by a sequence of continuous functions. Indeed,
if µ is a finite Borel measure on Ω and f is µ∗-measurable function with values in
Rd then there exists a sequence {fn} of continuous functions such that fn → f
almost everywhere, see Doob [35, Section V.16, pp. 70-71].
Recall that if µ is a Borel measure on the metric space Ω then µ is defined on
the Borel σ-algebra B = B(Ω), the outer measure µ∗ (induced by µ) is a Borel
regular outer measure, and a subset A of Ω is called µ-measurable to shorter
the expression µ∗-measurable in the Caratheodory’s sense, see Definition 2.4.
As stated in Corollary 3.4, for a Borel measure (recall, where all Borel sets are
measurable, e.g., the Lebesque measure in Rd), for any µ∗-measurable A and for
every ε > 0, there exist an open set O and a closed set C such that C ⊂ A ⊂ O
and µ(O r C) < ε. This last property is relative simple to show when A has a
finite µ∗-measure, but a little harder in the general case.
Theorem 4.22 (Lusin). Let µ be a σ-finite regular Borel measure µ on a metric
space Ω. If ε > 0 and f : Ω → E is a µ-measurable function with values
in a separable metric space E then there exists a closed set C such that f is
continuous on C and µ(Ωr C) < ε.
Proof. Since E is a separable metric space, for every integer i there exists a
sequence {Ei,j} of disjoint Borel sets of diameters not larger that 1/i such that
E =
∑
j Ei,j . By means of Theorem 3.3 and Corollary 3.4 (when µ is a σ-finite
regular Borel measure), there exist a sequence {Ci,j} of disjoint closed sets such
that Ci,j ⊂ f−1(Ei,j) and µ
(
f−1(Ei,j)r Ci,j
)
< 2−i−jε. Hence
µ
(
Ωr
∞⋃
j=1
Ci,j
)
=
∞∑
j=1
µ
(
f−1(Ei,j)r Ci,j
)
< 2−iε,
and there exists an integer n = n(i) such that Ci =
⋃n
j=1 Ci,j and µ(Ωr Ci) <
2−iε. Now, by choosing ei,j in Ei,j , we can define a function gi : Ci → E as
gi(x) = ei,j whenever x belongs to some Ci,j with j = 1, . . . , n. This function
gi is continuous because {Ci,j : j ≥ 1} are closed and disjoint, and the distance
from gi(x) to f(x) is not larger then 1/i. Thus, we have
C =
∞⋂
i=1
Ci =
∞⋂
i=1
n(i)⋃
j=1
Ci,j , µ(Ωr C) < ε,
and gi(x) → f(x) uniformly for every x in C, i.e., the restriction of f to the
closed set C is continuous
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If E = Rd then the restriction of f to C, i.e., f |C : C → Rd, can be extended
to a continuous function h : Ω → Rd, see Tietze’s extension Proposition 0.2.
Thus, Lusin Theorem affirms that there exists a continuous function h such that
µ(f 6= h) < ε. Moreover, the spaces Ω and E may be more general topological
spaces, non necessarily metric spaces.
If Ω is a Polish space or µ is a Radon measure (and Ω is locally compact)
then instead of a closed set C, we can find a compact set K such that f is
continuous on K and µ(ΩrK) < ε.
For instance, the interested reader may consult Bauer [10, Sections 30 and
31, pp 188–216] for more details about convergence of Radon measures.
• Remark 4.23. It should be clear that the requirement of having a σ-finite mea-
sure µ and a separable space E are not really necessary in Lusin Theorem 4.22.
Actually, it suffices to know that the set {x ∈ Ω : f(x) 6= 0} is σ-finite and the
range {f(x) : x ∈ Ω} is separable.
Exercise 4.16. Let Ω and E be two metric spaces. Suppose that µ is a regular
Borel measure on Ω and f : Ω→ E is a µ-measurable function such that for some
e0 in E the set {x ∈ Ω : f(x) 6= e0} is a σ-finite and the range {f(x) ∈ E : x ∈ Ω}
is contained in a separable subspace of E. With arguments similar to those of
Lusin Theorem 4.22, (a) show that for any ε > 0 there exists a close set C such
that f is continuous on C and µ(ΩrC) < ε; and (b) establish that there exists
a Fσ set (i.e., a countable union of closed sets) F such that f is continuous and
µ(F c) = 0. Next (c) deduce that any µ-measurable function as above is almost
everywhere equal to a Borel function. Is there any other way (without using
Lusin Theorem) of proving part (c)?
Exercise 4.17. Given a closed subset F of Rd and a real-valued function f
defined on Rd, what does the assertion “the restriction of f to F is continuous”
actually means, in term of convergent sequences? Let (Rd,L, `) be the Lebesgue
measure space and Ω a measurable subset of Rd. Prove that a function f : Ω→ R
is measurable if and only if for every ε > 0 there exits a closed set F ⊂ Ω such
that f restricted to F is continuous and `(F c) < ε.
Exercise 4.18. Let µ be a Radon measure on a locally compact space X
and f : X → R be a measurable function that vanishes outside a set of finite
measure. Prove that for any ε > 0 there exist a closed set F with µ(F c) < ε
and a continuous function with compact support g such that f = g on F and
if |f(x)| ≤ C a.e. then |g(x)| ≤ C for every x, see Folland [45, Section 7.2, pp.
216–221].
4.4 Almost Measurable Functions
For a given measure space (Ω,F , µ), we denote by L0 = L0(Ω,F ;E) the space of
measurable functions f : Ω→ E, where E is a measurable space. However, once
a measure µ is defined on F and a measure space (Ω,F , µ) is constructed, we
may complete the σ-algebra F to get a complete measure space (Ω,Fµ, µ) and to
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make use of L0(Ω,Fµ;E), also denoted by L0(Ω, µ;E), instead of L0(Ω,F ;E).
If E is a vector space, to check that L0(Ω,F ;E) is indeed a vector space we
need to know that the sum and the scalar multiplication on E are Borel (or
continuous) operations, e.g., when E is topological vector space or when E is
separable metric space of real (or complex) functions. Actually, to facilitate the
understanding of this section, it may be convenient for the student to assume
that E = R or Rn, with the Borel σ-algebra, and perhaps in the second reading,
reconsider more general situations.
Recall that the abbreviation a.e. means almost everywhere, i.e., there exists
a set N (which can be assumed to be F-measurable even if F is not µ-complete)
such that the equality (or in general, the property stated) holds for any point
ω in ΩrN. Thus, assuming that F is complete with respect to µ we have: (a)
if f is measurable and f = g a.e. then g is also measurable; (b) if {fn} are
measurable and fn → f a.e. then f is also measurable. If F is not necessarily
µ-complete then a function f measurable with respect to Fµ, the µ-completion
of F , is called µ-measurable. Now, if ϕ is a µ-measurable simple function then
by the definition of the completion Fµ there exists another F-measurable simple
function ψ such that ϕ = ψ a.e., and since any measurable function is a pointwise
limit of a sequence of simple functions, we conclude that for every µ-measurable
function f there exists a F-measurable function g such that f = g a.e.
Therefore, our interest is to study measurable functions defined (almost ev-
erywhere) outside of an unknown set of measure zero, i.e., f : Ω r N → E
measurable with µ(N) = 0. To go further in this analysis, we use E = Rn,
n ≥ 1 or R = [−∞,+∞], or in general a (complete) metric (or Banach) space E
with its Borel σ-algebra E . Clearly, the case E = Rn, n ≥ 1 is of main interest,
as well as when E is a infinite dimensional Banach space.
We endow L0(Ω,F ;E) with the topology induced by convergence in measure.
This topology does not separate points, so to have a Hausdorff space we are
forced to consider equivalence class of functions under the relation f ∼ g if and
only if there exists a set N ∈ F with µ(N) = 0 and f(ω) = g(ω) for every
ω ∈ Ω r N. Thus, the quotient space L0 = L0/∼ or L0(Ω,F , µ;E) becomes
a Hausdorff topological space with the convergence in measure. Actually, we
regard the elements of L0 as measurable functions defined almost everywhere,
so that even if L0(Ω,F ;E) may not be equal to L0(Ω,Fµ;E), we are really
looking at L0 = L0(Ω,Fµ, µ;E) = L0(Ω, µ;E). Note that for the quotient space
L0 (where the elements are equivalence classes) we may omit the σ-algebra F
from the notation, while for the initial space L0 we may use the whole measure
space (Ω,F , µ). Also if Ω0 is a measurable subset in a measure space (Ω,F , µ)
then we may define the restriction to Ω0, of F and µ to form the measure space
(Ω0,F0, µ0), and for instance, we may talk about functions measurable on Ω0.
Definition 4.24. When the space E is not separable, we need to modify the
concept of measurability as follows: on a measure space (Ω,F , µ) a function
with values in a Borel space (E, E) is called measurable if (a) f−1(B) belongs
to F for every B in E and (b) f(Ω) is contained in a separable subspace of
E. Also, functions measurable with respect to the completion Fµ are called µ-
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measurable. An equivalence class of µ-measurable functions is called an almost
measurable function, which is considered defined only almost everywhere, i.e.,
a function whose restriction to the complement of a null set is a measurable
function. This space L0(Ω,F , µ;E) = L0(Ω,Fµ, µ;E) of E-valued measurable
functions defined almost everywhere is denoted by L0(Ω, µ;E) and by L0, when
the meaning is clear from the context. Certainly, “equality” in L0 means µ-
almost everywhere pointwise equality.
In most of the cases, E is a metric space and E is its Borel σ-algebra. The
imposition of a separable range f(Ω) is rather technical, but very convenient.
Most of the time, we have in mind the typical case of E being a Polish space
(mainly, the extended Rd), so that this condition is always satisfied.
Proposition 4.25. Let (Ω,F , µ) be a measure space and (E,dE) be a metric
space. If f and g are two almost measurable functions from Ω into E, we define
dµ(f, g) = inf
{
r > 0 : µ
({ω ∈ Ω : dE(f(ω), g(ω)) > r}) ≤ r}.
Then (1) the map (f, g) → dµ(f, g) is a metric on L0 = L0(Ω,F , µ;E); (2)
one has dµ(fn, f) → 0 if and only if fn → f in measure; (3) the metric dµ is
complete in L0 whenever dE is complete in E.
Proof. Note that to have dµ(f, g) fully define, we should contemplate the pos-
sibility of having µ
({ω ∈ Ω : dE(f(ω), g(ω)) > r}) =∞ for every r > 0, in this
case, we define dµ(f, g) =∞. Thus, to make a proper distance we could replace
dµ(f, g) with dµ(f, g) ∨ 1, or equivalently re-define
dµ(f, g) = inf
{
r ∈ (0, 1] : µ({ω ∈ Ω : dE(f(ω), g(ω)) > r}) ≤ r},
with the understanding that inf{∅} = 1.
First, we can check that dµ satisfies the triangular inequality and becomes a
metric (or distance) in L0. Now, by definition, there exists a decreasing sequence
rn = rn(f, g) such that rn → dµ(f, g) and µ
({ω ∈ Ω : dE(f(ω), g(ω)) > rn}) ≤
rn, the monotone continuity from below of the measure µ shows that
µ
({ω ∈ Ω : dE(f(ω), g(ω)) > dµ(f, g)}) ≤ dµ(f, g),
i.e., convergence in measure is given as the convergence in the metric dµ. Finally,
we conclude by applying Theorem 4.17.
Consider S0 = S0(Ω,F ;E) ⊂ L0 and S0 = S0(Ω, µ;E) ⊂ L0, the subspaces
of all simple functions, (i.e., measurable functions assuming only a finite number
of values). We may also consider S0(Ω,Fµ;E) if needed. Clearly, S0 is not
closed (nor complete) in L0. For instance, if E is a separable metric space
then Corollary 1.10 shows that for any element f in L0(Ω, µ;E) there exists
a sequence {fn} ⊂ L0(Ω, µ;E) and a null set N such that fn is a measurable
function assuming only a finite number of values (i.e., fn is an almost everywhere
simple function), and dE(fn(ω), f(ω)) decreases to 0 as n → ∞ for every x ∈
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Ω r N. Hence, if µ(Ω) < ∞ then fn → f in measure, i.e., dµ(fn, f) → 0 as
n→∞.
Because it is desirable to approximate any function in L0 by a sequence of
function in S0, we have modified a little the definition of measurable functions
when E is not separable, by adding almost separability of the range. Moreover,
the topology in L0 should be slightly modified, i.e., convergence in measure on
every set of finite measure.
Even when the (complete) metric space E and the σ-algebra F are separable,
the separability of the (complete) metric space L0 is an issue, because some
property of the measure µ are also involved.
• Remark 4.26. If Ω is a Polish space, µ is a regular Borel finite measure and E
is separable, then L0(Ω, µ;E) is separable. Indeed, if Ω is a separable complete
metric space then the arguments in Remark 3.13 can be used to show that
there exists a countable basis of open sets O such that for every ε > 0 and
any Borel set B with finite measure, µ(B) < ∞, there exists O in O satisfying
µ
(
(B r O) ∪ (O r B)) < ε. Hence, if µ(Ω) < ∞ and E is separable metric
space then the space S0 = S0(Ω, µ;E) of simple functions is separable, e.g., the
countable family of simple functions f such that f−1(e) belongs to O for every
e is a dense set. Since S0 is dense in L0, we deduce the separability of L0.
If E is a Banach space (i.e., complete normed space) with norm | · |E then
the function
dµ(f, 0) = inf
{
r > 0 : µ
({ω ∈ Ω : |f(ω)|E > r}) ≤ r}
is not necessarily homogeneous, for instance if f = 1F with F ∈ F then
d(cf, 0)µ = c ∧ µ(F ), for every c ≥ 0. Nevertheless, dµ(cf, 0) ≤ (1 ∨ |c|)dµ(f, 0)
and therefore cf → 0 if f → 0. Moreover, if µ({ω ∈ Ω : f(ω) 6= 0}) < ∞ then
for every ε > 0 there exist δ > 0 such that µ
({ω ∈ Ω : dµ(f(ω), 0) > 1/δ}) < ε
and therefore dµ(cf, 0) ≤ ε whenever |c| < εδ. Thus, besides L0(Ω, µ;E) being
a complete metric space, it is not quite a topological vector space, i.e., the vec-
tor addition is continuous but the scalar multiplication is continuous only on
functions vanishing outside of a set of finite measure.
If E = R then L1(Ω,F , µ) = L1(Ω,F , µ;R) is the vector space of real-valued
integrable functions, where the expression
‖f‖1 =
∫
Ω
|f |dµ
defines a semi-norm, i.e., we need to consider equivalence class of functions
and consider the quotient space L1(Ω, µ) as a subspace of L0(Ω, µ), and ‖ · ‖1
becomes a norm on L1(Ω, µ). It is simple to verify that L1(Ω, µ) is a closed
subspace of the complete space L0(Ω, µ), therefore L1(Ω, µ) is complete, i.e.,
L1(Ω, µ) results a Banach space. Note that if R¯ = [−∞,+∞] then L0(Ω, µ; R¯)
is not necessarily equal to L0(Ω, µ;R), but, since any integrable function is finite
almost everywhere, we do have L1(Ω, µ; R¯) = L1(Ω, µ;R).
Denote by S1 = S1(Ω, µ;E) ⊂ L0 the subspace of all (almost) simple func-
tions with finite-measure support, i.e., almost measurable functions f assuming
a finite number of values and satisfying µ
(
x ∈ Ω : f(x) 6= 0) <∞.
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Proposition 4.27. Let (Ω,F , µ) be a measure space and (E, | · |E) be a Banach
space. Then for every f in L0(Ω, µ;E) such there exists a sequence {fn} of
almost everywhere simple functions almost everywhere pointwise convergent to
f satisfying
|fn+1(ω)− f(ω)|E ≤ |fn(ω)− f(ω)|E ≤ |f(ω)|E, ∀n ≥ 1, a.e. ω.
Moreover, if µ
({ω ∈ Ω : |f(ω)|E ≥ c}) < ∞ for every c > 0, then fn →
f in measure. Furthermore, if µ(Ω) < ∞ then the subspace S1(Ω, µ;E) =
S0(Ω, µ;E) is dense in the complete topological vector metric space (L0,dµ).
Proof. Suppose f in L0 defined outside of a negligible set N with f(Ω r N)
contained into the closure of a countable subset {ei : i ≥ 1} ⊂ E. Include e0 = 0
and use the construction in Corollary 1.10 to define fn(ω) = ei(n,ω), where
i(ω, n) = min{i ≤ n : q(ω, n) = |f(ω)− ei|E},
q(ω, n) = min{|f(ω)− ei|E : i = 0, 1, . . . , n}.
Since
|fn+1(ω)− f(ω)|E = q(ω, n+ 1) ≤ q(ω, n) = |fn(ω)− f(ω)|E ≤
≤ |e0 − f(ω)|E = |f(ω)|E, ∀ω ∈ Ω rN,
we obtain the estimate. The almost pointwise convergence follows form the
density of subset {ei : i ≥ 0}.
Now, for every ε > 0 we have
An,ε = {ω ∈ Ω : |fn(ω)− f(ω)|E ≥ ε} ⊂ {ω ∈ Ω : |f(ω)|E ≥ ε} = Bε
and µ(Bε) <∞. Since {An,ε : n ≥ 1} is a decreasing sequence with
⋂
nAn,ε ⊂ N
we deduce µ(An,ε)→ 0, i.e., fn → f in measure.
• Remark 4.28. Let (E, |·|E) be a Banach space (not necessarily separable) and f
be an element in L0(Ω, µ;E) (including separable range as mentioned early) such
that µ
({ω ∈ Ω : |f(ω)|E ≥ c}) <∞ for every c > 0. Then, for a sequence {fn} of
almost everywhere simple functions convergent (pointwise) almost everywhere
to f, we may define f¯n(ω) = fn(ω)1ΩrFn(ω) with Fn = {ω ∈ Ω : n|f(ω)|E ≥ 1}
to have
µ
({ω ∈ Ω : |f¯n(ω)− f(ω)|E ≥ ε}) ≤
≤ µ({ω ∈ Fm : |f¯n(ω) − f(ω)|E ≥ 1/m}),
for any n ≥ m. Since µ(Fm) <∞, we deduce that f¯n → f in measure.
Exercise 4.19. A real-valued function f on a measure space (Ω,F , µ) belongs
to weak L1 if
µ
({ω ∈ Ω : r |f(ω)| > 1}) ≤ C r, ∀r > 0,
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for some finite constant C = Cf . Prove (1) any integrable function belongs
to weak L1 and verify (2) that the function f(x) = |x|−d is not integrable in
Ω = Rd with the Lebesgue measure µ = `, but it does belong to weak L1. Now,
consider the map
[|f |]1 = sup
r>0
{
r µ
({ω ∈ Ω : |f(ω)| > r})},
for every f in L1(Ω, µ;R). Prove that (3) [|cf |]1 = |c| [|f |]1, for any constant c;
(4) [|f + g|]1 ≤ 2[|f |]µ + 2[|g|]1; and (5) if [|fn − f |]1 → 0 then fn → f in measure.
Finally, if L1w = L
1
w(Ω, µ;R) is the subspace of all almost measurable functions
f satisfying [|f |]1 <∞ (i.e., the weak L1 space) then prove that (6) (L1w, [| · |]1) is
a topological vector space, i.e., besides being a vector space with the topology
given by the balls (even if [|f |]1 is not a norm and therefore does not induce a
metric) makes the scalar multiplication and the addition continuous operations.
See Folland [45, Section 6.4, pp. 197–199] and Grafakos [55, Section 1.1].
Another subspaces of interest is L∞ = L∞(Ω, µ;E) ⊂ L0 of all almost
measurable and almost bounded functions, i.e., f defined outside of a negligible
set N with f(ΩrN) contained into the closure of a countable bounded subset
of the Banach space (E, | · |E). Thus, (L∞, ‖ · ‖∞), where
‖f‖∞ = inf
{
C ≥ 0 : |f(ω)|E ≤ C, a.e. ω
}
.
is a Banach space. The elements in L∞ are called essentially bounded measur-
able functions and ‖f‖∞ is the essential sup-norm of f. In general, it is clear
that L∞ is non separable.
In particular, if f belongs to L∞(Ω, µ;R) then the approximation arguments
in Proposition 1.9 applied to ω 7→ f±(ω) yield sequences {f±n : n ≥ 1} of almost
everywhere simple functions such that 0 ≤ f±n ≤ f±n+1 ≤ f± and 0 ≤ f±(ω) −
f±n (ω) ≤ 2−n if f±(ω) ≤ 2n, and f±n (ω) = 0 if f±(ω) < 2−n. Therefore, the
function fn = f
+
n −f−n belongs to S0(Ω,F , µ;R) and it satisfies |fn(ω)| ≤ |f(ω)|,
|f(ω) − fn(ω)| ≤ |f(ω)| and also |f(ω) − fn(ω)| ≤ 2−n if |f(ω)| ≤ 2n. Hence,
‖f − fn‖∞ → 0, i.e., S0(Ω, µ;Rd) is dense in
(
L∞(Ω, µ;Rd), ‖ · ‖∞
)
, for every
d ≥ 1. However, (S0, ‖ · ‖∞) is not separable in general.
Finally, we say that an almost measurable function f has σ-finite support if
the set {ω ∈ Ω : f(ω) 6= 0} is σ-finite, i.e., there exists a sequence {An : n ≥ 1}
of measurable sets satisfying {ω ∈ Ω : f(ω) 6= 0} = ⋃nAn and µ(An) <∞, for
every n. The subspace of all almost measurable functions with σ-finite support is
denoted by L0σ = L
0
σ(Ω,F , µ;E) and endowed with the convergence in measure
on every set of finite measure (also called stochastic convergence), i.e., fn → f
in L0σ if for every ε > 0 and any set F in F with µ(F ) < ∞ there exists an
index N = N(ε, F ) such that µ
({ω ∈ F : |fn(ω) − f(ω)|E ≥ ε}) < ε, for
every n > N. If (Ω,F , µ) is a σ-finite measure space then L0σ is a metrizable
space, which is complete if E is so. Note that the sequence constructed in
Proposition 4.27 satisfies {ω ∈ ΩrN : fn(ω) 6= 0} ⊂ {ω ∈ ΩrN : f(ω) 6= 0},
with µ(N) = 0, thus fn belongs to L
0
σ if f do so. Hence, S
0 is dense in L0σ ⊂ L1w.
For instance, the interested reader may consult the books by Bauer [10, Section
20, pp. 112–121] and Federer[44, Section 2.3, pp. 72–80], among others.
[Preliminary] Menaldi November 11, 2016
120 Chapter 4. Integration Theory
Exercise 4.20. Paying special attention to the almost everywhere concept,
show that if a sequence of functions {fn} in L1(Ω, µ;R) satisfies
∑
n ‖fn‖1 <∞
then
∑
n fn converges to a function f in L
1(Ω, µ;R) and∫
Ω
fdµ =
∑
n
∫
Ω
fndµ.
Again, deduce that L1(Ω, µ;R) is a complete space, i.e., a Banach space.
Exercise 4.21. Let µ be a Borel measure on a Polish space Ω. Give de-
tails on most of the statements related to the spaces L1(Ω, µ;R), L0(Ω, µ;R),
L0σ(Ω, µ;R), L∞(Ω, µ;R), L∞σ (Ω, µ;R), S0σ(Ω, µ;R) and S1(Ω, µ;R), recall that
the σ refers to the σ-finite support. In particular, define a metric (or norm),
specify when the space is separable and/or complete, and state any topological
inclusion. Moreover, for Ω = Rd and µ = ` the Lebesgue measure, if possible,
give examples of functions in each of the above spaces not belonging to any of
the others.
Exercise 4.22. Let E be a vector lattice of real-valued function defined on X
and I : E → R be a linear and monotone functional satisfying the condition: if
{ϕn} is a decreasing sequence in E such that ϕn(x) ↓ 0 for every x in X, then
I(ϕ) ↓ 0. Consider the vector lattice L as defined in Exercise 4.6, which are
I-integrable function defined outside of an I-null set, see Exercise 4.5. Let M+
be the semi-space of functions f : X → [0,+∞] such that f ∧ ϕ belongs to L,
for every nonnegative ϕ in L. Functions f such that f+ and f− belong to M+
are called I-measurable.
(1) Prove that (a) M+ is stable under the pointwise convergence of sequences,
and that (b) M+ is a semi-vector lattice, i.e., for every positive constant c and
any functions f1 and f2 in M
+, the functions f1 + cf2, f1 ∧ f2 and f1 ∨ f2 are
also in M+. Moreover, show that for any f and g in M+ with f − g ≥ 0 we have
f − g in M+. For a f in M+ we define
I(f) = sup
{
I(f ∧ ϕ) : ϕ ∈ L, ϕ ≥ 0}.
Verify that Beppo Levi’s Theorem holds true within the semi-space M+ and I is
semi-linear and monotone on M+.
(2) Consider the class A of subsets of Ω such that 1A belongs to M+. Prove
that A is a σ-ring and the set function A 7→ µ(A) = I(1A) is a measure on A.
(3) Assume that the function 1 = 1X is I-measurable and verify that A is a
σ-algebra. Prove that a function f is almost everywhere (A, µ)-measurable if
and only if f is I-measurable.
(4) Suppose that the initial vector lattice E is the vector space generated by all
functions of the form 1A with A in E , where E is a semi-ring in a measure space
(X,F , µ), and I is defined as in Exercise 4.5. Assume that F = σ(E) and that
there is a sequence {En} of sets in E such that X =
⋃
nEn with µ(En) < ∞.
Can we affirm that any almost everywhere measurable function f is an almost
everywhere pointwise limit of a sequence of functions in E or perhaps in E¯?
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Hint: the identities (x − y) ∧ z = x ∧ (z + y ∧ z) − y ∧ z, for real numbers
x, y, z with x ≥ 0, (a − 1)+ ∧ b = (a ∧ (b + a ∧ 1) − 1)+, for any real numbers
a, b with b ≥ 0, and the monotone limit 1A = limn(n[f(·)/a − 1]+) ∧ 1, with
A = {x ∈ Ω : f(x) > a > 0} may be of some help.
Exercise 4.23. Let f be a function defined on Rd and let B(x, r) denote the
open ball {y ∈ Rd : |y−x| < r}. (1) Prove that the functions f(x, r) = inf{f(y) :
y ∈ B(x, r)} and f(x, r) = sup{f(y) : y ∈ B(x, r)} are lower semi-continuous
(lsc) and upper semi-continuous (usc) with respect to x. (2) Can we replace the
open ball with the closed ball B¯(x, r) = {y ∈ Rd : |y − x| ≤ r}? (3) Why the
functions f(x) = infr>0 f(x, r) and f(x) = supr>0 f(x, r) are also usc and lsc,
respectively? (4) Discuss what could be the meaning of f(x, r) and f(x, r) if
the function f is only almost everywhere defined, see Exercises 1.22 and 5.1.
In this case, can we deduce that f(x, r) and f(x, r) are usc and lsc, almost
everywhere?
4.5 Typical Function Spaces
Let (Ω,F , µ) be a measure space, (E, E) be a measurable space, and v : Ω →
E be a measurable function. We can define the image measure µv(B) =
µ
(
v−1(B)
)
, for every B in E . Thus, (E, E , µv) becomes a measure space, which
carried the combined “information” about µ and v.
For instance, if v is a real-valued measurable function then the distribution
of v with respect to µ is defined by
µv(r) = µ
({x : v(x) > r}), ∀r ∈ R.
It is clear that µv : R→ [0,+∞] is an increasing function, and then µv defines
a unique measure on R, the image of µ through v. For any measurable function
h : R→ R we have∫
Ω
h
(
v(x)
)
µ(dx) =
∫
R
h(r)µv(dr).
Indeed, if h is a characteristic function 1A then the above equality is the defi-
nition of the image measure. Next, approximating h+ and h− be an increasing
sequence of simple functions we conclude. In particular, the function r 7→ µ|v|(r)
can be considered only as defined for r ≥ 0 and it satisfies∫
Ω
|v|p dµ = −
∫ ∞
0
rp dµ|v|(r) = p
∫ ∞
0
rp−1 µ|v|(r) dr,
for every measurable function v. Note that
r µ|v|(r) ≤
∫
Ω
|v(x)|µ(dx),
and the fact that µv(r) or µ|v|(r) are considered functions while, the µv(dr) or
µ|v|(dr) means the corresponding measures, see Exercise 5.6. In any case, the
reader may check other books, e.g., Yeh [120, Chapter 4, pp. 323–480].
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Some Inequalities
Now, let L0 = L0(Ω,F , µ;E) be the space of all almost measurable E-valued
functions, where (E, | · |E) is a Banach space. For 1 ≤ p ≤ ∞ and any f ∈ L0
we consider
‖f‖p =
(∫
Ω
|f |pEdµ
)1/p
<∞, ∀1 ≤ p <∞,
‖f‖∞ = inf
{
C ≥ 0 : |f |E ≤ C, a.e.
}
,
(4.5)
where ‖f‖∞ = ∞ if µ
({x : |f(x)|E ≥ C}) > 0, for every C > 0. We define
Lp = Lp(Ω,F , µ;E) as the subspace of L0(Ω,F , µ;E) such that ‖f‖p <∞ and
for p = ∞ we add the condition (which is already included if p < ∞) that
{f 6= 0} is a σ-finite (i.e., a countable union of sets with finite measure). Recall
that elements f in L0 are equivalence classes (i.e., functions defined almost
everywhere), and that f takes valued in some separable subspace of E, when E
is not separable.
Most of what follows is valid for a (separable) Banach space E, but to sim-
plify, we consider only the case E = R or E = Rd, with the Euclidean norm is
denoted by | · |.
We have already shown that (L1, ‖ · ‖1) and (L∞, ‖ · ‖∞) are Banach spaces.
The general case 1 < p < ∞ requires some estimates to prove that ‖ · ‖p is
indeed a norm.
First, recalling that the − ln function is a strictly convex function,
ln(ax+ by) ≥ a lnx+ b ln y, ∀a, b, x, y > 0, a+ b = 1,
we check that the arithmetic mean is larger that the geometric mean, i.e.,
xayb ≤ ax+ by, ∀a, b, x, y > 0, a+ b = 1, (4.6)
where the equality holds only if x = y.
(a) Ho¨lder inequality : for any p, q ≥ 1 with 1/p+ 1/q = 1 (where the limit
case 1/∞ = 0 is used) we have
‖fg‖1 ≤ ‖f‖p‖g‖q, ∀f ∈ Lp, g ∈ Lq, (4.7)
where the equality holds only if for some constant c we have |f |p = c |g|q, almost
everywhere. Indeed, if ‖fg‖1 > 0 then ‖f‖p > 0 and ‖g‖q > 0. Taking a = 1/p,
b = 1/q, x = |f |p/‖f‖pp and y = |g|p/‖g‖qq in (4.6) and integrating in µ, on
deduce (4.7).
If 1 ≤ p < r < q ≤ ∞ and f belongs to Lp ∩ Lq then f belongs to Lr and(
1/p− 1/q) ln ‖f‖r ≤ (1/r − 1/q) ln ‖f‖p + (1/p− 1/r) ln ‖f‖q.
Indeed, for some θ in (0, 1) we have 1/r = θ/p+ (1− θ)/q and Ho¨lder inequality
yields
‖f‖r = ‖fθf1−θ‖r = ‖frθfr(1−θ)‖r1 ≤
{‖frθ‖p/rθ ‖fr(1−θ)‖q/r(1−θ)}1/r
=
{‖f‖rθp ‖f‖r(1−θ)q }1/r = ‖f‖θp ‖f‖1−θr ,
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and the desired estimate follows.
(b) Minkowski inequality : if 1 ≤ p ≤ ∞ then
‖f + g‖p ≤ ‖f‖p + ‖g‖p, ∀f, g ∈ Lp. (4.8)
Indeed, only the case 1 < p < ∞ need to be considered. Thus the inequality
|f + g|p ≤ (|f | + |g|)p ≤ 2p(|f |p + |g|p) shows that f + g belongs to Lp. With
q = p/(p− 1) we have ‖ |f + g|p−1 ‖q =
(‖f + g‖p)p−1. Next, applying (4.7) to
|f + g|p = |f + g| |f + g|p−1 ≤ |f | |f + g|p−1 + |g| |f + g|p−1
we obtain (4.8).
Therefore (Lp, ‖ · ‖p) is a normed space, and the inequality
εpµ
({|f | ≥ ε}) ≤ ‖f‖pp,
shows that if {fn} is a Cauchy sequence in Lp then it is also a Cauchy sequence
in L0. Hence Lp is complete, i.e., it is a Banach space.
• Remark 4.29. A discrete version of the above Ho¨lder inequality (4.7) can be
written as
a b ≤ a
p
p
+
aq
q
, ∀a, b ≥ 0, 1 ≤ p, q ≤ ∞, 1
p
+
1
q
= 1,
or more general,
a1 . . . bn ≤ a
p1
1
p1
+ · · ·+ a
pn
n
pn
, ∀ai ≥ 0, 1
p1
+ · · ·+ 1
qn
= 1,
with 1 ≤ pi, qi ≤ ∞. Similarly, we have
‖f1 . . . fn‖1 ≤ ‖f1‖p1 · · · ‖fn‖pn , ∀fi ∈ Lpi ,
with 1/p1 + · · ·+ 1/pn = 1 and finite n.
• Remark 4.30. If 0 < p < 1 and f, g belongs to Lp then f + g belongs to Lp
and
‖f + g‖pp ≤ ‖f‖pp + ‖g‖pp.
This follows from the elementary inequality (a + b)p ≤ ap + bp, for every a, b
in [0,∞) and 0 < p < 1, which is deduced from [a/(a + b)]p + [b/(a + b)]p ≥
a/(a + b) + b/(a + b) = 1. Hence Lp with the distance dp(f, g) = ‖f − g‖p,
0 < p < 1, is a (complete metric) topological vector space. Also we have
‖f + g‖p ≥ ‖f‖p + ‖g‖p, ∀f, g ∈ Lp, 0 < p < 1,
‖fg‖1 ≤ ‖f‖p‖g‖q, ∀f ∈ Lp, g ∈ Lq,
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again 1/p+ 1/q = 1, but in this case q < 0. It is possible to show that
lim
p→0
‖f‖pp = µ
({ω ∈ Ω : f(ω) 6= 0}),
lim
p→0
‖f‖p = exp
(∫
Ω
ln |f |dµ
)
, if µ(Ω) = 1 and f 6= 0 a.e.,
provided f belongs to some Lp(Ω,F , µ) with p > 0. Indeed, the first inequality
follows after splitting the integral over the regions 0 < |f(x)| ≤ 1 and |f(x)| > 1.
To check the second inequality, we assume |f | > 0 a.e. to show (with the help
of the mean value theorem) that
ln ‖f‖p = ‖f‖−qq
∫
Ω
|f |q ln |f |dµ,
for some q in (0, p). Hence, as in the argument to prove first inequality, we have
‖f‖−qq
∫
Ω
|f |q ln |f |dµ→
∫
Ω
ln |f |dµ.
Notice that if |f | > 0 on a set Ω0 with 0 < µ(Ω0) < 1 then we use the previous
argument on the space Ω0 with the measure A 7→ µ(A)/µ(Ω0).
Exercise 4.24. Let (X,X , µ) and (Y,Y, ν) be two σ-finite measure spaces.
Prove Minkowski’s integral inequality, i.e.,[ ∫
X
∣∣∣ ∫
Y
f(x, y)ν(dy)
∣∣∣pµ(dx)]1/p ≤ ∫
Y
(∫
X
|f(x, y)|pµ(dx)
)1/p
ν(dy)
for any real-valued (µ× ν)-measurable function f.
• Remark 4.31. As mentioned in the previous Exercise 4.24, Minkowski in-
equality can be generalized in the following way. If f(x, y) is a nonnegative
measurable function on the product space X × Y and 1 ≤ p ≤ ∞ then∥∥∥∫
Y
f(·, y)ν(dy)
∥∥∥
Lp(X)
≤
∫
Y
∥∥f(·, y)∥∥
Lp(X)
ν(dy),
where the integral in Y is regarded as a limit of sums, i.e., approximating f by
an increasing sequence of simple measurable functions and taking limit. This is
usually referred to as Minkowski inequality for integrals.
Exercise 4.25. Actually, Ho¨lder inequality (4.7) can be generalized as follows
‖fg‖r ≤ ‖f‖p‖g‖q, ∀f ∈ Lp, g ∈ Lq,
for any p, q, r > 0 and 1/p+1/q = 1/r. Indeed, (1) make an argument to reduce
the inequality to the case r = 1 and ‖f‖p = ‖g‖q = 1; and (2) use calculus to
get first |fg| ≤ |f |p/p+ |g|q/q and next the conclusion.
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Based on Ho¨lder inequality, we can define the duality paring
〈f, g〉 =
∫
Ω
f g dµ, ∀f ∈ Lp, g ∈ Lq, 1
p
+
1
q
= 1, (4.9)
which has the property |〈f, g〉| ≤ ‖f‖p‖g‖q.
Proposition 4.32 (dual norm). For any function f in L0(Ω.F , µ) with σ-finite
support {f 6= 0} we have
‖f‖p = sup
{〈f, g〉 : g ∈ Lq, with ‖g‖q = 1}, 1 ≤ p ≤ ∞, (4.10)
where 〈·, ·〉 is the duality paring (4.9), and the supremum is attained with g =
sign(f)|f |p−1‖f‖1−pp , if p <∞ and 0 < ‖f‖p <∞.
Proof. Temporarily denote by [|f |]p the right-hand term of (4.10). Thus Ho¨lder
inequality yields [|f |]p ≤ ‖f‖p.
For p < ∞ and 0 < ‖f‖p < ∞ define g = sign(f)|f |p−1‖f‖1−pp to get
‖g‖q = 1, 1/p+1/q = 1, and 〈f, g〉 = ‖f‖p. On the other hand, if 0 < a < ‖f‖∞
then define the function g = sign(f)1A/µ(A) with A = {x : |f(x)| > a} to get
‖g‖1 = 1 and 〈f, g〉 ≥ a. Hence we have the reverse inequality ‖f‖p ≤ [|f |]p,
provided p =∞ or ‖f‖p <∞.
If ‖f‖p =∞ then f is a pointwise limit of a bounded µ-measurable bounded
functions fn such that µ
({fn 6= 0}) < ∞ and |fn| ≤ |fn+1| ≤ |f |. Then ‖fn‖p
increases to ‖f‖p =∞ and ‖fn‖p = [|fn|]p ≤ [|f |]p, i.e., [|f |]p =∞.
• Remark 4.33. The above proof shows that we may replace the condition
‖g‖q = 1 by ‖g‖q ≤ 1 and the equality (4.10) remain true. Moreover, we may
take the supremum only over simple functions g in Lq satisfying ‖g‖q = 1, i.e.,
‖f‖p = sup
{〈f, ϕ〉 : ϕ ∈ S1, with ‖ϕ‖q = 1},
where S1 = S1(Ω,F , µ) is the space of simple functions, ϕ = ∑ni=1 ai1Ai , with
{Ai} measurable and µ(Ai) <∞, for every i.
Exercise 4.26. Let (Ω,F , µ) be a measure space with µ(Ω) < ∞. Prove (a)
that ‖f‖p → ‖f‖∞ as p → ∞, for every f in L∞. On the other hand, on a Rd
with the Lebesgue measure and a function f in Lp, (b) verify that the function
x 7→ ‖f(·)1|·−x|<r‖p is continuous, for any r > 0. Next, show that (c) the
function x 7→ f ](x, r) = ess-sup|y−x|<r |f(y)| is lower semi-continuous (lsc) for
every r > 0, and therefore (d) the function x 7→ f ](x) = limr→0 f ](x, r) is Borel
measurable, see related Exercises 7.9, 4.23 and 1.22.
Exercise 4.27. Let (X,X , µ) and (Y,Y, ν) be two σ-finite measure spaces.
Suppose k(x, y) is a real-valued (µ× ν)-measurable function such that∫
X
|k(x, y)|µ(dx) ≤ C, a.e. y and
∫
Y
|k(x, y)|ν(dy) ≤ C, a.e. x,
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for some constant C > 0. Prove (1) that the expression
(Kf)(x) =
∫
Y
k(x, y)f(y)ν(dy), ∀f ∈ Lp(ν),
defines a linear continuous operator from Lp(ν) into Lp(µ), for any 1 ≤ p ≤ ∞,
i.e., the functions (a) y 7→ k(x, y)f(y) is ν-integrable for almost every x, (b)
x 7→ (Kf)(x) belongs to Lp(µ), and (c) the mapping f 7→ Kf is linear and
there exists a constant C > 0 such that ‖Kf‖p ≤ C‖f‖p, for every f in Lp(ν).
Now, same setting, but under the assumption that the kernel k(x, y) belongs
to the product space Lp(µ × ν), prove (2) that K is again a linear continuous
operator from Lq(ν) into Lp(µ) and ‖Kf‖p ≤ ‖k‖p‖f‖q, with 1/p+1/q = 1.
Exercise 4.28. Let {ψn} be a sequence of functions in L1(Rd) such that
supn ‖ψn‖1 <∞ and
lim
n
∫
Rd
ψn(x)dx = 1 and lim
n
∫
|x|>δ
|ψn(x)|dx = 0, ∀δ > 0.
Prove that for every f in Lp(Rd), 1 ≤ p <∞, we have ‖f ? ψn − f‖p → 0.
For instance, the reader may consult Folland [45, Section 193–197], Jones [65,
Chapter 12, pp. 277–291] for more details.
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Chapter 5
Integrals on Euclidean
Spaces
Now our interest turns on measures defined on the Euclidean space Rd. First,
comparisons with the Riemann and Riemann-Stieljes integrals are discussed and
then the diadic approximation is presented. Next, a more geometric construc-
tion of measures is used, area (on manifold) and Hausdorff measures is briefly
discussed.
5.1 Multidimensional Riemann Integrals
Similar to the semi-open d-dimensional intervals used in Section 2.5, we can con-
sider open (d-dimensional) intervals ]a, b[=]a1, b1[× · · ·×]ad, bd[ or closed [a, b] =
[a1, b1] × · · · × [ad, bd], or even other possibilities like closed on the right or on
the left on certain coordinates i, not all the same choices. A partition of a given
interval I is a finite collection {I1, . . . , In} of non-overlapping intervals whose
union in I, i.e., I˙i ∩ Ij = ∅ when i 6= j, and I =
⋃n
i=1 I¯i. This means that the
boundary of the intervals are ignored, or alternatively, we may use the semi-ring
of semi-open intervals. Now, recall that a step function on a compact interval I
is a function α : I → R such that α is constant on the each open interval I˙k of
some partition {I1, . . . , In} of I, i.e., α(x) = αk for every x ∈ I˙k, k = 1, . . . , n,
and the values on Ik r I˙k are ignored (a negligible set) and any pointwise prop-
erty such as “equality” is considered everywhere “except on the boundaries”.
Denote by S(I) the class of all steps functions on a given interval I. It is clear
that if α and β belong to S(I) then α + β, α β, max{α, β} and min{α, β} also
belong to S(I). Even without the knowledge of the Lebesgue measure, we may
define the integral∫
I
α(x)dx =
n∑
k=1
αkm(Ik), ∀α ∈ S(I),
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where m(Ik) is the d-volume of the interval Ik. The notation dx is temporarily
used for the Riemann (or Darboux) integral.
Semi-continuous Functions
First, it may be convenient to give some comments on semi-continuous functions.
Recall that a function f : Rd → [−∞,+∞] is lower semi-continuous (in short
lsc) at a point x if and only if for any r < f(x) there exists δ > 0 such that
for every y ∈ Rd with |y − x| < δ we have r < f(y). This is equivalent to the
condition f(x) ≤ lim infy→x f(y), i.e., for every x and any ε > 0 there exists
δ > 0 such that |y − x| < δ implies f(y) ≥ f(x)− ε. Similarly, f is upper semi-
continuous (in short usc) if −f is lsc, i.e., if and only if f(x) ≥ lim supy→x f(y),
i.e., for every x and any ε > 0 there exists δ > 0 such that |y − x| < δ implies
f(y) ≤ f(x) + ε.
Given a function f : Rd → [−∞,+∞] we define its lsc envelop f and its usc
envelop f as follow
f(x) = f(x) ∧ lim inf
y→x f(y) and f(x) = f(x) ∨ lim supy→x f(y). (5.1)
We have f ≤ f ≤ f and if f(x, r) = inf{f(y) : |y − x| ≤ r} and f(x, r) =
sup{f(y) : |y − x| ≤ r} then
f(x) = lim
r→0
f(x, r) = sup
r>0
f(x, r), f(x) = lim
r→0
f(x, r) = inf
r>0
f(x, r).
Moreover, we do not necessarily need to use the Euclidian norm on Rd, the ball
(either open or closed), i.e., {y : |y − x| < r} or {y : |y − x| ≤ r}, may be a
cube, i.e., {y = (yi) : |yi − xi| < r}, or {y = (yi) : |yi − xi| ≤ r}, and the values
of either f and f are unchanged. Actually, Rd can be replaced by any metric
space (X,d) and all properties are retained.
Note that a subset A ⊂ Rd is open if and only if 1A is lsc. Clearly, 1A = 1A˙
and 1A = 1A¯, where A˙ and A¯ are the interior and the closure of a set A.
The following list of properties hold:
(1) If f(x) = −∞ (or f(x) = +∞) then f is lsc (or usc) at x;
(2) If f(x) = +∞ then f is lsc at x if and only if limy→x f(y) = +∞;
(5) f (or f) is the largest lsc (or smallest usc) function above (below) f ;
(3) f is continuous at x if and only if f is lsc and usc at x;
(4) f is lsc (or usc) at x if and only if f(x) ≤ f(x) (or f(x) ≥ f(x));
(6) If fi is lsc (or usc) for all i then supi fi (or infi fi) is also lsc (or usc),
moreover, if the family I is finite then infi fi (or supi fi) results lsc (or usc);
(7) f is lsc (or usc) if and only if f−1(]a,+∞]) (or f−1([−∞, a[)) is an open set
for every real number a, as a consequence, any lsc (or usc) function f is Borel
measurable;
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(8) If f = g except in a set D of isolated points then f(x) = g(x) and f(x) =
g(x), for every x not in D;
(9) If K is a compact set and f is lsc (usc) then the infimum (supremum) of f
in K is attained at a point in K.
It is clear that if f and g are lsc (or usc) and c > 0 is a constant, then f + cg
is lsc (or usc), provided it is well defined, i.e., no indetermination ∞−∞. Also,
f is continuous at x if and only if f(x) = f(x) = f(x).
Exercise 5.1. Prove the above claims (1),. . . ,(9).
The reader may check Gordon [54, Chapter 3, pp. 29–48], or Jones [65, Chap-
ters 3-8, pp. 65–198], or Taylor [114, Chapters 4-6, pp. 177–323], or Yeh [120,
Chapter 6, pp. 597–675]. for a comprehensive treatment of the Lebesgue integral
in either R or Rd. Also, a more concise discussion can be found in Stroock [112,
Chapter V, pp. 80–113 ] or Giaquinta and G. Modica [50, Chapter 2, pp.
67–136]. In a way, the lsc property is very useful in convex analysis, e.g., see
Borwein and Vanderwerff [18], Ekeland and Temam [41], or Rockafellar [95].
On the other hand, reading pieces of the textbook by Carothers [24, Chapters
10–20] may prove very useful in relation to function spaces and integration.
Definition of Integral
A bounded function f defined on a compact interval I is said to be Riemann
integrable if for every ε > 0 there exist step functions α and β defined on I such
that
α ≤ f ≤ β and
∫
I
(β − α) dx ≤ ε.
The upper and lower integrals are defined by∫
I
fdx = inf
{∫
I
β dx : β ≥ f
}
and
∫
I
fdx = sup
{∫
I
α dx : α ≤ f
}
,
which is a common number (the integral) when f is Riemann integrable. Alter-
natively, we may define the upper and the lower Riemann sums for d-dimensional
intervals, i.e., we use
αf,{Ik}(x) = inf
y∈I˙k
f(y), ∀x ∈ I˙k and Σ(f, {Ik}) =
∫
I
αf,{Ik}(x) dx,
βf,{Ik}(x) = sup
y∈I˙k
f(y), ∀x ∈ I˙k and Σ(f, {Ik}) =
∫
I
βf,{Ik}(x) dx.
Note that we have αf,{Ik} ≤ f ≤ βf,{Ik} if the boundary
⋃
k ∂Ik is ignored or if
we define αf,{Ik}(x) = infI f and βf,{Ik}(x) = supI f for x belonging to
⋃
k ∂Ik.
Moreover, if {Ji} is a refinement of {Ik} (i.e., for each Ik there is a sub-collection
of {Ji} which is a partition of Ik) then αf,{Ik} ≤ αf,{Ji} and βf,{Ji} ≤ βf,{Ik}.
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Thus a bounded function f on I is Riemann integrable if for every ε > 0 there
exists a partition {Ik} such that Σ(f, {Ik})− Σ(f, {Ik}) < ε.
Since the boundary ∂Ik of a d-dimensional interval is contained in a finite
number of “vertical” hyperplane, for any sequence of partitions {Ink } the set of
boundary points
⋃
k,n ∂I
n
k has Lebesgue measure zero. The mesh or norm of a
partition is given by maxk{d(Ik)}, where d(Ik) is the diameter of Ik. Remarking
that given a partition {Ik} on I, any point in I r
⋃
k Ik is an interior point of
some interval Ik, we deduce that if {Ink } is a sequence of partitions of I with
maxk{d(Ink )} → 0 as n → ∞, then the usc and lsc envelops functions, as in
(5.1), satisfy
f(x) = lim
n
βf,{Ink }(x) and f(x) = limn αf,{I
n
k }(x),
for every x in I r
⋃
k,n ∂I
n
k .
However, if ignoring the boundary is not desired then replace the interior
I˙k with the closure I¯k when taking the infimum and supremum to define the
functions α and β. Actually, the only point to observe is that any bounded
functions f which vanishes except in a finite number of hyperplane is Riemann
integrable and its integral is zero. Indeed, for such a function there is a partition
Jk of intervals satisfying f(x) = 0 for any x in the finite union of interiors⋃
k J˙k. Hence, for any ε > 0, take a finite cover by intervals of the boundary⋃
k ∂Jk with volume less that ε > 0 and complete it to a partition {I1, . . . , In}
to check that there are step functions α and β (this time defined everywhere)
such that α ≤ f ≤ β everywhere, α = β except on the intervals containing
some boundary ∂Jk, and Σ(f, {Ik}) − Σ(f, {Ik}) ≤ εmax{|f |}, proving that f
is Riemann integrable with integral equal to zero. Moreover, we have
Theorem 5.1. Every Riemann integrable function is Lebesgue measurable and
both integrals coincide. Moreover, a bounded function is Riemann integrable if
and only if it is continuous almost everywhere.
Proof. Assume f is Riemann integrable. By definition, there exists sequences
of partitions of I with maxk{Ink } → 0 as n→∞ such that
αf,{Ink } ≤ f ≤ βf,{Ink } and
∫
I
(
βf,{Ink } − αf,{Ink }
)
dx <
1
n
, ∀n.
Because the usc and the lsc envelops of a step function may modify the function
only on the boundary points, we deduce
αf,{Ink } ≤ f ≤ f ≤ βf,{Ink },
except on the boundary points, which is a of Lebesgue measure zero.
Since f and I are bounded, if ` denotes the Lebesgue measure then∫
I
fd` = lim
n
∫
I
βf,{Ink }dx = limn
∫
I
αf,{Ink }dx =
∫
I
fd`,
[Preliminary] Menaldi November 11, 2016
5.1. Multidimensional Riemann Integrals 131
which implies f = f a.e., i.e. f is continuous almost everywhere and both
integrals coincide.
To show the converse, let f be a bounded function which is continuous almost
everywhere. Partition the interval I into 2dn congruent intervals (or rectangles
of equal size) {Ik} and consider the step functions αf,{Ink } and βf,{Ink } used to
define the lower and the upper Riemann sums Σ(f, {Ink }) and Σ(f, {Ink }), for
each n = 1, 2, . . . . Since {In+1k } is a refinement of {Ink }, the monotone limits
below exist and we have
f = lim
n
αf,{Ink } ≤ limn βf,{Ink } = f,
outside of the boundaries, i.e., for points not in
⋃
n,k ∂I
n
k , which is a set of
Lebesgue measure zero. Moreover, because f is continuous almost everywhere,
we have f = f = f almost everywhere. Hence, taking the integral and limit we
deduce∫
I
f d` ≤ lim
n
∫
I
αf,{Ink } dx ≤ limn
∫
I
βf,{Ink } dx ≤
∫
I
f d`,
i.e., f is Riemann integrable.
Note that f is continuous almost everywhere if and only if the sets of points
where f is not continuous has Lebesgue measure zero, which is not the same as
there exists a continuous function g such that f = g almost everywhere.
Exercise 5.2. Let {rn} be the sequence of all rational numbers and define the
function f(x) =
∑
n≥1 2
−n(x− rn)−1/21{x−rn∈(0,1)} for every x in R. Prove (a)
f is Lebesgue integrable in R, (b) f is unbounded in any interval of R, and (c)
f2 is not Lebesgue integrable in R.
Exercise 5.3. Calculate the limit
A = lim
n→∞
∫ ∞
a
fn(x)dx,
for fn(x) = n/(1 + n
2x2), a > 0, a = 0 and a < 0.
Spherical Coordinates
Spherical coordinates can be used in Rd, i.e., every x in Rdr{0} can be written
uniquely as x = r x′, where 0 < r < ∞ and x′ belongs to Sd−1 = {x ∈ Rd :
|x| = 1}.
Theorem 5.2. The Lebesgue measure dx in Rd can be expressed as a product
measure dr×dx′, where dr is the Lebesgue measure on (0,∞) and dx′ is a (sur-
face) measure on Sd−1. Moreover, for every nonnegative measurable function in
Rd we have∫
Rd
f(x) dx =
∫∫
(0,∞)×Sd−1
f(rx′) rd−1 dr × dx′. (5.2)
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In particular, if f is homogeneous, i.e., f(x) = g(|x|), then∫
Rd
f(x) dx = ωd−1
∫ ∞
0
g(r)rd−1 dr,
where the value ωd−1 = 2pid/2/Γ(d/2) is the surface area of the unit ball, i.e.,
dx′(Sd−1) 1.
Proof. It is clear that for d = 2 (or d = 3) this is call polar (or spherical)
coordinates. Moreover, the crucial point is to define the surface measure dx′ on
Sd−1, which will agree with the (d − 1)-dimensional Hausdorff measure in Rd
(except for a multiplicative constant) as discussed later on.
It is clear that
Υ : Rd r {0} → (0,∞)× Sd−1, Υ(x) = (r, x′), r = |x|, x′ = x/|x|
is a continuous bijection mapping with Υ−1(r, x′) = rx′. Then, given a Borel set
B in Sd−1 we define Ba = {rx′ : x′ ∈ B, r ∈ (0, a]}, i.e., Ba = Υ−1(]0, a]× E).
Thus, for the desired surface measure dx′ we must satisfies (5.2) for f = 1E1 ,
i.e.,
`(E1) =
∫
Rd
1E1(x) dx = dx
′(E)
∫ 1
0
rd−1 dr,
and therefore we can define dx′(E) = dx(E1), which results a measure on Sd−1.
On the other hand, Theorem 2.27 shows that dx(Ea) = a
ddx(E1) and thus
dx((]a, b]× E) = dx(Eb r Ea) = b
d − ad
d
dx′(E) = dx′(E)
∫ b
a
rd−1 dr,
i.e., with dx′ defined as above, we have the validity of equality (5.2) for any
function f = 1]a,b]×E . We conclude approximating any nonnegative measurable
function by a sequence of simple functions.
For instance, the interested reader may consult the book by Folland [45,
Section 2.7, pp. 77–81] for more details. Note that∫
{x∈Rd:|x|≤r}
dx =
pid/2
Γ(d/2 + 1)
rd and
∫
{x∈Rd:|x|=r}
dx′ =
2pid/2
Γ(d/2)
rd−1
are the volume and the surface area of a ball radius r.
Exercise 5.4. Prove that the function x 7→ |x|−α is Lebesgue integrable (a) on
the unit ball B = {x ∈ Rd : |x| < 1} if an only if α < d and (b) outside the unit
ball Rd rB if and only if α > d.
1Recall the Gamma function Γ(x) satisfying Γ(n + 1) = n(n − 1) . . . 1, for any integer n,
and Γ(1/2) =
√
pi
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Change of Variables
First recall that ∂xT (x) denotes the matrix whose entries are the partial deriva-
tive ∂iTj of the given mapping x 7→ T (x), between subset of a Euclidean space;
and det(·) is the determinant of a matrix. Thus, we have
Theorem 5.3 (Change of variable). Let X and Y be open subsets of Rd and
T : X → Y be a homeomorphism of class C1. A function y 7→ f(y) is Lebesgue
measurable on (Y,Ly,dy) is and only if x 7→ f(T (x)) is Lebesgue measurable on
(X,Lx,dx). In this case, we have∫
Y
f(y) dy =
∫
X
f
(
T (x)
)
JT (x) dx,
where JT (x) = |det(∂xT (x))| denotes the Jacobian of T.
There are several ways of expressing the assumptions necessary for a smooth
change of variables, e.g., see Strichartz [111, Section 15.2, pp. 705–726] and
many other. Now, based on Theorem 2.27, we can easily prove the change
of variable formula for an affine transformation T. Indeed, it suffices to ap-
proximate f by a sequence of simple functions. Some more preparation is re-
quired for a nonlinear homeomorphism of class C1, e.g., see Ambrosio et al. [3,
Chapter 8, pp. 129–136] or Apostol [4, Sections 15.9–15.13, pp. 416–430] or
Jones [65, Chapter 15, pp. 494–510] or Knapp [71, Section VI.5, pp. 320–326]
or Schilling [104, Chapter 15, pp. 142–162]. Actually, essentially with the same
arguments, we can prove the following estimate: For any function T : X → Rd
with X an open subset of Rd, and for any set E ⊂ X where T is differentiable
at every point of E, we have
`∗
(
T (E)
) ≤ ( sup
E
JT
)
`∗(E),
where `∗ denotes the Lebesgue outer measure on Rd. This implies Sard’s The-
orem, i.e., the set of point x, where the function T (x) is differentiable and the
Jacobian JT (x) = 0, is indeed negligible. Moreover, if T is a measurable func-
tion from an open set X ⊂ Rd into Rd, i.e., T : X → Rd, which is differentiable
at every point of a measurable set E ⊂ Rd then
`∗
(
T (E)
) ≤ ∫
E
JT (x) dx,
which implies a one-side inequality ≤ in the Theorem 5.3, under the sole as-
sumption that T is only differentiable and f is a nonnegative Borel function.
The reader may take a look at Cohn [28, Chapter 6, pp. 167–195] for a carefully
discussion, and to Duistermaat and Kolk [38, Chapter 6, pp. 423–486] for a
number of details in the change of variable formula for the Riemann integral.
Exercise 5.5. Prove the first part of the above Theorem 5.3, namely, on the
Lebesgue measure space (Rd,L, `), verify that if T : Rd → Rd is a homeomor-
phism of class C1 then a set N is negligible if and only if T (N) is negligible.
Hence, deduce that a set E (or a function f) is a (Lebesgue) measurable if and
only if T (E) (or f ◦ T ) is (Lebesgue) measurable.
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By means of the change of variables formula, we can define the surface
measure of a n-dimensional C1-manifoldM with local coordinates chart T : O →
Rn and metric tensor given locally by a positive definite matrix a = (aij),
aij = (∂kTi)(∂kTj). Indeed, the expression
µ(O) =
∫
T (O)
√
det(a(x)) dx, ∀O open subset of M
is well defined and invariant within the manifold. For instance, if M is the graph
of a real-valued continuously differentiable function y = u(x) with x in Ω ⊂ Rn
then M is an n-dimensional manifold in Rn+1 and the map T (x) = (u(x), x)
provides a natural (local) coordinates with metric tensor given locally by the
matrix aij = δij + ∂iu∂ju. Thus
√
det(a(x)) =
√
1 + |∇u(x)|2, and
µ(M) =
∫
Ω
√
1 + |∇u(x)|2 dx
is the surface measure of M, in particular this is valid for the unit sphere Sn−1 =
{x ∈ Rn : |x| = 1}.
For instance, the interested reader may consult Taylor [115, Chapter 7, pp.
83–106] for more details. In general, the reader may take a look at the textbooks
by Apostol [4, Chapters 14 and 15, pp. 388–433] and Duistermaat and Kolk [39],
for a detail account of the multidimensional Riemann integral.
Exercise 5.6. Let ` be the Lebesgue measure in Rd, E a measurable set with
`(E) < ∞, and f : Rd → [0,∞] be a measurable function. Define Ff,E(r) =
`({x ∈ E : f(x) ≤ r}) and prove (a) r 7→ Ff,E(r) is a right-continuous increasing
function and (b) that the Lebesgue-Stieltjes measure `F induced by Ff,E is
equal to the f -image measure of the restriction of ` to E, i.e., `F = mf,E , with
mf,E(B) = `(f
−1(B) ∩ E), for every Borel set B in R. Now, (c) prove that for
any Borel measurable function g : [0,∞]→ [0,∞] we have the equality∫
E
g
(
f(x)
)
`(dx) =
∫ ∞
0
g(r)mf,E(dr) =
∫ ∞
0
g(r)`F (dr).
In particular, if λf (r) = `({x ∈ Rd : |f(x)| > r}), mf (B) = `(f−1(B)), for
every Borel set B in R, and f is any measurable then deduce that∫
Rd
|f(x)|p`(dx) =
∫ ∞
0
rpmf (dr) =
∫ ∞
0
p rp−1λf (r)dr, ∀p > 0.
Actually, verify this assertion holds for any measure space (Ω,F , µ), any measur-
able function f : Ω→ R, and any σ-finite measurable set E, e.g., see Wheeden
and Zygmund [119, Section 5.4, pp. 77–83] for more details. Hint: consider first
the case g = 1B , for a Borel measurable set B, and regard both sides of the
equal sign as measures.
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Exercise 5.7. Consider a measurable function f : Rd × Rk → R such that the
expression
F (x) =
∫
Rd
f(x, y)dy, ∀x ∈ Rd.
produces a continuous function. Give precise assumptions on the function f to
be able to use the dominate convergence and to show that F is differentiable at
a point x0.
Exercise 5.8. If E is a non empty subset of Rd then (1) prove that the distance
function x 7→ d(x,E) = inf{|y − x| : y ∈ E} is a Lipschitz continuous function,
moreover, |d(x,E) − d(y,E)| ≤ |x − y|, for every x, y in Rd. Now, consider
Marcinkiewicz integral
ME,α(x) =
∫
Q
dα(y,E) |x− y|−d−αdy,
where E is a compact subset of Rd, α is a positive constant and Q is a cube con-
taining E. Using Fubini-Tonelli Theorem 4.14 and spherical coordinates prove
that (2) ME,α(x) is integrable on E, and that (3)
α
∫
E
ME,α(x)dx ≤ ωd`(Qr E),
where ` is the Lebesgue measure in Rd and ωd is the measure of the unit sphere
in Rd, see DiBenedetto [32, Section III.15, pp. 148–151].
5.2 Riemann-Stieltjes Integrals
Usually, the Riemann-Stieltjes integral of a bounded function f with respect to
another bounded function g is defined as the limit of the partial sums, i.e., for
a partition 0 = t0 < t1 < · · · < tn = T choose points t′i in [ti−1, ti] to form the
partial sum
Σ(f, dg, {t′i, ti}) =
n∑
i=1
f(t′i)[g(ti)− g(ti−1)],
and when the limit exists (being independent of the choice of the points {t′i}),
as the mesh of the partition vanishes, the function f (integrand) is said to be
Riemann-Stieltjes integrable (RS-integrable) with respect to (wrt) the function
g (integrator). Almost the same arguments used for the Riemann integral can
be used to show that a continuous integrand f is RS-integrable wrt to any mono-
tone integrator g (this implies also wrt to a difference of monotone functions,
i.e., wrt a bounded variation integrator). Next, the integration by parts shows
that a monotone integrand f (non necessarily continuous) is RS-integrable wrt
to any continuous integrator g. Recalling that there is a one-to-one correspon-
dence between right-continuous non-decreasing functions and Lebesgue-Stieltjes
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measures, our focus is on integrators g = a which are right-continuous nonde-
creasing functions, and integrand with possible discontinuities. Note that con-
trary to the previous section on Riemann integrals, the values on the boundary
of the partitions cannot be ignored.
For instance, the reader is referred to Apostol [4, Chapters 7, pp. 140–182] or
Riesz and Nagy [94, Section 58, pp. 122–128] or Rudin [99, Chapter 6, pp. 120–
142] or Shilov and Gurevich [106, Chapter 4 and 5, 61–110] or Stroock [112,
Section 1.2, pp. 7–16], among others, to check classic properties such that
(a) any continuous integrand is RS-integrable wrt to any monotone integrator
(which implies wrt to any function of bounded variation); (b) the integration
by parts formula, i.e., if u is RS-integrable wrt to v then v is RS-integrable wrt
to u and∫ T
0
udv = uv
∣∣∣T
0
−
∫ T
0
vdu, ∀T > 0;
(c) the reduction to the Riemann integral, i.e., if the integrator v is continu-
ously differentiable (actually, absolutely continuous suffices) then any Riemann
integrable function u is RS-integrable wrt to the integrator v and∫ T
0
udv =
∫ T
0
uv˙dt, ∀T > 0,
where v˙ denotes the derivative of v. Note that the integrator g may have jump
discontinuities, or may have derivative zero almost everywhere while still being
continuous and increasing (e.g., g could be the Cantor function), in these cases,
the reduction of the Riemann-Stieltjes integral to the Riemann integral is not
valid. Another classical result2 states if f is α-Ho¨lder continuous and g is β-
Ho¨lder continuous with α+β > 1 then f is RS-integrable wrt g. There are other
ways of setting up integrals, e.g., using the Moore-Smith limit on the directed
set of partitions, e.g., see in general the book by Gordon [54], Natanson [86],
among others.
Problems with Jumps
The simple case f = 1]0,τ [ (left-continuous) and a = 1[τ,∞[ with τ > 0 presents
some difficulties, i.e., give a partition as above with (τ = tη for some 1 ≤ η ≤ n)
to deduce that Σ(f, dg, {t′i, ti}) = 1 if t′η < τ and Σ(f, dg, {t′i, ti}) = 0 if t′η ≥ τ .
This means that as the mesh vanishes, the choice t′i = ti and t
′
i = ti−1 yield
different values, i.e., 1]0,τ [ is not RS-integrable wrt to 1[τ,∞[. On the contrary,
if f = 1]0,τ ] then Σ(f, dg, {t′i, ti}) = 1 for any choice of t′i, i.e., an integrand f
which is not left-continuous at some point τ cannot be RS-integrable wrt any
monotone right-continuous integrator (similarly, when the integrand f is right-
continuous and the integrator a is left-continuous). Therefore, an equivalent
definition (for monotone right-continuous integrators) of the Riemann-Stieltjes
2Young, L.C. (1936), An inequality of the Ho¨lder type, connected with Stieltjes integration,
Acta Mathematica 67 (1): 251-282
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integral begins by saying that the RS-integral of a left-continuous piecewise
constant function ϕ =
∑n
i=1 ϕi1]τi−1,τi], 0 = τ0 < τ1 < · · · < τn = T wrt a
monotone integrator a is given by the partial sum∫
ϕda =
∫
]0,T ]
ϕda =
n∑
i=1
ϕi[a(ti)− a(ti−1)].
Next, for any bounded function f , the upper and lower Riemann-Stieltjes inte-
grals are defined by∫
fda = inf
{∫
β da : β ≥ f
}
and
∫
fda = sup
{∫
α da : α ≤ f
}
,
and, a bounded function f is RS-integrable wrt a monotone right-continuous
integrator a if for every ε > 0 there exists two left-continuous piecewise constant
functions satisfying
α ≤ f ≤ β and
∫
]0,T ]
(β − α) da ≤ ε, (5.3)
i.e., if the upper and lower Riemann-Stieltjes integrals agree in a common num-
ber, which is called the RS-integral of integrand f wrt the monotone integrator
a. The notation as integral over the semi-open interval ]0, T ] instead of the
integral from 0 to R, for the RS-integral is intensional, due to the used of left-
continuous integrand and right-continuous integrators.
As in the case of the Riemann integrals, any left-continuous piecewise con-
tinuous integrand (i.e., for any T > 0 there exists a partition 0 = t0 < t1 <
· · · < tn = T such that the restriction of the function to the semi-open interval
]ti−1, ti] may be rendered continuous on the closed interval [ti−1, ti]) is Riemann-
Stieltjes integrable on [0, T ] wrt any monotone integrator a. Indeed, if f is a
left-continuous piecewise continuous function, 0 = t0 < t1 < · · · < tn = T and
ε > 0 then there exists a refinement 0 = t′0 < t
′
1 < · · · < t′n = T such that the
oscillation of f on the semi-open little intervals ]t′i−1, t
′
i] is smaller than ε, i.e.,
sup{|f(s) − f(s′)| : s, s′ ∈]t′i−1, t′i]} < ε. Hence, define αf (t) = inf{f(s) : s ∈
]t′i−1, t
′
i]} and βf (t) = sup{f(s) : s ∈]t′i−1, t′i]} for t in ]t′i−1, t′i], to deduce (5.3)
as desired. The class of left-continuous piecewise continuous integrands is not
suitable for making limits, a larger class is necessary.
Relation with LS-Integral
A left-continuous function having right-hand limits f : [0,∞) → R is called
cag-lad, i.e., if f(t) = f(t−), for every t > 0, and the right-hand limit f(t+)
exists as a finite value, for every t ≥ 0. Similarly, a right-continuous function
having left-hand limits is called cad-lag, i.e., if a(t) = a(t+), for every t ≥ 0,
and the left-hand limit a(t−) exists as a finite value, for every t ≥ 0.
For any nonnegative Borel function f defined on R, denote by∫
[0,+∞[
f(s) da(s) and
∫
{0}
f(s) da(s) = f(0)a(0), (5.4)
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the Lebesgue-Stieltjes integral, i.e., the integral of f relative to the one dimen-
sional Lebesgue-Stieltjes measure generated by the right-continuous nondecreas-
ing function a. Note that if f is a left-continuous piecewise constant function
then the above Lebesgue-Stieltjes integral coincides with the Riemann-Stieltjes
integral, i.e., both integral agree on the class of piecewise continuous functions
if we choice a left-continuous representation.
Regarding the Riemann-Stieltjes and the Lebesgue-Stieltjes integrals,
Proposition 5.4. If ϕ is a cag-lad function and T = 1/ε > 0 then ϕ is bounded
on [0, T ] and there exists a left-continuous piecewise constant function φε and
a ε-decomposition of the form 0 = τ0 < τ1 < · · · < τn−1 < τn = T with
τi − τi−1 < ε such that the oscillation of ϕ − φε within any closed interval
[τi−1, τi] is smaller than ε. Moreover, any cag-lad integrand is RS-integrable
with respect to any cad-lag monotone nondecreasing integrator and both, the
Lebesgue-Stieltjes and the Riemann-Stieltjes integrals agree for such a pair of
integrand-integrator.
Proof. Denote by osc(f, I) = sup{|f(s) − f(s′)| : s, s′ ∈ I} the oscillation of a
function f on an interval I. For any cag-lad function ϕ and T = 1/ε, consider
a ε-decomposition of the form 0 ≤ S < s1 < · · · < sn−1 < sn = T such
that osc(ϕ, ]si−1, si]) ≤ ε, for every i = 1, . . . , n. Since ϕ(T ) = ϕ(T−) there
exists S > 0 sufficiently small so that such a decomposition (with n=1) is
possible. Now, define S∗ the infimum of all those 0 ≤ S ≤ T, where a finite ε-
decomposition (S, T ] =
⋃
i(si−1, si] is possible. If S∗ > 0 then, because ϕ(S∗−)
exists, we can decomposes (S∗, T ] and since ϕ(S∗) = ϕ(S∗−), we would be able
to decompose some larger interval (S, T ] ⊃ (S∗, T ], which is a contradiction.
Hence S∗ = 0, i.e, there exists a ε-decomposition 0 = τ0 < τ1 < · · · < τn−1 <
τn = T with τi−τi−1 < ε such that the oscillation osc(ϕ, ]τi−1, τi]) < ε, for every
i = 1, . . . , n. Consider the left-continuous piecewise constant function given by
φε(t) =
n∑
i=1
(
ϕ(τi+)− ϕ(τi)
)
1τi<t,
with ϕ(0−) = 0, to deduce that ϕ − φε is continuous at each points τi. This
implies that osc(ϕ− φε, [τi−1, τi]) < ε, for any i = 1, . . . , n.
To show that ϕ is RS-integrable with respect to a, given a ε > 0 consider a
ε-decomposition 0 = τ0 < τ1 < · · · < τn−1 < τn = T as above and define the
following left-continuous piecewise constant functions α(s) =
∑n
i=1
(
ϕ(τi+) −
ϕ(τi) + αi
)
1τi<t and β(s) =
∑n
i=1
(
ϕ(τi+) − ϕ(τi) + βi
)
1τi<t, where αi =
inf{ϕ(s) : s ∈]τi−1, τi]} and βi = sup{ϕ(s) : s ∈]τi−1, τi]}. Since α ≤ ϕ ≤ β and
|β − α| ≤ ε we deduce∫
]0,T ]
(β − α) da ≤ ε|a(T )− a(0)|,
which proves that ϕ is RS-integrable wrt a.
To calculate the value of the RS-integral, note that the previous argument
applied to ε = 1/k yields sequences {ϕk} and {ϕk} of left-continuous piecewise
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constant functions satisfying ϕ
k
(s) ≤ ϕ(s) ≤ ϕk(s) and |ϕk(s) − ϕk(s)| < 1/k
for every s in any fixed bounded interval [0, T ]. By definition of the Riemann-
Stieltjes integral we have∫
]0,T ]
ϕ(s)da(s) = lim
k
∫
]0,T ]
ϕ
k
(s)da(s) = lim
k
∫
]0,T ]
ϕk(s)da(s),
and because both, Riemann-Stieltjes and Lebesgue-Stieltjes integrals agree on
left-continuous piecewise constant functions, we conclude.
Multidimensional Riemann-Stieltjes can be considered. Given an additive
expression defined on any semi-open d-dimensional intervals ]a1, b1]×· · ·×]ad, bd]
via a “monotone” function, e.g.,
(
v1(b1)− v1(a1)
) · · · (vd(bd)− vd(ad)), the con-
struction can be developed. Essentially, this is the construction of the Lebesgue-
Stieltjes measure from a additive (actually, σ-additivity is necessary) defined on
the semi-ring of semi-open d-dimensional intervals. Moreover, most of the pre-
vious definitions can be used when either the integrand f or the integrator g
takes values in a Banach space, however, this issue is not discussed further.
Exercise 5.9 (cag-lad modulo of continuity). Suggested by the arguments in
Proposition 5.4, a modulo of continuity for a cag-lad function f : [a, b] −→ R
(i.e., f(t+) = lims→t, s>t f(s) exists and is finite for every t in [a, b[, f(t−) =
lims→t, s<t f(s) exists and is finite, and f(t) = f(t−) for every t in ]a, b]) should
be defined as
ρ(r; f, [a, b]) = inf
{
max
i=1,...,n
osc(f, ]si−1, si]) :
: a = s0 < s1 < · · · < sn = b, si − si−1 > r
}
.
Verify that a function f is cag-lad if and only if ρ(r)→ 0 as r → 0. Moreover,
a more convenient modulo of continuity could be the following
ρ′(r; f, [a, b]) = sup
{|f(t′)− f(t)| ∧ |f(t′′)− f(t)| :
: t′ ≤ t ≤ t′′, t′′ − t′ ≤ r t′, t′′ ∈ [a, b]},
with ∧ denoting the min. Prove that ρ′(r; f, [a, b]) ≤ ρ(r; f, [a, b]), but the
converse inequality does not hold. Finally, state an analogous for result for
cad-lag functions. See Billingsley [14, Chapter 3, p. 109-153] and Amann and
Escher [2, Chapter VI, Theorem 1.2, pp. 6-7].
Any monotone function v has finite-valued left-hand and right-hand limits
at any point, which implies that only jump-discontinuities (i.e., so-called of
the first class) may exist. A jump occurs at s in ]a, b[ when 0 < |v(s+) −
v(s−)| ≤ |v(b)− v(a)|, and therefore, only a finite number of jumps larger that
a positive constant may appear within a bounded interval. Hence, there are
only a countable number of jumps and the series v
J
(I) =
∑
s∈I [v(s+)− v(s−)],
collecting all jumps within the interval I, is convergent, and |v
J
(]a, b[)| ≤ |v(b)−
v(a)| when v is nondecreasing. Thus, the function vc(t) = v(t)− vJ (]a, t[) with t
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in ]a, b[ can be rendered continuous on [a, b], and if v is continuous either from
left or from right at each point t then vc is continuous in ]a, b[.
If {ti} is a sequence of positive numbers and
∑
i ai is a convergence series
of positive terms then the expression a(t) =
∑
i ai1ti≤t yields an nondecreasing
function called a nondecreasing purely jump function. If ϕ is a cag-lad integrand
then ∫
]0,T ]
ϕ(s)da(s) =
∑
i
(
ϕ(ti+)− ϕ(ti)
)
ai1ti≤T , ∀T > 0.
Note that the integrand and the integrator are defined on the whole semi-line
[0,∞), with the convention that f(0−) = f(0) for a left-continuous function f
and also g(0−) = 0 a right-continuous function g. This convention is not used
if the functions are assumed to be defined on the whole real line R.
A Particular Change of Variable
Let a be a right-continuous nondecreasing function, a : [0,∞] → [0,∞], i.e.,
a(s) = limr→s, r>s a(r) for every s in [0,∞[ and a(s) ≤ a(s′) for every s ≤ s′ in
[0,∞]. Define
a−1(t) = inf
{
s ∈ [0,∞] : a(s) > t}, ∀t ∈ [0,∞], (5.5)
with the convention that inf{∅} = ∞. The function a−1 : [0,∞] → [0,∞] is
called the right-inverse of a. Note that a−1(t) = 0 for any t in [0, a(0)[, and it
may be convenient to define
r∗(a) = sup{a(s) : s ∈ [0,∞[, a(s) <∞} (5.6)
with the convention sup{∅} = 0, so that the function a maps [0,∞[ into
[a(0), r∗(a)[. Therefore, the expression a−1(t) = inf
{
s ∈ [0,∞] : a(s) > t}
is properly defined for every t in [0, r∗(a)[, while a−1(t) = ∞, for every t in
[r∗(a),∞]. It is also clear that the mapping a 7→ a−1 is monotone decreasing,
i.e., if a1(s) ≤ a2(s) for every s ≥ 0 then a−11 (t) ≥ a−12 (t) for every t ≥ 0, in
particular, a(s) ≤ s (or ≥) for every s ≥ 0 implies a−1(t) ≥ t (or ≤) for every
t ≥ 0.
For instance, if a has only one jump, i.e., a(s) = c0 for any s < s0 and
a(s) = c1 for any s ≥ s0, with some constants c0 ≤ c1 and s0 in [0,∞[, then
a−1(t) = 0 for every t < c0, a−1(t) = s0 for every t in [c0, c1[ and a−1(t) = ∞
for every t ≥ c1.
Consider a− and a−1− the left-continuous functions obtained from a and
a−1, i.e., a−(0) = 0, a−1− (0) = 0, a−(s) = limr→s, r<s a(r) and a
−1
− (t) =
limr→t, r<t a−1(r) for every s and t in ]0,∞]. The functions a, a−, a−1 and
a−1− can have only a countable number of discontinuities.
Proposition 5.5. Firstly, (1) if a is a right-continuous non-decreasing function
then the right-inverse a−1 is right-continuous non-decreasing function. Also, for
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every t in [0,∞[, we have a−1(t) < +∞ if and only if t < r∗(a). Secondly, (2)
alternative definition of the right-inverse a−1 is the following expression
a−1(t) = sup
{
s ∈ [0,∞[ : a(s) ≤ t}, ∀t ∈ [0,+∞], (5.7)
with the convention sup{∅} = 0, i.e., a−1(t) = 0, for any t in [0, a(0)[. Thirdly,
(3) the relation between a and a−1 is symmetric, namely, a is the right-inverse
of a−1, i.e., a(s) = inf
{
t ∈ [0,+∞] : a−1(t) > s}, for every s in [0,∞], and
a−
(
a−1− (t)
) ≤ a−(a−1(t)) ≤ t ≤ a(a−1− (t)) ≤ a(a−1(t)),
for every t in [0, r∗(a)[, e.g., if a is continuous at the point s = a−1(t) with t
in [0, r∗(a)[ then a(s) = a
(
a−1− (t)
)
= t. Fourthly, (4) for any nonnegative Borel
measurable function f the Lebesgue-Stieltjes integral can be calculated as∫
[0,+∞[
f(s) da(s) =
∫
[0,+∞[
f
(
c(t)
)
1c(t)<∞ dt, (5.8)
where c = a−1 except in a set of Lebesgue measure zero.
Proof. Since t ≤ t′ implies {s : a(s) > t} ⊃ {s : a(s) > t′} the function a−1 is a
non-decreasing function. To show that a−1 is right-continuous at any t ≥ 0 take
ε > 0 and, by definition, there exists s ≥ 0 with a(s) > t and s < a−1(t) + ε. If
tn > t and tn → t then there exists an index N such that a(s) > tn ≥ t for every
n ≥ N , which implies that a−1(tn) ≤ s < a−1(t)+ε, i.e., limn a−1(tn) ≤ a−1(t).
Moreover, from the definition, a−1(t) < +∞ if and only if t < a(+∞), for
every t in [0,∞[. To check the alternative definition for the right-inverse of
a, fix t and, if ε > 0 and temporarily b(t) stand for the alternative above sup
expression, then a
(
a−1(t)− ε) ≤ t implies b(t) ≥ a−1(t)− ε, i.e., b(t) ≥ a−1(t).
The argument is completed by mentioning that because a is monotone non-
decreasing, any s satisfying a(s) ≤ t has to be smaller than or equal to any s′
satisfying a(s′) > t, i.e., b(t) ≤ a−1(t).
These alternative definitions show that
(a) s < a−1(t) implies a(s) ≤ t, and that s > a−1(t) implies a(s) > t,
as well as their symmetric counterparts, a(s) > t implies s ≥ a−1(t), and that
a(s) ≤ t implies s ≤ a−1(t), for any t, s in [0,+∞]. Now, use the right-continuity
of a to obtain that
(b) s ≥ a−1(t) implies a(s) ≥ t.
Thus, if temporarily b = (a−1)−1 denotes the iteration of infimum (5.5) on the
function a−1, then (a) yields a(s) ≤ b(s), and (b) yields a(s) ≥ b(s). Hence
the relation between a and a−1 is symmetric, i.e, a is the right-inverse of a−1.
Moreover, take a sequence {sn} such that sn < a−1(t) and sn → a−1(t) to
deduce from (a) that a(sn) ≤ t, i.e., a−
(
a−1(t)
) ≤ t. Similarly, take another a
sequence {tn} with tn < t, tn → t, sn = ε + a−1(tn) and ε > 0 to obtain from
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(b) a(sn) ≥ tn, i.e., a−
(
a−1− (t) + ε
) ≥ t, which implies a(a−1− (t)) ≥ t. Since
a−1− ≤ a−1, the parts (1), (2) and (3) are proved.
To show (4) assume that c = a−1. Take first f = 1{0}, i.e., f(c(t)) = 1
if and only if c(t) = 0. From the infimum definition of a−1(t) follows that
c(t) = 0 if 0 ≤ t < a(0) and the continuity of a at s = 0 implies that c(t) > 0 if
t > a(0+) = a(0). This proves the validity of the equality (5.8) when f = 1{0}
with integral equals to a(0). Next, take f = 1]0,τ ] with τ > 0, i.e., f(c(t)) = 1
if and only if 0 < c(t) ≤ τ . Now, because a(c(t)) = a(a−1(t)) ≥ t for any t with
c(t) < ∞, if t ≥ a(τ) then a(c(t)) ≥ t ≥ a(τ), i.e., (a) f(c(t)) = 0 if t ≥ a(τ).
Also, by definition of the infimum a−1(t), if t < a(τ) then τ ≥ a−1(t), i.e.,
(b) f(c(t)) = 1 if t < a(τ). Thus, from (a) and (b), the equality (5.8) is valid
for f = 1]0,τ ], where the integral is equal to a(τ) − a(0). Hence, by linearity,
the equality remain true for any left-continuous piecewise constant functions f .
Because both sides of the equality are measures, again the equality holds true
for any functions f = 1B , with B a Borel set, and therefore for any nonnegative
Borel function f .
• Remark 5.6. Given a right-continuous nondecreasing function a form [0,+∞[
into itself define a∗ = sup{s ≥ 0 : a(s) = a(0)} and a∗ = sup{a(s) : s > 0}. The
function a maps [0,∞[ into [a(0), a∗[ and its right-inverse a−1, given by either
the infimum (5.5) or the supremum (5.7), maps [a(0), a∗[ into [a∗,∞[, with
a∗ = a−1(a(0)) and a∗ = r∗(a), and also maps [0, a(0)[ into {0}. Therefore,
equality (5.8) can be rewritten as∫
]0,T ]
f(s) da(s) =
∫ a(T )
a(0)
f
(
a−1(t)
)
dt,
or in the more familiar form∫
]0,T ]
f
(
a(s)
)
da(s) =
∫ a(T )
a(0)
f(s) ds,
for every 0 < T <∞.
Let us remark that the expressions
a−1− (t) = inf
{
s ∈ [0,+∞] : a(s) ≥ t}, ∀t ∈ [0,∞],
again with the convention inf{∅} =∞, i.e., a−1− (t) = +∞, for any t in ]r∗(a),∞],
as well as
a−1− (t) = sup
{
s ∈ [0,+∞[ : a(s) < t}, ∀t ∈]0,∞], (5.9)
again with the convention sup{∅} = 0, i.e., a−1− (t) = 0, for any t in [0, a(0)],
are alternative definitions for a−1− . Indeed, an argument similar to the above
shows that the inf and sup expressions agree, and essentially the same technique
used to prove that a−1 is right-continuous can be applied to deduce that a−1−
is left-continuous. Note that the left-continuity yields no change in the value
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of a−(t) if a is replaced by a− in (5.9), i.e., if the initial monotone function a
is assumed to be left-continuous (instead of right-continuous) then (5.9) could
be used to define the right-inverse of a left-continuous monotone function, even
other approaches are possible, e.g., see Leoni [75, Chapter 1].
Exercise 5.10 (change-of-time). Let ν be a σ-finite measure on the measurable
space (X,F), and c be a nonnegative real-valued Borel measurable function on
X × [0,∞) and, for every fixed x in X, define
τ−1(x, s) =
∫ s
0
c(x, r)dr and τ(x, t) = inf{s > 0 : τ−1(x, s) > t},
and τ(x, t) = ∞ if τ−1(x, s) ≤ t for every s ≥ 0. Assume that τ−1(x, s)
is finite for every (x, s) in X × [0,∞), and that τ−1(x, s) → ∞ as s → ∞.
Consider τ−1 and τ as functions from X× [0,∞) into [0,∞) and verify (1) that
both functions are Borel measurable, and also cad-lag increasing functions in
the second variable. Now, consider the product measure µ = ν(dx)dt on the
product space X × [0,∞) and apply the transformation (x, t) 7→ (x, τ(t)) to
obtain the following set function
µτ (A×]0, s]) = µ
({(x, t) : x ∈ A, 0 < τ(x, t) ≤ s}).
Verify (2) that µτ extends to a unique measure defined on F × B, where B is
the Borel σ-algebra on [0,∞). Prove (3) that µτ = c(x, t)ν(dx)dt, i.e.,
µτ (A×]0, t]) =
∫
A×]0,t]
c(x, r)ν(dx)dr,
for every measurable set A and any t ≥ 0.
Multidimensional RS-Integral
Instead of insisting in left- or right-continuous functions as one-dimensional
problem, consider a finitely additive set function µ = µg defined on the semi-
ring Id of semi-open (or semi-closed) d-dimensional intervals ]a, b] in Rd, which is
given through a d-monotone function g : Rd → R, i.e., µg(]a, b]) =
ab1
a1
· · ·abdad g,
with abi
ai
g(x1, . . . , xi, . . . , xd) = g(x1, . . . , bi, . . . , xd)− g(x1, . . . , ai, . . . , xd).
Note that d-monotone means
abi
ai
g(x1, . . . , xi, . . . , xd) ≥ 0, for every bi > ai,
x = (x1, . . . , xi, . . . , xd), and that µg generates a (Lebesgue-Stieltjes) measure
µ∗g, but the function g needs to be right-continuous by coordinate to deduce
that µ∗g = µg on Id. Moreover, the simple example in mind is the product form
f(x1, . . . , xd) = f1(x1) . . . fd(xd).
To define the multidimensional Riemann-Stieltjes integrable, repeat the ar-
guments of previous Section 5.1 on Riemann integrable, the only difference is
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that partitions are with d-intervals in Id, and so are the definition of the in-
fima αf (Ik) and suprema βf (Ik). The mesh (or norm) of a partition {Ik} is
again maxk{d(Ik)} (d(·) is the diameter of Ik), but another quantity intervene,
namely, maxk{µg(Ik)}. Therefore, the upper and the lower multidimensional
Riemann-Stieltjes integrable are defined (as the smallest bound of the upper
Darboux sums and the largest bound of the lower Darboux sums), which is a
common (finite) value (the integal) when f is RS-integrable with respect to g.
Also, the multidimensional Riemann-Stieltjes sums are defined, i.e., if I =]a, b]
is partitioned with a finite sequence {Ik} of disjoint d-intervals in Ik ∈ Id then
Σ(f, g, {Ik}, {yk}) =
∑
k
f(yk)µg(Ik), yk ∈ Ik,
Σ(f, g, {Ik}) =
∑
k
αf (Ik)µg(Ik), αf (Ik) = inf
y∈Ik
f(y),
Σ(f, g, {Ik}) =
∑
k
βf (Ik)µg(Ik), βf (Ik) = sup
y∈Ik
f(y).
Remark that the d-monotonicity of f is necessary for the definition of the
lower Σ(f, g, {Ik}) and upper Σ(f, g, {Ik}) Darboux sums, but the definition
of the Riemann-Stieltjes sums Σ(f, g, {Ik}, {yk}) does not actually need f to
be d-monotone. In both cases, f should be bounded and g should satisfy
supk{|µg(Ik)|} ≤ C <∞, for any partition {Ik} of I =]a, b].
Always under the assumptions of f, g are bounded and g is d-monotone, if
{Jn} is a refinement of the partition {Ik} of the d-interval ]a, b] (i.e., each Ik is
equal to a disjoint union of some Jn) then
Σ(f, g, {Ik}) ≤ Σ(f, g, {Jk}) ≤ Σ(f, g, {Jk}) ≤ Σ(f, g, {Ik}),
and
max
{
Σ(f, g, {Ik})− Σ(f, g, {Jk}), Σ(f, g, {Jk})− Σ(f, g, {Ik}) ≤
≤ max
x∈]a,b]
{|f(x)|}max
k
{
µg(Ik)
}
.
The first estimate is sufficient to define the Riemann-Stieltjes integrability of
the integrand f with respect to the integrator g (in short f is RS-integrable
wrt g on ]a, b]) when the upper and the lower Darboux sums coincide, and the
common value Σ(f, g, {Ik}) = Σ(f, g, {Ik}) be taken as the value of the integral.
Next, the second estimate and the inequality
Σ(f, g, {Ik}) ≤ Σ(f, g, {Ik}, {yk}) ≤ Σ(f, g, {Ik}),
are used to show that both Darboux sums and the Riemann-Stieltjes sums
converges to the Riemann-Stieltjes integral as the the mesh (or norm) of the
partition maxk{d(Ik)} and the quantity maxk
{
µg(Ik)
}
, both vanish.
A more detailed analysis is necessary and estimate
Σ(f, g, {Ik})− Σ(f, g, {Ik}) ≤ max
k
{|βf (Ik)− αf (Ik)|}µg(]a, b]),
[Preliminary] Menaldi November 11, 2016
5.3. Diadic Riemann Integrals 145
is used to obtain a characterization of Riemann-Stieltjes integrable functions
similar to Theorem 5.1, i.e., denoting by D the set of discontinuities on f on
]a, b], (a) if µ∗g(D) = 0 then f is Riemann-Stieltjes integrable and µ
∗
g-integrable,
and both integrals coincide, (b) if f is Riemann-Stieltjes integrable and g is
continuous (i.e., the measure µ∗g is diffuse, namely, each single point in ]a, b]
has zero µ∗g-measure) then µ
∗
g(D) = 0. On the other hand, if maxk
{
µg(Ik)
}→
0 as maxk{d(Ik)} → 0 (i.e., as seen in a later chapter, this is the case of
an absolutely continuous function g) then everything work as in the case of
the multidimensional Riemann integral. In fact, the RS-integral of f wrt g is
the Riemann integral of fg′, where g′ is the Radon-Nikodym derivative (see
Theorem 6.3 later) of the measure µ∗g with respect to the Lebesgue measure.
5.3 Diadic Riemann Integrals
In a simple way, integration in R (or Rd) can be regarded as a series. Let
Rn = {i2−n : i + 1, . . . , 4n} be the sets of (positive) n-dyadic numbers (or of
order n) and let R =
⋃
n Rn be all (positive) dyadic numbers (or points). Using
a sequence dyadic intervals [(i − 1)2−n, i2−n[ with i = 1, 2, . . . , 4n and n ≥ 1,
we have [0, 2n[=
∑4n
i=1[(i− 1)2−n, i2−n[. Moreover, if
dn(t) = max{i2−n ≤ t : i = 1, . . . , 4n} (lower dyadic function)
dn(t) = min{i2−n ≥ t : i = 1, . . . , 4n} (upper dyadic function)
(5.10)
then dn(t) ≤ t ≤ dn(t), dn(t) − dn(t) < 2−n, for every t in ]0, 4n], and dn(t) =
dn(t) when t belongs to Rn.
Proposition 5.7. First, with the above notation we have
t =
∑
n
4−n
4n∑
i=1
1i2−n≤t, ∀t ∈ [0,∞[. (5.11)
Moreover∫ T
0
ϕ(t)dt =
∑
n
4−n
4n∑
i=1
ϕ(i2−n)1i2−n≤T , ∀T > 0, (5.12)
for any Riemann integrable function ϕ on [0, T ]. Furthermore, if ` denotes the
Lebesgue measure on (0,∞) then
∫ T
0
ψ(t)`(dt) =
∑
n
4−n
4n∑
i=1
`
({s ∈ (0, T ) : ψ(s) > i2−n), ∀T > 0,
(5.13)
for any nonnegative measurable function ψ on (0,∞).
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Proof. To show (5.11), if t = k2−m = (k2n−m)2−n, 1 ≤ k ≤ 4m then k2n−m ≤
4n, 1i2−n≤t = 1 if and only if i = 1, . . . , k2n−m with k2n−m ≥ 1. This implies∑4n
i=1 1i2−n≤t = k2
n−m = t2n when k2n−m = t2n ≥ 1 and ∑4ni=1 1i2−n≤t = 0
when k2n−m = t2n < 1, i.e., for every t in Rm we have
∑4n
i=1 1i2−n≤t = t2
−n if
t2−n ≥ 1 and equal to zero otherwise. Hence, for any t > 0, because dm(t) ≤
t ≤ dm(t) with the previous notation (5.10), we deduce
dm(t) =
∑
n
2−ndm(t) ≤
∑
n
4−n
4n∑
i=1
1i2−n≤t ≤
∑
n
2−ndm(t) = dm(t),
which yields (5.11), after letting m→∞. Note that replacing 1i2−n≤t with the
strict < in 1i2−n<t changes nothing only when t is not a dyadic point (number).
Moreover, if t ≥ s > 0 then
2n
(
dm(t)− dm(s)
) ≤ 4n∑
i=1
1s<i2−n≤t ≤ 2n
(
dm(t)− dm(s)
)
,
which implies that the equality (5.12) holds true for any piecewise constant
function ϕ(t) = ai for any t in ]ti−1, ti[ with t0 < t1 < · · · < tk which is
left-continuous at any dyadic point.
In general, if ϕ is a bounded integrable function on any compact set [0, T ]
then define ϕ
m
(t) = ci and ϕm(t) = Ci for t in Ii,m =](i − 1)2−m, i2−m] with
ci = sup{ϕ(s) : s ∈ Ii,m} and Ci = sup{ϕ(s) : s ∈ Ii,m} to check that∫ T
0
ϕ
m
(t)dt ≤
∑
n
4−n
4n∑
i=1
ϕ(i2−n)1i2−n≤T ≤
∫ T
0
ϕm(t)dt.
Hence, if ϕ is Riemann integrable on [0, T ] then the validity of (5.12) is verified.
Finally, if ψ = 1B for a Borel set in (0,∞) then∫ T
0
ψ(t)dt =
∫ ∞
0
rmψ(dr) =
∫ ∞
0
λψ(r)dr,
where the distribution functions of ψ are mψ(A) = `
({t ∈ (0, T ) : ψ(t) ∈ A})
and λψ(r) = `
({t ∈ (0, T ) : ψ(t) > r}). This equality remains true for any ψ
nonnegative measurable function on (0,∞), see also Exercise 5.6. Hence, take
ϕ = λψ(·) in (5.12), initially with ψ bounded, to deduce (5.13).
The contrast between both ideas of integration are really seen in the previous
Proposition 5.7. The Riemann integral uses a partition on the domain, while
the Lebesgue integral uses a partition on the range, which requires first, the
notion of measure.
The expression (5.12) extends easily to vector-valued functions ϕ (or func-
tions with values into a Banach space) and the series is convergent in the corre-
sponding norm. Moreover, with a heavier notation, namely, for d-dimensional
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nonnegative integers j = (j1, . . . , jd),∫
(a,b]
f(x)dx =
∑
n
4−dn
∑
1≤ji≤4n
f(j2−n)1a<j2−n≤b,
for every d-dimensional interval (a, b] ⊂ Rd, a = (a1, . . . , ad), b = (b1, . . . , bd),
with a ≤ b and a1, . . . , ad ≥ 0. While, the expression in (5.13) can be easily
adapted to Rd, i.e.,∫
Rd
f±(x)`d(dx) =
∑
n
4−n
4n∑
i=1
`d
({x ∈ Rd : f±(x) > i2−n}),
and actually, the Lebesgue measure `d on Rd can be replaced by a measure µ
on an abstract space Ω.
As a direct consequence of (5.8) in the previous Proposition 5.5 and the last
Proposition 5.7, if t 7→ ϕ(c(t)) is Riemann integrable then∫
]0,T ]
ϕ(t)da(t) =
∑
n
4−n
4n∑
i=1
ϕ(c(i2−n))1i2−n≤a(T ), (5.14)
for every T > 0.
The dyadic grid can be used to define the so-called Jordan content. Indeed,
the countable collection Qn of cubes in Rd whose side length is 2−n and whose
vertices are in 2−n{. . . ,−1, 0, 1, . . .} is called the n-dyadic cubes, i.e., a typical
cube Q in Qn have the form
Q = [i12
−n, (i1 + 1)2−n]× · · · × [id2−n, (id + 1)2−n],
for any integer numbers i1, . . . , id. These cubes may be taken closed, open or
semi-closed (i.e., closed on the left and open in the right).
If A is a bounded set in Rd then the inner and the outer Jordan content of
A is defined as follows:
κ(A) = lim
n→∞κn(A) and κ˜(A) = limn→∞ κ˜n(A), (5.15)
where κn(A) or κ˜n(A) are the series of the volume of all n-dyadic cubes inside
or touching A, i.e,
κn(A) =
∑
Q∈Qn, Q⊂A
2−dn and κ˜n(A) =
∑
Q∈Qn, Q∩A 6=∅
2−dn.
If the limits κ(A) = κ˜(A) then the common number κ(A) is called the Jordan
contain of A. Note that the number κn(A) increases and the κ˜n(A) decreases
with n, i.e., the limits (5.15) are monotone and finite (because A is bounded).
Certainly, the Jordan content is usually defined using general d-intervals or
rectangles, but the result is the same. Even if the definition make sense for any
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set A, the Jordan content is meaningful when A is bounded since κ˜(A) =∞ for
every unbounded set A. It is clear that the Caratheodory’s arguments and the
inner approach give suitable generalization.
It is clear that if
An =
⋃
Q∈Qn, Q⊂A
Q and A˜n =
⋃
Q∈Qn, Q∩A6=∅
Q
then κn(A) and κ˜n(A) are the Euclidean volumes (or the Lebesgue measure) of
the sets An and A˜n, respectively. Actually,
Proposition 5.8. If A is a bounded set then⋃
n
An = A ⊂ A ⊂ A˜ =
⋂
n
A˜n, (5.16)
A and A˜ are Borel sets, and `(A) = κ(A) and `(A˜) = κ˜(A), where ` denotes
the Lebesgue measure on Rd. Moreover, if A = O is an open set then O = O
and O can be expressed as a countable union of closed dyadic cubes with disjoint
interiors (or semi-closed dyadic disjoint cubes). Furthermore, κ(O) = `(O) and
κ˜(K) = `(K) for any open set O and compact set K in Rd.
Proof. The relation (5.16) is clear and the first part follow from the monotone
convergence. Moreover, this imply that the Jordan content of A exists if and
only if `(A˜rA) = 0, which implies that A is measurable and κ(A) = `(A).
It is also clear that κ(O) = `(O), for any bounded open set O. Now, given
a compact K, there is a large compact cube C with interior C˚ ⊃ K. Certainly,
the content of the boundary of C is zero, and since, any n-dyadic cube inside C
is either inside CrK or is intersecting K, we deduce that κ˜n(K)+κn(CrK) =
`(C), and as n→∞, the equality
κ˜(K) + κ(C rK) = `(C),
follows. Because the boundary of the cube C has content zero, we get
κ(C rK) = κ(C˚ rK) = `(C rK),
i.e., κ˜(K) = `(K).
Therefore, we find again the two-step approximation process given in either
Caratheodory’s arguments (outer-inner) and the inner approach (inner-outer).
5.4 Lebesgue Measure on Manifolds
First we recall the concept of manifold. If U and V are two open sets in Rd
then a bijective mapping Φ : U → V which is continuously differentiable up to
the order k together with its inverse Φ−1 : V → U is called a homeomorphism
of class Ck (or a Ck diffeomorphism). If k = 0 then Φ and its inverse are just
[Preliminary] Menaldi November 11, 2016
5.4. Lebesgue Measure on Manifolds 149
continuous, and a (locally) Lipschitz homeomorphism (or a (local) bi-Lipschitz
mapping) is when Φ and Φ−1 are both (local) Lipschitz continuous functions,
i.e., for some constant C ≥ c > 0,
c|x− y| ≤ |Φ(x)− Φ(y)| ≤ C|x− y|, ∀x, y ∈ U
or if the ‘locally’ prefix is used, for any x and y in K, for any compact set
K ⊂ U , where the constants C and c may depend on K. Also the case k = ∞
(i.e., continuously differentiable of any order) is included. In this context, a
homeomorphism is also called a (local) change-of-variables or coordinates. The
interested reader may take a look at Taylor [115, Appendix B, pp. 267–275] for
quick review on diffeomorphisms and manifolds.
In R3, a curve (or surface) is regarded as the graph of 1-variable (or 2-
variable) mapping with values in R3. Certainly, several mappings (or parame-
terizations) can produce the same curve (or surface), and the geometric concept
of curves (or surfaces) is independent of the given parameterization. In general,
the graph of a mapping ψ is the set {(x, ψ(x))}, and the name manifold is used
to signify a local graph. Submanifolds preserve the structure of manifolds (they
are themselves manifolds) and our interest is only on (sub)manifolds embedded
in the Euclidean space Rd. Indeed,
Definition 5.9. In the Euclidean space Rd, a set S ⊂ Rd is called a Ck sub-
manifold at x ∈ S of dimension 1 ≤ m < d if there exists an open neighbor-
hood U of x such that S ∩ U is the graph of a mapping ψ of class Ck from
an open set V ⊂ Rm into Rd−m, i.e., for some orthogonal change-of-variables
y = (y1, . . . , yd), y
′ = (y1, . . . , ym),
S ∩ U = {(y′, ψ(y′)) ∈ Rd : y′ ∈ V ⊂ Rm},
and ψ is continuously differentiable up to the order k. If this property holds for
every x in S, with the same constants k and m, but possibly a different choice of
the orthogonal coordinates (and mapping ψ), then S is called a Ck submanifold
of dimension m. The m-dimensional linear space of all tangent vectors, i.e., the
graph of the (d−m)×m matrix gradient ∇ψ, namely,
graph
(∇ψ(x′)) = {(y′,∇ψ(x′)y′) : y′ ∈ Rm}, with x = (x′, ψ(x′)),
is called the tangent space at the point x. The strictly positive function
y = (y′, ψ(y′)) 7→ Jψ(y′) =
√
det
(∇φ(y′)∗∇φ(y′)), φ(y′) = (y′, ψ(y′))
defined on S ∩U is called the Euclidean m-dimensional density function, where
(·)∗ means the transposed matrix, and det(·) is the determinant of a m × m
matrix. With obvious changes, continuous submanifolds (k = 0), C∞ subman-
ifolds, and (locally) Lipschitz submanifolds (ψ is locally Lipschitz) are also de-
fined. For (locally) Lipschitz submanifolds, the tangent space and the Euclidean
density may not be defined at every points.
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Similarly, any open subset of Rd and any point in Rd can be regarded as
submanifolds of dimension m = d and m = 0, respectively. As menioned above,
submanifolds (or manifolds) are considered as embedded in Euclidean space Rd.
Therefore, instead of calling S a Ck submanifold (of Rd) of dimension m, we
may call S a manifold of dimension m (in Rd).
A typical example of a C∞ manifold is the sphere Sd−1 = {x ∈ Rd : |x| = 1}.
Indeed, for any x0 in Sd−1 there is at least one coordinate nonzero, e.g, x01 > 0,
and so,
x1 = ψ(x2, . . . , xd) =
√
1− x22 − · · · − x2d
yields a local description. It is clear from the definition that a homeomorphism
Φ of class Ck preserves submanifolds, i.e., if S is a manifold then Φ(S) is also a
manifold.
• Remark 5.10. The mapping φ(y′) = (y′, ψ(y′)) from V into Rd is injective and
of class Ck, and its inverse (y′, ψ(y′))→ y′ is necessarily continuous (actually, of
class Ck) and the d×m matrix gradient ∇φ = (Im,∇ψ)∗ is injective. Similarly,
the mapping g(y) = g(y′, r) = r − ψ(y′) from U into Rd−m satisfies S ∩ U =
{y ∈ U : g(y) = 0} and the (d −m) × d matrix gradient ∇g = (−∇ψ|Id−m) is
surjective, indeed, the number d−m of equation requires for a local description
of S is called the co-dimension. Moreover, these d−m coordinates can be flatted,
i.e., Φ(S ∩ U) = O × 0d−m, for a suitable homeomorphism Φ from U into Rd
and an open subset O of Rm. Actually, as long as we work within the class Ck
with k ≥ 1, these three functions φ, g and Φ are of class Ck and they provide an
equivalent definition of submanifold, via the implicit and the inverse function
theorems (which are not valid for Lipschitz functions). For instance, a set S is a
Ck submanifold of Rd at x ∈ S of dimension m if there exists an open set V of
Rm and an injective function φ : V → Rd such that (a) x belongs to φ(V ), (b)
φ and its inverse φ−1 are of class Ck, k ≥ 1, and (c) the matrix ∇φ(x) has rank
m. Indeed, from such a function φ the implicit function theorem applies, and
after re-ordering the variables, the equation φ(y′) = z can be solved, locally,
as z = (y′, ψ(y′)) to fit Definition 5.9. A function φ satisfying (a), (b), (c) is
called a local chart of S, and a family such functions is called an atlas of S.
Essentially, any property of an object acting on a manifold is defined in term of
an atlas and should be independent of the particular atlas used. It is clear that
atlas are preserved by homeomorphism of the same regularity.
Also note that the tangent space and the Euclidean density are independent
of the particular local coordinates (i.e., the choice of the m independent coordi-
nates and the function ψ) chosen. Setting φ(y′) = (y′, ψ(y′)), this means that if
φ¯(y¯′) is another local coordinates (or charts) on an open subset V¯ of Rm then
the tangent space at the point x = φ(x′) = φ¯(x¯′) is given by
{∇φ(x′)y′ ∈ Rd : y′ ∈ Rm} = {∇φ¯(x¯′)y¯′ ∈ Rd : y¯′ ∈ Rm},
while, for the Euclidean density Jψ(y
′) the invariance is expressed by the relation
Jφ¯(y¯
′) = Jφ(φ−1 ◦ φ¯(y¯′))
∣∣det (∇(φ−1 ◦ φ¯(y¯′)))∣∣,
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for any y¯′ in φ¯−1(φ(V ) ∩ φ¯(V¯ )). Actually, any nonnegative function ρ defined
on S by local coordinates ρφ(y
′) = ρ(φ(y′)) that follows the above invariance is
called a density on S.
In particular, if m = d − 1 (i.e., the hyper-area) then ψ is real-valued,
φ(y′) = (y′, ψ(y′)), y′ in Rd−1, and
Jψ(y
′) =
√
det
(∇φ(y′)∗∇φ(y′)) = √1 + |∇ψ(y′)|2,
where ∇ψ is the gradient of ψ, i.e., the (d− 1)-dimensional vector of all partial
derivatives. This means that if y′ = (y1, . . . , yd−1) and yd = ψ(y1, . . . , yd−1)
then the vector
n(y′, ψ(y′)) = ±
(− ∂1ψ(y′), . . . ,−∂d−1ψ(y′), 1)[
1 + (∂1ψ(y′))2 + · · ·+ (∂d−1ψ(y′))2
]1/2 ,
represents the unit normal vector (field) to the surface S. This yields d − 1
independent tangential unit vectors ti, for i = 1, . . . , d− 1, i.e.,
t1 =
(
1, 0, . . . , 0, ∂1φ(y
′)
)[
1 + (∂1φ(y′))2
]1/2 , . . . , td−1 =
(
0, 0, . . . , 1, ∂1φ(y
′)
)[
1 + (∂d−1φ(y′))2
]1/2 ,
which are orthogonal to n as expected.
• Remark 5.11. The concept of manifold applied to an open set Ω ⊂ Rd with
boundary ∂Ω could reads as follows: either (a) the boundary ∂Ω = S ⊂ Rd is a
(d− 1)-dimensional manifold satisfying Definition 5.9 and
Ω ∩ U = {(y′, yd) ∈ Rd : yd < ψ(y′), y′ ∈ V ⊂ Rd−1},
or (b) the closure Ω is a d-dimensional manifold with boundary ∂Ω = S, i.e., as
in Definition 5.9 with φ : U → Rd,
Ω ∩ U = {y = (y′, yd) ∈ Rd : φd(y) < 0} and
S ∩ U = {y = (y′, yd) ∈ Rd : φd(y) = 0}.
In this case, the normal direction n is one-sided, i.e., the “graph” cannot tra-
verses the tangent plane. As mentioned early, both viewpoints (a) and (b) are
equivalent within the class Ck, k ≥ 1, but for only continuous or Lipschitz man-
ifolds, (a) implies (b), but (b) does not necessarily implies (a). For instance,
the reader is referred to Grisvard [56, Section 1.2, pp. 4–14].
Similarly, if m = 1 (i.e., the arc-length) then ψ takes values in Rd−1, φ(y′) =
(y′, ψ(y′)), y′ in R1, and
Jψ(y
′) =
√
det
(∇φ(y′)∗∇φ(y′)) = √1 + |dψ(y′)|2,
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where dψ(y′) is the (d− 1)-dimensional vector of the first derivative of ψ. This
means that if y′ = y1, ψ = (ψ2, . . . , ψd) and ψ′ denotes the derivative, then the
vector
t(y1, ψ(y1)) = ±
(
1, ψ′2(y1), . . . , ψ
′
d(y1)
)[
1 + (ψ′2(y1))2 + · · ·+ (ψ′d(y1))2
]1/2 ,
represents the unit tangent vector (field) to the curve S. This means that for
d = 3, we have the arc-length with m = 1 and the area with m = 2, as expected.
To patch all the pieces of a submanifold we need a partition of the unity :
Theorem 5.12 (continuous PoU). Let {Oα : α} be an open cover of S ⊂ Rd,
i.e., Oα are open sets and
⋃
αOα ⊃ S. Then there exists a continuous partition
of the unity subordinate to {Oα : α}, i.e., there exists a sequence of continuous
functions χi : Rd → [0, 1], i = 1, 2, . . . , such that the support of each function
χi is a compact set contained in some element Oα of the cover, and for any
compact set K of
⋃
αOα there exists a finite number k such that
∑k
i=1 χi = 1
on K.
Proof. First, if I and J are d-intervals (or d-rectangles) in Rd such that I is
compact, J is open with compact closure and I ⊂ J then there exists a contin-
uous function $ : Rd → [0, 1] satisfying $(x) = 1 for every x in I and $(x) = 0
for every x outside of J , actually, an explicit construction of the $ is clearly
available.
Second, consider a sequence of compact set Kn such that
⋃
nKn =
⋃
αOα
to deduce that for every x in Kn must belong to some open set Oα, and so,
there are d-intervals I compact and J open with compact closure such that x
belongs to the interior of I and I ⊂ J ⊂ J ⊂ Oα. By compactness, there exists
a finite number of Ii ⊂ Ji with the above property which form a finite cover
of Kn, i.e.,
⋃k
i=1 I˚i ⊃ Kn. Hence, there is a sequence of d-intervals Ii ⊂ Ji, Ii
is compact, Ji is open with a compact closure contained in some Ωα, and such
that
⋃k
i=1 I˚i =
⋃
αOα.
Next, denote by $i a continuous function such that $ = 1 on Ii and $ = 0
outside Ji to define χ1 = $1 and
χi = (1−$1)(1−$2) · · · (1−$i−1)$i,
for i ≥ 2. The support of χi is certainly contained in some Ωα and since
k∑
i=1
χi = 1−
k∏
i=1
(1−$i), ∀k ≥ 1,
we deduce that
∑∞
i=1 χi = 1 on any compact K of
⋃
αOα, where the series is
locally finite, i.e., only a finite number of χi have support in K.
It is not hard to modify the argument so that the functions χi are of class
Ck, but to actually see that χi may be chosen of class C
∞, we make use of the
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fact that
g(x) =
{
0 if x ≤ 0
e−1/x if x > 0
is a function of class C∞. Actually, the reader may check Theorem 7.8 later on
in the text.
Therefore, apply Theorem 5.12 to the open cover {U} of the submanifold
S as in Definition 5.9 to find a continuous partition of the unity {χi} with a
compact support contained in the open set Ui ⊂ Rd, and charts ψi defined on
an open set Vi ⊂ Rm such that
S ∩ Ui = {φi(y′) = (y′, ψi(y′)) ∈ Rd : y′ ∈ Rm}.
Now, the Lebesgue measure defined on Rm can be transported to S. Indeed,
a nonnegative function f defined on a submanifold S in Rd of dimension m
is called integrable with respect to the surface Lebesgue measure σ(dx) if the
function
y′ 7→
∑
i
χi
(
φi(y
′)
)
f
(
φi(y
′)
)√
det
(∇φi(y′)∗∇φi(y′))
is Lebesgue integrable on Rm and∫
S
f(x)σ(dx) =
∑
i
∫
Rm
χi
(
φi(y
′)
)
f
(
φi(y
′)
)√
det
(∇φi(y′)∗∇φi(y′)) dy′
is the definition of the integral. These definition are independent of the par-
ticular partition of the unity and the charts chosen. Indeed, if φ and φ¯ have a
common image S0 then the formula for the change-of-variables y
′ 7→ φ¯−1(φ(y′))
in the m-dimensional integral yields∫
φ−1(S0)
f
(
φi(y
′)
)√
det
(∇φi(y′)∗∇φi(y′)) dy′ =
=
∫
φ¯−1(S0)
f
(
φ¯i(y¯
′)
)√
det
(∇φ¯i(y′)∗∇φ¯i(y¯′)) dy¯′,
as expected. In particular, any linear (affine) submanifold S in Rd of dimension
m can be represented as
S =
{
(y′, ψ(y′)) ∈ Rd : y′ ∈ Rm}, with ψ(y′) = a+ y′A,
where A is am×(d−m) matrix A of maximal rank and a is a row vector in Rd−m.
Hence, φ(y′) = (y′, a + y′A), ∇φ(y′) = (Im, A)∗, and det((∇φ(y′))∗∇φ(y′)) =
det(Im +AA
∗), independent of y′, and it represents the m-volume of the image
{y′A ∈ Rd : y′ ∈ Q′ ⊂ Rm}, where Q′ is the unit cube in Rm. In general
σ(φ(Q)) =
∫
Q
√
det
(∇φ(y′)∗∇φ(y′)) dy′,
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for any cube Q ⊂ Rm inside the open set Dφ where the local chart φ is defined.
Actually, the above equality holds true for any Lebesgue measurable set A =
Q ⊂ Dφ in Rm and σ becomes a Borel measure on S ⊂ Rd, and except for
a multiplicative constant, this surface Lebesgue measure agrees with the m-
dimensional Hausdorff measure as discussed in next section.
For the case of the hyper-area (m = d − 1), if for instance, the local charts
are taken
φ(y1, . . . , yd−1) =
(
y1, . . . , yd−1, ψ(y1, . . . , yd−1)
)
then the surface Lebesgue measure has locally the form∫
Rd−1
f(y′, ψ(y′))
√
1 + |∇ψ(y′)|2 dy′, y′ = (y1, . . . , yd−1).
If the submanifold S is only (locally) Lipschitz then the Euclidean density is
defined almost everywhere in Rm, and the surface Lebesgue measure σ still
makes sense as a Borel measure on S.
In particular, if Ω is an open subset of Rd with a Lipschitz boundary ∂Ω (see
Remark 5.11) then the surface Lebesgue measure dσ is can be used to define the
space L1(∂Ω), i.e., the space of functions f : Ω→ R such that the composition
function
y′ 7→
∑
i
χi(φi(y
′))f(φi(y′))
√
det
(∇φi(y′)∗∇φi(y′))
is integrable in Rd−1, for some local coordinates ψi : Vi → Rd, φi(y′) = (y′ψ(y′)),
and a subordinate partition of the unity {χi}. As mentioned early, all proper-
ties of function defined on the boundary ∂Ω are studied by local coordinates.
Moreover, if Ω a bounded domain as above and F is a continuously differen-
tiable functions defined on the closure Ω with values in Rd then the divergent
theorem, i.e.,∫
Ω
∇Fd` =
∫
∂Ω
F · ndσ
holds true, where n is the outward unit normal vector defined almost everywhere
with respect to the surface Lebesgue measure σ. Similarly, with the integration-
by-parts or Green formula.
Recall that by definition complex-valued measures are finite measure, i.e.,
a complex measure µ has a real-part <(µ) and an imaginary-part =(µ) both
of which are finite real-valued measures on a measurable space (Ω,F). Thus,
following the complex numbers arithmetic, a real- or complex-valued measurable
function f is integrable with respect to a complex valued measure µ if and only if
the real-valued function |f | is integrable with respect to the real-valued measures
<(µ) and =(µ).
In general, every integral with complex values is reduced to its real and
imaginary parts, and then each one is studied separately and put back together
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when the result make sense, i.e., both parts are finite and 5h3 complex plane
is identified with R2 for all practical use. Hence, of particular interest is the
integral over a complex Lipschitz curve, which treated as a generalization of the
Riemann-Stieltjes contour integral over a complex C1-curve, i.e., the complex
line integral∫
C
f(z)dz =
∫ b
a
f
(
x(t) + iy(t)
)(
a′(t) + iy′(t)
)
dt,
where the curve C is parameterized as z = x(t) + iy(t), with t from a to b and
Lipschitz functions t 7→ x(t) and t 7→ y(t).
For instance, the reader may check the textbook Amann and Escher [2,
Sections VII.9 and VII.10, pp. 242–280 and Chapter XI–X, pp. 235–456] or
Duistermaat and Kolk [39, Chapter 7, pp. 487–535] or Giaquinta and G. Mod-
ica [51, Chapter 4, pp. 213–282] or Haroske and Triebel [61, Appendix A, pp.
245–249]. Junghenn [66, Chapter 13, pp. 447–502]. Regarding manifolds, de-
pending on the reader interest, the following textbooks, Auslander and MacKen-
zie [6], Berger and Gostiaux [13], Boothby [17], Gadea and Mun˜oz Masque´ [47],
and Tu [117] could be consulted.
5.5 Hausdorff Measure
Recalling that d(E) means the diameter of E, i.e., d(E) = sup{d(x, y) : x, y ∈
E}, the second construction of outer measure, given in Section 2.4, is used
with the choice E = 2X , b(E) = (d(E))s = ds(E), with 0 ≤ s < ∞ and
the conventions d(∅)s = 0 and d0(E) = 1 if E 6= ∅, yields the so-called s-
dimensional Hausdorff measure, which is denoted by hs (most of the times Hs)
and hs(A) = limδ→0 hs,δ(A), with
hs,δ(A) = inf
{∑
n
ds(En) : A ⊂
⋃
n
En, En ⊂ X, d(En) ≤ δ
}
.
In view of Theorem 2.25, hs is a regular Borel (outer) measure and as δ decreases,
the infimum extends over smaller classes, so that hs,δ(A) does not decrease, i.e.,
hs,δ(A) ↑ hs(A), and therefore, if hs(A) = 0 then hs,δ(A) = 0 for any δ > 0.
Note that, we have no distinction in notation between the outer measure h∗s
and the corresponding measure hs, i.e., we drop the star
∗ to simplify. Actually,
from the context, we use the outer measure on non measurable sets. The cases of
an integer s are of great importance. For instance, h0(A) is equal to the number
of points in A and when X = R we easily show that h1 = `∗1, the Lebesgue outer
measure on the line.
Note that for any A ⊂ Rd, a ∈ Rd and r > 0 we have hs(A + a) = hs(A)
(invariance under translations) and hs(rA) = r
shs(A) (s-homogeneous under
dilations). Moreover, if ϑ : Rd → Rd is an affine isometry then hs(ϑ(A)) =
hs(A). In a separable metric space X, the measure hs is unchanged if we use the
class (for the coverings) of closed sets (or open sets) instead of 2X . Moreover,
[Preliminary] Menaldi November 11, 2016
156 Chapter 5. Integrals on Euclidean Spaces
for a normed space X, we may also use the class of all convex sets. Indeed, it
suffices to remark that d(A) = d(A), d(Aε) = d(A) + 2ε and d(co(A)) = d(A),
where A is the closure of A, Aε = {x ∈ X : d(x,A) < ε} and co(A) = {y =
tx+ (1− t)y : x, y ∈ A, t ∈ [0, 1]}.
Exercise 5.11. Consider the 1-dimensional Hausdorff measure h1 on R1 and
R2. Verify that h1,δ(A) is independent of δ and is equal to the Lebesgue measure
`1(A), for any A ⊂ R1. Now, show that if Sa = {(x, a) : x ∈ [0, b]} ⊂ R2 is an
isometric copy of the interval [0, b] then h1(Sa) = b, for every b > 0. Since the
Sa are disjoint, we should deduce that h1 is not a σ-finite measure in R2. Next,
consider S0 and Sa with o < a < 1 and discuss the role of the parameter δ in
the above definition. Check that h1,δ(S0 ∪ Sa) = 2b if δ < a, but the diameter
of S0 ∪ Sa is
√
b2 + a2.
Proposition 5.13. Consider the s-dimensional Hausdorff (outer) measure hs
on X and let A be a subset of X. We have (a) if hs(A) <∞ then ht(A) = 0 for
t > s or equivalently (b) if hs(A) > 0 then ht(A) =∞ for t < s.
Proof. Indeed, let A =
⋃
nEn with d(En) < δ. If t > s then
ht,δ(A) ≤
∑
n
dt(En) ≤ δt−s
∑
n
ds(En),
which yields ht,δ(A) ≤ δt−shs,δ(A). Hence, as δ vanishes, we deduce ht,δ(A) = 0
if hs,δ(A) <∞.
Based on this result, we define
dim(A) = sup{s ≥ 0 : hs(A) =∞} = inf{s ≥ 0 : hs(A) = 0}
as Hausdorff dimension of a subset A of X. Certainly this unique value 0 ≤
dim(A) ≤ ∞ is such that s < dim(A) implies hs(A) = ∞ and t > dim(A)
implies ht(A) = 0. As expected, we may prove (see below) that dim(Rd) = d,
and we give example of sets with non-integer Hausdorff dimension.
Exercise 5.12. Regarding the Hausdorff dimension prove for any Borel sets (1)
if A ⊂ B then dim(A) ≤ dim(B) and (2) dim(A ∪ B) = max{dim(A),dim(b)}
Moreover, prove that (3) for a sequence {Ak} of Borel sets we have dim(
⋃
k Ak) =
supk
{
dim(Ak)
}
.
Let us give a couple of sequential comments before comparing the Hausdorff
measure hd and the Lebesgue measure `d in Rd.
(1) For s > d we have hs(Rd) = 0. Indeed, the unit cube Q1 in Rd can be
decomposed into kd cubes of side 1/k and diameter δ =
√
d/k. Hence
hs,δ(Q
1) ≤
kd∑
i=1
δs = ds/2kd−s,
which tends to zero as k →∞ if d < s, i.e., hs(Q1) = 0, and then hs(Rd) = 0.
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(2) Let Q be the collection of all cubes in Rd with edges parallel to the axes,
precisely, of the form ai ≤ xi < ai + α, with α > 0 and a = (a1, . . . , ad) in Rd.
Recall that hs(A) = hs(A, 2
Rd) and consider h˜s(A) = hs(A,Q). We have
hs(A) ≤ h˜s(A) ≤
(
2
√
d
)s
hs(A), ∀A ⊂ Rd. (5.17)
Indeed, because any set of diameter strictly less that r is contained in a cube
with edges of size 2r, i.e, with diameter 2r
√
d; for each cover A ⊂ ⋃nEn with
d(Ek) < δ we can find cubes Qn ⊃ En, with d(Qn) = 2
√
dd(En). Hence∑
n
ds(En) =
(
2
√
d
)−s∑
n
ds(Qn) ≥
(
2
√
d
)−s
h˜s,δ˜(A),
with δ˜ = 2
√
d δ. Hence hs,δ(A) ≥
(
2
√
d
)−s
h˜s,δ˜(A), which yields the inequality
hs(A) ≥
(
2
√
d
)−s
h˜s(A).
(3) Similarly, if h¯s(A) = hs(A,B), where B is the collection of all balls in Rd,
then with the same argument (remarking that any set A is contained in a ball
B of radius equal to the diameter of A) we obtain
hs(A) ≤ h¯s(A) ≤ 2shs(A), ∀A ⊂ Rd. (5.18)
Thus, the requiring δ → 0 in Theorem 2.25 forces the covering to incorporate
into the definition of the Hausdorff measure hs(A) some information about the
local geometry of the set A.
(4) If `d denotes the Lebesgue measure in Rd then a subset of Rd has Lebesgue
(outer) measure zero if and only if it has d-dimensional Hausdorff measure zero,
moreover we have
d−d/2hd(A) ≤ `d(A) ≤ 2dhd(A), ∀A ⊂ Rd. (5.19)
Indeed, for any cube Q, the quantity
(
δ(Q)
)d
is proportional to the volume
(measure) of Q, i.e., δd(Q) = dd/2`d(Q). Thus, due to the additivity of the
measure we see that h˜s,δ is independent of δ, i.e.,
h˜s(A) = inf
{∑
n
ds(Qn) :
⋃
n
Qn ⊃ A
}
, with s = d, ∀A ⊂ Rd,
where {Qn} is any collection of cube covering A, without restriction on the
size of the diameters. Hence, essentially by definition of the outer Lebesgue
measure `d (see Remark 2.39), we deduce h˜d(A) = d
d/2`d(A), for every A ⊂ Rd.
Combining this with the inequality (5.17), we conclude. Note that in particular,
estimate (5.19) and Proposition 5.13 imply that for any subset A of Rd with
positive outer Lebesgue measure `∗d(A) > 0 we have hs(A) = ∞ for any s < d,
and certainly, ht(A) ≤ ht(Rd) = 0 for any t > d. This shows that Hausdorff
dimension of A is d, i.e., dim(A) = d.
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(5) One step further is to realize that for every cube Q we have h˜d(a+ rQ) =
rdh˜d(Q), hd(a + rQ) = r
dhd(Q) and `d(a + rQ) = r
d`d(Q). Hence, for every
cube Q we deduce hd(Q) = qd `d(Q), where qd = hd(Q
1) with Q1 = [0, 1)d
being the unit cube. Next, the equality hd = qd `d remains valid for any d-
interval [a1, b1)×· · ·× [ad, bd) written as a countable disjoint union of semi-open
cubes, and finally, Proposition 2.15 shows the equality of both measures, i.e.,
hd = qd `d on the Borel σ-algebra. To calculate the constant qd we need either
the isodiametric inequality (2.8) or to know that hd(B
1) = 2d, with B1 the unit
ball in Rd.
(6) An alternative argument is to know that if m is a translation-invariant
Borel measure on Rd then m = c`d, where c = m(Q1), with Q1 the unit cube,
e.g., see Dshalalow [36, Theorem 3.10, pp. 266-269].
(7) It is now clear that if the class E is other than 2X then the Hausdorff
measure obtained may be not the same (often, a multiplicative constant is in-
volved). However, it interesting to remark that if the class E is chosen to be (a)
all closed sets or (b) all open sets or (c) all the convex sets of X = Rd, then the
same Hausdorff measure is obtained. Indeed, (a) and (c) follow from the fact
that the closure and the convex hull operations preserves the diameter of any
set, while (b) follows by arguing that for any ε > 0 the set {x : d(x,E) < ε}
is open and has diameter at most d(E) + 2ε, see Mattila [80, Chapter 4, pp.
54–74].
Now, under the assumption of the isodiametric inequality (2.8), we have
Proposition 5.14. If X = Rd then `d = cd hd, where `d is the (outer) Lebesgue
measure in Rd and cd = 2−dpid/2/Γ(d/2 + 1).
Proof. If {En} is a cover of A then the sub σ-additivity of the Lebesgue outer
measure ensures that `d(A) ≤
∑
n `d(En). Thus, assuming the validity of the
isodiametric inequality (2.8), we have `d(En) ≤ cd
(
d(En)
)d
, which implies that
`d(A) ≤ cd hd(A), for every A ⊂ Rd.
For the converse inequality, we recall that `d(A) = 0 implies hd(A) = 0 and
that
`d(A) = inf
{∑
n
`d(Qn) :
⋃
n
Qn ⊃ A, d(Qn) ≤ δ
}
, ∀A ⊂ Rd,
for every δ > 0 and cubes with edges parallel to the axis. Hence, we know that
given any δ, ε > 0 and A ⊂ Rd with `d(A) <∞, there exists a sequence of cubes
{Qn} such that
A =
⋃
n
Qn, d(Qn) < δ and
∑
n
`d(Qn) ≤ `d(A) + ε.
In view of Corollary 2.35, for each n there exists a disjoint sequence of balls
{Bn,k} contained in the interior of the cube Qn such that
d(Bn,k) < δ, `d
(
Qn r
⋃
k
Bn,k
)
= 0, ∀n.
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Therefore hd
(
Qn r
⋃
k Bn,k
)
= 0. Hence
hd,δ(A) ≤
∑
n
hd,δ(Qn) =
∑
n
hd,δ
(⋃
k
Bn,k
)
≤
∑
n,k
hd,δ(Bn,k)
which yields
cdhd,δ(A) ≤ cd
∑
n,k
(
d(Bn,k)
)d
=
∑
n,k
`d(Bn,k) =
∑
n
`d(Qn),
i.e., cdhd,δ(A) ≤ `d(A) + ε, and as δ and ε vanish, we obtain cdhd(A) ≤ `d(A),
for every A ⊂ Rd.
Note that cd = 2
−d`d(B), where `d(B) is the hyper-volume of the unit ball
in Rd, i.e., `d(B) = pid/2/Γ(d/2 + 1), with Γ being the Gamma function, e.g.,
c1 = 1, c2 = 4/pi, c3 = 6/pi and c4 = 32/pi
2.
• Remark 5.15. To simplify the above proof, we could use in the definition of the
Hausdorff measure a class E other than 2Rd (e.g., either the class of d-intervals
of the form ]a, b], or the class of cubes with edges parallel to the axis) where
the isodiametric inequality (2.8) is easily verified. Moreover, if E is the class of
balls then the above proof is almost immediate, after recalling that the Lebesgue
outer measure `∗d in Rd satisfies
`∗d(A) = inf
{ ∞∑
i=1
`d(Ei) : A ⊂
∞⋃
i=1
Ei, Ei ∈ E
}
, ∀A ⊂ Rd,
see Remark 2.39. However, we should prove later that the change of the classes
E does not change the values of the outer measure hd,δ, which fold back to the
isodiametric inequality (2.8). A back door alternative is to define the diameter
of a set as d(A) = inf{d(B) : A ⊂ B}, where B is any closed ball with diameter
d(A), instead of the usual d(A) = sup{d(x, y) : x, y ∈ A}. In this context, the
isodiametric inequality (2.8) is not necessary to prove Proposition 5.14, but the
diameter is not longer what is expected, e.g., an equilateral triangle T in R2
cannot be covered with a ball of radius sup{|x− y|/2 : x, y ∈ T}.
Exercise 5.13. It is simple to establish that if T : Rd → Rn, with d ≤ n, is a
linear map and T ∗ : Rn → Rd is its adjoint then T ∗T is a positive semi-definite
linear operator on Rn, i.e., (T ∗Tx, x) ≥ 0, for every x in Rd and with (·, ·)
denoting the scalar product on the Euclidean space Rd. Now, use Theorem 2.27
and Proposition 5.14 to show that for every subset A of Rd and any linear
transformation T as above we have hd
(
T (A)
)
=
√
det(T ∗T )hd(A), where hd
is the d-dimensional Hausdorff measure considered either in Rn or in Rd. See
Folland [45, Proposition 11.21, pp. 352].
Actually, h1 has the concrete interpretation of the length measure, e.g., the
value h1(γ) is the length of a rectifiable curve γ on Rd and h1(γ) = ∞ if the
curve γ is not rectifiable. In general, if M is a sufficiently regular n-dimensional
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surface (e.g., C1 submanifold) with 1 ≤ n < d then the restriction of hn to M is
a multiple of the surface measure on M. Thus, often we normalize the Hausdorff
measures so that hd agrees with the Lebesgue measure on Rd. Indeed, it not hard
to show (e.g., see Folland [45, Theorem 11.25, pp. 353–354]) that if f : V → Rd
is a C1 function on V ⊂ Rk such that the matrix F (x) = (∂jfi(x)) has rank k
for every point x then for every Borel subset B of V the image f(B) is a Borel
subset of Rd and
hk
(
f(A)
)
=
∫
A
√
det(F ∗F )dhk,
i.e., the Hausdorff measure of the a k-dimensional C1 submanifold of Rd can be
computed in term of a Lebesgue integral in Rk.
Exercise 5.14. Let (X,d) be a metric space and d1 be another metric equiv-
alent to d, i.e., such that ad ≤ d1 ≤ bd for some positive constants a and b.
Prove that if hs and h
1
s denote the Hausdorff measures corresponding to d and
d1 then a
shs(A) ≤ h1s(A) ≤ bshs(A), for every subset A of X. Briefly discuss
the particular cases where X = Rn and either d1(x, y) = maxi |xi − xi| or
d1(x, y) =
∑
i |xi − xi|. Can we easily compute h1s(B1), where B1 is the unit
ball in the d1 metric?
To give an equivalent of Theorem 2.27 some notation is necessary. For a
linear (or affine) transformation Rd into Rn we can use the following definition
of Jacobian J(T ) = hd
(
T (Q)
)
/hd(Q) or equivalently J(T ) = cdhd
(
T (Q)
)
, where
Q is the unit cube in Rd and cd the constant in Proposition 5.14. Note that
T (Q) is a parallelepiped in Rn and the d-dimensional Hausdorff measure hd
can be used in either Rd (i.e., the Lebesgue measure) or Rn. Certainly, if T
is not injective then T (Q) is contained in a subspace of dimension strictly less
than d, and thus, hd
(
T (Q)
)
= 0, i.e., the Jacobian J(T ) = 0. Alternatively,
if d = n then J(T ) = |det(T )|, and the invariance property of Theorem 2.27
can be applied. Actually, by means of the polar decomposition, the linear
transformation T = HS and J(T ) = J(S) = |det(S)|, where S : Rd → Rd is
(linear) symmetric and H : Rd → Rn is (linear) orthogonal (or isometry), see
also Exercise 5.13.
Proposition 5.16 (invariance). Let T be a linear transformation from Rd into
Rn, d ≤ n. Then for every A ⊂ Rd we have hd
(
T (A)
)
= J(T ) hd(A), where
J(T ) is the Jacobian of T , and hd is the Hausdorff outer measure considered
either on Rn or on Rd.
Proof. If T is not injective then the Jacobian J(T ) = 0 and T (A) is contained
in a subspace of dimension strictly less than d, which implies that hd
(
T (A)
)
= 0
and the equality holds true.
If T is injective then T (Rd) is a subspace of dimension d in Rn, the (direct)
image preserves unions and intersections, and compact sets, which imply that
the set function A 7→ hd
(
T (A)
)
defines a Borel measure µ on Rd. Because µ
and ν = J(T )hd agree on the class of all cubes, we deduce that both measures
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agree on the σ-algebra of Borel sets, and Remark 3.1 implies that both (µ and
ν) regular Borel outer measures are the some.
In view of Propositions 5.16 and 5.14, the Lebesgue measure `d on Rd could
be (improperly) used as the Hausdorff/Lebesgue measure on Rn in the formula
`d
(
T (A)
)
= J(T ) `d(A), for every A ⊂ Rd. Actually, based on Exercise 5.11, it
should be clear that in general, the Hausdorff measure hs on Rd is not σ-finite.
However, because each hs,δ is semi-finite and hs = supδ>0 hs,δ, it is clear that
the Hausdorff measure is semi-finite on Rd (see Exercise 2.15). Even more, if
K is a compact subset of Rd with 0 < hs(K) ≤ ∞ then there exists another
compact set K0 ⊂ K such that 0 < hs(K0) < ∞, see Fededer [44, Section
2.10.47-48, pp. 204–206] and Rogers [96, Theorem 57, pp. 122].
• Remark 5.17. Unless explicitly mentioned, it should be understood from the
context that in all what follows the definition of the Hausdorff measure incor-
porate a coefficient cs = 2
−spis/2/Γ(s/2 + 1), i.e.,
hs,δ(A) = inf
{
cs
∑
n
ds(En) : A ⊂
⋃
n
En, En ⊂ X, d(En) ≤ δ
}
and hs(A) = limδ→0 hs,δ(A), to match the Lebesgue measure as suggested by
Proposition 5.14. Note that the lower case h (instead of the usual capital H) is
used to denote the Hausdorff measure. Moreover, in most case, hs with s = n
integer n = 1, . . . , d−1 in Rd is actually denote by `n and refers to the (surface)
Lebesgue measure of dimension n in Rd, even if the actually (general) definition
is in term of the n-dimensional Hausdorff measure in Rd.
The interested reader may consult, for instance, the books by Taylor [115],
Evans and Gariepy [42], Lin and Yang [78], Mattila [79], Yeh[120, Chapter 7,
pp. 675–826] or Billingsley [15, Section 3.19, pp. 247–258], among many others.
5.6 Area and Co-area Formulae
As mentioned early, the Lebesgue measure represents the volume in Rd while
the length and surface area are given by the Hausdorff measure, except for a
factor. Recall that on the Borel space Rd we denote by `n = cnhn, where
cn = 2
−npin/2/Γ(n/2 + 1), i.e., the n-dimensional surface measure, and `d is the
Lebesgue measure. Also `0 is the counting measure, the number of elements in
the given set.
Let us recall the polar decomposition of a linear mapping T : Rd → Rn
into an symmetric linear map Rd∧n → Rd∧n and an orthogonal linear map
H : Rd∧n → Rd∨n such that T = HS if d ≤ n and T = SH∗ if d ≥ n.
Thus, the Jacobian J(T ) is defined as J(T ) = |det(S)|, the determinant (with
positive sign) of the symmetric (square) part of T. Next, based on Rademacher’s
Theorem, the differential Df of a given Lipschitz mapping f : Rd → Rn exits
as a linear map Df(x) : Rd → Rn, `d-almost every x. Hence, the Jacobian
of f is defined as the Jacobian of its differential Df (as a linear map), i.e.,
J(f, x) = J(Df(x)).
[Preliminary] Menaldi November 11, 2016
162 Chapter 5. Integrals on Euclidean Spaces
Theorem 5.18. Let f : Rd → Rn be a Lipschitz function. Then for every `d-
measurable set E ⊂ Rd the mapping y 7→ `d−n
(
E ∩ f−1{y}) is `n-measurable,
we have the co-area formula∫
E
J(f, x) dx =
∫
Rn
`d−n
(
E ∩ f−1{y})dy, when d ≥ n,
and the area formula∫
E
J(f, x) dx =
∫
Rn
`0
(
E ∩ f−1{y}) dy, when d ≤ n,
where dx = d`d(x) and dy = d`n(y), for x in Rd and y in Rn.
It is clear that the area formula is used for the length of a curve (d = 1,
n ≥ 1), surface area of a graph or surface area of a parametric hypersurface
(d ≥ 1, n = d+ 1), and in general for submanifolds.
The both formulae generalize to change of variables, i.e., if g : Rd → R is an
`d-integrable function then∫
Rd
g(x) J(f, x) dx =
∫
Rn
[ ∑
x∈f−1{y}
g(x)
]
dy, when d ≤ n
and, the restriction of g to f−1{y}, denoted by g|f−1{y}, is `d−n-integrable for
`n-almost every y and∫
Rd
g(x)J(f, x) dx =
∫
Rn
dy
∫
f−1{y}
g(x) `d−n(dx), when d ≥ n.
Note that f−1{y} is a closed set in Rd for every y ∈ Rn.
The co-area formula can be used to compute level sets and polar (or spher-
ical) coordinates, e.g., if g : Rd → R is integrable then∫
Rd
g(x) dx =
∫ ∞
0
dr
∫
∂B(0,r)
g(x) `d−1(dx),
where ∂B(0, r) is the boundary (sphere) of the ball B(0, r) with radius r and
center at the origin 0, and again, we have∫
∂B(0,r)
g(x) `d−1(dx) =
∫
Sd−1
g(rx′) rd−1 dx′,
where Sd−1 = ∂B(0, 1) is the unit sphere in Rd and dx′ = `d−1(dx′). In spherical
coordinates this means∫
Ω
f(x)`d(dx) =
∫ ∞
0
dr
∫
{x∈Ω:|x|=r}
f(x)`d−1(dx) =
=
∫ ∞
0
rd−1dr
∫
{x′∈Rd:|x′|=1}
f(rx′)1{rx′∈Ω}`d−1(dx′).
(5.20)
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Moreover, the center of the spherical coordinates may be different from the
origin 0. For instance, a prove of what was mentioned in this subsection can be
found Evans and Gariepy [42] or Lin and Yang [78].
The interested reader may also check the Appendix C in Leoni [75, pp 543-
579] for a quick refresh on Lebesgue and Hausdorff measure (and integration),
in particular, if A and B are two measurable sets in Rd such that A + B =
{a + b : a ∈ A, b ∈ B} is also measurable then Brunn-Minkowski’s inequality
reads as(
`d(A)
)1/d
+
(
`d(B)
)1/d ≤ (`d(A+B))1/d. (5.21)
This estimate in turn can be used to deduce the isodiametric inequalities. More-
over, if we denote by `∗d the Lebesgue outer measure in Rd then the reader may
find details (e.g., Stroock [112, Section 4.2, pp. 74-79 ]) on proving the so-called
isodiametric inequality (see Remark 2.40)
`∗d(A) ≤ ωd
(
r(A)
)d
, ∀A ⊂ Rd,
where ωd = pi
d/2/Γ(d/2 + 1) is the Lebesgue measure of the unit ball in Rd, and
r(A) is the radius of A, i.e., r(A) = sup{|x− y|/2 : x, y ∈ A}.
For a later use, the above co-area formulae can be summarized as∫
Ω
f(x)|∇%(x)|dx =
∫
R
ds
∫
%−1(s)
f(x) `d−1(dx) (5.22)
where `d−1 is the (d − 1)-dimensional Hausdorff (Lebesgue) measure in Rd, Ω
is an open subset of Rd and % is a real-valued Lipschitz function defined on Ω.
More general, if % = (%1, . . . , %n) is a Lipschitz function defined on Ω with values
in Rn, for some n = 1, . . . , d− 1, then the formula (5.22) becomes∫
Ω
f(x)
√
∇%∗∇%dx =
∫
Rn
ds
∫
%−1(s)
f(x) `d−n(dx), (5.23)
where the Jacobian J(ρ, x) =
√∇%∗∇% is written in term of the n × n square
matrix ∇%∗∇% = (∑dk=1 ∂k%i∂kρj).
Instead of actually proving of the above results, we prefer to follow Jones [65,
section 15.J, pp. 494–505] and to give a number of steps to deduce Theorem 5.18
for a simple case when n = d and f is bi-Lipschitz, i.e., essentially, the formula
of a change-of-variables in the d-dimensional Lebesgue integral for a bi-Lipschitz
homeomorphism.
As early, denote by ` and `∗ the Lebesgue measure in Rd and let f be a
function from an open set Ω ⊂ Rd into Rd.
(1) If f = (f1, . . . , fd) is differentiable at a particular point x (i.e., there ex-
ists a matrix denoted by Df(x) = (∂jfi(x)) such that |fi(x + z) − fi(x) −∑
j zj∂jfi(x)| → 0 as |z| → 0) then every ε > 0 there exists δ = δ(ε, x) such
that
`∗(f(B)) ≤ (|det(Df(x))|+ ε)`(B),
for every ball B with center x and radius r ≤ δ.
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Proof. Since the Lebesgue measure is invariant under any translation and ro-
tation (orthogonal change of variables), this estimate reduces to the case when
x = 0 and f(x) = 0, i.e., for every ε′ > 0 there exists δ′ > 0 such that
|y| ≤ δ ⇒ |f(y)− Ty| ≤ ε′|y|,
where T = Df(0) is a diagonal matrix. Thus two cases should be considered,
with a ball B = Br centered at the origin and radius r ≤ δ′. In any case, the
set T (Br) in contained in a ball centered at the origin and radius Cr, where C
satisfied |Ty| ≤ C|y| for every y in Rd.
First, if T is not invertible (i.e., det(T ) = 0) then image T (Br) contained in a
(d−1)-dimensional subspace, and therefore, it can be covered by a d-dimensional
interval with arbitrary small size in one direction, i.e., there are (d − 1) sized
have length bounded 2CT r and one size is smaller than 2rε
′. This implies that
`∗(T (Br)) ≤ 2dCd−1rdε′,
i.e., for any given ε > 0 we can choose a suitable δ > 0 so that `∗(T (Br)) ≤
ε`(Br), for every r ≤ δ.
Next, if T is invertible and c > 0 satisfies |T−1y| ≤ c|y| then
|y| ≤ δ ⇒ |f(y)− Ty| ≤ ε′|y| ⇒ |T−1f(y)| ≤ (1 + cε′)|y|,
which means that `∗(T−1f(B)) ≤ (1 + cε)d`(B). Again, the invariant property
(Theorem 2.27) implies
`∗(T−1f(B)) = |det(T )|`(f(B)),
and the desired estimate follows.
(2) If f is a Lipschitz function from an open set Ω ⊂ Rd into Rd then f preserves
negligible and Lebesgue measurable sets.
Proof. Since f is Lipschitz continuous, the bound |f(x) − f(y)| ≤ C|x − y| for
every x, y in Ω implies that the image of any ball B of radius r is contained
into another ball of radius Cr. Thus, any sequence {B(xi, ri) : i ≥ 1} of
small balls (with center xi and radius ri) covering a set N yields another cover
{B′(f(xi), Cri) : i ≥ 1} by small balls of the image f(N). Hence f maps sets
of zero Lebesgue measure into sets of zero Lebesgue measure.
Next, we check that a continuous function preserves Fσ-sets. Indeed, a con-
tinuous function maps compact set into compact sets and because any function
preserves union of sets and any Fσ-set in Rd is a countable union of compact
sets, the assertion is verified.
Now, conclude by recalling that any measurable set is the union of a Fσ-set
and a negligible set. For instance, the reader may check Stroock [112, Section
2.2, pp. 30–33] for more details.
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(3) If f is differentiable at any point x in E ⊂ Ω then
`∗
(
f(E)
) ≤ ( sup
E
J(f)
)
`∗(E) (5.24)
where J(f) : x 7→ J(f, x) = |det(Df(x))| denote the Jacobian of f . This
estimate yields Sard’s Theorem (i.e., the set where f is differentiable and the
Jacobian vanishes has Lebesgue measure zero). Moreover, any negligible set of
point where f is differentiable is mapped into a negligible set.
Proof. If desired, due to the monotone convergence, we may assume that E is
bounded (or with finite measure) without any loss of generality, so that, for
every ε > 0 there exists an open set G such that E ⊂ G ⊂ Ω and `(G) ≤
`∗(E) + ε <∞.
Now, by means of (1), for any given ε > 0 and for each x in E there exists
δ = δ(x, ε) such that the ball B(x, 5δ) ⊂ G and
`∗
(
f(B(x, r))
) ≤ (ε+ sup
E
J(f)
)
`∗(B(x, r)),
for every r ≤ δ. This form a Vitali cover of E and therefore, by Theorem 2.29,
there exist a sequence {Bi, i ≥ 1} of disjoint balls with center in points of E
such that
E ⊂ ( ⋃
i<k
Bi
) ∪ ( ⋃
i≥k
B5i
) ⊂ G
where B5i is ball with the center as Bi but with radius 5 times the radius of Bi.
Hence,
`∗(f(E)) ≤
∑
i<k
`∗(f(Bi)) +
∑
i≥k
`∗(f(B5i )) ≤
≤ (ε+ sup
E
J(f)
)(∑
i<k
`(Bi) +
∑
i≥k
5d`(Bi)
)
,
Since the balls are disjoint and contained in the set G with finite measure, the
remainder of the series vanishes, i.e.,
∑
i≥k `(Bi)→ 0 as k →∞, we deduce
`∗(f(E)) ≤
∑
i
`∗(f(Bi)) ≤
(
ε+ sup
E
J(f)
)∑
i
`(Bi),
i.e.,
`∗(f(E)) ≤ (ε+ sup
E
J(f)
)
`(G) ≤ (ε+ sup
E
J(f)
)(
`∗(E) + ε
)
,
which proves estimate (5.24).
Finally, if N is a negligible set of differentiable points of f and {Bi : i ∈ I}
is a cover of N with ball centered at some point in N then the image family
{f(Bi) : i ∈ I} is a cover of f(N) and the above estimate holds for each ball
Bi. Hence, the set f(N) is also negligible.
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(4) If f is measurable on Ω and differentiable at point of a measurable set
E then the Jacobian J(f) = |det(Df)| is measurable on E and the following
estimate
`∗(f(E)) ≤
∫
E
|det(Df)(x)|dx (5.25)
holds. In particular, if f is differentiable at almost every point in Ω, and f pre-
serves negligible and Lebesgue measurable subsets of Ω then the above estimate
is valid for any measurable subset E of Ω, f(E) is measurable, and∫
f(Ω)
g(y)dy ≤
∫
Ω
g(f(x))|det(Df)(x)|dx, (5.26)
for any nonnegative Borel measurable function g in Rd.
Proof. The measurability of the Jacobian is clearly true. Because the function
f is continuous, it preserves Fσ-sets. Hence, f preserves measurable subset sets
of Ω, i.e. f(E) is measurable.
Therefore, first assume that `(E) <∞, and for any given ε > 0 define
Ek = {x ∈ E : (k − 1)ε ≤ |det(Df)(x)| < kε},
for any k ≥ 1. Apply (3) to obtain `(f(Ek)) ≤ kε`(Ek), and use the inclusion
f(E) ⊂ ⋃k f(Ek) to deduce
`(f(E)) ≤
∑
k
(k − 1)ε`(Ek) + ε
∑
k
`(Ek),
which yields
`(f(E)) ≤
∑
k
∫
Ek
|det(Df)(x)|dx+ ε`(E),
i.e., estimate (5.25) is satisfied when `(E) <∞.
If `(E) = ∞ then replace E with Er = {x ∈ E : |x| ≤ r} and use the
monotone convergence to complete the argument.
Finally, remark that to replace the differentiability everywhere with only
differentiability everywhere almost everywhere, we need to know, a priori, that
f maps negligible sets into negligible sets. Also, observe that inequality (5.26)
reduces to inequality (5.25) if g = 1B with a Borel set B ⊂ Ω. Thus, by linearity,
inequality (5.26) remains valid for nonnegative simple functions and therefore,
by the monotone convergence, we conclude.
(5) If f is bi-Lipschitz continuous (i.e., c|x− y| ≤ |f(x)− f(y)| ≤ C|x− y| for
every x, y in Ω and some constants C ≥ c > 0) and g is a nonnegative Lebesgue
measurable function in f(Ω) then the composition function x 7→ g(f(x)) is
Lebesgue measurable in Ω and∫
f(Ω)
g(y)dy =
∫
Ω
g(f(x))|det(Df)(x)|dx. (5.27)
In particular, if g in integrable in f(Ω) then x 7→ g(f(x)) is integrable in Ω.
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Proof. As mentioned early, Rademacher’s Theorem 5.19 (see below) implies that
f is differentiable almost everywhere, and so the preceding steps (1),. . . , (4) can
be used.
Because both, f and its inverse f−1 as Lipschitz continuous functions, and
(1) implies that (g ◦ f)−1(B) = f−1(g−1(B)) is a Lebesgue measurable set for
any Borel set B in R. Hence, g ◦ f is measurable.
Apply the inequality (5.26) to get the ≤ sign in (5.27). Next, re-apply
inequality (5.26) with f−1 to obtain∫
Ω
h(x)dx ≤
∫
f(Ω)
h(f−1(y))|det(Df−1)(y)|dy.
Since det(Df−1)(y) = 1/ det(Df)(f−1(y)), take h(x) = g(f(x))|det(Df)(x)| to
deduce∫
f(Ω)
g(x)|det(Df)(x)|dx ≤
∫
f(Ω)
g(y))dy,
which yields the other sign ≥, and the proof is completed.
The equality (5.27) can be written as∫
f(Ω)
h(f−1(y))dy =
∫
Ω
h(x)|det(Df)(x)|dx, (5.28)
for any Lebesgue measurable function h in Ω.
(6) The function f is called locally bi-Lipschitz continuous if for every closed
ball B ⊂ Ω there exist constants C ≥ c > 0 such that
c|x− y| ≤ |f(x)− f(y)| ≤ C|x− y|, ∀x, y ∈ B.
The multiplicity m(f,Ω) = m(y|f,Ω) of y relative to f in Ω is defined as the
number of points (possible infinite or zero) x in Ω such that f(x) = y.
If f is locally bi-Lipschitz continuous and g is a nonnegative Lebesgue mea-
surable function in f(Ω) then the composition g ◦ f : x 7→ g(f(x)) and the
multiplicity m(f,Ω) : y 7→ m(y|f,Ω) are Lebesgue measurable functions in Ω,
and ∫
f(Ω)
g(y)m(y|f,Ω)dy =
∫
Ω
g(f(x))|det(Df)(x)|dx, (5.29)
or equivalently (without using explicitly the multiplicity function)∫
f(Ω)
∑
x∈f−1(y)
h(x)dy =
∫
Ω
h(x)|det(Df)(x)|dx, (5.30)
for any nonnegative Lebesgue measurable function h in Ω.
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Proof. First, note that a locally bi-Lipschitz continuous function is not necessar-
ily continuous or one-to-one in Ω, but it preserves negligible and Lebesgue mea-
surable set and it is almost everywhere differentiable in view of Rademacher’s
Theorem 5.19 (see below). Thus, the set critical points (i.e., where the function
is not differentiable or the Jacobian vanishes) of a Lipschitz function is negligi-
ble, and closed if the gradient is continuous. Thus, the inverse function theorem
implies that a continuously differentiable function is a locally bi-Lipschitz con-
tinuous function on the open Ω r N , with N = {x : |det(Df(x)) = 0}, i.e.,
the above assertion (6) holds true for any continuously differentiable function
f on Ω. Also, remark that the multiplicity m(y|f,Ω) can be expressed as the
sum (possible infinite or empty) of Dirac measures
∑
x∈f−1(y) δx(Ω), i.e., the
function A 7→ m(y|f,A) is a measure over A ⊂ Ω, for any fixed y in Rd.
Since f is bi-Lipschitz on any closed ball inside Ω, for every x in ΩrN there
is δ > 0 such that for any ball B(x, r) with center x and radius r,
`(f(B(x, r))) =
∫
B(x,r)
|det(Df(x))|dx, ∀r ≤ δ (5.31)
Such a collection of balls is a fine (or Vitali) cover of Ω and thus (see Re-
mark 2.36), there exists a countable sub-collection forming sequence {Bi : i ≥ 1}
of disjoint balls such that
ΩrN =
⋃
i
Bi,
for some negligible set N .
The function f may not be one-to-to so that the union
⋃
i f(Bi) may be
disjoint. Since f is one-to-one in each ball Bi, the definition of the multiplicity
yields the equality∑
i
1f(Bi) = m(f,ΩrN
′),
and, because f(N) is also a negligible set, we deduce from (5.31) the equality∫
Rd
m(y|f,E)dy =
∫
f(E)
∑
i
1f(Bi)(y)dy =
∫
E
|det(Df(x))|dx,
with E = Ω. Now, if E is an open subset of Ω then we repeat the argument with
E instead of Ω, i.e. (5.31) holds for any open set E. Since both expressions are
measures, the equality (5.31) is valid for any measurable set E of Ω, and in the
left-hand side, we can substitute Rd with f(E) and m(y|f,E) with m(y|f,Ω).
Hence, equality (5.29) holds for g = 1E and by linearity and monotonicity,
it remains true for any nonnegative Lebesgue measurable function g. It is clear
that equality (5.30) for h is actually (5.29) for h = g ◦ f . Conversely, if equality
(5.30) holds then we cannot take g = h ◦ f−1, but instead we choose h = 1Bi
to obtain (5.31), and so, equality (5.29) follows.
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After showing that a monotone function is differentiable almost everywhere,
the almost differentiability of a Lipschitz continuous function in one variable is
easily obtained, however, the same result in several dimensions is more delicate,
e.g., Ziemer [124, Section 2.2, pp. 49–52].
Proposition 5.19 (Rademacher). If f is a Lipschitz continuous function on
an open set Ω ⊂ Rd with values in Rn, i.e.,
sup
x,y∈Ω
{ |f(x)− f(y)|
|x− y|
}
<∞,
then
f(x+ z)− f(x)− z · ∇f(x)
|z| → 0 as |z| → 0, a.e.x ∈ Ω. (5.32)
i.e., f is differentiable for almost every x in Ω.
Proof. This is understood as Fre´chet differentiable, i.e., there exists a negligible
set N in Rd such that for any x in Ω r N the gradient ∇f(x) is defined and
(5.32) is satisfied.
It is clear that we may assume n = 1 without loss of generality. If v is
direction in Rd with |v| = 1 and x is a point in Rd then the function t 7→
Fv(t) = f(x + tv) is a Lipschitz continuous functions of one-variable, and so,
it is differentiable for almost every t. The v-directional derivative of f at x is
denoted by ∇vf(x) and it is equal to F ′v(0) wherever it exists.
Take a fixed v to show that ∇vf(x) is defined for almost every x in Ω.
Indeed, let Nv be the set where v-directional derivative fails to exists, i.e.,
Nv =
{
x ∈ Ω : lim sup
t→0
f(x+ tv)− f(x)
t
> lim inf
t→0
f(x+ tv)− f(x)
t
}
.
This is a Borel set and because the Lebesgue measure `d is invariant under
any orthogonal transformations ρ, we have `d(Nv) = `d(ρ(Nv)). Since ρ(Nv) =
Nρ(v), we can choose any convenient direction v to establish the claim that
`d(Nv) = 0. Therefore, if v = (1, 0, . . . , 0) then the fact that the function of
one variable t 7→ f(t, x2, . . . , xd) is differentiable almost everywhere implies that
any (x2, · · · , xd)-section of Nv is a one-dimensional negligible set, i.e., `1({x1 :
(x1, x2, . . . , xd) ∈ Nv}) = 0, for every (x2, . . . , xd), and then, Fubini theorem
yields `d(Nv). Therefore, the expressions ∇vf(x) and ∇f(x) are defined for
almost every x in Ω.
A second point is to show that ∇vf(x) = v · ∇f(x) for almost every x in Ω.
To this end, take a continuously differentiable function ϕ in Ω vanishing near the
boundary ∂Ω and use the definition as limit when t→ 0 and a one-dimensional
change of variables to obtain∫
Ω
∇vf(x)ϕ(x)dx = −
∫
Ω
f(x)∇vϕ(x)dx,
−
∫
Ω
f(x)
(
v · ∇ϕ(x))dx = ∫
Ω
(
v · ∇f(x))ϕ(x)dx.
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Since ∇vϕ(x) = v · ∇ϕ(x) and ϕ is arbitrary, the desired claim is proved.
Now, writing z = tv with |v| = 1, the differentiability condition becomes
D(x, v, t) = [f(x + tv) − f(x)]/t − v · ∇f(x) → 0 as t → 0, uniformly in the
directions v.
Next, given any ε > 0, use to precedent claims to find a negligible set N in Rd
and a finite ε-dense set of directions {v1, . . . , vn} such that ∇vkf(x) = vk ·∇f(x)
for every k = 1, . . . , n and any x in ΩrN . Thus maxk |D(x, vk, t)| → 0 as t→ 0,
because there is a finite number of directions.
Remark that an ε-dense set of directions means that mink |v − vk| ≤ ε, for
every v in Rd with |v| = 1, and note that if f is only absolutely continuous over
any direction v then all previous steps remain true. Finally, use the Lipschitz
conditions to deduce the inequality
|D(x, v, t)−D(x, vk, t)| ≤
(
sup
v,t
{ |f(x+ tv)− f(x)|
t
}
+ |∇f(x)|
)
|v − vk|,
which implies that |D(x, v, t)| ≤ |D(x, vk, t)| + Cε, for a suitable constant C
independent of x, v, vk, t and ε. This completes the argument.
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Measures and Integrals
6.1 Signed Measures
Because measures can take infinite values, subtraction two measures is only al-
lowed when at least one of them is finite. Thus a signed measure ν is a σ-additive
set function on a measurable space (Ω,F) such that ν(∅) = 0. The σ-additivity
implies that ν takes values in either [−∞,+∞) or (−∞,+∞]; moreover, if
A =
∑∞
i=1Ai with Ai ∈ F and |ν(A)| <∞ then, by separating the positive and
the negative terms, we deduce that the series
∑∞
i=1 ν(Ai) is absolutely conver-
gence. Also, for any E ⊂ F measurable sets, the relation ν(F ) = ν(E)+ν(FrE)
shows that if |ν(F )| < ∞ then |ν(E)| < ∞ (i.e., finite values can only be ob-
tained by adding or subtraction real numbers. Hence it makes sense to say that
a signed measure ν is finite if |ν(Ω)| <∞, and similarly we define σ-finite signed
measures.
Exercise 6.1. Regarding the above statements, first (a) prove that a series∑∞
i=1 ai of real numbers converges absolutely if and only if the series
∑∞
i=1 aι(i)
converges, for any bijective function ι between the positive integers. Next, let
ν be a signed measure on (Ω,F) and {Fk} be a sequence of disjoint sets in F
such that
∣∣ν(⋃k Fk)∣∣ < ∞. Prove that (b) the series ∑k ν(Fk) is absolutely
convergence.
Hahn-Jordan Decomposition
The σ-additivity property applied to finite measures can be considered in a
larger context, e.g, we may discuss measures with complex values (in C) or with
vector values in Rd or even more general with values in a topological vector
space (usually a Banach space or a locally convex space). First we need to
establish the Hahn-Jordan decomposition
Proposition 6.1. Let ν be a signed measure on (Ω,F). Then there exists a
measurable set P ∈ F such that ν+(F ) = ν(F ∩ P ) and ν−(F ) = −ν(F ∩ P c)
are measures satisfying ν(F ) = ν+(F ) − ν−(F ), for every F ∈ F . The set P
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is not necessarily unique, but the positive and negative variations measures ν+
and ν− are uniquely defined.
Proof. It suffices to consider the case where −∞ < ν(F ) ≤ ∞, for every F ∈ F .
A set B in F satisfying ν(F ∩B) ≤ 0, for every F ∈ F , is called a negative set.
Let {Bn} be a minimizer sequence of negative sets such that
lim
n
ν(Bn) = inf
{
ν(B) : B is a negative set
}
= β.
Hence the set B0 =
⋃
nBn is a negative set satisfying ν(B0) ≤ ν(Bn), for every
n, i.e., β = ν(B0) is a real number. We complete the proof by showing that
A = Bc0 = ΩrB0 is a positive set, i.e., µ(F ∩A) ≥ 0, for every F ∈ F .
Working by contradiction, suppose F0 ∈ F , F0 ⊂ A with −∞ < ν(F0) < 0.
Then, F0 cannot be a negative set since B0 ∪ F0 would be a negative set with
ν(B0 ∪ F0) < ν(B0), contradicting the minimal character of B0. Hence, there
exists B ∈ F , B ⊂ F0, with∞ > ν(B) > 0 and then ν(F0rB) = ν(F0)−ν(B) <
0. Let k1 be the smallest integer such that there exist a set B = F1 satisfying
ν(F1) ≥ 1/k1, i.e., for any other measurable set F ⊂ F0 we have ν(F ) ≤
1/(k1 + 1). Now, applying the arguments used on F0 to F0 r F1, and iterating,
we construct sequences {kn} and {Fn} ⊂ F such that Fn ⊂ Fn−2 r Fn−1,
∞ > ν(Fn) > 1/kn, and
ν
(
F0 r (
n⋃
i=1
Fi)
)
= ν(F0)−
n∑
i=1
ν(Fi) < 0, ∀n ≥ 2,
ν(F ) ≤ 1
kn − 1 , ∀F ∈ F , F ⊂ F0 r
n⋃
i=1
Fi, n ≥ 2.
Hence,
∑
n 1/kn ≤
∑
n ν(Fn) = ν
(⋃
n Fn
)
< ∞ and so kn → 0, which implies
that E0 = F0 r
⋃∞
n=1 Fn is a negative set with
ν(E0) = ν(F0)−
∑
n
ν(Fn) ≤ ν(F0) < 0,
which again, contradicts the minimal character of B0.
A set P as in Hahn-Jordan Decomposition (Proposition 6.1) is called a pos-
itive set for ν. The measure |ν|(F ) = ν+(F ) + ν−(F ), for any F in F , is called
the variation of ν, which can also be defined by
|ν|(F ) = sup
{ n∑
i=1
ν(Fi) : F =
n∑
i=1
Fi, Fi ∈ F
}
, ∀F ∈ F ,
recall that the sum symbol
∑
also means a union of disjoint sets. Note that
a signed measure ν is finite (i.e., |ν(Ω)| < ∞) if and only if |ν| is so, (i.e.,
|ν|(Ω) <∞), and similarly for the concept of σ-finite.
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Definition 6.2. Let µ and ν be two signed measures on a measurable space
(Ω,F). The signed measure ν is said to be absolutely continuous with respect to
µ and written ν  µ if for every F ∈ F with |µ|(F ) = 0 we also have ν(F ) = 0.
On the contrary, these two measures µ and ν are called (mutually) singular
and written µ ⊥ ν (or ν ⊥ µ) if there exits A ∈ F such that |µ|(A) = 0 and
|ν|(ΩrA) = 0.
It is clear that being singular is a symmetric property, while being absolutely
continuous is not. Moreover, µ ⊥ ν if and only if there exits A ∈ F such that
for every F ∈ F we have
F ∩A = ∅ ⇒ µ(F ) = 0 and F ⊂ A⇒ ν(F ) = 0,
i.e., ν = 0 on A and µ = 0 on Ω r A. Similarly, ν  µ if an only if for every
F ∈ F such that µ(E ∩ F ) = 0, for every E ∈ F , we have ν(E ∩ F ) = 0, for
every E ∈ F .
Exercise 6.2. Prove that (a) ν  µ if and only if (b) |ν|  |µ| if and only if
(c) ν+  µ and ν−  µ.
Radon-Nikodym Derivative
If f is a quasi-integrable function in (Ω,F , µ), i.e., f = f+ − f− is measurable
and either f+ or f− is integrable, then the expression
F 7→
∫
F
f dµ, ∀F ∈ F
defines a signed measure which is absolutely continuous with respect to µ. The
converse is precisely the Radon-Nikodym Theorem, and the Lebesgue decom-
position completes the argument, namely, any σ-finite signed measure ν, on a
σ-finite measure space (Ω,F , µ), can be written as ν = νa + νs, where νa  µ
and νs ⊥ µ.
Theorem 6.3. Let (Ω,F , µ) be a σ-finite measure space. Suppose that ν is a
σ-finite signed measure on (Ω,F), which is absolutely continuous with respect
to µ. Then there exists a quasi-integrable function f such that
ν(F ) =
∫
F
f dµ, ∀F ∈ F ,
where the function f is uniquely defined except in a set of µ-measure zero.
Proof. First note that by means of the Hahn-Jordan decomposition, we can
write ν = ν+ − ν−, which effectively reduces the problem to the case of a σ-
finite measure ν. Now, we proceed in several steps:
(Step 1) Since ν is σ-finite, the whole space Ω can be written as a disjoint
countable union
⋃
n Ω
ν
n with |ν(Ωνn)| <∞. Next, because µ is also σ-finite, each
Ωνn can be written as a disjoint countable union
⋃
k Ω
µ
n,k with µ(Ω
µ
n,k) < ∞.
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Hence, relabeling the double sequence, we have Ω =
⋃
n Ωn, with Ωn ∩ Ωm = ∅
if n 6= m and |νn(Ωn)|+ µ(Ωn) <∞, for every n. Therefore, it suffices to show
the results for the case where ν and µ are finite measures.
(Step 2) If G is the class of nonnegative µ-integrable functions g such that
ν(F ) ≥
∫
F
g dµ, ∀F ∈ F ,
then there exits a function f in G such that∫
Ω
f dµ = sup
g∈G
∫
Ω
g dµ.
Indeed, first note that if g1 and g2 belongs to G then g1 ∨ g2 also belongs to G.
Thus, if {gn} is a maximizing sequence then fn = max{g1, . . . , gn} defines an
increasing sequence in G such that
lim
n
∫
Ω
fn = sup
g∈G
∫
Ω
g dµ.
The monotone convergence theorem ensures that f = limn fn belongs to G and
provides a maximizer.
(Step 3) If λ 6= 0 is a measure absolutely continuous with respect to µ then
there exists ε > 0 and A ∈ F with ν(A) > 0 such that λ(F ∩ A) ≥ εµ(F ∩ A),
for every F ∈ F . Indeed, let Ak the Hahn decomposition of the signed measure
λk = λ − (1/k)µ, i.e., λk(F ∩ Ak) ≥ 0 ≥ λk(F r Ak), for every F ∈ F . Set
A0 =
⋃
k Ak and B0 =
⋂
k Bk, with Bk = ΩrAk. Since 0 ≤ λ(B0) ≤ (1/k)µ(B0)
we have λ(B0) = 0, and because λ is nonzero and A0 = Ω r B0, we deduce
λ(A0) > 0, i.e., there exists k such that λ(Ak) > 0. Hence, we choose A = Ak
and ε = 1/k, for this particular k.
(Step 4) To complete the proof we show that the measure
λ(F ) = ν(F )−
∫
F
f dµ, ∀F ∈ F
vanishes. To this purpose, assume λ 6= 0 and get a contradiction. Because
ν  µ implies λ  µ, we can use (Step 3) to get a measurable set A and a
ε > 0 such that ν(A) > 0 such that λ(F ∩ A) ≥ εµ(F ∩ A), for every F ∈ F .
Choose h = f + ε1A to get∫
F
hdµ =
∫
F
f dµ+ εµ(F ∩A) ≤
∫
F
f dµ+ λ(F ∩A) =
=
∫
FrA
f dµ+ ν(F ∩A) ≤ ν(F rA) + ν(F ∩A) = ν(F ),
which shows that h belongs to the class G and∫
Ω
hdµ =
∫
Ω
f dµ+ εµ(A) >
∫
Ω
f dµ,
i.e., a contradiction.
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Sometimes, the function f satisfying the conditions of Theorem 6.3 is de-
noted by dνdµ and called the Radon-Nikodym derivative.
• Remark 6.4. It is simple to show that for any µ and ν are two finite measures
on (Ω,F) we have ν  µ if and only if for every ε > 0 there exist δ > 0 such that
F ∈ F and µ(F ) < δ imply ν(F ) < ε. Indeed, by contradiction, suppose that for
some ε > 0 there is a sequence {Fn} of measurable sets such that µ(Fn) < 2−n
and ν(Fn) ≥ ε. If F0 =
⋂
n
⋃
k≥n Fk then we deduce µ(F0) ≤
∑
k≥n 2
k = 2n−1
and ν(F0) ≥ ε, i.e., µ(F0) = 0 and we obtain a contradiction.
Lebesgue Decomposition
A generalization of Radon-Nikodym arguments yields
Theorem 6.5. Let µ and ν be a two σ-finite signed measures on a measurable
space (Ω,F). Then there exist two σ-finite signed measures νa and νs such that
ν = νa+νs, νa  µ and νs ⊥ µ. Moreover the pair νa, νs is uniquely determinate
Proof. First, as in Theorem 6.3, and because ν ⊥ |µ| (or ν  |µ|) if and only if
ν ⊥ µ (or ν  µ), and ν = ν+ − ν−, we can reduce the discussion to the case
where ν and µ are finite measures.
Since ν  µ+ν, we apply Radon-Nikodym Theorem 6.3 to show the existence
of an integrable function f defined (µ+ ν)-almost everywhere such that
ν(F ) =
∫
F
f dµ+
∫
F
f dν, ∀F ∈ F .
Because ν(F ) ≤ µ(F ) + ν(F ) for every measurable F, we deduce 0 ≤ f ≤ 1,
(µ+ ν)-almost everywhere, and so almost everywhere with respect to ν and µ.
Define A = {f < 1} and B = Ω r A, which are unique up to an µ + ν-
negligible set. Thus
ν(B) =
∫
B
f dµ+
∫
B
f dν = µ(B) + ν(B), and µ(B) <∞,
which yields µ(B) = 0. Now, defining νa(F ) = ν(F ∩A) and νs(F ) = ν(F ∩B),
we have ν = νa + νs and νs ⊥ µ.
To check that νa  µ, suppose µ(F ) = 0 to have
νa(F ) = ν(F ∩B) =
∫
F∩A
f dµ+
∫
F∩A
f dν =
∫
F∩A
f dν,
i.e., ∫
F∩A
(1− f) dν = 0 and 1− f > 0 a.e.,
which implies ν(F ∩A) = 0, i.e., νa(F ) = 0.
Certainly, the sets A and B are defined up to a negligible set with respect to
µ+ ν. However, if ν¯a and ν¯s is another decomposition with ν¯a  µ and ν¯s ⊥ µ
then the signed measure λ = νa − ν¯a = ν¯s − νs is both singular and absolutely
continuous with respect to µ, and so λ = 0.
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Exercise 6.3. Give more details on the how to reduce the proof of Theorem 6.5
to the case where µ and ν are finite measures.
We may prove directly Hahn-Jordan decomposition and then the Radon-
Nikodym Theorem and Lebesgue decomposition (e.g., as above or see Hal-
mos [57, Chapter VI, pp. 117–136]) or we may deduce Radon-Nikodym Theo-
rem from Riesz presentation (Corollary 6.14) and then show Hahn-Jordan and
Lebesgue decomposition (e.g., Rudin [100, Chapter 6, pp. 124–144]).
A simple application of Radon-Nikodym Theorem is the following construc-
tion of the essential supremum and infimum, which is discussed later in Sec-
tion 6.2. Let {fi : i ∈ I} be a family of real-valued measurable functions defined
on a σ-finite measure space (X,X , µ). An extended real-valued measurable func-
tion g is called a measurable upper bound of the family {fi : i ∈ I} if for every i
there exists a null set Ni such that fi(x) ≤ g(x) for every x in X rNi. Loosely
phasing, the essential supremum f∗ is the smallest measurable upper bound,
i.e., f∗ is a measurable upper bound and with respect to any other measurable
upper bound g we have f∗ ≤ g almost everywhere. Similarly, we define the es-
sential infimum by replacing fi with −fi. It is simple to prove then the essential
supremum (or infimum) is unique almost everywhere and unchangeable if each
function of the family is modified almost everywhere. Certainly, this notion
is only interesting when the family is uncountable, otherwise, we can take the
pointwise supremun (or infimum), which is a measurable function.
Regarding the existence we proceed as follows: First, by means of the trans-
formation x 7→ 1/2 + arctan(x)/pi as in Exercise 1.22, we reduce the problem to
the case where the family is equi-bounded, i.e., to discuss the existence of the
essential supremum, we may assume that 0 ≤ fi(x) ≤ 1, for every i in I and
any x in X, without any loss of generality. Second, for any measurable set A
consider the set function
ν(A) = sup
{ n∑
k=1
∫
Ak
fik(x)µ(dx)
}
,
where the supremum is taken over all finite measurable partitions A =
∑n
k=1Ak
and any choice of indexes ik in I. It is clear that ν(A) ≤ µ(A), which shows
that if {An} is an increasing sequence of measurable sets then ν
(⋃
n≥k An
) ≤
µ
(⋃
n≥k An
)
. Moreover, it is not to hard to check that ν is finitely additive,
and so, ν is an absolutely continuous measure with respect to µ. Next, Radon-
Nikodym Theorem 6.3 can be used to define f∗ = dν/dµ. Therefore, from the
inequality∫
A
fidµ ≤ ν(A) =
∫
A
f∗dµ, ∀i ∈ I, ∀A ∈ X ,
and because the definition of ν implies that
ν(A) ≤
∫
A
gdµ, ∀A ∈ X ,
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for every measurable upper bound g, we deduce that f∗ is indeed the essential
supremum of the family {fi : i ∈ I}.
Finally, if the family is stable under the pairwise maximization (i.e., if i and
j belong to I then there exists k in I such that max{fi(x), fj(x)} = fk(x),
for almost every x) then the construction of ν proves that there exists sequence
{in} ⊂ I of indexes such that {fin} is an almost everywhere increasing sequence
satisfying fin(x)→ f∗(x) almost everywhere x.
Exercise 6.4. With the above notation, fill in details for the previous assertions
on the essential supremum and infimum. Compare with Exercise 1.23.
The concept of σ-additivity for set functions can be used in other situa-
tion, for instance, with complex-valued set functions. A σ-additive set function
η : A → C is called a complex measure, i.e., A is a σ-algebra, η(∅) = 0 and
η(
∑
iAi) =
∑
i µ(Ai), for any disjoint sequence {Ai} in A. Thus, η is a complex
measure if and only if η(A) = µ(A) + iν(A), where µ and ν are real-valued
measures (i.e., finite measures). Thus, Radon-Nikodym Theorem 6.3 and the
Lebesgue decomposition Theorem 6.5 can be re-stated for complex-valued mea-
sures.
Exercise 6.5. State the Radon-Nikodym Theorem 6.3 and the Lebesgue de-
composition Theorem 6.5 for the case of complex-valued measures (and give
details of the proof, if necessary).
For instance, the reader may take a look at Schilling [104, Chapter 19, pp.
202–225] and Taylor [114, Chapter 8, 348–378]. Certainly, the concept of differ-
entiation of locally finite Borel measures is directly related to all the above, for
instance, checking the book Mattila [80, Chapter 2, pp. 23–43] may prove very
beneficial.
6.2 Essential Supremum
Now, we discuss briefly the supremum (or infimum) of a family of measurable
functions, but instead of looking at the pointwise suprema, we use the following
Definition 6.6. Let G be a (nonempty) family of (extended-valued) measurable
functions in a measure space (Ω,F , µ) and denote by G the σ-algebra generated
by G. A G-measurable function g∗ is called the essential supremum of the family
G if (1) g ≤ g∗ a.e., for every g in G and (2) for any other G-measurable function
g¯ satisfying (1) with g¯ in lieu of g∗, we must have g¯ ≤ g∗ a.e. Certainly the
essential infimum is defined by using the family H = {−g : g ∈ G}. On the
other hand, we say that the family G has a σ-finite support if there exits a
monotone increasing sequence {Gi : i = 1, 2, . . .} of G-measurable sets such that
µ(Gi) <∞, and {g 6= 0 : g ∈ G} ⊂
⋃
iGi.
If the essential supremum (infimum) exists then it must be unique almost
everywhere, and then, it is usually denoted by ess-supG{g} or ess-supg∈G{g}
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(ess-infG{g} or ess-infg∈G{g}). It is clear that if two family of measurable func-
tions are G ⊂ H the same almost everywhere, in the sense that for each g in G
there exists h in H such that g = h a.e., then ess-supG{g} = ess-supH{h}. In other
words, the essential supremum and essential infimum is a well defined operation
on the equivalence classes of measurable functions L0(Ω,F , µ), i.e., G is actually
a family of equivalence classes of measurable functions. The reader may want
to take a look at Exercise 6.4 at the beginning of next Chapter.
A priori, for a countable family G we can construct the essential supremum
functions g∗ and g∗ by exhaustion, i.e., if G = {g1, g2, . . .} then the pointwise
definitions g∗ = limn maxi=1,2,...,n gi and g∗ = limn mini=1,2,...,n gi provided the
essential supremum and infimum. Certainly, if the measure µ is σ-finite then any
family G has a σ-finite support. Similarly, since an integrable function must be
zero outside of a σ-finite set, for a countable family G of integrable functions we
can construct a essential support as
⋃
g∈G{g 6= 0}. Thus, in general, a essential
support is loosely described as
⋃
g∈G{g 6= 0}.
Theorem 6.7. Let G be a (nonempty) family of (extended-valued) measurable
functions in a measure space (Ω,F , µ) with σ-finite support, i.e., there exits
a monotone increasing sequence {Gi : i = 1, 2, . . .} of G-measurable sets such
that µ(Gi) < ∞, and {g 6= 0 : g ∈ G} ⊂
⋃
iGi. Then the essential supremum
(infimum) function g∗ (g∗) of G exits.
Proof. Naturally, only the case of the essential supremum needs to be discussed.
First, by means of the transformation g 7→ arctan(g) we may assume that
the family G is uniformly bounded with a σ-finite support. Moreover, we may
also suppose that the family G is closed (or stable) under the (pointwise) max
operation, i.e., replace G by the intersection of the families of G-measurable
functions vanishing outside of the support of G, which are stable under the max
operation (of finite many elements) and contains G. At this point, for each
i = 1, 2, . . . we may construct a monotone increasing sequence {g∗i,1, g∗i,2, . . .} of
functions in G (with support in Gi) such that
lim
n
∫
Gi
g∗i,n dµ =
∫
Gi
lim
n
g∗i,n dµ = sup
g∈G
∫
Gi
g dµ <∞, ∀i.
Now, for each fixed i, we verify that the pointwise (monotone) limit g∗i =
limn g
∗
i,n is the essential supremum of the family Gi = {g1Gi : g ∈ G}. Indeed,
to check condition (1) of Definition 6.6, for any g in Gi consider the sequence
{hi,n} ⊂ G, given by the pointwise maximum hi,n = max{g, g∗i,n}. Since g∗i,n is
monotone increasing in n, we have∫
Gi
lim
n
max{g, gi,n} dµ = lim
n
∫
Gi
max{g, gi,n} dµ ≤
≤ sup
g∈G
∫
Gi
g dµ =
∫
Gi
lim
n
g∗i,n dµ.
Because max{g, gi} ≥ g∗i = limn g∗i,n, we deduce g ≤ g∗i , a.e. On the other hand,
gi,n = 0 outside Gi and so condition (2) is also satisfied.
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Thus, for every i we have established that (1) g1Gi ≤ g∗i a.e., for every g
in G and (2) if a G measurable function h satisfies g1Gi ≤ h a.e., for every g
in G then h ≤ g∗i . Finally, we obtain that pointwise maximum g∗ = maxi g∗i is
indeed the desired essential supremum.
• Remark 6.8. The result on the essential supremum (infimum) described in
Theorem 6.7 can be presented as follows: if {fi : i ∈ I} is a family of (extended-
valued) measurable functions with σ-finite support, then there exists a count-
able subset J of indexes in I such that the measurable function x 7→ f∗(x) =
supi∈J fi(x) satisfies (a) fi ≤ f∗ almost everywhere, for every i in I, and (b)
f∗ ≤ f almost everywhere, for any other measurable function f satisfying (a)
with f in lieu of f∗. Indeed, similar to Theorem 6.7, first assume (without any
loss of generality) that each fi is [0, 1]-valued measurable function vanishing
outside Gi =
⋃
k≥1Gi,k, increasing in k and µ(Gi.k) < ∞, for every i, k. Next,
find a countable set of indexes Jkn such that
sup
n≥1
∫
Gi,k
(
sup
i∈Jkn
fi
)
dµ = sup
N∈N
∫
Gi,k
(
sup
i∈N
fi
)
dµ, ∀k ≥ 1,
where N is the family of all countable subset N of indexes in I. Hence, use the
countable set of indexes J =
⋃
k,n J
k
n to conclude.
Beside monotone properties (a) ess-supg∈G{Φ(g)} = Φ
(
ess-supg∈G{g}
)
for
any measurable monotone increasing function Φ, and (b) if g ≤ h a.e., for every
g ∈ G and h ∈ H then ess-supg∈G{g} ≤ ess-suph∈H{h}; by modifying a little the
arguments of the above proof, we obtain
Corollary 6.9. Let G be a family of measurable functions, with σ-finite support,
in a measure space (Ω,F , µ). Then there exists a sequence {gi : i = 1, 2, . . .} ⊂ G
such that ess-supg∈G{g} = limn max1≤i≤n{gi}, and similarly for the essential
infimum.
Therefore, the monotone convergence theorems for the integrals yield
Corollary 6.10. Let {fi : i ∈ I} be a family of measurable functions, with σ-
finite support, in a measure space (Ω,F , µ). If there exists an integrable function
g such that for each i in I we have fi ≥ g almost everywhere, then
−∞ < sup
i∈I
(∫
Ω
fi dµ
)
=
∫
Ω
(
ess-sup
i∈I
fi
)
dµ ≤ +∞.
Similarly, if the function ess-infi∈I{fi} is integrable then
−∞ < inf
i∈I
(∫
Ω
fi dµ
)
=
∫
Ω
(
ess-inf
i∈I
fi
)
dµ < +∞,
provided some fi is also integrable.
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On the other hand, given a family of measurable functions G and if the
essential supremum ess-supg∈G{|g|} exists then the essential support (unique
up to a set of measure zero) exists and this ‘essential support’ is denoted by
ess-suppg∈G{g} =
{
ess-supg∈G{|g|} 6= 0
}
. With this in mind, we can use the
identities 1A∩B = min{1A,1B} and 1A∪B = max{1A,1B} to define the essen-
tial intersections and essential unions of any family {Ai : i ∈ I} of measurable
sets (actually, family of equivalence classes of measurable sets) as the essential
infimum and the essential supremum, namely,⋂
i∈I
Ai =
{
ess-inf
i∈I
1Ai 6= 0
}
and
⋃
i∈I
Ai =
{
ess-sup
i∈I
1Ai 6= 0
}
,
where both sets belongs to G, the σ-algebra generated by either the family of
functions {1Ai : i ∈ I} or the family of sets {Ai : i ∈ I}. This yields a way of
dealing with uncountable family of sets on a σ-finite measure space.
Let {fi : i ∈ I} be a (uncountable) family of measurable functions on
a complete σ-finite measure space (Ω,F , µ), and consider the pointwise es-
sential suprema f(x) = ess-supi∈I{fi(x)} and the essential supremum f∗ =
ess-supi∈I{fi}. The pointwise suprema supi∈I{fi(x)} is not well adapted for
functions that may change in a set of measure zero (i.e., defined almost every-
where). Now, the equality f = f∗ a.e. is not expected, because f would be
necessarily measurable. However, Corollary 6.9 implies that f ≤ f∗ a.e., and
if the pointwise supremum f is measurable then we must have f∗ = f, almost
everywhere. A similar argument applies to the pointwise infimum.
Similarly, given a (extended-valued) function (non-necessarily measurable)
f with σ-finite support consider the family F (or F) of all measurable functions
g supported on the support of f and satisfying g ≥ f a.e. (or g ≤ f a.e.,
respectively). Define the upper (or lower) measurable envelop f (or f) of f as
essential infimun (or supremum) of F (or F), i.e.,
f = ess-inf{F} = ess-inf
g∈F
{g} and f = ess-sup{F} = ess-sup
g∈F
{g}.
Invoking Corollary 6.9, there exist sequences {f
n
} and {fn} of measurable
functions satisfying f
n
≤ f ≤ fn a.e., and
f = lim
n
max
k≤n
f
k
and f = lim
n
min
k≤n
fk.
Thus, it is clear that f ≤ f ≤ f a.e., and if the function f is measurable then
f = f = f, almost everywhere, since the essential extrema are always defined
almost everywhere.
Going back to the pointwise essential infimum f∗(x) = ess-infi∈I{fi(x)}
or supremum f∗(x) = ess-supi∈I{fi(x)}, for a family of measurable functions
{fi : i ∈ I} with σ-finite support, we may take f = f∗ or f = f∗ and consider
the upper (or lower) measurable envelop, in short ume(f∗), ume(f∗), lme(f∗)
and lme(f∗). The almost everywhere inequalities
lme(f∗) ≤ f∗ ≤ ume(f∗) and lme(f∗) ≤ f∗ ≤ ume(f∗),
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follows from the previous discussion. Clearly, if dealing with a countable family
then the essential supremum f∗ and the essential infimum are measurable and
the measurable envelop are not necessary. Moreover, these measurable envelops
can be considered with respect to a sub σ-algebra.
Recall that L0σ(Ω, µ) denotes the real-valued (i.e., taking values in [−∞,+∞]
almost everywhere) measurable functions with σ-finite support, and L0σ(Ω, µ)
the quotient space of their equivalence classes, under the µ almost everywhere
equality. In view of Theorem 6.7, for any family F of functions (actually, equiva-
lence classes) in L0σ(Ω, µ) supported in a fixed σ-finite sets, the essential infimum
ess-inf{F} and essential supremum ess-sup{F} are well defined.
Thus, for a given a sequence of measurable functions {fn} ⊂ L0σ(Ω, µ), con-
sider the family F({fn}) (or F({fn}), respectively) of all functions in L0σ(Ω, µ)
with essential support in ess-supp
({fn}) = ⋃n ess-supp(fn) such that the limit
limn µ
({x ∈ A : fn(x) < f(x)}) = 0 (or limn µ({x ∈ A : fn(x) > f(x)}) =
0, respectively), for any measurable set A with finite measure µ(A) < ∞.
The essential inferior and superior limits of the sequence {fn} is defined as
ess-liminfn fn = ess-sup
{
F ({fn})
}
and ess-limsupn fn = ess-inf
{
F ({fn})
}
. If
the measure µ is finite, i.e., µ(Ω) <∞, then these conditions can be written in
short as
ess-liminf
n
fn = ess-sup
{
f ∈ F : lim
n
µ(fn < f) = 0
}
and
ess-limsup
n
fn = ess-inf
{
f ∈ F : lim
n
µ(fn > f) = 0
}
,
where F is the family of all measurable functions.
Proposition 6.11. Let {fn} be a sequence of elements in L0σ(Ω, µ). Then
lim inf
n
fn ≤ ess-liminf
n
fn ≤ ess-limsup
n
fn ≤ lim sup
n
fn, a.e. (6.1)
Moreover, ess-liminfn fn = ess-limsupn fn = f , almost everywhere, if and only
if the sequence {fn} converges to the function f in measure on any set with
finite measure, i.e., if and only if µ
({x ∈ A : |f(x) − fn(x)| ≥ ε}) → 0, for
every ε > 0 and any measurable A with µ(A) <∞.
Proof. To show (6.1), if f is in F({fn}) then the relation{
x ∈ A : lim inf
n
fn(x) < f(x)
} ⊂ ⋃
k≥1
⋂
n≥k
{
x ∈ A : fn(x) < f(x)
}
yields µ
({x ∈ A : lim infn fn(x) < f(x)}) = 0 for every measurable set A with
finite measure. Since {fn} and f are supported in a σ-finite set, this implies
lim infn fn ≥ f , a.e., for every f in F({fn}). In view of Corollary 6.9, the
essential supremum ess-liminfn fn is an almost everywhere pointwise limit of a
finite maximum of function in F({fn}), and thus, the first inequality follows.
Similarly, the last inequality ess-limsupn fn ≤ lim supn fn, a.e., is obtained.
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Finally, if f belongs to F({fn}) and f belongs to F({fn}) then{
x ∈ A : f(x) < f(x)} ⊂ {x ∈ A : fn(x) < f(x)}∪
∪ {x ∈ A : fn(x) > f(x)},
which yields f ≤ f , a.e. Hence, the ess-liminfn fn ≤ ess-limsupn fn, a.e., and
the proof of the inequality (6.1) is completed.
Assume that fn → f in measure on any set with finite measure, and consider
the functions fε = f−ε1F and fε = f+ε1F , where F is the σ-finite measurable
set containing the essential support of the sequence {fn}, F ⊃ ess-supp({fn}.
The relation
{x ∈ A : fn(x) < fε(x)} ∪ {x ∈ A : fn(x) > fε(x)} ⊂
⊂ {x ∈ A : |fn(x)− f(x)| > ε}
implies that fε belongs to F and f
ε belongs to F. Hence, ess-liminfn fn ≥
fε and ess-limsupn fn ≤ fε, and as ε → 0, the equality ess-limsupn fn =
ess-liminfn fn = f is deduced.
For the converse, suppose that ess-liminfn fn = ess-limsupn fn = f , almost
everywhere. Invoking Corollary 6.9, there exists two sequences {f i} ⊂ F({fn})
and {f
i
} ⊂ F({fn}) such that
lim
k
max
i≤k
f
i
(x) = lim
k
min
i≤k
f i(x) = f(x), a.e. (6.2)
The relations{
x ∈ A : fn(x) > f(x) + ε
} ⊂ {x ∈ A : f(x) + ε < min
i≤k
f i(x)
} ∪
∪ {x ∈ A : fn(x) > f1(x)} ∪ · · · ∪ {x ∈ A : fn(x) > fk(x)}
and {
x ∈ A : fn(x) < f(x)− ε
} ⊂ {x ∈ A : f(x)− ε > max
i≤k
f
i
(x)
} ∪
∪ {x ∈ A : fn(x) < f1(x)} ∪ · · · ∪ {x ∈ A : fn(x) < fk(x)}
imply that
lim
n
µ
({x ∈ A : |fn(x)− f(x)| > ε}) ≤
≤ µ({x ∈ A : f(x) < min
i≤k
f i(x)− ε}
)
+
+ µ
({x ∈ A : f(x) > max
i≤k
f i(x) + ε}
)
.
In view of (6.2), as k →∞, we deduce limn µ
({x ∈ A : |fn(x)−f(x)| > ε}) = 0,
which prove the desired results.
Exercise 6.6. Based on Theorem 6.7, discuss and compare the statements in
Exercises 1.22, 1.23, 4.23, 6.4 and 7.9. Consider also Remark 7.14.
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6.3 Orthogonal Projection
Some of the properties valid in the Euclidean spaces Rn or Cn can be extended
to some infinite dimensional spaces, such as L2(Ω,F , µ;Rn) or L2(Ω,F , µ;Cn).
Perhaps, at this level, the reader should take a look at the beginning of the book
Halmos [59] for a short introduction to Hilbert spaces.
Our interest is on the orthogonal projection and the representation of linear
continuous functionals for the L2 spaces, but there is not more effort in doing
the arguments for a Hilbert space H, a special class of Banach spaces, where the
norm ‖ · ‖ is given via a bilinear (or sesqui-linear, when working with complex-
valued functions) continuous form (·, ·), called scalar or inner product. For
instance, for the L2 space over the complex number, we have
(f, g) =
∫
Ω
f(x) g(x)µ(dx), ∀f, g ∈ L2(Ω,F , µ;C),
and ‖f‖2 = (f, f), where the notation 〈·, ·〉 is reserved for the duality, even when
discussing real-valued functions f and the complex-conjugate operator f 7→ f
is not used. This special form of the norm yields the so-called parallelogram
equality ‖f+g‖2 +‖f−g‖2 = 2‖f‖2 +2‖g‖2, for every f, g ∈ H, and the identity
‖f + g‖2 − ‖f − g‖2 = 4(f, g) allows the re-definition of the scalar product in
term of the norm.
Actually recall that a Hilbert space is a vector space (on R or C) with a
scalar (or inner) product satisfying:
a. (f, f) ≥ 0, ∀f ∈ H, and (f, f) = 0 only if f = 0;
b. (af + bg, h) = a(f, h) + b(g, h), ∀f, g, h ∈ H and a, b ∈ R (or C);
c. (f, g) = (g, f), ∀f, g ∈ H;
plus the completeness axiom: every Cauchy sequence {fn} ⊂ H, i.e., (fn −
fm, fn − fm) → 0 as n,m → ∞, is convergent, i.e., there exists f ∈ H such
that (fn − f, fn − f)→ 0 as n,m→∞. Hence, by considering the nonnegative
quadratic r 7→ ‖f+rg‖2 and using the linearity we deduce the Cauchy inequality,
|(f, g)| ≤ ‖f‖ ‖g‖, ∀f, g ∈ H,
where the equality holds if and only if f and g are co-linear, i.e., f = cg or
cf = g for some constant c.
Two elements f, g in a Hilbert space H are called orthogonal if (f, g) = 0,
and we may define the orthogonal complement of any nonempty subset V ⊂ H
as V ⊥ = {h ∈ H : (h, v) = 0, ∀v ∈ V }. From the continuity and the linearity of
the scalar product we deduce that V ⊥ is a closed subspace of H.
Proposition 6.12 (Orthogonal Projection). Let K be a closed convex set of
H. Then there exists a unique operator P : H → K such that f 7→ Pf satisfies
(Pf − f, k − Pf) ≥ 0, ∀k ∈ K. (6.3)
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Moreover, we have the estimate ‖Pf − Pg‖ ≤ ‖f − g‖ for every f and g in H;
and if K is a closed subspace then P is linear and (6.3) becomes (Pf −f, k) = 0
for every k in K.
Proof. First check the uniqueness. For any g in H, Pg satisfies
(Pg − g, k − Pg) ≥ 0, ∀k ∈ K.
Take k = Pf and add (6.3) with k = Pg to deduce (f − g, Pf − Pg) ≥ ‖Pf −
Pg‖2, which yields the estimate and the uniqueness. If K is a closed subspace
then k−Pf ∈ K if and only if k ∈ K, i.e., (6.3) is equivalent to (Pf − f, k) = 0
for every k ∈ K and the linearity of P follows.
Next, for every fixed f in H, consider the nonlinear functional h 7→ I(h) =
(h− 2f, h) on H and set a = inf{I(h) : h ∈ K}. Since I(h) ≥ ‖h‖2 − 2‖f‖ ‖h‖,
we obtain a ≥ −‖f‖2 > −∞, and so we can find a minimizing sequence {hn} ⊂
K such that a ≤ I(hn) ≤ a + n−1, for every n ≥ 1. Because K is convex,
hn,m = (hn + hm)/2 belongs to K and we obtain
‖hn‖2 + ‖hm‖2 − 2‖hn,m‖2 = I(hn) + I(hm)− 2I(hn,m) ≤ 1/n+ 1/m,
after canceling the linear part of I. Hence, applying the parallelogram equality
we have
‖hn − hm‖2 = 2‖hn‖2 + 2‖hm‖2 − ‖hn − hm‖2 ≤ 2/n+ 2/m,
which proves that {hn} is a Cauchy sequence in K. The whole space H is
complete and K is closed, therefore, there exists h in K such that ‖hn−h‖ → 0.
Now, for every k in K we have h+ ε(k − h) in K, for any ε in [0, 1], and so
I
(
h+ ε(k − h)) ≥ I(h), i.e.,
2ε(h− f, k − h) + ε2‖k − h‖2 ≥ 0.
Thus, dividing by ε and then vanishing ε, we get (6.3) with Pf = h.
Sometimes, we write P = PK to emphasize the dependency on K. Also, PK is
called the orthogonal projection overK. It is clear that PKf = f for every f inK,
i.e., PK is idempotent. If K is a closed subspace then Pf−f belongs to K⊥, i.e.,
f = Pf+(f−Pf), which means H = K⊕K⊥. For any nonempty subset V of H,
we have defined its orthogonal complement V ⊥ = {h ∈ H : (h, v) = 0, ∀v ∈ V },
but only when V = K is a closed subspace we obtain V = (V ⊥)⊥. Also, by
writing f = Pf + (f − Pf) we deduce (Pf, g) = (Pf, Pg) = (f, Pg), for every
f, g ∈ H, i.e., the projection is a symmetric operator.
If (H, ‖ · ‖) is a Hilbert space then we denote by H ′ its dual space, i.e., the
space of all continuous linear functionals T : H → K, with K = R or K = C.
We can check that H ′ endowed with the dual norm
‖Tf‖H′ = ‖Tf‖′ = sup
{|Tf | : ‖f‖ ≤ 1}
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is a Banach space, and more detail is needed to see that ‖ · ‖′ satisfies the
parallelogram equality, and so, H ′ is a Hilbert space.
Thus, if f belongs to H we can define Φf : H → R, Φf(h) = (h, f), which
results an element in H ′. It is clear that the map f 7→ Φf is (sesqui-)linear from
H into H ′, and Cauchy inequality shows that ‖Φf‖′ = ‖f‖ for every f in H.
Theorem 6.13 (Riesz Representation). Let H a Hilbert space. If T : H → K,
with K = R or K = C, is a continuous linear functional then there exits f in H
such that T (h) = (h, f), for every h in H. Moreover, the application Φ defined
above is an isometry from H onto its dual H ′.
Proof. It is clear that only the fact that Φ is onto should be shown, i.e., given
T we can find f. To this purpose, denote by Ker(T ) the kernel or null space of
T, i.e., all elements in h ∈ H such that T (h) = 0. If Ker(T ) = H then f = 0
satisfies Φ(f) = T, otherwise, there exits g 6= 0 in the orthogonal complement
Ker(T )⊥, and after diving by T (g) if necessary, we may suppose T (g) = 1. Now,
for any h in H we have T
(
h− T (h)g) = 0 and so h− T (h)g belongs to Ker(T ),
i.e., (h − T (h)g, g) = 0. This can written as T (h)(g, g) = (h, g), for every h in
H. Hence, f = g/(g, g) satisfies the desired condition.
Among other things this proves the
Corollary 6.14. Let (Ω,F , µ) be a measure space and T : L2 → R be a linear
functional, which is continuous, i.e., for some constant C > 0,
|T (f)| ≤ C ‖f‖2, ∀f ∈ L2.
Then there exists a unique function g = gT in L
2 such that
T (f) =
∫
Ω
fg dµ, ∀f ∈ L2,
and ‖T‖′ = ‖g‖2.
Exercise 6.7. Let H be a Hilbert space with inner product (·, ·). First use
Zorn’s Lemma to show that any orthonormal set can be extended to an or-
thonormal basis {ei : i ∈ I}, i.e., a maximal set of orthogonal vectors with
unit length. Now, prove (1) that any element x in H can be written uniquely as
x =
∑
i∈I(x, ei)ei, where only a countable number of i have (x, ei) 6= 0. Next, (2)
verify that the cardinal of I is invariant for any orthogonal basis. Finally, prove
(3) that H is isomorphic to the Hilbert space `2(I) of all functions c : I → R (or
complex valued) such that
∑
i∈I |ci|2 < ∞ (i.e., only a countable number of ci
are nonzero and the series is convergent).
Exercise 6.8. If (X,X , µ) is a measure space and E belongs to X then we
identify L2(E,µ) with the subspace of L2(X,µ) consisting of functions vanishing
outside E, i.e., an element f in L2(X,µ) is in L2(E,µ) if and only if f = 0 a.e.
on Ec. Let {Xi} be a sequence in X such that X =
⋃
iXi, and µ(Xi ∩Xj) = 0
whenever i 6= j. Prove that (a) {L2(Xi, µ)} is a sequence of mutually orthogonal
[Preliminary] Menaldi November 11, 2016
186 Chapter 6. Measures and Integrals
subspaces of L2(X,µ) and (b) every f in L2(X,µ) can be written uniquely
as f =
∑∞
i=1 fi, where fi belongs to L
2(Xi, µ) and the series converges in
norm. Moreover, show that (c) if L2(Xi, µ) is separable for every i then so is
L2(X,µ).
6.4 Uniform Integrability
Let (Ω,F , µ) be a σ-finite measure space. On the vector space of integrable
functions L = L1 we can define the semi-norm
‖f‖1 =
∫
Ω
|f |dµ,
and using equivalence classes we obtain a norm and therefore L1 = L1/∼ or
L1(Ω,F , µ) is a normed space. Elements in L1 are classes of equivalence, but we
think of a function defined almost everywhere, and if necessary, we may complete
the definition everywhere as along as the operations involving elements in L1
does not depend on the particular extension used. Special attention is necessary
to this point when dealing with measurable functions (or random variables or
processes) in probability theory. Now, the inequality
εµ
({x : |f(x)| ≥ ε}) ≤ ‖f‖1,
shows that convergence in L1 (also called in mean) implies convergence in mea-
sure. Note that∣∣∣ ∫
Ω
(f − g) dµ
∣∣∣ ≤ ∫
Ω
|f − g|dµ = ‖f − g‖1,
if fn → f in L1 then the integral of fn converges to the integral of f, i.e, the
integral is a continuous mapping from L1 into R.
In the construction of the integral we allow functions taking valued in the
extended real numbers R¯ = [−∞,+∞], but integrable functions are finite almost
everywhere, i.e., the set {x ∈ Ω : |f(x)| = ∞} is negligible, the set {x ∈ Ω :
|f(x)| ≥ ε} is finite and thus, the support {x ∈ Ω : |f(x)| > 0} is σ-finite.
Therefore, L1(Ω,F , µ; R¯) = L1(Ω,F , µ;R). Thus the space L0(Ω,F , µ; R¯) of
equivalence classes of measurable functions with values in R¯ almost everywhere
finite is L0(Ω,F , µ;R), i.e., equivalence classes with the condition µ({|f | =
∞}) = 0.
Main Properties
The concept of uniform integrability applies to a set of measurable functions
defined on a measure space, i.e., a subset of L0(Ω,F , µ), but properly speaking,
a subset of the space L0(Ω,F , µ), namely, a subset of classes of equivalence
classes of measurable functions.
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Definition 6.15. Let {fi : i ∈ I} be a family of measurable functions almost
everywhere finite (or elements in L0). If for every ε > 0 there exist δ > 0 and a
set A ∈ F with µ(A) <∞ such that for every F ∈ F with µ(F ) < δ we have∫
F
fi dµ+
∫
Ac
|fi|dµ < ε, ∀i ∈ I,
then the family {fi : i ∈ I} is called µ-equicontinuous. While, if for every ε > 0
there exist δ > 0 and a set A ∈ F with µ(A) <∞ such that∫
{|fi|≥1/δ}
|fi|dµ+
∫
Ac
|fi|dµ < ε, ∀i ∈ I,
then the family is called µ-uniformly integrable. The words uniform integrability
or uniformly integrable may be used when the reference measure µ is clear from
the context.
It is clear that if µ(Ω) <∞ then we can take A = Ω and the above definition
is greatly simplified. Both µ-equicontinuous and µ-uniformly integrable have in
common the part relative to the set A, namely, for every ε > 0 there exists a
set A ∈ F such that
µ(A) <∞ and sup
i∈I
∫
Ac
|fi|dµ < ε. (6.4)
This condition is useful only when µ(Ω) =∞, it involves the behavior of the set
{|fi| ≤ δ}, as δ → 0, and it could be called tightness.
On the other hand, if the family is almost everywhere equibounded, i.e.,
|fi| ≤ M almost everywhere, for every index i in I, then {|fi| ≥ 1/δ} is the
empty set for δ < 1/M and∫
F
|fi|dµ ≤Mµ(F ),
proving that a part of µ-equicontinuity and µ-uniform integrability (except the
tightness condition) is satisfied. Moreover, the condition on the set F could be
called uniform or equi absolute continuity of the family of measures obtained
from the integrals. Indeed, for an integrable function f , the measure
µf (A) =
∫
A
|f |dµ, ∀A ∈ F ,
is absolutely continuous with respect to µ, then it should be clear that any finite
family of integrable functions is a µ-equicontinuous set. Also, the inequality
1
δ
µ
({|fi| ≥ 1/δ}) ≤ ∫
{|fi|≥1/δ}
|fi|dµ ≤ max
i
{∫
Ω
|fi|dµ
}
, ∀δ > 0,
shows that any finite family of integrable functions is a µ-uniformly integrable
set. Furthermore, the following properties or comments hold true:
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(1) If Ω = {1, 2, . . .} and µ is the σ-finite measure µ(F ) = ∑∞k=1 1k∈F , for every
F ∈ 2Ω, then there is no F ∈ 2Ω such that 0 < µ(F ) < 1, i.e., µ(F ) < δ < 1
implies F = ∅ and therefore the condition on the uniform absolute continuity
is always satisfied. Now, regarding condition (6.4), for any set A ∈ 2Ω with
µ(A) < n <∞ we have Ac ⊃ {k ≥ n}. Thus, the sequence of functions fi : Ω→
R, fi(k) = k−1/i − (k + 1)−1/i satisfies∫
{k≥n}
|fi|dµ =
∞∑
k=n
fi(k) = lim
k
(
n−1/i − (k + 1)−1/i) = n−1/i ≥ n−1,
and therefore, {fi : i ≥ 1} fails to be µ-equicontinuous (and µ-uniformly inte-
grable) because (6.4) is not satisfied.
(2) It is clear that if {fi : i ∈ I} is a µ-equicontinuous family of functions then
the equality∫
F
|fi|dµ =
∫
F∩{fi>0}
fi dµ−
∫
F∩{fi<0}
fi dµ
shows that the family {|fi| : i ∈ I} is also µ-equicontinuous. Moreover, if
{fi : i ∈ I} and {gj : j ∈ J} are two families of µ-equicontinuous functions
then for any constant c the family {hi,j = fi + cgi : i ∈ I, j ∈ J} is also
µ-equicontinuous.
(3) If {fi : i ∈ I} is a family of µ-uniformly integrable functions then the
inequality∫
F
|fi|dµ ≤ µ(F )
δ
+
∫
{|fi|≥1/δ}
|fi|dµ, ∀F ∈ F , ∀i ∈ I,
shows that the family is also µ-equicontinuous. Moreover, for F = A with
µ(A) <∞ as in the Definition 6.15, we deduce that supi∈I ‖fi‖1 <∞.
(4) For a family {fi : i ∈ I} of µ-equicontinuous functions, each member fi is an
integrable function. Indeed if Fn = {|fi| ≥ n} then
⋂
n Fn = {|f | =∞}, and for
any set A ∈ F with µ(A) <∞ we have µ(Fn ∩ A)→ 0 as n→∞. Hence, take
any ε > 0 and find δ > 0 and A ∈ F as above. Since Ω = Fn∪(F cn∩Ac)∪(F cn∩A),
taking n such that µ(Fn) < δ and F = Fn we deduce∫
Ω
|fi|dµ =
∫
F
|fi|dµ+
∫
F c∩Ac
|fi|dµ+
∫
F c∩A
|fi|dµ ≤
≤
∫
F
|fi|dµ+
∫
Ac
|fi|dµ+ nµ(Ai),
i.e., each fi must be integrable.
(5) If {fi : i ∈ I} is a µ-equicontinuous family of functions then we may
have supi ‖fi‖1 = ∞. Indeed, if the measure µ is finite with an atom A1 and
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fi =
(
i/µ(A1)
)
1A1 then for any ε > 0 we can choose A = Ω and δ < µ(A1) to
have
0 =
∫
F
|fi|dµ+
∫
Ac
|fi|dµ ≤ δµ(Ω) ≤ ε, but
∫
Ω
|fi|dµ = i,
for every F ∈ F with µ(F ) < δ. On the other hand, it is clear that if the set
A satisfying (6.4) can be decomposed into a finite number of measurable sets
A1, . . . , An such that∫
Ak
|fi|dµ < δ, ∀k = 1, . . . , n, ∀i ∈ I,
then supi ‖fi‖1 < ∞. Therefore, we deduce that if the family of measures in-
duced by the functions {fi : i ∈ I} is uniformly absolutely µ-continuous, i.e.,
for every ε > 0 there exist δ > 0 such that for every F ∈ F with µ(F ) < δ we
have ∫
F
fi dµ < ε, ∀i ∈ I,
and also, for every δ > 0 there exist A1, . . . , An in F such that A = A1∪· · ·∪An
has finite measure, µ(A) <∞, and∫
Ak
|fi|dµ+
∫
Ac
|fi|dµ < δ, ∀k = 1, . . . , n, ∀i ∈ I,
then {fi : i ∈ I} is µ-uniformly integrable. In other words, if the measure µ is
diffuse or non-atomic (i.e., for any setA with µ(A) <∞ and for every δ > 0 there
is a decomposition of A into a finite number of measurable sets, A = A1∪· · ·∪An
with µ(Ai) < δ, for every i = 1, . . . , n), then any µ-equicontinuous family
{fi : i ∈ I} is also µ-uniformly integrable.
(6) A family {fi : i ∈ I} of µ-equicontinuous functions with supi∈I ‖fi‖1 < ∞
is µ-uniformly integrable. Indeed, the inequality
µ
({|fi| ≥ c}) ≤ 1
c
∫
Ω
|fi|dµ ≤ 1
c
sup
i∈I
‖fi‖1,
shows that for every δ > 0 and any i there exists c sufficiently large so that the
set Fi,c = {|fi| ≥ c} satisfies µ(Fi,c) < δ. Now, for every ε > 0 there exists δ > 0
such that
F ∈ F with µ(F ) < δ =⇒
∫
F
|fi|dµ ≤ ε,
and by taking F = Fi,c we conclude. As a consequence we deduce that if
{fi : i ∈ I} and {gj : j ∈ J} are two families of µ-uniform integrable functions
then for any constant c the family {hi,j = fi + cgj : i ∈ I, j ∈ J} is also
µ-uniformly integrable.
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(7) Any family {fi : i ∈ I} of measurable functions dominated by an integrable
function g, i.e., |fi| ≤ g almost everywhere, is µ-uniformly integrable. Indeed,
since g is integrable, it is clear that for every ε > 0 there exists a δ1 > 0 such
that F ∈ F with µ(F ) < δ1 implies∫
F
|fi|dµ ≤
∫
F
|g|dµ ≤ ε
3
.
Next, if An = {x ∈ Ω : |g(x)| ≥ 1/n} then 1Acng → 0 almost everywhere as
n→∞. Thus, Lebesgue dominate convergence Theorem 4.7 shows that
lim
n
∫
Acn
|g|dµ = lim
n
∫
Ω
1Acn
|g|dµ = 0,
i.e., there exists A = An such that∫
Ac
|fi|dµ ≤
∫
Ac
|g|dµ < ε
3
, and µ(A) ≤ n
∫
Ω
|g|dµ,
and we conclude by taking δ ∈ (0, δ1] such that δµ(A) < ε/3.
(8) Similarly to (7), any family {fi : i ∈ I} of measurable functions dominated
by a µ-equicontinuous (or µ-uniformly integrable) family {gj : j ∈ J} (i.e.,
for every i there exists j such that |fi| ≤ gj almost everywhere) results also
µ-equicontinuous (or µ-uniformly integrable).
(9) Let r → p(r), r > 0, be a nonnegative Borel measurable function such that
p(r)/r → ∞ as r → ∞, e.g., p(r) = rα with α > 1 or p(r) = r ln(1 + r).
If supi∈I ‖p(|fi|)‖1 = C < ∞ then for every ε > 0 choose δ > 0 such that
p(r) ≥ rC/ε, for every r ≥ 1/δ. Thus∫
{|fi|≥1/δ}
|fi|dµ ≤ ε
C
‖p(|fi|)‖1 ≤ ε, ∀i ∈ I.
Hence, if µ(Ω) = ∞ then we need only to add the condition (6.4), to deduce
that {fi : i ∈ I} is a µ-uniformly integrable family.
Proposition 6.16. If {fi : i ∈ I} is µ-equicontinuous then it is uniformly
σ-additive, i.e.,
∀{Bn} ⊂ F , Bn ⊃ Bn+1,
⋂
nBn = ∅,
we have lim
n
(
sup
i∈I
∫
Bn
|fi|dµ
)
= 0.
(6.5)
Conversely, if either the index set I is countable or the measure µ is σ-finite then
the uniform σ-additive condition (6.5) implies the µ-equicontinuous condition.
Proof. Indeed, let {Bn} be a decreasing sequence in F such that
⋂
nBn = ∅.
From (6.4), for any ε > 0 there exists a measurable set A with µ(A) <∞ such
that ∫
Bn
|fi|dµ =
∫
Bn∩Ac
|fi|dµ+
∫
Bn∩A
|fi|dµ ≤ ε+
∫
Bn∩A
|fi|dµ.
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Since µ(Bn ∩ A) < ∞ we have µ(Bn ∩ A) → 0 and the µ-equicontinuity (the
condition on the set F ) yields (6.5).
Conversely, if the index set I is countable or the measure µ is σ-finite, the
set
⋃
i∈I{fi 6= 0} is contained in a σ-finite measurable set E, and so, there
exists an increasing sequence of measurable sets {Ek} with µ(Ek) < ∞ such
that E =
⋃
k Ek. Thus∫
Eck
|fi|dµ =
∫
ErEk
|fi|dµ and lim
k
∫
ErEk
|fi|dµ = 0
where the limit is uniform in view of (6.5). Hence we deduce (6.4) with A = Ek
and k sufficiently large. Therefore, if {Bn : n ≥ 1} is a sequence in F such that
µ(Bn) < ∞ and µ(A) = 0 with
⋂
nBn = A, then Cn =
⋂n
k=1(Bk r A) forms
a decreasing sequence satisfying
⋂
n Cn = ∅ and the uniform σ-additivity (6.5)
yields a contradiction with the µ-equicontinuous condition.
Note that in the above Proposition 6.16, because the set {fi 6= 0} is σ-
finite for every i ∈ I, the countability of the index set I can be avoided if we
assume that the σ-ring of all σ-finite measurable sets is countable generated. It
is also clear that this condition is related to the separability of the Banach space
L1(Ω,F , µ). Another aspect of of the µ-uniformly integrability is analyzed later,
in Definition 6.24 and Theorem 6.25.
A family of measures {µi : i ∈ I} is called uniform absolutely continuous
on a measure space (Ω,F , µ) (or µ-uniform absolutely continuous) if for every
ε > 0 there exists δ > 0 such that for every measurable set F with µ(F ) < δ we
have µi(F ) < ε, for every i in I, see Remark 6.4. To mimic the µ-equicontinuity
of a family of integrable functions, we may add a tightness condition like: for
every ε > 0 there exist measurable sets Ai such that supi∈I µi(Ai) < ∞ and
µi(A
c
i ) < ε, for every i in I. Actually, given a family (Ωi,Fi, µi) of measure
spaces and a family {fi : i ∈ I} of measurable functions fi : Ωi → R almost
everywhere finite, i.e., elements of L0(Ωi,Fi, µi), then we could say that they
are equi-continuous if for every ε > 0 there exist δ > 0 and sets Ai in Fi such
that supi∈I µi(Ai) <∞ and for every set F in Fi with µi(Fi) < δ we have∫
Fi
fi dµi +
∫
Aci
|fi|dµi < ε, ∀i ∈ I,
while the uniform integrability is stated with the condition∫
{|fi|≥1/δ}
|fi|dµi +
∫
Aci
|fi|dµi < ε, ∀i ∈ I.
The reader can verify that most of the previous properties, (1) . . . , (9) above,
remain true for this setting, where both the functions fi and the measures µi
are indexed by i in I. For instance, it is clear that property (7) make sense
only when Ωi = Ω the same abstract space. Nevertheless, when comparing with
the uniform σ-additivity property as in Proposition 6.16 we get some difficul-
ties. In particular, if we are dealing with probability measures then we could
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take Ai = Ω and virtually, this question does not occur. Similarly, if the ab-
stract spaces (Ωi,Fi) = (Ω,F) for every i in I then supi∈I µi(Ai) < +∞ can
be replaced by a more useful condition, namely, the family of finite measures
{λi(B) = µi(B ∩ Ai) : i ∈ I} is uniformly σ-additive. Note that Vitali-Hahn-
Saks Theorem 7.33 (later on) yields some light on this point, but the situation in
general is complicated and some tools from Functional Analysis are really use-
ful. Therefore, uniform absolutely continuity or uniform integrability or uniform
σ-additivity for a family of measures is not completely discussed in these notes.
Perhaps checking the viewpoint in Schilling [104, Chapter 16, pp. 163–175] may
help.
Mean Convergence
When comparing the convergence almost everywhere (or in measure) with the
mean convergence (i.e., in L1) we encounter the following equivalence:
Theorem 6.17 (Vitali). Let {fn} be a pointwise almost everywhere Cauchy
sequence of integrable functions. Then {fn} is a Cauchy sequence in L1 if and
only if {fn} is µ-equicontinuous.
Proof. First, for every ε > 0 there exist A and δ > 0 such that for any F ∈ F
with µ(F ) < δ we have∫
F
|fn|dµ+
∫
Ac
|fn|dµ+ δµ(A) < ε
4
, ∀n.
Thus, the estimate∫
Ω
|fn − fk|dµ ≤
∫
Ac
|fn − fk|dµ+
∫
A∩{|fn−fk|≥δ}
|fn − fk|dµ+ δµ(A)
shows that∫
Ω
|fn − fk|dµ < ε
2
+
∫
A∩{|fn−fk|≥δ}
|fn − fk|dµ.
Since {fn} is a almost everywhere Cauchy sequence and µ(A) <∞, there exists
an index nε such that µ
({A ∩ |fn − fk| ≥ δ}) < δ, for every n, k ≥ nε. Hence,
taking F = {A ∩ |fn − fk| ≥ δ} we have∫
A∩{|fn−fk|≥δ}
|fn − fk|dµ < ε
2
,
i.e., ‖fn − fk‖1 < ε, for every nε.
Assuming that {fn} is a Cauchy sequence in L1, given ε > 0 there exists an
index nε such that ‖fn − fk‖1 ≤ ε/2 for every n, k ≥ nε. Thus for any A ∈ F∫
Ac
|fn|dµ ≤
∫
Ac
|fnε |dµ+
ε
2
, ∀n ≥ nε. (6.6)
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Since each fi is integrable, for every δ > 0 the set Fi,δ = {|fi| ≥ δ} has finite
measure,∫
F ci,δ
|fi|dµ =
∫
{0<|fi|<δ}
|fi|dµ→ 0 as δ → 0,
and ∫
F
|fi|dµ→ 0 as µ(F )→ 0,
for any fixed i. If Aδ =
⋃nε
i=1 Fi,δ then for every k = 1, . . . , nε we deduce∫
Acδ
|fk|dµ ≤
∫
F ck,δ
|fk|dµ ≤ max
1≤i≤nε
∫
F ci,δ
|fi|dµ ≤ ε
2
,
provided δ is sufficiently small. Thus, there is δ such that for A = Aδ we have∫
Ac
|fk|dµ ≤ ε, ∀i ≥ 1, and µ(A) <∞.
Similarly,
max
1≤i≤nε
∫
F
|fi|dµ→ 0 as µ(F )→ 0,
and with Ac = F in (6.6), we complete the proof of the µ-equicontinuity.
Note that in the proof of the above result we have shown that if a Cauchy
sequence in L0∩L1 (i.e., in measure) is µ-equicontinuous then it is also a Cauchy
sequence in L1. Moreover, we may assume that the sequence {fn} of integrable
functions is a Cauchy sequence in measure for every measurable set of finite
measure, i.e., for every ε > 0 and every A ∈ F with µ(A) <∞ we have
µ
({x ∈ A : |fn(x)− fk(x)| ≥ ε})→ 0 as n, k →∞, (6.7)
to deduce that {fn} is a Cauchy sequence in L1 if and only if {fn} is µ-
equicontinuous. For instance, Lebesgue dominate convergence Theorem 4.7 or
Proposition 7.1 can be restated as
lim
n
∫
Ω
fn dµ =
∫
Ω
f dµ,
for any µ-equicontinuous sequence {fn} of measurable (necessarily integrable)
functions which converges to a almost everywhere finite function f , in measure
for every measurable set of finite measure.
Actually, it is a good exercise to revise the proof of Vitali Theorem 6.17 and
to deduce the following generalization
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Proposition 6.18. Let {fn} be a Cauchy sequence of measurable functions, in
measure for every measurable set of finite measure, i.e., (6.7). Then {fn} is a
p-Cauchy sequence, 0 < p <∞, i.e., for every ε > 0 there exists nε such that∫
Ω
|fn − fm|p dµ < ε, ∀n,m ≥ nε,
if and only if {|fn|p} is µ-equicontinuous.
There are several application of Vitali Theorem 6.17, namely,
Corollary 6.19. Let {fn} be a sequence of integrable functions which converges
to an integrable function f, in measure on every measurable set of finite measure.
If
lim
n
∫
Ω
f+n dµ =
∫
Ω
f+ dµ and lim
n
∫
Ω
f−n dµ =
∫
Ω
f− dµ (6.8)
then {fn} is µ-uniform integrable and fn → f in L1.
Proof. From the elementary inequality
|a+ − b+| ∨ |a− − b−| ≤ |a− b| ≤ |a+ − b+|+ |a− − b−|, ∀a, b ∈ R,
we deduce that (1) f+n → f+ and f−n → f− in measure (on every measurable
set of finite measure), and that (2) fn → f in L1 if and only if f+n → f+ and
f−n → f− in L1. Hence we may assume that fn and f are nonnegative, without
any lost of generality.
Now, the dominate convergence implies that
lim
n
∫
Ω
(fn ∧ f) dµ =
∫
Ω
f dµ
and by assumption
lim
n
∫
Ω
(fn + f) dµ = 2
∫
Ω
f dµ.
Hence, the equality
|fn − f | = fn ∨ f − fn ∧ f = fn + f − 2(fn ∧ f),
shows that ‖fn − f‖1 → 0.
Finally, the condition (6.8) implies that supn ‖fn‖1 < ∞ and Vitali Theo-
rem 6.17 (actually Proposition 6.18 with p = 1) yields the µ-equicontinuity of
{fn}, and we deduce the µ-uniform integrability condition.
Note that if
lim
n
∫
Ω
fn dµ =
∫
Ω
f dµ and lim
n
∫
Ω
|fn|dµ =
∫
Ω
|f |dµ
then the relation a± = (|a| ± a)/2, for every real number a, and the linearity of
the integral show that (6.8) holds.
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Proposition 6.20. If {fn} is a sequence of µ-uniformly integrable functions
such that the negative part of the superior limit (lim supn fn)
− is an integrable
function then
lim sup
n
∫
Ω
fn dµ ≤
∫
Ω
lim sup
n
fn dµ. (6.9)
Proof. Since {fn} are µ-uniformly integrable functions, for a given ε > 0 there
exists δ > 0 and A ∈ F with µ(A) <∞ such that∫
A∩{|fn|>1/δ}
|fn|dµ+
∫
Ac
|fn|dµ ≤ ε, ∀n,
Now, decompose the integral∫
Ω
fn dµ =
∫
Ac
fn dµ+
∫
A∩{|fn|>1/δ}
fn dµ+
∫
A∩{|fn|≤1/δ}
fn dµ
to check that for every n we have∫
Ω
fn dµ ≤ ε+
∫
Ω
gn dµ, where gn = 1A∩{δ|fn|≤1}fn,
with |gn| ≤ (1/δ)1A. Thus, by means of Lebesgue dominate convergence Theo-
rem 4.7 we obtain
lim sup
n
∫
Ω
fn dµ ≤ ε+
∫
Ω
lim sup
n
gn dµ.
Hence, if lim supn fn ≥ 0 then lim supn gn ≤ lim supn fn and we deduce (6.9).
Otherwise, because (lim supn fn)
− = g is an integrable function, we may replace
fn with fn + g to obtain the desired inequality.
Let us comment on the above Proposition 6.20. First,for a measure space
(Ω,F , µ), take a measurable set A ∈ F with 0 < µ(A) ≤ 1 and find a finite
partition A =
⋃k
i=1Ak,i with 0 < µ(Ak,i) ≤ 1/k, for every i. If {ak} and {bk}
are two sequences of real numbers then we construct a sequence of functions
{fn} as follows: the sequence of integers {1, 2, 3, . . . , 10, 11, . . .} is grouped as
{(1); (2, 3); (4, 5, 6); (7, 8, 9, 10); . . .} where the k group has exactly k elements,
i.e., for any n = 1, 2, . . . , we select first k = 1, 2, . . . , such that (k − 1)k/2 <
n ≤ k(k + 1)/2 and we write (uniquely) n = (k − 1)k/2 + i with i = 1, 2, . . . , k
to define
fn(x) =
{
ak if x ∈ ArAk,i,
bk if x ∈ Ak,i.
Now, we may construct a sequence of nonnegative function {fn} with ak = 0
and bk =
√
k, for every k so that∫
Ω
fn dµ = bkµ(Ak,i) ≤
√
k
k
≤ 2
4
√
n
.
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Because for every x ∈ A there exist i, k such that x ∈ Ak,i and then fn(x) = bk,
we deduce that lim supn fn(x) = ∞, for every x in A. Since the sequence {fn}
converges (to 0) in L1, this is an example of the strict inequality 0 <∞ in (6.9).
More general, if we choose ak = a and bk → b with limk bk/k = 0 then∫
Ω
fn dµ = aµ(ArAk,i) + bkµ(Ak,i)→ aµ(A), as n→∞,
while lim supn fn(x) = a ∨ b. This sequence {fn} is also µ-uniformly integrable
and the inequality (6.9) becomes aµ(A) ≤ (a ∨ b)µ(A). For instance, if a = −2
and bk = −1 we have the strict inequality (−2)µ(A) < (−1)µ(A).
Another example, if the sequence {fn} admits a sub-sequence {fnk} conver-
gence almost everywhere to some function f then
lim sup
n
fn ≥ lim sup
k
fnk = f, a.e.
and therefore integrability of (lim supn fn)
− is guarantee. On the other hand,
for a given n = 1, 2, . . . , divide the interval ]0, 1] into Ik,n =](k − 1)2−n, k2−n]
with k = 1, 2, . . . , 2n and define the functions fn(x) = (−1)k for every x in Ik,n
to check that∣∣{x : |fn(x)− fm(x)| ≥ 1}∣∣ = 1
2
, ∀n 6= m,
where | · | denotes the Lebesgue measure. Because |fn(x)| ≤ 1, this yields
an example (in the Lebesgue space measure space ]0, 1]) of an uniformly inte-
grable sequence with no convergence (almost everywhere) sub-sequences, but
with lim infn fn(x) = −1 and lim supn fn(x) = 1 for all x in ]0, 1] r {k2−n :
k = 1, 2, . . . , 2n, and n = 1, 2, . . .}. Again, in this case, the inequality (6.9) is
satisfied strictly, 0 < 1.
Theorem 6.21. Let {fn} be a sequence of µ-uniformly integrable functions and
consider the limits f = lim supn fn and f = lim infn fn. Then∫
Ω
f dµ ≤ lim inf
n
∫
Ω
fn dµ ≤ lim sup
n
∫
Ω
fn dµ ≤
∫
Ω
f dµ, (6.10)
and necessarily, the positive part (f)+ and the negative part (f)− are both inte-
grable.
Proof. Since the sequence {fn} is µ-integrable, we obtain that the numerical
sequence {‖fn‖1} is bounded, and in view of the above inequality (6.10), we
deduce that (f)+ and (f)− are both integrable.
Now, the point is to check that the extra assumption on the integrability of
the limit (lim supn fn)
− is not necessary in Proposition 6.20.
Indeed,1 because −f−n ≤ fn we obtain − lim infn f−n = lim supn(−f−n ) ≤
lim supn fn and therefore (lim supn fn)
− ≤ lim infn f−n . Hence, by Fatou lemma
1a personal communication of N. Krylov
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(see Theorem 4.6) we deduce∫
Ω
lim inf
n
f−n dµ ≤ lim inf
n
∫
Ω
f−n dµ <∞,
which implies that (lim supn fn)
− is integrable.
Hence, we can apply Proposition 6.20 for the sequences {fn} and {−fn} to
deduce the inequality (6.10).
Note that without assuming quasi-integrability for the limits f and f (i.e.,
(f)+ and (f)− are both integrable), the µ-uniform integrability cannot be re-
placed by µ-equicontinuity. Indeed, similar to example in (5) after Defini-
tion 6.15, for a finite measure µ with two atoms A1 and A2, Ω = A1 ∪ A2,
and the sequence of functions with fi = (i/µ(A1))1A1 and fi = (−i/µ(A2))1A2 ,
i ≥ 1 is µ-equicontinous, but the limit f(Ak) = limi fi(Ak) is = +∞ for k = 1
and = −∞ for k = 2,
f(Ak) = lim
i
fi(Ak), f(A1) = +∞, f(A2) = −∞,
∫
Ω
fi dµ = 0,
for any i ≥ 1, and f is not quasi-integrable.
Convergence in Norm
The following result, which is also an application of Vitali Theorem 6.17 makes
a connection with p-integrable functions.
Proposition 6.22. Let {fn} be a bounded sequence in Lp(Ω,F , µ), for some
0 < p < ∞. If fn converges to f in measure for every measurable set of finite
measure then
lim
n
∫
Ω
∣∣|fn|p − |fn − f |p − |f |p∣∣dµ = 0.
Proof. Firstly, for every ε > 0 there exists a constant Cε > 0 such that for every
numbers a and b we have∣∣|a+ b|p − |b|p∣∣ ≤ ε|b|p + Cε|a|p. (6.11)
Indeed, if 0 < p ≤ 1 the the simple estimate |a + b|p ≤ |a|p + |b|p yields
estimate (6.11). Now, for 1 < p < ∞, the function t 7→ |t|p is convex; and so
|a+ b|p ≤ (|a|+ |b|)p ≤ (1− λ)1−p|a|p + λ1−p|b|p, for any λ in (0, 1). Hence, by
taking λ = (1 + ε)1/(1−p) we deduce (6.11) with p > 1.
Secondly, by assumption∫
Ω
|fn|p dµ ≤ C <∞, ∀n,
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and since |fn − f |p ≤ 2p
(|fn|p + |f |p), we obtain∫
Ω
|fn − f |p dµ ≤ 2p+1C, ∀n,
for every 0 < p <∞.
Next, estimate (6.11) implies∣∣|fn|p − |fn − f |p − |f |p∣∣ ≤ ∣∣|fn|p − |fn − f |p∣∣+ |f |p ≤
≤ ε|fn − f |p + (1 + Cε)|f |p.
Hence, by setting gn =
(∣∣|fn|p − |fn − f |p − |f |p∣∣ − ε|fn − f |p)+, we have
0 ≤ gn ≤ (1 + Cε)|f |p and so, Vitali Theorem 6.17 yields
lim
n
∫
Ω
gn dµ = 0.
Therefore
lim sup
n
∫
Ω
∣∣|fn|p − |fn − f |p − |f |p∣∣dµ ≤ ε 2p+1C,
i.e., the desired result.
• Remark 6.23. In particular, if fn converges to f in measure for every measur-
able set of finite measure and ‖fn‖p → ‖f‖p then ‖fn − f‖p → 0.
Also, we may generalize Definition 6.15 to Lp, with 1 ≤ p <∞, as follows:
Definition 6.24. Let {fi : i ∈ I} be a family of measurable functions almost
everywhere finite (or elements in L0). If for every ε > 0 there exist δ > 0 and
A ∈ F with µ(A) <∞ such that∫
{|fi|≥1/δ}
|fi|p dµ+
∫
Ac
|fi|p dµ < ε, ∀i ∈ I,
then the family is called µ-uniformly integrable of order p, for 0 < p <∞.
Actually, this means that a family {fi : i ∈ I} of measurable functions almost
everywhere finite is µ-uniformly integrable (or µ-equicontinuous) of order p if
and only if {|fi|p : i ∈ I} is µ-uniformly integrable (or µ-equicontinuous).
Theorem 6.25. Let {fi : i ∈ I} be a family of measurable functions almost
everywhere finite in a measure space (Ω,F , µ). Then the following statements
are equivalent:
(1) {fi : i ∈ I} are µ-uniformly integrable of order p;
(2) for any ε > 0 there exists a nonnegative p-integrable function g such that∫
{|fi|≥g}
|fi|p dµ < ε, ∀i ∈ I;
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(3) (a) there exists a constant C > 0 such that∫
Ω
|fi|p dµ ≤ C, ∀i ∈ I,
and (b) for every ε > 0 there exist a constant δ > 0 and a nonnegative
p-integrable function h such that for every F ∈ F∫
F
hp dµ < δ implies
∫
F
|fi|p dµ < ε, ∀i ∈ I.
Proof. (1) ⇒ (2): Given ε > 0 choose δ > 0 and A ∈ F as in Definition 6.24
and set g = (1/δ)1A. By means of the inequality
1{|fi|≥g} |fi|p ≤ 1Ac |fi|p + 1{|fi|≥1/δ} |fi|p,
we obtain∫
{|fi|≥g}
|fi|p dµ ≤
∫
Ac
|fi|p dµ+
∫
{|fi|≥1/δ}
|fi|p dµ ≤ ε, ∀i ∈ I.
and because µ(A) <∞ the function g is p-integrable.
(2) ⇒ (3): For every nonnegative p-integrable function g and every F ∈ F we
have ∫
F
|fi|p dµ =
∫
F∩{|fi|≥g}
|fi|p dµ+
∫
F∩{|fi|<g}
|fi|p dµ ≤
≤
∫
{|fi|≥g}
|fi|p dµ+
∫
F
|g|p dµ.
Hence, for F = Ω and g as in (2) for ε = 1 we get (3) (a). Similarly, taking g as
in (2) for ε/2 and h = g, we deduce (3) (b).
(3) ⇒ (1): Given ε > 0 choose δ > 0 and h ≥ 0 as in (3) (b). Define Ar = {h ≤
r} to check that
rpµ(Ar) ≤
∫
Ar
hpdµ ≤
∫
Ω
hpdµ <∞,
which means that Ar has finite measure for every r > 0. Moreover, on the
complement,∫
Acr
hpdµ =
∫
Ω
hp1h>rdµ→ 0 as r →∞.
Hence, if r is sufficiently large then take A = Ar to deduce that the condition
(3) (b) yields∫
Ac
hpdµ < δ implies
∫
Ac
|fi|p dµ < ε, ∀i ∈ I,
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i.e., one part Definition 6.24 of µ-integrability of order p. Next, because h is
p-integrable, there exists δ′ > 0 such that
µ(F ) < δ′ implies
∫
F
hpdµ < δ.
Thus, take C as in (3) (a) to check the inequality
rµ
({|fi| ≥ r}) ≤ ∫
{|fi|≥r}
|fi|dµ ≤
∫
Ω
|fi|dµ ≤ C, ∀i ∈ I.
Now, if r sufficiently large so that C/r ≤ δ′ then µ({|fi| ≥ r}) < δ′, and the
condition (3) (b) with the set F = {|fi| ≥ r} yields∫
{|fi|≥r}
|fi|dµ ≤ ε,
proving the µ-integrability of order p.
Alternatively, the proof may continuous as follows:
(3) ⇒ (2): Given ε > 0 choose δ > 0 and h ≥ 0 as in (3) (b). If C is as in (3)
(a), then the inequality
ap
∫
{|fi|≥ah}
|h|p dµ ≤
∫
{|fi|≥ah}
|fi|p dµ ≤
∫
Ω
|fi|p dµ ≤ C, ∀a > 0,
shows we can select a sufficiently large so that∫
{|fi|≥ah}
|h|p dµ ≤ C
ap
≤ δ.
Hence, the condition (3) (b) with F = {|fi| ≥ ah} yields∫
{|fi|≥ah}
|fi|p dµ ≤ ε, ∀i ∈ I,
i.e., we deduce (2) with g = ah.
(2) ⇒ (1): Given ε > 0 find g as in (2). Thus, the inequality∫
{|fi|≥1/δ}
|fi|p dµ =
∫
{|fi|≥1/δ}∩{|fi|≥g}
|fi|p dµ+
+
∫
{|fi|≥1/δ}∩{|fi|<g}
|fi|p dµ ≤
≤
∫
{|fi|≥g}
|fi|p dµ+
∫
{g≥1/δ}
gp dµ.
proves that∫
{|fi|≥1/δ}
|fi|p dµ ≤ ε+
∫
{g≥1/δ}
|g|p dµ, ∀i ∈ I,
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and since
lim
δ→0
∫
{g≥1/δ}
gp dµ = 0, ∀g ∈ Lp,
we can find δ > 0 such that∫
{|fi|≥1/δ}
|fi|p dµ ≤ 2ε, ∀i ∈ I.
Also the set Ar = {g ≥ r} has finite measure for every r > 0, and∫
Acr
|fi|p dµ =
∫
Acr∩{|fi|≥g}
|fi|p dµ+
∫
Acr∩{|fi|<g}
|fi|p dµ ≤
≤
∫
{|fi|≥g}
|fi|p dµ+
∫
{g<r}
gp dµ
ensures that there exists A = Ar, for some r > 0, such that∫
Ac
|fi|p dµ ≤ 2ε.
Hence, the family {fi : i ∈ I} is µ-uniformly integrable of order p.
• Remark 6.26. Note that a measure space (Ω,F , µ) is σ-finite if and only
if there exists a strictly positive integrable function h. Indeed, if µ is σ-finite
then there exists an increasing sequence {Ωk} ⊂ F such that Ω =
⋃
k Ωk and
0 < µ(Ωk) <∞. Thus, the function h =
∑
k
(
2−k/µ(Ωk)
)
1Ωk > 0 is integrable,
for every p. Conversely, if there exists a strictly positive integrable function h
then the sets Ωk = {h ≥ 1/k} satisfy the required condition. Moreover, if h > 0
and integrable then h1/p is strictly positive and p-integrable.
The following result applies for σ-finite measure spaces.
Corollary 6.27. Let h be a strictly positive p-integrable function on a measure
space (Ω,F , µ). Then we can revise the statements in Theorem 6.25 as follows:
(2) becomes: for every ε > 0 there exists α > 0 such that∫
{|fi|≥αh}
|fi|p dµ < ε, ∀i ∈ I;
and (3) (b) reads as: for every ε > 0 there exist a constant δ > 0 such that for
every F ∈ F∫
F
hp dµ < δ implies
∫
F
|fi|p dµ < ε, ∀i ∈ I.
The equivalence among properties (1), (2) and (3) remains true.
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Proof. The inequalities∫
{|fi|≥αh}
|fi|pdµ =
∫
{|fi|≥αh}∩{|f≥g|}
|fi|pdµ+
∫
{|fi|≥αh}∩{|f |<g}
|fi|pdµ ≤
≤
∫
{|f≥g|}
|fi|p dµ+
∫
{|g|≥αh}
|g|p dµ
and ∫
F
|fi|p dµ ≤
∫
{|fi|≥αh}
|fi|p dµ+ αp
∫
F
|h|p dµ
provide the equivalence.
Note that if µ(Ω) < ∞ then we can take A = Ω in the Definition 6.24, i.e.,
g = 1/δ and h = 1 in conditions (2) and (3) of Theorem 6.25 and Corollary 6.27.
For instance, the interested reader may consult the books by Bauer [10, Section
21, pp. 121–131], among others.
Also we have a practical criterium to check the µ-uniformly integrability of
order q, compare with (9) in Section 6.4.
Proposition 6.28. Let {fi : i ∈ I} be a family of measurable functions equi-
bounded on Lp(Ω,F , µ) and Lp(Ω,F , µ), for some 0 < r < p < ∞, i.e., there
exists a constant C > 0 such that(∫
Ω
|fi|pdµ
)
≤ Cp,
(∫
Ω
|fi|rdµ
)
≤ Cr ∀i ∈ I.
Then for any q in the open interval (r, p) and for every ε > 0 there exist δ > 0
and a measurable set A with µ(A) <∞ such that∫
{|fi|≥1/δ}
|fi|qdµ+
∫
ΩrA
|fi|qdµ < ε, ∀i ∈ I,
i.e., the family {fi : i ∈ I} is µ-uniformly integrable of order q.
Proof. Indeed, because the family is bounded in Lp, it has to be a family of
measurable functions taking finite values almost everywhere and the set {|fi| ≥
1/δ} has finite µ-measure for every δ > 0 and i in I.
Now, write q = sp with 0 < s < 1 to deduce
|fi|q δ−(1−s)r1{|fj |≥1/δ} ≤ |fi|sp |fj |(1−s)r, ∀i, j ∈ I,
and then apply Ho¨lder inequality to obtain
δ−(1−s)r
∫
{|fj |≥1/δ}
|fi|qdµ ≤
(∫
Ω
|fi|pdµ
)s(∫
Ω
|fj |rdµ
)1−s
≤ C.
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Hence, for a given ε > 0 choose δ > 0 so that Cδ(1−s)r < ε/2. Next, fix j in I
and take A = {|fj | ≥ 1/δ, which has finite µ-measure and satisfies∫
ΩrA
|fi|qdµ =
∫
{|fj |≥1/δ}
|fi|qdµ ≤ Cδ(1−s)r < ε/2.
Similarly, take i = j to deduce∫
{|fi|≥1/δ}
|fi|qdµ ≤ Cδ(1−s)r < ε/2,
proving the µ-uniform integrability of order q.
To complete this section, we show a relation of totally bounded (or pre-
compact) sets in Lp and uniformly integrable sets of order p. Recall that a
family of functions {fi : i ∈ I} is a totally bounded subset of Lp(Ω,F , µ) if for
every ε > 0 there exists a finite subset of indexes J ⊂ I such that for every i in
I there exists j in J satisfying ‖fi − fj‖p < ε, i.e., any element in {fi : i ∈ I}
is within a distance ε from the finite set {fj : j ∈ J}. Sometimes {fj : j ∈ J}
is called an ε-net relative to {fi : i ∈ I}. This concept of totally bounded sets
is equivalent to pre-compact set on a complete metric space, in particular, this
also applied to the topological vector space Lp(Ω,F , µ) with 0 < p < 1 and the
distance d(f, g) = ‖f − g‖pp.
Proposition 6.29. Let {fi : i ∈ I} be a totally bounded subset of Lp(Ω,F , µ),
with 0 < p <∞. Then {fi : i ∈ I} is µ-uniformly integrable of order p.
Proof. For a given ε > 0, denote by Jε ⊂ I the finite subset of indexes obtained
from the totally boundedness property. We assume 1 ≤ p < ∞ to able to use
the triangular inequality ‖f − g‖p ≤ ‖f‖p + ‖g‖p. The case where 0 < p < 1 is
treated analogously, by means of the inequality ‖f − g‖pp ≤ ‖f‖pp + ‖g‖pp.
Since the finite family {fj : j ∈ Jε} is µ-equicontinuous (also µ-uniformly
integrable) of order p, for this same ε > 0 there exists δ > 0 and A in F such
that
F ∈ F with µ(F ) < δ =⇒
∫
F
|fj |p dµ ≤ ε, ∀j ∈ Jε,
and ∫
Ac
|fj |p dµ < ε, ∀j ∈ Jε,
which combined with the inequality
inf
{‖fi − fj‖p : j ∈ Jε} ≤ ε, ∀i ∈ I,
show that {|fi|p : i ∈ I} is µ-equicontinuous.
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Now, we redo the argument to show that µ-equicontinuity plus uniformly
bounded is equivalent to µ-uniformly integrability. Indeed, the family of func-
tions {fi : i ∈ I} is uniformly bounded in Lp, namely
‖fi‖p ≤ ‖fi − fj‖p + ‖fj‖p ≤ ε+ sup
{‖fj‖p : j ∈ Jε} <∞,
and the inequality
µ
({|fi| ≥ c}) ≤ 1
cp
∫
Ω
|fi|p dµ ≤ 1
cp
sup
i∈I
‖fi‖pp,
shows that for every δ > 0 there exists c > 0 (sufficiently large) so that the set
Fi,c = {|fi| ≥ c} satisfies µ(Fi,c) < δ, for every i. Hence, by taking F = Fi,c
within the µ-equicontinuity condition for the whole family {|fi|p : i ∈ I}, we
deduce that {fi : i ∈ I} is also µ-uniformly integrable of order p.
Certainly, the converse of Proposition 6.29 fails For instance, the sequence
{fn(x) = sinnx} on L2(]−pi, pi[) satisfies ‖fn‖2 = 2pi so that any L2-convergent
subsequence would converge to a some function f with ‖f‖2 = 2pi. However,
Riemann-Lebesgue Theorem 7.31 affirms that 〈fn, g〉 → 0 for every g in L1,
which means that the sequence cannot be totally bounded in L2(] − pi, pi[).
Nevertheless, because |fn(x)| ≤ 1, this sequence is µ-uniformly integrable of
any order p.
An important role is played by the weak convergence in L1, i.e., when
〈fn, g〉 → 〈f, g〉 for every g in L∞. Actually, we have the Dunford-Pettis cri-
terium: a set {fi : i ∈ I} is sequentially weakly pre-compact in L1(Ω,F , µ) if
and only if it is µ-uniformly integrable (a partial proof for the case of a finite
measure can be found in Meyer [81, Section II.2, T23, pp. 39-40]). However,
any bounded set in Lp(Ω,F , µ), 1 < p ≤ ∞, is weakly pre-compact. This is a
general result (Alaoglu’s Theorem) valid for any reflexive Banach space, e.g.,
see Conway [29, Section V.3 and V.4, pp. 123–137].
Exercise 6.9. Consider the Lebesgue measure on the interval (0,∞) and define
the functions fi = (1/i)1(i,2i) and gi = 2
i
1(2−i−1,2−i) for i ≥ 1. Prove that (a)
the sequence {fi : i ≥ 1} is uniformly integrable of any order p > 1, but not
of order 0 < p ≤ 1. On the contrary, show that (b) the sequence {gi : i ≥ 1}
is uniformly integrable of any order 0 < p < 1, but the sequence is not equi-
integrable of any order p ≥ 1.
6.5 Representation Theorems
When discussing signed measures, it was clear that a signed measure cannot
assume the values +∞ and −∞. However, a σ-finite signed measure µ make
sense, i.e., the measurable space (Ω,F) has a partition Ω = ∑k Ωk such that
the restriction of µ to Ωk, denoted by µk, is a finite signed measure. This is
essentially the situation of a linear functional on the space L1(Ω,F , µ) .
[Preliminary] Menaldi November 11, 2016
6.5. Representation Theorems 205
There are the various versions of the so-called Riesz representation theorems.
For instance, recall the definition of the Lebesgue spaces Lp = Lp(Ω,F , µ), for
1 ≤ p <∞ and its dual, denoted by (Lp)′, the Banach space of linear continuous
(or bounded) functional on Lp, endowed with the dual norm
[|g|]p = sup
{〈g, ϕ〉 : ‖ϕ‖p ≤ 1}, ∀g ∈ (Lp)′,
where 〈·, ·〉 denote the duality pairing, i.e., g acting on (or applied to) ϕ, and
for the supremum, the functions ϕ can be taken in Lp or just a simple function,
actually, ϕ belonging to some dense subspace of Lp is sufficient.
Theorem 6.30. For every σ-finite measure space (Ω,F , µ) and p in [1,∞), the
map g 7→ Tg, defined by
〈Tg, f〉 =
∫
Ω
g f dµ,
gives a linear isometry from (Lq, ‖ · ‖q) onto the dual space of (Lp, ‖ · ‖p), with
1/p+ 1/q = 1.
Proof. First, Ho¨lder inequality shows that T maps Lq into (Lp)′ with [|Tg|]p ≤
‖g‖q. Moreover, by means of Proposition 4.32 and Remark 4.33 we have the
equality, i.e., [|Tg|]p = ‖g‖q, which proves that T is an isometry.
To check that T is onto, for any given element g in the dual space (Lp)′
define
νg(A) = 〈g,1A〉, ∀A ∈ F , µ(A) <∞.
Considering νg defined on measurable subsets A ⊂ F, for a fixed F in F with
µ(F ) < ∞, we have a signed measure νg on F ⊂ Ω, which is absolutely con-
tinuous with respect to µ. Thus Radon-Nikodym Theorem 6.3 yields an almost
everywhere measurable function, still denoted by g
F
, such that
νg(A) =
∫
A
g
F
dµ, ∀A ∈ F , A ⊂ F.
By linearity, we have
〈g,1Fϕ〉 =
∫
F
g
F
ϕdµ,
for any simple functions ϕ. Again, Proposition 4.32 and Remark 4.33 imply the
equality [|g1F |]p = ‖gF ‖q, where g1F is the restriction of the functional g to F,
i.e., 〈g1F , f〉 = 〈g,1F f〉.
Since for some sequence {fn} of functions in Lp we have 〈g, fn〉 → [|g|]p,
there exists a σ-finite measurable set G (supporting all fn) such that
[|g|]p = sup
{〈g,1Gϕ〉 : ‖ϕ‖p ≤ 1}, (6.12)
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and G =
⋃
nGn, for some monotone sequence {Gn} of measurable sets with
µ(Gn) <∞. SinceGn ⊂ Gn+1 implies gGn = gGn+1 onGnrNn, with µ(Nn) = 0,
we can define a measurable function g
G
such that g
G
= 0 outside of G and
g
G
= g
Gn
on Gn rNn, for every n ≥ 1, i.e., we have
〈g,1Gϕ〉 =
∫
Ω
g
G
ϕdµ, for any simple function ϕ
Now, apply Proposition 4.32 and Remark 4.33 to deduce that [|g1
G
|]p = ‖gG‖q.
On the other hand, for any µ(F ) < ∞ with F ∩ G = ∅ we must have
νg(F ) = 0, i.e, gF = 0 almost everywhere. Indeed, if νg(F ) > 0 then
〈g,1F + 1Gϕ〉 = 〈g,1F 〉+ 〈g,1Gϕ〉
yields [|g|]p = 〈g,1F 〉+[|g1G|]p, which contradict the equality (6.12). This proves
that g = g1G and g = T (gG).
Recalling that a Banach space is called reflexive if it is isomorphic to its
double dual, we deduce that Lp(Ω,F , µ) is reflexive for 1 < p <∞. On the other
hand, if L1 is separable and L∞ is not separable then L1 cannot be reflexive,
since it can be proved that if the dual space is separable so is the initial space.
Given a Hausdorff topological space X, denote by C(X) the linear space of
all real-valued continuous functions on X. The minimal σ-algebra Ba for which
all continuous (and bounded) real functions are measurable is called the Baire
σ-algebra. If X is a metric space then Ba coincides with the Borel σ-algebra B,
but in general Ba ⊂ B. If X is compact then C(X) with the sup-norm, namely,
‖f‖∞ = supx |f(x)| becomes a Banach space. The dual space C(X)′, i.e., the
space of all continuous linear functional T : C(X)→ R, with the dual norm
‖T‖′∞ = sup
{|T (f)| : ‖f‖∞ ≤ 1}
is also a Banach space.
If X is a compact Hausdorff space then denote by M(X) the linear space of
all finite signed measures on (X,Ba), i.e., µ belongs to M(X) if and only if µ
is a linear combination (real coefficients) of finite measures, actually it suffices
µ = µ1 − µ2 with µi measures. We can check that
‖µ‖ = inf {µ1(X) + µ2(X) : µ = µ1 − µ2}
defines a norm, which makes M(X) a Banach space. Moreover, we can write
‖µ‖ = |µ|(X), where |µ|(X) = µ+(X) + µ−(X) and µ = µ+ − µ−, with µ+
and µ− measures such that for some measurable set A we have µ+(A) = 0 and
µ−(X rA) = 0.
Theorem 6.31. For every compact Hausdorff space X, the mapping µ 7→ Iµ,
Iµ(f) =
∫
X
fdµ1 −
∫
X
fdµ2, with µ = µ1 − µ2,
is a linear isometry from the space
(
M(X), ‖ · ‖) onto (C(X)′, ‖ · ‖′∞).
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For instance, the reader may consult the book by Dudley [37, Theorems
6.4.1 and 7.4.1, p. 208 and p. 239] for a complete proof of the above theorems.
For the extension to locally compact spaces, e.g., see Bauer [10, Sections 28-29,
pp. 170–188], among others.
• Remark 6.32. For locally compact space, the one-point compactification or
Alexandroff compactification of X yields the following version of Theorem 6.31:
If X is a locally compact Hausdorff space then the dual of the space
(
C∗(X), ‖ ·
‖∞
)
of all continuous functions vanishing at infinity (i.e., f such that for every
ε > 0 there exists a compact Kε satisfying |f(x)|ε for every x in X rKε) is the
space
(
M(X), ‖ · ‖) of all finite Borel (or Radon) measures on X. For instance
the reader may check Malliavin [79, Section II.6, pp. 94–100].
For a locally compact (Hausdorff) space X denote by C0(X,Rm) the linear
space of all Rm-valued continuous functions on X with compact support, i.e.,
f : X → Rm continuous and its supp(f) (the closure of the set {x ∈ X : f(x) 6=
0}) is compact. Recall that a (outer) Radon measure on X is a (signed) measure
defined on the Borel σ-algebra which is finite for every compact subset of X,
see Section 3.3.
Theorem 6.33. Let T : C0(X,Rm)→ R be a linear functional satisfying
‖T‖K = sup
{
T (f) : f ∈ C0(X,Rm), |f | ≤ 1, supp(f) ⊂ K
}
<∞,
for every compact subset K of X. Then µ defined by
µ(U) = sup
{
T (f) : f ∈ C0(X,Rm), |f | ≤ 1, supp(f) ⊂ U
}
,
for every open set U, is a Radon measure on X. Moreover, we have
T (f) =
∫
X
f σ dµ, ∀f ∈ C0(X,Rm),
where σ : Rm → R is a µ-measurable function such that |σ| = 1.
For instance, a proof of this result (for X = Rn) can be found in Evans and
Gariepy [42, Section 1.8, pp. 49–54]. A simplified version (of this section and the
previous one) is discussed in Stroock [112, Chapter 7, pp. 139–158]. In general,
the reader may check Folland [45, Chapter 7, pp. 211–233] for a discussion
on Radon measures and functional; and perhaps take a look at Kubrusly [74,
Chapter 12, pp. 223–246] for some more details.
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Chapter 7
Elements of Real Analysis
At this point we dispose of the basic arguments on measure theory, and we can
push further the analysis. First, we study signed measures, next we discuss
briefly some questions on real-valued functions, and finally some typical Banach
spaces of functions. For instance, the interested reader may check the book
Stein and Shakarchi [109] for most of the topic discussed below.
First, we give an improved version of the Lebesgue dominate convergence
Theorem 4.7.
Proposition 7.1. Let (Ω,F , µ) be a measure space and let {fn} be a sequence
of measurable functions which convergence to f in measure over any set of finite
measure. Then
lim
n
∫
Ω
fn dµ =
∫
Ω
f dµ,
provided there exists an integrable function g satisfying |fn(x)| ≤ g(x), almost
everywhere in x, for any n.
Proof. Let us show that in the Lebesgue dominate convergence we can replace
the (almost everywhere) pointwise convergence by the convergence in measure
over any set of finite measure, i.e., for every ε > 0 and A ∈ F with µ(A) < ∞
there exists an indexN = N(ε,A) such that µ
({x ∈ A : |fn(x)−f(x)| ≥ ε}) < ε
for every n ≥ N.
We argue by contradiction. If the limit does not hold then there exist ε > 0
and a subsequence {fn′} such that∣∣∣ ∫
Ω
fn′ dµ−
∫
Ω
f dµ
∣∣∣ ≥ ε, ∀n′.
However, because fn′ → f in measure on any finite set and the set {fn 6=
0}∪{f 6= 0} is σ-finite, we can apply Theorem 4.17 to find a subsequence {fn′′}
such that fn′′ → f (pointwise) almost everywhere. Hence, we may modify fn′′
in a negligible set (without changing its integral) to get fn′′ → f pointwise,
which yields a contradiction with Theorem 4.7.
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7.1 Differentiation and Approximation
We consider the Lebesgue measure ` = dx in Rd and Lebesgue measurable
functions f : Rd → R, i.e., measurable with respect to the Lebesgue σ-algebra
L = B¯`, the completion of the Borel σ-algebra B(Rd) relative to `. Sometime,
we may write `(A) = |A|, meaning the Lebesgue outer measure of A, for any
A ⊂ Rd. In most of this section, we omit the word Lebesgue when using the
properties: integrable, measurable, almost everywhere, etc, as long as the con-
text clarifies the meaning.
Recall that if f : Rd → [−∞,+∞] is Lebesgue integrable then we can modify
f in a set of measure zero so that f takes only real-values and remains Lebesgue
integrable. Thus, contrary to continuous functions, an integrable function is
better thought as a function defined almost everywhere. We denote by L1
the space of all real-valued Lebesgue integrable functions, i.e., f is Lebesgue
measurable and
‖f‖1 =
∫
Rd
|f(x)|dx <∞.
Note that ‖ · ‖1 satisfies all the property of a norm, except that ‖f‖1 = 0 only
implies f = 0 almost every where, i.e., it is a semi-norm on L1, the vector space
of real-valued (Lebesgue) integrable functions in Rd. By considering functions
defined almost everywhere we transform L1 into the normed space (L1, ‖ · ‖1),
where the elements are equivalent classes and f = g in L1 means ‖f − g‖1 = 0,
i.e., f = g almost everywhere.
Similarly, we use the (vector) space L∞ of all measurable functions bounded
almost everywhere (so-called measurable essentially bounded functions), with
the semi-norm ‖ · ‖∞, defined by
‖f‖∞ = inf
{
C ≥ 0 : |f(x)| ≤ C, a.e.},
i.e., the infimum of all constants C > 0 such that
∣∣{x ∈ Rd : |f(x)| ≥ C}∣∣ = 0.
Again, this yields the normed space (L∞, ‖ · ‖∞).
Denote by Cn, with n = 0, 1, . . . , the collection of all real-valued functions
continuously differentiable up to the order n in Rd, and also denote by Cn0 is the
sub-collection of functions in Cn with compact support. Similarly, Cnb collection
of all functions real-valued functions continuously bounded differentiable up to
the order n. It is clear that C00 ⊂ L1 ∩ L∞. Sometimes, it is convenient to
use multi-indexes for derivatives, e.g., α = (α1, . . . , αd), αi = 0, 1, . . . , and
|α| = α1 + · · ·+ αd,
∂αf(x) =
∂|α|f(x)
∂α1x1 . . . ∂
αd
xd
, or ∂α = ∂αx = ∂
α1
1 . . . ∂
αd
d ,
to emphasize the variables and order of derivatives.
Recall, the support of a continuous function f is denoted by supp(f) and
defined as the closure of the set {x ∈ Rd : f(x) 6= 0}, but for a measurable
function f we define its support as the support of the induced measure, i.e., the
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support of a Borel measure µ is the complement of the open set
⋃{U open :
µ(U) = 0}, and therefore the support of f is the support of the measure
B 7→
∫
B
|f(x)|dx, ∀B ∈ B(Rd),
i.e., f = 0 almost everywhere outside the supp(f). Hence, denote by L10 the
(vector) space of all integrable functions with compact support (i.e., vanishing
outside of a ball).
Approximation by Smooth Functions
To approximate integrable function by smooth function, remark that by defi-
nition, for any integrable function f there exists a sequence {fk : k ≥ 1} of
simple functions such that ‖fk − f‖1 → 0, which implies that the vector space
of (integrable) simple functions is dense in L1, and in particular we deduce that
L10 ∩ L∞ is dense in L1. Also we have
Proposition 7.2. Given a Lebesgue integrable function f and a real number
ε > 0 there exists a continuous functions g such that∫
Rd
|f(x)− g(x)|dx = ‖f − g‖1 < ε,
and g vanishes outside of some ball, i.e., the space of continuous functions with
compact supports C00 is dense in L1.
Proof. Each real-valued measurable function f can be written as f = f+ − f−,
where f+ and f− are nonnegative m-measurable functions. By Proposition 1.9,
for any nonnegative measurable function f± there exists an increasing sequence
{f±k : k ≥ 1} of simple functions such that f±k (x) → f±(x), for almost every-
where x in Rd, as k →∞. Hence, by the monotone convergence, we obtain
lim
k
∫
Rd
|f±k (x)− f±(x)|dx = 0,
whenever f is integrable in Rd. Now, for a fixed k, the simple function f±k is a
finite combination of expression of the form c1E , with E a (Borel) measurable
set of finite measure and c a real number. For each E and ε > 0 there exists
an open set U ⊃ E such that m(U r E) < ε. Since U is an open set in Rd, see
Remark 2.38, there exists an non-overlapping sequence {Qi : i ≥ 1} of closed
cubes such that U =
⋃
iQi, which yields m(U) =
∑
im(Qi), and
lim
n
∫
Rd
|1U (x)− 1Fn(x)|dx = 0, with Fn =
n⋃
i=1
Qi.
Given ε > 0 and the cubes Fn, we can easily find a continuous function gε,n
such that∫
Rd
|gε,n(x)− 1Fn(x)|dx < ε.
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Combining all, the desired approximation follows.
Alternatively, given an integrable function f, the dominated convergence
implies that, for every ε > 0 there exists r > 0 such that the function fr(x) =
1{|x|≤r}1{|f(x)|≤r}f(x) satisfies∫
Rd
|f(x)− fr(x)|dx ≤ ε
2
.
Now, for this r > 0, we apply Lusin’s Theorem 4.22 to obtain a closed set
Cr ⊂ Br = {x : |x| ≤ r} such that fr is continuous on Cr and m(Br r Cr) <
ε/(5r). Next, essentially based on Tietze’s extension (see Proposition 0.2), fr
can be extended to a continuous function gr on Rd satisfying the conditions:
(a) |gr| ≤ r on Rd and (b) the set Nr = {x ∈ Rd : gr(x) 6= fr(x)} is contained
in some ball B and m(Nr) < ε/(4r). Hence∫
Rd
|f(x)− gr(x)|dx ≤
∫
Rd
|f(x)− fr(x)|dx+
+
∫
B
|fr(x) − gr(x)|dx ≤ ε
2
+ 2rm(Nr) ≤ ε,
and g = gr is the desired function.
The arguments used in proving Proposition 7.2 can be extended to a more
general setting, e.g., replacing the Lebesgue measure m on Rd by a Borel mea-
sure µ on a metric space Ω. There are other arguments for approximation typical
in Rd, for instance, mollification and truncation.
Let us begin with the following results.
Proposition 7.3. If f belong to L1 then
lim
a→0
∫
Rd
|f(x+ a)− f(x)|dx = 0,
i.e., the translation operator τaf = f(· − a) is continuous in L1.
Proof. Indeed, let us denote by K the collection of all functions f in L1 such
that ‖f(·+a)−f‖1 → 0 as a→ 0. It is simple to check that K is a closed vector
space, i.e.,
(a) if α, β ∈ R and f, g ∈ K then αf + βg ∈ K,
(b) if {fn : n ≥ 1} ⊂ K and ‖fn − f‖1 → 0 then f ∈ K.
Now, we use the same argument of Proposition 7.2 to successively approximate
an integrable function by simple functions, next c1A with A measurable and
m(A) <∞ by c1U with a bounded open set U, and then for every ε > 0 and U
we find a finite union of non-overlapping cubes Q =
⋃n
i=1Qi with Q ⊂ U and
m(U r Q) < ε, to establish that the family of (simple) functions of the form∑n
i=1 ai1Qi , where the cubes Qi have edges parallel to the axis, can approximate
and integrable function in the ‖ · ‖1 norm.
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Since the characteristic function of a d-interval (or a cube) belongs to K, we
deduce K = L1.
Alternatively, we may claim that any integrable function can be approxi-
mated in the ‖ · ‖1 norm by continuous functions with compact support (Propo-
sition 7.2), which also belong to K.
Exercise 7.1. Let Q be the class of dyadic cubes in Rd, i.e., for d = 1 we have
the dyadic intervals [k2−n, (k + 1)2−n], with n = ±1,±2, . . . and any integer k.
Consider the set D of all finite linear combinations of characteristic functions
of cubes in Q and rational coefficients. Verify that (1) D is a countable set and
prove (2) that D is dense in L1, i.e., for any integrable function f and any ε > 0
there is an element ϕ in D such that ‖f − ϕ‖1 < ε. Moreover, by means of
Weierstrauss approximation Theorem 0.3, (3) make an alternative argument to
show that there is a countable family of truncated (i.e., multiplied by 1{|x|<r})
polynomial functions which is dense in L1, proving (again) that the space L1 is
separable.
For two integrable functions f and g we consider the convolution f ? g given
by the formula
(f ? g)(x) =
∫
Rd
f(x− y) g(y) dy =
∫
Rd
f(y) g(x− y) dy, ∀x ∈ Rd. (7.1)
It is clear that if either f or g is essentially bounded then x 7→ (f ? g)(x) is well
defined and ‖f ? g‖∞ ≤ ‖f‖1 ‖g‖∞. Moreover, we can also check the inequality
‖f ? g‖1 ≤ ‖f‖1 ‖g‖1, which means that the convolution f ? g is defined almost
everywhere, i.e., L1 is a commutative algebra with the convolution product.
Definition 7.4 (locally integrable). A function f : Rd → R is called locally
integrable if for every x in Rd there exists an open neighborhood Ux such
that f is integrable in Ux, or equivalently, the restriction to any compact set
in integrable. This class of functions is denoted by L1loc, and we say that a
sequence of locally integrable functions {fn : n ≥ 1} converges to f locally in
L1 or in L1loc, if
lim
n
∫
K
|fn(x)− f(x)|dx = 0,
for every compact set K of Rd. Similarly, L∞loc is the space of locally essentially
bounded functions, i.e., functions bounded almost everywhere on any compact
set. We also have the spaces of equivalence classes L1loc and L
∞
loc.
Certainly, we mean f is Lebesgue measurable and f1K is in L1. This concept
of locally integrable can be used on locally compact spaces Ω with a Borel
measure (µ,B).
Also, recall that we say that a measurable function defined almost every-
where has compact support if it is equal to zero almost everywhere outside of a
ball. The sub-vector space of L1 (or L1) of all functions with compact support
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is denoted by L10 (or L10), and similarly with L∞0 (or L∞0 ). The convolution f ?g
is also defined if f and g are only locally integrable and one of then has compact
support, i.e., f ∈ L10 and g ∈ L1loc or g ∈ L∞loc implies f ?g ∈ L1loc or f ?g ∈ L∞loc,
respectively.
In general, given two Lebesgue measurable functions f and g, we say that the
convolution f ?g is defined if the functions inside the integrals in the expression
(7.1) are integrable for almost every x. Remark that the convolution operation
commutes with the translation operator, i.e., τa(f ? g) = (τaf) ? g = f ? (τag).
Proposition 7.5. Let f and g be two Lebesgue measurable functions in Rd.
(a) If f is integrable and g is essentially bounded then the convolution f ?g is a
bounded uniformly continuous function. Moreover, f is only locally integrable,
g is only locally essentially bounded, and either f or g has a compact support
then the convolution f ? g is a continuous function.
(b) Denote by ∂if the partial derivative of f with respect to xi. If f is es-
sentially bounded or integrable, g is integrable and the partial derivative ∂if is
a bounded function then the i-partial derivative of the convolution f ? g is a
bounded uniformly continuous function and ∂i(f ? g) = (∂if) ? g. Moreover, if f
and g are only locally integrable, either f or g has a compact support, and the
partial derivative ∂if is a locally bounded function then the i-partial derivative
of the convolution f ? g is continuous function and ∂i(f ? g) = (∂if) ? g.
Proof. Consider the bound∣∣(f ? g)(x+ a)− (f ? g)(x)∣∣ ≤ ∫
Rd
|f(x+ a− y)− f(x− y)| |g(y)|dy,
where the integral is actually limited to the support of g. Thus, if g is essentially
bounded then Proposition 7.3 proves most of the above claim (a). For the local
version of this claim, we remark that if f or g has a compact support then the
integral is only on a compact set K (as long as x remain in another compact
region) instead of Rd, and again, the continuity follows.
Next, by means of the Mean Value Theorem and the dominate convergence,
we obtain ∂i(f ? g) = (∂if) ? g and in view of (a), we deduce the claim (b).
Certainly, we can iterate the property (b) to deduce that ∂α(f?g) = (∂αf)?g,
for any multi-index α with |α| ≤ n, e.g., f belongs to Cnb and g is in L1.
Regarding the claim (b), we assume that the partial derivative ∂if exists
a any point, so that the Mean Value Theorem can be applied, however, the
expression (∂if) ? g is a continuous function even if ∂if is defined almost every-
where. Nevertheless, if we assume that ∂if is defined only almost everywhere
then we may have a non-constant function with ∂if = 0 a.e. (like the Cantor
function).
Exercise 7.2. Consider the various cases of Proposition 7.5 and verify the
claims by doing more details, e.g., consider the case when g is only locally
integrable. What if the ∂if exists everywhere, f and ∂if are locally integrable
function, and g is essentially bounded with compact support?
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Exercise 7.3. Let f and g be two nonnegative Lebesgue locally integrable
functions in Rd. Prove (a) if lim inf |x|→∞ f(x)/g(x) > 0 and g is not inte-
grable then f is also non integrable, in particular, lim inf |x|→∞ f(x)|x|d = 0,
for any integrable function f , (b) if lim sup|x|→∞ f(x)/g(x) < ∞ and g is in-
tegrable then f is also integrable. Finally, show that (c) if f is integrable
and uniformly continuous in Rd then lim sup|x|→∞ |f(x)| = 0. Given an ex-
ample of a nonnegative integrable and continuous function on [0,∞) such that
lim supx→∞ f(x) = +∞.
Corollary 7.6. If k is an integrable kernel, i.e., an integrable function such
that ∫
Rd
k(x) dx = 1,
and {kε : ε > 0} its corresponding mollifiers, i.e., kε(x) = ε−dk(x/ε), for every
x in Rd, then we have
lim
ε→0
‖f ? kε − f‖1 = 0, ∀f ∈ L1.
Moreover, if either f is essentially bounded in Rd or the kernel k satisfies
k(x) = α(x)|x|−d, a.e. x ∈ Rd, with α(x)→ 0 as |x| → ∞,
and f is uniformly continuous and bounded in a subset F of Rd, i.e, for every
ε > 0 there exists δ > 0 such that |x−y| < δ and x in F imply |f(x)−f(y)| < ε,
and supx∈F |f(x)| <∞, then (f ?kε)(x)→ f(x) uniformly for x in F, as ε→ 0.
Proof. First, a change of variables shows that ‖kε‖1 = ‖k‖1 and∫
Rd
kε(x) dx =
∫
Rd
k(x) dx = 1.
Thus, the inequality
|(f ? kε)(x)− f(x)| ≤
∣∣∣ ∫
Rd
[
f(x− εy)− f(x)]k(y) dy∣∣∣ (7.2)
and the dominate convergence show the second part of the claim.
To prove the first part, we remark that, for every δ > 0, the expression∫
|y|>δ
|kε(y)|dy = ε−d
∫
|y|>δ
|k(y/ε)|dy =
∫
|y|>δ/ε
|k(y)|dy
vanishes as ε → 0. Now, by means of the continuity of the translation, Propo-
sition 7.3, given r > 0 there exits δ > 0 such that
φ(y) =
∫
Rd
|f(x− y)− f(x)|dx ≤ r, if |y| ≤ δ,
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and clearly |φ(y)| ≤ 2‖f‖1, for every y. Thus
‖f ? kε − f‖1 ≤
∫
Rd
φ(y) |kε(y)|dy ≤ r
∫
|y|≤δ
|kε(y)|dy +
+ 2‖f‖1
∫
|y|>δ
|kε(y)|dy,
i.e., limε→0 ‖f ? kε − f‖1 ≤ r‖k‖1 = r, and we conclude by letting r → 0.
Finally, if f is bounded and uniformly continuous then we can split the
integral (7.2) in Rd = {|y| < r} ∪ {|y| ≥ r} to get
|(f ? kε)(x)− f(x)| ≤ 2‖f‖∞
∫
|y|≥r
|k(y)|dy + sup
|y|<r
|f(x− εy)− f(x)|
and to deduce the uniform convergence on F when f is essentially bounded.
If the kernel is essentially bounded, and f is bounded and uniformly contin-
uous on F then for every x in F and for any ε1 > 0 there exists δ > 0 such that
|f(x− y)− f(x)| < ε1 if |y| ≤ δ. Thus
|(f ? kε)(x)− f(x)| ≤ ε1‖k‖1 +
∫
|y|>δ
|f(x− y)− f(x)| |kε(y)|dy,
where the last term is bounded by
A+B =
∫
|y|>δ
|f(x− y)| |kε(y)|dy + |f(x)|
∫
|y|>δ
|kε(y)|dy.
As prove above, the second term vanishes, i.e.,
B ≤
(
sup
x∈F
|f(x)|
)∫
|y|>δ/ε
|k(y)|dy,
i.e., B → 0 as ε→ 0, and
A =
∫
|y|>δ
|f(x− y)| |α(y/ε)| |y|−d dy ≤ δ−d sup
|y|>δ
{|α(y/ε)|} ‖f‖1,
which tends to 0 as ε→ 0.
Exercise 7.4. Prove a local version of Corollary 7.6, i.e., if the kernel k has
a compact support then f ? kε → f in L1loc, for every f in L1loc, and locally
uniformly if f belongs to L∞loc.
There are a couple of well known kernels, for instance,
p(x) =
1
pi
( 1
1 + x2
)
, ∀x ∈ R, Poisson kernel,
f(x) =
1
pi
( sin2 x
x2
)
, ∀x ∈ R, Feje´r kernel,
g(x) =
1√
pi
(
e−x
2
)
, ∀x ∈ R, Gauss-Weierstrauss kernel,
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and their multi-dimensional counterparts. Another typical case is the following
kernel
k(x) =
{
cr exp
[− (r2 − |x|2)−1] if |x| < r,
0 otherwise,
(7.3)
for any given constant r > 0 and a suitable cr to meet the condition ‖k‖1 = 1.
It is clear that the support of k is the ball centered at the origin with radius
r. Moreover, following standard theorems of calculus, we can verify that k is
continuously differentiable of any order, i.e., k is a typical example of a function
in
⋂∞
n=1 C
n
0 (Rd) = C∞0 (Rd).
It is clear that if f is in L1loc and k is a kernel with compact support, e.g.,
like (7.3), then the convolution f ? kε belongs to C
∞ and f ? kε → f in L1loc.
Now we consider the space Lp(Rd,B, µ), where µ is a Radon measure, i.e.,
µ(K) < ∞ for every compact subset K of Rd. Assuming temporarily that the
expression
‖f‖p =
∫
Rd
|f |pdµ
is a norm (which is called p-norm, see later on this chapter), we have
Proposition 7.7. Any function f in a Radon measure space Lp(Rd,B, µ) is
limit in the p-norm of a sequence {ϕn : n ≥ 1} of infinity differentiable functions
with compact support.
Proof. By approximating f+ and f− separately, we may assume f ≥ 0. Thus,
writing f as a monotone limit of simple functions, we are reduced to the case of
simple functions f =
∑n
i=1 ai1Ai , and so, to the a characteristic function 1A of a
measurable set A of finite measure. Next, by means of Proposition 2.17, we ap-
proximate 1A by a sequence of semi-open d-interval ]a, b] =]a1, b1]×· · ·×]ad, bd].
Finally, we construct a sequence {φn : n ≥ 1} of smooth functions such that
0 ≤ φn ≤ 1I and φn(x)→ 1]a,b](x) for every x in Rd.
Exercise 7.5. Let {kn} be a sequence of infinite-differentiable functions such
that kn(x) = 1 if |x| < n and kn(x) = 0 if |x| > n+ 1, and let Q be the family
of functions of the form qkn, where q is a polynomial with rational coefficients.
By means of Weierstrauss approximation Theorem 0.3, prove that Q is a dense
family of Lp(Rd,B, µ) under the p-norm, see last part of Exercise 7.1.
7.2 Partition of the Unity
Now, let K be a compact set in Rd and U be an open set satisfying U ⊃ K,
with compact closure U. If B1 = {x ∈ Rd : |x| ≤ 1} then for any δ > 0
sufficiently small we have K ⊂ R = K + δB1 ⊂ U, and so we can select ε > 0
such that K + εB1 ⊂ R and R + εB1 ⊂ U. Therefore, we may consider the
convolution 1R ? kε, where k is given by (7.3) with r = 1. Since the support of
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kε satisfies supp(kε) ⊂ B1 we deduce that there exists a function f = 1R ? kε
with derivatives of any order such that f = 1 on K and f = 0 outside U.
Another point is to use Corollary 7.6 with k given by (7.3) to show that for
any f in L1 and ε > 0 there exists a function g with derivatives of any order
such that ‖f − g‖1 < ε, i.e., the space C∞0 (Rd) =
⋂∞
n=1 C
n
0 (Rd) is dense in L1.
Theorem 7.8. Let {Ωα : α} be an open cover of an open subset Ω of Rd, i.e.,
Ωα is open and Ω =
⋃
α Ωα. Then there exits a smooth partition of the unity
{χi : i ≥ 1} subordinate to {Ωα : α}, i.e., (a) χi belongs to C∞0 (Rd), (b) for
every i there exists α = α(i) such that χi(x) = 0 for every x in ΩrΩα, namely,
supp(χi) ⊂ Ωα, (c) 0 ≤ χi(x) ≤ 1 and
∑
i χi(x) = 1, for every x in Ω, where
the series is locally finite, namely, for any compact set K of Ω the set of indices
i such that the support of χi intercept K, supp(χi) ∩K 6= ∅, is finite.
Proof. (1) First we show that there exits a locally finite subordinate open cover
{Ui : i ≥ 1} with compact closure U i, i.e., for any compact set K ⊂ Ω the set
of indices {i ≥ 1 : Ui ∩K 6= ∅} is finite, and for every i ≥ 1 there exists α(i)
such that U i ⊂ Ωα(i).
Indeed, consider the compact sets
Kn = {x ∈ Ω : |x| ≤ n and d(x,Rd r Ω) ≥ 1/n},
for n ≥ 1, where d(x,A) = inf{|x − y| : y ∈ A}. We have Ω = ⋃nKn,
Kn−1 ⊂ Kon, whereKon is the interior ofKn. For n ≥ 3 define Ωα,n = Ωα∩Kon+1∩
(ΩrKn−2), and remark that {Ωα,n : α} is a open cover of Kon+1∩(ΩrKn−2) ⊃
Kn∩ (ΩrKon−1). On the other hand, for each x in Kn∩ (ΩrKon−1) there exists
an open set Un(x) with closure Un(x) included in Ωα,n for some α(x). Hence,
the family {Un(x) : x} forms an open cover of the compact set Kn∩ (ΩrKon−1)
and so, there exists a finite subcover, i.e., x1, . . . , xm, m = m(n) such that
{Un(xj) : j = 1, . . . ,m(n)} cover Kn ∩ (Ω r Kon−1), for every n ≥ 3. Thus,
the family {Un(xj) : j = 1, . . . ,m(n), n ≥ 3}, now denoted by {Ui : i ≥ 1}, is
countable and satisfies the required conditions.
(2) Next, we construct a continuous partition of the unity {fi : i ≥ 1}
subordinate to {Ui : i ≥ 1}, and so, also subordinate to {Ωα : α}. Indeed, we
apply again the above argument (1), with {Ui : i ≥ 1} instead of {Ωα : α},
to obtain another locally finite subordinate cover {Vi : i ≥ 1}, which (after
relabeling and deleting some U -open if necessarily) satisfies V i ⊂ Ui ⊂ Ωα,
α = α(i), for every i ≥ 1. Now, we use Urysohn’s Lemma to get a continuous
function gi satisfying gi(x) = 1 for every x in Vi and gi(x) = 0 for any x in
Rd rUi, i.e., supp(gi) ⊂ U i. Since the covers are locally finite, for any compact
set K of Ω there exists only finite many i such that Ui ∩ K 6= ∅ and so the
finite sum g(x) =
∑
i gi(x) defines a continuous function satisfying g(x) ≥ 1,
for every x in Ω. Hence, the family of continuous functions {fi : i ≥ 1}, with
fi(x) = gi(x)/g(x), is a partition of the unity subordinate to {Ui : i ≥ 1},
satisfying all the required conditions, except for the smoothness.
(3) To obtain a smooth partition we use the convolution with a smooth
kernel k having compact support defined by (7.3) for r = 1, as in Corollary 7.6
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with kε. Indeed, again we apply (1) to get another locally finite subordinate cover
{Wi : i ≥ 1} which satisfies W i ⊂ Vi ⊂ V i ⊂ Ui ⊂ Ωα, α = α(i), for every i ≥ 1.
If 2εi = min{d(V i,Ωr Ui),d(W i,Ωr Vi)} then the convolution ϕi = 1Vi ? kεi
is an infinitely differentiable (smooth) function and, since supp(kεi) is included
in the ball centered at the origin with radius εi, we have
0 ≤ ϕi ≤ 1 in Rd, supp(ϕi) ⊂ U i, and ϕi = 1 on W i.
Moreover, the finite sum ϕ(x) =
∑
i ϕi(x) defines a smooth function satisfying
ϕ(x) ≥ 1, for every x in Ω. Hence, the family of smooth functions {χi : i ≥ 1},
with χi(x) = ϕi(x)/ϕ(x), is a partition of the unity subordinate to {Ui : i ≥ 1},
satisfying all the required conditions.
We note that in the above proof, we may go directly to (3) without using
(2). However, (1) and (2) are valid for σ-compact locally compact Hausdorff
topological spaces. Also, we may deduce (3) from (2) by using ϕi = gi ? kεi
with k as in (7.3) for r = 1 and 2εi = d(U i,Ω r Ωα(i)). Indeed, we remark
that gi(x) > 0 implies ϕi(x) > 0 and then ϕ(x) =
∑
i ϕi(x) > 0, for every
x in Ω. Alternatively, we may check that the functions gi in (2) can be chosen
infinitely differentiable, instead of just continuous. For instance, the reader may
consult Folland [45, Section 4.5, pp. 132–136] and Malliavan [79, Section II.1,
pp. 55–61].
• Remark 7.9. If χ0 is a smooth function defined on Rd such that χ(x) = 1 if
|x| ≤ 1 and χ0(x) = 0 if |x| ≥ 3/2 then the sequence {χi : i ≥ 0} of smooth
functions defined by
χi(x) = χ0(2
−ix)− χ0(2−i+1x), i = 1, 2, . . . ,
satisfies
∑∞
i=0 χi(x) = 1 for every x in Rd and is referred to as a dyadic resolution
of the unity.
7.3 Lebesgue Points
For every locally integrable function f we define
f∗(x) = sup
r>0
F (x, r), F (x, r) =
1
|B(x, r)|
∫
B(x,r)
|f(y)|dy, (7.4)
where |·| denotes the Lebesgue measure and B(x, r) is the ball centered at x with
radius r, i.e., B(x, r) = x+ rB1, with the notation of Vitali’s Theorem 2.29. As
mentioned in Remark 2.37, the ball may be considered in the Euclidean space
Rd or in Rd with any (equivalent) norm, e.g., it could be a cube with center at
x and sizes 2r, moreover, we may take the cubes with edges parallel to the axis.
For instance, a point here is the fact that the ratio of volume of a cube with
sizes 2r and a ball of radius r is bounded both ways.
The function f∗ is called Hardy-Littlewood maximal function of f, a gauge
of the size of the average of |f | around x. We have (a) nonnegative f∗(x) ≥ 0,
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(b) sub-linear (f + g)∗ ≤ f∗ + g∗, (c) positively homogeneous (cf)∗ = |c|f∗, for
every c in R, and (d) the bound f∗(x) ≤ ‖f‖∞.
Proposition 7.10. Let f be an integrable function in Rd. Then f∗ is a lower
semi-continuous with values in R ∪ {+∞} and∣∣{x ∈ Rd : f∗(x) > c}∣∣ ≤ 5d
c
∫
Rd
|f(y)|dy, (7.5)
for every c > 0.
Proof. Since the boundary ∂B(x, r) is negligible the function (x, r) 7→ F (x, r)
is continuous. Indeed, since 1B(x,r)(y) → 1B(x0,r0)(y) as (x, r) → (x0, r0), for
every y in Rdr∂B(x, r0), i.e., {y ∈ Rd : |y−x| 6= r0}, the dominate convergence
yields the continuity. Hence, the function f∗ is lower semi-continuous with
values in R ∪ {+∞} (i.e., also Borel measurable).
If E is a nonempty bounded measurable subset of Rd then we can choose
r0 > 0 such that E ⊂ B(0, r0). For each x outside of B(0, 2r0) define r1 = r1(x)
the minimum r1 > 0 satisfying E ⊂ B(x, r1), and also define r2(x) the maximum
r2 > 0 satisfying E ∩ B(x, r) = ∅. It is clear that 0 ≤ r1(x) − r2(x) ≤ 2r0.
Now, if r ≥ r1 then |E ∩ B(x, r)|/|B(x, r)| ≤ |E|/|B(x, r1)| and if r ≤ r2 then
|E ∩B(x, r)| = 0, i.e.,
|E|
|B(x, r1)| ≤ (1E)
∗(x) = sup
{ |E ∩B(x, r)|
|B(x, r)| : r2 ≤ r ≤ r1
}
≤ |E||B(x, r2)| ,
for every x in Rd with |x| ≥ 2r0. Hence, the inequality |x|−|y| ≤ |x−y| ≤ |x|+|y|
implies |x| − r0 ≤ |x − y| ≤ r1 and |x − y| ≤ |x| + r0, for any y in E, i.e., we
have |x| − r0 ≤ r1(x) ≤ |x|+ r0, and we deduce
c1|x|−d|E| ≤ (1E)∗(x) ≤ c2|x|−d|E|, ∀x ∈ Rd, |x| ≥ r.
for some positive constants c1, c2 and r.
Thus, if f > 0 in some set of positive measure then there exists a positive
constant cf such that f
∗(x) ≥ cf |x|−d for x sufficiently large, i.e., f∗ is not
integrable in Rd. However, if f is bounded with compact support then f∗(x) ≤
Cf |x|−d for every x in Rd, which implies that the set Ec = {x ∈ Rd : f∗(x) > c}
has finite measure. Moreover, by definition of f∗, for every x in Ec there exists
a ball B(x, r) such that
c <
1
|B(x, r)|
∫
B(x,r)
|f(y)|dy, i.e. |B(x, r)| < 1
c
∫
B(x,r)
|f(y)|dy.
Hence, by Vitali’s covering Corollary 2.33, for every α > 5d there exists a
finite number of disjoint balls {B(xi, ri) : i = 1, . . . , n} such that we have
|Ec| ≤ α
∑n
i=1 |B(xi, ri)|. Therefore,
|Ec| ≤ α
n∑
i=1
1
c
∫
B(xi,ri)
|f(y)|dy ≤ α
c
∫
Rd
|f(y)|dy,
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and as α→ 5d we deduce (7.5), if f is bounded with compact support.
In general, we approximate |f | by an increasing sequence {|fn| : n ≥ 1} of
bounded functions with compact support (e.g., simple functions or continuous
functions with compact support) to have∣∣{x ∈ Rd : |f∗n(x)| > c}∣∣ ≤ 5dc
∫
Rd
|fn(y)|dy ≤ 5
d
c
∫
Rd
|f(y)|dy,
which yields (7.5) as n→∞.
• Remark 7.11. We may use 3d instead of 5d in estimate (7.5), see Remark 2.34.
When a measurable function f satisfies (7.5) with some constant cf replacing
5d we say that f belongs to weak-L1, see Exercise 4.19. Thus, Proposition 7.10
shows that (nonlinear) Hardy-Littlewood maximal application f 7→ f∗ maps
L1 into weak-L1. It is also obvious that f 7→ f∗ maps L∞ into itself, which
allows the application of interpolation results used in singular integrals, e.g., see
Folland [45, Section 6.5, pp. 200–208] and Stein [108, Chapter 1, pp. 3-25].
Exercise 7.6. With the notation of Proposition 7.10 prove that for any 1 <
p <∞ and f in Lp(Rd) we have that f∗ is in Lp(Rd) and ‖f∗‖p ≤ Cp‖f‖p, i.e.,∫
Rd
|f∗(x)|p dx ≤ (Cp)p
∫
Rd
|f(x)|p dx, (7.6)
with (Cp)
p = 5d2pp/(p−1). We may proceed as follows: first use the distribution
of f∗, namely, m(f∗, r) = `
({x ∈ Rd : f∗(x) > r}), and estimate (7.5) to obtain
the inequality
m(f∗, r) ≤ m(g∗r , r/2) ≤
5d2
r
‖gr‖1,
where gr(x) = f(x)1{|f(x)|≥r/2}. Next, based on the formula∫
Rd
|f∗(x)|p dx = p
∫ ∞
0
rp−1m(f∗, r) dr,
see Exercise 5.6, deduce the estimate∫
Rd
|f∗(x)|p dx ≤ p
∫ ∞
0
rp−1
(5d2
r
∫
{2|f(x)|≥r}
|f(y)|dy
)
dr,
which implies (7.6). See full details in Wheeden and Zygmund [119, Section 9.3,
pp. 155–157].
Theorem 7.12. Let f be a Lebesgue locally integrable function in Rd. Then
almost every point is a Lebesgue point for f, i.e., there exist a negligible N = Nf ,
|N | = 0, such that
lim
r→0
1
|B(x, r)|
∫
B(x,r)
|f(y)− f(x)|dy = 0, ∀x ∈ Rd rN,
where B(x, r) is the ball centered at x with radius r.
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Proof. First, we show a differentiability statement, namely,
lim
r→0
F (x, r) = f(x), F (x, r) =
1
|B(x, r)|
∫
B(x,r)
f(y) dy, (7.7)
for any integrable function f and almost every x in Rd. Indeed, let {fn : n ≥ 1}
be a sequence of continuous functions with compact support (actually, continu-
ous and integrable suffice) such that∫
Rd
|fn(y)− f(y)|dy = ‖fn − f‖1 → 0.
If Fn(x, r) denotes the function as in (7.7) corresponding to fn we have
lim sup
r→0
|F (x, r)− f(x)| ≤ lim sup
r→0
|F (x, r)− Fn(x, r)|+
+ lim sup
r→0
|Fn(x, r)− fn(x)|+ |fn(x)− f(x)|,
for every n ≥ 1 and any x in Rd. Since fn is continuous, we obtain Fn(x, r) →
fn(x) as r → 0, for every fixed n and x. On the other hand, we use Hardy-
Littlewood maximal function to bound the first term |F (x, r) − Fn(x, r)| ≤
(f − fn)∗(x), i.e., we get
lim sup
r→0
|F (x, r)− f(x)| ≤ (f − fn)∗(x) + |fn(x)− f(x)|, ∀x, n.
Thus, given ε > 0, if
Eε =
{
x ∈ Rd : lim sup
r→0
|F (x, r)− f(x)| > ε
}
then
Eε ⊂
{
x ∈ Rd : 2(f − fn)∗(x) > ε
}⋃{
x ∈ Rd : 2|fn(x)− f(x)| > ε
}
.
By means of Proposition 7.10 applied to fn − f we get
|Eε| ≤ 5
d2
ε
∫
Rd
|fn(x)− f(x)|dx+ 2
ε
∫
Rd
|f(x)− fn(x)|dx,
and as n→∞, we obtain |Eε| = 0, i.e., (7.7) holds.
Next, by replacing f by x 7→ 1{|x|<n}f(x), n ≥ 1, we deduce that (7.7)
remains true for any locally integrable f.
Now, given f , consider the countable family {gq : q ∈ Q} of locally inte-
grable functions gq(x) = |f(x) − q|, with Q being the set of rational numbers.
For each gq there is a negligible subset Nq ⊂ Rd, where (7.7) does not holds for
gq. Hence, for x in Rd rN, with N =
⋃
q Nq, we have
lim
r→0
1
|B(x, r)|
∫
B(x,r)
|f(y)− q|dy = |f(x)− q|, ∀q ∈ Q.
By taking a sequence of rational {q} convergent to f(x) we obtain the desired
result.
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Besides using balls with another metric in Rd, see Remark 2.37, it is clear
that the balls B(x, r) can be replaced by a family of measurable sets E(x, r)
having the properties: (a) the diameter of E(x, r) vanishes as r → 0, (b) there
exists a constant c > 0 such that |B(x, r)| ≤ c |E(x, r)|, for the smallest ball
B(x, r) containing E(x, r). Indeed, the inequality
1
|E(x, r)|
∫
E(x,r)
|f(y)− f(x)|dy ≤ c|B(x, r)|
∫
B(x,r)
|f(y)− f(x)|dy
provides the desired conclusion.
There are other ways to establishing Theorem 7.12, e.g., one may use first
Radon-Nikodym Theorem 6.3 to study derivative of set functions, for instance,
see DiBenedetto [32, Section IV.8-11, pp. 184–193] or Rana [92, Section 9.2,
pp. 322-331]. Also, based on the so-called Besicovtch’s covering arguments, a
result similar to Theorem 7.12 is obtained for any Radon measure in Rd, non
necessarily the Lebesgue measure, e.g., Evans and Gariepy [42, Section 1.6, pp.
37–48] or Taylor [115, Chapter 11, pp. 139–156].
Exercise 7.7. Verify that if E is a Lebesgue measurable set then almost every
x in E is a point of density of E, i.e., we have |E ∩ B(x, r)|/|B(x, r)| → 1 as
r → 0. Similarly, almost every x in Ec is a point of dispersion of E, i.e., we have
|E ∩B(x, r)|/|B(x, r)| → 0 as r → 0.
• Remark 7.13. A real-valued function f defined on an open interval I is called
approximately continuous at x0 in I when there exists a (Lebesgue) measur-
able subset E of I such that x0 is a point of (Lebesgue) density of E and
f/E is continuous at x0, i.e., (1) limr→0 |E ∩ B(x0, r)|/|B(x0, r)| = 1 and (2)
limx→x0, x∈E f(x) = f(x0). This definition can be adapted to a closed inter-
val I by using lateral or one-sided densities points and limits. If a function
is approximately continuous at every point of I then we say simply that f is
approximately continuous (on I). There several interested properties on these
functions, e.g., (a) a function is measurable if and only if it is approximatively
continuous almost everywhere, (b) if f and g are approximatively continuous at
x0 then the same if true of the functions f+g, f−g, fg and of f/g if g(x0) 6= 0.
Note that if a function is equal almost everywhere to a continuous functions, or
even less only continuous almost everywhere then it is approximately continu-
ous. Besides the classic book Saks [102], for instance, the reader may want to
check the books Bruckner [22, Section 2.2, pp. 15–20] or Gordon [54, Chapter
14, pp. 223–236].
Exercise 7.8. Prove that if f is p-locally integrable, i.e., |f |p is integrable on
any compact subset of Rd, 1 ≤ p <∞, then
lim
r→0
1
|B(x, r)|
∫
B(x,r)
|f(y)− f(x)|p dy = 0, ∀x ∈ Rd rN,
or equivalently
lim
r→0
∫
|y|≤R
|f(x+ ry)− f(x)|p dy = 0, ∀x ∈ Rd rN,
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for some negligible set N = Nf , |N | = 0 and any radius R > 0.
• Remark 7.14. For a locally essentially bounded function f we can define
f(x, r) = ess-sup
|y−x|<r
f(y) and f(x, r) = ess-inf
|y−x|<r
f(y)
to have f(x, r) ≤ f(x, r) almost everywhere in x for every r > 0, but the values
f(x, r) and f(x, r) are defined everywhere in x, and the limits
f(x) = lim
r→0
ess-sup
|y−x|<r
f(y) and f(x) = lim
r→0
ess-inf
|y−x|<r
f(y)
exist for every x. These are the superior and inferior essential limits, which can
be used with functions defined almost everywhere, i.e., they are well defined
on equivalence classes of functions. Moreover, for a one-dimensional x, we can
consider the lateral superior and inferior essential limits. Since we are taken
the supremum or infimum over a non-countable family, the measurability of
either f(x, r) or f(x, r) may not be automatically ensured, e.g., restate Exer-
cise 1.22 for essential limits and apply Proposition 2.3. Note that in view of
the “essential” supremum or infimum, it is irrelevant to use a reduced ball like
0 < |y − x| < r instead of the full open ball |y − x| < r.
Exercise 7.9. With the notation of Remark 7.14, consider a locally essentially
bounded function f . Prove that (a) f(x, r) ≤ f(x) ≤ f(x, r) at every Lebesgue
point x of f , for every r > 0. Next, (b) if g(x) = f(x) = f(x) is finite for
every x in an open set U then show that f = g a.e. in U and that g is
almost continuous in U, i.e., for any x in U and every ε > 0 there exist a
null set N and δ > 0 such that |y − x| < δ and y in U ∩ N c imply |g(y) −
g(x)| < ε, see Exercise 4.23. Therefore, a measurable function f is called almost
upper (lower) semi-continuous if f = f (f = f) almost everywhere, and almost
continuous if f = f = f a.e. Finally, (c) verify that if f is a continuous
(or upper/lower semi-continuous) a.e. then f is almost continuous (or almost
upper/lower semi-continuous) a.e. Is there any function which is not continuous
a.e, but nevertheless it is almost continuous a.e.?
Exercise 7.10. Consider a locally integrable function f defined on an open
set O of Rd and a bounded kernel k with compact support, e.g., like (7.3).
If kε(x) = ε
−dk(x/ε) then prove that (f ? kε)(x) → f(x) almost everywhere,
indeed, for any Lebesgue point (Theorem 7.12) of f.
Exercise 7.11. Let g1 be a real-valued Lebesgue measurable function of two
real variables, say g1(x, y) with x, y in R. Assume that g1 is locally integrable
in R2 and define the function
g(x, y) =
∫ x
0
g1(t, y) dt, ∀x ∈ R,
for almost every y in R. (1) Verify that g is a locally integrable function, which
is continuous in the first variable. Now, consider the set A in R2 of all points
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(x, y) such that [g(x + h, y) − g(x, y)]/h → g1(x, y) as h → 0. (2) Prove that
the complement N = Ac is a set of Lebesgue measure zero. Next, if f is a
continuously differentiable function with compact support then (3) show that
the convolution f ? g is a continuously differentiable function and ∂x(f ? g) =
(∂xf) ? g, where ∂x denotes the partial derivative in the variable x, and finally,
by means of Fubini-Tonelli Theorem 4.14, (4) prove that ∂x(f ?g) = f ? (∂xg), if
f is a measurable (essentially) locally bounded function with compact support.
Hint: regarding (4), first assume that
g(x, y) =
∫ x
−∞
g1(t, y) dt, ∀x, y ∈ R.
to show that∫ b
−∞
(f ? g1)(x, y) dx = (f ? g)(b, y), ∀b, y ∈ R,
and then, consider the general case.
7.4 Functions of one variable
Recall that a (real-valued) monotone function f(x) defined on an interval (a, b)
of R can have only a countable number of discontinuities. By means of Vitali’s
covering we show
Proposition 7.15. If f : (a, b)→ R is a monotone increasing function then its
derivative is a nonnegative function f ′ defined almost everywhere and∫ b
a
f ′(x)dx ≤ f(b−)− f(a+),
where f(x±) means the lateral limits at a point x.
Proof. Only the main idea is given, for instance, full details are found in the
books either Wheeden and Zygmund [119, Section 7.4, pp. 111–115] or Jones [65,
Section 16.A, pp. 511–521] or Ovchinnikov [89, Chapter 4, 97–128]. The central
argument is based on the four Dini’s derivatives
D±f(x) = lim sup
h→0±
f(x+ h)− f(x)
h
, and
D±f(x) = lim inf
h→0±
f(x+ h)− f(x)
h
,
where we show (with the help of Vitali’s covering) that the sets
Ar,s =
{
x ∈ (a, b) : D±f(x) > r > s > D∓f(x)
}
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are negligible. Next, we define fk(x) = [f(x + 1/k) − f(x)]k for k = 1, 2, . . . ,
which satisfies fk(x) → f ′(x) for almost every x, and so, f ′ is a measurable
function. Since∫ b−1/k
a
fk(x)dx = k
∫ b
b−1/k
f(x)dx− k
∫ a+1/k
a
f(x)dx ≤
≤ f(b−)− f(a+),
Fatou Lemma shows the desired inequality.
• Remark 7.16. It is perhaps important to mention that properties of derivative
functions and reconstruction of continuous functions from its derivative are very
delicate classic problems, e.g., Bruckner [22] and Gordon [54].
• Remark 7.17. Contrasting with results (a) the inverse of a monotone and
continuous function is necessarily continuous (e.g., see Kirkwood [70, Theorem
4.16, pp. 101]), and (b) any monotone and continuous function maps Borel sets
into Borel sets (e.g., see Burk [23, Proposition C.1, pp. 273–274]).
Differential inequalities are related questions, e.g.,
Proposition 7.18. Let f be a real-valued continuous function on (a, b)× [c, d],
and let D denote one fixed choice of the four possible Dini derivatives D+, D−,
D+ or D−. Suppose that y and z are two continuous functions on [a, b] with
values in [c, d] satisfying either Dy(x) ≤ f(x, y(x)) and Dz(x) > f(x, z(x)), or
Dy(x) < f(x, y(x)) and Dz(x) ≥ f(x, z(x)), for any x in (a, b). If y(a) < z(a)
then y(x) < z(x), for every x in (a, b)
Proof. Define x∗ = sup{x ∈ (a, b) : y(x) < z(x)} and x∗ = inf{x ∈ (a, b) :
y(x) ≥ z(x)}. By contradiction, if the assertion is false then x∗ < b, x∗ > a,
y(x) ≥ z(x) for any x∗ < x < b, y(x) < z(x) for any a < x < x∗, and by
continuity, y(x∗) = z(x∗) and y(x∗) = z(x∗). Therefore, for h > 0 sufficiently
small, the inequalities
y(x∗ + h)− y(x∗)
h
≥ z(x∗ + h)− z(x∗)
h
, and
y(x∗ − h)− y(x∗)
h
>
z(x∗ − h)− z(x∗)
h
imply Dy(x∗) ≥ Dz(x∗) with D = D+ or D = D+, and Dy(x∗) ≥ Dz(x∗) with
D = D− or D = D−. Hence, the differential inequalities satisfied by y and z
yield either f(x∗, y(x∗)) > f(x∗, z(x∗)) or f(x∗, y(x∗)) > f(x∗, z(x∗)), which is
a contradiction with the equality either y(x∗) = z(x∗) or y(x∗) = z(x∗).
There are several useful applications of Proposition 7.18, e.g.,
Corollary 7.19. Let I be an open interval and let D denote one fixed choice
of the four possible Dini derivatives D+, D−, D+ or D−. (1) A continuous
function g is non-increasing on I if and only if Dg ≤ 0 on I. (2) If y and z are
two continuous functions on I such that Dy ≤ z on I, then D˜y ≤ z on I for
any other possible choice of a Dini derivative D˜.
[Preliminary] Menaldi November 11, 2016
7.4. Functions of one variable 227
Proof. To prove (1), consider the functions y = g and z : x 7→ ε+y(a)+ε(x−a),
for a given a in I and ε > 0. These functions satisfy y(a) < ε+ y(a) = z(a) and
Dy ≤ 0 < ε = z′ on Ia = {x ∈ I : x ≥ a}, i.e., the conditions of Proposition 7.18
with f = ε, which imply that y(x) < z(x) = ε + y(a) + ε(x − a) for x in Ia.
Thus, take ε→ 0 to obtain y(x) ≤ y(a) for every x ≥ a, with x and a in I.
The converse is simpler, if g is non-increasing then g(x+ h)− g(x) ≤ 0 and
g(x− h)− g(x) ≥ 0, for any h > 0. Hence Dg(x) ≤ 0, where again, D is any of
the four possible Dini derivatives D+, D−, D+ or D−.
To verify (2), remark that the function g defined for x in I by
g : x 7→ y(x)−
∫ x
a
z(t)dt, some a ∈ I,
satisfies Dg = Dy − z ≤ 0. Thus, in view of (1), this implies that g is non-
increasing, and again (1) yields that D˜g = D˜y − z ≤ 0, for any other choice D˜
of the four possible Dini derivatives D+, D−, D+ or D−.
Recall that a function f has a bounded variation on the interval [a, b] if the
following variation is finite
var(f, [a, b]) = sup
{ n∑
i=1
|f(xi)− f(xi−1)| : a = x0 < x1 < · · · < xn = b
}
,
where the supremum is taken over all partitions of the interval [a, b] and var
is referred to as the variation operator, and similarly, we define the positive
var+(f, [a, b]) and the negative var−(f, [a, b]) variation operators exchanging the
absolute value | · | with the positive part [ · ]+ and the negative part [ · ]− of
a real number in the above definition. Sometimes, we use the shorter nota-
tion Vf (x) = var(f, [a, x]). It is clear that a function with bounded variation is
necessarily bounded (may be discontinuous) and that the set of bounded vari-
ation functions forms an algebra, i.e., if f and g have bounded variation and
a, b are constants then af + bg and fg have also bounded variations. More-
over, if ψ is a Lipschitz continuous function in [a, b] (i.e., there is a constant
M > 0 such that |ψ(x) − ψ(y)| ≤ M |x − y|, for every x, y in [a, b]) then
var(ψ ◦f, [a, b]) ≤Mvar(f, [a, b]). For instance, the reader interested in differen-
tial equation with bounded variation functions may take a look at the appendix
in the book Miller and Rubinovich [82, Appendix 377–423].
Exercise 7.12. With the above notation verify that (1) var, var± are additive
functions on intervals and sub-additive on the functions, e.g., if a < c < b then
var(f, [a, c]) + var(f, [c, b]) = var(f, [a, b]) and var(f +αg, [a, b]) ≤ var(f, [a, b]) +
|α|var(g, [a, b]), for any real constant α. Next, assuming that f is a function with
bounded variation, show that (2) var(f, [a, b]) = var+(f, [a, b]) + var−(f, [a, b]);
(3) f can be written as the difference of two monotone functions, namely,
f(x) = var(f, [a, x])−(f(x)−var(f, [a, x])) or (4) f(x)−f(a) = var+(f, [a, x])−
var−(f, [a, x]). Moreover, if pi = {a = x0 < x1 < · · · < xn = b} is a par-
tition of [a, b] with mesh (or norm) |pi| = maxi{(xi − xi−1)} then prove that
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(5) var(f, pi) =
∑n
i=1 |f(xi) − f(xi−1)| converges to var(f, [a, b]) as |pi| → 0,
provided f is also continuous. Furthermore, if f is also right-continuous then
prove (6) the variation functions x 7→ var(f, [a, x]) and x 7→ var±(f, [a, x]) are
right-continuous and var(f, [a, x]) → 0 as x → 0+. Hint: for instance, check
Gordon [54, Chapter 4, pp. 49–68].
Based on the previous Exercise 7.12, any function with bounded variation
can be written as the difference of two monotone functions, thus, Proposi-
tion 7.15 proves that the derivative f ′ of a bounded variation function f exists
almost everywhere and that f ′ is integrable in (a, b).
As it is known, the Cantor-Lebesgue function (see Exercise 2.25) is an ex-
ample of an increasing continuous f satisfying f(1) = 1, f(0) = 0, and with
derivative f ′(x) = 0, almost every x in (0, 1). On the other hand, a function f
on [a, b] is called absolutely continuous, if for any ε > 0 there exists δ > 0 such
that
n∑
i=1
|f(bi)− f(ai)| < ε if
n∑
i=1
(bi − ai) < δ, ai+1 ≥ bi > ai, n ≥ 1.
Also, a function f with bounded variation and such that f ′(x) = 0, for almost
every x in [a, b], is said to be singular function on (a, b). We can show that
1.- An absolutely continuous function is continuous and has bounded variation;
2.- If f is both absolutely continuous and singular on [a, b] then f is constant
in [a, b];
3.- A function f is absolutely continuous on [a, b] if and only if f ′ exists almost
everywhere, f ′ is integrable on [a, b] and∫ x
a
f ′(x)dx = f(x)− f(a), ∀x ∈ [a, b];
4.- If f is a function of bounded variation on [a, b] then the function
g(x) = f(x)−
∫ x
a
f ′(y) dy, ∀x ∈ [a, b]
is singular;
5.- If f is an absolutely continuous function then
var(f, [a, b]) =
∫ b
a
|f ′(x)|dx and var±(f, [a, b]) =
∫ b
a
(
f ′(x)
)±
dx,
are the total, positive and negative variations;
6.- If f is (a) continuous on [a, b], (b) f ′ exists almost everywhere, (c) f ′ is
integrable, and (d) f maps mull sets (i.e., set of Lebesgue measure zero) into
null sets, then f is an absolutely continuous function on [a, b];
7.- If f is Lipschitz continuous on [a, b], i.e., there exists a constant M > 0
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such that |f(x)− f(y)| ≤M |x− y|, for every x, y in [a, b], then f is absolutely
continuous on [a, b].
Remark that Assertion 3 above can be regarded as a Lebesgue version of the
Fundamental Theorem of Calculus, e.g., see Ovchinnikov [89, Sections 4.4-5,
114–128] or Rana [92, Section 6.3, pp. 191–207].
• Remark 7.20. A non-negative finitely additive set function ν defined on an
algebra A (of subsets of Ω) is called purely finitely additive if for any (σ-additive)
pre-measure µ satisfying 0 ≤ µ ≤ ν on A follows µ = 0. The so-called Hewitt-
Yosida Theorem affirms that any finitely additive set function ν (defined on an
algebra) can be decomposed in a unique sum ν = νσ+νp of a σ-additive measure
νσ and a purely finitely additive set function νp. A typical example of a purely
finitely additive set function is νc defined on the algebra A ⊂ 2[0,1), generated
by the semi-ring (or semi-algebra) S of all the subsets [a, b) with 0 ≤ a < b ≤
1, by A 7→ λc(A), where λc(A) = 1, whenever there exists ε > 0 such that
[c − ε, t) ⊂ A and λc(A) = 0, otherwise. To check this, note that µ ≤ νc then
µ([c, 1)) ≤ νc([c, 1)) = 1 and also µ([a, c−ε)) = 0 whenever 0 ≤ a < c−ε; which
implies that µ([0, c/2) = 0 and µ([c(2k − 1)/(2k), c(2k + 1)/(2k + 2)) = 0, for
any k = 1, 2, . . . , and therefore, if µ is σ-additive then µ([0, t)) = 0. Moreover,
it can be proved that any finitely additive set function ν defined on the algebra
A and having only values in {0, 1} has the form νc above or δc (the Dirac
measure), for some point c in [0, 1). Actually, it can also be proved that any
purely finitely additive set function ν has the form ν =
∑
i=1 aiνci , for some
sequences {ci} ⊂ [0, 1) and {ai} ⊂ [0,∞) with
∑
i ai < ∞. For full details, the
reader may consult the book Swartz [113, Sections 2.4–2.6, pp. 41–61].
Exercise 7.13. If f is a function Lebesgue integrable in (0, a), with a > 0 and
g(x) =
∫ a
x
f(t)
t
dt, ∀x ∈ (0, a),
then g is Lebesgue integrable in (0, a). When the equality∫ a
0
g(x)dx =
∫ a
0
f(x)dx
is valid?
Exercise 7.14. If f and g are two absolutely continuous functions on [a, b] then
prove that the following integration-by-parts formula∫ b
a
f ′(x)g(x)dx+
∫ b
a
f(x)g′(x)dx = f(b)g(b)− f(a)g(b)
is meaningful and correct.
Exercise 7.15. Let f be a right-continuous increasing function and mf be
its corresponding Lebesgue-Stieltjes measure on R. First prove that (a) the
function f is absolutely continuous if and only if the measure mf is absolutely
continuous with respect to the Lebesgue measure `. Next, (b) extend these
results to functions with bounded variation.
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Exercise 7.16. Let f be a monotone increasing function on [0,∞), and denote
by f(a−) and f(b+), a > 0, the lateral limits from the left and from the right.
Verify (1) that f(x+) = f(x−) for any x except for a countable number of
points, and that the functions x 7→ f−(x) = f(x−) with f−(0) = 0 and x 7→
f+(x) = f(x+) with f+(0) = f(0) are monotone increasing functions, f+ is
continuous from the right and f− is continuous from the left. Prove (2) that
f− ≤ f ≤ f+ and if
fl(0) = 0 and fl(x) =
∑
0≤y<x
(
f+(y)− f(y)
) ∀x > 0,
f¯r(0) = f(0) and f¯r =
∑
0≤y≤x
(
f(y)− f−(y)
) ∀x > 0,
then show that fl and f¯l = f − f¯r are continuous from the left and fr =
f −fl and f¯r are continuous from the right, and all four functions are monotone
increasing.
Exercise 7.17. A function f has no discontinuities of the second class at a
point x of R if the limits from the left and from the right exists and are finite
whenever they are defined (e.g., if a point x is isolated from the left then the
limit from the left can not be defined). Show that a function f defined on a
compact subset D of R has no discontinuities of the second class if and only if
there exists a sequence {fk} of piecewise functions defined on R such that fk
converges to f uniformly on D. Question: A uniform limit of a function with
no discontinuities of the second class is again a function with no discontinuities
of the second class?
Certainly, if f is a function of bounded variation in [a, b] then f defines a
measure µf on [a, b], which is absolutely continuous (or singular) with respect
to the Lebesgue measure if and only if f is absolutely continuous (or singular)
in [a, b].
The previous results can be used with convex functions. Indeed, if f is
convex in (a, b) then
f(x2)− f(x1)
x2 − x1 ≥
f(x)− f(x1)
x− x1 ∀a < x1 < x < x2 < b,
which implies that the lateral derivatives of f exist at each point and D+f =
D+f and D
−f = D−f are monotone increasing (right or left continuous) func-
tions (and so, f ′ can only be discontinuous at a countable number of points),
and the estimate
D+f(y) ≤ f(x)− f(y)
x− y ≤ D
−f(x), ∀a < y < x < b.
holds. Thus, the second derivative f ′′ exists almost everywhere and f ′′(x) ≥
0. However, the measure associated with the derivative (i.e., associated with
x 7→ f ′(x+), the right-hand limit) is not necessarily absolutely continuous with
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respect to the Lebesgue measure, and then, the condition f ′′(x) ≥ 0 almost
everywhere becomes a sufficient condition for convexity only if f ′ is absolutely
continuous, e.g., if g is a primitive of the Cantor-Lebesgue function then g is
not a linear function (i.e., convex and concave at the same time) and g′′ = 0
almost everywhere.
• Remark 7.21. If f is a real-valued continuously differentiable function on an
open interval I then the function g : x 7→ |f(x)| has lateral derivatives (i.e., from
the right g′+ and from the left g
′
−) and −|f ′| ≤ g′− ≤ g′+ ≤ |f ′| in I. Indeed, the
chain rule shows that the function g is differentiable at any x0 where f(x0) 6= 0,
and g′(x0) = f ′(x0) if f(x0) > 0 or g′(x0) = −f ′(x0) if f(x0) < 0. Thus to
calculate the right-hand derivative at any x0 with g(x0) = f(x0) = 0 write
g(x)− g(x0)
x− x0 =
∣∣∣f(x)− f(x0)
x− x0
∣∣∣, x > x0,
to get g′+(x0) = |f ′(x0)|, and similarly for the left-hand derivative g′−(x0) =
−|f ′(x0)|. Actually, an analogous argument can be used when the absolute value
is replaced by a convex function Φ. Indeed, if f ′(x0) 6= 0 then f is either increas-
ing or decreasing at x0 and the limit of ratio [Φ(f(x0 +h))−Φ(f(x0))]/[f(x0 +
h)−f(x0)] exists, i.e., g′+(x0) = Φ′+(f(x0))f ′(x0) and g′−(x0) = Φ′−(f(x0))f ′(x0)
if f ′(x0) > 0, while g′+(x0) = Φ
′
−(f(x0))f
′(x0) and g′−(x0) = Φ
′
+(f(x0))f
′(x0) if
f ′(x0) < 0. If f ′(x0) = 0 then g′(x0) = 0, because the ratio of Φ is bounded.
Exercise 7.18. Complete the details on the above statements on convex func-
tions, in particular, show that if f is convex in (a, b), i.e., f
(
tx + (1 − t)y) ≤
tf(x) + (1 − t)f(y), for every x, y in (a, b) and t in [0, 1], then (1) f is neces-
sarily continuous on (a, b), (2) the left-hand derivative f ′+(t) = limh→0+ [f(t +
h)− f(t)]/h exists and is right-continuous and increasing at any t, and (3) f is
absolutely continuous and the derivative f ′ is continuous on the complement
of a countable set of points. Moreover, (4) show that any slope m = mx
satisfying f ′−(x) ≤ m ≤ f ′+(x) provides a supporting line x in (a, b), i.e.,
f(y) ≥ f(x) + m(y − x) for every y in (a, b). Finally, consider a function
f defined only on the dyadic points of (a, b), i.e., for x = a + k2−n(b − a),
k = 1, . . . , n − 1, n = 1, 2, . . ., such that 2f((x + y)/2) ≤ f(x) + f(y) for any
dyadic point x and y and prove that (5) f can be uniquely extended to a convex
function defined on the whole interval (a, b).
Exercise 7.19. Prove Jensen’s inequality, i.e., if Φ: R→ R is a convex function
and ψ is a real-valued integrable function in a probability space (Ω,F , P ) then
Φ
(∫
Ω
ψ(ω)P (dω)
)
≤
∫
Ω
Φ(ψ(ω))P (dω).
What can be said when φ is not necessarily integrable? In particular, deduce
that if f and k are real-valued measurable functions on a measure space (X,X , µ)
such fk is integrable and k ≥ 0 is a kernel (i.e., an integrable function with
integral equals to 1) then
Φ
(∫
X
fk dµ
)
≤
∫
X
Φ(f)k dµ,
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provided k ≥ 0 is a kernel, i.e., with integral equal to 1. Hint: verify first
that because Φ is convex then for every t0 there exists a slope α(t0) such that
Φ(t) ≥ Φ(t0) + α(t0)(t− t0), for every t in R.
Exercise 7.20. Use Proposition 7.15 to prove that (a) if {fk} is a sequence
of monotone increasing functions defined on the interval [a, b] such that the
numerical series g(x) =
∑
k fk(x) converges for every x in [a, b] then we have
g′(x) =
∑
k f
′
k(x), for almost every x in [a, b]. Next, show that (b) the derivative
of the variation satisfies V ′f (x) = |f ′(x)|, for almost every x in (a, b).
Exercise 7.21. Prove, as much as possible, the above claims 1,. . . ,7, and then
check the references below for full details.
For a more comprehensive study, the reader to check the first three chapters
of the book Leoni [75, Chapters 2 and 3, pp. 3–113] regarding monotone,
bounded variation and absolutely continuous functions. In particular, the reader
should note the concept of functions of bounded variation may take various
forms.
A (right-continuous) function α : R → R is said to be of finite variation
if α has bounded variation on any bounded interval, or equivalently, it can be
expressed as the different of two (right-continuous) monotone increasing func-
tions, α = α1 − α2 where αi : R → R is a (right-continuous) non-decreasing
function, for i = 1, 2. In this case, the integral∫
]a,b]
f(s) dα(s) =
∫
]a,b]
f(s) dαi(s)−
∫
]a,b]
f(s) dα2(s),
for any bounded Borel function f, actually, dα is the (unique) Lebesgue-Stieltjes
signed-measure associated with α.
Exercise 7.22. Prove the integration by part formula, namely, if α and β are
two right-continuous function of finite variation then∫
]a,b]
β(s) dα(s) +
∫
]a,b]
α−(s) dβ(s) = α(b)β(b)− α(a)β(a),
for every real numbers b > a and where α−(s) = α(s−) is the left-continuous
version obtained from α.
The following result is called Kunita-Watanabe inequality
Exercise 7.23. Let α be a right-continuous function of finite variation on
[0,+∞[ and let a and b be two non-decreasing right-continuous functions on
[0,+∞[. If
|α(t)− α(s)| ≤
√
a(t)− a(s)
√
b(t)− b(s), ∀t > s ≥ 0,
then for any Borel functions f and g on R we have∫
[0,+∞[
|f(s)| |g(s)| |dα(s)| ≤
≤
(∫
[0,+∞[
|f(s)|2 da(s)
)1/2(∫
[0,+∞[
|g(s)|2 db(s)
)1/2
,
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where |dα(t)| = var(α, [0, t]) is the variation function associated with α. Hint: If
v(t) = r2a(t) + 2rα(t) + b(t) then consider the quadratic form r 7→ [v(t)− v(s)]
to deduce that the Radon-Nikodym derivatives dν/dµ = r2a′(t)+2rα′(t)+b′(t)
is nonnegative, where dµ is the Lebesgue-Stieltjes measure associated with the
function µ(t) = var(α, [0, t]) + a(t) + b(t). Hence, the inequality |α′| ≤ √a′b′
and Ho¨lder inequality (for the case p = q = 2, i.e., Cauchy inequality) complete
the argument.
For more details on this section, the reader may consult other books, e.g., Fol-
land [45, Chapter 3, pp. 85–111], Gordon [54, Chapter 4, pp. 49–68], Jones [65,
Chapter 16, pp. 511–580], Leoni [75, Part I, pp. 3–228], Riesz and Nagy [94,
Chapters I and II, pp. 3–104] and Wheeden and Zygmund [119, Chapter 7,
pp. 98–124]. Perhaps the reader may take a look at Pugh [91, Chapter 6, pp
363–417] for historic-type context.
For one variable, we may define first sets of measure zero (eventually cover
some rudiments of measure theory in R) and then introduce the Lebesgue in-
tegral as the antiderivative, by means of Proposition 7.15 and a short version
of Fubini for series of functions. For instance, a Lebesgue primitive of a given
an almost everywhere defined function f : R → [0,∞), is an increasing and
bounded below function F : R → R such that F ′ = f almost everywhere, e.g.,
see Bridges [19, Chapter I.2, pp. 79–122]. Also, see Dshalalow [36, Chapter 9,
pp. 517–550] and Taylor [114, Chapter 9, pp. 379–422].
7.5 Lebesgue Spaces
Perhaps the most typical measures are the Lebesgue measure in Rd and the
counting measure in N, with the corresponding Lp = Lp(Rd) space of Lebesgue
almost everywhere measurable real-valued functions with norm
‖f‖p =
∫
Rd
|f(x)|pdx <∞
and `p = `p(R) space of real-valued (or complex-valued or Rd-valued) sequences
x = {xn} such that
‖a‖p = ‖{an}‖p =
∞∑
n=1
|an|p <∞,
with 1 ≤ p < ∞. Also L∞ = Lp(Rd) is the space of all Lebesgue essentially
bounded (i.e., almost everywhere measurable and bounded outside of a negligible
set) real-valued functions, namely
‖f‖∞ = inf
{
C > 0 : |f(x)| ≤ C, a.e.},
where the infimum is ∞ if the function is not bounded outside a negligible set.
Similarly, `∞ = `∞(Rd) is the space of all bounded real-valued sequences with
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the norm
‖a‖∞ = ‖{an}‖∞ = sup
{|an| : n ≥ 1}.
Certainly, we have the spaces Lp(A) for any measurable non-negligible subset
A ⊂ Rd (of particular interest is the case when A = Ω an open set), Lp(Rd;C)
or Lp(Rd;Rn) (functions with complex values or with values in Rn), `p(R) or
`p(C) (sequences with complex values or with values in Rn, n ≥ 1). Moreover,
we may use `p(Z;R) the space of all double-sided sequence {an : n ∈ Z}, with
Z = {0,±1, . . .} the integers numbers. Actually, we may replace Z by any
countable set, or even any set of indexes I, where real-valued “sequences” means
functions a : I → R with countable support, i.e., such that {i ∈ I : ai 6= 0} is
finite or countable.
As we have seen, these are Banach spaces, which are separable if 1 ≤ p <∞.
If A have a finite measure then Lp(A) ⊂ Lq(A) for any 1 ≤ p < q ≤ ∞,
and on the contrary, `q ⊂ `p. In general, Lp ∩ Lq is a subspace of Lr for any
1 ≤ p ≤ r ≤ q ≤ ∞.
Recall the convolution defined on Rd by the expression
(f ? g)(x) =
∫
Rd
f(x− y) g(y) dy =
∫
Rd
f(y) g(x− y) dy, (7.8)
which is defined almost everywhere for any f (or g) in L1 and g (or f) in L∞. To
define the convolution we use the topological group structure (Rd,+). In general,
if (Ω,+) is a locally compact (abelian) group then a translation-invariant Radon
measure on Ω is called a Haar measure, and there is one and only one (up to
a multiplicative constant) Haar measure, e.g. see Folland [45, Section 11.1, pp.
339–348] or Cohn [28, Chapter 9, pp. 297-327]. For instance, the Lebesgue
measure is a Haar measure on (Rd,+) with the Euclidean topology and the
counting measure is a Haar measure on (Z,+) or (Rd,+) with the discrete
topology. Thus,
(a ? b)n =
∑
k
an−k bk =
∑
k
ak bn−k (7.9)
is a discrete version of (7.8). We are more interested in the continuous case.
If f and g have support in Rd+ = [0,∞)d, then we have
(f ? g)(x) =
∫
(0,x)
f(x− y) g(y) dy =
∫
(0,x)
f(y) g(x− y) dy,
where (0, x) = (0, x1) × · · · × (0, xd) is a bounded d-dimensional interval, and
so, with finite measure, i.e., the convolution can be considered in L1loc.
Proposition 7.22 (Young Inequality). If f belongs to Lp(Rd) and g belongs to
Lq(Rd) then f ? g belongs to Lr(Rd) and
‖f ? g‖r ≤ ‖f‖p ‖g‖q,
provided 1 ≤ p, q, r ≤ ∞ and 1/p+ 1/q − 1/r = 1.
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Proof. We integrate in y the expression
|f(x− y)g(y)| = (|f(x− y)|p/r|g(y)|q/r)×
× (|f(x− y)|p(1/p−1/r))× (|g(y)|q(1/q−1/r))
and we apply Ho¨lder inequality as in Remark 4.29 with the exponents r, p1 and
q1 satisfying 1/p1 = 1/p− 1/r and 1/q1 = 1/q − 1/r, to obtain
|(f ? g)(x)|r ≤ ((|f |p ? |g|q)(x))(‖f‖r−pp )(‖g‖r−qq ).
Hence, integrating in x we deduce
‖f ? g‖rr ≤ ‖f‖pp ‖g‖qq ‖f‖r−pp ‖g‖r−qq = ‖f‖rp ‖g‖rq,
i.e., the desired estimate, for p, q, r finite.
Analogously, we treat the limiting cases when some of the exponents are
infinite.
Most of the properties proved in Section 7.1 valid for L1 can be extended to
Lp, with 1 ≤ p <∞.
(a) The translation is continuous in Lp(Rd), i.e., if τaf(·) = f(· + a) then
‖τaf − f‖p → 0 as a → 0, for every f in Lp. Indeed, we argue similar to
Proposition 7.3.
(b) The space C00 of all continuous functions on Rd with compact support
is dense in Lp, i.e., for every ε > 0 and f in Lp(Rd) there exists gε in C00 (Rd)
such that ‖f − gε‖p < ε. Indeed, essentially the same arguments as those of
Proposition 7.2.
(c) The kernel convolution converges in Lp, i.e., with the notation of Corol-
lary 7.6, ‖f ? kε− f‖p → 0 as ε→ 0, for every f in Lp. Indeed, we apply Ho¨lder
inequality to the right-hand term of
|(f ? kε)(x)− f(x)| ≤
∫
Rd
(|f(x− y)− f(x)| |kε(y)|1/p)(|kε(y)|1/q)dy,
with 1/p+ 1/q = 1, and we integrate in dx to obtain
‖f ? kε − f‖pp ≤ ‖kε‖p/q1
∫
Rd
dx
∫
Rd
|f(x− y)− f(x)|p |kε(y)|dy.
Exchanging the order of integration, and splitting the integral in dy into the
regions {|y| < δ} and {|y| ≥ δ} we have
‖f ? kε − f‖pp ≤ ‖k‖p/q1
[ ∫
{|y|<δ}
φ(y) |kε(y)|dy +
∫
{|y|≥δ}
φ(y) |kε(y)|dy
]
,
where
φ(y) =
∫
Rd
|f(x− y)− f(x)|p dx.
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The continuity of the translation (a) shows that φ(y) → 0 as |y| → 0, and so,
for every ε1 > 0 there exists δ > 0 such that∫
{|y|<δ}
φ(y) |kε(y)|dy ≤ ε1
∫
{|y|<δ}
|kε(y)|dy ≤ ε1‖k‖1 ≤ ε1.
Since φ is bounded, i.e., ‖φ(y)‖∞ ≤
(
2‖f‖p
)p
, we obtain∫
{|y|≥δ}
φ(y) |kε(y)|dy =
∫
{|y|≥δ/ε}
φ(εy)|k(y)|dy ≤
≤ (2‖f‖p)p ∫
{|y|≥δ/ε}
|k(y)|dy,
where the right-hand side tends to 0 as ε → 0. This proves that f ? kε → f in
Lp, as ε→ 0.
Based on these properties we have
Proposition 7.23. Let Ω be an open subset of Rd and C∞0 (Ω) be the space of
all real-valued functions having derivatives of any order and compact supports.
Then C∞0 (Ω) is dense in L
p(Ω), for any 1 ≤ p <∞.
Proof. We may apply directly Proposition 7.7, or we could use the following
argument.
It is clear that we can find a sequence {Ωn : n ≥ 1} of open sets with compact
closure satisfying
Ωn ⊂ Ωn+1 ⊂ Ωn+1 ⊂ Ω, ∀n and
⋃
n Ωn =
⋃
n Ωn = Ω.
By means of the dominate convergence we check that∫
Ω
|1Ωn(x)f(x)− f(x)|pdx→ 0,
i.e., ‖1Ωnf−f‖p → 0 as n→∞. Hence, we are reduced to approximate functions
with compact supports.
Therefore, let f be a function in Lp(Ω) which vanishes outside of some
compact set K = Kf ⊂ Ω. It is then clear that there exists a continuous
function k with compact support inside Ω such that k = 1 on K and 0 ≤ k ≤ 1
on Ω. Now, as in Proposition 7.2, for every ε > 0 there exists a continuous
function gε with compact support such that∫
Rd
|1K(x)f(x)− gε(x)|pdx < ε,
which implies that ‖f − kgε‖p < ε. Actually, by means of a convolution with a
smooth kernel, we can choose kgε in C
∞
0 (Ω).
Proposition 7.24. If 1 ≤ p < ∞ and A is a measurable subset of Rd then
Lp(A) is separable Banach space.
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Proof. It is clear that only the case A = Rd needs consideration. Indeed, for any
function in Lp(A) can be extended by zero to be obtain an element in Lp(Rd)
and backward, any function f in Lp(Rd) becomes a function in Lp(A) by setting
g = 1Af, which is a continuous linear transformation.
There are several ways to check that Lp = Lp(Rd) is separable. For instance,
we may consider functions of the form p(x)1B where p are polynomials with
rational coefficients and B are closed balls centered at the origin of radius 1/n,
for n = 1, 2, . . . .
Alternatively, we may consider simple functions of the form
∑n
j=1 aj1Aj ,
where ai are rational numbers and {Aj} are disjoint d-intervals with rational
extremes, i.e., of the form
∏d
i=1]αi, βi], with αi and βi rational numbers. It is
clear that any simple function can be approximate in the Lp-norm with simple
functions of the above form.
• Remark 7.25. It is clear some of the arguments used in the above Proposi-
tion 7.24 can be applied to any Radon measure (F , µ) in Rd, so that Lp(Rd,F , µ)
is a separable Banach space.
The particular case L2(A) or L2(A;C) is a real or complex separable Hilbert
space with the scalar or inner product
(f, g) =
∫
A
f(x)g(x) dx or (f, g) =
∫
A
f(x)g¯(x) dx,
where g¯ means the complex-conjugate. We denote by ‖ · ‖ = ‖ · ‖2 the corre-
sponding norm.
The following definitions apply to any Hilbert space, but we focus in L2. A
family of functions {ϕi : i ∈ I} is orthogonal if (ϕi, ϕj) = 0 for every i 6= j; it is
orthonormal if also ‖ϕi‖ = 1, for every i; and it is called complete if the only
function orthogonal to any ϕi is the zero, i.e., if (f, ϕi) = 0 for every i implies
f = 0. The (finite) linear combinations of elements in the family is called the
span, and if this family {ϕi : i ∈ I} of functions is orthogonal then it is called
an orthogonal basis if its span is dense in L2. As seen below, for an orthogonal
set, being complete or being a basis is an equivalent concept.
Proposition 7.26. There exists a complete orthonormal basis for L2. More-
over, any orthonormal basis is countable and complete.
Proof. If {ϕi : i ∈ I} is an orthonormal basis then
‖ϕi − ϕj‖2 = (ϕi − ϕj , ϕ¯i − ϕ¯j) = ‖ϕi‖2 + ‖ϕj‖2 = 2,
for any i 6= j. Because L2 is separable, the set of indices I can be at most
countable.
If {ϕi : i ≥ 1} is a orthogonal basis and (f, ϕi) = 0 for every i then (f, ϕ) = 0
for any ϕ linear combination of elements in the basis, and so
‖f‖2 = (f, f¯ − ϕ¯) ≤ ‖f‖ ‖f − ϕ‖.
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Since linear combinations are dense in L2, the quantity ‖f − ϕ‖ can be made
arbitrary small, which implies that f = 0, i.e., {ϕi : i ≥ 1} is complete.
Finally, we apply the Gram-Schmidt procedure to a countable dense set
{φi : i ≥ 1} to obtain an orthonormal family {ϕi : i ≥ 1}, which is a basis
by construction. Thus, we get a complete orthonormal family or system or
basis.
It is clear that we have proved that any separable Hilbert space has a (count-
able) complete orthonormal basis {ϕi : i ≥ 1}.
Exercise 7.24. With the Lebesgue measure on ]0,+∞[, consider the Haar-type
functions fi(s) = 12i−1<2s≤2i − 12(i−1)<2s≤2i−1 and fi,n(s) = 2−n/2fi(s2n), for
i = 1, . . . , 4n, n ≥ 0. First, show that if n ≥ m then fi,nfj,m = 0 except for i
within (j−1)2n−m+1 and j2n−m. Secondly, show that {fi,n} is an orthonormal
system in L2(]0,∞[). Thirdly, prove that {fi,n} can be completed to be a basis by
adding the functions f˜i(s) = f˜i,0(s) = 1(i−1)<s≤i, for i = 1, 2 . . . , for instance,
show that 1/2{f˜i,0} ± 1/2{fi,0} yields {f˜i,1(s) = 1i−1<2s≤i}, and 1/2{f˜i,1} ±
1/2{fi,1} yields {f˜i,2(s) = 1i−1<4s≤i−1} and so on. Finally, discuss a similar
construction on L2(]a, b[), for b > a.
Recall that `2(R) or `2(C) is the space of all real-valued or complex-valued
sequences a = {ai : i ≥ 1} such that ‖a‖2 =
(∑
i≥1 |ai|2
)1/2
is finite, which is a
separable Hilbert space with the scalar or inner product (a, b) =
∑
i≥1 aib¯i.
Proposition 7.27. Let {ei : i ≥ 1} be a complete orthonormal basis in a
separable Hilbert space H, e.g., H = L2, with norm ‖ · ‖ and inner product
(·, ·). Then for any given element h in H the series hn =
∑n
i=1(h, e¯i)ei, n ≥ 1,
converges to h and Parseval’s formula
‖h‖2 =
∞∑
i=1
|(h, ei)|2, ∀h ∈ H,
holds. Moreover, the mapping T : H → `2 defined by T (h) = {(h, e¯i) : i ≥ 1} is
a linear isometry.
Proof. By means of the linearity of the inner product we have
‖hn − hm‖2 =
n∑
i=m+1
|(h, ei)|2 and ‖h− hn‖2 = ‖f‖2 −
n∑
i=1
|(h, ei)|2,
which proves that the sequence of partial sum {hn : n ≥ 1} is convergent to
some function g in L2. Since h−g is orthogonal to any ei, we deduce that h = g,
‖hn − h‖ → 0 and Parseval’s formula holds.
It is clear that T is linear and that T−1(a) =
∑
i≥1 aiei. Also, the parallelo-
gram identity ‖h+ g‖2 + ‖h− g‖2 = 2[(h, g¯) + (g, h¯) shows that
(T (h), T (g)) =
∑
i≥1
(h, ei)(g, ei), ∀h, g ∈ H,
i.e., T preserves the inner product.
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• Remark 7.28. Based on the Proposition 4.32 and Corollary 6.14, we deduce
that the dual space of Lp(Ω,F , µ) with 1 ≤ p <∞ (i.e., the space of continuous
linear functional on Lp) is isomorphic to Lq(Ω,F , µ) with 1/p+ 1/q = 1.
Perhaps the reader may want to take a look at the book Lieb and Loss [77,
Chapters 1 and 2, pp. 1–77] for a concrete review on the previous material.
Also, plenty of exercises can be found in the book by Gelbaum [49].
7.6 Trigonometric Series
Now we take a closed look at the Hilbert space L2(] − pi, pi[) = L2(] − pi, pi[,C)
with the Lebesgue measure and complex-valued functions.
The sequence eikx, k = 0,±1,±2, . . . is typical orthogonal system in L2(]−
pi, pi[), i.e.,∫ pi
−pi
eikxei`xdx = 0, if k 6= `, and
∫ pi
−pi
|eikx|2dx = 2pi, ∀k,
where the · means the conjugate of a complex number, namely, ei`x = e−i`x.
Note that there is not change if the open interval (−pi, pi) is replaced by (a, a+
2pi), or in general, a change of scale (i.e., x = y/r) transforms L2(]− pi, pi[) into
L2(]a, b[), for any arbitrary nonempty open interval (a, b) and even adapt the
notation to a multidimensional situation.
The Fourier coefficients and the complex-valued trigonometric series
ck =
1
2pi
∫ pi
−pi
f(x)eikxdx and f ∼
+∞∑
k=−∞
cke
ikx (7.10)
are defined for a given complex-valued function f in L1(] − pi, pi[), note that
the series has a double summation, i.e., k ranging over the integer numbers.
By looking at the real and the imaginary parts independent, the expressions
(eikx + e−ikx)/2 and (eikx − e−ikx)/(2i) yield
1
2
, cosx, sinx, . . . , cos kx, sin kx, . . . ,
which is an equivalent real-valued orthogonal system. Thus, the (real) Fourier
coefficients and the trigonometric series
ak =
1
pi
∫ pi
−pi
f(x) cos kx dx and bk =
1
pi
∫ pi
−pi
f(x) sin kx dx,
a0 = 2c0, ak = ck + c−k, bk = i(ck − c−k), 2ck = ak + ibk,
and f ∼ a0
2
+
∞∑
k=1
(ak cos kx+ bk sin kx),
(7.11)
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can be used with real-valued functions, to avoid the used of complex numbers.
It should be clear that
n∑
k=−n
cke
ikx =
a0
2
+
n∑
k=1
(ak cos kx+ bk sin kx).
Usually, the complex values ck[f ], and the real values ak[f ] and bk[f ]), given
by (7.10) and (7.11), are called the Fourier (cosine and sine) coefficients of
the function f . In both cases, the terms of the Fourier series are harmonic
oscillations, and its study is referred to as harmonic analysis.
All these Fourier series are called trigonometric series, a partial sum is called
a trigonometric polynomial. If a partial sum
∑n
k=1 cke
ikx of order n is multiplied
by einx and regarded as a power polynomial p(z) =
∑n
k=1 cke
i(k+n)x in the
variable z = eix of degree at most 2n, then it must have no more than 2n zeros.
Therefore, a partial sum of order n with more than 2n zeros within the interval
(−pi, pi] must vanish.
If the function f is symmetric (or even) then all sine coefficients vanishes, i.e.,
bk[f ] = 0, for instance, a particular choice of f(x) = 1 for x in (−r, r) ⊂ (−pi, pi)
yields
1(−r,r) ∼ 2r
pi
{1
2
+
∞∑
k=1
sin kr
kr
cos kx
}
=
r
pi
{
1 +
+∞∑
k=−∞
sin kr
kr
eikx
}
.
Similarly, if the f is antisymmetric (odd) then its Fourier series is a cosine series,
i.e., ak[f ] = 0, for instance, a particular choice of f(x) = x for any x in (−pi, pi)
yields
x ∼
∞∑
k=1
(−1)k+1
k
sin kx =
1
2
∞∑
|k|=1
(−1)k+1
k
eikx,
i.e., the summation on the last series ranges over all nonzero integers. It should
be clear that the trigonometric series associated with a function f defined on
(−pi, pi) produces may or may not be convergent, but if it converges then the
series yields a 2pi-periodic function defined on R. In this sense, a 2pi-periodic
function f defined on R could be used as our initial function f defined on
(−pi, pi), and conversely.
Proposition 7.29. If f is an absolutely continuous function on [−pi, pi] with
f(−pi) = f(pi) then the termwise differentiation of the trigonometric series as-
sociated to f is the trigonometric series associated with f ′. Moreover, if g is an
integrable function defined on (−pi, pi) and G satisfies G′ = g almost everywhere
in (−pi, pi) then the function x 7→ F (x) = G(x)− c0[g]x is absolutely continuous
on [−pi, pi] and F (−pi) = F (pi).
Proof. First, note that the condition f(−pi) = f(pi) allows us to extend the
definition of f to the whole real line R as a periodic absolutely continuous
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function, and its derivative, f ′, is also a periodic function almost everywhere
defined on R. Similarly, because of F (−pi) = F (pi), the function F is a periodic
absolutely continuous function on the real line R, and the first part can be
applied to F to deduce that ck[F ] = ck[g]/(ik) for any k 6= 0.
Since∫ pi
−pi
f ′(x)dx = f(pi)− f(−pi) = 0,
the first Fourier coefficient c0[f
′] = 0. If k 6= 0 then an integration by parts and
the equality eikpi = e−ikpi yield∫ pi
−pi
f ′(x)eikxdx = ik
∫ pi
−pi
f(x)eikxdx,
i.e., ck[f
′] = ikck[f ], which show the validity of the first part of the claim.
Finally, the equality
F (pi)− F (−pi) =
∫ pi
−pi
g(x)dx− c0[g](2pi) = 0
complete the proof.
The orthogonality of the trigonometric system yields Bessel’s inequality
+∞∑
k=−∞
∣∣ck[f ]∣∣2 ≤ 1
2pi
∫ pi
−pi
|f(x)|2dx
as a consequence of Propositions 7.26 and 7.27. Actually, we have
Theorem 7.30. The trigonometric system is complete, i.e., if an integrable
function on (−pi, pi) has all its Fourier coefficients zero then the function is
equal to zero almost everywhere. Moreover, Parseval’s equality
1
2pi
∫ pi
−pi
f(x)g(x) dx =
+∞∑
k=−∞
ck[f ] ck[g], ∀f, g ∈ L2(]− pi, pi[) (7.12)
holds.
Proof. First, assume that f is a real-valued continuous function on [−pi, pi] such
that ck[f ] = 0 for every k. If |f | attains a nonzero maximum value at some
point x∗, i.e., M = f(x∗) > 0, and by continuity, there exists a small interval
Iδ =
(
(x∗−δ)∨ (−pi), (x∗+δ)∧pi)), with δ > 0, such that f(x) > M/2 for every
x in Iδ ∩ [−pi, pi]. The trigonometric polynomial p(x) = 1 + cos(x− x0)− cos δ
satisfies (a) p(x) > 1 for any x in Iδ and (b) |p(x)| ≤ 1 for every x in Icδ =
(−pi, pi)r Iδ. Because all Fourier coefficients vanishes, we must have∫ pi
−pi
f(x)
(
p(x)
)n
dx = 0, ∀n = 1, 2, . . .
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However, (−pi, pi) = Icδ ∪ Iδ, and on the complement Icδ ,∣∣∣ ∫
Icδ
f(x)
(
p(x)
)n
dx
∣∣∣ ≤ 2piM, ∀n,
while setting a = supIδ/2 p(x) > 1 and noting that f(x) ≥ M/2 > 0 for any x
in Iδ ⊃ Iδ/2 we deduce∫
Iδ∩[−pi,pi]
f(x)
(
p(x)
)n
dx ≥
∫
Iδ/2∩[−pi,pi]
f(x)
(
p(x)
)n
dx ≥ M
2
δ
2
an,
All these imply the contradiction∫ pi
−pi
f(x)
(
p(x)
)n
dx→ +∞,
which prove the result under the extra assumption that f is a real-valued con-
tinuous function on [−pi, pi].
If f is a complex-valued continuous function then the condition ck[f ] = 0
for every k implies that ck[f ] = 0 for every k, and then, the previous argument
can be used on the real part and the imaginary part of f .
Finally, if f is only integrable then the the hypothesis that c0[f ] = 0 implies
that
F (x) =
∫ x
−pi
f(y)dy, ∀x ∈ [−pi, pi]
is an absolutely continuous function satisfying F (−pi) = F (pi), to which Propo-
sition 7.29 can be applied to deduce that ck[f ] = ikck[F ], for any k. Thus,
apply all the previous arguments to the function F to obtain ck[F ] = 0 for any
k, which yields the completeness of the trigonometric system.
Parseval’s equality follows from Propositions 7.27 and the relation
<(f, g) = 1
2
[‖f + g‖22 − ‖f‖22 − ‖g‖22]
between the inner product and the norm in L2.
There several consequences of the completeness of the trigonometric system,
for instance, the equality f =
∑+∞
k=−∞ ck[f ]e
ikx almost everywhere for any
function f in L2(]− pi, pi[) implies that if f is continuous and the Fourier series
converges uniformly then the sum of the series must be f . Also, the relation
ck[f ] = ck[f
′]/(ik) and Bessel and Cauchy-Schwarz inequalities imply∑
k
∣∣ck[f ]∣∣ ≤ (∑
k
∣∣ck[f ′]∣∣2)(∑
k
∣∣ik∣∣−2) <∞,
which means that if f is an absolutely continuous function on [−pi, pi] such that
f(−pi) = f(pi) and it derivative f ′ is square-integrable (in particular, if f is
continuously differentiable) then the Fourier series of f converges absolutely
and uniformly to f .
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Theorem 7.31. The Fourier coefficients ck[f ] of any integrable function f on
[−pi, pi] tend to zero as |k| goes to infinite. Hence, also ak[f ]→ 0 and bk[f ]→ 0
as k → ∞. Moreover, if f satisfies f(−pi) = f(pi) and it is Ho¨lder continuous,
i.e.,
|f(x)− f(y)| ≤M |x− y|α, ∀x, y ∈ [−pi, pi]
for some constant M > 0 and 0 < α < 1, then |ck[f ]| kα ≤ Mpiα, for every k.
Furthermore, if f is a bounded variation function on [−pi, pi] then 2pi |ck[f ]| k ≤
[|f(pi)− f(−pi)|+ var(f, [−pi, pi]), for every k
Proof. First, in view of Bessel’s inequality, if f belongs to L2(] − pi, pi[) then
the series with |ck[f ]|2 converges and therefore ck[f ]→ 0 as |k| → ∞. Because
the sequence fn = f1|f |≤n converges to f as n → ∞, in L1(] − pi, pi[), and
|fn|2 ≤ n|f |, for every ε > 0 there exists g in L2(]− pi, pi[) and h with ‖h‖1 < ε
such that f = g + h. Thus ck[f ] = ck[g] + ck[h], with |ck[h]| ≤ ‖h‖1 ≤ ε and
ck[g]→ 0 as |k| → ∞. Hence, lim supk |ck[f ]| ≤ ε, i.e., ck[f ]→ 0 as |k| → ∞.
Actually, an estimate can be obtained. Indeed, if f is extended by periodicity
to the whole real line then, the change of variable x = y + pi/k yields
ck[f ] =
1
2pi
∫ pi
−pi
f(x)eikxdx = − 1
2pi
∫ pi
−pi
f(y + pi/k)eikydy.
Hence, from the semi-sum follows
ck[f ] =
1
4pi
∫ pi
−pi
[
f(x)− f(x+ pi/k)]eikxdx
|ck[f ]| ≤ 1
4pi
∫ pi
−pi
∣∣f(x)− f(x+ pi/k)∣∣dx,
and the continuity of the translation, Proposition 7.3, shows again that ck[f ]→
0 as |k| → ∞, for any integrable function f . Moreover, the expression
w1(f, δ) = sup
|y|≤δ
1
2pi
∫ pi
−pi
∣∣f(x)− f(x+ y)∣∣dx
gives the estimate |ck[f ]| ≤ w1(f, pi/k).
Therefore, if f is Ho¨lder continuous on the interval [−pi.pi+δ] then w1(f, δ) ≤
Mδα, which yields |ck[f ]| ≤Mpiαk−α as desired.
Similarly, if f is a function of bounded variation then
2pi ik ck[f ] =
∫ pi
−pi
f(x)ikeikxdx = f(x)eikx
∣∣∣pi
−pi
−
∫ pi
−pi
eikxdf(x),
which yields
2pi k |ck[f ]| ≤ |f(pi)− f(−pi)|+ var(f, [−pi, pi])
as desired.
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Note that f is absolutely continuous and f(−pi) = f(pi) then the relation
ck[f ] = ck[f
′]/(ik) implies that ck[f ] k → 0 as |k| → ∞.
• Remark 7.32. The above arguments can be adapted to show that
lim
n
∫
R
f(x) sinnxdx = lim
∫
R
f(x) cosnxdx = 0, ∀f ∈ L1(R). (7.13)
Indeed, if f is continuously differentiable with support in [a, b] then an integra-
tion by parts yields∫
R
f(x) sinnxdx = −f(x)cosnx
n
∣∣∣b
a
+
1
n
∫ b
a
f ′(x) cosnxdx,
which proves (7.13). Approximating f by smooth functions the desired result
is obtained.
Exercise 7.25. The Dirichlet kernel of index n is the function Dn(x) = 1/2 +
cosx+ · · ·+ cosnx Prove (1) that Dn(x) = n+ 1/2 if x = 0,±2pi,±4pi, . . ., and
Dn(x) =
[
sin
(
(n+ 1/2)x
)]/[
2 sin(x/2)
]
otherwise, and (2)∫ pi
−pi
Dn(x)dx = pi, ∀n = 0, 1, 2, . . . ,
and (3) if f belongs to L1(]− pi, pi[) then
Sn(f, x) =
1
pi
∫ pi
−pi
f(x± y)Dn(y)dy, ∀n = 0, 1, 2, . . . ,
where either sign + or − can be chosen, and Sn(f, x) is the Fourier sum asso-
ciated with f , i.e., Sn(f, x) = a0[f ]/2 +
∑n
k=1
(
ak[f ] cos kx+ bk[f ] sin kx
)
.
If a function f is continuous on [−pi, pi] and f(−pi) = f(pi) then its Fourier
series may be unbounded at some point. In general, the pointwise convergence
of the Fourier series is a delicate question.
For instance, the interested reader should take a look first at the book Whee-
den and Zygmund [119, Chapter 12, pp. 211–263] and Zaanen [123], and later
at the classic book Zygmund [125].
7.7 Some Complements
Notice: This section is not self-contained (in this book, because more function
analysis is necessary, in particular, a Baire category argument is used), but it
seems to complete well some questions discussed early.
The following theorem is perhaps the most important result relative to the
theory of set functions, and a proof can be found in Dunford and Schwartz [40,
Vol 1, Section III.7, pp. 155–164] or Yosida [122, Section II.2, pp. 70–72]. An
additive set function λ : F → Rd is called µ-continuous if for every ε > 0 there
exists δ > 0 such that for every F ∈ F with µ(F ) < δ we have |λ(F )| < ε, see
Definition 6.2, Remark 6.4 and Definition 6.15.
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Theorem 7.33 (Vitali-Hahn-Saks). Let (Ω,F , µ) be a measure space and {λn}
be a sequence of µ-continuous additive set functions Rd-valued. If the limit
limn λn(A) exists and is finite for every A in F then {λn} is µ-uniformly con-
tinuous, i.e., for every ε > 0 there exists δ > 0 such that for every F in F with
µ(F ) < δ we have supn |λn(F )| < ε.
Proof. First, recall that the set L1(Ω,F , µ) of all real-valued (or complex-valued)
integrable functions is a Banach space and the subset F0(µ) of all functions
integrable functions f = 1F , with F in F is a closed (just use the fact that
from any convergence sequence in L1 we can a convergent subsequence almost
everywhere), but certainly, F0(µ) is not a vector subspace. Thus F0(µ) is a
complete metric space and the space of simple functions (almost measurable
functions taking a finite number of values) S1(Ω,F , µ) is the linear vector space
generated by F0(µ) is a dense subspace in L
1(Ω,F , µ). Moreover, the complete
metric space F0(µ) can be also regarded as the sets in F with finite µ-measure
and identified µ-almost everywhere, where the distance is given by d(A,B) =
µ(A∪BrA∩B). If F(µ) denotes the elements in F with the µ-almost everywhere
equality and the distance d(A,B) = arctan
(
µ(A ∪ B r A ∩ B)), then F(µ) is
also a complete metric space.
Since λn is µ-continuous, we may consider λn as a Rd-valued continuous
function on F (µ). Thus
Fn,ε =
{
A ∈ F(µ) : sup
k≥1
|λn(A)− λn+k(A)| ≤ ε
}
, ∀n ≥ 1, ∀ε > 0,
is a closed subset of F(µ) and because the limit limn λ(A) exists and is finite,
we have the equality F(µ) =
⋃
n Fn,ε, for every ε > 0.
Any complete metric space is a second category set, in particular F(µ) is a
second category set and thus, at least one Fm,ε must has nonempty interior (see
Baire category arguments later on!). Hence, there exists δ > 0 and A0 in F(µ)
such that
d(A,A0) < δ implies sup
k≥1
|λm(A)− λm+k(A)| ≤ ε.
Thus, for any A in F(µ) with µ(A) < δ we take A1 = A∪A0 and A2 = A0rA∩A0
to have A = A1 rA2 and therefore
|λn(A)| ≤ |λm(A)|+ |λm(A)− λn(A)| ≤
≤ |λm(A)|+ |λm(A1)− λn(A1)|+ |λm(A2)− λn(A2)| ≤
≤ |λm(A)|+ 2ε, ∀n ≥ m,
which shows that the sequence {λn} is µ-uniformly continuous.
Corollary 7.34. Let {fn} be a bounded sequence in L1(Ω,F , µ) such that the
limit
In(A) =
∫
A
fn dµ, lim
n
In(A) = I(A), ∀A ∈ F
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exists and is finite. Then I is σ-additive real-valued set function and the finite
measures
A 7→ νn(A) =
∫
A
|fn|dµ, ∀A ∈ F
are uniformly σ-additive, i.e., if Ak ∈ F , Ak ⊂ Ak−1 and
⋂
k Ak = ∅ then
supn νn(Ak)→ 0 as k →∞. Moreover, for every ε > 0 there exists A ∈ F with
µ(A) <∞ such that νn(Ac) < ε.
Proof. Define the finite measure
λ(A) =
∞∑
n=1
2−nλn(A) with λn(A) =
1
‖fn‖1
∫
A
|fn|dµ,
to get that λ(Ak)→ 0 as k →∞.
Since In is λ-continuous and λ is finite, Vitali-Hahn-Saks Theorem 7.33
implies that {In} are uniformly σ-additive and thus, I is σ-additive. Actually,
for every ε > 0 there exists δ > 0 such that λ(E) < δ implies |In(E)| < ε, for
any n. Now, consider
I+n (A) =
∫
A
f+n dµ, I
−
n (A) =
∫
A
f−n dµ, ∀A ∈ F , ∀n.
Since λ(Ak ∩B) ≤ λ(Ak) for every B ∈ F we have In(Ak ∩B) < ε if λ(Ak) < δ,
and in particular for B = 1{fn>0} we deduce I
+
n (Ak) < ε. Similarly, we obtain
I−n (Ak) < ε, and therefore νn(A) = I
+
n (Ak) + I
−
n (Ak) < 2ε if λ(Ak) < δ. Hence,
{νn} are uniformly σ-additive.
Finally, because each fn is integrable, the set E =
⋃
n{fn 6= 0} is σ-finite,
i.e., E =
⋃
k Ek with Ek ⊂ Ek+1, µ(Ek) < ∞ and also νn(Ec) = 0. Therefore
νn(E
c
k) = νn(E r Ek) < ε if λ(E r Ek) < δ, which must hold for k sufficiently
large since
⋂
k(E r Ek) = ∅. Thus, we choose A = Ek to conclude.
Weak Convergence
Comparing with Definition 6.15, we see that the condition on the set A with
finite measure is assured when the sequence {fn} is weakly convergent. Thus,
we make some comments on weak convergence.
Definition 7.35. A sequence {fn} in Lp(Ω,F , µ), 1 ≤ p ≤ ∞, converges weakly
to f if
lim
n
∫
Ω
fn g dµ =
∫
Ω
f g dµ, ∀g ∈ Lq(Ω,F , µ),
where 1/p + 1/q = 1, and with brackets this is written as 〈fn, g〉 → 〈f, g〉,
even sometimes, the notation fn ⇀ f is used. In this context, the convergence
in norm (i.e., when ‖fn − f‖p → 0) is called strong convergence and usually
denoted by fn → f.
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Recall that q = ∞ when p = 1 and that any function (actually equivalence
class) f(x) belonging to the Banach space L∞(Ω,F , µ) includes the condition
of σ-finite non-zero range, i.e., the set {x ∈ Ω : |f(x)| 6= 0} is a countable union
of sets with µ-finite measure. Also note that technically, the weak convergence
defined above for L∞ is actually called weak* convergence, in the general context
of Banach and dual spaces. On the other hand, as expected, by means of Ho¨lder
inequality,
|〈fn − f, g〉| ≤ ‖fn − f‖p ‖g‖q,
we show that weak convergence implies strong convergence.
Proposition 7.36. If {fn} is a sequence in Lp(Ω,F , µ) weakly convergent to
f then
‖f‖p ≤ lim inf
n
‖fn‖p, (7.14)
for any 1 ≤ p ≤ ∞, i.e., the norm ‖ · ‖p is a weakly lower semi-continuous
function.
Proof. Assume first 1 ≤ p < ∞. Since the function g = |f |p/qsign(f) belongs
to Lq, with 1/p + 1/q = 1, we have 〈fn, g〉 → 〈f, g〉 = ‖f‖pp. However, Ho¨lder
inequality implies
|〈fn, g〉| ≤ ‖fn‖p ‖g‖p = ‖fn‖p ‖f‖p/qp
and (7.14) for p <∞.
For p =∞, we may assume that ‖f‖p > 0 and that f vanishes outside of a
set of σ-finite measure, namely,
⋃
k Ωk with Ωk ⊂ Ωk+1 and 0 < µ(Ωk) < ∞.
Thus, for any ε in the interval (0, ‖f‖∞), the set Ωk,ε = {x ∈ Ωk : |f(x)| ≥
‖f‖∞ − ε} must have a positive measure for k sufficiently large. Therefore,
define g = sign(f)1Ωk,ε to have
〈fn, g〉 → 〈f, g〉 ≥ (‖f‖∞ − ε)µ(Ωk,ε).
Again, Ho¨lder inequality yields
|〈fn, g〉| ≤ ‖fn‖p µ(Ωk,ε), with 0 < µ(Ωk,ε) <∞,
and, we deduce
lim inf
n
‖fn‖∞ ≥ ‖f‖∞ − ε,
i.e., (7.14).
• Remark 7.37. Related to Remark 6.23 we have the following result: if fn ⇀ f
weakly in Lp(Ω,F , µ) with 1 < p <∞ and ‖fn‖p → ‖f‖p then ‖fn − f‖p → 0.
as n → ∞. This assertion fails for p = 1 or p = ∞, e.g., see DiBenedetto[32,
Section V.11, pp. 236–238].
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It is clear that Banach-Steinhaus Theorem (or uniformly boundedness prin-
ciple), as seen later on, proves that any weakly convergence sequence is bounded.
The converse (i.e., that a bounded sequence contains a convergent subsequence)
holds true for any dual space of Banach space (Alaoglu’s Theorem, e.g., see
Conway [29, Section V.3 and V.4, pp. 123–137]). The proof is similar to the
one given below, valid for any separable reflexive space (recall that this fails for
L1). On the other hand, a so-called density argument shows that if a bounded
sequence {xn} in a normed space X (say Lp) is such that f(xn) → f(x) for
every f in a dense set D of the dual space X ′ then xn ⇀ x, weakly in X.
• Remark 7.38. Consider the space `p of all sequence x = {xk} with finite sum
‖x‖pp =
∑ |xk|p < ∞, i.e., the space Lp with the discrete measure µ(A) =∑
1k∈A , A ⊂ N. On this space `p with 1 < p <∞, the weak convergence can be
characterized as follows: a sequence x(n) converges weakly to x if and only if (a)
it is bounded, i.e., there exists a constant C such that ‖x(n)‖p ≤ C for every n
and (b) each coordinate converges, i.e., for every k, x
(n)
k → xk as n → ∞, e.g.,
see Bachman and Narici [7, Section 14.1, pp. 231–238].
A σ-algebra F is called µ-separable if the algebra F0 = {F ∈ F : µ(F ) <∞}
is the completion of a countable generated algebra, i.e., there exists a countable
subset Q of F0 such that for any set F in F0 there is a sequence {Fn} in Q
satisfying µ
(
(F r Fn) ∪ (Fn r F )
) → 0. In this case, the space Lq(Ω,F , µ) is
separable for any 1 ≤ q < ∞. Certainly, this includes the case where Ω is a
Polish space (i.e., a separable and complete metrizable space) and µ is a σ-finite
regular Borel measure.
Proposition 7.39. Let F be µ-separable and {fn : n ≥ 1} be a bounded se-
quence in Lp(Ω,F , µ) with 1 < p ≤ ∞. Then there exists a weakly convergent
subsequence {fnk : k ≥ 1}.
Proof. Essentially, this is the Cantor diagonal argument. The conjugate of the
exponent p is q, 1/p + 1/q = 1, with 1 ≤ q < ∞. Thus, let {gi : i ≥ 1} be a
dense sequence in Lq(Ω,F , µ). Since the numerical sequence {〈fn, gi〉 : n ≥ 1}
is bounded for each i, by means of Cantor diagonal procedure, we construct a
subsequence {fnk : k ≥ 1} such that the numerical sequence {〈fnk , gi〉 : n ≥ 1}
is convergent for every i ≥ 1.
Since {gi : i ≥ 1} is dense, for every g in Lq(Ω,F , µ) and for any ε > 0 there
exists gi such that ‖g − gi‖ < ε. Hence the inequality
|〈fnk − fnh , g〉| ≤ |〈fnk − fnh , gi〉|+ ‖g − gi‖ sup
n
{‖fn‖}
shows that the numerical sequence {〈fnk , g〉 : n ≥ 1} converges for every g and
defines a linear functional on Lp(Ω,F , µ). By Riesz representation Theorem 6.5,
there exists f in Lp(Ω,F , µ) such that fnk ⇀ f weakly.
• Remark 7.40. Referring to Vitali-Hahn-Saks Theorem 7.33, we can prove that
a sequence {fn : n ≥ 1} in L1(Ω,F , µ) is weakly compact if and only if it is
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bounded and the integrals
In(A) =
∫
A
fndµ, n ≥ 1,
are uniformly σ-additive, e.g., see Dunford and Schwartz[40, Theorem IV.8.9,
pp. 292–296]. Certainly, if {fn : n ≥ 1} is µ-uniformly integrable (see Def-
inition 6.15 then {In : n ≥ 1} is uniformly σ-additive, see Proposition 6.16.
Hence, form Corollary 7.34 we deduce that sequentially weakly compact in L1
is equivalent to µ-uniformly integrable, i.e., the Dunford-Pettis criterium.
Totally Bounded Sets
Recall that a subset {fi : i ∈ I} of a metric space (X,d) is totally bounded if
for every ε > 0 there exists a finite subset of indexes J ⊂ I such that for every
i in I there exists j in J satisfying d(fi, fj) < ε, i.e., any element in {fi : i ∈ I}
is within a distance ε from the finite set {fj : j ∈ J}. Sometimes {fj : j ∈ J}
is called an ε-net relative to {fi : i ∈ I}. It is clear that a Cauchy sequence
is a totally bounded set, and conversely, any totally bounded set contains a
Cauchy sequence. Indeed, based on the existence of ε-nets, we can construct
(by induction) a sequence {fn : n ≥ 1} (of the given totally bounded set) such
that d(fn−1, fn) < 2−n, for any n ≥ 2, which is a Cauchy sequence. In a
metric space, compactness is equivalent to sequentially compactness, and then,
a totally bounded sets is equivalent to pre-compact (i.e., closure compact) set
on a complete metric space, in particular, this also applied to the F -spaces
Lp(Ω,F , µ) with 0 < p < 1 and the distance d(f, g) = ‖f − g‖pp and to the
Banach spaces Lp(Ω,F , µ) with 1 ≤ p ≤ ∞.
The following characterization of pre-compact (or totally bounded) sets in
Lp(Ω) is sometime referred to as Fre´chet-Kolmogorov Theorem, e.g., Yosida [122,
Section X.1, pp. 274–277] and DiBenedetto[32, Section V.22, pp. 260–262].
This applies to Lp(Ω) = Lp(Ω,F , µ), where Ω an open subset of Rd and µ is
the Lebesgue measure. We use the notation
τhf = f(·+ h), ∀h ∈ Rd, h-translations,
‖f‖p,A =
(∫
A
|f(x)|p dx
)1/p
, ∀A ⊂ Rd, measurable,
Ωδ =
{
x ∈ Ω : d(x, ∂Ω) > δ, |x| < 1/δ}, ∀δ > 0,
where d(x, ∂Ω) = inf{|x− y| : y ∈ ∂Ω|} is the distance from the point x to the
boundary ∂Ω of Ω. Also Ωδ denotes the closure of the open set Ωδ.
Theorem 7.41. A uniformly bounded {fi : i ∈ I} subset of functions in Lp(Ω),
with 1 ≤ p <∞ and Ω an open subset of Rd, is pre-compact or totally bounded
if and only if for every ε > 0 there exists δ > 0 such that
‖τhfi − fi‖p,Ωδ ≤ ε and ‖fi‖p,ΩrΩδ ≤ ε, ∀i ∈ I, (7.15)
and for every translation τh with |h| ≤ δ.
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Proof. First note that Ω =
⋃
n Ω1/n and that Ωδ is an open set with a finite
(Lebesgue) measure. Also, the function x 7→ (τhf)(x) is almost everywhere
defined for x ∈ Ωδ and for any |h| ≤ δ. Certainly, the condition that {fi : i ∈ I}
is uniformly bounded in Lp(Ω) means that there exists a constant C > 0 such
that ‖fi‖p ≤ C, for every i in I.
Let k be a smooth kernel as in Section 7.5, i.e., k is a smooth nonnegative
function with support inside the closed unit ball and integral 1, so that kη(x) =
η−dk(x/η), η > 0, is called an η-mollifying kernel. By means of the convolution,
for any η ≤ δ and almost every x in Ωδ we have
|(f ? kη)(x)− f(x)| ≤
∫
|y|≤η
|(τyf)(x)− f(x)|dy,
which yields the estimate
‖f ? kη − f‖p,Ωδ ≤ sup
|h|≤η
‖τhf − f‖p,Ωδ , ∀η ≤ δ, (7.16)
and similarly,
|(f ? kη)(x)| ≤ ‖kη‖q ‖f‖p,Ωδ , ∀x ∈ Ω2δ, ∀η < δ, (7.17)
for any 1 ≤ p ≤ ∞, with 1/p+1/q = 1. Note that ‖kη‖q is unbounded as η → 0,
for any q > 1 or equivalently, 1 ≤ p <∞.
Also, recall the continuity of the translations in L1(Rd) proved in Propo-
sition 7.3, which is easily extended to Lp(Rd) with the tools in Section 7.5.
Therefore, an extension by zero of functions in Lp(Ω) shows that
lim
h→0
‖τhf − f‖p,Ωδ = 0, ∀f ∈ Lp(Ω) (7.18)
and 1 ≤ p <∞.
Suppose {fi : i ∈ I} is a uniformly bounded set in Lp satisfying (7.15).
Then for any ε′ > 0 we will construct an ε′-net, proving that {fi : i ∈ I} is
totally bounded. Indeed, for a fixed small η > 0, consider the family of functions
{fi ?kη : i ∈ I}, as defined on Ω2η, and apply estimate (7.17) to fi and τhfi−fi
to obtain, for every x in Ω2η the inequalities
|(fi ? kη)(x)| ≤ ‖kη‖q ‖fi‖p,Ωη ,
|(τhfi ? kη)(x)− (fi ? kη)(x)| ≤ ‖kη‖q ‖τhfi − fi‖p,Ωη ∀|h| < η.
Together with condition (7.15), this shows that {fi ? kη : i ∈ I} is uniformly
bounded and equi-continuous set of continuous functions on Ω2η. Hence, Arzela-
Ascoli Theorem (see later on) implies that {fi ? kη : i ∈ I} is pre-compact, and
therefore, there exists an ε′′-net of continuous functions defined on Ω2η, which
is denoted by {gj : j ∈ J}, with gj = fj ? kη and J a finite subset of indexes.
Thus, estimate 7.16 yields the inequality
‖fi − fj‖p ≤ ‖fi − fj‖p,ΩrΩδ + ‖fi − gj‖p,Ωδ + ‖fj ? kη − fj‖p,Ωδ ≤
≤ 2 sup
i
‖fi‖p,ΩrΩδ + ‖fi − gj‖p,Ω2η + sup
|h|≤η
‖τhfj − fj‖p,Ωδ ,
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with 0 < η ≤ δ/2. Hence, by means of condition (7.15), we deduce that {fj :
j ∈ J} is an ε′-net for {fi : i ∈ I} with
To prove the converse, suppose that {fi : i ∈ I} is a totaly bounded set in
Lp(Ω), i.e., for every ε′ > 0 there exists an finite set of indexes J such that
{fj : j ∈ J} is an ε′-net, namely,
min
j∈J
‖fi − fj‖p,Ω ≤ ε′, ∀i ∈ I.
This shows that {fi : i ∈ I} is uniformly bounded and that for every i in I there
exists j in J such that
‖fi‖p,ΩrΩδ ≤ ‖fj‖p,ΩrΩδ + ε′, ∀δ > 0
and
‖τhfi − fi‖p,Ωδ ≤ ‖τhfi − τhfj‖p,Ωδ + ‖τhfj − fj‖p,Ωδ+
+ ‖fj − fi‖p,Ωδ ≤ 2ε′ + ‖τhfj − fj‖p,Ωδ , ∀δ > 0.
Because J is finite and the translations are continuous, see property (7.18),
there is δ > 0 such that
max
j∈J
‖fj‖p,ΩrΩδ ≤ ε′ and max
j∈J
‖τhfj − fj‖p,Ωδ ≤ ε′, ∀|h| ≤ δ.
Hence ‖fi‖p,ΩrΩδ ≤ 2ε′ and ‖τhfi − fi‖p,Ωδ ≤ 3ε′, for every i in I. This shows
condition (7.15) with ε = 3ε′.
Since any function in Lp(Ω) can be extended by zero to a function in Lp(Rd),
we can rephrase the previous results in Lp(Rd) as follows:
Proposition 7.42. A family {fi : i ∈ I} of functions in Lp(Rd), with 1 ≤ p <
∞, is totally bounded or pre-compact if and only if (1) there exists a constant
C > 0 such that ‖fi‖p ≤ C, for every i in I; (2) for every ε > 0 there exists
n such that ‖1|·|≥rf(·)‖p ≤ ε for every r > n and for every i in I; and (3) for
every ε > 0 there exists δ > 0 such that ‖τhfi − fi‖p < δ for every |h| < δ and
for every i in I
Proof. Since a totally bounded set is necessarily bounded, this result is a con-
sequence of the previous Theorem 7.41 for Ω = Rd. However, it is worthwhile
to remark some arguments used.
For instance, to verify (2) we get first an ε/2-net {fj : j ∈ J} with J a finite
subset of indexes of I. Because |fj |p is integrable, the dominate convergence
Lebesgue theorem shows that 1|x|≤rfj(x) → fj(x) in Lp for each j and so, for
every ε > 0 there exists r > 0 such that ‖1|·|≥rfj(·)‖p < ε/2 for every j in
J. However, for each i in I there exists j such that ‖fi − fj‖p < ε/2, and we
conclude.
To verify (3), we can compute ‖τhf − f‖p to show that ‖τhf − f‖p → 0 as
h → 0 for every f = 1A where A is a d-interval in Rd. Next, by linearity, this
remains true for any finite valued function f and finally, but density, this holds
true for any function f in Lp.
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• Remark 7.43. It is clear that (7.15) of Theorem 7.41 or Proposition 7.42 can
be restated as follows: for every ε > 0 there exists δ > 0 such that
‖τr,kfi − fi‖p,Ωδ ≤ ε and ‖fi‖p,ΩrΩδ ≤ ε, ∀i ∈ I, (7.19)
and for every one-dimensional translation τr,k with |r| ≤ δ, k = 1, . . . , d, i.e.,
with (
τr,kf
)
(x1, . . . , xk, . . . , xd) = f(x1, . . . , xk + r, . . . , xd).
Indeed, it suffices to note that for any translation τh with h = (h1, . . . , hd) we
have
τhf − f = (τh1,1f1 − f1) + (τh2,2f2 − f2) + · · ·+ (τhd,dfd − fd),
with f1 = f and fk = τhk,kfk−1, for k = 2, . . . , d.
The interested reader may check the textbook by Stein and Shakarchi [110]
for further topics.
Exercise 7.26. If A is a totally bounded set of a normed space (X, ‖ · ‖) then
prove that the convex hull (or convex envelope) co(A) of A (i.e., the smallest
convex set containing A) is also totally bounded. In particular, the closed convex
hull of a compact set of a Banach space is also compact. Hint: Use the following
argument (1) if F ⊂ X is a finite set then the convex hull co(F ) of F is a totally
bounded set. Next, let A be a totally bounded subset of X and let B1 be an
open balls containing the origin. By using the previous result, (2) find a finite
set F such that A ⊂ F +B1 and deduce that co(A) lies inside K +B1 for some
totally bounded set K. Now, take any two open balls B1 and B containing the
origin and satisfying B1 + B1 ⊂ B. Finally, because K is totally bounded, (3)
find another finite E such that co(A) ⊂ (E + B1) + B1 ⊂ E + B, and deduce
that co(A) is indeed totally bounded.
Exercise 7.27. Banach-Saks Theorem states that if {fn} is a weakly conver-
gence sequence to f in Lp(Ω,F , µ), 1 ≤ p <∞ then there exists a subsequence
{fnk} such that the arithmetic means gk = (fn1 +· · ·+fnk)/k strongly converges
to f , i.e., ‖gk − f‖p → 0. Prove this result for a Hilbert space H with scalar
product (·, ·) and norm ‖ · ‖, in particular for p = 2. Hint: First reduce the
problem to the case where f = 0, and ‖fn‖ ≤ 1 for every n ≥ 1. Next, construct
a subsequence satisfying |(fni , fnk=1)| ≤ 1/k, for every i = 1, . . . , k, and deduce
that ‖gk‖2 ≤ 3/k, see Riesz and Nagy [94, Section 38, pp. 80–81.].
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Exercises - Chapter (1)
Measurable Spaces
All exercises are re-listed here, but now, most of them have a (possible) solution.
Certainly, this is not for the first reading. This part is meant to be read
after having struggled (a little) with the exercises. Sometimes, there are many
ways of solving problems, and depending of what was developed “in the theory”,
solving the exercises could have alternative ways. In any way, some exercises
are trivial while other are not simple. It is clear that what we may call “Exer-
cises” in one textbook could be called “Propositions” in others. Most exercises
correspond to Chapters 1,2, 4 and 7, which are the center of the material.
Most of the various references mentioned in previous chapters contain many
exercises, moreover, there are several books dedicated to ‘just exercises’, e.g.,
Gasin´ski and Papageorgiou [48], Yeh [121], among others.
(1.1) Classes of Sets
Exercise 1.1. Prove that the algebra A (ring) generated by a S semi-algebra
(semi-ring) is the class of finite disjoint unions of sets in S, i.e., A ∈ A if and
only if A =
∑n
i=1Ai with Ai ∈ S. Hint: prove first that the class of finite
disjoint union of sets in S is stable under the formation of finite intersections.
Proof. Since S is a semi-ring, the classes F = {∑ni=1Ai : Ai ∈ S} and
{⋃ni=1Ai : Ai ∈ S} are exactly the same. Indeed, define B1 = A1, Bi =
Ai r (A1 ∪ · · · ∪ Ai−1) to get
⋃n
i=1Ai =
∑n
i=1Bi, and each Bi is a disjoint
unions of elements in S. Thus, F is stable under the formation of finite unions.
Now, let us show that the class F is stable under the formation of finite
intersections. Indeed, by means of the set indicator (or characteristic) function,
if F = F1 ∩ F2 and Fj =
∑n(j)
i=1 Ai,j then
1F = 1F11F2 =
( n(1)∑
i=1
1Ai,1
)( n(2)∑
i=1
1Ai,2
)
=
n(1)∑
i=1
n(2)∑
k=1
1Ai,11Ak,2 ,
which shows that F is a finite disjoint union of the sets Ai,1 ∩Ak,2 in S.
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Next, because differences of sets in S can be written as a finite disjoint
union of the sets in S, we conclude that F is also stable under the formation of
differences.
Exercise 1.2. First show that any σ-algebra is a σ-ring and that a σ-ring
is stable under the formation of countable intersections. Next, prove that an
algebra A (a ring R) is a σ-algebra (a σ-ring) if and only if A (R) is stable
under the formation countable increasing unions.
Proof. If A is a (σ-)algebra of subsets of Ω then the equality A r B = A ∩
Ω r B shows that A is also a (σ-)ring. Also from the equalities A = ∪iAi
and ∩iAi = A r ∪i
(
A r Ai
)
we deduce that any σ-ring is stable under the
formation of countable intersections. Since any countable union A =
⋃
i≥0Ai
can be written as the countable increasing union A =
⋃
i≥0Bi, with B0 = A0,
Bi = Bi−1 ∪ Ai, this implies that any A (or ring R), which is stable under the
formation countable increasing unions (or decreasing intersections), is indeed a
σ-algebra (or σ-ring).
Exercise 1.3. Since only countable operations are involved, we can convince
oneself that if K has the cardinality of the continuum (or greater) then σ(K)
preserves its cardinality. Make a formal argument to show the validity of the
previous statement, e.g., see Rama [92, Section 4.5, pp. 110-112] where transfi-
nite induction is used.
Proof. First, construct the class K∗ = {K ∈ 2Ω : either K or Ω rK is in K},
from a given class {∅} ⊂ K ⊂ 2Ω. Next, by induction define the increasing
sequence of classes {An} as follows: A0 = K∗ and An is the class of all finite
unions of sets in A∗n−1. By construction, if A and B belong to An then Ωr A
and A∪B belong to An+1, which prove that A = ∪nAn is an algebra. Moreover,
an algebra B containing K should contain any class An, i.e., A is indeed the
algebra generated by K. This proves that if K is countable then so is the algebra
generated by K.
The same argument can be applied using transfinite induction, i.e., for any
ordinal α we define class Aα of all finite unions of sets in the class
(⋃
β<αAβ
)∗
.
Next, if ω0 denotes the first uncountable ordinal then we show as above that
union
⋃
β<ω0
Aα is the σ-algebra generated by K. Thus again, if K is countable
then so is the σ-algebra generated by K.
Exercise 1.4. A subset D of 2Ω containing the empty set is called a Dynkin
class if D is stable under the formation of complements and countable disjoint
unions. Prove that a Dynkin class D is also a λ-class. How about the converse?
(e.g., see Bauer [9, Section I.2]).
Proof. First, if D is a Dynkin class then Ω ∈ D; and for any A ⊂ B, both in
D, we have B r A = B ∩ Ac = (Bc ∪ A)c, which proves that a Dynkin class is
also stable under the formation of proper differences. Hence, for an increasing
sequence {Ai} in D we have ∪iAi = ∪iBi, with B1 = A1 and Bn = AnrAn−1.
Thus, D is a Dynkin class if and only if D is a λ-class.
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Exercise 1.5. Given a family {Fi,j : i ∈ Ij , j ∈ J} of subsets of Ω, verify the
distributive formula⋃
j∈J
⋂
i∈Ij
Fi,j =
⋂
k∈K
⋃
j∈J
F kj and
⋂
j∈J
⋃
i∈Ij
Fi,j =
⋃
k∈K
⋂
j∈J
F kj ,
where K =
∏
j∈J Ij , i.e., {ij : j ∈ J}, and F kj = Fij ,j . It is clear that if J is
finite and each Ij is countable then K is a countable set, however, if for instance,
Ij = {0, 1} for every j in an infinite set of indexes J then K = {0, 1}J is not a
countable set of indexes.
Proof. First, only one of the two identities should be proved, the other follows
by means of formation of complements and the relation (A ∩B)c = Ac ∪Bc.
With the use of the indicator (or characteristic) function of a set, 1A(x) > 0
if x ∈ A and 1A(x) = 0 if x ∈ ΩrA, and the algebraic identity∏
j∈J
∑
i∈Ij
Fi,j =
∑
k∈K
∏
j∈J
F kj
we deduce the identity
⋂
J
⋃
Ij
Fi,j =
⋃
k∈K
⋂
j∈J F
k
j .
Exercise 1.6. If E ⊂ 2Ω with ∅ ∈ E then define Eσ as the class of all countable
unions of sets in E and define Eσδ as the class of all countable intersections of
sets in Eσ. Verify that (1) Eσ (or Eσδ) is stable under the formation of countable
unions (or countable intersections). Prove that (2) if E is stable under the
formation of finite intersections then so is Eσ. Deduce (3) that if E is stable
under the formation of finite unions and finite intersections then (a) for any E
in Eσ there exists a monotone increasing sequence {En} ⊂ Eσ, En ⊂ En+1, such
that E =
⋃
nEn = limnEn and (b) for any F in Eσδ there exists a monotone
decreasing sequence {Fn} ⊂ Eσ, En ⊃ Fn+1, such that F =
⋂
n Fn = limn Fn.
Proof. (1) It is clear the a countable union (or product) of countable set is again
a countable set, thus, if Aj =
⋃
i∈I Ei,j with Ei,j ∈ E then A =
⋃
j∈J Aj =⋃
i∈I, j∈J Ei,j , i.e., Eσ is stable under the formation of countable unions.
In a similar manner, if Bj =
⋃
i∈I Fi,j with Fi,j ∈ Eσ then B =
⋂
j∈J Bj =⋂
i∈I, j∈J Ei,j , i.e., Eσ is stable under the formation of countable intersections.
(2) If A =
⋃
iAi and B =
⋃
j Bj with Ai and Bj in E then A ∩ B =⋃
i,j(Ai ∩ Bj), which proves that Eσ is stable under the formation of finite
intersection if E is so.
(3) If E belongs to Eσ then E =
⋃
i≥1Ai with Ai in E . Since the set En =⋃
1≤i≤nAi also belongs to E , we have En ⊂ En+1 and E =
⋃
nEn = limnEn.
Similarly, if F belongs to Eσδ then F =
⋂
i≥1Bi with Bi in Eσ. In view of
part (2), the set Fn =
⋂
1≤i≤nBi also belongs to Eσ, we obtain Fn ⊃ Fn+1 and
F =
⋂
n Fn = limn Fn.
Exercise 1.7. Let E ⊂ 2X be a semi-ring such that X is a countable union of
elements in E and consider the class of subsets in 2X defined by F = {∑∞k=1Ek :
Ek ∈ E
}
, recall that
∑
means disjoint union of sets. (1) Modify the arguments
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of Exercise 1.1 to prove that F is stable under the formation of countable unions.
(2) Show that F is stable under the formation of finite intersection. Why the
distributive formula of Exercise 1.5 cannot be used to show that F is stable
under countable intersections? (3) Show that if A belongs to F and B belongs
to the ring generated by E then the difference ArB is F .
Proof. (1) It is clear that the class F¯ = {⋃∞k=1Ek : Ek ∈ E} is stable under the
formation of countable unions. Indeed, if A =
⋃
i≥1Ai and B =
⋃
j≥1Bj then
A∪B = ⋃n≥1 Cn, where C2k−1 = Ak and C2k = Bk. Thus, the same arguments
in Exercise 1.1 show that F¯ is actually F . Indeed, if A = ⋃∞k=1Ak with Ak in
E then A = ∑∞k=1Bk, where B1 = A1, B2 = A2 r A1, B3 = (A3 r A2) r A1,
and in general, Ck = Ak, Ck−1 = Ck rAk−1, . . . , C1 = C2 rA1, and Bk = C1.
Since E is a semi-ring, each Bk is a finite disjoint union of sets in E , and we
deduce that F = F¯ .
(2) If An =
⋃
i≥1Ei,n (with Ei,n in E) and B =
⋂
1≤n≤N An then for
K = {1, 2, . . .}N (i.e., k = {kn, 1 ≤ n ≤ N} with kn in {1, 2, . . .}) and Ck =⋂
1≤n≤N Ekn,n, we obtain B =
⋃
k∈K Ck. Because the set of indexes K is
countable and E is stable under the formation of finite intersections, the set Ck
belongs to E , and we deduce that B belongs to F , i.e., F is stable under the
formation of finite intersection.
The distributive formula of Exercise 1.5 can only be used to show that F
is stable under finite intersections, a countable intersection may produce an
uncountable union.
(3) Similarly, F may not be stable under the formation of differences, and
so, F is not necessarily a σ-ring. However, if A belongs to F and B belongs to
the ring generated by the semi-ring E then the difference A r B belongs to F .
Indeed, if A =
⋃
i≥1Ai and B =
⋃k
j≥1Bj then ArB =
⋃
n Cn,k, where
Cn,b = An r (B1 ∪ · · · ∪Bk) = (· · · (An rB1)rB2 · · · )rBk,
i.e., C1,1 = A1 rB1, C1,2 = C1,1 rB2, . . . , C1,k = C1,k−1 rBk.
Exercise 1.8. A (nonempty) class L of subsets of 2X is called a lattice if it is
stable under finite intersections and finite unions (which may or may not contain
the empty set ∅). Verify that (a) any intersection of lattices is a lattice; (b) if L is
a lattice then the complement class {A : Ac ∈ L} is a also a lattice; (c) if X = R
and Ic is the class of all bounded closed intervals [a, b], −∞ < a ≤ b < ∞,
and the empty set ∅, then the smallest lattice class containing Ic is the class
of all closed sets in R; (d) if X = R and Io is the class of all bounded open
intervals (a, b), −∞ < a < b < ∞, and the empty set ∅, then the smallest
lattice class containing Io is the class of all open sets in R. (e) How about the
equivalent of (c) and (d) for X = Rd? Finally, note that a σ-lattice is a class
stable under countable intersections and countable unions, show that a σ-lattice
is a monotone class, and give an example of a monotone class (with an infinite
number of elements) which is not a lattice.
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Proof. It is clear the validity of (a) and (b). To prove (c) or (d), we need to use
the fact that any closed (open) set is a finite union of its closed (open) connected
components, and that any connected closed (open) set in R is an interval. For
(e), we may have closed (open) d-intervals in Rd, but the connected components
are not easily identified.
By definition, we deduce that a σ-lattice is also a monotone class. If {Ai}
is an increasing sequence with A =
⋃
iAi nonempty, and B is another set such
that the inclusions B ∪ A1 ⊂ B ∪ A and A ⊂ B ∪ A are both strict, then the
class M = {∅, A, B, (B ∪ A1), Ai : i ≥ 1} is a monotone class, which is not a
lattice, A ∪ B does not belongs to M. The σ-lattice L generated by M is the
class L = {∅, A, B, (B ∪A), (B ∪Ai), (B ∩A), (B ∩Ai), Ai : i ≥ 1}, which is
not a ring, if B ∩A 6= ∅ then B rA does not belongs to L.
Exercise 1.9. A (nonempty) class E of subsets of 2X is called an oval if for
any elements U,A, V in E we have U |A|V := (U ∩ Ac) ∪ (V ∩ A) in E (which
may or may not contain the empty set ∅). Prove that E is a ring if and only if
E is oval and ∅ belongs E .
Proof. Since U |A|V = (U rA) ∪ (V ∩A), it is clear that a ring is also an oval.
Moreover, if an oval E contains ∅ then using the identities U |A|∅ = (U r A),
∅|A|V = (V ∩A) and U |V |V = (U ∪ V ) we deduce that E is also a ring.
Actually, Exercises 1.8 and 1.9 are part of more advanced topics, the inter-
ested reader may consult Konig [72, Section 1.1, pp. 1-10] to understand the
context.
(1.2) Borel Sets and Topology
Exercise 1.10. Let I be a family of indexes and Ei be a class (of subsets of Ωi)
generating a σ-algebra Fi. Verify that the product σ-algebra
∏
i∈I Fi can be
generated by cylinder sets of the form
∏
i∈I Ei, where Ei ∈ Ei, i ∈ I and Ei =
Ωi, i 6∈ J with J ⊂ I, finite. Now, for a finite product I = {1, . . . , n} consider
the σ-algebra A generated by the hyper-rectangles of the form E1 × · · · × En
with Ei ∈ Ei. Discuss why in proving that A is actually the product σ-algebra
F1×· · ·×Fn, we may need the following assumption: for every i = 1, . . . , n there
exists a monotone increasing sequence {Ei,k : k ≥ 1} such that Ωi =
⋃
k Ei,k.
Proof. Let Ω =
∏
i∈I Ωi, for a given index i, define the projection pi : Ω → Ωi
as pi
(
(ωi : i ∈ I)
)
= ωi. A cylinder is a set of the form
⋂
i∈I p
−1
i (Fi) =
∏
i∈I Fi,
where Fi ∈ Fi, i ∈ I and Fi = Ωi, i 6∈ J with J ⊂ I, finite. This means
that the product σ-algebra F = ∏i∈I Fi is the smaller σ-algebra for which
each projection pi is measurable, and because pi is measurable if and only if
p−1i (Ei) ∈ F for any Ei in E , we deduce that product σ-algebra F is generated
by cylinder sets of the form Ei ∈ Ei, i ∈ I and Ei = Ωi, i 6∈ J with J ⊂ I, finite.
For a finite product F1×· · ·×Fn, we may consider the hyper-rectangles of the
form E1×· · ·×En with Ei ∈ Ei. To see that a set of the form p−1j (Ej) belongs to
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the σ-algebra generated by all hyper-rectangle, we write Ωi =
⋃
k≥1Ei,k for i 6= j
to get p−1j (Ej) =
⋃
k E1,k×Ej−1,k×Ej×Ej+1,k×En,k. Note that if F1 = {∅,Ω1},
Ei = {∅}, and F2 = E2 with at least four sets, then the σ-algebra generated by
the hyper-rectangle is the trivial one {∅,Ω1 ×Ω2}, while the product σ-algebra
F (generated by the cylinders) is {∅, Ω1 × F2 : F2 ∈ F2}.
Exercise 1.11. Show that the Borel σ-algebra B(Rd) of the d-dimensional
Euclidean space Rd, which is generated by all open sets, can also be generated
by (1) all closed sets, (2) all bounded open rectangles of the form {x ∈ Rd :
ai < xi < bi, ∀i}, with ai, bi ∈ R, (3) all unbounded open rectangles of the
form {x ∈ Rd : xi < bi, ∀i}, with bi ∈ R, (4) all unbounded open rectangles
with rational extremes, i.e., {x ∈ Rd : xi < bi, ∀i}, with bi ∈ Q, rational, (5)
in the previous expressions we may replace the sign < by any of the signs ≤
or > or ≥ (i.e., replace open by closed or semi-closed) and the results remain
true. Moreover, give an argument indicating that B(Rd) has the cardinality of
the continuum (e.g., see Rama [92, Section 4.5, pp. 110-112]). Finally, prove
that B(Rn × Rm) = B(Rn)× B(Rm).
Proof. Since closed sets are complement of open sets, the assertion (1) follows.
To check (2), we mention that the set of all bounded open rectangles (also called
d-intervals) forms a basis for the topology in Rd, moreover, the endpoints of the
bounded open d-intervals could be taken to be rational numbers, i.e.,(4) also
holds true. From d-dimensional version of expressions like (a, b) = (−∞, b) r
(−∞, a] and (−∞, a] = ⋂k≥1(−∞, a+ 1/k), we deduce assertions (3) and (5).
As in Exercise 1.3, if we realize that the cardinal of the set of all ordinal
α < β is actually the same as the cardinal of β then we see that the Borel
σ-algebra is expressible as a continuum union (over the ordinal α < ω0) of sets
with continuum cardinal.
To check that B(Rn × Rm) = B(Rn) × B(Rm), we need to point out that a
countable basis on Rn × Rm can be constructed as a product of two countable
basis (where we may include the whole space), one in Rn and another in Rm.
Exercise 1.12. If {Si : i ∈ I} is a family of semi-algebras (semi-rings) then
define S as the class of sets of the form∏i∈I Ai, with Ai ∈ Si and Ai = Ωi, i 6∈ J,
for some finite non-empty index J ⊂ I. Prove that S is also a semi-algebra
(semi-ring). Hint: For instance, make use of the equality(
A1 × · · · ×An × Ωn+1 × · · ·
)c
=
(
A1 × · · · ×An
)c × Ωn+1 × · · · ,
to reduce the question to the case when the index I is finite. Next, for the
case of Ω1 × Ω2, we have the equalities (A1 × A2)c = Ac1 × Ω2 + A1 × Ac2,
(A1 × A2) ∩ (B1 × B2) = (A1 ∩ B1) × (A2 ∩ B2), (A1 × A2) r (B1 × B2) =
(A1 rB1)×A2 + (A1 ∩B1)× (A2 rB2).
Proof. Note that the equality(
A1 × · · · ×An × Ωn+1 × · · ·
)c
=
(
A1 × · · · ×An
)c × Ωn+1 × · · · ,
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does not say that the complement of a cylinder set is another cylinder set,
but the point is that any finite set operation (like the formation of unions or
intersections or difference or complement) with n-dimensional cylinder sets can
be reduced to the same set operation within a n-product set. Certainly, this
reduces the problem to a finite product, i.e, to a product of two spaces Ω1×Ω2.
Next, by means of the equalities (A1 × A2)c = Ac1 × Ω2 + A1 × Ac2, (A1 ×
A2)∩ (B1×B2) = (A1∩B1)× (A2∩B2), (A1×A2)r (B1×B2) = (A1rB1)×
A2 + (A1 ∩ B1) × (A2 r B2), we deduce that S1 × S2 is stable under the same
set operations necessary to preserve the semi-algebra (or semi-ring) character
of S1 and S2.
(1.3) Measurable Functions
Exercise 1.13. Verify that the function 1A is measurable if and only if the
set A is measurable. Also show that if V is an additive group of measurable
functions (i.e., any function in V is measurable, the function identically zero
belongs to V, and f ± g is in V for every f, g in V ) then the family of sets
L = {A ⊂ Ω : 1A ∈ V } is a `-class (or additive class) in 2Ω.
Proof. Since the function 1A takes only two values, the pre-image is
(1A)
−1(B) =

Ω if 0, 1 ∈ B,
A if 1 ∈ B and 0 6∈ B,
ΩrA if 0 ∈ B and 1 6∈ B,
∅ if 0, 1 6∈ B.
Thus, the function 1A is measurable if and only if the set A is measurable.
Since 1A + 1B = 1A∪B if A ∩ B = ∅ and 1A − 1B = 1ArB if A ⊃ B, we
deduce that L is a `-class.
Exercise 1.14. Let {fn} be a sequence of measurable functions with extended
real values and set f(x) = supn fn and f(x) = infn fn. Discuss why the expres-
sions f
−1
([−∞, a]) = ⋂n f−1n ([−∞, a]) and f−1([a,+∞]) = ⋂n f−1n ([a,+∞])
for every a ∈ R show that f and f are measurable.
Proof. Certainly, we need to mention that σ-algebras are stable under the for-
mation of countable intersections. Next, the Borel σ-algebra B(R) for the ex-
tended real numbers R = {−∞} ∪ R ∪ {+∞} is the B(R) and unions of ei-
ther {−∞} or {+∞} or both any some element in B(R). Moreover, because
(−∞, a] = [−∞, a] r ⋂n≥1[−∞,−n] and [a,+∞) = [a,+∞] r ⋂n≥1[n,+∞],
we deduce that the class of intervals either [−∞, a] or [a,+∞], for a in R (or
rational numbers), generates Borel σ-algebra B(R).
Exercise 1.15. Let {fn : n = 1, 2, . . .} be a sequence of measurable func-
tions from a measurable space (X,X ) into another measurable space (Y,Y).
Prove that if (Y, d) is also a complete metric space and Y is the corresponding
[Preliminary] Menaldi November 11, 2016
260 Solutions: 1. Measurable Spaces
Borel σ-algebra then the set {x ∈ X : fn(x) is convergent} is a measurable
set. Hint: may need to use the fact that {fn(x)} is convergent if and only if
supn≥k d(fn(x), fk(x))→ 0 as k →∞.
Proof. In a complete metric space, Cauchy sequences and convergent sequences
are equivalent, i.e, {fn(x)} is convergent if and only if supn≥k d(fn(x), fk(x))→
0 as k → ∞. Since the function g(x) = infn supn≥k d(fn(x), fk(x)) is mea-
surable, and the set A = {x ∈ X : fn(x) is convergent} is the pre-image of
g−1
({0}), we deduce that A is measurable.
Exercise 1.16. Discuss the difference between the Borel σ-algebras B(∏i∈I Ωi)
in the product space and
∏
i∈I B(Ωi), when Ωi is a topological space and I is a
countable or uncountable set of index.
Proof. The point is that the product topology is generated by open cylinder
sets and the product σ-algebra
∏
i∈I B(Ωi) could be also generated by open
cylinder sets. However, in a topology, any kind of union of open sets is an open
set, but only a countable union of Borel sets is a Borel set. Thus, the product
topology could contain open sets that are not “Borel product” sets, even for a
finite product of space.
If the topology of each Ωi has a countable basis and the set of indexes I
is countable, then the Borel σ-algebras B(∏i∈I Ωi) in the product space and∏
i∈I B(Ωi), are both generated the countable number of cylinder sets (here,
use the fact that the set of all subsets with a finite number of elements of a
countable set is again a countable set), namely,
∏
i∈I Ai with Ai = Ωi for every
i in IrJ and Aj in the chosen countable basis for Ωj , for every j in J, for some
finite family of indexes J .
If the set of indexes I is uncountable, e.g., RT (set of all functions from T
into R) with T uncountable, we see that B(∏i∈I Ωi) could strictly larger that∏
i∈I B(Ωi). Indeed, if we take an uncountable family {Ai : i ∈ J} of closed
sets Ai in Ωi with Ai 6= Ωi for any i in J then the set
∏
i∈I Ai with Bi = Ai
for i in J and Bi = Ωi for i in I r J does not belong to the product σ-algebra∏
i∈I B(Ωi), but
∏
i∈I Bi =
⋂
j∈J
(
Aj ×
∏
i6=j Ωi
)
is a closed set in the product
topology. In particular, a singleton (i.e., a set of only one element) is closed in
RT , but it is not in the product σ-algebra BT (R).
Similarly, if Ω1 has only uncountable basis, e.g., {B1,k : k ∈ K} with K an
uncountable set of indexes, then cylinder sets of the form B1,k × B2 with k in
K and B2 open set in Ω2 is a basis for the product topology in Ω1 ×Ω2, but it
is not a basis for the product Borel σ-algebra B(Ω1 × Ω2).
Exercise 1.17. Let (Ω,F), (Ei, Ei), i ∈ I be measurable spaces, and set E =∏
iEi, E =
∏
i Ei, and pii : E → Ei the projection. Prove that f : Ω → E is
(F , E)-measurable if and only if pii ◦ f is (F , Ei)-measurable for every i ∈ I.
Proof. Any measurable cylinder set has the form C =
∏
i∈I Ai, where Ai are
sets in Ei and Ai = Ωi for every i in I r J , for some finite set of indexes J .
Thus, by means of the projection functions, we have C =
⋂
i∈J pi
−1
i (Ai).
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Since the class of measurable cylinder sets generates the product σ-algebra E ,
a function f : Ω→ E is measurable if and only if the pre-image of a measurable
cylinder is a measurable set in Ω. Also, the composed function pii ◦ f : Ω→ Ei
is measurable if and only if (pii ◦ f)−1(Ai) = f−1
(
pi−1i (Ai)
)
is measurable in Ω
for every Ai in Ei. Because the pre-image (though any function f) preserves
intersections, we conclude.
Exercise 1.18. Given an example of a non-measurable real-valued function
f on a given measurable space (Ω,F) with F 6= 2Ω such that f2 is measur-
able. Prove that an (extended) real-valued f is measurable if and only if its
positive part f+ = max{f, 0} and its negative part f− = −min{f, 0} are both
measurable.
Proof. For instance, if A is a non measurable set then the function f = 1A −
1ΩrA is non measurable, f−1
(
0,+∞)) = A. However, f2(x) = 1 for every x in
Ω, and a constant functions is always measurable.
It is clear that if f− and f+ are both measurable then f = f+ − f− is also
measurable. On the other hand, if f is measurable, because the constant func-
tion g(x) = 0 is also measurable, the max or min of measurable functions is also
measurable, we deduce that f− and f+ are both measurable. Alternatively, first
we check that f is measurable then |f | is also measurable, as the composition
with the measurable function absolute value x 7→ |x| from (R,B(R) into itself
(or with the extended real numbers R). Next, we write f− = (|f | − f)/2 and
f+ = (|f | + f)/2 to conclude. Note that, we may have |f | measurable, even
when f is not measurable.
Exercise 1.19. Let f be a function between two measurable space (X,X ) and
(Y,Y). Prove that (1) f−1(Y) = {f−1(B) ∈ 2X : B ∈ Y} is a σ-algebra in X
and (2) {B ∈ 2Y : f−1(B) ∈ X} is a σ-algebra in Y .
Proof. The assertions follow from the fact that pre-image preserves the set op-
erations like the formation of any intersections, any unions, any differences and
complements, in particular, f−1(
⋃
nBn) =
⋃
n f
−1(Bn), f−1(Y ) = X, and
f−1(ArB) = f−1(A)r f−1(B).
(1.4) Some Examples
Exercise 1.20. Give an example of a topological space X where the Borel, the
Baire σ-algebra are all distinct.
Proof. If X is a product of uncountable many compact Hausdorff spaces each
having more than one point, then a singleton (a set of only one element) is closed
and hence a Borel set, but it is not a Baire set. Actually, it is recommended
read more on Baire sets and functions, e.g., check the first pages of Dudley [37,
Section 7.1, pp. 222–228].
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(1.5) Various Tools
Exercise 1.21. Let S be a semi-ring of measurable sets in (Ω,F) such that
σ(S) = F and there exists a sequence Si in S satisfying Ω =
⋃
i Si. Denote
by S the vector space generated by all functions of the form 1A with A in S.
Besides having a finite number of values, what other property is needed to give
a characterization of a function in S? Consider the following questions:
(1) Verify that if ϕ, φ ∈ S then max{ϕ, φ} ∈ S (i.e., S a lattice) and ϕφ ∈ S.
(2) Now, define S¯ as the semi-space of extended real-valued functions which
can be expressed as the pointwise limit of a monotone increasing sequence of
functions in S. Show that if f(x) = limn fn(x), with fn(x) ≤ fn+1(x), for every
x in Ω and fn in S¯, then f belongs to S¯. Verify that the function 1 = 1Ω may
not belongs to S, but 1 belongs to S¯. Moreover, if u : R2 → R is a continuous
function, nondecreasing in each variable and with u(0, 0) = 0, then show that
x 7→ u(f(x), g(x)) belongs to S¯ for every f and g in S¯. Therefore, S¯ is a lattice
but not necessarily a vector space.
Proof. Certainly, a real-valued function f on Ω belongs to S if and only if f
takes a finite number of values and the pre-image of any singleton f−1({a}), for
any a 6= 0, belongs to the ring generated by S (i.e., it is a disjoint unions of sets
in S). In other words, f = ∑ni=1 ci1Ai is a finite linear combination of 1A with
A in S, moreover, with Ai disjoint sets belong to S. Note that the null function
0 = 1∅ belongs to S.
(1) To check that max{ϕ, φ} and ϕφ are in S, we write ϕ = ∑ni=1 ai1Ai and
φ =
∑m
j=1 bj1Bi with {Ai} and {Bj} disjoint finite sequences of sets in S, and
{ai} and {bj} are finite sequences of real numbers. Since
max{a1A(x), b1B(x)} =

a ∨ b if x ∈ A ∩B,
a ∨ 0 if x ∈ ArB,
b ∨ 0 if x ∈ B rA,
0 if x 6∈ A ∪B,
we have
max{ϕ, φ} =
∑
i,j
[
(ai ∨ bj)1Ai∩Bj + (ai ∨ 0)1AirBj + (bj ∨ 0)1BjrAi
]
,
which proves that max{ϕ, φ} belongs in S. Similarly, the equality
ϕφ =
∑
i,j
(aibj)1Ai∩Bj
shows ϕφ is in S. Therefore S is a vector lattice. Actually, for any function
u : R2 → R, with u(0, 0) = 0, we have
u(ϕ, φ) =
∑
i,j
[
u(ai, bj)1Ai∩Bj + u(ai, 0)1AirBj + u(bj , 0)1BjrAi
]
,
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where the sum in i, j reduces to just one term when applied to any point x.
Hence, u(ϕ, φ) belongs to S.
(2) Indeed, for each fn in S¯, there exists an increasing sequence {gn,k :
k ≥ 1} in S such that fn(x) = limk gn,k(x), for every x in Ω. Thus, gn =
max{gn,1, . . . , gn,n} defines an increasing sequence of functions in S satisfying
fm ≤ limn gn ≤ f , for every m. This shows that {gn} converges pointwise to f ,
i.e., f belongs to S¯.
Similarly, for a given function u : R2 → R as above, if f and g belong to S¯,
we can define hk = u(fk, gk) to construct a sequence in S. Since u is increasing
and continuous, as in the previous paragraph, we deduce that u(f, g) belongs
to S¯. Thus, S¯ is a lattice, i.e., f and g in S¯ implies max{f, g} in S¯. However,
af + bg is in S¯ when a, b ≥ 0, but not in general.
Finally, it is clear that Ω may or may not belong to the semi-ring S, but
because Ω =
⋃
i Si for some sequence of sets in S, we deduce that 1Ω = limn 1An ,
with An =
⋃n
i=1 Si, always belongs to S¯.
Exercise 1.22. Let (X,X ) and (Y,Y) be two measurable spaces and let f :
X × Y → [0,+∞] be a measurable function. Consider the functions f∗(x) =
infy∈Y f(x, y) and f∗(x) = supy∈Y f(x, y) and assume that for every simple
(measurable) function f the functions f∗ and f∗ are also measurable. By means
of the approximation by simple functions given in Proposition 1.9:
(1) Prove that f∗ and f∗ are measurable functions.
(2) Extend this result to a real-valued function f .
(3) Now, if g : Rd → R is a locally bounded (Borel) measurable function, then
show that g(x) = limr→0 sup0<|y−x|<r g(y) and g(x) = limr→0 inf0<|y−x|<r g(y)
are measurable functions.
(4) Finally, give some comments on the assumption about the measurability of
f∗ and f∗ for a simple function f .
Hint: apply the transformation arctan to obtain a bounded function, i.e., f∗(x) =
tan
(
infy∈Y arctan f(x, y)
)
and f∗(x) = tan
(
supy∈Y arctan f(x, y)
)
. Regarding
(4), the brief comments in next Chapter about analytic sets and universal com-
pletion hold an answer, see Proposition 2.3.
Proof. (1) Since f∗ = −(−f)∗, we need to consider only one of them, e.g., f∗.
Moreover, the transformation t 7→ arctan and its inverse allow us to reduce the
problem to the case of a bounded function. Now, by means of Proposition 1.9,
there is a sequence {fn} of measurable simple functions such that fn → f
uniformly in X × Y . Hence, the inequality
|f∗(x)− f∗n(x)| ≤ sup
y∈Y
|f(x, y)− fn(x, y)|,
implies that f∗n → f uniformly in X. By assumption, f∗n is measurable, and so
is f∗.
(2) If f is a real-valued functions then we can use the relation f∗ = a+(f −
a)∗ for any constant a to reduce the problem to the case where F is nonnegative.
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(3) By taking a sequence in r, we only need to show that the functions
sup0<|y−x|<r g(y) and inf0<|y−x|<r g(y) are measurable. Moreover, as above,
we need to consider only one of them (e.g., the expression with the sup), for a
bounded nonnegative function g. Thus, by continuity, {(x, y)Rd×Rd : 0 < |x−
y| < r} is an open set; and therefore, the function f(x, y) = g(y) if 0 < |y−x| < r
and f(x, y) = 0 otherwise is measurable. Hence, applying (2), we deduce that
f∗ = sup0<|y−x|<r g(y) is indeed measurable.
Alternatively, we can use the explicit expression f(x, y) = g(y)1|y−x|<r to
approximate g by a sequence of simple functions, to reduce the problem to the
case where g assume only a finite number of values, i.e., we only have to establish
the measurability for functions f(x, y) of the form a1|y−x|<r, or equivalently of
the form ϕ(x− y), with smooth functions ϕ vanishing outside of a compact set.
Hence, g and g are measurable, independently of the assumption that f∗ and
f∗ are measurable for every measurable simple function f .
(4) If f =
∑n
i=1 ai1Ai or equivalently f = sup1≤i≤n ai1Ai , for a disjoint
finite sequence {Ai} of measurable sets and constants ai ≥ 0, then f∗(x) =
sup1≤i≤n supy∈Y ai1Ai(x,y), so that measurability of f
∗ is actually reduced to
the measurability for the particular case f = 1A, for any measurable set in
the product σ-algebra X × Y. Now, applying Exercise 1.7, take a product
measurable set A (i.e., in X × Y) that can be written as a disjoint union of
non-empty cylinder sets (rectangles in this case), i.e., A =
∑∞
i=1Xi × Yi, where
Xi and Yi are non empty measurable sets. Again, we can write (1A)
∗(x) =
supi≥1 supy∈Y 1Xi×Yi(x, y) = supi≥1 1Xi(x), which proves that (1A)
∗ is mea-
surable, i.e., the assumption on the measurability of f∗ and f∗ for the special
case of simple functions (with sets as above) is always satisfied.
Exercise 1.23. Let {ft : t ∈ T} be a family of measurable functions from (Ω,F)
into a Borel space (E, E). Assume that the set of indexes T has a (sequential)
topology and there exists a countable subset of indexes Q ⊂ T such that for
every x in Ω and any t in T there is a sequence {tn} of indexes in Q such that
tn → t and ftn(x)→ ft(x).
(a) Prove that for metric spaces, the above condition is equivalent to the fol-
lowing statement: the sets {x ∈ Ω : ft(x) ∈ C, ∀t ∈ O} and {x ∈ Ω : ft(x) ∈
C, ∀t ∈ O ∩Q} are equal, for every closed set C in E and any open set O in T.
(b) If the mapping t 7→ ft(x) is continuous for every fixed x in Ω, then prove
that any countable dense set Q in T satisfies the above condition.
(c) If E = [−∞,+∞] then for the family {ft : t ∈ T} of extended real-valued
functions, we have
f∗(x) = sup
t∈T
ft(x) = sup
t∈Q
ft(x), f∗(x) = inf
t∈T
ft(x) = inf
t∈Q
ft(x),
which prove that f∗ and f∗ are measurable functions.
Proof. (a) It is clear that A = {x ∈ Ω : ft(x) ∈ C, ∀t ∈ O ∩ Q} ⊂ B = {x ∈
Ω : ft(x) ∈ C, ∀t ∈ O}, and to check the converse, take x in B and t in O rQ.
[Preliminary] Menaldi November 11, 2016
Solutions: 1. Measurable Spaces 265
Because there exists a sequence {tn} of indexes in Q such that tn → t and
ftn(x)→ ft(x), and because O is open and C is closed, we deduce that tn is in
O (for n sufficiently large), and ft(x) belongs to C, i.e., x must be in A. On the
other hand, note that we can express the above sets as
A =
⋂
s∈O∩Q
{x ∈ Ω : fs(x) ∈ C} and B =
⋂
s∈O
{x ∈ Ω : fs(x) ∈ C}.
Thus, if there exist an open set O, a closed set C and some x in B r A then
there is an index t in OrQ such that ft(x) does not belongs to C, while fs(x)
belongs to C, for every s in O ∩Q. Hence, there can not exits a sequence {tn}
in Q such that ftn(x)→ ft(x).
Actually, we require only that the topology on E and T be sequential, in
particular metric spaces.
(b) If the mapping t 7→ ft(x) is continuous, for every fixed x in Ω, and Q is
a dense set of indexes, then for every t there exits a sequence {tn} in Q such
that tn → t. Hence, by continuity, we obtain ftn(x)→ ft(x).
(c) For instance, we use the equalities {x : f∗(x) > a} = ⋃t∈Q{x : ft(x) >
a} and {x : f∗(x) ≥ a} =
⋂
t∈Q{x : ft(x) ≥ a}, for every real number a, to
check that f∗ and f∗ are measurable.
Exercise 1.24. Let P = {Ω1, . . . ,Ωn} be a finite partition of Ω, i.e., Ω =∑n
i=1 Ωi, with Ωi 6= ∅. Describe the algebra A generated by the finite partition
P and prove that each Ωi is an atom of A. How about if P is a countable or
uncountable partition?
Proof. Because Ωi r Ωj and Ωi ∩ Ωj is either ∅ or Ωi, we deduce that a set A
belongs to the algebra A generated by the partition P if and only if A = ∅ or
A =
∑
i∈I Ωi for some subset of indexes I of {1, . . . , n}.
Recall that an atom A of A is an elements A ∈ A such that A 6= ∅, and any
B ⊂ A with B ∈ A results B = ∅ or B = A. Thus, it is clear that each Ωi is an
atom in A.
The class A is an finite algebra, and therefore, A is also a σ-algebra. It
is almost similar for the case of a countable partition P, Ω = ∑∞i=1 Ωi, with
Ωi 6= ∅, a set A belongs to the algebra A generated by the partition P if and
only if A = ∅ or A = ∑i∈I Ωi for some finite subset of indexes I of {1, 2, . . .}.
However, the algebra A is infinite, and the elements of the σ-algebra σ(P) have
the same form, but with a countable subset of indexes I.
Finally, if the set of indexes for the partition P is uncountable then the
elements of the ring A generated by P have the same form, with a finite subset
of indexes I, while σ-ring uses a countable subset of indexes I. To get the
algebra or σ-algebra, we need to add subset of indexes I with either finite or
countable complement.
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Exercises - Chapter (2)
Measure Theory
(2.1) Abstract Measures
Exercise 2.1. Let (Ω,A, µ) be a measure space and {Ai : i ≥ 1} be a sequence
in A. We write lim infk Ak =
⋃
n
⋂
i≥nAi and lim supk Ak =
⋂
n
⋃
i≥nAi. Prove
(a) µ(lim infk Ak) ≤ lim infk µ(Ak) and (b) if µ
(⋃
i≥nAi
)
<∞ for some n then
µ(lim supk Ak) ≥ lim supk µ(Ak).
Proof. Consider the monotone sequences
Bk =
⋂
i≥k
Ai =
⋃
n≤k
⋂
i≥n
Ai and Ck =
⋃
i≥k
Ai =
⋂
n≤k
⋃
i≥n
Ai.
Since Bk ⊂ Ai ⊂ Ck, for every i ≥ k, the monotonicity of the measure µ implies
µ(Bk) ≤ infi≥k µ(Ai) and µ(Ck) ≥ supi≥k µ(Ai). Hence
µ
(
lim inf
k
Ak
)
= lim
k
µ(Bk) and µ
(
lim sup
k
Ak
)
= lim
k
µ(Ck),
which yield (a) and (b).
Note that, using the indicator or characteristic set function, we have
1A = lim
n
inf
i≥n
1Ai = lim inf
k
1Ak and 1A = limn
sup
i≥n
1Ai = lim sup
k
1Ak ,
where A = lim infk Ak and A = lim supk Ak.
Exercise 2.2. Let (Ω,A, µ) be a measure space. Verify that (a) if A and B
belong to A then µ(A) + µ(B) = µ(A ∪B) + µ(A ∩B). Also, prove that (b) if
{Ai : i ≥ 1} is a sequence of sets in A satisfying µ(Ai ∩ Aj) = 0 for i 6= j then
µ
(⋃
iAi
)
=
∑
i µ(Ai).
Proof. To check (a) note that if µ(A ∩ B) < ∞ then B = A ∪ (B r A) implies
µ(BrA) = µ(B)−µ(A∩B). Thus, from the equality A∪B = (ArB)∪ (Br
A) ∪ (A ∩B) we obtain
µ(A ∪B) = µ(ArB) + µ(B rA) + µ(A ∩B) =
= µ(A) + µ(B)− µ(A ∩B).
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Hence µ(A) + µ(B) = µ(A ∪ B) + µ(A ∩ B), which is trivially valid when
µ(A ∪B) =∞.
For (b), note that a sequence satisfying the condition µ(Ai ∩ Aj) = 0 for
i 6= j is usually referred to as a µ-non overlapping. Now, by means of the
monotone continuity from below, it suffices to show the above equality for a
finite number of sets, i.e., for 1 ≤ i ≤ n, µ(⋃i≤nAi) = ∑i≤n µ(Ai). Moreover,
for n = 2 the equality follows from part (a), thus we proceed by induction.
Indeed, assuming the equality is valid for n, define A =
⋃
i≤nAi and B = An+1.
Since A ∩ B = ⋃i≤n(Ai ∩ An+1) we have µ(A ∩ B) = 0 and from part (1), we
obtain µ(A) + µ(B) = µ(A ∪B). Therefore
µ
( ⋃
i≤n+1
Ai
)
= µ(A ∪B) = µ(B) + µ(A) =
= µ(An+1) +
∑
i≤n
µ(Ai) =
∑
i≤n+1
µ(Ai),
i.e., equality is also valid for n+ 1.
Exercise 2.3. Let {µn} be a sequence of measures. Prove (a) if {cn} is a
sequence of nonnegative numbers then µ =
∑
n cnµn is a measure; (a) if the
sequence {µn} is increasing then µ = limµn is a measure; (c) if the sequence
{µn} is decreasing and µ1 finite then µ = limµn is a measure.
Proof. To check (a), recall that for any double sequence {ai,j} of positive real
numbers (where the symbol +∞ may be include), we show that ∑i∑j ai,j =∑
j
∑
i ai,j =
∑
i,j ai,j . Hence, the σ-additivity of µ follows immediately.
Essentially the same argument is used for (b), i.e., for any double monotone
increasing sequence {ai,j} of positive real numbers (where the symbol +∞ may
be include), we can verify that the iterated limits are equal to the double limit,
namely, limi limj ai,j = limj limi ai,j = limi,j ai,j .
Finally, it is also clear that (c) can be reduced to (b), when µ1 is a finite
measure.
Exercise 2.4. Let (A¯, µ¯) be the completion of (A, µ) as above. Verify that A¯ is
a σ-algebra and that µ¯ is indeed well defined. Moreover, show that if A¯ ∈ A¯ then
there exist A,B ∈ A such that A ⊂ A¯ ⊂ B and µ(A) = µ(B). Furthermore, if
A¯ ⊂ Ω and there exist A,B ∈ A such that A ⊂ A¯ ⊂ B with µ(A) = µ(B) <∞
then A¯ ∈ A¯.
Proof. If {A¯i} is a sequence of sets in the completion σ-algebra A¯ then there
exist a sequence {Ai, Ni} of sets in A such that Ai ⊂ A¯i, A¯i r Ai ⊂ Ni,
and µ(Ni) = 0. Hence A =
⋃
iAi ⊂
⋃
i A¯i = A¯, A¯ r A ⊂
⋃
iNi = N ,
and µ(N) =
∑
i µ(Ni) = 0, i.e., A¯ is closed under the formation of countable
unions. Moreover, if A belongs to A¯ and A ⊂ A¯, A¯rA ⊂ N , and µ(N) = 0, then
A¯ ⊂ A∪N and the complement (A∪N)c ⊂ A¯c, A¯cr(A∪N)c = A¯c∩(A∪N) ⊂ N ,
i.e., the complement A¯c also belongs to A¯.
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Certainly, if A1 ⊂ A¯, A¯ r A1 ⊂ N1, and also A2 ⊂ A¯, A¯ r A2 ⊂ N2, i.e.,
A¯ = Ai ∪ (A¯rAi) ⊂ Ai ∪Ni, i=1,2. This implies that (A1rA2)∪ (A2rA1) ⊂
N1 ∪N2, and because µ(N1) = µ(N2) = 0, we deduce µ(A1) = µ(A2).
As above, if A belongs to A¯ then A ⊂ A¯, A¯rA ⊂ N , and µ(N) = 0, which
implies A¯ = A∪(A¯rA) ⊂ A∪N = B, with A ⊂ A¯ ⊂ B and µ(B) ≤ µ(A)+µ(N),
i.e, µ(A) = µ(B). Conversely, if there exist A and B in A such that A ⊂ A¯ ⊂ B
with µ(A) = µ(B) <∞ then define N = B r A to show that A¯ belongs to the
completion σ-algebra A.
(2.2) Caratheodory’s Arguments
Exercise 2.5. With the notation of Proposition 2.6, if the initial set measure
µ(E) =
∑
ωi∈E ri, for some sequences {ωi} ⊂ Ω and {ri} ⊂ [0,∞] then the
same weighted counting expression holds µ∗(E), for any E in E , i.e.,
µ∗(E) =
∑
ωi∈E
ri =
∞∑
i=1
ri1ωi∈E , ∀E ∈ E ,
where 1ωi∈E = 1 if ωi is in E and vanishes otherwise. What can be said about
µ∗(A), for any A ⊂ 2Ω?
Proof. Denote by µ¯(A) the weighted counting expression on the right, for any
A ⊂ Ω. If {En} ⊂ E is a sequence covering A and ωi ∈ A then ωi belongs to⋃
nEn, i.e., ωi belongs to some En, i.e.,
∑
n
∞∑
i=1
ri1ωi∈En =
∞∑
i=1
ri1ωi∈
⋃
n En
≥
∞∑
i=1
ri1ωi∈A,
which yields µ∗(A) ≥ µ¯(A). Because any set E in E can be covered by itself, we
deduce µ∗(E) ≥ µ¯(E), for every E in E .
In general, we may not have µ∗(A) = µ¯(A). For instance, if there exist two
distinct points ω1 and ω2 (with f1 and f2 non-zero) which cannot be separated
by E (i.e., for E in E is such that E contains either both ω1 and ω2 or none of
them) then for A = {ω1} we have µ∗(A) = f1 + f2 and µ¯(A) = f1.
Actually, Theorem 2.9 and Proposition 2.15 will prove that µ∗(A) = µ¯(A),
for any µ∗-measurable set A, which includes the σ-algebra generated by E .
Exercise 2.6. Denote by µ∗(·, E) the outer measure (2.1). Assume that µ is
initially defined on E ′ ⊃ E . Verify (1) that µ∗(·, E ′) ≤ µ∗(·, E). Next, prove (2)
that if for every ε > 0 and E′ in E ′ there exists E in E such that E ⊃ E′ and
µ(E′) ≤ µ(E) + ε then µ∗(·, E ′) = µ∗(·, E).
Proof. For (1) note that the infinum is taken on a larger family, thus µ∗(·, E ′) ≤
µ∗(·, E) follows from the definition.
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To check (2), take ε > 0 and a sequence {E′n : n ≥ 1} ⊂ E ′ such that
A ⊂ ⋃nE′n. For each E′n there exists En in E such that En ⊃ E′n and µ(En) ≤
ε2−n + µ(E′n). Hence,
⋃
nEn ⊃ A and∑
n
µ(En) ≤
∑
n
ε2−n +
∑
n
µ(E′n) = ε+
∑
n
µ(E′n),
which implies that µ∗(·, E) ≤ µ∗(·, E ′).
Exercise 2.7. Let µ∗ be the outer measures induced by a set function µ : E →
[0,+∞], as in Proposition 2.6. Recall that Eσ denotes the class of countable
unions of sets in E , and also that Eσδ denotes the class of countable intersections
of sets in Eσ. Prove that (1) for every A ⊂ Ω and any ε > 0 there exists a set E
in Eσ such that A ⊂ E and µ∗(E) ≤ µ(A) + ε. Deduce that (2) for every A ⊂ Ω
there exists a set F in Eσδ such that A ⊂ F and µ∗(F ) = µ∗(A).
Proof. From the definition
µ∗(A) = inf
{ ∞∑
n=1
µ(En) : En ∈ E , A ⊂
∞⋃
n=1
En
}
, ∀A ⊂ Ω,
of infimum, for every ε > 0 there exists a sequence {En} ⊂ E such that∑
n µ
∗(En) ≤ µ(A) + ε. Since E =
⋃
nEn belongs to Eσ, µ∗(En) ≤ µ(En)
and µ∗ is sub σ-additive, we obtain
µ∗(E) ≤
∑
n
µ∗(En) ≤
∑
n
µ(En) ≤ µ∗(A) + ε,
proving (1).
Now, for every ε = 1/k, k = 1, 2, . . ., we use part (1) to find a set Ek in
Eσ such that µ∗(Ek) ≤ µ(A) + 1/k. Hence, the set F =
⋂
k Ek belongs to Eσδ,
A ⊂ F and
µ∗(A) ≤ µ∗(F ) ≤ µ∗(Ek) ≤ µ(A) + 1
k
, ∀k = 1, 2, . . . ,
which yields (2) as k →∞.
Exercise 2.8. Let µ∗i (i = 1, 2) be the outer measures induced by the initial set
functions µi : E → [0,+∞], as in Proposition 2.6, and assume that the class E
is stable under the formation of finite unions and finite intersections, and that
every set in E is µ∗i -measurable (for i = 1, 2). Prove that if µ∗1(E) ≤ µ∗2(E) for
every E in E then µ∗1(A) ≤ µ∗2(A), for every A ⊂ Ω.
Proof. First, recall Exercise 1.6. If E =
⋃
iEi and F =
⋃
i Fi with Ei and Fj
in E then E ∩ F = ⋃i,j(Ei ∩ Fj), and because E is stable under the formation
of finite intersections, the set Ei ∩Fj is also in E . Hence, Eσ is stable under the
formation of finite intersections.
Recall that Eσ is stable under the formation of countable unions and Eσδ is
is stable under the formation of countable intersections.
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Now, in view of Exercise 2.7, part (2), for every A ⊂ Ω there exists a set Fi
in Eσδ such that A ⊂ Fi and µ∗i (Fi) = µ∗i (A). The set F = F1∩F2 is also in Eσδ,
A ⊂ F and µ∗i (F ) = µ∗i (A). Thus, we are reduced to show that µ∗1(A) ≤ µ∗2(A),
for every F in Eσδ.
Since E is stable under the formation of finite unions, for every E in Eσ
there exists a monotone increasing sequence {En} ⊂ E such that E =
⋃
nEn =
limnEn. In view of the σ-additive of µ
∗
i on the µ
∗
i -measurable sets En and E,
the monotone continuity from below shows that
µ∗1(E) = lim
n
µ∗1(En) ≤ lim
n
µ∗2(En) = µ
∗
2(E),
i.e., µ∗1 ≤ µ∗2 on the class Eσ.
Because Eσ is stable under the formation of finite intersections, for any F
in Eσδ there exists a monotone decreasing sequence {Fn} ⊂ Eσ such that F =⋂
n Fn = limnEn. Hence, almost the same argument as above yields
µ∗1(F ) = lim
n
µ∗1(Fn) ≤ lim
n
µ∗2(Fn) = µ
∗
2(F ).
Indeed, we deduce from Exercise 2.7, part (1), that for every F with µ∗2(F ) <∞
there exists a set F ′ in Eσ such that F ⊂ F ′ and µ∗2(F ′) < ∞. Each set
F ′n = Fn ∩ F ′ is in Eσ,
µ1(F
′
n) ≤ µ2(F ′n) ≤ µ2(F ′) <∞, ∀n,
and the monotone decreasing sequence {F ′n} satisfies limn F ′n = F . Hence, the
monotone continuity from above can be applied to deduce that µ∗1 ≤ µ∗2 on the
class Eσδ, which completes the proof.
Exercise 2.9. Let µi (i ≥ 1) be initial set function µi : E → [0,+∞] as in
Proposition 2.6, where E is now a ring. Assume that all set initial functions are
additive, and all but one are σ-additive, i.e., µ1 is additive and µi (i ≥ 2) are
σ-additive. Prove that (
∑
i µi)
∗ =
∑
i µ
∗
i .
Proof. Indeed, the inequality (
∑
i µi)
∗ ≥ ∑i µ∗i follows from the definition of
the infimum, so that only the converse inequality (
∑
i µi)
∗ ≤ ∑i µ∗i needs a
discussion. Moreover, since E is a ring and all µi are additive, by Remark 2.8,
the infimum defining µi implies that only disjoint covering should be considered.
Thus, for any set E in E with µ∗1(E) <∞ and any ε > 0 there exists a sequence
{En} of disjoint sets in E such that E =
∑
nEn and
∑
n µ1(En) ≤ µ∗1(E) + ε.
Since µi (i ≥ 2) is σ-additive we have
∑
n µi(En) = µi(E) = µ
∗
i (E).
(
∑
i
µi)
∗(E) ≤
∑
n
[∑
i
µi(En)
]
≤ ε+
∑
i
µ∗i (E),
which shows that (
∑
i µi)
∗(E) ≤∑i µ∗i (E), for every E in E .
As in Exercise 2.8, by the monotone continuity of measures, we deduce that
(
∑
i µi)
∗(F ) ≤∑i µ∗i (F ), for every F in Eσδ.
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Now, by means of Exercise 2.7, part (2), for every A ⊂ Ω there exist sets
Fi, i = 0, 1, . . ., in Eσδ such that A ⊂ Fi, (
∑
i µi)
∗(A) = (
∑
i µi)
∗(F0) and
µ∗i (A) = µ
∗
i (Fi). The set F =
⋃
i≥0 Fi also belongs to Eσδ, and we have A ⊂
F , (
∑
i µi)
∗(A) = (
∑
i µi)
∗(F ) and µ∗i (A) = µ
∗
i (F ). Hence, (
∑
i µi)
∗(A) ≤∑
i µ
∗
i (A), for every A ⊂ Ω, and we conclude the proof.
Exercise 2.10. Let µ∗ be the outer measure on Ω induced by a additive set
function µ defined on an algebra (actually, a semi-ring suffices) A = E , given
by (2.1). Denote by Aσ the class of countable unions of sets in A, and by
Aσδ the class of countable intersections of sets in Aσ. (1) Prove that for every
subset E ⊂ Ω and every ε > 0 there exists a set A in Aσ such that E ⊂ A and
µ∗(A) ≤ µ∗(E) + ε, and (2) deduce that for some B in Aσδ such that E ⊂ B
and µ∗(E) = µ∗(B). Now, a subset E of Ω is called σ-finite (relative to µ∗) if
there exists a sequence {Fi : i ≥ 1} in 2Ω such that E ⊂
⋃
i Fi and µ
∗(Fi) <∞,
for every i. (3) Show that a σ-finite set E is µ∗-measurable if and only if there
exists B in Aσδ such that E ⊂ B and µ∗(B r E) = 0. Finally, if µ∗(Ω) < ∞
then (4) prove that E is µ∗-measurable if and only if µ∗(E) = µ(Ω)−µ∗(ΩrE).
Proof. Note that (1) and (2) are particular cases of Exercise 2.7, and essentially,
we repeat the same arguments.
(1) By the definition
µ∗(E) = inf
{ ∞∑
n=1
µ(En) : En ∈ E , E ⊂
∞⋃
n=1
En
}
, ∀E ⊂ Ω,
for every ε > 0 there exist a sequence {En} ⊂ E such that E ⊂
⋃∞
n=1En and∑∞
n=1 µ(En) ≤ µ∗(E) + ε. Moreover, µ∗(E) ≤ µ(E), for every E in E . Because
E is an algebra, in the proof of Theorem 2.9, we have seen that if µ is additive
(not necessarily σ-additive) then the elements of E are µ∗-measurable, which
implies that every sets in the σ-algebra σ(E) generated by E is µ∗-measurable.
Furthermore, the outer measure µ∗ restricted to the σ(E) is a measure and (if
µ is σ-additive then µ∗ agrees with µ on E , which is not needed!). Hence, the
set A =
⋃
nEn belongs to Aσ ⊂ σ(E), E ⊂ A and
µ∗(A) ≤
∞∑
n=1
µ∗(En) ≤
∞∑
n=1
µ(En) ≤ µ∗(E) + ε.
Moreover, if µ is σ-additive and A also belongs to E then µ∗(A) = µ(A).
(2) Now, take ε = 1/n and apply (1) the construct a sequence {An} ⊂ Aσ
such that E ⊂ An and µ∗(An) ≤ µ∗(E) + 1/n. Therefore, B =
⋂
nAn ⊃ A and
µ∗(B) ≤ µ∗(An) ≤ µ∗(E) + 1/n, i.e., µ∗(B) = µ∗(E).
(3) From the definition, we deduce that any subset N ⊂ Ω with µ∗(N) = 0
is µ∗-measurable, and because µ is additive on the algebra E , any set in σ(E) is
µ∗-measurable. Thus, given any subset E ⊂ Ω, if there exists B in Aσδ ⊂ σ(E)
such that E ⊂ B and µ∗(BrE) = 0 then B and N = BrE are µ∗-measurable,
and so is E = B rN .
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Conversely, if E is σ-finite then apply (2) (or (1)) to the initial sequence
{Fi} ⊂ 2Ω we obtain a sequence {En} ⊂ Aσδ (or {En} ⊂ Aσ) such that E ⊂⋃
nEn and µ
∗(En) <∞, for every n ≥ 1. Now, apply (1) to the set En ∩ E to
obtain a set An,k in Aσ with En∩E ⊂ An,k and µ∗(An,k) ≤ µ∗(En∩E)+2−n/k,
k, n ≥ 1. Since µ∗(En ∩ E) <∞ and
µ∗(An,k) = µ∗(En ∩ E) + µ∗
(
An,k r (En ∩ E)
)
,
we have
µ∗
(
An,k r E
) ≤ µ∗(An,k r (En ∩ E)) ≤ 2−n/k, ∀k, n ≥ 1.
Therefore, the set Ak =
⋃
nAn,k belongs to Aσ, E ⊂ Ak and
µ∗(Ak r E) ≤
∑
n
µ∗
(
An,k r (Fn ∩ E)
) ≤∑
n
2−n
k
≤ 1
k
.
Hence, if B =
⋂
k Ak then B is in Aσδ, E ⊂ B and µ∗(B r E) = 0.
(4) Since µ∗(Ω) < ∞, if E is µ∗-measurable then the additivity of µ∗ on
measurable sets implies that µ∗(E) = µ(Ω)− µ∗(Ωr E).
For the converse, apply (2) to E and Ec to obtain two sets A and B in Aσδ
such that E ⊂ A, Ec ⊂ B, µ∗(E) = µ∗(A), and µ∗(Ec) = µ∗(B). Because
Ω = A ∪B and µ∗ is additive, we obtain µ∗(Ω) + 2µ∗(A ∩B) = µ∗(A) + µ(B).
However, by assumption, we have
µ∗(A) = µ∗(E) = µ(Ω)− µ∗(Ec) = µ(Ω)− µ∗(B),
and then we deduce µ∗(A ∩ B) = 0. Since A r E = A ∩ Ec ⊂ A ∩ B, the
set N = A r E has outer measure zero, and so, it is µ∗-measurable. Hence
E = ArN is also measurable.
Note that only the fact that the initial set function µ is additive on a semi-
ring E is actually necessary in the above arguments for (1),. . . ,(4).
Exercise 2.11. Let µ∗ be an outer measure on Ω and {Ωi : i ≥ 1} be a sequence
of disjoint µ∗-measurable sets. Prove that µ∗
(
E ∩ (⋃i Ωi)) = ∑i µ∗(E ∩ Ωi),
for every E in 2Ω.
Proof. In view of the σ-additivity of µ∗ we have µ∗
(
E ∩ (⋃i Ωi)) ≤∑i µ∗(E ∩
Ωi), and to verify the converse inequality, we need show only that
n∑
i=1
µ∗(E ∩ Ωi) = µ∗
(
E ∩ (⋃i≤nΩi)) ≤ µ∗(E ∩ (⋃iΩi)), ∀n ≥ 1,
which can be proved by induction as follows.
Apply the µ∗-measurability (Caratheodory’s) condition to the sets Ωn with
the generic set En = E∩(
⋃
i≤nΩi) to obtain µ
∗(En) = µ∗(En∩Ωn)+µ∗(En∩Ωcn).
Since En ∩ Ωn = E ∩ Ωn and En ∩ Ωcn = En−1 we deduce
µ∗
(
E ∩ (⋃i≤nΩi)) = µ∗(En) = µ∗(E ∩ Ωn) + µ∗(En−1) =
= µ∗(E ∩ Ωn) + µ∗(E ∩ Ωn−1) + µ∗(En−2) = . . . =
= µ∗(E ∩ Ωn) + µ∗(E ∩ Ωn−1) + · · ·+ µ∗(E ∩ Ω1),
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which complete the argument.
Exercise 2.12. Revise the definitions and proofs of this section to use outer
measures defined on hereditary σ-rings. The class of µ∗-measurable set becomes
a hereditary σ-ring in Theorem 2.5. The class E needs not to cover the whole
space Ω in Propositions 2.6. Theorem 2.9 is practically undisturbed if σ-algebra
is replaced by σ-ring, e.g., see Halmos [57, section 10, pp 41-48]. Referring
to Propositions 2.6, as a typical application, consider the hereditary σ-ring of
all set covered by a sequence of sets in E with µ-finite value (i.e., σ-finite sets
relative to E), to construct σ-finite measures defined on σ-rings. Consider the
alternative way of beginning with µ define on a class E such that Ω belongs to
E and µ(E) <∞ for every E 6= Ω.
Proof. A class C is called hereditary, if every subset of a set in C also belongs to
C, i.e., A ⊂ B with B ∈ C implies A ∈ C. Certainly, for the trivial case when the
whole space Ω belongs to C we have C = 2Ω. For instance, if I is the class of all
bounded d-intervals in Rd then the hereditary class generated by I is the class of
all bounded sets. In general, if R0 is the σ-ring generated by a class E , then the
hereditary class generated by R0 is the class R of all σ-covered sets relative to E ,
i.e., the class of all sets A such that there exits a sequence {En} ⊂ E such that
A ⊂ ⋃nEn. This class R = RH (E) is a σ-ring with the hereditary property,
so-called hereditary σ-ring. Certainly, if there exits a sequence {En} in E such
that Ω =
⋃
nEn then R0 is the σ-algebra generated by E and RH (E) = 2Ω.
Referring to Propositions 2.6, we may use finite set functions, i.e., to assume
that µ : E → [0,+∞) be such that ∅ ∈ E and µ(∅) = 0. Then µ∗(A) is defined, a
priori, for any set A in the hereditary σ-ring R
H
(E) generated by E . Sometime,
we may want to define µ∗(A) = +∞ when A cannot be covered by a sequence
of sets in E , i.e., effectively defining µ∗ on the whole class 2Ω. Alternatively, we
may allow µ to take the +∞ value on some sets in the initial class E , and pay
attention to the hereditary σ-ring of all σ-finite sets relative to (E , µ), i.e., the
class of all sets A ⊂ ⋃nEn, for some sequence {En} ⊂ E with µ(En) <∞.
The condition of µ∗-measurability or Caratheodory’s condition for a set A ∈
R
H
(E) can be re-written as µ∗(E) = µ∗(E ∩ A) + µ∗(E r A), for every E ∈
R
H
(E). Thus the set of all µ∗-measurable sets form a σ-ring and measures
are considered defined on σ-rings, but outer measure are defined on hereditary
σ-rings. Theorem 2.9 holds as follows.
If µ is a measure on a ring E and µ∗ is defined as above then (a) the restriction
µ∗|E = µ and (b) every set in the σ-ring R generated by E is µ∗-measurable
and µ¯ = µ∗|R is a measure. Moreover, if µ¯ is σ-finite (i.e., for any A in R there
exists a sequence {An} ⊂ R such that
⋃∞
n=1An = A with µ¯(An) < ∞) then
µ¯ is uniquely determinate on R, i.e., if ν is another measure on R such that
ν|E = µ then ν = µ¯.
Perhaps, the relevance of studying measures on σ-rings (instead of measures
on σ-algebras) resides on the importance of the σ-ring of σ-finite sets. As
discussed later, we will be able to integrate (with a finite value) only those
functions that vanish outsize of a σ-finite set. It is also clear that hereditary
σ-rings play the role of the whole class 2Ω.
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From a Semi-Ring
Exercise 2.13. Complete the proof of Proposition 2.11, i.e., verify that the
extension of µ to R0 is well defined and indeed is σ-additive.
Proof. Indeed, if A belongs to the ring R0 generated by the semi-ring E then
A is a disjoint union of sets in E , but this union may not be unique, i.e., A =∑n
i=1Ei =
∑n
j=m Fm with Ei and Fj in E , for every i, j. Since Ei =
∑m
j=1Ei ∩
Fj and µ is additive on E we have µ(Ei) =
∑m
j=1 µ(Ei ∩ Fj). By symmetry, we
also µ(Fj) =
∑n
i=1 µ(Fj ∩ Ei), and therefore
n∑
i=1
µ(Ei) =
n∑
i=1
( m∑
j=1
µ(Ei ∩ Fj)
)
=
m∑
j=1
( n∑
i=1
µ(Fj ∩ Ei)
)
=
m∑
j=1
µ(Fi),
i.e., µ is well defined on R0.
If {An} is a disjoint sequence of sets in the ring R0 such that
∑
nAn =
A belongs to R0 then each n ≥ 1 we can write An =
∑
i∈In En,i and also
A =
∑
i∈I Ei, with En,i and Ei in E , for finite indexes In and I. By definition
µ(A) =
∑
i∈I µ(Ei), and because An,i = A ∩ Ei =
∑
j∈In, n(En,j ∩ Ei) belongs
to E and is expressed as countable disjoint union of sets in E , the σ-additivity
of µ on E implies
µ(An,i) =
∑
j∈In, n
µ(En,j ∩ Ei).
Adding in i ∈ I, and because En,j = En,j ∩A =
∑
i∈I En,j ∩ Ei, we obtain
µ(A) =
∑
i∈I
( ∑
j∈In, n
µ(En,j ∩ Ei)
)
=
∑
j∈In, n
(∑
i∈I
µ(En,j ∩ Ei)
)
=
=
∑
j∈In, n
µ(En,j) =
∑
n
( ∑
j∈In
µ(En,j)
)
=
∑
n
µ(An),
which proves the σ-additivity of the extension of µ to R0.
Certainly, if the initial set function µ assume infinite values for some sets in
E then we may reduce to the finite case by considering µ defined only on the
semi-ring
E0 = {E ∈ E : µ(E) <∞}
of finite sets.
Exercise 2.14. Let (X,X , µ) be a σ-finite measure space and (Y,Y) be a mea-
surable space. By means of a monotone argument prove that the function
y 7→ µ(Ay) is measurable from (Y,Y) into the Borel space [0,∞], for every A in
the product σ-algebra X ×Y with section Ay = {x ∈ X : (x, y) ∈ A}. Hint: the
equality (A ∪B)x = Ax ∪Bx could be of some use here.
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Proof. To verify that the section operation preserves unions, let us compare the
set B(y) =
⋃
i∈I(Ai)y and the set Ay with A =
⋃
i∈I Ai. A point x belongs to
B(y) if and only if there exits i in I such that x belongs to (Ai)y, i.e., if and
only if (x, y) belongs to Ai, for some i in I. Since, a point x belongs to Ay if and
only if there exits i in I such that (x, y) belongs to Ai, we deduce the equality⋃
i∈I(Ai)y =
(⋃
i∈I Ai
)
y
. The same argument holds true for the intersections,
i.e., we have
⋂
i∈I(Ai)y =
(⋂
i∈I Ai
)
y
. Similarly, sections are preserved by the
formation of differences, indeed, x belongs to Ay r By if and only if x belongs
to Ay and does not belong to By, i.e., if and only if (x, y) belongs to (A r B).
In particular, for the complement set operation, (Ac)y = (Ay)
c.
Consider the class C of sets A in product σ-algebra X ×Y with the property
that all sections are measurable, i.e., Ay belongs to X , for every y in Y . In view
of the above properties on sections, this class is a σ-algebra. Since y-sections of
a rectangle set E × F , with E in X and F in Y, are either ∅ or E, we deduce
that C contains all rectangle, i.e., we deduce that C = X × Y. This means that
all sections of sets in the product σ-algebra X × Y are measurable sets.
Because (X,X , µ) is a σ-finite measure space, there exists an increasing
sequence {Xk} ⊂ X with µ(Xk) <∞, for every k ≥ 1. Consider the class A of
sets A in X × Y for which the function y 7→ µ(Xk ∩Ay) is measurable, for any
k ≥ 1. To verify that A λ-class, i.e, it is stable under the formation of countable
monotone unions, monotone differences and it contains the whole space X ×Y ,
we recall that σ-additivity of µ implies the monotone continuity from below and
that because we are dealing with finite values, we have µ
(
Xk ∩ (Ay r By)
)
=
µ(Xk∩Ay)−µ(Xk∩By). Hence, a monotone argument (Proposition 1.6) shows
that A is indeed the whole product σ-algebra X × Y, i.e., each function y 7→
µ(Xk ∩ Ay) is measurable, for any k ≥ 1. Therefore, the limit y → µ(Ay) =
limk µ(Xk ∩Ay) is also measurable.
An alternative argument, is to use Exercise 1.7 to write any set A in the
product σ-algebra X × Y as a countable disjoint union of rectangles, i.e, A =∑
nEn×Fn with En in X and Fn in Y. Since the sections satisfy Ay =
∑
n(En×
Fn)y and µ is σ-additive we have
µ(Ay) =
∑
n
µ
(
En × Fn)y
)
=
∑
n
µ(En)1{y∈Fn},
which prove that the function y 7→ µ(Ay) is measurable, without assuming that
µ is σ-finite.
Exercise 2.15. First (1) show that any σ-finite measure is semi-finite, and give
an example of a semi-finite measure which is not σ-finite. Next, (2) prove that
if µ is a semi-finite measure then for every measurable set A with µ(A) = ∞
and any real number c > 0 there exits a measurable set F such that F ⊂ A and
c < µ(F ) < ∞. Now, if µ is a measure (non necessarily semi-finite) then the
finite part µf is defined by the expression
µf (A) = sup{µ(F ) : F ∈ A, F ⊂ A, µ(F ) <∞}.
[Preliminary] Menaldi November 11, 2016
Solutions: 2. Abstract Measures 277
Finally, (3) prove that µf is a semi-finite measure, and that if µ is semi-finite
then µ = µf . Moreover, (4) show that there exists a measure ν (non necessarily
unique) which assumes only the values 0 and ∞ such that µ = µf + ν.
Proof. Recall that a measure µ on (a σ-algebra) A is called semi-finite if for
every A in A with µ(A) = ∞ there exists F in A satisfying F ⊂ A and 0 <
µ(F ) <∞.
(1) If µ is a σ-finite measure then there exists an increasing sequence {Fn}
of measurable sets such that Ω =
⋃
n Fn and µ(Fn) < ∞. Now, for any set
measurable A with µ(A) = ∞, the σ-additivity (in this case, the monotone
continuity from below) implies that µ(A) = limn µ(A ∩ Fn), and thus, there
exists a set F = A ∩ Fn such that F ⊂ A and 0 < µ(F ) <∞.
If we take Ω = R, A = 2Ω and µ(A) is the number of points in A then µ
the only sets with finite measure are the set with a finite number of elements.
Thus, µ is not σ-finite because R is not countable. However, µ is semi-finite.
Indeed, any A with µ(A) =∞ is necessary nonempty, and therefore, there exist
a point a in A. Thus, we can take F = {a} ⊂ A and µ(F ) = 1.
(2) Let us assume that µ is semi-finite and show that if A is measurable and
µ(A) = ∞ then there exists a sequence {Fn} of subsets of A with µ(Fn) < ∞,
for every n ≥ 1, and such that µ(Fn)→∞, i.e., the supremum α = sup{µ(F ) :
F ⊂ A, µ(F ) < ∞} is infinite. Indeed, because µ is semi-finite we have α > 0
and thus, there exists a sequence {Fn}, Fn ⊂ A, with 0 < µ(Fn) → α. The
monotone continuity from below implies that µ(F ) = α, with F =
⋃
n Fn.
Now, to see that µ(F ) = ∞ we argue by contradiction, if µ(F ) < ∞ then
µ(A r F ) = µ(A) − µ(F ) = ∞ and therefore, again, because µ is semi-finite,
there exists a set E ⊂ ArF with µ(E) > 0, and necessarily µ(E∪F ) ≤ α. Since
µ(E ∪ F ) = µ(E) + µ(F ) and µ(F ) = α, we have the contradiction µ(E) = 0.
(3) Remark that the definition makes sense even if µ is not semi-finite, we
always have µ(∅) = 0. From the definition we can see that µf (A) = µ(A) for any
measurable set A with µ(A) < ∞. Thus µf (A) ≤ µ(A) for every measurable
set A, and certainly µf is monotone, i.e., A ≤ B implies µf (A) ≤ µf (B), and
µf (∅) = 0.
To verify that µf is σ-additive, take a disjoint sequence {An : n ≥ 1} of
measurable sets, A =
∑
nAn. By the definition of sup, for every c < µf (A)
there exists a measurable set Fc ⊂ A such that c < µ(Fc) <∞. Since
µf (Fc) = µ(Fc) =
∑
n
µ(Fc ∩An) =
∑
n
µf (Fc ∩An) ≤
∑
n
µf (An),
we deduce that µf (A) ≤
∑
n µf (An). For the converse inequality, we need to
consider only the case when µf (A) < ∞, which implies that all µf (An) < ∞,
and thus, for every ε > 0 and any n ≥ 1 there exits a measurable set Fn ⊂ An
such that µf (An)−ε2−n ≤ µ(Fn). Because the series converges, adding in n ≥ 1
we obtain∑
n
µf (An) ≤ ε+
∑
n
µ(Fn) ≤ 2ε+
∑
n≤k
µ(Fn),
[Preliminary] Menaldi November 11, 2016
278 Solutions: 2. Measure Theory
for some k sufficiently large. For this k, the additivity property of µ implies
that
µ
( ⋃
n≤k
Fn
)
=
∑
n≤k
µ(Fn) <∞.
Hence, the definition of µf yields µ
(⋃
n≤k Fn
) ≤ µf (A), and as ε → 0, we
deduce
∑
n µf (An) ≤ µf (A).
Next, to check that µf is semi-finite, take a measurable set A with µf (A) =
∞, and by the definition of sup, for every c > 0 there exists Fc ⊂ A such that
c < µ(Fc) <∞, and because µf (Fc) = µ(Fc) we deduce that µf is semi-finite.
Similarly, if µ is semi-finite and µ(A) = ∞ then by (2), there exists a se-
quence {Fn} of subsets of A with µ(Fn) < ∞, for every n ≥ 1, and such that
µ(Fn)→∞. Hence µf (A) =∞, i.e., we deduce that µ = µf .
(4) Note that µf ≤ µ and if µf (A) < µ(A) = +∞ then µf (A) = 0. Let R
be the σ-rings class of all σ-finite sets relative to µ, i.e., R belongs to R if and
only there exits a sequence {Rn} of measurable sets with µ(Rn) <∞, for every
n ≥ 1 and R = ∑nRn. If R belongs to R then µ(R) = µf (R), and µ(A) = ∞
for every A which is not in R.
Define the set function ν(A) = 0 if A belongs to R and ν(A) =∞ otherwise.
It is clear that µ = µf +ν, and to check that ν is σ-additive, let {An : n ≥ 1} be
a disjoint sequence of measurable sets, A =
∑
nAn. If each An is in R then also
A belongs to R, and 0 = ν(A) = ∑n ν(An). Otherwise, there is some An which
is not in R, and therefore, A cannot belongs to R, i.e., ν(A) =∞ = ∑n ν(An).
If there is a measurable set E which is not in R and µ(E) = µf (E) then
we can define another set function ν¯(A) = 0 if A belongs to R¯ and ν¯(A) = ∞
otherwise, where R¯ is the σ-ring generated by E and R. Since 0 = ν¯(E) 6=
ν(E) = ∞, we have verify that the measure ν satisfying µ = µf + ν is not
necessarily unique.
(2.3) Inner Approach
Exercise 2.16. With the notation of in Theorem 3.19, verify that the class K¯ of
all finite unions of sets in K is a lattice (i.e., a pi-class stable under the formation
of finite unions), and that the expression µ(K∪K ′) = µ(K)+µ(K ′)−µ(K∩K ′)
defines, by induction, a unique extension of µ to the class K¯, which results K¯-
tight. At this point, instead of (3.8), we could redefine µ∗ as
µ∗(A) = sup
{
µ(K) : K ⊂ A, K ∈ K¯},
where µ is a K¯-tight finite-valued set function with µ(∅) = 0 defined on the
lattice K¯, i.e., without any loss of generality we could assume, initially, that the
class K is a lattice.
Proof. By definition, the class K¯ is stable under finite unions, and the distribute
formula,
(⋃
i≤nKi
)⋂ (⋃
j≤mK
′
j
)
=
⋃
i≤n
⋃
j≤m
(
Ki ∩ K ′j
)
, shows that K¯ is
stable under finite intersections.
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By Theorem 3.19, µ∗ an additive measure on A ⊃ K and thus µ(A ∪ B) =
µ(A) + µ(B) − µ(A ∩ B) for any A and B in A with µ(A ∩ B) < ∞. In
particular, because µ = µ∗ (finite valued) on the K, we deduce that µ can be
uniquely extended to the lattice K¯ by means of the expression µ(K ∪ K ′) =
µ(K) + µ(K ′) − µ(K ∩K ′), for every K and K ′ in K. The K¯-tightness of the
extension µ follows from the additivity property of µ∗.
Remark that the K¯-tightness condition on µ means that for every ε > 0
and sets A ⊂ B in K¯ there exists a set K ⊂ B r A in K¯ such that µ(B) <
µ(A) + µ(K) + ε.
Exercise 2.17. Let K ⊂ 2Ω be a lattice (i.e., a class containing the empty set
and stable under finite unions and finite intersections) and µ : K → [0,∞) be a
finite-valued set function with µ(∅) = 0. Consider
µ∗(A) = sup
{
µ(K) : K ⊂ A, K ∈ K}, ∀A ⊂ Ω,
and assume that µ is K-tight. Show that (1) µ can be uniquely extended to an
(finitely) additive finite-valued set function µ¯ defined on the ring R generated
by the lattice K. Next, prove that (2) if µ is σ-smooth on K (i.e., limn µ(Kn) =
0 whenever {Kn} ⊂ K is a decreasing sequence with
⋂
nKn = ∅) then the
extension µ¯ is σ-additive on R.
Proof. This is essentially the arguments in Theorem 2.22, µ∗ is an additive set
function on the algebra A, which is finite-valued on the lattice K, i.e., the ring
R ⊂ A and µ¯ = µ∗
∣∣
R. Because any element in R is contained in some set
of K, the set function µ¯ is finite-valued. Indeed, let R0 the class of all sets
R in R such that there exists K in K satisfying R ⊂ K. Because K is stable
under the formation of finite unions the class R0 is stable under the formation
of differences and finite unions, i.e., R0 is a ring and therefore R0 = R.
For any decreasing sequence {An} ⊂ R with
⋂
nAn = ∅, and any ε > 0
there exist sets K ′n ⊂ An in K such that µ¯(An) = µ∗(An) < µ(K ′n) + ε2−n.
Consider the sequence {Kn} with Kn =
⋂
i≤nK
′
i to obtain
An rKn = An r
⋂
i≤n
K ′i =
⋃
i≤n
(An rK ′i) ⊂
⋃
i≤n
(Ai rK ′i)
Remark that An belongs to R ⊂ A, µ∗(An) < ∞ and µ∗(An rK ′n) < ε2−n to
have
0 ≤ µ∗(An)− µ∗(Kn) = µ∗(An rKn) ≤
∑
i≤n
µ∗(Ai rK ′i) < ε.
This proves that limn µ¯(An) = limn µ(Kn), and because
⋂
nKn ⊂
⋂
nAn = ∅
and µ is σ-smooth on K, we deduce that µ¯ is σ-smooth on R.
(2.4) Geometric Construction
Exercise 2.18. Consider the space Rd with the non Euclidean distance d de-
rived form norm |x| = max{|xi| : i = 1, . . . , d}. Let E be the semi-ring of all
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d-intervals of the form ]a, b] with a and b in Rd, and for a fixed r = 1, . . . , d, let
b be the hyper-volume of its r-projection, i.e.,
br(I) = (b1 − ai) . . . (br − ar), ∀I =]a, b] ∈ E .
Denote by µ∗r,δ and µ
∗
r the Hausdorff measure constructed from these E and br.
Prove (1) that µ∗r with r = d is the Lebesgue outer measure. Next, consider
the injection and projection mappings ir : x
′ 7→ x = (x′, 0) from Rr into Rd
and pir : x 7→ x′ from Rd into Rr, when r = 1, . . . , d − 1. Show (2) that
µ∗r(A) = `
∗
r
(
i−1r (A)
)
, for every A ⊂ ir(Rr), where `r is the Lebesgue outer
measure. Also, show (3) that µ∗r(A) =∞ if the projection pir+1(A) contains an
open (r+1)-interval in Rr+1, and thus, µ∗r is not σ-finite in Rd for r = 1, . . . , d−1,
but only semi-finite. On the other hand, let R be the ring of all finite unions of
semi-open cubes with edges parallel to the axis and with rational endpoints (i.e.,
d-intervals of the form ]a, b] ⊂ Rd with bi, ai rational numbers and bi− ai = h).
Show (4) that
µ∗r,δ(A,R) = inf
{ ∞∑
n=1
dr(En) : En ∈ R, A ⊂
∞⋃
n=1
En, d(En) ≤ δ
}
,
and µ∗r(·,R) = limδ→0 µ∗r,δ(·,R) satisfy also (1), (2) and (3) above.
Proof. (1) The point is that if every E in E can be written as a countable
disjoint union
⋃
nEn of sets in E with d(En) < δ, and if br is σ-additive on E ,
then µ∗r,δ = µ
∗
r . In this case, br is the hyper-volume for r = d and the Lebesgue
outer measure is constructed in Rd, i.e., µ∗d = `d.
(2) Suppose r = 1, . . . , d − 1, and A ⊂ i(Rr) ⊂ Rd. For any cover {En} ⊂
E of A the projections of En on Rr produce a cover {In} of r-intervals of
ir(A), which proves that µ
∗
r,δ(A) ≥ `r
(
ir(A)
)
, for every δ > 0. Thus, to verify
the reverse inequality when µ∗r(A) < ∞ take ε > 0 to find a cover {Ik} of
A with r-intervals such that `∗r
(
ir(A)
)
+ ε >
∑
k `r(Ik), and hence, another
sequence of disjoint r-intervals with d(Ik) ≤ δ satisfying the same estimate can
be obtain. Therefore, the sequence {Ek} with Ek = Ik×]− δ, 0]d−r cover A and
`∗r
(
ir(A)
)
+ ε >
∑
k br(Ek), which yields `
∗
r
(
ir(A)
) ≥ µ∗r,δ(A), for every δ > 0,
i.e., `∗r
(
ir(A)
) ≥ µ∗r,δ(A) = µ∗r(A).
(3) Remark that if E is a d-interval with d(E) ≤ δ then µ∗r(E) ≥ µ∗r,δ(E) =
`r
(
pir(E)
)
, and therefore, µ∗r,δ(E) =
∑
n µ
∗
r,δ(En) whenever pir(E) =
∑
n pir(En).
Thus, if E is a set not necessarily in E such that pir+1(E) =]a′, b′] is a (r + 1)-
interval in Rr+1 with b′r+1 − a′r+1 = kδ then any cover {En} ⊂ E of E will
produce at least k disjoint covers {pir(En) : n ∈ Ni} (i = 1, . . . , k) of pir(E), i.e.,∑
n br(En) ≥ k`r
(
pir(E)
)
. Hence,
µ∗r,δ(E) ≥ (b′r+1 − a′r+1)δ−1`r
(
pir(E)
)
,
which implies µ∗r(E) =∞.
Since each µ∗r,δ is a σ-finite outer measure, the limit µ
∗
r is a semi-finite
regular Borel outer measure. Only µ∗d is a σ-finite Borel outer measure. Indeed,
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any set containing an open set has necessarily an infinite measure (for any
r = 1, . . . , d − 1), it seems reasonable that µ∗r is not σ-finite, but the actual
proof requires more details. For instance, a variation of part (2) shows that the
uncountable family of disjoint sets
Ea = {x ∈ Rd : 0 < xi ≤ 1, i = 1, . . . , r, xr+1 = a, xi = 0, i ≥ r + 2}
satisfies µ∗r(Ea) = 1. Hence, any set with finite measure can contain only finite
many sets of the family {Ea : a ∈ R}, which implies that any σ-finite set cannot
contain the whole uncountable family of sets {Ea : a ∈ R}, i.e., Rd is not
σ-finite.
(4) Observe (a) that br(E) = d(E)
r for any d-cube, (b) that any element in
R (i.e., any finite union of disjoint d-cubes) belongs also to the ring generated
by the d-intervals in E , and (c) that any d-interval with rational endpoints can
be written as a union of disjoint d-cubes to deduce that µ∗r,δ(A,R) = µ∗r,δ(A) as
in Exercise 2.27 part (2). It is clear then that µ∗r,δ(A,R) satisfies all previous
parts (1), (2) and (3), and µr,δ ≤ µr,δ(·,R).
Certainly, we could continue this analysis and perhaps even call µ∗r or µ
∗
r(·,R)
the Lebesgue-Hausdorff measure of dimension r ≤ d on the space Rd, with the
max-distance, but something is missing.
(2.5) Lebesgue Measures
Exercise 2.19. Consider the outer Lebesgue measure `∗ on (Rd,L). First, (1)
verify that any Borel set is measurable and that the boundary ∂I of any semi-
open (semi-close) d-interval I in the semi-ring Id has Lebesgue measure zero.
Second, (2) show that for any subset A of Rd and any ε > 0 there is an open
set O containing A such that `∗(A) + ε ≥ `(O). Deduce that also there is a
countable intersection of open sets G containing A such that `∗(A) = `(G).
Proof. (1) Since the Lebesgue measure ` on (Rd,L) was defined from the hyper-
volume set function m on the semi-ring Id of semi-open (semi-closed) d-intervals
I =]a, b] with a and b in Rd, we deduce from Caratheodory’s construction (e.g.,
Proposition 2.11) that σ-algebra L of `∗-measurable sets contains the σ-algebra
of Borel sets in Rd, as being generated by the semi-ring Id. The arguments
in Proposition 2.26 also show that the boundary of any d-interval has measure
zero. For instance, for every the ε > 0, set A = {a1}×]a2, b2] × · · ·×]ad, bd]
can be covered by Iε =]a1 − ε, a1 + ε]×]a2, b2] × · · ·×]ad, bd] and then `(Iε) ≤
2ε
∏n
i=2]ai, bi], i.e., `(A) = 0. Hence, any d-interval (open, closed, non-open,
non-closed) J has the same measure as a d-interval I in the semi-ring Id, i.e.,
`(J) = `(I) = m(I), where I and J have the same interior points.
(2) Clearly, if `∗(A) =∞ then choose G = Rd. Thus take A ⊂ Rd `(A) <∞.
By the definition of `∗, for any ε > 0 there exits a sequence {In} of d-intervals
in Id such that
`∗(A) + ε/2 >
∑
n
m(In) and O ⊂
⋃
n
In.
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Now, for each d-interval In and any ε > 0, we can modify the extremes and
construct d-intervals open Jn ⊃ In such that `(Jn) ≤ m(In) + ε/4. Thus, the
open set O =
⋃
n Jn satisfies A ⊂ O and
`∗(A) + ε >
∑
n
`(Jn) ≥ `(O) ≥ `∗(A).
Now, applying this argument for ε = 1/k, there is a sequence {On} of open sets
satisfying A ⊂ Ok and `(Ok) ≤ `∗(A) + 1/k, which yields G =
⋂
k Ok ⊃ A and
`(G) = `∗(A).
Exercise 2.20. Consider the Lebesgue measure ` on (Rd,L). First, (1) show
that for any measurable set A with `(A) < ∞ and any ε > 0 there exits an
open set O with `(O) < ∞ and a compact set K such that K ⊂ A ⊂ O and
`(O rK) < ε. Next, (2) prove that for every measurable set A ⊂ Rd and any
ε > 0 there exits a closed set C and an open set O such that C ⊂ A ⊂ O and
`(OrC) < ε. Finally, if Fσ denotes the class of countable unions of closed sets
in Rd and Gδ denotes the class of countable intersections of open sets in Rd then
(3) prove that for any measurable set A there exits a set G in Gδ and a set F
in Fσ such that F ⊂ A ⊂ G and `(Gr F ) = 0.
Proof. (1) By the definition of `, for every A in L with `(A) <∞ and any ε > 0
there exits a sequence {In} of d-intervals in Id such that
`(A) + ε/4 >
∑
n
m(In) and O ⊂
⋃
n
In.
Now, for each d-interval In and any ε > 0, we can modify the extremes and
construct d-intervals open Jn ⊃ In such that `(Jn) ≤ m(In) + ε/4. Thus, the
open set O =
⋃
n Jn satisfies A ⊂ O and
`(A) + ε/2 >
∑
n
`(Jn) ≥ `(O),
which proves that `(O) <∞ and `(O rA) < ε/2.
To obtain a compact set, the monotone continuity from below shows that
for every ε > 0 there is a compact d-interval I such that `(A∩ I) + ε/4 > `(A),
i.e., `(Ar I) < ε/4 Hence, applying the previous argument to the set I rA, we
obtain an open set U ⊃ I r A such that `(U r (I r A)) < ε/4. Therefore, the
compact set K = I r U satisfies K ⊂ I ∩A, (I ∩A)rK ⊂ U r (I rA), and
`
(
(I ∩A)rK) ≤ `(U r (I rA)) < ε/4.
Finally, the inclusion O rK ⊂ (O rA)⋃((I ∩A)rK)⋃(Ar I) yields
`(O rK) ≤ `(O rA) + `((I ∩A)rK)+ `(Ar I) ≤ ε,
with K ⊂ A ⊂ O.
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(2) Let A be a measurable set in Rd, and without assuming `(A) < ∞,
pick any ε > 0. Write A as a disjoint union of sets with finite measure (i.e.,
A =
⋂
k≥1Ak with `(Ak) <∞) to invoke part (2) with the set Ak, and to find
an open set Ok such that Ak ⊂ Ok and `(Ok r Ak) ≤ 2−kε/2. Since the set
O =
⋃
k Ok is also open, A ⊂ O, O rA ⊂
⋂
k(Ok rAk), and
`(O rA) ≤
∑
k
`(Ok rAk) ≤ ε/2.
This shows that for any measurable set A in Rd and for any ε > 0, there exist
an open set O such that F ⊂ A ⊂ O and `(O rA) < ε/2.
Now, applying this argument to the complement Ac = Ω r A there exists
an open set U such that Ac ⊂ U and `(U r Ac) < ε/2. Since the complement
C = U c is closed, A ⊃ U c and Ar C = U r Ac, we conclude that C ⊂ A ⊂ O
and `(O r C) < ε.
(3) Next, for ε = 1/n we find a sequence {On} of open sets and a sequence
{Cn} of closed sets such that Cn ⊂ A ⊂ On and `(On rCn) ≤ 1/n. Hence, the
set G =
⋂
nOn is in Gδ (usually called a Gδ-set) and the set F =
⋃
n Cn is a in
Fσ (usually called a Fσ-set) satisfy F ⊂ A ⊂ G and `(Gr F ) = 0.
Exercise 2.21. Consider the class I˙d of open bounded d-intervals in Rd and the
hyper-volume set function m = md, i.e., of the form I = (a1, b1)× · · ·× (ad, bd),
with ai ≤ bi in R, i = 1, . . . , d, and m(I) = (b1 − a1) · · · (bd − ad). Even if I˙d is
not a semi-ring, we can define the outer measure
m∗(A) = inf
{ ∞∑
n=1
m(In) : In ∈ I˙d, A ⊂
∞⋃
n=1
In
}
, ∀A ⊂ Rd, (B.20)
as in Caratheodory’s construction Proposition 2.6. Compare with the construc-
tion of the Lebesgue measure given in Proposition 2.26 and show (1) that both
definition are equivalent. Similarly, for any other class E of d-intervals (which is
not necessarily a semi-ring) generating the Borel σ-algebra in Rd, consider the
outer measure induced by (B.20) with the class E replacing the semi-ring I˙d.
Prove (2) that the same Lebesgue measure is obtained.
Proof. Let us denote by ` = `d and `
∗ = `∗d the construction given in Proposi-
tion 2.26 via the semi-ring Id of bounded d-intervals that are semi-open (to the
left) and semi-closed (to the right), i.e., of the form ]a, b].
(1) For any set A, if {I˙n} is a sequence of bounded open d-interval covering A
then the sequence {In} of d-intervals in Id with exactly the same endpoints will
also cover A, I˙n ⊂ In, A ⊂
⋃
n In, and we deduce that `
∗(A) ≤ m∗(A). Similarly,
if {εn} is a sequence of positive numbers and {In} is a sequence of d-interval
in Id covering A then we can modify the endpoints of each In to construct a
sequence {I˙n} of open d-intervals such that In ⊂ I˙n and m(I˙n) ≤ εn + `(In).
Thus A ⊂ ⋃n I˙n, and we obtain m∗(A) ≤ `∗(A) + ∑n εn, which proves the
reverse inequality. Hence both outer measures construction are the same, i.e.,
m∗ = `∗.
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It may be convenient to define the hyper-volume m for any d-intervals (non
necessarily open or bounded) I as follows: m(I) = m(I˙), with I˙ denoting the
interior of I, and m(I˙) = ∞ if I˙ is unbounded. In this way, the hyper-volume
m is additive over d-intervals, i.e.,
I = I1 + · · ·+ Ik implies m(I) = m(I1) + · · ·+m(Id).
Actually, if I is a non-overlapping finite union of intervals {I1, . . . , Ik} (i.e.,
I =
⋃k
i=1 Ii with either I˙i ∩ I˙j = ∅ or m(Ii ∩ Ij) = 0, for any i 6= j) then we also
have m(I) = m(I1) + · · ·+m(Id).
To complete the construction of the Lebesgue measure via open d-intervals,
we need to show (independently from the properties of `∗) that any d-interval is
m∗-measurable and that m = m∗ on the class I˙d of bounded open d-intervals.
Therefore, for a given I in I˙d and any ε > 0, we can modify the endpoints of
I to construct a compact d interval K and another open d-interval J satisfying
J ⊂ K ⊂ I and m(I) < m(J) + ε. Now, if {In} is a sequence of bounded open
d-intervals covering I then they necessarily cover K, and because K is compact,
there exist a finite subcover J ⊂ K ⊂ ⋃n≤k In. Hence
m(J) ≤
∑
n≤k
m(In) ≤
∑
n
m(In),
which implies that m(I) ≤ m∗(I) as ε → 0. Since I is open and cover itself,
we also have the reverse inequality and so m(I) = m∗(I) for every open I.
Actually, almost without modification, the above argument can be applied to
any d-interval (non necessarily open or bounded) to get m(I) = m∗(I) for any
d-interval. This implies that m∗ is additive on d-interval, i.e., if a d-interval
(non necessarily open or bounded) I is written as a disjoint finite union of d-
intervals (non necessarily open or bounded), I = I1 + · · · + Ik, then m∗(I) =
m∗(I1) + · · ·+m∗(Ik).
Now, to show that a Borel set (in particular any open bounded d-interval)
is m∗-measurable, we need only to have a family A of m∗-measurable sets (and
Borel sets) that generates the Borel σ-algebra. For such a family, we may
choose open d-interval of the form A = (a,+∞) with a in Rd. Thus, to check
that A = (a,+∞) is m∗-measurable we have to show that m∗(E) ≥ m∗(E∩A)+
m∗(E ∩ Ac), for every E ⊂ Rd, with m∗(E) <∞. Therefore, by definition, for
a given subset E of Rd with m∗(E) <∞ and any ε > 0 there exists a sequence
{In} of open d-interval covering E satisfying
∑
nm(In) < m
∗(E) + ε. The set
In ∩ A is an open interval and In ∩ Ac is a disjoint finite union of intervals,
and so m(In) = m
∗(In ∩ A) + m∗(In ∩ Ac). Because any outer measure is
σ-sub-additive, we obtain
m∗(E ∩A) +m∗(E ∩Ac) ≤
≤
∑
n
[
m∗(In ∩A) +m∗(In ∩Ac)
]
=
∑
n
m(In) < m
∗(E),
i.e., A is m∗-measurable.
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(2) It is clear that, by modifying the endpoints of the d-intervals, the outer
Lebesgue measures induced by the various classes of d-intervals agree with each
other. If the class of d-intervals E is a semi-ring then Caratheodory’s con-
struction Proposition 2.11 yields the suitable extension after proving that the
hyper-volumem is σ-additive on E . This can be done similar to Proposition 2.26.
Alternatively, if the class of E is not a semi-ring then Caratheodory’s con-
struction Proposition 2.6 yields the outer Lebesgue measure, still denoted m∗
and defined by (B.20) with E replacing the semi-ring I˙d. However, in this case
we need to show that the hyper-volume m agrees with m∗ on E and that each set
B in B0 is m∗-measurable, for some family B0 generating the σ-algebra B(Rd)
of Borel sets. These is accomplished with arguments as in (1).
Exercise 2.22. Let Jd be the class of all d-intervals in Rd (which includes
any open, non-open, closed, non-closed, bounded or unbounded intervals) with
boundary points a = (ai) and b = (bi), where ai and bi belong to [−∞,+∞]. By
considering in some detail the case d = 1 (with comments to the general case
d ≥ 2), do as follow:
(1) Prove that Jd is a semi-algebra of subsets of Rd.
(2) Define an additive set function m¯ on Jd such that m¯ restricted to the semi-
ring Id of (left-open and right-closed) d-intervals used in Proposition 2.26 agrees
with the expression (2.5). Extend the definition of m¯ to an additive set function
on the algebra J¯d generated by the semi-algebra Jd.
(3) Show that
m¯(J) = sup
{
m¯(K) : J ⊃ K, compact K ∈ J¯d,
}
(B.21)
for every J in J¯d.
(4) Deduce from (3) that m¯ is σ-additive on J¯d and show that the extension of
m¯ is also the Lebesgue measure.
Proof. (1) It is clear that Jd is a pi-class, i.e., stable under the formation of finite
intersections. In the case of R, the complement of an interval is another interval
or the union of two intervals. In Rd, the complement of a d-interval is another
d-interval or the union of several d-intervals, i.e., Jd is indeed a semi-algebra.
(2) Certainly, the set function m¯ on Jd is defined by m¯(J) = 0 if the interior
J˙ is nonempty, m¯(J) = ∞ if J is an unbounded d-interval with nonempty
interior and if a and b in Rd are the extreme points of J then define IJ =]a, b]
and m¯(J) = m(IJ) = (b1 − a1) · · · (bd − ad).
As in Exercise 2.13 and Proposition 2.11, using the fact the any set E in
the algebra J¯d is a disjoint finite union of elements in Jd, i.e., E =
∑n
i=1 Ji,
Ji in Jd, we define m¯(E) =
∑n
i=1 m¯(Ji), which is an additive set function well
defined on J¯d.
(3) First, let us verify that for every J in the semi-algebra and any real
number 0 < c < m¯(J) there is a compact d-interval K ⊂ J such that c < m¯(K).
Indeed, if a and b are the extreme points of J then we can find points a′ and b′
in Rd such that ai < a′i < b′i < bi and c < m¯(K) with K = [a′1, b′2]×· · ·× [a′d, b′d].
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Denote by m∗(J) the right-hand of (B.21), we note that the monotony of
m¯ implies that m¯(K) ≤ m¯(J), for every K ⊂ J , i.e. m∗(J) ≤ m¯(J). For the
reverse inequality, if J =
∑n
i=1 m¯(Ji) with J¯ > 0 then for any d-interval Ji with
J¯i > 0 and every real number 0 < ci < J¯i, we can find a compact d-interval Ki
satisfying Ki ⊂ Ji and ci < m¯(Ki). Thus, if Ki = ∅ when m¯(Ji) = 0, then the
compact d-interval K =
∑n
i=1Ki ⊂ J satisfies
m¯(K) =
n∑
i=1
m¯(Ki) >
n∑
i=1
ci = c > 0,
which yields m∗(J) = m¯(J).
(4) Since m¯ is additive on the algebra J¯d, the σ-additivity reduces to the
monotone continuity from below, i.e., if {Jn} is an increasing sequence in J¯d
and and J =
⋃
n Jn belongs to J¯d then m¯(J) = limn m¯(Jn). Moreover, if one of
the sets Jn is unbounded then so is J , the limit is infinite and the equality holds.
Therefore, we need to consider only the case where all set Jn are bounded and
m¯(J) > 0.
Arguing similar to the beginning of part (3), for any ε > 0 and a given
increasing sequence {Jn} of bounded sets in the algebra J¯d, we can modify
the extreme points of d-interval forming Jn to construct an increasing sequence
{J ′n} of open (bounded) sets in J¯d such that
lim
n
m¯(Jn) ≤ lim
n
m¯(J ′n) ≤ ε+ lim
n
m¯(Jn) and Jn ⊂ J ′n, ∀n.
Also, for every real number c < m¯(J) there exists a compact set K ⊂ J in J¯d
such that m¯(K) > c. Because {J ′n} is an open cover of the compact set K, there
is a finite subcover, i.e., K ⊂ ⋃n≤m J ′n = J ′m, for some number m. Hence
c < m¯(K) ≤ m¯(J ′m) ≤ ε+ lim
n
m¯(Jn),
and as ε→ 0 and c→ m¯(J) we deduce m¯(J) = limn m¯(Jn), i.e., m¯ is σ-additive
on the algebra J¯d.
Recall that in Exercise 2.20, we proved that the Lebesgue measure of the
boundary points of a bounded d-interval is zero, i.e., `(∂J) = 0 for every J
in Jd, after expressing unbounded d-intervals a increasing limits of bounded
d-intervals.
Now, to check that the extension of m¯ is indeed the Lebesgue measure as
obtained in Proposition 2.26 via the semi-ring Id of bounded d-intervals that
are semi-open (to the left) and semi-closed (to the right), we need to use the
fact that m¯(J) = `(J), for every d-interval (i.e., element in Jd), and use the
uniqueness of Caratheodory’s extension Theorem 2.9.
Exercise 2.23. Consider the Lebesgue measures `d, `h and `d+h on the spaces
Rd, Rh and Rd+h. Discuss the additive product measure `d × `h (see Re-
mark 2.14), its outer measure extension `∗ in Rd+h and the (d+h)-dimensional
Lebesgue measure `d+h. Actually, verify that `d+h is the completion of the
product Lebesgue measure `d × `h.
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Proof. We can view the Lebesgue measure `d constructed as in Proposition 2.26
via the semi-ring Id, or as in Exercise 2.22 via the semi-ring Jd. In any case,
we consider a similar construction `h in Rh and `d+h in Rd+h.
By definition, we have m¯d × m¯h = m¯d+h on the (product) semi-algebra
Jd × Jh = Jd+h or equivalently, md ×mh = md+h on the (product) semi-ring
Id × Ih = Id+h. Since m¯d+h and md+h are σ-additive, the Caratheodory’s
extension Theorem 2.9 insures that m¯d+h = `d+h on Jd+h and md+h = `d+h
on Id+h. In any case, `d+h is defined on the complete σ-algebra Ld+h, i.e., the
`∗d+h-completion of the Borel σ-algebra (as generated by the semi-ring Id+h).
Exercise 2.24. Let Fi : R → R, i = 1, . . . , d, be non-decreasing functions.
Verify that the expression
mF
(
]a, b]
)
=
d∏
i=1
(
Fi(bi)− Fi(ai)
)
, ∀a, b ∈ Rd (B.22)
defines an additive set function mF on the semi-ring Id, which is σ-additive if
each Fi is right-continuous. Give some details on how the alternative construc-
tion of the Lebesgue measure presented in the previous Exercise 2.22 can be
used for the Lebesgue-Stieltjes measure.
Proof. Replacing the hyper-volume with the expression
if ]a, b] =]a1, b2]× · · ·×]ad, bd]
then mF
(
]a, b]
)
=
(
F1(b1)− F1(a1)
) · · · (Fd(bd)− F1(ad)),
we see that, by construction, mF is an additive set function defined on the
semi-ring Id. To check the σ-additivity, let I =]a, b] be a disjoint countable
union of the d-intervals In =]an, bn], i.e.,I =
∑
n In, and note that in view of
the continuity from the right of F = (Fi) we have mF (]b, b + t] → 0 as ti ↓ 0
with t = (ti). Since, as in Proposition 2.26, for every ε > 0 there exits some
δ = (δi), δn = (δn,i), with δi, δn,i > 0 such that mF
(
]bn, bn+δn]
)
< 2−n−1ε and
mF
(
]a, a+ δ]
)
< ε/2, we can define the open intervals Jn =]an, bn[⊃ In, n ≥ 1,
and the compact interval K = [a+ δ, b] ⊂ I to obtain
mF (I) ≤ ε/2 +mF (K) and
∑
n
mF (Jn) ≤ ε/2 +
∑
n
mF (In).
Because {Jn} is a cover by open sets of the compact set K, there must be a
finite cover, i.e., K ⊂ ⋃n≤k Jn, for some k ≥ 1, and in view of the additivity of
mF we obtain
mF (I)− ε/2 ≤ mF (K) ≤
≤
∑
n≤k
mF (Jn) ≤
∑
n
mF (Jn) ≤ ε/2 +
∑
n
mF (In),
which shows the σ-additivity of mF on the semi-ring Id.
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Thus, by means of Caratheodory’s construction Proposition 2.11, every Borel
set is m∗F -measurable and m
∗
F
(
]a, b]
)
= mF
(
]a, b]
)
.
To construct the Lebesgue-Stieltjes measure, we could make use the class of
open and bounded d-intervals I˙d instead of the semi-ring Id, as in Exercise 2.22.
However, if we want to obtain the same Lebesgue-Stieltjes measure, we replace
the hyper-volume with the expression
if ]a, b[=]a1, b2[× · · ·×]ad, bd[
then m¯F
(
]a, b[
)
=
(
F1(b1−)− F1(a1)
) · · · (Fd(bd−)− F1(ad)),
where Fi(bi−) means the limit from the left at bi of Fi. Thus, Caratheodory’s
extension Theorem 2.9 can be also applied, but we need to establish that
m¯∗F
(
]a, b]
)
= mF
(
]a, b]
)
and that every Borel set is m¯∗F -measurable, indepen-
dently from the previous construction.
Essentially the same argument to established the σ-additivity of mF on
the semi-ring Id can be applied to obtain m¯∗F
(
]a, b]
) ≥ mF (]a, b]), and the
converse inequality follows from the monotony, ]a, b] ⊂]a, b′[, b′ > b, m¯∗F
(
]a, b]
) ≤
m¯F
(
]a, b′[
)
. Also, since m¯F
(
]a, c′[
) → mF (]a, b]) as c′ ↑ b, we also deduce that
m¯∗F
(
]a, b[
)
= m¯F
(
]a, b[
)
.
To check that any Borel set is m¯∗F -measurable, we argue similar to Exer-
cise 2.22, but this time, we have to use the additivity of m¯∗F for d-intervals
either open ]a, b[ or left-open of the form ]a, b].
Exercise 2.25. Recall that the Cantor set C as the set of all real numbers x
in [0, 1] expressed in the ternary system x =
∑
n an3
−n with an in {0, 2}; and
consider the Cantor function f initially defined by f(x) =
∑
n bn2
−n, with bn =
an/2. Give a quick argument justifying that the Cantor set is uncountable and
compact, with empty interior and no isolated points. Show that the Cantor set
has Lebesgue measure zero, i.e., m(C) = 0. Extend f to the function f : [0, 1]→
[0, 1], which is constant on the complement [0, 1]rC and strictly increasing on
C (except at the two endpoints of each interval removed). Again, verify that f
is a continuous function, e.g., see Folland [45, Proposition 1.22, pp. 38–39].
Proof. The Cantor set C can also be defined by induction, by removing the open
middle third (1/3, 2/3) of closed interval [0, 1], then removing the open middle
thirds (1/9, 2/9) and (7/9, 8/9) of the 2 remaining closed intervals [0, 1/3] and
[2/3, 1], and so forth, i.e., removing the open middle thirds of the 2n remaining
closed intervals, in the n-iteration. Thus, C is a closed set of [0, 1] (therefore C
is compact), and if x < y belong to C then there exists some z in (x, y) r C,
i.e., C is totally disconnected (i.e., the only connected subsets of C are single
points), C has no isolated points, and [0, 1]r C is dense in [0, 1].
The Lebesgue measure of C is calculated as `(C) = 1 − `([0, 1] r C), and
the series of the length of all the open middle thirds removed
`
(
[0, 1]r C
)
=
∞∑
n=0
2n
3n+1
=
(1/3)
1− (2/3) = 1
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yields `(C) = 0.
Since the Cantor function f is a bijection between the Cantor set C and
the closed interval [0, 1], the Cantor set C has the cardinality of the continuum,
ℵ1. This implies that the σ-algebra of all Lebesgue measurable sets has the
cardinality of the parts of a continuum, ℵ2.
Because f is non-decreasing and C is dense, f cannot have any jumps as a
function defined from C onto [0, 1]. Moreover, if x < y are in C then f(x) <
f(y), unless x and y are the two endpoints of one of the interval removed from
[0, 1] to construct C. Therefore, we can extend f to the whole interval [0, 1] by
keeping f constant on each interval that has been removed from [0, 1] to build
C. This function is continue from [0, 1] onto [0, 1], strictly increasing on C and
constant on the open set [0, 1]r C.
Looking at the Cantor by induction, we are removing 2k − 1 disjoint open
(middle thirds) intervals in step k, ordered as (ak,i, bk,i), bk,i < ak,i+1, 1 ≤ i <
2k. Thus, its closed complement Ck = [0, 1]r
⋃
i(ak,i, bk,i), so that the Cantor
set can be written as
C =
⋂
k
Ck, Ck =
⋃
1≤i≤2k
[bk,i−1, ak,i], with bk,0 = 0, ak,2k = 1.
Thus, define (a) fk(0) = 1, fk(1) = 1, (b) fk constant on each closed interval
[ak,i, bk,i], fk(ak,i) = 2
−ki, 1 ≤ i ≤ 2k, (c) fk linear Ck, and (d) continuous on
[0, 1]. The function fk is nondecreasing from [0, 1] into itself, and |fk+1(x) −
fk(x)| ≤ 2−k, for every x. Hence, fk → f uniformly on [0, 1].
Exercise 2.26. The translation invariance of the Lebesgue measure can be used
to show the existence of a non-measurable set in R. Indeed, consider the addition
modulo 1 acting on [0, 1)× [0, 1), i.e., for any a and b in [0, 1) we set a+ b = c
mod 1 with c = a + b if a + b < 1 or c = a + b− 1 if a + b ≥ 1. Verify that for
any Lebesgue measurable set E and any b in [0, 1) the set A+b mod 1 = {a+b
mod 1 : a ∈ A} is Lebesgue measurable and m(A + b mod 1) = m(A). Next,
define the equivalence relation x ∼ y if and only if x−y is rational, and consider
the family x¯ of equivalence classes in [0, 1), i.e., x¯ = {y ∈ [0, 1) : y ∼ x}.
Certainly, all rational numbers belong to the same equivalence class, and by
means of the axiom of choice, we can select one (and only one) element of each
equivalence class to form a subset E of [0, 1) such that (1) any two distinct
element x and y in E does not belong to the same equivalence class, and (2) x¯
with x in E yield all possible equivalence classes. Let {rn} be an enumeration
of the rational numbers in [0, 1) with r0 = 0. Prove that En = E + rn mod 1
defines a sequence of disjoint sets in [0, 1), with m(En) = m(E). Finally, show
that [0, 1) =
⋃
nEn and deduce that E cannot be a Lebesgue measurable set.
For instance, the reader may check the book Burk [23, Appendix B, C] or
Kharazishvili [69] to find a comprehensive discussion on non-measurable sets.
Proof. Define Fn = E + rn ⊂ [0, 2), E′n = Fn ∩ [0, 1) and E′′n = Fn ∩ [1, 2)− 1 ⊂
[0, 1) to check that
En = E
′
n ∪ E′′n and E′n ∩ E′′n = ∅.
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Indeed, if some x belongs to E′n∩E′′n then x = x′n+rn = x′′n+rn−1 with x′n and
x′′n in Fn, so that xn−x′′n ∈ (−1, 1) with x′n−x′′n = −1 produce a contradiction.
Now, if y belongs to Fn ∩ Fm then x = xn + rn = xm + rm with xn in Fn
and xm in Fm. In view of the property (1) of E, the equality xn−xm = rm−rn
implies that xn = xm and rn = rm, i.e., {Fn} is a sequence of disjoint subsets,
and so is {En}.
Any x in [0, 1) belongs to same equivalence class, and in view of the property
(2) of E, we deduce that x belongs to some En, i.e., [0, 1) =
⋃
nEn. Hence, if
E is Lebesgue measurable then `(En) = `(E
′
n) + `(E
′′
n) = `(Fn) = `(E) and
1 = `
(
[0, 1)
)
=
∑
n
`(En) =
∑
n
`(E),
which is a contradiction.
Exercise 2.27. Verify that if I is a bounded d-intervals in Rd (which in-
cludes any open, non-open, closed, non-closed) with endpoints a and b then
the Lebesgue measure m(I) is equal the product
∏d
i=1(bi − ai).
(1) Let E be the class of all open bounded intervals with rational endpoints,
i.e., (a, b) with a and b in Qd. Denote by m∗1 and m1 the outer measure and
measure induced by the Caratheodory construction relative to the Lebesgue
measure restricted to the (countable) class E . Check that a subset A of Rd is
m∗1-measurable if and only if A is Lebesgue measurable, and prove that m1 = m.
Can we show that m∗1 = m
∗?
(2) Similarly, let C be the class of all open cubes with edges parallel to the axis
with rational endpoints (i.e., (a, b) with a, b in Qd and bi − ai = r, for every
i), and let (m∗2) m2 be the corresponding (outer) measure generated as above,
with C replacing E . Again, prove results similar to item (1). What if E is the
class of semi-open dyadic cubes ](i− 1)2−n, i2−n]d for i = 0,±1, . . .± 4n?
(3) How can we extend all these arguments to the Lebesgue-Stieltjes measure.
State precise assertions with some details on their proof.
(4) Consider the class D of all open balls with rational centers and radii. Repeat
the above arguments and let (m∗3) m3 (outer) measure associated with the class
D. How can we easily verify the validity of the previous results for this setup
(see later Corollary 2.35).
Proof. Let E be a class of d-intervals and m¯ be the hyper-volume set function,
i.e., if E is a d-interval with endpoints a and b then m¯(E) =
∏d
i=1(bi−ai) (with
the convention that 0×∞ = 0, for unbounded intervals in the product formula).
Besides the additive property for non-overlapping intervals, i.e., if E =
⋃n
i=1Ei
with disjoint interiors (E˙i ∩ E˙j = ∅ for i 6= j) then m¯(E) =
∑n
i=1 m¯(En), an
essential property of the inf expression
m∗(A) = inf
{ ∞∑
n=1
m¯(En) : En ∈ E , A ⊂
∞⋃
n=1
En
}
, ∀A ⊂ Rd
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(in the Caratheodory construction), used very often is the following approxi-
mation: for any given E bounded d-interval and for every ε > 0 there exists
an open d-interval I and a compact d-interval K such that K ⊂ E ⊂ I and
m¯(I) − ε < m¯(E) < m¯(K) + ε. Certainly, m¯ is monotone, i.e., E ⊂ I implies
E¯ ≤ E¯, and if E is be unbounded then for every c < m¯(E) there exists a
compact d-interval K such that K ⊂ E and c < m¯(K).
Indeed, the main argument to verify that either the hyper-volume m¯ is σ-
additive on E or the outer Lebesgue measure m∗(I) of a bounded d-interval I
is equal to m¯(I) goes as follows: (a) for any ε > 0 and for any sequence {In}
of d-interval covering I we can modify the endpoints of each interval to obtain
a sequence {I ′n} of open bounded d-intervals and a compact d-interval K such
that ∑
n
m¯(I ′n) ≤ ε+
∑
n
m¯(In) and m¯(I) ≤ ε+ m¯(K),
with K ⊂ I and In ⊂ I ′n, for every n; and (b) we use the compactness to obtain
a finite cover and the additivity of m¯ to conclude.
Since the hyper-volume m¯ is an additive set function, the outer Lebesgue
measure m∗ is also additive on the class of d-intervals. This is a key point used
to deduce that any Borel set is m∗-measurable, see the previous Exercise 2.22.
(1) If E the class of all open bounded d-intervals with rational endpoints
then the arguments are similar to Exercise 2.21. Indeed, for any E bounded
d-interval and any ε > 0 there exists an open d-interval I and a compact d-
interval K (both with rational endpoints if desired) such that K ⊂ E ⊂ I and
m¯(I) − ε < m¯(E) < m¯(K) + ε. As above, this allows us to show (indepen-
dently of the initial definition of m∗) that m∗1 agrees with the hyper-volume m¯,
which yields the additivity of m∗1 for d-intervals. Hence an open unbounded
d-interval of the form (a,+∞) is m∗1-measurable, and therefore any Borel set is
also m∗1-measurable. Also, because m1 and m agree on a d-intervals, they agree
everywhere. Alternatively, we can argue that from any cover by d-intervals in E
we can find a cover by d-intervals in the semi-ring Id with almost the same sum
of hyper-volume (and conversely) to deduce that the corresponding Lebesgue
outer measures agree, i.e., m∗1 = m
∗.
(2) If C the class of all open (bounded) cubes (or d-cubes if we prefer) with
edges parallel to the axis with rational endpoints, then the arguments are similar
to part (1) above, replacing E with C. Note that now, for any given bounded
d-interval E and for every ε > 0 there exists a finite number of open d-cubes
{Ii} and a finite number of compact d-cubes {Kj} such that
⋃
j Kj ⊂ E ⊂
⋃
i Ii
and
∑
i m¯(Ii)− ε < m¯(E) <
∑
j m¯(Kj) + ε. This property suffices to make an
argument, similar to part (1), to show (independently) that m∗2 agrees with the
hyper-volume on m¯ on any d-interval and that indeed, m∗2 is the Lebesgue outer
measure m∗.
We have to point-out that we could use the class Cs of all d-cubes, semi-
open from the left, semi-closed from the right, with edges parallel to the axis
and with rational endpoints, i.e., (a, b] with a, b in Qd and bi − ai = r, for
every i. This class Cs is not stable under the formation of finite intersections,
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i.e., Cs is not a semi-ring. However, if Is denotes the class of all d-interval in
the semi-ring Id with rational endpoints (having rational endpoints is crucial
here) then Ids is a semi-ring and any element there can be written exactly as
a finite disjoint union of d-cubes. Hence, both classes (Ids and Cs) generated
the same ring R, composed by all disjoint finite unions of d-cubes (semi-open
from the left, semi-closed from the right, with edges parallel to the axis, and
with rational endpoints). Therefore, by means of Caratheodory’s construction
Proposition 2.11, we obtain a new (outer) measure denoted by (m˜∗2) m˜2. Again,
because this measure agrees with the hyper-volume on Cs, this is indeed the
Lebesgue (outer) measure.
If E is the class of semi-open dyadic cubes Qi,n =](i − 1)2−n, i2−n]d for
i = 0,±1, . . . ± 4n then E is a pi-class, but is not a semi-ring. However, as
mentioned early, what really count is the fact that the class R of all finite
disjoint unions of sets in E is a ring. Indeed, this follows from the facts that
(a) the intersection of two semi-open dyadic cubes Qi,n ∩Qj,m is either empty
or one of the two cubes and (b) the difference of two semi-open dyadic cubes
Qi,n rQj,m is a finite disjoint union of semi-open dyadic cubes. The argument
is the same as in the case of cubes with rational endpoints, we need to use the
fact that the dyadic numbers {i2−n : n ≥ 1, i = 0,±1, . . .} is a dense set in R.
Choosing i = 0,±1, . . .±4n is not necessary, the class with i = 0,±1, . . . plays
the same role. However, using the finite ring Rn of all semi-open dyadic cubes
Qi,n for i = 0,±1, . . . ± 4n (or even letting i = 0,±1, . . .) to produce an outer
measure m∗n and then take the limit (or infimum) m¯
∗ = limnm∗n = infnm
∗
n
does not produce the Lebesgue measure. Indeed, any cube Qi,n in the ring Rn
has a hyper-volume m(Qi,n) ≥ 2−dn, which means that only finite series can be
used (since infinite series produces infinite values) when taking the infimum to
obtain m∗n.
(3) For the Lebesgue-Stieltjes measure we follow the arguments in Exer-
cise 2.24. Note that using the semi-ring of d-cubes Cs, as mentioned in part (2),
via the Caratheodory’s construction Proposition 2.11 is very handy. However
if we insist in using either open d-interval as in (1) (i.e., the class E) or open
d-cubes as in (2) (i.e., the class C) then we need to adjust the definition of
the initial set function mF to obtain the same Lebesgue-Stieltjes measure. The
crucial point that the outer measure m∗F is indeed an extension of the initial set
function mF is more delicate.
(4) If we decide to use the class D of all open balls (with rational centers
and radii) then more difficulties arise. First, we need a formula for the hyper-
volume m¯ valid for balls, which are known for dimension d ≤ 3, but in general,
this requires some calculation involving the integral. A related second point is
to show the details on obtaining the following approximation property: for every
ε > 0 and for any given bounded d-interval (or d-ball) E there exists a finite
number of open d-intervals (or d-balls) {Ii} and a finite number of compact
d-intervals (or d-balls) {Kj} such that
⋃
j Kj ⊂ E ⊂
⋃
i Ii and
∑
i m¯(Ii) −
ε < m¯(E) <
∑
j m¯(Kj) + ε. Another complication is that a d-ball cannot be
written as a finite union of smaller d-balls (for d ≥ 2), so that additivity on
b-balls makes nonsense. Moreover, we cannot build a semi-ring of d-balls to
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simplify. Therefore, if we assume a suitable definition of the hyper-volume m¯
for d-balls then the above arguments let us show that the outer measures agree,
i.e., m∗1 = m
∗, but using Caratheodory’s extension Theorem 2.9 for the actual
construction (or definition) of the Lebesgue measure is hard (or impossible)
without the support of the d-intervals. Some light on this is given by Vitali’s
covering as discussed in Section 2.5If we insist in using d-balls then Hausdorff
construction in Section 2.4 is more adequate.
Exercise 2.28. Let F : R → R be a nondecreasing right-continuous func-
tions and mF be its Lebesgue-Stieltjes measure associated. Verify that (1)
mF (]a, b]) = F (b) − F (a). Prove that (2) there is a bijection between the
Lebesgue-Stieltjes measures in R and the semi-space of all nondecreasing right-
continuous functions F from R into itself satisfying F (0) = 0. Finally, (3) can
we do the same for Rd?
Proof. If I denote the semi-ring of all intervals for the form I =]a, b] with a
and b in R then the initial set function m¯F ((]a, b]) = F (b) − F (a) defines the
Lebesgue-Stieltjes (outer) measure m∗F associate with the nondecreasing right-
continuous function F .
(1) Given I =]a, b] in I, the inf definition of the outer measure m∗F ensures
that m∗F (]a, b]) ≤ m¯F (]a, b]). To prove the converse inequality, if Ii =]ai, bi] is a
cover of I then for any ε > 0 we can use the right-continuity of F to find a′ > a
and b′i > bi satisfying F (a
′) < F (a) + ε and F (b′i) < F (bi) + 2
−iε, for i ≥ 1.
This yields
ε+
∞∑
i=1
m¯F (Ii) ≥
∞∑
i=1
m¯F (]ai, b
′
i]) and m¯F (]a, b]) ≤ ε+ m¯F (]a′, b]).
Since {(ai, b′i)} is an open cover of the compact [a′, b], there exists a finite sub-
cover, and re-indexing, we obtain
n∑
i=1
(
F (b′i)− F (ai)
) ≥ (F (b)− F (a′)).
Collecting all the pieces, we get
ε+
∞∑
i=1
m¯F (Ii) ≥ m¯F (]a, b])− ε,
and because ε > 0 and {Ii} are arbitrary, we deduce m∗F (]a, b]) ≥ m¯F (]a, b]).
(2) A Lebesgue-Stieltjes measure in R satisfies two key properties: (a) any
Borel set is Lebesgue-Stieltjes measurable and (b) any compact set has a finite
Lebesgue-Stieltjes measure. As seen later, these two properties define the so-
called Radon measures. If µ is a Lebesgue-Stieltjes measure (in R) we can
define the real-valued function F (x) = µ
(
]0, x]
)
if x > 0 and F (x) = −µ(]x, 0])
if x ≤ 0. Since 0 < x ≤ x′ implies
F (x′)− F (x) = µ(]0, x′])− µ(]0, x]) = µ(]x, x′]) ≥ 0,
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and for any nonincreasing sequence {xn}, xn ↓ x, we have
lim
n
F (xn) = lim
n
µ
(
]0, xn]
)
=
(
]0, x]
)
= F (x),
we deduce that F is nondecreasing and right-continuous for x > 0, and analo-
gously for the other cases.
Thus for each Lebesgue-Stieltjes measure µ in R, we construct a nonde-
creasing right-continuous function F with F (0) = 0 and such that µ
(
]a, b]
)
=
F (b)−F (a). Conversely, from a nondecreasing right-continuous function F with
F (0) = 0 we can use the expression mF
(
]a, b]
)
= F (b) − F (a) to construct the
Lebesgue-Stieltjes measure associated with F , which in turn, reproduces the
function F .
(3) If by a Lebesgue-Stieltjes measure we mean a product form like the
expression (2.7), then we do have a bijective between the Lebesgue-Stieltjes
measures in Rd and the set of all nondecreasing right-continuous functions F =(
f1, . . . , fd
)
with fi from R into itself satisfying fi(0) = 0, for i = 1, . . . , d.
However, we may consider Radon measures µ on Rd and µ
(
]a, b]
)
= F (b)−F (a),
where F : Rd → R, is a nondecreasing right-continuous in the sense of the partial
order x ≤ y if and only xi ≤ yi for every i. Since ]a, b] =]a, b′]
⋃
]a′, b] with
aj ≤ a′j = b′j ≤ bj for some j and ai = a′i, bi = b′i for any i 6= j implies that
F (b)− F (a) = µ(]a, b]) = µ(]a, b′])+ µ(]a′, b]) =
=
[
F (b′)− F (a)]+ [F (b)− F (a′)],
we deduce that (c) F (b′) = F (a′), if a′ ≤ b′ and a′j = b′j for some j. Certainly,
from a nondecreasing right-continuous F : Rd → R with F (0) = 0 and satisfying
the property (c), we can define an additive set function mF
(
]a, b]
)
= F (b)−F (a),
which is indeed σ-additive. Therefore, mF induces a Lebesgue-Stieltjes (Radon
measure) on Rd, which in turn, reproduces the function F .
For instance, besides the product form F (b)−F (a) = ∏i [fi(bi)−fi(ai)], the
Riemann d-dimensional integral of a continuous function on an hyper-rectangle
[a, b], i.e.,
F (b)− F (a) =
∫
[a,b]
f(x)dx, ∀a ≤ b
with F (0) = 0, satisfies the property (c).
Exercise 2.29. Let F : R → R be a nondecreasing right-continuous functions
and mF be its corresponding Lebesgue-Stieltjes measure, i.e., mF (]a, b]) =
F (b) − F (a). Now consider the measure mF restricted to the interval [0, 1],
where F = f is now the Cantor function as in Exercise 2.25. Verify that
mF (C) = 1 and mF ([0, 1]r C) = 0, where C is Cantor set.
Proof. With the Lebesgue-Cantor function f of Exercise 2.25 we may define the
[Preliminary] Menaldi November 11, 2016
Solutions: 2. Abstract Measures 295
nondecreasing continuous function
F (x) =

f(0) = 0 if x < 0,
f(x) if 0 ≤ x ≤ 1,
f(1) = 1 if x > 1.
Note that mF
(
(0,∞)) = 0 and mF ((−∞,−a)) = 0. Since Cantor set can be
written as C = [0, 1] r
⋃
n Un, where {Un} is the sequence of disjoint deleted
open intervals, we obtain
mF (C) = mF
(
[0, 1]
)−∑
n
mF (Un) = 1,
because F is constant on the interval Un and therefore mF (Un) = 0.
Exercise 2.30. Let F : R → R be a nondecreasing function, define G(x) =
F (x+) = limy→x+ F (y) and consider the (Lebesgue-Stieltjes type) measures mF
and mG induced by F and G, via the expressions m¯F (]a, b]) = F (b)−F (a) and
m¯G(]a, b]) = G(b)−G(a), respectively, and the semi-ring I of intervals I = (a, b],
with a and b in R.
(1) Show that G is right-continuous, and that
G(x−) = lim
y→x−
G(x) = lim
y→x−
F (x) = F (x−).
Also give some details on the construction of the measures mF and mG. Verify
that the expressions of mF and mG does not change if we assume that F (0+) =
G(0) = 0.
(2) Prove that any Borel set is measurable relative to either m∗F or m
∗
G. Check
that mG
(
(a, b]
)
= G(b)−G(a) and mF
(
(a, b]
) ≤ F (b)− F (a).
(3) Verify that for every singleton (set of only one point) {x} we have
mF ({x}) = F (x)− F (x−) ≤ G(x)−G(x−) = mG({x}),
and deduce (a) if F is left-continuous then mF has no atoms, (b) any atom of
mF is also an atom of mG and (c) a point α is an atom for mG if and only if
α is a point of discontinuity for G (or equivalently, if and only if α is a point of
discontinuity for F ). Moreover, calculate mF (I) and mG(I), for any interval I
(non necessarily of the form ]a, b]) with endpoints a and b, none of them being
atoms. Can you find mF (I)?.
(4) Deduce that for every bounded interval ]a, b] and c > 0, there are only
finite many atoms {an} ⊂]a, b] (possible none) with mF ({an}) ≥ c > 0. Thus,
conclude that F and G can have only countable many points of discontinuities,
and
∑
n bn1bn<ε → 0 as ε → 0, for either bn = mF ({αn}) or bn = mG({αn}),
with {αk} the sequence of all atoms in ]a, b].
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(5) Assume that F is a nondecreasing purely jump function, i.e., for some se-
quence {αi} of points and some sequence {fi} of positive numbers we have
Hl ≤ F ≤ Hr, where
Hl(x) =
∑
0<αi<x
fi, ∀x > 0 and Hl(x) =
∑
x≤αi≤0
fi, ∀x ≤ 0,
Hr(x) =
∑
0<αi≤x
fi, ∀x > 0 and Hl(x) =
∑
x<αi≤0
fi, ∀x ≤ 0.
Verify that Hl is a left-continuous and Hr is right-continuous, and if H
ε
l and
Hεr are as above with {fi} replaced with {fεi }, fi = fi1fi≥ε, then Hεl and Hεr
have only a finite number of jumps, and Hεl → Hl and Hεr → Hr, uniformly on
any bounded interval ]a, b].
(6) Prove that if F = Hr then m
∗
F is a purely atomic measure, i.e., {αi} are
the atoms of m∗F and m
∗
F (A) =
∑
αi∈A fi, for every m
∗
F -measurable set A ⊂ R.
Similarly, if F = Hl then m
∗
F = 0.
(7) If F (x−) denotes the left-hand limit of F at the point x then define the
function
F¯r(x) =
∑
0<y≤x
[
F (y)− F (y−)] or F¯r(x) = ∑
x<y≤0
[
F (y−)− F (y)],
depending on the sign of x. Prove that F¯r is a nondecreasing purely jump right-
continuous function and that F¯l = F − F¯r is a nondecreasing left-continuous
function. Mimic the above argument to construct a nondecreasing purely jump
left-continuous function Fl such that Fr = F − Fl is a nondecreasing right-
continuous function. Next, show that the measures mF is actually equal to
mFl +mFr , and in view of part (5), deduce that actually mF = mFr . Calculate
mF (I), for every I in I and check that m∗F ≤ m∗G.
Proof. (1) To check that G is right-continuous, pick a sequence xn > x with
xn → x. The definition of limit from the right of G implies that for each xn
there exists yn in (xn, xn+1/n) such that |F (yn)−G(xn)| ≤ 1/n. Since yn → x,
we have F (yn)→ G(x) and thus G(xn)→ G(x).
Similarly, if xn → x and xn < x then we can find yn in (xn, x) such that
|F (yn) − G(xn)| ≤ 1/n. Again, since yn → x, we have F (yn) → F (x−) and
G(xn) → G(x−), i.e., F (x−) = G(x−). Analogously, if H(x) = F (x−) =
limy→x− F (y) then H is left-continuous and F (x+) = H(x+).
Because F and G are nondecreasing, the expressions m¯F and m¯G define two
additive measure on I. Actually, m¯G is σ-additive but m¯F is not necessarily σ-
additive. Indeed, if I = (a, b] is decomposed into a disjoint sequence of intervals
{In}, In = (an, bn], I =
⋃
n In, then the right-continuity of G ensures that for
every ε > 0 there exits b′n > bn and a
′ > a such that G(b′n) < G(bn) + 2
−nε and
G(a′) < G(a) + ε. Hence
ε+
∑
n
m¯G(In) ≥
∑
n
m¯G
(
(ai, b
′
i]
)
and m¯G
(
(a, b]
) ≤ ε+ m¯G((a′, b]),
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and again, there exists a finite subcover of the compact [a′, b] and the additivity
of m¯G implies
ε+
∑
n
m¯G(In) ≥ m¯G(I)− ε,
which proves the σ-additivity of m¯G. If F is right-continuous at each point in
{bn} and in a, then we also have
∑
n m¯F
(
(an, bn]
)
= m¯F
(
(a, b]
)
.
The expression m¯F and m¯G are invariant if we add a constant to the function
F , so that we can assume F (0+) = G(0) = 0 without any loss of generality.
(2) Since both, m¯F and m¯G are additive measures on the semi-ring I,
Caratheodory’s construction Proposition 2.11 shows that any Borel set is m∗F -
measurable and m∗G-measurable, for the outer (induced) measures. Since m¯G
is also σ-additive, we have mG
(
(a, b]
)
= G(b)−G(a), but a priori, we get only
mF
(
(a, b]
) ≤ F (b)− F (a).
(3) Given a singleton {x} and ε > 0 there exists a sequence {In} in I
covering {x} such that
ε+m∗F
({x}) ≥∑
n
m¯F (In)
and because x belongs to some In = (an, bn], i.e., an < x ≤ bn, we have F (bn)−
F (an) ≥ F (x)−F (x−), with F (x−) = limy→x− F (y). Hencem∗F
({x}) = F (x)−
F (x−). The same argument applied to G yields m∗G
({x}) = G(x) − G(x−).
Since G(x) ≥ F (x) and F (x−) = G(x−) we get
mF
({x}) = F (x)− F (x−) ≤ G(x)−G(x−) = mG({x}).
It is clear that the only singletons can be atoms, and if F is left-continuous
then mF
({x}) = F (x) − F (x−) = 0, i.e., mF has no atoms. The inequality
mF
({x}) ≤ mG({x}) shows that any atom of mF is also an atom of mG. By
definition, a point α is an atom for mG if and only if α is a point of discontinuity
for G (or equivalently, if and only if α is a point of discontinuity for F ).
For mG the situation is easier, we know that mG
(
(a, b]
)
= G(b) − G(a).
Thus, if I is an interval, say (a, b) or [a, b) or (a, b] or [a, b], and mG({a}) =
mG({b}) = 0 then mG(I) = mG
(
(a, b)
)
= mG
(
[a, b]
)
= G(b)−G(a).
(4) For every bounded interval ]a, b] and c > 0, there are only finite many
atoms {ai} ⊂]a, b] (possible none) with mF ({ai}) ≥ c > 0, otherwise, the
inequality
mF (]a, b]) ≥
n∑
i=1
mF
({ai}) ≥ n c
yields a contradiction. Thus, we conclude that F and G can have only countable
many points of discontinuities. Now, if {αk} the sequence of all atoms in ]a, b]
then ∑
k
mF
({αk}) ≤∑
k
mG
({αk}) ≤ mG(]a, b]) = G(b)−G(a),
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i.e., the series is convergence and therefore the remainder vanishes. Hence∑
n bn1bn<ε → 0 as ε→ 0, for either bn = mF ({αn}) or bn = mG({αn}).
(5) For any sequences of points {xn}, {yn} with xn ≤ x, yn ≥ y and
yn → y, we have
⋃
n(0, xn) = (0, x),
⋃
n[xn, 0] = [x, 0],
⋃
n(0, yn] = (0, y] and⋃
n(yn, 0] = (y, 0]. This implies that Hl is left-continuous and Hr is right-
continuous.
Since F takes finite values, the same applies for Hl and Hr, and the series
defining either Hl or Hr are (absolutely) convergent. For any x in [a, b] with
a > 0, we have
0 ≤ Hl(x)−Hεl (x) =
∑
a≤αi≤b
fi1fi<ε
and we deduce that Hεl (x) → Hl(x), uniformly for x in [a, b], as ε → 0. In a
similar manner we treat all the others cases.
(6) If F = Hr is a purely jump function as above then m¯F (I) =
∑
αi∈I fi,
for every I ∈ I and therefore, for E = ⋃n In (i.e., E in Eσ), we have∑
n
m¯F (In) =
∑
n
∑
αi∈In
fi =
∑
αi∈E
fi ≥
∑
αi∈A
fi,
for A ⊂ E. Hence, from the definition of m∗F , we obtain m∗F (A) ≥
∑
αi∈A fi,
and in particular, m∗F (E) =
∑
αi∈E fi, for every E in Eσ.
Extending the definition of m¯F (A) =
∑
αi∈A fi to any subset A of Ω, we
have a measure defined on 2Ω. Since m∗F = m¯F on the pi-class E , by means
of Proposition 2.15 we deduce that m∗F = m¯F on the σ-algebra of all m
∗
F -
measurable sets.
On the other hand, if F = Hl is a purely jump function as above then∑
0<αi<x
fi → 0 as x ↓ 0, i.e., F (0+) = 0. Since fi > 0 the function F is
nondecreasing, and the summation expression for αi in (0, x) (if x > 0 or in
[x, 0] if x ≤ 0) ensures the left-continuity. It is clear that, without any lost of
generality, we may suppose that all points αi are distinct. Moreover, because we
implicity assume that F takes finite values, the series
∑
a≤αi≤b fi is convergent
for every real values a and b.
Thus, to show that m∗F (]a, b]) = 0, pick ε > 0 and find a finite number d
of terms such that
∑
a<αi≤b, i≥d fi < ε. Now, denote by a < α
′
1 < α
′
2 < · · · <
α′d ≤ b those d points with their associated values {f ′i , i = 1, . . . , d}. For any
integer k ≥ 1 sufficiently large, define the finite sequence of disjoint intervals
Jki = (α
′
i, α
′
i + 1/k], for i = 1, . . . , d and its union J
k =
∑d
i=1 J
k
i . Since I is
a semi-ring, for every k, the difference ]a, b] r Jk can be written as a disjoint
(finite) union of intervals in I, and as k → ∞, we find a sequence {]an, bn]} of
disjoint intervals satisfying
(
]a, b]r Jk
)
=
∑
n≤Nk ]an, bn], for some finite index
Nk. Because d is finite (fixed, independent of k), we have
⋂
k Jk = ∅, and
therefore ]a, b] =
∑
n]an, bn]. The expression of the (left-continuous) function F
yields m¯F
(
]an, bn]
)
= F (bn) − F (an) =
∑
an≤αi<bn fi, for every n ≥ 1, and by
construction, each αi with i = 1, . . . , d does not belongs to the (disjoint) union
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⋃
n≤Nk [an, bn[, for every k. Thus,∑
n
m¯F
(
]an, bn]
)
=
∑
n
∑
an≤αi<bn
fi ≤
∑
a<αi≤b, i≥d
fi < ε,
which implies that m∗F
(
]a, b]
)
< ε, i.e., m∗F
(
]a, b]
)
= 0. Hence, Remark 2.7
shows that m∗F = 0.
(7) First, as in part (5), the expression of F¯r defines a nondecreasing purely
jump right-continuous function. Similarly to what follows, we can show that
F¯l = F − F¯r is a nondecreasing left-continuous function.
Now, based on part (5), the expression
Fl(x) =
∑
0<y<x
[
G(y)− F (y)] or Fl(x) = ∑
x≤y≤0
[
F (y)−G(y)],
depending on the sign of x, also defines a nondecreasing purely jump left-
continuous function. By construction this nondecreasing function Fl the jump
Fl(x+)−Fl(x) equals to G(x)−F (x) = F (x+)−F (x). Moreover, the equality
lim
y→x+
Fl(y) = Fl(x) + F (x+)− F (x)
implies that the function Fr = F − Fl is right-continuous, and if x < y < x′
then Fl(x)− Fl(x′) ≥ G(y)− F (y) ≥ G(x−)− F (x′+) = F (x+)− F (x′+), i.e.,
Fr is also nondecreasing.
Now, we may consider the outer measures m∗Fr and m
∗
Fl
(and the measures
mFr and mFl) induced by Fr and Fl, respectively. By means of Proposition 2.15,
to prove that mF = mFr + mFl , we need only to show that they agree on the
class E = I, i.e., that m∗F = m∗Fr + m∗Fl on the semi-ring I. The inf definition
implies that m∗F ≥ m∗Fr +m∗Fl , and for the converse inequality, pick an interval
I in I and ε > 0, then there exists a sequence {In} ⊂ I such that I ⊂
⋃
n In
and
ε+m∗Fl(I) ≤
∑
n
m¯Fl(In) ≤
∑
n
m¯Fl(I ∩ In)
In view of Remark 2.8, we may assume (without any loss of generality) that the
sequence is disjoint, i.e., I =
∑
n In and therefore m
∗
Fr
(I) =
∑
n m¯Fr (I ∩ In).
Hence
ε+m∗Fl(I) +m
∗
Fr (I) ≥
∑
n
m¯Fl(I ∩ In) +
∑
n
m¯Fr (I ∩ In) =
=
∑
n
m¯F (I ∩ In) ≥ m∗F (I),
i.e, m∗Fl(I) +m
∗
Fr
(I) ≥ m∗F (I), for every I in I.
At this point we have mF = mFr + mFl (but not necessarily m
∗
F = m
∗
Fr
+
m∗Fl), and because Fl is a nondecreasing purely jump left-continuous function
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as in part (5), we obtain m∗Fl = 0, i.e., mF = mFr . In particular, we deduce
mF
(
]a, b]
)
=
(
F (b)− F (a))− ∑
a≤y<b
[
G(y)− F (y)],
for any b > a > 0. Hence, mF
(
]a, b]
) ≤ mG(]a, b]) and then Remark 2.7 implies
the same for the outer measures, i.e., m∗F ≤ m∗G.
The reader may want to check the book Taylor [114, Section 4.10, pp. 218–
224].
Invariant under Translations
Exercise 2.31. Let D be a closed set in Rd and f : D → Rn be a continuous
function. Prove that if A ⊂ Rd is a Fσ-set (i.e., a countable union of closed sets)
so is f(D ∩ A). Also show that if f maps sets of (Lebesgue) measure zero into
sets of measure zero, then f also maps measurable sets into measurable sets.
Proof. Since any function preserves unions (but not intersections) and the class
Fσ is closed under the formation of unions, we deduce that the class E of all
sets E ⊂ Rd for which f(D ∩ E) ∈ Fσ is closed under the formation countable
unions.
The continuity of f implies that f(K ∩D) is a compact set, for any compact
set K of Rd, i.e., any compact set belongs to E . Moreover, since any closed set
A in Rd is a countable union of compact sets, we deduce that f(D ∩ A) is a
Fσ-set.
Next, given a measurable set A ⊂ D, by means of Exercise 2.20 part (4),
there exists a Fσ-set F such that F ⊂ A and `(ArF ) = 0. Since f maps sets of
(Lebesgue) measure zero into sets of measure zero, we obtain `
(
f(Ar F )
)
= 0,
which implies that the set f(ArF ) is measurable. Because f preserves Fσ-set,
the set f(F ) is also an Fσ-set, thus, f(F ) is measurable. Finally, the equality
f(A) = f(F ) ∪ f(Ar F ) shows that f(A) is measurable.
Exercise 2.32. First give details on how to show that an hyperplane in Rd has
zero Lebesgue measure. Second, verify that if B and B denote the open and
closed ball of radius r and center c in Rd, then md(B) = md(B) = cdrd, where
cd is the Lebesgue measure of the unit ball.
Proof. First, if the hyperplane A in Rd then we can rotate and translate A
to become an hyperplane B coincident with one of the main planes, i.e., with
equation xi = 0 for some i. Next, in view of Theorem 2.27, if m(B) = 0 then
m(A) = 0, so we need to consider only the case of an hyperplane perpendicular
to one of the axis, e.g., the first axis with equation A = {x ∈ Rd : x1 = 0}.
Moreover, if
An = {x ∈ Rd : x1 = 0, −n < xi ≤ n, ∀i = 2, . . . , d}
then An ⊂ An+1, A =
⋃
nAn, and the monotone continuity from below of the
Lebesgue measure m implies m(A) = limnm(An), i.e., we are reduce to show
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that m(An) = 0, for every n. Therefore, for every ε > 0, we construct an
interval
Iε,n = {x ∈ Rd : −ε < x1 ≤ ε, −n < xi ≤ n, ∀i = 2, . . . , d}
satisfying m(Iε,n) = (2ε)(2n)
d−1. Hence, m(An) ≤ (2ε)(2n)d−1, for every ε > 0,
which implies that m(An) = 0, for every n.
Certainly, by means of a translation, we may consider only balls with center
at the origin. If ωd is the Lebesgue measure of the unit open ball B1 then for any
r > 0, the linear transformation x 7→ rx, mapsB1 onto the open ballBr of radius
r. Therefore, in view of Theorem 2.27, we obtain md(Br) = r
dmd(B1) = r
dcd.
Now, if Br denotes the closed ball of radius r then Br =
⋂
nBr+1/n and the
monotone continuity from above of the Lebesgue measure md yields
md(Br) = lim
m
md(Br+1/n) = lim
n
(r + 1/n)dcd = r
dcd,
i.e., md(Br) = md(Br).
Note, that we may calculate the value of cd = md(B1) by using the multidi-
mensional Riemann integral, provided we first establish its connection with the
Lebesgue measure, see later sections.
Vitali’s Covering
Exercise 2.33. Actually, give more details relative to the statements in Re-
mark 2.39, i.e., given a subset A of Rd and a number r > m∗(A) there exist a
sequence {Bn} of balls and a sequence {Qn} of cubes (with edges parallel to the
axis) such that A ⊂ ⋃nBn, A ⊂ ⋃nQn, r > ∑nm(Bn) and r > ∑nm(Qn).
Moreover, relating to the above sequence of cubes, (1) can we make a choice
of cubes intersecting only on boundary points (i.e., non-overlapping), and (2)
can we take a particular type of cubes defining the class E so that the cubes
can be chosen disjoint? Finally, compare these assertions with the those in
Exercises 2.27 and 2.21.
Proof. By using the max-norm |x|∞ = max{|x1|, . . . , |xd|} instead of the usual
Euclidean norm |x| = √|x1|2 + · · · |xd|2 in Rd, we see that the ball becomes
cubes (with edges parallel to the axis). Therefore, Corollary 2.35 (and Re-
mark 2.37) applies with either ball or cubes, i.e., for every open set O and any
ε > 0 there exists a sequence {Bi} of disjoint closed balls and a sequence {Qi} of
disjoint closed cubes (with edges parallel to the axis) both with radii 0 < ri < ε
and such that Bi ⊂ O, Qi ⊂ O, m(O r
⋃
iBi) = 0 and m(O r
⋃
iQi) = 0.
If {Bi} is a sequence of closed ball covering A, A ⊂
⋃
Bi, then for every
ε > 0, we can replace Bi with an open ball B
′
i with a larger radius to have
Bi ⊂ B′i and
∑
im(B
′
i) < ε+
∑
im(Bi). Similarly for a sequence {Qi} of closed
cubes.
Since the Euclidean norm and the max-norm are equivalent, i.e., |x| ≤√
d|x|∞ and |x|∞ ≤ |x|, which means that a cube (|x|∞ ≤ r) of radius r is
covered by a ball (|x| ≤ √dr) of radius √dr and ball (|x| ≤ r) of radius r is
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covered by a cube (|x|∞ ≤ r) of radius r. For a ball Br of radius r and for
a cube Qr of radius r (i.e., size 2r) we have m(Br) = r
dm(B1), m(B1) = cd
(which will be calculated after developing the integral), and m(Qr) = r
dm(Q1),
m(Q1) = 2
d. Therefore, if Eb and Eq denote the classes of all closed balls and all
closed cubes (with edges parallel to the axis), respectively, the corresponding
outer measures induced by the Lebesgue measure m (as defined in Section 2.5,
Proposition 2.26) via Caratheodory’s extension Theorem 2.9 (i.e., m∗b and m
∗
q)
have the same sets of measure zero. Moreover, we may use balls or cubes that
are not necessarily closed, and the sets of measure zero are the same are those
with the Lebesgue measure m.
In view of Remark 2.10, we know that m∗b = m on Eb and m∗q = m on Eq.
However, because neither Eb nor Eq are pi-classes, we cannot ensure (a priori)
that any set in Eb (or Eq) is m∗b -measurable (or m∗q-measurable).
Nevertheless, we can show that m∗b = m
∗
q = m
∗. For instance, to prove that
m∗b ≥ m∗q we have to establish a way of obtaining a covering by cubes from any
covering by balls. To this effect, for every ε > 0 and for any sequence {Bi}
of closed balls with
∑
im(Bi) < ∞, first, we can find a sequence {B′i} of open
balls satisfying Bi ⊂ B′i and
∑
im(B
′
i) < ε/2+
∑
im(Bi); and by Corollary 2.35
applied to the open set O =
⋃
iB
′
i, we can obtain a sequence {Qi} of disjoint
closed cubes such that Q =
⋃
iQi ⊂
⋃
iB
′
i and m(O r Q) = 0. Essentially,
by the definition of sets of measure zero, we can find a sequence {Q′i} of closed
cubes such that O rQ ⊂ ⋃iQ′i and ∑im(Q′i) < ε/2. Collecting all pieces, the
double sequence {Qi} and {Q′i} is a covering of O =
⋃
iB
′
i ⊃
⋃
iBi satisfying
m∗q
(⋃
i
Bi
) ≤∑
i
m(Qi) +
∑
i
m(Q′i) < ε+
∑
i
m(Bi).
This yields m∗q
(⋃
iBi
) ≤ m∗b(⋃iBi), for any covering by closed balls, i.e.,
m∗q(A) ≤ m∗b(A), for every A ⊂ Rd. Certainly, the other cases are treated with
the same technique.
For (1), we realize that we may consider d-cubes with rational endpoints,
so that any intersection of d-cubes can be expressed as a finite union of non-
overlapping d-cubes. Hence, for any sequence {Qn} of d-cubes we can find
another sequence {Q′n} of non-overlapping d-cubes such that
⋃
iQn =
⋃
iQ
′
i.
Regarding (2), consider the class Cs of all d-cubes, semi-open from the left,
semi-closed from the right, with edges parallel to the axis and with rational
endpoints, i.e., (a, b] with a, b in Qd and bi−ai = r, for every i. This class is not
closed under the formation of finite intersections, but the class R of all disjoint
finite unions of sets in Cs is the minimal ring containing Cs. Moreover, R is
also the ring generated by the semi-ring Id of d-intervals, semi-open from the
left and semi-closed from the right. Thus, the outer measures induced by the
hyper-volume on either the class Cs or the ring R are the same Lebesgue outer
measure, i.e., for every set A ⊂ Rd with m(A) <∞ and every ε > 0 there exists
a sequence {Qn} of disjoint d-cubes in Cs such that
∑
nm(Qn) < m
∗(A)+ε.
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Exercises - Chapter (3)
Measures and Topology
(3.1) Borel Measures
(3.2) On Metric Spaces
Exercise 3.1. Verify Remark 3.11 and give more details on the passage from
a finite measure to a σ-finite measure in the proof of Proposition 3.9.
Proof. Since µ is σ-finite, the exists a sequence {On} of open sets such that
Ω =
⋃
nOn, On ⊂ On+1 and µ(On) <∞. Now, each open set On is a countable
intersection of closed sets, i.e., On =
⋃
n Cn,i, Cn,i ⊂ Cn,i+1, and µ(Cn,i) ≤
µ(On) < ∞. Hence, relabeling the double sequence {Cn,i}, we find a sequence
{Cn} of closed sets that Ω =
⋃
n Cn, Cn ⊂ Cn+1 and µ(Cn) <∞.
Therefore, for any Borel set B and every ε > 0, the monotone continuity
from below of µ ensures that µ(B) = limn µ(B ∩ Cn), meaning that we can
deduce that inner regular Borel measure, i.e., (3.4), from
µ(B ∩ Cn) = sup{µ(K) : K ⊂ B ∩ Cn, K compact}, ∀B ∈ B(Ω),
for every n ≥ 1. Since this last equality has been established during the proof
of Proposition 3.9, we conclude.
Note that the tightness condition (3.5), namely,
∀ε > 0 there exists a compact Kε such that µ(ΩrKε) ≤ ε,
has been obtained only when µ(Ω) <∞.
Exercise 3.2. With the notation of the previous Remark 3.14, under the con-
ditions of Theorem 3.3. and assuming the restriction µ¯ = µ∗
∣∣
B on the Borel
σ-algebra B is inner regular:
(1) Verify that µ∗ is σ super-additive, i.e., if Ai ∈ 2Ω and A =
∑∞
i=1Ai then
µ∗(A) ≥
∑∞
i=1 µ∗(Ai).
(2) Show that if A ∈ 2Ω and {Ci} is a disjoint sequence of closed sets with
C =
∑
i Ci then µ∗(A ∩ C) =
∑
i µ∗(A ∩ Ci).
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(3) Prove that if the topological space Ω is countable at infinity (i.e., there exists
a monotone increasing sequence {Kn}, Kn ⊂ Kn+1 of compact sets such that
Ω =
⋃
nKn) then µ¯ is inner regular.
(4) Assuming that µ¯ is inner regular, prove that if A is a µ∗-measurable set then
µ∗(A) = µ∗(A), and conversely, if A ∈ 2Ω, A =
⋃
k Ak, µ
∗(Ak) = µ∗(Ak) < ∞
then A is µ∗-measurable.
(5) Prove that for any two disjoint subsets A and B of Ω we have µ∗(A ∪B) ≤
µ∗(A) + µ∗(B) ≤ µ∗(A ∪B).
(6) Assume that E is µ∗-measurable. Show µ∗(A) = µ∗(E) − µ∗(E r A), that
for every A ⊂ E with µ∗(E rA) <∞.
(7) Discuss alterative definitions of µ∗, for instance, when µ¯ is not necessarily
inner regular or when Ω is not a topological space.
Proof. Recall that µ is a σ-additive and σ-finite set function (pre-measure) on
the algebra A generated by all open (or compact) sets, and
µ∗(A) = inf{µ(O) : O ⊃ A, O open},
µ∗(A) = sup{µ(K) : K ⊂ A, K compact},
for every A in 2Ω.
(1) Since µ is additive on the algebra A, it is also monotone and the sup-
expression shows that µ∗ is also monotone. Thus, to check that µ∗ is σ super-
additive, we need to prove only that µ∗ is super-additive. To this purpose, pick
any disjoint finite sequence {Ai : i = 1, . . . , n} of sets in A and ri < µ∗(Ai)
to find compact sets Ki ⊂ Ai such that ri < µ(Ki). The set K =
∑n
i=1Ki is
compact, K ⊂ A = ∑ni=1Ai and
µ∗(A) ≥ µ(K) =
n∑
i=1
µ(Ki) >
n∑
i=1
ri,
which shows that µ∗(A) ≥
∑n
i=1 µ∗(Ai).
(2) In view of the σ super-additivity, we have to show only that if {Ci : i ≥ 1}
is a disjoint sequence of closed sets and C =
∑
i Ci then µ∗(A∩C) ≤
∑
i µ∗(A∩
Ci), for every A ⊂ Ω. Now, for any r < µ∗(A ∩ C) there exists a compact set
K ⊂ A∩C such that r < µ(K), and because Ki = K∩Ci ⊂ A∩Ci is a compact
set and µ is σ-additive, we deduce
r ≤ µ(K) =
∑
i
µ(Ki) ≤
∑
i
µ∗(A ∩ Ci),
which implies µ∗(A ∩ C) ≤
∑
i µ∗(A ∩ Ci).
(3) Under the assumptions of Theorem 3.3, we have (3.2), i.e.,
µ¯(B) = sup{µ¯(C) : C ⊂ B, Cc ∈ T }, ∀B ∈ B(Ω).
Since for every µ∗-measurable set A there exist Borel sets B1 and B2 such that
B1 ⊃ A ⊃ B2 and µ∗(B1 r B2) = 0 (see Remark 3.2), for every r < µ¯(A) =
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µ¯(B2) there exists a closed set C ⊂ B2 ⊂ A such that r < µ¯(C), i.e., the
representation of µ¯ in term of the sup remains valid for any µ∗-measurable set
B = A.
Assuming that there exists a monotone sequence {Kn} of compact sets, and
using the fact that any closed set of a compact set is compact, we have
µ¯(B ∩Kn) = sup{µ¯(C) : C ⊂ B ∩Kn, Cc ∈ T } = µ∗(B ∩Kn) ≤ µ∗(B).
As n→∞ we get µ¯(B) ≤ µ∗(B), i.e., µ¯ is inner regular.
(4) Since µ¯ is inner regular, µ¯ = µ∗ on the σ-algebra of all µ∗-measurable
sets, i.e., µ∗(A) = µ∗(A) for every µ∗-measurable set A. Conversely, if A =⋃
k Ak, µ
∗(A) = µ∗(A) < ∞ then there exist a Borel set B ⊃ Ak such that
µ¯(Bk) = µ
∗(Ak) and monotone increasing sequences {Ck,n} of closed sets
such that Ck,n ⊂ Ak and µ∗(Ak) = limn µ¯(Ck,n). Thus, the Borel set Ck =⋃
n Cn,k ⊂ Ak and µ¯(Ck) = µ¯(Bk), i.e., µ¯(Bk r Ck) = 0 and so, Ak and A are
µ∗-measurable.
(5) Given two disjoint subsets A and B of Ω, for every r < µ∗(A∪B) there
exists a compact set K ⊂ A∪B such that r < µ¯(K); and also, for any ε > 0 there
exists a Borel set B′ ⊃ B and an open set O ⊃ B′ such that µ∗(B) = µ¯(B′),
and µ¯(O rB′) < ε. Since K rO is a compact subset of A, we have
r < µ¯(K) ≤ µ¯(K rO) + µ¯(O) ≤ µ∗(A) + µ∗(B) + ε,
which yields µ∗(A ∪B) ≤ µ∗(A) + µ∗(B).
Similarly, for any ε > 0 there exists a Borel set E ⊃ A ∪ B and an open
set O ⊃ E such that µ∗(A ∪ B) = µ¯(E) and µ¯(O r E) < ε; and also, for every
r < µ∗(A) there exists a compact set K ⊂ A such that r < µ¯(K). Since O rK
is an open set containing B and K ⊂ O, we have
µ∗(A ∪B)− ε ≥ µ¯(O) = µ¯(K) + µ¯(O rK) > r + µ∗(B),
which implies that µ∗(A ∪B) ≥ µ∗(A) + µ∗(B).
(6) Apply part (5) to the sets A and B = E rA to get
µ∗(A ∪ E) ≤ µ∗(A) + µ∗(E rA) ≤ µ∗(A ∪ E),
Since E is µ∗-measurable and A ⊂ E we obtain µ∗(E) = µ∗(A∪E) and µ∗(A∪
E) = µ∗(E), which implies µ∗(A) = µ∗(E)− µ∗(E rA) if µ∗(E rA) <∞.
(7) Only part (4) requires µ¯ to be inner regular. An alternative definitions
could be
µ∗(A) = sup{µ(C) : C ⊂ A, K closed},
or even, in the non-topological case,
µ∗(A) = sup{µ(B) : B ⊂ A, B ∈ A},
where A is an initial algebra or σ-algebra. Under this setting, we can check that
parts (1), (2), (4) (without the assumption of inner regular), (5) and (6) remain
valid, e.g., see Halmos [57, Section III.14, pp. 58–62].
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(3.3) On Locally Compact Spaces
Exercise 3.3. Elaborate the previous Remark 3.18, i.e., by means of Theo-
rem 3.3 and Proposition 3.9 state and prove under which precise conditions a
set function µ satisfying the assumptions of Proposition 3.15 can be extended
to a (regular and) inner regular Borel measure.
Proof. The initial set function µ is only additive, but in view of Proposition 3.15,
µ results σ-additive on the semi-ring S (and supposing to satisfy the assumptions
of the Caratheodory’s construction in Proposition 2.11, see also Remark 2.12),
we can extend µ to a measure µ¯ defined on the σ-ring (which is a σ-algebra)
generated by S. Now, assuming that S generated the Borel σ-algebra B, the
extension µ¯ is a regular Borel measure.
To check that µ¯ is also inner regular, we have to establish the sup represen-
tation (3.6) for any Borel set, i.e., if
ν(B) = sup{µ¯(K) : K ⊂ B, K is compact, µ(K) <∞}, ∀B ∈ B,
then we should prove that ν = µ¯.
From Proposition 3.15, we know that ν(R) = µ(R) for every R in the ring
R generated by S. Moreover, we can show that if A belongs to the class R′ =
{A ∈ 2Ω : A = ∑∞n=1An, An ∈ R} of countable disjoint unions of sets in
S then ν(A) = µ¯(A). Indeed, as in the proof of Proposition 3.15, for every
ε > 0 there exists compact sets Kn ⊂ An in R with µ(Kn) < ∞ and µ(An) =
ν(An) < µ(Kn)+ε2
−n. Since
⋃
n≤N K ⊂ A is a compact set with finite measure
belonging to the ring R, we deduce∑
n≤N
µ(An) <
∑
n≤N
µ(Kn) + ε ≤ ν(A) + ε,
i.e., µ¯(A) ≤ ν(A), for every A in R′.
Actually, for a Borel set B we have ν(B) = µ¯(B) if and only if the Borel set
B is semi-finite (relative to µ), i.e., if and only if there exists a sequence {Rk} in
the ring generated by S such that Rk ⊂ B, µ(Rk) <∞ and µ¯(B) = limk µ(Rk).
For instance, if we know that any closed set is semi-finite then under the
conditions of Theorem 3.3, we can approximate any Borel set from below with
a sequence of closed sets to deduce that any Borel set is semi-finite, i.e., µ¯ is
inner regular. Alternatively, if topological space Ω is countable at infinity (i.e.,
there exists a monotone increasing sequence {Kn}, Kn ⊂ Kn+1 of compact sets
such that Ω =
⋃
nKn) then µ¯ is also inner regular, see Exercise 3.2, part (3).
Certainly, if the Ω is a Polish space then Proposition 3.9 implies that µ¯ is
an inner regular Borel measure.
Exercise 3.4. Regarding the sup-formula (3.6), prove that if S¯ is the ring
generated by the semi-ring S and µ : S → [0,∞] is an additive set function
(which is uniquely extended by additivity to the ring S¯) and such that there
exists a compact class K ⊂ S¯ satisfying
µ(S) = sup{µ(K) : K ⊂ S, µ(K) <∞, K ∈ K}, ∀S ∈ S¯. (C.23)
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then µ is necessarily σ-additive on S¯.
Proof. Recall that K ⊂ 2Ω is called a compact class if (a) K is stable under
finite intersections and unions, and (b) for any sequence {Ki : i ≥ 1} ⊂ K with⋂
iKi = ∅ there exists an index n such that
⋂n
i=1Ki = ∅.
The arguments are the same as in Proposition 3.15. Indeed, if S =
∑
k≥1 Sk
with Sk and S in the ring S¯ and µ(S) <∞ then µ(S) =
∑
k µ(Sk) is equivalent
to limn µ(Rn) = 0 with Rn = S r
∑
k<n Sk, Rn in S¯ and Rn ⊃ Rn+1 ↓ ∅.
Now, for each n and for every ε > 0 there exists a set Kn in the compact
class K such that Kn ⊂ Rn and µ(Rn) < µ(Kn) + 2−nε. Since
⋂
n≥1Kn = ∅,
there exists an index N such that
⋂
n<N Kn = ∅, which yields, for any k ≥ N ,
Rk = Rk r
⋂
k<n
Kn =
⋃
n<k
(Rk rKn) ⊂
⋃
n<k
(Rn rKn).
Since µ is additive on the ring S¯, we have
µ(Rk) ≤
∑
n<k
µ(Rn rKn) ≤
∑
n<k
2−nε < ε,
which implies that limk µ(Rk) = 0.
If µ(S) =∞, S = ∑k≥1 Sk with Sk and S in the ring S¯ then for every r > 0
there exists a set K in the compact class K such that K ⊂ S and r < µ(K) <∞.
Since K =
∑
n Sk ∩K and the σ-additivity holds for sets of finite measure, we
have r < µ(K) =
∑
n µ(Sk ∩K) ≤
∑
n µ(Sk), i.e., µ(S) =∞ =
∑
n µ(Sk).
Exercise 3.5. In a topological space, (1) Verify that any family of compact sets
is indeed a compact class of sets in the above sense. Now, let µ a finite countable
additive (non-necessarily σ-additive, just additive) and σ-finite measure defined
on a algebra A ⊂ 2Ω. Suppose that there exists a compact class K such that for
every ε > 0 and any set A in A with µ(A) < ∞ there exists Aε in A and Kε
in K such that Aε ⊂ Kε ⊂ A and µ(ArAε) < ε. (2) Using a technique similar
to Proposition 3.15, show that µ is necessarily σ-additive. (3) Also, prove the
representation
µ(A) = sup{µ(K) : K ⊂ A, K ∈ K}, ∀A ∈ A,
provided K ⊂ A, see Bogachev [16, Section 1.4, pp. 13-16].
Proof. Because compact sets have the finite-intersection property, any class of
compact sets (stable under the formation of finite unions and intersections) is
indeed a compact class as defined early.
We can make arguments similar to Proposition 3.15 to prove the assertion
(2). Indeed, only the monotone continuity from above should be proved, and for
a monotone sequence {An : n ≥ 1} ⊂ A with µ(An) < ∞ and An ⊃ An+1 ↓ ∅,
and for every ε > 0, there exist sequences {Bn} ⊂ A and {Kn} ⊂ K such that
Bn ⊂ Kn ⊂ An and µ(An r Bn) < 2−nε. Since
⋂
nKn ⊂
⋂
nAn = ∅ and K
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is a compact class, exists an index N such that
⋂
n<N Kn = ∅, which yields⋂
n<N Bn = ∅, and for any k ≥ N ,
Ak = Ak r
⋂
k<n
Bn =
⋃
n<k
(Ak rBn) ⊂
⋃
n<k
(An rBn).
Since µ is additive on the algebra A, we have
µ(Ak) ≤
∑
n<k
µ(An rBn) ≤
∑
n<k
2−nε < ε,
which implies that limk µ(Ak) = 0, i.e., µ is also σ-additive on sets with finite
measure.
Since µ is σ-finite, there exists a sequence {Ωn} in A such that Ω =
⋃
n Ωn
and µ(Ωn) < ∞. If µ(A) = ∞, A =
∑
k Ak with A and Ak in A then the
σ-additivity for sets of finite measure implies
µ(A ∩ Ωn) =
∑
k
µ(Ak ∩ Ωn) ≤
∑
k
µ(Ak), ∀n,
and the monotone continuity from below yields ∞ = µ(A) = limn µ(A ∩ Ωn).
Hence µ is σ-additivity on A.
To check (3), pick A in A with finite measure, µ(A) <∞, and ε > 0 to find
Aε in A and Kε in K such that Aε ⊂ Kε ⊂ A and µ(A r Aε) < ε. Therefore
µ(A) ≤ µ(Kε) + ε, i.e., the sup representation holds for any set A in A with
finite measure.
If µ(A) = ∞ then use a sequence with finite measure to find that the sup
representation holds for A ∩ Ωn, and conclude as n→∞.
(3.4) Product Measures
Exercise 3.6. Recall that a compact metrizable space is necessarily separable
and so it satisfies the second axiom of countability (i.e., there exists a countable
basis). A topological space Ω is called a Lusin space if it is homeomorphic (i.e.,
there exists a bi-continuous bijection function between them) to a Borel subset of
a compact metrizable space. Certainly, any Borel set in Rd is a Lusin space and
actually, any Polish space (complete separable metrizable space) is also a Lusin
space. Similarly to Proposition 3.24, if {Ωi : i = 1, 2, . . . , n, . . .} is a sequence of
Lusin spaces then verify (1) that the product space Ω =
∏
i Ωi is also a Lusin
space. Let {νn} be a sequence of σ-additive set functions defined on the algebra
An, generated by all cylinder sets of dimension at most n. Verify (2) that νn
can be (uniquely) extended to a measure on the σ-algebra σ(An) generated by
An, and that the particular case of a finite product measures ∏i≤n µi can be
taken as νn. Assume that {νn} is a compatible sequence of probabilities, i.e.,
νn+1(A) = νn(A) for every A in An and νn(Ω) = 1, for every n ≥ 1. Now, prove
(3) that if each Ωi is a compact metrizable space then there exists a unique
probability measure ν defined on the product σ-algebra
∏
i B(Ωi) such that
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ν(A) = νn(A), for every A in the algebra An. Finally, show (4) the same result,
except for the uniqueness, when each Ωi is only a Lusin space. In probability
theory, this construction is referred to as Daniell-Kolmogorov Theorem, e.g., see
Rogers and Williams [97, Vol 1, Sections II.3.30-31, pp. 124–127].
Proof. (1)-(2) This is a direct consequence of Tychonoff’s Theorem (the prod-
uct of compact spaces is a compact space). The extension to σ(An) is given
by means of Caratheodory’s extension Proposition 2.11. It is also clear that
Proposition 3.24 proves that we may take νn =
∏n
i=1 µi, and assuming that
µi(Ωi) = 1. Moreover, these product measures make a compatible sequence of
probabilities.
(3) Assuming that each Ωi is a compact metrizable space, Tychonoff’s The-
orem shows that the product Ω is also a compact metrizable space. Therefore,
each νn can be identified to a probability measure on the finite product space∏n
i=1 Ωi, and because each compact metrizable space has a countable basis,
the σ-algebra σ(An) generated by An is identified with the Borel σ-algebra
B(∏ni=1 Ωi). Hence, Theorem 3.3 and Corollary 3.4 ensure that any νn is
tight, i.e. for every ε > 0 there exists a compact set Kε,n in
∏n
i=1 Ωi such
that νn(Kε,n) > 1 − ε, or equivalently, for every set B in σ(An) there exists a
compact set K in σ(An) such that K ⊂ B and νn(B rK) < ε.
Consider the algebra A∞ generated by of all cylinder sets, i.e., A belongs to
A∞ if and only if A belongs toAn for some dimension n. Thus, the compatibility
condition allows us to define an additive set function ν on A∞, namely, ν(A) =
νn(A), for every A in An. In view of Caratheodory’s extension Proposition 2.11,
we need to show only that ν is σ-additive on A∞ to be able to extend ν to
the product σ-algebra
∏
i B(Ωi). Moreover, because A∞ is an algebra, the σ-
additivity reduces to the monotone continuity from above at ∅, i.e., if {Ak} is a
decreasing sequence in A∞ such that ⋂k Ak = ∅ then limk ν(Ak) = 0.
To this purpose, for each ε > 0 there exist compact sets Kk ⊂ Ak in A∞
such that ν(Ak rKk) < ε2−k. The finite-intersection property applied to the
sequence of compact sets {Kk} implies that
⋂
k≤nKk = ∅, for some finite index
n. Hence, the inclusion
Ak =
⋂
i≤k
Ai r
⋂
i≤k
Ki ⊂
⋃
i≤k
(Ai rKi), ∀k ≥ n,
implies ν(Ak) ≤
∑
i≤k ν(Ai rKi) ≤ ε, i.e., limk ν(Ak) = 0.
The existence of a countable basis for the topology of each space Ωi en-
sures that the product σ-algebra
∏
i B(Ωi) is the Borel σ-algebra B(Ω), thus the
uniqueness follows from Caratheodory’s construction.
(4) For each Lusin space Ωi we can find an homeomorphism hi : Ωi → Yi
with Yi being a Borel subset of a compact metrizable space Xi. Thus, we can
construct the Borel measurable (injective) function ϕ : Ω → ∏iXi = X with
the coordinates functions hi, namely, ϕ(ω) =
(
h1(ω1), h2(ω2), . . .
)
. If A¯∞ (A¯n)
denotes the algebra generated by all cylinder sets (of dimension at most n) in
the space X =
∏
iXi then, by construction, any set A in A¯n has the form
A = An × ∏i>nXi, with An in B(∏i≤nXi), so that the pre-image ϕ−1(A)
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is an element of σ-algebra σ(An) generated by An. Thus, the sequence of
probabilities on X defined by
ν¯n(A) = νn(ϕ
−1(A)
)
, ∀A ∈ A¯n,
satisfies the conditions of the previous part (3), and so, there exists a probability
measure ν¯ on B(X) such that ν¯(A) = ν¯n(A), for every A in A¯n, for every n ≥ 1.
Hence,
ν(A) = ν¯
(
ϕ(A)
)
, ∀A ∈ B(Ω),
yields the desired extension.
The uniqueness of the probability ν on the product σ-algebra
∏
i B(Ωi) fol-
lows from Caratheodory’s construction, but without the second axiom of count-
ability, the Borel σ-algebra B(Ω) could be strictly larger that the product σ-
algebra
∏
i B(Ωi).
Exercise 3.7. In a product space Ω =
∏
i∈I Ωi the projection mappings piJ :
Ω → ΩJ =
∏
i∈J Ωj are defined as piJ
(
(ωi : i ∈ I)
)
= (ωi : i ∈ J), for any
subindex J of I. Assume that the index I is uncountable, first (1) prove that a
set A belongs to the product σ-algebra of the uncountable product space Ω if and
only if for some countable subset J of indexes the projection piJ(A) belongs to the
product σ-algebra of the countable product space ΩJ and piIrJ(A) = ΩIrJ . Next
(2) show that Proposition 3.24 can be extended to the case of an uncountable
product of probability spaces. Finally, (3) discuss how to extend Remark 3.25
and Exercise 3.6 to the uncountable case.
Proof. (1) For a family of measurable spaces {(Ωi,Fi) : i ∈ I}, the product
σ-algebra
∏
i∈I Fi is generated by the cylinder sets Q =
∏
i∈I Qi, where Qi
belongs to Fi and Qi = Ωi for every i in I r J with a finite subset of indexes
J ⊂ I. Therefore, any countable operation involving cylinder sets will results
in a set having all components Qi = Ωi, expect for a countable set of indexes
J . Thus, denote by F the class of all subsets F of Ω = ∏i∈I Ωi such that for
some countable subset of indexes J of I the the projection piJ(F ) belongs to the
product σ-algebra of the countable product space ΩJ and piIrJ(F ) = ΩIrJ , or
equivalently, F = pi−1J (E) for some countable subset of indexes J of I and E in
the countable product σ-algebra
∏
i∈J Fi. It is clear that F is a sub σ-algebra
of the product σ-algebra
∏
i∈I Fi, i.e., F =
∏
i∈I Fi.
(2) Really, it is a matter of notation. Given a family {µi : i ∈ I} of tight
Borel regular measures on Ωi with µi(Ωi) = 1. For any finite subset of indexes J
of I, define the product set function µJ(Q) =
∏
i∈J µi(Qi) on the semi-ring SJ of
cylinder sets of the form Q =
∏
i∈I Qi, where Qi belongs to Fi and Qi = Ωi for
every i in I r J . From the finite-product construction of Proposition 3.22, the
product set function µJ can be extended to a (unique) probability measure on
the sub σ-algebra FJ = pi−1J
(∏
i∈J Fi
)
of the product σ-algebra F = ∏i∈I Fi.
Moreover, in view of Proposition 3.24 and with the same notation, the finite
set of indexes J can be taken countable, i.e., for any countable index K there
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exists a (unique) probability measure µK on FK = pi−1K
(∏
i∈K Fi
)
such that
µK = µJ on FJ for every finite subset of indexes J of K. In view of part (2), a
set F belongs to uncountable product σ-algebra F if and only if F = pi−1J (E) for
some E in
∏
i∈J Fi, i.e., F belongs to FJ . Hence, we can define a (unique) the
uncountable product probability measure µ on F by means of countable product
probability measures µK on FK , via a countable product
∏
i∈K Fi. Furthermore,
the probability measure µ is uniquely determinate by the equality µ = µJ on
the semi-ring SJ , for any finite set of indexes J of I.
(3) Indeed, following the arguments in part (2), both, Remark 3.25 and
Exercise 3.6 are extended to the uncountable case. The only point to stress
is the fact that the uncountable product of Borel σ-algebras is not necessarily
equals to the Borel σ-algebra of the uncountable product space, even if each
space Ωi has a countable basis.
From part (1), we see that the uncountable product of Borel σ-algebras is
a rather small σ-algebra for the relatively large uncountable product space Ω.
In probability theory, this is usually solved by endowing the space Ω with a
stronger (than the product) topology on a reduced subspace Ω0 ⊂ Ω with full
outer measure, i.e., µ∗(Ω0) = 1, such that the cylinder sets generate the (new)
Borel σ-algebra on Ω0.
Exercise 3.8. Formalize the previous comments, e.g., (1) prove that for any
measurable set F such that 0 < c < µ(F ) < ∞ there is at most a finite family
of atoms A ⊂ F satisfying c ≤ µ(A) ≤ µ(F ); and, assuming that µ is σ-finite,
(2) deduce that there are no atoms of infinite measure and there is a countable
family (possible finite or empty) containing all atoms, moreover (3) discuss in
some details the existence of the partition {Fi : i = 1, . . . , k}.
Proof. (1) If Ai, for i = 1, . . . , k are atoms inside F with µ(Ai) ≥ c then the
additivity of µ implies that
∑n
i=1 µ(Ai) ≤ µ(F ). Hence k ≤ µ(F )/c, which
implies that any set with finite measure may contain at most countable many
atoms.
(2) Next, if µ is σ-finite then Ω =
⋃
n Ωn with µ(Ωn) < ∞. Each Ωn may
contain at most countable many atoms, so there are only countable many atoms
(possible a finite number or none) in Ω. On the other hand, if there is an atom
A with µ(A) =∞ then µ could not be a σ-finite measure.
(3) From part (1), for every ε > 0 there exists at most a finite number of
sets Fi, i = 1, . . . , r such that µ(Fi) > ε and F r
⋃r
i=1 Fr does not contain any
atom A with measure greater than ε.
The next point is to show that any measurable set E ⊂ F contains a mea-
surable subset B with 0 < µ(B) ≤ ε. Indeed, if such set B does not exist then
B is not an atom and therefore, there is a measurable set B1 ⊂ B such that
0 < µ(B1) < µ(B), and the same argument applies to BrB1, and by induction,
we construct a sequence of disjoint measurable sets {Bk} with
∑
k µ(Bk) <∞,
which yields the contradiction µ(Bk) < ε for k sufficiently large.
Now, if
β(E) = sup{µ(B) : B ∈ F , µ(B) ≤ ε}
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then the previous assertion implies, by induction, there is a sequence of disjoint
measurable sets {En}, En ⊂ F such that 12β
(
F r
⋂n
i=1Ei
) ≤ µ(En+1 ≤ ε.
Remark that
∑
n µ(En) ≤ µ(F ) < ∞ and µ(E0) ≤ 2µ(En+1 with E0 = F r⋂∞
i=1Ei to obtain µ(E0) = 0, which yields that there exists a finite index m such
that
∑
i>m µ(Ei) < ε. Hence if Fr+i = Ei with i = 1, . . . ,m and Fk =
⋃
i>mEi
with k = r+m+ 1 then {Fi : i = 1, . . . , k} is the desired partition, see Dunford
and Schwartz [40, Vol I, Lemma IV.9.7, pp. 308-309].
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Exercises - Chapter (4)
Integration Theory
(4.1) Definition and Properties
Exercise 4.1. Let (Ω,F , µ) be a measure space.
(1) Show that if f is an integrable function and N is a set of measure zero then∫
N
fdµ = 0.
(2) Prove that if f is a strictly positive integrable function and E is a measurable
set such that∫
E
fdµ = 0
then E is a set of measure zero.
(3) Suppose that an integrable function f satisfies∫
E
fdµ = 0,
for every measurable set E, deduce that f = 0 a.e.
(4) If f is a measurable function and g is an integrable function such that |f | ≤ g
a.e., then f is also an integrable function.
Proof. Recall that essentially from Fatou lemma (Theorem 4.6), see Remark 4.8,
we deduce that if f is an integrable (measurable, respectively) function and g
is a measurable (the σ-algebra of measurable set contains all sets of measure
zero, respectively) function, and f = g a.e. then g is integrable (measurable,
respectively) and they have the same integral. Note that if the measure space
(Ω,F , µ) is not complete then f = g a.e. (almost everywhere) means that there
exists a (measurable) set N of measure zero such that f = g outside N ; which
is not necessarily equivalent to the fact that the set {x ∈ Ω : f(x) 6= g(x)} is
has measure zero (implying that it has to be measurable).
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(1) If f is integrable and N a set of measure zero (implicitly assumed to be
measurable!) then f1N = 0 a.e. and because the integral of the null function is
zero, we conclude.
(2) Similarly, if f is a strictly positive integrable function and E is a measur-
able set then the set En = {x ∈ E : |f(x)| > 1/n} is measurable, En ⊂ En+1,
E =
⋃
nEn and
0 =
∫
E
fdµ ≥
∫
En
1
n
dµ ≥ 0,
which proves that µ(En) = 0 and therefore µ(E) = 0.
(3) If f is as indicated then take E+n = {x ∈ Ω : f(x) > 1/n} to deduce
that
0 =
∫
E+n
fdµ ≥
∫
En
1
n
dµ ≥ 0,
which implies that µ(E+n ) = 0 and hence the set {x ∈ Ω : f(x) > 0} has zero
measure. Similarly, for the set {x ∈ Ω : f(x) < 0}, i.e., f = 0 a.e.
(4) We have establish that changing the values of a function in a set of
measure zero does not change its character (measurability, integrability or the
value of its integral). Since∫
|f |dµ ≤
∫
gdµ <∞
we deduce that f is integrable.
Exercise 4.2. Give examples of sequences {fn} of real-valued measurable func-
tions satisfying one following conditions (a) {fn} is pointwise decreasing to 0,
but the integral of fn does not converges to 0; (b) fn ≥ 0 is integrable for every n
and the inequality in Fatou’s Lemma holds strictly; (c) the integral of fn ≤ 0 is
a bounded numerical sequence, fn converges pointwise to an integrable function
f, but the integral of fn does not converges to the integral of f.
Proof. (a) On R with the Lebesgue measure, the functions defined by fn(x) =
1{|x|>n} satisfy fn ≥ fn+1, fn(x) → 0 as n → ∞, for each x in R, but the
integrals of fn are all infinite.
(b) On R with the Lebesgue measure, the functions defined by fn(x) =
[1 + (−1)n]1{|x|<n} satisfy fn ≥ 0, lim infn fn(x) = 0, for every x, but the
integral of fn is equal to 2n.
(c) On R with the Lebesgue measure, the functions defined by fn(x) =
−n1{0<|x|<1/n} satisfy fn(x) → 0 as n → ∞, for each x in R, the functions fn
have all integrals equal to 2, so that integral of fn does not converges to the
integral of f = 0.
Exercise 4.3. Given a nonnegative measurable function h on a measure space
(Ω,F , µ), define the set function
λ(A) =
∫
A
hdµ, ∀A ∈ F .
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Prove that λ is a measure and that∫
Ω
fdλ =
∫
Ω
fhdµ,
for every nonnegative measurable function f .
Proof. The monotone convergence implies the σ-additivity of λ, i.e., given a
sequence of measurable sets {An} with A =
∑
nAn, we have 1A =
∑
n 1An ,
and therefore
λ(A) =
∫
Ω
∑
n
1Andµ =
∑
n
∫
Ω
1Andµ =
∑
n
λ(An).
To check the equality, for every measurable set A we have∫
Ω
1Adλ = λ(A) =
∫
A
hdµ
∫
Ω
1Ahdµ,
and by linearity, the same inequality holds for simple functions. Next, if f is a
nonnegative measurable function then there exists an increasing sequence {ϕn}
of simple functions such that ϕn → f ; hence, the equality holds for f .
Exercise 4.4. Let E be a semi-ring of measurable space (Ω,F) and E be the
space of E-step functions, i.e., functions of the form ϕ = ∑ni=1 ri1Ei , with Ei
in E and ri in R. (1) Verify that E is a vector lattice and any R-step function
belongs to E, where R is the ring generated by E . Given an additive and finite
measure µ on E we define the integral for functions in E by the formula
I(ϕ) =
n∑
i=1
riµ(Ei), if ϕ =
n∑
i=1
ri1Ei .
(2) Prove that µ is σ-additive on E if and only if for any decreasing sequence
{ϕk} in E such that ϕk(x) ↓ 0 for every x, we have I(ϕk) ↓ 0.
Proof. (1) Since any R-step function f has the form ∑ni=1 ri1Ri with Ri in R
and any set R in R can be expressed as R = ∑ki=1Ei with Ei in E , we deduce
that any R-step function belongs to E. On the other hand, a ring is stable under
the formation of unions and differences, so that E is a vector space. Therefore,
a function ϕ belongs to E if and only if ϕ assumes only a finite number of
values and the pre-image ϕ−1(r) belongs to R for every r 6= 0. Now, to realize
that E is also a lattice, we note that any two functions ϕ and ψ in E can be
written as ϕ =
∑n
i=1 ri1Ei and ψ =
∑n
i=1 si1Ei , with {Ei} a finite sequence
of disjoint sets in E , i.e., where ri and si could be zero or repeated. Thus
max{ϕ,ψ} = ∑ni=1(ri ∨ si)1Ei and therefore, E is a lattice.
(2) Note that finite sequence {Ei} used to define I may or may not be
disjoint sets, the additivity of λ produces a definition of I independent of the
way how ϕ is represented. Now, let {ϕk} a sequence in E such that ϕk(x) ↓ 0
for every x. If µ is σ-additive on the semi-ring E then µ can be extended to a
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measure on the σ-ring generated by E and the monotone convergence can be
used to deduce that I(ϕk) ↓ 0. Conversely, for any sequence {Ek} ⊂ E such that
E =
∑
k Ek belongs to E , the functions ϕk = 1E −
∑k
i=1 1Ek , k ≥ 1, are in E
and ϕk(x) ↓ 0 for every x. Hence, µ(E)−
∑k
i=1 µ(Ek) = I(ϕk ↓ 0, proving that
µ is σ-additive on the semi-ring E .
Exercise 4.5. Let E be a semi-ring of measurable sets in a measure space
(X,F , µ), and E be the class of E-step functions, see Exercise 4.4. Suppose that
any function ϕ in E is integrable and define
I(ϕ) =
∫
Ω
ϕdµ,
A subset N of X is called a I-null or I-negligible set if there exists a increasing
sequence {ϕk} ⊂ E and a constant C such that (a) ϕk(x) ↑ +∞ for every x in
N and (b) I(ϕk) ≤ C, for every k ≥ 1.
(1) Prove that (a) if ϕ ∈ E with ϕ ≥ 0 outside of a I-null set then I(ϕ) ≥ 0, and
(b) if ϕ ∈ E with ϕ ≥ 0 and I(ϕ) = 0 then ϕ = 0 outside of a I-null set.
(2) Show that a set N is I-null if and only if for every ε > 0 there exists a
sequence {Ek} in E such that (a) N ⊂
⋃
k Ek and (b)
∑
k I(1Ek) < ε.
Proof. (1) (a) By assumption, there exists a sequence {ϕk} of functions in the
lattice E such that ϕk(x) ↑ +∞ for every x in N and I(ϕk) ≤ C <∞, for every
k ≥ 1, and ϕ(x) ≥ 0, for every x outside of N . Consider the increasing sequence
of functions ψk = ϕ+εmax{ϕk, 0}, k ≥ 1, with limit ψ = limk ψk ≥ 0, for every
ε > 0. Thus, the monotone convergence yields limk I(ψk) = I(limk ψk) ≥ 0, i.e.,
I(ϕ) + εC ≥ I(ϕ) + ε limk I(ϕ+k ) ≥ 0. Hence, as ε→ 0 we deduce I(ϕ) ≥ 0. (b)
Similarly, the sequence {ϕk = kϕ : k ≥ 1} satisfies limk ϕk(x) = +∞ for every
x such that ϕ(x) > 0 and I(ϕk) = kI(ϕ) = 0.
(2) If N is a I-null set then there exists a increasing sequence {ϕk} satisfying
(a) and (b) as above. Since 1N ≤ ε limn ϕ+k for every ε > 0, and the pre-image
{x : εϕk(x) ≥ 1} forms an increasing sequence of sets belonging to the ring
generated by E , we can write εϕk ≥
∑nk
i=1 1Ei with Ei in E , and thusN ⊂
∑
iEi.
Hence, µ(N) ≤ ∑i µ(Ei) ≤ εC, which implies that N satisfies (a) and (b) of
(2), after replacing ε by ε/C. Conversely, take ε = 2−n, for every n = 1, 2, . . ., in
(a) and (b) of (2) for the set N to find a double sequence {Ek,n} ⊂ E such that
N ⊂ ⋃k Ek,n and ∑k I(Ek,n) = 2−n. Thus, the functions ψn = n∑nk=1 1Ek,n
belongs to E and ψn(x) ≥ n for every x in
⋃n
k=1Ek,n. Hence, ϕk =
∑k
n=1 ψn
forms an increasing sequence of functions in E such that ϕ(x)→ +∞ for every
x in
⋂
n
⋃
k Ek,n ⊃ N and I(ϕk) ≤
∑
n n2
−n <∞.
Exercise 4.6. Let E be a vector lattice of real-valued function defined on X
and I : E → R be a linear and monotone functional satisfying the condition:
if {ϕn} is a decreasing sequence in E such that ϕn(x) ↓ 0 for every x in X,
then I(ϕ) ↓ 0. A functional I as above is called a pre-integral or a Daniell
integral (functional) on E. Now, let E¯ be the semi-space of extended real-valued
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functions which can be expressed as the pointwise limit of a monotone increasing
sequence of functions in E. Verify that repeating this procedure does not add
more functions, i.e., any pointwise limit of a monotone increasing sequence of
functions in E¯ is a function in E¯. Moreover, also verify that if ϕ and ψ belong
to E¯ and c is a positive real number then ϕ+ cψ, ϕ ∧ ψ and ϕ ∨ ψ belong to E¯.
(1) Define I-null sets and prove assertion (1) as in Exercise 4.5, with E replaced
with E¯, i.e., (a) if {ϕn} is an increasing sequence in E such that limn ϕn(x) < 0
on a I-null set then limn I(ϕn) ≥ 0, and (b) if {ϕn} is an increasing sequence in
E such that limn ϕn ≥ 0 and limn I(ϕn) = 0 then limn ϕn = 0 except in a I-null
set. Similarly, show that a countable union of I-null sets is a I-null set.
(2) Prove that the limit I(ϕ) = limn I(ϕn) if ϕ = limn ϕn provides a unique
extension of I as a semi-linear mapping from E¯ into (−∞,∞], i.e., (a) for any
two increasing sequences {ϕn} and {ψn} in E pointwise convergent to ϕ and ψ
with ϕ ≤ ψ we have limn I(ϕn) ≤ limn I(ψn), and (b) for every ϕ,ψ in E¯ and c
in [0,∞) we have I(ϕ+ cψ) = I(ϕ) + cI(ϕ), under the convention that 0∞ = 0.
Also show the monotone convergence, i.e., if {ϕ¯n} is an increasing sequence of
functions in E¯ then I(limn ϕ¯n) = limn I(ϕ¯n). How about if the sequence {ϕ¯n}
is increasing only outside of a I-null set?
(3) Check that if ϕ belongs to E¯ and I(ϕ) < ∞ then ϕ assumes (finite) real
values except in a I-null set. A function f belongs to the class L+ if f is equal,
except in a I-null set, to some nonnegative function ϕ in E¯. Next, verify that I
can be uniquely extended to L+, by setting I(f) = I(ϕ).
(4) The class L of I-integrable functions is defined as all functions f that can
be written in the form f = g − h (except in a I-null set) with g and h in E¯
satisfying I(g) + I(h) < ∞; and by linearity, we set I(f) = I(g) − I(h). Verify
that (a) I is well-defined on L, (b) L is vector lattice space, and (c) I is a linear
and monotone. Moreover, show that any function in L is (except in a I-null
set) a pointwise decreasing limit of a sequence {fn} of functions in E¯ such that
|I(fn)| ≤ C < ∞, for every n. Furthermore, prove that f belongs to L if and
only if f+ and f− belong to L+ with I(f+) + I(f−) < ∞. A posteriori, we
write f = f+ − f− with f± in L+ and if either I(f+) or I(f−) is finite then
I(f) = I(f+)− I(f−), which may be infinite.
(5) Show that if f = f+− f− with f+ and f− belonging to L+ and I(f−) <∞
then for every ε > 0 there exist two functions g and h in E¯ satisfying f = g− h,
except in a I-null set, h ≥ 0 and I(h) < ε. Moreover, deduce a Beppo Levi
monotone convergence result, i.e., if {fk} is a sequence of nonnegative (except
in a I-null set) functions in L then
∑
k I(fk) = I
(∑
k fk
)
, in particular, if∑
k I(fk) <∞ then
∑
k fk belongs to L.
Hint: the identities g ∧ h = (g + h− |h− g|)/2, g ∨ h = (g + h+ |h− g|)/2 and
|h− g| = g ∨ h− g ∧ h may be of some help.
Proof. Clearly, the properties of limit prove that if ϕ and ψ belong to E¯ and c
is a positive real number then ϕ+ cψ, ϕ ∧ ψ and ϕ ∨ ψ belong to E¯.
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To verify that repeating the increasing limit does not add more functions, let
{ϕ¯n} be a increasing sequence of functions in E¯. Hence, there exist increasing se-
quences {ϕn,k : k ≥ 1} in E such that limk ϕn,k = ϕ¯n, and by monotonicity, also
limk φn,k = ϕ¯n with φn,k = max{ϕ1,k, . . . , ϕn,k}. From φn,k ≤ φn+p,k+q ≤ ϕ¯n+p
we deduce φn,k ≤ limq limp φp,q ≤ limp ϕ¯p and φn,k ≤ limp,q φp,q ≤ limp ϕ¯p, i.e.,
lim
n
ϕ¯n = lim
n
lim
k
φn,k = lim
k
lim
n
φn,k = lim
n,k
φn,k,
e.g, the diagonal sequence {ϕn,n} satisfies limn ϕn,n = limn ϕ¯n and limn ϕ¯n
belongs to E¯.
(1) Let {ϕn} be an increasing sequence in E such that limn ϕn(x) < 0 on
a I-null set N . Thus there exists an increasing sequence {φk} in E such that
limk φk(x) = +∞ for every x in N and I(φk) ≤ C < ∞. Hence, for every
ε > 0, the functions ψn = (ϕ
−
n − εφn)+ forms a decreasing sequence in E
pointwise convergence to 0, so that limn I(ψn) = 0. Since ψn ≥ ϕ−n − εφn, we
have ϕn ≥ ϕ+n − ψn − εφn, which yields I(ϕn) ≥ I(ϕ+n ) − I(ψn) − εI(φn), i.e.,
limn I(ϕn) ≥ 0, as ε→ 0.
To see that a countable union of I-null sets is again a null set, for each
i = 1, 2, . . . ,, let Ni be I-null a set with nonnegative increasing sequence {ϕi,k :
k ≥ 0} in E satisfying limk ϕi,k(x) = +∞, for every x in Ni and I(ϕi,k) ≤ 2−i.
Thus, the sequence {ψk =
∑k
i=1 ϕi,k} forms an increasing sequence of functions
in E such that limk ψk(x) = +∞, for every x in N =
⋃
iNi and
∑
k I(ψk) ≤∑
k 2
−i = 1, i.e., N is also a I-null set.
(2) To check (a), if {ϕn} and {ψn} are two increasing sequences in E with
limits ϕ ≤ ψ then consider the double sequence forms with φi,j = min{ϕi, ψj}.
Since φi,j−ψj decreases to 0 as i→∞ the continuity, monotonicity and linearity
of the functional I yields I(ψj) = limi I(φi,j) ≤ limk ϕk. Now, as j → ∞ we
get I(ψ) = limj I(ψj) ≤ I(ϕ) as desired. Similarly, remark that ϕ + cψ =
limk(ϕk + cψk) implies I(ϕ+ cψ) = I(ϕ) + cI(ψ), which shows (b).
To check the monotone convergence, let {ϕ¯n} be a sequence of nonnegative
functions in E¯. Thus, for each n there exists a non nondecreasing sequences
{ϕn,k : k ≥ 1} of functions in E such that limk ϕn,k = ϕ¯n. Now, for ψk =
maxn≤k{ϕn,k} we have ψk ≤ ψk+1 and ϕ¯k ≥ ψk ≥ ϕn,k, any k ≥ n. Thus, as
k →∞ we get
ϕ¯ = lim
k
ϕ¯k ≥ lim
k
ψk ≥ lim
k
ϕn,k = ϕ¯n,
lim
k
I(ϕ¯k) ≥ lim
k
I(ψk) ≥ lim
k
I(ϕn,k) = I(ϕ¯n),
and later, as n→∞, we deduce
ϕ¯ = lim
k
ψk and I(ϕ¯) = lim
k
I(ψk) = lim
k
I(ϕ¯k),
which prove that I(ϕ¯) = limn I(ϕ¯n).
Now, if the sequence {ϕ¯n} is increasing only outside of a I-null set, i.e., ϕ¯n ≤
ϕ¯n+1 outside of a I-null setNn, then (because a countable union of I-null is again
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a I-null set) the same argument as above applies, but now, ϕ¯k ≥ ψk ≥ ϕn,k, any
k ≥ n, holds except in a I-null set N . Thus, to consider this case, we assume the
validity of (3) below, in particular, the fact that if two functions φ and ψ in E¯
satisfy φ = ψ except in a I-null then I(φ) = I(ψ). Therefore, the same argument
as above goes through, and we get I(limk ψk) = limk I(ψk) = limk I(ϕ¯k) and
ϕ¯ = limk ψk except in a I-null set, which show that I(ϕ¯) = limk I(ϕ¯k).
(3) The statement that if ϕ belongs to E¯ and I(ϕ) < ∞ then ϕ assumes
(finite) real values except in a I-null set, is essentially the definition of I-null
sets. Now, to be able to properly extend the functional I to the class L+,
we need to check that if f and g belongs to E¯ and f ≤ g except in a I-null
set then I(f) ≤ I(g). Indeed, if f ≤ g except in a I-null set N then for any
ε > 0 there exists an increasing nonnegative sequence {φεn} in E such that
limn φ
ε
n(x) = +∞, for every x in N and I(φεn) ≤ ε. Thus, for ϕn ↑ f and ψn ↑ g
we get limn ϕn ≤ limn(ψn + φεn) everywhere, and applying the previous point
(1) (a), we deduce I(f) + ε ≤ I(g), which yields I(f) ≤ I(g) as desired.
(4) The properties (a), (b) and (c) are inhered from the initial functional
I defined on the lattice E, the identities g ∧ h = (g + h − |h − g|)/2, g ∨ h =(
g+ h+ |h− g|)/2 and |h− g| = g ∨ h− g ∧ h are handy here. What need to be
noted that because |I(f)| <∞ for any f in the class L, the function f assume
finite values except in a I-null set.
From the definition, for every function f in the class L, there exist two
increasing sequences {ϕn} and {ψn} such that f = limn ϕn − limn ψn except
in a I-null set. Thus, the double sequence formed by φk,n = ϕk − ψn satisfies
φk,n ↑ ϕ − ψn with ϕ − ψn = fn in E¯ and fn ↓ f except in a I-null set, and
limn I(fn) = I(f), i.e., |I(fn)| ≤ C < +∞.
Now, if f = g − h (except in a I-null set) with g and h in the class L+
then f− + f+ ≤ g + h. Thus, if f belongs to L then I(g) + I(h) < ∞ and so
I(f−) + I(f+) <∞. For the converse, we may take g = f+ and h = f−.
(5) Since f+ and f− belong to L+ there exit two increasing sequences {ϕn}
and {ψn} with pointwise limits equal to f+ and f−, except in a I-null set. Since
I(f−) <∞, for every ε > 0 there exists a k = kε such that I(f−−ψk) < ε. Thus,
take g = limn(ϕn − ψk) and h = limh(ψn − ψk) ≥ 0 to obtain f+ − f− = g − h
with I(h) < ε.
To check Beppo Levi monotone convergence theorem, given a sequence {fk}
of nonnegative (except in a I-null set) functions in L then for every ε > 0 there
exists a sequence {ϕ¯k} of functions in E¯ such that fk ≤ ϕ¯k, except in a I-null set,
and I(ϕ¯k−fk) < ε2−k. Since fk ≥ 0 we have fk ≤ ϕ¯+k , except in a I-null set, and
I(ϕ¯+k − fk) < ε2−k. Hence, the sequence of partial sum
∑n
k=1 ϕ¯k is increasing,
except in a I-null set, and (2) above applies to produce
∑
k I(ϕ¯k) = I
(∑
k ϕ¯k
)
.
Therefore I
(∑
k fk
) ≤ I(∑k ϕ¯k) = ∑k I(fk) + ∑k ε2−k, and as ε → 0, we
deduce
∑
k I(fk) = I
(∑
k fk
)
.
Exercise 4.7. On a measurable space (Ω,A), let f be a nonnegative measur-
able, µ be a measure and {µn} be a sequence of measures. Prove that (1) if
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lim infn µn(A) ≥ µ(A), for every A ∈ A then∫
Ω
fdµ ≤ lim inf
n
∫
Ω
fdµn,
(2) if limn µn(A) = µ(A), for every A in A and µn(A) ≤ µn+1(A), for every A
in A and n, then∫
Ω
fdµ = lim
n
∫
Ω
fdµn.
Finally, along the lines of the dominate convergence, what conditions we need
to impose on the sequence of measure to ensure the validity of the above limit?
Hint: use the monotone approximation by simple functions given in Proposi-
tion 1.9, e.g., see Dshalalow [36, Section 6.2, pp. 312–326] for more comments
and details.
Proof. (1) To check (a) we take a nonnegative measurable simple function ϕ =∑k
i=1 αi1Ai to see that
lim inf
n
∫
Ω
ϕdµn = lim inf
n
k∑
i=1
αiµn(Ai) ≥
k∑
i=1
αi lim inf
n
µn(Ai) ≥
≥
k∑
i=1
αiµ(Ai) =
∫
Ω
ϕdµ.
Hence, using a increasing sequence {fk} of simple functions to approximate any
nonnegative measurable function f , we get∫
Ω
fdµ = lim
k
∫
Ω
fkdµ ≤ lim
k
lim inf
n
∫
Ω
fkdµn ≤ lim inf
n
∫
Ω
fdµn
as desired.
For (2), essentially the same argument shows that for any nonnegative mea-
surable simple function ϕ the equality holds. Thus, because fk ≤ f we get∫
Ω
fdµ = lim
k
∫
Ω
fkdµ = lim
k
lim
n
∫
Ω
fkdµn ≤ lim
n
∫
Ω
fdµn.
But µn ≤ µ yields∫
Ω
fdµ = lim
k
∫
Ω
fkdµ ≥ lim
k
∫
Ω
fkdµn =
∫
Ω
fdµn,
and the equality follows.
If the convergence is not necessarily monotone, but dominated, i.e., there
exits a measure ν such that µn(A) ≤ ν(A) for every A in A, then we can use
part (1) with ν ± µn to have∫
Ω
fd(ν ± µ) ≤ lim inf
n
∫
Ω
fd(ν ± µn),
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which implies∫
Ω
fdµ = lim
n
∫
Ω
fdµn,
for every nonnegative ν-integrable function f .
Exercise 4.8. Let (X,X , µ) be a measure space, (Y,Y) be a measurable space
and ψ : X → Y be a measurable function. Verify that the set function µψ :
B 7→ µ(ψ−1(B)) is a measure on Y, called image measure. Prove that∫
X
g
(
ψ(x)
)
µ(dx) =
∫
Y
g(y)µψ(dy),
for every nonnegative measurable function g on (Y,Y). In particular, if ψ is also
bijective with measurable inverse then∫
X
f(x)µ(dx) =
∫
Y
f
(
ψ−1(y)
)
µψ(dy),
for every nonnegative measurable function f on (X,X ).
Proof. Since the pre-image of a function preserves unions and intersections, it
is clear that µψ is a measure on Y. Now, if B belongs to Y then∫
X
1B
(
ψ(x)
)
µ(dx) = µ
(
ψ−1(B)
)
=
∫
Y
1B(y)µψ(dy),
and, by linearity and monotone approximation, the equality holds for any non-
negative measurable function g on (Y,Y) as requested. On the other hand, if ψ is
bijective, then we can take g(y) = f(ψ−1(y)) to deduce the second equality.
(4.2) Cartesian Products
Exercise 4.9. Let (Ω,F , λ) be a probability measure space and G ⊂ F be a
sub σ-algebra. Suppose that Ω = X ×Y, where (X,X , µ) is another probability
measure space and G is the σ-algebra generated by the projection p from Ω
into X, i.e., G = p−1(X ), and that λ restricted to G coincides with p−1(µ),
i.e., µ(A) = λ(p−1(A)), for every A in X . First, show that a real-valued F-
measurable function f = f(ω) is G-measurable if and only if f is independent
of the variable y, i.e., f(ω) = g(x), for any ω = (x, y). Next, suppose that
ν : X × Y → [0, 1] is a probability transition measure (i.e., ν(x, Y ) = 1 for
every x) such that λ = µ × ν as in Proposition 4.10, and for any nonnegative
F-measurable function f define
ν(f)(ω) =
∫
Y
f(x, y)ν(x, dy), with ω = (x, y) ∈ X × Y = Ω.
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Prove that∫
Ω
fgdλ =
∫
Ω
ν(f)gdλ,
for every nonnegative G-measurable function g. In probability terms, ν(f) is
called the conditional expectation of f given G, and the transition measure ν is
a regular conditional probability measure given G.
Proof. If f is independent of the variable y then f(x, y) = f ◦ p(x), where p
is the projection from X × Y onto X. Thus, for every α in R, f−1([α,∞]) =
p−1 ◦ f−1([α,∞]), which is a set in G by definition. On the other hand, by
Proposition 1.13, if f is G-measurable then there exists a measurable function
k such that f = k ◦ p, which means that f is independent of the variable y.
So check the second equality, note that for any function h independent of
the variable y we have∫
Ω
hdλ =
∫
X
hdµ.
Thus, take a G-measurable function g (i.e., independent of the variable y) then∫
Ω
ν(f)gdλ =
∫
X
ν(f)gdµ =
∫
Ω
f(x, y)g(y)dλ
after using Fubini-Tonelli Theorem 4.14.
Exercise 4.10. Let (X,X , µ) be a complete measure space and (Y,Y) be a
measurable space. Consider a function ν : X × Y → [0,∞] satisfying the
conditions of a σ-finite transition measures, except in a set of µ-measure zero,
e.g., (b) means that the mapping B → ν(x,B) is a measure on Y for almost
every x ∈ X. Give details to show that for any set E in X × Y the function
x 7→ ν(x,Ex) is X -measurable. Next, verify that the product measure µ× ν is
constructed even if (b) is weaken as follows: besides the condition ν(x, ∅) = 0,
for every sequence of disjoint sets {Bk} ⊂ Y there is a µ-null set A such that
ν(x,
∑
k Bk) =
∑
k ν(x,Bk) for every x in X r A. If necessary, make adequate
modifications to Fubini-Tonelli Theorem 4.14 to include this new situation.
Proof. Let E = A × B with A in X and B in Y. Thus Ex = B if x belongs
to A and Ex = ∅ if x does not belong to A, i.e., for x outside of a set N with
µ(N) = 0 we have ν(x,Ex) = ν(x,B) if x belongs to A and ν(x,Ex) = 0 if x
does not belong to A, which shows that x 7→ ν(x,Ex) is X -measurable for every
E = A × B with A in X and B in Y. Now, as in Proposition 4.10, we may
assume that ν(x, Y ) <∞ for every x outside of another set N with µ(N) = 0,
and therefore, the family E ⊂ X × Y of sets of E such that x 7→ ν(x,Ex) is
X -measurable still forms a λ-class, i.e., E = X ×Y. Moreover, the construction
the product measure µ× ν uses only the σ-additivity of ν(x, ·) for almost every
x as stated above.
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Note that the expression ν(x, ·) is a measure for almost every x implies that
there exists a null set N such that for every sequence {Bk} of disjoint sets in
Y we have ν(x,∑k Bk) = ∑k ν(x,Bk) for every x in X rN , i.e., in this case,
the null set N is independent of the sequence of sets. This hypothesis is not
necessary for the construction of the product measure µ × ν. Naturally, the
change in Fubini-Tonelli Theorem 4.14 is that the conclusion (a) holds only for
almost every x in X.
(4.3) Convergence in Measure
Exercise 4.11. (a) Verify that if the sequence {fn}, fn : Ω→ E, of measurable
functions is convergent (or Cauchy) in measure, (Z,d
Z
) is a metric space and
ψ : E → Z is a uniformly continuous function then the sequence {gn}, gn(x) =
ψ(fn(x)) is also convergent (or Cauchy) in measure. (b) In particular, if (E, |·|E )
is a normed space then for any sequences {fn} and {gn} of E-valued measurable
functions and any constants a and b we have afn + bgn → af + bg in measure,
whenever fn → f and gn → g in measure. Moreover, assuming that the sequence
{gn} takes real (or complex) values, (c) if the sequences are also quasi-uniformly
bounded, i.e., for any ε > 0 there exists a measurable set F with µ(F ) < ε
such that the numerical series {|fn(x)|E} and {|gn(x)|} are uniformly bounded
for x in F c, then deduce that fngn → fg in measure. Furthermore, (d) if
gn(x)g(x) 6= 0 a.e. x and the sequences {fn} and {1/gn} are also quasi-uniformly
bounded then show that fn/gn → f/g in measure. Finally, (e) verify that if
the measure space Ω has finite measure then the conditions on quasi-uniformly
bounded are automatically satisfied.
Proof. (a) Since ψ is uniformly continuous function, for every ε > 0 there exists
δ > 0 such that d
E
(y, y′) < δ implies d
Z
(y, y′) < ε. Thus d
Z
(gn(x), gm(x)) ≥ ε
implies d
E
(fn(x), fm(x))|E ≥ δ, which yields
µ
({x ∈ Ω : d
Z
(gn(x), gm(x)) ≥ ε}
) ≤ µ({x ∈ Ω : d
E
(fn(x), fm(x)) ≥ δ}
)
.
Hence, {gn} is a Cauchy sequence in measure if {fn} is so. Similarly for a
convergent sequence.
(b) The function ψ(x, y) = ax+ by is uniformly continuous from E2 into E
and the sequence {(fn, gn)} with values in E2 converges to (f, g) in measure.
Thus, applying part (a) we conclude.
(c) By assumption, for every ε > 0 there exist a set F with µ(F ) < ε and
r > 0 such that |fn(x)|E ≤ r and |gn(x)| ≤ r, for every n ≥ 1 and for every x not
in F . Thus, if x belongs to F c, |fn(x)− f(x)|E < ε/r and |gn(x)− g(x)| < ε/r
then |fn(x)gn(x)− f(x)g(x)|E < r|gn(x)− g(x)|+ r|fn(x)− f(x)|E < ε, which
yields
µ
(|fngn − fg|E ≥ ε) ≤ µ(F ) + µ(|fn − f |E ≥ ε/r)+ µ(|gn − g| ≥ ε/r).
Hence, fngn → fg in measure.
[Preliminary] Menaldi November 11, 2016
324 Solutions: 4. Integration Theory
(d) Remarking that gn(x)g(x) 6= 0 a.e. means that the functions 1/gn and
1/g are defined almost every where, we proceed as in part (c).
(e) Because µ is a finite measure and |f(x)|
E
< ∞ for almost every x, we
deduce that µ
(|f(x)|
E
≥ r)→ 0 as r →∞, i.e., for every ε > 0 there exits r > 0
such that µ(F ) < ε and |f(x)|
E
≤ r, for every x in F c = {|f(x)|
E
≥ r}. Now,
for every δ > 0, if |f(x)|
E
≤ r and |fn(x) − f(x)|E < δ then |fn(x)|E ≤ δ + r,
thus
µ
(|fn|E ≥ δ + r) ≤ µ(|f |E ≥ r)+ µ(|fn − f |E ≥ δ).
Hence, for every n ≥ n(δ) and x in Fδ we have |fn(x)|E ≤ δ + r, with Fδ =
{|fn(x)|E ≥ δ + r
}
and µ(Fδ) ≤ ε+ δ. This proves that {fn} is quasi-uniformly
bounded.
Note that we are proving that if a sequence converges in measure to a quasi-
bounded function, then the sequence is quasi-bounded.
Exercise 4.12. Let (Ω,F , µ) be a measure space, (E, d) a metric space and {fn}
a sequence of measurable functions fn : Ω → E. Show that if {fn} converges
to some function f pointwise quasi-uniform then fn → f in measure. Prove or
disprove the converse.
Proof. If {fn} converges to some function f pointwise quasi-uniform then for
every ε > 0 there exists a set Ωε ∈ F with µ(ΩrΩε) ≤ ε such that fn(x)→ f(x)
uniformly in Ωε. Thus, there exists an index nε such that |fn(x) − f(x)| < ε,
for every x in Ωε and n ≥ nε. Hence
µ
(|fn − f | ≥ ε) ≤ µ(Ωr Ωε) ≤ ε,
i.e., fn → f in measure.
Let us show that pointwise quasi-uniform convergence implies pointwise al-
most everywhere convergence. Indeed, let Ω0 =
⋂
k Ω1/k, where Ω1/k the Ωε
with ε = 1/k obtained from the pointwise quasi-uniform convergence. Since
µ(Ω r Ω0) ≤ µ(Ω r Ω1/k) ≤ 1/k, and fn(x) → f(x) uniformly, for every x in
Ω1/k, we deduce µ(Ωr Ω0) = 0 and fn(x)→ f(x) for every x in Ω0.
If the converse were true, then convergence in measure would imply point-
wise almost everywhere convergence, which contradict the example given in Re-
mark 4.18 of a sequence convergence in measure but non convergent pointwise
almost everywhere.
Exercise 4.13. Assume that µ(Ω) <∞ and by means of arguments similar to
those of Egorov’s Theorem 4.19, prove (a) if (E, | · |
E
) is a normed space and
the numerical sequence {|fn(x)|E} is bounded for almost every x in Ω then for
every ε > 0 there exists a measurable subset F of Ω such that µ(F ) < ε and the
sequence {|fn(x)|E} is uniformly bounded for any x in F c. Moreover, (b) show
that if E = [−∞,+∞], f(x) = lim supn fn(x) (or f(x) = lim infn fn(x)) and f
(or f) is a real valued (finite) a.e. then for every ε > 0 there exists a measurable
subset F of Ω such that µ(F ) < ε and the lim sup (or lim inf) is uniformly for
x in F c. Moreover, if µ is a Borel measure then F = O is an open set of Ω.
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Proof. (a) Define the set X(n,m) = {x ∈ Ω : |fn(x)|E ≥ m}, m = 1, 2, . . . , to
check that the numerical sequence {|fn(x)|E} is bounded if and only if x does
not belong to
⋂
m
⋃
nX(n,m). Since µ(Ω) < ∞ and
⋂
m
⋃
nX(n,m) has zero
measure assumption, if Fm =
⋃
nX(n,m) then µ(Fm) → 0 as m → ∞. Hence
for every ε > 0 there exits a set F = Fm such that µ(F ) < ε and |fn(x)|E ≤ m
for every x in F c and for every n.
(b) Essentially, we repeat the arguments proving Egorov’s Theorem 4.19.
Consider the f(x) = lim supn f(x), the lim infn fn is treated similarly. Define
the set X(ε, fn, f) = {x ∈ Ω : f(x) < ∞ and | supk≥n fk(x) − f(x)|
) ≥
ε} to check that lim supn f(x) = f(x) and f(x) < ∞ if and only if x 6∈
Fε =
⋂∞
n=1
⋃∞
k=nX(ε, fk, f), for every ε > 0. Since X(ε, fn, f) ⊂ Fε,n =⋂n
k=1
⋃∞
i=kX(ε, fi, f), we have µ
(
X(ε, fn, f)
) ≤ µ(Fε,n), and therefore
lim sup
n
µ
(
X(ε, fn, f)
) ≤ lim
n
µ(Fε,n), ∀ε > 0.
If supk≥n fk → f pointwise almost everywhere and f < ∞ almost everywhere,
then µ(Fε) = 0 for every ε > 0, and if also µ is a finite measure then µ(Fε,n)→
µ(Fε) = 0.
To show the quasi-uniform convergence, let k, n be positive integers and set
Ak(n) =
∞⋃
m=n
{x : | sup
i≥m
fi(x)− f(x)| ≥ 1/k} =
∞⋃
m=n
X(1/k, fm, f).
It is clear that Ak(n) ⊃ Ak(n + 1) for any k, n, and the almost everywhere
convergence implies that µ(Bk) = 0 with
⋂∞
n=1Ak(n) = Bk. Since µ(Ω) < ∞
we deduce µ(Ak(n)) → 0 as n → ∞. Hence, given ε > 0 and k, choose nk
such that µ(Ak(nk)) < ε2
−k and define F =
⋃∞
k=1Ak(nk). Thus µ(F ) < ε, and
|fn(x) − f(x)| < 1/k for any n > nk and x /∈ F . This yields lim supn fn = f
uniformly on F c.
Finally, if µ is a Borel measure then we conclude by choosing (see Theo-
rem 3.3 an open set O ⊃ F with µ(O) < 2ε.
Exercise 4.14. Prove that if a sequence {fn} of (extended) real-valued inte-
grable functions on measure space (Ω,F , µ) converges in mean to f then fn → f
in measure. Moreover, give an example of a sequence of functions defined on
the Lebesgue measure space ([0, 1], `) which converges in measure but it does
not converge in mean.
Proof. From the inequality 1|fn−f |≥ε ≤ |fn − f | we obtain the estimate
µ
(|fn − f |) ≤ 1
ε
∫
Ω
|fn − f |dµ,
which shows that convergence in mean implies convergence in measure.
Now, on the Lebesgue measure space ([0, 1], `) consider the sequence {fn}
with fn = n1]0,1/n], for n ≥ 1. This sequence converges pointwise to the function
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f(x) = 0 and `
(|fn − f | ≥ ε) ≤ 1/n. However,∫ 1
0
fn(x) dx = 1 and
∫ 1
0
f(x) dx = 0,
i.e., the integral of fn does not converges to the integral of the limiting function
f , so that fn cannot converge in mean to f .
Exercise 4.15. The assumption that µ(Ω) <∞ is essential in Egorov’s Theo-
rem 4.19. Indeed, let {Ak} be a sequence of disjoint measurable sets such that
A =
∑
k Ak, µ(A) = ∞ and µ(Ak) → 0. Consider the sequence of measurable
functions fk = 1Ak . Prove that (1) fk → 0 in mean (and in measure, in view of
Exercise 4.14), (2) fk(x)→ 0 for every x, and (3) fk(x)→ 0 uniformly for x in
B if and only if there exists an index n
B
such that B∩Ak = ∅, for every k ≥ nB .
Finally, (4) deduce that {fk} does not converge pointwise quasi-uniform and (5)
make an explicit construction of the sequence {Ak}.
Proof. (1) It is clear that the integral of fk is equal to µ(Ak), so fk → 0 in
mean and in measure.
(2) For every x in A there exists exactly one index k(x) such that x belongs
to Ak(x), which implies that fk(x) = 0, for every k > k(x), i.e., fk(x) → 0 for
every x in A and obviously, for every x in Ω.
(3) It is clear that fk(x) → 0 uniformly for x in B if and only if the index
k(x) found in part (2) satisfies supx∈B k(x) < ∞, which is equivalent to say
that if there exists an index n
B
such that B ∩Ak = ∅, for every k ≥ nB .
(4) If F is a set with finite measure then F contains only a finite number of
the sets Ak. Therefore, the complement F
c must contain all, but a finite number,
of the sets A1, A2, . . .. This means that the convergence cannot be uniform on
the complement F c. Hence {fk} does not converge pointwise quasi-uniform.
(5) For instance, on the Lebesgue measure space (R, `) consider the sequence
{Ak} with Ak = (k, k + 1/k). Since `(Ak) = 1/k and Ak ∩ An = ∅ for every
k 6= n, we have A = ∑k Ak, `(Ak) = 1/k → 0 and `(A) = ∑k 1/k =∞.
Exercise 4.16. Let Ω and E be two metric spaces. Suppose that µ is a regular
Borel measure on Ω and f : Ω→ E is a µ-measurable function such that for some
e0 in E the set {x ∈ Ω : f(x) 6= e0} is a σ-finite and the range {f(x) ∈ E : x ∈ Ω}
is contained in a separable subspace of E. With arguments similar to those of
Lusin Theorem 4.22, (a) show that for any ε > 0 there exists a close set C such
that f is continuous on C and µ(ΩrC) < ε; and (b) establish that there exists
a Fσ set (i.e., a countable union of closed sets) F such that f is continuous and
µ(F c) = 0. Next (c) deduce that any µ-measurable function as above is almost
everywhere equal to a Borel function. Is there any other way (without using
Lusin Theorem) of proving part (c)?
Proof. (a) We repeat the arguments of Lusin Theorem 4.22 replacing E with
the separable subspace E0 containing the range {f(x) ∈ E : x ∈ Ω}, i.e., for
every integer i there exists a sequence {Ei,j} of disjoint Borel sets of diameters
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not larger that 1/i such that E0 =
∑
j Ei,j . Thus, setting E
′
i,j = Ei,j r {e0},
for j ≥ 1 and adding E′i,0 = {e0}, we obtain a closed set Ci =
∑n(i)
j=0 Ci,j ,
Ci,j ⊂ f−1(E′i,j) such that µ(ΩrCi) < ε2−i. Note that Ci,0 = C0 can be taken
independent of i. We follow essentially the same argument by choosing ei,j in
E′i,j and ei,0 = e0, we can define a function gi : Ci → E as gi(x) = ei,j whenever
x belongs to some Ci,j with j = 0, 1, . . . , n. This function gi is continuous
because {Ci,j : j ≥ 1} are closed and disjoint, and the distance from gi(x) to
f(x) is not larger then 1/i (note that gi(x) = f(x) = e0 for every x in Ci,0.
Actually, we could define gi(x) = e0 for every x in f
−1(e0). Thus, we have
C =
∞⋂
i=1
Ci =
∞⋂
i=1
n(i)⋃
j=0
Ci,j , µ(Ωr C) < ε,
and gi(x) → f(x) uniformly for every x in C, i.e., the restriction of f to the
closed set C is continuous.
Certainly, we could simply define f0 and µ0 as the restriction to Ω0 = {x ∈
Ω : f(x) 6= e0} and directly use Lusin Theorem. Moreover, the same argument
apply if only {x ∈ Ω : f(x) 6= ei, i = 0, 1, . . . ,m} is separable, for a finite
number of points ei in E.
Remark that if µ is also inner regular (see Proposition 3.15) and the set
Ω0 = {x ∈ Ω : f(x) 6= e0} has finite measure then all, but Ci,0, can be taken
compact sets. Usually, E is a normed space and e0 = 0.
(b) For a given measurable function f and any k ≥ 1 we can use part (a)
with ε = 1/k to find a closed set Ck such that f is continuous on Ck and
µ(Cck) ≤ 1/k. Since F =
⋃
k Ck is a Fσ set and µ(F
c) ≤ 1/k for every k, we
deduce that µ(F c) = 0 and f is continuous on F .
(c) Define g(x) = f(x) for every x in F and g(x) = e0 for every x in the
negligible set F c. Thus, for any open set O in E, g−1(O) = F ∩ f−1(O) if e0 is
not in O and g−1(O) = F c ∪ (F ∩ f−1(O r {e0})) if e0 is in O. In both cases
the pre-images is a Borel set, i.e., g is Borel function such that f = g almost
everywhere.
Note that because F is not closed, in general, the restriction of f to F cannot
be extended to a continuous function in the whole Ω.
Remark that we can prove part (b) without using Lusin Theorem. Indeed,
assume E = R to simplify and first express f = f+− f− to reduce the question
to a nonnegative function. Next, for a µ-measurable function as above, we
can find an increasing sequence of µ-measurable simple functions {fn} such
that fn(x) → f(x) for every x in Ω, see Proposition 1.9 and Corollary1.10.
Since for each µ-measurable set A there exists a Borel set B ⊃ A such that
µ(BrA) = 0, we can modify each simple function fn to get a Borel measurable
simple function gn satisfying gn = fn almost everywhere. Hence the sequence
{gn} is almost everywhere increasing to the function f , i.e., there exists a Borel
set B such that gn(x) increases to f(x) for every x in B and µ(B
c) = 0. Hence
the limiting function g = 1B limn gn is a Borel function satisfying g = f almost
everywhere.
[Preliminary] Menaldi November 11, 2016
328 Solutions: 4. Integration Theory
Exercise 4.17. Given a closed subset F of Rd and a real-valued function f
defined on Rd, what does the assertion “the restriction of f to F is continuous”
actually means, in term of convergent sequences? Let (Rd,L, `) be the Lebesgue
measure space and Ω a measurable subset of Rd. Prove that a function f : Ω→ R
is measurable if and only if for every ε > 0 there exits a closed set F ⊂ Ω such
that f restricted to F is continuous and `(F c) < ε.
Proof. If the restriction of f to F ⊂ Rd is continuous then for any x in F
and any sequence {xn} ⊂ F convergent to x we have limn f(xn) = f(x). The
converse is also true. The restriction of f to F is continuous if for every open
interval ]a, b[ the pre-image f−1(]a, b[) is open relative in F , i.e., there exists an
open set O in Rd such that F ∩O = F ∩ f−1(]a, b[).
Take ε = 1/k and get a closed set Fk such that f restricted to Fk is con-
tinuous and `(F ck ) < 1/k. Define the set B =
⋂
k Fk to check that f restricted
to the Borel set B is continuous and `(Bc) = 0. Now, the function g = 1Bf is
Borel measurable because g−1(]a, b[) = B ∩ f−1(]a, b[) if a ≥ 0 or b ≤ 0, and
g−1(]a, b[) = Bc∪(B∩f−1(]a, b[)) if a < 0 < b. Since g = f almost everywhere,
the function f is µ-measurable.
The converse is part (c) of Exercise 4.16 with E = R, Ω = Rd and µ = `.
Exercise 4.18. Let µ be a Radon measure on a locally compact space X
and f : X → R be a measurable function that vanishes outside a set of finite
measure. Prove that for any ε > 0 there exist a closed set F with µ(F c) < ε
and a continuous function with compact support g such that f = g on F and
if |f(x)| ≤ C a.e. then |g(x)| ≤ C for every x, see Folland [45, Section 7.2, pp.
216–221].
Proof. Repeating the construction of Lusin Theorem 4.22 as in Exercise 4.16
of the closed sets Ci,j , i ≥ 1 and j ≥ 0 with e0 = 0. Because f vanishes
outside a set of finite measure, all the sets Ci,j , with j ≥ 1, can be taken
compact sets, so that the restriction of f to F =
⋂∞
i=1
⋃n(i)
j=0 Ci,j is continuous,
µ(F c) < ε, and the set {x ∈ F : f(x) 6= 0} is contained in the compact set
K =
⋂∞
i=1
⋃n(i)
j=1 Ci,j . Since F a closed set, we can find a continuous function g
defined on the whole space (see Tietze’s extension Proposition 0.2) such that
g = f on F and |g(x)| ≤ sup{|f |}.
(4.4) Almost Measurable Functions
Exercise 4.19. A real-valued function f on a measure space (Ω,F , µ) belongs
to weak L1 if
µ
({ω ∈ Ω : r |f(ω)| > 1}) ≤ C r, ∀r > 0,
for some finite constant C = Cf . Prove (1) any integrable function belongs
to weak L1 and verify (2) that the function f(x) = |x|−d is not integrable in
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Ω = Rd with the Lebesgue measure µ = `, but it does belong to weak L1. Now,
consider the map
[|f |]1 = sup
r>0
{
r µ
({ω ∈ Ω : |f(ω)| > r})},
for every f in L1(Ω, µ;R). Prove that (3) [|cf |]1 = |c| [|f |]1, for any constant c;
(4) [|f + g|]1 ≤ 2[|f |]µ + 2[|g|]1; and (5) if [|fn − f |]1 → 0 then fn → f in measure.
Finally, if L1w = L
1
w(Ω, µ;R) is the subspace of all almost measurable functions
f satisfying [|f |]1 <∞ (i.e., the weak L1 space) then prove that (6) (L1w, [| · |]1) is
a topological vector space, i.e., besides being a vector space with the topology
given by the balls (even if [|f |]1 is not a norm and therefore does not induce a
metric) makes the scalar multiplication and the addition continuous operations.
See Folland [45, Section 6.4, pp. 197–199] and Grafakos [55, Section 1.1].
Proof. (1) By means of the inequality 1|f |≥1/r ≤ r|f | we obtain
µ
({ω ∈ Ω : r |f(ω)| > 1}) ≤ r‖f‖1,
which proves that any integrable function belongs to weak L1.
(2) By using spherical coordinates, it is clear that the he function f(x) =
|x|−d is not integrable in Ω = Rd with the Lebesgue measure µ = `. However,
`
({x ∈ Rd : r |f(x)| > 1}) = `({x ∈ Rd : r > |x|d}) =
= r`
({x ∈ Rd : |x| < 1}),
i.e., x 7→ |x|−d belongs to weak L1(Rd).
(3) From the definition it is clear that the homogeneity property [|cf |]1 =
|c| [|f |]1, for any constant c.
(4) The triangular inequality for | · | yields the inclusion
{ω : |h(ω)− h(ω′)| ≥ r} ⊂{ω : |f(ω)− f(ω′)| ≥ r/2} ∪
∪ {ω : |g(ω)− g(ω′)| ≥ r/2},
for h = f + g, which implies
µ
({ω : |h(ω)− h(ω′)| ≥ r}) ≤ µ({ω : |f(ω)− f(ω′)| ≥ r/2})+
+ µ
({ω : |g(ω)− g(ω′)| ≥ r/2}),
and then [|f + g|]1 ≤ 2[|f |]1 + 2[|g|]1.
(5) Since
µ
({ω ∈ Ω : |f(ω)| > ε}) ≤ [|f |]1
ε
, ∀ε > 0,
we deduce that if [|fn − f |]1 → 0 then fn → f in measure.
(6) The point here is that f 7→ [|f |]1 is not a norm and d(f, g) = [|f − g|]1 is
not really a distance. Nevertheless, the topology induced by the balls of center
g and radius r > 0 B(f, r) = {f ∈ L1w : [|f −g|]1 ≤ r} (which are not balls in the
proper geometric sense) is compatible with the vector structure, i.e., because
of the properties proves in (3) and (4), the scalar multiplication and the vector
addition are continuous operations.
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Exercise 4.20. Paying special attention to the almost everywhere concept,
show that if a sequence of functions {fn} in L1(Ω, µ;R) satisfies
∑
n ‖fn‖1 <∞
then
∑
n fn converges to a function f in L
1(Ω, µ;R) and∫
Ω
fdµ =
∑
n
∫
Ω
fndµ.
Again, deduce that L1(Ω, µ;R) is a complete space, i.e., a Banach space.
Proof. Taking a representant of each equivalence class, we have a sequence {gn}
of integrable functions such that fn = gn for every x outside of a negligible
set Nn and
∑
n ‖gn‖1 =
∑
n ‖fn‖1 < ∞. Applying Beppo Levi or monotone
convergence Theorem 4.4 to the increasing sequence {∑k≤n |gk|} of nonnegative
measurable functions the limiting functionG =
∑
k |gk| is integrable and ‖G‖1 =∑
n ‖fn‖1. Now, redefining gn = 0 outside of a negligible set where G is infinite,
we can say that the series
∑
k |gk(x)| < ∞ for every x as well as fn(x) =
gn(x) outside of a negligible set N =
⋃
k≥0Nk, where N0 contains the set
where G is infinite. Since
∑
k≤n fk(x) =
∑
k≤n gk(x), for every x outside of the
negligible set N and |∑k≤n gk(x)| ≤∑k |gk(x)| <∞, for every x, the Lebesgue
or dominate convergence Theorem 4.7 implies that the limiting functions g =∑
n gn is integrable, f(x) =
∑
n gn(x) for every x outside of the negligible set
N , and∑
n
∫
Ω
fndµ =
∑
n
∫
Ω
gndµ =
∫
Ω
∑
n
gndµ =
∫
Ω
fdµ,
i.e., f is also integrable. Finally, because ‖f −∑k≤n fk‖1 ≤ ∑k>n ‖fk‖1 → 0
as n→∞, we deduce that ∑n fn converges to f in L1(Ω, µ;R).
To check that L1(Ω, µ;R) is a complete space, for any given a sequence {fn}
we can construct the telescoping series g1 = f1, gn = fn − fn−1 for n ≥ 2,
i.e. fn =
∑
k≤n gn. Because fn − fm =
∑
m<k≤n gn, if
∑
n ‖fn − fn−1‖1 < ∞
then we can use the previous argument to deduce that the limiting function f =
limn fn exits almost everywhere, f is integrable and ‖fn−f‖1 → 0. Thus, taking
a subsequence {fnk} of a given Cauchy sequence {fn} satisfying
∑
k ‖fnk −
fnk−1‖1 < ∞, we find an integrable function f such that ‖fnk − f‖1 → 0.
However, given ε > 0 there exits an index Nε such that ‖fn − fm‖1 < ε/2 for
every n,m ≥ Nε. Since
‖fn − f‖1 ≤ ‖fn − fnk‖1 + ‖fnk − f‖1 ≤ ε/2 + ε/2
if k ≥ Kε, nk, n ≥ Nε, we deduce that the whole sequence converges.
Exercise 4.21. Let µ be a Borel measure on a Polish space Ω. Give some
details on most of the statements related to the spaces L1(Ω, µ;R), L0(Ω, µ;R),
L0σ(Ω, µ;R), L∞(Ω, µ;R), L∞σ (Ω, µ;R), S0σ(Ω, µ;R) and S1(Ω, µ;R), recall that
the σ refers to the σ-finite support. In particular, define a metric (or norm),
specify when the space is separable and/or complete, and state any topological
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inclusion. Moreover, for Ω = Rd and µ = ` the Lebesgue measure, if possible,
give examples of functions in each of the above spaces not belonging to any of
the others.
Proof. First, the element of all these (quotient) spaces are equivalence classes
of measurable functions or measurable functions defined almost everywhere or
almost measurable functions, i.e., a real-valued measurable function f on the
measure space (Ω,F , µ) and all other functions g such that g = f outside of a
µ-null set are considered just one function, where the function g is measurable
with respect to the completion of F relative to the measure µ.
The space L0(Ω, µ) = L0(Ω, µ;R) of all µ-almost measurable functions is the
largest one, it is a complete metric space with the metric
dµ(f, g) = inf
{
r > 0 : µ
({ω ∈ Ω : |f(ω)− g(ω)| > r}) ≤ r}.
Moreover, L0(Ω, µ) is also a topological vector space, i.e., a vector space where
the addition and scalar multiplication are continuous operations.
The space L∞(Ω, µ) = L∞(Ω, µ;R) of all µ-almost measurable (µ-essentially)
bounded functions is a Banach space, i.e., a vector space with a norm, namely,
‖f‖∞ = inf
{
b ∈ [0,∞] : µ(|f | > b) = 0} =
= inf
{
sup{|f(ω)| : ω ∈ ΩrN} : N, µ(N) = 0},
which is complete. It is clear that L∞(Ω, µ) ⊂ L0(Ω, µ), and the inclusion is
continuous. The subspace S0(Ω, µ) = S0(Ω, µ;R) of almost measurable sim-
ple functions (i.e., of all almost measurable functions assuming a finite number
of values) is dense in L0(Ω, µ) and in L∞(Ω, µ) (see Proposition 1.9 and Theo-
rem 4.19). In general, L∞(Ω, µ) is not separable and the separability of L0(Ω, µ)
depends on the separability of S0(Ω, µ), which is related to the structure of the
measure space (Ω,F , µ). In Rd with the Lebesgue measure, the subspace of step
functions (i.e., simple functions relative to the semi-ring of d-intervals) could be
used to show separability.
Most of the attention is given to the space L1(Ω, µ) = L1(Ω, µ;R) of all
µ-integrable functions, which is a Banach space with the norm
‖f‖1 =
∫
Ω
|f(ω)|µ(dω).
Certainly, L1(Ω, µ) ⊂ L0(Ω, µ) with continuous inclusion, and if µ is a finite
measure then L∞(Ω, µ) ⊂ L1(Ω, µ) with continuous inclusion. If Ω is a metric
space and µ is measure on the Borel σ-algebra constructed via Caratheodory’s
arguments then the space L1(Ω, µ) is separable. In particular this applies to the
Lebesgue measure.
The support of an integrable function is always a σ-finite set, so that if µ is
not a σ-finite measure then the spaces L0(Ω, µ) and L∞(Ω, µ) are made smaller,
i.e., the subspaces L0σ(Ω, µ) = L
0
σ(Ω, µ;R) and L∞σ (Ω, µ) = L∞σ (Ω, µ;R) become
useful. They have the same character, i.e., L0σ(Ω, µ) is complete metric space
and a topological vector space, and L∞σ (Ω, µ) is a Banach space.
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The subspaces S0σ(Ω, µ) = S
0
σ(Ω, µ;R) and S1(Ω, µ) = S1(Ω, µ;R) of simple
functions are used for approximations, S0σ(Ω, µ) ⊂ L0σ(Ω, µ) and S1σ(Ω, µ) ⊂
L1σ(Ω, µ). Elements in S
0
σ(Ω, µ) are almost measurable assuming a finite number
of values and with σ-finite support, while S1σ(Ω, µ) ⊂ S0σ(Ω, µ) are integrable
functions, i.e., almost measurable assuming a finite number of values and with
µ-finite support. The subspace Sk(Ω, µ) is dense in Lk(Ω, µ), for k = 0, 1, and
S0σ(Ω, µ) ⊂ L∞σ (Ω, µ).
If Ω = R and µ = ` the Lebesgue measure then the subindex of σ-finite
support is not necessary. The function 1[0,+∞) is an example of a function in
S0(R, `) r S1(R, `), and the function 1[0,1] belongs to S1(R, `). The function
(lnx)1(0,1) is in L
1(R, `)r L∞(R, `), the functions x1(0,1) and e−x1[0,∞) are in
L∞(R, `) ∩ L1(R, `)r S0(R, `).
Exercise 4.22. Let E be a vector lattice of real-valued function defined on X
and I : E → R be a linear and monotone functional satisfying the condition: if
{ϕn} is a decreasing sequence in E such that ϕn(x) ↓ 0 for every x in X, then
I(ϕ) ↓ 0. Consider the vector lattice L as defined in Exercise 4.6, which are
I-integrable function defined outside of an I-null set, see Exercise 4.5. Let M+
be the semi-space of functions f : X → [0,+∞] such that f ∧ ϕ belongs to L,
for every nonnegative ϕ in L. Functions f such that f+ and f− belong to M+
are called I-measurable.
(1) Prove that (a) M+ is stable under the pointwise convergence of sequences,
and that (b) M+ is a semi-vector lattice, i.e., for every positive constant c and
any functions f1 and f2 in M
+, the functions f1 + cf2, f1 ∧ f2 and f1 ∨ f2 are
also in M+. Moreover, show that for any f and g in M+ with f − g ≥ 0 we have
f − g in M+. For a f in M+ we define
I(f) = sup
{
I(f ∧ ϕ) : ϕ ∈ L, ϕ ≥ 0}.
Verify that Beppo Levi’s Theorem holds true within the semi-space M+ and I is
semi-linear and monotone on M+.
(2) Consider the class A of subsets of Ω such that 1A belongs to M+. Prove
that A is a σ-ring and the set function A 7→ µ(A) = I(1A) is a measure on A.
(3) Assume that the function 1 = 1X is I-measurable and verify that A is a
σ-algebra. Prove that a function f is almost everywhere (A, µ)-measurable if
and only if f is I-measurable.
(4) Suppose that the initial vector lattice E is the vector space generated by all
functions of the form 1A with A in E , where E is a semi-ring in a measure space
(X,F , µ), and I is defined as in Exercise 4.5. Assume that F = σ(E) and that
there is a sequence {En} of sets in E such that X =
⋃
nEn with µ(En) < ∞.
Can we affirm that any almost everywhere measurable function f is an almost
everywhere pointwise limit of a sequence of functions in E or perhaps in E¯?
Hint: the identities (x − y) ∧ z = x ∧ (z + y ∧ z) − y ∧ z, for real numbers
x, y, z with x ≥ 0, (a − 1)+ ∧ b = (a ∧ (b + a ∧ 1) − 1)+, for any real numbers
a, b with b ≥ 0, and the monotone limit 1A = limn(n[f(·)/a − 1]+) ∧ 1, with
A = {x ∈ Ω : f(x) > a > 0} may be of some help.
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Exercise 4.23. Let f be a function defined on Rd and let B(x, r) denote the
open ball {y ∈ Rd : |y−x| < r}. (1) Prove that the functions f(x, r) = inf{f(y) :
y ∈ B(x, r)} and f(x, r) = sup{f(y) : y ∈ B(x, r)} are lower semi-continuous
(lsc) and upper semi-continuous (usc) with respect to x. (2) Can we replace the
open ball with the closed ball B¯(x, r) = {y ∈ Rd : |y − x| ≤ r}? (3) Why the
functions f(x) = infr>0 f(x, r) and f(x) = supr>0 f(x, r) are also usc and lsc,
respectively? (4) Discuss what could be the meaning of f(x, r) and f(x, r) if the
function f is only almost everywhere defined, see Exercises 1.22 and 5.1. In this
case, can we deduce that f(x, r) and f(x, r) are usc and lsc, almost everywhere?
Proof. (1) To show that x 7→ f(x, r) is upper semi-continuous (usc) we must
show f(x, r) ≥ lim supy→x f(x, r). Therefore, let {yn} be a sequence convergent
to x. For any r > 0 there exists nr such that yn belongs to B(x, r), for every
n ≥ nr, which implies that f(x, r) ≥ f(yn) ≥ f(yn, r), for every n ≥ nr.
Hence f(x, r) ≥ lim supy→x f(x, r). Similarly, we deduce that x 7→ f(x, r) lower
semi-continuous (lsc).
(2) In the above proof we see that replacing the open ball B(x, r) with the
closed ball B¯(x, r) = {y ∈ Rd : |y − x| ≤ r} to define f(x, r) and f(x, r) does
not change their lsc or usc properties.
(3) We may use the fact that the supremum (infimum) of a family of lower
(upper) semi-continuous is also lower (upper) semi-continuous. Alternatively,
a direct proof goes as follows: if xn → x then f(xn) ≥ f(xn, r), for every n
and r > 0, which implies that lim infn f(xn) ≥ f(x, r) in view of the usc of
x 7→ f(x, r). Taking the supremum in r > 0 the proof is completed.
(4) Certainly, if f = g a.e. then f(x, r) = g(x, r), a.e., or f(x, r) = g(x, r),
a.e., does not follows. To work with almost everywhere defined functions,
we need to use the essential supremum and infimum, i.e., redefine f(x, r) =
ess-inf{f(y) : y ∈ B(x, r)} and f(x, r) = ess-sup{f(y) : y ∈ B(x, r)}, where this
means that (a) f(x, r) ≤ f(y) a.e. y in B(x, r), and (b) for every s > f(x, r)
there exist a set of positive measure S ⊂ B(x, r) such that s > f(y) for
every y in S. In particular, we may have the undesirable situation where
f(x) > f(x, r) or f(x) < f(x, r), but we could expect that for each r > 0,
f(x, r) ≤ f(x) ≤ f(x, r) a.e. holds true. This could means that f(x) =
infr>0 f(x, r) and f(x) = supr>0 f(x, r) are usc and lsc almost everywhere.
Following the idea of inferior and superior limits, we may define the essen-
tial inferior and superior limits as lim infy→x f(y) = limr→0 f(x, r) = f(x) and
lim supy→x f(y) = limr→0 f(x, r) = f(x). A partial answer to these questions is
developed later, see Exercise 7.9.
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(4.5) Typical Function Spaces
Some Inequalities
Exercise 4.24. Let (X,X , µ) and (Y,Y, ν) be two σ-finite measure spaces.
Prove Minkowski’s integral inequality, i.e.,[ ∫
X
∣∣∣ ∫
Y
f(x, y)ν(dy)
∣∣∣pµ(dx)]1/p ≤ ∫
Y
(∫
X
|f(x, y)|pµ(dx)
)1/p
ν(dy)
for any real-valued (µ× ν)-measurable function f.
Proof. Remark that by means of Ho¨lder inequality and Fubini Theorem 4.14, a
relative weaker estimate follows, namely,[ ∫
X
∣∣∣ ∫
Y
f(x, y)ν(dy)
∣∣∣pµ(dx)]1/p ≤ C(∫
Y
∫
X
|f(x, y)|pµ(dx)ν(dy)
)1/p
with C =
(
ν(Y )
)1/q
, 1/p+ 1/q = 1. On the other hand, if the function f(x, y)
is interpreted as a function f(x, ·) taking values in L1(Y,Y, ν) and the integral
in µ is regarded as the p-norm in the X, then Minkowski’s integral inequality
can be written as∥∥∥∫
Y
f(·, y)ν(dy)
∥∥∥
Lp(µ)
≤
∫
Y
‖f(·, y)‖Lp(µ)ν(dy).
Since the integral is a limit os sums, this estimate is expected to hold and to be
deduce from the triangular inequality (Minkowski’s inequality) of the p-norm.
To prove this estimate, let us proceed as follow. First, if f =
∑n
i=1 ci1Ci ,
with constants ci and disjoint measurable sets Ci = Ai × Bi in X × Y with
µ(Ai) <∞ and ν(Bi) <∞ (note that A1, . . . , An or B1, . . . , Bn are not neces-
sarily disjoint in X or Y , respectively) then the equality∫
Y
(∫
X
|f(x, y)|pµ(dx)
)1/p
ν(dy) =
=
n∑
i=1
|ci|
∫
Y
(∫
X
|1Ci(x, y)|pµ(dx)
)1/p
ν(dy)
and Minkowski’s inequality for µ(dx)[ ∫
X
∣∣∣ ∫
Y
f(x, y)ν(dy)
∣∣∣pµ(dx)]1/p = [ ∫
X
∣∣∣ n∑
i=1
ci1Ai(x)ν(Bi)
∣∣∣pµ(dx)]1/p
≤
n∑
i=1
|ci|
[ ∫
X
|1Ai(x)|pµ(dx)
]1/p∣∣∣ ∫
Y
1Bi(y)ν(dy)
∣∣∣,
show the validity of Minkowski’s integral inequality for any functions of the
above form, i.e., if C denotes the ring generated by measurable sets of the
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product form A × B with µ(Ai) < ∞ and ν(Bi) < ∞, and if S(C) denotes
the class of all simple function with respect to C, then Minkowski’s integral
inequality is valid for any function f in the class S(C).
Therefore, if M is the class of all measurable functions in X × Y such that
Minkowski’s integral inequality holds true, then S(C) ⊂M.
Now, for any simple integrable function f there exists a sequence {fn} of
functions in S(C) such that fn → f almost everywhere and |fn| ≤ g, for some
simple integrable function g. Indeed, working with each term of the given simple
function, it suffices to recall that for any measurable set F with finite product
measure µ × ν and any ε > 0, there exists a set C in C such that F ⊂ C and
(µ×ν)(FrC) < ε. Therefore, this approximation and the dominate convergence
Theorem prove that M contains all simple integrable functions.
Since any nonnegative integrable function is a pointwise limit of an increasing
sequence of simple integrable functions, the monotone convergence Theorem
ensures thatM contains all nonnegative integrable functions, and the inequality[ ∫
X
∣∣∣ ∫
Y
f(x, y)ν(dy)
∣∣∣pµ(dx)]1/p ≤ [ ∫
X
(∫
Y
|f(x, y)| ν(dy)
)p
µ(dx)
]1/p
,
shows that Minkowski’s integral inequality holds for every integrable function
f , non necessarily nonnegative.
Note that there are several possible arguments to establish this estimate,
e.g., the dual representation, with 1/p+ 1/q = 1,[ ∫
X
∣∣∣ ∫
Y
f(x, y)ν(dy)
∣∣∣pµ(dx)]1/p =
= sup
{∫
X
g(x)
∫
Y
f(x, y)ν(dy)µ(dx) :
∫
X
|g(x)|qµ(dx) = 1
}
,
Fubini Theorem 4.14 and Ho¨lder inequality yield∣∣∣ ∫
X
g(x)
∫
Y
f(x, y)ν(dy)µ(dx)
∣∣∣ ≤ ∫
Y
ν(dy)
∫
X
|g(x)f(x, y)|µ(dx) ≤
≤
(∫
X
|g(x)|qµ(dx)
)1/q ∫
Y
(∫
X
|f(x, y)|pµ(dx)
)1/p
ν(dy)
and Minkowski’s integral inequality follows, e.g., see Hardy et al. [60, Theorem
202, p. 148–150].
Exercise 4.25. Actually, Ho¨lder inequality (4.7) can be generalized as follows
‖fg‖r ≤ ‖f‖p‖g‖q, ∀f ∈ Lp, g ∈ Lq,
for any p, q, r > 0 and 1/p+1/q = 1/r. Indeed, (1) make an argument to reduce
the inequality to the case r = 1 and ‖f‖p = ‖g‖q = 1; and (2) use calculus to
get first |fg| ≤ |f |p/p+ |g|q/q and next the conclusion.
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Proof. (1) If ‖f‖p = 0 or ‖g‖q = 0 then fg = 0 and the equality holds. Thus,
define p′ = p/r, q′ = q/r, f¯ = |f |r and g¯ = |f |r to have 1/p′ + 1/q′ = 1
‖fg‖rr = ‖f¯ g¯‖1, ‖f‖pp = ‖f¯‖p
′
p′ and ‖g‖qq = ‖g¯‖q
′
q′ , i.e., to effectively reduce the
problem to the case r = 1.
Next, by setting f¯ = f‖f‖−pp and g¯ = g‖g‖−pp , the problem is reduced to the
case ‖f‖p = ‖g‖1 = 1.
(2) Since the function t 7→ ln(t) is (strictly) concave, if a, b, α, β are any
positive numbers satisfying α + β = 1 then ln(αa + βb) ≥ α ln(a) + β ln(b),
which yields the inequality αa + βb ≥ aα + bβ , i.e., the arithmetic mean is
bounded below by the geometric mean. Now, take aα = |f |, bβ = |g|, α = 1/p
and β = 1/q, to deduce
|f | |g| = aαbβ ≤ αa+ βb = |f |
p
p
+
|g|q
q
,
which implies ‖fg‖1 ≤ 1, after integration, i.e., the desired estimate.
Exercise 4.26. Let (Ω,F , µ) be a measure space with µ(Ω) < ∞. Prove (a)
that ‖f‖p → ‖f‖∞ as p → ∞, for every f in L∞. On the other hand, on a Rd
with the Lebesgue measure and a function f in Lp, (b) verify that the function
x 7→ ‖f(·)1|·−x|<r‖p is continuous, for any r > 0. Next, show that (c) the
function x 7→ f ](x, r) = ess-sup|y−x|<r |f(y)| is lower semi-continuous (lsc) for
every r > 0, and therefore (d) the function x 7→ f ](x) = limr→0 f ](x, r) is Borel
measurable, see related Exercises 7.9, 4.23 and 1.22.
Proof. (a) If µ(Ω) <∞ then(∫
Ω
|f(x)|pµ(dx)
)1/p
≤ ‖f‖∞
(
µ(Ω)
)1/p
,
which yields lim supp→∞ ‖f‖p ≤ ‖f‖∞. Similarly, if 0 < r < ‖f‖∞ then there
exists a measurable set A with µ(A) > 0 such that |f(x)| > r for every x in
A. Hence r
(
µ(A)
)1/p ≤ ‖f‖p, which implies r ≤ lim infp→∞ ‖f‖p, and therefore
‖f‖∞ ≤ lim infp→∞ ‖f‖p. This proves that ‖f‖p → ‖f‖∞ as p→∞.
(b) For any fixed y and r, the function x 7→ 1|y−x|<r is continuous when-
ever |y − x| 6= r, which implies that if x → x′ then 1|y−x|<r → 1|y−x′|<r for
almost every y in Rd. Because |f(y)1|y−x|<r| ≤ |f(x)| the Lebesgue dominate
convergence implies that the function x 7→ ‖f(·)1|·−x|<r‖p is continuous.
(c) Since f ](x, r) = ‖f1|·−x|<r‖∞, if Ωn = {x ∈ Rd : |x| ≤ n} then, in view
of part (a), the essential supremum can be expressed as
f ](x, r) = sup
p,n≥1
(
µ(Ωn)
)−1/p‖f1|·−x|<r1Ωn‖p,
which proves, after invoking part (b), that x 7→ f ](x, r) is lower semi-continuous.
(d) Because f ](x) = infr>0 f
](x, r) and r 7→ f ](x, r) is decreasing, the
infimum can be taken only for r in a countable subset (e.g., positive rational)
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and each function x 7→ f ](x, r) is Borel measurable (actually, lsc), the infimum
yields a Borel measurable function.
If the expression 1|y−x|<r is replaced by a open ball B(x, r) of radius r
centered at x then all theses arguments can be adapted with any σ-finite measure
on a metric space Ω. Indeed, the function x→ 1y∈B(x,r) is lsc if the ball is open
and usc if the ball is closed. Hence, even if the boundary ∂B(x, r) has zero
µ-measure, the function x 7→ f ](x) results Borel measurable.
Exercise 4.27. Let (X,X , µ) and (Y,Y, ν) be two σ-finite measure spaces.
Suppose k(x, y) is a real-valued (µ× ν)-measurable function such that∫
X
|k(x, y)|µ(dx) ≤ C, a.e. y and
∫
Y
|k(x, y)|ν(dy) ≤ C, a.e. x,
for some constant C > 0. Prove (1) that the expression
(Kf)(x) =
∫
Y
k(x, y)f(y)ν(dy), ∀f ∈ Lp(ν),
defines a linear continuous operator from Lp(ν) into Lp(µ), for any 1 ≤ p ≤ ∞,
i.e., the functions (a) y 7→ k(x, y)f(y) is ν-integrable for almost every x, (b)
x 7→ (Kf)(x) belongs to Lp(µ), and (c) the mapping f 7→ Kf is linear and
there exists a constant C > 0 such that ‖Kf‖p ≤ C‖f‖p, for every f in Lp(ν).
Now, same setting, but under the assumption that the kernel k(x, y) belongs
to the product space Lp(µ × ν), prove (2) that K is again a linear continuous
operator from Lq(ν) into Lp(µ) and ‖Kf‖p ≤ ‖k‖p‖f‖q, with 1/p+ 1/q = 1.
Proof. (1) Write |k(x, y)| = ∣∣k(x, y)∣∣1/p∣∣k(x, y)∣∣1/q with 1/p+ 1/q = 1 and use
Ho¨lder inequality to obtain∣∣∣ ∫
Y
|k(x, y)f(y)|ν(dy)
∣∣∣p ≤ (∫
Y
|k(x, y)|ν(dy)
)p/q ∫
Y
|k(x, y)| |f(y)|pν(dy)
Now, exchange the order of the integrals (Fubini Theorem) to get
‖Kf‖pLp(µ) =
∫
X
∣∣∣ ∫
Y
|k(x, y)f(y)|ν(dy)
∣∣∣pµ(dx) ≤
≤ Cp/q
∫
Y
|f(y)|pν(dy)
∫
X
|k(x, y)|µ(dx) ≤ Cp‖f‖pLp(ν),
which prove that K is a linear continuous operator from Lp(ν) into Lp(µ), for
any 1 ≤ p ≤ ∞, where the case p =∞ is treated separately.
(2) Use Ho¨lder inequality to obtain∣∣∣ ∫
Y
|k(x, y)f(y)|ν(dy)
∣∣∣p ≤ (∫
Y
|k(x, y)|pν(dy)
)(∫
Y
|f(y)|qν(dy)
)p/q
,
and integrate in µ(dx) to deduce
‖Kf‖pLp(µ) ≤ ‖k‖pLp(µ×ν)‖f‖pLq(ν)
as desired.
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Exercise 4.28. Let {ψn} be a sequence of functions belonging to L1(Rd) such
that supn ‖ψn‖1 <∞ and
lim
n
∫
Rd
ψn(x)dx = 1 and lim
n
∫
|x|>δ
|ψn(x)|dx = 0, ∀δ > 0.
Prove that for every f in Lp(Rd), 1 ≤ p <∞, we have ‖f ? ψn − f‖p → 0.
Proof. Let us use the typical truncation and density arguments. First for a given
f in Lp(Rd) define fr(x) = f(x)1|x|≤r, with r > 0. The dominate convergence
Theorem implies that fr → f in Lp(Rd).
Next, any ε > 0 and for any function f in Lp(Rd) find r sufficiently large
so that ‖f − fr‖p < ε/2, and because fr vanishing outside of the ball |x| ≤ r,
there exists a (uniformly) continuous function gr with compact support in Rd
such that ‖fr − gε‖p < ε/2, i.e., ‖f − gε‖p < ε.
Now, the estimate
‖ψn ? (f − f)‖p ≤
(
sup
n
‖ψn‖1
)‖f − gε‖p + ‖ψn ? (gε − gε)‖p
shows that
lim
n
‖ψn ? (f − f)‖p ≤ ε+ lim
n
‖ψn ? (gε − gε)‖p,
which effectively reduces the problem to the case when the given function f is
a bounded and uniformly continuous in Rd.
For a given x in Rd, the equality
(ψn ? f)(x)− f(x) =
∫
|y|≤δ
ψn(y) [f(x− y)− f(x)] dy +
+
∫
|y|>δ
ψn(y) [f(x− y)− f(x)] dy,
yields the estimate∣∣(ψn ? f)(x)− f(x)∣∣ ≤ ‖ψn‖1( sup
|y|≤δ
|f(x− y)− f(x)|)+
+ 2‖f‖∞
∫
|y|>δ
|ψn(y)|dy.
Because f is a bounded and uniformly continuous in Rd, the assumptions on
the kernels ψn implies that
∣∣(ψn ? f)(x)− f(x)∣∣→ 0, uniformly for x in Rd.
Even if f has a compact support, the functions ψn?f do not necessarily have
compact supports. However, writing |ψn| = |ψn|1/q|ψn|1/p with 1/p+ 1/q = 1,
Ho¨lder inequality yields∫
Rd
|(ψn ? f)(x)− f(x)|pdx ≤ ‖ψn‖p1 sup
|y|≤δ
(∫
Rd
|f(x− y)− f(x)|pdx
)
+
+ 2‖f‖pp
(∫
|y|>δ
|ψn(y)|dy
)p
.
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Hence, taking first limit as n→∞ and then as δ → 0, we obtain ‖f ?ψn−f‖p →
0, for any f in Lp(Rd).
Remark that if the continuity in Lp of the translation is used, i.e., ‖f(· −
y)− f‖p → 0 as |y| → 0, then the last estimate yields the whole argument.
[Preliminary] Menaldi November 11, 2016
340 Solutions: 4. Integration Theory
[Preliminary] Menaldi November 11, 2016
Exercises - Chapter (5)
Integrals on Euclidean
Spaces
(5.1) Multidimensional Riemann Integral
Exercise 5.1. Prove the following list of properties:
(1) If f(x) = −∞ (or f(x) = +∞) then f is lsc (or usc) at x;
(2) If f(x) = +∞ then f is lsc at x if and only if limy→x f(y) = +∞;
(5) f (or f) is the largest lsc (or smallest usc) function above (below) f ;
(3) f is continuous at x if and only if f is lsc and usc at x;
(4) f is lsc (or usc) at x if and only if f(x) ≤ f(x) (or f(x) ≥ f(x));
(6) If fi is lsc (or usc) for all i then supi fi (or infi fi) is also lsc (or usc),
moreover, if the family I is finite then infi fi (or supi fi) results lsc (or usc);
(7) f is lsc (or usc) if and only if f−1(]a,+∞]) (or f−1([−∞, a[)) is an open set
for every real number a, as a consequence, any lsc (or usc) function f is Borel
measurable;
(8) If f = g except in a set D of isolated points then f(x) = g(x) and f(x) =
g(x), for every x not in D;
(9) If K is a compact set and f is lsc (usc) then the infimum (supremum) of f
in K is attained at a point in K.
Proof. It is clear that (1) though (6) follow essentially from the definition, so
let us check (7) when f is lsc. To this purpose, if x belongs to the pre-image
f−1(]a,+∞]) then f(x) > a, and by definition of inferior limit, there exist δ > 0
such that f(y) > a for every |y − x| < δ, i.e., the pre-image f−1(]a,+∞]) is an
open set, and the converse follows in similar manner.
Certainly, isolate points play not role for the inferior limits, so that (8)
holds true. Now, to check (9) take a minimizing sequence {xn} for f in K, i.e.,
f(xn) → infK f with xn in K. Extracting a convergent subsequence {xnk},
xnk → x0, we have f(x0) ≤ limk f(xk), i.e., the infimum is achieved at x0.
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Exercise 5.2. Let {rn} be the sequence of all rational numbers and define the
function f(x) =
∑
n≥1 2
−n(x− rn)−1/21{x−rn∈(0,1)} for every x in R. Prove (a)
f is Lebesgue integrable in R, (b) f is unbounded in any interval of R, and (c)
f2 is not Lebesgue integrable in R.
Proof. Consider the sequence {fk} of functions given by fk(x) =
∑k
n=1 2
−n(x−
rn)
−1/2
1{x−rn∈(0,1)}, for every x in R, where the expression make sense. Cer-
tainly, the limit function f is defined for every irrational number. These func-
tions are defined, bounded and continuous in R, except in a finite number of
points, and therefore, they are integrable.
(a) Since the sequence {fk} is increasing, the monotone convergence implies∫
R
f(x)dx = lim
k
∫
R
fk(x)dx ≤
∑
n
2−n
∫ 1+rn
rn
(x− rn)−1/2dx ≤ 1,
i.e., f is Lebesgue integrable.
(b) If (a, b) is a nonempty interval then we can find a sequence {si} ⊂ (a, b)
of irrational numbers and another sequence {ti} of rational numbers such that
0 < si − ti < 2−2i. Because the sequence {rn} contains all rational numbers,
for every i there exists ki such that {t1, . . . , ti} are listed in {r1, . . . , rki}. Thus,
the functions fk(si) ≥ 2−i(si − ti)−1/2 ≥ 2i for any k ≥ ki, which shows that
{f(si)} is an unbounded sequence, i.e., f is unbounded in any interval of R.
(c) Since f2(x) ≥ [2−n(x− rn)−1/21{x−rn∈(0,1)}]2,∫
R
f2(x) ≥ 2−2n
∫ 1+rn
rn
(x− rn)−1dx = +∞,
the function f2 is not integrable.
Exercise 5.3. Calculate the limit
A = lim
n→∞
∫ ∞
a
fn(x)dx,
for fn(x) = n/(1 + n
2x2), a > 0, a = 0 and a < 0.
Proof. Using the sequence fn,k = fn1[a,k] for k = 1, 2, . . . , we deduce∫ ∞
a
fn(x) = lim
k
[arctan(nk)− arctan(na)] = pi
2
− arctan(na).
Thus, A = 0 if a > 0, A = pi/2 if a = 0 and A = pi if a < 0.
Exercise 5.4. Prove that the function x 7→ |x|−α is Lebesgue integrable (a) on
the unit ball B = {x ∈ Rd : |x| < 1} if an only if α < d and (b) outside the unit
ball Rd rB if and only if α > d.
[Preliminary] Menaldi November 11, 2016
Solutions: 5. Integrals on Euclidean Spaces 343
Proof. Using spherical coordinates in Rd, if ωn = 2pid/2/Γ(d/2) is the surface
area of the unit ball then∫
Rd
|x|−α1|x|<1 = ωd
∫ 1
0
r−αrd−1dr
and ∫
Rd
|x|−α1|x|>1 = ωd
∫ ∞
1
r−αrd−1dr,
which show (a) and (b).
Exercise 5.5. Prove the first part of the above Theorem 5.3, namely, on the
Lebesgue measure space (Rd,L, `), verify that if T : Rd → Rd is a homeomor-
phism of class C1 then a set N is negligible if and only if T (N) is negligible.
Hence, deduce that a set E (or a function f) is a (Lebesgue) measurable if and
only if T (E) (or f ◦ T ) is (Lebesgue) measurable.
Proof. There are several ways of establishing the first part. First, because T is
invertible, we only need to show that if N is negligible then so is it image T (N).
Actually, writing N =
⋃
nN ∩B(0, n), where B(0, n) is the ball centered at the
origin with radius n, we may assume that N is also bounded. At this point,
it suffices to establish an estimate of the type: for any bounded set K there
exists a constant CK such that `
∗(T (B(x, r))) ≤ CKrd, for any x and r > 0 as
long as B(x, r) ⊂ K. However, since T satisfies |T (y) − T (y′)| ≤ MK |y − y′|,
for every y, y′ in K, the image T (B(x, r)) must be contained in a ball of radius
at most 2MKr, which yields CK = (2MK)
d. Actually, we are proving that
if T is Lipschitz continuous in a set K then the Lebesgue exterior measure
`∗
(
T (B)
) ≤ CK`(B) for every ball B inside K.
For the second part, we may use that fact that T maps Borel sets into Borel
sets and that any Lebesgue measurable set is the union of a Borel set and a
negligible set.
The reader may want want to check Jones [65, Chapter 15, pp. 494–510] or
Stroock [112, 2.2.1 Lemma, pp. 30-31], among others.
Exercise 5.6. Let ` be the Lebesgue measure in Rd, E a measurable set with
`(E) < ∞, and f : Rd → [0,∞] be a measurable function. Define Ff,E(r) =
`({x ∈ E : f(x) ≤ r}) and prove (a) r 7→ Ff,E(r) is a right-continuous increasing
function and (b) that the Lebesgue-Stieltjes measure `F induced by Ff,E is
equal to the f -image measure of the restriction of ` to E, i.e., `F = mf,E , with
mf,E(B) = `(f
−1(B) ∩ E), for every Borel set B in R. Now, (c) prove that for
any Borel measurable function g : [0,∞]→ [0,∞] we have the equality∫
E
g
(
f(x)
)
`(dx) =
∫ ∞
0
g(r)mf,E(dr) =
∫ ∞
0
g(r)`F (dr).
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In particular, if λf (r) = `({x ∈ Rd : |f(x)| > r}), mf (B) = `(f−1(B)), for
every Borel set B in R, and f is any measurable then deduce that∫
Rd
|f(x)|p`(dx) =
∫ ∞
0
rpmf (dr) =
∫ ∞
0
p rp−1λf (r)dr, ∀p > 0.
Actually, verify this assertion holds for any measure space (Ω,F , µ), any measur-
able function f : Ω→ R, and any σ-finite measurable set E, e.g., see Wheeden
and Zygmund [119, Section 5.4, pp. 77–83] for more details. Hint: consider first
the case g = 1B , for a Borel measurable set B, and regard both sides of the
equal sign as measures.
Proof. Essentially, by construction r 7→ F (r) = Ff,E(r) is a right-continuous
increasing function. Next, since `F (]a, b]) = Ff,E(b) − Ff,E(a), it is clear that
`F (]a, b]) = `(f
−1(]a, b]) ∩ E), which yields (b).
To show (c), we note that for g = 1B we have
mf,E(B) =
∫ ∞
0
1B(r)mf,E(dr) =
∫ ∞
0
1B(r)`F (dr) =
∫
E
1B
(
f(x)
)
`(dx),
trivially for any interval B =]a, b], and because all expressions are measures in
B, the equality holds true for any Borel measurable set B. Next, approximating
any Borel measurable function g : [0,∞]→ [0,∞] by an increasing sequence of
simple functions, we obtain (c)
Finally, we remark that the role of the Lebesgue measure ` in Rd is unim-
portant in the previous analysis, and the same arguments remain true for any
measure (Ω,F , µ), any measurable function f : Ω → R, and any σ-finite mea-
surable set E in Ω.
Exercise 5.7. Consider a measurable function f : Rd × Rk → R such that the
expression
F (x) =
∫
Rd
f(x, y)dy, ∀x ∈ Rd.
produces a continuous function. Give precise assumptions on the function f to
be able to use the dominate convergence and to show that F is differentiable at
a point x0.
Proof. To show that F is differentiable at a point x0 we may assume that f(x, y)
is locally bounded at x0 by a integrable function, i.e., there exists δ = δ(x0) > 0
such that |∂xf(x, y)| ≤ g(y) for every x in the interval (x0 − δ, x0 + δ) for some
integrable function g. In this case, for some x between x0 + h and x0 we have
|(f(x0 + h, y)− f(x0, y))/h| = |∂xf(x, y)| ≤ g(y). Thus
lim
h→0
F (x0 + h)− F (x0) = lim
h→0
∫
Rd
f(x0 + h, y)− f(x0, y)
h
dy =
=
∫
Rd
∂xf(x0, y) dy
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in view of the dominate convergence. Remark that if f is a continuously differ-
entiable function in a x-neighborhood of (x0, y) for every y, and ∂xf(x0, y) is
assumed integrable in Rd, then the previous assumption (about locally bounded
at x0 by a integrable function) is not necessarily satisfied.
Exercise 5.8. If E is a non empty subset of Rd then (1) prove that the distance
function x 7→ d(x,E) = inf{|y − x| : y ∈ E} is a Lipschitz continuous function,
moreover, |d(x,E) − d(y,E)| ≤ |x − y|, for every x, y in Rd. Now, consider
Marcinkiewicz integral
ME,α(x) =
∫
Q
dα(y,E) |x− y|−d−αdy,
where E is a compact subset of Rd, α is a positive constant and Q is a cube con-
taining E. Using Fubini-Tonelli Theorem 4.14 and spherical coordinates prove
that (2) ME,α(x) is integrable on E, and that (3)
α
∫
E
ME,α(x)dx ≤ ωd`(Qr E),
where ` is the Lebesgue measure in Rd and ωd is the measure of the unit sphere
in Rd, see DiBenedetto [32, Section III.15, pp. 148–151].
Proof. To check (1), note that d(x,E) ≤ |x− e| ≤ |x−y|+ |y− e|, for every e in
E implies d(x,E) ≤ |x− y|+ d(y,E), probing that |d(x,E)−d(y,E)| ≤ |x− y|.
Since d(y,E) = 0, for every y in E, by Fubini-Tonelli Theorem 4.14 we
obtain∫
E
ME,α(x)dx =
∫
QrE
dα(y,E)
(∫
E
dx
|x− y|d+α
)
dy.
Because E is a closed set, we have |x− y| ≥ d(y,E), for every y in Qr E and
x in E. Thus, using spherical coordinates∫
E
dx
|x− y|d+α ≤
∫
|x−y|≥d(y,E)
d(x− y)
|x− y|d+α = ωd
∫ ∞
d(y,E)
ds
s1+α
=
ωd
αdα(y,E)
,
which shows (2) and (3).
5.2 Riemann-Stieltjes Integrals
Exercise 5.9 (cag-lad modulo of continuity). Suggested by the arguments in
Proposition 5.4, a modulo of continuity for a cag-lad function f : [a, b] −→ R
(i.e., f(t+) = lims→t, s>t f(s) exists and is finite for every t in [a, b[, f(t−) =
lims→t, s<t f(s) exists and is finite, and f(t) = f(t−) for every t in ]a, b]) should
be defined as
ρ(r; f, [a, b]) = inf
{
max
i=1,...,n
osc(f, ]si−1, si]) :
: a = s0 < s1 < · · · < sn = b, si − si−1 > r
}
.
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Verify that a function f is cag-lad if and only if ρ(r)→ 0 as r → 0. Moreover,
a more convenient modulo of continuity could be the following
ρ′(r; f, [a, b]) = sup
{|f(t′)−f(t)| ∧ |f(t′′)− f(t)| :
: t′ ≤ t ≤ t′′, t′′ − t′ ≤ r t′, t′′ ∈ [a, b]},
with ∧ and ∨ denoting the min and the max. Prove that ρ′(r; f, [a, b]) ≤
ρ(r; f, [a, b]), but the converse inequality does not hold. Finally, state an analo-
gous for result for cad-lag functions. See Billingsley [14, Chapter 3, p. 109-153].
Proof. The beginning of the proof in Proposition 5.4 established that for any
cag-lad function f and any ε > 0 there exists a finite ε-decomposition, i.e.,
maxi=1,...,n osc(f, ]si−1, si]) ≤ ε for some a = s0 < s1 < · · · < sn = b, which
means exactly that ρ(r)→ 0 as r → 0.
For any ε, r > 0 find a decomposition a = s0 < s1 < · · · < sn = b, si−si−1 >
r such that maxi=1,...,n osc(f, ]si−1, si]) < ρ(r; f, [a, b]) + ε. If t′ ≤ t ≤ t′′ with
t′′− t′ ≤ r and t′, t′′ in [a, b] then either t′ and t′′ belong to only on little interval
]si−1, si] and so |f(t′) − f(t)| ∨ |f(t′′) − f(t)| < ρ(r; f, [a, b]) + ε, or else t′ and
t′′ belong to only on double-little interval ]si−1, si+1] and so |f(t′) − f(t)| <
ρ(r; f, [a, b]) + ε when t′ ≤ t < si and |f(t′′) − f(t)| < ρ(r; f, [a, b]) + ε when
si ≤ t ≤ t′′, i.e., |f(t′) − f(t)| ∧ |f(t′′) − f(t)| < ρ(r; f, [a, b]) + ε. Hence
ρ′(r; f, [a, b]) ≤ ρ(r; f, [a, b]).
Taking fn(t) = 1 if 0 ≤ t ≤ 1/n and fn(t) = 0 if 1/n < t ≤ 1 then
ρ′(r; fn, [a, b]) = 0, while ρ(r; fn, [a, b]) = 1 for r ≥ 1/n.
For cad-lag functions, the modulo of continuity is defined as
ρ(r; f, [a, b]) = inf
{
max
i=1,...,n
osc(f, [si−1, si[) :
: a = s0 < s1 < · · · < sn = b, si − si−1 > r
}
,
but the expression of ρ′(r; f, [a, b]) is the same.
Exercise 5.10 (change-of-time). Let ν be a σ-finite measure on the measurable
space (X,F), and c be a nonnegative real-valued Borel measurable function on
X × [0,∞) and, for every fixed x in X, define
τ−1(x, s) =
∫ s
0
c(x, r)dr and τ(x, t) = inf{s > 0 : τ−1(x, s) > t},
and τ(x, t) = ∞ if τ−1(x, s) ≤ t for every s ≥ 0. Assume that τ−1(x, s)
is finite for every (x, s) in X × [0,∞), and that τ−1(x, s) → ∞ as s → ∞.
Consider τ−1 and τ as functions from X× [0,∞) into [0,∞) and verify (1) that
both functions are Borel measurable, and also cad-lag increasing functions in
the second variable. Now, consider the product measure µ = ν(dx)dt on the
product space X × [0,∞) and apply the transformation (x, t) 7→ (x, τ(t)) to
obtain the following set function
µτ (A×]0, s]) = µ
({(x, t) : x ∈ A, 0 < τ(x, t) ≤ s}).
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Verify (2) that µτ extends to a unique measure defined on F × B, where B is
the Borel σ-algebra on [0,∞). Prove (3) that µτ = c(x, t)ν(dx)dt, i.e.,
µτ (A×]0, t]) =
∫
A×]0,t]
c(x, r)ν(dx)dr,
for every measurable set A and any t ≥ 0.
Proof. First remark that if c is strictly positive (e.g., c(x, r) is replaced by
c(x, r) + ε, ε > 0) then s 7→ τ−1(x, s) is the inverse of t 7→ τ(x, t), and the
time-derivatives satisfy τ ′(x, t) = 1/c(x, τ(x, t)). Also, the mapping c 7→ τ is
decreasing, i.e., if c1(x, r) ≤ c2(x, r) for every r ≥ 0 then τ1(x, t) ≥ τ2(x, t) for
every t ≥ 0. Certainly, if 0 ≤ c ≤ 1 then τ−1(x, s) ≤ s for every s ≥ 0 and
therefore τ(x, t) ≥ t for every t ≥ 0.
It is clear that from Proposition 5.5 follows part (1), moreover, the mapping
ϑ : (x, t) 7→ (x, τ(x, t)) is also measurable and {(x, t) : x ∈ A, 0 < τ(x, t) ≤
s} = ϑ−1(A×]0, s]). By linearity, the expression of µτ can be extended to any
set of the form A×]a, b] with A in F and b > a ≥ 0. Hence, part (2) is verified.
To prove (3), use equality (5.8) of Proposition 5.5 to obtain∫
[0,∞[
10<τ(x,t)≤sdt =
∫ s
0
dτ−1(x, r) =
∫ s
0
c(x, r)dr,
and integrate on A to deduce
µτ (A×]0, s]) =
∫
A
ν(dx)
∫
[0,∞[
10<τ(x,t)≤sdt =
∫
A
ν(dx)
∫ s
0
c(x, r)dr,
which shows that µτ = c(x, t)ν(dx)dt.
Note that if s∗(x) = sup{s : τ−1(x, s) < ∞} and the assumption that
τ−1(x, s) is finite is dropped then t 7→ τ(x, t) maps [0,∞[ into [0, s∗(x)[, and µτ
remains a measure on X × [0,∞) satisfying µτ = c(x, t)ν(dx)dt.
If lims→∞ τ−1(x, s) = t∗(x) < ∞ then τ(x, t) is finitely defined only for
0 ≤ t < t∗(x), i.e., t 7→ τ(x, t) maps [0, t∗(x)[ into [0,∞[. In this case, the
definition of µτ can be modified as
µτ (A×]0, s]) = µ
({(x, t) : x ∈ A, t∗(x) <∞, 0 < τ(x, t) ≤ s}),
so that µτ remains a measure on X × [0,∞) satisfying µτ = c(x, t)ν(dx)dt.
(5.3) Diadic Riemann Integrals
(5.4) Lebesgue Measure on Manifolds
(5.5) Hausdorff Measure
Exercise 5.11. Consider the 1-dimensional Hausdorff measure h1 on R1 and
R2. Verify that h1,δ(A) is independent of δ and is equal to the Lebesgue measure
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`1(A), for any A ⊂ R1. Now, show that if Sa = {(x, a) : x ∈ [0, b]} ⊂ R2 is an
isometric copy of the interval [0, b] then h1(Sa) = b, for every b > 0. Since the
Sa are disjoint, we should deduce that h1 is not a σ-finite measure in R2. Next,
consider S0 and Sa with o < a < 1 and discuss the role of the parameter δ in
the above definition. Check that h1,δ(S0 ∪ Sa) = 2b if δ < a, but the diameter
of S0 ∪ Sa is
√
b2 + a2.
Proof. Recall that the Lebesgue outer measure `∗1 was define by
`∗1(A) = inf
{∑
n
`1(In) :
⋃
n
In ⊃ A
}
, ∀A ⊂ R,
where initially {In} is a sequence of intervals of the form In =]an, bn]. However,
the infimum is unchanged if instead we use closed intervals. Similarly, the
Hausdorff measure h1 on R is defined as limδ→0 h1,δ, where
h1,δ(A) = inf
{∑
n
d(En) :
⋃
n
En ⊃ A, d(En) ≤ δ
}
, ∀δ > 0, ∀A ⊂ R.
Since any subset En of R can be cover by a closed interval In with boundaries
an = inf{x : x ∈ En} and bn = sup{x : x ∈ En} such that En ⊂ In and
d(En) = d(In), we deduce that also
h1,δ(A) = inf
{∑
n
d(In) :
⋃
n
In ⊃ A, d(In) ≤ δ
}
, ∀δ > 0, ∀A ⊂ R,
where now, only sequences {In} of closed intervals are allowed when taking the
infimum. However, for any one-dimensional interval I we have d(I) = `1(I),
and thus `∗1 = h1,δ for every δ > 0.
Now, we consider the Hausdorff measure h1 on R2. Because a translation in
R2 is an isometry and h1 is invariant under any isometry, we obtain h1(Sa) =
h1(S0) = b > 0. Hence, {Sa : a > 0} is an uncountable family of disjoint sets
with the same positive measure. Therefore, if {An} is a sequence of subsets of
R with h1(An) <∞ then each An may contain at most a finite number of sets
in the uncountable family {Sa : a > 0}, which implies that
⋃
nAn may contain
at most a countable subfamily of {Sa : a > 0}. Thus, the Hausdorff measure h1
on R2 is not σ-finite.
As mentioned early, the fact that parameter δ → 0 is essential to the con-
struction. Indeed, because the distance from S0 to Sa is equal to a > δ > 0, any
set E intersecting the set S0 cannot intersect the set Sa. Thus, for any sequence
{En} of sets in R2 covering S0 ∪ Sa, we obtain two sequences, one covering S0
and another covering Sa. This implies that h1,δ(S0 ∪ Sa) = 2b, after projecting
over the first coordinate. However, if δ ≥ a then we can cover S0 ∪ Sa with the
rectangle [0, b]× [0, a] to find that h1,δ(S0 ∪ Sa) ≤
√
a2 + b2 < 2b, if b > a > 0.
In any case, it is clear that the diameter of the set S0 ∪ Sa is
√
a2 + b2, and as
δ → 0 we obtain h1(S0 ∪ Sa) = b+ b = 2b, for any a > 0.
Exercise 5.12. Regarding the Hausdorff dimension prove for any Borel sets (1)
if A ⊂ B then dim(A) ≤ dim(B) and (2) dim(A ∪ B) = max{dim(A),dim(b)}
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Moreover, prove that (3) for a sequence {Ak} of Borel sets we have dim(
⋃
k Ak) =
supk
{
dim(Ak)
}
.
Proof. If s > dim(A) then hs(A) = 0, which implies hs(B) ≤ hs(A) = 0, i.e.,
s > dim(B), proving that dim(A) ≤ dim(B).
Similarly, if s > max
{
dim(A),dim(B)
}
then s > dim(A) and s > dim(B),
which implies hs(A ∪ B) ≤ hs(A) + hs(B) = 0, i.e., dim(A ∪ B) < s. Thus
dim(A ∪ B) ≤ max{dim(A),dim(B)}. From part (1) dim(A ∪ B) ≥ dim(A)
and dim(A ∪B) ≥ dim(B), i.e., dim(A ∪B) ≥ max{dim(A),dim(B)}.
This same argument applies to a countable union A =
⋃
k Ak, the only point
is the σ-additivity hs(
⋃
k Ak) ≤
∑
k hs(Ak) = 0.
Exercise 5.13. It is simple to establish that if T : Rd → Rn, with d ≤ n, is a
linear map and T ∗ : Rn → Rd is its adjoint then T ∗T is a positive semi-definite
linear operator on Rn, i.e., (T ∗Tx, x) ≥ 0, for every x in Rd and with (·, ·)
denoting the scalar product on the Euclidean space Rd. Now, use Theorem 2.27
and Proposition 5.14 to show that for every subset A of Rd and any linear
transformation T as above we have hd
(
T (A)
)
=
√
det(T ∗T )hd(A), where hd
is the d-dimensional Hausdorff measure considered either in Rn or in Rd. See
Folland [45, Proposition 11.21, pp. 352].
Proof. First, if d = n then
√
det(T ∗T ) = det(T ) and Proposition 5.14 yields the
desired equality. Next, if d < n then the range of T has at most dimension equal
to k, so we can find a rotation R : Rn → Rn such that the range of T is mapped
into a subspace of Rd×{0}n−d. Thus, if S = RT then S∗S = T ∗R∗RT = T ∗T ,
which yields hd
(
T (A)
)
= hd
(
S(A)
)
, after using the fact that hd is rotational
invariant. However, identifying the space Rd × {0}n−d with Rd, the expression
S∗S is unchanged and so hd
(
S(A)
)
=
√
det(S∗S)hd(A), and the desired result
follows.
Exercise 5.14. Let (X,d) be a metric space and d1 be another metric equiv-
alent to d, i.e., such that ad ≤ d1 ≤ bd for some positive constants a and b.
Prove that if hs and h
1
s denote the Hausdorff measures corresponding to d and
d1 then a
shs(A) ≤ h1s(A) ≤ bshs(A), for every subset A of X. Briefly discuss
the particular cases where X = Rn and either d1(x, y) = maxi |xi − xi| or
d1(x, y) =
∑
i |xi − xi|. Can we easily compute h1s(B1), where B1 is the unit
ball in the d1 metric?
Proof. The inequality ashs(A) ≤ h1s(A) ≤ bshs(A), follows directly from the
definition of the Hausdorff measures corresponding to d and d1.
If d1(x, y) = maxi |xi−xi| the “balls” are actually cubes with edges parallel
to the axis, i.e., {y : d1(y, x) < a} =
∏n
i=1(xi − a, xi + a). In this case, any ball
(actually, cube) can be written as a finite number of non-overlapping smaller
balls (actually, cubes). Moreover, for any subset E of Rn we can find (as in the
one-dimensional case) a closed ball (actually, a cube in this metric) I such that
E ⊂ I and d1(E) = d1(I). Thus, h1s = 2−n`∗n, for s = n. However, for s 6= n the
situation is much harder, since h1s is not necessarily invariant under rotations.
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In any case, we can easily calculate the value of h1s(B
1) as, = 0 if s > n, = ∞
if s < n, and = 1 if s = n.
The case d1(x, y) =
∑
i |xi − xi| is very similar, after using a rotation, es-
sentially the same results are valid.
(5.6) Area and Coarea Formulae
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Exercises - Chapter (6)
Measures and Integrals
(6.1) Signed Measures
Exercise 6.1. Regarding the above statements, first (a) prove that a series∑∞
i=1 ai of real numbers converges absolutely if and only if the series
∑∞
i=1 aι(i)
converges, for any bijective function ι between the positive integers. Next, let
ν be a signed measure on (Ω,F) and {Fk} be a sequence of disjoint sets in F
such that
∣∣ν(⋃k Fk)∣∣ < ∞. Prove that (b) the series ∑k ν(Fk) is absolutely
convergence.
Proof. (a) First, let
∑∞
i=1 ai be series real numbers such that
∑∞
i=1 |ai| < ∞.
We need to show that, for any bijective function ι between the positive integers,
the series
∑∞
i=1 aι(i) converges, i.e., for every ε > 0 there exists an index N such
that |∑i>N aι(i)| < ε. Indeed, by assumption there is an index M such that∑
i>M |ai| < ε, so that if i > N = max{ι(i) : 1 ≤ i < M} then i > M proving
that ∣∣∑
i>N
aι(i)
∣∣∣ ≤∑
i>M
|ai| < ε.
Conversely, let
∑∞
i=1 ai be series real numbers such that
∑∞
i=1 aι(i) converges,
for any bijective function ι between the positive integers. Since the series∑∞
i=1 ai converges, if the series
∑∞
i=1 |ai| = ∞ then the two sub-series of
the positive and the negative parts are divergent, i.e.,
∑∞
i=1(ai)
+ = ∞ and∑∞
i=1(ai)
− = ∞. Thus, for instance, adding sufficiently many positive terms
we have
∑k1
i=1(ai)
+ > 1 and then adding sufficiently many negative terms we
have
∑k1
i=1(ai)
+ +
∑h1
i=1(ai)
− < 0, so that we can construct a bijective function
ι between the positive integers satisfying
∑kj
i=1 aι(i) > 1 and
∑kj+hj
i=1 aι(i) < 0,
for every j ≥ 1. Therefore, this particular ”order of summation” produces a
non convergent series
∑∞
i=1 aι(i), i.e., a contradiction.
(b) If ν is a signed measure on (Ω,F) and {Fk} is a disjoint sequence of
sets in F such that ∣∣ν(⋃k Fk)∣∣ < ∞ then the σ-additivity of ν implies that
ν(F ) =
∑
k ν(Fk), with F =
⋃
k Fk and |ν(F )| < ∞. Since for any bijective
function ι between the positive integers, we also have F =
⋃
k Fι(k) which yields
351
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ν(F ) =
∑
k ν(Fι(k)). In view of part (a), the series
∑
k ν(Fk) is absolutely
convergent.
Exercise 6.2. Prove that (a) ν  µ if and only if (b) |ν|  |µ| if and only if
(c) ν+  µ and ν−  µ.
Proof. From the (absolutely continuous measures) Definition 6.2 ν  µ if and
only if |ν|  µ, and according to Proposition 6.1, there exists a measurable
positive set A such that µ(F ∩ A) ≥ 0 ≥ µ(F ∩ Ac) for every measurable set
F . Also, |ν|(F ) = 0 if and only if ν+(F ) = ν−(F ) = 0. Hence, if |ν|(F ) = 0
then |ν|(F ∩A) = |ν|(F ∩Ac) = 0, which implies that µ+(F ) = µ−(F ) = 0, i.e.,
|µ|(F ) = 0, proving that (a) implies (b).
Since |ν|(F ) = 0 if and only if ν+(F ) = ν−(F ) = 0 (and similarly for µ), we
deduce that (b) implies (c) and (c) implies (a), closing the circle.
Exercise 6.3. Give more details on the how to reduce the proof of Theorem 6.5
to the case where µ and ν are finite measures.
Proof. As in Theorem 6.3, since ν is σ-finite, the whole space Ω can be written
as a disjoint countable union
⋃
n Ω
ν
n with |ν(Ωνn)| <∞. Next, because µ is also
σ-finite, each Ωνn can be written as a disjoint countable union
⋃
k Ω
µ
n,k with
|µ(Ωµn,k)| < ∞. Hence, relabeling the double sequence, we have Ω =
⋃
n Ωn,
with Ωn ∩ Ωm = ∅ if n 6= m and |νn(Ωn)|+ |µ(Ωn)| <∞, for every n.
Define νn(A) = ν(A∩Ωn) and µn(A) = µ(A∩Ωn), for each measurable set
A and each n, which are finite signed measures on Ω, supported only on Ωn.
In view of Theorem 6.5, for each n, there exist two signed measures νna and ν
n
s ,
uniquely determinate on Ωn, such that ν
n = νna + ν
n
s , ν
n
a  µn and νns ⊥ µn.
Finally, if νa(A) =
∑
n ν
n
a (A ∩ Ωn) and νs(A) =
∑
n ν
n
s (A ∩ Ωn), for any
measurable set A, then ν = νa + νs, νa  µ and νs ⊥ µ.
Exercise 6.4. With the above notation, fill in details for the previous assertions
on the essential supremum and infimum. Compare with Exercise 1.23.
Proof. Recall, given a family {fi : i ∈ I} of real-valued (or extended real-
valued) measurable functions defined on a σ-finite measure space (X,X , µ),
the essential supremum (or infimum) is an extended real-valued measurable
function f∗ (or f∗) such that for every i there exists a null set Ni satisfying
fi(x) ≤ f∗(x) (or fi(x) ≥ f∗(x)) for every x in X r Ni, and f∗ (or f∗) is
the smallest (or largest) with the above property. If the family is countable
then the pointwise supremum (or infimum) serves as the essential supremum
(or infimum). Therefore, only the case when the index set I is uncountable
requires further discussion. Moreover, replacing fi with −fi, only the case of
the essential supremum should be analyzed.
Thus, retaking the argument for the existence of the essential supremum,
and assuming 0 ≤ fi(x) ≤ 1, for every i in I and any x in X, define
ν(A) = sup
{ n∑
k=1
∫
Ak
fik(x)µ(dx)
}
,
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where the supremum is taken over all finite measurable partitions A =
∑n
k=1Ak
and any choice of indexes ik in I. Note that since A1, . . . , An are disjoint, it does
not matter whether the choices of the indexes ik are repeated or not.
To check that ν is an additive set function, consider two finite partitions
A =
∑n
k=1Ak and B =
∑m
h=1Bk of two disjoint sets A and B, and choose
indexes i1, . . . , in and j1, . . . , jm belonging to I. Because A ∩ B = ∅, the
sets A1, . . . , An, B1, . . . , Bm are disjoint, and moreover, the choices of indexes
i1, . . . , in, j1, . . . , jm could be repeated, in view of the additivity of µ. Hence
µ(A+B) = ν(A) + ν(B).
Next, to σ-additivity follows from the monotone continuity, i.e., if {Ak} is
an increasing sequence of measurable sets then limn
⋃
k≥nAk = ∅ and
lim
n
ν
( ⋃
k≥n
Ak
) ≤ lim
n
µ
( ⋃
k≥n
Ak
)
= 0.
Therefore, because ν is absolutely continuous with respect to µ, Radon-Nikodym
Theorem 6.3 shows that f∗ = dν/dµ satisfies∫
A
fidµ ≤ ν(A) =
∫
A
f∗dµ, ∀i ∈ I, ∀A ∈ X ,
and in fact that f∗ is the essential supremum of the (possible uncountable)
family {fi : i ∈ I}.
Now, if the family is stable under the pairwise maximization (i.e., if i and
j belong to I then there exists k in I such that max{fi(x), fj(x)} = fk(x), for
almost every x) then max{fi1(x), . . . , fik(x)} = fi(x) for some index i, which
implies that
ν(A) = sup
{∫
A
fi(x)µ(dx)
}
,
where the supremum is taken over indexes i in I. If {in} is a maximizing
sequence for µ(Ω) we have
µ(Ω) = lim
n
∫
Ω
fin(x)µ(dx),
which proves that {fin} is an almost everywhere increasing sequence satisfying
fin(x)→ f∗(x) almost everywhere x.
Comparing with Exercise 1.23 on the pointwise supremum, we can state that
if {ft : t ∈ T} is a family of measurable function in a σ-finite measure space then
constructing the family of measurable functions fi(x) = max{ft1(x), . . . , ftn(x)}
indexed by I = {i = (t1, . . . , tn) : ti ∈ T, n ≥ 1}, we can define the essential
supremum f∗ = ess-sup{fi : i ∈ I}, which is the almost pointwise supremum in
the sense that for every t in T there exists a negligible set N such that ft(x) ≤
f∗(x) for every x outside of N , and that there exist an almost everywhere
increasing sequence {fin} satisfying fin(x)→ f∗(x) almost everywhere x.
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Exercise 6.5. State the Radon-Nikodym Theorem 6.3 and the Lebesgue de-
composition Theorem 6.5 for the case of complex-valued measures (and give
details of the proof, if necessary).
Proof. By definition, complex-valued measures have finite values, i.e., µ = µ1 +
iµ2, where µ1 and µ2 are two (real valued) finite signed measures. Moreover,
Definition 6.2 on absolutely continuous () and singular (⊥) measures can be
clearly applied to complex-valued measures, and if µ = µ1+iµ2 and ν = ν1+iν2
then µ  ν if and only if µk  νk, for k − 1, 2 (similarly for ⊥ instead of .
Furthermore, Hahn-Jordan decomposition Proposition 6.1 can be applied to
the real part and the imaginary part, and the variations |µk| = µ+k + µ−k can
be defined. If the variation |µ| defined by means of the modulus of a complex
number needs some further consideration, and usually, |µ| = |µ1|+ |µ1| can be
used instead. As in Exercise6.2, for complex-valued measures, we can check that
µ ν (or µ ⊥ ν) if and only if |µ|  |ν| (or |µ| ⊥ |ν|).
Radon-Nikodym Theorem 6.3 for complex-valued measures can be stated as
follows: If µ and ν are two complex-valued measures on (Ω,F) such that ν  µ
then there exists a complex-valued integrable function f satisfying
ν(F ) =
∫
F
f dµ, ∀F ∈ F ,
and the function f is uniquely defined, except in a set of µ-measure zero.
Lebesgue decomposition Theorem 6.5 for complex-valued measures can be
stated as follows: If µ and ν are two complex-valued measures on (Ω,F) then
there exist two uniquely determinate complex-valued measures νa and νs such
that ν = νa + νs, νa  µ and νs ⊥ µ.
(6.2) Essential Supremum
Exercise 6.6. Based on Theorem 6.7, discuss and compare the statements in
Exercises 1.22, 1.23, 4.23, 6.4 and 7.9. Consider also Remark 7.14.
Proof. Regarding Exercise 1.22, it should be clear by now that taken infimum
or supremum on uncountable families of a just measurable functions is not so
good. A complicate alternative is used in the general theory of processes, this
is the notion of separability discussed in Exercise 1.23. Indeed, it can be proved
(e.g., Doob [34, Theorem 2.4, pp. 60], Billingsley [15, Section 7.38, pp. 551-
563], Gikhman and Skorokhod [52, Section IV.2]), or Neveu [87, Proposition
III.4.3, pp. 84-85]) that any family of measurable functions {ft : t ∈ T} has a
version (i.e., there is another family of measurable functions {gt : t ∈ T} such
that ft = gt a.e., for every t in T ), which is separable (i.e., in short, there is a
countable dense subset of indexes which can be used -instead of T - to compute
the sup or inf on the family {gt : t ∈ T}). Clearly, this result can be easily
extended from a probability spaces to σ-finite spaces.
In Exercise 4.23 the particular case of local supremum (or infimum) f(x) =
sup{f(y) : |y − x| < r} is discussed, but it uses the definition of the function
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f everywhere, i.e., it is not stable when f is modified in a null set. A bet-
ter compromise could be the essential extrema used in Exercise 7.9, see also
Remark 7.14.
Theorem 6.7 proposes a good solution, but it is not exactly the pointwise
infimum or supremum, something is lost in the process. For instance, if f is a
measurable function and Fr is the multi-valued function x 7→ {f(y) : |y−x| ≤ r},
and Gr is the family of all measurable sections of Fr, i.e., all measurable functions
g satisfying g(x) ∈ Fr(x) then the infimum of the family Gr is another alternative
to the pointwise expression f discussed early, which is stable if f is modified in
a null set.
Suppose that the interest is on the pointwise essential supremum f∗(x) =
ess-supy∈Y f(x, y), where f(x, y) is a measurable function on X×Y . Because the
function f∗ is not necessarily measurable, consider the family G, indexed by the
null sets N in X ×Y , of all measurable functions g(x) ≤ supy∈Y, (x,y)6∈N f(x, y),
for any x in X. In this case, if f = ess-sup{G} then, because almost every
sections of a null set is null, the function f is indeed the larger measurable
function not greater than f∗ almost everywhere. Moreover, if f∗ is measurable
then f = f∗ a.e., and if h = f a.e in X × Y then h = f a.e.
(6.3) Orthogonal Projection
Exercise 6.7. Let H be a Hilbert space with inner product (·, ·). First use
Zorn’s Lemma to show that any orthonormal set can be extended to an or-
thonormal basis {ei : i ∈ I}, i.e., a maximal set of orthogonal vectors with
unit length. Now, prove (1) that any element x in H can be written uniquely as
x =
∑
i∈I(x, ei)ei, where only a countable number of i have (x, ei) 6= 0. Next, (2)
verify that the cardinal of I is invariant for any orthogonal basis. Finally, prove
(3) that H is isomorphic to the Hilbert space `2(I) of all functions c : I → R (or
complex valued) such that
∑
i∈I |ci|2 < ∞ (i.e., only a countable number of ci
are nonzero and the series is convergent).
Proof. Recall that an orthonormal set A in H is a nonempty subset of elements
in H satisfying (i) (a, a) = 1 for evert a in A and (ii) (a, a′) = 0 for every a 6= a′
in A. Therefore, as in the existence of a Hamel Basis, Lemma 0.5, for a given
orthonormal set A, consider the partially ordered set S whose elements are all
the orthonormal subsets of H, with the partial order given by the inclusion.
If {Aα} is a chain or totally ordered subset of S then A =
⋃
αAα is also
an orthonormal set, i.e., an upper bound. Hence, Zorn’s Lemma implies the
existence of a maximal element, denoted by {xi : i ∈ I}, Now, A ⊂ {xi :
i ∈ I} and {xi : i ∈ I} is a orthonormal set. Moreover, if x is a nonzero
orthogonal element to {xi : i ∈ I}, i.e., (x, xi) = 0, for every i ∈ I then
{xi : i ∈ I}∪{x/(x, x)} would be an orthonormal set strictly large to {xi : i ∈ I},
which contradict the maximal character, proving that {xi : i ∈ I} is indeed a
basis in H.
(1) Given a basis {xi : i ∈ I}, take x in H and consider an finite subset J ⊂ I
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of subindexes. The linearity of the inner product and the expression of norm
‖y‖2 = (y, y) yields the equality ‖x−∑i∈J(x, xi)xi‖2 = ‖x‖2 −∑i∈J |(x, xi)|2.
This proves the so-called Bessel’s inequality, namely,
∑
i∈I |(x, xi)|2 ≤ ‖x‖2,
proving that for every x in H there can be only a countable number of indexes
such that (x, xi) 6= 0. Moreover, given ε > 0 there exists a finite set Jε ⊂ I such
that
∑
i 6∈Jε |(x, xi)|2 < ε2, which implies that ‖
∑
i 6∈Jε(x, xi)xi‖ < ε. Since H is
a complete space, the series
∑
i∈I(x, xi)xi convergence to some element y in H
such that x−y is orthogonal to any vector in the orthonormal basis {xi : i ∈ I},
which yields x− y = 0, i.e.,
x =
∑
i∈I
(x, xi)xi and
∑
i∈I
|(x, xi)|2 ≤ ‖x‖2, ∀x ∈ H,
as desired. The last identity is referred to as Parseval’s equality.
(2) If {xi : i ∈ I} and {yj : j ∈ J} are two orthonormal bases in H then for
any subset I0 ⊂ I there exits a unique subset J0 ⊂ J defined by the condition
j ∈ J0 if and only if (xj , xi) 6= 0 for some i in I0. This proves that the cardinal
of 2I is not larger that the cardinal of 2J , which means (after reversing roles
between I and J) that both indexes have the same cardinal.
(3) Parseval’s equality shows that H is isomorphic to the Hilbert space
`2(I), reinforcing the fact that any two orthonormal bases must have the same
cardinal.
Exercise 6.8. If (X,X , µ) is a measure space and E belongs to X then we
identify L2(E,µ) with the subspace of L2(X,µ) consisting of functions vanishing
outside E, i.e., an element f in L2(X,µ) is in L2(E,µ) if and only if f = 0 a.e.
on Ec. Let {Xi} be a sequence in X such that X =
⋃
iXi, and µ(Xi ∩Xj) = 0
whenever i 6= j. Prove that (a) {L2(Xi, µ)} is a sequence of mutually orthogonal
subspaces of L2(X,µ) and (b) every f in L2(X,µ) can be written uniquely as
f =
∑∞
i=1 fi, where fi belongs to L
2(Xi, µ) and the series converges in norm.
Moreover, show that (c) if L2(Xi, µ) is separable for every i then so is L
2(X,µ).
Proof. (a) It is clear that if i 6= j then fifj = 0 a.e., for every fi in L2(Xi, µ),
i.e., the subspaces are mutually orthogonal.
(b) If f belongs to L2(X,µ) then f =
∑
i fi a.e., with fi = f1Xi . Each
fi is in L
2(Xi, µ) and because the sequence of spaces {L2(Xi, µ)} is mutually
orthogonal, the series also converge in L2(X,µ).
(c) If {gi,j : j ≥ 1} is a countable dense set in L2(Xi, µ) then, in view of (a)
and (b), the countable set {gi,j : i, j ≥ 1} results a dense set in L2(X,µ).
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(6.4) Uniform Integrability
Main Properties
Mean Convergence
Convergence in Norm
Exercise 6.9. Consider the Lebesgue measure on the interval (0,∞) and define
the functions fi = (1/i)1(i,2i) and gi = 2
i
1(2−i−1,2−i) for i ≥ 1. Prove that (a)
the sequence {fi : i ≥ 1} is uniformly integrable of any order p > 1, but not
of order 0 < p ≤ 1. On the contrary, show that (b) the sequence {gi : i ≥ 1}
is uniformly integrable of any order 0 < p < 1, but the sequence is not equi-
integrable of any order p ≥ 1.
Proof. Since 0 ≤ fi(x) ≤ f(x) with f(x) = min{1, 2/x} and f belongs to
Lp(]1,∞[) for every p > 1, the sequence {fi : i ≥ 1} is uniformly integrable
of any order p > 1. Clearly, for 0 < p ≤ 1, the difficulty is the tightness
condition. If A is a subset of (1,∞) with finite Lebesgue measure then the
Lebesgue dominate convergence implies
lim
i
∫
A
|fi(x)|pdx = 0, ∀p > 0,
and because∫
(0,∞)
|fi(x)|pdx = i1−p ≥ 11−p > 0, ∀i ≥ 1, 0 < p ≤ 1,
we deduce that for every ε > 0 and any set A ⊂ (1,∞) with finite Lebesgue
measure there exists an index i ≥ 1 such that∫
Ac
|fi(x)|pdx > ε,
i.e., the sequence {fi : i ≥ 1} is neither uniformly integrable nor equi-integrable
of order 0 < p ≤ 1. Note that fi(x)→ 0 as i→∞ for every x in (0,∞).
If 0 < p < 1 then∫
(0,∞)
|gi|pdx = 2i(p−1) → 0 as i→∞,
which show that the sequence {gi : i ≥ 1} is uniformly integrable of any order
0 < p < 1. However, if p ≥ 1 then open interval Ii = (2−i−1, 2−i) satisfies∫
Ii
|fi(x)|pdx = 2i(p−1) ≥ 1 ∀i ≥ 1
but the Lebesgue measure of Ii vanish as i→∞, which proves that the sequence
{gi : i ≥ 1} is not equi-integrable integrable of order p ≥ 1. Note that gi(x) = 0
for every x ≥ 1 and gi(x)→ 0 as i→∞ for every x in (0,∞).
(6.5) Representation Theorems
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Exercises - Chapter (6)
Elements of Real Analysis
(7.1) Differentiation and Approximation
Approximation by Smooth Functions
Exercise 7.1. Let Q be the class of dyadic cubes in Rd, i.e., for d = 1 we have
the dyadic intervals [k2−n, (k + 1)2−n], with n = ±1,±2, . . . and any integer k.
Consider the set D of all finite linear combinations of characteristic functions
of cubes in Q and rational coefficients. Verify that (1) D is a countable set and
prove (2) that D is dense in L1, i.e., for any integrable function f and any ε > 0
there is an element ϕ in D such that ‖f − ϕ‖1 < ε. Moreover, by means of
Weierstrauss approximation Theorem 0.3, (3) make an alternative argument to
show that there is a countable family of truncated (i.e., multiplied by 1{|x|<r})
polynomial functions which is dense in L1, proving (again) that the space L1 is
separable.
Proof. A way to approximate integrable functions goes as follows:
(a) Any integrable function is a limit in the L1-norm ‖ · ‖1 of a sequence
of integrable simple functions (i.e., integrable functions assuming only a finite
number of values), this implies that for any integrable function f and any ε >
0 there exists a simple function fε such that ‖f − fε‖1 < ε, which reduces
the problem to the approximation of a characteristic function f = 1E for a
measurable set E with finite measure.
(b) Next, for each measurable set E with finite measure and any ε > 0
there exists an open set U ⊃ E and a closed set F ⊂ E such that the measure
of U r F is less than ε. This implies that there exist a finite unions of non-
overlapping cubes C and a continuous function g such that ‖1C−1U‖1 < ε and
‖1F − g‖1 < ε, as discussed in the proof of Proposition 7.2.
(c) Now, the problem of approximation is reduces to the case of either a
integrable bounded continuous function or a characteristic function of bounded
cube of finite measure. In any of these two type of function can be approximated
(in the L1-norm ‖·‖1) with a finite linear combinations of characteristic functions
of cubes in Q with rational coefficients.
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Going back to the questions, (1) D is a countable set because it can be
enumerated with the finite parts of the pair of integer numbers (n, k) and the
finite parts of the rational numbers, and (2) follows from the above (a)–(c). This
prove that the space L1 is separable.
Alternatively, by means of Weierstrauss approximation Theorem 0.3 we de-
duce that truncated polynomials approximate (uniformly and therefore, in the
L1-norm ‖ · ‖1) any continuous with compact support. Hence, any continuous
with compact support can be approximated in the L1-norm ‖ · ‖1 by a polyno-
mial with rational coefficients multiplied by 1{|x|<n} with n a natural number.
Therefore, because (i) this family of truncated polynomials is countable (enu-
merated by the finite parts of rational numbers and the natural numbers) and
(ii)any integrable function can be approximate by a continuous function with
compact support, we proved (again) that the space L1 is separable.
Exercise 7.2. Consider the various cases of Proposition 7.5 and verify the
claims by doing more details, e.g., consider the case when g is only locally
integrable. What if the ∂if exists everywhere, f and ∂if are locally integrable
function, and g is essentially bounded with compact support?
Proof. If g is only locally integrable then f is locally essentially bounded, and
either f or g has a compact support. Considering the bound∣∣(f ? g)(x+ a)− (f ? g)(x)∣∣ ≤ ∫
Rd
|g(x+ a− y)− g(x− y)| |f(y)|dy,
where the integral is actually limited to either the support of f or the support
of y 7→ g(z − y), for z within a ball centered at x with radius |a| ≤ 1. Thus, in
view of the continuity of the translation in L1 (i.e., Proposition 7.3), we deduce
that lim|a|→0(f ? g)(x+ a) = (f ? g)(x).
If both f and g are locally integrable and either f or g has a compact support
then f ? g belongs to L1 (i.e., a priori, only defined almost everywhere). If the
partial derivative ∂if exits everywhere and is a locally bounded function then
the Mean Value Theorem implies that∣∣∣f(x+ hei − y)− f(x− y)
h
∣∣∣ |g(y)| ≤ ‖∂if‖∞1K(y) |g(y)|,
for every 0 < |h| ≤ 1, where ei is the unit vector in the direction i and K is
some suitable compact set in Rd. Hence, the dominate convergence applied to∣∣∣ (f ? g)(x+ hei)− (f ? g)(x)
h
∣∣∣ ≤ ∫
Rd
∣∣∣f(x+ hei − y)− f(x− y)
h
∣∣∣ |g(y)|dy
yields ∂i(f ? g) = (∂if) ? g.
Note that if the partial derivative ∂if exits almost everywhere and is a
essentially locally bounded function then the Mean Value Theorem cannot be
used, but we may assume independently that the quotient
∣∣f(x + hei − y) −
f(x− y)∣∣/h is essentially bounded, to be able to use the dominate convergence
and reach the desired conclusion.
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Actually, even if partial derivative ∂if is only locally integrable, we may
deduce the equality ∂i(f ? g) = (∂if) ? g as soon as passing to limit inside the
integral is allowed. For instance, if f(y) is a convex (or concave) function in the
i coordinate for yi within a small interval [xi − δ, xi + δ] then
∣∣f(x+ hei − y)−
f(x−y)∣∣/|h| can be bounded by |∂if(x−y)|+|∂if(x+ei−y)| for 0 < |h| < δ.
Exercise 7.3. Let f and g be two nonnegative Lebesgue locally integrable func-
tions in Rd. Prove (a) if lim inf |x|→∞ f(x)/g(x) > 0 and g is not integrable then
f is also non integrable, in particular, lim inf |x|→∞ f(x)|x|d = 0, for any inte-
grable function f , (b) if lim sup|x|→∞ f(x)/g(x) < ∞ and g is integrable then
f is also integrable. Finally, show that (c) if f is integrable and uniformly con-
tinuous in Rd then lim sup|x|→∞ |f(x)| = 0. Given an example of a nonnegative
integrable and continuous function on [0,∞) such that lim supx→∞ f(x) = +∞.
Proof. (a) It is clear that if lim inf |x|→∞ f(x)/g(x) > 0 then there exists r > 0
such that f(x)/g(x) > 1/r whenever |x| > r. Hence, f(x) ≥ g(x)/r if |x| > r,
which implies that f cannot be integrable on Rd. Actually, it suffices that the
essential inferior limit has this property, i.e., ess-liminf|x|→∞ f(x)/g(x) > 0 or
equivalently, there exist a null set N and r > 0 such that f(x)/g(x) > 1/r for
every x outside of N with |x| > r.
Moreover, since the function x 7→ |x|−d is not integrable in Rd, we de-
duce that lim inf |x|→∞ f(x)|x|d = 0, for any integrable function f , in particular
lim inf |x|→∞ f(x) = 0.
(b) On the other hand, if lim sup|x|→∞ f(x)/g(x) < ∞ then there exists
r > 0 such that f(x)/g(x) < r whenever |x| > r. Hence, f(x) ≤ rg(x) if |x| > r,
which implies that f is integrable on Rd. As in part (a), it suffices that the
essential superior limit has this property, i.e., ess-limsup|x|→∞ f(x)/g(x) < ∞
or equivalently, there exist a null set N and r > 0 such that f(x)/g(x) < r for
every x outside of N with |x| > r.
(c) Finally, if f is an integrable and uniformly continuous function in Rd, and
lim sup|x|→∞ |f(x)| > 0, then there exit ε > 0 and a sequence {xk} satisfying
|xk| → ∞ and |f(xk)| > 2ε. In view of the uniform continuity on Rd, there
exist δ > 0 such that |f(x)| > ε whenever |x − xk| < δ. Defining the function
h(x) = ε if |x−xk| < δ and h(x) = 0 otherwise, we deduce |f | ≥ h and h is non
integrable on Rd, i.e., f is cannot be integrable.
In other words, if the limit of f(x) exits as |x| → ∞ then it must be zero,
otherwise f is not integrable in Rd. Moreover, if f is integrable and uniformly
continuous in Rd then, as |x| → ∞, the limit of f(x) exits.
Consider a triangle with base and height of sizes 2b ≤ 1 < h with area
bh, and set g(x, b, h) = (1 − |x/b|)h for |x − b| ≤ 1 and g(x) = 0 otherwise,
so that x 7→ g(x, b, h) is a continuous function with integral bh and satisfying
g(0, b, h) = h. Define f(x) =
∑
k≥1 g(x− k, 2−k, k) to check that∫
[0,∞)
f(x) dx =
∑
k≥1
2−kk <∞
and f(k) = k, which implies that lim supx→∞ f(x) = +∞.
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Exercise 7.4. Prove a local version of Corollary 7.6, i.e., if the kernel k has
a compact support then f ? kε → f in L1loc, for every f in L1loc, and locally
uniformly if f belongs to L∞loc.
Proof. If the kernel k has a compact support then for any compact set K and
any x in K, the integral in the convolution
(f ? kε)(x) =
∫
Rd
f(x− εy)k(y) dy
uses the values of f only within the compact set K+ε supp{k} ⊂ F , for every ε
in (0, 1]. Hence (f ? kε)(x) =
(
(f1F ) ? kε
)
(x), for every x in K. Thus, conclude
by applying Corollary 7.6 to the function f1F .
Exercise 7.5. Let {kn} be a sequence of infinite-differentiable functions such
that kn(x) = 1 if |x| < n and kn(x) = 0 if |x| > n+ 1, and let Q be the family
of functions of the form qkn, where q is a polynomial with rational coefficients.
By means of Weierstrauss approximation Theorem 0.3, prove that Q is a dense
family of Lp(Rd,B, µ) under the p-norm, see last part of Exercise 7.1.
Proof. If f is in Lp(Rd,B, µ) then the dominate convergence shows that ‖f −
fkn‖p → 0 as n → ∞. Next, each fkn has a compact support and can be
approximate by a continuous function g (with a compact support) in the p-
norm (actually, in the case of the Lebesgue measure, using convolution the
function fkn can be approximated uniformly by smooth functions with compact
support). Alternatively, directly by means of Proposition 7.7, we can find a
sequence {ϕi} of infinity differentiable functions with compact support which
converges in the p-norm to f , and later, each ϕi satisfies ϕi = ϕikn for n
sufficiently large (depending on i).
Next, by means of Weierstrauss approximation Theorem 0.3, for every con-
tinuous function g and for every compact set K there exist a sequence of poly-
nomials {qn} satisfying limn qn(x) = g(x), uniformly within x in K. Certainly,
we can modify the coefficients of qn to be rational numbers and still preserve
the uniform convergence to g within the compact set K. This implies that the
family Q is dense in Lp(Rd,B, µ).
(7.2) Partition of the Unity
(7.3) Lebesgue Points
Exercise 7.6. With the notation of Proposition 7.10 prove that for any 1 <
p <∞ and f in Lp(Rd) we have that f∗ is in Lp(Rd) and ‖f∗‖p ≤ Cp‖f‖p, i.e.,∫
Rd
|f∗(x)|p dx ≤ (Cp)p
∫
Rd
|f(x)|p dx, (G.24)
with (Cp)
p = 5d2pp/(p−1). We may proceed as follows: first use the distribution
of f∗, namely, m(f∗, r) = `
({x ∈ Rd : f∗(x) > r}), and estimate (7.5) to obtain
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the inequality
m(f∗, r) ≤ m(g∗r , r/2) ≤
5d2
r
‖gr‖1,
where gr(x) = f(x)1{|f(x)|≥r/2}. Next, based on the formula∫
Rd
|f∗(x)|p dx = p
∫ ∞
0
rp−1m(f∗, r) dr,
see Exercise 5.6, deduce the estimate∫
Rd
|f∗(x)|p dx ≤ p
∫ ∞
0
rp−1
(5d2
r
∫
{2|f(x)|≥r}
|f(y)|dy
)
dr,
which implies (G.24).
Proof. Adapting the details in Wheeden and Zygmund [119, Section 9.3, pp.
155–157], and as mentioned early, the Hardy-Littlewood maximal function f∗
obtained from a (locally) integrable function f is not integrable in Rd unless
f = 0. However, for p-integrability with p > follows from the above estimate
(G.24).
Using the m(f∗, r) = `
({x ∈ Rd : f∗(x) > r}), and since |f(x)| ≤ |gr(x)| +
r/2, with gr = f(x)1{|f(x)|≥r/2}, we deduce
f∗(x) ≤ sup
{ 1
|B(x, r)|
∫
B(x,r)
|f(y)|dy + r
2
}
= g∗r (x) +
r
2
,
which implies
m(f∗, r) ≤ m(g∗r , r/2) ≤
5d2
r
‖gr‖1,
after using estimate (7.5) of Proposition 7.10. Next, by means of
‖gr‖1 =
∫
{2|f(x)|≥r}
|f(y)|dy
and Exercise 5.6, we deduce∫
Rd
|f∗(x)|p dx ≤ p
∫ ∞
0
rp−1
(5d2
r
∫
{2|f(x)|≥r}
|f(y)|dy
)
dr,
and interchanging the order of integration,∫ ∞
0
rp−1
(5d2
r
∫
{2|f(x)|≥r}
|f(y)|dy
)
dr = 5d2
∫
Rd
|f(x)|dx
∫ 2|f(x)|
0
rp−2dr.
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Because p > 1, the inner integral is finite and equal to
(
2|f(x)|)p−1/(p− 1), as
long as f(x) is finite. Hence∫
Rd
|f∗(x)|p dx ≤ 2
pp5d
p− 1
∫
Rd
|f(x)|p dx,
as desired.
The reader may want to take a look at Wheeden and Zygmund [119, Sections
9.3 and 9.4] to find some application of this maximal function, for instance, if k
is a kernel such that |k(x)| ≤ k(x) = φ(|x|) for a monotone decreasing function
t 7→ φ(t) with k being integrable on Rd then
sup
ε>0
∣∣(f ? kε)(x)∣∣ ≤ Cf∗(x),
where C is the product of the volume of the unit ball (i.e., |B(0, 1)|) and the
integral of k (i.e., |k‖1).
Exercise 7.7. Verify that if E is a Lebesgue measurable set then almost every
x in E is a point of density of E, i.e., we have |E ∩ B(x, r)|/|B(x, r)| → 1 as
r → 0. Similarly, almost every x in Ec is a point of dispersion of E, i.e., we have
|E ∩B(x, r)|/|B(x, r)| → 0 as r → 0.
Proof. Based on Theorem 7.12
lim
r→0
1
|B(x, r)|
∫
B(x,r)
|f(y)− f(x)|dy = 0, ∀x ∈ Rd rN,
for any Lebesgue locally integrable function f , which yields
lim
r→0
1
|B(x, r)|
∫
B(x,r)
f(y)dy = f(x), ∀x ∈ Rd rN.
In particular, for f = 1E we deduce |E ∩ B(x, r)|/|B(x, r)| → 1 as r → 0, for
every x in E r N , while |E ∩ B(x, r)|/|B(x, r)| → 0 as r → 0, for every x in
Ec rN .
Exercise 7.8. Prove that if f is p-locally integrable, i.e., |f |p is integrable on
any compact subset of Rd, 1 ≤ p <∞, then
lim
r→0
1
|B(x, r)|
∫
B(x,r)
|f(y)− f(x)|p dy = 0, ∀x ∈ Rd rN,
or equivalently
lim
r→0
∫
|y|≤R
|f(x+ ry)− f(x)|p dy = 0, ∀x ∈ Rd rN,
for some negligible set N = Nf , |N | = 0 and any radius R > 0.
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Proof. Revise the last argument in Theorem 7.12. Given a p-locally (1 ≤ p <∞)
integrable f , consider the countable family {gq : q ∈ Q} of locally integrable
functions gq(x) = |f(x) − q|p, with Q being the set of rational numbers. For
each gq there is a negligible subset Nq ⊂ Rd, where
lim
r→0
Gq(x, r) = gq(x), Gq(x, r) =
1
|B(x, r)|
∫
B(x,r)
gq(y) dy,
does not hold true. Hence, for x in Rd rN, with N =
⋃
q Nq, we have
lim
r→0
1
|B(x, r)|
∫
B(x,r)
|f(y)− q|p dy = |f(x)− q|p, ∀q ∈ Q.
By taking a sequence of rational {q} convergent to f(x) and using the estimate
|f(y)− f(x)|p ≤ 2p|f(y)− q|p + 2p|q − f(x)|p,
we obtain the desired result.
It is clear that the condition
lim
r→0
∫
|y|≤R
|f(x+ ry)− f(x)|p dy = 0, ∀x ∈ Rd rN,
for some negligible set N = Nf , |N | = 0 and any radius R > 0 follows after the
change of variables y = x+ rz.
Exercise 7.9. With the notation of Remark 7.14, consider a locally essentially
bounded function f . Prove that (a) f(x) ≤ f(x) ≤ f(x) at every Lebesgue
point x of f . Next, (b) if g(x) = f(x) = f(x) is finite for every x in an open
set U then show that f = g a.e. in U and that g is almost continuous in U, i.e.,
for any x in U and every ε > 0 there exist a null set N and δ > 0 such that
|y−x| < δ and y in U ∩N c imply |g(y)−g(x)| < ε, see Exercise 4.23. Therefore,
a measurable function f is called almost upper (lower) semi-continuous if f = f
(f = f) almost everywhere, and almost continuous if f = f = f a.e. Finally,
(c) verify that if f is a continuous (or upper/lower semi-continuous) a.e. then f
is almost continuous (or almost upper/lower semi-continuous) a.e. Is there any
function which is not continuous a.e, but nevertheless it is almost continuous
a.e.?
Proof. (a) Recalling that f(x) = ess-liminfy→x f(y) = limr→0 ess-inf{f(y) : y ∈
B(x, r)} and f(x) = ess-limsupy→x f(y) = limr→0 ess-sup{f(y) : y ∈ B(x, r)},
if x is a Lebesgue point for f then the inequality
f(x) ≤ lim
r→0
1
|B(x, r)|
∫
B(x,r)
f(y) dy ≤ f(x),
implies ess-liminfy→x f(y) ≤ f(x) ≤ ess-limsupy→x f(y).
(b) Note that if {rk} is a monotone sequence of positive numbers converging
to zero then ess-inf{f(y) : y ∈ B(x, r)} ≤ ess-inf{f(y) : y ∈ B(x, rk)}, for
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every r ≥ rk, and ess-inf{f(y) : y ∈ B(x, r)} ≥ ess-inf{f(y) : y ∈ B(x, rk)},
for every r ≤ rk. Therefore, for every x, the essential limit r → 0 is the same
as rk → 0, i.e., we could define f(x) = limk ess-inf{f(y) : y ∈ B(x, rk)} and
similarly, f(x) = limk ess-sup{f(y) : y ∈ B(x, rk)}.
Now, if f(x) < ` is finite then there exists an index K such that f(x) ≤
ess-sup{f(y) : y ∈ B(x, rk)} < `, for every k > K, and thus a null set N such
that f(x) ≤ sup{f(y) : y ∈ B(x, rk)rN} < `, for every k > K.
Similarly, if f(x) > ` is finite then there exists an index K and a null set N
such that f(x) ≥ inf{f(y) : y ∈ B(x, rk)rN} > `, for every k > K.
It is clear that the index K and the null set N depend on ` (or `) and the
point x. Certainly, the null set N may be taken independent of the particular
sequence xk converging to x, i.e., given x and ε > 0 there exists δ > 0 and a
null set N such that |y − x| < δ and y not in N implies f(x) > f(y) − ε and
f(x) < f(y) +ε. In particular, if f(x) = f(x) <∞ we have the so-called almost
continuity at the point x.
Therefore f (respectively, f) is the larger almost upper semi-continuous
(respectively, smaller almost lower semi-continuous) function below (respec-
tively, above) f , and if f(x) = f(x) < ∞ then f is almost continuous at
x, i.e., the essential limit of f as y → x exits and f(x) = ess-limy→x f(x)
is a finite value. As in Exercise 4.23, we have f(x) = infr>0 f(x, r), with
f(x, r) = ess-sup{f(y) : y ∈ B(x, r)}, and similarly for f . Moreover, for each
r > 0, x 7→ f(x, r) (x 7→ f(x, r)) is almost usc (almost lsc) and the essential
infimum (supremum) of a family of almost usc (almost lsc) functions is also
almost usc (almost lsc).
(c) If f is continuous almost everywhere, then there exists a null set N such
that f is continuous on the complement of N , while a function f is almost
everywhere continuous when the set of all points of discontinuity is a null set.
Naturally, a function f is continuous almost everywhere in a neighborhood U
of x if there exist a null set N such that f is continuous in U r N . Clearly,
in this local continuity almost everywhere the null set N may depend on the
point x, but if the whole space can be covered by a countable number of opens,
then global continuity almost everywhere follows. In any case, all these three
concepts are not pointwise, they refer to a neighborhood.
In principle, continuity almost everywhere and almost everywhere continuity
are not equivalent, i.e., it is clear that if f is continuous almost everywhere and
f = g a.e., then g is also continuous almost everywhere. However, an equivalent
property for the almost everywhere continuity is not so clear. For instance, the
function 1Q, which is equal to 1 on the rational points and to 0 otherwise, is
continuous nowhere, but it is equal to the 0 function almost everywhere. Hence,
when working with functions defined almost everywhere (i.e., functions are now
equivalence classes of functions which are equal almost everywhere) usually a
function f (or properly speaking, the class of equivalence of a function) is called
continuous (or continuous almost everywhere) if there exists a continuous (or
continuous almost everywhere) function g such that f = g outside of a null set
(or set of measure zero).
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On the other hand, the almost everywhere continuity is clearly a pointwise
property, i.e., the almost continuity is a property adapted to functions defined
almost everywhere, i.e., and if f is almost continuous and f = g a.e., then g is
also almost continuous.
Moreover, at each point x where f is continuous (or upper/lower semi-
continuous) we have f(x) = limy→x f(x) (or inequality with the superior/inferior
limits), which implies the same equality (inequality) with the essential limits;
and the same conclusion holds true if f is continuous almost everywhere. This
means that f is almost continuous (or almost upper/lower semi-continuous) at
x, whenever f is either continuous at x or continuous almost everywhere in a
neighborhood of x.
Assume that f is continuous almost everywhere on an interval [a, b] (i.e, the
set of discontinuity of f is a null set in [a, b]). Now, take two countable dense
sets Q1 and Q2 in [a, b] (with empty interception), and define g(x) = f(x) + 1 if
x belongs to Q1, g(x) = f(x)−1 if x belongs to Q2, and g(x) = f(x) otherwise.
Then f = g a.e., but in view of the density of Q1 and Q2 the limit limy→x g(x)
cannot exists, indeed, for any x, point of continuity of f , if yk → x and yk belongs
to Q1 (respectively, Q2) then g(xk)→ f(x)+1 (respectively, g(xk)→ f(x)−1),
i.e., g is discontinuous at every point where f is continuous, so g is not continuous
almost everywhere (it is discontinuous in a set of full measure), but f = g almost
everywhere. However, g could be called continuous almost everywhere because
there exits an equivalent function f which is continuous almost everywhere.
The difference between almost everywhere continuity (i.e., almost continuity
at almost every point) and continuity almost everywhere (i.e., continuous on the
complement of a null set) is subtle. For the almost continuity, the null set where
the continuity does not hold, may depend on the point where this continuity is
considered. As mentioned early, if f = g almost everywhere and f is continuous
(or continuous except in a null set) then g may even be discontinuous everywhere
Note that an almost continuous function is not necessarily Riemann integrable,
as in the case of a function which is discontinuous in a null set.
Exercise 7.10. Consider a locally integrable function f defined on an open
set O of Rd and a bounded kernel k with compact support, e.g., like (7.3).
If kε(x) = ε
−dk(x/ε) then prove that (f ? kε)(x) → f(x) almost everywhere,
indeed, for any Lebesgue point (Theorem 7.12) of f.
Proof. If f is a locally integrable function defined on an open set O of Rd then
f is extended by zero outside O so that the convolution
(f ? kε)(x) =
∫
O
f(y) kε(x− y) dy =
∫
Rd
f(x− εy) k(y) dy
make sense when the kernel k has a compact support. Therefore
|(f ? kε)(x)− f(x)| ≤
∫
Rd
|f(x− εy)− f(x)| |k(y)|dy,
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and since |k(y)| ≤ R and k(y) = 0 if |y| ≥ R for some R > 0,
|(f ? kε)(x)− f(x)| ≤ R
∫
|y|≤R
|f(x− εy)− f(x)|dy =
= Rd−1
1
|B(x, εR)|
∫
B(x,εR)
|f(y)− f(x)|dy.
In view of Theorem 7.12, as ε→ 0 we deduce |(f ? kε)(x)− f(x)| → 0 for every
Lebesgue point x of f .
Note that if the extension by zero of f is integrable in Rd and the essentially
bounded and integrable kernel k has not necessarily a compact support then
the convolution f ? kε is defined as a function in L
1 ∩ L∞, and∫
Rd
|(f ? kε)(x)− (f ? kε)(x)|dx ≤ ‖f‖1‖k − k‖1,
|(f ? kε)(x)| ≤ ‖f‖1‖k‖∞,
i.e., the almost everywhere convergence is valid in this case, as the kernel k
is approximated by kernels k with compact supports. In particular, if f is
essentially bounded then∫
Rd
|f(x− εy)− f(x)| |k(y)|dy ≤
≤
∫
|y|<R
|f(x− εy)− f(x)| |k(y)|dy + 2‖f‖∞
∫
|y|≥R
|k(y)|dy,
and the last integral goes to 0 as R → ∞. Thus, if f and k are essentially
bounded, and k is integrable in Rd (not necessarily with a compact support)
then |(f ? kε)(x)− f(x)| → 0 for every Lebesgue point x of f .
Exercise 7.11. Let g1 be a real-valued Lebesgue measurable function of two
real variables, say g1(x, y) with x, y in R. Assume that g1 is locally integrable
in R2 and define the function
g(x, y) =
∫ x
0
g1(t, y) dt, ∀x ∈ R,
for almost every y in R. (1) Verify that g is a locally integrable function, which
is continuous in the first variable. Now, consider the set A in R2 of all points
(x, y) such that [g(x + h, y) − g(x, y)]/h → g1(x, y) as h → 0. (2) Prove that
the complement N = Ac is a set of Lebesgue measure zero. Next, if f is a
continuously differentiable function with compact support then (3) show that
the convolution f ? g is a continuously differentiable function and ∂x(f ? g) =
(∂xf) ? g, where ∂x denotes the partial derivative in the variable x, and finally,
by means of Fubini-Tonelli Theorem 4.14, (4) prove that ∂x(f ?g) = f ? (∂xg), if
f is a measurable (essentially) locally bounded function with compact support.
Hint: regarding (4), first assume that
g(x, y) =
∫ x
−∞
g1(t, y) dt, ∀x, y ∈ R.
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to show that∫ b
−∞
(f ? g1)(x, y) dx = (f ? g)(b, y), ∀b, y ∈ R,
and then, consider the general case.
Proof. (1) It is clear that for any compact set K ⊂ Rd,∫
K
|g(x, y)|dxdy ≤
∫
K
dxdy
∫ x
0
|g1(t, y)|dt ≤
≤ ( sup{|x| : (x, y) ∈ K) ∫
K
|g1(x, y)|dxdy
and
|g(x, y)− g(x′, y)| ≤
∣∣∣ ∫ x′
x
|g1(t, y)|dt
∣∣∣,
proving the continuity in x for almost every y.
(2) Recall that a measurable subset N of R2 is negligible (or null) if and only
if almost each y-section Ny = {x : (x, y) ∈ N} is a negligible set in R. Now, to
show that the complement of A, N = Ac, is a set of zero Lebesgue measure on
R2, we verify that almost every y-sections have zero Lebesgue measure on R.
Indeed, for almost every y, the function t 7→ g1(t, y) is locally integrable, and
in view of Theorem 7.12, almost every x is a Lebesgue point of g1(·, y), which
implies that
g(x+ h, y)− g(x, y)
h
=
1
h
∫ x+h
x
g1(t, y) dt→ g1(x, y),
proving that almost every y-sections of N is null.
(3) Let f be a continuously differentiable function and suppose that either
g or f has a compact support. Then the expression∣∣∣f(x+ h− t, y)− f(x− t, y)
h
g(t, y)
∣∣∣ = |∂xf(x+ h′ − t, y)| |g(t, y)|
can be bounded by an integrable function, uniformly in |h| ≤ 1, (t, y) in R2 and
x within a bounded interval. Actually, we only need to know that the partial
derivative ∂xf exists (so that the Mean Value Theorem can be applied) and is
bounded within a neighborhood of the support of g. This suffices to take limit
inside the integral∫
Rd
(x+ h− t, y)− f(x− t, y)
h
g(t, y) dtdy
to deduce that [(f ? g)(x+ h, y)− (f ? g)(x, y)]/h→ (∂xf ? g)(x) as h→ 0.
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(4) Now, let f be a measurable (essentially) locally bounded function and
suppose that either g or f has a compact support. First, by means of Fubini-
Tonelli Theorem 4.14, check that
∫ b
a
(f ? g1)(x, y)dx =
∫
R2
f(x′, y′) g(b− x′, y − y′)dx′ dy′ =
= (f ? g)(b, y)− (f ? g)(a, y),
and thus
(f ? g)(x+ h, y)− (f ? g)(x, y)
h
=
1
h
∫ x+h
x
(f ? g1)(t, y)dt.
For almost every y the function x 7→ (f ? g1)(x, y) is locally integrable, which
implies that almost every x is a Lebesgue point, and so, the limit of the previous
expression approaches (f ? g1)(x, y), as h → 0, i.e., (f ? g) is differentiable
in x, for almost every (x, y) in R2. Moreover, because the limit is precisely
(f ? g1) = f ? (∂xg), we conclude.
(7.4) Functions of one variable
Exercise 7.12. With the above notation verify that (1) var, var± are additive
functions on intervals and sub-additive on the functions, e.g., if a < c < b then
var(f, [a, c]) + var(f, [c, b]) = var(f, [a, b]) and var(f +αg, [a, b]) ≤ var(f, [a, b]) +
|α|var(g, [a, b]), for any real constant α. Next, assuming that f is a function with
bounded variation, show that (2) var(f, [a, b]) = var+(f, [a, b]) + var−(f, [a, b]);
(3) f can be written as the difference of two monotone functions, namely,
f(x) = var(f, [a, x])−(f(x)−var(f, [a, x])) or (4) f(x)−f(a) = var+(f, [a, x])−
var−(f, [a, x]). Moreover, if pi = {a = x0 < x1 < · · · < xn = b} is a par-
tition of [a, b] with mesh (or norm) |pi| = maxi{(xi − xi−1)} then prove that
(5) var(f, pi) =
∑n
i=1 |f(xi) − f(xi−1)| converges to var(f, [a, b]) as |pi| → 0,
provided f is also continuous. Furthermore, if f is also right-continuous then
prove (6) the variation functions x 7→ var(f, [a, x]) and x 7→ var±(f, [a, x]) are
right-continuous and var(f, [a, x])→ 0 as x→ 0+.
Proof. There several sources, e.g., Gordon [54, Chapter 4, pp. 49–68], Dsha-
lalow [36, Section 9.2, pp. 528–534], Leoni [75, Chapter 2, pp. 39–72], Wheeden
and Zygmund [119, Section 2.1, pp. 15–21], among many others.
(1) Let us check that if a < c < b then var(f, [a, c]) + var(f, [c, b]) =
var(f, [a, b]). Since, form a partition of [a, c] and a partition of [c, b] we can con-
struct a partition of the whole [a, b], it follows that var(f, [a, c]) + var(f, [c, b]) ≤
var(f, [a, b]). On the other hand, the triangular inequality implies that if a =
x0 < x1 < . . . < xn−1 < xn = b then adding an extra point c (if necessary) to the
partition, i.e., a = x0 < x1 < . . . < xk−1 ≤ c and c ≤ xk < . . . < xn−1 < xn = b,
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we obtain
var(f, [a, c]) + var(f, [c, b]) ≥ |f(c)− f(xk−1)|+
k−1∑
i=1
|f(xi)− f(xi−1|+
+ |f(xk)− f(c)|+
n∑
i=k+1
|f(xi)− f(xi−1| ≥
≥
n∑
i=1
|f(xi)− f(xi−1|,
which implies var(f, [a, c]) + var(f, [c, b]) ≥ var(f, [a, b]), after taking the supre-
mum on all partitions.
Similarly, the triangular inequality yields var(f +αg, [a, b]) ≤ var(f, [a, b]) +
|α|var(g, [a, b]), for any real constant α.
(2) The identity |f(x) − f(y)| = [f(x) − f(y)]+ + [f(x) − f(y)]− yields
var(f, [a, b]) = var+(f, [a, b]) + var−(f, [a, b]).
(3) Assume that var±(f, [a, b]) <∞. In view (1), if y > x then var(f, [a, y])−
var(f, [a, x]) = var(f, [x, y]), i.e., the function x 7→ var(f, [a, x]) is monotone
increasing. Also, it is clear that |f(a)− f(b)| ≤ var(f, [a, b]), which implies that
if x < y then[
f(x)− var(f, [a, x])]−[f(y)− var(f, [a, y])] =
= [f(x)− f(y)]− var(f, [x, y])] ≤ 0,
i.e., the function x 7→ g(x) = f(x) − var(f, [a, x]) is also monotone increasing.
This show that f(x) = var(f, [a, x]) − g(x), both functions being monotone
increasing.
(4) Now, assume that var±(f, [a, b]) <∞. If a < c < b then var±(f, [a, c]) +
var±(f, [c, b]) = var±(f, [a, b]), and therefore, the functions x 7→ var±(f, [a, x])
are monotone increasing. Hence, note that if pi is a partition of [a, b] then
var+(f, pi) = [f(b) − f(a)] + var−(f, pi), so that taking the supremum over all
partitions, we deduce f(b) − f(a) = var+(f, [a, b]) − var−(f, [a, b]). This shows
that f(x)− f(a) = var+(f, [a, x])− var−(f, [a, x]) as desired.
(5) First, in view of the continuity of f , actually, uniform continuity on
the compact interval [a, b], (i) for every ε′ > 0 there exists δ′ > 0 such that
|f(x)− f(y)| < ε′ provided |x− y| < δ′. Next, as mentioned early, adding new
points to a partition does not decrease the variation, i.e., (ii) if two partitions
satisfy pi′ ⊂ pi (meaning that pi is a refinement of pi′) then var(f, pi′) ≤ var(f, pi).
We need to show that given r < var(f, [a, b]) there exists δ > 0 such
that r < var(f, pi) for any partition with mesh |pi| < δ. To this effect, if
r < r′ < var(f, [a, b]) then there exists a partition pi∗ such that r′ < var(f, pi∗) ≤
var(f, [a, b]), and now, if k(pi∗) is the number of points in the partition pi∗ then
take ε′ = (r′ − r)/k(pi∗) and find δ′ (due to the uniform continuity) as in (i)
above. Our claim is that r < var(f, pi) for any partition pi with mesh |pi| < δ′
and |pi| < |pi∗|, i.e., δ = min{δ′, |pi∗|}. Indeed, for any partition pi with mesh
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|pi| < δ we can find k(pi∗) points in the partition pi within a distance less than
δ′ from some point in the partition pi∗, so if x and x∗ are two such a points
then |f(x) − f(x∗)| < ε′ = (r′ − r)/k(pi∗). Denote by pi′ the partition formed
by all those k(pi∗) points {x} of pi, and add all previous k(pi∗) inequalities for
|f(x) − f(x∗)| to deduce the estimate |var(f, pi∗) − var(f, pi′)| < r′ − r, i.e.,
var(f, pi′) > r. Finally, conclude the argument by means of (ii), this is, by
invoking the fact that pi is a refinement of pi′.
(6) Let f be right-continuous and var±(f, [a, b]) <∞. Since var±(f, [a, x])−
var±(f, [a, y]) = var±(f, [x, y]), for any a < x < y < b, to check that the varia-
tion functions x 7→ var(f, [a, x]) and x 7→ var±(f, [a, x]) are right-continuous, we
need to show only that var(f, [a, x])→ 0 as x→ a+. By contradiction, assume
that var(f, [a, x])→ α > 0 as x→ a+. Thus, choose x− a > 0 so small to have
var(f, [a, x]) < 4α/3 and a partition pi = {a < x1 < · < xn = x} of the interval
[a, x] satisfying var(f, pi) > 2α/3. In view of the right-continuity of f at a, take
a point c so close to a < c < x1 to have |f(c)−f(a)| < α/3. Hence, the partition
pic = {c < x1 < · · · < xn = x} satisfies var(f, pic) + α/3 ≥ var(f, pi) > 2α/3,
which implies that var(f, [c, x]) > α/3. Therefore
4α/3 > var(f, [a, x]) = var(f, [a, c]) + var(f, [c, x]) > α+ α/3,
which is a contradiction.
Note that if we define
var(f, ]a, x]) = sup
ε>0
var(f, [a+ ε, x]) = lim
ε→0
var(f, [a+ ε, x])
then the previous argument shows that var(f, ]a, x]) → 0 as x → a+, for any
bounded variation function f , non-necessarily right-continuity. Indeed, it suf-
fices to remark that var(f, ]a, b]) = var(g, [a, b]), where f(x) = g(x) if a < x ≤ b
and g(a) = limx→a+ f(x).
Exercise 7.13. If f is a function Lebesgue integrable in (0, a), with a > 0 and
g(x) =
∫ a
x
f(t)
t
dt, ∀x ∈ (0, a),
then g is Lebesgue integrable in (0, a). When the equality∫ a
0
g(x)dx =
∫ a
0
f(x)dx
is valid?
Proof. For any ε in (0, a), the function g is a continuously differentiable on [ε, a]
with g(a) = 0, and g′(x) = −f(x)/x. Thus, the integration by part formula
yields∫ a
ε
g(x)dx = xg(x)
∣∣∣a
ε
−
∫ a
ε
xdg(x) = −εg(ε) +
∫ a
ε
f(x)dx.
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If f ≥ 0 then g ≥ 0 and
0 ≤
∫ a
ε
g(x)dx ≤
∫ a
ε
f(x)dx ≤
∫ a
0
f(x)dx,
and because f is Lebesque integrable on [0, a], so is g. Applying this argument
to the positive and negative parts of f , we deduce that g is Lebesgue integrable
on [0, a], without assuming f ≥ 0.
Once we know that g is integrable on [0, a], the integration by part formula
yields∫ a
0
g(x)dx+ lim
ε→0
εg(ε) =
∫ a
0
f(x)dx.
If the limit vanishes then both integrals agree, e.g., if f is bounded by a constant
C then |g(x)| ≤ C(ln a− lnx), which implies that ε|g(ε)| → 0 as ε→ 0.
Exercise 7.14. If f and g are two absolutely continuous functions on [a, b] then
prove that the following integration-by-parts formula∫ b
a
f ′(x)g(x)dx+
∫ b
a
f(x)g′(x)dx = f(b)g(b)− f(a)g(b)
is meaningful and correct.
Proof. If f and g are absolutely continuous functions on [a, b] then f ′ and g′
exist almost everywhere and are integrable functions, being [a, b] a bounded
interval, f and g are also bounded functions, so that the product f ′g and fg′
are integrable functions. Moreover, the function
H(x) =
∫ x
a
f ′(t)g(t)dt+
∫ b
a
f(t)g′(t)dt
is absolutely continuous and H ′ = f ′g + fg′ almost everywhere. On the other
hand, the function G(x) = f(x)g(x)−f(a)g(b) is also absolutely continuous and
G(x+ h)−G(x)
h
=
(f(x+ h)− f(x)
h
)
g(x+ h)+
+ f(x)
(g(x+ h)− g(x)
h
)
shows that G′ = f ′g + fg′ almost everywhere. Hence, because an absolutely
continuous function is constant if its derivative vanishes almost everywhere, and
H(a) = G(a) = 0, we deduce that H = G, i.e., the integration by part formula
holds.
Exercise 7.15. Let f be a right-continuous increasing function and mf be
its corresponding Lebesgue-Stieltjes measure on R. First prove that (a) the
function f is absolutely continuous if and only if the measure mf is absolutely
continuous with respect to the Lebesgue measure `. Next, (b) extend these
results to functions with bounded variation.
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Proof. A function f is an absolutely continuous if and only if for any ε > 0
there exists δ > 0 such that
n∑
i=1
|f(bi)− f(ai)| < ε if
n∑
i=1
(bi − ai) < δ, ai+1 ≥ bi > ai, n ≥ 1.
If mf denotes the Lebesgue-Stieltjes measure associated with a right-continuous
increasing function f then the above condition take the form mf (I) < ε when-
ever `(I) < δ, with I being the finite union of disjoint semi-open intervals∑n
i=1]ai, bi]. Also, by definition, the measure mf is absolutely continuous with
respect to the Lebesgue measure ` if and only if for every ε > 0 there exists a
δ > 0 such that mf (A) < ε whenever `(A) < δ.
Thus, if mf  ` then f is absolutely continuous. Conversely, if A is a
measurable set with `(A) < δ then there exists a countable cover by semi-
open intervals {Ii}, A ⊂
⋃
i Ii, such that
∑
i `(Ii) < δ. Because a difference
of any two semi-open intervals is a disjoint union of semi-open intervals, the
(non-necessarily disjoint) union
⋃
i Ii can be written as disjoint union
∑
i I
′
i of
semi-open intervals, i.e.,
A ⊂
∑
i
I ′i and
∑
i
`(I ′i) = `(
∑
i
Ii) ≤
∑
i
`(Ii) < δ.
Hence, using the absolutely continuity of f , for any finite sub-sequence {I ′i :
i < n} we have ∑i<nmf (I ′i) < ε, which implies mf (A) ≤ ∑imf (I ′i) ≤ ε, i.e.,
mf  `.
Exercise 7.16. Let f be a monotone increasing function on [0,∞), and denote
by f(a−) and f(b+), a > 0, the lateral limits from the left and from the right.
Verify (1) that f(x+) = f(x−) for any x except for a countable number of
points, and that the functions x 7→ f−(x) = f(x−) with f−(0) = 0 and x 7→
f+(x) = f(x+) with f+(0) = f(0) are monotone increasing functions, f+ is
continuous from the right and f− is continuous from the left. Prove (2) that
f− ≤ f ≤ f+ and if
fl(0) = 0 and fl(x) =
∑
0≤y<x
(
f+(y)− f(y)
) ∀x > 0,
f¯r(0) = f(0) and f¯r =
∑
0≤y≤x
(
f(y)− f−(y)
) ∀x > 0,
then show that fl and f¯l = f−f¯r are continuous from the left and fr = f−fl and
f¯r are continuous from the right, and all four functions are monotone increasing.
Proof. (1) First, note that for every ε > 0 there can be only a finite number of
jumps larger than ε within a bounded interval [0, b], i.e.,
f(b)− f(0) ≥
n∑
i=1
[f(xi+)− f(xi−)] ≥ εn,
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which yields a countable number of points satisfying f(x+) > f(x−).
It is clear that the functions f− and f+ are monotone increasing, and to
check that f+ is continuous from the right on [0,∞) we may argue as follows.
If {xn} is a monotone increasing sequence to x then for every n there exits
xn − 1/n < x′n < xn such that f(x′n) > f(xn+)− 1/n, which shows that
f(x+) = lim
n
f(x′n) = lim
n
f+(xn) = f
+(x).
Similarly, we obtain that f− is continuous from the left on (0,∞).
(2) It is clear that f− ≤ f ≤ f+, as well as the facts that fl is continuous
from the left, f¯r is continuous from the right, and both are monotone increasing.
Consider
f¯l(x) = f(x)− f¯r(x) = f(x)−
∑
0≤y≤x
(
f(y)− f−(y)
)
,
which yields
f¯l(x−) = f−(x)−
∑
0≤y<x
(
f(y)− f−(y)
)
= f(x)−
∑
0≤y≤x
(
f(y)− f−(y)
)
,
proving that f¯l is continuous from the left. Similarly,
fr(x) = f(x)− fl(x) = f(x)−
∑
0≤y<x
(
f+(y)− f(y)
)
,
which yields
fr(x+) = f+(x)−
∑
0≤y≤x
(
f+(y)− f(y)
)
= f(x)−
∑
0≤y<x
(
f+(y)− f(y)
)
,
showing that fr is continuous from the right.
On the other hand, if x′ > x then the series satisfies∑
x<y≤x′
(
f(y)− f−(y)
) ≤ (f(x′)− f(x)),
which implies that
f¯l(x
′)− f¯l(x) =
(
f(x′)− f(x))− ∑
x<y≤x′
(
f(y)− f−(y)
) ≥ 0,
i.e., f¯l is a monotone increasing function. Similarly, the series also satisfies∑
x≤y<x′
(
f+(y)− f(y)
) ≤ (f(x′)− f(x)),
which implies that
fr(x
′)− fr(x) =
(
f(x′)− f(x))− ∑
x≤y<x′
(
f+(y)− f(y)
) ≥ 0,
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i.e., fr is a monotone increasing function.
Note that this proves that either f = f¯r+ f¯l or and f = fr+fl expresses the
monotone increasing function f as a sum of two monotone increasing functions,
one continuous from the right and the other continuous from the left.
Exercise 7.17. A function f has no discontinuities of the second class at a
point x of R if the limits from the left and from the right exists and are finite
whenever they are defined (e.g., if a point x is isolated from the left then the
limit from the left can not be defined). Show that a function f defined on a
compact subset D of R has no discontinuities of the second class if and only if
there exists a sequence {fk} of piecewise functions defined on R such that fk
converges to f uniformly on D. Question: A uniform limit of a function with
no discontinuities of the second class is again a function with no discontinuities
of the second class?
Proof. (⇒) If f is above then for each x in D and any ε > 0 there exists an
open interval Ix containing x such that |f(x′) − f(x′′)| < ε for any x′, x′′ in
Ix ∩D such that either x′, x′′ < x or x′, x′′ > x. Because D is compact, there
exists a finite subcover and therefore, there exists −∞ < x1 < · · · < xn < +∞
such that x1, . . . , xn belong to D, and |f(x′) − f(x′′)| < ε for any x′, x′′ in D
that belong to any of the n + 1 open subintervals (xi, xi+1), for i = 0, . . . , n.
Now, take ε = 1/k and make a choice of points x′j in D ∩ (xj , xj+1), for j =
0, 1, . . . , n (if D ∩ (xj , xj+1) is empty then pick any x′j in D). Thus define
fk(xi) = f(xi) for i = 1, . . . , n, and fk(x) = f(x
′
j) for any x in the open
subinterval (xj , xj+1), for j = 0, 1, . . . , n. The sequence {fk} of functions defined
on R satisfies |fk(x) − f(x)| < 1/k for every x in D, which prove the uniform
convergence.
(⇐) If f is defined on D and {fk} is a sequence of piecewise functions
convergent uniformly to f then for each ε > 0 there exists kε such that |f(x)−
fk(x)| < ε/2 for every x in D and any k ≥ kε. Take a sequence {xn} ⊂ D
convergent to x with xn < x for all n (i.e.,from the left) or xn > x for all n
(i.e.,from the right) to check that the inequality
|f(xn)− f(xm)| ≤ |f(xn)− fk(xn)|+ |fk(xn)− fk(xm)|+
+ |fk(xm)− f(xm)| ≤ ε+ |fk(xn)− fk(xm)|
implies that {f(nn} is a Cauchy sequence, which proves that the limit from the
left exists and it is finite. Hence, the function f has no discontinuities of the
second class on D.
Note that the argument used on the second part shows that a uniform limit
of a function with no discontinuities of the second class is again a function with
no discontinuities of the second class. Moreover, if f is nonnegative (or left-hand
or right-hand continuous) then the approximation functions fk can be chosen
also nonnegative (or left-hand or right-hand continuous). The reader may want
to check Amann and Escher [2, Chapter VI, Theorem 1.2, pp. 6-7] for more
details.
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Exercise 7.18. Complete the details on the above statements on convex func-
tions, in particular, show that if f is convex in (a, b), i.e., f
(
tx + (1 − t)y) ≤
tf(x) + (1 − t)f(y), for every x, y in (a, b) and t in [0, 1], then (1) f is neces-
sarily continuous on (a, b), (2) the left-hand derivative f ′+(t) = limh→0+ [f(t +
h)− f(t)]/h exists and is right-continuous and increasing at any t, and (3) f is
absolutely continuous and the derivative f ′ is continuous on the complement
of a countable set of points. Moreover, (4) show that any slope m = mx
satisfying f ′−(x) ≤ m ≤ f ′+(x) provides a supporting line x in (a, b), i.e.,
f(y) ≥ f(x) + m(y − x) for every y in (a, b). Finally, consider a function
f defined only on the dyadic points of (a, b), i.e., for x = a + k2−n(b − a),
k = 1, . . . , n − 1, n = 1, 2, . . ., such that 2f((x + y)/2) ≤ f(x) + f(y) for any
dyadic point x and y and prove that (5) f can be uniquely extended to a convex
function defined on the whole interval (a, b).
Proof. (1) Take three points a < x1 < x < x2 < b and write x = (1− t)x1 + tx2,
and because f is convex, f(x) ≤ (1− t)f(x1) + tf(x2). Since t = (x−x1)/(x2−
x1), we deduce
f(x2)− f(x1)
x2 − x1 ≥
f(x)− f(x1)
x− x1 ∀a < x1 < x < x2 < b.
Now, fix x1 and let x → x1− to obtain lim supx→x1− f(x) ≤ f(x1). Similarly,
writing x = tx1 + (1− t)x2 we deduce
f(x2)− f(x1)
x2 − x1 ≥
f(x2)− f(x)
x2 − x ∀a < x1 < x < x2 < b.
Again, fix x2 and let x→ x2+ to obtain lim infx→x2+ f(x) ≥ f(x2). Hence f is
continuous on the open interval (a, b).
(2) These same inequalities show that left-hand and right-hand derivatives
exist as monotone limits, and moreover, the inequality
f(y)− f(a)
y − a ≤ f+(y) ≤
f(x)− f(y)
x− y ≤ f−(x) ≤
f(b)− f(x)
b− x ,
for every a < y < x < b, imply that f ′+ and f
′
− are monotone increasing
functions.
(3) Actually, the previous inequalities prove that
|f(x)− f(y)| ≤M |x− y|, ∀a < a′ < x < y < b′ < b,
with M = max{|f ′(b′)|, |f ′(a′)|}. This means that f is Lipschitz continuous on
the bounded open interval (a, b), which implies that f is absolutely continuous
on (a, b).
Even if f is convex on the closed interval [a, b], the continuity at the boundary
is not ensured, but the lateral limits must exit at a and b, i.e., a jumps may
appear, f(a) ≤ f(a+) or f(b) ≥ f(b−).
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(4) Indeed, fix x in (a, b) and choose a slope m = mx such that f
′
−(x) ≤
m ≤ f ′+(x). Now, in the previous inequalities, take x → x1+ and x → x2− to
deduce
f(x2)− f(x1)
x2 − x1 ≥ f
′
+(x1) and
f(x2)− f(x1)
x2 − x1 ≥ f
′
−(x2),
i.e., for x2 = y and x1 = x we have
f(y) ≥ f(x) + f ′+(x)(y − x) ≥ f(x) +m(y − x), ∀y ∈ (x, b),
and for x2 = x and x1 = y we have
f(y) ≥ f(x) + f ′−(x)(y − x) ≥ f(x) +m(y − x), ∀y ∈ (a, x).
Hence, f(y) ≥ f(x) +m(y − x) for every y in (a, b).
(5) It is clear that the condition 2f
(
(x+ y)/2
) ≤ f(x) + f(y) for any dyadic
point x and y in (a, b) is equivalent to f
(
tx + (1 − t)y)) ≤ tf(x) + (1 − t)f(y)
for any dyadic point x and y in (a, b) and any dyadic number t in [0, 1]. The
previous argument (3) can be used to show that f satisfies a Lipschitz condition
for any dyadic point in [a′, b′] any dyadic a′ > a and b′ < b. Hence, f can
be uniquely extended to a continuous function satisfying f
(
tx + (1 − t)y)) ≤
tf(x) + (1 − t)f(y) for any point x and y in (a, b) and any dyadic number t in
[0, 1], and by continuity, this implies that f is convex.
Exercise 7.19. Prove Jensen’s inequality, i.e., if Φ: R→ R is a convex function
and ψ is a real-valued integrable function in a probability space (Ω,F , P ) then
Φ
(∫
Ω
ψ(ω)P (dω)
)
≤
∫
Ω
Φ(ψ(ω))P (dω).
What can be said when φ is not necessarily integrable? In particular, deduce
that if f and k are real-valued measurable functions on a measure space (X,X , µ)
such fk is integrable and k ≥ 0 is a kernel (i.e., an integrable function with
integral equals to 1) then
Φ
(∫
X
fk dµ
)
≤
∫
X
Φ(f)k dµ.
Hint: verify first that because Φ is convex then for every t0 there exists a slope
α(t0) such that Φ(t) ≥ Φ(t0) + α(t0)(t− t0), for every t in R.
Proof. The idea is simple, because Φ is a convex function, for any convex combi-
nation x =
∑n
i=1 aixi, 0 ≤ ai ≤ 1,
∑n
i=1 ai = 1, we have Φ(x) ≤
∑n
i=1 aiΦ(xi).
Thus, Jensen’s inequality follows after treating the integral as a limit of sums.
However the details are more involved, for instance, first from (4) of Ex-
ercise 7.18, for every t0 there exists a slope α(t0) such that Φ(t) ≥ Φ(t0) +
α(t0)(t − t0), for every t in R Now, if the integral ψ is finite and equal to t0
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then Φ(t0) + α0[ψ(ω)− t0)] ≤ Φ(ψ(ω)), for every ω in Ω. Integrating in ω with
respect to the probability P and because
t0 =
∫
Ω
ψ(ω)P (dω),
we deduce Jensen’s inequality.
If E{·} denotes the mathematical expectation (i.e., the integral) with re-
spect to the probability P then Jensen’s inequality takes the form Φ
(
E{ψ}) ≤
E{Φ(ψ)}, valid for any measurable function ψ satisfying E{|ψ|} <∞.
When E{|ψ|} =∞, probably a conflicting case is when E{ψ} =∞, i.e., when
E{ψ−} < ∞ and E{ψ+} = ∞. In this case, consider separately two possible
situation, the convex function Φ is either (a) decreasing (i.e., Φ′+(t) ≤ 0 for
every t) or (b) there exists a point t0 where Φ(t) ≥ Φ(t0) + α(t0)(t− t0), holds
for every t in R with α(t0) > 0 (i.e., Φ′+(t0) > 0 for some t0).
Assuming (a), consider the sequence ψn = min{ψ, n} of integrable func-
tions, which converges monotonically (increasing) to ψ. Since the monotone
(decreasing) sequence {Φ(ψn)} is uniformly bounded from below by an inte-
grable function, Φ(ψn) ≤ Φ(0) + Φ′−(0)ψ−, we can apply Jensen’s inequality to
each ψn and letting n → ∞ to show that Jensen’s inequality remain valid for
ψ, even if E{ψ+} =∞, provided that Φ′+(t) ≤ 0 for every t.
Similarly, assuming (b), take t = ψ(ω) in the inequality Φ(t) ≥ Φ(t0) +
α(t0)(t− t0), and integrate to get
E{Φ(ψ)} ≥ Φ(t0) + α(t0)
(
E{ψ} − t0
)
.
Hence, because E{ψ} =∞ we deduce that E{Φ(ψ)} =∞ and Jensen’s inequal-
ity holds true anyway.
If E{ψ−} = ∞ and E{ψ+} < ∞ then E{ψ} = −∞ and Jensen’s inequal-
ity holds true provided E{Φ(ψ)} is meaningful, i.e., either E{Φ(ψ)+} < ∞
or E{Φ(ψ)−} < ∞. For instance, the convex function Φ(ψ) = (ψ + 1)2 if
ψ ≥ 0 and Φ(ψ) = 2(ψ + 1) if ψ < 0 could give a random variable Φ(ψ) =
2(ψ + 1)1ψ<0 + (ψ + 1)
2
1ψ≥0 with E{Φ(ψ)−} = E{Φ(ψ)+} =∞.
Summing-up, if φ is a measurable function and Φ a convex function then
Jensen’s inequality holds meaningful, whenever either (i) E{ψ−} < ∞ or (ii)
both sides are defined with possible infinite values.
Exercise 7.20. Use Proposition 7.15 to prove that (a) if {fk} is a sequence
of monotone increasing functions defined on the interval [a, b] such that the
numerical series g(x) =
∑
k fk(x) converges for every x in [a, b] then we have
g′(x) =
∑
k f
′
k(x), for almost every x in [a, b]. Next, show that (b) the derivative
of the variation satisfies V ′f (x) = |f ′(x)|, for almost every x in (a, b).
Proof. For instance, we can follow the arguments in Wheeden and Zygmund [119,
Section 7.4, pp. 113–115] or Jones [65, Section 16.A, pp. 511–521].
To show (a), consider gn =
∑n
k=1 fk and rn =
∑∞
k=n+1 fk, and define the
set Fn of all x in [a, b] such that f1, . . . , fn, gn, rn and g are differentiable and
g′(x) = g′n(x)+r
′
n(x) to check that, in view of Proposition 7.15, the complement
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F ′n of Fn is a set of zero Lebesgue measure. Because r
′
n ≥ 0, it follows that
g′ ≥ gn except in F ′n, which implies that
∑
k f
′
k ≤ g′ except on the null set⋃
n F
′
n.
We will prove that r′n → 0 a.e. to complete part (a), actually, because the
whole sequence is convergent, we need to use only some suitable subsequence
{r′ni}. Indeed, since rn(x) → 0 for every x in [a, b], choose a sub-sequence
such that the series
∑
i rni(x) is convergent, for x = a and x = b. Hence,
Proposition 7.15 implies
0 ≤
∫ b
a
∑
i
r′ni(x)dx =
∑
i
∫ b
a
r′ni(x)dx ≤
≤
∑
i
[
rni(b−)− rni(a+)
] ≤∑
i
[
rni(b)− rni(a)
]
<∞.
The function
∑
i r
′
ni is integrable over (a, b), and therefore it is finite a.e., which
yields r′ni → 0 almost everywhere in (a, b).
Next, to show (b), let f be a function with bounded variation on [a, b] and
let V (x) = var(f, [a, x]) be the variation of f on [a, x], for any x in [a, b]. Choose
a sequence {pik} of partitions such that 0 ≤ var(f, [a, b]) − var(f, pik) < 2−k. If
pik = {a = x0,k < x1,k < · · · < xnk−1,k < xnk,k = b} then define fk(a) = 0,
fk(x) =
{
f(x) + fk(xi−1,k) if xi−1,k < x ≤ xi,k, f(xi−1,k) ≥ f(xi,k),
−f(x) + fk(xi−1,k) if xi−1,k < x ≤ xi,k, f(xi−1,k) > f(xi,k),
for i = 1, . . . , nk to deduce, for every i and k, that fk(xi,k) − fk(xi−1,k) =
|f(xi,k) − f(xi−1,k)| and fk(x′) − fk(x) ≤ |f(x′) − f(x)| ≤ V (x′) − V (x) if
xi−1,k ≤ x < x′ ≤ xi,k. This implies that V (a) = fk(a) = 0, var(f, pik) = fk(b),
and 0 ≤ V (xi,k)− fk(xi,k) < 2−k. Moreover, the function V (x)− fk(x) results
monotone increasing on [a, b], and because∑
k
[V (x)− fk(x)] ≤
∑
k
e−k = 1, ∀x ∈ [a, b],
Proposition 7.15 implies that the series
∑
k[V
′(x) − f ′k(x)] converges a.e. in
(a, b), and therefore V ′ = limk f ′k. Next, consider the set F of points x where
f ′(x) exists and x does not belong to the partitions {pik}. From the definition
of fk it is clear that f
′
k(x) = 0 if f
′(x) = 0 and x belongs to F . Moreover, if x
belongs to F and f ′(x) 6= 0 then the convergence
f(xi,k)− f(xi−1,k)
xi,k − xi−1,k → f
′(x) as k →∞ and xi−1,k < x ≤ xi,k,
implies that, for every x in F , the sequence f ′k(x) → |f ′(x)| as k → ∞, even
when f ′(x) 6= 0. Hence, f ′k = |f ′| a.e., and thus, V ′ = |f ′| a.e. in (a.b).
Exercise 7.21. Prove, as much as possible, the above claims 1,. . . ,7, and then
check the references below for full details.
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Proof. For instance, we can follow the arguments in Wheeden and Zygmund [119,
Section 7.4, pp. 113–115] or Jones [65, Section 16.A, pp. 511–521].
1.- An absolutely continuous function is continuous and has bounded vari-
ation.
Indeed, first it is also clear that continuity follows directly from the definition.
Next, take ε = 1 in the definition of the absolutely continuous function f on
[a, b] to obtain
n∑
i=1
|f(bi)− f(ai)| < 1 if
n∑
i=1
(bi − ai) < δ, b ≥ ai+1 ≥ bi > ai ≥ a. n ≥ 1,
for some δ > 0. Therefore, the variation var(f, [a′, b′]) ≤ 1, on any subinterval
[a′, b′] ⊂ [a, b] with b′ − a′ ≤ δ. Hence, partition the interval [a, b] into small
subintervals of length not greater then δ to deduce that var(f, [a, b]) ≤ [b−a]/δ.
2.- If f is both absolutely continuous and singular on [a, b] then f is constant
in [a, b].
Indeed, because f is singular there is a measurable subset F of (a, b) with
Lebesgue measure |F | = b− a and such that the derivative f ′(x) = 0 for every
x in F . This means that given ε > 0 and x in F there is h¯ = h¯(x, ε) > 0 such
that [x, x+h] ⊂ (a, b) and |f(x+h)−f(x)| < εh, for every 0 < h < h¯. Invoking
Vitali’s covering (Theorem 2.29, Remark 2.36), for any δ > 0 there exists a
finite number of disjoint intervals [ai, bi], i = 1, . . . , n such that (1) bi = ai + hi
with 0 < hi < h¯(ai, ε) and (2)
∑n
i=1(bi − ai) > (b− a)− δ. This yields
n∑
i=1
|f(bi)− f(ai)| < ε
n∑
i=1
(bi − ai) ≤ ε(b− a).
By ignoring the endpoints a and b if necessary, express the complement of∑n
i=1]ai, bi] as
∑n+1
i=0 [a
′
i, b
′
i[, with a
′
i = bi, b
′
i = ai+1, b0 = a and an+1 = b
to check that condition (2) implies
∑n+1
i=0 (a
′
i − b′i) < δ. Hence, if δ is taken as
the number corresponding to ε in the definition of absolute continuity for the
function f , then
∑n
i=1 |f(b′i)− f(a′i)| < ε. After using the triangular inequality,
this means that |f(b)−f(a)| < ε(b−a)+ε, which yields that f(b) = f(a). Since
this is also valid on any subinterval of [a, b], the function f is constant.
3.- A function f is absolutely continuous on [a, b] if and only if f ′ exists
almost everywhere, f ′ is integrable on [a, b] and∫ x
a
f ′(x)dx = f(x)− f(a), ∀x ∈ [a, b].
Indeed, if f is the integral of its derivative then the absolute continuity of the
Lebesgue measure implies that f is absolute continuous. To check the converse,
suppose f is absolute continuous on [a, b] and define
F (x) =
∫ x
a
f ′(x)dx, ∀x ∈ [a, b].
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Actually, in view of Proposition 7.15, the expression defining F makes sense
for any function f of bounded variation, and F ′(x) = f ′(x), for any Lebesgue
point x in (a, b). Thus, F −f is both, absolute continuous and singular on [a, b],
which implies that F − f is constant in [a, b], proving that F (x) = f(x)− f(a)
as desired.
4.- If f is a function of bounded variation on [a, b] then the function
g(x) = f(x)−
∫ x
a
f ′(y) dy, ∀x ∈ [a, b]
is singular.
Indeed, g is also a function of bounded variation and g′ = f ′ − f ′ = 0 almost
everywhere, i.e., g is a singular function. Moreover, this prove that any function
of bounded variation on [a, b] can be expressed as the sum of an absolutely
continuous function and a singular function, in a unique manner, up to an
additive constant.
5.- If f is an absolutely continuous function then
var(f, [a, b]) =
∫ b
a
|f ′(x)|dx and var±(f, [a, b]) =
∫ b
a
(
f ′(x)
)±
dx,
are the total, positive and negative variations.
Indeed, if x 7→ V (x) = var(f, [a, b]) then, because V (x) is a function of bounded
variation, part (b) of Exercise 7.20 shows that V ′(x) = |f ′(x)| almost every-
where. Since f is absolutely continuous, if pi = {a′ = x0 < x1 < · · · < xn−1 <
xn = b
′} denotes a partition of the subinterval [a′, b′] ⊂ [a, b], then
var(V, [a′, b′]) = sup
pi
n∑
i=1
∣∣f(xi)− f(xi−1)∣∣ ≤
≤ sup
pi
∫ xi
xi−1
|f(x)|dx =
∫ b′
a′
|f(x)|dx,
which yields
n∑
i=1
|V (bi)− V (ai)| ≤
n∑
i=1
∫ bi
ai
|f(x)|dx,
for any finite sequence a ≤ ai < bi ≤ ai+1 ≤ b, and in view of the absolutely
continuity of the Lebesgue measure, the function V results absolutely contin-
uous. This implies that V is the integral of its derivative V ′, and the desired
equality follows. Finally, if V±(x) = var±(f, [a, x]) then, from the relations
V± = 12 [V (x)± f(x)∓ f(a)] the argument is completed.
6.- If f is (a) continuous on [a, b], (b) f ′ exists almost everywhere, (c) f ′ is
integrable, and (d) f maps mull sets (i.e., set of Lebesgue measure zero) into
null sets, then f is an absolutely continuous function on [a, b].
The converse of this statement could be refereed to as Lusin (N) Property, see
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Leoni [75, Theorem 3.12 pp. 77–81], i.e., the fact that if f is an absolutely
continuous function on [a, b] then f maps mull sets into null sets. This is easily
shown as follows: if δ > 0 and A ⊂ (a, b) is a set of measure zero |A| = 0
then there exists a sequence {Ii} of non-overlapping intervals such that A ⊂⋃
i Ii and
∑
i |Ii| < δ. Because f is continuous, the image f(Ii) is again an
interval and |f(Ii)| ≤ V (bi)−V (ai), where V (x) = var(f, [a, x]) and Ii = [ai, bi].
Thus, f(A) ⊂ ⋂i f(Ii) and |f(A)| ≤ ∑i (V (bi) − V (ai)). Since V is also an
absolutely continuous function on [a, b], for every ε > 0 there exits δ > 0 such
that
∑
i
(
V (bi) − V (ai)
)
< ε, proving that f(A) has Lebesgue measure zero
|f(A)| = 0.
For a given measurable set A of (a, b) and any given r ≥ 0, consider the
set Ar ⊂ (a, b) of all points x such that f ′(x) exists and 0 ≤ |f ′(x)| < r.
Because f ′ exists almost everywhere and f ′ is (Lebesgue) measurable, the set
Ar is measurable and, by definition of the derivative f
′, for every x in Ar there
exists and open interval (ax, bx) containing x such that |f(y)− f(z)| ≤ r(z− y),
for every ax < y < x < z < bx. Invoking Vitali’s covering (Theorem 2.29,
Corollary 2.35), there exists a sequence {Ii = [ai, bi]} of disjoint intervals such
that (1) |f(y) − f(z)| ≤ r(z − y), for every ai < y < z < bi, and (2)
∑
i |Ii| ≤
|Ar|+ ε and |Ar r
⋃
i Ii| = 0. Hence, if Ii = [ai, bi] then
|f(Ii)| = sup
z∈Ii
f(z)− inf
y∈Ii
f(y) ≤ r(bi − ai),
which implies
∑
i |f(Ii)| ≤ r
∑
i(bi − ai) ≤ r
(|Ar|+ ε). Thus, if B = ⋃i Ii then
f(A) ⊂ f(B) ∪ f(Ar r B), |Ar r B| = 0 and |f(B)| ≤ r
(|Ar| + ε). Because f
maps null sets into null sets, |f(Ar rB)| = 0, i.e., |f(Ar)| ≤ r
(|Ar|+ ε), which
proves the estimate |f(Ar)| ≤ r|Ar|.
Now, since f ′ is an integrable function, the set Ak,n = {x ∈ A : (k−1)2−n ≤
|f ′(x)| < k2−n}, k, n = 1, . . . , is measurable and A = ∑k Ak,n for every n.
Hence
|f(A)| ≤
∑
k
|f(Ak,n)| ≤
∑
k
k2−nm(Ak,n) =
∑
k
(k − 1)2−nm(Ak,n) +
+
∑
k
2−nm(Ak,n) ≤
∑
k
2−n
∫
Ak,n
|f ′(x)|dx+ 2−nm(A),
and as n→∞, for every measurable set A of (a, b), we deduce
|f(A)| ≤
∫
A
|f ′(x)|dx if m(A) <∞,
which effectively show that f is absolutely continuous function on [a, b].
7.- If f is Lipschitz continuous on [a, b], there exists a constant M > 0
such that |f(x)− f(y)| ≤M |x− y|, for every x, y in [a, b], then f is absolutely
continuous on [a, b].
Indeed, because
n∑
i=1
|f(bi)− f(ai)| ≤M
n∑
i=1
(bi − ai)
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for any finite sequence a ≤ ai < bi ≤ ai+1 ≤ b, the condition on absolutely
continuous for f is satisfied by taking δ = ε/M .
Exercise 7.22. Prove the integration by part formula, namely, if α and β are
two right-continuous function of finite variation then∫
]a,b]
β(s) dα(s) +
∫
]a,b]
α−(s) dβ(s) = α(b)β(b)− α(a)β(a),
for every real numbers b > a and where α−(s) = α(s−) is the left-continuous
version obtained from α.
Proof. The equality
β1[α1 − α0] + β2[α2 − α1] + · · ·+ βn[αn − αn−1] =
= −β1α0 + [β2 − β1]α1 + · · ·+ [βn − βn−1]αn−1 + βnαn,
applied to a partition pi = {a = s0 < s1 < · · · < sn−1 < sn = b} yields
n∑
i=1
β(si)[α(si)− α(si−1)] =
= β(sn)α(sn)− β(s1)α(s0) +
n∑
i=1
[β(si+1)− β(si)]α(si).
Thus, if the integral is taken in the sense of Riemann-Stieltjes then the existence
of one of the integrals (say β dα) and the continuity from the right of β at a
implies the existence of the other integral (say α dβ) and the validity of the
integral by parts. This is neat and clean if one of the function (e.g., β) is
continuous and the other (e.g., α) has bounded variation. Note that if β is only
continuous then dβ cannot be interpreted as a signed measure (both variations
many be infinite).
However, if both, integrand β and the integrator α (in the expression β dα)
are discontinuous then some problems appear, for instance, it is know that if β
and α have a jumps at the same point then the Riemann-Stieltjes may not exist.
Thus, we take a look at the interpretation as the Lebesgue-Stieltjes integral, i.e.,
when both α and β are function of bounded (or finite) variation.
Combining the decomposition of a function of bounded variation into the dif-
ference of two monotone functions, and Exercise 7.16, we deduce that function
of bounded variation can be expressed as the sum of two functions of bounded
variation, one continuous from the right and the other continuous from the left.
Alternatively, the Lebesgue-Stieltjes measure can be considered for a function of
bounded variation, as in Exercise 2.30, without any continuity assumption. Nev-
ertheless, the functions α and β are supposed to be continuous from the right.
In this case, dα and dβ represent the Lebesgue-Stieltjes measures generated by
them, and any Borel function is measurable, in particular, both integrals β dα
and α− dβ make sense are are finite. The above integration by parts holds, pro-
vided it is true for monotone increasing functions instead of functions of bounded
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variation. Thus, define the sequence of functions βpi(s) = β(si) if si−1 < s ≤ si,
i = 1, 2, . . . , n and αpi(s) = α(si) if si < s ≤ si+1, i = 0, 1, . . . , n − 1. Taking
a sequence of dyadic partitions pik = {si = i2−k(b − a), k = 0, 1, 2k}, because
α and β are increasing, the sequences {αpik} and {βpik} are monotone, and
αpik ↑ α− and βpik ↓ β pointwise everywhere on (a, b]. Hence, the monotone
convergence can be used on the summation equality∫
]a,b]
βk(s) dα(s) = β(b)α(b)− β(a+ 2−k)α(a) +
∫
]a,b]
αk(s) dβ(s).
to deduce, as k →∞, the above integration by parts.
Note that∫
]a,b]
β(s) dα(s) =
∫
]a,b]
β−(s) dα(s) +
∑
a<s≤b
δβ(s)δα(s)
and in a symmetric way,∫
]a,b[
β−(s) dα−(s) =
∫
]a,b[
β(s) dα−(s)−
∑
a<s<b
δβ(s)δα(s),
where δ is the jump operator, i.e., δα(s) = α(s) − α−(s), which is equal to
zero except for a countable number of s, so that the series are absolutely con-
vergent. The integral with β− dα and β dα− can be interpreted in either the
Lebesgue-Stieltjes sense or the Riemann-Stieltjes. It is also clear that the first
equality (with β dα) holds true for any function β with only possible jumps dis-
continuities (neither of bounded variation nor right-continuous), as long as dα is
interpreted as the Lebesgue-Stieltjes measure generated by the right-continuous
monotone (or of bounded variation) function α. Thus, the integration by parts
becomes∫
]a,b]
β−(s) dα(s) +
∫
]a,b]
α−(s) dβ(s) =
= α(b)β(b)− α(a)β(a)−
∑
a<s≤b
δβ(s)δα(s),
when interpreted as Riemann-Stieltjes integrals. The correction term is ex-
pressed as an absolutely convergent series, which vanishes if α and β do not
jump simultaneously.
In general, because α is right continuous and has bounded variation, α =
αc + αj , where αc is a continuous function of bounded variation and αj(s) =∑
a<t≤s δα(t) is right continuous function representing the sum of jumps, which
is given as an absolutely convergent series. The (signed) measure associated
with the continuous part dαc is a diffuse measure (i.e., without atoms) and the
jumps part dαj yields a series of Dirac measures, i.e.,∫
]a,b]
β(s) dα(s) =
∫
]a,b]
β(s) dαc(s) +
∑
a<s≤b
β(s)δαj(s),
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for any nonnegative Borel measurable function β.
For instance, if α and β are jumps functions, i.e.,
α(s) =
∑
i
αi1ai≤s, β(s) =
∑
i
βi1bi≤s,
with ai, bi in ]a, b] and α(a) = β(a) = 0, or if α is a continuous function and β a
single jump function β(s) = 1]a′,b](s), a < b
′ ≤ b, then the elementary equalities∑
j
∑
i
βi1bi≤ajαj +
∑
j
∑
i
αi1ai<bjβj = α(b)β(b),∫
]a,b]
β(s) dγ(s) +
∫
]a,b]
γ(s) dβ(s) = [γ(b)− γ(a′)] + γ(a′) = γ(b),
represents the integration by part. Actually, this argument gives a constructive
prove of the equality∫
]a,b]
β(s) dαc(s) +
∑
a<s≤b
β(s)δαj(s) +
∫
]a,b]
α−(s) dβ(s) =
= α(b)β(b)− α(a)β(a),
for any right-continuous function β of bounded variation, any continuous func-
tion αc (not necessarily of bounded variation), and any right-continuous jump
function αj of bounded variation. In this case, if the function α is only contin-
uous then the integral with β αc should be interpreted in the Riemann-Stieltjes
sense, while the other integral with α− dβ could be interpreted in either sense.
Also remark that the series of jumps αj(s) =
∑
0<t≤s δα
j(t) defining the jump
function is absolutely convergent.
Exercise 7.23. Let α be a right-continuous function of finite variation on
[0,+∞[ and let a and b be two non-decreasing right-continuous functions on
[0,+∞[. If
|α(t)− α(s)| ≤
√
a(t)− a(s)
√
b(t)− b(s), ∀t > s ≥ 0,
then for any Borel functions f and g on R we have∫
[0,+∞[
|f(s)| |g(s)| |dα(s)| ≤
≤
(∫
[0,+∞[
|f(s)|2 da(s)
)1/2(∫
[0,+∞[
|g(s)|2 db(s)
)1/2
,
where |dα(t)| = var(α, [0, t]) is the variation function associated with α.
Proof. Remark that the assumption on the functions a, b and α implies the the
following estimate on the derivative |α′(t)| ≤ √a′(t)√b′(t), for almost every-
where point t. However, because the functions are not necessarily absolutely
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continuous, the derivative does not reproduce the Lebesgue-Stieltjes measures
da, db and dα, and the desired estimate cannot be obtained in this way. This
estimate is very useful in Probability (when studying martingales), and
t 7→ r2a(t) + 2rα(t) + b(t) is non decreasing ∀r ∈ R,
is an equivalent statement for the bounds on the functions a, b and α.
For any rational r, define the right-continuous function v(t) = r2a(t) +
2rα(t) + b(t) and consider the quadratic form r 7→ [v(t)− v(s)], t > 0. In view
of the assumption on a and b on α, the discriminant of the quadratic form is
non-negative, which implies that the function t 7→ v is non-decreasing. There-
fore, if dµ is the Lebesgue-Stieltjes measure associated with the non-decreasing
right-continuous function µ(t) = var(α, [0, t]) + a(t) + b(t), by means of Radon-
Nikodym Theorem 6.3, the derivatives α′ = dα/dµ, a′ = da/dµ and b′ = db/dµ
satisfy r2a′ + 2rα′ + b′ ≥ 0, except in a dµ-null set, which may depend on r.
Because, r ranges in the rational set (a countable set), this inequality actually
holds everywhere, except in a µ-null set independent of r. Again, looking at the
quadratic form r 7→ r2a′ + 2rα′ + b′, we deduce that |α′| ≤ √a′b′, except in a
dµ-null set.
Now, the equality∫
[0,+∞[
|f(s)| |g(s)| |dα(s)| =
∫
[0,+∞[
|f(s)| |g(s)| |α′(s)|dµ(s)
and Ho¨lder inequality (for the case p = q = 2, i.e., Cauchy inequality) imply∫
[0,+∞[
|f(s)| |g(s)| |dα(s)| ≤
∫
[0,+∞[
|f(s)|
√
a′(s) |g(s)|
√
b′(s) dµ(s)| ≤
≤
(∫
[0,+∞[
|f(s)|2a′(s) dµ(s)
)1/2(∫
[0,+∞[
|g(s)|2b′(s) dµ(s)
)1/2
,
and the Kunita-Watanabe inequality follows.
(7.5) Lebesgue Spaces
Exercise 7.24. With the Lebesgue measure on ]0,+∞[, consider the Haar-type
functions fi(s) = 12i−1<2s≤2i − 12(i−1)<2s≤2i−1 and fi,n(s) = 2−n/2fi(s2n), for
i = 1, . . . , 4n, n ≥ 0. First, show that if n ≥ m then fi,nfj,m = 0 except for i
within (j−1)2n−m+1 and j2n−m. Secondly, show that {fi,n} is an orthonormal
system in L2(]0,∞[). Thirdly, prove that {fi,n} can be completed to be a basis by
adding the functions f˜i(s) = f˜i,0(s) = 1(i−1)<s≤i, for i = 1, 2 . . . , for instance,
show that 1/2{f˜i,0} ± 1/2{fi,0} yields {f˜i,1(s) = 1i−1<2s≤i}, and 1/2{f˜i,1} ±
1/2{fi,1} yields {f˜i,2(s) = 1i−1<4s≤i−1} and so on. Finally, discuss a similar
construction on L2(]a, b[), for b > a.
Proof. First, by construction, the support of the functions fi are disjoint if i 6= j.
The function fi(s2
n) = fi,n(s) 6= 0 only when 2s2n belongs to (2i − 1, 2i + 1],
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i.e., s in Ii,n = (i− 1/2)2−n, (i+ 1/2)2−n]. Thus, if n ≥ m then Ii,n ∩ Ij,m 6= ∅
only when i is within (j − 1)2n−m + 1 and j2n−m.
Secondly, to check that {fi,n} forms an orthonormal system in L2(]0,∞[), on
the case n ≥ m and i is within (j−1)2n−m+1 and j2n−m should be considered.
The change of variable s 7→ 2ms reduces the problem to the case fj and fi,n,
and by checking the graph of the functions, it follows the desired conclusion.
Thirdly, it is clear that the functions f˜i are orthogonal to each fi,n, so that
F = {fi,n : i = 1, . . . , 4n, n ≥ 0}∪{f˜i} is an orthonormal system. The fact that
f˜i,0(s)/2 + fi,0(s)/2 = 12i−1<2s≤2i and f˜i,0(s)/2 − fi,0(s)/2 = 12(i−1)<2s≤2i−1
proves that the function f˜i,1(s) = 1i−1<2s≤i belongs to subspace spanned by the
orthonormal system F , and, by induction, so the functions f˜i,n(s) = 1i−1<2ns≤i.
Since any piece-constant function with compact support can be approximate by
a linear combination of the function f˜i,n, the orthonormal system F is complete.
Finally, for the space L2(]a, b[), the functions fi,n(s) = fi
(
2n(b − a)s), i =
1, . . . , 2n−1, n ≥ 0 yields a orthonormal system, which can be completed by
adding only the function f(s) = 1, for every s in (a, b).
(7.6) Trigonometric Series
Exercise 7.25. The Dirichlet kernel of index n is the function Dn(x) = 1/2 +
cosx+ · · ·+ cosnx Prove (1) that Dn(x) = n+ 1/2 if x = 0,±2pi,±4pi, . . ., and
Dn(x) =
[
sin
(
(n+ 1/2)x
)]/[
2 sin(x/2)
]
otherwise, and (2)∫ pi
−pi
Dn(x)dx = pi, ∀n = 0, 1, 2, . . . ,
and (3) if f belongs to L1(]− pi, pi[) then
Sn(f, x) =
1
pi
∫ pi
−pi
f(x± y)Dn(y)dy, ∀n = 0, 1, 2, . . . ,
where either sign + or − can be chosen, and Sn(f, x) is the Fourier sum asso-
ciated with f , i.e., Sn(f, x) = a0[f ]/2 +
∑n
k=1
(
ak[f ] cos kx+ bk[f ] sin kx
)
.
Proof. For instance, the interested reader may take a look at the book by Kirk-
wood [70, Chapter 9, pp 238-265].
Assertion (1) is a direct consequence of adding (from k = 1 to k = n) on the
trigonometric formula
sin
(
(k + 1/2)x
)− sin ((k − 1/2)x) = cos kx sin(x/2),
and assertion (2) follows from remarking that the integral of cos kx on any
period is zero.
Next, use the trigonometric formula cos(α−β) = cosα cosβ+ sinα sinβ to
write
Dn(x− y) = 1
2
+
n∑
k=1
[
cos kx cos ky + sin kx sin ky
]
,
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which yields
1
pi
∫ pi
−pi
f(y)Dn(x− y)dy = Sn(f, x).
The change of variable z = x− y and the symmetry of the kernel, i.e., Dn(x) =
Dn(−x), complete the argument.
(7.7) Complements on Lebesgue Spaces
(7.7) Weak Convergence
(7.7) Totally Bounded Sets
Exercise 7.26. If A is a totally bounded set of a normed space (X, ‖ · ‖) then
prove that the convex hull (or convex envelope) co(A) of A (i.e., the smallest
convex set containing A) is also totally bounded. In particular, the closed convex
hull of a compact set of a Banach space is also compact. Hint: Use the following
argument (1) if F ⊂ X is a finite set then the convex hull co(F ) of F is a totally
bounded set. Next, let A be a totally bounded subset of X and let B1 be an
open balls containing the origin. By using the previous result, (2) find a finite
set F such that A ⊂ F +B1 and deduce that co(A) lies inside K +B1 for some
totally bounded set K. Now, take any two open balls B1 and B containing the
origin and satisfying B1 + B1 ⊂ B. Finally, because K is totally bounded, (3)
find another finite E such that co(A) ⊂ (E + B1) + B1 ⊂ E + B, and deduce
that co(A) is indeed totally bounded.
Proof. (1) First, note that x belongs to co(F ) if and only if x is a convex
combination of points in F , i.e., if and only if there exist n ≥ 2, ai in [0, 1], and
points xi, for i = 1, . . . , n such that
∑n
i=1 ai = 1 and x =
∑n
i=1 aixi. Thus, if
F is a finite set, say F = {x1, . . . , xn}, then consider the dyadic approximation
in [0, 1], i.e., Dk = {j2−k : j = 0, 1, . . . , 2k}, k = 1, 2, . . . , with Dk(a) =
max{d ∈ Dk : d ≤ a}, and the finite set Fk =
{
y =
∑n
i=1 dixi : di ∈ Dk, 1 =∑n
i=1 di
} ⊂ co(F ). Hence, for any point x in co(F ) there exist ai in [0, 1] such
that
∑n
i=1 ai = 1 and x =
∑n
i=1 aixi. For each ai define di = Dk(ai) for
i = 1, . . . , n − 1 and dn = 1 − d1 − · · · − dn−1 to deduce that y =
∑n
i=1 dixi
belongs to Fk and
‖x− y‖ ≤
n∑
i=1
|ai − di| ‖xi‖ ≤ [2(n− 1)]2−k
(
max
i
‖xi‖
)
.
Therefore, given any ε > 0 there exists k such that [2(n − 1)]2−k < ε, which
implies that any point in co(F ) is within a distance less than ε from the finite
set Fk, i.e., co(F ) is totally bounded.
(2) Since the open B1 contains the origin, there exists ε > 0 such that
‖x‖ ≤ ε implies x is in B1, and because A is totally bounded there exits a finite
set F such that every point in A lies within a distance less than ε from F . This
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yields A ⊂ F + B1. The ball B1 is convex, and in view of (1), the convex hull
K = co(F ) is totally bounded, therefore co(A) ⊂ K +B1.
(3) Because K is totally bounded and B1 is a ball containing the origin,
invoke the property (1) to find another finite set E such that K ⊂ E + B1.
Hence, the inclusion (2) implies co(A) ⊂ (E+B1) +B1 ⊂ E+B. Since the ball
B is also arbitrary, this shows that co(A) is totally bounded.
Finally, remark that in a Banach space (i.e., a complete normed space) a
set is totally bounded if and only if it is pre-compact. Recall that closure and
the interior of a convex set is convex, and that the convex hull of an open set
is open. However, the convex hull of a closed set is not necessarily closed. In a
finite-dimensional space, the convex hull of a compact set is compact.
Exercise 7.27. Banach-Saks Theorem states that if {fn} is a weakly conver-
gence sequence to f in Lp(Ω,F , µ), 1 ≤ p <∞ then there exists a subsequence
{fnk} such that the arithmetic means gk = (fn1 + · · · + fnk)/k strongly con-
verges to f , i.e., ‖gk − f‖p → 0. Prove this result for a Hilbert space H with
scalar product (·, ·) and norm ‖ · ‖, in particular for p = 2. Hint: First reduce
the problem to the case where f = 0, and ‖fn‖ ≤ 1 for every n ≥ 1. Next,
construct a subsequence satisfying |(fni , fnk+1)| ≤ 1/k, for every i = 1, . . . , k,
and deduce that ‖gk‖2 ≤ 3/k. see Riesz and Nagy [94, Section 38, pp. 80–81.].
Proof. First, if fn → f weakly then ‖fn‖p ≤ C, for every n, and then fn−f → 0
weakly. Hence, the sequence of functions f ′n = (fn − f)/(2C) converges weakly
to 0 and ‖f ′n‖p ≤ 1.
Now, let {fn} be a sequence weakly convergence sequence to 0 in a Hilbert
space H satisfying ‖fn‖ ≤ 1. Beginning with fn1 = f1, note that (f, fn)→ 0, as
n→∞, for every f in H, to choose fn2 such that |(fn1 , fn2)| ≤ 1, and next, by
induction, to choose fnk such that |(fni , fnk+1)| ≤ 1/k, for every i = 1, . . . , k.
Define gk = (fn1 + · · ·+ fnk)/k to check that
‖gk‖2 ≤ 2
k2
k∑
i<j
|(fni , fnj )|+
1
k2
k∑
i=1
|(fni , fni)|,
and because the first sum has k(k− 1) terms, all bounded by 1/(k− 1) and the
second sum has k terms all bounded by 1, deduce that ‖gk‖2 ≤ 3/k. This shows
that the sequence gk strongly converges to 0.
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Some Common Uses:
N, Q, R, C: natural, rational, real and complex numbers.
i, <(·), I: imaginary unit, the real part of complex number and the identity
(or inclusion) mapping or operator.
1A: usually denotes the characteristic function of a set A, i.e., 1A(x) = 1 if x
belongs to A and 1A(x) = 0 otherwise. Sometimes the set A is given as a
condition on a function τ , e.g., τ < t, in this case 1τ<t(ω) = 1 if τ(ω) < t
and 1τ<t(ω) = 0 otherwise.
δ: most of the times this is the δ function or Dirac measure. Sometimes one write
δx(dy) to indicate the integration variable y and the mass concentrated at
the point x.
dµ, µ(dx), dµ(x): together with the integration sign, usually these expressions
denote integration with respect to the measure µ. Most of the times dx
means integration respect to the Lebesgue measure in the variable x, as
understood from the context.
ET , B(ET ), BT (E): for E a Hausdorff topological (usually a separable com-
plete metric, i.e., Polish) space and T a set of indexes, usually this denotes
the product topology, i.e., ET is the space of all function from T into E
and if T is countable then ET is the space of all sequences of elements in
E. As expected, B(ET ) is the σ-algebra of ET generated by the product
topology in ET , but BT (E) is the product σ-algebra of B(E) or gener-
ated by the so-called cylinder sets. In general BT (E) ⊂ B(ET ) and the
inclusion may be strict.
Most Commonly Used Function Spaces:
C(X): for X a Hausdorff topological (usually a separable complete metric, i.e.,
Polish) space, this is the space of real-valued (or complex-valued) continu-
ous functions on X. If X is a compact space then this space endowed with
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sup-norm is a separable Banach (complete normed vector) space. Some-
times this space may be denoted by C0(X), C(X,R) or C(X,C) depending
on what is to be emphasized.
Cb(X): for X a Hausdorff topological (usually a complete separable metric, i.e.,
Polish) space, this is the Banach space of real-valued (or complex-valued)
continuous and bounded functions on X, with the sup-norm.
C0(X): for X a locally compact (but not compact) Hausdorff topological (usu-
ally a complete separable metric, i.e., Polish) space, this is the separable
Banach space of real-valued (or complex-valued) continuous functions van-
ishing at infinity on X, i.e., a continuous function f belongs to C0(X) if
for every ε > 0 there exists a compact subset K = Kε of X such that
|f(x)| ≤ ε for every x in X rK. This is a proper subspace of Cb(X) with
the sup-norm.
C0(X): for X a compact subset of a locally compact Hausdorff topological (usu-
ally a Polish) space, this is the separable Banach space of real-valued
(or complex-valued) continuous functions vanishing on the boundary of
X, with the sup-norm. In particular, if X = X0 ∪ {∞} is the one-
point compactification of X0 then the boundary of X is only {∞} and
C0(X) = C0(X0) via the zero-extension identification.
C0(X), C
0
0 (X): for X a proper open subset of a locally compact Hausdorff topo-
logical (usually a Polish) space, this is the separable Fre´chet (complete
locally convex vector) space of real-valued (or complex-valued) continu-
ous functions with a compact support X, with the inductive topology of
uniformly convergence on compact subset of X. When necessary, this
Fre´chet space may be denoted by C00 (X) to stress the difference with the
Banach space C0(X), when X is also regarded as a locally compact Haus-
dorff topological. Usually, the context determines whether the symbol
represents the Fre´chet or the Banach space.
Ckb (E), C
k
0 (E): for E a domain in the Euclidean space Rd (i.e, the closure of
the interior of E is equal to the closure of E) and k a nonnegative integer,
this is the subspace of either Cb(E) or C
0
0 (E) of functions f such that all
derivatives up to the order k belong to either Cb(E) or C
0
0 (E), with the
natural norm or semi-norms. For instance, if E is open then Ck0 (E) is a
separable Fre´chet space with the inductive topology of uniformly conver-
gence (of the function and all derivatives up to the order k included) on
compact subset of E. If E is closed then Ckb (E) is the separable Banach
space with the sup-norm for the function and all derivatives up to the
order k included. Clearly, this is extended to the case k =∞.
B(X): for X a Hausdorff topological (mainly a Polish) space, this is the Banach
space of real-valued (or complex-valued) Borel measurable and bounded
functions on X, with the sup-norm. Note that B(X) denotes the σ-algebra
of Borel subsets of X, i.e., the smaller σ-algebra containing all open sets in
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X, e.g., B(Rd), B(Rd), orB(E), B(E) for a Borel subset E of d-dimensional
Euclidean space Rd.
Lp(X,m): for (X,X ,m) a complete σ-finite measure space and 1 ≤ p < ∞,
this is the separable Banach space of real-valued (or complex-valued) X -
measurable (class) functions f on X such that |f |p is m-integrable, with
the natural p-norm. If p = 2 this is also a Hilbert space. Usually, X
is also a locally compact Polish space and m is a Radon measure, i.e.,
finite on compact sets. Moreover L∞(X,m) is the space of all (class of)
m-essentially bounded (i.e., bounded except in a set of zero m-measure)
with essential-sup norm.
[Preliminary] Menaldi November 11, 2016
394 Notation
[Preliminary] Menaldi November 11, 2016
Bibliography
[1] M. A. Al-Gwaiz and S. A. Elsanousi. Elements of real analysis. Chapman
& Hall/CRC, Boca Raton, FL, 2007. 31
[2] H. Amann and J. Escher. Analysis I, II, III. Birkha¨user Verlag, Basel,
2005–2009. 139, 155, 376
[3] L. Ambrosio, G. Da Prato, and A. Mennucci. Introduction to Measure
Theory and Integration. Scuola Normale Superiore, Pisa, Italy, 2011. 87,
107, 133
[4] T.M. Apostol. Mathematical Analysis: A Modern Approach to Advanced
Calculus. Addison-Wesley Publishing Company, Inc., Reading, Mass., 2nd
edition, 1974. 1, 11, 133, 134, 136
[5] R.B. Ash. Real analysis and probability. Academic Press, New York-
London, 1972. 21
[6] L. Auslander and Robert E. MacKenzie. Introduction to Differentiable
Manifolds. Dover Publications Inc., Mineola, NY, 2009. Reprint of the
1977 edition. 155
[7] G. Bachman and L. Narici. Functional Analysis. Dover Publications Inc.,
Mineola, NY, 2000. 248
[8] R.F. Bass. Real Analysis for Graduate Students. CreateSpace, 2011. Mea-
sure and Integration Theory. ix
[9] H. Bauer. Probability Theory and Elements of Measure Theory. Holt,
Rinehart and Winston, New York, 1972. 18, 254
[10] H. Bauer. Measure and Integration Theory. Walter De Gruyter Inc, Berlin,
2001. 71, 114, 119, 202, 207
[11] S. K. Berberian. Measure and integration. AMS Chelsea Publishing,
Providence, RI, 2011. 15
[12] S.K. Berberian. Fundamentals of real analysis. Springer-Verlag, New
York, 1999. 5, 11
395
396 Bibliography
[13] M. Berger and B. Gostiaux. Differential Geometry: Manifolds, Curves,
and Surfaces. Graduate Texts in Mathematics. Springer-Verlag, New
York, 1988. Translated from the French by Silvio Levy. 155
[14] P. Billingsley. Convergence of Probability Measures. Wiley, New York,
1968. 139, 346
[15] P. Billingsley. Probability and Measure. Wiley, New York, 2nd edition,
1986. 161, 354
[16] V. I. Bogachev. Measure theory. Vols. I and II. Springer-Verlag, Berlin,
2007. 22, 37, 71, 82, 307
[17] W.M. Boothby. An introduction to Differentiable Manifolds and Rieman-
nian Geometry. Academic Press Inc., Orlando, FL, 2nd edition, 1986.
155
[18] J. Borwein and J. Vanderwerff. Convex functions. CUP, 2010. Construc-
tions, characterizations and counterexamples. 129
[19] S.D. Bridges. Foundation of Real and Abstract Analysis. Springer-Verlag,
New York, 1998. 70, 233
[20] A. Brown and C. Pearcy. Introduction to operator theory. Springer-Verlag,
New York-Heidelberg, 1977. I Elements of functional analysis. 71
[21] A. Brown and C. Pearcy. An introduction to analysis. Springer-Verlag,
New York, 1995. 4, 8
[22] A. Bruckner. Differentiation of Real Functions. Amer. Math. Soc., Prov-
idence, Rhode Island, 1994. 223, 226
[23] F. Burk. Lebesgue Measure and Integration. Wiley, New York, 1998. An
Introduction. vii, 56, 60, 226, 289
[24] N. L. Carothers. Real analysis. Cambridge University Press, Cambridge,
2000. 129
[25] S. B. Chae. Lebesgue Integration. Springer-Verlag, New York, second
edition, 1995. vii
[26] K. Ciesielski. Set Theory for the Working Mathematician. Cambridge
University Press, Cambridge, 1997. 2
[27] P.J. Cohen. Set Theory and the Continuum Hypothesis. Benjamin, New
York, 1966. 2
[28] D.L. Cohn. Measure Theory. Birkha¨user, Boston, 1980. 37, 53, 80, 86,
133, 234
[29] J. Conway. A Course in Functional Analysis. Springer-Verlag, New York,
1990. 204, 248
[Preliminary] Menaldi November 11, 2016
Bibliography 397
[30] D.J. Daley and D. Vere-Jones. An Introduction to the Theory of Point
Processes. Vol. I. Springer-Verlag, New York, 2nd edition, 2003. Elemen-
tary theory and methods. 86
[31] C. Dellacherie and P.A. Meyer. Probabilite´s et Potentiel. Hermann, Paris.
Chapter I–IV, 1976, Chapters V–VIII (The´ories des martingales), 1980,
Chapters IX–XI (The´ories discre´te du potentiel), 1983, Chapters XI–XVI
(The´ories des processus de Markov), 1987, Chapters XVII-XXIV (with B.
Maisonneuve, Processus de Markov - fin), 1992. 28
[32] E. DiBenedetto. Real analysis. Birkha¨user, New York, 2002. 8, 10, 11,
135, 223, 247, 249, 345
[33] J. Dieudonne´. Foundation of Modern Analysis. Academic Press, New
York, 1969. 11
[34] J.L. Doob. Stochastic Processes. Wiley, New York, 1953. 354
[35] J.L. Doob. Measure Theory. Springer-Verlag, New York, 1984. 113
[36] J.H. Dshalalow. Real Analysis. Chapman & Hall / CRC Press, Boca
Raton (FL), 2001. 1, 11, 102, 158, 233, 320, 370
[37] R.M. Dudley. Real Analysis and Probability. Cambridge University Press,
Cambridge, 2002. 5, 11, 15, 36, 78, 207, 261
[38] J. J. Duistermaat and J. A. C. Kolk. Distributions. Birkha¨user, Boston,
Boston, MA, 2010. 133
[39] J.J. Duistermaat and J.A.C. Kolk. Multidimensional Real Analysis, vol-
ume 1 and 2. Cambridge University Press, Boston, 2004. 134, 155
[40] N. Dunford and J.T. Schwartz. Linear Operators, Three Volumes. Wiley,
New York, 1988. 91, 244, 249, 312
[41] I. Ekeland and R. Temam. Convex analysis and variational problems.
Society for Industrial and Applied Mathematics (SIAM), Philadelphia,
PA, 1999. 129
[42] L.C. Evans and R.F. Gariepy. Measure Theory and Fine Properties of
Functions. CRC Press, Boca Raton (FL), 1998. See also Revised Edition,
2015. 37, 69, 161, 163, 207, 223
[43] K. Falconer. Fractal geometry. Wiley & Sons, Hoboken, NJ, second edi-
tion, 2003. Mathematical foundations and applications. 56
[44] H. Federer. Geometric Measure Theory. Springer-Verlag, New York, 1996.
119, 161
[45] G.B. Folland. Real Analysis. Wiley, New York, 2nd edition, 1999. 5, 60,
114, 119, 126, 132, 159, 160, 207, 219, 221, 233, 234, 288, 328, 329, 349
[Preliminary] Menaldi November 11, 2016
398 Bibliography
[46] D. H. Fremlin. Measure Theory. Torres Fremlin, Colchester. Vol 1 (The Ir-
reducible Minimum), 2000, Vol 2 (Broad Foundations), 2001, Vol 3 (Mea-
sure Algebras), 2002, Vol 4 (Topological Measure Spaces), 2006, Vol 5
(Set-theoretic Measure Theory), 2008. 1
[47] P. M. Gadea and J. Mun˜oz Masque´. Analysis and Algebra on Differentiable
Manifolds. Springer, New York, 2009. A workbook for students and
teachers, With a foreword by Ju¨rgen Eichhorn, Revised edition of the
2001 original. 155
[48] L. Gasin´ski and N.S. Papageorgiou. Exercises in analysis. Part 1.
Springer, Cham, 2014. 253
[49] B.R. Gelbaum. Problems in real and complex analysis. Springer-Verlag,
New York, 1992. 239
[50] M. Giaquinta and G. Modica. Mathematical Analysis: Foundations and
Advanced Techniques for Functions of Several Variables. Birkha¨user,
Boston, 2009. 129
[51] M. Giaquinta and G. Modica. Mathematical Analysis: An Introduction to
Functions of Several Variables. Birkha¨user, Boston, 2012. 155
[52] I. Gikhman and A. Skorokhod. Introduction to the Theory of Random
Process. Dover Publications, New York, 1996. 354
[53] D. Goldrei. Classic Set Theory. Chapman & Hall, London, 1996. 3
[54] R.A. Gordon. The Integrals of Lebesgue, Denjoy, Perron, and Henstock.
Am. Math. Soc., Providence, Rhode Island, 1994. vii, 63, 129, 136, 223,
226, 228, 233, 370
[55] L. Grafakos. Classical Fourier analysis. Springer, New York, 2nd edition,
2008. 119, 329
[56] P. Grisvard. Elliptic Problems in Nonsmooth Domains. Pitman (Advanced
Publishing Program), Boston, MA, 1985. 151
[57] P.R. Halmos. Measure Theory. Springer-Verlag, New York, 1974. ix, 34,
43, 53, 71, 79, 86, 87, 91, 176, 274, 305
[58] P.R. Halmos. Naive Set Theory. Springer-Verlag, New York, 1974. 1, 48
[59] P.R. Halmos. Introduction to Hilbert space. AMS Chelsea Publishing,
Providence, RI, 1998. Reprint of the second (1957) edition. 183
[60] G. H. Hardy, J. E. Littlewood, and G. Po´lya. Inequalities. Cambridge
Mathematical Library. Cambridge University Press, Cambridge, 1988.
Reprint of the 1952 edition. 335
[Preliminary] Menaldi November 11, 2016
Bibliography 399
[61] D. Haroske and H. Triebel. Distributions, Sobolev Spaces, Elliptic Equa-
tions. European Mathematical Society, 2008. 155
[62] E. Hewitt and K. Stromberg. Real and Abstract Analysis. Springer-Verlag,
New York, 1965. 8, 11
[63] K. Hoffman. Analysis in Euclidean space. Prentice-Hall Inc., Englewood
Cliffs, N.J., 1975. 1
[64] P.K. Jain and V.P. Gupta. Lebesgue Measure and Integration. Wiley, New
Delhi, 1986. 56
[65] F. Jones. Lebesgue Integration on Euclidean Spaces. Jones and Bartlett,
Boston, 2001. 56, 63, 70, 126, 129, 133, 163, 225, 233, 343, 379, 381
[66] H.D. Junghenn. A course in real analysis. CRC Press, Boca Raton, FL,
2015. 155
[67] J.L. Kelley. General topology. Springer-Verlag, New York, 1975. Reprint
of the 1955 edition. 4, 6, 88
[68] J.G. Kemeny, J.L. Snell, and A.W. Knapp. Denumerable Markov chains.
Springer-Verlag, New York, 2nd edition, 1976. With a chapter on Markov
random fields, by David Griffeath. 47
[69] A. B. Kharazishvili. Nonmeasurable sets and functions. Elsevier Science,
Amsterdam, 2004. 60, 289
[70] J.R. Kirkwood. An Introduction to Analysis. The Prindle, Weber &
Schmidt Series in Mathematics. PWS-KENT Publishing Co., Boston, MA,
1989. 1, 226, 388
[71] A. W. Knapp. Basic real analysis. Birkha¨user Boston Inc., Boston, MA,
2005. Along with a companion volume Advanced real analysis. 133
[72] H. Konig. Measure and Integration. Springer-Verlag, Berlin, 2009. 19, 86,
257
[73] Gottfried Kothe. Topological vector spaces. I and II. Springer-Verlag New
York Inc., New York, 1969, 1979. 7
[74] C.S. Kubrusly. Essentials of Measure Theory. Springer-Verlag, New York,
2015. 71, 207
[75] G. Leoni. A First Course in Sobolev Spaces. American Mathematical
Society, Providence, RI, 2009. 143, 163, 232, 233, 370, 383
[76] J. Lewin. An Interactive Introduction to Mathematical Analysis. Cam-
bridge University Press, Cambridge, 2003. 1
[77] E.H. Lieb and M. Loss. Analysis. Am. Math. Soc., Providence, Rhode
Island, 2nd edition, 2001. 239
[Preliminary] Menaldi November 11, 2016
400 Bibliography
[78] F. Lin and X. Yang. Geometric Measure Theory: An introduction. Science
Press Beijing, Beijing, 2002. 56, 161, 163
[79] P. Malliavin. Integration and Probability. Springer-Verlag, New York,
1995. 71, 161, 207, 219
[80] P. Mattila. Geometry of Sets and Measures in Euclidean Spaces. Cam-
bridge University Press, Cambridge, 1995. Fractals and rectifiability. 37,
56, 69, 70, 74, 158, 177
[81] P.A. Meyer. Un cours sus le inte´grales stochastiques. Se´minaire de Proba.
X, volume 511 of Lectures Notes in Mathematics, pages 246–400. Springer-
Verlag, Berlin, 1976. 204
[82] B. M. Miller and E. Y. Rubinovich. Impulsive control in continuous and
discrete-continuous systems. Kluwer Academic/Plenum Publishers, New
York, 2003. 227
[83] F. Morgan. Geometric measure theory. Academic Press, Boston, MA,
1988. A beginner’s guide. 54
[84] Y. Moschovakis. Notes on Set Theory. Springer, New York, 2nd edition,
2006. 3
[85] M. E. Munroe. Introduction to measure and integration. Addison-Wesley,
Cambridge, Mass., 1953. 56, 59
[86] I. P. Natanson. Theory of Functions of a Real Variable, Vols 1 and 2.
Frederick Ungar Publishing Co., New York, 1964. ix, 136
[87] J. Neveu. Bases Mathe´matiques du Calcul des Probabilite´s. Masson, Paris,
1970. 80, 91, 354
[88] T. Nishiura. Absolute Measurable Spaces. Cambridge University Press,
Cambridge, 2008. 36
[89] Sergei Ovchinnikov. Measure, integral, derivative. Springer, New York,
2013. A course on Lebesgue’s theory. 225, 229
[90] D. Pollard. A User’s Guide to Measure Theoretic Probability. Cambridge
University Press, Cambridge, 2002. ix, 48, 53, 85, 106, 108
[91] C.C. Pugh. Real Mathematical Analysis. Springer-Verlag, New York, 2002.
3, 8, 233
[92] I.K. Rana. An Introduction to Measure and Integration. Amer. Math.
Soc., Providence, Rhode Island, 2nd edition, 2002. 17, 22, 223, 229, 254,
258
[93] L.F. Richardson. Measure and Integration: A Concise Introduction to
Real Analysis. Wiley, New York, 2009. ix, 45, 76
[Preliminary] Menaldi November 11, 2016
Bibliography 401
[94] F. Riesz and B.S. Nagy. Functional analysis. Dover, New York, 1990. 136,
233, 252, 390
[95] R. T. Rockafellar. Convex analysis. Princeton University Press, Princeton,
NJ, 1997. 129
[96] C.A. Rogers. Hausdorff Measures. Cambridge Univ. Press, Cambridge,
2nd edition, 1998. 55, 161
[97] L.C.G. Rogers and D. Williams. Diffusions. Markov Processes and Mar-
tingales, volume 1: Foundations, 2: Itoˆ calculus. Cambridge Univ. Press,
Cambridge, 2nd edition, 2000. 91, 309
[98] H. Royden. Real Analysis. Prentice-Hall, Englewood Cliffs (NJ), 3rd
edition, 1988. See also 4Ed, H. Royden and P. Fitzpatrick, 2010. 1, 8, 11,
99
[99] W. Rudin. Principles of mathematical analysis. McGraw-Hill Book Co.,
New York, 3rd edition, 1976. 1, 10, 11, 136
[100] W. Rudin. Real and complex analysis. McGraw-Hill Book Co., New York,
3rd edition, 1987. 176
[101] W. Rudin. Functional analysis. International Series in Pure and Applied
Mathematics. McGraw-Hill Inc., New York, 2nd edition, 1991. 8
[102] S. Saks. Theory of Integral. G.E. Stechert & Co, Warszaw-Lwow, 2nd
edition, 1937. 223
[103] H.H. Schaefer. Topological Vector Spaces. Springer-Verlag, New York,
1971. 7
[104] R.L. Schilling. Measures, Integrals and Martingales. Cambridge University
Press, New York, 2005. 133, 177, 192
[105] M. Sharpe. General Theory of Markov Processes. Academic Press, New
York, 1988. 28
[106] G. E. Shilov and B. L. Gurevich. Integral, measure and derivative: a
unified approach. Dover, New York, 1977. 63, 136
[107] R. M. Smullyan and M. Fitting. Set Theory and the Continuum Problem.
Oxford Univ. Press, Oxford, 1996. 3
[108] E.M. Stein. Singular Integrals and Differentiability Properties of Func-
tions. Princeton University Press, Princeton, 1970. 221
[109] E.M. Stein and R. Shakarchi. Real Analysis: Measure Theory, Integration,
and Hilbert Spaces. Princeton University Press, Princeton, 2005. 209
[110] E.M. Stein and R. Shakarchi. Functional Analysis: Introduction to further
Topics in Analysis. Princeton University Press, Princeton, NJ, 2011. 252
[Preliminary] Menaldi November 11, 2016
402 Bibliography
[111] R.S. Strichartz. The way of analysis. Jones and Bartlett Publishers,
Boston, MA, 1995. 3, 71, 133
[112] K.R. Stromberg. Probability for Analysts. Chapman and Hall, New York,
1994. 64, 69, 129, 136, 163, 164, 207, 343
[113] C. Swartz. Measure, integration and function spaces. World Scientific
Publ., River Edge, NJ, 1994. ix, 229
[114] A.E. Taylor. General theory of functions and integration. Dover, New
York, 2nd edition, 1985. 11, 48, 63, 103, 107, 129, 177, 233, 300
[115] M.E. Taylor. Measure Theory and Integration. Am. Math. Soc., Provi-
dence, Rhode Island, 2006. 67, 71, 134, 149, 161, 223
[116] W. Trench. Introduction to Real Analysis. Prentice Hall, 2003. 1
[117] L.W. Tu. An Introduction to Manifolds. Springer, New York, 2nd edition,
2011. 155
[118] Z. Wang and G.J. Klir. Generalized measure theory. Springer, New York,
2009. 36
[119] R. Wheeden and A. Zygmund. Measure and Integral. Marcel Dekker, New
York, 1977. For Chapters 13 and 14 see the second edition, CRC Press,
Boca Raton, 2015. 66, 134, 221, 225, 233, 244, 344, 363, 364, 370, 379,
381
[120] J. Yeh. Real analysis: Theory of measure and integration. World Scientific
Publishing, Singapur, second edition, 2006. 48, 121, 129, 161
[121] J. Yeh. Problems and proofs in real analysis. World Scientific Publishing,
Singapur, 2014. Theory of measure and integration. 253
[122] K. Yosida. Functional Analysis. Springer-Verlag, New York, 1965. 1, 7,
10, 244, 249
[123] A.C. Zaanen. Continuity, integration and Fourier theory. Springer-Verlag,
Berlin, 1989. 244
[124] W.P. Ziemer. Weakly Differentiable Functions. Springer-Verlag, New
York, 1989. 169
[125] A. Zygmund. Trigonometric series. Vol. I, II. Cambridge University
Press, Cambridge, 3rd edition, 2002. 244
[Preliminary] Menaldi November 11, 2016
Index
µ-equicontinuous, 187
µ-uniformly integrable, 187
of order p, 198
µ∗-measurable, 37
σ-additive or countably additive, 33
p-uniformly integrable, 198
absolutely continuous, 228
additive or finitely additive, 33
almost everywhere, ix
measurable, 35
statement, 35, 115
almost surely, ix, 35
approx. by smooth functions, 211
atomic or discrete, 91
atoms, 19, 30
axiom of choice, 4, 66
Banach spaces, 7
Lp-duality, 205
reflexive, 206
Beppo Levi theorem, 96
Besicovitch covering, 70
Bessel inequality, 241
Borel measure
definition, 54
inner, 79
outer, regular, 71
regular, outer, 54
regular, Thm, 73
tight, 87
Borel space, 22
bounded set, 7
bounded variation, 227
canonical sample space, 26
Cantor set, 60, 288
Caratheodory
construction of measures, 38, 48
criterium of measurability, 55
extension of measures, 41
cardinal, count, 1
Cauchy sequence
in mean, 112
in measure, 108
in probability, 108
change of variable
in RS-integrals, 140
smooth, 133
complete space, 6
continuity of the translation, 212
continuum, hypothesis, 2
convergence
lim inf or Fatou, 97
dominate or Lebesgue, 97
in mean, 192
in measure, 109
in norm, 197
monotone or Beppo Levi, 96
strong, 246
weak, 246
weak*, 247
converges weakly, 246
convolution in Rd, 213
countability
first axiom of, 5
second axiom of, 6, 79
countable generated, 17
cumulative distribution, 59
cylinder set, 87
cylindrical sets, 20
Daniell-Riesz approach, 99, 101
definition
403
404 Bibliography
λ-class, 17
µ-equicontinuous, 187
σ-ring, σ-algebra, 15
(quasi-)integrable, 95
additive measure, 34
additive probability, 34
Borel outer measure, 71
classes of sets, 13
compact class, 82
inner or interior measure, 48
integral, 95
lattice class, 19
locally integrable, 213
measure, 34
measure space, 34
monotone class, 16
outer or exterior measure, 37
probability measure, 34
probability space, 34
Radon measure, 74
regular Borel outer meas., 71
separable class, 17
separable measurable space, 19
signed measure, 171
simple function, 27
summable, 95
transition measure, 103
transition probability, 103
uniformly integrability, 187
denumerable, countable, 2
diagonal argument, 248
Dirac measure, 34
discrete measure, viii
dual norm, 125
Dunford-Pettis criterium, 204, 249
Dynkin class, 18, 254
Egorov theorem, 111
essential supremum, 176, 177
Fatou thm or lemma, 97
first axiom of countability, 5
first-countable, 5
Frechet-Kolmogorov thm, 251
Fubini-Tonelli theorem, 106
functionals on C0(X,Rm), 207
functions
almost measurable, 116
equivalence class of, 115
essentially bounded, 119
locally integrable, 213
Ho¨lder inequality, 122
Haar measure, 234
Hahn-Jordan
decomposition, 171
Hamel basis, 10
Hausdorff
dissecting system, 85
maximal principle, 3
measure, 54
spaces, 5
Hausdorff dimension, 156
Hausdorff invariance, 160
Hausdorff measure, 155
Hilbert space, 7, 183
inner product, 7
integrable, viii
Jacobian, 161
Jensen’s inequality, 231
Jordan content, 147
Lebesgue
convergence theorem, 97
decomposition, 175
invariant under translations, 63
measure locally compact, 57
non-measurable set, 60, 289
points, 219, 221
primitive, 233
surface measure, 134, 153, 157
Lipschitz function, 162
locally, 213
locally compact, 7
Lusin
space, 90, 308
theorem, 113
maximal element, 3
maximal function, 220
measurable
[Preliminary] Menaldi November 11, 2016
Bibliography 405
essential sup or inf, 176
functions, 23
simple-function, 27
space, 19
step-function, 98
measure
µ∗-measurable set, 48
additive, 45
Caratheodory’s constr., 37
complete, 36
definition, 34
disintegration, 107
inner regular, 77
product of, 104
semi-finite, 47, 49, 55
support, 77
universal completion, 36
Minkowski inequality, 123, 124
mollification, 212
monotone class, 16
argument of, 17
monotone continuity
at ∅, 34
from above, 34
from below, 34
monotone convergence thm, 96
negligible, viii
negligible set, 35
norm, 7
normed space, 7
ordinal, 4
orthogonal
basis, 237
complement, 183
elements, 183
projection, 183, 184
set, 237
orthonormal basis, 237
orthonormal set, 237
partition of the unity, 152, 217, 218
point of density, 223, 364
point of dispersion, 223, 364
polar decomposition, 161
Polish space, 6, 22
pre-compact in Lp, 249
product σ-algebra, 20
product decomposition, 131
product measure, 104
quasi-integrable, viii, 95
Rademacher’s theorem, 169
Radon measure, 74, 80
Radon outer measure, 80
Radon-Nikodym theorem, 173
relation, RS and LS integrals, 137
Riemann integrable, 129, 130
Riemann integral, 127
Riemann integral definition, 129
Riemann-Lebesgue lemma, 243
Riemann-Stieltjes integral, 135
Riemann-Stieltjes, with jumps, 136
Riesz representation, 185
scalar product, 7
second axiom of countability, 6, 79
second-countable, 6, 79
sections, 25
semi-continuous Functions, 128
separability, 236
separable, 6, 17, 19, 20
sequentially compact, 6
set of atoms, viii
set-function
content or additive measure, 45
pre-measure, 45
signed measure
σ-finite, 171
absolutely continuous, 173
definition, 171
finite, 171
Hahn-Jordan thm, 171
Lebesgue thm, 175
negative set, 172
positive set, 172
Radon-Nikodym thm, 173
singular, 173
simple function, 27
singular function, 228
[Preliminary] Menaldi November 11, 2016
406 Bibliography
space of measures, 206
span or linear span, 237
spherical coordinates, 131
step function, 127
stochastic convergence, 119
Stone-Weierstrauss thm, 10
strong convergence, 246
surface measure, 134, 153, 157
Tietze’s extension, 8
topology, 20
totally bounded, 7
transfinite induction principle, 5
trigonometric series, 239
truncation, 212
uniform absolutely continuous, 191
uniform integrability, 187, 196
upper bound, 3
Urysohn’s lemma, 8
variation operator, 227
vector topological space, 7
Vitali theorem, 192
Vitali’s covering, 64, 65
Vitali-Hahn-Saks Theorem, 245
weak convergence, 246
weak-L1, 221
weakest topology, 20
Weierstrauss approximation, 9
Young inequality, 234
Zermelo’s axiom, 3
Zorn’s lemma, 3, 66
[Preliminary] Menaldi November 11, 2016
