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Abstract
The active plastic zone that surrounds the tip of a sharp crack growing
under plane strain Mode I loading conditions at a constant velocity in a
single crystal is studied. Both the characteristics of the plastic zone and
its effect on the macroscopic toughness is investigated in terms of crack tip
shielding due to plasticity (quantified by employing the Suo, Shih, and Varias
set-up). Three single crystals (FCC, BCC, HCP) are modelled in a steady-
state elastic visco-plastic framework, with emphasis on the influence rate-
sensitivity and crystal structures. Distinct velocity discontinuities at the
crack tip predicted by Rice [Rice J.R., 1987. Tensile crack tip fields in elastic-
ideally plastic crystals. Mech. Mater. 6, pp. 317-335] for quasi-static crack
growth are confirmed through the numerical simulations and highly refined
details are revealed. Through a detailed study, it is demonstrated that the
largest shielding effect develops in HCP crystals, while the lowest shielding
exists for FCC crystals. Rate-sensitivity is found to affect the plastic zone
size, but the characteristics overall remain similar for each individual crystal
structure. An increasing rate-sensitivity at low crack velocities monotonically
increases the crack tip shielding, whereas the opposite behaviour is observed
at high velocities. This observation leads to the existence of a characteristic
velocity at which the crack tip shielding becomes independent of the rate-
sensitivity.
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1. Introduction1
The active plastic zone that surrounds a crack tip has a significant in-2
fluence on the fracture toughness (a composition of plastic dissipation and3
the work of separation), and it is the primary condition for obtaining stable4
crack growth. The near tip plastic zone acts as a shield against the elastic far5
field, which follows the well-known
√
r-singularity in the stresses, and in this6
way plasticity increases the toughness of the material both by dissipating7
energy and by lowering the near tip stress field. The active plastic zone, that8
surrounds the crack tip, will follow the tip during growth and create a wake9
of residual plastic strains as the material elastically unloads on the trailing10
edge. In the regions of unloading, close to the crack face, reversed plastic11
straining can occur. This results in continued yielding of the material, but12
in the opposite direction. A wide range of parameters, that describes both13
the material and the loading, have an influence on the development of the14
near tip plastic zones, and thus also on the macroscopic fracture toughness.15
In particular, the strain hardening of the material, governing plastic defor-16
mation, is known to influence the energy dissipation and thereby affects the17
energy required for the crack to advance. Thus, the strain rate hardening,18
that follows from rate-sensitivity, must be expected to share a similar effect19
on the shielding and the material toughness. The effect of the viscous be-20
haviour was brought out in e.g. Nielsen and Niordson (2012a) for a Mode I21
crack travelling at steady-state in an isotropic material. Their study revealed22
a significant increase in the crack tip shielding for slowly growing cracks com-23
pared to a fast growing crack. Moreover, the study of Nielsen and Niordson24
(2012a) showed that in-between what is characterised as a slowly and a fast25
growing crack, a velocity leading to the rate-independent toughness can be26
determined.27
Published studies on fracture toughness mainly considers isotropic ma-28
terials (see e.g. Dean and Hutchinson, 1980; Hui, 1983; Suo et al., 1993;29
Tvergaard, 1997; Wei and Hutchinson, 1999; Nielsen and Niordson, 2012a).30
However, single crystals have been in focus due to their brittle to ductile31
transition temperature (see e.g. Roberts et al., 1993; Tarleton and Roberts,32
2009) as-well as their distinct crack tip plastic fields (see e.g. Rice, 1987; Rice33
et al., 1990; Ortiz et al., 1992). Both static, quasi-static and dynamic cases34
ranging over both analytical and numerical calculations have been pursued.35
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The effort in these studies has been put on determining and proving the ex-36
istence of specific characteristics of the material behaviour in the vicinity of37
the crack tip. In single crystals, the crack tip characteristics reveal them-38
selves as angular sectors separated by either stress or velocity discontinuities39
(depending on whether the crack is static or growing quasi-statically). The40
numerical quasi-static case performed by Rice et al. (1990) is based on a41
traditional Lagrangian framework with a crack growing though a transient42
phase until steady-state is achieved. Here, accepting a sparse discretization43
of the domain of interest to make the computations feasible. However, this44
has been improved significantly in the present study by adopting the steady-45
state approach by Dean and Hutchinson (1980) which directly brings out the46
field of interest and allows focusing the computational effort. Moreover, by47
combining the computational framework with the SSV-model proposed by48
Suo et al. (1993), a direct comparison of the crack tip shielding for various49
crystal structures can be conducted in a rigorous manner.50
The goal of the present study is to analyse quasi-static crack growth in51
rate-sensitive single crystals (FCC, BCC, HCP) under Mode I loading. In52
this way, the study has two parts; I) The first part is an investigation of the53
characteristics of the plastic zone surrounding the crack tip for the different54
crystallographic structures. This enables comparison to the work of Rice55
(1987) and Rice et al. (1990), but also sheds new light on the problem as the56
true steady-state is obtained within a modified boundary layer framework.57
The effect of rate-sensitivity on the plastic zones will be brought out; II)58
The second part of the study investigates the macroscopic crack tip shielding59
under the assumption that the failure of the material is controlled by cleavage60
cracking. The analysis of the shielding is based on the SSV-model by Suo61
et al. (1993), which facilitates an energy based fracture criterion evaluated62
by the J-integral. The effect of rate-sensitivity is of primary concern as the63
viscous behaviour significantly influences the plastic field.64
The paper is divided into the following sections: The modified bound-65
ary value formulation is presented in Section 2, the material model and the66
numerical formulation are presented in Section 3, validation and results are67
presented in Section 4, and at last some concluding remarks are given in Sec-68
tion 5. Index notation including Einstein’s summation convention is used,69
and the notation ( ˙ ) signifies a time derived quantity.70
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2. Problem71
The study is conducted under small scale yielding and treated as quasi-
static i.e. the effect of inertia is neglected. A Mode I far field loading is
applied on the outer boundary of the discretized material domain (illustrated
in Fig. 1) according to the modified boundary layer formulation (Dean and
Hutchinson, 1980), whereby the far field loading is controlled by the stress
intensity factor KI
σij =
KI√
2pir
fij(θ) (1)
where r and θ are polar coordinates related to the crack tip position and
fij(θ) are dimensionless mode functions. By introducing a reference plastic
zone size parameter, R0, depending on a reference stress intensity factor, K0,
as
R0 =
(
K0
τ0
)2
, and K0 =
√
EΓtip
1− ν2 (2)
the energy release rate at the crack tip, Γtip (microscopic fracture energy),72
can be used as a local linear elastic fracture criterion (Jtip = Γtip) facilitated73
by modelling the SSV domain as will be described in Section 3.3. The macro-74
scopic fracture energy, Jss, is related to the stress intensity factor KI , applied75
at the boundary (see Fig. 1), through a relation similar to Eq. (2).76
The crack growth problem is analysed in the 2D plane strain steady-77
state framework suggested by Dean and Hutchinson (1980), whereby the78
crack propagates at a constant velocity, a˙. The numerical procedure iterates79
directly on the stationary condition where the stress and strain field becomes80
constant to an observer that follows the crack tip.81
The 2D plane strain case is of special interest as these studies allow for82
detailed experimental investigations (see e.g. Kysar et al., 2005; Dahlberg83
et al., 2014). In order to analyse a material with a 3D crystallographic84
structure in a 2D plane strain setting, it is necessary to invoke effective slip85
systems by combining the out-of-plane slip systems to equivalent in plane86
slip systems (particularly for the FCC and BCC structures). A description87
of the effective slip systems can be found in Section 2.1.88
The single crystal structures investigated belongs to the three families89
most commonly found in metals; the face centered cubic (FCC), the body90
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centered cubic (BCC), and the hexagonal close packed (HCP). It should be91
mentioned, however, that cleavage cracking is not equally likely in all crystal92
structures. It is rather unlikely for cleavage to occur in an FCC crystal93
since ample slip systems for ductile behaviour exist at all temperatures for94
this particular crystal structure. At low temperatures, cleavage can occur in95
BCC crystal as only a limited number of active slip systems exist. Cleavage96
is also likely to be observed in HCP crystals as few slip systems are active97
(Anderson, 2005).98
Since the material model is based on an elastic visco-plasticity theory,99
a definition of the active plastic zone that engulfs the crack tip is required.100
The quantity utilized in the present work is based on the absolute value of101
the accumulated slip rate, Λ˙ =
∑
α |γ˙(α)|, as suggested by Rice et al. (1990).102
The material properties adopted for the study can be found in Tab. 1.103
2.1. Effective Slip Systems104
To create a 2D plane strain deformation of the single crystals specific ori-105
entations are required, such that any out of plane action from one slip system106
are cancelled by one or more other slip systems (see e.g. Rice, 1987; Kysar107
et al., 2005; Niordson and Kysar, 2014). By considering the symmetry plane108
(1¯01) for plane strain deformation in FCC and BCC crystals, crystallographic109
slip systems can be combined pairwise into equivalent so-called effective slip110
systems where the pair is activated equally with respect to the slip such111
that out-of-plane actions cancel out. In FCC crystals, three such effective112
slip systems exist which are denoted (α), while the two crystallographic slip113
systems combined into each effective slip system are denoted (αa) and (αb).114
This can be envisioned by for example having an equal amount of slip on the115
(111) plane in the [11¯0] and [01¯1] direction (see fig. 2) which effectively corre-116
sponds to slip in the [12¯1] direction. For BCC crystals, only one effective slip117
system is constructed as the other crystallographic slip systems are already118
in the plane of interest. This effective slip system is constructed from Fig. 2119
by having an equal amount of slip on the (101) plane in the [1¯1¯1] and [11¯1¯]120
direction corresponding to slip in the [02¯0] direction. For an HCP crystal,121
oriented such that the basal plane (0001) is in the plane of the deformation,122
no effective slip systems are needed and existing prismatic crystallographic123
slip systems are modelled directly. The parameters and method for determin-124
ing the effective slip systems are adopted from Rice (1987) and Niordson and125
Kysar (2014). Table 2 presents the individual crystallographic slip systems,126
the corresponding effective slip systems, and the crack orientation used in the127
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analysis (also illustrated in Fig. 3). In Tab. 2, β(α) is the effective parameter,128
describing the relation between the slip on the crystallographic slip systems129
and the corresponding effective slip system, ensuring equivalent deformation.130
The parameter λ(α), gives the relation between the resolved shear stress on131
the crystallographic slip systems and the corresponding effective slip system.132
The scaling of the resolved shear stress and slip, when utilizing the effective133
systems, can thereby be expressed as the initial slip resistance, τ0, and the134
reference strain rate, γ˙0, multiplied by λ
(α) and β(α) (see Tab. 2 for specific135
values), respectively. Hence, each effective slip system will have its own value136
of the slip resistance and reference strain rate according to137
τ
(α)
0 = λ
(α)τ0, and γ˙
(α)
0 = β
(α)γ˙0. (3)
As will be shown from the numerical results (see Section 4), the added138
corrections to the individual effective slip systems severely influence the ap-139
pearance of the plastic zone that travels with the propagating crack tip.140
3. Numerical Framework141
3.1. Rate-sensitive Material Model142
A small strain formulation is employed where the total strain, εij, is de-
termined from the displacement, such that εij = (ui,j + uj,i)/2, which is
decomposed into an elastic part, εeij, and a plastic part, ε
p
ij (εij = ε
e
ij + ε
p
ij).
Based on the strain field, the stress field is determined from the elastic rela-
tionship; σij = Lijkl(εkl−εpkl), where Lijkl is the elastic stiffness tensor. The
total plastic strain rate, ε˙pij, in a single crystal is determined by summation
over all slip systems, α, according to
ε˙pij =
∑
α
γ˙(α)P
(α)
ij , P
(α)
ij =
1
2
(
s
(α)
i m
(α)
j +m
(α)
i s
(α)
j
)
(4)
where P
(α)
ij is the Schmid orientation tensor, γ˙
(α) is the slip rate on a specific
slip system, and s
(α)
i and m
(α)
i are two unit vectors defining the slip direction
and the slip plane normal, respectively (see Fig. 3). The slip rate on each slip
system, α, is based on the visco-plastic power law slip rate relation proposed
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by Hutchinson (1976)
γ˙(α) = γ˙0sgn
(
τ (α)
)( |τ (α)|
g(α)
)1/m
(5)
where τ (α) = σijm
(α)
i s
(α)
j is the resolved shear stress and g
(α) is the slip resis-143
tance evolving during plastic straining (the elasticity is assumed isotropic i.e.144
effects of elastic anisotropy are ignored). The relationship between the slip145
resistance, g(α), and the plastic straining is given by the power law relation;146
g(α) = τ0(1+G|γ(α)acc |/τ0)N , where G is the shear modulus and γ(α)acc =
∫ |γ˙(α)|dt147
is the accumulated slip on slip system (α). It is evident from the slip resis-148
tance function that only self-hardening is considered in this study i.e. the149
hardening on a slip system is solely a result of slip on the system itself. Latent150
hardening, where slip on one system can affect another system, is neglected151
for simplicity. Furthermore, the role of twinning, which may be of impor-152
tance in some metals (e.g. Mg and TiAl alloys), is not treated, however,153
for a more comprehensive study of these specific alloys the effect should be154
included.155
According to Eq. (5), the rate-sensitivity of the material response in-156
creases as the rate-sensitivity exponent, m, increases and vice versa. This157
also implies that for m → 0, the constitutive material model approach the158
response of the rate-independent material.159
3.2. Steady-State Approach160
The present study analyses the plastic zone that surrounds the tip of a161
sharp cleavage crack, growing at constant velocity, to bring out its effect162
on the material toughness (the shielding ratio). In doing so, a steady-state163
framework is an ideal choice as it directly brings out details on the crack tip164
conditions in a frame translating with the moving crack tip. In addition, the165
numerics also have the benefit of avoiding to explicitly model the transient166
period from crack initiation to steady-state growth. The steady-state finite167
element model employed in the present study is based on the early work of168
Dean and Hutchinson (1980). The steady-state condition for a continuously169
growing crack is described as the condition where the field quantities that170
surrounds the crack tip remains unchanged relative to an observer located171
at the crack tip. The steady-state condition states that any time derived172
quantity, f˙ , in the constitutive model can be related to a spatial derivative173
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through the velocity, a˙, along a streamline, according to the relation f˙ =174
−a˙∂f/∂x1 (the minus sign is due to material flow in the negative x1-direction175
as illustrated in Fig. 1). Thus, any incremental quantity at a given material176
point (x∗1, x
∗
2), can be evaluated by integrating along a streamline, starting177
upstream in the elastic zone well in front of the crack tip (x01, x
∗
2) and ending178
at the point of interest downstream (x∗1, x
∗
2) (see e.g. Juul et al., 2017). The179
point of interest (x∗1, x
∗
2) will then contain the load history of all upstream180
points. The streamline integration procedure is performed with a classical181
forward Euler integration scheme.182
In the adopted steady-state framework, the displacement field, ui, is de-183
termined based on the conventional principle of virtual work (PWV) for184
quasi-static problems185 ∫
V
LijklεklδεijdV =
∫
S
TiδuidS +
∫
V
Lijklε
p
klδεijdV (6)
where Ti = σijnj is the surface traction. The volume analysed is denoted V ,186
and S is the bounding surface, with nj denoting the unit outward normal187
vector.188
The implementation of the virtual work principle follow a procedure sim-189
ilar to the one suggested by Nielsen and Niordson (2012a) for an isotropic190
visco-plastic steady-state model with the exception that kinematic relations191
for a single crystalline material is employed here. This implementation pro-192
cedure also slightly deviate from the work of Dean and Hutchinson (1980),193
as this is a time dependent model. For a time dependent model, the his-194
tory dependence will enter through the plastic strain instead of through the195
stresses as in the original procedure (the plastic strains are streamline in-196
tegrated rather than the stresses). The virtual work principle in Eq. (6)197
has been discretized using a quadratic 8-node isoparametric element with re-198
duced Gauss integration (2× 2 Gauss points). The pseudo algorithm for the199
rate-sensitive steady-state procedure in single crystals is as follows (n refers200
to the iterative step):201
1. The plastic strain from the previous iteration, ε
p(n−1)
ij , is used to deter-202
mine the current displacement field, u
(n)
i , from the principle of virtual203
work in Eq. (6).204
2. The total strain, ε
(n)
ij , is determined based on the displacement field,205
u
(n)
i .206
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3. The slip and plastic strain fields are determined by the streamline in-207
tegration procedure.208
(a) First the spatial derivative of the slip (on the individual slip planes)
and total plastic strains are determined by utilizing the steady-
state relation (∂f/∂x1 = −f˙/a˙)
∂γ(α)
∂x1
= − γ˙0
a˙
sgn
(
τ (α)
)( |τ (α)|
g(α)
)1/m
(7)
∂εpij
∂x1
=
∑
α
∂γ(α)
∂x1
P
(α)
ij (8)
(b) Secondly, the current slip γ(α)(n) on each system and the current209
plastic strains, ε
p(n)
ij , are determined from the spatial derivatives210
by performing the streamline integration211
γ(α)(n) =
∫ x∗1
x01
∂γ(α)
∂x1
dx1, and ε
p(n)
ij =
∫ x∗1
x01
∂ε
(p)
ij
∂x1
dx1. (9)
4. The current stress field σ
(n)
ij is determined using the elastic constitutive212
relation.213
5. Step 1 through 4 is repeated by feeding the newly found plastic strain214
into the right hand side of the PWV in Eq. (6) until convergence is215
obtained.216
The iterative procedure is initiated by using the purely elastic solution217
to the problem i.e. γ(α) = 0 for the first step. The numerical stability of the218
steady-state algorithm has been found to be very sensitive to various param-219
eters, and especially for low rate-sensitivity exponents, m, difficulties with220
obtaining convergence is encountered. In order to improve the numerical sta-221
bility of the algorithm, changes have been made to the original procedure by222
Dean and Hutchinson (1980). The changes follow the suggestion by Niord-223
son (2001) and Nielsen and Niordson (2012a), where subincrement between224
Gauss points are introduced in the streamline procedure.225
The steady-state model for single crystals has proven difficult to validate226
as limited literature exists on the topic. Thus, besides comparing to the ana-227
lytical and numerical results of Rice (1987); Rice et al. (1990), the model has228
9
been compared to a strict plane strain isotropic model developed separately.229
By systematically adding more slip systems a field matching the isotropic230
model prediction was achieved.231
3.3. The SSV model232
Suo et al. (1993) presented a framework (the SSV-model) for cleavage233
cracking surrounded by pre-existing dislocations. This model has been cho-234
sen as it offers a simple and very robust method to evaluate the crack tip235
shielding. The SSV-model is based on the assumption that no dislocations236
are emitted from the crack front. This statement requires that the disloca-237
tion spacing is much larger than the lattice constant, whereby the probability238
for a pre-existing dislocation to blunt a major part of the crack tip is minor.239
When no dislocations are emitted from the crack tip, the crack will propa-240
gate by atomic separation, and thereby remain infinity sharp. Within this241
region, where no dislocations are present, the material will therefore behave242
elastically. When relating this to the numerical steady-state procedure, this243
means that the crack is embedded within a thin material strip of height 2D244
(see Fig. 1), which behaves elastically (the influence of the SSV domain ge-245
ometry is investigated in Tvergaard, 1997). As the crack tip is embedded246
in an elastic zone, linear elastic fracture mechanics applies, and the energy247
release rate can be evaluated by the J-integral following the procedure of248
Shih et al. (1986). When applying the J-integral (within the elastic SSV249
domain), the corresponding fracture criterion is Jtip = Γtip, where Γtip de-250
notes the energy release rate required for the crack to advance. It should be251
mentioned that the SSV-model is not valid if the length of the separation252
zone at the crack tip becomes comparable to the magnitude of the elastic253
strip, D. Thus, the SSV-model is only valid for materials in which fracture254
is dominated by cleavage or atomic separation (see detailed discussion in255
e.g. Wei and Hutchinson, 1999). The height of the SSV domain can either256
be regarded as a material fitting parameter (Suo et al., 1993) or it can be257
estimated using dislocation theory (Beltz et al., 1996; Lipkin et al., 1996).258
Based on the problem presented in Section 2, the crack tip shielding
ratio, Jss/Jtip, is governed by the dimensional analysis conducted by Wei
and Hutchinson (1999), where Jss is the remotely applied energy release
rate. This dimensional analysis states that the shielding ratio at steady-
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state is given by
Jss
Jtip
= F
(
a˙
R0γ˙0
,
R0
D
,
τ0
G
,N,m, ν
)
(10)
where the quantity a˙/(R0γ˙0) will be denoted ζ, to represent a dimensionless259
velocity. The parameter groups identified in Eq. (10) are therefore of key260
interest in developing a parametric understanding of crack growth in single261
crystals.262
4. Results263
The mesh employed in the model contains 102400 elements and is grad-264
ually scaled in two directions to obtain a very fine mesh in the vicinity of265
the crack tip where details are required. Approximately 19000 of the 102400266
elements are concentrated within a region comparable to the plastic zone size267
in order to give a detailed solution.268
4.1. Active Plastic Zones in Single Crystals269
The first part of the results concerns the active plastic zone in the vicinity270
of the crack tip. These fields have previously been studied by Rice (1987)271
and Rice et al. (1990) for quasi-static crack growth, both analytically and272
numerically. In Rice (1987), analytical results showed that distinct zones, in-273
volving unloading and reloading to the yield point, takes place in the vicinity274
of the crack tip (see Fig. 4). These zones are seen as angular sectors which275
are separated by discontinuities in the velocity field at very specific locations276
related to the crystal orientation. The angles separating the sectors are char-277
acterized by being either perpendicular or parallel to the slip systems. The278
original analysis by Rice (1987) relies on perfectly plastic material behaviour279
(N → 0), in the rate-independent limit (m→ 0), under Mode I loading con-280
dition. Rice (1987) presented analytical results for crack growth in the [101]281
direction with the crack plane orthogonal to the [010] direction, for both the282
FCC and BCC crystal structures. These crystal structures prove to have the283
same angular locations of the discontinuities since the effective slip systems284
in FCC and BCC crystal structures are perpendicular to each other.285
In a later study, Rice et al. (1990) conducted a numerical investigation of286
the FCC structure in a quasi-static setting, validating the analytical results,287
by analysing the near tip plastic zone of a propagating crack. Direct com-288
parison to the numerical results of Rice et al. (1990), is unfortunately not289
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possible as the propagation velocity in that particular analysis is unknown.290
Despite this, the results can still be compared qualitatively. To improve on291
these early results and bring out the effect of rate-sensitivity, the active plas-292
tic zones for steady-state growth is presented in Figs. 5, 6, and 7 for FCC,293
BCC, and HCP crystal structures, respectively. Here, the zones are shown294
for different rate-sensitivity exponents, m, and a constant growth velocity of295
ζ = a˙/(R0γ˙0) = 1000. The criterion for plasticity in the vicinity of the crack296
tip has been adopted from Rice et al. (1990), and it is based on the accu-297
mulated slip (Λ˙ =
∑
α |γ˙α|). However, it should be mentioned that in the298
results of Rice et al. (1990), Λ˙ is normalized by τ0/G, whereas here it is nor-299
malized by ζγ˙0τ0/G in order to obtain non-dimensionality and comparable300
fields across a large velocity span.301
In contrast to Rice et al. (1990), who relied on a crack growing transiently302
until it reaches steady-state, the results in Figs. 5-7 provide detailed steady-303
state results for the plastic zone. Moreover, the purpose build framework304
allows the computational effort to be focused on the crack tip such that305
highly refined discretization can be employed. Comparing the findings of306
Rice et al. (1990) (numerical results for the FCC crystal), to the results307
presented in Fig. 5a reveals a striking match. Similar features, consisting308
of two large active plastic features, B and D , and a plastic wake, A ,309
are observed. The expected velocity discontinuities illustrated by the white310
regions (zones of largely concentrated plastic straining), correspond to the311
prediction by Rice (1987) (see Fig. 4) with discontinuities at 54.7◦ and312
125.3◦ and moreover, the size of the plastic features are of the same order313
of magnitude. The plastic feature denoted B is, however, somewhat longer314
compared to feature D in the present results. One possible explanation of315
this could be that the solution in Rice et al. (1990), remains to fully reach316
the steady-state. In their corresponding field for a stationary crack, Rice317
et al. (1990) demonstrates a much different appearance of features B and318
D (where feature B is almost absent), thus the features will have to evolve319
significantly and become constant before the steady-state is reached. Another320
significant difference between the two studies is the level of refinement as the321
adopted steady-state approach allows focusing the discretization. E.g. both322
the feature C and protrusion on the leading edge of feature D (vaguely323
visible in Rice et al., 1990) stands out very clearly. By increasing the rate-324
sensitivity (see Fig. 5b), the active plastic zones increases in size, however,325
their characteristics remain similar, with the exception that the inclination of326
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feature B seems to be diminishing with increasing rate-sensitivity exponent,327
m (both for slowly and fast growing cracks).328
Figure 6 presents similar, but new, results for the BCC crystal structure.329
Nowhere is a numerical comparison basis found, but according to Rice (1987),330
identical regions and velocity discontinuities, as for the FCC crystal, should331
be observed in the BCC crystal. This is confirmed in Fig. 6a for low rate-332
sensitivity exponent, m. Comparing the active plastic region for the FCC and333
BCC cases reveal large similarities, however, the two active plastic features,334
B and D , are slightly larger for the BCC structure, while the wake, A , is335
approximately the same size. The difference in magnitude can be explained336
by the effective slip systems found in Tab. 2. Only the 90◦ plane in a BCC337
crystal is an effective plane which has higher effective resistance to slip due338
to the scaling from Eq. (3). On the other hand, all planes for the FCC339
crystal are effective planes and thereby get a higher effective resistance to340
slip, resulting in a smaller plastic zone. Besides the difference in magnitude,341
the development of the small active plastic feature at C is not seen for342
the BCC crystal structure at low rate-sensitivity. However, at larger rate-343
sensitivity, this feature becomes evident and a larger similarity to results for344
the FCC crystal structure shows (compare Figs. 5b and 6b).345
Lastly, the results for an HCP crystal structure is presented in Fig. 7.346
The results for the HCP crystal show a very different magnitude of the active347
plastic zones compared to both the FCC and BCC crystals. Comparing the348
results for low rate-sensitivity exponent, m, in Fig. 7a to the corresponding349
FCC crystal results (Fig. 5a), the feature C has now become much more350
dominant and the wake, A , has also increased significantly in magnitude.351
As for the difference between the FCC and BCC crystals, the change in the352
plastic zone for the HCP crystal is tied to the corrections of the slip systems353
according to Eq. (3) (or the lack hereof). The HCP crystal structure has354
three active slip systems in the 2D plane meaning that creating effective sys-355
tems are not needed and thus no corrections on the slip systems are imposed.356
Unfortunately, analytical results are yet to be developed for the HCP crystal357
structure, and a basis for comparison is missing. However, from the findings358
in Fig. 7a it is seen that the location of the velocity discontinuities obeys359
the conditions of being either perpendicular or parallel to the slip systems360
(as for both FCC and BCC crystals). When comparing to the discontinu-361
ities of the FCC and BCC crystals, an additional discontinuity is seen at362
feature C , while the features B and D are closer together (smaller angle363
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between discontinuities) due to the 60◦ angle between active planes in the364
HCP crystal.365
By increasing the rate-sensitivity exponent, m, the active plastic zones366
grow, just as for FCC and BCC crystals. However, due to the existence of367
the more significant plastic feature C , the three zones which stay disjunct368
for low rate-sensitivity now merge into one (the same tendency is expected369
for FCC and BCC crystals, however, a larger rate-sensitivity exponent, m,370
would be required). Common for all crystals are that changes in the velocity371
influence the magnitude of the plastic zone, but the proportions between the372
individual features remain largely unchanged.373
4.2. Crack Tip Shielding Ratio in Single Crystals374
The SSV-model is now introduced to investigate the shielding effect of the375
plastic zones for the individual crystal structures. The following studies are376
conducted under what is referred to as fast and slow crack growth, where the377
dimensionless crack velocity is ζ = 1000 and ζ = 10, respectively (recall that378
ζ = a˙/(R0γ˙0)). It should be noted that the fast growing crack is not reaching379
velocities where dynamic effects become important and thus it can still be380
handled as quasi-static crack growth where inertia effects are neglected.381
Figure 8 presents the shielding ratio as a function of the height of the382
elastic (dislocation free) SSV-region for both a slowly (Fig. 8a) and a fast383
(Fig. 8b) growing crack under Mode I loading. Here, displaying results for384
the both FCC, BCC, and HCP crystal structures. Common for both the fast385
and slowly growing crack, in all crystal structures, is the increase in crack tip386
shielding as the SSV region becomes thinner (R0/D increases). Comparing387
the three different crystal structures it is found that the largest shielding ratio388
occurs for HCP crystals, while the lowest is found for FCC crystals. This is389
in good agreement with the correction parameters stated in Tab. 2, where390
the FCC crystal structure will exhibit the largest resistance against plastic391
deformation and thereby the smallest plastic zone to shield the crack tip. In392
contrast, the HCP crystal has the lowest resistance (no correction imposed,393
as effective systems are not required), and thereby a large plastic zone, that394
gives rise to a large shielding effect (consistent with previous observations395
in Figs. 5, 6, and 7). The BCC crystal structure has only one effective slip396
system, providing additional resistance, and therefore exhibits a crack tip397
shielding between the FCC and HCP crystal.398
The effect of varying the hardening exponent, N , for a constant rate-399
sensitivity exponent, m, is brought out in Fig. 9. Here, a limited difference400
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between the slow and fast cracks is found since the rate-sensitivity exponent,401
m, is maintained fairly low. Regardless of the crack velocity, the same ten-402
dency as previously observed, regarding the highest shielding ratio for HCP403
crystals and the lowest for FCC crystals, still holds. For both the slow (Fig.404
9a) and the fast crack (Fig. 9b) a decreasing hardening exponent, N , results405
in an increasing crack tip shielding due to more plastic deformation.406
Another interesting observation, when comparing the fast and slowly407
growing cracks, regardless of the crystal structure, is the influence of the408
rate-sensitivity on the shielding ratio. For the slowly growing crack (Fig.409
8a), the shielding is monotonically increasing with increasing rate-sensitivity410
exponent, m, while the opposite effect of a monotonically decreasing shield-411
ing is seen for the fast growing crack (Fig. 8b). The monotonic increase412
(decrease), for the low (high) velocity, naturally implies that the lines for413
different rate-sensitivities must intersect at one uniquely defined velocity (in414
accordance with the findings of Nielsen and Niordson (2012a) for isotropic415
materials). This behaviour is related to the rate dependency introduced416
through Eq (5) and it is not specific to isotropic nor single crystalline mate-417
rials. The phenomenon can be explained by the same statement as Nielsen418
and Niordson (2012a) put forward which is based on the time aspect of the419
rate-sensitive model. Stress build-up or relaxation of the material occurs in420
the vicinity of the crack tip depending on the combination of velocity and421
rate-sensitivity. At low velocities, the material is given time to relax during422
the crack growth resulting in larger plastic strains i.e. more plastic dissipa-423
tion and thus a larger shielding. In the opposite case where high velocities424
prevail, the relaxation is limited and leads to higher stresses (less plasticity)425
in the vicinity of the crack tip and thus lower shielding. This behaviour is426
largely dependent on the rate-sensitivity exponent, m, which will make the427
effect more or less pronounced.428
To investigate the phenomena of a characteristic velocity, the uniquely429
defined intersection of the curves is further investigated in Fig. 10, where430
the shielding ratio is displayed as function of the dimensionless velocity,431
ζ = a˙/(R0γ˙0), for all three crystal structures. Clearly, it is common for432
all that a characteristic crack growth velocity exists (for fixed height of the433
SSV domain, R0/D, and hardening exponent, N), at which the shielding434
becomes independent of the rate-sensitivity exponent, m. This despite that435
the plastic zones may vary for different rate-sensitivities at this velocity. The436
existence of this characteristic velocity, however, opens up for the possibility437
of studying the rate-independent response using a rate-dependent model (see438
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also discussion in Nielsen et al., 2012b).439
From Fig. 10 it is noticed that the characteristic velocity for the BCC and440
HCP crystals are very close, with the BCC crystal having a slightly larger441
value, whereas the characteristic velocity for the FCC crystal is significantly442
larger. Moreover, it is worth mentioning that the characteristic velocity for443
the HCP crystal in Fig. 10a (low hardening), is slightly off compared to the444
intersection in Fig. 10b (high hardening). A less distinct intersection of the445
curves is generally observed when the amount of plasticity is increasing in446
the problem as the large plastic zone tends to give difficulties in obtaining447
convergence.448
5. Concluding Remarks449
The active plastic zone that travels with a steadily growing crack in var-450
ious single crystals have been analysed in detail. The crack is modelled in451
a steady-state framework where it is subject to Mode I loading in a rate-452
sensitive material setting. In accordance with Rice (1987), distinct sectors453
that divide the domain near the crack tip have been identified for the three454
most commonly encountered crystal structures in metals (FCC, BCC, and455
HCP). The size and shape of the plastic zone significantly affect the macro-456
scopic fracture toughness of the material (the crack tip shielding ratio) as457
investigated by applying the SSV model (Suo et al., 1993). The main focus458
is on the effect of rate-sensitivity as-well as the effect of changing the crystal459
structures. The key findings are:460
• Numerical simulation of single crystal indeed reveal discontinuities cor-461
responding to the analytical results of Rice (1987), which are either per-462
pendicular or parallel to the slip systems. Comparing results for low463
and high rate-sensitivity reveals that the active plastic zone changes464
in size, but the characteristics remain largely unchanged. The active465
plastic zone is very similar for the FCC and BCC crystal structures,466
while the HCP crystal structure differs substantially. This is linked to467
the scaling factors that affect plastic flow on the effective slip systems468
in the adopted 2D plane strain setting. The magnitude of the active469
plastic zone is smallest for the FCC crystal and largest for the HCP470
crystal.471
• The shielding ratio is smallest for the FCC crystal and largest for the472
HCP crystal, consistent with the magnitude of the plastic zones for473
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the two different crystal structures. Generally, the shielding ratio is474
observed to increase with R0/D. As R0/D increases, the SSV domain475
decreases in height, which in turn result in more plastic dissipation that476
contributes to the crack tip shielding. The shielding ratio also increases477
for a decreasing hardening exponent, N , by the same argument, namely478
that the plastic dissipation is increasing.479
• At low velocities, increasing rate-sensitivity leads to a monotonically480
increasing crack tip shielding ratio, whereas the opposite is observed for481
high velocities. This monotonically increase/decrease in the response482
lead to the finding of a characteristic velocity at which the shielding483
ratio becomes independent of the rate-sensitivity. The BCC and HCP484
crystal structures are found to have similar characteristic velocities (the485
BCC structure is slightly larger than the HCP structure), whereas the486
FCC crystal structure has a significantly larger characteristic velocity.487
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Figure 1: Mode I crack growth at steady-state in rate-sensitive crystal plastic
material. The SSV domain provide an elastic strip embedded in the steady-state
domain (SS domain). The crack is loaded with an elastic KI far field.
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Figure 2: FCC and BCC crystal structure with the crack front along the [101¯]
direction in the (010) crack plane (Rice, 1987).
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Figure 3: Mode I crack growth in single crystal with three and four Miller indices
representing FCC/BCC and HCP, respectively. The sharp crack front is along the
[101¯]/[0001] direction and the three effective slip systems are oriented as shown for
FCC, BCC and HCP crystal structures.
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Figure 4: Velocity discontinuities and angle of secondary plastic zone at a steadily
moving crack tip creating angular sectors for FCC and BCC crystals according to
Rice (1987).
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Figure 5: Accumulated slip rate, Λ˙, for steady-state crack growth in perfectly
plastic single crystal showing the plastic region, Λ˙G/(ζγ˙0τ0) ≥ 1, (black region)
and a region of highly concentrated plastic straining, Λ˙G/(ζγ˙0τ0) ≥ 2000, (white
region) in an FCC crystal for constant crack velocity ζ = 1000 with (a) m = 0.01,
and (b) m = 0.05.
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Figure 6: Accumulated slip rate, Λ˙, for steady-state crack growth in perfectly
plastic single crystal showing the plastic region, Λ˙G/(ζγ˙0τ0) ≥ 1, (black region)
and a region of highly concentrated plastic straining, Λ˙G/(ζγ˙0τ0) ≥ 2000, (white
region) in a BCC crystal for constant crack velocity ζ = 1000 with (a) m = 0.01,
and (b) m = 0.05.
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Figure 7: Accumulated slip rate, Λ˙, for steady-state crack growth in perfectly
plastic single crystal showing the plastic region, Λ˙G/(ζγ˙0τ0) ≥ 1, (black region)
and a region of highly concentrated plastic straining, Λ˙G/(ζγ˙0τ0) ≥ 2000, (white
region) in an HCP crystal for constant crack velocity ζ = 1000 with (a) m = 0.01,
and (b) m = 0.05.
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Figure 8: Crack tip shielding ratio vs. inverse of dislocation free region (SSV),
D, for single crystal with parameters; N = 0.10 and velocity (a) ζ = 10, and (b)
ζ = 1000.
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Figure 9: Crack tip shielding ratio vs. inverse of dislocation free region (SSV),
D, for single crystal with parameters; m = 0.01 and velocity (a) ζ = 10, and (b)
ζ = 1000.
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Figure 10: Crack tip shielding ratio as function of velocity for constant SSV
domain size R0/D = 80 with hardening exponent (a) N = 0.10, and (b) N = 0.20.
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Parameter Significance Value
τ0/G Yield strain 0.001
ν Poisson ratio 0.3
N Strain hardening exponent 0-0.2
m Strain rate-sensitivity exponent 0.01-0.1
γ˙0 Reference slip rate 0.002
Γtip Near tip fracture energy 1 J/m
2
Table 1: Material properties.
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Effective slip system no. (1) (2) (3)
FCC crystal
Angle to [101] in (1¯01) plane 54.7◦ 0◦ -54.7◦
Crystallographic slip system (a) (111)[11¯0] (111¯)[101] (1¯11¯)[01¯1¯]
Crystallographic slip system (b) (111)[01¯1] (1¯11)[101] (1¯11¯)[1¯1¯0]
β(α) =
s
(αa)
i m
(αa)
j +s
(αb)
i m
(αb)
j
s
(α)
i m
(α)
j
√
3 2√
3
√
3
λ(α) = τ
(α)
τ (αa)
= τ
(α)
τ (αb)
2√
3
√
3 2√
3
BCC crystal
Angle to [101] in (1¯01) plane [◦] 35.3◦ 90◦ -35.3◦
Crystallographic slip system (a) (121)[11¯1] (101)[1¯1¯1] (1¯21¯)[1¯1¯1¯]
Crystallographic slip system (b) - (101)[11¯1¯] -
β(α) =
s
(αa)
i m
(αa)
j +s
(αb)
i m
(αb)
j
s
(α)
i m
(α)
j
1 2√
3
1
λ(α) = τ
(α)
τ (αa)
= τ
(α)
τ (αb)
1
√
3 1
HCP crystal
Angle to [112¯0] in (0001) plane [◦] 60◦ 0◦ -60◦
Crystallographic slip system (a) (101¯0)[12¯10] (11¯00)[1¯1¯20] (011¯0)[21¯1¯0]
Crystallographic slip system (b) - - -
β(α) =
s
(αa)
i m
(αa)
j +s
(αb)
i m
(αb)
j
s
(α)
i m
(α)
j
1 1 1
λ(α) = τ
(α)
τ (αa)
= τ
(α)
τ (αb)
1 1 1
Table 2: Crystallographic slip systems and the corresponding effective slip sys-
tems.
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