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Abstract
This paper presents a study of finite element error estimation of advection-
diffusion-reaction equation with spatially variable coefficients. We have
derived a priori and a posteriori errors in both energy and L2 norm. We
have used residual-based a posteriori error estimator. Numerical results
are also presented to verify our theoretical approach.
Keywords Galerkin finite element method · a priori error estimate · a pos-
teriori error estimate
1 Introduction
Dispersion, an important phenomena in fluid dynamics, describes the spread-
ing of mass from highly concentrated areas to less concentrated areas. Solute
dispersion in a straight tube has broad applications in the fields of bio-medical
engineering, chemical engineering, environmental science etc. Some specific real
life examples are: transportation of drug or toxins through body fluid, use of
drug eluting stents into blood vessels, transportation of pollutant in environ-
ment etc.
All these physical phenomena can be adequately described mathematically
by the advection-diffusion-raction (ADR) equation. Due to complexity in many
of these problems, the ADR equation is solved numerically. Numerical meth-
ods provides an approximate solution to the physical problem. Therefore the
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convergence analysis of the approximate solution to the exact solution is an
important topic to study. There are several studies on error estimation with
constant coefficients ([2]-[5],[7]-[10]), but physical problems involve some diffi-
culties such as variable coefficients, non-uniform flow etc. Here we are dealing
with ADR equation with spatially variable diffusion and velocity coefficients for
steady, incompressible flow. This kind of ADR equation plays an important
role in studying pollutant transportation in the field of environmental science.
There are very few works in finding analytical solution of ADR equation with
spatially variable coefficients [6], but they studied a particular form. As per
our knowledge, no study has been done on convergence analysis of a numerical
scheme, finding approximate solution of the ADR equation with spatially vari-
able coefficients. Here we have found out the bounds of errors obtained in a
priori and a posteriori estimates under finite element method (FEM). FEM is a
well-known numerical scheme for solving partial differential equations of bound-
ary value problems in the areas of structural analysis, heat and mass transfer,
fluid flow etc. Both the estimation give order of convergence of the error, where
a priori shows stability of the method, the study of a posteriori estimate is useful
for adaptivity and control of error solution. We have here discussed only the
theoretical aspect of a posteriori error estimation.
This paper is organised as follows: second section consists of various of
things starting from defining the problem, its strong and weak form, existence
and uniqueness of the solution of variational form and Galerkin finite element
formulation. Third section establishes stability estimates and in the next four
sections, a priori and a posteriori error estimations in both energy and L2 norm
are presented. At the last section we have introduced the figures and results
in tabular form obtained from numerical computations to verify the order of
accuracy in error estimates.
2 Statement of the problem
The two-dimensional solute transport equation with spatially variable disper-
sion coefficients on a bounded domain Ω ⊂ R2 with homogeneous Dirichlet
boundary condition for a steady flow can be stated as follows:
Find c : Ω→ R such that
∂
∂x
[Dx
∂c
∂x
− uc] +
∂
∂y
[Dy
∂c
∂y
− vc]− µc+ q = 0 in Ω (1)
c = 0 on ∂Ω
where c is the solute concentration of the dispersing mass, (Dx, Dy) and (u, v)
are the diffusion coefficients and the velocity components along x-axis and y-axis
respectively at the position (x, y), µ is the reaction coefficient and q represents
source term.
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2.1 Incompressibility condition
For incompressible fluid, the divergence of advection velocity is zero that is,
∇ · u = 0 on Ω, where u = (u, v)
2.2 Strong form
Notations ▽˜ := (Dx
∂
∂x , Dy
∂
∂y )
Applying the incompressibility condition on (1), the strong form of the problem
is as follows:
Find c ∈ H2(Ω) such that
Lc = −▽ ·▽˜c+ u · ▽c+ µc = q in Ω (2)
c = 0 on ∂Ω
Let us take source term q ∈ L2(Ω).
Now we introduce the spaces mentioned above along with their respective norms
as follows:
L2(Ω) = {v ∈ Ω |
∫
Ω v
2dΩ <∞}
H2(Ω) = {v ∈ Ω | Dαv ∈ L2(Ω); ∀α such that 0 ≤| α |≤ 2}
whereDαv = ∂
|α|v
∂xα1∂yα2 for each α = (α1, α2), where αi ≥ 0, αi = integer, for i =
1, 2 and | α |= α1 + α2
let ‖·‖ and ‖·‖2 denote L2 and H
2 norms respectively over Ω. They are defined
as follows:
‖v‖ = (
∫
Ω
v2)1/2 and
‖v‖2 = (‖v‖
2 + ‖ ∂v∂x‖
2 + ‖∂v∂y‖
2 + ‖ ∂
2v
∂x2 ‖
2 + ‖ ∂
2v
∂x∂y‖
2 + ‖∂
2v
∂y2 ‖
2)1/2
2.3 Weak form
In order to write weak form of equation (2) with homogeneous Dirichlet bound-
ary condition let us first introduce the space,
H1(Ω) = {v ∈ Ω | Dαv ∈ L2(Ω); ∀α such that 0 ≤| α |≤ 1 }
let ‖ · ‖1 denote H
1 norm over Ω and it is defined by,
‖v‖1 = (‖v‖
2 + ‖ ∂v∂x‖
2 + ‖∂v∂y‖
2)1/2
let V:= H10 (Ω) = {v ∈ H
1(Ω)| v = 0 on Ω}
The weak form be: Find c ∈ V such that
a(c, d) = l(d) ∀d ∈ V (3)
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where a(c,d)=
∫
Ω
Dx
∂c
∂x
∂d
∂x +
∫
Ω
Dy
∂c
∂y
∂d
∂y +
∫
Ω
du¯·∇c+
∫
Ω
µcd
l(d)=
∫
Ω
qd
Remark 1. The bilinear form a(c,d) is not symmetric i.e. a(c,d) 6= a(d,c).
2.4 Existence and uniqueness of the solution
For a non-symmetric bilinear form a(·, ·), Lax Milgram theorem [11] guarantees
both existence and uniqueness of the solution of variational form .The theorem
is stated as follows:
Theorem 1. The variational problem a(c, d) = l(d)∀d ∈ V has unique solution
c ∈ V if the following conditions hold
(i)a(·, ·) is continuous i.e. ∃ Na such that a(c, d) ≤ Na‖c‖V ‖d‖V ∀c ∈ V, d ∈ V
(ii)a(·, ·) is coercive i.e. ∃ Ka such that a(d, d) ≥ Ka‖d‖
2
V ∀d ∈ V and,
(iii) l(·) is continuous linear functional on V i.e. ∃ Nl such that l(d) ≤ Nl‖d‖V ∀d ∈
V
Let us show that these conditions hold for this variational form (3) too, so
that we can conclude the existence and uniqueness of its solution.
(i) Continuity of a(·, ·)
It is clear from the above bilinear form,
a(c, d) ≤|
∫
Ω
Dx
∂c
∂x
∂d
∂x
| + |
∫
Ω
Dy
∂c
∂y
∂d
∂y
| + |
∫
Ω
du¯ · ∇c | + |
∫
Ω
µcd | (4)
We will find the bounds for each term separately. Since the calculation for the
first two terms will be same, therefore it is enough to calculate the bound for
one of them. Before proceeding let us introduce few relations between norms:
‖d‖ ≤ (‖d‖2 + ‖ ∂d∂x‖
2 + ‖ ∂d∂y‖
2)
1
2 = ‖d‖1, ∀d ∈ V
Similarly ‖ ∂d∂x‖ ≤ ‖d‖1 and ‖
∂d
∂y‖ ≤ ‖d‖1, ∀d ∈ V
We start with the first term,
|
∫
Ω
Dx
∂c
∂x
∂d
∂x
| ≤
∫
Ω
| Dx
∂c
∂x
∂d
∂x
|
≤ D1‖
∂c
∂x
‖‖
∂d
∂x
‖ (Ho¨lders inequality)
≤ D1‖c‖1‖d‖1
(5)
where D1 = sup
(x,y)∈Ω
| Dx |
Similarly,
4
|∫
Ω
Dy
∂c
∂y
∂d
∂y
|≤ D2‖c‖1‖d‖1 (6)
where D2 = sup
(x,y)∈Ω
| Dy |
Following the above steps the second and third term will be bounded as follow:
|
∫
Ω
du¯ · ∇c | =|
∫
Ω
du
∂c
∂x
+
∫
Ω
dv
∂c
∂y
|
≤
∫
Ω
| du
∂c
∂x
| +
∫
Ω
| dv
∂c
∂y
|
≤ (U + V )‖c‖1‖d‖1
(7)
where U= sup
(x,y)∈Ω
| u | , V= sup
(x,y)∈Ω
| v |
|
∫
Ω
µcd | ≤
∫
Ω
| µcd |
≤| µ | ‖c‖1‖d‖1
(8)
Now putting these bounds into (4)
a(c, d) ≤ Na‖c‖1‖d‖1 ∀c ∈ V, d ∈ V (9)
where Na = (D1 +D2 + U + V+ | µ |)
(ii) Coercivity of a(·, ·)
a(d, d) =
∫
Ω
Dx
∂d
∂x
∂d
∂x
+
∫
Ω
Dy
∂d
∂y
∂d
∂y
+
∫
Ω
du¯ · ∇d+
∫
Ω
µd2
=
∫
Ω
Dx(
∂d
∂x
)2 +
∫
Ω
Dy(
∂d
∂y
)2 ++
∫
Ω
µd2
≥ D‖d‖21
(10)
where the constant D is the minimum taken over all the coefficients on Ω. The
third term in the first equation vanishes by using incompressibility condition
and Dirichlet boundary condition on integrating. Denoting D by Ka, we have
a(d, d) ≥ Ka‖d‖
2
1 ∀d ∈ V (11)
(iii) Continuity of l(·)
l(d) ≤ |
∫
Ω
qd |
≤
∫
Ω
| qd |
≤ ‖q‖‖d‖
≤ Nl‖d‖1
(12)
where Nl = ‖q‖
Hence there exists unique solution c ∈ V for this variational problem.
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2.5 Galerkin finite element formulation
Let Vh ⊂ V be a suitable finite dimensional subspace of V. Let us introduce
the finite element discretization of the domain: we consider that the bounded
domain Ω is discretized into element subdomains Ωk, with boundary ∂Ωk, for
k=1,2,...,nel, where nel is the number of elements. Let hk be the diameter of
each element Ωk and h = max
k=1,2,...,nel
hk
Now the Galerkin formulation is : Find ch ∈ Vh such that
a(ch, dh) = l(dh) ∀dh ∈ Vh (13)
Let npt be the total number of nodes occurred after finite element discretization
and Na be the standard basis function of node a, for a= 1,2,...,npt. Therefore
the functions ch and dh belonging to Vh can be interpolated as,
ch=
∑npt
a=1 caN
a dh =
∑npt
a=1 daN
a
Putting them into above finite element problem, we have
a(
npt∑
a=1
caN
a,
npt∑
b=1
dbN
b) = l(
npt∑
b=1
dbN
b)
npt∑
a,b=1
dba(N
a, N b)ca =
npt∑
b=1
dbl(N
b)
DtAC = DtL
(14)
where A is a matrix of order npt × npt with components a(N
a, N b), for a,b
=1,2,...,npt and L is a column vector with components l(N
b), for b=1,2,...,npt
Hence the original discrete problem is equivalently expressed in the following
linear system
AC = L (15)
In this paper only the Galerkin method is considered.
Remark 2. Among various finite elements, we have considered here P1 ele-
ments whose shape functions are piecewise linear functions.
3 Stability estimates: Strong stability condition
Strong stability condition for the exact solution plays an important role in find-
ing a priori and a posteriori error estimates in the L2 norm. Therefore before
going to deduce these estimates it is important to establish the condition for
this problem. This condition implies that the exact solution can be bounded by
the source term.
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Let us start with taking L2(Ω) norm over q and using equation (2),
‖q‖2 =
∫
Ω
(−∇ · ∇˜c+ u · ∇c+ µc)2
=
∫
Ω
(−∇ · ∇˜c+ u · ∇c)2 +
∫
Ω
µ2c2 − 2µ
∫
Ω
(∇ · ∇˜c)c+ 2µ
∫
Ω
cu · ∇c
=
∫
Ω
(−∇ · ∇˜c+ u · ∇c)2 +
∫
Ω
µ2c2 + 2µ
∫
Ω
(Dx(
∂c
∂x
)2 +Dy(
∂c
∂y
)2)
(16)
The fourth term in the second line vanishes by using incompressibility condition
along with Dirichlet boundary condition on integrating and the third term in
the last line comes after integrating the third term in the previous line along
with using the same boundary condition.
From the last equation we can conclude that
‖q‖ ≥ µ‖c‖
‖q‖ ≥
√
2µD′1‖
∂c
∂x
‖
‖q‖ ≥
√
2µD′2‖
∂c
∂y
‖
(17)
where the positive constants D′1, D
′
2 come from taking minimum values of the
coefficients Dx, Dy respectively over Ω.
Now considering new constants E1, E2, E3 just by taking inverse of the constants
µ,
√
2µD′1,
√
2µD′2 appearing in the equation (17) respectively, we can rewrite
the above inequalities in the following form,
‖c‖ ≤ E1‖q‖
‖
∂c
∂x
‖ ≤ E2‖q‖
‖
∂c
∂y
‖ ≤ E3‖q‖
(18)
Since we are aiming to bound the H2 norm of the exact solution by L2 norm of
source term, therefore our remaining work is to bound the L2 norm of double
derivative terms of the exact solution by ‖q‖.
Using triangle inequality,
‖∇ · ∇˜c‖ ≤ ‖u · ∇c‖+ ‖µc‖+ ‖q‖
≤ ‖u
∂c
∂x
‖+ ‖v
∂c
∂y
‖+ ‖µc‖+ ‖q‖
≤ U‖
∂c
∂x
‖+ V ‖
∂c
∂y
‖+ | µ | ‖c‖+ ‖q‖
≤ E4‖q‖
(19)
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where the constant E4 = 1+E1 | µ | +E2U +E3V ; the constants U,V have the
same meaning as in section (2.4).
Again, expanding the terms in ∇ · ∇˜c,
‖∇ · ∇˜c‖2 =
∫
Ω
(Dx
∂2c
∂x2
+Dy
∂2c
∂y2
+
∂Dx
∂x
∂c
∂x
+
∂Dy
∂y
∂c
∂y
)2
≥ D′2
∫
Ω
(
∂2c
∂x2
+
∂2c
∂y2
+
∂c
∂x
+
∂c
∂y
)2
≥
∫
Ω
(
∂2c
∂x2
+
∂2c
∂y2
)(
∂c
∂x
+
∂c
∂y
)
=
∫
∂Ω
(∇c · n¯)(
∂c
∂x
+
∂c
∂y
)−
∫
Ω
∇c · ∇(
∂c
∂x
+
∂c
∂y
)
(20)
where the positive constantD′ comes from taking minimum of all the coefficients
over Ω and n¯ is the outward normal vector to the boundary. Here we ignore the
first term by considering it either positive or zero on the boundary for specific
c.
Now, expanding the remaining term of the last line and further using Ho¨lders’
inequality for each term, we have,∫
Ω
∇c · ∇(
∂c
∂x
+
∂c
∂y
) =
∫
Ω
(
∂c
∂x
∂
∂x
(
∂c
∂x
+
∂c
∂y
) +
∂c
∂y
∂
∂x
(
∂c
∂x
+
∂c
∂y
))
=
∫
Ω
(
∂c
∂x
∂2c
∂x2
+
∂c
∂x
∂2c
∂x∂y
+
∂c
∂y
∂2c
∂y∂x
+
∂c
∂y
∂2c
∂y2
)
≤ ‖
∂c
∂x
‖‖
∂2c
∂x2
‖+ (‖
∂c
∂x
‖+ ‖
∂c
∂y
‖)‖
∂2c
∂x∂y
‖+ ‖
∂c
∂y
‖‖
∂2c
∂y2
‖
≤ E5‖q‖ (‖
∂2c
∂x2
‖+ ‖
∂2c
∂x∂y
‖+ ‖
∂2c
∂y2
‖)
(21)
where E5 = 2(E2 + E3)
Putting the above inequality in (20) and squaring both sides we will have,
‖∇ · ∇˜c‖4 ≥ E25‖q‖
2 (‖
∂2c
∂x2
‖+ ‖
∂2c
∂x∂y
‖+ ‖
∂2c
∂y2
‖)2
≥ E25‖q‖
2(‖
∂2c
∂x2
‖2 + ‖
∂2c
∂x∂y
‖2 + ‖
∂2c
∂y2
‖2)
(22)
Using the above result into equation (19) and letting E26 = E
4
4/E
2
5 ,
‖
∂2c
∂x2
‖2 + ‖
∂2c
∂x∂y
‖2 + ‖
∂2c
∂y2
‖2 ≤ E26‖q‖
2 (23)
By definition of H2(Ω) norm, we have,
‖c‖22 = ‖c‖
2 + ‖
∂c
∂x
‖2 + ‖
∂c
∂y
‖2 + ‖
∂2c
∂x2
‖2 + ‖
∂2c
∂x∂y
‖2 + ‖
∂2c
∂y2
‖2
≤ C2s ‖q‖
2
(24)
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where C2s = E
2
1 + E
2
2 + E
2
3 + E
2
6 .
Since norm is a positive quantity, hence the strong stability estimate in its final
form is:
‖c‖2 ≤ Cs‖q‖ (25)
4 A priori estimate in the energy norm
We can define energy norm if the operator is positive definite. This property
holds for this operator as µ is positive. Now the energy norm is defined by:
‖d‖2E = a(d, d) ∀d ∈ V
In this non-symmetric operator the diffusion term introduces symmetric part
of the operator where as the advection term represents skew symmetric part.
Therefore the bilinear form can be systematically decomposed into these two
parts, viz.
a(c,d) = asymm(c, d) + askew(c, d)
where
asymm(c, d) =
1
2 (a(c,d) + a(d,c))=
∫
ΩDx
∂c
∂x
∂d
∂x +
∫
ΩDy
∂c
∂y
∂d
∂y +
∫
Ω µcd
askew(c, d) =
1
2 (a(c,d) − a(d,c)) =
∫
Ω du¯·∇c
The skew symmetric part does not contribute to the energy norm as, askew(d, d)
= 0 ; hence
‖d‖2E = asymm(d, d)
For the symmetric part of the bilinear form, the Cauchy-Schwarz inequality
holds with respect to the above norm and is given by
| asymm(c, d) |≤ ‖c‖E‖d‖E (26)
The dual norm approach [2] has been considered to accomodate the skew sym-
metric part. The canonical definition of the ’skew norm’ is given by,
‖c‖skew = sup
d∈V
|askew(c,d)|
‖d‖E
Clearly the above definition implies,
| askew(c, d) |≤ ‖c‖skew‖d‖E (27)
Let e be the finite element error, c˜h be the nodal interpolant of the exact solu-
tion c and ch be the finite element solution.
e = ch - c
= ch - c˜h + c˜h - c
9
= eh + ηc
where, eh = (ch - c˜h) is the portion of the error in Vh and ηc = (c˜h - c) is the
interpolation errror belonging to V.
Using the concept of Galerkin orthogonality we have, a(e, eh) = 0 for eh ∈ Vh
and considering | askew(c, d) | = | askew(d, c) |
‖e‖2E =| a(e, e) |
=| a(e, eh + ηc) | by error splitting
=| a(e, ηc) | as a(e, eh) = 0
=| asymm(e, ηc) + askew(e, ηc) |
≤| asymm(ηc, e) | + | askew(ηc, e) |
≤ ‖ηc‖E‖e‖E + ‖ηc‖skew‖e‖E using (26) and (27)
(28)
Therefore,
‖e‖E ≤ ‖ηc‖E + ‖ηc‖skew (29)
Standard interpolation estimate [2] is of the form,
‖ηc‖1 ≤ C¯(p,Ω)h
p‖c‖p+1 (30)
The exact solution c has been assumed of regularity r≥ p+1.
Now,
‖ηc‖
2
E =| asymm(ηc, ηc) |
=|
∫
Ω
Dx
∂ηc
∂x
∂ηc
∂x
+
∫
Ω
Dy
∂ηc
∂y
∂ηc
∂y
+
∫
Ω
µη2c |
≤ C′21 |
∫
Ω
(
∂ηc
∂x
)2 +
∫
Ω
(
∂ηc
∂y
)2 +
∫
Ω
η2c |
= C′21 ‖ηc‖
2
1
(31)
where the constant C′1 comes after taking maximum of all the coefficients over
Ω. Using (30) and letting C¯1=C
′
1 C¯(p,Ω),
‖ηc‖E ≤ C¯1h
p‖c‖p+1 (32)
Now,
‖ηc‖skew = sup
d∈V
| Bskew(ηc, d) |
‖d‖E
= sup
d∈V
|
∫
Ω du¯ · ∇ηc |
(
∫
Ω
Dx(
∂d
∂x)
2 +
∫
Ω
Dy(
∂d
∂y )
2 +
∫
Ω
µd2)
1
2
(33)
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Now we will find bounds for numerator and denominator separately.∫
Ω
du¯ · ∇ηc | ≤
∫
Ω
| du
∂ηc
∂x
| +
∫
Ω
| dv
∂ηc
∂y
|
≤ U‖d‖‖
∂ηc
∂x
‖+ V ‖d‖‖
∂ηc
∂y
‖ using Ho¨lder′s inequality
≤ (U + V )‖d‖1‖ηc‖1
(34)
where U,V and the norm inequalities are same as mentioned in section (2.4) and
the denominator,
(
∫
Ω
Dx(
∂d
∂x
)2 +
∫
Ω
Dy(
∂d
∂y
)2 +
∫
Ω
µd2)
1
2 ≥ D′(
∫
Ω
(
∂d
∂x
)2 +
∫
Ω
(
∂d
∂y
)2 +
∫
Ω
d2)
1
2
= D′‖d‖1
(35)
where the constant D′ = D1/2 which is the same constant appeared in section
(2.4) in the proof of coercivity of the bilinear form.
Substituing the results obtained from (34) and (35) into (33) and letting C′2=
U+V
D , we will have
‖ηc‖skew ≤ C
′
2 ‖ηc‖1 (36)
Using (30) and letting C¯2=C
′
2 C¯(p,Ω), (36) becomes
‖ηc‖skew ≤ C¯2h
p‖c‖p+1 (37)
Substituing the results obtained from (32) and (37) into (29) and letting C′=C′1+
C′2, our a priori error estimate in energy norm will be
‖e‖E ≤ C
′hp‖c‖p+1 (38)
provided the exact solution c has regularity r ≥ p+1.
Remark 3. For piecewise linear elements i.e. for P1 elements the above in-
equality will be
‖e‖E ≤ C
′h‖c‖2 (39)
Now by applying strong stability condition,
‖e‖E ≤ C
′Csh‖q‖ (40)
5 A posteriori error estimate in the energy norm
In this method the bilinear form does not need to be split into symmetric and
non-symmetric parts. The first few lines of the derivation are same as above.
Here we have deduced residual based a posteriori error estimation which is
expressed in terms of residuals and hence computable.
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Using error splitting and Galerkin orthogonality, introduced in the previous
section we get,
‖e‖2E =| a(e, ηc) |
=| a(ch − c, ηc) |
=| a(ch, ηc)− a(c, ηc) |
=| a(ch, ηc)− l(ηc) |
(41)
We have obtained the last line by using the weak form (3), and thus the ex-
pression gets rid of the exact solution. Now the job, is to form residuals, which
involves integration by parts. This has to be done separately on each element
Ωk, as the finite element solution ch is only continuous across the element in-
terfaces.
Introducing the notation
∫
Ω :=
∑nel
k=1
∫
Ωk
,
∫
∂Ω′ :=
∑nel
k=1
∫
∂Ωk
where Ω is the given domain.
| a(ch, ηc)− l(ηc) | =|
∫
Ω
Dx
∂ch
∂x
∂ηc
∂x
+
∫
Ω
Dy
∂ch
∂x
∂ηc
∂y
+
∫
Ω
ηcu¯ · ∇ch +
∫
Ω
µchηc −
∫
Ω
qηc |
=|
nel∑
k=1
(
∫
Ωk
∇˜ch · ∇ηc +
∫
Ωk
ηcu¯ · ∇ch +
∫
Ωk
µchηc −
∫
Ωk
qηc) |
=|
nel∑
k=1
(
∫
∂Ωk
(∇˜ch · n¯)ηc −
∫
Ωk
(∇ · ∇˜ch)ηc +
∫
Ωk
(ηcu¯ · ∇ch + µchηc − qηc)) |
=|
∫
∂Ω′
(∇˜ch · n¯)ηc +
∫
Ω′
rhηc |
=|
nel∑
k=1
∫
Ωk
rhηc |
≤
nel∑
k=1
∫
Ωk
| rhηc |
(42)
where n¯ denotes unit outward normal. The first term of the fourth line vanishes
assuming ηc zero on inter element boundaries.
The residual, rh = −▽ ·▽˜ch + u · ▽ch + µch − q
Before going further, let us introduce appropriate interpolation estimates, given
in [1] viz.
‖ηc‖L2(Ωk) ≤ CI,khk‖e‖E,Ωk (43)
where
CI,k = sup
d∈V
h−1k ‖d˜h − d‖L2(Ωk)
‖d‖E,Ωk
(44)
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where d˜h is the interpolant of d. By standard interpolation theory the constant
CI,k is bounded.
Now we will find the bound for element interior terms obtained in (42) using
Ho¨lders inequality and the appropriate interpolation estimate, mentioned above,
as follows:
nel∑
k=1
∫
Ωk
| rhηc | ≤
nel∑
k=1
‖rh‖L2(Ωk)‖ηc‖L2(Ωk)
≤
nel∑
k=1
‖rh‖L2(Ωk)CI,khk‖e‖E,Ωk
≤ (
nel∑
k=1
CI,khk‖rh‖L2(Ωk))‖e‖E
(45)
Substituing the above results into (42) and equating it with (41), we will have
the following form after knocking out the common positive term ‖e‖E from both
sides,
‖e‖E ≤
nel∑
k=1
CI,khk‖rh‖L2(Ωk) (46)
Remark 4. Clearly this a posteriori error estimate includes the computed solu-
tion instead of exact solution, hence it is computable with appropriate estimates
of CI,k, for k = 1,2,...,nel .
6 A priori error estimation in the L2 norm
Here we are going to use Nitsche trick to find first a priori L2 estimate and later
a posteriori error estimate in L2 norm too.
6.1 Nitsche trick
In general Nitsche trick involves an auxiliary problem, here it is dual problem,
following [2]. The dual problem consists of the adjoint operator with the error
as the source term. Now the variational form of the dual problem including
homogeneous Dirichlet boundary conditions is stated as follows:
Find β ∈ V such that ∀ d ∈ V
a(d, β) = (d, e) (47)
Replacing d by e in the above equation
(e, e) = ‖e‖2 = a(e, β) (48)
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Applying the strong stability condition, obtained in (25) to the adjoint problem,
we will have
‖β‖2 ≤ Cs‖e‖ (49)
Let βh ∈ Vh be the interpolant of β. By the Galerkin orthogonality
a(e, βh) = 0 (50)
Subtracting (50) from (48) and denoting the interpolation error, (β−βh) by ηβ ,
we have
‖e‖2 = a(e, β − βh)
=| a(e, ηβ) |
≤| asymm(e, ηβ) | + | askew(e, ηβ) |
=| asymm(ηβ , e) | + | askew(ηβ , e) |
≤ ‖ηβ‖E‖e‖E + ‖ηβ‖skew‖e‖E
≤ (‖ηβ‖E + ‖ηβ‖skew)C
′hp‖c‖p+1
(51)
The last line is obtained by applying a priori error estimation in the energy
norm, obtained in (38).
The interpolation estimate [2] for ηβ is:
‖ηβ‖1 ≤ C¯(p,Ω)h‖β‖2 (52)
Replacing ‖β‖2 by applying strong stability condition (49) to the above inequal-
ity, we have
‖ηβ‖1 ≤ C¯sh‖e‖ (53)
where C¯s = CsC¯(p,Ω)
We can obtain the bounds for ‖ηβ‖E and ‖ηβ‖skew in the similar way done in the
section (4), just by substituting ηβ in place of η. Using those bounds obtained
in (31) and (36) in the equation (51), we will have
‖e‖2 ≤ ((C′1 + C
′
2)‖ηβ‖1)C
′hp‖c‖p+1
≤ (C′1 + C
′
2)C¯sC
′hp+1‖e‖‖c‖p+1
‖e‖ ≤ C′′hp+1‖c‖p+1
(54)
where C′′= (C′1 + C
′
2)CsC
′
Remark 5. Nitsche trick extracts the extra power of h, therefore whereas the
convergence in the energy norm is O(hp), here it is of O(hp+1).
Remark 6. In particular for P1 elements the estimation will be
‖e‖ ≤ C′′Csh
2‖q‖ (by stability estimate) (55)
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7 A posteriori estimates in the L2 norm
We will start with Nitsche trick as done in the previous section. Further we will
follow another way to get rid of the exact solution. In the procedure we will use
some results deduced in section (5).
7.1 Nitsche trick
Let us again introduce the variational form in the similar way as follows:
Find β ∈ V such that ∀ d ∈ V
a(d, β) = (d, e) (56)
where the error e is the source term. Recall the strong stability condition
mentioned by the equation (49), as it has very important role in obtaining error
estimate in L2 norm.
Substituing e in the place of d into the above equation,
‖e‖2 = (e, e)
= a(e, β)
= a(ch − c, β)
= a(ch, β)− a(c, β)
= a(ch, β)− l(β)
(57)
where ch is the finite element solution and last line comes from the weak form
(3).
Let βh ∈ Vh be the interpolant of β. By Galerkin formulation (13), we will have
a(ch, βh)− l(βh) = 0 (58)
Subtracting (58) from (57) and following the same notation ηβ for the interpo-
lation error, (β − βh), we arrive at the following form:
‖e‖2 = a(ch, β − βh)− l(β − βh)
≤| a(ch, ηβ)− l(ηβ) |
≤
nel∑
k=1
∫
Ωk
| rhηβ |
(59)
The last inequality comes from the derivation, done in section (5) to obtain the
result (42), just by substituting η by ηβ , where rh is the residual term.
The appropriate interpolation estimates for each element [1] are as follows:
‖ηβ‖L2(Ωk) ≤ Ci,kh
2
k‖β‖2 (60)
where the constants Ci,k, for k=1,2,...,nel depend upon the their respective sub-
domains.
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Let us find the bound for element interior terms using the strong stability con-
dition (49) and the above interpolation estimates as follows:
nel∑
k=1
∫
Ωk
| rhηβ | ≤
nel∑
k=1
‖rh‖L2(Ωk)‖ηβ‖L2(Ωk)
≤
nel∑
k=1
‖rh‖L2(Ωk)Ci,kh
2
k‖β‖2
≤ (
nel∑
k=1
CsCi,kh
2
k‖rh‖L2(Ωk))‖e‖
(61)
Substituting the result obtained in (61) into (59) and cancelling out the common
positive term ‖e‖ from both side, we will remain with
‖e‖ ≤ Cs
nel∑
k=1
Ci,kh
2
k‖rh‖L2(Ωk) (62)
8 Numerical experiment
In this section we assess the second order numerical convergence of the finite el-
ement scheme advocated by error estimate. To test the theoretically established
order of convergence numerically we consider the following two test cases from
literature in Hydrology [6]:first case is only for homogeneous Dirichlet boundary
condition and second case is for mixed boundary condition. In both the cases
exact solution is known.
8.1 First case
We have taken a square bounded domain (0,1)x(0,1) as Ω on which the incom-
pressible fluid flow considered. This flow respects ADR equation with spatially
variable coefficients along with homogeneous Dirichlet boundary condition. We
have taken the values of the coefficients from [6], which is motivated by the fact
of real-life application from hydrology. We have taken care of the fact that we
are dealing with an incompressible flow. We have used freefem++ to solve the
problem and to find error in L2 norm and its order of convergence. Let us first
introduce the values of the coefficients we have worked with.
u= 0.5 (1+0.02x),v= -0.5(1+0.02y),Dx = 0.2(1+0.02x)
2, Dy = 0.02(1+0.02y)
2
and µ= 0.01
The exact solution c = sin(x(x− 1)y(y − 1)) on Ω along with c= 0 on ∂Ω
Remark 7. Table 1. shows the error and order of convergence obtained in L2
norm for this homogeneous Dirichlet boundary condition.
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Mesh size Error in L2 norm Order of convergence
10 0.000242665
20 5.72783 e−5 2.08291
40 1.27668 e−5 2.16559
80 3.15467 e−6 2.01684
160 8.22607 e−7 1.93921
320 1.81488 e−7 2.18033
Table 1: Error and Order of convergence obtained in L2 norm for the first case
Mesh size Error in L2 norm Order of convergence
10 1.55274 e−5
20 7.55422 e−6 1.03946
40 1.64313 e−6 2.20083
80 3.80341 e−7 2.11108
160 9.92829 e−8 1.93768
320 2.81933 e−8 1.81619
Table 2: Error and Order of convergence obtained in L2 norm for the second
case
8.2 Second case
In this case the horizontal parallel boundaries are treated as non-homogeneous
Dirichlet boundaries with c(y=0)=1 and c(y=1)=1. On the rest of the bound-
aries homogeneous Neumann condition have been considered. Velocity compo-
nents and diffusion coefficients are set at values similar to those in first case.
The exact solution c = cos(x(x-1)y(y-1)) on Ω
Remark 8. Table 2 shows the error and order of convergence obtained in L2
norm for mixed boundary conditions, which is mentioned in this case.
Remark 9. It is clear from the tables appended above that in both the cases the
order of convergence for the computed results is approximately 2, which coincides
with our theoretical approximation.
9 Conclusion
Both a priori and a posteriori error estimates of ADR equation with variable
coefficients in L2 norm lead to second order convergence of the finite element
scheme and this has been numerically verified.
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