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The theory developed here is applicable to multi-input, multi-out- 
put dynamic systems which can be described by a set of either linear 
or nonlinear ordinary differential equations. The allowable non- 
linear form of these differential equations is typical of the equations 
of three-dimensional motion associated with aircraft and spacecraft 
under large perturbation maneuvers where nonlinear stability deriva- 
tives and inertial cross-coupling cannot be neglected. Also, the theory 
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is applicable to dynamic systems that experience a saturation of the 
control signals which is characteristic of the hard limits associated 
with aircraft control surfaces. Furthermore, the theory is applicable 
to error criteria in which response rrors are weighted in either non- 
quadratic or quadratic forms over either finite or infinite time inter- 
vals. 
This theory specifies the optimum configuration of the controller 
components in terms of measured signals associated with the dynamic 
system being controlled, and in terms of input signals which can be 
either nondeterministic or deterministic. In particular, the optimum 
control aw is specified~as g set of adjustable parameters which are 
the solutions of a corresponding set of ordinary nonlinear first order 
differential equations. 
A simple illustrative xample is included. 
I. INTRODUCTION 
Mathematical optimization theory currently is a subject of great 
interest o many feedback control engineers as a basis for defining either 
the ultimate performance limitations of linear time-invariant controls 
(Newton 1957) or for synthesizing such nonlinear controls as terminal 
control (Booton 1956). Unfortunately, these optimization theories are 
conceived from seemingly diverse viewpoints and employ methods from 
different mathematical disciplines. The impression is given, therefore, 
that little similarity exists between the theories other than the use of 
a mathematical error criterion as a performance index. For instance, 
Wiener optimum filter theory generally is stated in terms of spectral 
factorization (Wiener 1949) as the basis for the synthesis of linear but 
dynamically constrained systems. On the other hand, optimum switching 
theory is generally stated in terms of phase plane analysis as the basis 
for the synthesis of nonlinear systems of the saturating variety. 
The purpose of this paper is to present an optimization theory that 
includes the previously mentioned theories as special cases of a more 
general class of optimization problems. The importance of investigating 
this particular class of optimization problems is that the mathematical 
methods and the configuration of the optimum control system essentially 
are invariant for both linear and nonlinear controls defined within this 
class. In particular, the optimum controller is expressed in terms of 
parameters that are the solutions of a set of ordinary first-order non- 
linear differential equations. With the application of normalization tech- 
niques, not presented in this paper, to the set of differential equations 
that define the optimum controller, the feedback control engineer can 
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use his traditional understanding of such equations to generate con- 
siderable insight into the properties of this class of optimum controls. 
With sufficient insight available, the optimization theory then can be 
used as a basis for the design of both linear and nonlinear controls. 
The class of design problems investigated in this paper by the use 
of mathematical optimization theory is defined with the aid of the follow- 
ing definition of the objectives of a feedback control system: 
Control is effort applied to dynamically constrained processes o as 
to approximate closely a desired system response, and to counteract 
the unwanted effects of disturbances. 
If one accepts this definition of control, then the nature of the dynamic 
constraints inherent in the system, and the form of the criterion used 
to weight errors occurring in the approximation of a desired system 
response, determine completely the class of control systems that result 
from the optimization theory. In contrast, some additional assumptions 
are imposed in other theories such as restricting the investigation to 
linear controllers or to controllers of a particular configuration. No such 
restrictions are placed on the controllers investigated in this paper. 
A. DYNAMIC PROCESS 
With  reference to the previously stated definition of control, the 
control effort takes the form of control signals which are usually shown 
in a block diagram as inputs to the fixed member  of the system. The  
dynamically constrained process, referred to from here on as the dynamic 
process, is the fixed member  of the system which is represented mathe- 
matically in this paper as a set of ordinary differential equations with 
known parameters. The  system response takes the form of response 
signals which usually are shown in a block diagram as outputs of the 
fixed members  of the system. The  disturbances referred to are extraneous 
additive load disturbances which give rise to the need for a feedback 
philosophy in order to compensate partially for their effects. 
Notation is introduced now by defining the control signal vector 
re(t) and the response signal vector q(t) as each consisting of N com- 
ponents. These vectors are written as the co lumn vectors 
1 
re(t) = m2(t) i and q(t)=lq2(t)I" 
jn~(t ) J  Lq~(t)J 
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Because the control and response signals are assumed to be related by 
ordinary differential equations, the concept of a state vector is useful 
for specifying the contribution of past operation on future transients 
in the dynamic process. Therefore, the state signal vector z(t) is defined 
as consisting of N components. This vector is written as the column 
vector 
Finally, the disturbance signal vector u(t) is defined as consisting of N 
components. This vector is written as the column vector 
Having defined notation, the relationships defining the dynamic 
processes investigated in this paper can be written. The form of these 
nonlinear relationships i  typical of many dynamic processes associated 
with aircraft navigation and control. However, this form is precisely 
the same form as that associated with a linear dynamic process except 
that the parameters appearing in the differential equations do not vary 
independently but instead are functions of the state signal vector z(t). 
Also, a striking similarity between the linear and these nonlinear proc- 
esses arises in stability considerations a treated on a local basis in the 
space defined by the components of the vector z(t). Here, the response 
signal vector is given as 
q(t) = Az(t) (1) 
where A is the NXN matrix 
all~ a12 . . .  al~v 
A = a:i 
Ila~l . . .  aN~ 
The parameter a~n is a function am~(z(t), t) for the nonlinear dynamic 
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processes, whereas this function Would degenerate to a,,,~(t) for a 
linear dynamic process. Similarly the time derivative of the state signal 
vector is given as 
z'(t) --- Bz(t) + Cm(t) + u(t) 
where B and C are the N × N matrices 
B = 
bn b12 " "  bin 
b.~ 
b:~l • • • b~ 
and 
Cl l  " * " 0 
C = 0 c2~ ! 
5 • , . C N N  
(2) 
each, and these vectors are written as 
L,-(t) 1 
}.~-(t)J 
Ll+(t) 
L+(t) = L~+(t) ~. 
Of course, the characteristics of the dynamic process will not be linear 
regardless of the functional form of the parameters a ...... b~n, and c,,~ 
unless the optimization specifies that the control signal vector is never 
on its domain boundary. 
In order to clarify further the concept of a dynamic process introduced 
here, a very simple example of a physical system is discussed in the 
appendix to this paper. This example illustrates the choice of control, 
state, and response signals and the occurrence of such nonlinearities as 
dependent parameters and control signal saturation. 
As for the amn parameter, the parameters b~ and cm,~ are functions 
bm,,(z(t), t) and cn~(z(t), t) but degenerate to bm~(t) and c,~,,(t) for a 
linear dynamic process. The matrix C has been chosen to be diagonal 
as opposed to square because the case of one control signal per differ- 
ential equation represents most cases of practical interest, and gives 
rise to some simplification in the optimum control system. The dynamic 
processes of interest, in addition, possess a saturating tendency which 
is caused by restricting the domain of control signal vector. In particular, 
the allowable domain of the control signal vector is defined here by the 
component inequalities L,,-(t) <= m,(t) < Lr,+(t) for 1 =< n =< N. The 
boundary vectors L-(t) and L+(t) are column vectors of N components 
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]~. PERFORMANCE CRITERION 
Again with reference to the previously stated definition of control, 
the application of control effort so as to approximate closely a desired 
system response suggests that deviations from a desired system response 
are important and should be weighted in a specific mathematical sense. 
In addition, an increasing amount of control effort is required to obtain 
decreasing response deviations, due to the dynamic limitations of the 
fixed member of the system. Therefore, a compromise between control 
effort and response deviations is implied in this definition of control. 
Hence, in general, the amount of control effort utilized should be 
weighted in a specific mathematical sense except in cases where the 
amount of control effort is unimportant physically, even though subject 
to the saturating tendencies of the dynamic process. 
Having postulated the use of a mathematical performance criterion 
for design purposes, a criterion appropriate for a large class of control 
system design problems is 
e = {¢,,[G(¢) -- q~(¢)] ~ + ~jM~(¢) - m~(¢)] ~} &. (3) 
n=l  e t 
This performance riterion is written in terms of the differences between 
the desired and actual signals in order to emphasize the weighting of 
deviations from desired system operation and hence is called an error 
criterion. The desired response and control signal vectors, Q(¢) and 
M(¢) respectively, consist of N components each. These vectors are 
written as the column vectors 
Lq~(~)J 
and M(*) = [ Mi(¢) 7 
G( )j 
The error criterion defined for this paper is precisely the same as a 
purely quadratic form except hat the multiplieative weighting func- 
tions associated with each term in the integrand of the error criterion 
are assumed not to vary independently, but instead are functions of the 
state signal vector z(t). Specifically, the multiplicative weighting factors 
Cn and @~ are defined as the functions ¢~(Q(¢), q(¢), ¢) and @~(Q(~), 
7(~), ~). In essence, then, the integrand of the error criterion is quadratic 
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with respect to deviations in the control signal vector e(t). On the other 
hand, this integrand may have an arbitrary form of degree greater than 
or equal to quadratic, such as quartic, with respect o deviations in the 
desired response signal vector q(t). For the degenerate case where the 
weighting factors vary independently and are given as the functions 
¢.(Q(z), ~) and ¢~(Q(z), z), the error criterion is purely quadratic. 
The variable ~ which appears in the error criterion given in (3) is a 
dummy time variable with the value z = t being defined specifically as 
present or real time in the physical system. Therefore, the interval r 
is the interval of future time where the system performance is weighted 
when selecting the control signal re(t). Future errors cannot be neglected 
altogether when selecting present control effort because of the dynamic 
limitations of the system fixed members. In fact, increasingly degraded 
performance is obtained by neglecting future errors such as caused by 
shortening the interval T, a subject not covered here. As discussed 
previously in the literature (Merriam 1959), errors that occurred in the 
past are not relevant per se to the existing control problem, and hence 
are not weighted in the error criterion used to establish present control 
effort. However, the contributions to future transients caused by past 
system operation cannot be neglected because instantaneous elimina- 
tion of their effect is generally not attainable due to the dynamic limita- 
tions of the system fixed member. Therefore, neglecting past performance 
in the error criterion implies that the state signal vector z(t) is measured 
as an integral part of the optimum feedback control system. 
Finally, a great number of design problems in the feedback control 
area involve signals with random components, and hence, in these 
problems, statistical averaging becomes a part of the optimization proce- 
dure. In cases where the future desired operation of the system must 
be estimated from signals with random components, the vectors Q(¢) 
and M(z) in the error criterion are regarded as arbitrary members of 
the ensembles of possible desired quantities. Then, for instance, the 
average optimum system could be found by minimizing the expected 
value of (3). In cases where the optimum control signal vector is linearly 
dependent upon Q(z) and M(z) for all members of the ensemble, the 
minimum expected value of (3) results from a control signal vector that 
is the expected value of the optimum control signal vectors found for the 
ensemble members. 
In order to clarify further the engineering significance of the perform- 
ance criterion given in (3), the reader again is referred to the example 
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in the appendix. There special attention is paid to selecting the desired 
signals and weighting factors from consideration of general statements 
about the engineering constraints placed on system operation. Further- 
more, when the results of this paper are applied to this example, the 
necessity for weighting the amount of control effort utilized is demon- 
strated. 
C. ~/[ATItEMATICAL 1D~ESTRICTIONS 
Because the object of this work is to present a theory that applies to 
a general class of optimization problems possessing similar properties, 
a number of mathematical restrictions now are placed on the allowable 
forms of the dynamic process and error criterion already defined. Even 
though the parametric expansion technique, subsequently to be devel- 
oped, applies to an even more general class of problems when special 
considerations are introduced, the restrictions introduced here are suffi- 
cient to insure both the existence and uniqueness of optimum control. 
Also, an invariant configuration of the optimum systems defined within 
the allowable class of problems is obtained. 
The mathematical restrictions tacitly assumed to be enforced from 
here on are the following. The derivative of the state signal vector z'(t) 
must exist for all values of the state signal vector z(t) in the finite do- 
main, for all values of the control signal m~(t) within the domain 
L~-(t) < m~(t) <= L~+(t), and for all t. From (2), this restriction implies 
that the parameters bm~ and c~ are bounded, piecewise continuous, and 
univalued functions and, hence, excludes only cases of trivial physical 
importance. Similar to the condition placed on z'(t), the integrand of 
(3) must exist for all ¢ on the interval t < ~ _< t q- r, thereby placing 
restrictions on the functions ¢~, @~, and a~ similar to those placed on 
b~ and cn~. The existence of this integrand also requires that the desired 
signal vectors Q(¢) and M(¢) be bounded and piecewise continuous. 
Furthermore, the integrand of (3) must be a strictly convex function 
of both the control and state signal vectors in order to insure a unique 
minimum error (Bellman 1957). These final sufficiency restrictions also 
appear to exclude only design problems of limited engineering signifi- 
cance. 
II. EXPLICIT OPTIMIZATION 
The class of optimization problems elected here, as determined by 
the dynamic process and error criterion, is similar to a class of linear 
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design problems previously treated in the literature (1VIerriam 1959). 
Linear optimum controls result from a quadratic form of the error 
criterion and a linear dynamic process. Characteristic of these linear 
design problems is that the optimum controller consists of computed 
parameters that multiply respective components of the state signal 
vector. Furthermore, these parameters are computed as the solutions 
of a set of ordinary first order nonlinear differential equations. However, 
because the parametersare independent ofthe state vector, the optimum 
system is linear. Having defined a class of optimization problems uch 
that a strong resemblance to the degenerate linear case exists, the ex- 
plicit optimization techniques used for the linear case are reviewed first, 
in order to provide the basis for extending these techniques to the non- 
linear cases. Because the degenerate linear case with a finite interval r 
represents important design problems, the application of calculus of 
variations in the explicit optimization generally results in a two-point 
boundary problem. Therefore, Bellman's functional equation method 
of dynamic programming was useful in specifying optimum linear con- 
trols (NIerriam 1959). 
The functional equation method commences by defining a minimum 
error function E(z(t~), tt) associated with the error criterion given in 
(3) such that 
E(z(tL),~)---- min [~ ft+~ 
¢~ [m(¢)] n=l  tt 
{¢~[Q~(a) - q~(z)]~ 
+ ~j /~(~)  - m~(~)] :} d~]. 
.J 
(4) 
The variable # is a dummy time variable defined in the interval t _-< 
_-< t + T, and the notation 2[rn(¢)] indicates that the control signal 
vector re(z) is restricted to the domain defined by the previous com- 
ponent inequalities. Having defined this minimum error function, a 
discrete approximation to the condition for minimum error is 
E(z(~), #) = min e ~ {4~[Q~(~) - q~(.)] ~ 
~c~,(m (5) "1 
+ ~b~[M.(tt) -- m~(~)] 2} + E(z(t~ + ~), tt + e)] 
where an arbitrarily small increment of the dummy time variable ~ is 
denoted as ~ (Merriam 1959). Furthermore, the continuous form of the 
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condition for minimum error is found by limiting the increment e to 
zero such that 
rain {¢n[Q.(~) - q~,(~)] s -t- ~n[M.(~) - m,,(~)] 2} 
s~t,~(~l ~=1 (6) 
, OE(z(tL),,)] 
. )  + ( . )  = O. 
+ ON n=l OZn(~) 
For the class of design problems that result in a linear control system, 
the minimum error function is quadratic with respect to the state signal 
vector z(~). Specifically, the minimum error function can be written in 
terms of 1 -~ 2N -t- N!/2!(N - 2)! parameters that are independent 
of the state signal vector z(t~) such that 
hr 2/ h r 
. )  = k(.)  + + (7) 
m=l m=l k=l 
where/c~,~(t~) = k~(t~). Furthermore, these k-parameters are the solu- 
tions of a corresponding set of ordinary first order nonlinear differential 
equations and are the parameters which appear directly in the optimum 
control system (Merriam 1959). 
A dynamic programming formulation of the condition for optimum 
control, as opposed to calculus of variations, is used throughout this 
paper in order to eliminate trial and error procedures associated with 
nonlinear Euler equations when both boundary conditions are fixed. In 
fact, an explicit Euler equation cannot be written when saturation of 
the control signal occurs. However, the important novelty of this paper 
is that a parametric expansion of the minimum error function, similar 
to (7), is used throughout. Parametric expansion bypasses the flooding 
procedure of dynamic programming, and therefore liminates the awe- 
some memory and computations associated with traditional dynamic 
programming methods. 
A. PARAMETRIC EXPANSION OF 1V[INIMUM ERROR I?UNCTION 
Now the details of the limiting procedure used to obtain (6) from (5) 
are re-examined here in order to extend the concept of expressing the 
solution of a partial differential equation with the form of (6) as a set 
of parameters, computed from ordinary differential equations, for a class 
of nonquadratic minimum error functions. A first order dynamic process 
is treated here first so as to diminish notational difficulties. 
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The parametric representation f the minimum error function given 
in (7) is simply a Taylor series expansion of the function which has been 
truncated at the second degree terms in the components of the state 
signal vector. For a minimum error function of arbitrary shape, but 
specialized to the ease of a first order dynamic process (N = 1), a Taylor 
series expansion around the point Zl(~) is written as 
E(zi(~), , )  = ~ fm(£1@), ~)[zl(u) -- ki(~)] m. (S) 
m~0 
Assuming that the required erivatives exist, the f-parameters are given 
as 
10'~E(zi(~),~) ~1(,)=~1(,) (9) 
- m!  m 
Clearly, then, the Taylor series in (8) can be rewritten as 
E(z~(~),~) = ~ gm(~i(,),~l)zi'~(~) (10) 
which is in the form of (7). Of course, if the minimum error is in fact 
a power series, the g-parameters are not functions of the point k~(~) 
and vanish for all terms of degree not appearing in the minimum error 
function. A final note of interest is that because the minimum error func- 
tion is a strictly convex function, as insured by the structural restric- 
tions placed on the integrand of the error criterion, the inequality 
E(zl(#), tl) - f0(zl(~), #) -- fi(zi(,), #) [zl(/~) - zi(#)] > 0 
is true for all ~t(z), z~(z) such that z~(z) ¢ ~l(z). 
In order to take the limit e -+ 0 of (5), the function E(z~(z -t- e) 
must be evaluated in terms of the Taylor series given in (10) by utilizing 
another Taylor series expansion in terms of the increment e. Having 
already made the assumption that the derivative z~t(z) exists, a linear 
expansion in the increment e of the signal Zl(Z d- e) around the point 
~i01) is zi(z d- e) = ~l(#) + eel'(Z). Therefore, the linear expansion in 
e of the function E(zl(z -t- e), # d- e) around the point ~l(z) is 
(11) 
• + 
0~ ~-~I 
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which is equivalent to 
oE(~1(.), .) E(z~(~. -t- E),. -Jr- E) = E(~I(.), #) -I- e O~ 
(12) 
+ ~z~'(~,) ozl(.) 
By a simple extension of (10) and (12) to a state signal vector z(~) 
with N components, the minimum error function E(z(~ -~ e), # + e), 
expanded in a Taylor series about the point ~(~), is written for the 
arbitrarily small increment eas 
E(z(~ -F E), # + e) = E(~(u), ~) + e OE(~(~), ~) 
O~ 
(13) 
, 0~(z(~),~) [ + ~ z~ (~) 
Now, the discrete condition for minimum error given in (5) is evalu- 
ated just at the particular point ~(g), and (13) is substituted into the 
result. Then the term E(~(~), ~) is eliminated from both sides of the 
condition for minimum error, and the parameter e is factored. Finally, 
the condition for a minimum error at the point ~(/~) is determined by 
setting the coefficient of e equal to zero, thereby obtaining 
rain V~ {q~[Q~(~) -q~(~)]2 -I- ¢~[M~(#) - m~(~)] 2} 
£[m(.)] L-=I (14) 
, OE(z(~),.)] ]= 0. 
The notation qS~, ¢. ,  and ~(~) indicate that these functions are 
evaluated at the point ~(~). & comparison of (6) and (14) shows that 
(14) is simply a restatement of (6) but evaluated at the particular 
point z(~) = ~(~). However, this detailed treatment of the parametric 
expansion does give the basis for correctly interpreting the partial deriva- 
tives which occur in (14) in terms of a Taylor series expansion of the 
minimum error function in state signal vector components, as is shown 
in a comparison of (11) and (12). 
B. CONDITION FOR OPTIMUM CONTROL 
With the condition for minimum error having been established, the 
minimizing control signal vector m(~) is obtained by minimizing the 
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sum of terms within the brackets of (14) with respect o each compo- 
nent of the control signal vector. The assumption has already been made 
that the integrand of the error criterion is a strictly convex function 
of the control signal vector m(#), thereby implying that the factor Cn 
is positive and that the bracketed terms in (14) are similarly strictly 
convex. Therefore, the minimizing components of the control signal 
vector either lie on their domain boundary or within their domain. These 
components are determined by substituting (2) into (14) and then 
setting the partial derivative, with respect o a particular component 
of the control signal, of the bracketed terms of (14) equal to zero. Any 
particular minimizing control signal then, is given by the component 
identity 
'L.+(tL), L~+(#) =< [m~(tL)] 
m~(~) = Imp(it)l, L,~-(tt) < [m~(#)] < L~+(tt) (15) 
L,~-(tt), [mn(tt)] =< L~-(g) 
for 1 =< n _-< N. Here [m(g)] is a column vector of N components, with 
each component of the form 
~,~ OE(z(v.),~) . (16) 
This vector is written as 
[-[ml(~)] 
L(m~(.)] 
Finally, if the minimizing control signals given in (15) are substituted 
back into (14), the sum of the bracketed terms are set equal to zero so 
that 
~E {~jO~(~) - ~(g)]~ + Cn[MnG) - m~(~)] ~} + 
~=: O# 
(17) fi OE(z(~), g) ~(,,)=~) = O. 
"-[- --n=l Znt(ll") OZn(~) 
In order to determine the switching signal vector [m(~)] explicitly, 
a parametric expansion of the minimum error function at the point 
2(g), which is similar in form to (7), is assumed to be 
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N N N 
E(~(A, ~) = ~(~) + ~: ~(~)z~(~) + ~ ~ ~(~)~(~)z~(~) (is) 
m=l  m=l  k=l 
where/;~k = /;k~. Because the minimum error function is, in general, 
nonquadratic, the/~-parameters are functions of the point 2(~) around 
which the expansion is taken and, hence, are denoted as the/~-parameters. 
A word of note here is that a more general series containing higher degree 
terms in the components of z(~) can be chosen, but all of the additional 
~-parameters can be shown to be zero for the dynamic processes and 
error criteria treated in this paper. Finally, the ~-parameters must 
satisfy the boundary conditions/~(t -t- r) = /c~(t -t- r) = ~k( t  -4- r) = 0 
because E(z ( t  -4- ~-), t -4- r) = 0 for all finite z(t -t- -r), as can be seen 
from the definition given in (4) for tt = t -t- r. Now the partial deriva- 
tives needed in the condition for minimum error are written, with refer- 
ence to (11) and (12), as 
hr 
OE(~( . ) , . )  ~ ' (A  +}2 ~ ' " - k~ (Az JA 
0~ m=l  
~ (19) 
+ E E "  " " ~( . )z .~( . ) z~( . )  
m=l k=l  
and 
z (~) ~ (~) N OE(z(A, ~) = ~(~) + 2 ~2 ~.~(~)~(~) (20) 
oz,~(~,) .,=1 
where ~(t~) is a component of z(t*) at the point ~(#). 
The result of substituting (1), (2), (15), (16), (19), and (20) into 
(17) can be written in the form 
N 
[~'(A - ~(,)]  + ~ [~J( , )  - ~(~)]~m(~) 
N N (21) 
+ ~2 ]E [ m~(,) ~m~(,)]~(,)~(,) 0 
~n=l k=l  
where the ~-functions represent combinations of the ]~-parameters. 
Clearly, the condition for minimum error is satisfied for all points 2(t~) 
in finite space by setting the bracketed quantities in (21) equal to zero. 
Therefore, the following set of 1 -t- 2N -t- N! /2! (N  - 2)! independent 
ordinary first-order nonlinear differential equations is obtained, the time 
function notation being dropped for convenience: 
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h r Na 
C ~' = -~ [~Q2 + ~Zn] -- ~ [¢~(M~ -- L~) ~ + ~L~k~] 
(22) 
,.,, I._4¢,,, 
.hr h"8 
~1 
(23) 
c~ LLm hru 2 A + - ~n~M~k~,. + ~ , 
and 
N Nu ~ 2 
n=l [tp~ . . . .  k + ~)nm~nk "~ ~)nk]~nm] -']- n -~n nm nk .  (24)  
In (22), (23), and (24), the indices satisfy 1 =< k =< m and I =< m =< N, 
and all symbols under a caret, such as k, are functions of the point ~(#). 
Also, the set of numbers Ns is used to indicate the set of components of
m(#) that occur on their boundary L~ which is either L~ + or Ln- as 
given by (15) ; the set of numbers N~ is used to indicate the set of com- 
er u . , 
ponents of m(~) that equal [m~(~)]. The symbols ~-~'~' and ~-~ mdmate 
the sum of numbers belonging to the sets N8 and N . ,  respectively. 
C.  OPTIMUM CONTROL LAW PROPERTIES AND PARAMETER COMPUTATION 
The optimum control signal vector that is applied to the physical 
system in real time is m(t). From (15) and (16), each optimum control 
signal applied to the physical system is given as 
"Li+(t), L~+(t) <= [mdt)] 
mdt) = [malt)], L( ( t )  < [mdt)] < L~+(t) (25) 
L~-(t), [mdt)] _-< L~-(t) 
where 
[m~(t)] = Mdt) _ ~c" ~(t)  - ~ =~ ~k(t)2k(t). (26) 
Therefore, the general class of optimization problems defined by dynamic 
processes that can be expressed in the form of (1) and (2), and error 
criteria that have the form of (3), essentially result in control by para- 
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metric adjustment. More specifically, the optimum control aw consists 
of no-energy gains (/~ik-parameters) multiplying measured state signals, 
giving a traditional feedback configuration, plus a computed input 
(~i-parameter). Furthermore, these ]~-par~meters are the computed 
solutions of a set of ordinary first order differential equations. 
As mentioned previously, statistical averaging is required when the 
Q(a) and M(a) contain random components, or must be extracted from 
noisy signals. If the pth member, with a probability P~, of the combined 
ensembles of Q and M results in a value for (3) defined as e~, then the 
expected value of (3) is 
-- ~,  e~Pp (27) 
p 
Using the notation for averaging defined in (27), the expected value of 
(3) is written as 
g -- {¢.[Q.(z) - q.(z)] 2 + ~,~[M.(z) - m.(z)] ~} dz. (28) 
n=l  'Jr 
The probabilities used in (28) are conditional probabilities, and their 
values at any particular instant of time t are established by measured 
segments, in the interval - ~ < ~ _< t, of signals statistically related to 
Q and M used in evaluating ep. Therefore, when minimizing (28), the 
control signal vector re(z) is treated as a deterministic function for a 
particular instant of time t. Assuming that the matrices B and C, the 
load disturbance vector u(a), and the measured state vector z(t) are de- 
terministic, (2) shows that the state signal vector z(z) also is determinis- 
tic when minimizing (28). As a result, the minimum error function for 
(28) is defined as 
min [~] -- E(z(t), t). (29) 
~[m(~)]  
In other words, when the state signal vector is deterministic over the 
interval t <= a <_- t + r, statistical averaging introduces no new concepts 
in the functional-equation formulation. Also, the parametric expansion 
of the minimum error function proceeds as before, giving the following 
form: 
hr hr ~r 
E(2(t~), t~) = ~(t~) + ~ ~m(u)2~(~) + '~  ~ ~mk(U)~(t~)~k(t~). (30) 
m~l m=l k~l  
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The optimum switching vector [~(t)] which corresponds to (26) has the 
components 
~ C~ ~-~ik(t)2k(t) (31) [~i(t)] = kirk(t) -  ~i(t) - ¢ k=l 
when ~ is assumed to be deterministic. The equations for the k-param- 
eters are similar tO (22), (23), and (24), but the terms involving Q, 
and M~ are replaced by their expected values. 
The computation of the/~-parameters from (22), (23), and (24) can 
be carried out with either analog or digital computers. Because these 
parameters satisfy the condition/~(t + T) =/¢m(t -[- r) = /~mk(t -~- r) = 
0, the general procedure is to solve the equations with the dummy time 
variable t~ running from t + r to t. However, a particular point 2(t + T) 
must be specified for the solution. Then, (2) with t replaced by ~ must 
be solved simultaneously with (22), (23), and (24) in order to compute 
the point 2(t~) associated with the particular 2(t -]- r) chosen at the 
beginning of the solution. Also (15) and (16) must be calculated uring 
each solution in order to determine the sets No and Nu associated with 
the saturated and unsaturated control signals, respectively. Here, it is 
very important to realize that the parametric expansion method involves 
no search or trial-and-error procedures typical of either dynamic pro- 
gramming or the solution of nonlinear Euler equations with two fixed 
boundary conditions by relaxation techniques. Furthermore, a digital 
computer solution of (2), (32), (33), and (34) would require only 1 + 
3N -~- N!/2!(N - 2)! storage registers. On the other hand, a minimum 
of 2 X M N storage registers i required for dynamic programming where 
M is the number of quantization levels associated with each state signal. 
Program storage is neglected in both cases, and a first difference al- 
gorithm for integration is assumed for parametric expansion in order to 
give truncation errors comparable to those of dynamic programming. 
Neglecting the expanding rid problem associated with dynamic pro- 
gramming, typical numbers might be M = 104 for three place accuracy 
and N = 10 for a three-dimensional trajectory problem. These numbers 
give a memory requirement of 76 for the parametric expansion vs. 2 × 104° 
for dynamic programming. A comparison of the computer time required 
to generate the /~-parameters over the whole domain of z(t), which 
generally is not necessary, indicates that the parametric expansion 
method and dynamic programming are essentially equivalent. 
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For real-time computations, the point 2(t) corresponding to the point 
2(t + r) chosen at the beginning of the solutior/may not correspond to 
the measured state signal vector existing in the physical system z(t).  
Therefore, the concept of optimum control based on high-speed, repeti- 
tive computations of the/~-parameters is estricted by the ability to select 
the point 2(t -4- T) that corresponds to the state signal vector measured 
in real time. On the other hand, the possibility of matching the required 
conditions /~(t -t- r) = /~m(t + T) = /~k(t + T) = 0 after computing 
from t to t -t- r by setting the measured state signal equal to the point 
~(t), and by arbitrarily choosing/~(t), ]~m(t), and/~mk(t), is less feasible. 
For this second possibility, 1 + 2N -4- N! /2! (N  - 2)! arbitrary choices 
must be made as opposed to only N choices. Finally, no increase in the 
computations i  required when the state vector is deterministic, even 
though statistical averaging of the desired response and control vectors 
must be introduced. 
Both conceptual and computational simplifications occur when re- 
strictions are placed on the dynamic process and error criterion so that 
linear controls result. The dynamic process is linear if the parameters 
anm ,bnm , and c~ are independent of the state signal vector z(t),  and if 
the control signal vector e(t) is not limited in domain. Also, the error 
criterion is quadratic in form if the weighting functions 6~ and ~b~ are 
independent of the response signal vector q(t) and, hence, the state 
signal vector z(t). Then a~m, b~,  c~,  6~, and ~ obviously are inde- 
pendent of the point 2(g) and no terms occur in the set N~. Under these 
conditions, careful examination of (22), (23), and (24) reveals that the 
/~-parameters are independent of the point 2(g). Therefore, the caret 
notation can be dropped, and the following equations are obtained: 
1~' = - -  4~Q,~ 2 + u~k~ + c~M~k~ c~ n=l - -  ~ kn~ ' (32) 
= -E  E + 2c~nM,J~,.~ 
(33) 
Cn~ + - , 
and 
l~mk = --~n=l [ f~nanmank "jr-bnm~nk "Jr- bnkknm - - -  k . 7  m nkj. (34) 
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Also, any particular optimum control signal is given from (15) and (16) 
as  
hr 
Cii c. k~(t) - ~,  k~k(t)zk(t) (35) m~(t) =- M~(t) -- ~ ~ k~l 
where zk(t) is the measured state signal. Therefore, the problem of 
matching the computed point ~(t) to the measured state signal z(t) no 
longer exists. The k~k-parameters now are seen from (34) to be inde- 
pendent of the signals Q~, M~, un, and the k- and k~-parameters. 
Hence, the k,~k-parameters are seen to appear as independent multipliers 
in (33), and the k~-parameters are linear with respect o the signals Q~, 
M. ,  and u~. If the signals cause the necessity for taking the expected 
value of the minimum error function, then for the linear case, the 
averaged k~-parameters can be computed irectly from the ensemble 
members. This eliminates the need for reformulation when stochastic 
signals are introduced. Because the expected value of a time series cor- 
responds to minimum mean-square estimation error, a Wiener prediction 
is implied for the generation of the signals Q~, M~, and u, over the 
interval of future time t _-< # _-< t -~- T in the computation of the k~-pa- 
rameters. 
Finally, an important simplification results when the k-parameters 
are computed from linear equations, and all signals Q j ,  M~., and uj can 
be written as the sums of the separable components: 
Qj(t~) = ~ p~(t~, t)Qj~(t), (36) 
w=l  
Mi(#) = ~ rj~(tL, t)Mj~(t), (37) 
x=l  
and 
Yi 
u~(t~) = ]~, sj~(#, t)u~y(t). (38) 
y~l  
Only signals of the form of (33), (34), and (35) result from use of linear 
devices for extrapolation or statistical prediction. Now applying the 
principle of superposition to (33), the parameter k~ which appears in the 
particular optimum control signal m~(t) is written as 
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k~(t) = P~jw(t)Qj~(t) -4- ~_, Rijx(t)M~(t) 
j=l  x=l 
(39) 
+ ~=1  S,jy(t)uj~(t)]. 
The parameters P~w, Rij~, and S~.~ are no-energy storage gains which 
are the solutions of the following sets of differential equations: 
! 
P,~¢~ = 26jps~asm + ~=1 -b,,~ + ~c~ k~ P~j~ , (40) 
t R~i~ = -2cjjrj~kjm "4- -b~m + Cn, (41) 
and 
(42) 
These sets of equations, each containing N equations as given by 1 -< 
m = N, must be solved over the time interval t < g < t + r. The solu- 
tions satisfy the conditions P,,jw(t + r) = Rmj~(t + r) = S,~u(t + 
7) = 0. In this special ease of a linear dynami c process, a quadratic error 
criterion, and separable signals, the optimum control system consists 
totally of no-energy storage gains. 
III. REMARKS 
This paper has presented a class of optimization problems which have 
a wide range of application in feedback control system design. Because 
the optimum control law can be stated in terms of adjustable parameters, 
the engineer can easily visualize the configuration of system components 
and, hence, relate the results to other design procedures. More important 
is that conceptual and computational simplifications are identified 
readily when mathematical restrictions are placed on the dynamic proc- 
ess and error criterion. 
Even though the optimum controls are nonlinear, except in a particular 
case, no numerical approximations, such as occur with relaxation or 
flooding methods applied to minimization problems, are required in order 
to obtain the parameters. Also, the only error which occurs in the solu- 
tion of the ordinary differential equation on a real-time repetitive basis, 
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barring round-off and truncation errors arising with digital computations, 
is the component differences between the measured state signal vector 
z(t) and the calculated state signal vector ~(t). This error is discernable 
and can be made arbitrarily small by reselecting ~(t q- r). 
Furthermore, a number of important design considerations, not dis- 
cussed here, indicate that real-time computations can be used in a variety 
of applications for the optimum adaptation of the control system to 
changing design conditions. Normalization techniques are particularly 
useful here. In addition, they give an engineering basis for evaluating 
departures from the true optimum in order to diminish measurement 
and computational requirements. 
Finally, it should be mentioned that the subject of stochastic state 
vectors has been treated. A class of optimum controllers possesses the 
computational properties associated with (30) when the state vector is 
stochastic, and a fundamental criterion defining this class exists. Also, 
the subject of on-off control has been treated in detail from the 
computational viewpoint associated with parametric expansion. On-off 
control can be realized by a number of majority decision elements equal 
to the number of inputs to the dynamic process. On-off control, also, 
results in a reduction of 3N q~ N! /2! (N  - 2)! first-order differential 
equations to only 2N first-order differential equations necessary to 
compute the thresholds. 
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APPENDIX--AN EXAMPLE 
In order to illustrate the class of design problems associated with the 
theory developed in this paper, a particular physical situation is de- 
scribed here in oversimplified, and hence somewhat hypothetical, en- 
gineering terms. This illustration is intended to emphasize the signifi- 
cance of the performance riterion and the choice of variables pertinent 
to the dynamic process but not to emphasize the detailed solution to the 
design problem. However, even without a detailed solution of the equa- 
tions available, a number of close associations with conventional feed- 
back control ideas are established which is an important virtue of the 
theory. 
The longitudinal geometry pertinent o the terminal portion of a 
desirable trajectory for landing aircraft is shown in Fig. 1. This tra]ectory 
has been deemed esirable by observing competent pilots under visual 
landing conditions. In addition, the following considerations are perti- 
nent to the engineering problem: 
a. The aircraft is guided up to the point x = 0 by air traffic control. 
;00 ft.~ 
h(t) 
l f t .  
~k,  , ,~, rloo~ -~%, ~,-_~, "- 
u = I00 ft /sec 
o xct) ? 1111111111117/1i 
/o X,=l,Su? xd = 20u ROUND PLANE ~ RUNWAY 
FIG. 1. Longitudinal geometry for the final phase of an aircraft landing (not 
drawn to scale). 
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The spreads of altitude from 80 to 120 ft and rate of descent from -15 
to -25 ft/sec are allowed at x = 0 before a wave-off command is exe- 
cuted. 
b. Over the distance prior to the runway 0 < x =< x,, the maintenance 
of correct altitude is the only important consideration i  order to avoid 
obstructions in the vicinity of the approach path. On the other hand, 
over the length of runway xr <= x <= xt ,  the maintenance of correct 
rate of descent is the only important consideration i order to achieve 
the proper impact at touchdown. 
c. The position of the aircraft with respect o the runway is known, 
with virtually no error, by use of an airborn radar altimeter and ground 
based radar beacons which give h and x, respectively. Also, the radar 
beacons and a barometric-rate meter are used to give an accurate meas- 
urement of both ground speed and rate of descent, respectively, thereby 
giving measurements of u and % 
Because the dynamic situation depicted here is completely transient in 
nature and requires the achievement of the desired trajectory to a high 
degree of accuracy, a difficult ime-domain synthesis problem is implied 
for which conventional techniques are not readily applicable. 
A. DYNAMIC PROCESS 
The dynamic process associated with this aircraft landing problem is 
defined by both the longitudinal dynamics of the aircraft and the planar 
geometry shown in Fig. I. The  principal control surface that causes 
longitudinal motion is the elevator. Therefore, a simple but nontrivial 
representation of the aircraft is obtained by defining a control signal 
~o($) which is elevator deflection and is limited by mechanical stops such 
that -L~ < ~(t) _< L~. Elevator deflection gives rise to a time rate of 
change of the glide path angle 7(t) such that 
~/(t) = c(1 - e -h(t)/d) ~e(t) + WVw(t). (43) 
Even with such a simple representation, the coefficient of ~o(t), the 
exact form of which is hypothetical, cannot be approximated asa con- 
stant, in general, because of the peculiar behavior of an aircraft at very 
low altitudes called ground effect. Briefly stated, a loss of dynamic pres- 
sure at the tail surfaces i  experienced below altitudes of about one wing 
span and is caused by reduced ownwash and possibly an upward deflec- 
tion of the wake. Reduced ynamic pressure grossly diminishes tail lift 
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and control surface sensitivity. The second term on the right-hand side 
of (43) is a rough approximation to the effects of the velocity of wind 
gusts vw(t) which is the important disturbance in this dynamic system. 
Further reference to Fig. 1 and the allowable rates of descent indicate 
that the magnitude of the glide path angle is less than 0.26 rad so that 
small angle approximations cos v(t) ~ 1 and sin ~,(t) ~ ~,(t) are valid. 
Then, ground speed is given as x ' ( t )  = u where the velocity u is treated 
as nearly a constant from aerodynamic considerations, and the rate of 
ascent is given as 
h'( t )  = u~,(t). (44) 
Finally, the small angle approximations allow a definition of real time as 
t = x ( t ) /u .  Therefore, (43) and (44) define the relationships between 
the response signals, h' (t) and h (t), and the control and load disturbance 
signals, ~(t) and wry(t )  respectively, which constitute the dynamic 
process. Note that both altitude and rate of descent have been called 
response signals because they both are important in defining a successful 
landing. 
Now, the important signals in this landing problem can be related to 
the abstraction presented in the body of the paper by the following 
definitions. The control signal is ml(t) = ~(t) where the domain bound- 
aries are L~+(t) = -L~- ( t )  = Lo,  the response signals are q~(t) -= 
h'( t )  and q2(t) = h(t ) ,  the state signals are zl(t) = ~,(t) and z~(t) = h(t ) ,  
and the load disturbance signal is ul( t )  = wry( t ) .  All other signals are 
treated as zero, and the order of the dynamic process is N = 2. There- 
fore, the matrices defined in (1) and (2) become 
__ e -h ( t ) [d )   :Io ? OuO ° o °o 
g.  PERFORMANCE CRITERION 
The choice of a performance criterion pertinent to the aircraft landing 
problem entails the specification of desired responses, the amount of 
control effort to be utilized, and the selection of the functional form used 
to weight response rrors. The desired responses, derived from pertinent 
engineering considerations and depicted in Fig. 1, are the desired altitude 
fl00e -t/5, 0 _< t ~< 15 
hd(t) = [ 20 -- t, 15 --< t --< 20 (45) 
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and the desired rate of descent h'~(t) which is the derivative of (45). 
However, the problem statement indicates that rate of descent errors are 
only important over the runway surface so that ¢1 --- 0 is chosen for the 
interval 0 < t = 15. Also, ¢1 - ¢10 = const, is chosen for the interval 
15 < t < 20. In the same fashion, ¢2 = 0 is chosen for the interval 
15 < t < 20 because altitude rrors are important only prior to reaching 
the runway and because major altitude changes cannot be obtained 
after reaching the runway. Furthermore, ~2 = a¢20 for h(t) > hd(t) and 
~2 = ¢20 for h(t) <= hd(t) is chosen for the interval 0 ~ t _< 15. Here, a 
and ¢50 are constants such that generally 0 < a < 1. This choice of 6~ 
assigns heavier weight to being below the desired trajectory than to 
being above. Finally, because large elevator deflections are equally 
undesirable from a pilot standpoint throughout the entire landing, 
¢i = ¢10 = const, is chosen for the interval 0 < t =< 20. 
The selection of the weighting factors made here is somewhat rbitrary 
but does indicate how the theory is interpreted in the light of given 
engineering considerations. There remains, however, the problem of 
assigning values to the constants that appear in these weighting factors. 
In particular, the relative weightings, given by the ratios ¢10/¢10 and 
¢~0/~b10, determine the compromise between obtaining small response 
errors and using large control signals. Hence, their selection is roughly 
equivalent to setting system gains. For the landing problem, the relative 
weightings are chosen as large as is compatible without forcing the ele- 
vator against its mechanical stops for the range of initial errors to be 
encountered. Pilots avoid this violent behavior and hence would not be 
able to identify malfunctions during such operation. 
C. EQUATIONS FOR OPTIMU~ CONTROL 
In order to illustrate the general results presented in this paper, the 
equations defining optimum control now are specialized to the aircraft 
landing example. In particular, the equations corresponding to (2) are 
~'(tt) = c(1 - e -~(")/e) a~(t~) + wv~o(tt) 46) 
and 
~'(,) = u~( , ) .  (47) 
Also, (15) gives ~e(~) = [~o(tL)] because the design specifically avoids 
saturation of the control signal, and thus (16) gives 
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~o(~,) c(1 - e -~(")/d) ~ ~ = [k~(~,)/2 + k~(~,).y(~,) + ~(~, )~(~, ) l .  (48)  
~/'1o 
Finally (22), (23), and (24) give 
~'(t~) = --4~[h'd(~)] ~ -- 5~[hd(u)] 2 -- wv~(~)f~(tL) 
+ c2(1 -- e-~(")/d)2 ~(t~), (49) 
4~1o 
]~'l(tt ) ---- 2dplh'd( tt ) U - -  2WYw ( tt ) f~11( i.t ) - -  U]~2(tt) 
+ c2(1 _ e-~(.)/e): (50) Z~(~,)Z,~(~,), 
~b~o 
]c'~(~) 2~hd(~) 2wv~(~)~l~(~) -  c~(1 -- e-~(")~): " ~--- - -  kl(~t)kl2 (~t), (51) 
~bt0 
k~( . )  -~u ~ 2u]~1~(.) + c~(1 - e-~¢~)~)~ ~' = - ~,~(~),  (52)  
Ca0 
k~( , )  -u£:~(u)  + c~(1 - e -~(" )~ 
~' = ~ ~(~)~1~(~) ,  (53)  
and 
~(~, )  _~ + d(1  - e-~(~)/dj ~ 
= ~1~.(~,). (54)  
~blO 
Because response rrors are weighted only on the interval 0 =< t =< 20, 
then t -~ r = 20 and the ]~-pargmeters satisfy the initial conditions 
~(20) -- ]~1(20) = ]~2(20) = ]~11(20) = ]~12(20) = /~22(20) = 0. Also, the 
desired altitude hd(~) is given from (45) by replacing real-time t with 
t~, and the weighting factors that appear in (49) through (54) remain 
exactly as first introduced for the landing problem but with real-time t
replaced by ~. 
D. ~)ROPERTIES OF OPTIMUM CONTROLLER 
The optimum control law is given by (48) when t~ = t and is dia- 
gramatically shown in Fig. 2. The block diagram indicates that optimum 
guidance of the aircraft requires a two-loop feedback control system, 
very similar in configuration to conventionally designed systems. How- 
ever the optimum control signal ~e(t) is expressed in terms of ~,(t) and 
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I ^ 
-~ k, ~ , ~e (~1 AIRCRAFT DYNAMICS AND LONGITUOINAL GEOMETRY N=2 
I ) '(t ) 
>h(t) 
Fio. 2. Block diagram of optimum control for aircraft landing. 
h (t) by a functional relationship that is both nonlinear and time-varying. 
Even in the special case when ground effect can be neglected and when 
equal weight is given to altitude errors above and below the desired 
trajectory, d = 0 and a = 1 respectively, the optimum control signal 
is related to 7(t) and h( t )  by a time varying but linear function. The 
/c-parameters are now independent of the system state as can be seen 
from (49) through (54) when specialized to the proper conditions. 
In order to check intuitive notions about the characteristics of the 
system, the/~-parameters which appear in the optimum control aw are 
examined in the interval 15 < t =< 20. In this interval,/~l~(t) =/~22(t) = 
0, as can be seen from (53) and (54), because q~ = 0 everywhere on the 
interval t < t~ < 20. Therefore, no position feedback exists in the opti- 
mum control system once the aircraft is over the runway. Of course, this 
result is in complete agreement with the design criterion which stated 
that no weight be given to altitude errors over the runway. For the 
further estrictions that ground effect can be neglected,  -- 0, and that 
the effects of wind gusts are nil, w = 0, then direct integration of (50) 
and (52) yields 
~l(t) (2/c)(¢10 lj~ lj~ = - ~i0) hdtanh [cuklo (20 - t)] (55) 
and 
k11(t) = (u /c )  (¢10 ¢10)l/2tanh [cu~/o 2 (20 - t)]. (56) 
Here, the relative weighting is defined as kl0 = ¢10/~b10 and the constant 
desired rate of descent is defined as hPd. Finally, substitution of (55) and 
(56) into (48) gives the optimum control aw 
~(t) = k~o/2{tanh[cuk~o/~(20 -- t)]} {h'a --  h'(t)}. (57) 
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which is valid on the interval 15 < t <= 20 under the conditions d = 0 
and a = 1. The control law given in (57) demonstrates that the optimum 
system is not dependent on the weighting factors ¢10 and ¢10 per se but 
only on the relative weighting ~10. Also, (57) demonstrates that the rela- 
tive weighting assumes a primary role in setting loop gain. 
E. REMARKS 
The detailed solution of the equations which defines the optimum 
control law could now be carried out in a very routine fashion and hence 
is not of particular interest here. On the other hand, it might be worth 
mentioning that these solutions have been run on an IBM 704 computer 
using the Gill fourth-order integration algorithm. The programming was 
accomplished with FORTRAN, and the program required a total of 
approximately 700 storage registers. An integration i terval that gives 
five place accuracy requires about 10 sec to integrate from t + r to t. 
Finally, it should be pointed out that the error criterion used here, 
which weights errors over the interval t =< t~ -<_ 20 regardless oftrajectory 
shape, is only an approximation. More specifically, this error criterion 
neglects the fact that the aircraft lands when h(t) = 1 ft and hence will 
not actually fly the portion of the computed trajectory where h(t~) < 
1 ft. A more precisely formulated criterion would involve weighting 
errors over the interval t -< u -< T where T is defined such that h(T) = 
1 ft. Because the value of T is dependent upon the shape of the trajectory 
and hence dependent upon ~,(t) and h(t), the optimum controller corre- 
sponding to this latter method of weighting errors is in general nonlinear, 
even where ground effect and unequal weighting of altitude errors are 
neglected. This conclusion is demonstrated asily by replacing 20 with 
T in (55) and (56) so that /ci(t) and kii(t) are now dependent upon 
~,(t) and h(t). Fortunately, the solution of (50) through (54) in conjunc- 
tion with (46) and (47) gives the dependence of T upon ~(t) and h(t) 
so that no essential differences in the solution of the condition for opti- 
mum are introduced. A similar phenomenon to this implicit terminal 
point problem arises when small angle approximations cannot be made. 
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