Non-negative matrix factorization (NMF) has proven to be a useful decomposition technique for multivariate data, where the non-negativity constraint is necessary to have a meaningful physical interpretation. NMF reduces the dimensionality of non-negative data by decomposing it into two smaller non-negative factors with physical interpretation for class discovery. The NMF algorithm, however, assumes a deterministic framework. In particular, the e®ect of the data noise on the stability of the factorization and the convergence of the algorithm are unknown. Collected data, on the other hand, is stochastic in nature due to measurement noise and sometimes inherent variability in the physical process. This paper presents new theoretical and applied developments to the problem of non-negative matrix factorization (NMF). First, we generalize the deterministic NMF algorithm to include a general class of update rules that converges towards an optimal non-negative factorization. Second, we extend the NMF framework to the probabilistic case (PNMF). We show that the Maximum a posteriori (MAP) estimate of the non-negative factors is the solution to a weighted regularized non-negative matrix factorization problem. We subsequently derive update rules that converge towards an optimal solution. Third, we apply the PNMF to cluster and classify DNA microarrays data. The proposed PNMF is shown to outperform the deterministic NMF and the sparse NMF algorithms in clustering stability and classi¯cation accuracy.
Introduction
Extracting knowledge from experimental raw data and measurements is an important objective and challenge in signal processing. Often data collected is high dimensional and incorporates several inter-related variables, which are combinations of underlying latent components or factors. Approximate low-rank matrix factorizations play a fundamental role in extracting these latent components. 1 In many applications, signals to be analyzed are non-negative, e.g. pixel values in image processing, price variables in economics and gene expression levels in computational biology. For such data, it is imperative to take the non-negativity constraint into account in order to obtain a meaningful physical interpretation. Classical decomposition tools, such as Principal Component Analysis (PCA), Singular Value Decomposition (SVD), Blind Source Separation (BSS) and related methods do not guarantee to maintain the non-negativity constraint. Non-negative matrix factorization (NMF) represents non-negative data in terms of lower-rank non-negative factors. NMF proved to be a powerful tool in many applications in biomedical data processing and analysis, such as muscle identi¯cation in the nervous system, 2 clas-si¯cation of images, 3 gene expression classi¯cation, 4 biological process identi¯cation 5 and transcriptional regulatory network inference. 6 The appeal of NMF, compared to other clustering and classi¯cation methods, stems from the fact that it does not impose any prior structure or knowledge on the data. Brunet et al. successfully applied NMF to the classi¯cation of gene expression datasets 4 and showed that it leads to more accurate and more robust clustering than the Self-Organizing Maps (SOMs) and Hierarchical Clustering (HC). Analytically, the NMF method factors the original non-negative matrix V into two lower rank non-negative matrices, W and H such that V ¼ WH þ E, where E is the residual error. Lee and Seung 7 derived algorithms for estimating the optimal non-negative factors that minimize the Euclidean distance and the Kullback-Leibler (KL) divergence cost functions. Their algorithms, guaranteed to converge, are based on multiplicative update rules, and are a good compromise between speed and ease of implementation. In particular, the Euclidean distance NMF algorithm can be shown to reduce to the gradient descent algorithm for a speci¯c choice of the step size. 7 Lee and Seung's NMF factorization algorithms have been widely adopted by the community. 4, [8] [9] [10] The NMF method is, however, deterministic. That is, the algorithm does not take into account the measurement or observation noise in the data. On the other hand, data collected using electronic or biomedical devices, such as gene expression pro¯les, are known to be inherently noisy and therefore, must be processed and analyzed by systems that take into account the stochastic nature of the data. Furthermore, the e®ect of the data noise on the NMF method in terms of convergence and robustness has not been previously investigated. Thus, questions about the e±ciency and robustness of the method in dealing with imperfect or noisy data are still unanswered.
In this paper, we extend the NMF framework and algorithms to the stochastic case, where the data is assumed to be drawn from a multinomial probability density function. We call the new framework Probabilistic NMF or PNMF. We show that the PNMF formulation reduces to a weighted regularized matrix factorization problem. We generalize and extend Lee and Seung's algorithm to the stochastic case; thus providing PNMF updates rules, which are guaranteed to converge to the optimal solution. The proposed PNMF algorithm is applied to cluster and classify gene expression datasets, and is compared to other NMF and non-NMF approaches including sparse NMF (SNMF) and SVM.
The paper is organized as follows: In Sec. 1.1, we discuss related work and clarify the similarities and di®erences between the proposed PNMF algorithm and other approaches to NMF present in the literature. In Sec. 2, we review the (deterministic) NMF formulation and extend Lee and Seung's NMF algorithm to include a general class of convergent update rules. In Sec. 3, we introduce PNMF framework and derive its corresponding update rules. In Sec. 4, we present a data classi¯cation method based on the PNMF algorithm. Section 5 applies the proposed PNMF algorithm to cluster and classify gene expression pro¯les. The results are compared with the deterministic NMF, SNMF, and SVM. Finally, a summary of the main contributions of the paper and concluding remarks are outlined in Sec. 6.
In this paper, scalars are denoted by lower case letters, e.g. n; m; vectors are denoted by bold lower case letters, e.g. x; y; and matrices are referred to by upper case letters, e.g. A; V . x i denotes the ith element of vector x and A ij is the ði; jÞth entry of matrix A. Throughout the paper, we provide references to known results and limit the presentation of proofs to new contributions. All proofs are presented in Appendix A.
Related work
Several variants of the NMF algorithm have been proposed in the literature. An early form of NMF, called Probabilistic Latent Semantic Analysis (PLSA), [11] [12] [13] was used to cluster textual documents. The key idea is to map high-dimensional count vectors, such as the ones arising in text documents, to a lower dimensional representation in a so-called latent semantic space. PLSA has been shown to be equivalent to NMF factorization with KL divergence, in the sense that they have the same objective function and any solution of PLSA is a solution of NMF with KL minimization. 14 Many variants of the NMF framework introduce additional constraints on the nonnegative factor matrices W and H, such as the sparsity and smoothness. Combining sparsity with NMF is partly motivated by modeling neural information processing, where the goal is to¯nd a decomposition in which the hidden components are sparse. Hoyer 15 combined sparse coding and NMF into non-negative sparse coding (NNSC) to control the tradeo® between sparseness and accuracy of the factorization. The sparsity constraint is imposed by constraining the l 1 -norm. The NNSC algorithm resorts to setting the negative values of one of the factor matrices to zero. This procedure is not always guaranteed to converge to a stationary point. Kim and Park 16 solved the SNMF optimization problem via alternating non-negativity-constrained least squares. They applied SNMF to cancer class discovery and gene expression data analysis. NMF has also been extended to consider a class of smoothness constraints on the optimization problem. 17 Enforcing smoothness on the factor matrices is desirable in applications such as unmixing spectral re°ectance data for space object identi¯cation and classi¯cation purposes. 17 However, the algorithm in Ref. 17 forces positive entries by setting negative values to zero and hence may su®er from convergence issues. Similarly, di®erent penalty terms may be used depending upon the desired e®ects on the factorization. A uni¯ed model of constrained NMF, called versatile sparse matrix factorization (VSMF), has been proposed in Ref. 18 . The VSMF framework includes both l 1 and l 2 -norms. The l 1 -norm is used to induce sparsity and the l 2 -norm is used to obtain smooth results. In particular, the standard NMF, SNMF 15, 16 and semi-NMF, 19 where the non-negativity constraint is imposed on only one of the factors, can be seen as special cases of VSMF.
Another variant of the NMF framework is obtained by considering di®erent distances or measures between the original data matrix and its non-negative factors. 20, 21 Sandler and Lindenbaum 20 proposed to factorize the data using the earth movers distance (EMD). The EMD NMF algorithm¯nds the local minimum by solving a sequence of linear programming problems. Though the algorithm has shown signi¯cant improvement in some applications, such as texture classi¯cation and face recognition, it is computationally very costly. To address this concern, the authors have proposed the wavelet-based approximation to the EMD distance, WEMD, and used it in place of EMD. They argued that the local minima of EMD and WEMD are generally collocated when using a gradient-based method. A similarity measure based on the correntropy, termed NMF MCC, has been proposed in Ref. 21 . The correntropy measure employs the Gaussian kernel to map the linear data space to a nonlinear space. The optimization problem is solved using an expectation maximization based approach.
A collection of NMF algorithms implemented for Matlab is available at http:// cogsys.imm.dtu.dk/toolbox/nmf/. Except for PLSA, which was originally proposed as a statistical technique for text clustering, the presented NMF approaches do not explicitly assume a stochastic framework for the data. In other words, the data is assumed to be deterministic. In this work, we assume that the original data is a sample drawn from a multinomial distribution and derive the maximum a posteriori (MAP) estimates of the non-negative factors. The proposed NMF framework, termed PNMF, does not impose any additional constraints on the non-negative factors like SNMF or VSMF. Interestingly, however, the formulation of the MAP estimates reduces to a weighted regularized matrix factorization problem that resembles the formulations in constrained NMF approaches. The weighting parameters, however, have a di®erent interpretation: They refer to signal to noise ratios (SNR) rather than speci¯c constraints.
Non-Negative Matrix Factorization
The NMF is a constrained matrix factorization problem, where a non-negative matrix V is factorized into two non-negative matrices W and H. Here, non-negativity refers to elementwise non-negativity, i.e. all elements of the factors W and H must be equal to or greater than zero. The non-negativity constraint makes NMF more di±cult algorithmically than classical matrix factorization techniques, such as PCA and SVD. Mathematically, the problem is formulated as follows: Given a non-negative matrix V 2 R nÂm ,¯nd non-negative matrices W 2 R nÂk and H 2 R kÂm such that V % WH. The optimal factors minimize the squared error and are solutions to the following constrained optimization problem,
where jj Á jj F denotes the Frobenius norm and f is the squared Euclidean distance function between V and WH. The cost function f is convex with respect to either the elements of W or H, but not both. Alternating minimization of such a cost leads to the Alternating Least squares (ALS) algorithm, [22] [23] [24] which can be described as follows:
(1) Initialize W randomly or by using any a priori knowledge.
(
(3) Set all negative elements of H to zero or some small positive value.
Set all negative elements of W to zero or some small positive value.
In this algorithm, A À denotes the Moore-Penrose inverse of A. The ALS algorithm has been used extensively in the literature. [22] [23] [24] However, it is not guaranteed to converge to a global minimum nor even a stationary point. Moreover, it is often not su±ciently accurate, and it can be slow when the factor matrices are ill-conditioned or when the columns of these matrices are co-linear. Furthermore, the complexity of the ALS algorithm can be high for large-scale problems as it involves inverting a large matrix. Lee and Seung 7 proposed a multiplicative update rule, which is proven to converge to a stationary point, and does not su®er from the ALS drawbacks. In what follows, we present Lee and Seung's multiplicative update rule as a special case of a class of update rules, which converge towards a stationary point of the NMF problem.
Proposition 1. The function fðW ; HÞ ¼ jjV À WHjj 2 F is non-increasing under the update rules
w ðHH Tw k À HṽÞ;
( ð2Þ wherew andṽ are the columns of W T and V T , respectively, and K h and K w satisfy the following conditions (a) K h and K w are diagonal matrices with (strictly) positive elements for all vectors h andw. 
where h k i ,w k i are the i th entries of the vectors h k andw k , respectively, and ij is the
This choice leads to the following update rule:
The function f is invariant under these updates if and only if W and H are at a stationary point.
Corollary 1 corresponds to the update rules proposed by Lee and Seung. 7 Proposition 1 presents a general class of update rules, which converge to a stationary point of the NMF problem. From the proof of the proposition (detailed in Appendix A), it will be clear that conditions (a)-(c) in Proposition 1 are only su±cient conditions for the update rules to converge towards a stationary point. That is, there may exist K h and K w that do not satisfy these conditions but that lead to update rules that converge towards a stationary point. The particular choice of K h and K w in Corollary 1 corresponds to the fastest convergent update rule among all matrices satisfying conditions (a)-(c) in Proposition 1. Observe also that since the data matrix V is non-negative, the update rule in (5) leads to non-negative factors W and H as long as the initial values of the algorithm are chosen to be non-negative.
Probabilistic Non-Negative Matrix Factorization

The PNMF framework
In this section, we assume that the data, represented by the non-negative matrix V , is corrupted by additive white Gaussian noise. Then, the data follows the following conditional distribution,
where N ð Á j ; 2 Þ is the probability density function of the Gaussian distribution with mean and standard deviation , u i , and h j denote, respectively, the ith column of the matrix U ¼ W T (or the ith row of W ) and the jth column of the matrix H. Zero mean Gaussian priors are imposed on u i and h j to control the model parameters. Speci¯cally, we have
We estimate the factor matrices W and H using MAP criterion. The logarithm of the posterior distribution is given by
where C is a constant term depending only on the standard deviations ; W , and H . Maximizing (9) is equivalent to minimizing the following function
. Observe that the PNMF formulation in (10) corresponds to a weighted regularized matrix factorization problem. Moreover, the PNMF reduces to the NMF for ¼ 0. The following proposition provides the update rules for the PNMF constrained optimization problem.
Proposition 2. The function
is nonincreasing under the update rules
Observe that, since the data matrix V is non-negative, the update rules in (12) lead to non-negative factors W and H as long as the initial values of the algorithm are chosen to be non-negative.
PNMF-Based Data Classi¯cation
In this section, we show how the PNMF output can be used to extract relevant features from the data for classi¯cation purposes. The main idea relies on the fact that metasamples extracted from the PNMF factorization contain the inherent structural information of the original data in the training set. Thus, each sample in a test set can be written as a sparse linear combination of the metasamples extracted from the training set. The classi¯cation task then reduces to computing the representation coe±cients for each test sample based on a chosen discriminating function. The sparse representation approach has been shown to lead to more accurate and robust results. 25 The sparsity constraint is imposed through an l 1 -regularization term. 25 Thus, a test sample may be represented in terms of few metasamples.
Sparse representation approach
We divide the data, represented by the n Â m matrix V , into training and testing sets, where the number of classes k is assumed to be known. In Sec. 5, we describe a method to estimate the number of classes based on the PNMF clustering technique. The training data is ordered into a matrix A with n rows of genes and r columns of training samples with r < m. Thus, A is a sub-matrix of V used to recognize any new presented sample from the testing set. We arrange the matrix A in such a way to group samples which belong to the same class in the same sub-matrix A i where ð1 i kÞ. Then A can be written as A ¼ ½A 1 ; A 2 ; . . . ; A k and each matrix A i is a concatenation of r i columns of the ith class A i ¼ ½c i;1 ; c i;2 ; . . . ; c i;r i .
A test sample y 2 R n that belongs to the ith class can be written as the following linear combination of the A i columns,
for some scalars i;q 2 R, 1 q r i . Equation (13) can be re-written as
is the coe±cient vector of the testing sample y. x is a r i -sparse vector whose nonzero entries are associated with the columns of the sub-matrix A i , hence the name sparse representation. Therefore, predicting the class of test sample y reduces to estimating the vector x in Eq. (14) . We propose to¯nd the sparsest least-squares estimate of the coe±cient x as the solution to the following regularized least-squares problem 26 x ¼ min
where jjxjj 1 denotes the l 1 -norm of vector x, i.e. jjxjj 1 ¼ P i jx i j, and is a positive scalar used to control the tradeo® between the sparsity of x and the accuracy of the reconstruction error. Donoho et al. showed that the l 1 -norm approximates the l 0 -norm, which counts the number of nonzero entries in a vector. 27 The l 0 -norm problem, however, is NP hard, whereas the l 1 -norm is convex. The optimization problem in (16) is therefore convex; thus, it admits a global solution, which can be e±ciently computed using convex optimization solvers. 28 Actually, one can show that (16) is a Second-Order Cone Programming (SOCP) problem. 29 
PNMF-based classi¯cation
The classi¯er's features are given by the metasamples computed by the PNMF algorithm. We¯rst compute the PNMF factorization of each sub-matrix A i as
where W i and H i are respectively n Â k i and k i Â r i non-negative matrices. k i refers to the number of metasamples needed to describe and summarize the ith class. The value of k i is experimentally determined and depends on the number of training samples r i in each class and the total number of classes k. We subsequently concatenate all the W i matrices to form the matrix W ¼ ½W 1 ; W 2 ; . . . ; W k . Observe that the matrix W contains the metasamples of the entire training set. Therefore, a test sample y that belongs to the ith class should approximately lie in the space spanned by the W i columns. The classi¯cation problem in (16) can therefore be re-written aŝ
which can be easily solved using a SOCP solver. 29 PNMF-based classi¯cation algorithm. The PNMF-based classi¯cation algorithm is summarized below.
Input: Gene expression data V 2 R nÂm . It is assumed that V contains at least r labeled samples, which can be used in the learning or training process.
Step 
Application to Gene Microarrays
We apply and compare the proposed PNMF-based clustering and classi¯cation algorithms with its homologue NMF-based clustering 4 and classi¯cation as well as the SNMF classi¯cation method presented in Ref. 25 . We¯rst describe the gene expression dataset used and present the clustering procedure.
Data sets description
One of the important challenges in DNA microarrays analysis is to group genes and experiments/samples according to their similarity in gene expression patterns. Microarrays simultaneously measure the expression levels of thousands of genes in a genome. The microarray data can be represented by a gene-expression matrix V 2 R nÂm , where n is the number of genes and m is the number of samples that may represent distinct tissues, experiments, or time points. The mth column of V represents the expression levels of all the genes in the mth sample.
We consider seven di®erent microarray data sets: leukemia, 4 medulloblastoma (MD), 4 prostate, 30 colon, 31 breast-colon, 32 lung 33 and brain. 34 The leukemia data set is considered a benchmark in cancer clustering and classi¯cation. 4 The distinction between acute myelogenous leukemia (AML) and acute lymphoblastic leukemia (ALL), as well as the division of ALL into T and B cell subtypes, is well known. 4 We consider an ALL-AML dataset, which contains 5,000 genes and 38 bone marrow samples (tissues from di®erent patients for the considered genes). 4 The considered leukemia dataset contains 19 ALL-B, 8 ALL-T, and 11 AML samples.
The MD data set is a collection of 34 childhood brain tumors samples from di®erent patients. Each patient is represented by 5,893 genes. The pathogenesis of these brain tumors is not well understood. However, two known histological subclasses can be easily di®erentiated under the microscope, namely, classic (C) and desmoplastic (D) MD tumors. 4 The MD dataset contains 25 C and 9 D childhood brain tumors.
The prostate data 30 contains the gene expression patterns from 52 prostate tumors (PR) and 50 normal prostate specimens (N), which could be used to predict common clinical and pathological phenotypes relevant to the treatment of men diagnosed with this disease. The prostate dataset contains 102 samples across 339 genes.
The colondataset 31 is obtained from 40 tumors and 22 normal colon tissue samples across 2,000 genes. The breast and colon data 32 contains tissues from 62 lymph nodenegative breast tumors (B) and 42 Dukes' B colon tumors (C). The lung tumor data 33 contains 17 normal lung tissues (NL), 139 adenocarcinoma (AD), 6 small-cell lung cancer (SCLC), 20 pulmonary carcinoids (COID) and 21 squamous cell lung carcinomas (SQ) samples across 12,600 genes. The brain data 34 is the collection of embryonal tumors of the central nervous system. This data includes 10 MD, 10 malignant gliomas (Mglio), 10 atypical teratoid/rhabdoid tumors (Rhab), 4 normal tissues (Ncer), and 8 primitive neuroectodermal tumors (PNET). The brain samples are measured across 1,379 genes.
Gene expression data clustering
Applying the NMF framework to data obtained from gene expression pro¯les allows the grouping of genes as metagenes that capture latent structures in the observed data and provide signi¯cant insight into underlying biological processes and the mechanisms of disease. Typically, there are a few metagenes in the observed data that may monitor several thousands of genes. Thus, the redundancy in this application is very high, which is very pro¯table for NMF. 1 Assuming gene pro¯les can be grouped into j metagenes, V can be factored with NMF into the product of two nonnegative matrices W 2 R nÂj and H 2 R jÂm . Each column vector of W represents a metagene. In particular, w ij denotes the contribution of the ith genes into the jth metagene, and h jm is the expression level of the jth metagene in the mth sample.
Clustering performance evaluation
The position of the maximum value in each column vector of H indicates the index of the cluster to which the sample is assigned. Thus, there are j clusters of the samples. The stability of the clustering is tested by the so-called connectivity matrix C 2 R mÂm , 4 which is a binary matrix de¯ned as c ij ¼ 1 if samples i and j belong to the same cluster, and c ij ¼ 0 otherwise. The connectivity matrix from each run of NMF is reordered to form a block diagonal matrix. After performing several runs, a consensus matrix is calculated by averaging all the connectivity matrices. The entries of the consensus matrix range between 0 and 1, and they can be interpreted as the probability that samples i and j belong to the same cluster. Moreover, if the entries of the consensus matrix were arranged so that samples belonging to the same cluster are adjacent to each other, perfect consensus matrix would translate into a blockdiagonal matrix with nonoverlapping blocks of 1's along the diagonal, each block corresponding to a di®erent cluster. 4 Thus, using the consensus matrix, we could cluster the samples and also assess the performance of the number of clusters k. A quantitative measure to evaluate the stability of the clustering associated with a cluster number k was proposed in Ref. 16 . The measure is based on the correlation coe±cient of the consensus matrix, k , also called the cophenetic correlation coe±cient. This coe±cient measures how faithfully the consensus matrix represents the similarities and dissimilarities among observations. Analytically, we have k ¼ 1 16 Observe that 0 k 1, and a perfect consensus matrix (all entries equal to 0 or 1) would have k ¼ 1. The optimal value of k is obtained when the magnitude of the cophenetic correlation coe±cient starts declining.
Clustering results
Brunet et al. 4 showed that the (deterministic) NMF based on the divergence cost function performs better than the NMF based on the Euclidean cost function. The divergence cost function is de¯ned as
The update rules for the divergence function are given by 7
In this section, we compare the PNMF algorithm in (12) with both the Euclideanbased NMF in (5) and the divergence-based NMF in (19) . We propose to cluster the leukemia and the MD sample sets because the biological subclasses of these two datasets are known, and hence we can compare the performance of the algorithms with the ground truth. Figure 1(a) shows the consensus matrices corresponding to k ¼ 2; 3; 4 clusters for the leukemia dataset. In this¯gure, the matrices are mapped using the gradient color so that the dark blue corresponds to 0 and red to 1. We can observe the consensus matrix property that the samples' classes are laid in blockdiagonal along the matrix. It is clear from this¯gure that the PNMF performs better than the NMF algorithm, in terms of samples' clustering. Speci¯cally, the clusters, as identi¯ed by the PNMF algorithm, are better de¯ned and the consensus matrices' entries are not overlapped and hence well clustered. In particular, PNMF with rank k ¼ 2 correctly recovered the ALL-AML biological distinction with higher accuracy than the deterministic NMFs (based on the Euclidean and divergence costs). Consistent clusters are also observed for rank k ¼ 3, which reveal further portioning of the samples when ALL samples are classi¯ed as B or T subclasses. In particular, the nested structure of the blocks for k ¼ 3 corresponds to the known subdivision of ALL samples into the T and B classes. Nested and partially overlapped clusters can be interpreted with the NMF approaches. Nested clusters re°ect local properties of expression patterns, and overlapping is due to global properties of multiple biological processes (selected genes can participate in many processes). 1 An increase in the number of clusters beyond 3 (k ¼ 4) results in stronger dispersion in the consensus matrix. However, Fig. 1(b) shows that the value of PNMF cophenetic correlation for rank 4 is equal to 1, whereas it drops sharply for both the Euclidean and divergence-based NMF algorithms. The HC method is also able to identify four clusters. 4 These clusters can be interpreted as subdividing the samples into sub-clusters that form separate patterns within the whole set of samples as follows: f(11 ALL-B), (7 ALL-B and 1 AML), (8 ALL-T and 1 ALL-B), (10 AML)g. Figure 2 depicts the metagenes expression pro¯les (rows of H) versus the samples for the PNMF algorithm. We can visually recognize the di®erent four patterns that PNMF and HC are able to identify. Figure 3 shows the consensus matrices and the cophenetic coe±cients of the MD dataset for k ¼ 2; 3; 4; 5. The NMF and PNMF algorithms are able to identify the two known histological subclasses: Classic and desmoplastic. They also predict the existence of classes for k ¼ 3; 5. This clustering also stands out because of the high values of the cophenetic coe±cient for k ¼ 3; 5 and the steep drop o® for k ¼ 4; 6. The sample assignments for k ¼ 2; 3 and 5 display a nesting of putative MD classes, similar to that seen in the leukemia dataset. From Fig. 3 , we can see that the PNMF clustering is more robust, with respect to the consensus matrix and the cophenetic coe±cient, than the NMF clustering. Furthermore, Brunet et al. 4 stated that the divergence-based NMF is able to recognize subtypes that the Euclidian version cannot identify. We also reach a similar conclusion as shown in Fig. 3 for k ¼ 3; 5, where the Euclidian-based NMF factorization shows scattering from these structures. However, the PNMF clustering performs even better than the divergencebased NMF as shown in Figs. 3(a) and 3(b).
To con¯rm our results, we compare our proposed PNMF algorithm with the standard NMF algorithms, distance criterion-based HC and K-means. We plot in Fig. 4 , the curve error versus number of genes in the labeled Leukemia data set. We select genes with small pro¯le variance using the Bioinformatics toolbox in MATLAB from 500 to 5000 genes and the experimental points are equally spaced. We run 100 Monte Carlo simulation then we take the average of the error. Our simulation results show that PNMF outperforms other clustering approaches.
Robustness evaluation
In this subsection, we assess the performance of the PNMF algorithm with respect to the model parameters, especially the choice of the noise power. Recall that, in the probabilistic model, measures the uncertainty in the data or the noise power in the gene expression measurements. We set the prior standard deviations W ¼ H ¼ 0:01, and compute the cophenetic coe±cient for varying values of between 0.01 and 1.5. Figure 5 shows the cophenetic coe±cient versus the standard deviation in the leukemia data set for ranks k ¼ 2; 3; 4. We observe that the PNMF is stable to a choice of between 0.05 and 1.5 for the ranks k ¼ 2 and 3, which correspond to biologically relevant classes. In particular, when tends to zero, the PNMF algorithm reduces to the classic NMF, which explains the drop in the cophenetic coe±cient for values of near zero.
We next study the robustness of the NMF and the proposed PNMF algorithms to the presence of noise in the data. To this end, we add white Gaussian noise, with varying power, to the leukemia dataset according to the following formula,
where n is the standard deviation of the noise, and R is a random matrix of the same size as the data matrix V , and whose entries are normally distributed with zero mean and unity variance. The SNR is, therefore, given by SNR ¼ P V 2 n , where the signal power P V ¼ 1
Since the cophenetic coe±cient measures the stability of the clustering, we plot in Figs. 6 and 7, the cophenetic coe±cient versus the SNR, measured in dB, for both the Euclidean-based and divergence-based NMFs and PNMF algorithms using the leukemia and MD data sets. We observe that the PNMF algorithm leads to more robust clustering than the deterministic NMF algorithms for all SNR values. Table 1 shows the minimum SNR values for which the cophenetic coe±cient takes values higher or equal than 0.9. We say that the algorithm is \stable" for SNR values higher than or equal to the minimum SNR. For the leukemia data, the Euclidean-based NMF and the divergence-based NMF algorithms stabilize respectively at SNR ¼ À93:5 and SNR ¼ À73:5 dB for k ¼ 2, whereas the PNMF algorithm is stable at lower SNR values, SNR ¼ À99:5 dB for k ¼ 2. Similar results are obtained for the MD dataset, where the NMF algorithms stabilize respectively as above at SNR ¼ À84:68 and SNR ¼ À70:68 dB, whereas the PNMF is stable at SNR ¼ À104:68 dB. Thus, the PNMF algorithm is more stable than its deterministic homologue. Also, observe that the Euclidian-based NMF performs better than its divergence homologue for noisy data. Fig. 5 . The cophenetic coe±cient versus the standard deviation of the measurement noise for k ¼ 2 (red), 3 (green), and 4 (blue) in the Leukemia dataset.
NMF-based tumor classi¯cation
Given that the proposed PNMF algorithm results in more stable clustering than its deterministic homologue, we expect that it will also lead to better feature extraction and classi¯cation. We classify the tumors in the seven gene expression datasets described in Sec. 5.1.
We assess the performance of the classi¯cation algorithm using the 10-fold crossvalidation technique. 25 The number of metagenes k i can be determined using the nested strati¯ed 10-fold cross-validation. However, we follow the work in Ref. 25 and choose k i ¼ 8 if the number of samples in the ith class r i > 8. Otherwise, we choose k i ¼ r i . We selected the parameters and of PNMF in order to minimize the classi¯cation error in the training dataset based on a 10-fold cross-validation technique. The parameters of SNMF were selected using the same criterion and method, i.e. minimize the classi¯cation error in the training dataset. The classi¯cation results for the NMF, PNMF, SVM, and SNMF 25 algorithms are summarized in Table 2 . In particular, we compared the PNMF-based MSRC algorithm to the SVM algorithm which has been shown to outperform K-NN and neural network in tumor classi¯cation. 35, 36 In our experiment, we use one-versus-rest SVM (OVRSVM) with Fig. 7 . Cophenetic versus SNR in dB (NMF-Euc in green, NMF-Div in red, and PNMF in blue) in MD dataset for k ¼ 2 and k ¼ 3. Polynomial kernels approach which has been shown to be the best one. 35 The results can be obtained using the Gene Expression Model Selector (GEMS) publicly available online http://www.gems-system.org/. Observe that the PNMF-based classi¯er performs better than the other approaches for the considered data sets except for the prostate data, where SVM achieves the highest classi¯cation accuracy. Moreover, the PNMF performs better than the SNMF for the prostate, lung, and brain data sets. This is due to the high accuracy of the PNMF in feature extraction as compared to the SNMF algorithm, which is not guaranteed to converge to the optimal nonnegative factorization. 25 
Conclusion and Discussion
Studying and analyzing tumor pro¯les is a very relevant area in computational biology. Clinical applications include clustering and classi¯cation of gene expression pro¯les. In this work, we developed a new mathematical framework for clustering and classi¯cation based on the PNMF method. We presented an extension of the deterministic NMF algorithm to the probabilistic case. The proposed PNMF algorithm takes into account the stochastic nature of the data due to the inherent presence of noise in the measurements as well as the internal biological variability. We subsequently casted the optimal non-negative probabilistic factorization as a weighted regularized matrix factorization problem. We derived updates rules and showed convergence towards the optimal non-negative factors. The derived update rules generalize Lee and Seung's multiplicative update rules for the NMF algorithm. We have also generalized Lee and Seung's algorithm to include a general class of update rules, which converge towards a stationary point of the (deterministic) NMF problem. We next derived a PNMF-based classi¯er, which relies on the PNMF factorization to extract features and classify the samples in the data. The PNMFbased clustering and classi¯cation algorithms were applied to seven microarray gene expression datasets. In particular, the PNMF-based clustering was able to identify biologically signi¯cant classes and subclasses of tumor samples in the leukemia and MD datasets. Moreover, the PNMF clustering results were more stable and robust to data corrupted by noise than the classic (deterministic) NMF. Thanks to its high stability, robustness to noise and convergence properties, the PNMF algorithm yielded better tumor classi¯cation results than the NMF and the SNMF algorithms. The proposed PNMF framework and algorithm can be further applied to many other relevant applications in biomedical data processing and analysis, including muscle identi¯cation in the nervous system, image classi¯cation, and protein fold recognition.
