The assessment of climate change impacts on water resources involves several methodological decisions, including choices of global climate models (GCMs), emission scenarios, downscaling techniques, and hydrologic modeling approaches. Among these, hydrologic model structure selection and parameter calibration are particularly relevant and usually have a strong subjective component. The goal of this research is to improve understanding of the role of these decisions on the assessment of the effects of climate change on hydrologic processes. The study is conducted in three basins located in the Colorado headwaters region, using four different hydrologic model structures [PRMS, VIC, Noah LSM, and Noah LSM with multiparameterization options (Noah-MP)]. To better understand the role of parameter estimation, model performance and projected hydrologic changes (i.e., changes in the hydrology obtained from hydrologic models due to climate change) are compared before and after calibration with the University of Arizona shuffled complex evolution (SCE-UA) algorithm. Hydrologic changes are examined via a climate change scenario where the Community Climate System Model (CCSM) change signal is used to perturb the boundary conditions of the Weather Research and Forecasting (WRF) Model configured at 4-km resolution. Substantial intermodel differences (i.e., discrepancies between hydrologic models) in the portrayal of climate change impacts on water resources are demonstrated. Specifically, intermodel differences are larger than the mean signal from the CCSM-WRF climate scenario examined, even after the calibration process. Importantly, traditional single-objective calibration techniques aimed to reduce errors in runoff simulations do not necessarily improve intermodel agreement (i.e., same outputs from different hydrologic models) in projected changes of some hydrological processes such as evapotranspiration or snowpack.
Introduction
There is now general agreement in the scientific community that the rising levels of carbon dioxide in the atmosphere are modifying historical climate conditions (Stocker et al. 2014) . One of the most relevant impacts of future climate change on society is changes in regional water availability for municipal, industrial, mining, irrigation, hydropower generation, and other activities (Xu 1999; Brekke et al. 2009; Wagener et al. 2010 ). This situation is particularly critical for the Colorado River basin (CRB) because of the susceptibility of runoff variations due to changes in precipitation and temperature, which stem from changes in evapotranspiration ET processes and snowpack accumulation-melt patterns (Christensen and Lettenmaier 2007) . This vulnerability, together with the importance of the CRB for water resources supply for the growing regions of western and southwestern United States, has motivated many climate change studies in this area based on different modeling approaches and therefore resulting in a diverse set of conclusions (Milly et al. 2005; Christensen and Lettenmaier 2007; Hoerling and Eischeid 2007; Ray et al. 2008; Hoerling et al. 2009; Rasmussen et al. 2011 Rasmussen et al. , 2014 Miller et al. 2011 Miller et al. , 2012 Vano et al. 2012 Vano et al. , 2014 .
The large uncertainty in estimates of hydrologic changes (i.e., changes in hydrologic variables obtained from hydrologic models) due to climate perturbation is not surprising for the hydrologic research community. In recent decades, many sources of uncertainty for quantifying climate change impacts on water resources have been identified (Chen et al. 2011) , including: 1) selection of greenhouse gas emission scenarios, 2) choice of climate model(s), 3) specification of climate model initial conditions, 4) choice of meteorological forcing downscaling methods, 5) selection of hydrological model structures, and 6) choice of hydrological model parameter sets. Understanding risks associated with climate change requires estimating the uncertainty at each step of the modeling process (Xu 1999; Bergström et al. 2001; Wilby 2005; Wilby and Harris 2006; Graham et al. 2007; Chen et al. 2011; Vano et al. 2014) . Among these elements, the choices of climate model (Murphy et al. 2004 ) and downscaling methods (Gutmann et al. 2012 (Gutmann et al. , 2014 have received significant attention, because recent studies have found that these are the main contributors to overall uncertainty (Wilby and Harris 2006; Chen et al. 2011) .
Although a considerable number of past studies focused on the treatment of uncertainty in climate change projections, only a few have focused on hydrologic model structures and parameter uncertainty. For instance, Wilby (2005) explored parameter stability and identifiability using two hydrologic model structures, finding 1) that transferability of model parameters between wet and dry periods depends on the representativeness of the training period and 2) that model structure uncertainty on projected streamflow can be comparable to the uncertainty due to choice of emission scenario when the simplest model (low-flow period) is considered. Jones et al. (2006) applied three different models in 22 Australian catchments covering a wide range of climates and demonstrated that runoff variations due to changes in rainfall and evapotranspiration are clearly model dependent. Jiang et al. (2007) compared outputs from six hydrological models for mean annual and monthly changes in hydrologic variables due to perturbations of precipitation and temperature, finding 1) that differences across models depend on the climate scenario, the season, and the variable of interest and 2) that models without thresholds in soil moisture have larger differences in projected changes in soil storage. Poulin et al. (2011) used two different hydrological models to compare the effects of model structure against parameter equifinality on the uncertainty of hydrologic simulations, finding that model structure uncertainty dominates. More recently, Miller et al. (2012) found that hydrologic model choice has a large effect on the portrayal of climate change impact in the San Juan River basin. Vano et al. (2012) evaluated hydrologic changes due to perturbed climate scenarios using six hydrologic-land surface models in the CRB, demonstrating large intermodel differences in runoff changes due to shifts in precipitation and temperature. Surfleet et al. (2012) compared a large-scale approach, a basin-scale approach, and a site-specific approach in the Santiam River basin (United States), showing that differences in the portrayal of climate change impacts can be attributed to scale and the ability of the models to capture local hydrological processes.
Despite the increasing awareness of the implications of hydrologic model structures on the estimation of climate change impacts on hydrology, the effects of model representation of specific processes (e.g., evapotranspiration, snow accumulation and ablation, and percolation) on the overall hydrologic model response still remains unclear. In view of this, the main goal of this paper is to compare hydrologic changes obtained with different hydrologic model structures in terms of annual water balance, monthly simulated processes (e.g., ET, snowpack, and soil moisture), and signature measures of hydrologic behavior (e.g., runoff seasonality and long-term base flow) for uncalibrated and calibrated model simulations.
Study area
The headwaters of the CRB are snow dominated, with approximately 85% of the streamflow resulting from
snowmelt. Changes in snowpack can therefore have a large impact on hydrologic processes within the Colorado headwaters (Miller and Piechota 2008) . The water resources in the CRB are currently allocated to seven states and Mexico for consumption, irrigation, and hydropower, among other uses. The importance of the CRB for water management and decision making, together with strong evidence of a shift in the hydroclimatology over the past decades (e.g., Miller and Piechota 2008, 2011) , has motivated several studies to generate streamflow projections under different future climate scenarios (e.g., Milly et al. 2005; Christensen and Lettenmaier 2007; Hoerling et al. 2009 ; Bureau of Reclamation 2012). We conduct this study over three basins in the Colorado headwaters region-Yampa River at Steamboat Springs, East River at Almont, and Animas River at Durangowhose location and elevation ranges are shown in Fig. 1 . These basins are representative of the main hydroclimatic characteristics of other gauged, unregulated headwater basins throughout the upper Colorado River basin (not shown). Moreover, these catchments have been included in many past climate change studies (e.g., Wilby et al. 1999; Sankarasubramanian and Vogel 2002; Mastin et al. 2011; Milly and Dunne 2011) and, because of their relatively small size compared to the CRB, they offer a unique opportunity to perform extensive analysis involving thousands of model runs (e.g., sensitivity analysis and hydrologic model calibration), to evaluate different approaches in climate change impact assessment, and also to provide detailed understanding of physical processes in the headwaters of the CRB. Table 1 summarizes the main hydroclimatic characteristics of the three basins for which historical data are available, over an 8-yr period (from October 2000 to September 2008). Mean basin precipitation ranges between 700 and 900 mm yr 21 , while mean basin elevation is above 2500 m MSL. Among these basins, the Yampa River at Steamboat Springs has the lowest runoff ratio (smallest runoff and largest precipitation amounts), and the East River at Almont has the highest runoff ratio. The land surface of the Yampa and Animas River basins is predominantly covered by deciduous forests (26% at Yampa and 23% at Animas) and evergreen forests (37% at Yampa and 39% at Animas), while the land surface of the East River basin is mainly covered by evergreen forests (29%) and grassland-herbaceous (26%).
Methods

a. Meteorological forcings
We use outputs from the regional Weather Research and Forecasting (WRF) Model (Skamarock et al. 2008) to force our hydrological simulations. The datasets come from the WRF historical runs and pseudo global warming (PGW) simulations with horizontal grid spacing of 4 km described in Rasmussen et al. (2014) . The model physics options used in that study included the Noah land surface model, version 3.2 (Noah LSM), with upgraded snow physics (Chen and Dudhia 2001; Barlage et al. 2010) ; the Thompson mixed-phase cloud microphysics scheme (Thompson et al. 2008) ; the Yonsei University planetary boundary layer (Hong et al. 2006) ; and the Community Atmosphere Model's (CAM) longwave and shortwave radiation schemes (Collins et al. 2006) . In current climate, the WRF simulations have been validated against SNOTEL sites, and precipitation spatial variability, timing, and intensities are well represented by the model (Ikeda et al. 2010; Prein et al. 2013) .
The PGW approach (Schär et al. 1996; Hara et al. 2008; Kawase et al. 2009 ) consists of adding a mean climate perturbation to the initial and 3-hourly boundary conditions, here taken from the North American Regional Reanalysis (NARR; Mesinger et al. 2006) . The climate perturbation used was based on expected changes from the NCAR CCSM3 forced by the A1B scenario. This perturbation is generated by subtracting the current 10-yr (1995-2005) monthly climatology from a future 10-yr (2045-55) monthly climatology. A detailed description of this approach can be found in Rasmussen et al. (2011 Rasmussen et al. ( , 2014 .
Meteorological data from WRF simulations are available at hourly time steps and a 4-km resolution for both historical and PGW conditions during the period from October 2000 to September 2008. The variables and temporal disaggregation used depend on specific hydrologic model requirements (Table 2 ). Figure 2 includes basin-averaged monthly precipitation and temperature from WRF for current and future climate scenarios over the period from October 2002 to September 2008. Note that PGW simulations reflect increases in precipitation during fall and winter and the beginning of spring and a decrease in precipitation during summer over all basins. On the other hand, the increase in temperature tends to be uniform throughout the year in all basins. These signals in precipitation and temperature changes are present at each individual water year (not shown), although monthly precipitation amounts can vary at the basins of interest from year to year.
The single choice of GCM, emission scenario, and the time period over which the climate perturbation was 
obtained is certainly an important limitation for this study, since they affect the magnitude and direction of climatic shifts. Indeed, Vano et al. (2014) demonstrated the large effects of these decisions on long-term runoff projections over the upper CRB, including results from 19 GCMs and three emission scenarios (A2, A1B, and B1) obtained by Seager et al. (2007) and Christensen and Lettenmaier (2007) . However, they also noted that higher future greenhouse gas emissions broadly translate to a warmer and, in most cases, drier climate, implying that a general decrease in runoff should be expected in this region. Although high-resolution climate models limit the number of scenarios that can be analyzed, they offer a more realistic representation of climate features that strongly depend on terrain complexity (Rasmussen et al. 2011 , providing better meteorological fields for the assessment of climate change impacts on hydrology.
b. Hydrologic-land surface models
We choose four hydrologic-land surface models: the U.S. Geological Survey (USGS) Precipitation-Runoff Modeling System (PRMS; Leavesley et al. 1983; Leavesley and Stannard 1995) , the Variable Infiltration Capacity model (VIC; Wood et al. 1992; Liang et al. 1994 Liang et al. , 1996 , the Noah land surface model (Noah LSM; Ek 2003; Mitchell et al. 2004) , and the Noah LSM with multiparameterization options (Noah-MP; Niu et al. 2011; Yang et al. 2011 ). Our choice is based on the fact that the four models cover different degrees of complexity in terms of conceptualization of vegetation, soil, and seasonal snowpack (see Table 3 and Fig. 3 for further details) and also have different parameterizations for some hydrologic processes (different model equations for canopy storage, base flow, etc.). Additionally, these hydrologic model structures have been used in several research studies (e.g., Wilby et al. 1999; Haddeland et al. 2002; Hay et al. 2002; Hay and Clark 2003; Christensen and Lettenmaier 2007; Barlage et al. 2010; Yang et al. 2011; Cai et al. 2014) . Our experimental design considers a hydrologic model spatial resolution (4 km) identical to that used in the WRF configuration of Rasmussen et al. (2014) , though simulation time steps, forcing variables, and land cover data used for a priori parameter estimates vary depending on specific model requirements (see Table 2 for further details).
In this study, we use a single suite of physics options for Noah-MP, including a Ball-Berry-type model for canopy stomatal resistance, a CLM-type soil moisture factor for controlling stomatal resistance, the simple TOPMODEL-based runoff scheme (SIMTOP) for runoff and groundwater (Niu et al. 2005 ), a MoninObukhov similarity theory-based drag coefficient, supercooled liquid water and frozen soil permeability based on Niu and Yang (2006) , a radiation transfer scheme equivalent to a ''mosaic'' model, a Canadian land surface scheme (CLASS) for snow surface albedo, a partitioning of precipitation into snowfall and rainfall based on Jordan (1991), a Noah-type lower boundary of soil temperature, and a semi-implicit snow-soil temperature time scheme. Readers are referred to Niu et al. (2011) for a full description of each model component. 
many past large-scale (i.e., from continental to global scale) hydrologic modeling experiments (e.g., Mitchell et al. 2004; Gerten et al. 2004; Xia et al. 2012 ), we first compute hydrologic changes using default parameter values obtained from the information sources described in Table 2 . Therefore, a comparison of hydrologic change estimates obtained from uncalibrated (i.e., use of default parameters) and calibrated model simulations will provide a comprehensive assessment of the caveats behind traditional methodologies used for climate change impact evaluation. We calibrate all the models for all basins with the University of Arizona shuffled complex evolution (SCE-UA) algorithm (Duan et al. 1992 (Duan et al. , 1993 by minimizing the root-mean-square error (RMSE) between observed and simulated daily streamflow for the period between 1 October 2002 and 30 September 2008. Given the short length of WRF reanalysis datasets and that our main priority is to analyze hydrologic change signals, we decided to perform calibration and compute hydrologic changes over the entire period from October 2002 to September 2008 instead of splitting it into calibration and validation datasets. In this study, runoff from hydrologic model simulations is obtained as the sum of surface runoff and base flow, including also interflow if the model is PRMS.
PRMS does not have an explicit river network routing scheme for streamflow; instead, it has a cascade module used to define connections for routing flow from upslope to downslope hydrologic response units and stream segments and among groundwater reservoirs (Markstrom et al. 2008) . In VIC, Noah LSM, and Noah-MP, no horizontal routing of surface overland flow, subsurface flow, or channel flow is performed. Instead, basin-averaged runoff is taken as the average of the 1D (vertical) 4-km model grid cells' runoff. During the calibration process, we preserve the spatial variability of a priori model parameters (in case they are spatially distributed) through the adjustment of multiplier values that are applied for each parameter within the entire watershed. We adjust only those parameter multipliers identified as the most sensitive after performing a Distributed Evaluation of Local Sensitivity Analysis (DELSA; Rakovec et al. 2014 ). The reader is referred to the appendix for a list with the parameters included in the calibration of each model.
Once the calibration process is finished, hydrologic changes are computed for the period from October 2002 to September 2008 by forcing the models with the same meteorological datasets used for uncalibrated simulations.
2) EVALUATION METRICS
In this study we evaluate models using six signature measures (Stewart et al. 2005; Yilmaz et al. 2008) to present a comprehensive portrayal of model performance in terms of hydrologic functional behavior. First, we consider the runoff ratio RR as a measure of the overall water balance and therefore as a signature of the evapotranspiration model component:
where R is the mean annual runoff and P is the mean annual precipitation. The second metric selected is the centroid of the daily hydrograph for an average water year, or ''center time'' of runoff (CTR; Stewart et al. 2005) , which is a measure of runoff seasonality:
In the above equation, t i is the number of days since 1 October, Q i is the streamflow associated with t i , and N is the total number of days in a water year. Three signature measures are extracted from the flow duration curve (FDC). First, the FDC midsegment slope (FMS) represents the variability, or flashiness, of the flow magnitudes:
where m 1 5 0.2 and m 2 5 0.7, and thus, Q m 1 and Q m 2 are the flows with exceedance probabilities of 0.2 and 0.7, respectively. A steep slope of the FDC indicates flashiness of the streamflow response, whereas a flatter curve indicates a relatively damped response and a higher storage (Yadav et al. 2007; Casper et al. 2012) . Second, the FDC high-segment volume (FHV) is a measure of the catchment response to high rainfall/snowmelt events:
where h 5 1, 2, . . . , H are the flow indices into the array of flows with exceedance probabilities lower than 0.02. Third, the FDC low-segment volume (FLV) is the measure of the long-term base flow:
where l 5 1, 2, . . . , L is the index into the array of flow values located within the low-flow segment (0.7-1.0 exceedance probabilities) of the FDC and L is the index for the minimum flow.
Finally, we choose the FDC median (FMM; Yilmaz et al. 2008 ) as a measure of midrange flows:
where log(FDC) represents the array of sorted daily streamflow values in log space. The median is selected because it is less sensitive to a skewed distribution than the mean of the streamflow time series.
Results and discussion
a. Model performance Figure 4 summarizes model performance for the period from October 2002 to September 2008 in terms of mean annual streamflow, monthly streamflow, and flow duration curves, for both uncalibrated and calibrated simulations. None of the hydrologic model structures considered in this study is able to reproduce seasonal runoff patterns or flow duration curves using default parameter values (Fig. 4a) . Although this is not surprising and has been widely reported in the literature, many studies that seek to characterize the water balance at the continental scale make use of noncalibrated or semicalibrated land surface models (e.g., Mitchell et al. 2004; Xia et al. 2012) . Importantly, the inclusion of a ''classic'' calibration process based on the minimization of the RMSE between simulated and observed total runoff still leaves inconsistencies across different model structures (Fig. 4b) . Some models show large errors in mean annual runoff or seasonal runoff patterns even after calibration, and the FDC is not accurately represented by any model, particularly for low flows.
To assess how much model performance improves functional catchment behavior through a traditional single-objective calibration strategy, we analyze the differences between simulated and observed values of signature measures of hydrologic behavior for both uncalibrated and calibrated model simulations (Fig. 5) . Parameter adjustment clearly improves the simulation of those signatures whose formulations are closer to the objective function used for calibration (in this case RMSE, which gives more relative importance to high flows). Consequently, calibration results in smaller intermodel differences in the runoff ratio, the response to large precipitation events (i.e., FHV), and midrange flows (i.e., FMM). On the other hand, intermodel differences in the runoff seasonality (i.e., CTR), the flashiness of runoff (i.e., FMS), and baseflow processes (i.e., FLV) are still pronounced after model calibration. Examples of this are Noah-MP and VIC at Yampa when looking at FMS, or Noah LSM at East and PRMS at Animas when evaluating baseflow processes (i.e., FLV), where calibration has actually degraded the signature measures. While a different objective function (e.g., based on the log of the flows) might improve other metrics (e.g., FLV), no single metric is likely to capture all catchment behaviors.
b. Changes in annual water balance
To what extent does parameter calibration decrease the uncertainty in projected changes in the overall water balance? To provide an initial answer to this question, we first analyze both uncalibrated and calibrated hydrologic model outputs in the runoff-ET space for a single climate scenario. In Fig. 6 , the diagonal lines represent basin-averaged mean annual precipitation for current and future climate scenarios over a 6-yr average period (from October 2002 to September 2008). The intersection of these lines with the x axis indicates that all precipitation becomes runoff, while the intersection with the y axis indicates that the system converts all precipitation into ET. In the same figure, different symbols represent outputs coming from different hydrologic model structures for current climate (unfilled) and future climate (solid). A symbol located exactly on the diagonal lines represents a simulation with negligible changes in storage over the 6-yr simulation period, whereas symbols located below the 1:1 line denote increases in storage, and those above denote decreases in storage. Intermodel differences in precipitation partitioning are represented by the distance between different symbols (unfilled or solid), while the distance between a particular symbol (e.g., star for Noah-MP) for current (unfilled) and future (solid) climate scenarios represents the hydrologic change signal.
The results obtained from uncalibrated simulations (Fig. 6a) indicate that intermodel differences are much larger than the magnitude of hydrologic change signals. Furthermore, all the models have the same hydrologic change signal direction (increase in ET and decrease or negligible change in mean annual runoff) with the exception of Noah LSM, which projects increases in both runoff and ET (Fig. 7a) . As expected, intermodel differences in runoff (Fig. 6b) decrease considerably (i.e., less variability along the x axis) and the direction of hydrologic change signal (Fig. 7b) is more consistent across models (i.e., less runoff and more ET for future climate scenario) after calibration, with the exceptions of VIC at Yampa and PRMS at East. Noah-MP stands out from the rest of the models because the direction and magnitude of the signal is not substantially altered after the calibration (cf . Figs. 7a,b) . On the other hand, considerable shifts in projected runoff changes are obtained after calibrating PRMS at East (from 211 to 6 mm yr 21 ), VIC at Yampa (from 27 to 4 mm yr result from Fig. 6b is that intermodel differences in precipitation partitioning into runoff and ET are still comparable or even larger than the magnitude of hydrologic change signal, even after model calibration. Table 4 Table 4 illustrates the effects of calibration on fractional changes in total runoff (e.g., PRMS at East, VIC at Yampa, and Noah LSM at all basins), capturing (although in different units) the results from Fig. 7 that were previously discussed. The key result from Table 4 is that the intermodel differences in the hydrologic impacts of the CCSM-WRF climate scenario vary substantially across models (i.e., the differences in the columns of Table 4 for each basin), and the intermodel differences are larger than the mean multimodel change signal for most metrics. Figure 8 shows mean monthly runoff values obtained from all models for both uncalibrated and calibrated simulations over a 6-yr average period (from October 2002 to September 2008). As expected, the use of default parameters (Fig. 8a) translates into very different catchment responses under current and future climate scenarios, and these differences are also reflected in projected monthly changes [PGW minus control (CTRL)]. The largest and smallest changes in runoff are obtained from VIC and Noah LSM, respectively, and the seasonality of these shifts differs substantially across models. For instance, the Noah LSM simulates increases in runoff during February-April, extending to May for the Yampa River basin, and a decrease during MayJune, while Noah-MP generates an increase in runoff during March-May and a decrease during JuneSeptember (Fig. 8a) . Much more consistent results across models are obtained when parameter calibration is performed (Fig. 8b) , and this is reflected in both the magnitude and seasonality of runoff variations. A key question that follows from here is whether intermodel similarities in runoff changes are due to intermodel agreement in changes of other water storages and fluxes.
c. Monthly changes
With the aim to explore possible reasons for the (mis) match in projected runoff changes among different model structures, we analyze monthly changes in model states and fluxes obtained from both uncalibrated and calibrated runs (Fig. 9) . The variables included in this analysis are ET, SWE, soil moisture, base flow, and surface runoff. To improve consistency in the comparison across models, we consider only the top two soil layers for the computation of soil moisture storage with VIC, Noah LSM, and Noah-MP, and the addition of interflow to surface runoff for PRMS. Figure 9a shows large differences in changes for ET, base flow, and surface runoff among models, while more consistent results in terms of seasonal cycles and amplitude are obtained for snowpack (except Noah LSM) and soil moisture. However, intermodel differences of soil moisture and surface runoff are preserved or emphasized after the calibration process (Fig. 9b) . Furthermore, one can infer from the results displayed in Figs. 8b and 9b that the same runoff changes might be obtained using different hydrologic models due to very different mechanisms; that is, internal compensations of model structures and model parameter errors are adjusted through calibration in a way that allows similar responses from different watershed models. The clearest example in this case study is observed in the East River basin, where monthly changes in runoff are very similar (Fig. 8b) ; nevertheless, VIC compensates very large variations in soil moisture with other variables such as ET and base flow, and PRMS does the same with large variations in ET, SWE, and surface runoff.
d. Projected changes in catchment behavior
Finally, we compare the effects of model choice and parameter adjustment on projected changes in hydrologic signatures. Figure 10 illustrates differences between future (PGW) and current (CTRL) signature measures of hydrologic behavior for all models/basins, computed from both uncalibrated (Fig. 10 , left) and calibrated ( Fig. 10, right ) model runs. The main result from Fig. 10 is that calibration helps to decrease the uncertainty associated with model choice in projected changes of those signatures closely related with the objective function selected. Clear examples of this are the response to large precipitation events (i.e., FHV) and midrange flow levels (i.e., FMM). However, the uncertainty due to model structure increases for some signatures and basins [e.g., runoff seasonality (i.e., CTR) at Yampa and East, flashiness of runoff (i.e., FMS) at Yampa, and baseflow processes (i.e., FLV) at Yampa and Animas]. Moreover, different hydrologic model structures can provide opposite changes (signal) of some signature metrics even after calibration (e.g., FLV and FMS).
It is interesting to see that for both uncalibrated and calibrated model outputs, the only consistent signal obtained with all models is a negative change in runoff seasonality (CTR), which is directly related with an expected decrease in snowpack under the PGW scenario (i.e., shorter accumulation season and earlier melt season). For the case of calibrated model simulations, a general reduction of high-flow volumes (FHV) occurs regardless of the model choice (except PRMS at Yampa). The results in Fig. 10 illustrate the strong interplay between model structure and model parameters and suggest the following hypothesis: different calibration approaches may lead to very different answers from those displayed in Fig. 10 (right) or, put differently, that subjective decisions on configuring and calibrating hydrologic models may have unexpected and underappreciated impacts on the portrayal of climate change impacts. Current work is focused on this problem in order to get a better comprehension of uncertainties introduced by model structure selection and different parameter estimation strategies.
Conclusions
This study aims to improve our understanding of the effects of hydrologic model choice on the portrayal of climate change impacts. Specifically, we assess the effects of model structure selection on: 1) historical performance in terms of hydrologic signature measures and 2) hydrologic changes due to a climate d Consequently, single-objective calibration procedures constrain intermodel differences in climate change impacts for hydrologic metrics that are closely related to the objective function. In this study, calibration improved intermodel agreement on future projected changes of the response to large precipitation events, and midrange flow levels. However, intermodel agreement decreased when evaluating the change of other metrics related with flashiness of runoff and baseflow processes.
d Although traditional calibration methods certainly improve intermodel agreement in projected changes of the overall water balance (i.e., partitioning of precipitation into ET and runoff), intermodel differences in the runoff-ET space are comparable and even larger than the hydrologic change signal for the scenario examined here.
d Single-objective calibration approaches aimed to reduce errors in runoff simulations do not necessarily enhance intermodel agreement in projected changes of some hydrological processes such as ET or snowpack. Moreover, identical changes in runoff might be obtained with different hydrologic model structures for very different reasons, indicating that the calibration process is compensating structural and parameter errors to give us ''good'' runoff simulations, but not to correctly reproduce catchment processes.
The main conclusion from this study is that subjective decisions in the selection of hydrologic model structures and parameters have large effects on the portrayal of climate change impacts. Moreover, these effects may directly impact adaptation strategies. For instance, 1) the diversity of projected changes in runoff amounts and timing affects reservoir operations such as release schedules and magnitudes (Miller et al. 2012) ; 2) uncertainty in responses to large precipitation events propagates to flood frequency estimates, which are required for design and safety assessment of infrastructure (Raff et al. 2009 ); 3) uncertainties in ET projections relate with irrigation demands and should therefore be considered in agricultural adaptation plans; and 4) the diverse responses obtained in terms of long-term base flow may impact future drought risk evaluation (Wilby and Harris 2006) and policies related with minimum instream flow requirements (Vano et al. 2014) . The implication of our findings is that previous studies evaluating the impacts of climate change on water resources may be overconfident. Moving forward, it is necessary to have a much more comprehensive assessment of the myriad of uncertainties in climate risk assessments; in particular, to improve characterization of uncertainties in hydrologic modeling applications.
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APPENDIX
Parameters Included in the Calibration Process
The model parameters included in the calibration process are selected based on background sensitivity analysis performed for each hydrologic-land surface model. In this study, we use the DELSA (Rakovec et al. 2014 ) method to quantify parameter sensitivity, using the RMSE between observed and simulated streamflow as objective function. In DELSA, the assessment of parameter sensitivity is based on local gradients of the model performance index with respect to model parameters at multiple points throughout the parameter space. A number of soil, vegetation, runoff, and snow parameters were considered in DELSA for each model: 17 for PRMS, 34 for VIC, 17 for Noah LSM, and 30 for Noah-MP.
Based on the sensitivity analysis results, the numbers of parameters calibrated are 8 for PRMS, 9 for VIC, 11 for Noah LSM, and 14 for Noah-MP. These parameters are listed in Tables A1-A4. 
