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EINFACH 
TRIFFT 
ENTSCHEIDUNGEN. 
KOMPLEXITÄT 
DREHT SICH IMMER 
NUR IM KREIS. 
Komplexität bremst Ihr Business aus. Denn je gewaltiger die 
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Simulation komplexer Arbeitsabläufe 
im Bereich der digitalen Fabrik 
Thomas Kronfeld · Guido Brunnett 
Digitale Menschmodelle (DMM) werden aktuell in Unternehmen vorwie-
gend zur ergonomischen Planung und Überprüfung der Ausführbarkeit und 
Erträglichkeit von Arbeitsprozessen eingesetzt. Im Rahmen der Nachwuchs-
forschergruppe „The Smart Virtual Worker“, welche im Interdisziplinären 
Kompetenzzentrum Virtual Humans der TU Chemnitz angesiedelt ist, ent-
stand ein Framework zur Simulation komplexer Arbeitsabläufe im Kontext 
der virtuellen Fabrik. Ziel war die Entwicklung eines digitalen Menschmo-
dells für den Einsatz in klein- und mittelständischen Unternehmen. Hierbei 
standen die autonome Steuerung, eine realistische Animation sowie die 
Einbeziehung physischer und psychischer Faktoren in die ergonomische 
Bewertung eines Arbeitsablaufes im Mittelpunkt. Darauf aufbauend wurde 
eine haptische Nutzerschnittstelle zur interaktiven Fabrik- und Aufgabenpla-
nung entwickelt. Neben der Positionierung von statischen Objekten ist mit 
diesem Interface auch die Integration und Anpassung von Arbeitsaufgaben 
möglich. 
Im Folgenden wird zunächst der aktuelle Stand der Forschung im Hinblick 
auf den Einsatz digitaler Menschmodelle sowie vorhandener Tangible User 
Interfaces (TUI) betrachtet. Abschnitt 2 gibt einen Einblick in das Gesamt-
framework zur Simulation von Arbeitsvorgängen und stellt die entwickelte 
Komponente zur interaktiven Anpassung von Arbeitsszenarien vor. Im 
dritten Abschnitt werden die entwickelten Testszenarien vorgestellt. Die 
Ergebnisse sowie einen Ausblick für mögliche Erweiterungen schließen den 
Beitrag ab. 
1 Stand der Forschung 
DMM werden in Bereichen wie Videospielen und Virtual Reality zur Simula-
tion menschlicher Bewegungen verwendet (Chedmail et al. 2002). Die 
ersten Ansätze im Bereich der CAD-Systeme wurden in den sechziger 
Jahren in Form von digitalisierten Varianten zweidimensionaler Anthropo-
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metrie-Schablonen entwickelt. Darauf aufbauend entstand die erste Genera-
tion digitaler Menschmodelle, wie beispielsweise BeoMan (Ryan & Springer 
1969) und CyberMan (Schaub 1988). Diese Modelle wurden meist für Spe-
ziallösungen mit konkreten Anforderungen entwickelt. Einen zusammenfas-
senden Überblick dieser historischen Modelle findet sich in (Gill & Ruddle 
1988) und (Chaffin 2001). 
In den 90er Jahren begann die Zusammenführung dieser Speziallösungen zu 
digitalen Menschmodellen mit vielseitigen und umfangreichen Funktionen, 
aber auch einer komplexen, zeitaufwendigen Bedienung.  
Zu den heute noch genutzten Modellen zählt u.a. Human Builder (Dassault 
Systemes 2016) als Teil des Catia-V5-Systems von Dassault Systemes. Die 
Positionierung des Modells erfolgt hier über vordefinierte Haltungen, manu-
elle Gelenkwinkeleinstellung oder inverse Kinematik. Durch den Einsatz von 
Zusatzmodule werden Bewegungs-, Ergonomie- und Handhabungsuntersu-
chungen ermöglicht. 
Das Modell RAMSIS (Rechnergestütztes Antropometrisch-Mathematisches 
System zur Insassen Simulation) wurde mit Fokus auf die Anforderungen 
der Automobilindustrie entwickelt (Seidl 2004). Nach der manuellen Positio-
nierung können mit dem Modell Haltungs-, Sicht- und Erreichbarkeitsanaly-
sen durchgeführt werden. 
Das digitale Menschmodell Jack (Badler 1997) von Siemens/USG löste 2007 
das AnyMan-Modell im PLM-System Tecnomatrix ab. Die Software ist auf 
die Simulation menschlicher Arbeitsvorgänge in der digitalen Fabrik ausge-
richtet. Die Animation erfolgt über Bewegungsmakros, z.B. das Greifen von 
Gegenständen. Anschließend besteht die Möglichkeit ergonomische Analy-
sen der Arbeitssequenzen durchzuführen. 
Eine ähnliche Definition von Bewegungen mittels Aktionsmakros erlaubt das 
ema-Modell (Fritsche et al. 2011). Hierbei liegen den Elementaraktionen 
Motion Capture Aufnahmen zugrunde, welche eine humanmotorische 
Korrektheit der Bewegung garantieren. Die Bewegungsabläufe können 
mittels EAWS analysiert werden. 
Ein nicht kommerzielles Modell ist SantosHuman (Vignes 2004), das speziell 
zur Simulation eines Soldaten entwickelt wurde. Das DMM bildet sowohl 
die Physiologie als auch präzise Modelle der Muskeln ab. Neben der ergo-
nomischen Bewegungsanalyse ist es auch möglich Dynamiksimulationen 
von Kräften, Momenten und Lastenhandhabungen durchzuführen.  
Daneben gibt es auch heute noch diverse Modelle, die auf spezielle Anwen-
dungsgebiete beschränkt sind (Spanner-Ulmer & Mühlstedt 2010). 
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Die Modelle bieten die Möglichkeit ergonomische Analysen zur Arbeitsplatz- 
oder Produktgestaltung virtuell durchzuführen, ohne dass Prototypen gebaut 
werden müssen. Des Weiteren unterstützen Sie die Modellierung extremer 
Perzentile verschiedener Kulturkreise, was sonst nur mit großem Aufwand 
durchführbar wäre.  
Es ergeben sich jedoch auch einige Nachteile bei den genannten Modellen. 
So ist es mitunter aufwendig Haltungen oder Bewegungen zu generieren, 
was den Einsatz geschulten Fachpersonals erfordert. Eine dynamische 
Anpassung der Arbeitsaufgabe sowie der damit verbundenen Bewegungen 
an eine veränderte Umgebung muss in den meisten Fällen manuell vom 
Nutzer vorgenommen werden (Chaffin 2001, Chaffin 2005). Auch die Inter-
pretation der Simulationsergebnisse ist meist nur für Ergonomieexperten 
praktikabel (Spanner-Ulmer & Mühlstedt 2010). 
Aus diesen Nahteilen ergab sich die Notwendigkeit von Tangible User 
Interfaces (TUI), welche ursprünglich von (Fritzmaurice et al. 1995) entwi-
ckelt wurden. Die zugrundeliegende Idee war es, digitale Objekte durch die 
Manipulation von physikalischen Repräsentationen zu kontrollieren. Durch 
diese Kopplung sollte die Interaktion mit VR-Szenen intuitiver gestaltet 
werden. Von diesem Ansatz ausgehend entwickelten sich Tangible User 
Interfaces in drei unterschiedliche Richtungen: reine TUI, welche im Folgen-
den näher betrachtet werden, TUI gekoppelt mit augmented Reality, die 
dem Nutzer mittels Head-up-Display Informationen zu den physischen 
Repräsentationen einblenden, und TUI gekoppelt mit Virtual Reality, bei 
denen sich der Nutzer in einer vollständig computergenerierten Umgebung 
bewegt.  
Das erste System, welches zur Gruppe der reinen TUI gehört, ist BUILT-IT 
von (Rautenberg et al. 1997), das zur Unterstützung des Designprozesses 
bei der Planung von Fertigungsstraßen entwickelt wurde. Es besteht aus 
einem Tisch mit Aufprojektion und einer Wandprojektion der dreidimensio-
nalen Szene. Der Nutzer interagiert mit einem einzigen würfelförmigen 
Tangible, mit dem sowohl Maschinen auf dem Tisch selektiert und positio-
niert werden können als auch die Kamera in der Szene verschoben werden 
kann. Zwei Jahre später entwickelten (Underkoffler & Ishii 1999) Urp, ein 
System zur Planung von urbanen Räumen. Es erlaubt das Platzieren mehre-
rer vordefinierter Objekte, deren Position und Orientierung durch ein video-
basiertes Tracking anhand aufgeklebter Farbpunkte berechnet wird. Mit 
Hilfe einer Aufprojektion kann bspw. Schattenwurf und Reflektion der plat-
zierten Gebäude simuliert und auf den Tisch projiziert werden. (Ishii et al. 
2002) präsentierten eine Erweiterung von Urp namens Luminous Table. 
Diese erlaubt die Einbindung verschiedenster digitaler und physischer Mo-
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delle, wie z.B. zweidimensionalen Zeichnungen oder dreidimensionalen 
Modellen. Ein an der Decke befindlicher Verbund aus Projektor und Kamera 
projiziert digitale Simulationen, wie Verkehr und Sonneneinstrahlung, auf die 
Arbeitsfläche und erkennt die optischen Marker der physischen Modelle. 
Einen ähnlichen Ansatz verfolgen (Zufferey et al. 2009) mit der Entwicklung 
des TinkerTable. Ziel des Projektes ist es Logistikarbeitsplätze zu optimie-
ren. Hierzu kann der Nutzer auf der Arbeitsfläche verschiedene Regalmodel-
le sowie schwarze Boxen zur Spezifizierung der Parameter platzieren.  
Das von Siemens entwickelte System namens IntuPlan (Intuitive Layout 
Planung) ermöglicht es dem Nutzer Modelle von Produktions- und Logistik-
komponenten auf einen Tisch zu platzieren (Rohling 2012). Anschließend 
wird der gesamte Tisch mittels Digitalkameras fotografiert. Das Programm 
sucht in den Bildern die auf den physischen Repräsentationen platzierten 
Marker und positioniert die entsprechenden dreidimensionalen Objekte in 
der Szene. 
Ein auf RFID-Tags basierendes TUI zum Entwurf von Häusern stellen (Ho-
sokawa et al. 2008) vor. Zum Entwurf von Räumen kann der Nutzer vorge-
fertigte Wände und Bodenplatten auf einem Raster anordnen. Ein RFID-
Reader bestimmt die Position und Orientierung der Elemente auf dem Gitter 
und generiert automatisch ein entsprechendes 3D-Modell der Räume. 
2 Das SVW-Framework 
Ziel des SVW-Frameworks ist es, den Planer im Entwicklungsprozess stär-
ker zu unterstützen und die Eingabe sowie Anpassung der Arbeitsaufgabe 
zu erleichtern. Hierzu wurde eine Reihe von Algorithmen entwickelt, die 
eine aktionsbasierte Beschreibung der Arbeitsaufgabe ermöglichen und sich 
an Modifikationen der Arbeitsszene automatisch anpassen. Die graphische 
Nutzerschnittstelle (GUI) und die haptische Nutzerschnittelle bilden die 
Haupteingabemöglichkeiten des Nutzers. Die GUI zur Definition der Arbeits-
aufgabe zeigt Abbildung 1 (links). Hier kann der Nutzer die Szeneobjekte 
direkt in einer 3D-Umgebung einfügen und positionieren. Die definierten 
Elemente der Arbeitsaufgabe erscheinen in der unteren Leiste und können 
reihenfolgenunabhängig definiert werden. Die Berechnung der optimalen 
Reihenfolge der Elementaraktionen wird durch das entwickelte Framework 
realisiert. 
Im Anschluss an die Berechnung der Simulation wird diese in der 3D-
Umgebung animiert dargestellt. Die verschiedenen Ergebnisse der Simulati-
on wie RULA-, MTM-, Emotions- und Lastenwerte werden in Diagrammen 
und Tabellen abgebildet (Abbildung 1 (rechts)). 
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Abbildung 1: Darstellung der GUI zur Definition der Arbeitsaufgabe (links) sowie zur 
Begutachtung der Simulationsergebnisse (rechts). 
Das entwickelte Framework besteht aus einer Reihe von Modulen, deren 
Kommunikation durch eine gesonderte Programmkomponente (Middleware) 
sichergestellt wird (Müller et al. 2014). Eine Übersicht der vorhandenen 
Module sowie deren Kommunikation zeigt Abbildung 2. Im Folgenden 
werden diese Module und ihre jeweilige Funktion im Gesamtsystem kurz 
erläutert.  
 
Abbildung 2: Schema der Kommunikation des Gesamtframework. 
Die Definition der Arbeitsaufgabe sowie der Szeneobjekte kann sowohl über 
das haptische Nutzerinterface, als auch über eine GUI-Komponente erfol-
gen. Für die Definition der Arbeitsaufgabe müssen die elementaren Start- 
und Zielzustände sowie die Agenteneigenschaften spezifiziert werden. Mit 
dem Start der Simulation werden diese Daten an das Umweltmodul über-
geben, welches die Konsistenz der gegebenen Zustände sowie aller Zwi-
schenzustände sicherstellt. Die Planung des Arbeitsablaufes übernimmt die 
Handlungsselektion. Durch den Einsatz von Reinforcement Learning Algo-
rithmen ist das digitale Menschmodell in der Lage Handlungsmöglichkeiten 
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eigenständig zu explorieren und Zwischenlösungen zu testen (Dinkelbach et 
al. 2015).  
Die Bewertung der einzelnen Zwischenzustände erhält die Handlungsselek-
tion durch Anfrage der anderen Module. Eine Berechnung von kollisionsfrei-
en Laufpfaden zwischen gegebenen Start- und Zielpunkt übernimmt die 
Pfadplanung. Darauf aufbauend wird die Bewegung des digitalen Men-
schmodells erzeugt. Grundlage der Bewegungen bilden aus Motion Capture 
Daten berechnete Bewegungsräume, sogenannte Motion Spaces (Kronfeld 
et al. 2014). Hierbei fließen auf Basis von MTM (Bokranz & Landau 2006) 
berechnete Zeiten für die Elementarbewegungen mit in die Generierung ein. 
Anschließend wird die generierte Bewegungssequenz mit Hilfe des RULA-
Verfahrens (MacAtamney 1993) ergonomisch bewertet.  
Derzeitigen Verfahren zur Arbeitsprozesssimulation mangelt es an einem 
geeigneten Modell zur Abbildung der emotionalen Befindlichkeiten bzw. des 
Wohlbefindens des Werkers. Durch Zusammenarbeit der Professuren 
Prozessautomatisierung und Mediennutzung konnte ein derartiges Modell 
entwickelt und evaluiert werden. Für einen vorliegenden Arbeitsprozess 
ermöglicht das entwickelte Modell die emotionale Valenz, d.h. die positive 
oder negative Emotion, des simulierten Arbeiters darzustellen. Dabei be-
schränkt sich das Modell auf drei körperliche Attribute – Konstitution, Sensi-
bilität/Widerstandsfähigkeit und Erfahrung (Müller & Truschzinski 2014). 
2.1 Haptisches Nutzerinterface 
Das haptische Nutzerinterface ermöglicht die Gestaltung der Szene und der 
Arbeitsaufgabe durch die Manipulation physischer Objekte als Repräsentati-
onen der entsprechenden virtuellen Szeneobjekte (siehe Abbildung 3). 
Hierbei ist es möglich sowohl die gesamte Szene als auch nur einen Aus-
schnitt einer vordefinierten Szene im Layoutmodus zu modifizieren. Die 
virtuelle Szene wird dabei in Echtzeit gemäß der momentanen Konfiguration 
der physischen Gegenstücke aktualisiert. Die Erfassung der Objekte ge-
schieht dabei durch Aufnahme optischer Marker mit einer handelsüblichen 
Webcam. Bei aktivem Layoutmodus erfolgt ein kontinuierlicher Abgleich 
zwischen realer und virtueller Szene. Ist die Szene zur Zufriedenstellung 
konfiguriert, kann die Simulation der Aufgabe in der GUI gestartet werden. 
Um eine genaue, maßstabsgetreue Abbildung zwischen virtueller Szene und 
realer Arbeitsfläche zu erhalten, muss diese zunächst kalibriert werden. 
Dazu müssen vier vordefinierte Marker an den Ecken der Arbeitsfläche 
angebracht werden. Zusätzlich muss der Nutzer die Ausdehnungen der 
durch die Marker aufgespannten Fläche in Millimetern angeben. Die Arbeits-
fläche des prototypischen Entwurfs umfasst einen Bereich von 50 × 70 cm.  
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Abbildung 3: Haptisches Layoutsystem 
Die Bedeutung der einzelnen Marker wird über die GUI oder durch Angabe 
in einer entsprechenden Konfigurationsdatei gesteuert. Hierbei können 
szenen- und aufgabenspezifische Marker definiert werden. Die zu verwen-
denden Marker sind 4 × 4 cm groß und in Abbildung 4 (links) beispielhaft 
dargestellt. Intern ist jedem Marker eine eindeutige Identifikationsnummer 
zugeordnet. Jedem virtuellen Objekt können ein oder mehrere Marker 
zugeordnet werden. Hierzu muss die Identifikationsnummer des Markers 
sowie dessen relative Position auf dem Objekt angegeben werden. Im Falle 
eines Regals kann somit für jeden Boden ein Marker definiert werden. Die 
Definition aufgabenspezifischer Marker erfolgt ebenfalls in der GUI. Hierbei 
wird zwischen einfachen Lagertätigkeiten und komplexen Montageaufgaben 
unterschieden. Im Falle von Lagertätigkeiten müssen für die Aktion zwei 
Marker für die initiale und die finale Position des Szeneobjektes definiert 
werden.  
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Abbildung 4: Beispiele für die verwendeten Marker (links) sowie  
auf dem Szeneobjekt „Stuhl“ angebrachte Marker (rechts) 
Für die Definition von Montageposition wird nur ein Marker benötigt. Alle 
auszuführenden Montageaufgaben müssen diesem Marker zugewiesen 
werden. In der Simulation führt dies dazu, dass der virtuelle Werker zu-
nächst die benötigten Szeneobjekte zur Montageposition transportiert und 
anschließend bearbeitet. 
2.2 Entwurf der physischen Repräsentationen 
Für den Entwurf der physischen Repräsentationen, im Folgenden Targets 
genannt, wurde mit einer Reihe möglicher Darstellungen unterschiedlicher 
Abstraktionsgrade experimentiert. Dabei zeigte sich, dass eine Unterschei-
dung in drei Klassen sinnvoll ist. 
Die erste Klasse enthält Static-Targets, wie Regale, Tische oder den Werker 
selbst. Für derartige Objekte werden vereinfachte Formen, wie Holzklötzer 
oder universelle stapelbare Holztische verwendet. Die zweite Klasse bein-
haltet einfache Interaktionsobjekte, die vom Werker aufgenommen und an 
anderer Stelle wieder abgestellt werden können. Für diese teilweise kom-
plexen Szeneobjekte hat sich der Nachbau mit Hilfe eines 3D-Druckers als 
sinnvoll erwiesen, da somit die Nutzer intuitiver zwischen den verschiede-
nen physikalischen Repräsentationen unterscheiden können. Für jedes der 
Objekte wurde ein Starttarget zur Markierung des Startpunktes sowie ein 
andersfarbiges Zieltarget zur Markierung des Zielpunktes erstellt. 
Zur letzten Klasse zählen Arbeitsaufgaben, bei denen mehrere Bauteile 
bearbeitet, d. h. zusammengefügt oder getrennt, werden müssen. Hierzu 
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wurden Gruppen spezieller Targets erstellt. Abbildung 5 (links) zeigt das 
Assembly-Target, mit dem ein Bearbeitungspunkt in der Szene festgelegt 
wird. An diesem Punkt müssen oft zuerst mehrere Objekte platziert werden, 
ehe die Arbeitsaufgabe ausgeführt werden kann. Zusätzlich kann der Nutzer 
das in Abbildung 5 (rechts) gezeigte zugehörige Assembly-Rectangles an 
einer beliebigen Position der TUI Arbeitsfläche platzieren um direkten Zugriff 
auf den Montagebereich zu erhalten. Dadurch können die Objekte auf dem 
Montagetisch spezifisch positioniert und orientiert werden. In der Simulation 
werden zunächst alle innerhalb des Assembly-Rectangles platzierten Objek-
te an die Montageposition transportiert und entsprechend der Nutzervorga-
ben angeordnet. Anschließend erfolgt die Bearbeitung der Szeneobjekte. 
 
Abbildung 5: Darstellung des Assembly-Targets (Links) sowie des Assembly-Rectangles (Mitte) 
und der dazugehörigen virtuellen Darstellung (Rechts). 
3. Darstellung der Szenarien 
Für die Präsentation des haptischen Nutzerinterfaces wurden zwei prototy-
pische Szenarien ausgewählt – Logistikarbeitsplätze und Montagearbeits-
plätze. Diese beiden Szenarien decken den Hauptteil der in einer Fabrik 
anfallenden Arbeitsabläufe ab. 
3.1 Szenario: Logistikarbeitsplatz 
An einem Logistikarbeitsplatz besteht die Aufgabe der Arbeitskraft im Um-
setzen und Transport von Objekten (siehe Abbildung 6). Dabei sind die 
unterschiedlich schweren und sperrigen Gegenstände aus verschiedenen 
Höhen aufzunehmen, zum Bestimmungsziel zu transportieren und dort 
abzulegen. Entscheidende Probleme bei der Gestaltung des Layouts sind 
hier die Größe der Regale und damit die Erreichbarkeit der zu handhabenden 
Objekte, die Korridorbreite und allgemein die Anordnung der Regale in der 
Fabrik. Dem Nutzer stehen in diesem Szenario eine Reihe von Regalen 
sowie eine Menge von Kisten zur Verfügung. Die Objekte können frei auf 
dem Arbeitstisch platziert werden. Zur Platzierung von Kisten muss der 
Nutzer ein Objekt für die Starposition und ein Objekt für die Endposition der 
Kiste aufstellen.  
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Abbildung 6: Beispiel für einen Logistikarbeitsplatz 
 
Abbildung 7: Beispiel für einen Montagearbeitsplatz zur Fertigung eines Stuhls 
3.2 Szenario: Montagearbeitsplatz 
Die Hauptaufgabe an Montagearbeitsplätzen besteht im Fügen von Objek-
ten und damit der Herstellung komplexer Gegenstände. Dazu können Hilfs-
mittel wie Werkzeuge zum Einsatz kommen und je nach Fertigungstyp ein 
Materialtransport von benötigten Gegenständen und fertiggestellten Objek-
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ten notwendig sein. Durch Nutzereingabe wird dem DMM die Arbeitsaufga-
be im Hinblick auf die zu verwendenden Objekte und den zu nutzenden 
Arbeitsplatz übermittelt. Die Auswahl der unter diesen Parametern zielfüh-
renden Vorgehensweise wird durch die Handlungsselektion ausgeführt. Die 
einzelnen Arbeitsplätze können je nach Fertigungsablauf unterschiedlich 
stark miteinander verknüpft sein, wodurch sich eine Abhängigkeit zwischen 
diesen ergibt. Ein Beispiel für einen Arbeitsplatz zur Endfertigung eines 
Stuhls zeigt Abbildung 7. 
4 Ergebnisse 
In diesem Artikel wurde ein haptisches Nutzerinterface vorgestellt, das die 
Planung und Anpassung eines digitalen Fabriklayouts sowie die Anpassung 
der Arbeitsaufgabe erlaubt. Das Interface unterstützt den Planer und erleich-
tert ihm die Verbesserung seines Konzeptes durch die intuitive Gestaltung 
der graphischen und haptischen Nutzerschnittstellen. Aufgrund der kollisi-
onsfreien Pfadplanung und der daraus resultierenden Handlungsselektion 
entwickelt das Modell selbst eine zielführende Vorgehensweise zur Lösung 
der gestellten Arbeitsaufgabe, was dem Nutzer hilft sein bisheriges Pla-
nungskonzept zu überprüfen und zu optimieren. Daraus ergibt sich eine in 
bisherigen Systemen nicht in dieser Form gegebene Benutzerfreundlichkeit 
für Endnutzer. Weiterhin ermöglicht die Anbindung an das SVW-Framework 
die Arbeitsaufgabe mit Hilfe eines digitalen Menschmodells zu simulieren 
und unter ergonomischen wie auch emotionalen Gesichtspunkten zu bewer-
ten. Durch die Möglichkeiten der individuellen Anpassung und des wieder-
holten Simulierens kann somit der Einfluss von Layout-Änderungen unmit-
telbar verglichen und optimiert werden.  
Das haptische Nutzerinterface wurde u. a. auf der Konferenz VAR  2015 
sowie diversen Workshops und Präsentationen einem Fachpublikum vorge-
stellt und erhielt eine durchgehend positive Resonanz. In den anschließen-
den Diskussionen wurde besonders eine Nutzung des Systems für Arbeits- 
und Fabrikplaner betont, die entweder ein bereits erstelltes Layout anpas-
sen oder in einer Gruppe diskutieren wollen.  
Die verwendeten Testszenarien decken schon jetzt ein breites Spektrum an 
möglichen Arbeitsaufgaben innerhalb einer Fabrik ab. Allerdings wurde das 
System noch nicht im Feldeinsatz validiert. Ein nächster Schritt wäre somit 
die Abbildung einer realen Werkhalle inklusive aller Arbeitsprozesse.  
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