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Abstract A new and robust mapping approach is proposed
entitled mapping forests (MFs) for computer vision applica-
tions based on regression transformations. Mapping forests
relies on learning nonlinear mappings deduced from pairs
of source and target training data, and improves the perfor-
mance of mappings by enabling nonlinear transformations
using forests. In contrast to previous approaches, it provides
automatically selected mappings, which are naturally non-
linear. MF can provide accurate nonlinear transformations to
compensate the gap of linear mappings or can generalize the
nonlinear mappings with constraint kernels. In our experi-
ments, we demonstrate that the proposed MF approach is not
only on a par or better than linear mapping approaches and the
state-of-the-art, but also is very time efficient, which makes
it an attractive choice for real-time applications. We eval-
uated the efficiency and performance of the MF approach
using the BU3DFE and Multi-PIE datasets for multi-view
facial expression recognition application, and Set5, Set14
and SuperTex136 datasets for single image super-resolution
application.
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1 Introduction
The first ideas of decision forests and subsequently random
forests (RFs) belongs to more than two decades ago. Due
to their fast processing speed, forests have been extensively
used to solve computer vision problems especially those
requiring real-time processing. An extensive study on deci-
sion forests and their applications is provided by Criminisi et
al. [4]; where they discussed models for classification, man-
ifold, supervised and semi-supervised learning, regression,
density estimation, etc., by means of decision forests. They
also discussed the advantages and disadvantages of decision
forests and extended the idea of decision forests to solve con-
tinuous problems such as regression and density estimation.
We define “mapping” or data (features) mapping as a func-
tion that transforms data from a source space to a destination
space, where tasks such as classification can be processed
more easily. There exist several problems, which can be
solved using mapping approaches or by transforming from a
source space to a new target space. Linear mappings by means
of basic linear regression, ridge regression, logistic regres-
sion or other extension are examples which increasingly
attracted attention in many computer vision applications
[16,21]. Indeed, since most of the real problems are not linear,
multiple solutions have been proposed for them, using kernel-
based nonlinear methods. However, choosing an appropriate
nonlinear kernel is difficult because it needs behavioral sys-
tems analysis (BSA) of the problem, which is not always
feasible for complicated problems such as those involving
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Fig. 1 Mapping forests architecture for nonfrontal face analysis. Train-
ing: we classify the training samples based on the viewpoints and reduce
the dimension using PCA for each viewpoint. MF estimates then the
mapping models by means of forests which provides nonlinear map-
pings from ensemble of linear transformations. Testing: the best subset
is selected based on the viewpoint and represent the test sample in the
new space spanned by the principal components (obtained from the
training step). We transform then the features to the target space using
detected learned models
humans and human faces. Therefore, proposing an automatic
approach which is able to provide nonlinear mappings is
desirable. On the other hand, there are methods, which pro-
vide a set of linear mappings, as a solution for nonlinear
mapping. Forests are ensemble learning approaches capable
of learning several linear mappings for nonlinear problems.
In this work, we propose an approach for automatic learn-
ing of multiple nonlinear mappings using decision forests.
In continuation of the definitions provided in [19–21], as
an application of nonfrontal face analysis, we define forests
for each specific head pose from a discrete set of possible
head poses. To determine which forests to use for a new
input sample, we rely on another regressor to predict the
head pose of the face. Since the mappings are adapted to the
pose of the input face, this approach yields significantly better
results than using a single mapping [21,24]. For each specific
pose, the input test sample is applied to the corresponding
forests to explore the best mapping. The selected mapping
among the forests is naturally nonlinear and can produce
very accurate transformations, due to the ensemble of linear
mappings.
Our main contribution is exploring continuous mapping
functions using a highly efficient structure of decision forests
trained with partial data. This model is trained to discrimi-
natively map from a source space to a target space. The main
advantage of our approach over (local or global) linear map-
ping techniques is its ability to provide learned nonlinear
mapping using ensemble of linear mappings on each spe-
cific subset of data. Moreover, our nonlinear mappings are
determined automatically through the mapping forests. As
an illustrative example, Fig. 1 shows a general overview of
our MF approach applied to the problem of nonfrontal face
analysis, which includes both the training and test steps. We
have evaluated the performance of our MF approach on two
well-known computer vision open problems, namely multi-
view facial expression recognition (MFER) and single image
super-resolution (SISR).
The remaining of the paper is organized as follows. Sec-
tion 2 is dedicated to reviewing related works. In Sect. 3,
we explain the theory of Random Decision Forests. Sec-
tion 4 includes our approach of mapping forests. In Sects. 5
and 6, we present mapping forests for multi-view facial
expression recognition and image super-resolution, as two
computer vision problems solved with our approach. Finally,
Sects. 7 and 8 belong to Discussions and Conclusions,
respectively.
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2 Related Work
There are multiple linear and nonlinear approaches for map-
ping data from source to target space [19,27,31]. Most of the
approaches use the more discriminant space for classifica-
tion or segmentation purposes. Moreover, there are attempts
that provide robustness by means of mapping approaches
[1] or supervised mappings between noisy data and ground
truth data [13]. A recent approach proposed by [21] intro-
duced pairwise linear transformation by means of linear
ridge regression to map data from source space to desti-
nation space. Although they achieved state-of-the-art, most
of the real problems are naturally nonlinear that cannot
be handled using linear transformations properly. Another
approach [19] performed nonlinear mapping that fills the gap
of [21], but a challenge still remains, since the employed
nonlinear kernel needs to be defined manually, which is
a difficult task. Performing a general nonlinear mapping
has multiple applications in computer vision such as image
denoising, pseudo-coloring, super-resolution and facial anal-
ysis. In addition, forests as an efficient structure have been
widely used for other related works [7,8,13,32]. For instance,
Fanello et al. [13] introduced filter forests and explained its
ability for predicting continuous variables. They proposed
to learn optimal filtering kernels and to employ such ker-
nels for image denoising, where the kernel size and values
are determined based on spatial context. Similarly, Schul-
ter et al. [32] extended decision forests to regression forests
for super-resolution applications. Successes in extending
decision/random forests for different computer vision appli-
cations show that the forests-based approaches can not only
achieve high accuracy, but also fast processing speed due to
their intrinsic structure of the trees, compared to other tech-
niques. These factors motivated us for extending forests to
solve mapping problems. Therefore, we aim to perform effi-
cient nonlinear mappings automatically to achieve better or
comparable results as those of the state-of-the-art.
2.1 Multi-view Facial Expression Recognition
The problem of facial expression recognition (FER) is one
of the hot spots in facial analysis. The first attempt was
made by Ekman and Friesen [11]. They addressed the prob-
lem of facial expression recognition by proposing facial
action coding systems (FACS) to recognize basic expres-
sions. They introduced codes for facial action units in such
a way that each facial expression changes the codes. A
group of the units refers to an expression that can be
found from the detected codes. Their study focused on six
basic expressions, including anger (AN), disgust (DI), fear
(FE), happiness (HA), sadness (SA) and surprise (SU), in
contrast to neutral (NE). Several subsequent approaches
attacked the problem with different techniques [28]. They
can be categorized into three categories: (1) appearance-
based approaches which use texture information by means of
appearance feature descriptors such as LBP, HOG and SIFT;
(2) geometric-based approaches that benefit from facial geo-
metric information such as landmarks displacements; and (3)
hybrid methods that employ both appearance and geometric
information.
The progress in this area became tremendous, while new
and more complex challenges like multi-view facial expres-
sion recognition (MFER) attracted attentions. The reason
is that assuming a frontal view in real-world applications
is unrealistic and may limit applicability. Moreover, some
of the facial features, which are necessary for expression
recognition are not available or only partially available on
nonfrontal faces. Therefore, MFER is still an active problem
in face analysis with potential applications in human com-
puter interaction (HCI), children education, games, etc.
Currently, the most successful approaches on MFER
including Zheng [44]; Rudovic et al. [29] and Jampour et
al. [21]) map or find the relationship between facial features
extracted from nonfrontal views and their corresponding
features in the frontal view by mapping all the available train-
ing data to a common reference space. Rudovic et al. [30]
used the same mapping regardless of the pose of the head;
Zheng [44] proposed a complex method that relies on a
time-consuming optimization process; Jampour et al. [20]
proposed linear mapping between nonfrontal and frontal
pairs, while the problems are nonlinear due to the variations
in gender, age, ethnicity, skin tone, etc. They recently pro-
posed an extension of their idea as a nonlinear approach with
improvement in performance [19]. Their new approach out-
performed the state-of-the-art, nevertheless, the problem is
that kernel-based approaches are strongly dependent on the
kernel definition and only a few well-known kernel functions
are shown to work well.
2.2 Single Image Super-Resolution
The problem of single image super-resolution is another well-
studied problem and hot topic within the computer vision
community that aims to provide high-resolution images
from corresponding low-resolution images. There are vari-
ous techniques for image super-resolution. The traditional
approaches include bilinear, bicubic or Lanzcos interpo-
lation. The modern approaches include statistical image
priors [14,34] and dictionary-based methods [41]. One of
the successful directions for image super-resolution is using
supervised machine learning approaches, where a model is
trained from one or some training samples and used for test
images [32]. In this work, we also provide supervised single
image super-resolution using our MF approach to show the
generality of our method. The details are discussed in Sect. 6.
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3 Random Decision Forests
We begin with a brief review of random decision forests,
which are highly efficient structure for many computer vision
applications. It has also been used in different classification
and regression tasks [8,22,23,33]. A random decision forest
is an ensemble of random decision binary trees, where a tree
ft (x) : X −→ Y classifies sample x ∈ X ⊆ Rn through
the depth of tree to the leaves. In the following, we briefly
review both random and regression forests.
3.1 Random Forest
Random forest is an ensemble of randomized trees. Each tree
is built, trained and tested independently from other trees.
The training data for each tree are generated from subsam-
pling of the original data. During the training, each node
splits the training data into subsets using splitting functions,
as shown in Eq. 1:
ψ(x, γ ) =
{
0 if rγ (x) < 0
1 otherwise,
(1)
where γ defines the response function rγ (x). There are sev-
eral kinds of response functions r(.), which have been used
in different tasks [23,35]. For instance, rγ (x) = x[γ1] − γth
was used in [32]. They defined operator [.], for selecting
one dimension of x such that γ ∈ [1..len(x)] and γth is
an arbitrary threshold. In addition, there are also adapted
splitting functions for image analysis, for example, the dis-
tribution of Hough votes which is described in [12]. Each
tree of the forest refers to fi (x) : X −→ Y and the forest
is F = { f1, . . . , fT }, where T is the number of trees. The
probability of class example k in the case of classification
task is:
p(k|x) = 1
T
T∑
t=1
pt (k|x), (2)
C(x) = arg max
k∈Y
p(k|x), (3)
where pt (k|x) is the density of class label k estimated by the
t th tree and C(x) is the final class label.
3.2 Regression Forest
Regression forest is a set of randomly trained regression. A
regression tree splits a complex nonlinear regression prob-
lem into several smaller problems, which are easier to solve
[4]. Regression forest has been widely used for nonlinear
regression of a pair of explanatory and dependent variables.
The main difference between random and regression forests
is the continuous nature of regression forest, which can work
with continuous data, where both training and test labels are
continuous. In applying regression forests, we can use dif-
ferent types of objective functions (e.g., linear, polynomial,
probabilistic) for a subspace of input data [7]. Again, similar
to the classification case, output of the regression forest is
average of all T trees.
In our approach, we define the mapping function f to be
dependent on continuous input data for mapping from source
to target space. In the following, we explain how our MF
approach can efficiently provide mapping functions using
decision forests.
4 Mapping Forests (MFs)
Mapping forests, inspired from decision forests, consist of
randomized trees, which are adapted for our specific prob-
lem. We split the data into smaller subsets in each node of
the trees, and then perform pairwise ridge regression for each
subset of data at leaf nodes, to learn the best optimized map-
ping solution. The optimization problem is formulated such
that the objective function is computed by minimizing the
mapping error between pairs of training data.
4.1 Mapping as Objective Function
In the following, we illustrate how mapping forests can be
applied for the problem of nonfrontal face analysis. Let X
be a set of aligned vectorized features between frontal and
nonfrontal views, which is extracted by appearance-based
descriptors as described in 4.3. The notation XNF refers to a
set of nonfrontal facial features and XFr refers to their cor-
responding frontal facial features in our MFER problem 5.
Similarly, XL refers to a set of vectorized features of low-
resolution images, where their corresponding high resolution
is denoted as XH in our SISR problem as described in 6. Note
that in the rest of the paper, we use the same notations. In
MFER problem, Xθi is a subset of facial features in XNF
from viewing angle θi , where Xθi = [I θi1 , I θi2 , . . . , I θiN ] is a
matrix of size (q × N ), and refers to the N vectorized facial
features denoted by I θik ∈ IR(q×1). Note that I 0k and I θik are
columned feature vectors of the kth facial image of the train-
ing data from the same person in different poses. Based on
this, we define pairwise sets of training data, XFr and Xθi ,
where the former is the set of frontal and the latter is a set of
corresponding nonfrontal features in viewing angle θi . With
respect to Eq. 4, we need to find function f (.) using training
data and then extend it for test samples, in such a way that
the summation in Eq. 4 is minimized. Eq. 5 is a specific case
of Eq. 4 in case of linear condition where its closed form
solution is provided by ridge regression in Eq. 6.
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arg min
f (.)
N∑
k=1
(
xkFr − f
(
xkθ
))2
(4)
arg min
M
‖XFr − M Xθ‖22 + λ ‖M‖22 (5)
M = XFr
(
X Tθ Xθ + λI
)−1
X Tθ (6)
We learn mapping function M through the forest that is
dependent on input training data Xθ and its correspondence
of XFr. Our models architecture, which is based on forests,
performs an ensemble of linear mappings that is more effi-
cient than a unique linear mapping for nonlinear problems,
as it splits a complex problem into several smaller problems.
An estimation of the frontalized sample is given by:
xˆθ→0 = Mxθ (7)
where xθ is a vectorized input test sample in an arbitrary
viewing angle θ ; similarly xˆ is a vector of features mapped
into the frontal. In Eq. 6, parameter λ allows us to solve
the singularity problem and makes the problem nonsingular
even if (X Tθ Xθ ) is not invertible. It can be shown that its
total variance is a monotonically decreasing sequence with
regard to λ. Furthermore, Xθ can also be replaced in Eq. 6
by nonlinear kernels, such as polynomial kernel and radial
basis function (Gaussian) kernel. We propose to use MF for
minimizing the loss function in a way that selects a branch of
each node in the tree with maximum matches with the input
vector. Therefore, we use Eq. 7 as the objective function to
decrease the mapping error in each node and consequently
having ensemble of linear mappings at the leaves. In the
following subsections, we provide more details about our
model.
4.2 Training the Trees
Similar to [4,32] we learn all trees in MF independently and
define S j = {xFr, xθ } ∈ X × Y as a subset of training data
for a given node j . The goal is to find the splitting function
ψ(xθ , γi ) at S j such that it splits the data into two branches
and minimizes the entropy as in Eqs. 8–12. The splitting starts
from the root through a branch of the tree to the leaves. We
define γi = xθ {i − η, . . . , i + η}, where η = √len(xθ )/2.
This means that 2η + 1 members of the feature vectors xθ
decide for splitting at each node of the trees.
ψ j = arg min
ψ
I (S j , ψ) (8)
I (S j , ψ) = H(S j ) −
∑
k∈{L ,R}
∣∣∣Skj ∣∣∣∣∣S j ∣∣ H(Skj ) (9)
our specific form of regression information gain is as:
H(S) = − 1|S|
∑
xθ∈S
∫
xFr
p(xFr|xθ ) log p(xFr|xθ )dxFr
(10)
where H(S) is average entropy for subset S. Inspired from
[4], by means of Gaussian distribution for conditional prob-
ability p(xFr, xθ ) we rewrite:
p(xFr, xθ ) = N (xFr : xFr(xθ ), σ 2xFr (xθ )) (11)
I (S j , ψ) ∝
∑
xθ∈S j
log(σxFr (xθ ))
−
∑
k∈{L ,R}
⎛
⎜⎝ ∑
xθ∈Skj
log(σxFr (xθ ))
⎞
⎟⎠ . (12)
where SLj and S
R
j are left and right children at node j and
xθ , xFr are source and target data, respectively. The output
is as Eq. 13, such that we have T (e.g., 50) output mappings
obtained from individual trees and use average of them.
MFinal = 1T
T∑
t=1
Mt , (13)
where Mt is predicted mapping function of t th trees.
4.3 Features Types
In this work, we employed the basic features for the input
face images I in all three color channels. The features are
extracted by HOG [6] and LBP [26] descriptors with cell
size 25 pixels that are concatenated as a feature vector for
each train and test sample. The main motivation to employ
these two descriptors is that HOG provides gradient infor-
mation of the images, whereas LBP describes the intensity.
The concatenation of these two feature descriptors creates
large feature vectors and very large dataset. Therefore, it
will be expensive to process such data during the learning
through the multiple forests in terms of both time and space
complexity, while unnecessary features can be either com-
pressed or ignored. To this end, we employed the well-known
dimensionality reduction technique, PCA, and applied it
to each cluster. The different datasets that we used have
feature vectors with dimensions greater than 14,000 (e.g.,
BU3DFE >17,800 and Multi-PIE >14,000 dimensions). We
select d = 500 in applying the PCA to reduce the dimension-
ality of both training and test data to a constant number. This
means that the first 500 principal components are selected for
this purpose, which makes the similarity equal to or greater
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Fig. 2 Visualization of raw-based samples. Nonfrontal faces are transformed to frontal using MF despite different variations present in the input
face images
than 98% of the original data. For test samples, we extracted,
selected and concatenated features similarly as training sam-
ples and then constructed the feature vectors by means of
these 500 principal components.
4.4 Forests Setup
We set up our MF approach using 50 trees with four levels
of maximum depth on basic features reduced to 500 dimen-
sions as described in Sect. 4.3. The trees’ predictions are
averaged on the number of all trees and mapping functions
at the leaves concatenate subset of data through the depth of
the trees. Increasing the number of trees can make the results
more stable but does not bring noticeable change, as depicted
in Fig. 4. Also we found that increasing the depth further than
four levels, will just increase the running time without bring-
ing noticeable improvement, as we experienced. On the other
hand, the results may fluctuate with the type of features or
number of features used in splitting each node. Nevertheless,
the runtime information is described in Sect. 5.3. The pro-
posed framework can be generally used for solving mapping
problems. In the following sections, we present the result
of using the proposed approach to solve two well-known
computer vision problems, i.e., multi-view facial expression
recognition and image super-resolution.
5 Mapping Forests for Multi-view Facial
Expression Recognition
We performed quantitative and qualitative experiments on
MFER using two popular datasets. Also compare our results
with the state-of-the-art works. The datasets are used with
different protocols, therefore, we first explain the protocols in
the following and then discuss the results. We use k-fold (k =
5) cross-validation on both datasets; therefore, the results in
the rest of the paper are averaged by 5 validations. In the
training step, we categorize training data into several smaller
groups using supervised techniques based on the viewpoints
that is explained in Sect. 5.2. We then learn mapping models
for each group using our MF approach.
In the test step, we first approximate the class of the test
samples based on the viewpoints and then use the correspond-
ing mapping model provided by MF. Finally, the mapped data
is classified by linear SVM [3] for expression recognition.
The advantage of this pipeline is that, each test sample with
various head poses (which are not available in our training
data) will be adapted with the closest subset. Therefore, the
variation of the head pose will be handled using our MF
approach. Consequently, the pipeline can produce frontal
faces which are useful for facial analysis, and also provide
robustness against head pose. Figure 2 depicts a visualiza-
tion of several test samples in frontal view generated by our
MF approach from a nonfrontal viewpoint. Although the
reconstructed frontal faces are blurry, due to high dimen-
sionality reduction, they are still useful for expression
recognition. Note that the raw features are used here just for
visualization.
5.1 MFER Datasets
In this section, we introduce two well-known and popular
facial expression datasets. We used protocols, similar to that
of related works, in order to perform equitable comparisons.
5.1.1 BU3DFE
BU3DFE is a publicly available dataset containing 3D
scanned faces of 100 subjects with six basic expressions.
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Fig. 3 Confusion matrices for multi-view facial expression recognition using mapping forests. a BU3DFE—first protocol, b BU3DFE—second
protocol, c Multi-PIE—first protocol, d Multi-PIE—second protocol
Table 1 Pose-specific MFER using Random Forests and SVM in com-
parison with Mapping forests
Dataset BU3DFE Multi-PIE
Protocol P1 P2 P1 P2
Random Forests 59.93% 58.10% 68.95% 68.49%
PSC-SVM [21] 77.66% 76.36% 80.94% 81.55%
Mapping forests 78.92% 78.84% 82.89% 82.85%
More details can be found in [42]. We rendered multi-
ple views from the 3D faces using seven pan angles (0◦,
±15◦, ±30◦, ±45◦) and five tilt angles (0◦, ±15◦,±30◦).
Altogether there are 35 viewpoints containing 21, 000
samples in our first protocol. In addition, we generated
the second protocol with views 0◦, 30◦, 45◦, 60◦ and
90◦ with 3000 samples. Each vector has a dimension-
ality of 17,832, which is reduced to 500 by means of
PCA.
5.1.2 Multi-PIE
CMU Multi-PIE is a multi-purpose dataset containing 337
subjects taken with different poses between −90◦ to 90◦
with an interval of 15◦. Altogether there are 13 different
viewpoints [15]. The dataset contains five facial expressions,
and we selected 145 subjects that have all the expressions
available. We cropped facial regions using a semiautomatic
algorithm into the dimension of 175 × 200 pixels. In order
to evaluate our model, we use two protocols: (1) Protocol 1,
similar to [18,21] containing 13 viewpoints; and (2) Protocol
2, similar to [25,44] containing 7 viewpoints. Each feature
vector has a dimensionality of 14,952, which is reduced to
500 (similar to the BU3DFE features) using PCA.
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Fig. 4 Effects of increasing the number of trees on the final MFER
accuracy
5.2 Supervised Data Assortment
Splitting the data into several smaller subsets is a conve-
nient idea to improve recognition accuracy. Differences in
expression, viewpoint, age, skin tone, ethnicity, etc., account
for the most important variations among the data. Therefore,
if we mitigate the effects imposed by these variations, the
final accuracy will increase. The trick is to split the data
based on the viewpoints as we have the information of head
poses during the training. We could use either supervised
or unsupervised methods for data assortment. We used the
well-known classification method, linear SVM [3], for our
purpose. More specifically, we re-labeled all training data by
means of viewpoint information and trained a SVM classifier
using this data. In the test phase, a new, unseen test sample is
first classified into the correct subset and then we employed
the mapping model of that subset, which has been trained
by MF, to map the test sample into the frontal view. Table 1
shows the results of the averaged expression recognition with
the classified data as baseline, in comparison with the results
of the MF.
5.3 Experimental Results
The results in Table 1 are produced from each specific view-
point and then averaged through all of them that compared
with our mapping forests approach. The comparison includes
all four protocols (two protocols from BU3DFE and two
protocols from Multi-PIE). Moreover, Fig. 3 depicts their
confusion matrices, where can be seen that most confu-
sion occurs between sadness and anger in both protocols
of BU3DFE, and similarly, between disgust and squint in
both protocols of Multi-PIE. The best discrimination in both
datasets is on surprise and smile (happy) due to their clear
variations. Furthermore, the time complexity in both training
and test parts are strongly dependent on the feature vectors,
number of samples in each protocols and hardware speci-
Fig. 5 Effects of increasing depth of the trees on the final MFER accu-
racy (assessed on the BU3DFE-P2)
fications. We used a PC with Intel Core i7-3930 processor
and 32 GB RAM. Our first protocol of BU3DFE includes
16,800 training images (80 training samples × 6 classes of
expressions × 35 viewpoints) with 500 dimensions. We first
generated a classification model by means of SVM for esti-
mating the head pose among 35 viewpoints. It took 581 s
which could be considered as offline preprocessing. Then,
the next time-consuming process was training the forests. As
explained earlier, we used 50 trees with a maximum depth
of 4. The average training time on our PC was 748 s for
each viewpoint. This means that our total training process
is about 35 viewpoints × 748 s × fivefold cross-validation
+ 581 s of head pose estimation, which is about 131,481 s
or about 37 h. The running time during the test step is 84 s
for estimating the viewpoints of 120 samples, which means
0.7 s per sample for head pose estimation and 1.4 s for pre-
dicting mapping of 120 test samples, which means 12 ms
for each sample. As we expected, the running time of the
forest is very short due to the efficient structure of the trees,
through the training step, which could be considered as an
offline process, needs several hours. In addition, the effects of
increasing the depth and number of trees are shown in Figs. 4
and 5.
5.4 Comparison with the Related Work
In this section, we compare our approach with the state-
of-the-art on both protocols of BU3DFE and Multi-PIE.
Table 2 shows that MF is on a par with the state-of-the-
art and related works in both protocols of BU3DFE and
Multi-PIE. In addition, [24] proposed an approach similar
to PSC in [21] but that is based on a new descriptor called
LGBP. They have reported 80.17% accuracy on Multi-PIE
dataset with 7 viewpoints similar to Multi-PIE-P2 but using
six expressions from 100 subjects. [44], on the same dataset,
reported 81.7% for their GSRRR method whereas our MF
performs 82.85% for 7 viewpoints (same as those in the pre-
vious works) on 5 expressions and 145 subjects. Table 2
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Table 2 Multi-view facial expression recognition comparison between
the proposed MF approach and the state-of-the-art methods
Method Dataset Accuracy
BDA/GMM [45] BU3DFE-Protocol 1 68.20
EHMM [36] BU3DFE-Protocol 1 75.30
GSCF [37] BU3DFE-Protocol 1 76.10
SSVQ [38] BU3DFE-Protocol 1 76.34
SSE [39] BU3DFE-Protocol 1 76.60
PSR [21] BU3DFE-Protocol 1 78.04
KPSNM [19] BU3DFE-Protocol 1 79.26
Mapping forest BU3DFE-Protocol 1 78.92
L B Pms [25] BU3DFE-Protocol 2 72.43
DNPE [18] BU3DFE-Protocol 2 72.47
LPP [17] BU3DFE-Protocol 2a 73.06
LGBP [25] BU3DFE-Protocol 2 77.67
PSR [21] BU3DFE-Protocol 2 77.87
KPSNM [19] BU3DFE-Protocol 2 78.79
Mapping forest BU3DFE-Protocol 2 78.84
DNPE [18] Multi-PIE-Protocol 1b 76.83
PSR [21] Multi-PIE-Protocol 1 81.96
KPSNM [19] Multi-PIE-Protocol 1 82.43
Mapping forest Multi-PIE-Protocol 1 82.89
PSR [21] Multi-PIE-Protocol 2 82.55
KPSNM [19] Multi-PIE-Protocol 2 83.09
Mapping forest Multi-PIE-Protocol 2 82.85
Our approach results are shown in bold
aWith 4 level of intensities
b100 subjects instead of 145 in our protocol
also shows that there are different approaches to address
the problem of MFER while our MF approach is one of
the best techniques for MFER, being very intuitive, fast to
apply and accurate, making it an ideal choice for practical
applications.
6 Mapping Forests for Image Super-Resolution
In the previous section, we showed the efficiency of MF in
multi-view facial expression recognition as an application.
In this section, we use MF to solve another well-known
problem in computer vision; i.e., image super-resolution
including multi-images super-resolution and single image
super-resolution, where the latter is more complicated since
the training data are limited. We then compare our results
with those of the state-of-the-art methods.
Image super-resolution (ISR) is an important and hot topic
in computer vision that has several applications, such as
image manipulation and enhancing medical images, astro-
nomical images, and old videos. There are various techniques
for image super-resolution. The traditional approaches
include bilinear, bicubic and Lanzcos interpolation. The
modern approaches include using statistical image priors
[14,34], dictionary-based methods [41], etc. One of the
successful directions for ISR is using supervised machine
learning approaches, in which a model is trained using train-
ing samples and then is evaluated on test images. A training
sample is first down-scaled into a small image (e.g., image
IO of 512 × 512 into image ID of 256 × 256 with a down-
sampling scale 2). We then up-sample image ID into a bigger
image with the original scale (e.g., image ID of 256 × 256
into image IU of 512 × 512). All the image resizing uses
standard bicubic interpolation. Image IO and Image IU have
the same size; image IU is low resolution due to the resizing
and missing information.
Image IU is a copy of image IO but in low resolution.
We refer to the low-resolution image as LR and the high-
resolution image as HR throughout the rest of the paper.
We would like to recover LR to be as similar as possi-
ble to HR, which is an ill-posed problem. The solution for
such problems is to learn from multiple image patches to
find the best mapping function from LR to HR. Unlike the
dictionary-based approaches, our proposed approach does
not need multiple training images and it can work even with
a low-resolution input sample. The details are described in the
following.
6.1 Image Super-Resolution Learning Model
We define two sets of vectorized patches from LR and
HR images as X L and X H , respectively, where LR is
down-sampled and then upsampled using basic bicubic inter-
polation. LR and HR images have the same size and the patch
size in our work is 4 × 4 pixels. Therefore, X L corresponds
to X H with the same size of N × 16. We would like to find
a mapping function f :
arg min
f (.)
N∑
i=1
∥∥∥xiH − f (xiR)∥∥∥2 (14)
This is similar to Eq. 4 and the solution is:
M = XH(X TL XL + λI )−1 X TL (15)
xˆH = MxL (16)
We discussed, in Sect. 4, that our mapping forests solves
this ridge regression by means of decision forests. MF pro-
vides mappings for each patch from LR to HR. We note that
our learning part is based on only one input sample I , where
we generate I 1/s in such a way that I i is a resized image of
I with scale factor i . During the training, we learn the rela-
tion between low and high resolution of the images using our
mapping model. In test phase, we estimate an original image
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Table 3 Average PSNR on Set5, Set14 and SuperTex136 datasets with different scale factors
Dataset Factor Bicubic
interpolation (%)
Zeyde [43] (%) ANR [40] (%) SRCNN [9] (%) SRCNN (SoTA)
[10] (%)
Our MF
approach (%)
Set5 2× 33.66 35.78 35.83 36.34 36.66 36.03
Set5 3× 30.39 31.90 31.92 32.39 32.75 32.26
Set5 4× 28.42 29.69 29.69 30.09 30.49 29.86
Set14 2× 30.10 31.81 31.80 32.00 32.45 32.05
Set14 3× 27.42 28.67 28.65 28.86 29.30 28.84
Set14 4× 25.90 26.88 26.85 27.07 27.50 27.05
SuperTex136 2× 27.98 28.10 28.26 29.44 NA 30.32
SuperTex136 3× 25.40 25.33 25.38 26.37 NA 26.62
SuperTex136 4× 23.97 24.52 24.54 24.70 NA 24.48
We used only one current low-resolution sample to train our model (single image super-resolution)
Table 4 Average PSNR on
Set5, Set14 and SuperTex136
(SuperTex) datasets with
different scale factors
Dataset Scale factor Learned by Bicubic interpo. (%) Our MF approach (%)
Set5 2× Set14 33.66 35.82
Set5 3× Set14 30.39 32.73
Set5 4× Set14 28.42 30.81
Set5 2× SuperTex 33.66 36.80
Set5 3× SuperTex 30.39 30.69
Set5 4× SuperTex 28.42 30.21
Set14 2× Set5 30.10 31.28
Set14 3× Set5 27.42 28.29
Set14 4× Set5 25.90 26.89
Set14 2× SuperTex 30.10 31.38
Set14 3× SuperTex 27.42 26.80
Set14 4× SuperTex 25.90 26.52
SuperTex 2× Set5 27.98 30.47
SuperTex 3× Set5 25.40 27.44
SuperTex 4× Set5 23.97 26.05
SuperTex 2× Set14 27.98 30.54
SuperTex 3× Set14 25.40 27.49
SuperTex 4× Set14 23.97 26.09
We used cross-dataset to train our mapping model
I from I 1/s where the unavailable pixels are estimated by
our MF approach using the available pixels. This is our sin-
gle image super-resolution setup, which is valid as we do
not use the ground truth. On the other hand, low-resolution
input image information is always available for any new test
sample by down-sampling it.
6.2 Image Super-Resolution Datasets
In this section, we introduce three popular datasets used for
image super-resolution application and describe our proto-
cols, which is intended to be similar with the related works,
as much as possible, for comparison purposes. We have pro-
vided results by means of MF with two validation protocols:
(1) single image super-resolution (SISR), where we use only
the input test sample in low resolution for training our model
in Sect. 6.1; and (2) cross-dataset, where we use a dataset to
train our model and tested it on another dataset.
6.2.1 Dataset5, Set14 and SuperTex136
Set5 [2] and Set14 [43] include, respectively, 5 and 14 images
in different conditions, including grayscale or color images
taken from nature, human, animal, and city building. Images
in Set5 are square in different size, but Set14 images are with-
out any constraint. In contrast, SuperTex136 [5] is a dataset
with 136 grayscale or color texture images with a size of
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Fig. 6 Single image super-resolution results by means of mapping
forests. First column is the input samples from various datasets (Set5,
Set14 and Tex136); second column is the results by means of bicubic
interpolation; third column is the results using our MF approach; and
the last column shows the original images
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Fig. 7 Our MF results on single image super-resolution with 4× zoom for qualitative comparison. Top-left input low resolution sample. Top-right
result of Bicubic interpolation. Bottom-left our MF result. Bottom-right the ground truth
300×300. Two samples from all datasets are shown in Fig. 6
(first column).
6.3 Experimental Results
The results of the first protocol are reported in Table 3. Table 4
shows the results using the same datasets but the training
process involves using several images from the cross-dataset
(protocol 2). Note that in case of Set5, we only used 5 images
to learn our model. A qualitative comparison is also shown
in Fig. 6, which shows that our MF approach is successful
for image super-resolution problem too. Figure 7 provides
illustrative and comparison results in 4× zoom.
7 Discussions
Our approach is a comprehensive technique for mapping
problems and can automatically consider an ensemble of
mappings that provide a nonlinear solution for the input
problem. We believe that most computer vision problems
are naturally nonlinear and finding an appropriate kernel for
them is not straightforward. Therefore, automatic nonlinear
approaches are desirable for this kind of problems, and the
proposed mapping forests is a promising approach toward
this direction. In our experiments, we showed that each part
of the source space can be transformed to a favorable des-
tination space by means of the proposed MF approach. MF
defines a set of mapping functions that provide appropriate,
continuous nonlinear transformations. Following to our pre-
vious study [21], we showed that our automatic MF approach
can efficiently provide nonlinear solution instead of kernel-
based approach. In that work, we found also that small pose
errors cannot significantly affect the results. As we use sim-
ilar technique of mappings, we expect the same robustness
while our current approach is nonlinear. Although in SISR
problem our MF approach does not outperform the state-of-
the-art CNN-based method (SRCNN) [10], its advantage is
that it can be automatically and efficiently applied to different
applications. Moreover, our approach does not need a very
large dataset for training, as CNN-based method does.
8 Conclusion
In this paper, we proposed mapping forests (MFs) as a
comprehensive approach for solving nonlinear mapping
problems. Our MF approach relies on decision forests that
exploits continuous mapping functions for transforming from
a source space to a destination space. It can automatically deal
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with varying conditions in the input data. We demonstrated
the efficacy of our approach on two well-known computer
vision problems, multi-view facial expression recognition
(MFER) and image super-solution (ISR). We compared
the results of our approach with that of the state-of-the-
art and related work approaches in these problems, and
found that our approach outperforms or is on a par with
them.
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