In this paper we tackle the need for meaningful food group classifications in dietary datasets such as the National Health and Nutrition Examination Survey (NAHNES) that are less subjective in nature by defining a new objective method of identifying food groups exclusively based on the food's micro-and macro-nutrient content. We first perform extensive preprocessing of the NHANES raw data to mitigate impacts of missing nutrient values, redundancies, and different food intake quantities and scales. We then utilize an unsupervised learning clustering algorithm to create food groups within the preprocessed NHANES data and identify food groups with similar nutrient content. Finally we parallelize our method to benefit from the scalable MapReduce paradigm. Our results show that our method identifies food groups with smaller diameter and larger cluster separation distances than the standard, expert-informed, method of grouping food items.
INTRODUCTION
The diet of an individual or population is complex and difficult to model. The complexity comes from the large number of food items available as well as the interaction of foods in the body after consumption. Although complex, developing models for measuring the totality of the diet is critical to enhance our understanding of the influence of diet on overall health and well-being. Identifying dietary patterns, instead of focusing on single nutrients or single foods, is a method that has been used to attempt to capture the complexity of human consumption. Dietary patterns can reveal information that can be used to develop guidelines for how humans should eat to reduce the risk of disease [1] .
Two main methods of identifying dietary patterns have emerged in an effort to reduce the complexity inherent in assessing dietary exposures. The first method measures how well a diet conforms to pre-established dietary guidelines. An index or score is typically derived by comparing adherence of the measured diet to that of the pre-established diet [2] . Examples of these scores include the Healthy Eating Index-2010 or the Mediterranean Diet Score [3] . This method relies heavily on the appropriateness of the score to capture the overall dietary quality of the individual or population. The second method uses a more data-driven approach such as factor or cluster analysis, examining how well individual food items are correlated or identifying clusters of individuals with similar dietary intakes. This method becomes computationally intense as the number of food items to be clustered increases. Both of these methods, whether criterion or data-driven, rely on defining pre-established food groups in order to reduce the amount of information that must be effectively analyzed. However, the food groups defined prior to analysis are subjective, typically created based on the opinion or interpretation of human experts [2, 3, 4, 5] . This leads to methods that are seldom consistent from study to study. New methods are needed in order to develop meaningful food group classifications that are less subjective in nature.
In this paper we address this need by defining a new objective method of identifying food groups based on the microand macro-nutrient values of the food items. Our method works under the assumption that food groups should consist of food items that are highly similar in nutrient content. To this end, we first consider a well-known dietary dataset, the National Health and Nutrition Examination Survey (NHANES) dataset, and perform extensive preprocessing of the NHANES raw data. Our preprocessing ensures that our method minimizes the introduction of subjectivity into the food grouping. Specifically, all of the nutrient features used in the analysis have equal weight. We then utilize an unsupervised learning clustering algorithm in order to create food groups within the NHANES data. The algorithm is able to identify natural clusters of food items in a dataset. In other words, food items are grouped together based on the their nutrient content similarity. Finally, our method is developed with scalability in mind. The ever-increasing amount of collected data must be processed in parallel in order to maintain the ability for time efficient analysis. Our solution relies on the MapReduce paradigm for the parallel analysis of the food's nutrient values. The goal of our method is to identify high quality food groups which have smaller diameter (more internally similar) and larger cluster separation (more externally different) than the standard, expert-informed, method of grouping food items.
Our method is unique and novel as it relies on all available nutritional information of each food item and only on that nutritional information. We are not aware of any other work produced to date that has used extensive data analysis, unsupervised learning algorithms, and the MapReduce paradigm to identify food groups within NHANES-like data.
THE DATA AND PREPROCESSING
In this section we describe the targeted dataset and our preprocessing approach that we define and apply in order to transform the raw data into a suitable analytic format. Preprocessing is necessary to address four issues common in datasets such as NHANES.
Targeted Dataset
The National Health and Nutritional Examination Survey (NHANES) [6] dataset contains demographic, medical, and dietary data for thousands of American respondents and has been collected biennially since 1999. The Centers for Disease Control and Prevention (CDC) have made a total of seven sets of data available (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) to the public via their website.
We target the dietary dataset contained in NHANES which measures consumption for 105,263 Americans over a 13-year period. Dietary data are collected using a 24-hour dietary recall that allows participants to document every food item consumed during the past 24 hours. This method assumes that the diet of an individual can be represented by the intakes over an average 24-hour period. Data collected in 1999-2000 and 2001-2002 contain information about the food intake of participants for a single day. Collections from 2003-2012 contain information about the food intake of participants for two non-consecutive days. Every collection has a file which maps food item descriptions to an 8-digit integer food code generated by the United States Department of Agriculture (USDA); each row of the file contains a food code and description of that food item. The USDA grouping is the standard, expert-informed, method of grouping food items that we compare our method with.
Collections have a file for each day of recorded dietary intake. Every row of the file is an entry in our dataset and contains an identification number for the participant recording the food intake, the 8-digit food code of what the participant ate, metadata about the entry (e.g., date, time), and nutrient content of the food (also called features). Food codes provide more than just a means of uniquely identifying food items. They also provide information about the standard, expert-informed, method of grouping food items. The first four digits of a food code provide the groups to which a food item belongs. Each digit places the food item in an increasingly specific subgroup. Figure 2 shows an example of how to read the food code for fruit juice drink to obtain the group which the food item belongs to [7] . The last four digits of the food code specify individual foods in the same group. For example, the food code 92510720 refers to a "fruit juice drink" because the first 4 digits (9251) place it in that category. The final 4 digits (0720) specify this food entry as "fruit punch made with fruit juice and soda."
To make the NHANES dataset usable for our analysis, it has to be transformed and processed because the current raw data suffers from four problems: (1) missing nutrient values for some food entries; (2) different weights for the same food item in different food entries; (3) redundant food entries; and (4) different nutrient features with different scales (e.g., 
Missing Values
Missing values for the 46 common nutrient features exist in 9,586 of the total 1,587,750 food entries in the NHANES dataset. A missing value exists in the comma-separated files as a blank entry or a single space entry. The naïve method for handling missing values is to replace the missing values with 0. However, using this approach introduces artificial data into the dataset. If too many missing values are filled with artificial data, the analysis becomes increasingly biased. For example, if several of the entries have many missing values, replacing the missing values with a 0 can increase the similarity between these entries and skew average values towards zero. This can cause food items which are dissimilar to then be grouped together [8] .
The analysis of the 9,586 food entries with missing values indicates that nearly all the entries have food code 11000000 (i.e., "milk, human"). Nearly every entry for this food item has no information about its nutrient content. We speculate this is due to nutritional values for human milk (breast milk) being dependent on the diet of the mother. We removed food entries that have values missing for the 46 features. Due to the redundant nature of the food item entries, and the existence of at least one record for "milk, human" which does contain nutrient information, no unique food items are lost.
Dependence on Quantity of Food
A fair comparison of food items in the NHANES raw data is not possible due to the nutrient content values being scaled to the weight of the intake food item. Without accounting for size of the reported food item, foods consumed in high quantities are grouped with other foods consumed in high quantities. Groups should be built around the nutrient content of food items and not the amount of the actual reported intakes. A fair comparison of nutrient content can be achieved using the nutrient density of each food item. We scale all foods to nutrient content per one gram in order to obtain the nutrient density values. Each of the 46 nutrient features for an entry are divided by the weight (in grams) of that entry.
Some of the food entries are reported to have a weight of zero grams. With a weight of zero, the nutrient densities cannot be obtained since division by zero is an undetermined value. In the preprocessed NHANES dataset, 10,983 entries are removed from the dataset due to having a weight of zero grams. Some of the items removed due to missing weights coincide with the set of items removed due to missing values. From the 10,983 entries removed, no unique food items are ultimately removed from our dataset.
Entry Redundancy
Each food item has several entries in the dataset; however we require only one entry per food item to create food groups. We average the top five entries for each food item when sorted by reported weight. Averaging entries with a large weight avoids the rounding error present in the raw data. Table 2 shows an example of the weight, caffeine content, and calculated caffeine/gram values for several entries of 92191100 (i.e., "coffee") in our dataset. The caffeine content, like many other micro-and macro-nutrients, is rounded to the nearest integer in the raw NHANES dataset. The consequence of rounding is large differences in the calculated nutrient density values. In general, by using only entries with large reported weights, we can reduce the variance in calculated nutrient densities across food items in the dataset.
Additionally, in the raw NHANES dataset there exists a modification code for each food entry. This code indicates if a food item is prepared in a different way (e.g., added fat) and also indicates that the nutrient density values do not match with other entries of the same food with a different modification code. Table 3 shows an example of varying nutrient values for different modification codes of food item 
Different Scales
We standardize the data to remove the effects of nutrient features being measured on different scales. For example, fat is measured in grams while caffeine content is measured in milligrams. There are 1,000 milligrams in a gram, so the scale of the caffeine is exaggerated. A 200 milligram caffeine difference between two food items can impact distances greater than a 0.2 gram fat difference. In order to determine the best method for standardizing data, the distribution of nutrient density features across all unique entries is examined. Many of the features appeared to be either normally or log-normally distributed. As an example, Figure 3 shows the feature standardized distribution for cholesterol density. Similar distributions are obtained for the other macro-and micro-nutrients. A quantitative measure of the likelihood of a feature having a known distribution is obtained by quantile-quantile (QQ) plots [9] , as seen in Figure 4 . On the x-axis there are theoretical quantile values of a log-normal distribution and the y-axis is the observed quantiles for the cholesterol values. The closer the data points are to the line the better the fit (in the case to the log-normal distribution). In this case, the plotted points appear very linear indicating that the two datasets, cholesterol level and a theoretical log-normal distribution, come from a common distribution. Similar conclusions were observed for other food items.
The presence of log-normal and normal-like distributions among nutrient density features indicates that Z-Score is an applicable standardization method. Z-Score standardization converts original values into values indicating how many standard deviations above or below a value is from the mean of the original distribution. For example, Figure 5 shows the distribution of protein density before and after standardization for the protein distribution. Similar patterns are observed for the other macro-and micro-nutrients' distributions. The similarity in distribution indicates that our method of standardization has minimal effect on the shape of a distribution. 
Preprocessed Data
The preprocessing and cleaning of the raw data described above removes 50,056 of the 1,587,750 food entries. The number of unique food items that we are grouping is reduced from 7,494 to 7,462. Table 4 shows the number of food entries and unique foods removed for each collection of the NHANES dataset as well as the entirety of the NHANES dataset. Our method of preprocessing removes a minimal amount of food items from the original dataset (i.e., 32 unique food items lost). These removed food items represent a very small percentage (0.4%) of the original data; most of the removed food items are slightly modified versions of food items which remain in the dataset (e.g., Frozen white and yellow corn, 75216182, is removed, but canned white and yellow corn, 75216183, remains in the dataset). Preprocessed data are normalized and standardized to pro- 1999  -46  127840  4311  120025  4159  7815  152  2001  -60  143004  4268  140533  4254  2471  14  2003  1  63  131164  3961  126717  3883  4447  78  2003  2  63  120871  3893  116497  3825  4374  68  2005  1  64  146940  4052  142764  3980  4176  72  2005  2  64  132151  3808  127975  3731  4176  77  2007  1  65  145703  4255  141019  4184  4684  71  2007  2  65  121341  3985  117011  3892  4330  93  2009  1  65  150991  4409  146577  4335  4414  74  2009  2  65  129141  4146  125086  4060  4055 Figure 4 : A QQ-Plot for cholesterol content against a lognormal distribution shows that the cholesterol distribution follows a log-normal distribution.
vide an objective comparison of nutrient values between all food items, exclusively based on the nutritional characteristics of the food items. Our data-driven grouping method presented in the next section is applied to the preprocessed NHANES dataset.
CLUSTERING ALGORITHM
There are many unsupervised learning techniques to cluster data. In this section we motivate our selection of the DBSCAN algorithm for clustering over simpler and more common clustering techniques such as K-means or hierarchical clustering. We also detail our implementation of DB-SCAN using Apache Spark, a MapReduce framework.
Selection of Clustering Algorithm
To build a framework which groups food items based on their nutritional content, we need a clustering algorithm that takes the food item's features (i.e., the nutrient values) and groups items with similar values effectively and in a scalable way. We examine the suitability of three clustering algorithms: K-Means clustering, hierarchical clustering, and Density Based Spatial Clustering of Applications with Noise (or DBSCAN) across six desired properties. A suitable algorithm must be efficient with large datasets and be insensitive to noisy data. We prefer an algorithm which is able to distinguish noise or outliers from actual clusters. And we do not want a clustering algorithm which preferentially creates globular (roughly spherical) clusters. In addition, we do not want to impose any bias on the clustering by forcing any specific number of clusters to appear. Therefore, we need a clustering algorithm which does not require a priori knowledge of the number of clusters. Table 5 summarizes whether the three algorithms meet the set of desired properties [10, 11] . We are dealing with a 46-dimensional dataset (i.e., 46 macro-and micro-nutrient features common across all food items) and we expect to deal with even larger data dimensions in the future. We need an algorithm that is efficient with any N-dimensional datasets. While K-means is efficient on large datasets, the outliers from the long tails of our lognormally distributed features is problematic. In addition, its dependence on a priori knowledge of the number of clusters and bias towards globular clusters makes K-means unsuitable. Hierarchical clustering does not suffer from the same setbacks that K-means clustering does. However, hierarchical clustering is not a scalable technique and is therefore not suitable for our analysis. We chose to use DBSCAN since it meets all the desired characteristics of a clustering method as seen in Table 5 .
Implementation in MapReduce
Sequential DBSCAN is not able to handle large amounts of data due to the memory limitations of a single compute node. When dealing with datasets containing hundreds of thousands of data points in a high-dimensional space DB-SCAN must be distributed across multiple computational nodes of a cluster. We implemented DBSCAN in Apache Spark by converting the clustering problem into a problem of determining the connected components of a simple graph determine by pairwise distances. We implemented a solu- tion to this problem using a MapReduce framework which allows us to find the connected components in parallel. The MapReduce paradigm is a parallel programming model that facilitates the processing of large distributed datasets. It was originally proposed by Google to index and annotate data on the internet [12] . In this paradigm, the programmer specifies two functions: map and reduce. The map function takes as input a key and value pair, performs the map function, and outputs a list of intermediate key and value pairs that can be different from the input. The runtime system automatically groups all the values associated with the same key in a step that is called shuffle to form the input to the reduce function. The reduce function takes as input a key and a list of all values associated with that key. It then performs the reduce function on the collection of values and outputs one or more new key value pairs. Apache Spark is a software implementation of the paradigm that offers several benefits including: a more diverse set of functions beyond the traditional map, shuttle and reduce; and the in-memory operations that do not require repeated disk access. Among the additional functions, it is worth mentioning the FlatMap function that returns a sequence for each element in the list, and flattening the results into the original list [13] and the Join operator that, when called on two sets of key-value pairs with the same key but different values (e.g., (K, V) and (K, W)), returns a set of key-value pairs where the values are tuples (e.g., (K, (V, W)).
The sequential version of DBSCAN cycles through each data point (i.e., food item) and counts the number of points or food items within a distance of in the 46-D space. Two data points are neighbors if the distance between them is less than . DBSCAN identifies three type of points: core, border, and noise points. A core point is one which has more than min pts neighbors. Each core is part of a cluster. A cluster is expanded by continually adding neighbors of core points to the cluster. Data points which are not core points, but have a core point neighbor, are called border points. These points are included in a cluster, but DBSCAN does not expand the cluster to its neighboring points. Non-core data points which do not have a neighboring core point are classified as noise. The algorithm cycles through each point in a dataset, applying these rules, until all points are either part of a cluster or noise. Two parameters play a key role in defining a good or bad cluster: the number of min pts neighbors and the distance . The optimal selection of these parameters result in dense, well-separated groups of food items.
In the parallel version, we redefine DBSCAN to interpret its clusters as a graph of connected components. Each food item with its 46 features (i.e., 46-dimensional point) becomes a node of a graph where every core point has an edge to all of the neighbor points; each border point is connected to exactly one of its core point neighbors; and noise points have no connecting edges. By using this interpretation of the food items as nodes in the graph, clusters are created by solving the connected components problem with the algorithm in [14] .
In the MapReduce-based DBSCAN, we implement a connected component solver in Spark to work with our food items. Our algorithm works as a chain of two MapReduce jobs. In the first MR job, the graph of food items is represented in a Spark resilient distributed dataset (RDD) as a key-value pair. The key is the food code and the value is a list of food items with a connected edge to the food item given by the key. A FlatMap operation converts this graph to an additional key-value pair RDD, where the key is the neighboring food code and the value is the food code of the node. A third RDD is created from the original graph RDD by replacing the list of connected food items with the minimum valued food code in that list. Each node keeps track of the minimum food code which it can reach through connected nodes.
In the second MR job, a map-join job is iteratively executed; its input is the two RDDs established from the original RDD representing the graph structure. At each iteration, the two RDDs are joined on keys. This operation allows each node to see the minimum valued food code which can be reached by all its connected neighbors. The RDD which tracks the minimum valued food code reachable by each food item is updated and the iterative MR job starts again. When the values of the minimum valued food code RDD no longer change, the clustering has converged and all connected components have been found. At this stage, the algorithm exits the iterative map-join chain and returns the list of food codes and associated group.
GROUPING FOOD ITEMS
Within this section we define the specific method used to select the most suitable DBSCAN parameters and compare our data-driven grouping of food items to the standard, expert-informed, method of grouping food items. Comparisons are made in terms of the diameter of the resulting groups and group separation distances.
Selecting DBSCAN Parameters
As outlined in Section 3.2, the DBSCAN clustering algorithm is characterized by two key parameters: min pts and . Together, min pts and are a proxy for density. The proper selection of the two parameters substantially impacts the quality of the resulting food groups. The high dimensional nature of the data incurs the curse of dimensionality and measuring distances is not a trivial task. Common metrics such as Euclidean distance and cosine distance metrics have both strengths and weaknesses. Euclidean distance typically performs poorly in high dimensional space while cosine similarity typically performs better [15, 16] . However, what defines high or low dimensionality is subjective to the type of data and communities using the data. Therefore, we study the impact of both the Euclidean distance and cosine similarity metrics with DBSCAN. For the latter, we transform the cosine similarity into a distance metric using: d(i, j) := 1 − CosSimilarity(i, j). Using both metrics, we sweep across a range of min pts and values.
The first step involves searching for a suitable value of min pts. Figures 6a and 6b show the number of resulting clusters (Figure 6a ) and the percentage of points clustered (see Figure 6b ) when the Euclidean distance is used. that a min pts value of 4 produces a clustering that incorporates the most food items while still producing multiple clusters. Thus we use min pts equal to 4 in the rest of our study. Determining a proper value requires finding a balance between number of points clustered and the number of clusters. As the number of clustered points increases, the number of clusters decreases, and vice versa. To determine a proper value, we plot the distance to the 4th nearest neighbor for all food items. The food items are sorted along the x-axis according to this distance. Figure 8a and Figure 8b show these plots for Euclidean and cosine distance metrics respectively. Optimal values for are typically found near the elbow of the resulting curve, where the slope changes dramatically [17] . Food items with forth nearest neighbors past the elbow are border and noise points. These plots help determine an value which captures all core points and avoids noise points. For Euclidean distance, the elbow is well defined and indicates that an value between 1.0 and 3.0 is ideal. The elbow of the curve for cosine distance is less well defined, but indicates an value between 0.08 and 0.10 is ideal.
The parameter sweep for Euclidean distance do not consider values beyond 1.0. Therefore, we fix min pts to 4 and examine the results of values up to 3.0. Figure 9 shows that the number of clusters quickly declines as increases. However, the number of points clustered grows as increases. Based on our criteria for cluster quality (i.e., dense clusters that have significant separation), we chose an value of 1.0 for the Euclidean metric and an value of 0.08 for the cosine metric. These values maintain a balance between the number of clusters and the number of points clustered. Overall, our empirical observations indicate that the Euclidean distance metric outperforms the cosine distance metric when clustering a larger percentage of food groups into many clusters. Therefore, in the next session, we use the Euclidean distance for comparing our approach with the USDA food code grouping.
Comparison of Group Approaching
The quality of food grouping obtained with traditional approaches and our data-driven approach can be assessed in different ways. Common methods of internal evaluation, like the Dunn Index, are biased toward globular groups of food items [17] and do not capture non-globular groups. In our work we rely on three metrics of success that, when combined, provide a unique indicator of the quality of food groups. First, a significant portion of the food items should be classified into food groups (i.e., food items are not considered noise). Second, the diameter of each food group should be small. The diameter is the maximum distance between two points in the same food group. Having a smaller diameter means that there are no two foods in a food group that have dramatically different nutritional content. Finally, the distances between two food groups should be maximized. This property ensures that foods which are grouped into different food groups actually have distinctly different nutrient content.
Given this notion of quality, we compare food groups generated in three different ways. First, we cluster the foods based on their nutritional information using our DBSCAN implementation and the Euclidean distance with set to 1.0 and min pts set to 4. Then, we cluster foods into groups by the first two digits of their USDA food code. For example, food code 92510000 (from Figure 2 ) is in food group 92 which indicates non-alcoholic beverages. Last we cluster foods into groups by the first three digits of their USDA food code. Using 3 digits (instead of 2) provides a refinement of the grouping, i.e. it subdivides each cluster into several smaller clusters. If we were to further subdivide the groups, many would have only a single food item. For this reason, we only used 2 or 3 digits. Using DBSCAN with the parameters just specified we generate 98 clusters and cluster 61% of the unique foods into groups. Using the same 61% of unique food items and the first two and three digits of the associated USDA food code, we generated 46 and 190 clusters, respectively. Figures 10a and 10b show the results on cluster diameter and cluster separation comparing these three methods. Figure 10a displays the diameters of the groups resulting from the two different clustering schemes (i.e., our approach on the left and the USDA food code, two or three digits, in the center and on the right). When interpreting these graphs, it is important to keep in mind that lower diameters are optimal. Each box plot consists of six different statistical pieces of information related to the 98, 46, and 190 groups obtained with our method, the 2-digit USDA code, and the 3-digit USDA code, respectively. The whiskers on the bottom extend from the 10th percentile to the top 90th percentile. The top, bottom, and line through the middle of the box correspond to the 75th percentile (top), 25th percentile (bottom), and 50th percentile (middle). The blue dot is the average diameter. When using DBSCAN, the average diameter is 1.45 as opposed to 5.99 and 3.07 when using the USDA food codes. The median (50th percentile) is 1.15 opposed to 5.25 and 2.44. 90% of the groups have a diameter smaller than 2.67 whereas the 2-digit method has 75% of the clusters with a diameter above 3.80 and the 3-digit method has 50% of its diameters larger than 2.44. Figure 10b shows the separation across groups resulting from the two different clustering schemes (i.e., our approach on the left and the USDA food code groupings center and right). In this case, the higher the separation, the better. When using DBSCAN, the average separation is 1.83 as opposed to 0.34 and 0.39 when using the USDA food codes. Furthermore, 90% of the groups formed with DBSCAN are separated by at least 0.97 units. Using 2 and 3 digits of the USDA food code, 90% of the groups have a separation of at most 0.72 and 0.79 units respectively.
The smaller diameter of our groups combined with higher degrees of separations for our grouping indicates how a datadriven grouping of food items can provide a more accurate classification of food intake based on nutrition values only compared to standard, expert-informed, method of grouping food items currently used by USDA.
CONCLUSION
In this paper we present a data-driven, scalable approach to creating food groups which are objectively measured. We provide a method of processing dietary data and an implementation of DBSCAN in a MapReduce framework suitable for processing datasets containing hundreds of thousands of records. We measure the quality of food groups based off of the nutritional similarity (closeness) of foods within a group and by the nutritional dissimilarity (separation) of foods from distinct groups. In the first case of cluster similarity, we show an improvement from a mean cluster diameter of 5.99 or 3.07 down to 1.45 units. In the second case of cluster separation (or dissimilarity) we show an improvement from an average of 0.33 or 0.39 up to 1.84. We reduce the average differences from within a single food group by a factor of at least 2 and we increase the average difference between foods in different clusters by a factor of almost 6.
Because objective and exclusively based on nutritional values, our grouping method is particularly suitable to support broader studies that target the identification of dietary patterns and the development of models for measuring the influence of specific food groups on the population's overall health and well-being.
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