Abstract. Changes in the distribution of financial time series, particularly stock market prices, can happen at a very high frequency. Such changes make the prediction of future behavior very challenging. Application of traditional regression algorithms in this scenario is based on the assumption that all data samples are equally important for model building. Our work examines the use of an alternative data pre-processing approach, whereby knowledge of distribution changes is used to pre-filter the training dataset. Experimental results indicate that this simple and efficient technique can produce effective results and obtain improvements in prediction accuracy when used in conjunction with a range of forecasting techniques.
Introduction
Prediction techniques for the behavior of financial time series have been intensively studied [1] [2] . A prime example is the forecasting of stock prices, which aims to forecast the future values of the price of a stock, in order to obtain information about its trends and direction of movement and thus allow the development of buying/selling strategies to gain competitive advantage.
Classic and popular methods for stock price forecasting [3] [4] for both univariate and multivariate time series data include linear regression, hidden markov models, neural networks [11] and support vector machines [7] .
The underlying data for financial time series may span a frequency as small as hourly or as long as several years. The longer the time interval, the more likely it is that the data samples will not follow the same distribution [8] . The classic statistical [13] and data mining time series prediction methods [14] , at least in their simple form, do not take into consideration that such changes in distribution over time may occur with financial time series data. This can lead to a loss in prediction accuracy, since the prediction model that is built places equal value on all samples, even those whose distribution is not close to the distribution of the samples in the most recent past.
In this paper, we address the challenge of forecasting the behavior of time series using distribution change. In particular, we propose a technique for filtering the samples in such time series, in order to project out those samples which appear least relevant and retain those samples which appear most relevant for prediction. Our proposed Distribution Based Samples Removing (DBSR) algorithm operates by i) initially analyzing the time series to determine its different distributions, and then ii) reducing the time series by filtering out the samples whose distribution is furthest from the recent past. We develop two versions of the algorithm, one parametric and the other non-parametric. Our approach is designed to work for regression with univariate series that use a five day relative difference in percentage of price (RDP) format [16] , but the approach can also be applied to original univariate time regressed on itself, as well as multivariate time series.
Our proposed data filtering method has a number of desirable properties: i) it is clean, simple and intuitive, ii) it is easy to implement and runs efficiently, since it is a data pre-processing step and thus iii) it can be used in conjunction with many existing time series prediction methods. Finally, we find that iv) it can help obtain improvements in prediction performance when used as a prior step to produce input for classic time series prediction algorithms.
Related work
There is a large amount of literature dealing with classification and regression for financial time series. Descriptions of classic methods can be found in standard textbooks such as [1] [2] [3] . Instead we briefly review related work that can be used for dataset filtering or pre-processing, since this is an essential feature of our approach.
Selecting samples from a set can be performed by simple random sampling, cluster sampling, systematic sampling, or load shedding [5] , but most of these methods do not consider the time element that is present when dealing with financial time series. Efforts have been by [21] [22] to improve these methods and to include the time element, by using strategies based on sliding windows [22] . Nevertheless, sample selection in time series mostly consists of only selecting a continuous sample set, without the possibly of removing non contiguous ranges of samples from the set.
Investigating the changes in distribution that occur over time within the financial time series data and including them in the learning process is an ongoing research direction [9] [10] [12] . The benefits of the research in this area are not only algorithms that are adjusted to cope with the time element present in the data, but also algorithms that run online and can process data streams as well [15] .
Distribution Based Samples Removing algorithm
The notion of examining the nature of distribution change in a time series and using it to filter the data samples is inspired by the technique of load shedding [22] using sliding windows. In order to develop an algorithm that can filter based on distribution change, we will first need to decide on an appropriate statistic for measuring differences in distribution.
We choose to use the Wilcoxon rank sum method (WXN) [13] , which is a nonparametric test that assesses whether two sets of data samples follow the same distribution. It is easy to implement, efficient and a well known statistical test. We adopt the WXN method and use the change points it detects. The WXN paradigm is as follows: we set a fixed window on n points, [1,n] , and starting after it, a sliding window of n points as well, [n+1, 2n], as shown in Figure 1 . We move the second window and compare if the samples in both windows follow same distribution: if that is the case, we continue moving the second window, until the distribution changes. The change point will be at the last sample of the second window (point 2n+k); we move the first window just after that point [2n+k+1, 3n+k], the second window comes after the first one [3n+k+1, 4n+k] and we repeat the process for the rest of the dataset. After the WXN method has detected all the distribution change points in the training set of the time series, the mean (average) value of each window is calculated and compared to the mean value of the last (most recent in time) window: the difference between the mean value for a given window with index j, and the mean value of the last window, called ∆avg[j,last]=mean j -mean last is calculated, all differences are then normalized into the range of [0,1], giving us the value for
To gain an idea about likely behavior, we ran the WXN method on several real life time series (described in detail later in the paper) and the results showed the general pattern of Figure 2 : some samples in the distant past were more similar to the most recent window than were some samples in the more recent past. We can see from Figure 2 moving left to right, there are windows in the most distant past with very similar distribution (windows 1 and 2) to the last window, and also windows in the not so distant past with quite different distribution (window 8) to the distribution of the last window. This confirmed our belief that many real time series are nonstationary, and that it is potentially promising to investigate methods for the filtering of samples based on similarity of distribution. We develop two versions of a Distribution Based Samples Removing (DBSR) Algorithm, one parametric and the other non-parametric. They both use information about the distribution changes in the time series for making the decision about which samples of the dataset to remove.
Distance value -threshold based decision
The parametric based DBSR (P-DBSR) algorithm requires the user to analyze the distribution change data: the size of the windows and the value of the distance to the most recent window. It requires a threshold value, between 0 and 1, and removes the samples from the windows where the distance to the most recent window is above the threshold value. The structure of the P-DBSR algorithm is as follows: Algorithm P-DBSR Return reduced dataset X = {x i | i = 1..k, k<m } Figure 3 : The parametric DBSR datasets, before and after removing the windows This version of the algorithm has several advantages: the user has access to the detailed information about the distribution, and can see how it changes over time, therefore getting insight into the volatility of the samples that will be used for forecasting; it will also indicate regions where the data may be noisy, and thus beneficial to remove.
We choose such value for p that would result in an amount is large enough for us to expect the final regression to be significantly different. Shown in Figure 3 , the samples where the normalized distance was greater than the p value are in the black sections, and are removed at the end of the algorithm.
We assessed the algorithm over a range of values for the threshold -between 0.3 and 0.8. Some datasets had many windows with distributions similar to that of the last window, and in order to remove a significant amount of samples (around 30-35 %), those datasets required the threshold value set low. The datasets where there were windows with distribution quite different from the one of the last windows needed a threshold value set usually around 0.7 to remove the same percentage (30-35%) of samples. Even though the value for p was different for each dataset, the amount of samples removed was roughly the same for all datasets. We did so as we prefer to have same ratio of before and after dataset size, in order to test if removing such large amount of samples would be beneficial, regardless off the dataset.
Distance value -percentage based decision
Our non-parametric DBSR (NP-DBSR) algorithm again accesses information about the distribution change and distribution distance with respect to the most recent window. As the distance is normalized in the range of 0-1, the algorithm uses that value to determine the portion of the window to be removed -e.g. if the normalized distance value for a given window is 0.7, the algorithm will remove 70% of the samples of that window. In other words, the samples from each window are filtered in proportion to the amount of their dissimilarity to the last window. This gives windows with a moderate value (moderate dissimilarity) for the distance some chance to contribute samples. Since distances are normalized, it will result in the most distant window having all of its instances removed, and the most recent window having no instances removed. Shown in Figure 4 , we can see we have the same windows with different distributions (marked with different patterns) before and after, with the windows after being smaller, as the have samples being removed from them.
The structure of the NP-DBSR algorithm is as follows:
Algorithm NP-DBSR Return reduced dataset X = {x i | i = 1..k, k<m } Figure 4 : Non parametric DBSR, before and after reducing the windows
Datasets
Our research was focused on forecasting stock market prices, as they are continuous series that can change very quickly, and are of great interest to both investors and researchers. We tested stock market prices of 12 random companies, with each dataset containing between 290 and 700 samples, recorded daily from a randomly chosen period between 1997 and 2010 [17] [19] . We also tested a simulated dataset, where there did not exist many changes in the distribution, as well as the S&P quarterly index time series [18] . The stock market datasets were divided into a training and testing set, in the ratio of 9:1. We only focused on short term forecasting, so that the learning time of the machine learning models was small. The names of the companies, along with the number of samples and windows (changes) detected are listed in Table  1 .
Since our technique focuses on data pre-processing, it can be used in conjunction with a large class of existing algorithms for time series prediction. We evaluated the use of our technique in conjunction with Linear Regression (LR), Pace Regression (PR), Support Vector machines (SVM) and Multilayer Perceptron (MLP). We did not evaluate the use of the popular ARIMA model, since that required an incompatible dataset format. We used the WEKA [19] software to run our experiments. We used the five day relative difference in percentage of price (RDP) format [16] . The attributes by which the forecasted value was calculated were the 5, 10, 15 and 20 past days difference in percentage(RDP-5, RDP-10, RDP-15 and RDP-20), as well as a 15 day exponential moving average(EMA15). This type of transformation makes the data more symmetrical and closer to a normal distribution. The formulas that describe the RDP data format are listed in Table 2 . 
Experiments
The performances of the two versions of the algorithm were evaluated through the root mean square error (RMSE) metric. The results presented in Table 3 show the change in the RMSE value as captured in the formula:
(DBSR reduced dataset RMSE value) / (Full dataset RMSE value) * 100, for both versions of the algorithm. i.e. The relative error using the filtered time series compared to using the full time series. In many cases for the machine learning methods, both versions of datasets filtered with our algorithms performed better than the machine learning methods trained on the full dataset, and in virtually all of them, employing at least one version of the algorithm resulted in a RMSE smaller than the methods trained on the full dataset.
The parametric method often yielded a smaller RMSE than the non-parametric method. The results in Table 3 also highlight some stability properties of the learning methods. As we can see from the RMSE reductions, the Linear Regression, Pace Regression and Support Vector Machines performed very similar when trained on the full datasets and on the reduced datasets as well, while Multilayer Perceptron performed poorly when trained on the full dataset, but had quite an improvement in performance when trained on some datasets filtered by the DBSR algorithm, but also had a large decrease in other cases. 
Conclusion
Samples in financial time series datasets can be from different distributions and this creates challenges and opportunities for forecasting. We have developed data filtering algorithms that assess the importance of samples from a time series and retain those with most similarity to the recent past. Our experimental results show that the distribution of the data is indeed an important factor to consider, as we achieved reductions in forecasting error for time series with both few and many changes in the distribution. We believe our proposed DBSR algorithm is a simple and promising way to employ information about the distribution in the learning and prediction process.
In the future, we plan to investigate alternative methods to the Wilcoxon test for detecting distribution change and also investigate methods for stronger coupling of the distribution detection and prediction stages.
