Gamma is a kernel language in which programs are described in terms of multiset transformations following the chemical reaction metaphor. Previous work has demonstrated its signi cance for the construction of massively parallel programs but also highlighted some limitations. We introduce a higher-order extension of this formalism unifying the program and data syntactic categories. As a consequence active programs can be inserted into multisets. This generalisation has far reaching e ects and we show its relevance from both the formal and the practical point of view. In particular, we present a program de ning the chemical abstract machine in higher-order Gamma. We show that more sophisticated control strategies can be expressed within the language and we put them into practice by deriving a scan vector model program suitable for execution on ne-grained parallel machines.
Introduction
We have seen in the last decade the emergence of a new generation of parallel machines featuring a huge number of processors, the most signi cant representative being the Connection Machine 8] . In order to make these architectures upgradable and cost e ective, individual components are kept as simple as possible and they are connected in a regular way. These unique features impose the need for the design of new programming techniques for exploiting these machines e ciently. It is impossible for a programmer to mentally manage the details of the decomposition of a program into a great number of individual tasks. The programmer should rather be provided with a high-level programming language in which parallelism is left implicit and an associated compiler which is able to map it e ectively onto the parallel architecture. Thus massively parallel architectures raise interesting challenges in the eld of parallel language design and compiler construction.
The Gamma formalism was presented a few years ago to allow the systematic derivation of programs without arti cial sequentiality (by arti cial we mean sequentiality which is not implied by the logic of the program). A simple example illustrates this point. The following is a Gamma program computing the maximum element of a non-empty set. max M = x : M; y : M ! x : M x y x y speci es a property to be satis ed by the selected elements x and y. These elements are replaced in the set by the value x. Nothing is said in this de nition about the order of evaluation of the comparisons. If several disjoint pairs of elements satisfy the conditions, the comparisons and replacements can be performed in parallel. An intuitive way of describing the meaning of a Gamma program is the chemical reaction metaphor: the set can be seen as a chemical solution and the computation terminates when a stable state is reached, that is to say when no elements of the set satisfy the reaction condition. Let us consider as another introductory example a 1 sorting program. We use a set of pairs (index; value) and the program exchanges ill-ordered values until a stable state is reached and all values are well-ordered.
sort S = (i; x) : S; (j; y) : S ! (i; y) : S; (j; x) : S (i > j) and (y < x)
The interested reader may nd in 2] a longer series of examples (string processing problems, graph problems, geometry problems, . . .) illustrating the Gamma style of programming. The possibility of getting rid of arti cial sequentiality in Gamma has two important consequences: It makes Gamma suitable as an intermediate language in the program derivation process allowing the programmer to design a very abstract version of his program in the rst place (which is easier to prove correct); this version is then specialised for the sake of e ciency by introducing extra sequentiality. The bene t of Gamma in systematic program construction is illustrated in 1]. Gamma programs do not have any sequential bias and the language leads naturally to the derivation of parallel solutions (in fact it is much harder to write a sequential program than a parallel program in Gamma). However our experience with Gamma also highlighted some weaknesses of the language. Let us now review the most important ones.
1. The original de nition of Gamma lacks of any operation for combining programs.
2. The language does not make it easy for the programmer to specify particular control strategies; neither does it provide any support for hierachical programming. 3. Because of the combinatorial explosion imposed by its semantics, it is di cult to reach a decent level of e ciency in any general implementation of the language. For the sake of modularity it is desirable that a language o ers a rich set of operators for combining programs. It is also fundamental that these operators enjoy a useful collection of algebraic laws in order to make it possible to reason about programs. This issue was addressed in 6] which introduces operators for the parallel and the sequential composition of programs and studies their properties.
The lack of support for hierarchical programming and the di culty of imposing a particular control strategy should not be surprising since the original motivation for the language was to be able to describe programs exhibiting as few ordering contraints as possible. An unfortunate consequence however is that the programmer sometimes has to resort to tricky encodings to express his algorithm. For instance the exchange sort algorithm shown above is expressed in a very natural way in Gamma; but this is not the case for more sophisticated solutions such as quicksort which entails a recursive decomposition of the sequence. We focus on this expressiveness issue here and we show that this problem can be circumvented in higher-order Gamma without jeopardising the basic qualities of the language. Furthermore we believe that our proposal can also be a solution towards alleviating the implementation problem. It remains true that most programs with very little control constraints will entail an expensive combinatorial explosion at run time. But the programmer has the possibility of re ning his program in higher-order Gamma by expressing a control strategy which is more amenable to an e cient implementation. We substantiate our claims by expressing a version of quicksort in higher-order Gamma and successively re ning this program until we get a scan model expression which can be executed very e ciently on massively parallel machines like the Connection Machine 8] .
We give the syntax and structural operational semantics of higher-order Gamma in section 2. Section 3 explores the new possibilities o ered by the higher-order extension. We show that various operators for combining Gamma programs can be de ned in a natural way, including 2 the sequential and the parallel composition themselves. Thus, these operators do not need to be introduced as primitives in the language. We also give a de nition in higher-order Gamma of the chemical abstract machine, which is an elaboration on the original Gamma formalism to model asynchronous concurrent computations. In section 4 we illustrate the language with the quicksort algorithm; we express the algorithm in higher-order Gamma and we prove its correctness. We show in section 5 that this program can be successively re ned within the language into a version which is expressed in terms of scan primitives suitable for execution on a data parallel machine. Several avenues for further research are suggested in the conclusion.
2 Higher-order Gamma: syntax and semantics
The original de nition of Gamma involves two di erent kinds of terms: the programs and the multisets. The multiset is the only data structure and programs are described as collections of pairs (Reaction Condition, Action). The main extension of Gamma proposed in this paper consists in unifying these two categories of expressions into a single notion of con guration. The syntax of the language is de ned as follows (its semantics is given in Figure 1 ). The structural operational semantics of the language (Figure 1) shows that the environment returned by a parallel composition P 1 +P 2 must be stable for both P 1 and P 2 . The last two rules in the semantics express one important consequence of the unifying approach taken in higherorder Gamma: active con gurations may now occur inside multisets and reactions can take place (simultaneously) at di erent levels. Thus two conditions must be satis ed for a simple program to terminate: no tuple of elements satis es the reaction condition and the multiset does not contain active elements (predicate Inert in the second rule of Figure 1 ).
Conf
For the sake of conciseness and readability, we make a number of simpli cations in the concrete syntax used in the examples. No ambiguity should arise from these abuses of notation. The second abbreviation is valid provided that the type of the con guration is already known at that stage. Multisets are assumed to occur in the same order as in the de ning statement. Another useful shorthand notation consists in using a singleton multiset as a global variable.
When the initial value x of a con guration eld V ar i is not of multiset type then this eld is assumed to be a singleton multiset (originally fxg) and each rule of the program is implicitly modi ed to maintain this invariant property. This convention makes it possible to manage global variables in a more concise way. For instance the following program compares the elements of a multiset of integers M with a pivot p and dispaches the elements into R and R > : P 1 + P 2 ; M = M 0 ; R = ; R > = ; pivot = p]
where
The program is rephrased in the following way in the pure syntax: One of the motivations for the higher-order extension proposed here was to provide the user with more expressive power for de ning his own control strategies. Control facilities can either be o ered as primitives in a language (as in FP, or in most imperative languages) or be de nable within the language itself (as in higher-order functional languages). In 6, 7] we explored the rst possibility in the context of Gamma. A sequential operator and a parallel operator were proposed and studied and an iterator combinator was suggested. The language de ned in section 2 includes these sequential and parallel operators but the following properties show that they can in fact be de ned within the language itself, and thus do not need to be included as primitives. The multiset E contains the intermediate con gurations of the parallel reduction and R receives the nal result when a stable state is reached for both P 1 and P 2 . The most interesting rule is Q 2 which expresses the fact that computation may proceed by either of the two programs (Y 1 and Y 2 are free variables which will be instanciated by P 1 and P 2 or vice versa). The supervisor program Q can \decide" at any time to choose one of the two branches and enforce both programs to continue with the current environment of either P 1 or P 2 . The choice made here is completely non deterministic, following the semantics of + in Figure 1 , but the same pattern could be used to de ne more sophisticated search strategies (for instance using predicates to estimate the quality of the current solutions The non determinism in the semantics of + is simulated by the non determinism in the selection of reacting elements in the multiset of active values E. This illustrates the signi cance of the uni cation of the categories of values and programs. The above properties can be proven from the semantics de ned in Figure 1 by induction on the length of the derivations.
Our experience in writing programs in Gamma highlighted the need for an iterator combinator behaving in the following way: if P 1 and P 2 are two Gamma programs, then apply successively P 1 and P 2 to a multiset and iterate until the multiset is stable for both P 1 and airlock mechanism. Membranes are used to encapsulate solutions and to force reactions to occur locally. An airlock allows one molecule to be visible from outside the membrane and thus to take part in a reaction in the embedding solution. The need for membranes and airlocks emerged from the description of CCS 9] in Cham and especially the treatment of the restriction operation (which restricts the communication capabilities of a process to labels di erent from a particular value a). These extensions make it di cult to describe a Cham in Gamma. This is no longer the case in higher-order Gamma as the following program shows.
Definition 3.4 Cham Pg = CCS; P = fPgg; Airlock = f g; Restriction = ; V alence = f g] where CCS = C 1 + C 2 + C 3 + C 4 + C 5 + C 6 C 1 = (p j q) : P ! p : P; q : P C 2 = p : P; q : P ! Next(p) All rules but C 2 (reaction) are in fact reversible in the Cham. Their reverse is not described here for the sake of brevity. The V alence eld of a con guration contains the communication capability of the process currently locked in the airlock. This process cannot leave the airlock (reverse of C 5 ) unless its valence is consumed through a reaction with the external world (C 2 ) or it takes it back and the V alence eld is emptied (reverse of C 4 ). C 1 decomposes the original parallel process into two independant molecules and C 2 is the communication reaction. C 3 shows how new active con gurations are created to deal with the restriction operator. C 6 shows that values in a solution can enter the airlock at any time provided it is not already occupied.
Programming quicksort in higher-order Gamma
In this section we illustrate higher-order Gamma with a standard programming example and we show the correctness of our solution. The program will then be successively re ned into an equivalent but more e cient parallel version. Figure 2 describes In order to prove termination we observe that any con guration S; n] introduced in E 1 by P 1 3 is such that a con guration S 0 ; n 0 ] with S S 0 has been consumed from E 1 by P 1 1 in a previous reaction. So the outer program P 1 1 must terminate. The inner program Q 1 also terminates because it strictly decreases the size of S.
The negation of the reaction conditions provides termination conditions which allow us to prove the following result. 8
Property The predicate WO(S 1 ; S; S 2 ) de nes a well-ordering relationship between its arguments and Partition(M; S; n) ensures that it is possible to nd a well-ordering on S such that n is the index of the smallest value in S. Partition(M; fx 1 g; n 1 ) and Partition(M; fx 2 g; n 2 ) and n 1 < n 2 ) x 1 x 2 5 Deriving a scan vector program Despite the fact that they generally exhibit a high potential for parallelism, most Gamma programs lead to a combinatorial explosion which makes any direct implementation of the language rather unrealistic. We have shown in the previous sections that higher-order features allow the programmer to express the control of the program in a more precise way. This possibility has a fortunate impact in terms of the implementation because the level of non determinism in the application of the reactions can be drastically reduced. Let us note for example that all the reaction conditions in qsort 1 above are unary. This program is de nitly a better basis for an implementation than the version described in the introduction. We show in this section that we can in fact go further and re ne qsort 1 to derive a solution expressed in terms of primitives suitable for execution on a tightly-coupled massively parallel machine. We consider the parallel vector model and the scan primitives proposed in 4] as the target for our re nements. This set of primitives can be seen as the kernel of most programming languages 
Introduction of a mask
In order to make use of indices and to get closer to a scan vector program, we must ensure that internal multisets play the rôle of segments in a vector. A rst step towards this goal is to avoid Figure 3 shows the new version of the program qsort 3 . This property can easily be proven by induction on the length of the Q 2 derivation.
The program P 2 2 which consumes values from E 2 is also concerned by this change of representation. This justi es the introduction of the extra component E 5 and program P 3 6 whose task is to split the multisets S in the con gurations in E 2 to put them into a form which is acceptable by P 3 3 . By inspection of the three cases in Split 3 we can show the following: Thus the only modi cation required on P 3 is in P 3 6 which must enforce the above invariant.
Note that this invariant bears on passive values of E 5 only. We describe the new version P 4
The only di erence between qsort 3 and qsort 4 lies in P 6 . P 4 6 ensures that submultisets are handled as segments which means that they must have consecutive indices in the vector. The task of Dec 4 is precisely to compute a new index for each value in order to maintain this invariant. The computation of indices is done using Scan , Add and Nb . Indices corresponding to values x such that x < pivot (resp. x = pivot and x > pivot) are recorded in I inf (resp. I eg and I sup ) before they are merged into I by Merge. Then Permute uses I to compute the new segment representation. The elds c inf and c eg are used by Nb inf and Nb eg to compute respectively card(Inf) and card(Eg). We introduced in this paper a higher-order extension to the multiset transformation model and we applied it to some examples to suggest its relevance from both the expressiveness and the e ciency points of view. Reactive programming is another area which would greatly bene t from the possibility of manipulating multisets containing active values. We only alluded to this range of applications in section 2 with the chemical abstract machine. In 10] an operating system kernel is de ned in Gamma (extended with a fairness assumption) and proven correct The work closest in the spirit to the approach presented here is the Unity language and the associated logic introduced in 5]. Unity has a number of similarities with Gamma (non determinism, absence of explicit control ow, aggregate data structure, . . .) and some Gamma programs look very much like Unity programs (an example is the exchange sort program presented in the introduction). Concerning Gamma, the main departures from Unity are the following ones:
The data structure is the multiset rather than the array, which makes Gamma more suitable for expressing problems involving data whose size varies dynamically. The underlying computational model is the reaction condition rather than the synchronous and the asynchronous assignments of Unity. As we have seen above, this model allows us to express some problems in a very elegant way but it requires further re nements in order to be implemented in a sensible way. Thus Gamma can be seen as a broader spectrum language and Gamma programs may range from executable speci cations to more realistic programs. This feature is stressed in higherorder Gamma which makes it easier to specialise a program to a particular target architecture. For instance we shown in section 5 that active con gurations are a useful device to model the segmented scan instructions of the vector model of architecture. One of the most valuable contributions of the Unity approach is the associated proof logic and the corresponding re nement methodology. A rst step towards achieving this goal for Gamma is described in 10]. The generalisation remains to be done for higher-order Gamma.
