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Abstract. This paper presents the integration of the tracing model TRAMMAS 
in an agent platform called PANGEA. This platform allows to developed 
multiagent systems modeled as Virtual Organizations. The concepts of roles, 
organizations and norms are fully supported by the platform assuring flexibility 
and scalability. Before TRAMMAS, this platform uses a Sniffer Agent to trace 
the information reducing its scalability as a centralized mechanism. 
TRAMMAS proposes the use of event tracing in multiagent systems, as an indi-
rect interaction and coordination mechanism to improve the amount and quality 
of the information that agents can perceive in order to fulfill their goals more 
efficiently. Moreover, the event tracing system can help reducing the amount of 
unnecessary information. 
Keywords: agent platform, multiagent systems, virtual organizations, IRC  
protocol, tracing systems. 
1 Introduction 
Distributed multi-agent systems (MAS) have become increasingly sophisticated  
in recent years, with the growing potential to handle large volumes of data and  
coordinate the operations of many organizations [21]. In these systems, each agent 
independently handles a small set of specialized tasks and cooperates to achieve the 
system-level goals and a high degree of flexibility [10]. Multiagent systems have 
become the most effective and widely used form of developing this type of applica-
tion in which communication among various devices must be both reliable and effi-
cient. One of the problems related to distributed computing is message passing, which 
is in turn related to the interaction and coordination among intelligent agents. Conse-
quently, a multiagent architecture must necessarily provide a robust communication 
platform and control mechanisms.  
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This article presents a multiagent platform based on a Virtual Organization (VO) 
paradigm. In this paradigm, the social behavior (based on abstractions such as norms, 
teams, organizations, roles, commitments, etc.) plays and important role and it has to 
be incorporated as a decentralized mechanism. This platform called PANGEA (Plat-
form for Automatic coNstruction of orGanizations of intElligent Agents) includes a 
robust communication model that allows intelligent agents to connect from a variety 
of devices. On the other hand, TRAMMAS is a tracing model that is incorporated to 
the platform to improve the amount and quality of the information that agents can 
perceive from both their physical and social environment, in order to fulfill their goals 
more efficiently. 
The remainder of the paper is structured as follows: the next section introduces 
some previous works made in tracing systems. Section 3 presents an overview of the 
TRAMMAS model. Section 4 explains the inclusion of TRAMMAS inside 
PANGEA. Next, Sect. 5 presents a case study and some results. Finally, Sect. 6 shows 
some conclusions. 
2 Related Work 
The tracing systems within the multiagent architectures have been traditionally used 
for tasks of “debugging” and the control of certain agents’ behavior. 
The most outstanding example of this case is the Sniffer Agent and the Introspecter 
Agent of JADE [23]. The Sniffer Agent allows registering all the messages sent and 
received by the MAS and later, by means of a log file, to examine its content. The 
Introspecter Agent allows knowing all the events related to the life cycle of an agent, 
the messages sent and received as well as its behavior. Nevertheless, in this model all 
the communication flow is centralized and must pass through this agent to be ana-
lyzed and later, registered. Once the information is in the log files, humans must study 
it since is not prepared for the treatment by agents. The own agents cannot extract log 
information and the procedure cannot be automated. JADEX [8] provides a Conversa-
tion Center, which allows a user to send messages directly to any agent while it is 
executing and to receive answers to those messages from a user-friendly interface. 
The JACK [7, 12] multiagent platform supports monitoring communication between 
agents by means of Agent Interaction Diagrams. It also provides a Design Tracing 
Tool, to view internal details of JACK applications during execution, and a Plan  
Tracing Tool, to trace the execution of plans and the events that handle them. Other 
examples of tracing facilities provided by platforms are ZEUS’s [13] Society Viewer 
and Agent Viewer, which display organizational inter-relationships among agents  
and their messages and agent’s internal state. Also, JASON [11] provides a Mind 
Inspector tool to examine agents’ internal state. 
Apart from those tools provided by multiagent platforms themselves, there are 
many tracing facilities provided by third party developers. This is the case of Java 
Sniffer [14], developed by Rockwell Automation based on JADE’s Sniffer Agent. 
Another third party tool based on JADE’s Sniffer Agent is ACLAnalyser [16], which 
intercepts messages interchanged by agents during the execution of the application 
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and stores them in a relational database, which can be lately inspected to detect social 
pathologies in the MAS. These results can be combined with data mining techniques 
to help in the multiagent system debugging process [17]. MAMSY, the management 
tool presented in [18] lets the system administrator monitorize and manage a MAS 
running over the Magentix multiagent platform [19]. MAMSY provides graphical 
tools to interact with the MAS and visualize its internal state at run time. In [20], the 
authors describe an advanced visualization tools suite for MAS developed with 
ZEUS, although the authors also claim these tools could be used with 
CommonKADS. 
As previously mentioned, the multiagent system that is proposed is based on Virtu-
al Agent Organizations [6]. Consequently, the PANGEA platform makes it possible to 
create open systems that resolve the inflexibility of a multiagent system. The new 
open and collaborative architectures require a control focused on the interaction and 
global knowledge rather than autonomous behaviors. For this reason, traceability has 
become a key point for the distributed knowledge. As it can be appreciated, tracing 
facilities in MAS are usually conceived as debugging tools to help in the validation 
and verification processes. It is also usual to use these tracing tools as help for those 
users which have to understand how the MAS works. Thus, generated events are de-
signed to be understood by a human observer who would probably use them to debug 
or to validate the MAS and tracing facilities are mostly human-oriented in order to let 
MAS users work in a more efficient and also comfortable way. Some multiagent plat-
forms provide their own tracing facilities, although there is also important work car-
ried out by third party developers. However, even those tracing facilities which were 
not designed by platform developer teams are usually designed for a specific 
multiagent platform. This reason leads us to integrate TRAMMAS with our platform 
to probe its independency and to achieve a distributed way to share knowledge  
between our PANGEA agents in a distributed way. 
3 TRAMMAS Overview 
Multiagent systems can be considered to be formed by a set of tracing entities or 
components which are susceptible of generating and/or receiving certain information 
related to their activity as trace events. A trace event is a piece of data representing an 
action which has taken place during the execution of an agent or any other component 
of the multiagent system. Each trace event has these attributes [14]: 
• Event type: Trace events can be classified according to the nature of the infor-
mation which they represent. This event type is necessary for tracing entities in or-
der to be able to interpret the rest of the data attached to the trace event. 
• Time stamp: Global time at which the event took place, necessary to be able to 
chronologically sort events produced anywhere in the multiagent system. 
• Origin entity: The tracing entity which originated the event. 
• Attached data: Additional data which could be necessary to correctly interpret the 
trace event. The amount and type of these data will depend on the event type. 
Some trace events may not need any additional information. 
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Tracing entities can be considered to be playing two different tracing roles. When 
they are generating trace events, tracing entities are considered Event Source entities 
(ES). When they are receiving trace events, tracing entities are considered Event Re-
ceiver entities (ER). Any tracing entity can start and stop playing any of these two 
roles, or both, at any time. 
This architecture considers three different kinds of tracing entities: Agents, arti-
facts and aggregations. 
On the one hand, agents are all those autonomous and proactive entities which de-
fine the multiagent system behavior. On the other hand, artifacts are all those passive 
elements in the multiagent system (databases, physical sensors and actuators, etc.) 
susceptible of generating events at run time or receiving them as an input [25]. Arti-
facts can combine in order to perform more complex tasks, generating or receiving 
trace events as a tracing individual. From the point of view of the tracing system, 
these combinations of artifacts are also modeled as single artifacts. 
If the multiagent system supports aggregations of agents (or agents and artifacts), 
such as teams or organizations, then such aggregations are considered by the tracing 
system as single tracing entities, in the sense that trace events can be generated from 
or delivered to these entities as tracing individuals. Agents and artifacts within an 
aggregation are still tracing entities and thus, they can also generate and receive trace 
events individually, not only as members of the aggregation. 
From the point of view of the architecture, the multiagent platform can be seen  
as a set of agents and artifacts. Therefore, the components of the platform are also 
susceptible of generating and receiving trace events. 
When a tracing entity is playing the ER tracing role, the tracing system provides it 
with a stream, which can be seen as a special mailbox where the Trace Manager de-
livers the trace events for this ER entity. These streams can either be pieces of 
memory or log files. In both cases, the ER entity which owns the stream has to limit 
its size in order not to overload its resources. 
Event types are modeled in this architecture as tracing services. A tracing service is 
a special service which is offered by an ES entity to share its trace events, in a similar 
way to a traditional service. Each ES entity can offer different tracing services, and 
the same tracing service can be offered by many different ES entities. 
As with traditional services, when an ER entity is interested in receiving trace 
events of a specific event type, which are generated by a given ES, it has to request 
the corresponding service. From that moment on, the Trace Manager starts recording 
the corresponding trace events and delivering them directly to the ER stream until the 
ER cancels the request. The Trace Manager only records those trace events, which 
have been requested by an ER entity, so that no resources are spent in recording and 
delivering trace events, which have not been requested by any ER entity. 
The Trace Manager provides a list of all the available tracing services and the ES 
entities, which offer them. When an ES entity wants to offer any tracing information, 
it must inform the Trace Manager in order to publish the corresponding tracing ser-
vice so that other tracing entities can request it if they are interested in its trace events. 
When a tracing entity does not want to receive certain trace events anymore it has to 
cancel the request to the corresponding tracing service. 
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In order to let ES entities decide which ER entities can receive their trace events, 
when an ES entity publishes a tracing service, it has also to specify which agent roles 
are authorized to request that service to that ES entity (direct authorization). In this 
way, when an ER entity wants to request a tracing service to an ES, it has to be able to 
assume one of the authorized agent roles. ER entities which are authorized to request 
a tracing service to certain ES entity can also authorize other roles to request the same 
tracing service to that ES entity. This is defined as authorization by delegation. In this 
way, the tracing system maintains an authorization graph for each tracing service 
which is being offered by each ES. This authorization graph is dynamic, since tracing 
entities can add and remove authorizations at run time. When an authorization, direct 
or by delegation, is removed, all those delegated authorizations which depended on 
the removed one are also removed. 
The tracing system does not control which entities can assume each role in order to 
request or to add authorizations for a tracing service. It is the multiagent platform 
which has to provide the necessary security mechanisms no prevent agents from  
assuming inappropriate roles. 
4 Description of PANGEA Including TRAMMAS 
Developing PANGEA, we are looking for a platform that can integrally create,  
manage and control VOs. When launching the main container of execution, the com-
munication system is initiated; the agent platform then automatically provides the 
following agents to facilitate the control of the organization: 
• OrganizationManager: the agent responsible for the actual management of organi-
zations and suborganizations. It is responsible for verifying the entry and exit of 
agents, and for assigning roles. To carry out these tasks, it works with the 
OrganizationAgent, which is a specialized version of this agent. 
• InformationAgent: the agent responsible for accessing the database containing all 
pertinent system information. 
• ServiceAgent: the agent responsible for recording and controlling the operation of 
services offered by the agents. 
• NormAgent: the agent that ensures compliance with all the refined norms in the 
organization. For example, preventing an agent to take an unauthorized role. 
• Sniffer: manages the message history and filters information by controlling com-
munication initiated by queries. 
One of the most important features that characterize the platform is the use of the IRC 
protocol for communication among agents. Internet Relay Chat (IRC) is a Real Time 
Internet Protocol for simultaneous text messaging or conferencing. This protocol is 
regulated by 5 standards: RFC1459 [1], RFC2810 [5], RFC2811 [4], RFC2812 [2] y 
RFC2813 [3]. This allows for the use of a protocol that is easy to implement, flexible 
and robust. The open standard protocol enables its continuous evolution. There are 
also IRC clients for all operating systems, including mobile devices. 
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All messages include the following format: prefix command command-
parameters\r\n. The prefix may be optional in some messages, and required only for 
entering messages; the command is one of the originals from the IRC standard. For 
the diffusion of the defined trace event taking into account the format of the IRC mes-
sages, the event attributes have been included as parameters of the messages. The 
communication platform is able to treat the messages according to its format and to 
distribute them suitably. 
In line with this design, the inclusion of TRAMMAS in PANGEA is relatively 
easy. As previously commented, a tracing service is a special service which is offered 
by an ES entity to share its trace events. Therefore, the unique existing condition is 
that, as far as possible, an ES entity should implement its tracing service as a Web 
Service. This allows the ServiceAgent of PANGEA to offer the services to all the 
agents in the rest of suborganizations. 
An EventTracing Suborganization has been included to create the tracing system. 
Figure 1 shows the agents and its relationships. This suborganization carry out the 
tasks that the model TRAMMAS assign to the Trace Manager. Four agents form the 
suborganization: 
• TraceEntityAgent in charge of registering and managing all the tracing entities. 
• TracingServicesAgent in charge of registering and managing tracing services  
offered by ES entities. 
• SubscriptionAgent, which stores and manages subscriptions to each tracing service 
and ES entity. 
• AuthorizationAgent which stores and manages the authorization needed for each 
tracing service and ES entity. 
 
 
Fig. 1. Platform overview 
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Fig. 2. Interactions between agents in the EventTracing Suborganization 
Figure 2 shows how tracing entities interact with the EventTracing 
Suborganization. 
5 Case Study and Results 
The case study presents an example of VO, where different techniques are used to 
share information among agents. The agents created by PANGEA are implemented 
using different technologies and have different features, among which are the use of 
sensors. Virtual Organizations of agents are an interesting possibility to handle the 
large amounts of data provided by sensors because they can provide the necessary 
capacity to handle open and heterogeneous systems such as those normally found  
in the information fusion process. Several agents in the VO will be deployed on  
computers within a LAN and various agents will be on mobile devices. 
Theoretically, the cost of transmitting the necessary information between them  
can be used to measure the efficiency and scalability of PANGEA platform. It also 
enables to compare the techniques used in the construction of each of the agents. 
Let us consider a VO focuses on people detection, specifically developed for a 
work environment, which can facilitate tasks such as activating and personalizing the 
work environment; these apparently simple tasks are in reality extremely complicated 
for some people with disabilities [24]. 
ZigBee sensors are used to deploy the detection prototype. ZigBee is a low cost, 
low power consumption, two-way wireless communication standard that was devel-
oped by the ZigBee Alliance [22]. It is based on the IEEE 802.15.4 protocol, and 
operates on the ISM (Industrial, Scientific and Medical) band at 868/915MHz and a 
2.4GHz spectrum. 
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The proposed proximity detection system is based on the detection of presence by 
a localized sensor called the control point which has a permanent and known location. 
Once the Zigbee tag carried by the person has been detected and identified, its loca-
tion is delimited within the proximity of the sensor that identified it. Consequently, 
the location is based on criteria of presence and proximity, according to the precision 
of the system and the number of control points displayed. The parameter used to carry 
out the detection of proximity is the RSSI (Received Signal Strength Indication), a 
parameter that indicates the strength of the received signal. This force is normally 
indicated in mW or using logarithmic units (dBm). 0 dBm is equivalent to 1mW. 
Positive values indicate a signal strength greater than 1mW, while negative values 
indicate a signal strength less than 1mW [24]. 
In our Case Study we have a distribution of computers and laptops in a real office 
environment, separated by a distance of 2 meters. The activation zone is approximate-
ly 90cm, a distance considered close enough to be able to initiate the activation pro-
cess. It should be noted that there is a “Sensitive Area” in which it is unknown exactly 
which computer should be switched on; this is because two computers in close prox-
imity may impede the system’s efficiency from switching on the desired computer. 
Tests demonstrate that the optimal distance separating two computers should be at 
least 40cm. 
The agents share certain information about the state of the sensors so that other 
agents can carry out the detection in an optimal way. For instance, important increases 
in the RSSI of sensors may be indicative of a proximity to a computer and so on. 
The example considers the transmission of relevant information of sensors between 
agents which may be interested. The internal reasoning process by which agents re-
ceive information from sensors is out of scope of this work. The case study will be 
considered to be in a general situation where there are nsens agents in charge of  
controlling n sensors in the system and there is a total amount of nrem remarkable  
situations to be reported to agents. Table I shows the number of transmissions as a 
function of the number of remarkable situations occurred in the system. The number 
of transmissions in the worst case is in the same order for both techniques (broadcast 
and the EventTracing Suborganization). However, the best case is constant for event 
tracing while it is higher using broadcasting. 
Table 1. Summary of best and worst case costs as a function oft he number of Nsens agents for a 
constant number of remarkable situation (Kremarkable) 
Number of transmissions for nrem situations 
 Best Case Worst Case 





Results show that the event tracing technique provides a way to coordinate differ-
ent agents in charge of sensors without having to contact directly with none of them. 
The amount of information interchanged among agents in the system is reduced to the 
minimum necessary, which makes the system more efficient and scalable. 
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6 Conclusions 
This paper has presented a platform called PANGEA, which has been improved 
thanks to TRAMMAS. PANGEA has great potential to create open systems, and 
more specifically, virtual agent organizations. This architecture includes various tools 
that make it easy for the end user to create, manage and control these systems. One of 
the greatest advantages of this system is the communication platform that, by using 
the IRC standard, offers a robust and widely tested system that can handle a large 
number of connections, and that additionally facilitates the implementation for other 
potential extensions. Before TRAMMAS, the Sniffer agent offers services that can be 
invoked to study and extract message information but this was centralized and limited 
if we want to create a platform for building Large-Scale Agent-Based Systems. 
TRAMMAS offers an additional indirect communication mechanism which lets 
agents and other entities in the system generate trace events, as well as receiving 
events generated by other entities. The incorporation of this model to PANGEA has 
improved the way in which entities and agents perceive each other and their environ-
ment, which in turn improves the way in which high-level social abstractions can be 
developed and incorporated to the multiagent system. 
Finally, the event tracing suborganization can help reducing the amount of unnec-
essary information which has to be transmitted and processed, while keeping agents’ 
internal logic as simple as possible and thus, contributing to the scalability and feasi-
bility of VOs. 
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