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In many engineering design and optimisation problems, the presence of uncertainty
in data and parameters is a central and critical issue. The analysis and design of
advanced complex energy systems is generally performed starting from a single op-
erating condition and assuming a series of design and operating parameters as fixed
values. However, many of the variables on which the design is based are subject to
uncertainty because they are not determinable with an adequate precision and they
can affect both performance and cost. Uncertainties stem naturally from our limi-
tations in measurements, predictions and manufacturing, and we can say that any
system used in engineering is subject to some degree of uncertainty. Different fields
of engineering use different ways to describe this uncertainty and adopt a variety of
techniques to approach the problem. The past decade has seen a significant growth
of research and development in uncertainty quantification methods to analyse the
propagation of uncertain inputs through the systems. One of the main challenges in
this field are identifying sources of uncertainty that potentially affect the outcomes
and the efficiency in propagating these uncertainties from the sources to the quanti-
ties of interest, especially when there are many sources of uncertainties. Hence, the
level of rigor in uncertainty analysis depends on the quality of uncertainty quantifi-
cation method. The main obstacle of this analysis is often the computational effort,
because the representative model is typically highly non-linear and complex. There-
fore, it is necessary to have a robust tool that can perform the uncertainty propaga-
tion through a non-intrusive approach with as few evaluations as possible.
The primary goal of this work is to show a robust method for uncertainty quan-
tification applied to energy systems. The first step in this direction was made do-
ing a work on the analysis of uncertainties on a recuperator for micro gas turbines,
making use of the Monte Carlo and Response Sensitivity Analysis methodologies to
perform this study. However, when considering more complex energy systems, one
of the main weaknesses of uncertainty quantification methods arises: the extremely
high computational effort needed. For this reason, the application of a so-called
metamodel was found necessary and useful. This approach was applied to perform
a complete analysis under uncertainty of a solid oxide fuel cell hybrid system, start-
ing from the evaluation of the impact of several uncertainties on the system up to a
robust design including a multi-objective optimization. The response surfaces have
allowed the authors to consider the uncertainties in the system when performing
an acceptable number of simulations. These response were then used to perform a
Monte Carlo simulation to evaluate the impact of the uncertainties on the monitored
outputs, giving an insight on the spread of the resulting probability density func-
tions and so on the outputs which should be considered more carefully during the
design phase.
Finally, the analysis of a complex combined cycle with a flue gas condesing heat
pump subject to market uncertainties was performed. To consider the uncertainties
iv
in the electrical price, which would impact directly the revenues of the system, a sta-
tistical study on the behaviour of such price along the years was performed. From
the data obtained it was possible to create a probability density function for each
hour of the day which would represent its behaviour, and then those distributions
were used to analyze the variability of the system in terms of revenues and emis-
sions.
v
“As far as the laws of mathematics refer to reality, they are not certain; and as far as they are
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This chapter aims to introduce the reader to the research conducted throughout the
course of this study, giving an outline of the motivation that has guided the au-
thor along the years and the impact that the resulting work has in the research and
pratictal fields. At first, the motivation for the study of uncertainty quantification
(UQ) in energy systems analysis and design is given. The following section gives an
overview on uncertainty, with a focus on the different types of uncertainties that can
be found in engineering field. Next, the specific objectives of this Ph.D. study, the
research methodology and the contribution of the current work to the literature are
presented. Finally, an overview of the chapters in this dissertation is presented.
1.2 Motivation
When considering the real world it becomes immediately clear that most of the pa-
rameters that characterize the subject of our study, whatever it would be, are not
constant, but are affected by so-called uncertainties. More specifically, a design or
manufacturing process or simply the operating conditions of a system have many
parameters that are not constant in real world, hence uncertainties are general ubiq-
uitous in analysis and design of highly complex engineering systems. Traditional
deterministic design ignores uncertainty or assumes uncertainty as a nominal value
and uses safety factors to simplify the design process. This design method may lead
to a system that has indeed ideal performance at the design points which is con-
sidered during the design process. However, under the real operation conditions,
the system can have unexpected performance or significant variations in the per-
formance due to neglecting uncertainties. To deal with these uncertain variables,
statistical approaches may be useful to summarize the behaviour of the response
and to optimize these random variables.
These approaches may increase the computational expense of the design process
significantly if compared to the computational work of deterministic optimization,
especially when high fidelity analysis tools are used to improve accuracy. Therefore,
it is important to develop and implement computationally efficient robust design
methodologies to approach the probabilistic problem in a proper way. The science of
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quantitative characterization and reduction of uncertainties in applications is called
uncertainty quantification(UQ). The aim of uncertainty quantification is to evaluate
the effect that uncertain stochastic inputs, defined by the user, has on the monitored
output, to understand the propagating dominant uncertainties (figure 1.1). The main
obstacle of this type of study is that the model that represents the problem is a highly
non-linear and complex system, in general. In addition, the model, where the UQ is
applied, can be expensive in terms of computational time, so it is necessary to have
a robust tool that can perform the assesment with as few evaluations as possible and
in a non-intrusive approach. The main objective of this approach is to obtain the
probabilistic parameters of the response functions without making any modifica-
tions to the deterministic code. This approach treats the deterministic code (model)
as a “black-box” and approximates the results with formulas based on determinis-
tic code evaluations. It tries to determine how likely certain outcomes are if some
aspects of the system are not exactly known.
FIGURE 1.1: Scheme of uncertainty propagation
Although closely related, uncertainty quantification and sensitivity analysis are
two different disciplines. In fact, we can say that UQ evaluate the uncertainty of
the model outputs based on the uncertainties of the input, while sensitivity analysis
assesses the contributions of the inputs to the total uncertainty in analysis outcomes.
Ideally, uncertainty and sensitivity analysis should be run in tandem in order to get
a full understanding of the analysed system.
Uncertainty analysis takes a set of randomly chosen input values (which can include
parameter values), passes them through a model (or transfer function) to obtain the
distributions (or statistical measures of the distributions) of the resulting outputs.
The output distributions can be used to:
• describe the range of potential outputs of the system at some probability level
• estimate the probability that the output will exceed a specific threshold or per-
formance measure target value
• make general inferences, such as:
– estimating the statistical moments of the outputs (i.e. mean, standard
deviation, etc.)
– estimating the probability the performance measure will exceed a specific
threshold
– assigning a reliability level to a function of the outputs, for example, the
range of function values that is likely to occur with some probability
– describing the likelihood of different potential outputs of the system
– estimating the relative influences of input variable uncertainties
Uncertainty analisys can be however extremely expensive to be performed on
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a complex model such as one which similate the behaviour of an energy system.
For this reason, it can be helpful to create a surrogate model (or meta-model) which
could mimic the behaviour of the system by approximating it with a simpler model
on which uncertainty analysis can be performed in more feasible computational
frameworks. Therefore, the use of meta-models can be very advantageous, and can
be applied even when little is known about the problem, although it must be kept in
mind that if the design space exploration is poor, and the response variable is partic-
ularly irregular, the result of the meta-model-assisted optimization can be far from
the truth because of the bad estimation of the model coefficients or the choice of an
unsuitable model.
Hence, the purpose of this study is to apply some of the main methods for uncer-
tainty propagation and quantification applicable to highly complex systems such as
hybrid energy system and combined cycles.
The first part of this work presents an overview of the mathematical framework
used in uncertainty quantification, analyzing the possible sources of uncertainty,
their classification and the description of the fundamentals of statistics. The main
techniques for uncertainty quantification are then analyzed, with a particular focus
on Monte Carlo and Response Sensitivity Analysis (RSA), which have been widely
used by the author. In particular, these two methods have been firstly applied for
the analysis of a recuperator, in order to evaluate the impact of uncertainties in some
of the main operating parameters on their cost and volume. From this analysis, the
RSA method maintains a good level of accuracy in the results with an important re-
duction in terms of computational effort.
The Monte Carlo method was also applied to a solid oxide fuel cell hybrid sys-
tem , which however presented a higher complexity in terms of modeling, making
almost impossible, or at least extremely time-consuming, the application of such
method directly to the model. For this reason it was decided to make use of the
response surface methodology, to create a polynomial metamodel which would re-
semble the behaviour of the system, allowing however the application of the Monte
Carlo method. This system was analyzed both from a performance and both from
an economic point of view, to provide useful and complete information on the im-
pact of uncertainties on the system. The same system was studied under different
perspectives, showing the strength of the response surface methodology chosen and
of the method in general for the study of uncertainties on such systems.
The final application of the Monte Carlo methodology was performed on a com-
bined cycle, preceded by a statistical analysis of gas and electricity prices to create
probability density functions of such variables which would mimic their real be-
haviour, but considering the uncertainties in a future feasibility study of the system.
1.3 Thesis objective, original contributions and pratical im-
pact
The overall objective of this doctoral work is to investigate the impact of uncertain-
ties on advanced energy systems, analyzing their impact on the performance and on
the economic feasibility of the system, and to develop a methodology to deal with
them properly. This approach will be demonstrated by a complete analysis of a solid
oxide fuel cell system. In order to accomplish this goal, the following major tasks are
envisioned:
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• Analyze and compare the uncertainty quantification methodologies to under-
stand and highlight strength and weakness of each of them.
• Apply two of the main uncertainty quantification methods to the study of a
recuperator for micro-gas turbines, to evaluate the impact of the uncertainties
on the cost and volume of such component.
• Understand and then develop an integrated approach for applying stochastic
modeling techniques and uncertainty analysis methodologies to the complex,
highly non-linear models; the excessive computational burdens inherent to tra-
ditional stochastic approaches (e.g., Monte Carlo simulation) must be resolved
before such an integration is practically feasible.
• Study, analyze and compare the different techniques for response surface method-
ology to apply uncertainty quantification methods on more complex systems.
• Integrate the stochastically based uncertainty approach with response surface
methodology into the analysis of a solid oxide fuel cell hybrid system. In
particular, a first analysis was performed to evaluate the impact of the un-
certainties on the performance of the system. The second analysis was instead
focused on the design of such system when considering technological uncer-
tainties and their impact on the performance and on the revenues, finally per-
forming a robust design when considering the optimal designs obtained from
a multi-objective optimization. Then, an off-design analysis was carried out
to evaluate the effect of the uncertainties on the system working at different
loads, considering also an uncertainty in the market in terms of electrical and
fuel prices.
• Lay the foundations for a study under uncertainties of a more advanced energy
system, such as the integration of Heat Pump and combined cycle, bearing
with new scenarios. A preliminary application of the uncertainty quantifica-
tion techniques and statistical analysis was performed, to evaluate the impact
of market uncertainties on the feasibility study of such system.
The originality of what is proposed here lies both in the development, imple-
mentation, and validation of a comprehensive probabilistic design and optimization
approach for the analysis of advanced energy systems.
The practical impact of this doctoral reseach on a large-scale energy systems devel-
opments is:
• to advance the state-of-the-art beyond the deterministic system development
approach by providing analytical solution with known uncertainties
• to provide a robust methodology for dealing with complex energy system sub-
ject to uncertainties over a set of different operating conditions
• to provide an evaluation of the impact of the uncertainties in market conditions
on complex energy systems, as the growing share of renewable energy sources
is already impacting the market in terms of uncertainties.
Hence, the computational efficiency and accuracy of stochastic approach with or
without optimization will be demonstrated on advanced energy systems analysis as
well as model problems.
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1.4 Dissertation outline
The dissertation is composed of seven chapters. In the second chapter the theory that
lies behind the uncertainty quantification is presented, as well as a literature review.
The focus will be posed, first, on the state of art of current uncertainty quantification
technique applied mainly to the energy systems and turbomachinery fields.
Chapter 3 will describe with more details some of the meain uncertainty quantifi-
cation methods, with a particular focus with the ones used in this thesis work.
Sampling methods like Monte Carlo simulation and approximated methods like
Response Sensitivity Analysis and Polynomial Chaos will be explained, as well as
ANOVA. In the same chapter also the main design of experiment and response sur-
face methodology techniques will be deepened.
Then, in Chapter 4, the application of the Monte Carlo simulation and Response
Sensitivity Analysis to an engineering case study will be shown. In particular, these
techniques will be applied to compact plate-fin recuperators for micro-turbines ap-
plications to analyze the impact of uncertainties in design parameters on their cost
and volume.
Next, Section 5 will represent the core of the dissertation, with the application of a
methodology for a comprehensive analysis of solid oxide fuel cell hybrid systems
subject to technological and market uncertainties. In this section the response sur-
face methodology will be implemented to create a metamodel on which performing
a Monte Carlo simulation to estimate the effect of uncertainties both on the perfor-
mance and both on the revenues of the studied system. In this framework a multi-
objective optimization will be performed, and then the optimal solution will be sub-
ject to a robust design analysis in order to evaluate the most robust design.
In Section 6 the thermo-economic assessment under market uncertainties of a com-
bined cycle will be treated. The importance of considering the uncertainties in the
market in terms of electricity and gas prices is fundamental when analysing the fu-
ture feasibility of such systems. In this section the author will show a method to
re-create an hourly profile of the cost of electricity analyzing historical data and con-
sidering the uncertainties in the future market, to evaluate the profitability of the
system and the emissions, which represent a critical aspect.
Finally, in the last section all the relevant conclusions and a discussion on future






Uncertainty Quantification (UQ) is a very active research area devoted to the study
of uncertainties that affect prediction capabilities and can be defined as the science of
quantitative characterization and reduction of uncertainties in applications. Quan-
tification of variability and uncertainty is playing an increasing role in regulatory de-
cisions. Although the importance of uncertainty analysis in decisions has increased,
it is often the case that such analyses require significant resources of time, money,
and expertise. One of the main challenges in this field is the efficiency in propagat-
ing uncertainties from the sources to the quantities of interest, especially when there
are many sources of uncertainties.
In this work, we will start from an important assumption about our view of the
world: we are unable to observe and/or predict nature accurately. In practice, this
is due to several causes: the limited accuracy of measurement instruments, the ex-
ceedingly high cost of performing accurate experiments and/or measurements, the
lack of accurate models or the computational need of using simplified ones and
sometimes also the limited knowledge of the phenomena itself. In the field of en-
gineering, predictions are the result of a combination of measurements, modeling
and simulations. Analyses are regularly performed based on these predictions and
the standard assumption made is that reality will not move significantly away from
them. In general non-linear systems show complex behaviours when perturbed and
this can lead to unforeseen effects, with the consequence of compromising the par-
ticular outcome of an engineering analysis. In engineering, the objectives of such
analysis are often related to the minimization of costs, the maximization of revenue,
the improvement of safety factors, etc., and unforeseen behaviours can have a dra-
matic impact on them. In the context of this work, a perturbation is not to be merely
intended as an external impulse to the system, but rather as a lack of knowledge on
some property of the system. This interpretation of perturbed systems is the reason
behind the adoption of probability theory for the description of the possible out-
comes of engineering analysis.
Uncertainty Quantification is the mathematical field devoted to the description of
uncertainties. Probabilities will help us describing these uncertainties, thus enhanc-
ing the capabilities of engineering analysis, enabling the expression of the likelihood
of an event to happen. Considering uncertainties on a system, we have actually ig-
nored a non-negligible assumption: the mathematical model used to describe the
natural system is correct. In spite of having physical evidences about the outcome
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of systems, many of the commonly adopted models are based on certain levels of
approximation, introduced to make them better manageable. A model is a math-
ematical entity describing the causality connection between some input and some
output. The models we are going to investigate here are steady-state or dynamical
systems, i.e. time-space dependent models, where the inputs are usually bound-
ary conditions and/or initial values, while the outputs are the states of the system.
These models, as well as their inputs, may very well depend on parameters p which
affects their outputs. In order to have any predictive capability, models need to be
evaluated, associating particular input conditions to particular output states. Many
models have closed form solutions which enable a fast analytic evaluation, but the
majority of them need to be simulated by complex, time consuming and ultimately
expensive computational techniques. Despite the advances in numerical methods
for these simulations and the overgrowing computing power, the attained incred-
ible accuracy may very well be spoiled by the comparison with reality: the input
conditions, parameters and output states are often known within “engineering ac-
curacy”, known as probability distributions or in some cases not even known. Even
if the model uncertainty is a critical problem for many engineering applications, in
this work we will not address it directly.
Several theories address the definition of uncertainty. These theories include prob-
ability theory [1, 2], fusy set theory [3] and evidence theory [4, 5]. In this thesis, we
work under the framework of probability theory, which provides a solid and com-
prehensive theoretical foundation and offers the most versatile statistical tools. In
contrast to the traditional, deterministic simulations, we describe uncertainties as
randomness, and model the sources of uncertainties as random variables, random
processes and random fields. To quantify the sources of uncertainties, we must spec-
ify the joint probability density function of all these random variables, processes and
fields. This step is usually very problem-dependent. The methods involved in this
step include statistical analysis, experimental error analysis and often expert judg-
ment [6]. Although how to quantify model uncertainties and numerical uncertain-
ties is still a topic of current research [7, 8] , successful examples exist of quantifying
the uncertainty sources for very complex engineering systems.
Once the sources of uncertainties are quantified, we need to calculate how these
uncertainties propagate through the simulation to the quantities of interest. These,
also known as objective functions, are the main quantities to be predicted. They are
functions of all the random variables that describe the sources of uncertainty. The
final product of the uncertainty qualification process is a quantitative description of
the likelihood in the values of the quantities of interest. This can only be obtained
by combining our knowledge of the sources of uncertainties and the behaviour of
the objective functions with respect to these sources. In the probability theoretic
framework, this quantitative description is a joint probability density function of the
objective functions. The support of this joint probability density function, i.e., the
space where the function is positive, describes all possible scenarios predicted by
the computational simulation; in addition, the value of the probability density func-
tion indicates how likely each scenario is. This joint probability density function
enables decision making based on risk analysis, removing the important limitations
of deterministic computational simulations.
In the following the sources of uncertainties are briefly described as well as come of
the main methods for uncertainty analysis. The methods which have been used by
the author during his work instead will be analyzed deeper in the following chap-
ters.
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2.2 Quantification of uncertainties
Uncertainties arise in all aspects of mechanical design. In order to identify and quan-
tify uncertainties, we first need to distinguish between errors and uncertainties. The
uncertainty quantification community has introduced precise definitions to charac-
terize various types of uncertainties. The following definition can be found in [9],
which provides guidelines for the verification and validation of CFD simulations.
Uncertainty is defined as: “A potential deficiency in any phase or activity of the modeling
process that is due to the lack of knowledge”.
Error is defined as: “A recognizable deficiency in any phase or activity of modeling and
simulation that is not due to lack of knowledge”.
The key words in the definition of uncertainty are potential deficiency and lack of
knowledge. Since the sources of the uncertainties are mostly unknown, the charac-
terization of uncertainties is a difficult task. Hence, this definition of uncertainties
suggests a stochastic approach. On the other hand, the identification of errors is a
more straightforward task due to the knowledge of the error sources.
2.2.1 Errors vs uncertainties
The American Institute of Aeronautics and Astronautics (AIAA) Guide for the Verifi-
cation and Validation of CFD Simulations defines errors as recognizable deficiencies
of the models or the algorithms employed and uncertainties as a potential deficiency
that is due to lack of knowledge [9]. This definition is not completely satisfactory
because does not precisely distinguish between the mathematics and the physics.
It is more useful to define errors as associated to the translation of a mathematical
formulation into a numerical algorithm (and a computational code). Errors are typ-
ically also further classified in two categories: acknowledged errors are known to
be present but their effect on the results is deemed negligible. On the other end,
unacknowledged errors are not recognizable but might be present; implementation
mistakes (bugs) or usage errors can only be characterized by comprehensive verifi-
cation tests and procedures. Using the present definition of errors, the uncertainties
are naturally associated to the choice of the physical models and to the specifica-
tion of the input parameters required for performing the analysis. As an example,
numerical simulations require the precise specification of boundary conditions and
typically only limited information is available from corresponding experiments and
observations. Therefore, variability, vagueness, ambiguity and confusion are all fac-
tors that introduce uncertainties in the simulations.
Another important distinction to highlight is the one between variability and uncer-
tainty. In fact, variability and uncertainty are two distinct concepts within a decision
problem, even though they often have been lumped together in environmental anal-
yses. Variability results from natural stochastic behaviour, periodicity, or variance in
a trait across a population. In contrast, uncertainty is related to lack of knowledge
about the “true” value of a quantity, lack of knowledge regarding which of sev-
eral alternative models best describes a mechanism of interest, or lack of knowledge
about which of several alternative probability density functions should represent
a quantity of interest [10]. If variability and uncertainty are unaccounted for, the
quality of environmental assessment will be potentially affected. Similarly, failure
to account for uncertainty may lead to assumptions of precision that do not convey
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the true state of knowledge. Thus, both variability and uncertainty may have ram-
ifications on policy assessments and the ultimate success of the resulting policies.
Understanding which sources of variability and uncertainty are reducible provides
insight to the process of determining how to most appropriately allocate resources
to improve the certainty in the results of an analysis. Understanding the sources of
variability and uncertainty is hence critical in identifying their existence and charac-
terizing their impact.
2.2.2 Sources of variability
Variability is present in any dataset that is not static in space, time, or across mem-
bers of a population. Common sources of variability are stochasticity, periodicity,
population variance, and existence of subpopulations. These sources are briefly dis-
cussed based on [10].
Stochasticity is random, non-predictable behaviour that is common in many physi-
cal phenomena. Stochasticity is irreducible, although it can typically be represented
over time or space with a frequency distribution. Use of averaging periods can also
reduce the effect of stochasticity.
Periodicity implies cyclical behaviour. For example, ambient temperature is cycli-
cal, tending to rise during the day and decrease at night. Periodicity is sometimes
addressed using averaging periods or assessing maximum values. Time series ap-
proaches can also be used to represent periodicity more explicitly [11].
2.2.3 Sources of uncertainty
It is often stated that uncertainty is a property of the analyst [10]. Different analysts,
with different states of knowledge or access to different datasets or measurement
techniques, may have different levels of uncertainty regarding the predictions that
they make. Sources of uncertainty can include problem and scenario specification,
model uncertainty, random error, systematic error, lack of representativeness, lack of
empirical basis, and disagreement of experts. The first two sources of uncertainty are
typically related to structural uncertainty, while the rest are related to uncertainty in
model inputs.
• Problem and Scenario Specifications. Typically, a scenario includes specifi-
cation of goals and scope of an environmental assessment such as assessment
boundaries. However, in some cases a scenario may fail to consider all of the
factors and conditions contributing to variation in the output, and hence, un-
certainty can be introduced. This source of uncertainty typically results in a
bias in estimates. Important factors may be omitted from assessment because
of lack of available resources.
• Model Uncertainty. Typically, the computer models used in assessment do not
capture all aspects of the problem. There is a trade-off between model formu-
lation and scope of the assessment. Some sources of uncertainty in modeling
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include conceptual model, model structure, mathematical implementation, de-
tail, resolution, and boundary conditions). The analyst’s conceptual model of
the problem may be different from reality. For example, the analyst may in-
advertently omit important inputs, emphasize some inputs, or misrepresents
dependence between some inputs. There may also be competing model for-
mulations that may have advantages or disadvantages over each other. The al-
ternative formulations may also represent different sets of thought or assump-
tions. Model uncertainty due to mathematical implementation of the model
may result from numerical instability. There also a possibility that coding er-
rors introduces additional uncertainty. Model detail refers to the degree to
which physical and chemical processes are described within the model. Typ-
ically, the assumption is that through having a model with greater level of
detail, less uncertainty should appear in results. However, in some cases more
detailed models may require the introduction of new parameters, the values
of which may be uncertain. Thus, increasing detail may not reduce overall
uncertainty or may lead to greater uncertainty. Model resolution refers to fac-
tors such as the time steps and grid sizes used. Decreasing these parameters
can yield more detailed results. Boundary conditions may be based on expert
judgment, assumed behaviour, or the outputs from other models. Each source
can potentially contribute to uncertainty. Simulation models generally become
less sensitive to initial conditions as the simulation time frame is increased,
but they can retain an important sensitivity to boundary conditions at all-time
steps.
• Random Error/Stochasticity. It represents random, non-predictable behaviour.
This source of uncertainty is associated with imperfections in measurement
techniques or with processes that are random or statistically independent of
each other [12]. For example, in a time series analysis, the behaviour of a time-
dependent trait is characterized with a function. However, this function does
not capture the whole variability. Typically, an error term with a normal distri-
bution is used to represent the unexplained (random) behaviour.
• Systematic Errors. The mean value of a measured quantity may not converge
to the “true” mean value because of biases in measurements and procedures.
Systematic error can be introduced into a dataset from sources such as the im-
perfect calibration of equipment, simplifying or incorrect assumptions, or er-
rors due to the selection and implementation of methodologies for collecting
and utilizing data. Application of surrogate data is another source of system-
atic error [12]. This occurs when one assumes a simplified model for how a
system behaves and then makes measurements accordingly.
• Lack of Representativeness. Data used as input to the assessment may not be
completely representative of the study objectives. Surrogate data is an example
of non-representative data. When data describing an input to an assessment is
unavailable, limited, or not practical to collect, surrogate data is often used.
• Lack of Empirical Basis. This type of uncertainty cannot be treated statisti-
cally, because it requires prediction about something that has yet to be built,
or measured. This type of uncertainty can be represented using technically-
based judgments about the range and likelihood of possible outcomes [10].
These judgments may be based on theoretical foundation or experience with
analogous systems. In cases where data exist for analogous systems, it may be
possible to fit probability distribution models to the existing dataset.
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• Disagreement of Experts. Expert opinion is used to select values or distribu-
tions for inputs into an assessment. For example, experts may suggest the most
appropriate reaction rate or supply a subjective prior distribution for an input.
However, different opinions of experts may differ on these data and distribu-
tions. When there are limited data or alternative theoretical bases for modeling
a system, experts may disagree on interpretation of data or on their estimates
regarding the range and likelihood of outcomes for empirical quantities. This
disagreement introduces uncertainty regarding the most appropriate values of
distributions to use [10].
Uncertainty can enter mathematical models and experimental measurements in
various contexts. Another way to categorize the sources of uncertainty that can be
considered is:
• Parameter uncertainty, which comes from the model parameters that are in-
puts to the computer model (mathematical model) but whose exact values
are unknown to experimentalists and cannot be controlled in physical experi-
ments, or whose values, cannot be exactly inferred by statistical methods.
• Parametric variability, which comes from the variability of input variables of
the model. For example, the dimensions of a work piece in a process of man-
ufacture may not be exactly as designed and instructed, which would cause
variability in its performance.
• Structural uncertainty, or model inadequacy, model bias, or model discrep-
ancy, which comes from the lack of knowledge of the underlying true physics.
It depends on how accurately a mathematical model describes the true sys-
tem for a real-life situation, considering the fact that models are almost always
only approximations to reality. One example is when modeling the process of
a falling object using the free-fall model; the model itself is inaccurate since
there always exists air friction. In this case, even if there is no unknown pa-
rameter in the model, a discrepancy is still expected between the model and
true physics.
• Algorithmic uncertainty, or numerical uncertainty, which comes from numer-
ical errors and numerical approximations per implementation of the computer
model. Most models are too complicated to solve exactly. For example the
finite element method or finite difference method may be used to approxi-
mate the solution of a partial differential equation, which, however, introduces
numerical errors. Other examples are numerical integration and infinite sum
truncation that are necessary approximations in numerical implementation.
• Experimental uncertainty, or observation error, which comes from the vari-
ability of experimental measurements. The experimental uncertainty is in-
evitable and can be noticed by repeating a measurement for many times using
exactly the same settings for all inputs/variables.
• Interpolation uncertainty, which comes from a lack of available data collected
from computer model simulations and/or experimental measurements. For
other input settings that don’t have simulation data or experimental measure-
ments, one must interpolate or extrapolate in order to predict the correspond-
ing responses.
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Errors and approximations in input data measurement, parameter values, model
structure and model solution algorithms are all sources of uncertainty. While there
are reasonable ways of quantifying and reducing these errors and the resulting range
of uncertainty of various system performance indicator values, they are impossible
to eliminate. Decisions will still have to be made aware of a risky and uncertain
future, and can be modified as new data and knowledge are obtained in a process of
adaptive management.
2.3 Classification of uncertainties
Differences between model outputs and observed values can result from either nat-
ural variability, and/or by both known and unknown errors in the input data, the
model parameters or the model itself. The latter is sometimes called knowledge
uncertainty, but it is not always due to a lack of knowledge. Models are always sim-
plifications of reality and, hence, "imprecision" can result. Sometimes imprecision
occurs because of a lack of knowledge, such as just how a particular species will
react to various environmental and other habitat conditions. At other times, known
errors are introduced simply for practical reasons. Imperfect representation of pro-
cesses in a model constitutes model structural uncertainty. Imperfect knowledge of
the values of parameters associated with these processes constitutes model param-
eter uncertainty. Natural variability includes both temporal variability and spatial
variability, to which model input values may be subject. In order to identify and
characterize the uncertainties in the energy systems framework, we now introduce
the following classification of uncertainties, which is generally accepted in literature
[13, 14, 15]: inherent (aleatory) uncertainty and model-form (epistemic) uncertainty.
The aleatory uncertainties are the uncertainties, which cannot be reduced because
we do not have control on them. The epistemic uncertainties are uncertainties,
which could be reduced by more accurate measurements and better modeling of the
physics. This distinction is not sharp because it depends on the problem setting and
on subjective judgment. From the practical point of view, the distinction of which
uncertainty is reducible and which is not, depends on the problem setting. The most
relevant example is laboratory experiments, where the explicit aim is to reduce the
number of aleatory uncertainties to a minimum. Thus, some uncertainties, which
are considered aleatory in a field experiment, would be considered as epistemic in
the corresponding laboratory experiment.
2.3.1 Aleatory uncertainty
Aleatory uncertainty arises because of natural, unpredictable variation of parame-
ter values, initial and boundary conditions, geometry, etc. in the performance of
the system under study. Depending upon the application, there may be numerous
sources of aleatory uncertainty within a physical system. The knowledge of experts
cannot be expected to reduce this kind of uncertainty although their knowledge may
be useful in quantifying the uncertainty. The determination of material properties or
operating conditions of a physical system typically leads to aleatory uncertainties;
additional experimental characterization might provide more conclusive evidence
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of the variability but cannot eliminate it completely.
Thus, this type of uncertainty is sometimes referred to as irreducible uncertainty.
The determination of material properties or operating conditions of a physical sys-
tem typically leads to aleatory uncertainties; additional experimental characteriza-
tion might provide more conclusive evidence of the variability but cannot eliminate
it completely. Aleatory uncertainty is normally characterized using probabilistic ap-
proaches. Since this uncertainty is due to the random nature of input data and can
be mathematically characterized by a Probability Density Function (PDF) if there is
enough information on the type of the distribution.
Selecting the most appropriate and accurate distribution types for random input
variables is important because it can have a significant impact when propagating
the input uncertainty to the uncertainty in the output variable of interest. Hence,
implicit in any uncertainty analysis are the assumptions that statistical distributions
for the input values are correct and that the model is a sufficiently realistic descrip-
tion of the processes taking place in the system. Neither of these assumptions is
likely to be entirely correct.
This type of uncertainty was also categorized by Phadke [16] into three groups:
• External: External sources of performance variation, independent of the prod-
uct itself (ex. Environment)
• Unit-to-unit variation: variation due to manufacturing variability (or manu-
facturing tolerances)
• Deterioration: Variation due to the change in product performance with time
and wear
The perception of this type of uncertainty can be quantified using conventional
statistical methods. The source of aleatory uncertainty can be distinguished from
other forms by depiction as randomly distributed quantities.
2.3.2 Epistemic uncertainty
Epistemic uncertainty is what is indicated in the AIAA guide [9] as uncertainty,
hence a potential deficit that is due to a lack of knowledge. The key feature of this
definition is that the primary cause is incomplete information of some characteris-
tics of the system. It can arise from assumptions introduced in the derivation of the
mathematical model used or simplifications related to the correlation or dependence
between physical processes. Examples are the lack of experimental data to charac-
terize material or poor understanding of coupled physics phenomena. These uncer-
tainties are sometimes characterized as “state of knowledge” uncertainties, which
mean that the uncertainties can be reduced with more knowledge of the physical
process.
Hence, epistemic uncertainty is due to incomplete information or ignorance about
the behaviour of the system that is conceptually resolvable. It is obviously possible
to reduce the epistemic uncertainty by using, for example, a combination of calibra-
tion, inference from experimental observations, expert judgment and improvement
of the physical models. As a result, epistemic uncertainty is described as reducible
uncertainty. The use of mathematical models and the choice of model assumptions
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can contribute to this effect. The resolution from the numerical grid cell size of a
model offers an approximation to system behaviour, which can be a source of epis-
temic uncertainty. The simplification of complex nonlinear systems using linear ap-
proximate models gives rise to this type of uncertainty [17].
For the characterization of epistemic uncertainty, the statistical distribution types
are not suitable to be used to describe the nature of the epistemic parameter due
to the lack of knowledge or information about the uncertainty. Studies conducted
by Oberkampf [13] and Helton [2] show that the modeling of epistemic uncertainty
with probabilistic approaches may lead to inaccurate predictions for uncertainty in
the responses, due to the lack of information on the characterization of uncertainty
as probabilistic. One approach to model the epistemic uncertainty is to characterize
it with intervals. In this approach, the upper and lower bounds on the uncertain
variable can be prescribed using either limited experimental data or expert judg-
ment. All values within this interval are equally likely to occur because it is not
appropriate to assign a statistical distribution to epistemic uncertain variables. Ex-
amples of epistemic uncertainties associated with aerodynamic simulations can in-
clude the value of turbulence modeling parameters and fluid transport quantities.
Hence, epistemic uncertainty is not well characterized by probabilistic approaches
because it might be difficult to infer any statistical information due to the nominal
lack of knowledge.
2.4 Probability distribution estimation
The uncertainty on the parameters driving the model output needs to be quantified
accurately in order for the UQ analysis to be reliable. The probability distribution
estimation of the parameters can be carried out in several ways:
• by assumption: probability distributions are assigned to the parameters rely-
ing on experience and wisdom, by measurement: extensive measurements of
the parameters are carried out and probability distributions are fitted to these
experiments
• by inference: the probability distributions are reconstructed using measure-
ments of the quantity of interest (QoIs).
The quality of the UQ analysis carried out will depend strongly on the quality of
the distributions constructed. Once probability distributions are available for all
the input quantities in the computational algorithm, the objective is to compute the
PDFs of the output quantities of interest. This step is usually the most complex
and computationally intensive for realistic engineering simulations. A variety of
methods are available in the literature, from sampling based approaches (e.g. Monte
Carlo) to approximated methods (e.g. Response Sensitivity Analysis or Polynomial
Chaos). In the next chapters, some of these methods will be described in detail, with
a particular focus on the ones which have been used by the author.
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2.5 Propagation of uncertainties
There are two major types of problems in uncertainty quantification: forward uncer-
tainty propagation, which is the most frequently used, and backward uncertainty
propagation [18]. The work carried out by the author will only focus on the for-
ward uncertainty propagation, which is the quantification of uncertainties in system
outputs propagated from stochastic inputs.
FIGURE 2.1: Schematic description of the different types of propaga-
tion of uncertainties
The targets of uncertainty propagation analysis can be:
• to evaluate low-order moments of the outputs, i.e. mean and variance,
• to evaluate the reliability of the outputs. This is especially useful in reliabil-
ity engineering where outputs of a system are usually closely related to the
performance of the system,
• to assess the complete probability distribution of the outputs. This is useful in
the scenario of utility optimization where the complete distribution is used to
calculate the utility.
2.6 Description of statistics
Statistics is a mathematical science pertaining to the collection, analysis, interpola-
tion or explanation, and presentation of data [19]. Statistical methods can be used
to describe a collection of data and this is called descriptive statistics. In addition,
patterns in the data may be modelled in a way that accounts for randomness and
uncertainty in the observations, and then are used to draw inferences about the pro-
cess or population being studied; this is called inferential statistics. Descriptive,
predictive, and inferential statistics comprise applied statistics [20]. In the uncer-
tainty quantification framework, the statistics is important to predict the behaviour
of the system. This is because that the concept of robust design is to minimize the
variation in the performance of the system as well as to pull the mean performance
onto the target value. If input parameters are characterized using PDFs, the mean
and variance of input parameters can be derived based on their types of PDFs. The
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mean is the centre of area of the distribution – summarizing the location properties
of the distribution. The variance is the second moment of area of the distribution
about the mean - summarizing the way in which the area is spread over the object.
The rth moment about the origin, also called raw moment, of a random variable X,
denoted by µ
′
r is the expected value of Xr, simbolically expressed as:
µ
′
r = E (X
r) = ∑
x
xr f (x) (2.1)
for r = 0, 1, . . . n when X is discrete, and
µ
′




xr f (x) dx (2.2)
when X is continuous. For r=1, the raw moment is µ
′
1 = E (X) = µx, which is
the mean of the distribution of X, or simply the mean of X.
When the rth moment is not about the origin, but is about the mean of a random
variable X, then is denoted by µr and is the expected value of (X− µX)r, which can







(x− µX)r f (x) (2.3)








(x− µX)r f (x) dx (2.4)













(x− µX)2 f (x) dx = Var(X) = σ2 (2.5)
Its unit is the square of the unit of the random variable. Hence, it always has
a positive value. It measures the spread of the distribution. Thus, a zero variance
implies a deterministic variable.
The positive square root of the variance is the standard deviation, which is also
considered a "second moment" quantity and is usually indicated with σ. The ra-
tio between the standard deviation and the mean is called Coefficient Of Variance
(COV), and is a measure of the relative spread of the distribution. This ratio is di-
mensionless and so is often used to cast formulae in a dimesionless form.
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2.7 Uncertainty quantification techniques
Engineering design commonly assumes nominal values for uncertain parameters to
simplify the design process. Unfortunately, this simplification can lead to a product
that exhibits performance worse than nominal in real-world conditions. The accu-
rate solution of physical problems in terms of mathematical models requires a fully
understanding of all the basic phenomena involved and their detailed description,
in general, in terms of ordinary or partial differential equations. Such models are for-
mulated in terms of physical properties or constants that, in general, contain some
level of uncertainties. Therefore, to obtain more realistic models and results that
more closely reflect the real world, uncertainty should be considered more formally
(as opposite to through sensitivity analysis) in the performance/design and oper-
ation/control simulation of energy systems. In order to quantify this uncertainty,
the distribution of model inputs should be propagated through the model to ob-
tain distributions on model outputs. The simulation of advanced energy systems
has widely used for understanding the performance of such systems. However, it is
difficult to analyse this kind of system taking into consideration their variability be-
cause traditional probabilistic approaches are very computationally expensive even
though such probabilistic approaches for uncertainty analysis can significantly im-
prove the quality of the analysis results. Traditional probabilistic approaches include
Monte Carlo simulation (MC) which is a typical sampling method, which requires
a large volume of samples in order to obtain the probabilistic information (i.e. the
mean, variation, skewness, and probability distribution function). This also required
a large amount of computer memory. Such a large volume of samples makes it pro-
hibitive to apply sampling methods on advanced energy systems. To get around this
problem, a number of approximate probabilistic modeling approaches have been
proposed in the literature, which can be grouped into several types of approaches:
Response Sensitivity Analysis, Polynomial chaos, Mid-range Approximation Meth-
ods and Response Surface. These methods provide approximate solutions that can
closely approximate the MC result, which is able to provide relatively speaking the
exact solution. The advantage of these methods is that they guarantee highly effec-
tive computational time for which large-scale energy system is crucial. Some of these
approaches are explained in detail in Chapter 3 and a state of art is briefly described
below in the following section.
In general, uncertainty propagation techniques may be analytical, approximated, or
numerical.
2.7.1 Analytical Propagation Methods
For simple models in which the output is a function of linear combination of model
inputs with no dependency, the propagation of probability distributions through the
model is straightforward. For such cases, the Central Limit Theorem (CLT) can be
used. CLT states that if we have a population with mean µ and standard devia-
tion σ and take sufficiently large random samples from the population with replace-
ment, then the distribution of the sample means will be approximately normally
distributed. To take a sample "with replacement" means that when a unit is selected
at random from the population it is returned to the population, and then another
element is selected at random [21].
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• Advantages: Analytical propagation techniques based on the CLT are straight-
forward and easy to implement to simple models in which the model output
is a linear sum or products of model inputs
• Disadvantages: Although the results of the CLT approach are useful in some
cases for propagating the mean and the variance through a simple linear model,
they do not imply anything about the shape of the model output distribution.
Moreover, the implications of the CLT are relevant only if the conditions of the
CLT exist for a particular situation. Thus, if a model contains both products
and sums of inputs, or for which some of the inputs are dominant over others,
or for which some of the inputs are not statistically independent, the analytical
propagation techniques based on the CLT cannot be used.
2.7.2 Approximation Methods based on Taylor Series
There are a number of methods based upon the use of the Taylor series expansions
for propagating the mean and other central moments of random variables through
a model. The basic approach is to take a general function, such as:
y = h(x1, x2, . . . , xn) (2.6)
and then expand the function about the point [E(x1), E(x2), . . . , E(xn)] using a
multivariate Taylor series expansion. The series is usually truncated at a specified
set of higher order terms. For example, the mean of the output can be approximated
as [22]:








σ2x,i + [high order terms] (2.7)
The function h and the partial derivatives on the right side are evaluated at the
point [E(x1), E(x2), . . . , E(xn)]. The variance of the model output, σ2y , of statistically



















µ3 (xi) + [high order terms] (2.8)
where µ3 (xi) is the third central moment of each input random variable.
• Advantages: based upon a sufficient number of central moments for a model
output, it may be possible to select a parametric probability distribution model
that provides a good representation of the output distribution [22]. Once a
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parametric distribution of the output is specified, prediction can be made re-
garding any percentile of the model output. Thus, as an advantage of approx-
imation methods based upon Taylor series, it may only be necessary to propa-
gate the moments of each probability distribution of the model inputs instead
of the entire probability distributions
• Disadvantages: approximation methods based on Taylor series typically have
three major limitations [22]. First, as a primary limitation in application of
these techniques, the model function should be differentiable. Therefore, these
methods cannot be applied to problems with discrete or discontinuous be-
haviours. Second,these methods are computationally intensive as they typi-
cally require the evaluation of second order (and potentially higher) deriva-
tives of the model. Third, although these techniques are capable of propagat-
ing central moment of input distributions, information regarding the tails of
the input distributions cannot be propagated.
2.7.3 Numerical Propagation Techniques
The most common techniques for numerical propagation of uncertainty and vari-
ability are sampling based methods. Some of the sampling based methods for prop-
agating probability distributions are Monte Carlo, Fourier Amplitude Sensitivity
Test (FAST) and Reliability Based Methods. Among those Monte Carlo is by far
the most well-known and broadly used. In Monte Carlo simulation, a model is run
repeatedly, using different values for each of the uncertain input parameters each
time [23, 22, 24]. The values of each of the uncertain inputs are generated based on
the probability distribution for the input. With many input variables, one can en-
vision Monte Carlo simulation as providing a random sampling from a space of m
dimensions, where m is the number of inputs to a model. As a general approach
for applying Monte Carlo simulation to a model, for each input a probability dis-
tribution should be specified. Random samples are generated from the each of the
probability distributions. One sample from each input distribution is selected, and
the set of samples is fed into the model. The model is then executed as it would be
for any deterministic analysis. The process is repeated until the specified number of
model iterations has been completed. Thus, instead of obtaining a single number for
model outputs as in a deterministic simulation, a set of samples is obtained. These
can be represented as CDFs and summarized using typical statistics such as mean
and variance. Most numerical simulation methods, including random Monte Carlo,
require the generation of uniformly distributed random numbers between 0 and 1
[22]. Given a uniformly distributed random variable, several methods exist from
which to simulate random variables that are described by other probability distri-
butions (e.g., normal, lognormal, and gamma). These methods include the inverse
transform, composition, and function of random variables [24]. In addition, meth-
ods exist for simulation of jointly distributed random variables, which enables one
to represent correlations between two or more simulated random variables.
• Advantages: their output provides more information compared to analytical
and approximate methods. Moreover, because Monte Carlo methods provide
a probability distribution of the output, they avoid the problem of compound-
ing conservative values of input variables. Additional advantages follow from
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the information provided by Monte Carlo simulation. For example, results
based on Monte Carlo simulations are typically conducive to sensitivity anal-
ysis, permitting the risk assessors to determine where additional data will be
most useful in reducing uncertainty [25, 26]
• Disadvantages: because Monte Carlo simulation requires multiple iterations
of a model, such simulations can be computationally intensive if the model re-
quires a large run time per simulation. Furthermore, depending on the data
quality objectives of the analysis, it may be necessary to perform a large num-
ber of simulations. Although not a limitation of the method itself, in prac-
tice results based on Monte Carlo simulations are easy to misuse by stretching
them beyond the limits of credibility. For example, problems can arise when
inexperienced analysts use commercial simulation packages due to ease of ap-
plication and lack of familiarity with underlying assumptions and restrictions.
Typical misapplications of Monte Carlo simulation include failure to properly
develop input distributions and misinterpretation or over-interpretation of re-
sults. For example, it is not possible to have a precise estimate of an upper
percentile of an output distribution without a large simulation sample size.
2.8 State of the art
An extensive literature on this argument has appeared in the last 70 years, since
Stanislaw Ulman came up with the Monte Carlo method in 1946 [27]. As shown
in Table 2.1, many methods have appeared during the years, addressing different
issues. The list includes some of the methods that will be presented in Chapter 3,
without the ambition to present all the methods available today. As it is often the
case in numerical methods, the main issues encountered in the propagation of uncer-
tainties are related to the achievement of a good balance between accuracy and time
consumed. Since "there ain’t no such thing as a free lunch", all the methods presented
have strengths and weaknesses, thus methods applied to particular problems need
to be accurately selected.
TABLE 2.1: Methods for propagation of uncertainty and approximate
year of appearance
Name Year Reference
Wiener chaos expansion 1938 [28]
Monte Carlo method 1946 [27]
Quasi-Monte Carlo method 1961 [29]
Latin Hypercube 1979 [30]
Response Sensitivity Analysis 1981 [31]
Multi-Point Approximation Methods 1996 [32]
Sparse Grid Quadrature 1998 [33]
Generalized Polynomial Chaos 2002 [34]
A comparative analysis of the main methodologies for uncertainty propagation
and quantification has been carried out by Cuneo, Traverso and Shahpar [23], iden-
tifying the strength and weakness of such methods when applied to the engineering
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field. Only a limited number of applications of any of these methods have been ap-
plied in the literature to the performance/design and operation of energy systems.
For example, Subramanyan and Diwekar [35, 36], Suo and Huang [37] and Hart and
Jacobson [38] have applied the MC approach to some aspect of uncertainty related to
the design and/or operation of energy systems, while Gorla [39] has done the same
but using another approximated method called Fast Probability Integration (FPI).
The author himself has made use of the Monte Carlo method to study of the prop-
agation of uncertainties in a recuperator [40] and in hybrid systems [41, 42], which
will be discussed in more details in the following chapters.
Related to the Polynomial Chaos, Montomoli et al. [43] have studied the uncer-
tainties in film cooling geometry due to manufacturing processes. Panizza et al.
[44] applied the sparsegrid approach on the uncertainty quantification of a centrifu-
gal compressor performance and demonstrated the effectiveness of it compared to
Monte Carlo. Abraham et al. [45, 46] presented a non-intrusive regression-based
method for building sparse PC expansions, demonstrating its strength for CFD ap-
plications considering geometrical and operational uncertainties, while Ghisu et al.
[47] evaluated the variability in the performance of a generic modular-core com-
pression system for a three-spool modern gas turbine engine subject to uncertain
operating conditions. Polynomial Chaos Expansion was also applied by Coppitters
et al. [48] coupled with a multi-objective optimization algorithm to a photovoltaic-
eloctrolyzed system subject to techno-economic uncertainties.
The Multi-Point Approximation Method was used by Shahpar and Caloni [49] to
carry out a high-fidelity design optimization, and adapted by Korolev et al. [50] to
solve large scale engineering optimization problems with uncertainty in the design
variables and in additional variables which cannot be addressed by the designer,
showing its potential against some benchmark optimization problems such as the
ten-bar truss and the cantilever beam.
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Chapter 3
Stochastic Methods for the analysis
of Energy Systems
3.1 Introduction
All models of real systems exhibit such uncertainties to one extent or another. There-
fore, to obtain more realistic models and results that more closely reflect the real
world, uncertainty should be considered more formally (as opposite to through sen-
sitivity analysis) in the performance, design and operation/control of energy sys-
tems.
Uncertainty quantification has been widely used for decision-making procedures in
work done on product management and scheduling. However, it is difficult to ap-
ply to large-scale system because traditional probabilistic approaches are very com-
putationally expensive. Even though such probabilistic approaches for uncertainty
analysis can significantly improve the quality of the analysis results, only a few cases
have been reported in the literature applied to energy system.
In engineering design under uncertainty, the uncertainties are usually modelled us-
ing probability theory. In Reliability-Based Design Optimization (RBDO), variations
are represented by standard deviations, which are typically assumed constant, and a
mean performance is optimized subject to probabilistic constraints. In general, prob-
ability theory is very effective when sufficient data is available to quantify uncer-
tainty using probability distributions. However, when sufficient data is not available
or there is lack of information due to ignorance, the classical probability methodol-
ogy may not be appropriate. For example, during the early stages of product de-
velopment, quantification of the product’s reliability or compliance to performance
targets is practically very difficult due to insufficient data for modelling the uncer-
tainties. A similar problem exists when the reliability of a complex system is as-
sessed in the presence of incomplete information on the variability of certain design
variables, parameters, operating conditions, boundary conditions etc.
Probabilistic and Randomized Methods for Design under Uncertainty examines un-
certain systems in control engineering and general decision or optimisation prob-
lems for which data is not known exactly. Uncertainty in model parameters depends
on the model granularity level. For instance, model parameters in transient simu-
lation models describe the physical behaviour of an individual component while
those in normative models describe the characteristics of systems at an aggregate
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level. Accordingly, uncertainty associated with different levels of model parame-
ters should be separately investigated. Hence, quantification uncertainty is accom-
plished by the three steps:
1. investigating physics-based equations that parameterize the behaviour of aggregate-
level parameters with a set of detailed model parameters;
2. quantifying uncertainty in the detailed model parameters from the literature
review or experimental data;
3. propagating quantified uncertainty through selected equations to derive a prob-
ability distribution for one aggregate-level parameter.
As discussed in Section 2, Uncertainties in the results of system can be affected
by several uncertainty resources, which can be categorized into direct and indirect
sources. Since not incorporating these uncertainties into the modelling process may
produce misleading results, it is important to consider uncertainty effects on system
simulation, design and operation/control.
3.2 Probabilistic design methods
A deterministic model (i.e. one without uncertainty considerations) or nondetermin-
istic/probabilistic model (i.e. one with uncertainty considerations) can be described






where the vector ~M represents a set of system output values, and vectors ~X and
~Y correspond to a set of design and operation/control variables, respectively. If the
model is a non-deterministic or probabilistic one and the uncertainties on and are
known, their effects on system development and performance can be evaluated via
several possible probabilistic design methods, which can be divided into sampling
method and approximate methods, i.e.:
• Sampling methods





– Response Sensitivity Analysis (RSA)
– Polynomial Chaos (PC)
– Fast Probability Integration (FPI)
– etc.
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Traditional probabilistic approaches include Monte Carlo simulation (MC), which
is a typical sampling method requiring a large number of repeated simulations in or-
der to obtain the probabilistic information (i.e. the mean, variation, skewness, and
probability distribution function). However, when there is a large number of degrees
of freedom are being used to determine the optimal operation/control of the system,
the MC is so computationally intensive that combined with large-scale optimization
it renders the problem computationally unfeasible. Because of this weakness, other
modified sampling methods have been proposed; but these are still inadequately
modified for being able to apply them to large-scale system simulation and opti-
mization.
This computational difficulty can be overcome by the use of approximated meth-
ods like Response Sensitivity Analysis (RSA), Polynomial Chaos (PC) and Response
Surface (RS). These methods provide approximate solutions that can closely approx-
imate the MC result, which is able to provide probably the exact solution. The ad-
vantage is that they guarantee highly effective computational time for which large-
scale energy system optimization is crucial. In fact, these are approximate methods,
which can only approach the results extracted from sampling methods such as MC,
which provides exact solutions as the number of samples approaches infinity. Of
course, how close the approach is and how robust the convergence to a solution de-
termines the viability of the approximate methods.
It is important to underline that all these methods require that the input variables are
independent and so uncorrelated. Independency means that their joint probability
distribution is the product of their marginal probability distribution. On the other
hand, uncorrelation means that their correlation coefficients are zero. If the input
variables are correlated, they can easily be made uncorrelated, taking into consider-
ation their covariance [51, 52], but the higher is the number of variables the higher
is the complexity to make them uncorrelated. For example, to apply PC when the
inputs are correlated, some methods have been proposed, i.e. linear transformation
[53], L-L expansion [54] or proper orthogonal decomposition [55]. All of these fix
the problem by applying transformation to remove the correlations, which increase
the complexity of the problem and degrades the convergence rate because of in-
creased non-linearity [56]. Response Sensitivity Analysis can take into account the
correlation through the variables, considering the covariance between them in the
evaluation of the output variance [57]. However, it is common to assume that the
uncorrelated random variables resulting from the transformation can be treated as
independent. This assumption is valid for uncorrelated standard normal variables,
but may be an approximation for uncorrelated standard uniform, exponential, beta,
and gamma variables. Hence, in this way, the UQ methods could be applied. On the
other hand, if the correlation between the input variables is not taken into account
in a proper way, a large error in the results can occur.
3.2.1 Monte Carlo
The Monte Carlo algorithms family is widely used within numerical mathematics,
statistics, and UQ. Historically, the idea of this algorithm appeared in the 1940s, hav-
ing John von Neumann, Stanislas Ulam, and Nicolas Metropolis as its inventors [27].
In a real world system, design and operation/control variables show characteristics
of randomness with a certain degree of uncertainty. This uncertainty can be de-
scribed by random numbers corresponding to particular probabilistic distributions.
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MC can then be used (and has widely been used) to determine the propagation of
this uncertainty in the computational analysis of various physical and mathematical
problems. MC is particularly distinguished as a probabilistic simulation technique
since it can solve extremely complex and discontinuous problems precisely, pro-
vided the model is simulated with a high enough sampling number. Once the prob-
abilistic information of a variable such as the mean value, the variance, and/or the
probability distribution is known, the randomness of the variable can be simulated
close to its true or real randomness using a random number generator. Such a gener-
ator is based on a computational algorithm and, thus, is only a pseudo-random num-
ber generator. This is because computational algorithms produce long sequences of
apparently random results, which are in fact completely determined by a shorter ini-
tial value, known as a seed value or key. Repeating the simulation of the analyzed
systems based on a set of randomly generated input variable values and storing the
system output values, a set of probabilistic values and probability distribution func-
tions (PDFs) of the output variables are obtained. This type of generator is useful for
simulating the real randomness of the variables in computational studies.
In MC n random samples are generated based on a prescribed probability density
function (PDF), where n is user-defined and depends on the problem itself. After-
wards, each generated sample is the input in the numerical solver of the system and
the resulting numerical equation is solved. Note that after the stochastic input is
plugged into the model of the system, the problem becomes deterministic. Finally,
after all samples are propagated, the last step consists of post-processing, such as
the statistical evaluation of the PDF for each output (i.e. mean, variance, standard
deviation, etc.).
FIGURE 3.1: Schematization of Monte Carlo approach
This type of approach explicitly results in exact uncertainty (relatively speaking)
propagation from the input variables to the system responses, assuming that the
sampling number is high enough. Moreover, the probabilistic information of the
system outputs quantify the range in the confidence level with which the perfor-
mance of the system can be viewed relative to the objective limits set on the system.
However, even though MC produces exact solutions and is a powerful probabilistic
design method for complex nonlinear energy systems, it is not very practical because
of the very large computational effort or burden required. In fact, even if this method
is really robust and versatile, it has a slow convergence rate with a probabilistic er-
ror of o(1/
√
M), where M represents the number of samples. It features a major
disadvantages, this is its accuracy depends on large number of executions, making
it computationally expensive. However, it is important to remark that the conver-
gence of MC is weakly dependent of the number of dimensions [58], thus, when the
number of dimension is high (typically >50) it is a very good choice. When only
few numbers of samples are available for the analysis, a useful approach to estimate
the confidence intervals of the moments is the Bootstrap method [59]. When only
limited samples are available, the bootstrap method can provide an efficient way of
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estimating the distribution of statistical parameter using the re-sampling technique
[60]. The idea is to create many sets of bootstrap samples by re-sampling with re-
placement from the original data. The size of the initial samples is n and the number
of bootstrap resamplings is p. Each re-sampling can be performed by sampling with
replacement n data out of the n initial samples (hence, the bootstrap samples contain
repeated values from the initial samples and omit some of the initial values). Since
the re-sampling process draws samples from the existing set of samples, it does not
require additional simulations. Since the re-sampling procedure allows for selecting
data with replacement, the statistical properties of the re-sampled data are different
from those of the original data. This approach allows estimating the distribution of
any statistical parameter without requiring additional data. The standard error or
confidence intervals of the statistical parameter can also be estimated from the boot-
strap distribution. However, the bootstrap method provides only an approximation
of the true distribution because it depends on the values of the initial samples.
To overcome the computational problem of traditional MC, several improvements
of this method have been developed, which can be classified into the following two
classes: variance reduction techniques and quasi-random or low-discrepancy sam-
pling [61, 58]. Other techniques are related to new efficient Design of Experiment
(DoE) sampling techniques, e.g. Latin Hypercube [30], Halton or Hammersley sam-
plings [62, 63], have been used. A second option for reducing the computational
cost, used in optimization procedures, is to combine MC methods with a surrogate
or approximate model, which allows a cheaper evaluation of the deterministic out-
put (e.g. Kriging methods [64]). An alternative sampling method, on which the
focused was posed in the last few years, is the Quasi-Monte Carlo (QMC) method.
Recently quasi-Monte Carlo algorithms have been successfully used for very large
values of dimensions, especially in financial applications; see [65, 66]. The errors
for these examples were observed to be independent of d and were of order n− 1.
Hence, quasi-Monte Carlo algorithms win in two ways over Monte Carlo, in that
we have both a better exponent of convergence and a better assurance of error. On
the other hand, the quasi Monte Carlo methods seek to construct nodes that per-
form significantly better than the average [67], which means that the nodes are de-
terministically chosen, such that a small error is guaranteed. The error bound of
the method can be improved to O
(
M− 1 (log M)d−1
)
, if the nodes are properly
chosen [67]. The main difference between Monte Carlo methods and quasi Monte
Carlo methods is that quasi Monte Carlo methods are completely deterministic, thus
the error bounds are also deterministic. Moreover, the quasi Monte Carlo method
can significantly reduce the computational effort. Detailed information about these
methods can be found in [67, 66, 68]. QMC methods are known to work better
than MC methods when the integrand is sufficiently smooth, whereas they can com-
pletely fail on an integrand of unbounded variation [69]. Quasi-Monte Carlo method
uses low discrepancy sequences in order to uniformly covers the sampling domain.
Unlike pseudo-random sequences, quasi-random sequences do not attempt to imi-
tate the behaviour of random sequences. Instead, the elements of a quasi-random
sequence are correlated to make them more uniform than random sequences, and





where d is the dimension of the random space. Some
have objected to the name quasirandom, since these sequences are intentionally not
random. Because of the correlations, quasi-random sequences are less versatile than
random or pseudo-random sequences. They are designed for integration, rather
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than simulation or optimization. On the other hand, the desired result of a simula-
tion can often be written as an expectation, which is an integral, so that quasi-Monte
Carlo is then applicable.
Another promising new approach is based on a Multi-Level Monte Carlo (MLMC)
method e.g. as introduced by Giles [70] and it shows great potential for CFD related
stochastic analysis. This method is a powerful tool in the context of uncertainty
quantification for hyperbolic systems of conservation laws. The method appears to
be flexible and can be used for different types of uncertain inputs such as random
initial data, source terms or flux functions. Moreover, the MLMC method can deal
with a very large number of sources of uncertainty. For instance, a computation for
shallow water equations with uncertain bottom topography is reported, involving
approximately 1000 sources of uncertainty, while being several orders of magnitude
more efficient than the standard Monte Carlo method, without applying surrogate
models [71]. The MLMC method is based on the use of different levels of accuracy
for the deterministic analysis and a different number of sampling points for each
one. The statistical representation of the result of the MLMC method is ensured by
a high number of sampling points analysed with a low level of accuracy whereas
the discretization error is controlled by a short number of sampling points analysed
with a high level of accuracy. This combination provides very good quality results
for the stochastic analysis with a much more reasonable computational cost com-
pared with classical MC method.
In conclusion, even though MC produces exact solutions and is a powerful proba-
bilistic design method for complex nonlinear energy systems, it is not very practical
because of the very large computational effort required. This is because in engineer-
ing application, one function evaluation is very expensive. The sampling methods,
even the improved methods, are not an appropriate choice in our case to compute
statistics of the flow, since they do not offer the possibility to improve the approxi-
mation quality by additional knowledge of the underlying function, e.g. smoothness
information.
Mean Square Pure Error Methodology
In simulation models using the Monte Carlo method, the Experimental Error hence
varies with the variation of the sample’s size and depends on the number of times
the simulation is replicated, namely the function of the number of replicated runs.
Many researchers studying these issues recommend a rather large number of repli-
cated runs. In conventional DoE and RSM applications, the experimental campaign
following the design phase is carried out on the real system from which some sam-
ples are usually taken to be analyzed in terms of objective function or, in some cases,
by measuring the responses directly in the system itself. The Sum Squares Error
(SSE) whose amount comprises all the experiment-related and model-related errors
expressed in terms of Sum Squares for Pure Error (MLMC) and Lack-of-Fit Sum
Squares (SSLOF) respectively, allows to determine the fraction of the Sum Squares
Total (SST) or the total variability that still escapes the experimenter’s comprehen-
sion [72]. Figure 3.2 shows how the error is spread between the experimental phase
and the system modelling phase.
As stated above, SSPE is the pure error component and, as such, it cannot be
controlled by the experimenter. It is expressed by:
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N − a (3.3)
where u stands for the experimental responses replicated at the same experimen-
tal level, yi is the mean of the observations under the same i-th level of the indepen-
dent variables, N is the total number of observations, a is the number of the levels
of the independent variables, and ni is the number of replications under the i-th
level. SSLOF is the error component due to the model’s lack of fit and namely the









a− (p + 1) (3.5)
being p + 1 the total number of β regressors appearing in the meta-model.
When the system is, instead, a complex industrial plant working by its own very
nature in a discrete mode and in the presence of high stochasticity, for obvious rea-
sons of convenience, costs and time, the intervention carried out directly on it to
test new operating hypotheses is avoided and it is hence preferred to build a new
simulation model in which new experimental tests are to be done. This way it is
possible to avoid any interference with the operating of the real system and to test
also especially innovative and, at times, even daring hypotheses, obtaining faster re-
sponses with almost negligible costs thanks to the computation power of electronic
processors. While the advantages of this approach are absolutely clear, the need to
translate the real system into a simulation model generates, however, with regard
to what has been said in the previous paragraph, a double component of additional
error that must be taken into account (see figure 3.3):
• the first component is directly related to the transcription of reality into the
simulation model
• the second is linked instead to the transformation of the pure error that changes
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from invariant time into developmental in the simulated time (or in the repli-












where n0 is the project’s number of experimental replications, namely of repli-
cated runs of the simulation model. According to the theory, pure error can be
calculated at the center of the experimental domain by replicating the so-called
central tests [46].
FIGURE 3.3: Schematic decomposition of the experimental error in
simulation applications
Under these conditions, Mean Square Pure Error (MSPE) takes on, in the sim-
ulated time, the shape of knee-shaped curve whose trend tends asymptotically to-
wards the background noise in the real system. Choosing a run time or a number of
experimental replications capable of ensuring the smallest possible MSPE compati-
bly with the level of stochasticity typical of the real system, with the time available
for the delivery of the results and the Lack of Fit becomes then crucial in MCs. This
important phase becomes decisive when facing optimization problems and it deter-
mines the outcome of the project chosen, as it affects the MSLOF and MSPE [74].
According to the universally accepted definition, a Monte Carlo simulator is a teller
of the possible histories of the object system. The “goodness” model depends not
only on its constructor ability (i.e., system analysis, data survey, and logic transcrip-
tion) but also on a correct experimental activity, which should include, among its
main targets, experimental error measurement, which is generally distributed as a
normal distribution (0, σ2), affecting the model [75, 72, 76]. The σ2 entity, which can
be estimated according to Cochran’s theorem [72] through the measurement of the
mean square pure error (MSPE), its unbiased estimator, is an intrinsic characteristic
of each model. σ2 is strictly connected to the investigated reality, since it is directly
dependent on the overall stochasticity by which this reality is affected. The study of
the MSPE trend makes it possible to solve the problem through a graph whose ex-
amination clearly points out, without any particular difficulty in interpretation, the
total model noise fraction in each simulated run [77].
In order to obtain the evaluation of MSPE results, it is necessary to study the evo-
lution in the replicated runs both of the variance of the sampling distribution of the
sample mean (MSPEMED) and the variance of the sampling distribution of the sam-
ple standard deviation (MSPESTDEV). These two parameters, taken together, allow
choosing the numbers of runs needed to obtain an unbiased evaluation of the exper-
imental error affecting the objective function. As it is well known, the larger are the
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samples; the better is the description of the population. With this methodology, it is
possible to graphically highlight the evolution of the variance experimental error as
a function of the sample size.
For the experimenter, the problem does not lie in obtaining a theoretical MSPE = 0,
which by result of the central limit theorem can be obtained for a sample of infinite
amplitude, but rather in limiting the number N of runs by a thorough check of the
evolution in the experimental error in terms both of magnitude and stabilization so
as to limit also its impact on the response to acceptable values. This way the ex-
perimenter will be able to choose the best trade-off between the experimental cost
and the expected results. Furthermore, the knowledge in each point of the values
of MSPEMED and MSPESTDEV allows carrying out important inferences on the
behaviour of the real experimental response, which can vary between a minimum
value and a maximum value.
TABLE 3.1: Collection of experimental data for MSPE calculation
Experimental Table
Runs
y1,1 y1,2 . . . y1,K
y2,1 y2,2 . . . . . .
y3,1 y3,2 . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
yN,1 yN,2 . . . yN,K
The technique for MSPE study in replicated runs, can be divided into the follow-
ing phases:
1. set a number K > 2 of simulation runs, carried out in parallel, in which the
independent model variables are maintained always at the same level, modi-
fying only the triggering seeds of the random numbers. In the case of a single
replication factorial experiment or central composite design application, K will
be equal to the central runs used in the experimental design (in this regard, it
should be borne in mind that the variance of the pure experimental error must
be constant in each point of the operability region and hence at the center as
well as along the boundary)
2. determine a number N >> 1 of replications yij with i = 1, . . . , N, j = 1, . . . , K
for each simulation run (see Table 3.1)
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5. calculate N values of the MSPEMED, with i ≤ j ≤ K and with 1 ≤ i ≤ N, as







These values, transferred on the plane (i, MSPEMED), highlight the trend of the
mean square pure error curve in the replicated runs, thus showing, step by step, the
entity of the error variance affecting the simulation trial by impacting each objective
function. As mentioned above, according to Cochran’s theorem, MSPEMED is the
best estimator of the experimental error variance σ2 and, consequently, allows for
the measurement of the experimental error affecting the mean value of the means
distributions.
TABLE 3.2: Means calculation for MSPE
Means Table
Runs Row Mean






y2,2 . . . . . . . . .
. . . . . . . . . . . . . . .










The same approach is also valid for the standard deviation.
The knowledge of the MSPE values in each point makes it possible to obtain impor-
tant inferences on the behaviour of the real experimental responses. In fact, always
by the effect of Cochran’s Theorem, it makes it possible to know the interval in which





VAR + MSPESTDEV ≤ y∗






where VAR is the square of stdevN . Moreover, it should be noted that when each
sample of experimental responses, resulting from K parallel runs, would be broad
enough to provide an exhaustive description of the population behaviour, the two
MSPEs evolving in the runs would crash on the X−axis (MSPE = 0). This way the
totality of the stochastic description of the real system, and, hence, in the model, is





MSPESTDEV = 0 (3.12)
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then equation 3.11 becomes:
yMED − 3
√
VAR ≤ y∗,∞ ≤ yMED + 3
√
VAR (3.13)
For the experimenter, the problem is not to obtain a theoretical MSPE = 0 but to
limit the number of runs N through a careful check of the experimental error evolu-
tion in terms of both of magnitude and adjustment, so as to limit also its impact on
y∗ to acceptable values.
As concerns the number of K runs carried out in parallel, it is clear that the inter-
est to choose a high K value can be correct. In fact, the higher the K, the wider the
sample used for the operation. Therefore, the K size necessarily affects the accuracy
of the mean of the dependent variable mean/variance distribution. In many cases,
despite the computational power available, it may happen that, as K grows, the time
to calculate MSPE quickly becomes heavy.
It is an obvious consequence that the study of the experimental error evolution, and
the resulting search for the characteristic background noise, can be particularly bur-
densome, due to the lack of a careful setting of the various parameters. While, for
the purpose of a correct evaluation of both the stochastic effect on the experimental
response and the characteristic noise, it is important for N to choose values having
a size of 104 or greater.
In summary, the steps necessary for a correct experimental campaign with the Monte
Carlo method are:
1. Construction of the two MSPEMED and MSPESTDEV curves as a function of
replicated runs as shown in Figure 3.4
2. Identification of the number of runs necessary for both curves to achieve stabi-
lization based on the analysis of the two graphs. It should be noted that, until
the curve does not reach an appropriate stabilization phase, the error magni-
tude may even change from one experimental campaign to another, leading,
under the same conditions, to extremely different simulation outputs
3. Use of the number of runs determined above for the model experimentation
phase.
3.2.2 Response Sensitivity Analysis
One of the most practical methods of uncertainty analysis is the approximate Re-
sponse Sensitivity Analysis (RSA), in which the output parameters of the system can
be found with the use of series Taylor expansions. This type of approach is necessary
because the simulations based on deterministic models may provide incomplete and
often erroneous assessments of the results output of the system. For this reason, in
order to get information as complete as possible, it is necessary to be able to obtain
indications on the sensitivity (variation) and the uncertainty related to the results. It
can be said that, in contrast to deterministic analysis, which does not provide any
answers on the interval of validity of information or on the level of uncertainty of the
results, the RSA method, guarantees the obtaining of these fundamental information
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FIGURE 3.4: MSPEMED and MSPESTDEV evolution curves
relying of an analysis system that uses the Taylor series expansions applied to the
sensitivity of the system response [57]. The moment of the first order (mean value)
and the moment of the second order (standard deviation) of the system outputs can
be easily estimated by the development in Taylor series.
If the system has highly nonlinear behaviours and distributions of input values are
nonnormal, the RSA method can make mistakes when calculating the results. How-
ever, being a method computationally not expensive (in contrast to the MC) it can
be easily applied for the analysis of energy systems.
Using the RSA method, there are only two cases in which the probabilistic (PDF
information, µ, σ) for system outputs ( ~M) can be estimated with precision, they are:
• when the explicit relationship (gMj(~Z)) that correlated each of the system’s out-
put value (Mj) to the input values (~Z) and also if every probability distribution
( f (Zi)), be it normal or non-normal, corresponding to each single input (~Z) is
statistically independent of each other is known, it is possible to determine nu-
merically or analytically probabilistic information for each system output. For
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• when there is an implicit linear relationship (gMj(~Z)) between each of the sys-
tem’s output value (Mj) and the input values (~Z) and if each probability dis-
tribution ( f (Zi)) corresponding to each single input (Zi) is normal and statisti-
cally independent from each other, then, also the outputs are distributed in a
normal way and you may get accurate probabilistic information numerically,
for each output of the system.
However, often in real cases of energy systems it is almost impossible to find an
explicit relationship (gMj~Z) between each output of the system (Mj) and each input
(Zi), and sometimes it is even more complicated to solve the integrals in equations
3.15 and 3.16. Furthermore, to recall an implicit linear relationship affects the quality
of the model used to represent the real system, causing a loss of information that may
not be desirable. Therefore, two other possible cases could be considered using the
RSA method coupled with the development in the Taylor series of the first order, to
obtain approximate probabilistic information for each of the outputs of the system:
• if only the mean and variance are known for each input variable (Zi), (that
is not the exact PDF), and have an implicit relationship (gMj(~Z)) between the
outputs of the system (Mj) and inputs (~Z), then the approximate values of the
mean and variance of each output can be estimated using the expansion in
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(3.17)
However, it is not possible to determine the exact PDF ( f (Mj)) corresponding
to each of the system output.
• If there is an implicit or explicit relationship between the outputs of the system
and inputs , and also the PDF of each input of the system ( f (Zi)) is a normal
distribution, statistically independent of each other, then the approximate val-
ues of the mean and of the variance of each output can be estimated using the
Taylor series expansions centered around the average value of the inputs (see
equation 3.18). Also in this case it is not possible to determine the exact PDF
( f (Mj)) corresponding to each output of the system.
For both of these two cases, the mean and variance of each output approximated





' gMj (µZ1 , µZ2 , . . . , µZn , ) (3.18)
























χ (Zi, Zk) (3.19)
where the term χ (Zi, Zk) is the covariance of Zi and Zk. Assuming that f (Zi) are
not related to each other, i.e. they are statistically independent, the variance can be














The square root of the variance represents the standard deviation of Mj, indicated
with σMj .
If a higher precision of the results is needed, the second order mean can be calculated
















To find the variance of the second order must be known in the moments of the
third and fourth order of all variables in input ~Z, but this rarely happens. Thus, for
practical purposes, the variance of the first order (equation 3.19) and the mean of the
second order (equation 3.21).
The derivative ∂gMj /∂Zi that appears in some of the above equations, is called sensi-
tivity of the response of the system (system response sensitivity) for the output Mj
associated to Zi. An important advantage of RSA method is its capacity to estimate
the impact of each single input uncertainty on the monitored outputs at the same
time of the probabilistic analysis. This is done through the parameter called sensi-
tivity, defined as the first derivative of outputs with respect to the input variable,







In this way, it is possible to know how much influence each input can have on
the monitored parameters; the higher is this value the higher is the influence.
If there are no explicit relationships between the responses and inputs of the system,
the partial derivatives with respect to the input variables of these functions cannot be
determined analytically. However, these derivatives can be determined numerically
using the finite difference schemes. For example, the j-th output can be written,
using the mean of the i-th input variable, as below (equations 3.23,3.24).
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M+ji = g (µZ1 , µZ2 , . . . , (µZi + δ) , . . . ) (3.23)
M−ji = g (µZ1 , µZ2 , . . . , (µZi − δ) , . . . ) (3.24)
Using the scheme of the second order centred finite difference, the sensitivity of

















is called truncation error of the second order. If this error
is not relevant to the simulation, the equation can be approximated considering only












where ν(Zi) is the variance of the input Zi.
Note that the perturbation step must be sufficiently small to minimize the truncation
error, but also high enough to avoid the sensitivity related to the error simulation.
If the truncation error is large or the step is too small, it should be used the scheme
of the centred finite differences of the fourth order, which presents a fourth order




























M++ji = g (µZ1 , µZ2 , . . . , (µZi + 2δ) , . . . ) (3.29)
M−−ji = g (µZ1 , µZ2 , . . . , (µZi − 2δ) , . . . ) (3.30)
To summarize the main features of the RSA method, it can be stated that:
• the RSA requires information only on statistical parameters such as mean and
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variance of the input variables, and do not need their full distributions (nor-
mal, gamma, Poisson, etc.)
• the properties of the statistical results are obtained directly from Taylor series
expansions
• care must be taken if the input variables are statistically independent or not, as
this is detected in terms of precision of the result and on the choice of the type
of approximate relationship to use. In fact, if the input are not independent,
the covariance between them must be considered in the analysis
• the use of too low order schemes or too coarse approximations can cause errors
especially for highly nonlinear problems
• the RSA method is directly applicable to the analysis of large-scale systems for
which the response has a linear behaviour even if the function of the response
is not explicitly known.
In conclusion, the biggest advantage of the RSA method is that uncertainty of
the system output variables is evaluated with a small number of calculations, while
the simulation with the Monte Carlo method requires an extremely high number
of sampling simulations. The number of the RSA calculations is proportional to
the number of variables. This is therefore the most practical methodology for the
analysis and large-scale optimization of a complex energy system.
3.2.3 Polynomial Chaos
Among the approximated methods for uncertainty quantification, the Polynomial
Chaos (PC) is the most popular. It based on the work by Wiener [28], which was
originally concerned with the stochastic processes of Gaussian random variables.
The topic of polynomial chaos has received some attention in the last twenty years
as a mean to efficiently estimate model outcomes based on known stochastic pro-
cesses. A PC represents a stochastic process as a polynomial expansion, with cor-
responding expansion coefficients, over random variables of known distributions.
This approach can exhibit very fast convergence if the observables depend smoothly
on the random parameters. In addition, moment estimation and sensitivity analy-
sis (Sobol indices) can be extracted without significant additional costs from the PC
expansion. In the PC framework, both intrusive and non-intrusive PC methods are
available [78].
Intrusive methods inject the PC into the model governing equations and solve for all
coefficients simultaneously via a Galerkin Projection. Hence, the intrusive approach
requires the governing equations to be rewritten since all dependent variables and
random parameters in the governing equations are replaced with their polynomial
chaos expansions. Non-linear governing equations are especially challenging, often
requiring special treatment of the Galerkin projection [79]. Although straightfor-
ward in theory, an intrusive formulation for complex problems can be relatively dif-
ficult, expensive, and time consuming to implement. This means altering the source
code, which is used for the computations. In some cases this can be a disadvantage
(e.g. for well validated industrial CFD codes, where any extension has a risk of in-
troducing errors). However, it can result in a sensible performance increment if used
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to compute with multiple uncertainties since it provides immediate access to the co-
efficients through a single (though much larger) model solution but the structure of
the stochastic problem may require different solvers from those of the deterministic
model [80]. Because they require a complete reformulation of the model governing
parameters, intrusive methods are usually limited to simpler models. While useful
to gain insight into the response of a stochastic model, such reformulation makes
intrusive projection prohibitive for large, legacy solvers.
To overcome such inconveniences associated with the intrusive approach, Non-Intrusive
Polynomial Chaos (NIPC) formulations have been considered for uncertainty prop-
agation. The main objective of the NIPC method is to obtain the polynomial coeffi-
cients without making any modifications to the deterministic code. This approach
treats the deterministic code as a "black-box" and approximates the polynomial co-
efficients with formulas based on deterministic code evaluations. The way to gain
information about the system is by running simulation with some specific sampling
data points. The "ideal" non-intrusive method would predict the polynomial coef-
ficients with minimum number of deterministic evaluations at the desired accuracy
level for a given stochastic problem. For this reason, the non-intrusive approach is
much more common for engineering applications as it is simpler to apply and it is
the approach used in this analysis. The reason for this is that it is much easier to
run computations with a readily available commercial code than it is to rewrite the
governing equations in the source code to include intrusive PC.
Generalized polynomial chaos
Polynomial Chaos, also called "Wiener Chaos expansion", is a spectral method to
propagate uncertainty in a system, when there is aleatory uncertainty in the system
parameters. An important aspect of spectral representation of uncertainty is that
one may decompose a random function (or variable) into separable deterministic
and stochastic components. The stochastic response output can be approximated
by a series of orthogonal polynomials basis from Askey scheme [28] associate with
random inputs. Xiu and Karniadakis [34, 81] introduce the Generalized Polynomial
Chaos (gPC), also called Askey Chaos, proposing a more general framework of poly-
nomial chaos employing the classes of orthogonal polynomials of the Askey scheme,
including the Hermite chaos as a subset. Due to the closed connection between the
orthogonal polynomials in the Askey scheme to the probability density function of
certain random distributions, the generalized polynomial chaos allows to represent
many non-Gaussian stochastic processes, including some discrete processes. It has
the potential to achieve a significant reduction in computational cost (number of
evaluations) with respect to traditional techniques such as Monte Carlo approaches.
Regardless the distinction between intrusive and non-intrusive method, all Polyno-
mial Chaos methods works based on the same principle. An approximation of the
model is constructed using an orthogonal set of polynomials, which serve as basis
functions for an N-dimensional parameter space. For example, any random variable
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where aj(~x) and ψj(~ξ) are the polynomial expansion coefficients and random ba-
sis function corresponding to the j-th node, respectively. In the most general case,
aj(~x) can be a function of deterministic independent variable vector ~x and the n-
dimensional standard random variable vector ~ξ = (ξ1, . . . , ξn). Each of the ψj(~ξ) are
multivariate polynomials which involve products of the one-dimensional polyno-
mials.
In theory, the polynomial chaos expansion given by Equation 3.31 should include in-
finite number of terms; however, in practice the infinite expansion can be truncated










where the total number of terms N in a complete polynomial chaos expansion
of arbitrary order p for a response function involving n uncertain input variables is
given by:













The polynomial chaos expansion obtained with this truncation approach can be
labelled as "total-order expansion".
The corresponding p-th degree polynomial chaos approximation for a function R(x)












with expansion coefficients and multivariate orthonormal polynomials ψm(~ξ).
Here, the summations are over all possible combinations of the multi-index m =
(m1, . . . , md) such that |m| = ∑ m ≤ q. The ψm(~ξ) are selected such that they are
orthonormal with respect to the weight function (x) in domain Ω, namely:
∫
Ω
ψi(x)ψj(x)π(x) dx = δij (3.36)
where δij is the Kronecker delta. This orthonormality allows the expansion coef-
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For gPC, polynomials are determined which best match the distribution of the
non-Gaussian input random variables [81].
The basis function ideally takes the form of multi-dimensional Hermite Polynomial
to span the n-dimensional random space when the input uncertainty is Gaussian
(unbounded), which was first used by Wiener [28] in his original work of polynomial
chaos. To extend the application of the polynomial chaos theory to the propagation
of continuous nonnormal input uncertainty distributions, Xiu and Karniadakis [34]
used a set of polynomials known as the Askey scheme to obtain the "Wiener-Askey
Generalized Polynomial Chaos". Table 3.3 shows the correspondence between the
type of Wiener-Askey polynomial chaos and the type of random inputs.
TABLE 3.3: Relationship between standard forms of continuous prob-
ability distributions and Askey scheme of continuous orthogonal
polynomials
Random inputs Wiener-Askey chaos Support
Continuous
Gaussian Hermite-chaos (−∞, ∞)
Gamma Laguerre-chaos [0, ∞]
Beta Jacobi-chaos [a, b]
Uniform Legendre-chaos [a, b]
Discrete
Poisson Charlier-chaos (0, 1, . . . , N)
Binomial Krawtchouk-chaos (0, 1, . . . , N)
Negative binomial Meixner-chaos (0, 1, . . . , N)
Hypergeometric Hahn-chaos (0, 1, . . . , N)
The generalized polynomial chaos approach can be applied to the propagation
of any independent random variable included in the Askey scheme. The detailed
information on polynomial chaos expansions can be found in Cuneo, Traverso and
Shahpar [23] Najm [82] and Eldred and Burkardt [83].
The convergence of the polynomial chaos expansion is ensured by the theorem of
Cameron and Martin and the generalized version respectively. In several papers,
the convergence rate depending on the order of the polynomials used in the polyno-
mial chaos expansion is numerically examined [84, 81]. The total number of expan-
sion terms increases fast for large dimensional problems, thus even with exponen-
tial convergence, the polynomial chaos method is computationally effective, only
if the number of input random variables is not too large. Techniques reducing the
number of random variables can circumvent this limitation. Methods investigating
the influence of the individual random variables on the output have the potential
of reducing the dimension of the probability space [83, 85]. Determining the ex-
pansion coefficients in equation 3.33 involves the potentially timeconsuming task
of evaluating sufficient forward problems, f (x), to accurately estimate these coeffi-
cients. However, once these coefficients have been computed, any future function
estimations only require the evaluation of 3.33. Thus, the potentially large number of
forward-problem evaluations needed to quantify the distribution of f (x) via Monte
Carlo sampling is replaced by the potentially much smaller number of evaluations
needed to precompute the coefficients for the PC expansion, from which a Monte
Carlo analysis can be inexpensively performed. In order for this to pay off, we need
a low-degree expansion and accurate computation of the coefficients in 3.35 with
minimal forward evaluations.
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3.3 Analysis of Variance
Analysis of Variance (ANOVA) is a statistical technique that is used to check if three
or more groups are statistically different from each other. ANOVA checks the impact
of one or more factors by comparing the means of different samples [86].
In order to do that, ANOVA uses a so-called Null hypothesis and an Alternate hy-
pothesis. The null hypothesis (H0) in ANOVA is valid when all the sample means
are equal, or they don’t have any significant difference. Thus, they can be considered
as a part of a larger set of the population. On the other hand, the alternate hypoth-
esis (H1) is valid when at least one of the sample means is different from the rest of
the sample means. In mathematical form, they can be represented as:
H0 : µ1 = µ2 = · · · = µk (3.38)
H1 : µl 6= µm (3.39)
where µ is the group mean and k indicates the number of groups considered. In
other words, the null hypothesis states that all the sample means are equal or the
factor did not have any significant effect on the results. Whereas, the alternate hy-
pothesis states that at least one of the sample means is different from another. But
why should we use an ANOVA test when we could conduct a series of t-test? [87,
88]
Let us consider that we want to compare the level of satisfaction of customers for
four difference restaurants, in order to understand if there is a difference of satisfac-
tion across them. The satisfaction scores for a sample of customers for each restau-
rant are recorded as in table 3.4
TABLE 3.4: Sastisfaction scores of customers
Restaurant 1 Restaurant 2 Restaurant 3 Restaurant 4
3.2 4.2 5.4 4.5
3.5 3.7 4.6 3.8
2.7 3.4 4.0 4.1
4.1 4.3 5.3 3.1
3.1 3.9 4.7 4.2
3.7 4.1 4.2 3.4
4.2 3.1 4.9 4.2
3.6 4.5 4.7 4.5
One of the mean advantages of ANOVA is that it allows to test the means of three
or more populations at once, while t-test would require to run six indipendent sam-
ples t-test comparing two restaurants one another for each sample (i.e. restaurant 1
vs. restaurant 2, restaurant vs. restaurant 3, etc.). This process would be long, but
with the help of a computer would not be too hard to perform. However, doing so
would lead to other drawbacks, as when more than one t-test is run, each at its own
level of significance, the probability of making one or more Type I errors multiplies
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exponentially. A Type I error occurs when we reject the null hypothesis when we
should not. The level of significance, α, is the probability of a Type I error in a single
test. So, for a single t-test in our example, with an α of 0.05, we would have a Type I
error probability of 5%. When testing more than one pair of samples, the probability
of making at least one Type I error is:
1− (1− α)c (3.40)
where α is the level of significance for each t-test and c is the number of inde-
pendent t-tests. Considering the example reported in table 3.4, the probability of
committing a Type I error would be of 26.5% instead of 5%. For this reason the
ANOVA test is highly suggested when comparing three or more groups.
Before we can use the one-way ANOVA, where one-way means there it has just one
main grouping factor, we must see if we satisfy some assumptions,such as:
1. all observations are independent of one another and randomly selected from
the population which they represent.
2. The population at each factor level is approximately normal.
3. The variances for each factor level are approximately equal to one another
With the ANOVA method, we are actually analyzing the total variation of the
scores, including the variation of the scores within the groups and the variation be-
tween the group means. Since we are interested in two different types of variation,
we first calculate each type of variation independently and then calculate the ratio
between the two, called F-value. ANOVA has its own distribution that we need to
use, called an F-distribution to set our critical values and test our hypothesis. The F-
distribution relies on degrees of freedom. Since the F-value is actually a ratio of two
different sources of variance, we’ll need two different degrees of freedom. When us-
ing the ANOVA method, we are testing the null hypothesis that the means and the
variances of our samples are equal. When we conduct a hypothesis test, we are test-
ing the probability of obtaining an extreme F-statistic by chance. If we reject the null
hypothesis that the means and variances of the samples are equal, and then we are
saying that the difference that we see could not have happened just by chance. To
test a hypothesis using the ANOVA method, there are several steps that we need to
take. To help us in completing those steps, we need to employ the so-called ANOVA
table (table 3.5) [89].
TABLE 3.5: ANOVA table




The left column of table 3.5 lists where the variation in the test is coming from:
between the groups, within the groups, or all the variance for all the observations
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(Total). Finally, the steps which need to be taken to perform the one-way ANOVA
are the following [86, 90]:
1. Calculate the total sum of squares SST. Computed as the difference between







where y is the value of each observation and y is the grand mean. For the
example reported in table 3.4, SST = 12.965.
2. Calculate the sum of squares between SSB as:
SSB = ∑ nk (yk − y)2 (3.42)
where k is the number of groups, nk the number of scores in group k and yk the
mean of group k. Considering table 3.4, where k = 4 and nk = 8, SSB would
be then equal to 6.166.
3. Calculate the sum of squares within groups SSW as:
SSW = SST − SSB (3.43)
4. Compute the degress of freedom for the test:
d f ,total = N − 1 (3.44)
d f ,between = k− 1 (3.45)
d f ,within = N − k (3.46)
5. Calculate the Mean Squares Between (MSB) and Mean Square Within (MSW)














7. Fill in the ANOVA table, which for our example would become (table 3.6)
8. Find Fcritical by considering the degrees of freedom between and within (i.e.
3,28) and the α value (i.e. 0.05). This can be done by consulting proper tables,
such as [91]. In our case we would have an Fcritical of 2.947.
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TABLE 3.6: ANOVA table
Source SS d f MS F Fcritical
Between 6.166 3 2.055 8.457
Within 6.799 28 0.243
Total 12.965 31
9. Interpret the results of the hypothesis test. In ANOVA, the last step is to de-
cide whether to reject the null hypothesis and then provide clarification about
what that decision means. In our example of the restaurants, the F-value from
the ANOVA test is greater than the F-critical value, so we would reject the
Null Hypothesis. We could then conclude that the average customer satisfac-
tion scores of the four restaurants are not equal to one another – at least one of
them is different from the others.
Another measure for ANOVA is the p-value. If the p-value is less than the
alpha level selected, we reject the Null Hypothesis [92].
3.4 Design of Experiment
Response Surface Methodology (RSM) is a tool that was introduced in the early
1950s by Box and Wilson (1951).It consists of a group of mathematical and statis-
tical techniques that can be used to define the relationships between independent
input variables and interested outputs, which are called response variables.
An important aspect of RSM is the Design of Experiment [76], usually abbreviated
as DoE. These strategies were originally developed for the model fitting of physical
experiments, but can also be applied to numerical experiments. The objective of DoE
is the selection of the points where the response should be evaluated for guiding the
choice of the experiments to be performed in an efficient way.
Usually, data subject to experimental error (noise) are involved, and the results can
be significantly affected by noise. Thus, it is better to analyze the data with appro-
priate statistical methods. The basic principles of statistical methods in experimental
design are replication, randomization, and blocking. Replication is the repetition of
the experiment in order to obtain a more precise result (sample mean value) and to
estimate the experimental error (sample standard deviation). Randomization refers
to the random order in which the runs of the experiment are to be performed. In
this way, the conditions in one run neither depend on the conditions of the previous
run nor predict the conditions in the subsequent runs. Blocking aims at isolating a
known systematic bias effect and prevent it from obscuring the main effects. This is
achieved by arranging the experiments in groups that are similar to one another. In
this way, the sources of variability are reduced and the precision is improved [93].
A particular combination of runs defines an experimental design. The possible set-
tings of each independent variable in the N-dimensional space are called levels. The
number of levels usually is the same for all the variables, however some DoE tech-
niques allow to use a different number of levels for each variable. In experimental
design, the objective function and the set of the experiments to be performed are
called response variable and sample space respectively. Several techniques to per-
form a proper DoE have been developed along the years, however in the following
50 Chapter 3. Stochastic Methods for the analysis of Energy Systems
only some of them will be described, with a particular focus on the ones which have
been used by the author in his works.
3.4.1 Factorial Design
The term "factorial design" is thought to have been introduced for the first time in
statistical literature by Ronald Fisher [94] in 1935. As a general definition, a factorial
design consists of two or more factors, each with dicrete possible levels. If all the
possibile combinations of these levels across all such factors are considered, then
the design is defined as "full factorial". On the other hand, if a chosen subset of the
experimental runs of a full factorial design is used, then the design is called "fractional
factorial". The subset is chosen so as to exploit the sparsity-of-effects principle, i.e. to
expose information about the most important features of the problem studied, while
using a fraction of the effort of a full factorial design in terms of experimental runs
and resources.
The most simple form of the factorial design is the one which employs two levels
per factor. The two levels are called high and low, and in literature are often in
indicated with "h" and "l", or "+1" and "−1" respectively. If there are k factors, each
at 2 levels, a full factorial design will be of 2k runs. To give a better understanding of
this method, let us consider a full factorial design with three factors and two levels
per factor. It becomes immediately clear that the number of runs needed to perform
a full factorial design will be of 23 = 8. Graphically, it is possible to denote this
design with a cube as shown in figure 3.5.
FIGURE 3.5: Graphical representation of a 23 full factorial design
The numbers in the corners indicates the standard order of runs, as enlisted in
the following table:
We define also the main interaction M of a variable x as the difference between
the average response variable at the high levels and the average response at the low
level samples [93]. For the example reported in table 3.7, for x1 we would have:
Mx1 =
yh,l,l + yh,l,h + yh,h,l + yh,h,h
4
− yl,l,l + yl,l,h + yl,h,l + yl,h,h
4
(3.50)
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TABLE 3.7: Standard order of a 23 full factorial design
Experiment Factor level Response Two and three factors interactions
number x1 x2 x3 variable x1 · x2 x1 · x3 x2 · x3 x1 · x2 · x3
1 -1 -1 -1 yl,l,l +1 +1 +1 -1
2 -1 -1 +1 yl,l,h +1 -1 -1 +1
3 -1 +1 -1 yl,h,l -1 +1 -1 +1
4 -1 +1 +1 yl,h,h -1 -1 +1 -1
5 +1 -1 -1 yh,l,l -1 -1 +1 +1
6 +1 -1 +1 yh,l,h -1 +1 -1 -1
7 +1 +1 -1 yh,h,l +1 -1 -1 -1
8 +1 +1 +1 yh,h,h +1 +1 +1 +1
and similar expressions could be derived for x2 and x3. The interaction effect of
two or more factors is defined similarly as the difference between the average re-
sponses at the high level and at the low level in the interaction column. The two-
factors interaction effect between x1 and x2 as expressed in table 3.7 would be:
Mx1,x2 =
yl,l,l + yl,l,h + yh,h,l + yh,h,h
4
− yl,h,l + yl,h,h + yh,l,l + yh,l,h
4
(3.51)
The main interaction and the interaction effect give a quantitative estimation of
the influence of the factors on the response variable. The number of main and in-
teraction effects in a 2k full factorial design is 2k − 1, which correspond also to the
degree of freedom of such design.
The full factorial design makes a very efficient use of the data and is particularly
valuable because it does not overshadow the effect of some of the parameters, in-
stead it is possible to evaluate the interaction effects clearly. On the other hand, the
sample size grows exponentially with the number of parameters and the number
of levels, so it can lead to an unfeasible number of experimental runs. Therefore, a
fractional factorial design can be more useful in some cases, considering however
that the choice of the proper subset of runs to perform can be a critical issue.
3.4.2 Central Composite Design
A central composite design is a 2k full factorial to which are added the central points
and the star points. The star points are those points in which all the parameters but
one are set at the mean, or central, level. The points at the center of the experimental
domain and the star points outside this domain make it possible to estimate the
curvature of the response surface. The distance of the star point from the central
point is called α, and depending on its value three main different types of central
composite design can be identified [95]:
• Central Composite Circumscribed (CCC) (figure 3.6a) when all the samples
are placed on a hypersphere centered in the central point and the star points
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are outside the design space of a regular full factorial design. Five levels for
each factor are required. This method allows the highest quality predictions
and is easy to create from a full factorial experiment, however the star points
can be unfeasible points or give unreasonable results;
• Central Composite Inscribed (CCI) (figure 3.6b) if a sampling like the central
composite circumscribed is desired, but the limits specified for the levels can-
not be violated. This design can guarantee also high quality predictions, even
if lower than CCC, and eliminates the main disadvantage of the CCC linked
to the positioning of the star points outside the design space. However, this
design cannot be directly derived from a full factorial design;
• Central Composite Face Centered (CCF) (figure 3.6c) where the star points
are located on the faces of the full factorial design. This method requires three
level for each factor, gives mostly high quality predictions and is easy to create
from a full factorial design. However it can give a poor quality prediction of
all the pure quadratic effects.
FIGURE 3.6: Examples of: (a) 22 CCC, (b) 22 CCI, (c) 23 CCF
When considering k parameters, 2k star points and one central point are added
to the 2k full factorial, bringing the sample size for the central composite design to
2k + 2k + 1.
3.4.3 Box-Behnken Design
Box-Behnken is an incomplete three level design built combining two-level factorial
design with incomplete block design and is usually used to fit second-order model
regression [96]. Considering a three factor design, the graphical representation of
Box-Behnken can be seen in two forms: a cube with a central point (indicated in
orange) and the middle points of the edges (figure 3.7a), or as three interlocking 22
factorial design with a central point (figure 3.7b).
For this method, when considering k parameters, then sample size is equal to
2k(k− 1) + n0 where n0 correspond to the number of central points which in the case
reported in figure 3.7 is equal to 1, as it is the same for all the three interlocking 22
factorial designs. Box-Behnken experimets are particularly useful if some boundary
areas of the design region are unfeasible, as it does not take into account the corners
of the design space. On the other hand it can have a poor prediction in the corner of
the design space, which could be a critical issue for some cases.
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FIGURE 3.7: Box-Behnken graphical representation: (a) cube, (b)
three interlocking 22 factorial designs
3.4.4 Taguchi
The Taguchi method was developed by Dr. Genichi Taguchi in Japan [97] to im-
prove the off-line quality control, ensuring good performance in the design stage
of products or processes. For Taguchi "quality is measured as the total loss to society
caused by a product", so if the final product does not meet the standard set it could
cause a damage to the society. The idea of Taguchi was to find the best values of the
controllable factors to make the problem less sensitive to the variations in the uncon-
trollable factors. In particular, the Taguchi process can be divided in the following
steps:
1. Problem identification:
• locate the source of the problem, not just the symptom.
2. Brainstorming:
• identify the critical variables (factors) for the quality of the product or
process analyzed:
– control factors: variables under management control
– noise factors: uncontrollable factors
• define the factor levels and identify the possible interactions between
them
• determine the objective of the experiment:
– smaller-the-better: to keep the level of defectives as close to zero as
possible (minimize the response variable)
– larger-the-better: maximize the number of units per time unit or lot
without defects (maximize the response variable)
– nominal-the-best: outcome as close to target as possible.
3. Experimental design:
• determine the design for control and noise factor considering the factor
levels and objectives decided during the brainstorming.
4. Analysis:
• figure out the best levels in terms of robustness and evaluate the outputs
When considering the two set of factors (control and noise), two different orthog-
onal designs are chosen. The design chosen for the controllable variable is called
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inner array, while the one chosen for the noise variables is called outer array. The
combination of the inner and the outer arrays gives the crossed array which is the
list of all the samples scheduled by the Taguchi method. By combination we mean
that the full set of experiment for the outer array is performed for each sample in the
inner array.
To give the reader an example of the Taguchi method, we will consider a problem
with five parameters, three of which are controllable and two uncontrollable, and a
two-level factorial design both for inner and for outer arrays. Then, we must per-
form a full 22 factorial design (outer array) for each sample of the 23 inner array,
which graphically is represented as in figure 3.8.
FIGURE 3.8: Taguchi graphical representation for 3 controllable fac-
tors and 2 noise factors
According to the Taguchi method, the inner and the outer arrays are to be chosen
from a list of published orthogonal arrays [98], which are dependent on the number
of variables and levels considered.
3.4.5 Latin hypercube
Latin hypercube is a space-filling design technique, in which the design space is
subdivided into an orthogal grid with N elements of the same length per parameter.
Within the grid N sub-volumes are located so that along each row and column of
the grid only one sub-volume is chosen. In figure 3.9 an example of latin hypercube
is shown, where the black painted square represent the chosen sub-volumes. Inside
each sub-volume a sample is randomly chosen [99, 100].
It is important to choose the sub-volumes in order to have no spurious correla-
tions between the dimensions or,which is almost equivalent, in order to spread the
samples all over the design space. For instance, a set of samples along the design
space diagonal would satisfy the requirements of a latin hypercube DOE, although
it would showa strong correlation between the dimensions andwould leave most of
the design space unexplored [93, 101].
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FIGURE 3.9: Example of latin hypercube design with k = 2 and N = 4
Let us assume a generic case where we have k parameters and N samples. In
order to compute a set of Latin hypercube samples two matrices QN×k and RN×k
are built [102]. The colums of the QN×k are random permutations of the integers
between 1 and N, while RN×k matrix contains random values uniformly distributed
in [0, 1]. Assuming each parameter in the range [0, 1], we can create the sampling





To reduce auto-correlations we operate on Q, creating the matrix YN×k through
the normal Gaussian cumulative distribution function Dnorm, so that the elements of







Then the covariance matrix of Y is computed and Choleski decomposed
C = covY = LLT (3.54)












where µi is the average of the values in the i-th column of Y. The Choleski de-
composition requires C to be positive definite [103, 104]. For the way the matrix is
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and the ranks of the elements of the columns of Y∗ become the elements in the
columns of the matrix Q∗ which is used in place of Q in order to compute the sam-
ples. In figure 3.10 shows an example of correlation reduction applied to a design
with k = 2 and N = 10 [93].
FIGURE 3.10: Example of correlation reduction in latin hypercube de-
sign with k = 2 and N = 10
3.4.6 Concluding remarks
Many DoE techniques are available, which have not been fully covered in this thesis
as it was not the purpose of this work. The best choice depends on the nature of
the problem to be investigated, as well as with the familiarity of the user with a cer-
tain technique which could simplify or harden the whole process. However, when
deciding the DoE technique to be used it is important to consider:
• the number of experiments that can be afforded, considering the time required
for a single experiment.
• the number of parameters k to consider. Unless are able to perform very high
number of experiments, it is good practice to start from a preliminary study of
the main effects in order to reduce k. Of course the choice of the parameters to
be discarded can be a particularly delicate issue.
• the number of levels L for each parameters which mostly depends on the
expected regularity of the response variable. the number of levels must be
chosen carefully: it must be limited when possible, and it has to be kept higher
if an irregular behaviour of the response variable is expected.
• the aim of the DOE: depending on the kind of insights that we want to have
we should choose a different DoE technique. For example, if a more precise
computation of the main and some interaction effects must be accounted for, a
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fractional or a full factorial method is better. If the aim is to focus on a primary
factor a latin square or a randomized complete block design would be suitable.
If noise variables could influence significantly the problem a Taguchi method
is suggested, even if a relatively cheap method also brings drawbacks. For
RSM purposes, a Box-Behnken, a full factorial, a central composite, or a space
filling technique has to be chosen [93].
3.5 Response Surface Methodology
Response Surface Methodology (RSM) is a tool that was introduced in the early
1950s by Box and Wilson (1951).It consists of a group of mathematical and statis-
tical techniques that can be used to define the relationships between independent
input variables and interested outputs, which are called response variables.
Such methodology helps to evaluate the effects of several parameter and establish
the optimum conditions for the desired responses, through the creation of a mathe-
matical model called metamodel [75]. Metamodels are developed to obtain a better
understanding of the nature of the relationship between the input variables and the
output variables of the system under investigation. The Response Surface (RS) rep-
resents the graphical perspective of the mathematical model [105].
For example, we can simplify the process of cooking a pizza by saying that the final
result will be influenced by the cooking time x1 and the temperature x2. The dish
will change its final taste under any combination of treatment x1 and x2. Therefore,
time and temperature can vary continuously. When treatments are from a continu-
ous range of values, then a Response Surface Methodology is useful for developing,
improving, and optimizing the response variable. In this case, the final result of
the pizza y is the response variable, and it can be defined as a function of time and
temperature of cooking:
y = f (x1, x2) + ε (3.57)
The variables x1 and x2 are independent variables where the response y depends
on them. The dependent variable y is a function of x1, x2, and the experimental
error term, denoted as ε. The error term ε represents any measurement error on the
response, as well as other type of variations not counted in f . It is a statistical error
that is assumed to distribute normally with zero mean and variance s2. In most RSM
problems, the true response function f is unknown. In order to develop a proper
approximation for f , the experimenter usually starts with a low-order polynomial in
some small region. If the response can be defined by a linear function of independent
variables, then the approximating function is a first-order model [106]. A first-order
model with N independent variables can be expressed as:




(βi · xi) + ε (3.58)
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If instead the interaction between the the N indepedent variables needs to be
taken into account, then the interaction model should be considered:











(βij · xi · xj) + ε (3.59)
and finally if there is a curvature in the response surface, a higher degree poly-
nomial should be used. The approximating function with N variables is called a
second-order model:















(βii · x2i ) + ε (3.60)
where y is a response variable, xi the factors or variables which have to be cor-
related, bi the linear coefficients, β0 the constant coefficient, βii the quadratic coeffi-
cients for variable i and βij the linear model coefficients for the interaction between
variables i and j.
In general all RSM problems use either one or the mixture of the both of these mod-
els. In each model, the levels of each factor are independent of the levels of other
factors. In order to get the most efficient result in the approximation of polynomials
the proper experimental design must be used to collect data.
Therefore, RSM can be used for:
• locate, from the response surface, the area in which the optimum is expected
to be: this allows to redefine the constraints over the input variables in order to
shrink the design space in the neighbourhood of the optimum. The shrinked
design space is then employed for the subsequent optimization process,
• create a metamodel to be used with an optimization algorithm, fully or par-
tially replacing the experiments or the simulations. If used for a partial re-
placement, the metamodel can also be built directly, using the optimization
data. From one side this means to build the RSM using potentially clustered
data, as noted above; on the other side the fact that the response surface can be
updated each time that data from a new simulation are made available may be
very advantageous.
In general, response surface modelling includes the following steps:
1. data generation
2. model structure selection
3. parameter estimation
4. model validation
In the literature, a number of mathematical functions have been used to develop
these metamodels [107, 108, 109, 110]. The data for building the response surface
are generally collected employing a suitable experimental design. In the following
subsections some of the main methodologies are exposed.
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3.5.1 Least Squares Method
Least Square Method (LSM) is a method firstly developed by Gauss around 1795
and published several years later [111]. It is an approximated method in which the
best fit of a data set is sought by tuning the β coefficients of a model function defined
as f̂ (x, β). We consider β = [β1, β2, . . . , βm]T the vector of m unknown coefficients to
be found and x = [x1, x2, 1dots, xK]T the vector of k input parameters. The data set
consists of (xi, yi) pairs, with i = 1, . . . , N, where xi is the input parameter of the i-th
simulation, whose response variable is yi [112].
To estimate the coefficients β j, the S function (i.e. the sum of squared residuals at the






The residuals are the difference between the actual responses and the predicted
ones at the locations xi in the design space, and can be written as:
εi = yi − f̂ (xi, β), i = 1, . . . , N (3.62)
















yi − f̂ (xi, β)
] f̂ (xi, β)
∂β j
= 0, j = 1, . . . , m (3.63)
Least square problems can be divided into two categories: linear and nonlinear
[113, 111].
Linear problems
Linea problems have a closed-form solution, however they are not accurate and their
main usage is for guessing the main trends of the response variable. Considering a
problem with N experiments and k parameters, the metamodel function would have
the form reported in equation 3.58, or the form of matrix notation:
y = Xβ + ε (3.64)
where:
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1 x2,1 · · x2,k
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Equation 3.61 can then be written as:
S = εtε = (y− Xβ)T (y− Xβ) = yTy− 1βTXTy + βXTXβ (3.66)
Deriving equation 3.66 and equalling to zero yields to:
∂S
∂β
= −2XTy + 2XTXβ = 0 (3.67)






and the response of the estimated (fitted) metamodel is:
ŷ = Xβ (3.69)
Nonlinear problems
Nonlinear problems should be solved iteratively. The initial values for the coeffi-
cients β(1) are chosen. Then the vector is iteratively updated (Gauss-Newton algo-
rithm), obtaining at iteration k:
β(k+1) = β(k) + ∆β(k) (3.70)
where ∆β(k) is called shift vector. To update this vector we can use an iterative
model by approximation to a first-order Taylor series expansion about β(k)






































where J is the N ×m Jacobian matrix of f̂ with respect to β. This equation (3.71)
can be written in the form of matrix notation as:
y = ŷ(k) + ε(k) = ŷ(k+1) + ε(k+1) = ŷ(k) + J(k)∆β(k) + ε(k+1) (3.72)
Subsequently, derivative of S with respect to β becomes:
∂S
∂β
= −2J(k)T ε(k) + 2J(k)T J(k)∆β(k) (3.73)










This method generally applies to any model function. However, for simplicity, its
use is restricted to complete or incomplete polynomials. More complex and irregular
functions may require the experimental evaluation of the Jacobian matrix, which can
be achieved only with a huge amount of additional experimental work.
The quality of an approximating response surface can be estimated by regression
parameters. The regression parameters are defined so that their values fall within
the range [0, 1] and the nearest they are to 1, the better the model is expected to be.
A widely used regression parameter is the normal regression parameter R2, defined
as:












The adjusted regression parameter is defined as the normal regression param-
eter multiplied for a term depending on the DoE sample size and the number of
coefficients m of the model function:








from which is clear that R2adj ≤ R2 ≤ 1 and limN→∞ R2adj = R2. To estimate the
predictive capability of the model, N response surfaces are built in which one of the
DOE sample points xi is missing, then the prediction of the new response surface in










where ŷ′i is the response of the model in which the sample point xi is missing
[93].
3.5.2 Optimal response surface methodology
Optimal Response Surface Methodology (O-RSM) is a generalization of the LSM
[93]. Let us assume we want to build a least square response surface using the results
of an experiment (xi, yi), with m basis functions Xj and m coefficients β j, so that the











β jXj(x) + ε(x) (3.79)
at the sample points xi4,i = 1, . . . , N is minimized. In optimal rsm the optimal
basis functions and their coefficients are to be determined. The optimal basis func-
tions are chosen from a set X(x) =
[
X1(x), . . . , Xp(x)
]T, with p > m, where the
terms Xj(x) can be any function of x.
O-RSM is an iterative procedure in which, at iteration l the basis functions X
′(l)(x)
















A performance parameter ri, i = 1, . . . , p, is defined for each term in X(x) and
initially set to zero. After each iteration, the performance parameters of the basis
function involved in the iteration are set to
ri = ri + δ(l) (3.81)
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where δ(l) is a measure of the performance of the response surface at iteration l
(i.e. any regression parameter).
With a large number of iterations, a heuristic estimation of the best basis functions is
given by those elements in X(x) whose performance parameter divided by the num-
ber of times the basis function has been chosen during the iterations is maximum.










β jXbestj (x) (3.82)
where X
′best is the vector of the best basis functions.
3.5.3 Kriging
Kriging is a method of spatial interpolation developed by Lev Gandin in 1959 and
named after South African mining engineer Daniel Gerhardus Krige [114]. Kriging
is one of several methods that use a limited set of sampled data points to estimate
the value of a variable over a continuous spatial field.
In Kriging method the estimation of the response variable at a point x is given by






where λi is called weight for the measured value at i-th location. With the krig-
ing method, the weights are based not only on the distance between the measured
points and the prediction location but also on the overall spatial arrangement of the
measured points. There are several sub-types of kriging according to the way µ, the
expected value is computed, such as [115]:
• simple Kriging which assumes a known constant trend µ(x) = 0
• ordinary Kriging which assumes an unknown constant trend µ(x) = µ
• universal Kriging which assumes a linear trend µ(x) = ∑kj=1 β jxi,j
• block Kriging which estimates averaged values over gridded "blocks" rather
than single points. These blocks often have smaller prediction errors than are
seen for individual points.
• IRF-k Kriging which assumes µ(x) ti be an unknown polynomial
• etc.
Ordinary Kriging is one of the most commonly used Kriging techniques and is
described by the acronym BLUE, which stands for Best Linear Unbiased Estimator. It
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is the "best" because it aims at minimising the variance of the errors, "linear" because
its estimates are weighted linear combinations of the available data, and "unbiased"
since it tries to have the mean residual or error equal to 0. Mathematically speaking,
the variance is expressed as:
σ̂2 = var
(






+ var ( f (x))− 2 · cov
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f (xi), f (xj)
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where c(x, y) is the covariance function. The variance is minimized under the




λi(x) = 1 (3.85)
meaning that the sum of all weights is equal to 1.
Deriving equation 3.84 yields to:
c(xi, xj)λ(x) = c(xi, x) → λ(x) = c−1(xi, xj)c(xi, x) (3.86)
from which, in order to determine λ(x), c(xi, xj) and c(xi, x) have to be estimated
by means of a semivariogram model.
A semivariogram (γ) is a visual depiction of the covariance exhibited between each
pair of points in the sampled data, and is used to determine spatial dependece. It










where N(h) stands for the number of pair observations (i, j) separated by a spa-
tial distance h. The terms zi and zj are the attribute values of observation i and j
respectively. This function calculates the attribute difference between neighbouring
observations separated by a lag hh to evaluate if these observations display the same
information. Regarding the semi-variogram, it means that as the distance between
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observations increases, the semi-variance is likely to increase because near observa-
tions share more characteristics than distant ones. In figure 3.11, the black points
sum up the spatial structure of the entire dataset. In fact, the semi-variogram is
computed for all pairs of observations but the plot would be unreadable if all the
semi-variances were reported. One of the strongest assumption of the variogram is
that of second-order stationarity, the fact that the variogram is bounded and reaches
a plateau [116, 117, 114].
FIGURE 3.11: Theoretical exponential semi-variogram model
The nugget effect, often referred to as C0, represents the small-scale spatial vari-
ations within the fields. This is an indicator of how noisy the spatial structure is.
The partial sill, C1, represents the magnitude of variation of the variable of interest.
Intuitively, the higher the partial sill compared to the nugget, the stronger the spatial
structure. The sill is the variance of the dataset and can be computed as the sum of
the partial sill and nugget. The sill corresponds to the value when the semi-variances
reaches a plateau and stabilizes. Last but not least, the range, a, is the distance be-
yond which observations are no longer spatially correlated. It is considered that in
average, above a specific spatial distance and whatever the pair of points examined,
observations are too dissimilar and do not share any relationship.
Several semi-variogram model exist, amongst which the most common are spheri-
cal, gaussian, circular, exponential and linear.
Having chosen the semi-variogram that best fit the analyzed data, it can then be
used to determine λ(x) by defining the covariances of equation 3.86 as:
c(x, y) = C0 + C1 − γ(h) (3.88)
Including the unbiasedness condition for ordinary Kriging given by equation
3.85 into 3.86 leads to:

γ(x1, x1) · · γ(x1, xN) 1
· · · · ·
γ(xN , x1) · · γ(xN , xN) 1
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that is the system which is usually solved in order to compute the weights vector
λ at the new location, in which ϕ is the Lagrange multiplier.


















 = λ(x)Tγ(xi, x) + ϕ (3.90)
3.5.4 Concluding remarks
It is not easy to draw conclusions on RSM methods, as response surfaces are essen-
tially interpolations or approximation of an unknown function. Since this function
is not known, and the number of samples of the DoE are in general relatively low,
the goodness of the response surface is not something that we are able to know pre-
cisely. Moreover, the choice of the control parameters impacts most of the methods,
making the choice of the RSM method even more uncertaint.
However, when choosing the RSM there are some important things to consider:
• expected noise of the response variable: interpolation or approximation method.
In most cases interpolation methods are preferable because if the response vari-
able is not particularly noisy, at least in a certain neighbourhood of the DoE
samples the estimation error is likely to be low. However, if we expect the
noise to be significant, interpolating can be dangerous and can easily lead to
unreliable responses. Amongst the methods described, LSM and O-RSM are
approximating methods, while Kriging can be both interpolating or approxi-
mating depending on the nugget value.
• Expected regularity of the response variable. If something is known about the
response variable, this could help in choosing the most appropriate method.
For example, LSM would be a good choice if the response variable is expected
to be polynomial. If the response is expected to be a fairly regular function
then an interpolating method can be chosen. On the other hand, the choice
of a proper RSM methodology for a very irregular function can be extremely
hard, unless a large amount of data from the DoE is available.
• Choice of the parameters. This is a key aspect, since it has significant influence
on the response surface itself. From this point of view, LSM is quite easy to
treat since it only requires the definition of the order of the approximating
polynomial. On the other hand, for Kriging the choice of the function and
the parameters is not easy, but sistematic procedures exist to take over this
issue. As a general rule, itmust be kept in mind that the most meaningful
parameters, which can affect dramatically the output of the response surface,
are those defining the distance within which the influence of a DOE sample is
perceived.
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• Computational effort. Building a RSM will require a computational effort,
which in general is not an issue when compared to the time require for running
the experiments or the simulation, however can become an important aspect.
The computational effort grows with the DoE sample size, is almost null for
LSM and a bit higher for O-RSM and Kriging.
• Aim of the RSM. Before choosing the RSM to use it is important to have clear
in mind which is the aim of our study.
As a general statement, Kriging method always gives quite good response sur-
faces. If the response surface is expected to be quite regular also a LSM polynomial
surface usually fits the data fairly enough. The additional complication of the LSM
given by the O-RSM it is not worthy to be tried unless the shape of the response
variable is likely to follow the shape of some of the functions chosen as a basis.
Since the computational effort needed for building response surfaces in general is
not an issue, it is suggested to build up many surfaces using different methods and
different sets of parameters, to compare them, and, if possible, to test their effective-
ness versus a few more experimental results before choosing the one which seems
to fit better.
References
[23] A. Cuneo, A. Traverso, and S. Shahpar. “Comparative analysis of method-
ologies for uncertainty propagation and quantification”. In: Proceedings of
the ASME Turbo Expo. Vol. 2C-2017. American Society of Mechanical Engi-
neers, 2017. ISBN: 9780791850800. DOI: 10.1115/GT2017-63238. URL: https:
//asmedigitalcollection.asme.org/GT/proceedings/GT2017/50800/
Charlotte,NorthCarolina,USA/241782.
[27] N. Metropolis and S. Ulam. “The Monte Carlo Method”. In: Journal of the
American Statistical Association 44.247 (1949), pp. 335–341. ISSN: 1537274X.
DOI: 10.1080/01621459.1949.10483310.
[28] N. Wiener. “The Homogeneous Chaos”. In: American Journal of Mathematics
60.4 (1938), p. 897. ISSN: 00029327. DOI: 10.2307/2371268.
[30] M. D. McKay, R. J. Beckman, and W. J. Conover. “Comparison of three meth-
ods for selecting values of input variables in the analysis of output from a
computer code”. In: Technometrics 21.2 (1979), pp. 239–245. ISSN: 15372723.
DOI: 10.1080/00401706.1979.10489755.
[34] D. Xiu and G. Em Karniadakis. “Modeling uncertainty in steady state dif-
fusion problems via generalized polynomial chaos”. In: Computer Meth-
ods in Applied Mechanics and Engineering 191.43 (2002), pp. 4927–4948. ISSN:
00457825. DOI: 10.1016/S0045-7825(02)00421-8.
[51] A. K. Gupta, T. F. Móri, and G. J. Székely. “How to transform correlated ran-
dom variables into uncorrelated ones”. In: Applied Mathematics Letters 13.6
(2000), pp. 31–33. ISSN: 08939659. DOI: 10.1016/S0893-9659(00)00050-1.
68 Chapter 3. Stochastic Methods for the analysis of Energy Systems
[52] G. Li, H. Rabitz, P. E. Yelvington, O. O. Oluwole, F. Bacon, C. E. Kolb, and
J. Schoendorf. “Global sensitivity analysis for systems with independent
and/or correlated inputs”. In: Journal of Physical Chemistry A 114.19 (2010),
pp. 6022–6032. ISSN: 10895639. DOI: 10.1021/jp9096919.
[53] M. Rosenblatt. “Remarks on a Multivariate Transformation”. In: The Annals
of Mathematical Statistics 23.3 (1952), pp. 470–472. ISSN: 0003-4851. DOI: 10.
1214/aoms/1177729394.
[54] H. Li and D. Zhang. “Probabilistic collocation method for flow in porous
media: Comparisons with other stochastic methods”. In: Water Resources Re-
search 43.9 (2007). ISSN: 00431397. DOI: 10.1029/2006WR005673.
[55] J. L. Lumley. “The structure of inhomogeneous turbulence”. In: Atmospheric
Turbulence and Radio Wave Propagation, edited by A. M. Yaglom and V. I. Tatarski
(Nauka, Moscow). 1967, pp. 166–178. ISBN: 9783937655239.
[56] M. Eldred, C. Webster, and P. Constantine. “Evaluation of Non-Intrusive Ap-
proaches for Wiener-Askey Generalized Polynomial Chaos”. In: 2008. DOI:
10.2514/6.2008-1892.
[57] K. Kim, M. R. Von Spakovsky, M. Wang, and D. J. Nelson. “Dynamic opti-
mization under uncertainty of the synthesis/design and operation/control
of a proton exchange membrane fuel cell system”. In: Journal of Power Sources
(2012). ISSN: 03787753. DOI: 10.1016/j.jpowsour.2011.11.014.
[58] D. Bigoni, A. P. Engsig-Karup, and H. True. “Comparison of classical and
modern uncertainty qualification methods for the calculation of critical
speeds in railway vehicle dynamics”. In: Proceedings of the Mini Conference on
Vehicle System Dynamics, Identification and Anomalies. Vol. 2012-Novem. 2012,
pp. 91–100. ISBN: 9789633131022.
[59] K. P. Burnham and B. Efron. “The Jackknife, the Bootstrap and Other Resam-
pling Plans.” In: Biometrics 39.3 (1983), p. 816. ISSN: 0006341X. DOI: 10.2307/
2531123.
[60] M. R. Chernick. Bootstrap Methods. 2007. DOI: 10.1002/9780470192573.
[61] C. Lemieux. Monte Carlo and Quasi-Monte Carlo Sampling. 2009. ISBN:
9780387781648. arXiv: arXiv:1011.1669v3.
[62] J. H. Halton. “On the efficiency of certain quasi-random sequences of points
in evaluating multi-dimensional integrals”. In: Numerische Mathematik 2.1
(1960), pp. 84–90. ISSN: 0029599X. DOI: 10.1007/BF01386213.
[63] J. M. Hammersley. “Monte Carlo Methods for Solving Multivariable Prob-
lems”. In: Annals of the New York Academy of Sciences 86.3 (1960), pp. 844–874.
ISSN: 17496632. DOI: 10.1111/j.1749-6632.1960.tb42846.x.
[64] J Peter and M Marcelet. “Comparison of surrogate models for turbomachin-
ery design”. In: WSEAS Transactions on Fluid Mechanics 3.1 (2008), pp. 10–17.
URL: http://dl.acm.org/citation.cfm?id=1353862.1353870.
[65] P. L’Ecuyer. “Quasi-monte Carlo methods in finance”. In: Proceedings - Winter
Simulation Conference. Vol. 2. 2004, pp. 1645–1655. DOI: 10.1109/wsc.2004.
1371512.
[66] C. Joy, P. P. Boyle, and K. S. Tan. “Quasi-Monte Carlo methods in numerical
finance”. In: Management Science 42.6 (1996), pp. 926–938. ISSN: 00251909. DOI:
10.1287/mnsc.42.6.926.
References 69
[67] B. J. Collings and H. Niederreiter. “Random Number Generation and Quasi-
Monte Carlo Methods.” In: Journal of the American Statistical Association 88.422
(1993), p. 699. ISSN: 01621459. DOI: 10.2307/2290359.
[68] J. S. Liu. Monte Carlo Strategies in Scientific Computing. 2004. ISBN: 978-0-387-
76369-9.
[69] W. J. Morokoff and R. E. Caflisch. “Quasi-Monte carlo integration”. In: Journal
of Computational Physics 122.2 (1995), pp. 218–230. ISSN: 00219991. DOI: 10.
1006/jcph.1995.1209.
[70] M. B. Giles. “Multilevel Monte Carlo path simulation”. In: Operations Research
56.3 (2008), pp. 607–617. ISSN: 0030364X. DOI: 10.1287/opre.1070.0496.
[71] S. Mishra, C. Schwab, and J. Šukys. “Multi-level Monte Carlo finite volume
methods for nonlinear systems of conservation laws in multi-dimensions”.
In: Journal of Computational Physics 231.8 (2012), pp. 3365–3388. ISSN:
10902716. DOI: 10.1016/j.jcp.2012.01.011.
[72] D. C. Montgomery. Design and Analysis of Experiments Eighth Edition. 2012.
ISBN: 9781118146927. DOI: 10.1198/tech.2006.s372.
[73] L. Cassettari, P. G. Giribone, M. Mosca, and R. Mosca. “The stochastic analy-
sis of investments in industrial plants by simulation models with control of
experimental error: Theory and application to a real business case”. In: Ap-
plied Mathematical Sciences 4.73-76 (2010), pp. 3823–3840. ISSN: 1312885X.
[74] L. Cassettari, R. Mosca, and R. Revetria. “Monte Carlo simulation models
evolving in replicated runs: A methodology to choose the optimal exper-
imental sample size”. In: Mathematical Problems in Engineering 2012 (2012),
pp. 73–76. ISSN: 1024123X. DOI: 10.1155/2012/463873.
[75] R. F. Gunst, R. H. Myers, and D. C. Montgomery. Response Surface Methodol-
ogy: Process and Product Optimization Using Designed Experiments. John Wiley
& Sons, 2016. DOI: 10.2307/1270613.
[76] D. J. Pike, G. E. P. Box, and N. R. Draper. “Empirical Model-Building and
Response Surfaces.” In: Journal of the Royal Statistical Society. Series A (Statistics
in Society) 151.1 (1988), p. 223. ISSN: 09641998. DOI: 10.2307/2982196.
[77] L. Cassettari, R. Mosca, and R. Revetria. “Experimental error measurement
in monte carlo simulation”. In: Handbook of Research on Discrete Event Sim-
ulation Environments: Technologies and Applications. 2009, pp. 92–142. ISBN:
9781605667744. DOI: 10.4018/978-1-60566-774-4.ch006.
[78] U. Brussel. “Comparison of intrusive and non-intrusive polynomial chaos
methods for CFD applications in aeronautics”. In: European Conference on
Computational Fluid Dynamics June (2010), pp. 14–17.
[79] R. G. Ghanem and P. D. Spanos. Stochastic Finite Elements: A Spectral Approach.
1991. DOI: 10.1007/978-1-4612-3094-6.
[80] O. P. Le Maitre and O. M. Knio. Spectral methods for uncertainty quantification.
2010. ISBN: 9789048135196.
[81] D. Xiu and G. Em Karniadakis. “The Wiener-Askey polynomial chaos for
stochastic differential equations”. In: SIAM Journal on Scientific Computing
24.2 (2003), pp. 619–644. ISSN: 10648275. DOI: 10.1137/S1064827501387826.
[82] H. N. Najm. Uncertainty quantification and polynomial chaos techniques in com-
putational fluid dynamics. 2009. DOI: 10.1146/annurev.fluid.010908.165248.
70 Chapter 3. Stochastic Methods for the analysis of Energy Systems
[83] M. S. Eldred and J. Burkardt. “Comparison of non-intrusive polynomial
chaos and stochastic collocation methods for uncertainty quantification”. In:
47th AIAA Aerospace Sciences Meeting including the New Horizons Forum and
Aerospace Exposition. 2009. ISBN: 9781563479694. DOI: 10.2514/6.2009-976.
[84] I. Babuška, R. Temponet, and G. E. Zouraris. “Galerkin finite element ap-
proximations of stochastic elliptic partial differential equations”. In: SIAM
Journal on Numerical Analysis 42.2 (2004), pp. 800–825. ISSN: 00361429. DOI:
10.1137/S0036142902418680.
[85] S. Oladyshkin and W. Nowak. “Data-driven uncertainty quantification us-
ing the arbitrary polynomial chaos expansion”. In: Reliability Engineering and
System Safety 106 (2012), pp. 179–190. ISSN: 09518320. DOI: 10.1016/j.ress.
2012.05.002.
[86] H. Scheffe. The analysis of variance. John Wiley & Sons, 1999.
[87] G. D. Ruxton. “The unequal variance t-test is an underused alternative to Stu-
dent’s t-test and the Mann-Whitney U test”. In: Behavioral Ecology 17.4 (2006),
pp. 688–690. ISSN: 10452249. DOI: 10.1093/beheco/ark016.
[88] T. K. Kim. “T test as a parametric statistic”. In: Korean Journal of Anesthesiology
68.6 (2015), pp. 540–546. ISSN: 20057563. DOI: 10.4097/kjae.2015.68.6.540.
[89] S. P. Schacht, J. E. Aspelmeier, S. p. Schacht, and J. E. Aspelmeier. “One-
Way Analysis of Variance (ANOVA)”. In: Social and Behavioral Statistics. 2018,
pp. 195–214. DOI: 10.4324/9780429497308-11.
[90] J. W. Tukey. “Comparing Individual Means in the Analysis of Variance”. In:
Biometrics 5.2 (1949), p. 99. ISSN: 0006341X. DOI: 10.2307/3001913.
[91] F critical value for ANOVA test. URL: https://web.ma.utexas.edu/users/
davis/375/popecol/tables/f005.html (visited on 01/08/2021).
[92] T. K. Kim. “Understanding one-way anova using conceptual figures”. In: Ko-
rean Journal of Anesthesiology 70.1 (2017), pp. 22–26. ISSN: 20057563. DOI: 10.
4097/kjae.2017.70.1.22.
[93] M. Cavazzuti. Optimization methods: From theory to design scientific and tech-
nological aspects in mechanics. 2013, pp. 1–262. ISBN: 9783642311871. DOI: 10.
1007/978-3-642-31187-1.
[94] C. C. Craig and R. A. Fisher. “The Design of Experiments.” In: The Ameri-
can Mathematical Monthly 43.3 (1936), p. 180. ISSN: 00029890. DOI: 10.2307/
2300364.
[95] M. I. Rodrigues and A. F. Iemma. Experimental design and process optimization.
2014. ISBN: 9781482299564. DOI: 10.1201/b17848.
[96] S. L. Ferreira et al. “Box-Behnken design: An alternative for the optimization
of analytical methods”. In: Analytica Chimica Acta 597.2 (2007), pp. 179–186.
ISSN: 00032670. DOI: 10.1016/j.aca.2007.07.011.
[97] G. Tagushi, Y. Yokoyama, and Y. Wu. Taguchi Methods: Design of Experiments.
1993.
[98] H. Evangelaras, C. Koukouvinos, and M. V. Koutras. “Advances in Robust
Parameter Design: From Taguchi’s Inner-Outer Arrays to Combined Ar-
rays”. In: Encyclopedia of Statistical Sciences. 2011. DOI: 10.1002/0471667196.
ess7146.
References 71
[99] W. L. Loh. “On latin hypercube sampling”. In: Annals of Statistics 24.5 (1996),
pp. 2058–2080. ISSN: 00905364. DOI: 10.1214/aos/1069362310.
[100] J. C. Helton and F. J. Davis. “Latin hypercube sampling and the propagation
of uncertainty in analyses of complex systems”. In: Reliability Engineering and
System Safety 81.1 (2003), pp. 23–69. ISSN: 09518320. DOI: 10.1016/S0951-
8320(03)00058-9.
[101] M. Stein. “Large sample properties of simulations using latin hypercube sam-
pling”. In: Technometrics 29.2 (1987), pp. 143–151. ISSN: 15372723. DOI: 10.
1080/00401706.1987.10488205.
[102] A. Olsson, G. Sandberg, and O. Dahlblom. “On Latin hypercube sampling
for structural reliability analysis”. In: Structural Safety 25.1 (2003), pp. 47–68.
ISSN: 01674730. DOI: 10.1016/S0167-4730(02)00039-5.
[103] L. N. Trefethen and D. Bau. Numerical Linear Algebra. 1997. DOI: 10.1137/1.
9780898719574.
[104] G. W. S. and D. S. Watkins. “Fundamentals of Matrix Computations.” In:
Mathematics of Computation 59.199 (1992), p. 299. ISSN: 00255718. DOI: 10 .
2307/2153000.
[105] A. M. Law and W. D. Kelton. Simulation modeling and analysis. 1991. ISBN:
0780379241. DOI: 10 . 1016 / j . sysconle . 2007 . 02 . 002. arXiv: 0608329v1
[arXiv:astro-ph].
[106] N. Bradley. “Response Surface Methodology”. PhD thesis. 2007. ISBN:
9780444527011. DOI: 10.1016/B978-044452701-1.00083-1.
[107] J. P. Kleijnen and R. G. Sargent. “A methodology for fitting and validating
metamodels in simulation”. In: European Journal of Operational Research 120.1
(2000), pp. 14–29. ISSN: 03772217. DOI: 10.1016/S0377-2217(98)00392-0.
[108] M. Mäkelä. “Experimental design and response surface methodology in en-
ergy applications: A tutorial review”. In: Energy Conversion and Management
151 (2017), pp. 630–640. ISSN: 01968904. DOI: 10.1016/j.enconman.2017.09.
021.
[109] J. P. Kleijnen. “An overview of the design and analysis of simulation exper-
iments for sensitivity analysis”. In: European Journal of Operational Research
164.2 (2005), pp. 287–300. ISSN: 03772217. DOI: 10.1016/j.ejor.2004.02.
005.
[110] M. A. Bezerra, R. E. Santelli, E. P. Oliveira, L. S. Villar, and L. A. Escaleira.
“Response surface methodology (RSM) as a tool for optimization in ana-
lytical chemistry”. In: Talanta 76.5 (2008), pp. 965–977. ISSN: 00399140. DOI:
10.1016/j.talanta.2008.05.019.
[111] J. C. F. Gauss. Combinationis observationum erroribus minimis obnoxiae. Univer-
sity of Gottingen, 1825.
[112] M. A. Hariri-Ardebili, S. M. Seyed-Kolbadi, and M. Noori. “Response Surface
Method for Material Uncertainty Quantification of Infrastructures”. In: Shock
and Vibration 2018 (2018). ISSN: 10709622. DOI: 10.1155/2018/1784203. URL:
https://doi.org/10.1155/2018/1784203.
[113] E. H. Lockwood and A. L. Edwards. “An Introduction to Linear Regres-
sion and Correlation”. In: The Mathematical Gazette 69.447 (1985), p. 62. ISSN:
00255572. DOI: 10.2307/3616472.
72 Chapter 3. Stochastic Methods for the analysis of Energy Systems
[114] N. Cressie. “The origins of kriging”. In: Mathematical Geology 22.3 (1990),
pp. 239–252. ISSN: 08828121. DOI: 10.1007/BF00889887.
[115] M. L. Stein. Interpolation of spatial data: some theory for kriging. Springer Science
& Business Media, 2012.
[116] G. Bohling. Introduction to geostatistics and variogram analysis. October. 2005.
[117] N. Cressie. “Fitting variogram models by weighted least squares”. In: Journal
of the International Association for Mathematical Geology 17.5 (1985), pp. 563–
586. ISSN: 00205958. DOI: 10.1007/BF01032109.
73
Chapter 4
Analysis of uncertainties in
compact plate-fin recuperators for
microturbines
4.1 Objective
The aim of this first study [40] was to perform a stochastic analysis on microturbine
compact recuperators to evaluate the impact of uncertainties in design parameters
on their cost and volume, and to fill the literature gap between a traditional de-
terministic approach to recuperator design and a probabilistic approach, applied to
compact recuperators for mGTs.
Two different probabilistic modelling approaches (Monte Carlo and Response Sen-
sitivity Analysis) have been developed within Matlab® and applied to evaluate the
impact of pressure drops and effectiveness uncertainties on relevant recuperator fea-
tures, such as its volume and cost. As a matter of fact, a preliminary study of the
manufacturing uncertainties has already been carried out by HiFlux [118], a com-
pany which designs and manufactures compact heat exchangers. This allowed to
quantify the uncertainties on recuperator key parameters, such as pressure drop and
effectiveness, which are due to tolerances of parts and manufacturing process. This
work focuses on the outcome of the aforementioned industrial data to evaluate how
such uncertainties impact on cost and volume of a case-study recuperator.
Indeed, Monte Carlo and Response Sensitivity Analysis have been coupled with
Compact Heat Exchanger Optimisation and Performance Evaluation (CHEOPE) tool,
published in [119] and outlined hereby, which allows to analyse two different kinds
of recuperator: the furnace-brazed plate-fin type and the welded primary surface
type. Such recuperator technologies are the most suitable for microturbine applica-
tions being extremely compact, with a ratio of heat transfer surface to heat exchanger
volume greater than 700 m2/m3 [120].
In the first section of this chapter a brief introduction to mGT and recupators is car-
ried out. Then the CHEOPE tool is described to give the reader an understanding
of its operation, and finally the deterministic and stochastic analisys are presented
alongside with the results obtained.
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4.2 General Introduction to Recuperators
Micro-Gas Turbine (MGT) are a promising power generation technology for dis-
tributed generation and smart micro-grids [121, 122, 123, 124], as they present sev-
eral advantages compared to piston engines in terms of low emissions, compact size,
good reliability, fuel flexibility and low maintenance costs. However, their high cap-
ital cost is still hindering their deployment at large scale. A typical MGT system
mainly consists of a cetrifugal compressor, a radial turbine, a combustor, a recuper-
ator and a high speed generator, as can be observed in the following figure 4.1:
FIGURE 4.1: Micro-Gas Turbine system layout
To achieve an electrical efficiency of at least 30% the use of a gas-gas heat ex-
changer, or recuperator, is mandatory [125], and so the proper design of this com-
ponent becomes a key point. As a matter of fact, such a recuperator must present
several important technical characteristics such as high effectiveness, compact size,
structural integrity, and minimal pressure drops. Such requirements cannot be con-
sidered free-of-use and indeed the recuperator can represent up to 30% of the total
capital cost of a microturbine package [125]. The proper design of the recuperator
becomes a central point in microturbine design as well as the evaluation of its per-
formance, as it can be widely inferred from open literature [126, 127, 128].
One of the central points in recuperator performance studies is the identification of
the key parameters affecting its volume and, ultimately, cost. Several authors, such
as Stevens et al. [129], and Lagerström and Xie [130] recognised effectiveness and
pressure drops as key parameters. Despite the huge research efforts in this field,
most of the analyses on recuperators are performed without considering the uncer-
tainties which affect some of the variables on which the recuperator design is based,
since they cannot be pre-determined with appropriate precision. These uncertainties
can have a strong impact on the design of such a component, affecting both costs and
performances [23], making the quantification and the evaluation of their impact on
the outputs of interest a key aspect of the design.
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4.3 Recuperator model and CHEOPE
Recuperator performance is calculated with the CHEOPE tool, originally developed
by the Thermochemical Power Group (TPG) from the University of Genoa (UNIGE),
which allows one to perform two types of analyses on gas-gas heat exchangers:
• Rating: off-design analysis
• Sizing: design and cost estimation
Rating analysis allows one to evaluate the recuperator performance in off-design
conditions, computing the effectiveness and the heat exchanger temperatures while
changing the mass flows and the inlet temperatures. Sizing analysis allows one to
estimate the main geometrical features of the heat exchanger based on design operat-
ing conditions (effectiveness, pressure drops, gas mass flows, inlet gas temperatures
and heat transfer surface characteristics), providing the properties of the gas outlets,
heat exchange volume and estimated cost.
(A) plate-fin surface [130] (B) cross-wavy surface [131]
FIGURE 4.2: Recuperator configurations available in CHEOPE
Regarding the plate-fin configuration figure 4.2 A, the first step done by CHEOPE
is calculation of the required plate thickness to resist the pressure differential be-
tween the two sides. A detailed mechanical and thermal stress analysis, along with
creep and fatigue, would normally be involved in this calculation. Given the scope
of this work, the following simplified approach is followed. The plate is considered
as an equivalent beam, fixed at both ends, with the same thickness t and length l
equal to the fin pitch p f , which is subject to a uniformly distributed load due to the
pressure difference ∆pside. The equivalent section resistance modulus W is expressed
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The design mechanical stress (τd) can be set based on a known material for plate-
fin recuperator. A similar approach is followed for the primary surface recuperator.
The sizing procedure is based on the number of heat transfer units [133] for both
recuperator types. To calculate the heat-transfer convective coefficients h and the
fanning factors f the following equations have been used. In particular, for the plate-
fin recuperator (figure 4.2 A), the equations were derived from [134]:











p f − δ
)−0.0678
(4.3)
fplate− f in = 9.6243 · Re−0.7422 ·
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p f − δ
)−0.2659
(4.4)
and are expressed as a function of specific flow rate G, Prandtl number Pr, Reynolds
number Re, specific heat cp, fin thickness δ, distance between plates b and fin pitch
p f .
When considering primary surface recuperators instead, the equations were derived
from [131]:





where the coefficients k1, k2, k3, k4 used depend on the type of surface geometry
employed.
Leakages have been neglected in this analysis, as in a brand-new recuperator they
should be negligible, and may occur only because of sub-component failure or ther-
mal stress.
CHEOPE capability for plate-fins recuperator sizing was tested and validated in a
previous work [119] through data available in open literature [134]. As underlined
in the introduction, the recuperator cost cannot be considered negligible as it rep-
resents about 30% of the capital cost of a microturbine package [135]. Generally,
detailed cost information is kept confidential by the recuperator industry, however,
it is possible to develop a general cost equation that can provide a valid indication of
the cost trend as different recuperator configurations are considered. The first step
to establish a proper cost function is to highlight the main parameters influencing
the recuperator capital cost and then gathering them in a proper equation for cost
estimation.
It is reasonable to consider that the component cost depends directly on the quantity
of material used for its realisation and, especially for plate-fin recuperators, inversely
on the hydraulic diameter of the heat transfer surface employed. In fact, the lower
the value of the hydraulic diameter (Dh), the higher is the degree of complexity for
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the assembly, considering welding and brazing processes. So, the introduction of the
hydraulic diameter in the cost function allows one to consider both the technology
level and the complexity of the heat exchanger.









Where ψ represents the cost of the reference recuperator (labeled ”0”), whose
matrix weight is known (ρ0Vol0). The exponent a, also called scaling factor, assumes
the value of 0.6. The material volume is evaluated as the product of the heat transfer
total surface (A) and the average thickness t, based on equation 8.
Vol = A · t (4.8)
Such an equation implies dependence on the heat transfer effectiveness, which
affects the required surface (and thus the material volume) in a strongly non-linear
way, especially for high effectiveness values (> 85%).
The cost equation proposed has the following limitations of applicability: it can only
be employed within the operating range of the material used in the reference re-
cuperator and, in principle, it cannot be extended to recuperator concepts different
from the reference one. However, within the range of validity, eq. 4.7 clearly states
the proportionality between the cost and the quantity of material employed. The
cost function has been validated and tuned properly in previous works [119] and
updated to current state-of-the-art market [118].
4.4 Deterministic analysis
CHEOPE has been used to size a recuperator with the deterministic on-design pa-
rameters enlisted in Table 4.1, which are representative of a mGT cycle application
[136].
TABLE 4.1: Recuperator on-design input data and characteristics
Hot Side Cold Side
Mass flow [kg/s] 0.0719 0.0676
Inlet temperature [◦C] 593.6 186.2
Inlet pressure [bar] 1.04 3.18
Pressure drop [%] 1.77 0.61
Effectiveness [−] 0.8835
Thermal conductivity [W/mK] 20
Metal plate thickness [mm] 0.15
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The choice of a plate-fin recuperator is motivated by its high compactness and
well established manufacturing process, featuring good design flexibility [120]. More-
over, such recuperators have already been used for a variety of mGT applications
[125]. A strip-fin surface type with double structure (S11.94D) [133] has been as-
sumed for both the hot and cold sides. To have consistent baseline data to validate
the stochastic analysis, a simulation in deterministic conditions was performed with
CHEOPE, using data listed in Table 4.1 and monitoring cost and volume as outputs.




4.5 Analysis under uncertainties of the reference case
The stochastic analysis was performed assuming as stochastic inputs the pressure
losses on the cold and hot sides and the effectiveness, considering their on-design
value as mean and the standard deviation based on data provided by HiFlux [118].
The level of uncertainty for both inputs and outputs can be quantified with a Coef-
ficient Of Variance (COV), defined as the ratio between standard deviation and the
absolute value of the mean value (σ/µ). A high COV value denotes a large uncer-
tainty; since it relates the standard deviation to the actual mean value, it can give
more information than the absolute σ value.
TABLE 4.3: Mean and standard deviation of the stochastic inputs
µ σ COV
Pressure drop hot side [%] 1.77 0.10 5.65
Pressure drop cold side [%] 0.61 0.05 8.20
Effectiveness [−] 0.8365 0.05 5.99
A normal distribution was assumed for all the uncertain variables considered.
For most engineering problems, a clear probability inference of parameters usually
requires a large volume of experimental data, which is often impractical due to ex-
pense consideration or experimental limitations. Thus, a normal (Gaussian) distri-
bution is popularly adopted without losing the generality, proving to be, under such
circumstances, more appropriate than other distributions.
4.5.1 Monte Carlo analysis
A Monte Carlo simulation was performed with one million samplings. The values
of the input variables (pressure drop on the cold and hot sides and effectiveness)
are extracted from normal distributions with the features presented in Table 3. The
number of samplings was chosen to ensure the smallest Mean Square Pure Error
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(MSPE) possible (Section 3.2.1). Cost and volume of the recuperator were monitored
as outputs and the following probability density functions (Figure 4.3), means and
standard deviations (Table 4) were obtained.
(A) Cost PDF (µ = 1982e) (B) Volume PDF (µ = 5.993dm3)
FIGURE 4.3: Probability density functions of the recuperator outputs
TABLE 4.4: MCs outputs
µ σ
Cost [e] 1982 581
Volume [dm3] 5.993 1.758
The probability density functions of cost and volume resemble the shape of a
Weibull distribution and it can be observed that they both present a wide range of
variability, suggesting a high dependence on input uncertainties. However, the re-
sults obtained from MC, in terms of mean, are in line with the deterministic outputs
calculated previously (4.2), and by increasing the number of runs the results did not
change significantly, confirming the fact that the number of runs performed were
adequate and that MC is a valid and accurate method to perform analysis of the
model under uncertainty. However, this method requires a huge amount of com-
putational time, making it unsuitable for applications that require both simulation
accuracy and low computational efforts. To overcome this issue, the RSA method
was applied to the model, as explained in the following section.
4.5.2 Response Sensitivity Analysis results
The Response Sensitivity Analysis confirmed the substantial advantage in terms of
time to obtain the results. In fact, the RSA method bases its calculation algorithm
on knowledge of the characteristics of the main probabilistic input variables (mean
and standard deviation) and therefore does not require any sampling. Such inher-
ent simplicity means that the time required to perform the analysis depends only
on the number of variables influencing the output of the model. In this study the
output variables (cost and volume) were estimated applying a second order central
finite difference scheme for the mean (Section 3.2.2) and a first order central finite
difference scheme for the variance (Section 3.2.2). To tune the RSA method properly,
a percentage error on the mean was defined as:
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Where the reference mean is the one computed by MC (Table 4.2). The same
equation was applied to the standard deviation. Table 4.5 results were obtained
with ten simulation runs, i.e. several orders of magnitude lower than MC.
TABLE 4.5: RSA mean and standard deviation (error is estimated
against MC results)
µ σ %errµ %errσ
Cost [e] 1936 631 −2.36 7.8
Volume [dm3] 5.77 1.91 −3.86 7.8
These results are in line with those obtained with MC, both on cost and volume,
as the percentage errors on means and standard deviations, as defined in eq. 4.9, are
below 10%, indicating that the RSA tuning was done properly and so this stochastic
method can be used to evaluate the impact of uncertainties on the recuperator anal-
ysed.
By evaluating the sensitivity (Section 3.2.2), it can be observed that the cost and vol-
ume are highly dependent on the effectiveness (Figure 4.4), while the pressure drop
on the hot side has very little impact on them and the pressure drop on the cold side
has no influence on the monitored outputs. The sensitivity sign indicates whether
the relationship between the output and the input considered is direct or inverse.
Effectiveness has then a direct impact on cost and volume, while pressure drop on
the hot side is inversely related to them, as expected (i.e. a decrease would lead to
higher cost and volume).
FIGURE 4.4: Recuperator sensitivity from RSA layout
Analysing the resulting sensitivity, and the variance of the output in RSA, it can
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be stated that the monitored outputs are influenced almost exclusively by the uncer-
tainty in effectiveness. Therefore, it was decided to assess the impact of decreasing
the effectiveness standard deviation by a certain percentage. In such a case, Table 4.6
demonstrates that the standard deviation of the cost decreases almost linearly with
the effectiveness one (i.e. a 10% decrease of the effectiveness standard deviation
leads to a 10% decrease in the standard deviation of the cost). On the other hand, the
mean presents a slight increase due to the second term of the equation with which it
is computed (Section 3.2.2).
TABLE 4.6: Impact of decreasing effectiveness standard deviation on
recuperator cost
Case study σε µcost [e] %di f f . σcost [e] %di f f .
Reference case 0.050 1936 − 631 −
σε − 10%σε 0.045 1945 0.4 568 −10
σε − 20%σε 0.040 1952 0.8 505 −20
4.6 Analysis of cost and volume of CHEOPE recuperators un-
der uncertainty
The RSA method was then applied to all the plate-fin recuperators, using all the
surfaces available in the CHEOPE embedded library, which presented a metal plate
thickness analogue to the reference recuperator (Table 1). The mean and standard
deviation of costs and volumes were computed for each recuperator surface type,
indicated in Table 7 with a reference code where the first letter refers to the fin type:
• S: Offset Strip Fin (figure 4.5A)
• L: Louvered Fin (figure 4.5B)
• P: Plain Fin (figure 4.2A)
and the last letter identifies the kind of structure used (D: Double Structure, T: Triple
Structure) [133].
(A) Offset strip fin recuperator (B) Louvered fin recuperator
FIGURE 4.5: Probability density functions of the recuperator outputs
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The parameter βA represents the area density defined as the ratio between the
heat transfer surface and the heat exchanger volume. In the following tables (Tables
4.7-4.9) and figures (Figures 4.6-4.7) the solutions which present the lowest mean
costs are identified with yellow, while the recuperators with the lowest mean vol-
umes are identified with green colour. All the recuperators analyzed in the follow-
ing have been evaluated using the on-design conditions listed in Table 4.1, for what
concerns mass flows, inlet temperatures and inlet pressures.
TABLE 4.7: RSA results of CHEOPE recuperators
Surface Dh βA µcost σcost µvolume σvolume
type [mm] [m2/m3] [e] [e] [dm3] [dm3]
S11.1 3.08 1204 1696 554 7.81 2.56
S11.94D 2.27 1512 1936 631 5.77 1.91
S15.2 2.65 1368 2282 721 8.14 2.55
S15.4D 1.61 2106 1861 606 3.21 1.06
S16.00D 1.86 1804 1869 602 4.05 1.32
S16.12D 1.55 2165 1767 574 2.89 0.95
S16.12T 1.57 2133 2107 673 3.75 1.14
P5.3 6.15 617 2567 829 31.55 10.21
P11.1 3.08 1204 2095 686 9.63 3.17
P14.77 2.59 1378 2472 794 8.49 2.78
P15.08 2.67 1358 3054 970 10.89 3.47
P19.86 1.87 1841 2335 756 4.93 1.63
P11.94T 2.86 1289 2268 742 9.42 3.04
P12.00T 2.87 1288 2131 696 8.88 2.87
P16.96T 1.72 1994 2609 844 4.79 1.59
P25.79T 1.15 2807 2427 787 2.51 0.82
P30.33T 1.22 2666 3176 999 3.59 1.12
L6.06 4.45 840 1902 628 14.72 4.80
L8.70 3.65 1007 1653 539 7.63 2.50
L11.1 3.08 120 1696 554 7.97 2.57
The percentage COV for the recuperators analysed was evaluated (Figure 4.6),
both for the cost and for the volume. Between the different configurations, the mean
value of the COV is 32.36 for the cost and 32.42 for the volume, with a maximum
variability of ±0.88 and ±2.10 respectively. Hence, the COV between the different
configurations can be approximated as constant. However, comparing these values
with that of input, it is possible to note that the COV increases by about one order
of magnitude in respect to the COV related to the pressure drop at the cold side
(the higher one in the inputs, see Table 4.1). This increase means that the actual de-
sign tends to increase the input uncertainties through the outputs. Analysing the
recuperators in a Volume-Cost chart (Figure 4.7) is it possible to highlight that the
recuperator which employs surface S16.12D on both the cold and hot side, repre-
sents the best compromise between low cost and low volume in this first analysis.
As CHEOPE allows one to size a recuperator with different surfaces on the hot and
cold sides, two further analyses were carried out:
1. Combination of surfaces from the three minimum-cost recuperators (Table 4.8)
2. Combination of surfaces from the three minimum-volume recuperators (Table
4.9)
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In both analyses the cost and the volume were monitored as outputs.
FIGURE 4.6: COV of analyzed recuperators
FIGURE 4.7: Volume and cost of each analyzed recuperator
From Table 4.8, it is possible to highlight that the solution with the lowest cost is
the one which employs surface L8.70 on both sides (cold and hot), leading to a mean
cost ofe1652.60. This solution, among the low-cost recuperators, is also the one with
the lowest volume (7.63dm3). However, all the combinations exploited in Table 4.8
present small differences in terms of cost and volume between them, with a max-
imum variation of e43.2 and 0.34dm3 respectively. On the other hand, from Table
4.9 it can be observed that the solution which presents the minimum volume is the
one which employs surface P25.79T on both sides (cold and hot), with a volume of
2.52dm3. However, this solution is also the most expensive among the combinations
investigated: in fact, it has the smallest hydraulic diameter (1.15mm), impacting the
cost function described in eq. 4.7. The solution, among the minimum-volume com-
binations, with the lowest cost is the one which employs surface S15.4D on the hot
side and surface S16.12D on the cold side. In the following figure (Figure 4.8) a final
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TABLE 4.8: RSA - minimum cost recuperators
Hot side Cold
side
µcost σcost µvolume σvolume
surface surface [e] [e] [dm3] [dm3]
S11.1 S11.1 1696.25 533.68 7.81 2.56
S11.1 L8.70 1659.05 541.39 7.65 2.51
S11.1 L11.1 1696.75 553.84 7.76 2.56
L8.70 S11.1 1690.36 551.69 7.80 2.55
L8.70 L8.70 1652.60 539.22 7.63 2.50
L8.70 L11.1 1690.88 551.87 7.96 2.56
L11.1 S11.1 1695.30 553.37 7.82 2.56
L11.1 L8.70 1658.15 541.09 7.65 2.51
L11.1 L11.1 1695.80 553.54 7.97 2.57
TABLE 4.9: RSA - minimum volume recuperators
Hot side Cold
side
µcost σcost µvolume σvolume
surface surface [e] [e] [dm3] [dm3]
S15.4D S15.4D 1861.33 606.47 3.21 1.06
S15.4D S16.12D 1758.14 572.23 2.89 0.97
S15.4D P25.79T 2107.57 686.84 2.71 0.95
S16.12D S15.4D 1881.68 612.58 3.24 1.05
S16.12D S16.12D 1766.63 574.38 2.89 0.95
S16.12D P25.79T 2113.65 688.15 2.80 0.92
P25.79T S15.4D 2175.39 705.68 2.85 0.93
P25.79T S16.12D 2040.43 660.94 2.77 0.86
P25.79T P25.79T 2426.81 787.08 2.52 0.82
comparison between the most valuable recuperators, according to the previous anal-
yses, was done. Two further recuperators were evaluated, combining the surface of
the minimum-cost recuperator with that of minimum-volume both on the cold and
hot sides. From the results obtained (Figure 4.8) it can be observed that the solution
which employs surface P25.79T on the hot side and surface L8.70 on the cold side
presents extremely high costs compared to the others and also a high volume, while
the solution which employs surface L8.70 on the hot side and surface P25.79T on the
cold side is not particularly interesting as it presents intermediate characteristics be-
tween recuperator P25.79T − P25.79T and L8.70− L8.70 but with a higher cost and
volume than recuperator type S16.12D. As a matter of fact, the solution with the
recuperator surface type S16.12D on both the cold and hot sides continues to be that
which presents the best compromise between cost and volume. This solution, com-
pared to that with the lowest volume (P25.79T − P25.79T) presents a cost of about
27% lower and a volume 15% higher, while compared to the lowest-cost solution
(L8.70− L8.70) has a volume 13% lower and a cost 37% higher. The solution which
employs surface L8.70 on the hot side and surface P25.79T on the cold side is not
particularly interesting as it presents intermediate characteristics between recupera-
tor P25.79T − P25.79T and L8.70− L8.70 but with a higher cost and higher volume
than recuperator type S16.12D.
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FIGURE 4.8: Comparison of the most valuable recuperators in terms
of cost and volumeS
4.7 Concluding remarks
In this first work, developed during the first year of the Ph.D. study, a stochastic
analysis of a microturbine compact recuperator has been performed. Two different
probabilistic methods have been applied and coupled with CHEOPE, a design tool
developed by the TPG-UNIGE to size compact recuperators, to evaluate the impact
of uncertainties in input parameters on cost and volume of a case-study plate-fin re-
cuperator. Three main parameters have been considered as uncertain: effectiveness,
hot side pressure drop and cold side pressure drop, based on industrial evidence.
Monte Carlo simulation has allowed the author to evaluate the probability density
function of the monitored outputs and has highlighted a high variability of cost and
volume. The application of the RSA method has allowed to further investigate the
root cause, highlighting the effectiveness as the main parameter affecting the re-
sults, while the hot side pressure drop presented a small influence and the cold side
pressure drop no relevant impact at all. In fact, it was assessed that decreasing the
uncertainty on the effectiveness standard deviation by 10 to 20% would decrease
the standard deviation of the cost by about the same amount. Further RSA analyses
were performed on the recuperators within the inner library of CHEOPE, consid-
ering those with the same metal thickness and the same design points as the case
study plate-fin recuperator analysed previously, to identify the least expensive and
the most compact solution, combining different surfaces on the cold and hot sides.
The COV of the recuperators analysed was almost constant, however its increase of
about one order of magnitude against the stochastic inputs COV, highlighted that
the actual design amplifies the input uncertainties through the outputs. In particu-
lar the minimum-volume recuperator, which employs surface P25.79T on both the
cold and hot sides, has a mean volume of 2.52dm3, while the mean cost is e2486.81.
On the other hand, the least expensive recuperator employs surface L8.70 on both
sides with a mean cost of e1652.60, but with a volume of 7.63dm3. In the last anal-
ysis a comparison between the most compact solutions and the least expensive has
been done, identifying recuperator S16.12D as the best compromise between cost
and volume. This solution presents a volume of 2.89dm3 and a cost of e1766.63,
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which, in comparison with the minimum volume and the minimum cost configu-
rations, is 15% higher in volume and 37% higher in cost, respectively. Finally, this
paper showed the potential of coupling a detailed sizing tool such as CHEOPE with
uncertainty quantification methods, which can now be effectively used for the ro-
bust design of compact gas-gas recuperators.
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Design and optimization under
uncertainty of solid oxide fuel cell
hybrid systems
5.1 Objective
The growing interest and sensibility towards the environment have impacted the
world of research in the energy field, which has shifted focus towards conversion
technologies, which could achieve higher efficiencies and guarantee a lower envi-
ronmental impact. In such context, fuel cells are considered a promising technology
for energy conversion, as they can guarantee high electrical efficiencies, low emis-
sions, possibility for cogeneration and modularity [137, 138, 139]. In particular, Solid
Oxide Fuel Cell (SOFC) are the most attractive fuel cell technology for stationary
power production and hybrid system integration, thanks to their fuel flexibility and
their high operating temperature, which can raise the overall cycle efficiency to more
than 70%, resulting in a particularly interesting application for hybrid system inte-
gration [140, 141]. On the other side, in order to evaluate properly such systems and
to get insights on their real behaviour, the range of performance and the economic
profitability and investment which would be expected, a classic deterministic de-
sign would not be adequate. As a matter of fact, it is widely demonstrated that the
performance of such systems is highly affected by uncertainties related to mechan-
ical and manufacturing parameters, limited knowledge of physics and numerical
approximations introduced with models [18, 23]. For these reasons, a single point
deterministic simulation would mostly lead to an inaccurate or incomplete repre-
sentation of the system considered. The objective of this chapter is to propose and
assess a comprehensive and all-around framework for uncertainty analysis, robust
design and multi-objective optimization of an hybrid system, considering different
market conditions, which could affect the costs and the revenues, and making use of
the response surface methodology to create a reliable metamodel on which perform
these analyses. The first section describes briefly the layout of the hybrid system
considered, while the second section describes more in detail the model employed,
focusing on the main equations that drives the system in relation to the analyses
which have been carried out.
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5.2 Hybrid System layout
The system considered in this work is made up of a pressurized SOFC coupled with
a turbocharger. In comparison with Micro-Gas Turbine (MGT) based hybrid system
this solution provides less power, but it still benefits from cell pressurization: in fact,
it is possible to increase a fuel cell efficiency by 11% raising its pressure from 1 to 5
bar [142]. A turbocharged SOFC features considerably lower capital cost, which is
key to make hybrid systems commercially competitive in the future, thanks to the
turbocharger technological maturity versus MGT [141].
The turbocharged SOFC system, which is presented in Figure 5.1, is powered by
biogas with a 50% CH4 - 50% CO2 molar composition and it has been designed to
provide a net electrical power output of about 30 kW. In this study a SOFC stack
composed by 1500 cells is considered.
The fuel is compressed, pre-heated by the system exhausts in the Fuel Pre-Heater
(FPH) and then lead to the anodic ejector primary nozzle. The purpose of the ejec-
tor is to recirculate the anode outlet to the reformer, in order to provide the proper
amount of steam and heat for the chemical reactions and thus to avoid carbon de-
position inside the SOFC. Inside the reformer, through Steam-Methane Reforming
(SMR) (eq. 5.1) and Water-Gas Shift (WGS) reactions (eq. 5.2) [143], H2 is obtained
from biogas and it is used to feed the SOFC.
CH4 + H2O→ CO + 3H2 (5.1)
CO + H2O↔ CO2 + H2 (5.2)
Cathodic and anodic flows from the SOFC outlet are mixed within the Off Gas
Burner (OGB), where the fuel which has not been consumed inside the fuel cell is
burnt. The heat produced by this combustion is provided both to pre-heat the ca-
thodic inlet flow in the Air Pre-Heater (APH) and to drive the SMR chemical reaction
in the reformer. Then the flow goes into the turbine and its expansion provides the
mechanical power needed by the turbocharger to compress the air flow.
Before entering the SOFC, the air flow is pre-heated through the Recuperator (REC)
and the APH. The reformer and all the heat exchangers are set up in a co-flow con-
figuration.
In nominal operating conditions U f is equal to 0.8, the fuel cell average temperature
is 1071K and the anodic ejector recycle ratio (ratio between secondary and primary
mass flow) is about 7.15. A high percentage (98.6%) of the methane in the anode flow
reacts in the external reformer, while the remaining part is reformed inside the SOFC.
The system is equipped with a Waste-Gate Valve (WGV), which is used to lead
part of the flow downstream from the turbine, without expansion. In this way, the
flow at the REC inlet has a higher energy content and the air flow entering the fuel
cell has a higher temperature. The opening of this valve is controlled to comply with
SOFC operational constraints: the fuel cell maximum temperature must be between
1123 and 1133K, while the stack internal temperature gradient must be lower than
250K [144]. The percentage of mass flow to bypass through the wastegate valve is
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FIGURE 5.1: Turbocharged SOFC system plant layout
automatically determined by a Proportional Integral (PI) controller in order to keep
the SOFC max temperature equal to 1133K [145].
5.3 Model Description
To analyze the hybrid system behavior under different design choices, a steady-state
model was created in Matlab-Simulink®. All the components models are part of a
library developed by TPG along the years and they are based on mass and energy
balance equations. Inlet and outlet flows of each component are defined by mass
flow, pressure, temperature and chemical composition.
Their validation was carried out in previous works [146, 147, 148, 149]. In [149]
the validation of SOFC and Reformer (REF) was performed comparing simulations
against experimental data collected onto a Staxera GmbH system. Validation of the
SOFC model under faulty conditions was presented and discussed in [148]. The re-
liability verification of the heat exchanger model was carried out in [146], while the
ejector was validated in [147].
The SOFC is modelled through a 1D approach, which allows to observe how tem-
peratures and pressures vary along the cell, and thus to verify if all the operational
limits are satisfied. Each cell in the stack is discretized in 10 finite elements and the
electrochemical processes occurring in the SOFC are simulated as it follows:
• The value of current, set by the user, is used to compute the amount of H2 and
O2 that are consumed
• Cathode and anode outlet compositions are obtained from the balances of the
electrochemical reactions, neglecting the contributions of CO and CH4
• The temperatures of the cell and of the cathode and anode flows are computed
solving energy balance equations that consider the stack thermal losses
• The cell voltage is computed subtracting ohmic, mass transfer and activation
losses from the Nernst’s potential value.
The ohmic losses are directly related to the cell current icell and Rdis, which is
computed according to eq. 5.3 for each discretization element. In this equation the
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parameter kohm was introduced during the model validation to better match the ex-
perimental test data, while t and c are respectively the thickness and the conductivity
of the part considered (anode, cathode and electrolyte) and Adis represents the area













where kohm is a corrective coefficient that has been introduced to have simula-
tions results as close as possible to the experimental behavior of the SOFC. In the
following analyses the uncertainty regarding the ohmic losses magnitude is consid-
ered as related to kohm. The overall value of kohm is then calculated as the average
between all the discretization elements.
The heat exchanger model is used to simulate APH, FPH and REC, but only the lat-
ter is a real heat exchanger, while APH and FPH represent heat exchanges between
close pipes. This model is based on a 1D approach and the outlet flows temperatures
are determined solving conductive and convective heat exchange equations.
The REF model is based on the same approach of the heat exchanger regarding the
thermal exchange. The outlet flow composition is computed as a function of the heat
provided and assuming equilibrium conditions for SMR and WGS reactions.
In the 0D ejector model the secondary nozzle pressure and the inlet flows are used
to solve continuity, momentum and energy equations. In this way it is possible to
determine primary nozzle inlet pressure and outlet stream properties. The OGB is
simulated with a 0D model which computes outlet flow temperature and composi-
tion solving the fuel combustion reaction.
The fuel compressor is based on a 0D approach to find the pressurized fuel prop-
erties. Under the hypothesis of isentropic compression and perfect gas, the power
absorbed by the fuel compressor PC, f uel is computed as:
PC, f uel = ṁ f uel · (cp,outTout − cp,inTin) (5.4)
While the electrical power generated by the SOFC is computed as:
PSOFC = ηinv ·Vreal · icell · Ncell (5.5)
Subtracting PC, f uel from PSOFC it is possible to obtain the net power output of the
whole system Pnet:
Pnet = PSOFC − PC, f uel (5.6)
while its ηnet is computed according to eq. 5.7.
ηnet =
Pnet
(ṅ f uel · LHVf uel)
(5.7)
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Since Vreal (eq. 5.5) is calculated as the difference between Nernst’s potential and
activation, ohmic and mass transfer losses, it is clear from eq. 5.5, eq. 5.6 and eq. 5.7
that ohmic losses have a direct influence on the system power output and efficiency.
The steam to carbon ratio (STCR) at the anode ejector outlet, which must be main-





The turbocharger model is based on compressor and turbine 0D models. Both
of them find values of efficiency, pressure ratio, mass flow and rotational speed in-
terpolating or extrapolating component maps, which are based on real components
maps, properly scaled to comply with the SOFC hybrid system requirements [148].
Since the turbocharger is not devoted to energy production, its power balance must
always be zero (taking into account the mechanical losses). Shaft speed is obtained
iteratively to ensure that this condition is met.
Finally, to better understand the analyses that will follow, it is important to underline
that:
• the turbocharger is fixed, in terms of compressor and expander nominal capac-
ity and related characteristic maps
• the fuel mass flow is determined based on the fuel cell area and the electrical
current density.
In Table 5.1 it is possible to observe the most significant data and results from
on-design simulation of the system described here under deterministic conditions
(i.e. no uncertainty considered).
TABLE 5.1: Main input data and results from the on-design steady-
state simulation of the hybrid system.
Input Data
icell [A] ηt[−] ηc[−] ηalt[−] kohm[−] Ncell [−]
30.30 0.6080 0.7168 0.960 0.480 1500
Results
Pnet [kW] 30.2 ṁ f uel [kg/s] 0.0044
ηnet [−] 0.5198 ṁair [kg/s] 0.0713
Tcell,max [K] 1133 Nsha f t [rpm] 267853
Tcell,avg [K] 1071 RRej [−] 7.15
Vreal [V] 0.7148 kohm [−] 0.48
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5.4 Propagation of uncertainties
The first study conducted on the hybrids was performed in order to study the prop-
agation of uncertainties in hybrid systems related both to the fuel cell (ohmic losses,
anodic ejector diameter and gas composition) and the gas turbine cycle characteris-
tics (compressor and turbine nominal efficiencies, recuperator pressure losses). Due
to plant complexity and high computational effort required by uncertainty quantifi-
cation methodologies, a response surface is created. In this work, a second-order
design called Central Composite Design Face Centered (CCF) method with Least
Square Method (LSM) is used (section 3.4.2 and 3.5.1). The choice of the LSM was
done based on the fact that the response were expected to be regular, and the LSM
would have guaranteed good results with an easy implementation. This design ex-
pands the idea of the first-order 2k factorial design, where each control variable k is
measured at two levels, called low and high levels, by adding center (n0) and axial
points for the creation of the metamodel. For the CCF the axial points are arranged
so that they are at the center of each face of the factorial space. Thus, the total num-
ber of design points in a CCF is:
nruns = 2k + 2k + 1 (5.9)
The impact of the following seven parameters, or factors:
• recuperator pressure drop at hot (dphot) and cold side (dpcold)
• anode ejector diameter (dej)
• fuel cell ohmic losses corrective coefficient (kohm)
• gas composition (CO2 percentage)
• compressor (ηc) and turbine efficiency (ηt).
on five different system outputs, or responses:
• net power produced by the system (Pnet)
• net efficiency (ηnet)
• mass flow percentage bypassed through the WG valve (ṁWG)
• steam to carbon ratio (STCR)
• turbocharger rotational speed (Nsha f t)
is investigated. The creation of the RS for the UQ analysis is based on the knowl-
edge related to the uncertainties of such input, based on industrial data, literature
review and Authors’ knowledge (table 5.3).
The RS was then created considering low and high levels to have a range equal to
±3σ (table 5.3). Such range was considered since in a normal distribution, the inter-
val created by the mean plus or minus three times the standard deviations contains
99.73% of the data.
A second-order response surface metamodel was built with a three-level facto-
rial design, since a significant two-way interaction effect is observed at the end of
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TABLE 5.2: Mean and coefficient of variance for the stochastic inputs
- UQ analysis on hybrid system
Variable Unit of measure µ COV
dpcold [mbar] 15 5% [151]
dphot [mbar] 15 5% [151]
dej [m] 0.0025 2.5%
kohm [−] 0.48 3% [152]
CO2 [%] 50 5% [153]
ηc [%] 72 1%
ηt [%] 61 1%
TABLE 5.3: Low and high levels considered for RS creation - UQ anal-
ysis on hybrid system
Factor Name Central point Low level High level
A dpcold 15.00 12.75 17.25
B dphot 15.00 12.75 17.25
C dej 0.0025 0.0023 0.0027
D kohm 0.4800 0.4368 0.5232
E CO2 0.5000 0.4250 0.5750
F ηc 72.00 69.84 74.16
G ηt 61.00 59.17 62.83
the ANOVA analysis. A total of 143 runs with the simulation model were then nec-
essary for the RS creation, as required to perform a proper CCF (equation 5.9) where
the number of factors k considered in this study is equal to 7. These runs were per-
formed with the Matlab model described before.
Hereafter in table 5.4, the results related to the procedure needed to define the coef-
ficient of the response surface is reported only for the net power, to give the reader
an understanding of the method used.
Firstly, the ANOVA was performed to identify the most suitable model (i.e. 2F1,
quadratic, cubic) and then to evaluate which single factors and which combinations
were significant. In particular, the quadratic model, for all the response surfaces, was
chosen for this study based on ANOVA results (table 5.4). As a recall, the generic





aixi + bixixj ∀i, j ∈N (5.10)
The significance of the quadratic model is based on p-values, R2 and F-value.
It can be observed that the model has a p-value lower than 0.0001, indicating the
significance of the quadratic model. The absence of any lack-of-fit (p-value>0.05)
in the other factors strengthens the reliability of the model. The Model F-value of
21764.16 implies the model is significant. The Predicted R2 of 0.9996 is in reasonable
agreement with the Adjusted R2 of 0.9997. The Predicted R2 represents the degree
to which the input variables explain the variation of the output/predicted variable,
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TABLE 5.4: ANOVA results for net power response surface - UQ anal-
ysis on hybrid system
Sources Sum of squares Mean square F-value p-value
Model 60.77 3.20 21764.16 < 0.0001 significant
A 0.0007 0.0007 4.68 0.0325
B 0.0066 0.0066 44.73 < 0.0001
C 0.2830 0.2830 1926.02 < 0.0001
D 24.18 24.18 1.645E05 < 0.0001
E 34.99 34.99 2.381E05 < 0.0001
F 0.3985 0.3985 2711.69 < 0.0001
G 0.5789 0.5789 3939.59 < 0.0001
CD 0.0113 0.0113 76.58 < 0.0001
CE 0.0434 0.0434 295.04 < 0.0001
CF 0.0175 0.0175 119.33 < 0.0001
CG 0.0054 0.0054 36.47 < 0.0001
DE 0.0347 0.0347 235.97 < 0.0001
DF 0.0013 0.0013 8.55 0.0041
DG 0.0062 0.0062 42.41 < 0.0001
EF 0.0653 0.0653 444.45 < 0.0001
EG 0.0116 0.0116 79.08 < 0.0001
B2 0.0010 0.0010 6.99 0.0093
E2 0.0304 0.0304 206.87 < 0.0001
F2 0.0018 0.0018 12.54 0.0006
Residual 0.0181 0.0001
while Adjusted R2 gives the percentage of variation explained by only those inde-
pendent variables that in reality affect the dependent variable. Typically, the more
non-significant variables are added into the model, more the gap in R2 and Adjusted
R2 increases. In table 5.5 the values of Adjusted R2 for each response surfaces are
reported. The high values indicate that all the models fit the simulation data very
well.






Nsha f t 0.9974
5.4.1 Diagnostic analysis
Diagnostic plots are shown in Figure 5.24 to investigate the suitability of fit of the
proposed response surface in comparison to the simulation model behaviour. Fig-
ure 5.24a represents the normal probability plot of the residuals. Since the points are
detected on a straight line the normality of response data is proved [49]. Predicted
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(values evaluated by the model) vs. actual values (values evaluated by the simu-
lation model) plot proves that the predicted data are in agreement with observed
data in the range of the operating variables (Figure 5.24b). Externally studentized
residuals versus predicted values are shown in Figure 5.24c. Since the points are
sited within a range close to zero, it means that an absence of constant error occurs.
Figure 5.24d explored residual vs. run plot and shows random and uniform scatter
of coloured points corresponding to Pnet. The diagnostic plots of the other responses
are reported in Annex A at the end of this section, however the trend is the same as
the one observed for the net power.
FIGURE 5.2: Diagnostic plots related to net power - UQ analysis on
hybrid system
The obtained models can be used for predicting novel observations within the
defined design range. Extrapolation should be avoided, as prediction variance in-
creases dramatically.
5.4.2 Analysis of the responses
Having established the quality of the response surfaces, the same were used to study
the effect of the analysed inputs on several performance parameters. Firstly, an anal-
ysis of the response surfaces is presented to indicate within which range the outputs
can vary due to the uncertainties and how the response surfaces look like. Then,
the interactions between the inputs and the main effects that inputs have on the
responses are presented. This is the core of the RS methodology. In fact, such a
quantitative evaluation of the effects and their interaction cannot be easily obtained
with a sensitivity analysis or a Monte Carlo simulation. Finally, in the last section,
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the results of a MCS applied to the RS are presented, to evaluate the probability
distribution of the outputs as well as their COV. In the following response surfaces
figures, it is worth to remind that the red points represent the points used for the
response surface creation based on simulation model results.
Net power and net efficiency
Considering the uncertainties, net power varies between 29.4kW and 31.7kW (nom-
inal is 30.71kW) with a net efficiency in the range from 49.8% to 53.6% (nominal is
51.98%). Looking at the ANOVA results (table 5.4) and Annex A, it is noticeable that
these two response variables are closely correlated and their behaviour in relation
to the input parameters is the same: for this reason, in the following just the figures
related to the net power will be shown. As expected, the factors which have the
strongest impact on them are the CO2 percentage in the fuel and the ohmic losses in
the fuel cell, as they directly impact the performance of the SOFC stack (figure 5.3).
The Pnet decreases along with the CO2 increase are due both to a decrease in the
FIGURE 5.3: Net power response surface - UQ analysis on hybrid
system)
SOFC power because of a lower amount of H2, as well as to an increase in the power
absorbed by the fuel compressor, as shown in figure 5.4.
Wastegate mass flow
The percentage of the nominal mass flow that passes through the WG valve varies
between 2.5% and 18% (nominal is 11.5%). This means that, considering the uncer-
tainties and the considerations made in the previous sections, the wastegate valve
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FIGURE 5.4: PSOFC (left) and Pc, f uel (right) response surfaces - UQ
analysis on hybrid system
is always able to control the SOFC temperature, since its values are never equal to
zero. Its opening is mostly influenced by ηt, and ηc, the higher these values are, the
higher mass flow passes through the WG valve (figure 5.5). This effect is explained
in more details in subsection 5.4.3.
FIGURE 5.5: ṁWG response surface - UQ analysis on hybrid system
STCR and shaft speed
The STCR varies between 2.20 and 2.47 (nominal is 2.38), remaining hence inside
the safe region [150]. The STCR is mostly influenced by the CO2 percentage in the
fuel and the ejector diameter with a direct proportionality (figure 5.6). In fact, the
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FIGURE 5.6: STCR response surface - UQ analysis on hybrid system
decreasing of the CO2 percentage in the fuel composition results in an increase of
the CH4 percentage, which, being at the denominator of the STCR equation (5.8),
assuming other parameters of the equation not influenced, ends up with a decrease
of the STCR. The pronounced curvature of the surface represents a significant im-
portance of the quadratic terms. The STCR has a more linear dependence on CO2
at lower dej values, while at high dej values the dependence of the CO2 percentage
increases significantly with a quadratic trend.
Regarding the ejector diameter, since the fuel mass flow at the primary anode ejector
is maintained constant (as it depends only on fuel utilization factor U f and electri-
cal current, which are constant), a decrease in dej leads to a decrease of inlet-outlet
pressure difference. Such difference leads to a decrease of the recirculation ratio and
then to a decrease of the STCR. The turbocharger rotational speed can vary, consider-
ing the uncertainties analysed, between 258564 and 275714 rpm (nominal is 267853).
Hence, the speed limit equal to 307 krpm, as provided by the supplier, is respected.
5.4.3 Analysis of the effects
The effects that each single input has on the response variables considered in this
study are reported in figure 5.7, where the condition at the design point is taken
as central point. The trend however persists even if another point of the design
space is considered. For a qualitative analysis of the effects, table 5.6 presents with a
simplified approach which is the effect of the increase of each input on the analysed
output.
The pressure drops both at the hot and cold sides have a negligible influence on
all the outputs analysed, even though such factors are significant for the response
surface creation, as shown in table 5.6 . The effect of the input parameters on net
power and net efficiency is the same, due to how the net efficiency is evaluated in
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FIGURE 5.7: Analysis of the effects - UQ analysis on hybrid system
such systems (eq. 5.7) – i.e. function of net power and LHV of the fuel, which is a
constant. These two outputs are mostly dependent on both ohmic losses and CO2
percentage in the fuel. An increase of such parameters leads to a decrease of these
two monitored outputs. A counterintuitive aspect to highlight is that, even if at small
extent, an increase of the turbocharger efficiency (both on compressor and turbine
sides) leads to a decrease of the power produced:
• If the compressor efficiency is higher, considering a certain pressure ratio, the
outlet temperature is lower. Hence, it is necessary to open the WG valve to
transfer more heat to the air flow and to comply with the fuel cell inlet temper-
ature constraint, this reducing the system pressure.
• If the turbine efficiency is higher, more energy is extracted from the exhaust
flow, whose temperature is lower. Since the air flow is heated by the turbine
outlet flow, its temperature is also lower. To solve this issue, the WG valve
must be opened as for the previous case, with same effect on fuel cell pressure.
In both cases, opening the WG valve reduces the turbine inlet mass flow and thus
the mechanical energy transferred to the compressor. As a consequence, the com-
pressor outlet pressure is lower and the power generated by the SOFC decreases.
The ohmic losses influence mostly the rotational speed. This is due because, if the
ohmic losses increase, more heat is dissipated inside the cell. The recirculation ratio
on the anode ejector decreases, hence more unburned fuel reaches the OGB. For this
reason, more energy arrives at the turbine, which starts to increase the rotational
speed. This effect, hence, increases the air mass flow that reaches the cathode side of
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TABLE 5.6: Qualitative effect if each input is increased
Pnet ηnet ṁWG STCR Nsha f t
dpcold = = = = =
dphot = = = = =
dej ↑ ↑ = ↓ ↑
kohm ↓ ↓ = ↑ ↑
CO2 ↓ ↓ ↑ ↑ ↓
ηc ↓ ↓ ↑ ↓ ↓
ηt ↓ ↓ ↑ ↓ ↓
the fuel cell, maintaining the cell set-point temperature.
The ejector diameter has a significant effect on the steam to carbon ratio. In fact, the
model is developed in order to have always the same imposed fuel mass flow at the
inlet; for these reasons the ejector diameter does not have effects on the power pro-
duced but only on the STCR, i.e. the ejector recirculation factor. The STCR increases
by 4% if the ejector diameter is equal to the lowest value.
5.4.4 Interactions between variables
As already highlighted in the response surface analysis section, not only the single
parameters have a significant effect on the response variable but also some inter-
actions have a remarkable effect. The significant interactions are the ones that ap-
pear in the response surface equations. For what concerns the STCR, the interaction
between the ejector diameter and the CO2 percentage is the most important, even
though the ohmic losses have an important effect as well. Looking at Figure 5.8 is
it possible to note that at high value of ejector diameter the STCR is significantly
influenced by the CO2 percentage. On the other hand, at low level of ejector diame-
ter, such influence is reduced significantly. In any case, the kohm influence remains
almost the same: an increase of such parameter leads to an increase of STCR. The
green points in next figures represent the point used for the response surface cre-
ation based on simulation model results.
Figure 5.9 depicts the interaction between kohm and dej on ṁWG highlights that the
ṁWG is not particularly influenced by the ejector diameter, especial ly at high level of
turbine efficiency. However, it can be observed that the ohmic losses have a signifi-
cant effect on the mass flow that must pass through the WG valve at low compressor
efficiency, even if such influence becomes negligible at high values of compressor ef-
ficiency.
Finally in Figure 5.10, the interaction between ηc and kohm on the net power is shown
in Figure 9(a), from which it is possible to highlight that the influence of compressor
efficiency on the net power is higher at high values of CO2 percentage. In this case,
the kohm has a linear influence on the response variable.
Thanks to the response surfaces, the extremes of Pnet and ηnet ranges can be found,
which make it possible to have a broader view about the hybrid system behaviour.
The highest Pnet value is 31.66kW with a ηnet of 54.0%. In this situation the WG
valve is almost closed, since its mass flow is only 0.05% of the upstream value, with
an STCR equal to 2.22 and with a turbocharger rotational speed Nsha f t of 269458 rpm.
The point where Pnet and ηnet are minimum can be also identified. In this condition
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FIGURE 5.8: Interaction between kohm and dej on STCR - UQ analysis
on hybrid system
FIGURE 5.9: Interaction between kohm and dej on ṁWG - UQ analysis
on hybrid system
the system generates a Pnet of 29.42 kW with a ηnet of 49.8%; the WG valve bypasses
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FIGURE 5.10: Interaction between ηc and kohm on Pnet - UQ analysis
on hybrid system
17.78% of the turbine upstream flow, the STCR is equal to 2.43 and Nshaft is 262746
rpm.
5.4.5 Monte Carlo simulation
The quality of the RS is verified prior of employing it for the Monte Carlo simu-
lation (MCs) based probabilistic analysis [61]. MCs was applied to the obtained
polynomial to evaluate the distribution of the outputs, considering 106 samplings.
The number of samplings has been chosen to ensure the smallest mean square pure
error (MSPE) possible [74]. The values of the input variables are extracted from nor-
mal distributions with the characteristics presented in Table 5.3. The creation of the
RS is essential to carry out the MCS, because the time needed to run the simulation
model 106 times wouldn’t be acceptable. In fact, the time necessary to compute one
of the RS results on the computer used during this work (CPU: Intel Xeon E-2176G
3.70Ghz, RAM: 16GB) is about 10−5 seconds, while a single run of the simulation
model takes about 2 hours.
Figure 5.11 represents the obtained PDFs, while in Table 5.7 the mean, the standard
deviation and the COV values are reported. The probability density functions of
Pnet (Figure 5.11a), Nsha f t (Figure5.11b) and ηnet (Figure 5.11c) resemble the shape of
a Gaussian distribution while the STCR (Figure 5.11d) is more similar to a Weibull
distribution.
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FIGURE 5.11: Monte Carlo simulation results - UQ analysis on hybrid
system
5.5 Design under uncertainty
In this study [154], the effect of three parameters (factors) on the characteristics of
the hybrid system in terms of performance and economic profitability within three
different market scenarios is investigated. Such factors are (Table 5.14):
• Area of a single fuel cell (Acell)
• Exchange surface of the recuperator (Arec)
• Stack current density (Jcell)
A 10% variation from the central point was chosen to determine the high and
low levels of the factors. Adopting these levels, it is not necessary to change other
components in the hybrid system to match the SOFC and the recuperator character-
istics. A more substantial variation from the central point may require modifications
of other components, significantly increasing the complexity of this analysis.
The uncertainties related to turbine and compressor maps in terms of efficiencies
(ηt, ηc) and to the SOFC ohmic losses corrective coefficient (kohm) were also consid-
ered. A Gaussian probability density function was used to describe the uncertain
parameters, as for engineering applications it has proven to be appropriate to de-
scribe stochastic variables when the probability density function (PDF) is not known
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TABLE 5.7: statistical results of the output PDFs
Response Unit of measure µ σ COV
Pnet [kW] 30.68 0.224 0.73%
ηnet [%] 0.52 0.0038 0.73%
ṁWG [%] 11.5 1.36 11.83%
STCR [−] 2.38 0.0289 1.21%
Nsha f t [rpm] 267650 1293 0.48%
TABLE 5.8: Low and high levels considered for RS creation - Design
under uncertainty
Factor Name Unit of measure Central point Low level High level
A Acell [m2] 0.01278 0.01150 0.01406
B Arec [m2] 8.03 7.23 8.83
C Jcell [A/cm2] 0.237 0.213 0.261
a-priori [40]. The coefficient of variance (COV) of stochastic parameters (Table 5.14),
was determined based on industrial data and Authors’ knowledge [152]. Compared
to the work showed in section 4, it can be observed that in this case the COV related
to the efficiencies is lower (5.3), that is because the turbocharger maps have been
updated and improved and so the uncertainties have been reduced. Low values of
turbomachinery efficiencies are justified by the low air flow processed (Table 5.1).
TABLE 5.9: Mean and coefficient of variance for the stochastic inputs
- design under uncertainty
Variable Unit of measure µ COV
ηc [%] 72 0.5%
ηt [%] 61 0.5%
kohm [−] 0.48 3%
5.5.1 Response surfaces creation
As for the study on the propagation of uncertainties (section 4), it was used the Cen-
tral Composite Design Face Centered (CCF) method to build the response surfaces of
the model. To consider the uncertainties within the CCF, each run was performed 15
times (nreps), taking for each simulation a random value of the uncertain parameters,
according to the PDF. Thus, the total number of design points has become:
nruns = nreps
(
2k + 2k + 1
)
(5.11)
which for k=3 and nreps=15 ends up in a total of 225 runs. The response surfaces
were created for the net power (Pnet), the net efficiency (ηnet), the Internal Rate of
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Return (IRR), PayBack Period (PBP) and the capital cost of the plant (Cplant). The
total initial investment was computed as a function of the costs of the main compo-
nents of the hybrid system [155, 123, 156]. In particular, the recuperator cost was
computed according to [123] as:












• r1 is a constant
• ṁcoldin is the cold side inlet mass flow
• pcoldin is a the cold side inlet pressure
• ∆p is the percentage pressure drop
• εREC is the recuperator effectiveness
• f is a parameter dependendant on the recuperator material.
while the SOFC stack cost was computed according to [155] as:
CSOFC,stack = CSOFC + Cinv + Caux (5.13)
where:







Caux = 10%CSOFC (5.16)
of which Acells is the total area of the fuel cells, Tcell is the SOFC average temperature
and PSOFC is the SOFC power design value.






+ 3240V0.4REF + 21280.5VREF (5.17)
where AREF, f in is the reformer finned aread and VREF is the reformer volume. The
cost of piping and other components is estimated equal to 10% of the total plant cost.
The price of the turbocharger has been assumed equal to 800eafter confrontation
with professionals in industry.
All the costs have been updated to the year of reference of this work (2018) using the
Chemical Plant Cost Indexes (CEPCI) [157].
The cash flow of the j-th year (CFNj) was computed as:
CFNj = Cel Pnet − C f uel Pf − Cmaint (5.18)
where the annual maintenance was computed as the sum of a 10% of the SOFC initial
investment and a 3% of the initial investment of the other components, considering
a replacement of the stack after 5 years, amortized along the 10 years life span of
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the plant. The value of C f uel is computed from the cost of the natural gas CH4,
taking into account its content in the biogas (50% molar composition) and assuming
no extra cost due to the CO2 in it. The economic profitability of the system was
computed considering three different market scenarios: Italy, United Kingdom and
United States (New York). For each of these countries a different cost of electricity
Cel and fuel C f uel was evaluated, according to the size of the plant, its consumption
and taking 2018 as reference year. The system was assumed to operate for 8000
Effective Operative Hours (EOH) per year. The main economic parameters used for
the analysis are reported in the following table (Table 5.10).
Firstly, an analysis of variance (ANOVA) of the responses was performed to identify
TABLE 5.10: Main economic parameters - Design under uncertainty
Revenue
Italy (IT) Cel = 0.1636 e/kWh [158]
United Kingdom (UK) Cel = 0.1598 e/kWh [158]
New York (NY) Cel = 0.1364 e/kWh [159]
Operational Cost
Italy (IT) CCH4 = 0.0437 e/kWh [160]
United Kingdom (UK) CCH4 = 0.0279 e/kWh [160]
New York (NY) CCH4 = 0.0215 e/kWh [161]







the most suitable model with Design-Expert® 12.0. The model was selected with
the p-value method, including the terms with a p-value < 0.001, using a forward
selection. The forward selection of Design-Expert works by putting all the terms
in the model one at a time, adding to the model only the terms which improve the
criterion. Terms not yet in the model are checked until no further improvement can
be found given the terms already in the model. This selection has led to the choice
of two main models: reduced two-factor interaction (2FI) and reduced quadratic, as








2FI ∀i, j ∈Ns.t.i 6= j
quadratic ∀i, j ∈N
(5.19)
while "reduced" means that not all the terms of the 2FI and quadratic model were
considered. For the analyzed responses the reduced 2FI preserved all the first order
terms and, amongst second order terms, only the product between term B and C
(Jcell and AREC). Also the quadratic models included all the first order terms, but
considered B2 for the PBP and BC and C2 when evaluating the net efficiency. In
Table 5.11 also the values of the predicted and adjusted R2 are reported. As rule
of thumb, predicted and adjusted R2 should be within 0.2 of each other, otherwise
there could be a problem with either the data or the model [162].
From Table 5.11 it can be observed that the adjusted and predicted R2 of the re-
sponses are within 0.2 each other and also that they all present high values of R2,
well above 0.9, indicating that the models fit simulation data extremely well and can
be used to properly navigate the design space. Only the PBP and IRR of Italian case
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TABLE 5.11: Selected models for RS and R2 of the responses - Design
under uncertainty
Response Model R2adj R
2
pred
Pnet Reduced 2FI 0.9963 0.9962
ηnet Reduced quadratic 0.9478 0.9463
Cplant Reduced 2FI 0.9988 0.9988
PBPIT Reduced quadratic 0.9065 0.9046
PBPUK Reduced quadratic 0.9759 0.9753
PBPNY Reduced quadratic 0.9817 0.9809
IRRIT Reduced 2FI 0.9084 0.9064
IRRUK Reduced 2FI 0.9741 0.9735
IRRNY Reduced 2FI 0.9797 0.9792
show a R2 close to 0.9, indicating that some higher (but acceptable) inaccuracy exist
in such a case, and should be considered in the analysis of results.
5.5.2 Analysis of the responses
Having established the quality of the response surfaces, the same were used in the
first place to evaluate within which range the outputs can vary. From Table 6 it can
be observed that the plant can have a wide range of performance within the de-
sign space considered. The net power can vary of about 9kW, and the efficiency of
about 4 percentage points between the minimum and the maximum values obtain-
able. On the economic side, the capital cost of the plant is also subject to a consistent
variability, while analyzing the PBP and the IRR it can already be noticed that the
plant would be more profitable in United Kingdom amongst the countries consid-
ered, with a PBP which ranges between 2.2 and 2.7 years. This is directly related
to the quite high cost of electricity (Table 5.10), self-consumed by the plant owner
(eq. 5.18), and to the low cost of fuel. The extremely low cost of natural gas of
New York contributes to make the US solution interesting from an economic point
of view, however the low cost of electricity impacts directly the annual cash flow,
making that solution good but less profitable than the UK one. Finally, the high cost
of natural gas in Italy (Table 5.12) impacts directly the PBP and the IRR, making this
solution interesting as the PBP is of about 3.5 years, but less profitable than the other
two scenarios considered.
In the following response surface figures, the colored dots represent the simulation
points used for the RS creation, based on model results (darker dots are above the
surface, lighter below).
Performance: net power and net efficiency
As expected, the ANOVA suggested that the factors which have the strongest impact
on the net power are the current density and the cell area, as they directly impact the
size of the stack and then the power production (Figure 5.12). In fact, the highest Pnet
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TABLE 5.12: Selected models for RS and R2 of the responses - Design
under uncertainty
Response Unit of Nominal Minimum Maximum
variable Measure value value value
Pnet kW 30.71 25.36 36.08
ηnet − 0.5198 0.4925 0.5396
Cplant ke 50.655 46.396 54.962
PBPIT years 3.34 3.06 3.66
PBPUK years 2.33 2.23 2.73
PBPNY years 2.66 2.41 2.98
IRRIT − 0.2724 0.2417 0.3040
IRRUK − 0.4150 0.3471 0.4371
IRRNY − 0.3575 0.3136 0.4014
values are obtained for the maximum size of the SOFC stack.
When considering the net efficiency, the ANOVA suggests also a strong dependence
FIGURE 5.12: Net power response surface - design under uncertainty
on current density and cell area, particularly the current density is taken into higher
consideration, as it is also present as second order term for the quadratic model.
From Figure 5.13 it can be observed that the net efficiency presents a maximum for
low current density, while when considering a fixed Jcell the cell area has a very low
impact on the resulting efficiency. This is due to the ohmic losses, as they are directly
related to the current: a lower stack current would guarantee lower ohmic losses and
then a higher efficiency. It is interesting to highlight that for this RS the colored dots
corresponding to the model simulation are more spread, resulting then in a lower
R2 as reported in Table 5.11.
5.5. Design under uncertainty 111
FIGURE 5.13: Net efficiency response surface - design under uncer-
tainty
Economic parameters: capital cost, PBP and IRR
The capital cost of the plant is dependent mostly on the size of the SOFC stack (Fig-
ure 5.14), as this component is more expensive than the recuperator.
The payback period presents a similar behaviour for all the scenarios considered
FIGURE 5.14: Capital cost response surface - design under uncer-
tainty
and is mostly influenced by the current density and the cell area. The current den-
sity factor is also considered as second-order term (B2) within the reduced quadratic
model chosen (Table 5.11). From Figure 5.15 it can be observed that the behaviour
of the RS is the same for all the countries considered. It can then be highlighted that
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the lowest PBP is obtained when considering a bigger SOFC stack, corresponding to
high values of cell area and current density. These parameters have in fact a similar
influence on the net power (Figure 2), impacting directly the revenues of the plant
and so the PBP.
The internal rate of return is also mostly influenced by the SOFC stack size, from
(A) Italy (B) United Kingdom
(C) New York
FIGURE 5.15: Payback period response surfaces - design under un-
certainty
the single factor B and C and from their product (Figure 5.16). Similar conclusion to
the PBP can be drawn for the IRR as it concerns the dependence on the two factors.
5.5.3 Multi-objective optimization
The polynomial responses of the net power and of the plant cost were used for a
multi-objective optimization with genetic algorithm [163], using the three factors
enlisted in Table 5.14 as decision variables. The high level and low level considered
for the RS creation were used as upper and lower bounds respectively, as the poly-
nomial RS is only valid within those boundaries.
The number of generations for the genetic algorithm was set in order to obtain a
small average spread value and a minimum variation of it amongst the generations.
The spread is a measure of the movement of the Pareto set: a small value means that
the extreme objective function values do not change much between iterations, and
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(A) Italy (B) United Kingdom
(C) New York
FIGURE 5.16: Internal rate of return response surfaces - design under
uncertainty
that the points on the Pareto front are spread evenly.
In multi-objective optimization, the Pareto front is a set of optimal, non-dominated
solutions. A solution is considered non-dominated if no improvement can be achieved
in one of the objectives without leading to a degradation of at least one of the other
objectives [164]. All the solution which do not lie on the Pareto front are considered
instead dominated, or locally optimal.
The resulting Pareto front is reported in Figure 5.17. The first thing that can be no-
ticed by plotting the design point on the figure, is that the Design Point is a domi-
nated solution. As a matter of fact, the realization of a hybrid system able to guaran-
tee the same net power of about 30kW could be done with a capital cost investment
of about 49keinstead of 50.6ke. This could be obtained by using a similar recuper-
ator (8.05 m2 instead of 8.03 m2), and a SOFC stack with a slightly higher current
density (0.257 A/cm2 instead of 0.237 A/cm2) and a similar but smaller fuel cell area
(0.01223 m2 instead of 0.01278 m2). On the other side, with the same investment in
terms of capital costs a 32kW plant could be built by optimizing the SOFC stack size
and the recuperator area.
Figure 5.17 also highlights that the two points of the Pareto front at maximum Pnet
and maximum capital cost are quite close one to each other. It was then decided to
investigate further these two points: if the investor had a higher amount of money
to invest it should be evaluated which one of these two solutions would be more
robust, guaranteeing a more stable net power production when considering the un-
certainties in turbine and compressor maps and kohm. The characteristics of the two
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FIGURE 5.17: Pareto front (red dot: design point) - design under un-
certainty
highlighted points are reported in Table 5.13.
TABLE 5.13: Maximum power Pareto front solutions - design under
uncertainty
Case Pnet Cplant AREC Jcell Acell
[kW] [ke] [m2] [A/cm2] [m2]
Pmax 36.08 54.812 8.833 0.2607 0.014058
P35 35.61 54.395 8.468 0.2596 0.013964
5.5.4 Robust design
To perform a proper analysis of the points highlighted in Figure 5.17, two new
response surface have been created using CCF method, considering the values of
AREC, Jcell and Acell reported in Table 5.13 and varying the uncertain parameters de-
fined before (Table 5.14). The RS were created considering that low and high levels
had a range equal to ±3σ. Such range was considered since in a normal distribution
this interval contains 99.73% of the data (Table 8).
The ANOVA was performed to obtain the most suitable model to represent net
TABLE 5.14: Factor levels used for the robust design RS - design un-
der uncertainty
Factor Name Unit of measure Central point Low level High level
D ηc [%] 72 70.5 73.5
E ηt [%] 61 59.5 62.5
F kohm [−] 0.48 0.4368 0.5232
power and net efficiency, selecting terms with p-value < 0.001 and forward selection
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as in section 5.1.
A simple linear model was chosen to represent both efficiency and power, with an
R2 above 0.95 for all the cases. As expected, the kohm factor had the strongest impact
on the responses for both cases analysed (Table 5.13), as the power and efficiency are
directly influenced by the SOFC performance, while the turbocharger performance
impact those terms only indirectly. The one-factor graph for is represented in Figure
5.18, where the response of the net power is plotted against kohm. From this figure it
can be noticed that the red dots, representing the points simulated with the Matlab-
Simulink model, lie in the 95% confidence band. As expected, high ohmic losses
results in a lower SOFC power production which are directly reflected on the over-
all net power.
The equations representing the models obtained from the ANOVA analysis were
(A) Pmax (B) P35
FIGURE 5.18: One factor model representation of Pnet vs. kohm - de-
sign under uncertainty
then used to perform a Monte Carlo simulation (MCs) to evaluate the PDF of the re-
sponses and their standard deviation. MCs was applied considering 106 samplings.
The number of sampling was chosen to ensure the smallest mean square pure error
(MSPE) possible [74]. The values of the input variables, which are the factors used
to build the RS (Table 5.14), were extracted from the corresponding normal distribu-
tions.
In Figure 5.19, the PDF of the net power and the net efficiency of the two cases re-
ported in Table 5.13 can be observed. As expected from the distribution of the inputs
(Gaussian), also the outputs present a Gaussian distribution. However, it is worth
to highlight that the mean value (µ) of the Pmax case net power (Figure 5.19B) is ex-
actly the one computed from the multi-objective optimization performed in section
5.3 (Table 5.13), while the mean value of net power for the P35 case (Figure 5.19A) is
slightly different (0.11% higher). However, this difference can be considered negligi-
ble, meaning that the PDFs obtained from the MCs are representative of the output
behaviour.
Analyzing then the coefficient of variance of the outputs (COV), it can be noticed
that the P35 case presents slightly higher COV both for net power and net efficiency
(Table 5.15). This means that the variance of this case is higher and so it is less ro-
bust. Because of this, the system may be operating in a wider range of performance,
which is usually not a beneficial condition. From these results and from the ones
in Table 5.13 it can then be concluded that, with a capital cost investment slightly
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(A) Pnet PDF corresponding to P35 (B) Pnet PDF corresponding to Pmax
(C) etanet PDF corresponding to P35 (D) etanet PDF corresponding to Pmax
FIGURE 5.19: Monte Carlo simulation outputs for the robust design -
design under uncertainty
higher compared to the P35 solution (i.e. 54.4 kevs. 54.8 ke), Pmax design guarantees
a net power of 36 kW with a power production less sensible to uncertainties in the
turbocharger maps and in the SOFC ohmic losses.
The economic parameters, which characterize the chosen solution at design point,
TABLE 5.15: COV of the monitored outputs - design under uncer-
tainty
Case Pnet ηnet
µ σ COV µ σ COV
Pmax 36.08 0.56 1.55 % 50.50 0.79 1.56%
P35 35.65 0.58 1.89% 50.45 0.82 1.62%
are listed in Table 5.16. As highlighted in section 5.1, the best-case scenario is the one
in UK, featuring the lowest payback period and an exceptionally high IRR of about
0.45, due to the low costs of the fuel and to the mid-high costs of electricity. The NY
case appears also interesting, with a PBP lower than 2 years and a half, thanks to the
low cost of the fuel. On the other hand, the Italian scenario appears to be the worst
for such kind of plant due to the high costs of the natural gas. However, the PBP of
about 3 years is still interesting from an economic point of view.
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TABLE 5.16: Selected models for RS and R2 of the responses - Design
under uncertainty








5.6 Off-design analysis under uncertainty
To perform a study of the off-design of the hybrid system described in section 5.3,
the results of the responses obtained section 5.5 have been used, in particular focus-
ing on the Italian market scenario (table 5.10 and taking as starting design the one
which guaranteed the highest IRR (figure 5.16A). This layout would be obtained us-
ing a SOFC stack with an Acell of 0.01406 m2, a current density of 0.261 A/cm2, and
a recuperator with an exchange surface of 8.83 m2, which allows to achieve the max-
imum net efficiency (54% and power output (36kWe) [42].
Starting from this design, an off-design analysis of the system was performed by
analysing the behaviour of the plant at 100%, 85% and 70% of the nominal load.
The electric power generated by the SOFC is directly related to the current density,
therefore it is possible to follow the power load demand varying the current density
value proportionally to it. The fuel is proportionally varied, keeping constant the
utilization factor at the design value of 0.8.
5.6.1 Analysis of the responses
Two new RS have been created, for each load, using the uncertainties enlisted in
Table 5.14 as factors and considering a low and high level equal to µ± 3σ for each
factor. The reason behind this choice is that, as stated before, the three uncertain pa-
rameters were considered distributed according to a Gaussian, so within the range of
±3σ lie 99.7% of the values and it is then possible to capture properly the behaviour
of the system.
The response surfaces of net power and net efficiency were created, using the CCF
method with a number of repetitions, which in this case was equal to 1 (eq. 5.11), as
the uncertainties became the actual factors of the RS.
ANOVA suggested that for net power and net efficiency a linear model was ade-
quate to create a response of both net power and net efficiency. From Table 5.17 it
can be observed that the R2 is almost equal to 1 for net power and net efficiency at
85% and 70% load. This is however different when considering 100% load, where
both predicted and adjusted R2 have a lower, but acceptable, value. This is because
the simulation point with minimum ηc and ηt and maximum kohm deviates from the
standard behaviour of the system, reaching a SOFC average temperature of about
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1141K, which is 8K higher than the maximum SOFC temperature (1133K) , with the
WGV closed and so without any possibility of cooling the stack. For this reason, the
extreme points of the 100% load responses should be considered with caution.
The results showed in the last three columns of Table 5.17 have been reported in
TABLE 5.17: Off-design analysis results
Response R2pred R
2
adj Nom. value Min. value Max. value
100%
Pnet [kW] 0.8106 0.8994 35.97 35.23 36.65
ηnet [−] 0.8106 0.8994 0.5034 0.4931 0.5129
85%
Pnet [kW] 0.9999 0.9999 32.07 31.62 32.54
ηnet [−] 0.9999 0.9999 0.5281 0.5206 0.5357
70%
Pnet [kW] 0.9999 0.9999 27.72 27.44 27.99
ηnet [−] 0.9999 0.9999 0.5543 0.5487 0.5597
Figure 5.20. From this figure it can be highlighted already that the variability of net
power and net efficiency is slightly higher at 100% load and decreases while lower-
ing the load.
From figure 5.21 and 5.22 it can be observed that the behaviour of the response
FIGURE 5.20: Net Power and net efficiency variability at different
loads (Tamb = 15C) - off-design analysis
surfaces is similar between the considered loads, as expected. Moreover, it can be
pointed out that both net power and net efficiency are mostly dependent on the
ohmic losses, as they impact directly the power generated by the fuel cell stack. In
particular, for small values of kohm the ohmic losses are lower and so the PSOFC is
higher (eqs. 5.6,5.5), leading to higher values of net power and net efficiency. The
efficiency of the turbine and compressor have a smaller impact on the considered
responses, as the turbocharger in this plant drives the system but does not generate
power directly.
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(A) 100% load (B) 85% load
(C) 70% load
FIGURE 5.21: Pnet response surfaces at different loads - off-design
analysis
5.6.2 Monte Carlo simulation
The polynomial responses were then used to perform a Montecarlo simulation on
the system, assuming that the system in real conditions would work for one third of
the operating hours at each different load. The Italian economic assumptions done
in section 5.5 and enlisted in Table 5.10 were used for this simulation, considering
the uncertain parameters distributed according to a Gaussian PDF with the mean
and standard deviation reported in Table 5.14.
For the Montecarlo simulation also the uncertainties related to the economic param-
eters, in terms of electricity and fuel cost, were considered. In particular, the values
reported in Table 5.5 were used to represent the mean of the Gaussian PDF, while a
coefficient of variance of 3% was taken into account, leading to a maximum variation
of the prices of±9% from the mean (±3σ). It was assumed that the prices of fuel and
electricity were uncorrelated, which could be possible in a scenario with increasing
renewable energy sources.
The Montecarlo simulation was performed with 2.5 · 105 samples, in order to guar-
antee the lowest mean square pure error possible, analysing the impact of the uncer-
tainties on the revenues of the plant in terms of payback period (PBP) and internal
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(A) 100% load (B) 85% load
(C) 70% load
FIGURE 5.22: ηnet response surfaces at different loads - off-design
analysis
rate of return (IRR) within the Italian market scenario. As said before, the creation
of the RS is essential to carry out the Montecarlo simulation, as the time needed to
run the simulation model 2.5 · 105 times would not be acceptable.
Analyzing the resulting PDFs reported in Figure 5.23, it can be observed that they
present two different shapes. As a matter of fact, the PBP distribution (Figure 5.23A)
is quite well represented by an Inverse Gaussian, while the IRR (Figure 5.23B) by a
Normal distribution. It is worth mentioning that the tail values of both parameters
are due to the uncorrelation of the prices. In particular, the lowest IRR are the results
of a combination of low fuel prices and high electricity prices, while the opposite
combination leads to high IRR. The mean of the PBP is acceptable, considering the
10 years life of the plant, as well as the coefficient of variance (COV = 9%), how-
ever to further reduce the variability a careful evaluation of the evolution of prices
along the years should be considered when performing a proper feasibility analysis
of such plant.
Moreover, if measures should be undertaken at design level to accommodate for po-
tential uncertainties in the actual plants, it is suggested that allowances should be
considered mainly for the SOFC surface and recuperator surface, assuming values
higher, of a certain margin, with respect to the design values. This would allow, at
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commissioning level, to mitigate the negative impact of technological uncertainties,
allowing to obtain at least the design efficiency and/or design power output. Fur-
thermore, such margins would positively impact on the plant life cycle, because they
would alleviate the impact of fuel cell degradation along the projected 5 years life of
SOFC stack.
(A) Payback period (B) Internal rate of return
FIGURE 5.23: Monte carlo probability density function outputs - off-
design analysis
5.7 Concluding remarks
In this section a method for the analysis of hybrid systems under uncertainties was
presented, considering a case study of a turbocharger hybrid system featuring a
Solid Oxide Fuel Cell (SOFC) stack. The analysis was divided into three main parts
which have been carried out along the Ph.D studies:
• Analysis of the propagation of the uncertainties on the performance of the sys-
tem
• Design under uncertainty of the system and robust design
• Off-design analysis of the system subject to technological uncertainties
In all cases it was chosen to make use of a response surface metamodel in order to
simplify the Matlab-Simulink model from a computational point of view to be able
to perform an uncertainty quantification study which is normally computationally
expensive. The choice of the response surface technique fell on the Central Compos-
ite Face Centered (CCF), and the experiments were carried out with the help of the
software Design-Expert.
In the first study, the one related to the analysis of the propagation of uncertainties
on the performance of the system, seven different inputs have been considered af-
fected by uncertainty and their effects on power produced, Steam-To-Carbon Ratio
(STCR), percentage of mass flow through the wastegate valve and turbocharger ro-
tational speed has been evaluated.
Such parameters were:
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• recuperator pressure drop at hot (dphot) and cold side (dpcold)
• anode ejector diameter (dej)
• fuel cell ohmic losses corrective coefficient (kohm)
• gas composition (CO2 percentage)
• compressor (ηc) and turbine efficiency (ηt).
After thorough evaluation of the response surfaces created in comparison to the sim-
ulation model, a study of the impact of such inputs on the aforementioned outputs
has been performed.
Results showed that the fuel cell ohmic resistance, the CO2 percentage in fuel and
the ejector diameter are the factors which present the strongest impact on perfor-
mance, thus they are crucial to be determined accurately, with the lowest standard
deviation possible, to guarantee the power and the efficiency desired. On the other
hand, pressure drops on the cold and hot side of the recuperator have no significant
impact on the considered outputs. Regarding the efficiency of turbine and compres-
sor, they only have impact on the percentage of mass flow which passes through
the waste gate valve and a small impact on the rotational speed of the turbocharger,
as expected from the design of the system itself. The Response Surface Methodol-
ogy (RSM) has allowed to evaluate also the interaction effects between the inputs
considered; in particular, one of the most important results has been identified in
the interaction between the ejector diameter and the CO2 fuel percentage while con-
sidering the STCR as monitored output. In fact, at high values of ejector diameter
the STCR is remarkably influenced by the fuel CO2, while this influence becomes
less relevant at low level of the ejector diameter. Regarding the wastegate opening,
it can be able to accommodate for the input uncertainties, thus providing effective
control of the SOFC temperature, provided that its nominal opening value is high
enough to allow different operating conditions, as dictated by the input uncertain-
ties.
Finally, a Monte Carlo simulation was applied to the different response surfaces to
evaluate the probability density functions of the outputs. This analysis has allowed
evaluating the mean, the standard deviation and the coefficient of variance of the
monitored outputs. In particular, by comparing the coefficient of variance (COV) of
the outputs to the input ones, it has been possible to highlight that the model, hence
the plant, is able to mitigate the propagation of uncertainties, as the COV of the out-
puts is lower than the COV of the inputs. This result is particularly interesting as it
means that, for this case study, the net power production would be more stable and
close to the nominal value despite the input uncertainties.
Starting from the results obtained in this first part of the study, it was decided to
analyze the system from a design point of view, to evaluate how would the sistem
perform with the replacement of the SOFC stack and of the recuperator. The area of
the solid oxide fuel cell (Acell), the current density (Jcell) and the recuperator surface
(AREC) have been considered as factors to build the response surfaces. The effect
of uncertainties in the turbocharger maps in terms of turbine and compressor effi-
ciency (ηt, ηc) and in the ohmic losses of the SOFC stack (kohm) were also considered
when building the response surfaces, evaluating the model 15 times per point and
assuming a normally distributed value for the stochastic parameters.
The response surfaces were built to evaluate the performance of the system, in terms
of net power and net efficiency, and its economic profitability, in terms of capital
costs, payback period and internal rate of return. Three different market scenarios
were considered regarding electricity and natural gas costs: Italy, United Kingdom
and United States (NY).
5.7. Concluding remarks 123
The uncertainties had an impact on the regression parameter R2 of the response sur-
faces, as for each point the solutions were spread and so it was not possible to fit a
surface accurately. However, the R2 was generally high, with values higher than 0.9
and in most cases higher than 0.95. The response surfaces highlighted that the net
efficiency and net power depended mostly on the cell area and stack current density,
as the power produced is related to the SOFC stack performance only. In particular,
the highest net power production would be achieved using a larger stack (high Acell
and high Jcell), while the net efficiency presented a maximum for low Jcell , as this
would impact directly the ohmic losses and then the efficiency.
From a first-order economic analysis it was highlighted that United Kingdom pre-
sented the lowest payback period and internal rate of return, followed by New York
and then by Italy. This is related to the fact that Italy presents a very high cost of
natural gas, which is almost double the one of United Kingdom and New York.
The electricity cost instead was evaluated as a saving that the plant owner would
earn from self-consuming the power of the fuel cell hybrid system. This formulation
was then beneficial for United Kingdom as it presents quite high costs of electricity,
while less beneficial for New York which has the lowest electricity price. Analysing
the economic responses, it was observed that the payback period was mostly influ-
enced from the current density, presenting a minimum for high values of Jcell and
Acell , corresponding to a high net power production. A similar behaviour could also
be highlighted for the internal rate of return, as expected.
The polynomial response surfaces of net power and capital costs were then used to
perform a multi-objective optimization with genetic algorithm and a Pareto front
was obtained. The Pareto front allowed to evaluate the optimum solutions in terms
of costs and power production, pointing out the two "top power production" so-
lutions. These solutions in fact presented the highest net power (35.6kW and 36
kW), with a very similar economic investment in terms of capital costs (54.4 keand
54.8ke). A robust design analysis of these solutions was then carried out, building
new response surfaces with fixed design parameters (Acell , Jcell , Arec) and consider-
ing instead as factors the uncertain parameters (ηt, ηc, kohm). A Monte Carlo simula-
tion was performed on such response surfaces to evaluate the coefficient of variance
and so the robustness of the solutions. This analysis showed that the point with the
highest net power production (36kW) presented a lower coefficient of variance both
when considering power and both when considering efficiency, resulting in a more
robust solution. This result is particularly interesting from the point of view of the
manufacturer, as it would mean that choosing this solution, despite a slightly higher
capital cost, would guarantee less uncertainties towards customers, a more reliable
design production less affected by uncertainties and tolerances of the system.
Finally, the latter study focused on the off-design analysis of the system, starting
from the solution with the highest internal rate of return considering the Italian mar-
ket scenario from the previous work as the design point. An off-design analysis of
such design point was then performed considering three different loads: 100%, 85%
and 70% electrical power output. The power load was modulated acting on the elec-
trical current at constant utilization factor (i.e. fuel flow reduced proportionally).
The response surfaces of net power and net efficiency were then built for each load
percentage, using the uncertainties as factors to evaluate their impact on system per-
formance. From this analysis it was highlighted that one of the points of 100% load
condition, estimated by the metamodel, was not feasible, as the uncertainties were
contributing to raise the SOFC stack temperature over the threshold. This particular
behaviour led to a lower R2 for the responses at 100%, (about 0.81), while the R2 of
net power and net efficiency at 85% and 70% were very close to 1.0, meaning that
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the surfaces were approximating the model behaviour almost perfectly.
The polynomial responses were then used to perform a Montecarlo simulation of
the system, assuming that the system would work for one third of the total oper-
ating hours per year at each different load. The economic uncertainties related to
fuel and electricity prices were considered at this level, assuming no particular cor-
relation amongst them. This analysis allowed to evaluate the probability density
function of the revenues of the plant, in particular the internal rate of return and
the payback period. The resulting probability density function showed that, as ex-
pected, the variability of the prices of fuel and electricity has a strong impact on both
IRR and PBP, leading to a coefficient of variance of about 10% for both parameters.
The results suggested that, to mitigate the impact of technological uncertainties, al-
lowances should be considered at the design phase mainly for the SOFC surface and
recuperator surface, as well as a proper evaluation of the prices along the years. This
would allow to reach the design efficiency and/or design power output at commis-
sioning, alleviating at the same time the impact of fuel cell degradation along the
projected life of SOFC stack.
Overall a solid and working method for the analysis of such systems subject to tech-
nological uncertainties was presented, showing that the application of uncertainty
quantification methods can be crucial when more insights are needed both from a
performance and from an economic point of view.
5.8 Annex A
FIGURE 5.24: Diagnostic plots related to net power - UQ analysis on
hybrid system
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FIGURE 5.25: Diagnostic plots related to ṁWG - UQ analysis on hy-
brid system
FIGURE 5.26: Diagnostic plots related to STCR - UQ analysis on hy-
brid system
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Thermo-economic assessment of a
combined cycle under market
uncertainties
6.1 Introduction
The challenging targets of Green House Gas (GHG) emission reduction, that have
been set by the European Union (EU) and other international institutions [165], has
led the EU power generation mix to change considerably in favor of renewables,
which have become the fastest growing source of electricity among the member
countries [166]. However, non-dispatchable Renewable Energy Sources (RES), e.g.
wind and solar, are characterized by an extreme hour by hour production variabil-
ity, due to their stochastic and non-programmable nature. Variability in production
is reflected in electricity prices and this particularly affects natural gas-fired Com-
bined Cycle power plants, which are currently the backbone of EU electrical grid
and are foreseen by the EU as the bridging technology (till the horizon of 2050) to a
decarbonized scenario, thanks to their reduced carbon footprint and fast response in
terms of grid stabilization [167]. Future energy strategies may be based on alterna-
tive fuel (i.e. clean hydrogen or ammonia) [168, 169] but in the short-term strategies
the role of Combined Cycle Gas-Turbine (CCGT) in the electricity market scenario
is considered to be essential, having therefore shifted to a backup capacity for grid
stabilization and to a spinning reserve operation, making flexibility the key feature,
also supported by energy storage technologies [170].
The mothballing or the closure of less flexible, and therefore less profitable, plants
occurred in past years, affecting the installed capacity of Power Oriented CC (i.e.
devoted to electrical energy production only) [171]. In fact, at EU level at the end of
2013, 24.7 GW, about 12.8%, of gas-fired power capacity were idled, closed or at risk
of closure [172]. Some gas-fired assets were able to survive thanks to an enhanced
flexibility, which can be exploited to provide ancillary services. Flexibility is often
pursued by Combined Heat and Power (CHP) or tri-generative arrangement. CHP
CCGTs were mainly installed to satisfy a local low temperature thermal demand via
District Heating Network (DHN), or close to industrial sites to provide high tem-
perature process steam, so are usually maintained operative even if less profitable
in the electricity market, creating a useful back-up capacity for grid resilience. This
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capacity can be strengthened by installation of new CHP CCGT if the economic con-
ditions are sustainable.
District Heating Networks may also constitute an interesting option to limit GHG,
since centralized heat generation, using larger combustion units with higher energy
efficiency and more advanced control over air pollution, has been considered as an
efficient, environmentally friendly and cost-effective method for heating purposes
in many high-density city buildings [173]. The core element of a DHN can be a
Heat-Only Boiler (HOB), a CHP plant, but also a large Heat Pump (HP), often con-
sidered as a smart way to provide clean energy for heating purposes via DHNs [174].
Usually DHNs rely on a combination of several generators together. In particular,
cogeneration plants (e.g. Combined Cycle, Internal Combustion Engine and Steam
power plant) are usually adopted to cover the base of the thermal load while HOBs
cover demand peaks or supply back-up generation. When a heat source is available
at a temperature lower than the DHN temperature level, large-scale heat pumps
can be introduced to enhance its temperature. The advantage of using this technol-
ogy is its efficiency (e.g., compared to electrical boilers) and its ability to use inex-
pensive sources of heat to balance the DHN as a heat generator and the electricity
grid as an electrical load. Seven types of heat sources were identified for the large-
scale HPs operating in connection with a DHN. Ordered by installed capacity there
are: sewage water, ambient water, industrial waste heat, geothermal water, flue gas,
District Cooling return and solar heat storages [175]. Flue gas-based installations,
thanks to a higher temperature heat source can have better performance and can be
coupled to the main DHN CHP generators.
The potentialities of using a combination of CHP plants and large scale heat pumps
in district heating systems to balance intermittent renewable power production has
been discussed by Levihn [176], presenting lessons and empirical data from operat-
ing such a system in Stockholm DHN. Blarke and Dotzauer [177] also described the
integration of a heat pump and a natural gas-fired CHP plant, demonstrating the en-
hancement of the global fuel to energy efficiency within a context of electricity price
variability. Another study by Ommen investigated several layout solutions to opti-
mally couple heat pumps to CCGTs working in CHP mode [178]. It is well known
that a good heat source, in terms of temperature level, stability and availability of
heat, strongly enhances heat pump performance. Flue gas condensation has been
considered an interesting option by many researchers, since it presents quite a high
and constant temperature level and also allows one to exploit the latent heat poten-
tial of the flue gases, increasing beyond the unit the global efficiency of the power
plant evaluated with respect to the fuel Lower Heating Value (LHV) [179, 180, 181].
The cost of investment in such technology could be very high [182], and a careful
design is necessary to overcome the risk of not paying back the investment. Some
economic conclusions have been drawn regarding profitability sensitivity to a large
number of parameters (e.g. electricity costs, investment costs, gas costs and heat
exchanger design [183, 179]), but, to the best of the authors’ knowledge, there is no
study in the literature considering the uncertainty of forecast of these parameters in
this kind of analysis.
This work aims to assess the economic viability of a CHP CCGT coupled with a flue
gas condensing HP or with a HOB, considering possible future electricity and mar-
ket scenarios and the uncertainties related to prices of gas and electricity to evaluate
their impact on such system. This work was developed within the framework of an
H2020 EU project called PUMP-HEAT [184].
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6.2 Methodology
The design under uncertainty of a CCGT coupled with a large-size condensing HP,
was performed considering as benchmark a CCGT coupled with a HOB. To evaluate
the economic viability of the system within a 20-year span (2020-2040), the variabil-
ity of the future prices forecast should be considered, as there is no certainty about
the values that they will take on in coming years. A case study based on the Italian
market is proposed but the method presented has a general application.
The expected distribution of the single national price of electricity (PUN) was mod-
eled with probability density functions trained on historical data, building an hourly
profile of the PUN which would take into consideration the uncertainties derived
from market variability. A similar process was done for the gas cost, building how-
ever a single probability density function with a standard deviation which could
take into account the uncertainties about the forecasted values. To account for the
uncertainties, a Monte Carlo simulation was performed, adopting a number of sam-
ples which could minimize the mean square pure error (MSPE) [77], on a determin-
istic model built to simulate the behavior of the CCGT-HP and CCGT-HOB systems,
subject to a deterministic daily thermal demand. The economic Key Performance
Indicator (KPI) can be assessed on a yearly basis, not just as deterministic values but
including the effect of input uncertainties and thus the risk of a wrong forecast. In
Figure 6.1, a simplified scheme of the method described above is presented to clarify
the process.
In Section 6.3 the description of the deterministic thermodynamics model is carried
FIGURE 6.1: Scheme of the methodology for the design under uncer-
tainty of the CCGT-HP/CCGT-HOB system
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out, while the assumptions related to the capital expenditure, the operating costs
and the modeling of the gas cost, price of heat and electricity price are presented in
the third section. The results are then plotted and discussed in Section 6.5.
6.3 Model description
The case study is based on a standard 400 MW three-pressure-level CCGT CHP
power plant, based on an F Series gas turbine, feeding a second generation DHN
with 120°C and 70°C of forward and return temperature respectively [185]. The heat
generation is guaranteed by steam extraction upstream from the Low Pressure (LP)
turbine. The extracted steam is then redirected to a heat exchanger (main DHN-HX)
which delivers the heat to the user. The steam extraction is followed by a decrease
in the mass flow rate through the LP turbine and consequently in power generation.
The Combined Cycle model was developed using Gate Cycle [186], and validated
against available public data for thermal production. The complete Iron Diagram
(i.e. the CHP operating range represented on an electrical power vs thermal power
graph) was characterized through 42 complete calculations increasing the thermal
load up to the maximum steam extraction level (blue continuous line in Figure 6.2)
at different relative GT percentage loads (100%, 75%, 60%, 45%), at ISO ambient
condition (i.e. 15°C, 101325 Pa, 60% Relative Humidity) with the water condenser
cooling flux at 12°C. The CCGT global efficiency (eq. 6.1), solid line, grows with the
increase of heat production up to a maximum at 89.5% at 261 MWth for the 100% GT
load, while the electrical efficiency decreases with steam extraction and GT load.
Two systems are proposed to integrate the CCGT to increase its operative thermal
FIGURE 6.2: CHP cycle efficiency
range:
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1. a flue gas condensing heat pump
2. a Heat-Only Boiler (HOB).






Where Pth and Pel are the thermal and electrical net power outputs of the plant
and ˙LHV is the primary energy consumption evaluated over the Lower Heating
Value of the Natural Gas.
6.3.1 Heat-Pump integration
The solution integrating the flue gas condensing heat pump aims to recover both
the sensible heat and the latent heat from the flue gases, significantly improving the
global efficiency of the plant.
Nevertheless, the exploitation of this energy potential implies some technological
problems, imposing a particular layout configuration in order to avoid high costs
and efficiently perform the heat recovery process. The latent heat can be exploited
only if the flue gases are cooled below the dew point (50-55°C depending on the
chemical composition) and condensation occurs. On the other hand, a minimum
temperature level (60°C) at the stack is required in order to guarantee a sufficient
buoyancy effect to increase pollutant dispersion. Consequently, a reheating of flue
gas must be considered after the latent heat exploitation. To avoid a huge gas-gas
regenerative surface, thus high costs, an indirect reheating performed by the DHN
returning water was preferred. The condensing flue gases were selected as the heat
pump’s low temperature heat source with a twofold function: upgrading the tem-
perature level of the latent heat recovered below the dew point and using the elec-
tricity generated by the CCGT to satisfy the heat demand with enhanced flexibility
and possible economic advantages during low electrical price period.
It has been demonstrated that it is preferable to link the heat pump in series with
the Heat Exchanger (HX) that transfers the heat from the CCGT bottoming cycle to
the DHN, the DHN-HX. These considerations and constraints led to the plant lay-
out shown in Figure 6.3 where a scheme of the integrated solution CCGT with a flue
gas condensing heat pump is shown. The heat pump system is designed to have
30 MWel power, working in the best conditions with a Coefficient Of Performance
(COP) of 4.55 at maximum load, and a thermal capacity of 137 MWth. A set of five 6
MWel Heat Pumps working in parallel were used to reach this heat production ca-
pacity in order to reduce the severity of off-design operations and to match available
equipment size [187].
Nevertheless, part of the heat that the heat pump extracted from the Flue Gas (FG)
condenser has to be provided to the flue gas in the reheater in order to guarantee
60°C at the stack. The heat exchanged in the reheater by the DHN return water is re-
stored by the HP, hence with the heat pump working at maximum load the increase
in final power plant thermal output is about 110 MWth.
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A Matlab model, combining the CCGT calculations carried out with the Gate Cy-
FIGURE 6.3: CCGT HP layout scheme
cle model, was developed to assess the integrated layout performance. The model
includes the energy and mass balances of the components added between the Heat
Recovery Steam Generator (HRSG) and the stack, the psychometrics of flue gas and
the model of the heat pumps. The heat balance of the integrated layout was solved
thanks to a nested iterative logic schematized as in Figure 6.4.
Firstly, the inner cycle iterates on the temperature of water at the heat pump outlet
that enters the Feed Water Heating High Temperature (FWH-HT) and the DHN-HX.
This value is used to calculate the heat pump’s COP and so the heat transferred from
the condensing flue gas to the water exiting the flue gas reheater. A second level
of iteration is performed on the total DHN mass flow, thus on the overall thermal
production. The new value for this iteration is computed by summing the amount
of mass flow which can be heated up to 120°C from the FWH-HT and the DHN-
HX respectively. Finally, the last iteration level is on the temperature entering the
Feed Water Heating Low Temperature (FWH-LT) as a result of the mixing process of
steam coming from the DHN-HX and the main condenser of CCGT bottoming cy-
cle. The heat pump model considered in this study is a standard compression vapor
heat pump including a regenerator, with butane (R600) as working fluid. The cycle is
modeled to maximize, with the given source and sink temperature, the COP within
the respect of some constraints mainly related to minimum temperature differences
required at the heat exchangers. The whole cycle and the thermodynamic properties
were modeled and computed using the CoolProp database [188]. The main assump-
tions are reported in Table 6.1 and are maintained constant also during off-design
operation. So the calculation of the COP is mainly related to the temperature level
available in the flue gases at the different GT load.
To accurately model the flue gas condensation process, the psychometrics equa-
TABLE 6.1: Heat pump modeling assumptions
Fluid ∆TSH ηc ∆Teva ∆Tcond ∆Treg
R600 25 °C 0.64 3°C 4°C 3°C
tions reported in the ASHRAE Handbook [189] were taken as reference, substituting
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FIGURE 6.4: CCGT model iterative logic
the specific heat of dry air with the dry-flue-gas value.
A set of 5 Heat Pumps working in parallel (equally sharing the load between the
activated machines) were used to extend the heat production capacity of the inte-
grated system, over the maximum CCGT cogeneration line, blue line, as shown in
Figure 6.5A. The label presents the value of the global efficiency that can be further
enhanced by the HP up to 101.2% at 371 MWth. Theoretically it would also be pos-
sible to use the heat pumps in partial steam extraction conditions, but the efficiency
advantages are too modest to justify such an operational complication.
6.3.2 Integration with the heat-only boiler
The integrated solution described in the previous section (CCGT-HP) is compared
with an integration of the same CCGT power plant with a HOB (CCGT-HOB), a
gas-fired device coupled with the CHP plant to cover the heat peaks that exceed the
CCGT maximum thermal output. The boiler was sized to provide the same ther-
mal output increase of the heat pump, 110 MWth. The boiler energy efficiency was
assumed to vary with the load, according to the Satyavada and Baldi model [190],
therefore linearly decreasing between 0.875 at 5% load, the minimum value, and 0.86
at design point. Condensation of flue gases within the boiler is inhibited since the
DHN cold water return temperature, 70°C is higher than condensation temperature.
Figure 6.5B shows the diagram of the possible operating conditions of the CCGT-
HOB solution. It is important to remark that, while in the CCGT-HP Iron diagram
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(Figure 6.5A) the iso-GTload lines are also iso-fuel lines, this is not true once the
HOB is activated, since it burns additional fuel to cover the heat demand. However,
as shown by Figure 6.5B labels, activating the HOB the global efficiency of the in-
tegrated CHP plant is not affected significantly, since the boiler efficiency is always
comparable to the reference CHP efficiency in full extraction conditions. The CCGT-
HOB solution increases the thermal production without a further reduction of the
electrical output; this can be beneficial to the system profitability under high elec-
tricity price conditions. On the contrary, the CCGT-HP allows provision of the same
additional heat without increasing fuel consumption. Thus, it is expected to save
primary energy and reduce emissions, while from the economic point of view, it is
expected to be more viable when electricity prices are low.
(A) CCGT-HP (B) CCGT-HOB
FIGURE 6.5: Iron diagrams (global efficiency shown in labels)
6.4 Economic assumptions
The market conditions during the plant lifetime are extremely relevant for the eco-
nomic viability of the investment in a new CHP plant. In this section, the assump-
tions made to assess the CCGT-HP and CCGT-HOB solutions are described. The
lifetime of such power plants is expected to be of twenty years. Thus, all the as-
sumptions are indicatively referred to the period 2020-2040.
6.4.1 Capital expenditure and operation and maintenance costs
To assess the economic investment and operating costs, the data reported by the
Technology Data catalogue of the Danish Energy Agency have been used as a refer-
ence [182]. The predicted CAPital EXpenditure (CAPEX) for 2020 and the expected
Operation and Maintenance (O& M) costs in the plant’s lifetime for the CCGT, the
heat pump, and the HOB are reported in the Table 6.2.
With respect to the reference CAPEX, based on a 4MWth heat pump, to fulfill the
requirements of 137 MWth design thermal output, a set of 5 HPs with a rated output
of 27.4 MWth was selected. Such large-scale heat pumps require 6 MWel each, with
an increase in size of about 6 times for the electrical driven centrifugal compressor
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TABLE 6.2: Heat pump modeling assumptions
CCGT HP HOB
CAPEX 0.88 Me/MWel 0.66 Me/MWth 0.06 Me/MWth
O& M fixed 27800 e/MWel/yr 2000 e/MWth/yr 1900 e/MWth/yr
O& M variable 4.2 e/MWhel 1.7 e/MWhth 1.0 e/MWhth
Size 400 MWel 137 MWth 110 MWth
and of about 6.85 times the Heat Exchanger size. Using the cost function provided
by [191], a reduction of the specific purchasing cost of 9.7% for the compressor and
12.9% for the Heat Exchanger was estimated, so an average cost reduction of 10%
of the expected specific capital expenditure was introduced in the HP CAPEX cal-
culation. The resulting costs for the proposed CCGT-HP solution are 433.12 Meof
CAPEX, 11.39 Meper year of fixed O& M and 4.2 e/MWhel for the CCGT plus
1.7 e/MWhth for the heat pump of variable O& M. While for the CCGT-HOB the
CAPEX is of 358.64 Me, 11.33 Meper year of fixed O& M and 4.2 e/MWhel for the
CCGT plus 1.0 e€/MWhth for the HOB of variable O& M.
6.4.2 Gas and heat price
As concerns the gas cost, an average forecasted trend was considered, based on the
EU Reference Scenario [192]. From Figure 6.6 it can be observed that to take into
account the variability of the gas cost in the future, a confidence interval was consid-
ered (blue area) around the average projection (line with markers), the uncertainty
increases the more the projection is a long-term forecast. The cost of gas was consid-
ered normally distributed, averaged on the intermediate projected price and within
a probability of 95.5% of being in the confidence interval, as can be observed from
the Gaussian distribution plotted in red in Figure 6.6 over the auxiliary axes. The
related Gaussian probability density function has a mean of 30 e/MWh and a stan-
dard deviation equal to 5 e/MWh.
According to some investigations and statistical reports on the Italian case study,
such as [193, 194], the reference price of heat was set to 90 €/MWh. Since a fun-
damental component of the Levelized Cost of Heating is the cost of the fuel [195],
it was supposed that the price of heat would increase, or decrease, as the cost of
natural gas, according to the following equation:





where Cgas is the gas cost, determined as described above, Cgas,2018 is the reference
cost of gas (2018), set to 22.83 e/MWh [196] and pheat,re f is the reference price of heat
assumed equal to 90 e/MWh. Moreover, the cost for each emitted ton of carbon
dioxide was considered, according to the EU-ETS policy. The carbon prices are pro-
jected to increase almost linearly from 20 e/ton in 2020 to 60 e/ton in 2040 [192].
Thus, an average value of 40 e/ton can be considered during the plant’s lifetime.
An emission factor of 55.94 tons per TJ of fuel energetic potential was selected ac-
cording to Italian government data [197].
The annual thermal demand was modeled on the basis of a scale down of the Turin
DHN historical data (2016). The yearly thermal demand of 687 GWh, is assumed to
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FIGURE 6.6: Historical and projected cost of gas [192]
be concentrated between 15th October and 14th April of each winter season, equal to
182 days. Each daily thermal demand is assumed to be characterized by three main
zones: an off-peak period between 10 p.m. and 6 a.m., a peak period between 6 a.m.
and 9 a.m. and the medium load period. During these hours the heat demand is as-
sumed to be 1.728, 0.385 and 1.211 times the average demand of the day respectively.
The modelling of the standard day heat demand was performed by searching for the
periods’ duration and the respective heat demand values, minimizing the difference
compared to the average day profile obtained from the real data.
The deterministic model of the thermal load demand takes into account standard,
warm and cold days. During warm and cold days, the heat demand is scaled by a
factor with respect to standard days. The number of both warm and cold days, 76
and 39, and the value of the respective scaling factor, 1.229 and 0.602, were chosen
in order to best fit the real data seasonal power profile. The fitted seasonal profile
is represented in Figure 6.7, where are also reported the thermal output level of the
plant, at minimum and maximum load, with and without integration, while a com-
prehensive report of the modeled heat demand is provided in Table 6.3.
TABLE 6.3: Heat demand profile data
Standard days Warm days Cold days
6 a.m. - 9 a.m. 307.97 MWth 185.51 MWth 378.54 MWth
9a.m. - 10p.m. 215.76 MWth 129.97 MWth 265.19 MWth
10p.m. - 6a.m. 68.61 MWth 41.33 MWth 84.33 MWth
6.4.3 Electricity price
The profitability of a power system along its life is highly dependent on the distri-
bution of the electricity price over the years. The focus of the proposed model is
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FIGURE 6.7: Heat demand profile, real and modelled
the long-term modeling of electricity price distributions approximating the hourly
distribution during the two winter seasons of the years between 2016 and 2018 [198]
with a specific probability density function.
(A) Weekdays
(B) Holydays
FIGURE 6.8: Electricity price probability density functions
In this study, the Single National Price (PUN) of electricity in Italy was consid-
ered, as this country was chosen as representative for the case study. To create the
model the following steps were taken:
• the PUN was divided according to the "day-type": between weekdays and
holidays, as it usually presents a different behavior in relation to that,
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TABLE 6.4: Hourly PDF of the single national price (1h-12h)










































































• the weekday and holiday PUNs were divided hour by hour, and the data cor-
responding to the same hour and day-type were then gathered,
• the gathered data were then analyzed and a MATLAB function was created to
evaluate the Probability Density Function (PDF) which would best fit the data,
according to the log likelihood criteria [199].
In Table 6.4 and 6.5 the PDF obtained and their characteristic parameters are
listed, divided hour by hour. In Figure 6.8 the visual representation of the PDFs
along the day, both for weekdays and holiday, are shown and the trend of the PDFs’
peak is highlighted (red line). The symbols used to represent the PDF parameters
are listed in the following with their corresponding PDF [18]:
• Normal: mean µ and standard deviation σ
• Gamma: shape parameter k and scale parameter θ
• Inverse Gaussian: mean µ and shape parameter λ
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TABLE 6.5: Hourly PDF of the single national price (13h-24h)










































































• Logistic: mean µ and scale parameter δ
• Weibull: shape parameter b, scale parameter a
It is interesting to notice that for weekdays, the Normal distribution is the best fit
for the first hours of the day, while it is highly representative of the PUN behavior
during holidays for most of the hours, so this PDF appear to be representative of
low price periods. As concerns weekdays, Inverse Gaussian is representative of the
morning hours and again the late afternoon-evening hours, where the peak prices
are usually located (as can also be observed in Figure 6.8A). The Gamma distribution
seems to have the effect of leading the transition between those different periods of
the day, covering the “middle price period”. During holidays instead, the Logis-
tic PDF is selected to represent the morning hours, meaning that the related prices
present heavier tails than Normal distribution.
The PDF were then expressed as a function of their mean, so that they could then
be used to represent a different PUN behavior, assuming however that the shape
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expressed by the PDF and by the standard deviation would remain unchanged over
the years. The selection of the best fitting PDF and their parameters estimation was
made considering three winter seasons, through a cross-validation procedure. The
average error in the test phase is of 4.85% (2.90 e/MWh) in weekday and 7.4% (3.78
e/MWh), making the model suitable for the proposed analysis.
As stated before, the plant was assumed to operate for a 20-year life span, between
2020 and 2040. Three different PUN scenarios were considered [200]: a constant
trend, an increasing and a decreasing trend. While an increase of the PUN is ex-
pected due to the forecasted increase of the gas cost, the constant and the decreasing
PUN price scenarios are representatives of an electricity market with a high share of
RES production, leading to a decoupling of the electrical price variation with respect
to the gas price. As for gas, since linear trends were adopted, the average values are
equal to the average of the distribution in 2030 for the three scenarios.
In the average PUN scenario, the average of the distributions remains the same
over the years as the mean corresponding the winter season 2018/2019 (i.e. 60.77
e/MWh for weekdays and 55.18 e/MWh for holidays). In the High PUN scenario
an increase of the average price of electricity of 2.5%/year, compared to the current
value, is forecasted, resulting in an average of 75.96 e/MWh for weekdays 68.97
e/MWh for the others. In the low PUN scenario, a decrease of average price of elec-
tricity of 2.5%/year, compared to the current value, is considered with an average
of 45.58 €/MWh for weekdays and 41.38 e/MWh during weekends and holidays.
These values were used as the mean to build the PDF listed in Table 6.4 and 6.5.
6.4.4 Evaluation of economic profitability
The approach of the real CHP power plant is oriented to satisfy the heat demand
and generate the electrical power that allows one to maximize profits or minimize
losses. So, the appropriate level of electrical generation depends exclusively on the
economic parameters described in the previous subsection. The model assesses all
the operating conditions to satisfy the given thermal demand and then selecting the
most profitable operating condition. So, an iso-thermal line, parallel to the y-axis,
is ideally drawn on the Iron diagrams (Figure 6.5), and the operating and perfor-
mance parameters of the plant are evaluated for each gas turbine load linearly in-
terpolating between the known points from the model. The optimization algorithm
is performed also on the maximum steam extraction, the maximum heat pump, or
HOB, power lines. In all these conditions the economical incomings are computed
as follow:




−O&MCCGTvar Pel,CCGT −O&MHP/HOBvar Pth,HP/HOB
(6.3)
where I is the incoming in the unit of time excluding the fixed O&M costs, Pth and
Pel are the electrical end the thermal power output of the plant, ˙LVH is the primary
energy consumption, e is the emission factor, pheat is the price of heat, as computed
from eq. 6.2, and CCO2 is the cost of CO2, as described in the Section 6.4.2.
Selected the point maximizing I, then the annual cash flow is evaluated summing
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Since there are three possible daily thermal load profile (Table 6.3) and two kinds
of day (weekdays and holidays) are considered, the season is subdivided in 144
standardized hours characterized by a thermal load and an electricity price. For
each of these the occurrence r is computed, defined as the number of hours during
a season on which the condition occurs. Thus Equations 6.4 and 6.5 sum over the n
= 144 standardized hours the hourly incoming I, Equation 6.3, times the occurrence
r in order to model the whole cold season period, 4368 h. The fixed and variable
Operating and Maintenance costs for the CCGT, the HP and the HOB, figure in the
equations 6.3, 6.4 and 6.5 according to the subscripts reported in the nomenclature.
6.5 Results
This Section reports the results of the analysis performed, according to the method-
ology described in Section 6.2. The number of samples for which the Monte Carlo
simulation gave an acceptable MSPE value turned out to be 15000. Firstly, the aver-
age HOB and HPs’ load distribution is presented in order to validate the off-design
assumptions and guarantee the results reliability. Then, in the first subsection the
results related to the economic viability and profitability of the proposed solutions
are reported, while the second compares the CCGT-HP and CCGT-HOB under the
carbon emission reduction perspective. The last one presents a sensitivity analysis
with respect to the carbon cost.
Figure 6.9 shows how the HPs and the HOB mean value loads are distributed in the
Average PUN scenario. It is possible to appreciate how the average load of each sin-
gle HP is never lower than 60%, and the same minimum value is observed in the two
other PUN scenarios, thus the assumption related to the off-design operations made
in Section 6.3.1 results to be validated. Also the minimum HOB load is never lower
than 10% in any scenario, justifying the application of the Satyavada et al. model
[190].
Table 6.6 integrates the information of Figure 6.9, providing a comprehensive re-
port of the yearly operating hours for the HPs and HOB in every considered PUN
scenario. In high PUN scenario the CCGT works at higher load, in most of the cases
without requiring any integration in order to satisfy the thermal demand. To quan-
tify this data, it is important to remark that the seasonal overall number of hours is
4368. Decreasing the price of electricity, it results to be preferable, especially for the
CCGT-HP solution, to lower the GT load integrating the HPs or the HOB to provide
the required thermal power. This is directly reflected on an increase of yearly oper-
ating hours of these components.
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FIGURE 6.9: HPs (left) and HOB (right) yearly off-design operating
hours (average PUN scenario)
TABLE 6.6: HPs and HOB operating hours
HP HOB
Low PUN 1587 486
Average PUN 474 318
High PUN 318 318
6.5.1 Economics
Looking at the three scenarios on which the analysis was carried out, it is impor-
tant to observe how the annual cash flow (as shown by Figure 6.10) always has a
median value, red line, higher for the CCGT-HP than the CCGT-HOB. It is also im-
portant to point out that the integrated heat pump system seems to be less affected
by market uncertainties, as shown by the distance betwen the 1st and the 3rd quar-
tilie, blue box, and the 95th and 5th percentile (exact values are reported in table
immediately below the figure). This is strictly connected to the fact that, in order
to achieve higher thermal power levels, electrical power is employed instead of pri-
mary energy and so, in case of low electricity prices, the gas consumption can be
reduced by consuming a cheaper source. Thus, the CCGT-HP solution is less sensi-
tive to the market uncertainties considered. This trend becomes more evident when
the price of electricity decreases, which would represent the most critical condition
from the sustainability point of view, due to lower annual cash flow. In fact, while
in the High PUN scenario the expected cash flow value for the CCGT-HP is 1.3%
higher than CCGT-HOB, this advantage increases up to 13.2% in the low PUN sce-
nario. This shows the potentialities of the CCGT-HP in critical scenarios: while the
variability (expressed as the difference between the 75th and 25th percentiles) in the
High PUN scenario is 3.18% lower than the CCGT-HOB solution, for the low PUN
scenario the cash flow variability reduction becomes equal to 15.25%.
Nevertheless, as reported in the Section 6.4.1, the capital expenditures are consid-
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FIGURE 6.10: Annual cash flow distribution
erably higher for the solution integrating the heat pump, consequently, despite the
higher annual cash flow, the CCGT-HP presents a lower expected Net Present Value
(NPV). In particular, the NPV presented in Figure 6.11 is calculated as:







Where d is the discount rate set to 1% over a 20 years plant’s lifetime. The Net Present
Value shows a dependence on the variability of both price of electricity and cost of
gas, like the annual cash flow. From Figure 6.11 it can be observed that the High PUN
scenario would be particularly beneficial in terms of NPV for both solutions (CCGT-
HP and CCGT-HOB), presenting an expected NPV higher than 700 Methanks to the
higher revenues of the electrical production. This high electricity price gives benefit
particularly to the CCGT-HOB system, in which all electrical production can be sold
at market price. On the other hand, in a low PUN scenario, the CCGT-HP presents
just a slightly lower average NPV, but with a lower variability. Nevertheless, in such
a critical situation, both systems present negative values for the first NPV quartile,
with a risk of not even covering the investment costs (i.e. 358.64 Mefor CCGT-HOB
and 433.12 Mefor CCGT-HP). This risk is quantified in 35.9% of probability for the
CCGT-HOB and in 39.8% for CCGT-HP.
The economic conditions foreseen in this analysis indicate that the HOB solution
tends to be more profitable in high electrical price scenarios. On the other hand, in
the event of decreasing electrical prices, as in case of high share of renewables, the
economic performance would be comparable, but with a lower variability associated
to the CCGT-HP solution. The NPV increases in case of higher cash flows: this can
be obtained in sites where a larger annual thermal demand exists (e.g. in countries
colder than northern Italy) or by increasing the heat price paid by the consumers.
Moreover, it is also important to remark that with the advent of the most recent gen-
erations of DHN, and the following decrease in temperature levels, the heat pumps
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will be able to work with a higher COP with a benefit to the thermodynamic effi-
ciency and the economic profitability.
FIGURE 6.11: New present value distribution
6.5.2 Environmental Impact
Under the GHG emission perspective, Figure 6.12 shows that the CCGT-HP presents
a reduced amount of emitted carbon dioxide. The reason is twofold: on one hand
the CCGT-HP system works with higher global efficiency, as highlighted by Figure
6.13, on the other hand the electricity production is also lower since lower electricity
prices lead the system to run closer to the minimum load that enables the fulfillment
of the thermal demand.
Increasing the price of electricity, the emitted carbon dioxide distribution (Figure
6.12) moves towards higher values (increments of 0.96 · 105 and 1.29 · 105 ton/year
for CCGT-HOB and CCGT-HP respectively) and shows a lower standard deviation
for both the solutions proposed. This is due to the fact that the power plant increases
the number of hours at which it operates in full load conditions, where it can pro-
vide a higher thermal power without any integration, consequently increasing the
number of hours in which there is no difference between the CCGT-HOB and the
CCGT-HP environmental behavior.
It is also interesting to observe how the carbon dioxide emission distributions, Fig-
ure 6.12, as well as the average global efficiency, Figure 6.13, in the Low and High
PUN scenario present opposite skewness. This is due to the electricity price which
leads the power plant always to operate at the minimum or at full load. Thus, de-
creasing or increasing further the PUN does not affect the power plant’s emissions.
The larger variabilities registered in yearly average global efficiency and CO2 emis-
sions for CCGT-HP are due to the larger enhancement in global efficiency that can
be reached operating the HP with respect to the HOB. This reflects also on the CO2
emissions.
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FIGURE 6.12: Carbon dioxide emission distribution
FIGURE 6.13: Average global efficiency distribution
6.5.3 Carbon cost sensitivity
Finally, a sensitivity analysis was performed with respect to the emitted carbon diox-
ide cost. The effect of the cost of emitted CO2 is similar to the cost of fuel in calculat-
ing the overall cost of primary energy consumption: an increment of 10e/ton of car-
bon dioxide correspond to an increment of 1.83 e/MWh for the fuel cost. The main
difference is that CO2 cost change, in the proposed model, is not reflected on the
thermal customers but is repaid by the CHP annual income affecting the profit mar-
gin. Table 6.7 presents the yearly emission value: from the policy/environmental
point of view an increase of the cost of the emitted CO2 is appreciable, since it leads
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to a decrease of the environmental impact, keeping fixed the satisfied heat demand.
In fact, a higher carbon cost leads the plant to operate at partial load saving primary
energy. Nevertheless, as shown by Figure 6.14, this implies an increase of the risk of
not paying the investment cost back, and it is discouraging for a real plant owner to
keep the plant operating in such market conditions.
In fact, an increase in CO2 cost is reflected on a decrement in final profitability with-
FIGURE 6.14: NPV distribution for different carbon cost scenarios
(average PUN)
out significative differences between the CCGT-HP and CCGT-HOB. Averagely for
an increase of 10 e/ton a 18.2% decrement in NPV occurs, while for the CCGT-HOB
this decrement is of 19.4%.
TABLE 6.7: Ton of CO2 emitted for different carbon cost senarios (av-
erage PUN)
30 e/ton 40 e/ton 50 e/ton
CCGT CCGT CCGT CCGT CCGT CCGT
HOB HP HOB HP HOB HP
Median 4.94 · 105 4.75 · 105 4.84 · 105 4.61 · 105 4.74 · 105 4.47 · 105
75th − 25th 0.402 · 105 0.525 · 105 0.396 · 105 0.526 · 105 0.385 · 105 0.523 · 105
6.6 Concluding remarks
In this work it was presented a methodology to include the uncertainties of market
forecast within the long-term thermo-economic assessment of Energy Systems. A
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test case was developed on a new solution for CHP generation, integrating a Com-
bined Cycle Gas Turbine, CCGT, with a flue gas condensing heat pump, and com-
paring it with a conventional coupling of the same CCGT with a Heat-Only Boiler.
The performance of the integrated systems, based on a 400 MW F Class CHP CCGT
Gate Cycle with detailed calculations, were evaluated through a model developed in
MATLAB. Both systems enhanced the heat production by 110MWth. While the inte-
gration with the heat pump, exploiting also the latent heat from the flue gases, allows
one to increase the global efficiency, estimated on LHV, from 89.5% to 101.2%, the
Heat-Only Boiler integrated system reaches 89%, since additional fuel is required.
To properly evaluate its feasibility from the economic point of view a thermo-economic
analysis under uncertainty of the system was performed, modeling the cost of gas
and single national price of electricity with a series of probability density functions
to recreate the daily profile. A similar approach is followed for the gas cost, where
the uncertainties related to the forecast capability are considered by creating a nor-
mal distribution with a proper standard deviation.
The Italian energy market was selected as reference for the case study, however the
methodology employed could easily be scaled to different markets and systems. In
particular, the electricity market model described in Section 6.4.3 would only require
providing a valuable set of data on which the PDF could be selected. When consid-
ering instead the creation of the model for the thermal demand, explained in Section
6.4.2, this would obviously require a proper understanding of the market analyzed.
A Monte-Carlo simulation was performed on the two systems, and the outputs were
then analyzed, leading to the following main conclusions:
• despite a higher annual cash flow for the CCGT-HP solution, the higher in-
vestment costs of this solution ended up in a lower NPV when compared to
the CCGT-HOB solution. However, a lower variability of the CCGT-HP solu-
tion was also highlighted, ending in a more robust solution, especially in the
more critical situation, the one with decreasing electrical prices.
• From the environmental point of view the CO2 emission was analyzed. As
concerns this variable, the CCGT-HP presents lower emission than the CCGT-
HOB, because the thermal capacity of the CHP power plant is extended ex-
ploiting the flue gas latent heat by the heat pump, thus increasing global effi-
ciency, rather than burning additional fuel as in the HOB.
The proposed integration of HP and CCGT appears to be interesting under a
generation mix with a strong presence of renewable generators which brings to an
electrical price uncorrelated to the gas cost (Low PUN scenario): in this case the rev-
enues related to electricity market are no more covering the production cost and the
system profitability is just related to the thermal demand and the depreciated elec-
tricity can be used to generate heat through the HP. Under this condition, the CCGT-
HP could be of interest for municipalities interested in fulfilling the local thermal
demand guarantying lower emissions and reducing the risk over the years of devi-
ating from expected plan.
Finally, it interesting to highlight that economic performances and environmental-
thermodynamic performances have an inverse correlation with the electrical prices:
the NPV grows with the electrical market price for both systems while efficiency
reduces, and the CO2 emissions increase due to the higher use of the CCGT at full
load. The cost of emitted CO2 has a similar impact: an increase of this parameter, if
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repaid internally by the CHP, will bring to a decrease of carbon emission but also to
a reduction of system profitability.
Generalizing the results: the NPV could increase, for both systems, in case of higher
cash flows: this can be obtained in sites where a larger annual thermal demand exists
(e.g. in countries colder than northern Italy) or by increasing the heat price paid by
the consumers. Moreover, it is also important to remark that with the advent of the
most recent generations of DHN, and the following decrease in temperature levels,
the heat pumps will be able to work with a higher COP with a benefit to the ther-
modynamic efficiency and the economic profitability. Finally, since a lower average
electricity price is beneficial to the proposed CCGT-HP, market with excess of pro-
duction from renewable energy system could be interested to such an application.
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Conclusion and future research
directions
This chapter provides a summary of the research presented in the previous chap-
ters and the significant results obtained. It further includes suggested directions for
future work that could be pursued in this area of research
7.1 Conclusion
Mechanical systems operate intrinsically under uncertainty, principally related to
the operation and design condition. On one hand, many problems, which complex-
ity posed serious limitations in the past, are now entering a domain of computa-
tional time for which the stochastic simulation and the UQ analysis become possi-
ble, thanks to recent developments in the field of high-performance computing. On
the other hand, new numerical methods for UQ are appearing, which provide better
accuracy while requiring a lower computational burden. These two trends suggest
that UQ will become increasingly important and applied in the near future.
The presented framework for UQ represents a valuable tool in the analysis of ad-
vanced energy systems subject to uncertainties. These analyses have been tradition-
ally performed using probabilistic methods, some of which have been presented in
this work. The computational bottleneck in UQ is often located in the computation
of the forward model, which is required for every step of the UQ framework but the
quantification of the input uncertainties – unless these are being characterized using
probabilistic inversion. This forward model describes the physics of the problem,
and despite big progresses in the field of high-performance computing, the solu-
tion of many of these models is computationally challenging. This fact limits the
applicability of traditional probabilistic methods, which often require hundreds or
thousands of evaluations of the forward model. This justifies the application of re-
sponse surface methodologies or metamodels, which try to find an accurate approx-
imation of the forward model to perform the analysis of interest. In this work, two
techniques for uncertainty quantifications have been investigated: the Monte Carlo
simulation and the Response Sentivitiy Analysis. The first method in particular re-
quires a huge computational effort, however his strenghts in terms of uncertainty
quantification are undoutbtful and for this reason the author has decided to make
use of the response surface methodology to approximate the models of advanced
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energy systems.
Hence, the aim of this work was to provide a valuable method for a comprehensive
analysis under uncertainty of advanced energy systems, with a particular focus on
hybrid systems, considering the impact that such uncertainties would have on the
system performance and revenues. The focus was laid out on aleatory uncertainties
caused by natural, unpredictable variations of parameter values, initial and bound-
ary conditions, machine maps and of the geometry itself. Due to the stochastic na-
ture of the considered uncertainties, a stochastic approach modeling the behaviour
of the uncertain quantities was chosen. The additional information of the uncertain
parameters given by the stochastic model can be used to reduce the computational
effort arising by the computation of statistics of the quantities of interest. The numer-
ical results demonstrate the potential of exploiting the stochastic information of the
input uncertainties. In the next points, the main steps performed during this thesis
for the creation of a valuable method for such analyses are briefly summarized:
1. Starting from a "simple" recuperator model for micro gas-turbine, the applica-
tion of a sampling method as Monte Carlo and an approximate method such as
Response Sensitivity Analysis was carried out. These methods have allowed
to get insights on the impact of uncertainties related to design parameters on
the cost and volume, which are critical aspects of this kind of component.
2. The application of a sampling method to more complex energy system was
not feasible due to a too long computational time required. For this reason the
main response surface methodology techniques have been studied, analyzed
and finally applied to a solid oxide fuel cell hybrid system in order to create a
metamodel which could resemble the behaviour of the system. These response
have allowed to apply an expensive method such as Monte Carlo on the system
and performing a multi-objective optimization, obtaining valuable insights in
terms of performance and economic indicators. The range of produced power
and of payback period is extremely important when commissioning this sys-
tem as it can give the owner an idea of the revenues of the system and of the
operating conditions to expect.
3. A first step in the analysis under uncertainties of complex energy systems such
as combined cycle was made, creating a model to extimate the behaviour of
future market conditions. Analyzing the impact of market uncertainties in
terms of electricity and gas prices on the revenues of such system and on its
emissions.
The creation of a response surface assumes primary importance when perform-
ing an uncertainty analysis or optimization on more complex systems. Even if the
choice of the number of parameters and of the proper response surface methodology
technique can be challenging, it is a step that needs to be taken.
From a quantitative point of view, the main results obtained in this dissertation are
outlined below:
• The recuperator analysis showed the potential of coupling a detailed sizing
tool with uncertainty quantification methods. The uncertainties on recuperator
key parameters, such as pressure drop and effectiveness was considered.Monte
Carlo simulation has allowed the author to evaluate the probability density
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function of the monitored outputs and has highlighted a high variability of
cost and volume. The application of the RSA method has allowed to further
investigate the root cause, highlighting the effectiveness as the main param-
eter affecting the results, while the hot side pressure drop presented a small
influence and the cold side pressure drop no relevant impact at all.
• The analysis of hybrid systems under uncertainties was then presented, con-
sidering a case study of a turbocharger hybrid system featuring a Solid Oxide
Fuel Cell (SOFC) stack. In all cases it was chosen to make use of a response sur-
face metamodel (Central Composite Face Centered (CCF) with Least Square
Method (LSM)) in order to simplify the Matlab-Simulink model from a com-
putational point of view to be able to perform an uncertainty quantification
study which is normally computationally expensive. The work was divided
into three main parts:
1. Analysis of the propagation of the uncertainties on the performance
of the system. Seven different inputs have been considered affected by
uncertainty and their effects on power produced, Steam-To-Carbon Ra-
tio (STCR), percentage of mass flow through the wastegate valve and
turbocharger rotational speed has been evaluated. Results showed that
the fuel cell ohmic resistance, the CO2 percentage in fuel and the ejector
diameter are the factors which present the strongest impact on perfor-
mance, thus they are crucial to be determined accurately, with the lowest
standard deviation possible, to guarantee the power and the efficiency de-
sired. The application of Monte Carlo simulation to the different response
surfaces has allowed to estimate the mean, the standard deviation and the
coefficient of variance of the monitored outputs. In particular, by compar-
ing the coefficient of variance (COV) of the outputs to the input ones, it
has been possible to highlight that the model, hence the plant, is able to
mitigate the propagation of uncertainties, as the COV of the outputs is
lower than the COV of the inputs.
2. Design under uncertainty of the system and robust design. To evaluate
how would the sistem perform with the replacement of the SOFC stack
and of the recuperator, the area of the solid oxide fuel cell (Acell), the cur-
rent density (Jcell) and the recuperator surface (AREC) have been consid-
ered as factors to build the response surfaces. The effect of uncertainties
in the turbocharger maps in terms of turbine and compressor efficiency
(ηt, ηc) and in the ohmic losses of the SOFC stack (kohm) were also con-
sidered when building the response surfaces. The analysis was carried
out to evaluate the impact of the uncertainties on the performance and on
the economic profitability of the system, considering three differet market
scenarios: Italy, United Kingdom and New York.
The response surfaces highlighted that the net efficiency and net power
depended mostly on the cell area and stack current density, as the power
produced is related to the SOFC stack performance only. In particular,
the highest net power production would be achieved using a larger stack
(high Acell and high Jcell), while the net efficiency presented a maximum
for low Jcell , as this would impact directly the ohmic losses and then the
efficiency. From a first-order economic analysis it was highlighted that
United Kingdom presented the lowest payback period and internal rate
of return, followed by New York and then by Italy. This is related to the
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fact that Italy presents a very high cost of natural gas, which is almost
double the one of United Kingdom and New York.
The polynomial response surfaces of net power and capital costs were
then used to perform a multi-objective optimization with genetic algo-
rithm and a Pareto front was obtained. The Pareto front allowed to evalu-
ate the optimum solutions in terms of costs and power production, point-
ing out the two "top power production" solutions. A Monte Carlo sim-
ulation was performed on such response surfaces to evaluate the coef-
ficient of variance and so the robustness of the solutions. This analysis
showed that the point with the highest net power production presented
a lower coefficient of variance both when considering power and both
when considering efficiency, resulting in a more robust solution. This re-
sult is particularly interesting from the point of view of the manufacturer,
as it would mean that choosing this solution, despite a slightly higher cap-
ital cost, would guarantee less uncertainties towards customers, a more
reliable design production less affected by uncertainties and tolerances of
the system.
3. Off-design analysis of the system subject to technological uncertain-
ties. The solution with the highest internal rate of return considering the
Italian market scenario from the previous work was chosen as the design
point. An off-design analysis of such design point was then performed
considering three different loads: 100%, 85% and 70% electrical power
output. The response surfaces of net power and net efficiency were then
built for each load percentage, using the uncertainties as factors to evalu-
ate their impact on system performance. From this analysis it was high-
lighted that one of the points of 100% load condition, estimated by the
metamodel, was not feasible, as the uncertainties were contributing to
raise the SOFC stack temperature over the threshold.
The polynomial responses were then used to perform a Montecarlo simu-
lation of the system, assuming that the system would work for one third
of the total operating hours per year at each different load. The economic
uncertainties related to fuel and electricity prices were considered at this
level, assuming no particular correlation amongst them. This analysis al-
lowed to evaluate the probability density function of the revenues of the
plant, in particular the internal rate of return and the payback period.
The resulting probability density function showed that, as expected, the
variability of the prices of fuel and electricity has a strong impact on both
IRR and PBP, leading to a coefficient of variance of about 10% for both
parameters. The results suggested that, to mitigate the impact of tech-
nological uncertainties, allowances should be considered at the design
phase mainly for the SOFC surface and recuperator surface, as well as a
proper evaluation of the prices along the years. This would allow to reach
the design efficiency and/or design power output at commissioning, al-
leviating at the same time the impact of fuel cell degradation along the
projected life of SOFC stack.
• Finally, a methodology to include the uncertainties of market forecast within
the long-term thermo-economic assessment of power plants. A test case was
developed on a new solution for combined heat and power (CHP) generation,
integrating a Combined Cycle Gas Turbine, CCGT, with a flue gas condensing
heat pump (HP), and comparing it with a conventional coupling of the same
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CCGT with a Heat-Only Boiler (HOB). To properly evaluate its feasibility from
the economic point of view a thermo-economic analysis under uncertainty of
the system was performed, modeling the cost of gas and single national price
of electricity with a series of probability density functions to recreate the daily
profile. A similar approach is followed for the gas cost, where the uncertainties
related to the forecast capability are considered by creating a normal distribu-
tion with a proper standard deviation.
A Monte-Carlo simulation was performed on the two systems, and the outputs
were then analyzed, leading to the following main conclusions:
– despite a higher annual cash flow for the CCGT-HP solution, the higher
investment costs of this solution ended up in a lower NPV when com-
pared to the CCGT-HOB solution. However, a lower variability of the
CCGT-HP solution was also highlighted, ending in a more robust so-
lution, especially in the more critical situation, the one with decreasing
electrical prices.
– From the environmental point of view the CO2 emission was analyzed.
As concerns this variable, the CCGT-HP presents lower emission than
the CCGT-HOB, because the thermal capacity of the CHP power plant
is extended exploiting the flue gas latent heat by the heat pump, thus
increasing global efficiency, rather than burning additional fuel as in the
HOB.
The present work illustrated how, especially in complex systems, model uncer-
tainty can result in higher uncertainty in the outputs. Therefore, a stochastic analysis
is generally important to evaluate the confidence on the results obtained from the
simulations. Moreover, the uncertainties could also impact the system from an eco-
nomic point of view, meaning that ignoring them could lead to fuzzy results. In spite
of the challenges underlined in this work, probabilistic UQ is naturally amenable to
mathematical and numerical analysis and, therefore, is expected to achieve a high
level of maturity in the near future.
7.2 Future work
There may be some potential topics that can be conducted as future work in the area
of uncertainty quantification for advanced energy systems. The methods analysed
in this thesis provide a contribution to the treatment of uncertainties in the context of
engineering design and proved their efficiency in particular in hybrid system analy-
sis.
The last part of the dissertation (Section 6) has laid foundation in the field of un-
certainty quantification applied to more complex energy systems. In this direction
it could be interesting to perform an analysis which would also consider the un-
certainties related to ambient conditions, such as ambient temperature and relative
humidity, as they directly impact the performance of the system and cannot be deter-
mined precisely when performing a long-term analysis (as the expected life of such
system is at least 20 years). The introduction of such uncertainties would require
a proper statistical study on the historical data to be able to create a model for the
creation of hourly temperature and humidity profiles.
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Another important aspect would be the so-called "inverse analysis". This type of ap-
proach could be useful when, starting from the required probability distribution of
the outputs (i.e. the maximum confidence band or variance allowed on the results,
such as PBP of 3 years plus minus 6 months), we would like to know which is the
maximum allowable standard deviation of some inputs, selected by the user.
Basing on the knowledge and experience gained from the present research, it results
that uncertainty quantification techniques are actually improving the understanding
of the advanced energy systems proposed in this work. In particular, the same tech-
niques could be extended to broad areas in engineering such as model predictive
control, complex innovative cycles which also need optimization routines.
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