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Abstract The tight span of a ﬁnite metric space (X, d) is the metric space T (X, d) consisting of the
compact faces of the polytope
P(X, d) := {f ∈ RX : f (x)+ f (y)d(x, y) for all x, y ∈ X},
endowed with the metric induced by the l∞-norm on RX . In this paper, we study T (X, d) in case d
is antipodal i.e., in case there is a map  :X → 2X − {∅} with d(x, y) + d(y, z) = d(x, z) holding
for all x, y ∈ X and z ∈ (x). In particular, we derive combinatorial results concerning the polytopal
structure of the tight span of an antipodal metric space, proving that T (X, d) has a unique maximal
cell (i.e. a cell containing all other cells) if and only if (X, d) is antipodal, and that in this case there is
a bijection between the facets of T (X, d) and the edges in the so-called underlying graph of (X, d).
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The subject of T-theory [12] is mainly concerned with understanding the tight span of a
metric space, themain philosophy being that gaining insights into the structure of this object
can provide information about the metric space itself (much in the same way, for example,
E-mail addresses: katharina.huber@cmp.uea.ac.uk (K.T. Huber), koolen@postech.ac.kr (J.H. Koolen),
vincent.moulton@cmp.uea.ac.uk (V. Moulton).
0012-365X/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2004.12.018
66 K.T. Huber et al. / Discrete Mathematics 303 (2005) 65–79
that buildings are used in the study of groups). This philosophy is based upon the fact
that—as was originally pointed out in 1964 by Isbell [18]—tight spans are injective objects
in the category of metric spaces together with non-expansive maps. This fact might also
explain why the tight span has, to our knowledge at least, been independently rediscovered
twice since then: in 1984 byDress [6] and in 1994 by Chrobak and Lamore [4].And, indeed,
studying the tight span has borne several fruits, with applications to, for example, the theory
of buildings [13], phylogenetic analysis [3,11,16], the theory of multi-commodity ﬂows [1]
and the k-server problem [4].
In case the metric d in question is deﬁned on a ﬁnite set X, its tight span has an extremely
concrete description: it is the metric space T (X, d) consisting of the compact faces of the
convex polytope
P(X, d) := {f ∈ RX : f (x)+ f (y)d(x, y) for all x, y ∈ X},
endowed with the metric induced by the usual l∞-norm on RX. Consequently, the tight
span of a ﬁnite metric space has been studied in detail for spaces with small cardinality, e.g.
[19,20], and for special classes of spaces, e.g. [6,7,9].
In particular, in [14] tight spans of antipodal graph metrics were considered. Although
these are interesting structures in their own right, it still came as somewhat of a surprise to
us when we discovered that the slightly more general notion of an antipodal metric—i.e. a
metric d on a ﬁnite set X together with a map  :X → 2X − {∅} for which
d(x, y)+ d(y, z)= d(x, z)
holds for all x, y ∈ X and z ∈ (x)—plays an important role in the structure theory of
tight spans for more general metric spaces. In fact, we now expect that there is proba-
bly an “antipodal-decomposition” theory for ﬁnite metric spaces which generalizes split-
decomposition theory that was introduced in [2]. For this reason, we need to better under-
stand the tight span of an antipodal metric space, and in this paper, we will study com-
binatorial properties of this object. In a follow up paper we will consider its geometrical
properties [15].
We now summarize the contents of this paper. In the next section, we present some basic
notation and deﬁnitions and also review some basic results on the tight span. In Section
3, we derive some properties of an antipodal metric space and its underlying graph, that
is—for a metric d on a ﬁnite set X—the graph with vertex set X and edge set consisting
of those pairs {x, y}, x, y ∈ X, for which there exists no z ∈ X distinct from x, y with
d(x, y)= d(x, z)+ d(z, y). In the following section, we characterize the antipodal metric
spaces amongst the ﬁnite metric spaces using tight spans. In particular, in Corollary 4.3,
we show that a ﬁnite metric space is antipodal if and only if there exists a compact face in
P(X, d) containing all other compact faces.
In Section 5, we show that antipodal metrics on six points are always totally split-
decomposable, and in Section 6, we consider the facets of the tight span of a proper antipodal
metric. In particular, in Theorem 6.1 we prove that there is a bijection between the facets of
the tight span of an antipodal metric space and the edges of the underlying graph of the met-
ric, generalizing the main result in [14]. Finally, in Section 7, we provide an example which
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shows that—in contrast to antipodal graph metrics—the underlying graph of an antipodal
metric space need not necessarily determine the polytopal structure of its tight span.
2. Preliminaries
In this section we introduce some basic notation and deﬁnitions and also provide a
summary of some basic results for the tight span.
2.1. Notation and deﬁnitions
A ﬁnite metric space is a pair (X, d) consisting of a ﬁnite set X together with a metric
d, i.e. a non-zero symmetric map d :X × X → R0 which vanishes on the diagonal and
satisﬁes the triangle inequality. Given such a space (X, d), for x, y ∈ X, we will usually
denote d(x, y) by xy. The metric d is called proper if d(x, y) = 0 implies x = y for all
x, y ∈ X. By M(X) we denote the set of all metrics on X. The diameter diam(X, d) of a
ﬁnite metric space is the maximum value of d(x, y) over all x, y ∈ X.
The metric d is called antipodal with respect to a map = d :X → 2X − {∅} if, for all
x, y ∈ X and all z ∈ (x), we have d(x, y)+d(y, z)=d(x, z). Note that for all y, z ∈ (x)
we necessarily have d(y, z)= 0. Moreover, if d is proper, then (x) has cardinality 1, and
we may consider  as being a map from X to itself; in this case  can clearly be regarded
as a ﬁxed point free involution of X, and we denote by x the element contained in the set
(x). Important examples of antipodal metrics d on a set X, |X|> 2, for which there exist
elements x ∈ X satisfying |(x)|> 1 are split metrics (see Section 5 for the deﬁnition of a
split metric).
In this paper, graphs are ﬁnite and may have loops but not multi-edges. Given a graph
G we denote its edge set by E(G), and we denote elements of E(G) by {x, y} with x, y
vertices of G. As usual, Cn will denote the n-cycle, Qn the n-cube, Kn1,...,nm the complete
m-partite graph with coclique sizes n1, . . . , nm, and Km×n the complement of the disjoint
union of m cliques of size n.
IfG=(V ,E) is a graph, thenwe denote by dG the usual graphmetric associated toG, that
is the metric induced on V by taking shortest paths between vertices. A graph G= (V ,E)
is called antipodal if (V , dG) is an antipodal metric space, which is equivalent to the usual
deﬁnition of an antipodal graph that is expressed in terms of intervals (see e.g. [17, p. 45]).
Antipodal graphs provide many examples of antipodal metrics (e.g. hypercubes, 1-skelta of
zonotopes etc.)—see [14] for more details.
Given a proper ﬁnite metric space (X, d), the underlying graph or UG-graph, UG(X, d),
is the graph with vertex set X and edge set consisting of those pairs {x, y}, x, y ∈ X, for
which there exists no z ∈ X distinct from x, y with
d(x, y)= d(x, z)+ d(z, y)
holding. This graph has been introduced under various names in the literature (cf. [20]), and
encodes properties of the metric. Note that the underlying graph of a proper (ﬁnite) metric
is always connected [20].
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2.2. Basic properties of the tight span
In this section, we brieﬂy present some results on the tight span of a metric space. For
proofs and more detailed explanations of these results see [6,7,12].
Suppose that (X, d) is a ﬁnite metric space. As stated in the Introduction, the tight span
T (X, d) of (X, d) is the set of compact faces of the polytope
P(X, d) := {f ∈ RX : f (x)+ f (y)d(x, y) for all x, y ∈ X}.
Thus T (X, d) is endowed with a natural cell-complex structure inherited from P(X, d), its
cells being the compact faces of P(X, d). In particular, T (X, d) is itself a convex subset of
RX or, equivalently, a convex polytope (inRX) if and only if it contains—and, thus, consists
of—a unique maximal cell containing all other cells contained in T (X, d). The tight span
can also be conveniently described as the set of maps f :X → R0, which, for all x ∈ X,
satisfy
f (x)=max
y∈X {d(x, y)− f (y)}.
The l∞ norm induces a metric d∞ on T (X, d); namely, for each f, g ∈ T (X, d) we deﬁne
d∞(f, g) := max
x∈X |f (x)− g(x)|.
In addition, for each x ∈ X, the map
hx = hXx :X → R0 : y → d(x, y)
is contained in T (X, d).
Given a function f in P(X, d), we deﬁne its tight equality graph, that is, the graph
K(f )= (X,E(f )) with vertex set X and edge set E(f ) consisting of those pairs {x, y} in
X with f (x)+ f (y)= xy. By [f ] we denote the minimal face in P(X, d) that contains f.
We conclude this section with a collection of useful facts concerning the tight span.
(TS1)
[f ] = {g ∈ T (X, d) :E(f ) ⊆ E(g)}.
(TS2) As a consequence of (TS1), we see that for f, g ∈ T (X, d) we have [g] ⊆ [f ] if
and only if K(f ) is a subgraph of K(g).
(TS3) If f ∈ T (X, d), then the number of connected bipartite components ofK(f ) equals
dim([f ]), the dimension of the cell [f ].
(TS4) If #X2 and f ∈ P(X, d), then f ∈ T (X, d) if and only if for all x ∈ X there is
some y ∈ X distinct from x with {x, y} ∈ E(f ).
(TS5) In view of (TS3) and (TS4), the dimension of the tight span is bounded by #X/2.
(TS6) If Y ⊆ X, and f ∈ T (Y, d|Y ), then there exists some g ∈ T (X, d) with g|Y = f .
(TS7) The metric space (X, d) is isometric to the subspace (Y := {hx : x ∈ X}, d∞|Y ) of
T (X, d) under the mapping x → hx .
(TS8) If x ∈ X and f ∈ T (X, d), then f (x)= f (y) holds for all y in {y ∈ X : xy = 0}.
(TS9) If f ∈ T (X, d) and f (x)= 0 for some x ∈ X, then f = hx .
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3. Antipodal metric spaces
In this sectionwe describe some basic properties and examples of antipodalmetric spaces.
3.1. Some basic properties of antipodal metric spaces
Note that if (X, d) is a proper antipodal metric space, then #X is even (which can be
easily deduced from the fact that x = x holds for all x ∈ X). Moreover, if #X4 holds,
then the induced metric on X − {x, x} is antipodal, for all x ∈ X. Note also that we have
diam(X, d) = xx for every x ∈ X, a fact that immediately follows from the following
lemma.
Lemma 3.1. If (X, d) is an antipodal metric space with respect to a map , then, for all
x, y ∈ X and all x ∈ (x), y ∈ (y), we have xx = yy and xy = x y.
Proof. In view of
xy + y x = xx = xy + yx
and
yx + x y = yy = yx + xy,
we must have
2yy = yx + xy + yx + x y = 2xx,
which implies that yy = xx must hold for all x, y ∈ X. Moreover, since
yx + x y = yy = xx = xy + yx
also holds, it immediately follows that xy = x y holds for all x, y ∈ X. 
3.2. Two constructions for antipodal metric spaces
We now detail two constructions of antipodal metric spaces which will later on provide
us with useful examples.
(i) Let (X, d) be an antipodal metric space with respect to a map . Associate to (X, d)
the metric space (Y, d∗) with ground set Y := X∪ {y1, y2} with y1, y2 /∈X, and metric
d∗ deﬁned by putting d∗|X = d , d∗(yi, x)= diam(X, d)/2 for all x ∈ X, i = 1, 2, and
d∗(y1, y2) = diam(X, d). Then (Y, d∗) is easily seen to be an antipodal metric space
with respect to the map ∗ :Y → 2Y − {∅} which is given by  on X and which takes
y1 to {y2} and vice versa.
(ii) Given metric spaces (Xi, di) for 1 in, we deﬁne the l1-product metric d1×· · ·×dn
on the set X1 × · · · ×Xn, by putting
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for (x1, . . . , xn), (y1, . . . , yn) ∈ X1 × · · · × Xn. If each metric space (Xi, di) is in
addition antipodal with respect to a map i for 1 in, then is straight-forward to
check that d1×· · ·×dn is antipodal with respect to the map  deﬁned onX1×· · ·×Xn
by putting
(x1, x2, . . . , xn)= (1(x1), . . . , n(xn)),
(x1, . . . , xn) ∈ X1 × · · · ×Xn.
3.3. The underlying graph of a proper antipodal metric space
TheUG-graphof a proper antipodalmetric space (X, d)has some special properties. First,
note that if #X4 holds, then clearly {x, x} /∈E(UG(X, d)) for all x ∈ X. In addition, if
G is an antipodal graph, then clearly UG(X, dG)=G. However, the UG-graph of a proper
antipodal metric is not necessarily an antipodal graph: for example, the UG-graph of the
metric d∗C6 (see Section 3.2(i)) is clearly not antipodal. However, UG-graphs of proper
antipodal metrics do have the following useful properties.
Proposition 3.2. Suppose that (X, d) is a proper antipodal metric space with respect to a
map . Then the following statements hold:
(i) The map  induces an automorphism on UG(X, d), that is, if {x, y} ∈ E, then {x, y} ∈
E := E(UG(X, d)) holds also.
(ii) The graph UG(X, d) is 2-connected in case #X4.
Proof. (i) To see that  induces an automorphism on UG(X, d), ﬁrst note that for x, y ∈ X,
we have
xz+ zy = xy = x y = x z+ z y
for any z ∈ X distinct from x and y. This immediately implies (i) by the deﬁnition of
UG(X, d).
(ii) As an easy consequence of (i) and the fact that UG(X, d) is connected, for each
x, y ∈ X there is a shortest path between x and x that contains y. It follows that there are
two disjoint paths connecting x and y, and hence UG(X, d) is 2-connected. 
We now use the last result to classify the UG-graphs of 6-point proper antipodal metric
spaces.
Corollary 3.3. A graph H is the UG-graph of a proper antipodal 6-point metric space if
and only if H is C6 or K3×2.
Proof. As both C6 and K3×2 are antipodal graphs, there exist proper antipodal 6-point
metric spaces whose UG-graph equals either C6 or K3×2.
Conversely, suppose that (X, d) is a proper antipodal metric space with #X = 6, and
H = UG(X, d). Since {x, x} is not contained in E(H) for any x ∈ X, if H is not equal to
K.T. Huber et al. / Discrete Mathematics 303 (2005) 65–79 71
K3×2, then there must exist three distinct points x, y, z ∈ X with both xy + yz = xz and
x = z holding. Thus, xy = xz+ zy holds since we have
xx = xz+ zx = xz+ xy + yzxy + yx = xx.
By symmetry, we see that zy = zx + xy must also hold. It follows that {x, z}, {x, y} and
{z, y} are not edges of H. Hence none of {x, x}, {y, y}, {z, z}, {x, z}, {x, y}, {z, y}, {x, z},
{x, y}, {z, y} are edges of H. Hence, the set E(H) of edges of H must be contained in
H ′ := {{x, y}, {y, z}, {z, x}, {x, y}, {x, y}, {z, x}}. In addition, it must be invariant under
the (induced) action of , whence H must be connected. Clearly, this implies that H =H ′
must hold, and so H is C6 as required. 
Remark 3.4. Using the fact that the UG-graph for a proper antipodal metric space on 6
points is either C6 or K3×2, it can be shown that a graph H is the UG-graph of an 8-point
proper antipodal metric space if and only if H isQ3 orK4×2 or C8 or the UG-graph of d∗C6
or K2 × K2,1,1 (the usual Cartesian product of the graphs K2 and K2,1,1). An example of
a proper antipodal metric giving rise to each of these UG-graphs is given by taking dQ3 ,




0 4 5 3 8 4 3 5
4 0 5 3 4 8 3 5
5 5 0 2 3 3 8 6
3 3 2 0 5 5 6 8
8 4 3 5 0 4 5 3
4 8 3 5 4 0 5 3
3 3 8 6 5 5 0 2
5 5 6 8 3 3 2 0


in the last case.
4. The tight span of an antipodal metric space
In this section we prove that a ﬁnite metric space (X, d) is antipodal if and only if
the tight span T (X, d) has a unique maximal cell (under inclusion). This extends [14,
Theorem 7.1].
We begin by giving a useful lemma on the tight span: Part (i) of this lemma was also
observed in [14, Lemma 3.2].
Lemma 4.1. Suppose that (X, d) is a ﬁnite metric space.
(i) If x, y, z ∈ X are such that xy+yz=xz andf ∈ T (X, d) is such thatf (x)+f (y)=xy,
then f (x)+ f (z)= xz.
(ii) If (X, d) is proper antipodal, then for all f ∈ P(X, d), one has f ∈ T (X, d) if and
only if f (x)+ f (x)= xx, for all x ∈ X.
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(iii) If (X, d) is proper antipodal and Y ⊆ X is such that for all y ∈ Y we have y ∈ Y ,
then for all f ∈ T (X, d) the function f |Y is in T (Y, d|Y ).
Proof. (i) Since f ∈ T (X, d), we have f (z)xz − f (x). Moreover, as xz = xy + yz =
f (x) + f (y) + yz, it follows that f (z)f (y) + yz holds. Now, in view of (TS4) there
must exist some u ∈ X with f (z)+ f (u)= uz. This implies
uz= f (u)+ f (z)f (u)+ f (y)+ yzuy + yzuz,
and hence f (z)= f (y)+ yz= xz− f (x).
(ii) This follows immediately from (i), (TS4), and the deﬁnition of an antipodal metric.
(iii) This follows directly from (ii) and the fact that f |Y ∈ P(Y, d|Y ). 
We now prove a theorem from which the main result of this section follows.
Theorem 4.2. The following are equivalent for a proper ﬁnite metric space (X, d) with
#X2:
(i) The metric d is antipodal.
(ii) The cardinality of X is even, T (X, d) contains—and, thus, consists of—a unique
maximal cell, and this cell has dimension #X/2.
(iii) The tight span T (X, d) contains—and, thus, consists of—a unique maximal cell.
(iv) The tight span T (X, d) is a convex polytope.
Proof. (i)⇒ (ii). Deﬁne
f :X → R : x → xx
2
.
It is easily checked that f is in T (X, d). Moreover, by the properness of the metric d, we
have xy <xx for all x, y ∈ X, y = x. Hence, f (x) + f (y)> xy for all x, y ∈ X, y = x,
so that by Lemma 4.1(ii),K(f ) is a disjoint union of #X/2 disjoint edges. In particular, #X
is even and by (TS3) T (X, d) contains a cell of dimension #X/2. This cell is of maximal
dimension by property (TS5) of the tight span.
To ﬁnish the proof, note that for any g ∈ T (X, d) we must have E(f ) ⊆ E(g) by
Lemma 4.1(ii), and so by (TS1) we must have g ∈ [f ].
(ii)⇒ (iii). This clearly holds.
(iii)⇒ (i). Suppose that T (X, d) has a unique maximal cell, and f ∈ T (X, d) with [f ]
equal to this maximal cell. Deﬁne a map = f from X to its power set by putting
(x) := {z ∈ X : {x, z} ∈ E(f )}.
Then d is antipodal with respect to this map because we have (x) = ∅ by (TS4), while
(TS1) together with hy ∈ T (X, d) = [f ] implies E(f ) ⊆ E(hy) for all y ∈ X and,
hence, yx + yz = hy(x) + hy(z) = xz for all x, y ∈ X and z ∈ (x). Using the fact that
E(f ) ⊆ E(hy) holds for all y ∈ X, it is straightforward to check that d is antipodal with
respect to this map.
(iii) ⇐⇒ (iv). This clearly holds. 
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Corollary 4.3. For a ﬁnite metric space (X, d) the metric d is antipodal if and only if
T (X, d) has a unique maximal cell.
Proof. This follows by (TS8) together with Theorem 4.2. 
Remark 4.4. Note that a maximal cell in the tight span of a ﬁnite metric space is not
necessarily polytope isomorphic to the tight span of a ﬁnite metric space (for example, the
tight span of dK2,3 consists of three maximal cells, all of which are polytope isomorphic to
the convex polytope in R2 that is bounded by the x-axis, y-axis and the line y = 1− x). In
particular, the tight span of a metric space can in general contain maximal cells that are not
isometric to the tight span of an antipodal metric space.
5. 6-Point antipodal metric spaces
In this section,we show that antipodalmetrics on six points are totally split-decomposable.
In order to understand this statement, we need to ﬁrst recall some deﬁnitions from [2].
Given a ﬁnite set X, denote by S(X) the set of all bipartitions or splits of X, and call
any subset S ⊆ S(X) a split system. For any x ∈ X and any S ∈ S(X), we let S(x)
denote the (unique!) subset in S that contains x. We say that a split system S ⊆ S(X) is
weakly compatible if it satisﬁes the following three-split condition: there are no four points
x0, x1, x2, x3 ∈ X and three splits S1, S2, S3 inS with Si(x0)= Si(xj ) if and only if i= j ,
for all i, j = 1, 2, 3.
To each split S = {A,B} inS(X), we associate the split metric S deﬁned by
S(x, y) :=
{
0 if x, y ∈ A or x, y ∈ B,
1 else,
for x, y ∈ X.Ametric d onX is called totally split-decomposable if there exists a non-empty






In general, antipodal metrics are not necessarily totally split-decomposable (for example,
the graph metric dQn is not totally split-decomposable for n3, a fact that can be deduced
from [14, Theorem 6.4]). However, as promised, we now show that 6-point antipodal metric
spaces must always be totally split-decomposable.
Theorem 5.1. Suppose that (X, d) is a proper antipodal metric space with #X = 2n and
n2. The metric d is totally split-decomposable if and only if UG(X, d) equals K3×2 or
C2n. In particular, by Corollary 3.3 if #X = 6, then d is totally split-decomposable.
Proof. The fact that d is totally split-decomposable implies UG(X, d) is either K3×2 or
C2n (cf. [10, Theorem 1]).
We divide the proof of the converse direction into two cases:
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Case 1: UG(X, d)= C2n.
Label the elements ofX by x1, x2, . . . , x2n−1, x2n=x0 so thatE(UG(X, d))={{xi, xi+1} :






holds, where bi := xixi+1 for 1 in − 1, bn = xnx1, Si := {Ai,Ai}, with Ai :=
{xi+1, . . . , xn, x1, . . . , xi} for 1 in− 1, and
Sn := {{x1, . . . , xn}, {x1, . . . , xn}}.
As the split system {S1, S2, . . . , Sn} is easily seen to beweakly compatible andb1, b2, . . . ,
bn > 0 it follows that d is totally split-decomposable.
Case 2: UG(X, d)=K3×2.
Label the elements of X by x1, x2, x3, x1, x2, x3, so that {xi, xi}, i= 1, 2, 3, are precisely






c1 := x1x2 − x3x2 + x1x32 , c2 :=
x3x2 + x1x3 − x1x2
2
,
c3 := x1x2 + x3x2 − x1x32 , c4 :=
x1 x2 + x1x3 − x3x2
2
,
the splits S1, S2, S3 are as in Case 1 with n= 3, and
S4 := {{x1, x2, x3}, {x1, x2, x3}}.
Since the split system {S1, S2, S3, S4} is easily seen to be weakly compatible and c1, c2, c3,
c4> 0, d is totally split-decomposable. 
We now derive an implication that this result has for the polytopal structure of the tight
span of a 6-point proper antipodal metric space. First, we recall the coherency relation,
a relation onM(X) with X ﬁnite which was introduced and studied in [19].
Given two metrics d, d ′ ∈ M(X), we say d is coherently related to d ′, denoted d ∼ d ′,
if and only if the equality
{K(f ) : f ∈ T (X, d)} = {K(f ′) : f ′ ∈ T (X, d ′)}
holds. Clearly, ∼ is an equivalence relation on M(X). Moreover, if d is a totally split-
decomposable metric on X with d = ∑S∈S(S)S with S a weakly compatible split
system on X and  :S → R>0, it follows from [19, Proposition 4.4(ii)] that d ∼ d ′ for
somemetric d ′ onX if and only if d ′ is totally split-decomposable and d=∑S∈S(S)S with
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 :S → R>0. Hence, Theorem 5.1 implies that if d is a proper 6-point antipodal metric,
then either d ∼ dC6 or d ∼ dK3×2 . Since it follows from [19, Theorem 4.10] that d ∼ d ′
implies T (X, d) and T (X, d ′) are polytope isomorphic, by [14]—where it is shown that the
tight span of the metric induced byC6 is polytope isomorphic to a 3-cube and the tight span
of the metric induced by K3×2 is polytope isomorphic to a rhombic dodecahedron—the
following result immediately follows.
Corollary 5.2. If (X, d) is a proper antipodalmetric spacewith #X=6, then either d ∼ dC6
or d ∼ dK3×2 . In particular, T (X, d) is polytope isomorphic to either a 3-cube or a rhombic
dodecahedron.
Remark 5.3. Corollary 5.2 may be strengthened using Theorem 5.1 and results con-
tained in [8–10]. In particular, it can be shown that a totally split-decomposable metric
d =∑S∈S(S)S on a ﬁnite set X with #X2 is antipodal if and only if the tight span
T (X, d) is polytope isomorphic to either a #S-dimensional hypercube or to a rhombic
dodecahedron (and, in particular, that the latter holds only if #X = 6). In particular, this
provides an additional characterization of totally split-decomposable antipodal metrics to
the one presented in [10].
6. Facets of antipodal metric spaces
In [14], it was shown that the facets of the tight span of an antipodal graph are in bijective
correspondence with the edges of the graph. We now show that a natural generalization of
this holds for ﬁnite proper antipodal metric spaces.
Theorem 6.1. Suppose that (X, d) is a proper antipodalmetric space (so that, in particular,
#X is even), and deﬁne EX := {{x, x} : x ∈ X}. Then the following equality holds:
{K(f ) : f is a facet of T (X, d)}
= {(X,EX ∪ {x, y}) : {x, y} is an edge of UG(X, d)}.
Proof. “⊆”: Suppose f ∈ T (X, d) with [f ] a facet of T (X, d) i.e. dim[f ] = #X/2 − 1.
We show that E(f )= EX ∪ {{x, y}} with {x, y} ∈ E(UG(X, d)).
First note that EX ⊆ E(f ) by Lemma 4.1(ii). Thus, in view of (TS3), the connected
components of K(f ) must all contain two vertices except for precisely one component
which contains four vertices, say {x, y, x, y}. But, again in view of (TS3), the connected
component C containing {x, y, x, y} must contain the edges {x, x}, {y, y} together with
exactly one other edge (i.e. C must be a path of length three). This follows since being
bipartite C cannot contain a 3-cycle, and it cannot be the 4-cycle x, y, y, x, x since if this
were the case then we would have
f (x)+ f (x)= xx = yy = f (y)+ f (y)
and
f (x)+ f (y)= xy, f (x)+ f (y)= x y
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and so, adding the last two equations would have
xx + yy = xy + x y
which is impossible. We conclude that the induced subgraph of K(f ) on {x, y, x, y} is a
path of length 3. Thus, without loss of generality we may assume that {x, y} is an edge of
K(f ), and by Lemma 4.1(i) we conclude that {x, y}must be an edge of UG(X, d) (because
xa + ay = xy for some a in X − {x, y} would imply {x, a} ∈ E(f )). This completes the
proof of the ﬁrst inclusion.
“⊇”: We claim that for each edge {x, y} ∈ E(UG(X, d)) there is a facet [f ] of T (X, d)
whose tight equality graph K(f ) has edge set equal to EX ∪ {{x, y}}.
First, note that in case #X = 6, by Corollary 5.2 we have d ∼ dC6 or d ∼ dK3×2 . Hence
the claim holds for #X = 6 by the deﬁnition of ∼ and the fact that the result holds for dC6
and dK3×2 as a consequence of [14, Theorem 7.5].
We now show that the claim also holds in case #X=8. To this end, choose x, y ∈ X so that
{x, y} is an edge of UG(X, d), and putX={x, y, u, v, x, y, u, v}. Using property (TS6) and
the fact that the claim holds for 6-point metric spaces, we see that there must exist functions
g1, g2 ∈ T (X, d) such that the graphs induced byK(g1) on {x, y, u, x, y, u} and byK(g2)
on {x, y, v, x, y, v}, respectively, are both equal to the disjoint union of the path x, x, y, y
together with either {u, u} or {v, v}, respectively. Moreover, the function g := (g1 + g2)/2
is contained in T (X, d), and the graph induced by K(g) on the sets {x, y, u, x, y, u} and
{x, y, v, x, y, v} are both equal to the disjoint union of the path x, x, y, y together with
either {u, u} or {v, v}, respectively. Thus,K(g)must consist of either two or three connected
components.
In case K(g) has three components the claim is proven for #X = 8. In case K(g) has
two components, it must consist of the disjoint union of the path x, x, y, y and a graph with
vertex set {u, v, u, v} that is either a path of length 3 or has edges {u, u}, {v, v}, and two
extra edges forming a 3-cycle (since by the same argument as was given above it cannot
contain the 4-cycle u, v, v, u, u). Without loss of generality, we may take v as the vertex
with maximal degree (which is either 2 or 3). Now take > 0 small enough so that the
function h :X → R deﬁned by h(v) = g(v) + , h(v) = vv − h(v), and h(z) = g(z) for
z ∈ X − {v, v} is contained in T (X, d). Then E(h) equals EX ∪ {{x, y}},which completes
the proof of the claim in case #X = 8.
We now prove the claim in case #X> 8. Let x, y ∈ X be such that {x, y} is an edge of





−{{x, y}}−EX. Using the fact that the claim is true for 8-point
metric spaces, wemay assume that, for every {u, v} ∈ Y , there exists some f{u,v} ∈ T (X, d)
with {x, y} ∈ E(f{u,v}) and {u, v} /∈E(f{u,v}) (simply extend an appropriate function on 8
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Then it is easy to check f ∈ P(X, d), and that f (u)+f (u)=uu holds for all u ∈ X. Thus
f ∈ T (X, d). Moreover, f (x)+ f (y)= xy and for {u, v} ∈ Y we have f (u)+ f (v)>uv,
which completes the proof of the claim. 
7. Conclusion
Even though we have just seen in the last section that the UG-graph of a proper antipodal
metric space (X, d) determines the facets of the tight span T (X, d), we conclude with an
example which shows that the UG-graph of a proper antipodal metric does not necessarily
determine the isomorphism type of the polytopal structure1 of its tight span (although
this clearly does hold for graph metrics, since for an antipodal graph G= (X,E) we have
UG(X, dG)=G—see also [14, Theorem 7.5]).
For X = {+1,−1}, S the only split of X, and , , > 0, deﬁne the l1-product
d(,,) := S × S × S ,
which is a metric on Z := X×X×X. This metric is antipodal (see Section 3.2 (ii)) and it
is easily seen that the UG-graph of d(,,) is isomorphic toQ3 for all , , > 0.
In Fig. 1, we picture the polytopal structure of T (Z, d(,,)) for three typical choices of
, , . In particular, it can be clearly seen that the polytopal structure of T (Z, d(,,)) is
not the same for all values of , , .
This example bears some more thought. The split decomposition [2] of d(,,) with
> > > 0 is given by
d(,,) = d(,,) + (− )S1 + (− )S2 , (1)
where the splits S1 and S2 correspond to the splits of the vertex set of the 3-cube—and
hence of Z—induced by the two classes of horizontal parallel edges of the bold cube
in Fig. 1(c).
(a) (b) (c)
Fig. 1. The polytopal structure of T (Z, d(,,)) for typical values of ,, > 0. For all ,, > 0, the polytope
T (Z, d(,,)) consists of a 4-cell whose three-dimensional boundary is homeomorphic to a 3-ball. This boundary
consists of two 3-cubes; the 3-cube in bold—whose vertices correspond to the elements of Z—and its complement.
In this ﬁgure, for each of the generic choices of ,, > 0, we picture the 3-cells which comprise one of these
3-cubes; the other is divided up into 3-cells in exactly the same way. See [14, Section 5] for a more detailed
explanation concerning the polytopal structure of T (Z, d(1,1,1)). (a) = = , (b) <= , (c) << .
1 We say that two polytopes are isomorphic if their face lattices are isomorphic.
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It would be useful to be able to immediately conclude from Eq. (1) that no pair of the tight
spans T (Z, d(,,)), T (Z, d(,,)) and T (Z, d(,,)) is polytope isomorphic, especially
since, in general, the split decomposition of a metric can be computed efﬁciently. However,
we do not yet know a result that would enable us to easily conclude this, although, using the
theory of coherent decompositions of metrics, we will now state an intriguing conjecture
whose validity would enable us to do precisely this.
In particular, note that as a consequence of [19, Proposition 4.4(ii)] and Eq. (1), d /∼
d ′ for d, d ′ distinct elements of {d(,,), d(,,), d(,,)}, but in general this does not
necessarily imply that T (Z, d) is not polytope isomorphic to T (Z, d ′) (for example, if
X = {x, y, u, v,w} then, for the graph metrics d, d ′ associated to the complete bipartite
graphs with cocliques {{x, y}, {u, v,w}} and {{u, v}, {x, y,w}}, respectively, we see that
T (X, d) is clearly polytope isomorphic to T (X, d ′)). Thus, we conjecture that if d, d ′ are
metrics on a ﬁnite set X for which T (X, d) and T (X, d ′) are polytope isomorphic, then
there exists a metric d ′′ on X which is isometric to d ′ with d ∼ d ′′. We have already shown
that the latter conjecture holds in case the coherent decompositions of d and d ′ both contain
the set {{{x},X−{x}} : x ∈ X} (cf. [19, Corollary 4.12]).
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