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There is something in this world that nobody has seen yet.
It’s something gentle, and very sweet.
And if you ever laid eyes on it, you would yearn for it.
That’s why no one has ever seen it.
The world hid it so that no one could get their hands on it easily.
However, someday, someone will find it.
The person who deserves it the most will definitely find it.
This is how its created.
— OPENING DIALOGUE OF ’TORADORA’

A B S T R A C T
This work is about the development of a single photon calibration stand for photo-
sensors that are used for the detection of cosmic rays of highest energies. First the
basics of cosmic rays and the related formation of extensive air showers in Earth’s
atmosphere is recapitulated. Here the main focus is set on the origin of fluores-
cence and Cherenkov light in these air showers and their detection via the emitted
light. Further the Extreme Universe Space Observatory onboard the Japanese Experiment
Module (JEM-EUSO) is presented. It is a next-generation experiment for the detec-
tion of cosmic rays of highest energies, using fluorescence and Cherenkov light.
The calibration stand, which was designed, built, and improved during this work,
is presented in detail. The calibration measurements of every single component are
introduced and their results are recorded. The reference light source can send sin-
gle photons as well as several ten thousands of photons, each mode with different
wavelengths, onto a photodetector with up to 64 channels. With this, several calibra-
tion modes are possible and were tested, e. g. single photon calibration, gain mea-
surements, illumination of large sensor areas, and dynamic range measurements.
Two types of photodetectors, namely multianode photomultiplier tubes (MAPMTs)
and silicon photomultipliers (SiPMs) are presented. MAPMTs are used in the baseline
design of JEM-EUSO. SiPMs are an interesting alternative because of their charac-
teristics, in particular their more compact form, their smaller mass, and their lower
power consumption. Calibration measurements were conducted under comparable
systematics and are presented for both detector types. The systematic uncertainties
of the calibration stand are in the range of 3.1% to 4.1% for the photo detection ef-
ficiency. The gain can be determined with systematic uncertainties of 3.9%. These
values are comparable to the uncertainties of previous calibration stands, but are
now applicable to larger focal surfaces and different wavelengths.
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Z U S A M M E N FA S S U N G
Diese Arbeit befasst sich mit dem Aufbau eines Teststands zur Kalibration von
Photosensoren im Einzelphotonenmodus, die zur Messung kosmischer Strahlung
höchster Energien Verwendung finden. Zu diesem Zweck werden zuerst die
Grundlagen der kosmischen Strahlung und die damit verbundene Entstehung von
ausgedehnten Luftschauern in der Erdatmosphäre eingeführt. Das Hauptaugen-
merk liegt hierbei auf der Entstehung von Fluoreszens- und Cherenkov-Licht in
Luftschauern und deren Detektion über dieses ausgesandte Licht. Im Weiteren
wird das Extreme Universe Space Observatory onboard Japanese Experiment Module
(JEM-EUSO) vorgestellt. Es handelt sich hierbei um ein Experiment der nächsten
Generation zur Detektion kosmischer Strahlung höchster Energien über das emit-
tierte Fluoreszens- und Cherenkov-Licht. Der während dieser Arbeit entworfene,
aufgebaute und verbesserte Teststand wird im Detail beschrieben. Die Kalibrations-
messungen der einzelnen Komponenten werden vorgestellt und deren Ergebnisse
festgehalten. Die Referenzlichtquelle ist sowohl in der Lage einzelne Photonen als
auch mehrere Zehntausend Photonen, jeweils mit verschiedenen Wellenlängen, zu
erzeugen und auf einen Photodetektor mit bis zu 64Kanälen zu senden. Damit sind
verschiedene Messmodi, wie z. B. die Einzelphotonenkalibration oder die Messung
des dynamischen Bereichs von Photodetektoren möglich und wurden durchge-
führt. Zwei Arten von Photodetektoren, und zwar multianode photomultiplier tubes
(MAPMTs) und silicon photomultipliers (SiPMs) werden vorgestellt. Hierbei sind
MAPMTs im Basisdesign von JEM-EUSO vorgesehen. SiPMs sind neuerdings auf-
grund ihrer kompakteren Bauweise, ihrer geringeren Masse und ihrem geringeren
Leistungsverbrauch eine interessante Alternative zu MAPMTs. Kalibrationsmes-
sungen an diesen zwei Detektortypen wurden unter vergleichbaren Bedingungen
durchgeführt und werden vorgestellt und diskutiert. Die systematischen Unsicher-
heiten des Kalibrationsstands liegen für die Photodetektionseffizienz im Bereich
von 3.1% bis 4.1%. Der Verstärkungsfaktor der Detektoren kann mit systematis-
chen Unsicherheiten von 3.9% angegeben werden. Diese Werte sind vergleichbar
mit bisherigen Kalibrationsmöglichkeiten und sind nun aber auch für großflächige
Fokalebenen und verschiedene Wellenlängen anwendbar.
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1
P R E A M B L E
Astroparticle physics is a relatively young field of physics, nonetheless it is very
fascinating. This maybe stems from the fact that this particular field in physics ex-
ists at the boundary of particle physics, astrophysics, astronomy and cosmology.
Therefore it is a quite dynamic and interdisciplinary field of physics. The focus
of research within astroparticle physics is to study particles originating from ener-
getic sources in the Universe and to discover their connection to astrophysical and
cosmological processes. A strong driver of the present research field of astroparti-
cle physics was the discovery of neutrino oscillations. For that the Nobel price in
physics was given to Takaaki Kajita and Arthur B. McDonald in 2015 [1]. Further
research topics include the search for dark matter in the Universe and the measure-
ment of gravitational waves that might for example result from the merger of two
black holes. However, this does not mean that experiments in astroparticle physics
are only looking towards space. There are also research interests in fundamental
particle interactions at the Large Hadron Collider (LHC) at European Organization
for Nuclear Research (CERN) with the goal to tune particle interaction models to
LHC-energies and beyond. Especially the part with "beyond" is very interesting,
since here the goal is to understand the energetic processes in the sources of cosmic
rays (CR). Today this energy region can only be examined via CR which expand
over a very wide range of energies, covering several magnitudes [2]. Although CR
have been a big research topic over the past 100 years, many questions are still not
answered. For example the origin of CR, in particular for high energies, is still un-
known. Further, the mechanisms accelerating particles to such high energies are
an enigma. One would also like to know if there is an upper energy limit to the
spectrum of CR and, if there is one, its cause.
To unveil these mysteries, many CR observatories were built in the past, e. g. the
Pierre Auger Observatory or the Telescope Array (TA), both for higher energy CR,
or the Karlsruhe Shower Core and Array Detector (KASCADE) at Karlsruhe Insti-
tute of Technology (KIT), for lower and medium energies [3–5]. The observation
of CR in these energy ranges are done indirectly by observing extensive air show-
ers (EAS). For that CR observatories use an array of Cherenkov water or scintillator
detectors, which are distributed in a ground array, to measure the lateral particle
distribution of EAS on ground. To get an observation of the shower development,
the observatories use telescopes, to observe fluorescence and Cherenkov light emit-
ted from EAS. Both detection techniques are used in conjunction with each other.
The flux of highest energy CR is around one particle per square kilometer per cen-
tury [2]. This drives the need for big ground arrays in the range of thousands of
square kilometers.
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An idea for a next generation experiment is to use the fluorescence detection tech-
nique with a telescope that is looking down on Earth from space to increase the ob-
servation area significantly. The Extreme Universe Space Observatory onboard the
Japanese Experiment Module (JEM-EUSO) mission plans to do exactly that. The
telescope is planned to be attached to the International Space Station (ISS). With a
wide field of view and an orbit with an altitude around 400 km the observed area
can easily reach 1× 105 km2. The detectors for the telescope will altogether have
around 300 000 channels, allowing for the measurement of a shower track on the
focal surface. The direction of the air shower and thus the arrival direction of the
primary particle can be estimated via the timing information of the track. The num-
ber of detected photons gives an estimation of the total shower energy. Of course,
the photodetectors for this telescope need to be very sensitive, to be able to see di-
rect fluorescence light and reflected Cherenkov light from EAS developing in the
Earth’s atmosphere. To correctly estimate the shower energy, the number of incom-
ing photons needs to be known very well. This goes hand in hand with knowing
the detector answer to incoming signals, especially the photo detection efficiency of
the detectors. Further, the sensitive detector area should also have a uniform photo
detection efficiency. Prototype experiments for JEM-EUSO are already operational
and further ones are under development.
For the calibration and sorting of photosensors, Single PhOton Calibration stand
at KIT (SPOCK) was designed, built, and improved during this work. It serves as
a multipurpose calibration stand for all kinds of photodetectors. It is used for the
precise measurement of the photo detection efficiency and the gain of the detec-
tors. This is achieved via a reference light source with known optical output power
and output wavelength. The reference light source can operate in different modes.
Because of the universality of the read-out electronics, the calibration stand built
during this work is usable as a test stand for different photosensors.
This work is structured in the following way: Chapter 2 will shortly introduce the
basics of CR and EAS. Afterwards, Chapter 3 will present the JEM-EUSO mission
with its baseline design, goals, and pathfinder experiments. The in-flight calibra-
tion will be briefly discussed. Chapter 4 holds the main part of this work. The
working principle and the design of SPOCK is explained in detail. The calibra-
tion measurements of its components are also shown there. The end of that chap-
ter holds implications and ideas for the inflight-calibration of JEM-EUSO, which
stem from experiences gained during the course of this work. Chapter 5 shows the
photodetectors that are planned to use for the JEM-EUSO mission and how they
can be calibrated with SPOCK. Measurement results of the photo detection effi-
ciency (PDE) and the gain are also shown. An alternative to multianode photomul-
tiplier tubes (MAPMTs) are silicon photomultipliers (SiPMs). They are introduced
in Chapter 6. The calibration process for these novel types of photodetectors is ex-
plained and measurements of the PDE and the gain are shown. The conclusion of
this work is given in Chapter 7. Further material like detailed measurement data,
uncertainty calculations, pictures, and technical information can be found in the
appendix.
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C O S M I C R AY S A N D E X T E N S I V E A I R S H O W E R S
A brief introduction to the field of astroparticle physics was given in the preamble.
In the following, this thesis will constrain itself to the CR part of the vast field
of astroparticle physics. Since the ultimate goal for calibrated photodetectors is to
measure photons emitted from extensive air showers (EAS), the physics behind
that goal need to be defined.
For that purpose this chapter briefly introduces CR and their interactions with
the Earth’s atmosphere resulting in EAS. Furthermore a short overview of detection
techniques for EAS is given. Within the scope of this work ultraviolet (UV)-light
emission processes from EAS are explained.
2.1 C O S M I C R AY S
Charged particles, primarily fully ionized atomic nuclei that come from the cosmos
and continuously impact on the Earth are called cosmic rays (CR). Their energy
spectrum ranges from 109 eV to 1020 eV and probably beyond. These are the high-
est energies that where ever observed in the Universe [2]. Furthermore the CR flux
is declining with energy over several orders of magnitude. A fitting description is




with the number of particlesN, the nucleus energy E, and the spectral index γ ≈ 2.7.
In Figure 2.1 the scaled CR flux is shown versus the energy per nucleus. The spec-
trum has four distinct features that are more clearly visible because of the scal-
ing with E2.5. Around 1015 eV the knee, a steepening of the spectrum is visible. To
slightly higher energies, around 8× 1016 eV, the spectrum further steepens with
the second knee [5–7]. At the ankle, around 3× 1018 eV, the spectrum flattens. Above
5× 1019 eV the flux is highly suppressed. This is known as GZK-effect or GZK-
suppression (Greisen-Zatsepin-Kuz’min (GZK)) [8, 9].
Below primary energies of 1× 1015 eV CR were measured directly with balloon
and space-based experiments [11–13]. From these direct calorimetric measurements
the abundance of individual chemical elements has been measured. It mimics the
solar systems element abundance with the exception of a few light elements like
Lithium, Beryllium, and Boron that exceed the solar average. Also elements below
iron are more abundant in CR because these elements are produced via the interac-
tion of those heavy elements with the interstellar medium during their propagation
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Figure 2.1: All particle spectrum of the CR flux scaled by E2.5 versus the energy
per primary particle (bottom) and versus the equivalent center of mass energy (top).
Around 1015 eV a steepening of the spectrum is visible (knee). Around 3× 1018 eV the
spectrum flattens (ankle). Above 5× 1019 eV the flux is highly suppressed [2] (updated
[10]).
(spallation processes). Hence, CR in this energy regime are accelerated ordinary
galactic matter [14]. For higher energies these direct measurements become insuf-
ficient, because the flux gets too low (on particle per square meter per year) and
detectors would have to become unreasonable big [2].
Primary energies between the knee and the ankle are called high energy cosmic
rays (HECR). One simple explanation for the knee and the second knee are HECR
of galactic origin using a leaky box model (rigidity-dependent escape) [15, 16]:
Charged particles that are being accelerated in the galaxy are influenced by the
galactic magnetic field B, their own atomic mass A, and their charge Z. The result-
ing Larmor radius rL for a charged particle with a velocity v⊥ that is perpendicular





At a critical momentum the Larmor radius starts exceeding the thickness of the
galaxy and the charged particle escapes from the galaxy. On Earth this is seen as
a flux suppression. However the maximum acceleration energy of the sources is
not known yet. The knee is a result of the suppression of the lighter components
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(protons) whereas the second knee is attributed to the suppression of heavier compo-
nents [5, 6]. When going to the ankle the flux recovers again. This is most likely due
to a transition to high energetic extragalactic CR that are called ultra-high energy
cosmic rays (UHECR). There are different models that can all explain the spectrum
in the ankle region and the associated transition from galactic to extragalactic CR
[17]. Since the different models assume different compositions of the CR-spectrum
in that region, detailed composition studies should be able to provide further in-
formation on the sources. However, for that better statistics are needed in a regime
where the flux is as "big" as one particle per square kilometer per century [2].
Going hand in hand with composition studies, the identification of UHECR
sources would also help to better understand the CR spectrum. A simple require-
ment for astrophysical sources of CR, deduced via the Larmor radius given in Equa-
tion 2.1, has been formulated by Hillas [18]:




B is the normal component of the galactic magnetic field in µG,
L is the size of the source candidate in pc,
E is the particle energy in PeV,
Z is the charge of the particle, and
β = vc is the velocity in natural units
(particles velocity v and the speed of light c).
Based on this equation, Figure 2.2 shows the magnetic field versus the size of
astrophysical objects. Inside this so called Hilas plot, there are source candidates
shown, such as Gamma Ray Bursts (GRB), neutron stars, Active Galactic Nuclei
(AGN), radio galaxy jets, and supernova remnants (SNR). The plot also contains
constraints on proton (solid line) and iron nuclei (dashed line) acceleration, both to
energies of 1× 1020 eV. Objects below the respective lines are not capable of accel-
erating protons or iron nuclei above that energy. The parameter βS gives the ratio
of the accelerated shock front velocity to the speed of light. The plot clearly shows
that there are not many source candidates for UHECR comprised of iron nuclei and
no ones for protons above 1× 1020 eV. It is also clear that possible messengers for
the search for UHECR sources that avoid deflection in galactic and intergalactic
magnetic fields would be neutral particles like neutrinos or high energy photons
[19].
The highest energy part of the CR-spectrum above the ankle region (1× 1018 eV)
is suppressed, as has been seen experimentally [20]. An explanation for this sup-
pression is the GZK effect. It describes the energy loss of UHECR via the interaction
with photons of the cosmic microwave background (CMB) [8, 21]. The energy loss
of protons is due to continuous photo-pion production:
p+ γCMB → ∆+ → p+ π0 , (2.2)
p+ γCMB → ∆+ → n+ π+ . (2.3)
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Figure 2.2: Hillas plot with the estimated magnetic field strength versus characteristic
sizes of source candidates. Objects below the solid line are not capable of accelerating
protons above 1020 eV. For iron nuclei the dashed line is the limit for the same energy.
The parameter βS is the ratio of the velocity of the accelerated shock front relative to
the speed of light [19] (updated [10]). Original: Hillas [18]).
For heavier elements the energy loss can be explained with photo-disintegration
due to giant dipole resonances at similar energies. From this the assumption is
drawn that there is a GZK horizon at around 100Mpc. That means that sources
for UHECR with more than 6× 1019 eV have to be within that horizon [22]. How-
ever, signals in that energy range are still too scarce to have good statistics and thus
it is still not clear if the suppression is only due to the GZK effect or if this is a
characteristic of the sources which just do not accelerate particles faster than that.
Nevertheless, particles that are near the limit of the GZK effect or beyond are called
extreme energy cosmic ray (EECR).
The energies towards the end of the CR spectrum are comparable to macroscopic
energies, e. g. a tennis ball (57 g) with the speed of 85 km h−1 has an kinetic energy
of roughly 1× 1020 eV. However, the probability of encountering a CR primary
particle with that energy is in the range of one particle per square kilometer per
century. Since the flux cannot be changed and time is also more or less moving for-
ward with a fixed "speed" (at least for experimental physics), the only option for
detecting these EECR events is to have a huge detector size, if one does not want to
wait for many centuries, to have enough statistics. Therefore, several current exper-
iments use EAS that are produced by HECR and above. The CR primary particles
hit the Earth’s atmosphere and after interaction with molecules in the atmosphere
a shower of secondary particles is produced. So HECR, UHECR, and EECR are
measured indirectly via their secondary particle showers while using the Earth’s
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atmosphere as a calorimeter. The two most prominent current experiments are the
Pierre Auger Observatory in Argentinia [23] and the Telescope Array in Utah (USA)
[24]. Both experiments use a hybrid detection technique, employing surface detec-
tors that measure Cherenkov light or scintillation light, and employing fluorescence
telescopes that measure fluorescence light from excited nitrogen molecules in the
EAS. The Pierre Auger Observatory uses on the surface an array of around 1600wa-
ter Cherenkov detectors and 27 fluorescence telescopes. The covered area is around
3000 km2. The TA covers an area of 777 km2 with about 500 scintillation detectors
on the surface and 38 fluorescence telescopes. Latest publications from both exper-
iments show a similar shape of the CR spectrum for UHECR, but also slight dis-
crepancies in the energies and spectral indices where the GZK suppression occurs
[25, 26]. Joint working groups were formed to investigate these differences between
results from Pierre Auger Observatory and TA. They are mainly checking for the
energy, where the suppression occurs and for the composition of UHECR primary
nuclei [27, 28].
2.2 E X T E N S I V E A I R S H O W E R S
To get a better understanding of the detection techniques for UHECR, the physics
behind EAS will be explained shortly. These EAS are generated, when primary CR
hit the Earth’s atmosphere. The primary CR interacts with molecules of the atmo-
sphere and induces a cascade of secondary particles that is called EAS. The indirect
detection of UHECR becomes possible by measuring the secondary particles on
ground or by detecting emitted light or radio emission during the EAS. The three
components of an EAS are shown in Figure 2.3.
The first nuclear interaction of the primary particle with air molecules produces
mainly pions and kaons [29]. This hadronic component of the air shower generates
new hadronic particles via inelastic scattering and further hadronic interactions,
providing source material for the other two components of the EAS. Before further
interactions, charged pions and kaons can decay into muons and neutrinos, form-
ing the muonic component of the EAS. Because of their small cross-section these are
the most penetrating component of an air shower and at sea level the muonic com-
ponent is the most abundant. The fast decay of neutral pions into photons builds
the electromagnetic component. It consists of mainly electrons and photons and dis-
tributes the energy of the primary particle over millions of secondary particles. Pho-
tons, electrons, and positrons are the majority of secondary particles, but they also
get absorbed by the atmosphere quite fast if below critical energy.
The Heitler model describes the growth of the electromagnetic component [30]. An
electromagnetic cascade is driven by two radiative processes (bremsstrahlung and
pair production), and suffers energy loss due to ionization. The number of particles
doubles after each interaction, producing 2n particles after n interactions. The pho-
ton production due to bremsstrahlung and the electron positron production due
to pair production continues during the shower development until ionization en-
ergy losses exceed the radiative losses. Then the multiplication of particles stops
and the particle number decreases with increasing longitude. The critical energy
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Figure 2.3: Schematic EAS development. The primary particle has a nuclear interac-
tion with an air molecule and a hadronic shower is produced via inelastic scattering.
Charged and neutral pions are produced through decay. The charged pions decay fur-
ther to muons and neutrinos (muonic component). The neutral pions start an electro-
magnetic cascade which emitts radiation at various wavelengths (adopted from [29]).
Ec is around 85MeV in air. The characteristic parameters defining the longitudi-
nal shower evolution in terms of particle numbers versus the atmospheric depth X
(defined as atmospheric path length already crossed by the shower), are the depth
X0 of the first interaction, the depth of the shower maximum Xmax, and the inter-
action length λem of the particles. In this simple model, the total number Nmax of
particles is given by the ratio of the total energy E0 of the primary particle and the
critical energy Ec. Although the Heitler model is a very simple estimation for an elec-
tromagnetic shower, it still gives good estimates for two very important features.
First, the total number Nmax of particles (electrons, positrons, and photons) in the
electromagnetic component is proportional to the total energy E0 of the primary parti-
cle. Second, the atmospheric depth of the shower maximum Xmax is logarithmically
proportional to E0.
For heavier primaries, the superposition model is used [29]. It replaces a single
heavier nucleus with an ensemble of m single particles, leading to a distribution
of the primary energy E0 onto m single particles. This results in an shift of Xmax
proportional to ln (m), decreasing Xmax for heavier primaries, e. g. when comparing
the depths of the shower maxima for proton and iron induced showers, a shift in
the order of 100 g cm−2 can be expected for Xmax. This is the key feature for mass
composition studies.
The width of the lateral distributions and the size (number of particles) of the
three shower components are very different [29]. The electromagnetic component is
the most abundant, with the highest particle density in the showers lateral distri-
bution. The muonic component and the hadronic component have roughly the same
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particle density as each other, but are around 1% of the electromagnetic particle
density. Therefore, the spread of the hadronic component in the shower footprint is
much smaller than the spread of the electromagnetic component. The muonic compo-
nent shows the biggest spread, since it is mostly produced high up in the atmo-
sphere and thus even very small lateral impulses are translated to huge muonic
footprints.
2.3 D E T E C T I O N T E C H N I Q U E S
The detection techniques for EAS can be divided into two groups: particle detectors
and detectors for radiative emission. The former can be Cherenkov water or scin-
tillator detectors, which are distributed in a ground array, to measure the lateral
particle distribution of the EAS on ground. The latter measure radiative emission
caused by charged secondary particles in air, during the shower development. The
associated emissions can be UV-light (fluorescence- and Cherenkov-light) [31], ra-
dio emission (MHz range) [32–34], and microwave emission (GHz range) [35]. The
used detectors are either telescopes or antennas. For this work the focus lies on the
UV-light emission from EAS, since this will be the technique used by JEM-EUSO.
The two most important processes for the UV-light emission from EAS are isotrop-
ically emitted fluorescence light and forward beamed Cherenkov light.
C H E R E N K O V R A D I AT I O N F R O M E A S : Cherenkov radiation is a forward
beamed light emission with a continuous spectrum [31]. It is produced, when
charged particles move through a dielectric medium with a velocity that is higher
than the phase velocity of light in that medium. If that is the case, the particle ion-
izes the medium in its path, leaving a locally excited path behind. The following
relaxation is done via the emission of light. Since the velocity of the particle was
higher than the phase velocity, the interference of the electromagnetic waves is con-
structive and a net cone-shaped wave front is generated. The opening angle of the
cone is dependent on the spectral index of the medium and the speed of the parti-
cle. In a sense, Cherenkov radiation is the optical analogon to the sonic boom. The
emission spectrum of Cherenkov radiation is continuous and the photon yield is
higher for shorter frequencies, resulting in higher intensities for UV-light than for
visible light.
F L U O R E S C E N C E L I G H T F R O M E A S : Fluorescence light from EAS is isotrop-
ically emitted light in the UV-regime. It is a consequence of the relaxation of
nitrogen molecules that have been excited by the interaction with mainly electrons
and positrons from an air shower. Therefore, the energy deposit is proportional to
the number of electrons and positrons in the air shower. Since the energy deposit
is stored in different oscillation and rotation modes of the molecule, the spectrum
is comprised of discrete wavelengths in the range of 290nm to 430nm. The most
intense emission is around 377.1nm (Figure 2.4) [36].
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Figure 2.4: Air fluorescence spectrum of nitrogen relaxation in the UV band from
280nm to 435nm at 800hPa (about 2 km) measured by the AIRFLY collaboration. The
area was scaled to unity. This shows that 25% of the spectrum’s intensity is due to the
main band at 337.1nm (adopted from [36]).
The two groups for EAS detection techniques have different advantages and dis-
advantages. The ground array of particle detectors only sees a developed state of
the shower [29]. In every station of an array, the shower footprint is sampled. Ob-
servables are the extrapolated particle numbers of the three components, energy
distributions, and arrival time profiles. These are used to draw inferences about
the energy, mass, composition, and arrival direction of the primary particle. Their
duty cycle is basically 100%. The fluorescence detection images an EAS during its
longitudinal development, yielding a direct observation of the shower maximum,
specifically Xmax, and a calorimetric measurement of the primary particles energy
in a model independent way [29, 37]. In general the duty cycle of fluorescence de-
tectors is very short, since they can only be operated during clear and dark nights
with low background light. To get the advantages of both groups of detection tech-
niques, they are used in hybrid mode, where fluorescence telescopes survey the
volume above an ground array of particle detectors. The two most prominent cur-
rent experiments employing these techniques are the aforementioned Pierre Auger
Observatory in Argentinia [23] and the TA in Utah (USA) [24].
2.3.1 Details on fluorescence light
For the calorimetric measurement of the shower and the corresponding primary
particles energy, it is essential to know the fluorescence yield in order to get a good
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estimate of the particle number in the shower, since the energy deposit is propor-
tional to the number of electrons and positrons in the EAS. It is the observable
of fluorescence telescopes and gives the rate of emitted photons per meter of tra-
versed air [38]. However, the fluorescence yield is sensitive to atmospheric condi-
tions, since the relaxation of nitrogen molecules via fluorescence light is competing
with non-radiative processes, like collisional quenching with other molecules. Fur-
ther more, the emitted fluorescence photons are attenuated and scattered (wave-
length dependent) on their path to the telescopes, which themselves have a certain
spectral sensitivity that cannot be neglected [36]. Also the different band heads of
the emission spectrum vary in their intensity (Figure 2.4). In general, the fluores-
cence efficiency (energy deposit as photons per MeV) increases with altitude, since
the competing quenching collision process becomes more unlikely, due to fewer
targets [38]. The increase of this efficiency is different for the diverse band systems.
The overall fluorescence yield (sum of all bands) increases slightly from 0 km to
10 km altitude, because the energy deposit (fluorescence efficiency) is increasing.
Above an altitude of 10 km, the overall fluorescence yield starts to decrease. This
is because the number of nitrogen molecules starts to decrease and the increase in
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Figure 2.5: Calculated air fluorescence yield for the seven strongest contributing band
systems of nitrogen relaxation for different altitudes between 0.5 km to 10 km above
sea level. The data for this plot was updated by Bianca Keilhauer from [39]). The lower
part shows the relative change versus the yield at an altitude of 2 km, since the fluores-
cence spectrum was given for this altitude in Figure 2.4.
12 C O S M I C R AY S A N D E X T E N S I V E A I R S H O W E R S
To illustrate the different behavior of the single bands, Figure 2.5 shows the
model calculations for the air fluorescence yield for the seven strongest contribut-
ing band systems of nitrogen relaxation for different altitudes between 0.5 km to
10 km above sea level. The model calculations (updated by Bianca Keilhauer from
[39]) were done for a US standard atmosphere and a 0.85MeV electron. Tempera-
ture and quenching dependencies have been neglected. It is evident that changes
in the fluorescence yield within an altitude of 10 km are below the 5% level. There
are also three different band systems present that all are behaving differently with
increasing altitude. The 337.1nm, 357.1nm, and 380.5nm bands show no altitude
dependence. The 315.9nm, 353.7nm, and 375.6nm bands show a slight increase,
while the 393.4nm band shows a stronger decrease in the fluorescence yield.
To conclude, the differences for the strongest fluorescence emission systems are
quite small in the range of 0 km to 10 km, however, if a calorimetric measure-
ment of EAS is to be done with sufficiently low uncertainties, the absolute fluo-
rescence yield has to be known and further effects have to be considered. Since
the fluorescence light is composed of individual emission wavelengths that behave
differently with the surrounding conditions it is essential for the fluorescence de-
tection of EAS to have the knowledge of the spectral response of the used detector.
Therefore extensive calibration efforts have to be taken, to minimize uncertainties
for the reconstruction of the primary particle energy. The calibration of photodetec-
tors is the main focus of this work and will in detail explain the calibration efforts
for the JEM-EUSO mission (Chapter 4). But before we come to this, the next chap-
ter will introduce the JEM-EUSO mission with its variety of preparatory prototype
projects.
3
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O N B O A R D J A PA N E S E E X P E R I M E N T M O D U L E
In order to unveil the mysteries of the UHECRs, concerning their composition,
sources and acceleration mechanism, a significantly higher statistic at the ultra-high
energy (UHE) regime above 2× 1019 eV of the CR flux is needed. Since the rate for
CRs at an energy of 1020 eV is about one particle per km2 per century, very large
detector areas are needed to increase statistics. However, for land-based surface de-
tector arrays several restriction on increasing their size or building new ones exist.
This can be due to geographical, political or practical reasons.
The JEM-EUSO mission would be one solution for creating a detector area that
is about 50 times bigger than the largest surface detector array of today, the Pierre
Auger Observatory [9]. The idea of JEM-EUSO is to detect EAS from space with
a fluorescence telescope. The JEM-EUSO collaboration consists of 349 scientist,
93 institutes from 16 countries (June 2015). The major space agencies European
Space Agency (ESA), Japan Aerospace Exploration Agency (JAXA), National Aero-
nautics and Space Administration (NASA), and Russian Federal Space Agency
(ROSCOSMOS) are also participating. In this chapter the JEM-EUSO mission is in-
troduced. The scientific goals, the detector design and the present prototype exper-
iments are explained. Further details on JEM-EUSO and its prototype experiments
can be found in a special issue of the journal Experimental Astronomy [40–53].
3.1 S C I E N T I F I C G O A L S
The JEM-EUSO mission strives for the detection of UHECRs from space via flu-
orescence light, using Earth’s atmosphere as a calorimeter. The main goal of the
JEM-EUSO mission is to increase the exposure to CRs in the UHE regime above
5× 1019 eV (GZK threshold) by one order of magnitude compared to current ex-
periments. This means increased statistics for UHECRs and EECRs.
From the current CR spectrum some implications about UHECR sources can be
deduced from UHECR composition, anisotropy studies and GZK effect [8, 21]. Only
few known astrophysical objects are viable sources for UHECRs and they have to
be within the GZK horizon. Until now no sources have been identified. If consisting
of pure protons, EECRs above 8× 1019 eV could directly point back to their sources,
since their deflection due to galactic magnetic fields would be small. So the main
scientific goals of JEM-EUSO are the following [54]:
• Detection and high statistics measurements of UHECRs above 5× 1019 eV.
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• Anisotropy study of UHECR arrival directions.
• Identification of sources and source regions.
• Measurement of the sources energy spectra.
An example on how JEM-EUSO could achieve these goals is described in [55]. Qual-
itative studies of CR source statistics have been performed as a function of source
energy and composition. Because of the GZK-effect the number of CR sources
above 5× 1019 eV is expected to be highly reduced. Therefore the study concludes
that the isolation of the few brightest CR sources in the sky should be possible for
a CR energy range of 5× 1019 eV to 8× 1019 eV.
A more realistic approach including magnetic fields is given in [56]. There
anisotropy studies have been performed for source candidates in the sky and differ-
ent astrophysical scenarios, were UHECR source compositions, spectra, and den-
sities have been varied. Sky maps are shown there for current Pierre Auger Ob-
servatory statistics and for expected JEM-EUSO statistics. They show significant
anisotropies for all scenarios and expect them to be detected by a next-generation
UHECR experiment.
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(b) JEM-EUSO exposure distribution.
Figure 3.1: JEM-EUSO exposure. (a) Exposure versus time of several UHECR ob-
servatories from 1990 to 2025. Exposures from 2011 onward are estimated for the
Pierre Auger Observatory, Telescope Array and JEM-EUSO. This scenario is valid for
a JEM-EUSO launch in 2017. Adopted by [57] from [58]. (b) Relative deviation from
uniformity of the expected JEM-EUSO exposure versus the declination of the celestial
sky. Different zenith angles of EAS are shown. The zero line implies a uniform full sky
coverage [59].
Via the study of the composition of CR conclusions can be drawn on possible
source compositions. From that some astrophysical scenarios used in anisotropy
studies might be validated while others might be denied. In conjunction with the
arrival direction of CR source candidates (point sources or source regions) can be
identified and their spectra can be further analyzed. The required statistics for the
goals above are in the order of 103 for EECR events [60]. Since 1990 the exposures
of several UHECR observatories have been increasing continuously (Figure 3.1a).
However, a further increase in size of ground-based detector arrays is unlikely.
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JEM-EUSO is planned to reach an exposure of an order of magnitude larger than
current experiments within 5 years. With the advantage of being in an orbit around
the Earth, JEM-EUSO will have an almost uniform exposure to the northern and
southern hemisphere. Thus JEM-EUSO will be able to do a full sky survey for
anisotropy studies (Figure 3.1b).
In addition to the main goals given before, the JEM-EUSO mission also has ex-
ploratory objectives [54]:
• Multi-messenger approach (extreme energy neutrinos and gamma-rays).
• Galactic and extra-galactic magnetic fields.
• Atmospheric phenomena.
• Meteors and meteoroids.
The multi-messenger approach in general follows the concept of collecting com-
plementary information from different types of particles originating from astro-
physical sources, like CR, gamma-rays and extreme energy neutrinos. For example,
neutrinos are rarely obstructed by interstellar matter and can provide information
on the physical processes of otherwise obscured source candidates. Furthermore,
gamma-rays and neutrinos are not deflected by galactic and extra-galactic mag-
netic fields and thus point back to their sources. In conjunction with CR magnetic
fields can be probed because different charged particles experience, depending on
their energy, different deflection angles from magnetic fields. This results in a mag-
netic point spread function for incoming charged CR. If the particles characteristics
and their sources are known galactic and extra-galactic magnetic fields can be calcu-
lated or at least limits can be given. Also anisotropy studies that consider magnetic
fields in their analysis can provide information [56].
With measurements of the extreme energy neutrino and extreme energy gamma-
ray flux, different propagation and source scenarios can be discriminated. In ad-
dition, UHE neutrinos produced inside source regions will point back to them. A
high UHE gamma-ray flux is predicted by exotic dark matter theories, leading to
different large scale structures in the Universe. UHE neutrinos can be identified via
the positions of the first interaction point and of the shower maximum. The shower
maximum of an UHE gamma-ray is strongly affected by the geomagnetic effect
and the Landau-Pomeranchuk-Migdal (LPM) effect. The later leads to an early in-
teraction in the atmosphere. JEM-EUSO will also be able to see atmospheric phe-
nomena, such as lightning, transient luminous eventss (TLEs) and the night-glow
background in the UV band. Furthermore, meteors and meteoroids can be detected
via their slow UV tracks (compared to EAS).
3.2 D E T E C T O R D E S I G N
The JEM-EUSO telescope consists of three Fresnel lenses and a focal surface made
of MAPMTs. The lenses have a diameter of more than 2m and are cut out from
a polymethyl-metacrylate (PMMA) block. The first and the third lens are focusing
lenses, the second lens is a diffusing lens. The optics are made with corrections
16 J E M - E U S O
(a) JEM-EUSO observation principle.
(b) Simulated photon flux at aperture.
Figure 3.2: Schematic view of the JEM-EUSO mission. (a) JEM-EUSO in orbit at
400 km altitude and an EAS within the FOV. EAS generate fluorescence light that is
emitted isotropically and Cherenkov light that is emitted in forward direction. The
later is scattered and reflected before reaching the JEM-EUSO aperture. (b) Number
of photons at the aperture of the telescope versus time for a simulated EAS with an
energy of 1020 eV and a zenith angle of 60°. The photons arriving at different times at
the aperture can be linked to different origins within the EAS [59].
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for aberrations and have a focal point of roughly 2mm in diameter at the focal
surface [59]. The telescope will be attached to the ISS. With a very large field-of-
view of 60° and the ISS orbit of 400 km altitude, the JEM-EUSO telescope will have
an observation area on-ground of around 1.4× 105 km2. The detection of EAS will
be done via UV light detection. The fluorescence light is isotropically emitted and
the Cherenkov light is emitted in forward direction of the EAS. Since JEM-EUSO
will be in a orbit around the Earth, Cherenkov light can not be seen directly but
has to be either scattered in the atmosphere or reflected on clouds or the ground
(Figure 3.2a).
A simulated photon flux at the JEM-EUSO aperture versus time is shown in Fig-
ure 3.2b for an EAS with an energy of 1020 eV and a zenith angle of 60° [59]. The
first photons arriving on the aperture are the fluorescence photons that are emit-
ted isotropically throughout the whole shower development (0µs to 150µs). The
second component is the scattered Cherenkov light. It arrives later at the aperture,
since it has a slightly longer way up (25µs to 200µs). The last component is the
reflected Cherenkov light (125µs to 200µs). It is either reflected by clouds or the
Earth’s surface. Therefore its peak height is dependent on the abundance of clouds,
the state of the atmosphere, and ground conditions [57].
Figure 3.3: Schematic view of the components of the JEM-EUSO focal surface. The
focal surface consists of 137 PDMs which are made of 3× 3 ECs. Every EC consists of
four MAPMTs, each of these has 8× 8 pixels. Adopted from [61].
Since the atmospheric conditions have to be known at all times an EAS is
recorded, JEM-EUSO will have an Atmospheric Monitoring System (AMS) in-
stalled. It consists of an infrared (IR) camera and a Light Detection and Rang-
ing (LIDAR). With the IR camera clouds can be seen and the altitude of their top
can be estimated. The LIDAR is used to get information about scattering behaviour
of light in the atmosphere. Time and position of EAS events will also be recorded to
use them together with meteorological data for further atmospheric information.
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The focal surface of JEM-EUSO consists of roughly 5000 MAPMTs which form
an area of 2.3m× 1.9m. The concave shape of the focal surface is the surface of a
sphere with a radius of 2.5m. Every MAPMT has 8× 8 pixels and is glued with
an UV transmitting band pass filter [DS62] for the range of 290nm to 430nm. Four
MAPMTs form one EC and nine ECs form one PDM. 137 PDMs form the focal
surface (Figure 3.3).
Because of the complex structure of the MAPMTs special boards for power sup-
ply and signal measurement were designed by the JEM-EUSO collaboration. The
front-end readout is done by custom made electronics using 64-channel application-
specific integrated circuits (ASICs) that each measure signals from one MAPMT.
They are called Spatial Photomultiplier Array Counting and Integrating Chip
(SPACIROC) [61, 63]. They have built-in preamplifiers for single-photon counting
and charge-to-time converters to perform charge measurement for 10 to 1500 pho-
toelectrons. Both modes work for 64-channels. To be able to use these ASICs in
space, the power consumption was designed to be 1mW per channel and radiation
hardness was ensured.
After digitization of the triggered MAPMT-signals, the data of one PDM is trans-
mitted to the PDM-board which controls the particular PDM. The first level trigger
is also implemented into the PDM-boards. The data is sent to one of twenty Clus-
ter Control Boards (CCBs), of which each is controlling a subset of PDM-boards.
From there the data is sent to the JEM-EUSO CPU to be stored. The data transport
from the ISS to Earth will be done via standard procedures, e. g. satellite down-link
and hardware transport via spacecrafts. The mission will be supported by several
ground facilities, such as mission operation control, data centers, and the Global
Light System (GLS).
(a) Direct illumination. (b) Illumination of optics and detector.
Figure 3.4: JEM-EUSO on-board calibration system. (a) In order to monitor the rela-
tive change in the detection efficiency, diffuse UV-light sources with controlled optical
output are positioned as shown in the sketch. They are mounted along the edge of
the rear lens and illuminate the focal surface directly. (b) Four identical light sources
are positioned at the corners of the focal surface facing the rear lens. The light travels
through the optics, gets reflected at the diffusive lid, goes through the optics again,
and reaches the focal surface. With this the combined efficiency of the optics and the
detector are measured. Both adopted from [58].
For a precise estimation of the EAS energies the detector has to be calibrated
preflight in an absolute way. This will be shown in detail in Chapter 4. In order
to monitor the detector performance during the whole mission time, in-flight cal-
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ibration mechanisms will be implemented: the on-board calibration system and
the GLS. The on-board calibration system consists of several identical diffuse light
sources made of integrating spheres, pulsed light-emitting diodes (LEDs) and
NIST-calibrated photodiodes, to control their optical output (National Institute of
Standards and Technology (NIST) - US American measurement standards labora-
tory). One group of the light sources will be mounted at the edges of the rear lens
of JEM-EUSO to achieve a direct illumination of the focal surface (Figure 3.4a). The
other group of light sources will be placed at the corners of the focal surface to
illuminate the rear lens. The light will go through the optics, be reflected on the
diffusive lid, go through the optics again, and will be measured at the focal surface
(Figure 3.4b). This measurement will give the combined efficiency of the optics and
the detector [54, 58] The on-board calibration system will be a relative calibration to
the absolute calibration that will have been done preflight on the ground. Further
information can be found in Section 4.6.
The GLS for JEM-EUSO will be an on-ground network of LIDAR-stations
equipped with UV-lasers and Xenon flash lamps (Xe-flashers). If a station is in the
FOV of JEM-EUSO, it will send light signals of known amplitude and length, for
cross-calibration and atmospheric monitoring purposes. Additionally the trigger
efficiency and the reconstructed pointing direction accuracy can be monitored. The
LIDAR-stations will generate tracks on the focal surface and the Xe-flashers will
produce point flashes. These signals will be similar to EAS events, but are known
in their characteristics.
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In order to raise the technical readiness level of JEM-EUSO and to do research and
development (R&D) with the apparatus, several prototype experiments have been
designed: EUSO-Balloon, EUSO-TA, and Mini-EUSO.
E U S O - B A L L O O N is a fluorescence telescope that looks down from a balloon at
40 km altitude to observe EAS and the UV night background [64–66]. This proto-
type consists of one PDM with two PMMA Fresnel lenses as well as an IR cam-
era prototype. The PDM uses the same electronics that are planned for JEM-EUSO
up to the PDM-board. The IR camera is a smaller version of the one planned for
JEM-EUSO. The instrument is accommodated inside a housing. The housing has
crash pads and a flotation device to be save for a land and water landing (Fig-
ure 3.5b). In August 2014 the first of three planned flights was conducted from
Timmins (Canada) organized by Centre national d’études spatiales (CNES). During
the flight in an altitude of roughly 40 km EUSO-Balloon was measuring the night
sky background, laser shoots fired from a helicopter, and light pulses coming from
a Xe-flasher. It also was used for testing the trigger algorithm of JEM-EUSO. Pre-
liminary analysis of the data indicates an average night sky background of roughly
500photons/m2/sr/ns and shows the technical feasibility of the instrument. A pos-
sible successor experiment will be a long flight with a super pressure balloon (SPB)
organized by NASA in spring 2017.
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Figure 3.5: EUSO-Balloon prototype. The left side shows a sketch of the gondola. It is
housing one PDM and two PMMA Fresnel lenses as well as an IR-camera prototype.
The electronics are secured against water. In case of a water landing, the bottom part
of the gondola functions as a deceleration cylinder and the water can get out through
the evacuation holes without smashing the lenses. Adopted from [64, 65]. The right
side shows the EUSO-Balloon gondola being prepared for the balloon launch. It is
equipped with crash pads and pontoons for land and water landing [66].
(a) EUSO-TA PDM. (b) EUSO-TA mechanical structure.
Figure 3.6: EUSO-TA prototype. (a) The EUSO-TA PDM with 36 MAPMTs and at-
tached UV filters at an early field test in Tokyo (Japan) in November 2013. (b) The
mechanical structure of EUSO-TA with two Fresnel lenses [67].
E U S O - TA is the second pathfinder experiment for JEM-EUSO [54, 67, 68]. It is
located at the TA site in Utah (USA), in front of one of the fluorescence telescopes
of TA, which is used as an EAS trigger for EUSO-TA. The pathfinder consists of one
PDM (Figure 3.6a) and a mechanical structure housing two PMMA Fresnel lenses
(Figure 3.6b). Since an electron light source (ELS) as well as a LIDAR is located at TA
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site, this is a good environment for a prototype experiment. When measuring laser
pulses or induced showers from the ELS, the time, position, and total energy of the
event is known. With this EUSO-TA can be used for cross-checking the calibration,
testing the trigger algorithm, and performing measurements of EAS together with
TA. EUSO-TA was deployed at the TA site in March 2015. Further R&D with SiPMs
instead of MAPMTs can be done.
Figure 3.7: Mini-EUSO concept with two PMMA-lenses, one PDM, an optical camera,
and an IR-camera. Adopted from [65].
M I N I - E U S O is a 1:137 scaled prototype of JEM-EUSO, consisting of one PDM,
two PMMA Fresnel lenses, one IR camera, and one camera for visible light [65, 69].
It is planned to put SiPMs on the outer rim of the PDM. The instrument will be a
closed box of 60 cm× 35 cm× 35 cm and put in front of a UV transmitting window
inside the Russian module of the ISS. The detection area will be as big as the one
of JEM-EUSO but with only 2304 pixels. Mini-EUSO will also have two supporting
cameras: an optical one and an IR-camera (Figure 3.7). The data will be saved on
hard drives and transported via the Soyuz spacecraft. The start is planned for 2019.
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C A L I B R AT I O N O F P H O T O S E N S O R S
For the detection of CR via the emitted fluorescence light in EAS it is essential to
calibrate the detector with paramount precision. Only by this the mass composi-
tion, the energy of the primary particle and the arrival direction can be estimated
in a correct way [4, 49, 59, 70–72]. It is even more important for the space-based ob-
servation of EAS, where access to the detector is not given during the mission time.
In the case of JEM-EUSO the focal surface will consist of MAPMTs (Chapter 5) [42,
50] or SiPMs (Chapter 6) [73, 74]. The focal surface is planned to have a modular
structure (photo-detector module), were the detectors are supplied with a common
bias voltage per elementary cell. Therefore, the detectors have to be sorted preflight,
according to their photo detection efficiency, to get a focal surface with a homoge-
neous efficiency. Small discrepancies can be regulated via the voltage connected to
the single ECs. For that the single ECs need to have a uniform PDE.
For the calibration of the used detectors and for their sorting an advanced cali-
bration stand for single-photon detection was built at KIT within this thesis. It is
named Single PhOton Calibration stand at KIT. It follows the baseline of the cali-
bration stand built by Carl Blaksley, Gwenaëlle Lefeuvre, and Philippe Gorodetzky
at Université Paris 7 - Denis Diderot [75–77]. It consists of reference light sources,
detectors that should be tested, photon shielding and readout electronics. During
this work, several improvements compared to the original design were developed,
built and implemented.
This chapter will introduce the general idea on how to calibrate photosensors.
Part of the text and figures in this chapter were published before in [54, 74, 78]. The
calibration principle as well as the calibration stand at KIT, will be described in de-
tail in Sections 4.1 and 4.2. Afterwards the capabilities of the calibration stand that
was designed, built, and improved during this work, will be pointed out and pos-
sibilities for further improvements will be explored in Section 4.5. The last section
will show how the experience gained with this calibration stand can be used for the
inflight-calibration of JEM-EUSO (Section 4.6).
4.1 C A L I B R AT I O N P R I N C I P L E
The principle thought of the calibration stand is very simple: One takes a known
number of photons with a known wavelength and sends them onto the photosen-
sor that should be calibrated. After measuring the number of detected photons by
the photosensor, the efficiency can be calculated via the ratio of both numbers (Fig-
ure 4.1).
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Figure 4.1: Universal calibration principle. A known numberN of photons, with a set
wavelength, is sent onto the photosensor that should be calibrated. The figure shows
two possible photosensors: MAPMT and SiPM. The photosensor signal is measured
in a controlled environment. Comparing the number of detected events Npe to the
number N of all sent photons gives the detection efficiency of the photosensor. The
picture of the SiPM is taken from [DS79].
In practice this is a lot harder to do. First of all, every photon that is not produced
by the light source has to be excluded from the measurement. This is realized with a
photon shielding around the experimental set-up. To prevent the reflection of stray
photons, the inside of the shielding is covered with light absorbing black flock pa-
per. The stable and easily controllable light source consists of a 3-port integrating
sphere, with two exit-ports and an entrance-port [DS80]. All ports are perpendic-
ular to each other and the components are mounted light-tight to the ports. The
LED-array is located at the entrance-port, the NIST-calibrated photodiode and the
collimator are located at each exit-port (Figure 4.2).
The UV-light (≈ 376nm) from the LED-array is diffusely reflected inside the inte-
grating sphere and distributed uniformly over the inner surface of the sphere. The
integrating sphere itself behaves as a splitter and a diffuser. The fraction of pho-
tons leaving the sphere from one port is proportional to the ratio of the area of the
port itself and the sphere’s area (Section 4.3.1) [76, 81]. Therefore both exit-ports
emit the same number of photons NSphere. This is measured at one exit-port with a
NIST-calibrated photodiode (Photodiode 1). Details about the photodiodes are given
in Section 4.3.4. The collimator at the second exit-port is there to reduce the photon
flux from the exit-port. This is necessary because the light source will illuminate
MAPMTs or SiPMs and their gain is around a factor of 106 higher than the gain of
the photodiode.
In order to characterize the light source correctly, the collimator ratio R has to be
measured before and after the measurement with the photosensor. This is done by
measuring the optical output of the light source by a second NIST-calibrated pho-
todiode (Photodiode 2) in front of the collimator. The ratio of both photon numbers
gives the collimator factor R of about 10−6. Since the photodiodes measure optical
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Figure 4.2: Schematic view of the calibration stand. The experimental set-up of the
photon shielding, the light source, the NIST-calibrated photodiode, and the examined
detector is shown. All ports on the integrating sphere are perpendicular to each other
in the real set-up.
powers the ratio of both measured powers (PNIST1 and PNIST2) can be used instead








During this measurement the whole LED-array is set to continuously emit light,
because of the low gain of the photodiode and the strong collimator reduction. The
collimator factor R only depends on the collimator geometry and is measured very
precisely with the above mentioned measurement (Section 4.3). The ratio R is also
dependent on the distance of the photodiode or the detector to the exit hole of the
collimator, because of the spread of the light cone exiting the collimator. This has to
be taken into account for measurements.
When knowing the collimator ratio, the number of photons N that are emitted
by the reference light source per second can be calculated via the measurement of
the number of photonsNSphere inside the sphere or respectively via the power mea-
surements of PNIST1. With this the number of emitted photons N per pulse (pulse





PNIST1 · R · λ
h · c · fpulse
. (4.1)
Afterwards, the detector is placed in front of the collimator at the same position
where the second NIST-calibrated photodiode was located before (Photodiode 2). For
generating light one LED in the center of the array is used in pulsed mode, mean-
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ing it is driven outside of normal specifications with ns-pulses of voltages up to
−24V. This causes the LED to emit a small number of photons in an ultra-short
light pulse within the time window of the voltage pulse. This type of operation is
commonly used for different applications were low light levels or a stable output
without thermal influences are needed [82–85]. While triggering the detector on ev-
ery light pulse (number of triggers Ntotal), the number of photoelectrons Npe that
were detected by the detector are counted. The ratio gives the PDE ε of the detector





Uncertainties of the PDE originate from the determination of both photon numbers.
Referring to Equation 4.1, the uncertainties of the optical power measured by the
photodiode, uncertainties in the collimator ratio, uncertainties in the wavelength
of the photons, and uncertainties in Planck’s constant h and the speed of light c are
propagated. The number of detected photoelectronsNpe is dependent on the Gaus-
sian distributions in the single photoelectron spectra (for MAPMTs) respectively the
finger spectra (for SiPMs), and the uncertainties in the charge measurement by the
charge-integrating analog-digital converter (QADC) that measures these charges.
The total number Ntotal of triggered events is assumed to be accurate.
After data taking with the detector, the collimator ratio R is measured again with
both photodiodes, to make sure that it is stable. A more detailed description on how
to measure the detected photoelectron numberNpe and how to determine the PDE
of the different detectors will follow in Chapter 5 for MAPMTs and in Chapter 6
for SiPMs.
4.2 C A L I B R AT I O N S TA N D
The calibration stand SPOCK was designed and built during this work to be able
to test and calibrate a wide range of different photosensors of all sizes. The photon
shielding is a wooden box with the dimensions of 2m× 1m× 0.9m and a lid in
the front to be able to accommodate a wide variety of different sized detectors, e. g.
one whole PDM of the JEM-EUSO baseline design [61]. The inside of the shielding
is covered with non-reflecting black flock paper. The lid is lifted and staying up
with two pneumatic springs (Figure 4.3a). The edges of the lid and box are sealed
with a UV-resistant rubber labyrinth. When the lid is closed, the two shifted pro-
files intertwine, sealing the box. The lid is held in place with several tension locks.
An additional safety mechanism was implemented via safety pins that lock the ten-
sion locks, if an HV-cable is connected. Parts of the shielding was built together
with Thomas Huber during the course of his bachelor thesis [86]. On the left side
of the shielding a light-tight panel is located (Appendix B, Figure B.1). It is made
of 3mm thick aluminum and has all needed couplers for connecting signal, control,
and voltage cables (Appendix C, Figures C.37 and C.38). On the inside the whole
panel is coated with black rubber to make sure no gaps remain and to reduce re-
flection. Additionally, a black curtain was installed inside the box in front of the
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panel (Appendix B, Figure B.2). Tests with old photomultiplier tubes (PMTs) and
our photodiodes showed that there was a small leakage through BNC-connectors
that could be fixed with attaching end-caps to these connectors.
(a) Calibration stand outside.
(b) Calibration stand inside.
Figure 4.3: Photograph of the calibration set-up with open photon shielding. (a) The
inside of the wooden box (2m× 1m× 0.9m) is covered with black flock paper. The
edges of the lid and the box are sealed with an UV-resistant rubber labyrinth. The side-
panel as well as a part of the electronics can be seen on the left side. (b) All mounts are
made of matt black anodized aluminum. The light source is mounted on two perpen-
dicular linear stages (XY-plane). On the optical axis (Z-axis) the detector is mounted
on an optical rail (1000mm long) perpendicular to both stages.
Inside of the photon shielding a matt black anodized optical breadboard [DS87]
was installed. On that, a one meter long optical rail [DS88] was attached together
with several slides [DS89] and right-angle plates [DS90] to mount the photodi-
ode [DS91, DS92], the MAPMTs R11265-113-M64 MOD2 (Appendix C, Figures C.30
and C.31), and the SiPMs [DS79]. This set-up makes it possible to reliably control
the distance of the photodiodes and the photosensors from the light source on the
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optical axis (Z-axis). On the right side of the optical rail, two computer controlled
precision linear stages [DS93, DS94] were installed. They host the light source and
are perpendicular to each other and to the optical rail, in order to scan the XY-plane
(Figure 4.3b). With this kind of set-up single photosensors or arrays of photosen-
sors with a sensitive area up to 295mm× 295mm can be scanned. The set-up is
also able to uniformly illuminate a whole detector area of up to 600mm× 600mm,
from a distance of roughly 1m. In that respect the calibration stand provides a max-
imum of versatility for photosensor calibration and testing.
4.3 R E F E R E N C E L I G H T S O U R C E
This section contains detailed information about the reference light source and test
experiments that were done in order to characterize it. The components of the light
source are an LED-array (Section 4.3.2), an integrating sphere (Section 4.3.3), a NIST-
calibrated photodiode (Section 4.3.4), and a collimator (Section 4.3.5). A detailed list
can be found in Appendix C in Table C.1.
4.3.1 Integrating sphere theory
The following general theoretical principles of integrating spheres are summarized
from [76, 81]. They are essential to understand the properties of the reference light
source. The heart of the reference light source is an integrating sphere that has one
entrance-port and two exit-ports. The ports are perpendicular to each other and the
area of the ports is less than 5% of the total surface area of the sphere to maintain a
high reflected flux. The inside of the sphere is made of a diffuse reflecting material,
which leads to a uniform light flux on the inner surface of the sphere [81], e. g.
imagine two surface elements on the inside of a sphere with radius R (Figure 4.4a).
In general, the fraction of energy dF emitted by one surface element dA1 that is then
received by a second surface element dA2 is
dF =
cos θ1 cos θ2
πS2
· dA2 , (4.3)
where
θ1 , θ2 are measured from the surface normals of each respective
surface element, and
S is the distance between both surface elements (chord).
This is an isosceles triangle (Figure 4.4a), so we have θ1 = θ2 = θ and α = π− 2 · θ.





becomes S = 2 · R cos θ. Putting this equation into








This means that a finite surface area A2 of the sphere receives a portion of the radi-
ant flux proportional to the ratio of its own area versus the area of the whole sphere
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AS. The important part of this result is that it is independent of the viewing angle,
the size of the emitting area, and the distance to the emitting area [81].
(a) Surface elements in the sphere. (b) Flux inside the sphere.
Figure 4.4: Sketches of an integrating sphere. (a) Geometry of the energy exchange
between two surface elements inside a diffuse integrating sphere. (b) Illustration of
geometrical and optical properties for calculating the flux inside an integrating sphere.
Both pictures adopted from [81].
Figure 4.4b shows the schematics we use to calculate the flux Φtotal,1, which is
incident on the internal surface of the sphere after diffusion from the first reflection.
For the area fraction we take Equation 4.4 into account. We assume an incident flux
that is put into the sphere. It gets diffusely reflected by the sphere material and the
total surface hit by it is the effective sphere area. We get the following equation [81]







Φi is the incident flux,
ρ is the reflectance of the sphere material,
Aeff = AS −Ai −Ae is the effective surface area of the sphere,
AS is the total surface area of the sphere, and
Aeff
AS
= F is the exchange factor of two areas inside the sphere.
In first approximation Equation 4.5 is the total flux inside the sphere ΦSphere. Since
the flux has to be multiplied with the reflectance and the area ratio for every reflec-
tion, this is a good estimation for the flux inside the sphere. If a baffle is located
inside the sphere it can be seen as an extension of the sphere’s surface, however
the changes to the flux introduced by a baffle are typically not significant [81]. In
general the flux inside an integrating sphere is dependent on many factors, e. g. the
geometry of the set-up and the coating of the sphere. For this estimation we stick
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to a simple set-up without any baffle. If we assume the area of a detector device,
directly attached to one port of the sphere to be AD1, the flux on the device is




Note that we assume that the device is on the sphere’s surface and thus the flux is
only dependent on the initial flux, the reflectance, the sphere’s surface area and the
device area. Together with Equation 4.5, we substituteΦi and get




The same holds for a second device, with an area AD2. Thus, the resulting flux ratio







To conclude, the flux exiting a port of the sphere (or hitting a device directly at-
tached to one of the ports) depends only on the area of said port (or device) [76, 81].
Therefore, the flux readings from two exit ports of an integrating sphere should be
the same, if the same distance to the sphere’s center is maintained for both detec-
tors. If the distance to the exit port is increased, the uniformity of the flux decreases.
However, after a distance of two or three exit-port diameters (depending on the
size of the detector area), uniformity is restored and an 1
r2
proportionality for the
optical power is expected [81].
4.3.2 LED-arrays
The requirements for the light source are a well known and stable spectral out-
put, with high reproducibility. Therefore, LEDs were used as photon generators.
In order to characterize the collimator with the photodiodes a high photon flux is
needed, since their gain is around one and the collimator reduces the flux with a
factor of around 10−6 or more. On the other hand a low photon flux is needed for
the single-photon generation for photosensor calibration.
Because of that LED-array A, consisting of two different types of LEDs, was built
from aluminum (Figure 4.5a) to be mounted light-tight to the entrance port of the
integrating sphere [86]. The array comprises 20× 3mm UV-LEDs XSL-375-3E for
continuous light emission and one 5mm UV-LED XSL-370-TB-4 for single-photon
emission in the middle (Table C.2). The LEDs are distributed uniformly over the
entrance port area. All LEDs of the XSL-375-3E type are in a parallel circuit and
every LED has a resistor for current regulation (91Ω) and a dip-switch for turning
it on and off. With this several array configurations can be set, to test different light
levels (Figures C.12 and C.13). The pulse mode LED of the type XSL-370-TB-4 has
a series resistor of 39.5Ω.
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The main wavelength of the 3mm UV-LEDs is (376± 6sys)nm (Figure A.2a) with
an optical output of around 10mW per LED. This corresponds to a combined opti-
cal output of around 2mW at the first NIST-photodiode. The optical output of the
5mm UV-LED is around 1mW in continuous mode and has a pulsed peak wave-
length of (371± 6sys)nm (Figure 4.7). This was shown via measurements with a
spectrometer [DS95, DS96]. The peak wavelength in pulsed mode stay the same for
both LEDs, however the peak wavelengths in continuous mode is shifted slightly
to higher values for both LEDs. Details to this effect follow in Section 4.3.2.2. This
LED-array is primarily used to measure the collimator ratio R of different collima-
tors at a wavelength of (376± 6sys)nm in continuous mode.
(a) LED-array A. (b) LED-array B. (c) LED-array C.
Figure 4.5: Photograph of the first three LED-arrays. All same-sized arrays (63mm di-
ameter) consist of aluminum and different UV-LEDs. (a) Twenty uniformly distributed
LEDs can be switched off separately (Table C.2 and Figures C.4 and C.5). Designed and
tested by Thomas Huber [86]. (b) LED-array for generating single photons with differ-
ent wavelengths in the UV-regime (Table C.2 and Figures C.8 and C.9). Designed and
tested by Nils Hampe [97]. (c) LED-array with high optical output for four different
wavelengths: 373nm, 380nm, 394nm, and 423nm. Its structure is the same as LED-
array A, but with 5mm holes.
A second array (LED-array B) was build to be able to send single photons with
different wavelengths in the UV-regime onto the photosensors (Figure 4.5b). Ten
different UV-LEDs in the range of 300nm to 420nm were chosen (Table C.2). With
these LEDs the main peaks of the fluorescence spectrum of nitrogen can be covered,
as shown in Appendix A, Figure A.6. The LEDs are arranged on a circle around the
middle point of the mount, to have a symmetric layout. The different elevation of
the LEDs relative to the aluminum surface and their different form factors (flat win-
dows and lenses) is no cause for concern, since the integrating sphere will smear out
any geometrical information about the light source. With a rotary knob the LED to
turn on can be chosen. The resistors for current regulation of every single LED were
set with respect to the desired optical output, to the available voltage range, and ac-
cording to the data-sheets (Table C.2). The nominal mean optical outputs of the
LEDs are given in the data sheets for continuous mode. Measurements of the op-
tical output and the spectral output of the LEDs in pulsed mode were taken in
the laboratory (Figures A.4 and A.5). These measurements showed that the optical
power emitted by the LEDs in continuous mode was not high enough to measure
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the collimator ratio in a reliable way, since the output flux at the second photodi-
ode was too low [97]. These measurements are shown in detail in Section 4.3.5.4.
In an attempt to get more optical power into the sphere and therefore to increase
the signal at the second photodiode, a new array (LED-array C) was produced
with some LEDs of the same type as used in LED-array B and a modified ver-
sion of the aluminum mount of the first LED-array A. It contained several LEDs of
four different kinds for the wavelengths of 373nm, 380nm, 394nm, and 423nm
(Table C.2). The continuous emission of these wavelengths could be individually
switched on. Except for the 423nm LEDs, the measurements of the emitted optical
power showed that the optical power transmitted by the collimator was still to low
to measure the collimator ratios of the polyvinyl chloride (PVC)-collimators in a
sufficiently stable way. The average optical powers were around 60pW to 80pW,
while the fluctuations of the photodiodes were in the range of 1pW to 2pW. This
resulted in fluctuations of the collimator ratio of 1% to 5% during measurements
(for details see Section 4.3.5.4).
4.3.2.1 New LED-arrays
To get a better signal-to-noise ratio for the collimator measurements, two of the
present LED-arrays were modified and two new LED-arrays were built (Figure 4.6).
Every LED-array is used for one wavelength, while the middle LED is used in
pulsed mode for single-photon generation and the other LEDs of the same type
are used in continuous mode, to measure the collimator ratio. The different circuits
for pulsed mode and continuous mode can be found in Figure C.1. Information
about the used LEDs for these arrays are given in Tables C.2 to C.4. In order of the
wavelength they emit, they are named:
AR1: New LED-array, built with 42+1 LEDs of type UVLED365-110E, i. e. there
are 42 LEDs for continuous emission distributed over the array and one
LED in the middle for pulsed operation. The emission wavelength is around
(371± 6)nm (Figures A.1, C.2, and C.3).
AR2: Modification of LED-array A. The middle 5mm UV-LED was changed to a
3mm UV-LED, XSL-375-3E, the same type as the other LEDs in this array.
The emission wavelength is around (376± 5)nm (Figures A.2a, C.4, and C.5).
AR3: New LED-array, built with 42+1 LEDs of type VL390-5-15. The emission wave-
length is around (395± 7)nm (Figures A.2b and C.6).
AR4: Modification of LED-array C. For this LED-array the LEDs were changed
to 12+1 LEDs of type VL425-5-15. The emission wavelength is around
(423± 8)nm (Figures A.3 and C.7).
AR5: Renamed LED-array B (no modifications). This array is used for the illumi-
nation of one whole MAPMT or SiPM from a distance of roughly one meter
and with a weak collimator or pinhole and pulsed light (Figures A.4, A.5, C.8,
and C.9).
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(a) LED-array AR1. (b) LED-array AR2.
(c) LED-array AR3. (d) LED-array AR4.
Figure 4.6: Photograph of the new LED-arrays AR1 to AR4. All arrays consist of alu-
minum and different UV-LEDs. Their dimensions are the same as the old arrays. Tech-
nical information can be found in Appendix C.1.
The LED power supply for continuous light emission is managed with a standard
laboratory power source [DS98]. Pulsed operation of the LEDs is done via a pulse
generator and a light diode driver (LDD) in form of a NIM-module 1. The pulse
generator HP 8082A sends an inverted NIM-pulse (Appendix C.3.1) with an offset
of −1V to the LDD CERN-NP Type N4168. The output of the LDD is a voltage
square-pulse between −2V to −24V with the width and frequency of the input
signal. The rise and fall time is around 2ns. With this set-up voltage pulses of a
very short duration (6ns to 300ns) and a high voltage (−2V to −24V) are sent to
the LED that is located in the center of the array. The width was chosen to have a
small integration window, since the LED emits once a bunch of photons during the
pulse. The repetition rate of the pulses is around 10Hz to 1000Hz. The upper limit
is due to limitations of the USB-connection of the Data Acquisition (DAQ) to the
measurement computer.
1 Nuclear Instrumentation Module (NIM) - standard defining mechanical and electrical specifications
of electronic modules for nuclear physics experiments (report DOE/ER-0457T).
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4.3.2.2 LED-spectra
The spectra of all LEDs used in all LED-arrays AR1 to AR5 were measured one
by one with a spectrometer Ocean Optics S2000 and the corresponding analogue-
digital converter (ADC) Ocean Optics ADC1000-USB [DS95, DS96] in continuous
and in pulsed mode [97]. For pulsed mode the integration time had to be increased,
since the optical output was decreased. Every measured spectrum shown is an av-
eraging of at least 100 single spectra. After normalization of the measured spectra
to the percent scale in respect to their peak value, they can be compared, since no
normalized and calibrated optical output was used. All spectra can be found in
Appendix A.1.
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Figure 4.7: Measured continuous and pulsed spectrum of LED XSL-370-TB-4. Shown
are the continuous and pulsed spectra for 0.5 kHz, 1 kHz, and 10 kHz. The lines of the
pulsed spectra are all overlapping, therefore only the 10 kHz-line is visible. A wave-
length shift from pulsed to continuous mode is clearly visible. It is illustrated by the
colored areas between the 1 kHz-line and the continuous mode data points. For the
area on the left, the 1 kHz-line is higher than the continuous mode data points, so the
are was colored blue. On the right side the continuous mode data points are higher, so
the area was colored magenta. More spectra can be found in Appendix A.1.
Figure 4.7 shows an example spectrum of one of the LEDs from LED-array AR5
for continuous and pulsed mode measured by Nils Hampe during the course of his
bachelor thesis [97]. All three pulsed spectra at 0.5 kHz, 1 kHz, and 10 kHz overlap
for this LED. For the continuous mode the whole spectrum is shifted by 2nm to
higher wavelengths. This shift of the peak wavelength due to thermal effects is a
typical phenomenon in different LEDs [99–103]. In general LEDs are semiconduc-
tors that rely on a direct bandgap. When the bias voltage introduces electrons to the
pn-junction, these electrons recombine after passing the junction. In the process,
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photons are emitted at a wavelength that is characteristic of the bandgap energy
of the material. Since the bandgap energy decreases with rising temperature [104,
105] the peak wavelength also changes to longer wavelengths. After the measure-
ments in continuous mode the LED was warm to the touch. In our case the rise
of temperature of the LED was because of the continuously flowing current run-
ning through the LED in continuous mode. The electronics and power source for
the measurement were outside the photon shielding and thus in the climate con-
trolled laboratory. Any strong influence on their part is unlikely. Further, the form
of the spectrum stayed the same for this LED, which is illustrated by the filled areas
between the pulsed (1 kHz) and continuous data points.
The same behavior can be seen for most LEDs that were examined (Figures A.4
and A.5). Only the low intensity LEDs at the low end of the UV-spectrum seem to
have no shift in the peak wavelength. During the measurements there was also one
LED XSL-355-5E, where a second peak wavelength was introduced in pulsed mode.
Causes for this behavior might have been due to a misalignment of the optical fiber
of the spectrometer or by a faulty LED [97].
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Figure 4.8: Measured continuous and pulsed spectra of LED-arrays AR1 to AR4. The
aforesaid wavelength shift from pulsed to continuous mode is evident. Detailed ver-
sions can be found in Appendix A.1.
Figure 4.8 shows the measured spectra of the four LED-arrays AR1 to AR4. Here
again the same behavior with a wavelength shift from lower to higher wavelengths,
when going from pulsed mode to continuous mode, can be seen. The extracted peak
wavelengths were taken for continuous mode and for 1 kHz, since these two modes
will be used later, to measure collimator ratios and photodetectors. The wavelength
spreads at half maximum height were read from the graphs for both operation
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modes. If they were asymmetrical, the larger absolute value of both values for every
operation mode was taken.
To conclude, both LED operation modes are similar in terms of wavelength
spread (shape of the spectrum), although the main wavelength is shifted by 1nm
to 4nm to higher wavelengths due to rising temperature of the LED junction in
continuous mode. For further measurements this shift should not matter, since the
uncertainty of the photodiodes in the wavelength is in the range of±6% for 200nm
to 270nm and in the range of ±3% for 270nm to 950nm [DS91]. These uncertain-
ties are much larger than the introduced wavelength shift and are larger than the
found spectral peak widths. Therefore, for all following measurements the system-
atic uncertainties in the wavelength will be given by the uncertainties of the photo-
diodes (±3% of the measured wavelength for 270nm to 950nm).
4.3.3 Integrating sphere
The sphere used in this calibration set-up was chosen to be a Labsphere 3P-GPS-
053-SL, a 3-port 13.5 cm diameter integrating sphere, with two 2.54 cm diameter
exit-ports and a 6.35 cm diameter entrance-port [DS80]. This kind of sphere is a
multipurpose integrating sphere and has the advantages of having ports of the
right sizes, to be able to utilize them for our purposes, e. g. the entrance port can
house a mount with many LEDs for high optical powers needed for the measure-
ments of the collimator ratios. Between the entrance port and one of the exit ports
(side port), a baffle is located, to block a direct light path to the respective exit port.
To distribute light uniformly over the inner surface of the sphere, the sphere’s in-
side is made of optical-grade Spectralon SRM-99O which reflects 98% to 99% of
UV-light in the region of 300nm to 430nm and has a very flat reflectance over a
wide range of wavelengths [106, DS107]. The 8° hemispherical spectral reflectance
of Spectralon is shown in Figure C.14, i. e. the incident angle of the flux is 8° to the
surface normal and the reflected flux is collected over the whole hemisphere [108].
The inset shows the UV part of the spectrum in more detail.
4.3.3.1 Simultaneous exit-port flux
The integrating sphere itself behaves as a splitter and a diffuser for the photons
emitted by the LED-array. As shown before, the fraction of photons leaving the
sphere from one port is proportional to the ratio of the port’s area and the sphere’s
area (Equation 4.6) [76, 81]. Therefore, both equal-sized exit-ports emit the same
number of photonsNSphere, as seen from Equation 4.7. To check this, a simultaneous
measurement of both exit-port powers was taken with two photodiodes and LED-
array AR2 in continuous mode (Figures 4.9a and 4.10). The components to mount
the photodiodes directly onto the ports are shown in Figures C.15 to C.17 [86]. The
3D-printed casing was added to fit the photodiodes without their filter into the
aluminum mounts. The filter is an optional part, to reduce optical powers (incident
on the photodiodes) that are too high and could damage the photodiodes. With this
mount system the photodiodes are centered in the middle of the ports and their
active detector area is fully illuminated by the flux from the exit-ports Figure 4.9b.
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(a) Integrating sphere with attached LED-
array and photodiodes.
(b) Photodiode inside mount and casing.
Figure 4.9: Photographs of the integrating sphere and one of a photodiode inside the
mount. (a) The integrating sphere with the LED-array A (entrance) and two photodi-
odes (top and side) attached, for simultaneous exit-port flux measurements. (b) View
onto the sensitive area (white square within the black frame) of the photodiode. The
white plastic around that is the 3D-printed casing. The sensitive area is aligned to the
center axis of the tube, which goes into the exit-port (Figures C.15 to C.17).
Figure 4.10 shows a sketch of the experimental set-up. Before the start of the
measurements both photodiodes were set to zero, inside the photon shielding and
with switched-off LEDs. Two 20h measurements were taken with the photodiode-
controller Ophir Pulsar [DS92] and Ophir Starlab, the software provided by the man-
ufacturer of the photodiodes. The signals from the photodiodes are directly digi-
tized by the controller and converted to optical powers by the measurement pro-
gram (after providing the right wavelength to the program). The spectral respon-
sivity of each photodiode is encoded in a micro-controller in the connector of each
photodiode. The light source was in continuous mode with LED-array AR2, com-
prised of 20× 3mm UV-LEDs XSL-375-3E (Appendix C, Table C.3). A resistor of
91Ω is in series with this LED (Figure C.1b). The digital power source was set to
5.35V at 400mA, to correspond to a wavelength of 377nm. There was no tempera-
ture measurement inside the photon shielding, however the climate control of the
room was set to 24 ◦C. To distinguish both photodiodes, they are named after the
last part of their serial numbers (655738 and 655739): PD 38 and PD 39. For measure-
ments, where the channel varies that each photodiode is connected to, the letters A
and B are assigned to the photodiodes by the measurement program Ophir Starlab,
e. g. Figure 4.11. The baffle is between the entrance-port and the side-port. To rule
out any position dependent effects, the photodiodes were swapped together with
their mounts after the first measurement.
Figure 4.11 shows the results from the simultaneous measurements of the optical
powers emitted by the exit-ports. Due to the current running through the LEDs,
they undergo a warming effect in continuous mode. This leads to a decrease in
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Figure 4.10: Sketch of the simultaneous exit-port flux measurement. Both photodi-
odes are directly mounted to the exit-ports with their respective mount and casing.
the emission power during the warm-up. This can be seen in the graphs. There-
fore, the first hour of both data sets was masked for the calculation of an average
power. Both plots show the optical power measured by each photodiode versus
time and the 1.6% calibration error (systematic error), given by the manufacturer
for the photodiodes and their controller. The certificates of calibration can be found
in Appendix C.1.3.1. Since the statistical errors are very small, they are not shown.
Figure 4.11a shows the data for A 38 at the side and B 39 at the top. The data from
both photodiodes has the same behavior over time, except for an average offset in
optical power of roughly 0.09mW. During the initial warm up of 15min, the emit-
ted optical power drops by roughly 0.1mW. After one hour the emission stabilized
around 1.74mW and 1.84mW. After almost one hour of stable optical emission,
the optical power rises during the course of 6h to 1.78mW and 1.87mW. There it
stays stable until the end of the measurement. This increase in optical power emis-
sion could be due to a temperature drop at nightfall that influenced the LEDs or the
power supply. However, temperature was not monitored during this measurement.
Figure 4.11b shows the data for PD A 38 at the top and PD B 39 at the side, af-
ter swapping the positions of the photodiodes. Both photodiodes again exhibit
the same behavior over time, except for the 0.09mW offset also seen before. Af-
ter the warm-up the optical power stays directly at the stable values of 1.80mW
and 1.89mW. From the same behavior during both measurements the conclusion
is drawn that the difference in measured power by the photodiodes is not depen-
dent on the position of the photodiodes. It either comes from the photodiodes them-
selves, the channels used with the photodiode-controller or the mounts of the pho-
todiodes. A second conclusion is that the light source is stable in terms of emitted
optical power, after the initial warm-up phase.
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(b) Flux at both photodiodes - measurement 2.
Figure 4.11: Measurements of the optical power at each photodiode versus time. Ad-
ditionally the systematic error is shown. The measurements were done in continuous
mode with LED-array AR2, emitting light with 376nm (Table C.3). (a) Measurement of
photodiode A 38 at the side port and photodiode B 39 at the top port. (b) Measurement
of photodiode B 39 at the side port and photodiode A 38 at the top port.
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4.3.3.2 Uncertainty calculations of optical powers
The photodiodes measure optical powers and give mean values P for each mea-
surement. Together with these the standard deviations σP are given by the mea-
surement program:
P mean optical power,
σP standard deviation of the mean optical power.
The systematic errors of the optical powers are given in the calibration certificates
(Appendix C.1.3.1) for the photodiodes (1.5% for wavelengths below 400nm and
0.4% for wavelengths over 400nm) and their controller (0.1% for all wavelengths).
They amount to
∆P = 1.6% · P for λ < 400nm and (4.8)
∆P = 0.5% · P for λ > 400nm .
4.3.3.3 Position dependent exit-port flux
To check if the exit-port flux is really independent of the position of the photodi-
odes as well as the used controller channel, the following measurement was taken.
One of the photodiodes was directly attached to one exit-port with its respective
mount and casing, while the other exit-port was closed with a Spectralon coated
lid (Figure B.3). Before the measurement both photodiodes were set to zero within
the dark environment of the photon shielding. Light was generated with LED-
array AR2 in continuous mode. After an hour of warm-up, the measurements were
taken for 15min each. For every measurement either the channel or the position of
each photodiode (together with its respective mount and casing) was switched. A
sketch of the set-up is shown in Figure 4.12.
Figure 4.12: Sketch of the position dependent exit-port flux measurement with one
photodiode. Both photodiodes are used at different channels (channel 1 and channel
2) and different positions (top and side), one at a time. The read-out is done with the
photodiode-controller and the measurement computer.
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Figure 4.13 shows the visualization of the measured data. Shown is the measured
optical power versus different positions and channels for each photodiode PD38
and PD39. Here the full series number is used for identification, since the letters
A and B from before are associated with the two channels of the photodiode-
controller. For every measurement the standard deviation as well as the 1.6%-
calibration error are shown. The statistical error after 15minutes of measurement
is very small with this light level and the systematic calibration error is always
dominant. Photodiode PD39 measures higher optical powers in all positions. Ev-
idently the used channel as well as the position on the sphere have no influence
on the readings. The two remaining possibilities for different readings are either
that the photodiodes are calibrated differently or that the respective mounts of the
photodiodes are different. Measurements examining these possibilities are shown
in Sections 4.3.4.1 to 4.3.4.3.
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Figure 4.13: Measurements of the position dependent exit-port flux for both photo-
diodes (PD38 and PD39) at different channels (channel 1 and channel 2) and different
positions (top and side). Photodiode PD39 measures higher optical powers in all posi-
tions.
The calibration errors of 1.6% for each photodiode are in a range, were the uncer-
tainty in the PDE measurements ∆ε are sufficiently small for calibration measure-
ments of photodetectors. An estimation of the systematic errors, introduced by this
uncertainty is as follows. The quantities that depend on the power measurement of
the photodiodes are the number of sent photons N and the collimator ratio R. The
wavelength uncertainty of the photodiodes can also be taken into account (Equa-
tion 4.1). The PDE is the only quantity that is influence by these measurements,
since the gain is only dependent on the measured charges. As will be thoroughly
explained in Section 4.3.3.5, the systematic errors in the photon number, the wave-
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length, and the collimator ratio propagate in the systematic error of the PDE. The
relative systematic uncertainties are as follows:
∆P = 1.6% · P ,
∆R =
√
2 · 1.6% · R , and
∆λ = 3% · λ .



















For a photon numberN of two photons, the absolute error would be 0.082 photons.
For higher photon numbers in the range of the night sky background, as measured
by EUSO-Balloon, we get: (500± 21sys)photons for photodiode-only related uncer-
tainties. To get an estimation for the PDE, we use Equation A.12 in Appendix A.5.2.
The number of detected photons is not dependent on the photodiode measure-
ments and the wavelength, but only on the charge measurements. When only con-




· ε = 4.1% · ε .
For an arbitrary chosen PDE of 31.0% this would yield: (31.0± 1.3sys)%, for
photodiode-only related uncertainties. This is sufficiently small for calibration mea-
surements of photodetectors. This systematic error can be further reduced by using
the wavelength uncertainties that were measured from the LED emissions with the
spectrometer (Section 4.3.2.2) and are in the range of 1.3% to 1.9%, depending on
the individual wavelength (Table C.3). This results in a relative systematic uncer-
tainty of the PDE of 3.1% to 3.4%.
4.3.3.4 Changing optical power levels
To test the behavior of the integrating sphere with different light levels, the fol-
lowing measurement was taken. The set-up was identical to the set-up shown in
Figure 4.10. For this measurement the positions of the photodiodes were fixed and
the whole sphere was attached to the translation stages, resulting in a 90° tilt of the
light source. Because of that the top-port is from now on called front-port. Before the
first measurement both photodiodes were set to zero within the dark environment
of the photon shielding. For every data taking a different number of LEDs were
switched on in continuous mode and before starting each measurement we waited
for the warm-up phase. The configurations of the LED-array AR2 can be seen in Fig-
ures C.12 and C.13. Theoretically, no changes of the ratio with different light levels
are expected, when using the sphere alone. Therefore, this measurement was done
in preparation for measuring the different collimator ratios with different light lev-
els (Section 4.3.5.2).
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Figure 4.14 shows two graphs. The upper one gives the average exit-port fluxes
measured with photodiode A 39 at the side port and photodiode B 38 at the front-
port versus the different configurations of the LED-array AR2. Every data point for
one configuration is the the average value of a 15min measurement. The statistical
errors are not shown in the graphs, since they are too small. The systematic errors
(1.6% calibration error) for every data point are shown in black. As seen before both
photodiodes measure slightly different optical powers. As expected, with fewer
LEDs switched on, both measured optical powers decline.
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Figure 4.14: Graphs of the sphere exit-port fluxes and their ratio for different light
levels. The different array configurations can be found in Figures C.12 and C.13. The
number of the array configuration gives the number of LEDs switched on. For fewer
LEDs the exit-port fluxes become smaller, but the ratio stays stable, as expected.
The lower graph shows the ratio R = B38A39 for the different configurations (light
levels). The single ratios for every pair of optical powers, as well as their statistical
errors (red) and systematical errors (black) are shown. Both errors per data point
were calculated via the variance formula (error propagation of independent
variables), shown in Equations (4.9) and (4.10). As a horizontal line (orange) the
overall mean ratio of both fluxes is drawn. Its numerical value R, its standard
deviation σR, and the mean calibration error ∆R (mean of all single calibration
errors) are also given.
In conclusion the sphere is behaving as expected, although both exit-port fluxes
were still off by about 6%. With different light levels the ratio of both exit-port
fluxes stays constant, if the fluxes are high enough for a good signal to noise ratio
of the photodiodes. For the tested light levels, the statistical errors are negligible
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for measurements of 15minutes and longer. The systematic errors in the optical
power measurements and the derived systematic errors in the collimator ratios are
sufficiently small for calibration measurements, as shown in the previous section.
If comparing configurations with the same number of LEDs, a slight difference in
the light flux can be seen. Configurations with more central LEDs switched on pro-
duced higher fluxes than configurations with LEDs nearer to the outer part of the
LED-array. Since this behavior is reflected in both exit-ports, this is not an issue.
The next section will give details about the uncertainty calculations for ratios. Af-
terwards, details about the photodiodes will be given and we will deal with the
open questions about the different light flux from both exit-ports.
4.3.3.5 Uncertainty calculations of optical power ratios
The photodiodes measure optical powers and give mean values Pa and Pb for each
one. Together with these also the standard deviations σPa and σPb are given by the
measurement program. The measurement program can also directly save the mean
ratio R = PaPb and its standard deviation σR. The observable are:
Pa Pb mean optical powers per measurement,
σPa σPb standard deviation of the mean optical powers,
R = PaPb mean ratio of the optical powers per measurement,
σR standard deviation of the mean ratio per measurement.
If the ratio R was not saved during measurement, the statistical error (standard




























The systematic errors of the optical power ratio is calculated in the same way, via
the error propagation of independent variables, with the wavelength dependent
calibration error (Equation 4.8). Since both relative calibration errors are the same




























(−R · 1.6%)2 + (R · 1.6%)2 =
√
2 · 1.6% · R .
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If imeasurements are taken with the same collimator and the single mean values
for the ratio Ri or the single optical powers Pi are not strongly deviating from each
other2, i. e. differences in Ri are smaller than the individual systematic errors ∆Ri ,
then the overall collimator ratio and its uncertainties are calculated via:
R =
R1 + R2 + · · ·+ Ri
i
, (4.11)
σR = StdDev (R) ,
∆R =




The previous section discussed details about the integrating sphere and measure-
ments that were taken to characterize the behavior of said sphere. There was a
discrepancy between the fluxes of two identical exit-ports. The conclusion, after
switching the photodiodes, was either that the photodiodes measured different val-
ues or that the mounts of the photodiodes were different. The following section will
address that issue with measurements that were taken to test the photodiodes. This
is very important, since the photodiodes are the reference sensors used to estimate
the light flux emitted by the integrating sphere. In order to know the number of
photons emitted by the light source, one has to know the flux emitted by the in-
tegrating sphere very precisely. Therefore, the reference photodiodes have to be
tested very carefully. Before every measurement the photodiodes were set to zero
in the dark environment of our photon shielding. The LED-array were also kept on
for a certain time before the start of the measurements to get rid of warm-up effects.
4.3.4.1 Photodiode calibration with a NIST-photodiode
The following measurement was taken to calibrate our reference photodiode A 39
(in the following named OphirPD39) with a NIST-calibrated photodiode OSI Opto-
electronics UV-100 (named NIST). The cover letter of the calibration report of the
NIST is shown in Figure C.21. The full calibration report with 9 pages is present
at the Institute for Nuclear Physics (IKP) - KIT [110]. The read-out of the NIST is
done directly via a Keithley 6485 Picoammeter [DS111, DS112]. The measured cur-
rent can be converted into an optical power per square centimeter by the following
equation:







2 Otherwise refer to Appendix A.3.
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PNIST is the optical power per square centimeter,
I is the measured current,
RλNIST is the responsivity factor at a certain wavelength λ, and
ANIST is the sensitive area of the NIST.
For this measurement the set-up shown in Figure 4.15 was used. In a distance
of more than three or four exit-port diameters (for the size of our photodiodes) the
integrating sphere works as a uniform light source [81]. Therefore, two photodi-
odes with differently sized sensitive areas can be compared, if they are located at
the same distance and on the optical axis. For larger distances the errors in distance
measurements as well as tilting errors become smaller in comparison to the whole
distance. The chosen distances for this calibration were between 100 cm to 200 cm
in a big dark room of the research group. The overall darkness there is not as high
as inside SPOCK but for a calibration of photodiodes it is sufficient. LED-array AR2
was attached to the integrating sphere to produce continuous light. Both photodi-
odes were set to measure a wavelength of 377nm.
Figure 4.15: Sketch of the set-up for the calibration of the Ophir photodiode A 39with
a NIST-calibrated photodiode OSI Optoelectronics UV-100 [DS111]. The full calibration
report with 9 pages is present at the IKP - KIT [110].
With one closed port and one open port the sphere was put onto an optical rail
in a darkroom and a baffle was placed between the open port and the position of
the photodiodes. The baffle had an opening of roughly 20 cm to reduce scattered
light during the measurement. The distance of the exit-port and the sensitive ar-
eas of both photodiodes was measured with a tape measure. This had to be done
sequentially for both photodiodes, since both could not be mounted on the opti-
cal axis and at the same distance at the same time. Great care was taken to align
the photodiodes orthogonal to the optical axis and to have both sensitive areas at
the same distance. For different distances automated current measurements (NIST)
and power measurements (OphirPD39) were taken for 10min each.
For the optical power calculations via Equation 4.12 the sensitive area of the
NIST-photodiode as well as the responsivity factor at 377nm have to be known.
The sensitive area ANIST of the NIST was very well defined by an aperture of
(50.096± 0.067sys)mm2 area in front of the NIST. The picoammeter, the NIST, its
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datasheet, and its calibration report were already available at the IKP - KIT [110].
The data points for the spectral power responsitivity were taken from the NIST cal-
ibration report (Figure C.21) and plotted in Figure C.22. The missing responsivity
factor at 377nm and its systematic error were determined via an interpolation of the
given values. It follows that R377NIST = (0.13206± 0.00120sys)A W−1. This systematic
error is gained by interpolation from the nearest data points given and corresponds
to a 0.91% error. The systematic error in the current ∆I is given in the datasheet of























The optical power of the NIST was calculated via the mean value of the measured
current (for every distance). The standard deviation σI of this mean current value
provided the statistical error of the optical power for a certain distance via the er-
ror propagation formula. For the aperture and the responsivity factor no statistical
errors were known and therefore not included. As a consequence the error propa-





For OphirPD39 the optical power measured did not need a correction factor, since
the sensitive area is exactly 1 cm2. Also the controller of that photodiode directly
converts the measured current into an optical power. The mean optical power and
its standard deviation are easily calculated (and in this case given by the measure-
ment program). The calibration error of 1.6% gives again the same systematic error
for our Ophir photodiode (Equation 4.8).
Figure 4.16 shows the resulting mean optical powers per square centimeter of the
NIST and the OphirPD39 versus the distance. For simplicity the statistical and sys-
tematic errors are not shown. They are so small that their boundaries all would
lie within the symbols of the data points. For three of the measurements with
OphirPD39 the standard deviations were measured to be zero and thus we sup-
pose that fluctuations were below the resolution of the photodiode (20pW) [DS91].
Therefore, 20pW was applied as the statistical standard deviation of these three
measurements. This should also be no problem, since the systematic errors are dom-
inating the uncertainties. A clear decrease in optical power with larger distances is
evident. Also it seems that both photodiodes have the same behavior and almost
all data points lie on top of each other. The only exception seems to be the first data
point were the powers are separated. To further compare both photodiodes, two fits
of y = a · xb (one for each photodiode) are shown. The data points were weighted
with their respective systematic errors in the optical powers. Since both adjusted
R-square values are very close to one, the chosen fits are correct and show that the
optical power decreases with the square of the distance (minus two as exponent).
That shows that this measurement was done with uniform illumination.
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Figure 4.16: Measured optical power of the NIST and the OphirPD39 versus the dis-
tance from the light source exit-port. Error bars are too small to be shown. Both sets of
data are almost on top of each other, the only exception being the first pair of data at
110 cm. Each set of data points was fitted with a power law.
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Figure 4.17: Ratio of the optical power from the NIST and the OphirPD39 versus the
distance. Shown are the statistical and systematic errors of each ratio as well as an
overall mean ratio and the limits for a Grubbs’ test for outliers at the 0.01 level. The
first ratio at 110 cm is a significant outlier and not used for the mean ratio calculation.
Figure 4.17 shows the ratios of both optical powers versus the distance for a bet-
ter comparison of both photodiodes. Here also the statistical and systematic errors
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of the single ratios are shown. They were both calculated via the error propaga-
tion formula, similar as shown in Equations (4.9) and (4.10). The mean ratio R is
shown as an orange horizontal line. It was calculated as the mean value from all
ratios Ri, as shown before in Equation 4.11. The standard deviation of the mean
ratio σR is used as its statistical error. The systematic error of the mean ratio ∆R is
calculated as the mean value of the individual systematic errors: ∆R = Mean (Ri).
This yields 1.0011± 0.0049stat ± 0.0177sys for the ratio of NIST and OphirPD39 (for
all data points shown in Figure 4.17). When comparing the first data point with the
other data points it seems to be an outlier. Therefore, with OriginPro 2015 a Grubbs’
test for outliers at the 0.01 level was performed [113]. The upper and lower limit of
that test are shown in the graph. The first data point is just outside the limits and
thus is a significant outlier that should not have been taken into account for the
mean ratio calculation.
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Figure 4.18: Graph of the measured optical power of the NIST and the OphirPD39
versus the distance from the light source exit-port. For this graph the first pair of data
at 110 cm was masked. Therefore, both sets of data are on top of each other. Each set of
data points was fitted with a power law.
For comparison Figure 4.18 shows the same data as Figure 4.16, but with the out-
lier data being masked. Therefore, the parameters of both fits are more similar than
before and reproduce the measured data better than before. The mean ratio of both
optical powers became 0.9994± 0.0014stat ± 0.0178sys. So it was slightly shifted to
a lower value. The statistical error was reduced by a factor of 5, while the system-
atic error stayed the same. For these corrected data points the standard deviation
of the mean ratio is only a bit bigger than the mean of the individual standard de-
viations (factor 1.3). In conclusion, at 377nm the photodiode OphirPD39 (PD 39) is a
NIST-calibrated photodiode.
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4.3.4.2 Photodiode cross-calibration
With the previously seen discrepancy in optical power between our photodi-
odes PD 38 and PD 39 the question was still unanswered if they were measuring
correctly or if their mounts were different. With the calibration of PD 39 with a
NIST-photodiode described in the previous section a cross-calibration of PD 38 can
be done. Thus it can be answered if both photodiodes measure the same optical
powers. The principle of this measurement was the same as previously shown in
Figure 4.15. This time with PD 38 and PD 39. For the measurement LED-array AR2
in continuous mode was used. Since both photodiodes are identical they were each
mounted with identical mounts on slides that can be freely adjusted on an optical
rail. This rail is on the optical axis of the system. A third slide was used as a stop-
per to guarantee that both photodiodes had the same distance to the light source,
resulting in the exact same position. Since the stopper was used, the absolute dis-
tance was not measured. Both photodiodes were read out via their controller which
directly gives the optical powers to the measurement software. For two different
positions on the optical axis data was taken for 15min for each photodiode. The
resulting values are shown in Table 4.1.
Table 4.1: Data measured during the cross-calibration of PD 38 and PD 39 at four
wavelengths (LED-array AR1 to AR4) and at two different positions on the optical axis.
The optical power, the standard deviation (statistical error), and the 1.6% calibration
error (systematic error, Equation 4.8) are given.
O P T. P O W E R S T D . D E V. S Y S . E R R O R
A R R AY P O S . P D
(µW/cm2) (µW/cm2) (µW/cm2)
AR1 1 PD 38 19.38 0.01 0.31
AR1 1 PD 39 19.36 0.01 0.31
AR1 2 PD 38 2.92 0.02 0.05
AR1 2 PD 39 2.95 0.02 0.05
AR2 1 PD 38 16.63 0.19 0.27
AR2 1 PD 39 16.67 0.18 0.27
AR2 2 PD 38 2.44 0.01 0.04
AR2 2 PD 39 2.47 0.01 0.04
AR3 1 PD 38 26.96 0.06 0.43
AR3 1 PD 39 27.05 0.06 0.43
AR3 2 PD 38 4.14 0.08 0.07
AR3 2 PD 39 4.18 0.08 0.07
AR4 1 PD 38 14.14 0.02 0.23
AR4 1 PD 39 14.16 0.02 0.23
AR4 2 PD 38 2.11 0.01 0.03
AR4 2 PD 39 2.12 0.01 0.03
From the measurement data it is evident that both photodiodes measure the same
optical power at the same position and that the systematic errors are dominating
the uncertainties. Therefore, we can be sure that both photodiodes are identical for
the four wavelengths measured. To conclude PD 38 and PD 39 are NIST-calibrated
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photodiodes and the differences that were measured before should be because of
the different mounts or casings.
4.3.4.3 Check of photodiode mounts and casing
The last issue with the exit-port fluxes of the sphere and the photodiodes were
whether the different power readings at different positions of the sphere are an
effect of the photodiodes themselves or of the mounts (see in Section 4.3.3.3). In
combination with the previous cross-calibration of both photodiodes with a NIST-
photodiode, it is evident that the mounts or the casings are different. To test this
the same set-up as displayed in Figure 4.12 was used. Each photodiode was placed
into one of the mounts (M 38 and M 39) with one of the casings (C 38 and C 39) (see
Figures C.15 to C.17). Here the names indicate with which photodiode the mounts
and casings were used in the first time. Accordingly the mounts and casings were
named and marked. Each photodiode was placed with all different combinations
of mounts and casings to the front-port of the integrating sphere. The side-port
was closed with a reflecting lid. The light was generated by LED-array AR2 in con-
tinuous mode at a wavelength of 377nm. Before the measurements both photodi-
odes were set to zero within the photon shielding. Each measurement of 10min
was started after the warm-up phase of the LED-array.
Table 4.2: Data measured during the permutation of all mounts, casings, and photo-
diodes. The different configurations (photodiode, the mount, and the casing) are given
for every 10min long measurement. The optical power, the standard deviation (statis-
tical error), and the 1.6% calibration error (systematic error, Equation 4.8) are given.
O P T. P O W E R S T D . D E V. S Y S . E R R O R
C O N F I G U R AT I O N
(µW) (µW) (µW)
PD 38 M 38 C 38 1 891 0.39 30.26
PD 39 M 38 C 38 1 897 0.60 30.36
PD 38 M 38 C 39 1 861 0.18 29.78
PD 39 M 38 C 39 1 876 0.47 30.02
PD 38 M 39 C 38 2 003 0.31 32.05
PD 39 M 39 C 38 2 018 0.31 32.29
PD 38 M 39 C 39 1 987 0.68 31.80
PD 39 M 39 C 39 2 009 4.30 32.14
Table 4.2 contains the measured data for the different configurations. As before
the optical power, the standard deviation (statistical error), and the 1.6% error (sys-
tematic error, Equation 4.8) are given. From the measured values one can iden-
tify two regions of optical powers that seem to coincide with both mounts. Both
mean optical powers calculate to PM38 = (1881.43± 16.32stat ± 30.10sys)µW and
PM39 = (2004.17± 12.80stat ± 32.07sys)µW. The statistical error is the standard de-
viation of the mean optical power and the systematic error is the mean of the sin-
gle calibration errors. From these the ratio of the optical powers of both mounts
calculates to 0.9388± 0.0115stat ± 0.0241sys. Both errors were calculated via their re-
spective error propagation formulas with the errors above. This ratio is within its
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errors in the range of the ratio measured before (Section 4.3.3.4 and Figure 4.14).
Additionally, there also seems to be a slight discrepancy between both casings.
We conclude that both photodiodes were proven to measure identical optical
powers if they are at the same distance from the light source and are illuminated
uniformly. If they are mounted with their respective mounts and casings to the
integrating sphere, there is an offset of around 6%. This offset is due to the different
height of the mounts and the casings. With this all but one part of the light source
have been characterized. The last part missing is the collimator. It will be addressed
in the next section.
4.3.5 Collimator
With all the previous measurements the LED-arrays, the integrating sphere, and
the photodiodes are fully characterized. Now the collimators can be measured very
precisely. This section will contain the working principle of the collimator, a list of
the present available collimators for SPOCK, an example calculation to estimate the
collimator ratio, and all the measurements done to characterize the collimators.
The collimators used during this work consist of two pinholes that are on the
optical axis of the integrating sphere’s exit-port and are in a certain distance to
each other. There are no other optics than these two pinholes involved. The colli-
mators are there to reduce the flux of photons exiting the light source down to the
single-photon level [76]. As shown before in Section 4.3.1 the flux from the integrat-
ing sphere only depends on the aperture size and the distance from the exit port.
Therefore, the collimator does reduce the aperture of the exit port. The reduction
factor introduced by the collimator can be varied with the size of both pinholes and
their distance to each other. Another effect of the collimator is a smaller solid angle
for the light flux.
Figure 4.19 shows an overview of all the collimator parts used during this work.
Each one of them is mounted to the integrating sphere exit port with an aluminum
mount (Figure C.23). There exist two groups of collimators made of different ma-
terials: aluminum and PVC. The first collimators produced were the ones made of
aluminum and brass. Since both parts of the collimator are threaded one plate had
to be another material to prevent cold welding of both parts. The collimator AluB
was additionally covered with block flock paper on the inside, to reduce reflections.
However, because of their size and conductivity both aluminum collimators are not
suited for the operation together with high voltage (HV)-devices. With metal ob-
jects near a PMT-cathode the risk of sparks is high. Also aligning their exit-pinhole
with any small detector device is challenging. The second group of collimators are
made of PVC. They are not conducting and have the shape of a cone. With this the
distance to any detector can be reduced to almost zero and aligning the collimator
pinhole with a detector pixel down to the double size of the pinhole is possible. The
following types of collimators were build during this work:
AluA: Two pinholes of 1mm diameter each and a distance of 20mm. To prevent cold
welding when putting both plates together, the first plate is made of brass, the
second one of aluminum Figures B.4, C.24, and C.25.
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Figure 4.19: Sketch of all collimators. Alu-collimator AluA and AluB are mechanically
identical. The PVC-collimators are made from black PVC. Their plates 1A, 1B, 2C, and
2D can be combined to various types with different ratios. The 5mm-hole plate is a
modification of plate 1A.
AluB: Same as AluA but with additional black flock paper inside to reduce reflec-
tions.
ColA: Collimator made of black PVC. Two pinholes of 1mm and 0.5mm diameter
are in a distance of 38mm (Figures B.5, C.27, and C.28).
ColB: Second PVC-collimator, made of two pinholes with 0.5mm diameter and a
distance of 48mm (Figures C.26 and C.29).
ColC: Third PVC-collimator, made of two pinholes with 0.5mm diameter and a dis-
tance of 38mm (Figures C.26 and C.28).
ColD: Two pinholes of 1mm and 0.5mm diameter are in a distance of 48mm (Fig-
ures C.27 and C.29).
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ColE: A modification of ColC. The diameter of the pinhole of the first plate was
enlarged to 5mm. This was done to test the PVC-collimator ratio for different
wavelength with a better signal-to-noise ratio.
In general the measurement of the collimator ratio requires two photodiodes and
a certain light level (Section 4.1). The light level has to be high enough to be detected
by one of the photodiodes after the reduction from the collimator. Therefore, multi-
ple continuous emitting LEDs were build into the LED-arrays. The set-up is shown
in Figure 4.20. PD 39 is mounted onto the side-port of the integrating sphere. The
collimator is mounted to the front-port and PD 38 is placed with it’s sensitive area
directly in front of the collimator with a distance of roughly 1mm. After closing the
photon shielding, both photodiodes are set to zero. Afterwards the LED-array is
switched on to initiate the warm-up phase. After a stable output of the LEDs is
reached, the measurement of the collimator ratio starts by measuring both optical
powers for 5min to 10min. The ratio is calculated via R = P38P39 . As shown before the
statistical and systematic errors are calculated via Equations (4.9) and (4.10).
Figure 4.20: Sketch of the set-up for collimator ratio measurements.
4.3.5.1 Example calculation for the collimator ratio
This section contains the example calculations suggested by Philippe Gorodetzky
for calculating the collimator ratio [114]. They only take geometrical effects into ac-
count. Reflections and other wavelength dependent effects are not considered. The
collimator ratio is the attenuation factor applied to the photon flux that is coming
out of an integrating sphere. First a sketch of the experimental set-up is given in
Figure 4.21. On the right side there is an integrating sphere with radius r and two
exit ports labeled Side-port and Front-port. Attached to the Side-port is a photodi-
ode named PD 39. The respective port aperture diameters are given as dp1 and dp2.
Attached to the Front-port is a collimator which is characterized via its two hole
diameters d1, d2 and the distance l between these two holes. At the exit of the colli-
mator (Hole 2) is a second photodiode PD 38. Inside the collimator the half opening
angle θ as well as the solid angle Ω are shown. The photon fluxes Φp1, Φ1 and Φ2
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are always the fluxes after the corresponding port or hole. The efficiencies ε1 and
ε2 are the flux transfer ratios of the respective aperture changes at Hole 1 and Hole 2
of the collimator. The resulting collimator ratio R is the product of these two.
Figure 4.21: Sketch of the collimator ratio calculations with all relevant parameters
(according to [114]). At the bottom a sketch of a cone with opening angle 2θ and solid
angleΩ is shown.
This is a very simplistic view of the integrating sphere and the collimator. The
following assumption were made to simplify the calculations. The sphere is sup-
posed to be ideal, resulting in an uniform diffuse photon flux inside the sphere.
The resulting photon flux outside any port of the sphere is therefore described with
a Lambertian distribution. Changes in the flux are only dependent on changes in
aperture size (if the same distance from the sphere’s center is maintained). Since the
Side-port and the Front-port are identical, both ports emit the same photon flux Φp1.
For the following calculations any aperture structures expanding in the direction of
the fluxes are neglected, e. g. in reality the sphere has a finite thickness and mounts
are needed to attach the collimator and the photodiodes.
When the collimator is attached to the Front-port, the aperture is changed to Hole 1
with its respective diameter d1. This results in a new photon fluxΦ1 after Hole 1. The









The photon flux inside the collimator can be described with a light cone with
an opening angle of 2θ. Every point of the collimator entrance (Hole 1) can be seen
from the collimator exit (Hole 2) with the solid angle Ω. This is further illustrated
in the bottom of Figure 4.20. The y-direction corresponds to the radius r2 of Hole 2.
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The x-direction corresponds to the length l of the collimator. Trigonometry gives
















The solid angle for this cone is given via:
Ω = 2π (1− cos(θ)) (4.14)
This is the visible area for Hole 2 of the light that is emitted from Hole 1 of the inte-
grating sphere. Comparing this to the whole solid angle of 4π that would be visible








Combining the results from Equation Equation 4.13, Equation 4.14, and Equa-
tion 4.15 gives the collimator ratio R of:


















Only the aperture areas of the collimator and its length as well as the aperture area
of the exit port of the integrating sphere are in this equation. These calculations ne-
glected scattering of light inside the collimator and therefor real collimators might
have a slightly smaller ratio since more light with higher solid angles can leave the
collimator.
As an example we will consider one of the aluminum collimators AluA on our
integrating sphere. The aperture of the photodiode PD 39 defines the area of the
Side-port Ap1 = 100mm2. Both holes of the collimator have a diameter of d1 = d2 =
1mm which results in Ad1 ≈ 0.785 40mm2. The length of the collimator is given as















ε ≈ 1.23E-6 .
Thus the estimated collimator ratio for the collimator AluA is roughly 10−6. The
measured collimator ratio was found to be around 2× 10−5 for 377nm. The differ-
ence might be, because this estimated value did not consider reflections inside the
collimator. The estimated ratios of the PVC-collimators are around 10−8. Table 4.3
shows the estimated ratios and the measured ratios for a wavelength of 377nm. For
collimators ColB, ColC, and ColE the estimated values and the measured ones are
in the same order of magnitude. For the other collimators, the measured ratios are
one order of magnitude bigger than the estimated ratios.
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Table 4.3: Calculated and measured collimator ratios for the different collimators. The
measurements were done with a wavelength of 377nm.
C O L L I M AT O R A L U A A L U B C O L A C O L B C O L C C O L D C O L E
estimated ratio 1.2E−6 1.2E−6 8.5E−8 1.3E−8 2.1E−8 5.3E−8 2.1E−6
measured ratio 1.9E−5 1.4E−5 7.3E−7 3.2E−8 2.9E−8 2.4E−7 2.8E−6
4.3.5.2 Collimator ratio with different light levels
This section shows the measurement of the ratio of collimator AluA with differ-
ent light levels. The set-up is the same as shown before in Figure 4.20. This time
different light levels as in Section 4.3.3.4 are used, with different configurations of
LED-array AR2. This measurement will show, if the collimator ratio is stable with
different light levels. This has to be tested, since the assumption that the ratio is
stable is one key feature of the light source.
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C o n f i g u r a t i o n
Figure 4.22: Data of the ratio measurement of collimator AluA. Optical power versus
different array configurations, corresponding to different light levels. The lower graph
shows the collimator ratio R versus the same configurations.
Figure 4.22 shows the measured data. The upper part shows the optical power
versus the different light levels. These are again different configurations of LED-
array AR2 shown in Figures C.12 and C.13. With lower light levels both measured
optical powers decrease. Within one light level the optical powers measured seem
to be stable. The lower part shows the individual ratio Ri for every data point,
the corresponding standard deviation σRi (statistical error, Equation 4.9), and the
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Gauss-propagated calibration error ∆Ri of 1.6% in the ratio (systematic error, Equa-
tion 4.10). The mean ratio R of all data points is shown as a horizontal line. Its value
is (1.886± 0.001stat ± 0.004sys)10−5. The standard deviation of the mean ratio σR
is the statistical error. The mean of the single calibration errors is used as the sys-
tematic error as previously shown in Section 4.3.3.5. No significant outliers were
detected with a Grubbs’ test [113].
The formerly predicted collimator ratio of 1.23E-6 is not consistent with the mea-
sured collimator ratio for AluA. This could be due to the neglected reflections
within the collimator for the example calculation. Due to reflections a bigger solid
angle can be visible and more photons can exit the collimator, even at steeper angles.
This can increase the collimator ratio to higher values, weakening the attenuation
of the collimator.
4.3.5.3 Collimator ratio versus distance
Since the possibility exists that for measurements with photosensors the distance
of the collimator to the photodiode can not be reproduced exactly, a distance de-
pendent collimator ratio measurement had to be done. Since this measurement is
also dependent on the size of the sensitive area of the receiving sensor, utmost care
should be taken when measuring the collimator ratio during calibration runs. It
should be measured at the exact same position for photodiodes and photosensors.
The following measurement was again done with LED-array AR2while in continu-
ous mode for higher light levels with 377nm wavelength. The collimator that was
measured this time was the PVC-collimator ColA. The same set-up as in Figure 4.20
was used. Although data for different distances from the exit hole of the collimator
to the photodiode was taken.
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Figure 4.23: Collimator ratio of ColA versus distance. A stable ratio from 0mm to
8.1mm is present.
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Figure 4.23 shows the collimator ratio Ri versus different distances from 0mm
to 8.1mm. The corresponding standard deviations σRi and calibration errors ∆Ri
are shown for every ratio. Each ratio and its standard deviation was measured
and directly saved by the software Ophir Starlab. The mean ratio R follows as
(7.266± 0.036stat ± 0.154sys)10−7, with its standard deviation σR as the statistical
error and the mean of the single calibration errors as the systematic error (refer to
Section 4.3.3.5). No significant outliers were found.
Within the chosen range of 0mm to 8.1mm the collimator ratio seems to be stable
for a target of 1 cm2. For smaller sensitive areas, like a single channel of an MAPMT
or a SiPM, one has to be cautious that the light cone exiting the collimator does not
exceed said sensitive area. Therefore, the exit-hole of the collimator should always
be as near to the sensitive photosensor area as possible, without damaging the area.
The collimator ratio should also always be measured very precisely at the same
position as the photosensor.
4.3.5.4 Collimator ratio versus wavelength
Since the calibration stand also has a spectral light source (LED-array AR5), the
question for a wavelength dependence of the collimator ratio is still open. There-
fore, measurements with different wavelengths were taken by Nils Hampe dur-
ing the course of his bachelor thesis, to investigate such a dependency [97]. The
set-up used was the same as previously shown in Figure 4.20. This time different
LEDs with different emission wavelengths were used in continuous mode (LED-
array C, LED-array AR2 and LED-array AR5).
Figure 4.24 shows the mean values of the measured collimator ratios of three
collimators (AluB, ColA, and ColE) versus wavelength and a zoomed-in view for
ColE. The data shown in these graphs are all average values for the collimator ra-
tio. For some wavelengths, several datasets were taken (Tables A.1 and A.2). For
these wavelengths the weighted mean value R is given (Table A.3), because of the
big differences between the single mean ratio values. From that weighted mean
value, the statistical errors can be calculated in two ways: internal uncertainties and
external uncertainties (Appendix A.3, Equations (A.1) and (A.2)). The bigger one of
both is then used as the statistical uncertainty and given in the plot. The shown
systematic errors are the propagated calibration errors of the photodiode power
measurements. They amount to ∆R =
√
2 · 1.6% · R for wavelengths below 400nm
and to ∆R =
√
2 · 0.5% ·R for wavelengths over 400nm. The systematic uncertainty
in the wavelengths itself is in the order of 3% and is dominated by the uncertainty
of the photodiodes [DS91].
For collimator AluB the measurement was done once with every wavelength
available, with one dataset per wavelength (Table A.1). With a collimator ratio in
the range of 1× 10−5, this was the weakest collimator. Because of this weak at-
tenuation, every optical output could be seen by the second photodiode in front
of the collimator. However, the values for the two lowest wavelengths were very
close to the detection limit of the photodiode. Therefore, fluctuations around 1pW
to 2pW in the photodiode are stronger afflicting the collimator ratio of these two
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Figure 4.24: Collimator ratios of AluA, ColA, and ColE versus wavelength. The colli-
mator ratio declines with increasing wavelength. Measured by Nils Hampe [97].
wavelengths. In general the collimator ratio gets smaller (stronger) with increasing
wavelength for this collimator.
The plot for ColA comprises several datasets (Table A.2), each taken with differ-
ent LED-arrays. For ColA wavelengths below 380nm could not be measured with
the second photodiode and LED-array AR5, since the optical powers after the col-
limator were to low. Here also a clear trend towards smaller (stronger) collimator
ratios with higher wavelengths is seen.
Being an order of magnitude smaller in terms of collimator ratio, it was possible
with ColE to get measurements of all possible wavelengths. The plot for ColE also
is made from several datasets (Table A.2), taken with the same LED-arrays as be-
fore. There are two groups of data points present. One group at wavelengths below
365nm with a collimator ratio around 1.1× 10−6 and very large statistical errors,
exceeding the systematic errors. The other group has a ratio around 2.7× 10−6 and
has clearly smaller statistical errors. The statistical errors of the first group at low
wavelengths are an indicator for the quality of the measurements. For all these low
wavelengths the optical power signal at the second photodiode was below 25pW,
the detection limit of the photodiode. Therefore, even small fluctuations during the
measurement have a higher impact on the collimator ratio and it is doubtful, if
these measurements can be used. The zoom in on the second group of data points
reveals again a declining ratio with larger wavelengths. Here also the statistical er-
rors are smaller than the systematic errors, since the optical powers at the second
photodiode were sufficiently high.
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In conclusion, these measurements did show that the collimator ratio has to be
measured very precisely for every new dataset. Although the collimator ratio is
stable for a certain wavelength, fluctuations from measurement to measurement
are possible. Especially, if the optical flux that leaves the collimator is not high
enough for the second photodiode for reliable detection. Therefore, the collimator
ratio should always be measured with an optical power leaving the collimator that
is greater than 100pW or even higher.
4.3.6 Summary
In the previous sections the key components of the reference light source of SPOCK
and the conducted test experiments were explained thoroughly. To recapitulate, at
first the theoretical principles of integrating spheres were summarized. Afterwards,
the present available LED-arrays for different wavelengths were shown with their
respective emission spectra in pulsed and continuous mode. Test measurements to
determine the output flux of both exit-ports of the integrating sphere were pre-
sented for different light levels. Uncertainty calculations for the measured opti-
cal power ratios were given. Afterwards, the photodiodes of SPOCK were cross-
calibrated with a NIST-calibrated photodiode in a two step process. This was done
to make sure that the measured power levels are accurate. After that, a theoretical
estimation of the collimator ratios followed. The available collimators for SPOCK
were tested for different light levels, for varying distances from the collimators exit
hole, and for different wavelengths. A change of the collimator ratio with the wave-
length of the light was observed.
4.4 R E A D - O U T E L E C T R O N I C S
With the reference light source having been discussed in detail, the remaining parts
of SPOCK are now explained. It involves the break-out-boards for the detectors,
the triggering mechanism, which triggers on every light pulse, as well as signal
routes through a multiplexer to the 16-channel signal detector, being a CAEN v965
QADC. Controlling and measurements of the read-out electronics are done with a
self-programmed software based on National Instruments LabVIEW and is running
on a dedicated personal computer (PC). The read-out part for the QADC was pro-
grammed by Andreas Weindl (IKP - KIT) [115]. While the program controls the
translation stages, where the light source is mounted, it can switch signal routes
via the multiplexer to always have the corresponding detector pixel connected to
the QADC.
Figure 4.25 shows a schematic sketch of SPOCK, with all the components used for
light detector calibration measurements. The top left part with the HP8082A pulser
[DS116], the LDD CERN NP-4168, and the light source were described before (Sec-
tion 4.3.2.1). At the same time, as the NIM-pulse from the HP8082A pulser triggers
the LDD, an inverted NIM-pulse is sent to a gate generator. This one generates a
variable gate via a delay to the CAEN v965 QADC [DS117, DS118]. With proper tim-
ing via the delay, which is realized via several cables with different lengths, signals
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Figure 4.25: Sketch of the general measurement set-up. Specific versions for MAPMTs
and SiPMs are shown in the respective chapters.
from the light detector reach the QADC during the gate time. Here it is essential,
that for every trigger, the gate has to start 15ns before the first signal arrives at the
input of the QADC. The 12-bit QADC has two ranges, low range (LR) and high range
(HR). Both are recorded the whole time, if one is not above its threshold. The LR is
for charges from 0pC to 100pC, corresponding to 25 fC for one QADC value, the
HR is for charges from 0pC to 900pC, corresponding to 200 fC for one QADC value.
Depending on the detector type, the bias voltage of the detector is either controlled
via the PC or via a high voltage power source (HVPS). The digitalized data from the
QADC is sent via a VMEbus3 to a CAEN v1718 controller [DS119, DS120] which also
works as a VME-Universal Serial Bus (USB)-bridge to the measurement PC. There
the data is stored as American Standard Code for Information Interchange (ASCII)-
files, for further analysis.
4.4.1 QADC calibration
To be sure that the output signal of our detectors is measured correctly, a calibration
measurement of the CAEN v965 QADC [DS117] had to be done. A sketch of the set-
3 Versa Module Eurocard (VME) - computer bus standard using module cards with a fixed form factor
(computer bus standard ANSI/IEEE 1014-1987).
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up is shown in Figure 4.26. A pulse generator WaveStation2012 [DS121] produced
a NIM-like signal for a discriminator. Its NIM-output was used as a trigger for a
gate generator and for a second pulse generator HP8082A [DS116]. A delay was
used for proper timing of the trigger for the pulser. The gate of 130ns was sent
to the gate input of the QADC, while the output of the second pulser was sent to
one of the QADC channel inputs. Both signals were also fed simultaneously to an
oscilloscope WaveRunner 610 Zi [DS122], to measure the charge of the pulses and
to be sure that the whole pulse lies inside the gate time. The gate time defines the
integration time of the QADC. All measurements were done with the same gate,
since the QADC-pedestal and the measured charge is dependent on the gate time.
The gate also had to precede the pulse by at least 15ns, due to the construction of
the QADC.
Figure 4.26: Set-up for the QADC-linearity and pedestal calibration measurements.
Every QADC channel was tested with several different pulses, ranging from
around −25pC to 850pC, covering the whole dynamic range of the QADC. For
each charge, the oscilloscope measured around 1000 waveforms that were after-
wards integrated. The average of the integrations gave the charge, when taking the
input impedance of 50Ω into account Q = URinput · t. The QADC measurement was
done for every one of the 16 channels with 10 000 pulses, amounting to better statis-
tics. Before and after the measurement, the QADC-pedestal was measured. For this
the whole setup was still connected, but no input signal was given to the channels.
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Only the gate was sent to the QADC. With this the internal offset of each chan-
nel could be measured. The measurements were done by Simon Ehnle during the
course of his bachelor thesis [123].
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Figure 4.27: Exemplary data plot of one of the measurements of the QADC linearity
for the low range (LR). Shown is the data after correction for the QADC-pedestal, the
statistical errors of the charge and the QADC values, and a linear fit. The plots for the
other channels can be found in Appendix A.4. Measured by Simon Ehnle during the
course of his bachelor thesis [123].
Figure 4.27 shows exemplary the data of one measurement for the low range (LR)
for one channel of the QADC. The chargeQwas calculated via integrating the aver-
aged pulses from the oscilloscope. The raw QADC values X ′ were directly given by
the measurement software of the QADC, simultaneously for both ranges. Shown
in the plot is the average charge Q versus the corresponding average QADC value
X after correction for the QADC-pedestal Xped. The error bars show the statistical
uncertainties σQ and σX for both axes. The statistical error in the charge σQ is the
standard deviation from the averaging of the oscilloscope. The statistical error in
the QADC values σX is calculated via the error propagation of the uncertainties
of the raw data σX ′ and the pedestal σXped (Equation 4.17). The red line is a linear
fit to the data, weighted with the individual uncertainties. This seems plausible,
because the manufacturer gives an integral non-linearity of 0.1% [DS117]. The fit
parameters in the plot are given with respect to the level of precision of the instru-
ment in the range of 25 fC per QADC value (LR). The slope of the linear fit gives





4.4 R E A D - O U T E L E C T R O N I C S 65
The equivalent plots for the other channels and the high range (HR) can be found in
Appendix A.4.
4.4.1.1 Uncertainty calculations for the QADC
This section shows the uncertainty calculations for the calibration measurements
of the QADCand gives the proportionality factor k for every channel, including
both ranges. We start with the measured quantities, the charge Q, the QADC-
pedestal Xped, and the uncorrected QADC value X ′. All three are measured several
times and have a standard deviation σQ, σXped and σX ′ . The corrected QADC value
X follows from
X = X ′ −Xped .
The corresponding statistical error σX is calculated via the error propagation for-
mula for uncorrelated variables, which gives:
σX =
√





The statistical error in the proportionality factor σk follows from the standard error
of the slope given in each linear fit (Table 4.4 and Appendix A.4).









Q = I · t = URinput · t is the charge and
X = X ′ −Xped is the corrected QADC value.
With the corresponding current I, time interval t (pulse width), voltage U (pulse
height), input impedance Rinput, the measured raw data QADC value X ′, and the
QADC-pedestal Xped. The systematic uncertainties∆k for the proportionality factor



























∆U = 1% ·Umax is the DC vertical gain accuracy [DS122],
∆t = 2.5× 10−6 · twidth is the clock accuracy [DS122],
∆Rinput = 2% · 50Ω is the uncertainty in the input impedance [DS122],
∆X =
√





= 0.1% are the non-linearities of the QADC [DS117].
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The respective pulse heights Umax and pulse widths twidth are used for the cal-
culation of ∆U and ∆t. The clock accuracy ∆t is 1.5× 10−6 plus an aging factor of
0.5× 10−6 per year since the last inspection. In our case that was in September 2014.
Because the second year since inspection had just started (October 2015), an uncer-
tainty of 1.0× 10−6 was added. The systematic uncertainty in the QADC value
∆X has to include the propagated uncertainties ∆X ′ and ∆Xped , analogue to Equa-
tion 4.17. The resulting systematic uncertainties in the slope ∆k were calculated
for every channel and range (every fit) via the biggest individual systematic uncer-
tainty in the respective fit. Table 4.4 shows all values discussed.
Table 4.4: Results of the QADC calibration measurements done by Simon Ehnle [123].
Given are the slopes k of the linear fit for both ranges (LR and HR), as well as their sta-







= 4.3%. The calculations were made as explained above.






kHRC H A N N E L
(fC) (fC) (fC) (%) (fC) (fC) (fC) (%)
0 32.08 1.57 1.24 3.87 231.84 0.95 9.89 4.27
1 32.47 1.60 1.26 3.88 234.43 0.96 10.01 4.27
2 32.44 1.59 1.26 3.88 234.03 0.96 9.98 4.26
3 33.04 1.62 1.28 3.87 239.02 0.99 10.21 4.27
4 32.96 1.62 1.28 3.88 238.36 0.99 10.16 4.26
5 32.38 1.59 1.26 3.89 233.60 0.97 10.05 4.30
6 32.11 1.57 1.25 3.89 232.38 0.97 9.95 4.28
7 32.56 1.60 1.27 3.90 234.73 0.99 10.08 4.29
8 32.12 1.58 1.25 3.89 232.12 0.98 9.94 4.28
9 33.03 1.62 1.29 3.91 238.01 1.01 10.22 4.29
10 32.10 1.58 1.24 3.86 232.10 0.98 9.91 4.27
11 33.25 1.64 1.29 3.88 239.87 1.02 10.26 4.28
12 33.15 1.63 1.28 3.86 239.83 1.02 10.24 4.27
13 32.24 1.59 1.25 3.88 233.48 1.00 9.95 4.26
14 32.97 1.63 1.27 3.85 237.89 1.02 10.10 4.25
15 32.35 1.59 1.24 3.83 233.96 1.00 9.89 4.23
4.5 C A PA B I L I T Y O F T H E C A L I B R AT I O N S TA N D
The premise of SPOCK was that it should be a multipurpose calibration stand for
photodetectors of all kinds. Therefore, its capabilities are just as wide. First of all,
different kinds of detectors can be compared with the same systematics. For this,
several calibration modes are possible. Detectors can be thoroughly tested in single-
photon mode, measuring their PDE and their gain, with single photons. This of
course is only possible with detectors that have a very low dark-count rate. SPOCK
also allows for the uniform illumination of bigger detector areas and thus the si-
multaneous calibration of either several small detectors or of one bigger detector, as
long as these detectors fit into the photon shielding. Furthermore, different wave-
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lengths can be used with SPOCK, this leads to wavelength dependent measure-
ments of the PDE. This is especially interesting, as newest SiPMs get more sensitive
to the UV-regime. This is of course also important for fluorescence detection of
cosmic rays, as there are several discrete wavelengths emitted during nitrogen re-
laxation processes within EAS. Figure 4.28 shows the expected performance of two
new generation SiPMs in an overlay with a simulated nitrogen fluorescence spec-
trum in 4 km altitude [36, 39]. The expected PDEs are given versus the wavelength
in the range of the nitrogen fluorescence. S12642 epoxy is a standard SiPM, coated
with an epoxy layer. This layer does not allow a good transmission of UV light. The
newest generation of S13361s silicone SiPMs is coated with a silicone layer and has
a better sensitivity to UV light [DS124, 125].
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Figure 4.28: The shown nitrogen fluorescence spectrum is a model calculation for
4 km altitude [36, 39]. The expected PDEs of both SiPMs were taken from catalog
graphs from Hamamatsu [DS124, 125].
Dynamic range measurements of photodetectors are also an important calibra-
tion mode. At the moment SPOCK can send between 0 to 100 photons per pulse
onto a photodetector, when pulsing with 1 kHz, 6ns pulse width and a collimator
ratio of 2× 10−5. With a few tweaks to the collimator, as well as longer light pulses,
a photon number of around 10 000 photons per pulse is feasible. When going to
continuous light emission by the LEDs this number can be easily increased.
All components of the calibration stand can be modified in a fairly easy way, e. g.
if new wavelengths are needed, new LED-arrays can be easily produced and cali-
brated by the way described above. It would also be possible to even use a wave-
length tuneable laser. Ongoing work, with two master theses, is the expansion from
single channel SiPMs to SiPM-arrays, as well as a photon shielded freezer for tem-
perature controlled calibration measurements. Therefore, new connector boards for
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SiPMs-arrays are built, to feed their signals to the readout electronics, and to control
their operation voltage.
4.6 I N F L I G H T- C A L I B R AT I O N O F J E M - E U S O
The inflight-calibration of JEM-EUSO was mentioned shortly in Section 3.2. For this
relative calibration that is done after the absolute calibration with the on-ground
calibration stands, like SPOCK, smaller reference light sources are needed. Re-
search on the inflight-calibration was already published at the International Cosmic
Ray Conference 2013 in Rio de Janeiro (Brasil) [54]. The following sections contain
formerly published content of that contribution.
Because it is very difficult to maintain the absolute calibration during the whole
mission time of JEM-EUSO, changes in the detector have to be monitored the whole
time. Therefore, the on-board calibration system will be used to do a relative cali-
bration of the detector with respect to the absolute pre-flight calibration. It is also
planned to use external light sources like the Moon for further in-flight calibra-
tion.The process of calibration is the following:
1. With the on-ground calibration the MAPMTs will be characterized very pre-
cisely and sorted according to their respective PDE and gain. After that the
focal surface can be built with similar MAPMTs in one PDM to achieve a uni-
form focal surface for the JEM-EUSO telescope. Also the optical properties of
the Fresnel lens system will be measured to a sufficient precision. With this
the instrument can be characterized pre-flight with an accuracy better than
5% [54].
2. After the mission launch, the end-to-end performance of the telescope will be
checked with Xe-flasher lamps on an aircraft that is flying under the ISS or
with Xe-flasher stations in the field of view of JEM-EUSO.
3. Changes in the detector will be monitored by the on-board calibration system
as well as the use of Xe-flasher lamps and the moon.
There will also be on-ground lasers to check the trigger efficiency and the error
in the reconstruction of the arrival direction. Xe-flashers will be used in combina-
tion with the devices of the atmospheric monitoring system to measure local atmo-
spheric conditions, e. g. absorption of photons in the atmosphere.
The on-board calibration system will be installed into the JEM-EUSO telescope
to monitor changes in the PDE of the detector and in the transmission of the optics.
This calibration will be relative to the absolute calibration that was done pre-flight.
The on-board system will consist of several small identical diffuse light sources that
will be placed at different locations inside the telescope (Figure 3.4a). The on-board
light sources will be built as smaller versions of the reference light source described
within this work (Section 4.3). Their size should be in the range of 2.5 cm diameter.
The optical output from each source is planned to be uniform and diffuse with a
maximum emitting angle from the optical axis of the source. This maximum angle
is dependent on the shape and size of the pinhole that will be put on the exit-port
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of the sphere. The on-board light sources will be characterized pre-flight with one
of the on-ground calibration systems, e. g. SPOCK.
To measure the change in the detectors signal response, several identical diffuse
light sources will be placed at the edge of the third Fresnel lens to achieve a direct
illumination of the focal surface (Figure 3.4a). The intensity will be set to single pho-
toelectron mode and the relative change of the PDE will be measured while the gain
of the MAPMTs will be measured absolutely. The threshold level for the counting
will be adjusted if a large variation in gain is found. With the illumination through
the lenses the efficiency of the optics will be measured. Identical light sources placed
at the edge of the focal surface face the rear side of the third lens (Figure 3.4b). The
light will pass the optics, be reflected at the diffuse lid (sand-blasted Aluminum)
and pass the optics a second time. The MAPMTs at the focal surface will detect a
fraction of the emitted photons. The time variation of the performance of the optics
and the detector will be obtained at the same time in this measurement. Changes
in the optical system can be obtained after subtracting the degradation of the de-
tector. Raytracing simulations by Naoto Sakaki have pointed out that the direct
illumination of the focal surface produces a very uniform illumination with four
light sources [54]. The calibration can still be continued if one light source fails. The
indirect illumination through the optics needs further investigation, as simulation
results showed that the discrimination of reflected photons from the lid and the
walls of the telescope might not be possible.
Based on the experience that was gained during the development of SPOCK,
there are several key points that have to be taken into account when developing
these small reference light sources. First an integrating sphere with an LED and
a reference photodiode are indeed very suitable for calibration purposes. The uni-
form illumination provided by integrating spheres are ideal to illuminate the de-
tector surface. The wavelength of LEDs and their optical output are sufficient in
terms of stability. The wavelength spread could be better but can be changed with
band pass filters. Of course, a continuous spectral measurement of the PDE for the
detector would be most desirable. The NIST-calibrated reference photodiode at the
integrating spheres is also very stable and is necessary to monitor the optical out-
put of the integrating sphere. Because the collimator ratio was unstable for very
low light levels, it might be desirable to use a calibrated photosensor with a higher
gain, directly at the detector surface, together with the photodiode at the sphere.
Here, a NIST-calibrated SiPM could be used, if their temperature stability can be
guaranteed. The stability of the reference light source on the ground was not an
issue in the controlled laboratory environment, however space can hardly be seen
as a controlled laboratory environment.
After thorough cross-calibration measurements with the reference light source
of SPOCK, these compact reference light sources would need to be tested in the
field. The coming pathfinder experiments, mainly EUSO-Balloon and the already
existing EUSO-TA, can provide very good test environments for these kind of
compact reference light sources. EUSO-TA grants access to the device itself, al-
lowing for experimental measurements at different positions within the telescope.
EUSO-Balloon on the other hand simulates a space-like environment during the
flight.
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Another very important point which became clear during the development of
SPOCK is that the present on-ground calibration stands should define common
calibration standards for the JEM-EUSO collaboration. This is important, since the
sorting and the calibration of the next 100MAPMTs for the JEM-EUSO pathfinders
will be distributed over several of these facilities. With that in mind, it is only natu-
ral to cross-calibrate the different calibration stands and define target wavelengths,
bias voltages, aperture sizes, and so on.
5
M U LT I - A N O D E P H O T O M U LT I P L I E R T U B E S
In the last chapter the calibration stand SPOCK, that was developed and built dur-
ing this work, was thoroughly introduced. One of its intended uses was the charac-
terization, sorting and calibration of MAPMTs to help the collaboration to process
the huge amount of photodetectors needed for JEM-EUSO.
For this work four MAPMTs R11265-113-M64 MOD2 from an early production
series of Hamamatsu were present at KIT. Two of them (SN: ZN0854 and ZN0884)
had an UV transmitting band pass filter Schott BG3 [DS62] directly glued to their
photocathode, as it is planned for JEM-EUSO. The other two MAPMTs (SN: ZN0857
and ZN0882) had nothing attached to their photocathode. The early production
models are not expected to have the best performance. Meanwhile Hamamatsu
has started the automatic mass production process of 64 pixel MAPMTs, yielding a
more stable product performance.
This chapter will first introduce MAPMTs and recapitulate the working princi-
ple of PMTs (Section 5.1). After that the measurements done during this work will
be explained and analyzed (Section 5.2). Afterwards the results will be shown (Sec-
tion 5.3) and be discussed (Section 5.4).
5.1 W O R K I N G P R I N C I P L E
The Hamamatsu MAPMTs R11265-113-M64 MOD2, which are intended to be
used for the JEM-EUSO mission and are used for its pathfinder experiments, are
an assembly of 64 very compact individual PMTs with a photosensitive area of
2.88mm× 2.88mm sharing one photocathode of 23.04mm× 23.04mm without
dead space (Appendix C.2, Figures C.30 and C.31).
Figure 5.1: Photograph of two MAPMTs from the top (left), showing the photocath-
ode and from the back (right), showing the connection pins for the cathode, ground,
the 12 dynodes, and the 64 anodes.
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The "individual PMTs" are arranged in an array of 8× 8, each one having its
own anode. All 64 PMTs are connected to the same high voltage, distributed via a
voltage divider to the cathodes, dynodes and anodes (Figure C.32). With this kind
of setup a very compact 64 pixel detector is realized (Figure 5.1). The inner structure
of these devices is in general quite complicated (Figure C.33). However, the basic
working principle of an MAPMT is the same as a standard PMT.
The following explanations for PMTs and the photoelectric effect are summa-
rized from [126]. Figure 5.2 shows the sketch of the inner structure of a typical
PMT [126]. It is a vacuum tube, with a photocathode, a focusing electrode, several
dynodes and an anode. This well known device relies on the external photoelectric
Figure 5.2: Sketch of a typical PMT showing its inner structure [126].
effect at the photocathode [126], where an incoming photon is absorbed and the ex-
citation energy is transferred onto an electron, being able to leave the photocathode.
This electron is called a photoelectron. The emitted electron is then focused by a fo-
cusing electrode and accelerated by an electric field onto the first dynode. While
hitting the dynode, the photoelectron excites further electrons that can in return
leave the dynode. They are then accelerated to the next dynode, and the process
is repeated. At the anode, the secondary electrons are collected. With this kind of
cascaded dynode chain an amplification of the initial photoelectron is realized and
a measurable current pulse at the anode is the result. The multiplication factor by
the dynode chain is called the gain of a PMT. The probability to detect a current
pulse at the anode from one photon incident at the photocathode is called the PDE
ε of the PMT.
5.1.1 Photoelectric effect
The photoelectric effect is a low-energy light-matter interaction resulting in the con-
version of a photon into a photoelectron. Two main classifications are the external
photoelectric effect and the internal photoelectric effect. The external photoelectric ef-
fect leads to the emission of photoelectrons from semiconductor or metal surfaces
into the surrounding vacuum. This effect is used within PMTs. The internal pho-
toelectric effect excites photoelectrons into the conduction band of a semiconduc-
tor material. Depending on the bias voltage on the semiconductor material (pn-
junction) this can either lead to the photoconductive effect (increasing conductivity
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because of unpaired electrons and holes) or the photovoltaic effect (conversion of
light into electric energy). The internal photoelectric effect, or more precise, the pho-
toconductive effect is used within SiPMs.
Figure 5.3: Sketch of the external photoelectric effect using the band model for an
alkali photocathode [126].
Figure 5.3 shows the sketch of the external photoelectric effect using the band
model for an alkali photocathode [126]. The y-axis shows the energy (of states),
while the x-axis corresponds to the physical dimension of the photocathode. There
are two energy bands and several energy limits in this picture: the valence band,
the band gap (EG), the conduction band (upper limit not shown), the Fermi level,
the work function, the electron affinity (EA), and the vacuum level. The valence
band shows all occupied electron states bound to atoms of the crystal. The band
gap is the energy region in the material, where no states can be occupied (this can
be changed via doping). The conduction band shows empty states that can be oc-
cupied and that are not bound by atoms of the crystal. The Fermi level (or electro-
chemical potential) is defined as the maximum energy of the highest state occupied
by electrons of a material at a given temperature. For increasing temperatures, the
Fermi level increases. It can be also changed via a bias voltage. The work function
is the energy difference between the vacuum level and the Fermi level. Its the mini-
mum energy that has to be transferred to an electron occupying a state at the Fermi
level, if one wants to eject that electron to the vacuum. In other words, an electron
has to be elevated to an energy higher than the vacuum level, to free it from the
material.
As a general example, incoming photons with the energy E = h · ν can get ab-
sorbed by the photocathode [126]. The energy is transferred to electrons in the va-
lence band and these get excited and diffuse towards the surface. The energy trans-
fer is dependent on the wavelength of the photons, not on the intensity (number
of photons). If the transferred energy E is high enough (higher than the vacuum
level), the electrons get emitted into the vacuum. The emitted electrons are called
photoelectrons. If the electrons lose energy during their diffusion process, and oc-
cupy a state below the vacuum level, they cannot leave the photocathode. This
makes successful escapes more probable for electrons that are near to the surface.
The probability for the emission of a photoelectron, when one photon is incident,
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can be expressed via the ratio of both, which defines the quantum efficiency εQE (ν)
[126]. It is expressed as:





· Ps , (5.1)
where
ν = cλ is the frequency of the light,
R is the reflection coefficient,
Pν is the probability for exciting electrons to a sufficient energy level,
k is the full absorption coefficient of photons,
L is the mean escape length of excited electrons, and
Ps is the probability for the escape of electrons at the surface.
All the parameters above are dependent on the photocathode material. For the
first three parameters R, Pν, and k an appropriate material has to be chosen. The
most dominating parameters for the quantum efficiency εQE (ν) are the escape
length L, which can be increased with the use of a pure and uniform crystal and
the release probability Ps, which is dependent on the energy difference of the vac-
uum level and the lower conduction band level (electron affinity - EA). The quan-
tum efficiency εQE (ν) (Equation 5.1) should not be confused with the PDE ε of a
PMT, which is the ratio of the number of detected photons and the total number of
photons sent onto the PMT (Equation 4.2). It is dependent on the product of two
probabilities: the quantum efficiency εQE (ν) and the collection efficiency εCE. The
collection efficiency is the probability of the photoelectron to reach the first dynode
and to be multiplied. It is dependent on the internal PMT structure, that defines the
electrodynamics in the PMT and on the applied voltage between the photocathode
and the first dynode [76].
Figure 5.4 shows the band structure of a GaAs semiconductor photocathode [126].
To this an electropositive material Cs2O is applied. Both materials have different
band structures. Through this a depletion layer is formed and the band structure is
bent down. This can make the electron affinity (EA) negative, relative to the GaAs
conduction band, and thus increasing the escape probability Ps. Also the overall
needed excitation energy is reduced, since the vacuum level now lies below the
lower conduction band level of GaAs, resulting in an enhanced lower wavelength
quantum efficiency. The mean escape length L also gets increased, since a deple-
tion layer is formed and the mean free charged carriers are reduced, resulting in
less interactions with other charge carriers. Also, if a loss of energy occurs for the
diffusing electron, it might still be able to escape, because of the negative electron
affinity.
Noise and false signals in an MAPMTs can occur from inter-channel crosstalk,
darkcounts and afterpulses [126]. Inter-channel crosstalk can occur, when a photo-
electron is focused to a wrong channel or when an electron cascade jumps from one
channel to an adjacent channel. A light spread larger than the dimensions of one
channel can also be a cause for crosstalk. Dark counts are caused by thermal elec-
tron excitation at the photocathode or the dynodes. Afterpulses may be caused by
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Figure 5.4: Sketch of the band model for a semiconductor photocathode. The escape
length and the escape probability are enhanced by an electropositive material [126].
elastic scattering of electrons on the first dynode (very short delay to main signal)
or by residual gas atoms in the vacuum that get ionized by the electron cascade and
then themselves drift to the cathode (up to ms delays).
5.1.2 The single photoelectron spectrum
The detection of single photons is a process obeying Poisson statistics, since the
obvious possible events are the detection of zero photons, one photon, two photons,
three photons, and so on, per light pulse. The Poisson distribution is as a discrete
probability distribution via a parameter λ > 0, that is the expected value and the
variance of the distribution. The Poisson distribution gives the probability Pλ(n)




· exp (−λ) . (5.2)
The parameter λ actually gives the expected number of events within a given pe-
riod of observation. The Poisson distribution then gives the probability for the oc-
currence of a number of events n within the same period of observation, if the ex-
pected value λ is known in average. For example, the probability for two photons




· exp (−λ1) .
How does this relate to our measurement? Well, when measuring the signal from
an MAPMT per light pulse sent onto the MAPMT, charges are measured, that oc-
cur during a gate, given to our QADC. The gate coincides with the light pulses, as
explained in the chapter before. Therefore, we get one event per gate. An event can
be everything from zero photons to several ones. The measured charge per event
is digitized by the QADC. For a higher number of photons, a higher number of
photelectrons is produced, which leads to higher charges and in the end to higher
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QADC values. When counting the QADC values and preparing a histogram with
the number of counts versus the QADC values, a single photoelectron spectrum is
gained. The Gauss-distributed peaks in the resulting histogram correspond to the
charges and ultimately to the number of photoelectrons. The Gauss distribution is
because of fluctuations in the charge, resulting from the electron multiplying dyn-
ode chain and electronic noise in the QADC. The separation of both peaks gives the
gain of the detector. The area under the one photoelectron peak gives the number
of detected photons.
Figure 5.5: Schematic sketch of a single photoelectron spectrum with two Gauss-
distributions for the 0 pe and 1 pe peak. The separation of both peaks gives the gain of
the PMT. The area under the 1 pe peak gives the number of detected photons (adopted
from [76]).
Figure 5.5 shows a sketch of such a single photoelectron spectrum. Around the
zero photoelectron peak (0 pe peak) are dark counts of the PMT, i. e. no signal from
a photoelectron was registered at the anode of the PMT. This peak is also called the
pedestal. At higher QADC values a one photoelectron peak (1 pe peak) is present. The
values there correspond to one emitted photoelectron, whose signal is registered at
the anode. The shown sketched spectrum does not have any higher photoelectron
peaks present. In general, the resulting spectrum can be a superposition of 0 pe, 1
pe, 2 pe, 3 pe, ... peaks. If there are many peaks in the spectrum, e. g. for higher
photon numbers, this kind of spectrum is also called a finger spectrum, because of
the characteristic shape of many peaks.
5.1.3 The ’MAPMT recipe’
For every channel of an MAPMT, a single photoelectron spectrum is recorded, by
measuring the charge pulses per light pulse sent onto the MAPMT channel. At the
5.1 W O R K I N G P R I N C I P L E 77
same time the light level is recorded and controlled in such a way, that there are
mostly 0 pe peak and 1 pe peak events. This is done by comparing the peak heights,
since the probabilities for all events in the single photoelectron spectrum obey Pois-
son statistics. Using the fact that the ratio of 1 pe and 0 pe events can be expressed

















This means, that if the ratio of 0 pe events to 1 pe events is higher than 50, the
number of counts that belong to a 2 pe peak (within the right end of the 1 pe peak)
will be less that 1%. That is an acceptable level for calibration. If the ratio is not
high enough, Equation 5.3 can be used as a 2 pe event contamination estimator for
the 1 pe event number. This correction factor is used for measured spectra with a
lower ratio than 50. Via this the quality of the single photoelectron spectrum can
be estimated. A lower contamination with 2 pe events means a better quality of the
measurement. For this method the light level has to be in the right range. If it is too
low no 1 pe peak will be identifiable. If it is too high the 1 pe peak will be polluted
with too many 2 pe events. For even higher light levels the pedestal will vanish
from the spectrum and higher photoelectron peaks appear.
From the single photoelectron spectrum the gain G of the examined MAPMT
channel can be calculated via the separation of the 0 pe and 1 pe peaks:
G =




X0 is the pedestal mean value in QADC values,
X1 is the 1 pe peak mean value in QADC values,
k is the proportionality factor for the charge and the QADC value, and
e is the charge of an electron.
From the same spectrum, the PDE ε is given by the ratio of the number of de-
tected photoelectrons Npe and the number N of photons sent onto the PMT per
pulse and the total number Ntotal of events in the single photoelectron spectrum





The number of detected photoelectrons Npe is the area under the 1 pe peak. The
lower threshold for events counting as a 1 pe event is usually set in the valley be-
tween the first two peaks or at the 13 pe level [76]. In our case, a fit over the sum
of two Gaussian peaks is done, yielding directly the number of detected photoelec-
tronsNpe as the area under the 1 pe Gauss peak. If needed the Poisson correction is
applied.
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The number of photons per light pulse N sent onto the detector is given by the






PPD · R · λ
h · c · fpulse
, (5.6)
where
PPD is the mean optical power from the photodiode,
R = R1+R22 is the mean collimator ratio,
Ephoton =
h·c
λ is the energy of a sent photon,
h is the Planck constant: 6.626 069 57× 10−34 J s [128],
c is the speed of light: 299 792 458m s−1 [128],
λ is the wavelength of the photons, and
fpulse is the pulse frequency of the LED.
The mean collimator ratio is calculated from the collimator ratio measured be-
fore and after the MAPMT measurement. The wavelength was determined with
the spectrometer measurements shown in Section 4.3.2.2 and depends on the LED-
array used (Tables C.3 and C.4). All corresponding uncertainty calculations can be
found in Appendix A.5.
For measurements where some of the light from the exit of the collimator may
not reach the detectors sensitive area (measurements in a distance), a correction





with the detector area Adetector and the sensitive photodiode area APD = 100mm2.
5.2 M A P M T M E A S U R E M E N T S
After having introduced the observables of interest in the previous section, the ques-
tion is how the measurements of these observables are performed. The following
introduces the general measurement scheme, the single steps of the measurements,
and some of the possible parameter variations.
Figure 5.6 shows the setup for the semi-automatic measurements of an 64 channel
MAPMT. The detector is put into the photon shielding and connected to a socket
board (Figures B.6, C.34, and C.35), that was designed by Andreas Ebersoldt (IPE
- KIT) [129]. The first pixel of the MAPMT is to the bottom left, when looking at it
from the front (from the light source). The socket board distributes the HV via the
voltage divider (Figures B.7 and C.32) to the MAPMT [114, 130]. The 64 anodes of
the MAPMT are connected via this board to the 64 input channels of a multiplexer1
outside of the photon shielding. The multiplexer connects one subset of 16 channels
1 Keithley 2750 frame housing Keithley 7711 multiplexer cards [DS131, DS132].
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Figure 5.6: Sketch of the MAPMT measurement set-up.
of the 64 channels from the MAPMT to the 16 input channels of the QADC (see
Figures B.8, B.9, and C.36). With this set-up 16 channels of the MAPMT can be
measured at once. The multiplexer can be switched automatically, depending on
the operation mode, to measure the signal from other channels. The switching can
also be linked with the translation stages to ensure that the active channels are the
ones that are illuminated. The QADC is gated in coincidence with the LDD, that
produces the light pulses, which are sent onto the MAPMT. All controlling and data
taking is done via the measurement PC with the self-programmed control software.
The part involving the QADC read-out was programmed by Andreas Weindl [115].
The photodiodes are simultaneously read out by the PC.
Before the start of the measurement the MAPMT and the light source have to
be aligned properly. This involves the lateral positioning in front of the first pixel
and the distance to the exit hole of the collimator. The later should be below one
millimeter and should also be the same for every pixel. As a consequence the sur-
face of the MAPMT has to be perpendicular to the optical axis. This is controlled
by checking the distances for every pixel by eye from the side, while scanning over
them. Figure 5.7 shows this for one pixel.
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Figure 5.7: Photograph of the alignment of an MAPMT and collimator ColA. The
distance as well as the first pixel are aligned here.
Afterwards the MAPMT measurements can be started. They involve the follow-
ing 9 steps:
1. Collimator ratio: Within the closed photon shielding, the collimator ratio is
measured for the desired wavelength with both photodiodes with a high light
output (continuous mode). The set-up was shown before in Figure 4.20. The
sensitive area of the photodiode (in front of the collimator) has to be at the
same distance as the MAPMT will be later. After reaching stable conditions
(after warm-up) the measurement is done for 5min, with each data point be-
ing the average optical power per one second. After the measurement, the
photodiode in front of the collimator is removed and the MAPMT is put with
its surface at the same position (with the help of a slide on the optical bench).
The continuous power supply is switched off and from now on pulsed light
is used for the measurement steps.
2. QADC pedestal: The pedestal of the QADC is measured, to get the internal
charge offset. While having the MAPMT connected, the light source (LDD
output disconnected) and HV are turned off. For the QADC-pedestal 10 000
values are taken at the frequency fpulse and gate width tgate. Since the pedestal
is dependent on the gate width, tgate should be the same for all steps. All 16
channels of the QADC are recorded at the same time for this measurement,
which takes around 35 s for 10 000 values.
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3. Dark counts: The dark counts of the MAPMT pixels are recorded in a sim-
ilar fashion as the pedestal measurement. The LDD output is disconnected
(no light), the HV is switched on, and the same gate and pulse frequency is
given to the QADC. For each pixel 100 000 values (triggered gates) are taken
for the whole QADC at once. After 16 pixels, the multiplexer switches to the
next cycle of 16 pixels (Figure C.36). Therefore 64 dark count histograms re-
sult. The measurement of 100 000 values takes around 5.5min, resulting in a
measurement time of 22min.
4. Timing: The gate cable and one signal cable are disconnected from the
QADC and are connected to an oscilloscope, in order to check for proper
timing and adjusting the delay of the gate to the QADC. The LDD output
is connected to the pulsed LED and pulsed light is used from now on. The
input signal should also be 15ns delayed from the first edge of the gate, ac-
cording to the data sheet [DS117]. Of course, the light source has to be posi-
tioned in front of the respective MAPMT pixel. In some cases the light level
might be too low to see a good signal on the oscilloscope. Then the light level
can be adjusted by increasing the frequency by one order of magnitude or by
increasing the pulse amplitude. This has to be reverted after the timing mea-
surement. Figure 5.8 shows a screenshot of several minutes of signal taking
for one channel with the same gate of 65ns. Almost all signals are well within
the gate and the delay is sufficient. If the delay is not sufficient, it can be ad-
justed with switches at the NIM delay module. If needed, the steps timing and
find pixel 1 can be swapped.
5. Find pixel 1: After having aligned the collimator opening and the first pixel
of the MAPMT by eye, this has to be checked via the signal from the individ-
ual MAPMT pixels. Especially the middle of the first pixel and the alignment
with the whole MAPMT has to be checked. This is done by going to the inter-
section point of four corner pixels of the MAPMT, e. g. at the corner of pixels 1,
2, 9, and 10. The collimator opening is moved in 0.5mm steps via the remote
controlled motorized linear stages in x and y direction. At the same time the
signal from all four channels is shown in realtime by a LabVIEW subprogram
named pixel comparator. If the same signal level is measured from all four pix-
els, the position is approximately in the middle of the four pixels. Afterwards
the collimator opening has to be driven one half pixel size (1.44mm) in the
x and y direction towards the middle of the first pixel. This position is saved
within the main LabVIEW control software as the home position. Afterwards
the check of four pixels in each corner of the MAPMT is done for the other
corners. With this method, we can be sure to be in the middle of each pixel,
when scanning the whole MAPMT pixel by pixel. If needed, the steps timing
and find pixel 1 can be swapped.
6. Light level finding: For the measurement a spectrum is measured with 10 000
values (triggers) with a preset light level. The measured data is saved and
shown as a histogram within the LabVIEW software, directly after the 35 s
measurement. The appropriate light level can be roughly estimated via the
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peak heights. As mentioned before with Equation 5.3, a good ratio of 0 pe
events to 1 pe events would be higher than 50. The light level is adjusted at
first via the pulse amplitude (potentiometer at LDD) and if that is not suffi-
cient with the pulse width (duty cycle). Depending on the width, the gate has
to be adjusted, leading to a repetition of the timing step.
7. Main measurement: The main measurement consists of the photodiode part
and the MAPMT part. During the whole measurement the light level is moni-
tored by the photodiode at the integrating sphere via the photodiodes Starlab
software. Since the measurement can take several hours and the optical out-
put of the light source is stable, the photodiode is set to record one average
optical power value every 30 s. The MAPMT part involves different modes of
operation:
• The first possible mode is the automatic scan of all 64 pixels of the MAPMT
with freely adjustable number of data points (triggers) per pixel. The
QADC is then set to single channel mode, only recording signal from
the illuminated pixel. For 100 000 values this takes around 5.5min per
pixel, leading to a measurement of 5.8h per MAPMT.
• The second mode is the full illumination of the whole MAPMT. Here we
rely in the stability of the light source, since the QADC can not mea-
sure all pixels at once. The whole MAPMT is measured in four cycles
with each 16 pixels (two columns) recorded at once (same as with the
dark count measurement). The number of data points per pixel is again
free to choose. To get a uniform illumination the collimator is replaced
with a pinhole and the MAPMT is placed at a distance of around 20 cm
to 100 cm to pinhole. The light source is positioned on the optical axis,
which goes through the middle of the MAPMT. This method is consider-
ably faster than the single scan of 64 pixels. For 100 000 events per pixel
it takes roughly 22min.
• The third possible mode is a mix of both previous modes. A cross talk
measurement, that positions the collimator in front of a given pixel and
reads out the two columns containing that pixel and the adjacent one
(with a number of given triggers). Here the QADC records all 16 input
signals at once, corresponding to two columns of pixels. This measure-
ment needs two cycles and thus only measures half of the pixels of an
MAPMT.
8. QADC pedestal: After the measurement step 2 has to be repeated, to check if
any changes in the QADC-pedestal occured.
9. Collimator ratio: At last step 1 has to be repeated, to get a second value for
the collimator ratio. If it has considerably changed from the one in step 1, the
validity of the measurement should be evaluated.
Figure 5.8 shows a screenshot of the timing measurement (step 4), taken with a
WaveRunner 610 Zi Oscilloscope [DS122] and pixel 1 of one of the MAPMTs. The
upper curve shows the signal channel that was in persistence mode (set to infinity)
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for about ten minutes. The lower curve shows the gate signal, that was used as a
trigger for the oscilloscope (and for the QADC). The arrows mark a range of 15ns,
that is needed as delay for the QADC. Only two signal pulses are outside of the
integration gate.
Figure 5.8: Screenshot of the timing and delay control of MAPMT signals (upper
graph with persistency setting infinity) and the gate at the QADC (lower graph). The
gate is open (QADC measures) while the lower level is present. The screenshot was
taken with the WaveRunner 610 Zi Oscilloscope [DS122].
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(b) MAPMT dark count.
Figure 5.9: QADC-pedestal and dark count measurement of one channel of a 64 chan-
nel MAPMT R11265-113-M64 MOD2. (a) QADC-pedestal for a 65ns gate and 1 kHz
frequency. (b) Dark counts for the same gate and frequency.
Figure 5.9 shows the QADC-pedestal of one QADC channel and the dark count
spectrum of one of the MAPMT channels. These are recorded for every channel
at every beginning of a measurement procedure. The pedestal was taken after the
warm-up phase of the electronics and is stable in time. This was verified by mea-
suring the QADC-pedestal before and after the measurement (step 2 and 8). The
QADC-pedestal corresponds to an internal current of the QADC and introduces
an offset to all measured values. After subtracting the QADC-pedestal value from
the measured values an absolute charge value can be given. The pedestal of each
QADC input channel is different. For a 65ns gate the QADC-pedestal value ranges
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from roughly 300 to 700. The dark count spectrum is given for the same gate width
and the corresponding MAPMT pixel that is connected to the same QADC channel.
The number of dark counts was in the range of 70 counts above a QADC threshold
of 750 for a total number of roughly 6.4× 106 data values. This shows the quality
of the MAPMTs and on the other hand this demonstrated the excellent attenuation
of the photon shielding.
5.2.1 Single pixel scans of MAPMTs
During this work, each of the four present MAPMTs were scanned pixel by pixel,
one after another, and with four different wavelengths. Since the measurements
took between six and twelve hours per MAPMT and wavelength, they were done
together with Simon Ehnle, during the course of his bachelor thesis [123]. In the
scope of his work, a mayor part of the data was also analyzed by a Gauss fit algo-
rithm of the research group [133, 134]. Two of the MAPMTs (ZN0854 and ZN0884)
had an UV transmitting band pass filter Schott BG3 [DS62] directly glued to their
photocathode, as it is planned for JEM-EUSO. The other two MAPMTs (ZN0857
and ZN0882) had nothing attached to their photocathode. For each pixel a his-
togram was recorded.
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Figure 5.10: Histogram of the measured QADC values of MAPMT ZN0857 - pixel 18
with a wavelength of 395nm. The used collimator was ColA with a measured mean
ratio of 616× 10−9. The 0 pe and 1 pe peaks are clearly separated. The ratio of both
peaks is around 10, therefore the Poisson correction is applied and 402 events need to
be subtracted from the 1 pe peak. The total number of events exceeds the total number
of events in the Gauss peaks. This is due to uncertainties in the Gauss fits.
An example can be seen in Figure 5.10. Here the peak area ratio (or the ratio of
numbers of events) is in the range of ten, therefore the Poisson correction needs to
be applied. 402 events are supposedly 2 pe events and need to be subtracted from
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the number of events in the 1 pe peak (Equation 5.3). The total number of events is
higher than the added number of the Gauss fits. This could be due to uncertainties
in the fits and due to a not fitted 2 pe peak.
The resulting gain, calculated from the histograms via Equation 5.4, is shown
for every wavelength and every pixel of MAPMT ZN0882 in Figure 5.11. The pixel
numbers of the four corner pixels are given and the graph shows the front of the
MAPMT. A change in the gain with increasing wavelength is not evident. The gain
drops with increasing pixel number, resulting in an overall higher gain on the left
side of the MAPMT than on the right side. However, an overall good gain uni-
formity is still given. This kind of data representation is useful for fast uniformity
checks. However, errors during the measurement are not easily identified with this




































4 2 3 n m
Figure 5.11: Gain maps of the single pixel scans of MAPMT ZN0882 for different
wavelengths at −1000V bias voltage. An overall good gain uniformity is visible. The
color scale for the gain (multiplication factor of the dynode chain) is given in multiples
of 106.
In terms of PDE the same kind of heat map can be generated. The calculated PDE
(via Equation 5.5) is shown for every wavelength and pixel of MAPMT ZN0882
in Figure 5.12. For a better distinction of both kinds of maps, the color scheme
was changed, however the maps still show the front view onto the MAPMT, with
the corner pixel numbers given. One statistical outlier was detected, masked, and
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is shown with a crossed pattern, to make clear that there is no value there. With
increasing wavelength (up to 395nm) the overall PDE increases and drops again
slightly for 423nm. The PDE is fairly uniform, except for the upper pixels in the
uneven columns, where it is higher for every wavelength. This could be some effect
of the inner dynode structure, having an influence on the collection efficiency and
thus influencing the PDE. Another cause could be a misalignment of the collimator
exit hole and the MAPMT pixels. However, this is unlikely since the alignment was
checked before the measurement for every corner of the MAPMT very carefully.
There should also be no big influence on the measurement, if the collimator exit
hole with its 0.5mm diameter is off from the pixel center with pixel dimensions of
2.88mm× 2.88mm (Figure C.31). In any case, for these pixels the associated gain
maps show a slightly decreased gain. This is an indicator for a bad Gauss peak
separation, leading to 0 pe events being identified as 1 pe events and as consequence,
increasing the PDE. A check of the associated histograms confirmed, that the Gauss
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Figure 5.12: PDE maps of the single pixel scans of MAPMT ZN0882 for different wave-
lengths at −1000V bias voltage. One statistical outlier was detected, masked, and is
shown with a crossed pattern. A wavelength dependence of the PDE is visible. The
PDE is fairly uniform, except for some structure in the upper part of the columns.
The PDE map of an MAPMT with an attached UV-band pass filter Schott BG3
[DS62] is shown in Figure 5.13. Although the light level was chosen carefully at
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the beginning of the measurement, it was not sufficient for a good peak separation
in the histograms, since the gain is very low (see Figure A.15). The uniformity in
the PDE is not apparent any more. However, the overall behavior with different
wavelength is still visible. Further heat maps for the gain and PDE uniformity of
the other MAPMTs can be found in Appendix A.6, since they are not fundamentally
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Figure 5.13: PDE maps of the single pixel scans of MAPMT ZN0884 filter for different
wavelengths at −1000V bias voltage. The MAPMT has a UV transmitting band pass
filter Schott BG3 [DS62] directly glued to its photocathode. Some pixels show a PDE
above 40% and are marked with a line pattern.
5.2.2 Different gains
In order to check how the MAPMTs behave with different operation voltages, the
following measurement was taken [123]. Pixel 43 of MAPMT ZN0882 was cho-
sen at random and the light source was positioned in the middle of pixel 43. The
measurement procedure was the same as explained above, with collimator ratio,
pedestal, timing, and light level finding measurements. For the main measurement,
nine spectra were taken with different voltages between −800V to −1200V, each
spectrum with roughly 2.25 million data values. After a waiting time, allowing the
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photocathode to settle down after the exposure to light, dark counts were measured
for pixel 33 to 48within the same voltage range. Afterwards the collimator ratio and
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Figure 5.14: Gain and PDE versus voltage of pixel 43 of MAPMT ZN0882 for 395nm
wavelength at different bias voltages between −800V to −1200V. The data was mea-
sured by Simon Ehnle during the course of his bachelor thesis [123].
Figure 5.14 shows the gain versus voltage of pixel 43 of MAPMT ZN0882 for
395nm wavelength at different bias voltages between −1000V to −1200V. Actu-
ally also spectra for voltages from −800V to −950V were taken, however there the
gain was too low for an identification of a 1 pe peak. For −950V first events out-
side the pedestal started to appear, but a peak could not be fitted. From −1000V
onward the peak separation was increasing with increasing voltage. However for
−1150V to −1200V the Gauss fits became more inaccurate, resulting in larger statis-
tical uncertainties. Also random arcing occurred for voltages above −1100V. This
is not surprising, since the maximum voltage given by Hamamatsu is −1100V Fig-
ure C.30. The gain starts out with a linear increase for the first three voltages up to
−1100V. From there the increase in the gain starts deviating slightly from the lin-
ear increase. The similar behaviour can be seen in the PDE versus the wavelength.
For the first three voltages the PDE is relatively constant. As soon as random arc-
ing occurs, the PDE is increased, as well as its statistical errors. Although a higher
voltage increases the gain and thus the peak separation, it does not increase the
accuracy of the measurement. Therefore the standard voltage of −1000V for the
given MAPMTs is a value suitable for calibration.
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The expected systematic uncertainties of SPOCK are estimated for the gain and the
PDE via the formulas given in Section 5.1.3. Equation 5.4 is used for the calcula-
tion of the gain via both peak positions X0 and X1, the proportionality factor k of
the QADC and the electron charge e. Of these only the electron charge has no sys-
tematic uncertainty. The relative errors in the peak positions are given by the non-
linearity of the QADC of 0.1%. The proportionality factor k has for the low range a
mean relative uncertainty of 3.9% (Section 4.4.1 and Table 4.4). Since all others are
independent variables we add their squared uncertainties, to get an estimation for





















(0.1%)2 + (0.1%)2 + (3.9%)2 ≈ 3.9% .
The proportionality factor k is clearly dominating the systematic uncertainty in the
gain. This estimation for the mean systematic uncertainties actually slightly overes-
timates the systematic uncertainties, when compared to the calculated individual
values from the measurements. This calculation is used for the estimation of the
systematic uncertainties of mean values, e. g. for one whole MAPMT.
Via the number of detected photoelectrons from the Gauss fits Npe and the num-
ber of incident photons Equation 5.6 the systematic uncertainty in the PDE is esti-
mated (Equation 5.5). The relative systematic uncertainty of the Gauss area is ap-
proximated via the width and the height of the fitted peak (Equation A.6). The sys-
tematic error in the width is dependent on the QADC non-linearity. This yields via





2 · 0.1%. The
number of incident photons has four variables with systematic uncertainties: The
optical power PPD, the collimator ratio R, the wavelength λ, and the pulse frequency
fpulse. For the Planck constant h and the speed of light c, no systematic uncertainties
are given. The quadratic summation over all of these independent variables yields





























+ (3%)2 + (10−5)2 ≈ 4.1% .
For ∆RR =
√
2 · 1.6% the uncertainty estimation according to Equation A.10 was
used. For the incident photon number the uncertainty in the wavelength domi-
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nates. Further, the uncertainty in the number of incident photons also dominates
















Since spectroscopic measurements of the used LEDs (and thus of the wavelengths)
have been done (Section 4.3.2.2), the wavelength uncertainty can be reduced. For
the estimation of the relative systematic uncertainty in the PDE follows as shown
in Table 5.1. Detailed calculations for the systematic and statistical uncertainties in
the gain and the PDE can be found in Appendix A.5.
Table 5.1: LED-arrays with the used LED types, their measured wavelength λ, the half
width half maximum ∆λ of the wavelength, the relative systematic wavelength error
∆λ
λ , and the relative uncertainty in the PDE
∆ε
ε for mean PDE values. These values
apply to MAPMTs and SiPMs, since the number of incident photons dominates the





εA R R AY L E D
(nm) (nm) (%) (%)
all photodiode all − 3.00 4.08
AR1 UVLED365-110E 371 ±6 1.62 3.20
AR2 XSL-375-3E 376 ±5 1.33 3.06
AR3 VL390-5-15 395 ±7 1.77 3.30
AR4 VL425-5-15 423 ±8 1.89 3.36
5.3.1 Gain
A better representation of the data from the single pixel scans, shown as heat maps
in Section 5.2.1, is to present the gain and the PDE versus the pixel number, together
with the statistical and systematic uncertainties of every measurement. In addition,
also the mean gain or respectively the mean PDE with its respective standard de-
viation can be easily shown. From the uncertainties in the graphs, the accuracy of
the Gauss fits can be estimated and statistical outliers can be identified. Of course,
showing the single histograms would be the most accurate method to find failed
Gauss fits. Since this cannot be handled easily, we restrict ourselves for the present
thesis to the following representation of the data and choose to look at histograms
of "suspicious" pixels.
An example for the gain with different wavelengths versus the pixel number for
MAPMT ZN0882 is given in Figure 5.15. The gain for every pixel with its statistical
and systematic errors is given. The uncertainties were calculated via the formulas
given in Appendix A.5. The mean gain (dark yellow line) and its standard deviation
(dark yellow dash-dot) are given as horizontal lines. The 0.01 level limits of the
Grubbs outlier test are also shown (dark cyan dashed line). No statistical outlier
was detected for all wavelengths for this MAPMT.
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Figure 5.15: Graphs of the measured gain for different wavelengths versus the pixel
number for MAPMT ZN0882. No statistical outlier was detected.
The gain decreases with increasing pixel number. Since the statistical and system-
atic errors are in a similar range for every pixel and wavelength and there are no
suspicious data points apparently visible for this MAPMT, we conclude that this
decreasing gain with wavelength is not a measurement error. It could stem from
the inner dynode structure of the MAPMTs (it is also seen in MAPMT ZN0857). An
effect of the voltage divider is unlikely, since its stages are connected to one whole
layer of dynodes at all times. As expected, the mean gain for every wavelength
stays roughly the same for all measurements, within its standard deviation and
estimated systematical error (see Table 5.2).
The behavior of the gain for all MAPMTs can be seen in Appendix A, Fig-
ures A.17 and A.18. For MAPMT ZN0854 filter the decreasing gain with pixel num-
ber is not that apparent as in the other MAPMTs. Also for 423nm some of the pix-
els were detected as outliers, and were masked for the analysis. Three data points
with large statistical errors remain, but are not classified as outliers. All shown data
points were included in the calculation of the mean values. For MAPMT ZN0857
some pixels with higher gain are present for all wavelengths. Pixels showing that
behavior are mainly at the edge of the MAPMT. Pixels 49 to 64 showed random
arcing and were therefore not recorded. The overall reduction in gain with pixel
number is also noticeable in this MAPMT. ZN0882 and ZN0882 filter exhibit a sim-
ilar behavior of the gain, decreasing with pixel number for all wavelengths and no
outliers or suspicious values are present.
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5.3.2 PDE
The same kind of representation is given for the PDE and it statistical and system-
atic errors, stemming from the single pixel scans. Figure 5.16 is shown as an exam-
ple. The PDE is for all wavelengths mostly constant with the pixel number, except
for some pixels, were the PDE is increased. These are the same pixels, that showed
increased PDE values and lowered gain values in the heat maps. A failing Gauss fit
seen there before. The statistical errors of these pixels are indeed bigger than their
systematical errors. For all other pixels, the statistical errors are smaller than the sys-
tematic ones. Therefore this can be used as a requirement to check for suspicious
values.
PDE graphs for all MAPMTs can be found in Appendix A, Figures A.18 and A.19.
MAPMTs ZN0857 and ZN0882 show a very similar behavior, with some pixels hav-
ing an elevated PDE, with bigger statistical uncertainties than the systematical un-
certainties. Some statistical outliers were detected and masked. They are not used
for the mean value calculations. For ZN0854 filter some data points with statistical
errors over 75% or a negative PDE were masked and are not used in the analysis.
They are shown as red triangles. For both MAPMTs with attached filters all data
points have statistical errors bigger than the systematic ones. This indicates bad
Gauss fits for all pixels. A cause could be the weak light level and consequential a
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Figure 5.16: Graphs of the measured PDE for different wavelengths versus the pixel
number for MAPMT ZN0882.
For the analysis of the spectral PDE, the mean PDE values of 64 pixels were plot-
ted versus the respective wavelength for each MAPMT in Figure 5.17. On the left
side the MAPMTs without a filter are shown, on the right side, the ones with fil-
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ter. The systematic errors are shown as black error bars. For the systematic wave-
length uncertainty the respective wavelength error was used (Table 5.1). For the
datasheet PDE of the Hamamatsu R11265-113-M64 MOD2 MAPMT no data was
available. Therefore data for the quantum efficiency versus wavelength of a pro-
totype from 2009 (R11265-00-M64 MAPMT) was provided by the manufacturer to
the JEM-EUSO collaboration and then provided to the research group by Naoto
Sakaki [135] via the Extreme Universe Space Observatory (EUSO) Simulation and
Analysis Framework (ESAF). The PDE was estimated as a product of the quantum
efficiency and a uniform collection efficiency of the MAPMT of 0.8. The estimated
PDE is shown as a dashed line.
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Figure 5.17: PDE that was measured and given by the manufacturer versus wave-
length for all MAPMTs.
All MAPMTs show a similar behavior of the PDE with increasing wavelength:
increasing for the first three wavelengths and decreasing slightly for the last wave-
length. The statistical errors of the MAPMTs with filters are very large, while the
ones for the MAPMTs without filter are lower than the systematic errors. However,
the filter MAPMTs were measured to have a higher PDE. Further their PDE was
underestimated, since the number of incident photons has to be corrected with the
filter transmittance of the BG3 filter. A part of the photons sent onto the detector are
attenuated by the filter. We get the number of photons Nx hitting the MAPMT af-
ter passing the filter, by multiplying the transmission coefficient T with the photon
number N sent onto the filter. So the real number of incident photons was smaller,
increasing the real PDE of the MAPMTs with filter. The corrected PDE values are
shown in Figure 5.17 on the right side, exceeding the datasheet PDE. Because of the
large statistical uncertainties the PDE values for the MAPMTs with filters should
not be used as calibration measurements outcome. Table 5.2 shows the mean PDE
values for each MAPMT, as plotted in Figure 5.17, with their respective uncertain-
ties. An explanation for the higher PDE values of the filter MAPMTs might be again
some bad Gauss fits, overestimating the number of events in the 1 pe peak. This
matter needs more investigation.
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Table 5.2: For every MAPMT and wavelength the gain Gλ with its uncertainties, the
mean gain Gmean with its uncertainties, as well as the PDE with its uncertainties, are
given. The systematic uncertainties in the gain were calculated via the 3.9% relative
uncertainties (Equation 5.7). The systematic uncertainties in the PDE were calculated
via the wavelength dependent relative uncertainties (Table 5.1).
λ Gλ σGλ ∆Gλ Gmean σG ∆G ε σε ∆εM A P M T
(nm) (e+6) (e+6) (e+6) (e+6) (e+6) (e+6) (%) (%) (%)
ZN0854 filter 371 0.94 0.33 0.04 0.93 0.03 0.04 18.68 5.80 0.60
376 0.88 0.33 0.03 29.90 12.55 0.93
395 0.90 0.31 0.03 31.68 10.78 1.02
423 0.90 0.64 0.03 27.03 15.95 0.92
ZN0857 371 3.45 0.44 0.13 3.37 0.14 0.13 16.57 0.71 0.53
376 3.35 0.45 0.13 22.18 1.07 0.69
395 3.48 0.45 0.14 26.53 1.18 0.88
423 3.18 0.40 0.12 25.21 2.29 0.84
ZN0882 371 1.86 0.35 0.07 1.77 0.07 0.07 15.83 2.00 0.51
376 1.70 0.36 0.07 20.76 2.42 0.64
395 1.73 0.34 0.07 25.34 1.64 0.84
423 1.79 0.39 0.07 24.52 4.51 0.83
ZN0884 filter 371 0.82 0.27 0.03 0.83 0.02 0.03 20.62 7.13 0.66
376 0.83 0.23 0.03 24.34 6.94 0.75
395 0.85 0.22 0.03 29.32 6.78 0.97
423 0.82 0.27 0.03 25.02 9.83 0.83
5.4 D I S C U S S I O N
To summarize, SPOCK was used to take single photon measurements with four
different wavelengths for four different MAPMTs. Two of which were as delivered
by the manufacturer and two had a UV transmitting filter attached. Data taking
was done by illumination of single pixels, scanning them one by one. The number
of data points taken per pixel was at least 100 000. The measured data values were
counted and histograms with discrete frequencies were made for every pixel and
wavelength (Figure 5.10). The developed Gauss fit algorithm did fit the 0 pe and
1 pe peak for every histogram. From the peaks and their separation the gain and
PDE were calculated via a python algorithm, programmed by Simon Ehnle during
the course of his bachelor thesis [123]. The obtained data was plotted as heat maps
and in an equivalent representation versus the single pixel numbers. The statistical
errors are an indicator for the quality of the Gauss fit. This shows that the fitting al-
gorithm for the Gauss peaks needs still some work and has room for improvement.
Data analyzed with a manual Gauss fit done with OriginLab Origin 2015 has in all
cases a better precision. However, the latter is a manual process, and not feasible
for all the data obtained during one measurement (64 histograms).
Figure 5.18 shows three examples of typical failed Gauss fits. The upper plot
shows a 1 pe peak fit, that is not there. In the middle plot the peak separation is bad,
so that the 1 pe peak is too much to the left and too wide, reducing the 0 pe peak.
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Figure 5.18: Three histograms with failed Gauss fits [123]. The upper plot shows a 1
pe peak fit, that is not there. In the middle plot the peak separation is bad, so that the
1 pe peak is too much to the left and too wide, reducing the 0 pe peak. The lower plot
shows almost no peak separation. As a consequence the PDE is in all cases too high. A
good Gauss fit was shown in Figure 5.10.
The lower plot shows almost no peak separation. As a consequence the PDE is
in all cases too high. In the upper case, all statistical errors are big, leading to an
easy identification of that failed Gauss fit. The gain and the PDE might be normal
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or a bit high for that one. However, the statistical errors should be large for large
Gauss fit errors, since the latter dominate the statistics of the gain and the PDE. In
the other cases the gain is show very small, but the PDE is calculated to be quite
high. This in correspondence with high statistical errors in the Gauss fit area leads
leads also to an easy identification of a bad histogram.
Histograms like these are to be responsible for the high PDE and low gain of the
filter MAPMTs. As stated before, their statistical uncertainties are too high, leading
to the conclusion, that filter MAPMTs cannot be calibrated with the low light level,
that was used for these measurements. Further measurements should be done with
higher light levels to validate if they can be calibrated after the filter was glued to
their photocathode.
One of the MAPMTs, ZN0857 without a filter, was found to be partly broken.
Here pixels from 49 to 64 (Figure A.12) showed random arcing, visible as large
charge spikes and far more frequent than dark counts. The rest of the pixels how-
ever had a larger gain than any other tested MAPMT.
The gain of the MAPMTs increases linearly with the voltage until a certain point,
from that onward random arcing inside the dynode structure of the MAPMT can
occur. The PDE is constant with the voltage until the arcing point. There random
sparks are wrongly counted as 1 pe events and therefore the PDE is overestimated
for higher voltages.
As a conclusion, this chapter showed that SPOCK fulfills the requirements for the
the calibration of MAPMTs without an attached filter. However, the data analysis
needs a bit more work, for an automated process. The identification of good and
bad data points is done via the statistical and systematic uncertainties of the single
data points and via the histograms, when in doubt. The overall accuracy in terms of
systematics is with 3.1% to 4.1% in the relative uncertainty of the PDE and with 3.9%
of relative uncertainty in the gain sufficient for an accurate calibration of MAPMTs for
JEM-EUSO. One of the present calibration stands did report a relative uncertainty
in the PDE of under 2% [76]. But there the uncertainty in the wavelength (3%) was
neglected and only the uncertainty of the photodiode (1.6%) was regarded for the
estimation of the systematic uncertainty of the PDE. In our opinion the wavelength
uncertainty has to be regarded for a more realistic uncertainty estimation. The mea-
surements presented in this chapter are proof that SPOCK is usable for any future
experiment which need photodetectors that are calibrated in single photon mode
and have up to 64 channels per detector.
6
S I L I C O N P H O T O M U LT I P L I E R S
Rapid advances in improving SiPMs within the last years made these relatively new
photodetector devices more and more attractive for scientific experiments, where
large modular detector surfaces, low power consumption, less HV, or no magnetic
field sensitivity are needed [73, 136, 137]. Their properties are also interesting for
technical applications that rely on the detection of fast light signals, e. g. PET-scans
[138]. These interesting properties include a very short response time (several hun-
dred ps), single photon detection capabilities, high PDE, low bias voltages around
70V, high light damage resistance, insensitivity to magnetic fields, very compact
size, low mass, and low cost. Because of the semiconductor nature of this device,
however, certain disadvantages are present, like a strong temperature dependence
of dark counts, the gain and the applied overvoltage as well as the presence of op-
tical crosstalk and afterpulses. Therefore, additional temperature control has to be
implemented. This can be a challenge in space-based experiments like JEM-EUSO.
That is why SiPM photodetectors have to be tested in the laboratory and in the
JEM-EUSO pathfinder experiments very precisely for the future use in JEM-EUSO.
The advantage of the calibration stand SPOCK, that was developed during this
work, is that it can directly compare the performance of MAPMTs and SiPMs with
the same systematics, since the light source and the readout electronics are the same
for both detector types.
This chapter will start with a general introduction to SiPM photodetectors and
the measurements taken. First the working principle of SiPMs, the physics behind,
and the ’recipe’ for SiPM measurements will be explained (Section 6.1). Afterwards,
first measurements taken with SPOCK (Section 6.2) and their results (Section 6.3)
will be shown. In the end of this chapter the results and experiences gained during
this work will be discussed (Section 6.4).
6.1 W O R K I N G P R I N C I P L E
The following explanations and general theoretical principles of SiPMs are summa-
rized from [82, 139, 140]. SiPMs or also called multi-pixel photon counters (MPPCs),
are semiconductor photodetectors using the internal photoelectric effect (photocon-
ductive effect) to convert light into an electrical signal (Section 5.1.1). Each channel
of a SiPM is comprised of an array of identical pixels, where each pixel consists of a
Geiger-mode avalanche photodiode (G-APD) and a quenching resistor. The G-APD
and the resistor are connected in series. The pixels are connected in parallel to a
bias voltage Vbias. The SiPM-pixels should not be confused with the MAPMT-pixels,
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mentioned in the previous chapter. For an MAPMT every output channel gets the
signal from one pixel (anode). For a SiPM there can be several hundreds or even
thousands of pixels per output channel, with every pixel (cell) giving the same sig-
nal, when a photon hits one.
6.1.1 Geiger-mode avalanche photodiode
As mentioned above, a SiPM channel consists of several hundreds of pixels (or
cells), that each are a G-APD and a quenching resistor. The key to understanding
the working principle of SiPMs is to have a closer look at the G-APD.
Figure 6.1 shows the sketch of the pn-junction of a G-APD with the correspond-
ing electric field and the photon flux for shorter and longer wavelengths versus
the depth of the structure. The bias voltage Vbias is in reverse direction, resulting
in the shown electrical field. The bias voltage is also a few volts higher than the
breakdown voltage Vbr of the diode. The difference of these two voltages is called
the overvoltage ∆V and defines the properties of an G-APD (see Figure 6.2). When
sending a photon onto a G-APD, in can penetrate to different depths (layers) of the
G-APD structure, depending on the wavelength of the photon and on the absorp-
tion coefficient of the material. When a photon penetrates into the p+-layer it can
Figure 6.1: Sketch of the pn-junction of a G-APD showing the electric field and the
photon flux [140].
excite an electron into the conduction band. The photon energy has to be greater
than the bandgap of the layer for this. Since the photoelectron is not leaving the
material, this is called the internal photoelectric effect. This can also be seen as
the creation of a free electron-hole pair. The probability for the production on an
electron-hole pair is given by the quantum efficiency η (λ). It is defined as the ratio
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of the number of photon-produced electron-hole pairs ne-h and the the number of





The probability for recombination in the p+-layer is high, since the electrical field is
weak in this region. The desired semiconductor material would be one with an indi-
rect band gap, to get mostly non-radiative recombination and longer electron-hole
pair lifetimes. When a photon penetrates into the p-layer and produces an electron-
hole pair, the pair is separated by the internal electrical field. These separated mov-
ing charge carriers produced by photons are also called the photocurrent. The hole
is diffused into the p+-layer and recombines. The electron is accelerated towards the
avalanche region (n-layer), through the remaining p-layer, where the probability for
recombination is very low, since there are no free charge carriers (depletion region).
When the electron reaches the avalanche region further free charge carriers are cre-
ated via impact ionization, with a certain probability [140]. This means that the
total current in the junction is rising, leading to an increased voltage drop over the
quenching resistor and a decreased voltage drop over the G-APD. Since the voltage
drop affects the electric field, the probability for impact ionization is decreased, the
avalanche reaches its maximum, and declines. The maximum is typically reached
within the time of about 1ns. After the maximum the current drops and the volt-
age rises again to pre-avalanche levels. This can take up to tens of nanoseconds.
The signal of one G-APD resulting from that is a current pulse with a peak value
that is proportional to the ratio of the overvoltage and the quenching resistor. For
every G-APD within a SiPM channel, this signal height is the same. The size of
the avalanche (number of free charge carriers) is typically in the range of 105 to
106, depending on the overvoltage and is called the gain. Analogue to the gain of
PMTs it can be expressed as the ratio of the resulting total charge at the anode Q
and the fundamental charge e. Furthermore the total current in the G-APD is the
photocurrent amplified by the gain.
Figure 6.2: Sketch of the the working point of an APD showing the logarithmic gain
versus the reverse bias voltage. There are three operation regions: the photodiode re-
gion (no gain), the linear region, and the Geiger-region [140].
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The logarithmic gain over the reverse bias voltage for an avalanche photodiode
is schematically shown in Figure 6.2. An avalanche photodiode can be operated
in three different modes, depending on the overvoltage. The first region with a
bias voltage well below the breakdown voltage, is the no gain region, where the
avalanche photodiode is working like a normal photodiode. Here the electrical field
in the avalanche region is too weak to accelerate electrons over the minimal energy
threshold for impact ionization. The second region, with a higher bias voltage (up
to the breackdown voltage) is the linear region, with a stronger electric field and thus
a positive gain. The energy threshold for impact ionization is reached, but not high
enough to produce an ongoing avalanche. In the linear region the avalanche stops
by itself without any quenching resistor. The third region, with an applied overvolt-
age, is the desired operation mode region for SiPMs: the Geiger-mode region. Here a
strong electric field is present, leading to an ongoing avalanche. Since the junction
current is dependent on the gain, this means that the output signal of G-APD is
very sensitive to the overvoltage. Here the quenching resistor is needed to stop the
avalanche, by reducing the bias voltage at least to value of the breakdown voltage.
Figure 6.3: Sketch of a typical SiPM showing its inner structure of three pixels [140].
Figure 6.3 shows the typical structure of three pixels of a SiPM from the side.
The metal contacts, the quenching resistors (RQ) and the pn-junctions are clearly
visible. The thickness of the whole structure is in the range of 310µm. Photons
have to pass an anti-reflection layer (≈ 10nm) and a silicon-oxide isolation layer
(≈ 150nm), before passing the depletion region (≈ 1µm), formed at the bound-
ary of the n+-p+-junction (a few µm). When the photon reaches the thick π-layer
(300µm thick, lightly n-doped layer), it can create an electron-hole pair. The elec-
tron is moved towards the depletion region where is can initiate an avalanche. The
hole is moved towards the bottom p+-layer (3µm) where it recombines. Since pho-
tons have a material specific penetration depth, the structure and geometry of the
G-APD definitely has an impact on the performance of the device, e. g. if the pho-
tons one wants to measure never reach the π-layer and produce no electron-hole
pairs, then the device is not operational. This was the case for an earlier generation
of SiPMs (MPPC S12642) and UV-photons below 325nm wavelengths, where the
coating on top of the SiPMs absorbed these UV-photons [125, DS141]. On the other
hand, the metal contacts on top of the G-APDs are not transparent and therefore de-
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crease the effective area. This is expressed via the fill factor Fg, which gives the ratio
of the sensitive area and the geometrical area of a G-APD. The PDE of a G-APD can
be expressed via the quantum efficiency η (Equation 6.1), the probability to gener-
ate an electron-hole pair, via the fill factor Fg, and via the probability Pa to start an
avalanche in the depletion region:
ε = η · FG · Pa . (6.2)
In general, the performance of G-APDs is dependent on the temperature of the
junction. With temperature, several parameters like the breakdown voltage and the
quench resistor change. This is mainly because of the temperature dependence of
the bandgap in semiconductors [104, 105]. Further more, temperature can create
noise: Phonons can create electron-hole pairs, which then can trigger an avalanche
and lead to signals that are indistinguishable from photon-induced signals. This
kind of noise is called dark noise [140]. It is dependent on the overvoltage, the
temperature, pixel size, and the semiconductor quality. As the name suggests, this
noise is not correlated to any photons incident on the detector and therefore always
present, as soon as an overvoltage is applied.
A second source of noise during the measurements can be afterpulses. They are
secondary signal peaks after the main signal, caused by the release of trapped
charge carriers after some delay. Their absolute height is normally around the 1
pe level. If the delay of the afterpulse is longer than the recovery time of the G-APD,
then the afterpulse is not distinguishable from the signal pulse. Afterpulsing in-
creases with the overvoltage and with the pixel size [139].
Optical crosstalk within a SiPM may happen, when the charge carriers of an
avalanche generate photons, that reach another pixel and cause an avalanche there.
The emission of photons mainly happens due to direct and indirect recombination
as well as scattering of electrons on positive ions [142]. To cause an avalanche in
another pixel the emitted photons have to be absorbed in the sensitive region of
the second pixel. The crossing time for a photon for a pixel of 25µm is below 1ps
in silicon. This would lead to a 2 pe signal for one incident photon, since the emit-
ted photon reaches the second pixel within the relaxation time of the first pixel.
However, an emitted photon is more likely to be absorbed in the same pixel it was
emitted from, leading to afterpulsing in that pixel. Therefore optical crosstalk de-
creases with pixel size, but afterpulsing (because of emitted photons) increases.
Furthermore, optical crosstalk can be prevented via optical trenches between the
single pixels [143]. With an increasing overvoltage, the gain is increased and thus
the emission of photons increases.
Newest generations of SiPMs use through-silicon vias (TSVs) for connecting the
top layers with the bias voltage, while getting rid of the quenching resistors and
the metal contacts on top of the photosensitive area [DS124]. This effectively in-
creases the photosensitive area of the device. Other improvements have been im-
plemented by Hamamatsu, like the use of a silicon layer (UV transmitting) instead
of an epoxy layer (UV absorbing). In general the newest generation of SiPMs have
been improved in every way, with less dark counts, less afterpulsing, and less
crosstalk. Several single TSV SiPMs and even an 8× 8 array of TSV SiPMs were
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available for this work. However, no temperature dependent voltage control and
read-out circuit were available in time for these newest generation SiPMs to be
tested with SPOCK during the course of this work. As a consequence, for the mea-
surements of this work an older generation ceramic packaged SiPM Hamamatsu
S12572-100C with 900 pixels connected to one read-out channel and a sensitive
area of 3mm× 3mm was used [DS144]. The SiPM was connected to a Hamamatsu
Evaluation Board C12332, being used for controlling the bias voltage, measuring the
temperature, and amplifying the signals from then SiPM [DS145].
6.1.2 The finger spectrum
As mentioned above, the signals from a pixel (G-APD) within a SiPM are current
pulses, with a height depending on the overvoltage and the quenching resistor. A
capacitance CJ can be assigned to the G-APD of the pixel. If an avalanche is trig-
gered, the capacitance is unloaded. The rise time of the current pulse is typically
within 1ns. The relaxation time is in the range of tens of nanoseconds and due to
the quench resistor and the capacitance of the junction [140].
Figure 6.4 shows the sketch of such a typical current pulse for one photon from
one pixel on the left side. The resulting charge of the avalanche in one pixel is the
integral of the pulse and amounts toQ = CJ ·∆V . Since the avalanche is in progress
during the pulse, the pixel is blind to another photon hitting the same pixel, since
there is no electrical field any more. During the relaxation time, the probability for
the pixel to be ready again rises, while the voltage and the electrical field build up
again. So even if two or three photons hit the same pixel at the same time, the signal
emitted is still the same as shown. During the relaxation time the electrical field is
built up again, this leads to an increasing probability to fire the pixel again. At
full relaxation the pixel is ready again. A non relaxed pixel can also detect another
photon, but the probability that a new avalanche starts during relaxation is lower.
The signal from such a non-relaxed state is smaller in amplitude (smaller electric
field), but it will start from the relaxation curve, leading to the same absolute signal
height as the main signal. If different pixels are triggered by several photons at the
Figure 6.4: Sketch of a typical SiPM pixel signal and an oscilloscope screenshot of
SiPM measurements. (both adopted from [140]).
same time, the charge per pixel has to be multiplied by the number of fired pixels
Nfired. The signals are added because of the parallel circuit. This kind of behavior
leads to a dynamic range of a SiPM channel that is not linearly increasing with the
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number of pixels in a channel. The number of fired pixels Nfired is a function of the
number of pixels n, the number of photonsN incident on the SiPM, and the PDE ε
(Equation 6.2) [140]:









On the right side of Figure 6.4 an oscilloscope measurement with an illuminated
(low light level) SiPM is shown. The shown waveforms correspond to the added
signals from different numbers of simultaneous fired pixels. The 1 pe waveforms
denote the signals, where only one pixel was fired. This does not mean, that only
one photon did hit one pixel when such a waveform occurs. It could also have been
five photons hitting the same pixel. This is due to the "digital" nature of the SiPM
pixels. The 2 pe and 3 pe waveforms are the equivalent waveforms for two or three
simultaneous fired pixels. Since the oscilloscope was set to the persistence mode,
the color coding gives information about the frequency of the waveforms, with 1 pe
being the most common ones. The 1 pe waveforms with a delay to the main signals
are the aforementioned afterpulses, dark counts and crosstalk.
Figure 6.5: A typical finger spectrum of a SiPM. The number of counts is plotted
versus the measured QADC values. Because of dark counts, afterpulses, and optical
crosstalk the counts go not to zero between peaks. The gain of the SiPM can be calcu-
lated from this spectrum via the mean separation of the photoelectron peaks (adopted
from [139]).
For SiPMs a histogram of the measured charged can be made, similar to the sin-
gle photoelectron spectrum for MAPMTs. In the case of SiPMs it is called finger spec-
trum, because of its characteristic shape. The charges are Gauss distributed because
of fluctuation in the avalanches. Figure 6.5 shows such a typical finger spectrum
for a low light level (adopted from [139]). In the histogram the number of counts is
plotted versus the measured QADC values. The most left peak is the pedestal (0 pe
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peak), where no avalanche was triggered. Then the single, double, triple, ... pe peaks
follow. Note that the spectrum does not go to zero counts between the peaks. This
is due to a superposition of dark counts, afterpulses, and optical crosstalk with the
pe peaks (shaded area).
6.1.3 The ’SiPM recipe’
For every channel of an SiPM, a photoelectron spectrum can be recorded, by mea-
suring the charge pulses per light pulse sent onto the SiPM channel. At the same
time the light level is recorded and controlled in such a way, that there are several
peaks visible. Since there is an omnipresent noise level (dark counts, afterpulses,
and optical crosstalk) due to finite temperatures, the area of the Gauss fits of the 1
pe, 2 pe, 3 pe, ... peak can not be used for calculating the detected photons numbers.
The pedestal however is unchanged by these sources of noise. Since the pedestal
contains all events where no light was measured, it can be used to calculate the
number of detected photoelectrons Npe, via Poisson statistics [139].
The recorded finger spectrum comprises of m Gauss peaks Xm and therefore of
n = m− 1 peak separations xn. The mean value of the peak separation x is then








x is the mean peak separation,
xn = Xm −Xn are the Gauss peak separations of adjacent peaks, and
Xm individual Gauss peak mean values (Gauss fits).






x is the mean peak separation,
k is the proportionality factor for the charge and the QADC value,
e is the charge of an electron, and
Λ is the amplification factor of an amplifier (if applicable).
The Gauss peak separations x are attained by Gauss fits (Equation A.3) with the
peak values Xm and measured with the QADC. The value for the proportionality
factor k is given in Table 4.4. In the case of these measurements only channel 0 of
the QADC was used: k = (32.08± 1.57stat ± 1.24sys) fC. The electron charge is given
as e = 1.602 176 565× 10−19 C by the particle data group [128]. The amplification
factorΛ used for SiPM measurements shown in this thesis is around 10 [DS145] and
was measured to be 10.1± 0.05sys. In general it can be adjusted to different values.
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The PDE ε is given by the ratio of the number of detected photoelectrons Npe





The expected number of photoelectrons shall be Npe, then the Poisson equation
(Equation 5.2) yields the probability to detect no photoelectron during a light pulse
[139]:





The same probability can be expressed via the probability of pedestal events mi-
nus the probability of thermal noise events (dark count) polluting the number of














Nped is the number of pedestal events (Gauss),
Ntot is the total number of events in the spectrum (trigger),
Ndarkped1 is the number of pedestal events in
the first dark spectrum (Gauss),
Ndarkped2 is the number of pedestal events in
the second dark spectrum (Gauss),
Ndarkped is the mean number of pedestal events in the dark spectrum, and
Ndarktot is the total number of events in the dark spectrum (trigger).
Since two dark spectra were recorded, one before and after the measurement, the











The number of photons per light pulse N sent onto the detector is given by the
optical power reaching the detector divided by the energy of one photon and the
pulse frequency:
N =
PPD · R · Rgeom
Ephoton · fpulse
=
PPD · R · Rgeom · λ
h · c · fpulse
, (6.7)
where
106 S I L I C O N P H O T O M U LT I P L I E R S
PPD is the mean optical power from the photodiode,




is a geometric correction factor,
Adetector = 9mm2 is the sensitive detector area [DS144],
APD = 100mm2 is the sensitive photodiode area [DS91].
Ephoton =
h·c
λ is the energy of a sent photon,
h is the Planck constant: 6.626 069 57× 10−34 J s [128],
c is the speed of light: 299 792 458m s−1 [128],
λ is the wavelength of the photons, and
fpulse is the pulse frequency of the LED.
The mean collimator ratio is calculated from the collimator ratio measured before
and after the SiPM measurement. For measurements where some of the light from
the exit of the collimator may not reach the detectors sensitive area (measurements
in a distance), a correction factor Rgeom has to be multiplied with Equation 6.7. The
wavelength was determined with the spectrometer measurements shown in Sec-
tion 4.3.2.2 and depends on the LED-array used (Tables C.3 and C.4). All corre-
sponding uncertainty calculations can be found in Appendix A.7.
6.2 S I P M M E A S U R E M E N T S
The following explains how the SiPM measurements during this work were done.
The measurements with a single channel SiPM were done by Sally-Ann Sandkuhl
during the course of her bachelor thesis [146]. Figure 6.6 shows the sketch of the
measurement set-up for one channel SiPM measurements. The measurement set-
up and procedure are similar to the one explained for MAPMTs.
For the measurements a ceramic packaged SiPM Hamamatsu S12572-100C with
900 pixels connected to one read-out channel and a sensitive area of 3mm× 3mm
was used [DS144]. The photodetector was connected to a Hamamatsu Evaluation
Board C12332, being used for controlling the bias voltage, measuring the temper-
ature, and amplifying the signals from the SiPM [DS145]. Because of the circuit
connecting the operation voltage to the SiPM, the signal output was positive (Fig-
ure 6.7a). A fan-in/fan-out NIM-module LeCroy LRS 428F [DS147] needed to be
used to invert the signal, for the safety of the QADC, which only should be fed
with negative signals [DS117]. Via the fan-in/fan-out the inverted (now neagtive)
signal, as well as the gate signal were fed to the QADC for read-out. The whole mea-
surement was controlled by the same self-programmed LabVIEW software, already
used for MAPMT measurements. The control of the SiPM was done via an USB-
connection to the measurement computer and the software delivered by Hama-
matsu for the evaluation board.
Figure 6.7b shows the Hamamatsu MPPC evaluation board - Driver Circuit C12332
and the used single channel SiPM MPPC S12572-100C [DS144, DS145]. For mechan-
ical stability the evaluation board (right side) and the SiPM connection board (left
side) were attached to a wooden board. With this the SiPM could be easily posi-
tioned in front of the light source. The external power supply (±5V) of the board
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Figure 6.6: Sketch of the SiPM measurement set-up for a single channel SiPM.
was done with a standard laboratory power supply. The recommended bias voltage
Vbias of 65.73V was given by the manufacturer together with the SiPM, correspond-
ing to an overvoltage of roughly 1.4V. The breakdown voltage was not measured
separately for the following measurements. The amplifier on the evaluation board
was set to an amplification factor Λ of roughly 10 (default value given by Hama-
matsu [DS145]), after having measured test spectra with different amplifications.
The exact amplification factor was measured to be 10.1± 0.05sys.
The SiPM was positioned with self-made bar spacers in front of a single pinhole
with a diameter of 0.5mm. The bar spacers made sure, that the photodiode and
the SiPM were at the same distance from the pinhole. Otherwise the measurement
of the pinhole ratio would not have made any sense, since it is dependent on the
distance to the pinhole. Because of the spread of the light cone from the pinhole, a
geometrical correction factor Rgeom has to be taken into account for the number of
incident photons. This factor scales with the area of the detector and the area of the
photodiode used for the measurement of the pinhole ratio. If a collimator is used,
the pinhole ratio is called collimator ratio. If the distance can be set in a way that all
photons exiting the pinhole hit the sensitive area of the SiPM, then the geometrical
factor is not needed.
For the following SiPM measurements the light source with 371nm was pulsed
with an 11ns wide pulse with 1000Hz frequency. Pulsed light was used, because
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(a) SiPM-circuit - positive output.
(b) SiPM read-out evaluation board.
Figure 6.7: (a) Simplified sketch of the circuit for connecting the SiPM and getting
a positive output signal. An amplifier can be connected to the out coming signal.
Adopted from [DS144]. (b) Photograph of the single channel MPPC evaluation board
- Driver Circuit C12332, used for read-out and controlling the bias voltage of the SiPM
MPPC S12572-100C during the measurements [DS144, DS145].
a low light level within the range of single photons was wanted for calibration
measurements. Of course, also continuous mode measurements could be done,
but then no finger spectra would be visible. The evolution of the finger spectra
with increasing light levels is shown in Figure 6.10. The gate for the QADC was
set to 75ns, making sure with the delay that the gate precedes the single signals
from the SiPM by 15ns. That was verified with an oscilloscope. The overall mea-
surement process comprises of the same steps explained in detail for the case of
MAPMTs, explained in Section 5.2. In this case, only one channel was there for read-
out, so there was no need for channel finding (called pixel finding for MAPMTs)
or the scan of several channels (pixels in the case of MAPMTs). The SiPM signal
output was connected to channel 0 of the QADC, with a proportionality factor
k = (32.08± 1.57stat ± 1.24sys) fC. The multiplexer cabling was still used, but the
multiplexer had not to switch channels. In general, the multiplexer and the transla-
tion stages can be used in the same fashion as for MAPMTs also for multi-channel
SiPMs.
For these measurements, first the collimator ratio was measured for 5min and
then the QADC-pedestal for channel 0 with 100 000 values (Figure 6.8a). After-
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wards the SiPM was positioned in front of the pinhole, with the same distance
as the photodiode before. Then a dark count spectrum of the SiPM was taken with
20 000 values (Figure 6.8b). Afterwards the measurements with light were started.
Finger spectra with different light levels were measured. Afterwards the collimator
ratio as well as the dark count spectrum were measured again. The resulting colli-
mator ratio R1 before the measurements was (2.07± 0.038stat ± 0.044sys)10−4, after
the measurement R2 = (1.87± 0.006stat ± 0.039sys)10−4, and the resulting mean col-
limator ratio Rwas then (1.96± 0.019stat ± 0.030sys)10−4.
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(a) QADC-pedestal.
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(b) SiPM dark count.
Figure 6.8: QADC-pedestal and dark count measurement of a single channel SiPM
S12572-100C. Measured by Sally-Ann Sandkuhl during the course of her bachelor the-
sis [146]. (a) QADC-pedestal for a 75ns gate and 1 kHz frequency. (b) Dark counts for
the same gate and frequency. A tail on the right side of the pedestal peak is visible,
exceeding the Gauss fit. This excess is due to dark counts, amounting to roughly 2800
events.
Figure 6.8 shows the QADC-pedestal and the dark count spectrum taken at the
beginning of the measurement. Both spectra were fitted with a Gauss peak. Two
things are evident from these spectra. First, a tail on the right side of the pedestal
peak is visible, exceeding the Gauss fit. This excess is due to dark counts, amount-
ing to roughly 2800 of the 20 026 events. Second, an offset is present between the
QADC-pedestal and the SiPM dark count pedestal. This is not surprising in itself,
however the QADC-pedestal is larger than the SiPM pedestal, leading to negative
QADC values, and thus to a positive charge of the SiPM pedestal, when correcting
for the QADC-pedestal. This might be due to the fan-in/fan-out module, which is
able to set an offset value. Unfortunately, this was only discovered after the mea-
surements, and thus an absolute scale for the charge cannot be given any more in
the course of this thesis.
Figure 6.9 shows an example for one of the measured finger spectra with 10 013
values. The mean optical power was around 73pW, amounting to roughly 2.4 pho-
tons per pulse, with our setup. When taking the duty cycle of the light pulse width
and the pulse frequency into account, this corresponds to 547 photons per 2.5µs
(the Gate Time Unit (GTU) of the JEM-EUSO electronics). The Gauss fits were done
manually with Origin Pro 2015. Five peaks up to the 4 pe peak could be fitted. Fur-
ther peaks are visible. More examples of finger spectra for increasing light levels
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Figure 6.9: Measured finger spectrum with a mean optical power of 73pW at 371nm
wavelength. Gauss fits for the first five peaks are shown. Measured by Sally-Ann Sand-
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Figure 6.10: Four finger spectra for increasing light levels are shown. The number of
pedestal events decreases, while the frequency of higher order peaks increases [146].
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are shown in Figure 6.10. Four finger spectra with a logarithmic scale are shown.
They were measured with increasing light levels, going from 3.3 to 9.0 photons per
pulse. With increasing light level, the pedestal peak decreases, while the frequency
of higher order peaks increases. Thus more events are seen at higher QADC values.
At a certain light level the events in the pedestal become too scarce to get a good
Gauss fit. This marks the upper limit for dynamic range measurements with SiPMs.
Please note, that these spectra were taken with only 10 013 values. With longer mea-
surements leading to more data points in the spectra, the upper light limit can be
increased. For the measurements within this chapter the upper limit was around 13
photons per pulse.
6.3 S I P M C A L I B R AT I O N R E S U LT S
The following contains the results from the previously introduced measurement
procedure. First, a short estimation of the systematic uncertainties is given, similar
to the one done for MAPMTs (Section 5.3). The expected systematic uncertainties
of SPOCK are estimated for the gain and the PDE via the formulas given in Sec-
tion 6.1.3 and Appendix A.7. The gain comprises of the mean peak separation of
adjacent peaks. This quantity can be rewritten as the distance of the highest order




· (Xm −X0) .
The relative systematic uncertainty in the gain is obtained by the quadratic summa-
tion of the single uncertainties in both peak positions and the proportionality factor
k. The electron charge has no systematic uncertainty. The systematic uncertainty in
the amplification factorΛwas measured to be 0.5% (for the set amplification factor
of 10.1± 0.05sys). The relative errors in the peak positions are given by the non-
linearity of the QADC of 0.1%. The proportionality factor k has for the low range of


























(0.1%)2 + (0.1%)2 + (3.9%)2 + (0.5%)2 ≈ 3.9% .
The proportionality factor k is again clearly dominating the systematic uncertainty
in the gain.
The PDE is calculated via the number of detected photoelectrons and the num-
ber of incident photons. The relative systematic uncertainty in the number of inci-
dent photons is the same as for MAPMTs, with the same wavelength systematics
(Equation 5.8 and Table 5.1). Yielding ∆NN ≈ 4.1% for a general 3% relative wave-
length uncertainty or ∆NN ≈ 3.2% for a 1.6% relative wavelength uncertainty for
371nm. The number of detected photoelectrons is comprised of two pedestal peak
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Gauss fits. Each fit has a relative systematic uncertainty associated with its width√













The uncertainty in the number of incident photons dominates the systematic uncer-
















The resulting relative systematic uncertainty in the PDE is thus: 4.1% or respec-
tively for a wavelength of 371nm: 3.2%. Detailed calculations for the systematic
and statistical uncertainties in the gain and the PDE can be found in Appendix A,
Appendix A.7.
These systematic uncertainties are in fact the same values as for MAPMTs (Equa-
tion 5.7 and Table 5.1). Which is not very surprising, since the PDE is dominated by
the uncertainty in the number of incident photons. The gain is determined with the
same kind of charge measurement, done with the same instrument as for MAPMTs.
Therefore, both detector types can be calibrated with the same systematic uncertain-
ties, which are sufficient for the calibration of both kinds of detectors.
6.3.1 Gain
The gain for different incident photon numbers was calculated from the finger spec-
tra via Equation 6.4. Figure 6.11 shows the result of these calculations with the as-
sociated statistical and systematic errors. Two statistical outliers for low photon
numbers were detected. They were masked and not used for the mean gain calcu-
lation. The mean gain, its standard deviation, as well as the 0.01 level of the outlier
test are shown as horizontal lines. The statistical errors of the individual data points
are larger than the systematic errors. This might be due to a relatively low number
of data values per finger spectrum. As mentioned before, the Gauss fits were done
manually by Sally-Ann Sandkuhl during the course of her bachelor thesis [146].
The mean value of the gain is in the range of
(
2.40± 0.12stat ± 0.01sys
)
106. Ac-
cording to the datasheet the gain should be around 2.8× 106 at 25.00 ◦C [DS144].
Further, a temperature coefficient of αG = 1.2× 105 ◦C−1 is given. The theoretical
gain for the mean temperature T of the measurement, is calculated via:
GDS (21.79 ◦C) = GDS (25 ◦C) −αM · (25 ◦C − 21.79 ◦C) = 2.42× 106 .
The measured gain is in good agreement with the temperature corrected datasheet
value. Although the used bias voltage was recommended for a temperature of
25 ◦C, not for the about 21 ◦C that were present in the laboratory, the measured gain
was as given by the manufacturer. Hamamatsu is giving a bias voltage temperature
coefficient of αV = 60mV ◦C−1 [DS144]. That would correspond to a needed cor-
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Figure 6.11: Graph of the SiPM gain and its statistical uncertainties versus the incident
number of photons [146]. Two outliers were detected and masked for the analysis.
The mean gain, its standard deviation, and the 0.01 confidence level of the outlier test
are given as horizontal lines. The average temperature for the measurements was at
21.79 ◦C.
rection of around 240mV of the operation voltage. Since the SiPM is operated in
Geiger-mode, the gain is in general strongly dependent on small changes in the op-
eration voltage (see Figure 6.2). This illustrates that a good temperature control of
the SiPM or a very good adaptation of the bias voltage with changing temperatures
should be implemented for a stable operation of SiPMs for varying temperatures.
6.3.2 PDE
The PDE of the used SiPM was now determined via a linear regression of the num-
ber of detected photoelectrons Npe over the number of incident photons per pulse
N. The number of photoelectrons was calculated via Equation 6.6 and the number
of incident photons was calculated via Equation 6.7.
Figure 6.12 shows the number of photoelectrons Npe per pulse calculated from
the finger spectra versus the number of incident photons N per pulse. The slope of
the linear fit gives the PDE of the SiPM. The last eight values were excluded from
the fit, because of their non-linear behavior. There the pedestal events were scarce
and the Gauss fit did yield large statistical errors. The slope gives a PDE of the SiPM
of (46.7± 1.0stat ± 1.5sys)% with the estimated systematic uncertainty in the PDE of
3.2%.
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Figure 6.12: The calculated number of photoelectrons and its statistical uncertainties
versus the number of incident photons (both per pulse) [146]. The slope of the linear
fit gives the PDE of the SiPM. The last eight values were excluded from the fit because
of their large statistical errors.
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Figure 6.13: The PDE of the SiPM and its statistical uncertainties versus the incident
photon number per pulse [146]. No outliers were detected. The mean PDE, its standard
deviation, and the 0.01 level of the outlier test are shown as horizontal lines.
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A calculation of the PDE for individual numbers of incident photons was also
done. Figure 6.13 shows the individual PDE values of every finger spectrum versus
the incident photon number N per pulse. Every value is shown with its respective
statistical and systematic error. No statistical outliers were detected. The mean PDE,
its standard deviation and the 0.01 level limits of the outlier test are shown as hor-
izontal lines. Between 2 to 10 photons per pulse, the individual values have very
low statistical errors. Outside of that region the Gauss peak separation was either
not very good or the pedestal peak got too small for a good fit. However, all values
were taken into account for the mean value calculation. The resulting mean PDE
from this method yields (45.2± 6.1stat ± 1.4sys)%, with the same estimated PDE un-
certainty as before.
Both shown methods result in a PDE of around 45% to 46%. This means, that
of 100 incident photons, 45 are detected as photoelectrons. The datasheet gives a
peak PDE of 35% for a wavelength of 450nm, for a temperature of 25° and an
over voltage of 1.4V. Further, Hamamatsu notes that the given PDE does not in-
clude crosstalk and afterpulses [DS144]. Although the calculations of the PDE via
the probability to not detect any photon, try to compensate for noise phenomena
like crosstalk and afterpulsing, some events might still be in the number of photo-
electrons and thus be counted as signal. Another possibility for the increased PDE
might be again the not temperature-corrected bias voltage, which does not increase
the "real" PDE, but instead increases noise phenomena that are then wrongly inter-
preted as photoelectron signals.
6.3.3 Number of fired pixels
For dynamic range measurements the number of fired pixels per incident number
of photons is used. Because of the timing characteristics of the G-APDs even a few
photons might be only detected as one photoelectron. An ideal SiPM without any
noise and recovery time would detect every incoming photon:
Nfired ideal = N .
An empirical relation of the number of fired cells for a SiPM with a finite number
n of pixels was given with Equation 6.3. From this, the theoretical relation for the
used SiPM with its PDE from the datasheet ε = 35% and no noise is calculated via:









The number of fired cells can also be calculated from the measured data, via the ratio
of the mean charge and the total charge coming out of the SiPM. The total charge
is calculated via the product of the gain and the electron charge. The mean charge
can be estimated via the median of the QADC values Xmed of each finger spectrum





116 S I L I C O N P H O T O M U LT I P L I E R S
with the mean peak separation x. For an absolute charge, the QADC-pedestal XQped





For our setup, the QADC-pedestal was higher than the median QADC values for
low light level, yielding for low light levels (up to 3 photons per pulse) a negative
number of fired cells. This was due to the offset introduced by the fan-in/fan-out
module.
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Figure 6.14: Graph of the number of fired pixels and its statistical uncertainties ver-
sus the incident photon number [146]. The measured raw data, its QADC-pedestal-
corrected values, the ideal SiPM line, and the expectation for a SiPM with the datasheet
PDE and 900 pixels are shown.
Figure 6.14 shows the number of fired pixels versus the incident photon num-
ber for the measured raw data, for the QADC-pedestal-corrected data, for an ideal
SiPM without noise, and for the theoretical behavior of a SiPM with 900 pixels with-
out noise. The theoretical behavior of a real SiPM goes linear with the number of
incident photons in this region of photon numbers. The dashed line with slope one
represents an ideal SiPM without any noise phenomena and perfect distribution of
photons (or zero recovery time). Here every incident photon would fire one cell,
regardless of the interaction points of the photons with the SiPM. Since the num-
ber of fired cells is calculated via the mean charge of all fired cells, the raw data
(blue dots) has to be corrected by the pedestal. This was done for the black squares.
Values below 2.5 incident photons are negative, because of the used inverter and
its unknown offset towards positive voltages. A negative number of fired pixels
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is unphysical. Therefore the raw data was examined a bit more in detail. Until an
incident photon number of four, the number of fired cells increases exponentially.
After that the increase is linear, as shown by the fit line. As an indication from the
corrected data, the transition to more fired cells per incident photon than one is
around 6 to 7 photons. At all times the raw data is larger than the ideal line, and
the theoretical behavior, showing that there are lots of noise phenomena measured,
e. g. dark counts, crosstalk and afterpulsing. This noise amounts to more fired pix-
els than theoretically expected.
6.4 D I S C U S S I O N
During this work and the bachelor thesis of Sally-Ann Sandkuhl [146], the first
calibration measurement of SiPMs with SPOCK was done in single photon mode
and higher light levels. Finger spectra could be measured for different light lev-
els. In addition, the gain and the PDE of the used SiPM could be determined with
relative systematic uncertainties of 3.9% in the gain and 3.2% in the PDE. In com-
parison to the datasheet, the values were too high, which might have been due to
the miss of the experimental determination of breakdown voltage and with this the
setting of the temperature depending operation voltage. Future SiPM calibration
measurements will have to include this step into the measurement process. Also
noise phenomena like dark counts, crosstalk, and afterpulsing are suspected to be
partly identified as signal, and thus increasing the measured PDE.
The estimated systematic uncertainties are the same ones as for MAPMTs (Equa-
tion 5.7 and Table 5.1). Which is not surprising, since the PDE is dominated by
the uncertainty in the number of incident photons. The gain is determined with the
same kind of charge measurement, done with the same instrument as for MAPMTs.
Therefore, both detector types can be calibrated with the same systematic uncertain-
ties, which are sufficient for the calibration of both kinds of detectors. Overall, the
systematic uncertainties of SPOCK are comparable to previous calibration stands.
(a) SiPM-circuit - positive output. (b) SiPM-circuit - negative output.
Figure 6.15: Sketch of the simplified circuits for connecting the SiPM and getting a
positive or a negative output signal. No amplifiers are shown. Adopted from a discus-
sion within the research group [130, 134, 148].
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A clear improvement of the statistics of SiPM calibration measurements is
needed and easily achieved by expanding the measurement time, e. g. using 1× 106
data values for a finger spectrum. Future SiPM measurements should also use the
ability of SPOCK to be able to generate different wavelengths. Therefore one can ex-
pect spectral PDE plots from SPOCK. One major improvement would be the use of
a different SiPM circuit, to get rid of the fan-in/fan-out module, which introduced
an unwanted charge offset. This is easily achieved by inverting the bias voltage
and adapting the components of the circuit (Figure 6.15b). As a comparison both
possible circuit layouts are shown in Figure 6.15.
During this work some experience was gained for adapting SPOCK to the use of
SiPMs. One of the first tasks initiated by this experience was the development of
an own SiPM read-out and control board by the research group, using an inverted
circuit for negative output signal. Further work in the research group is ongoing
into the expansion of SPOCK to multi-channel SiPM-arrays of the newest genera-
tion, that could be used as an alternative to MAPMTs. Furthermore, temperature
measurements with several sensors on these SiPM-arrays are mandatory and also
a work in progress by the research group.
7
C O N C L U S I O N
The main goals of this work were to build, test, and improve a multipurpose calibra-
tion stand for photodetectors of all kinds. Important here is to be able to test these
different detectors with the same reference light source and the same read-out elec-
tronics. At the same time the same systematics are applied to all tested detectors
that might be viable options for future experiments, where single photon counting
is important. This leads to a very robust comparison of the characteristics of dif-
ferent detector types. For that purpose, SPOCK (Single PhOton Calibration stand
at KIT), a single photon calibration stand for photodetectors was designed. This in-
volved the building of a photon shielding, ensuring a very dark environment with
no photons present that are not directly coming from the light source. Therefore,
reflecting surfaces were reduced as much as possible and the large opening lid was
sealed with a rubber labyrinth. All needed mechanical parts, for attaching photo-
diodes and LED-arrays to the light source were designed and built in the course
of this work. Light-tight connections for HV, control signal, and detector signal
were used for the photon shielding and tested. Additional safety mechanisms like
a light-tight curtain inside the photon shielding and a lock, preventing an open-
ing of the photon shielding when HV is applied to the detector, were implemented
to the calibration stand. Further improvements to the calibration stand involved a
modular design of the light source, making it easily modifiable for different wave-
lengths and variable output power, ranging from single photons to ten thousands
of photons, available for detector calibration and dynamic range measurements.
Also a computer controlled positioning system for the light source was built into
the system, to enable the scan of photosensitive surfaces up to 295× 295mm2. The
optical output of the light source was proven to be stable in time and wavelength
for both pulsed and continuous mode. Especially for SiPMs a temperature sensor
was added to the calibration stand. With the feedback from the temperature con-
trol, the bias voltage supplied to the SiPM can be regulated in dependency of the
temperature, to ensure a stable gain and an overall stable performance of the SiPM.
The whole slow control, software, and data acquisition of the calibration stand was
planned and implemented during this work.
All components were checked thoroughly with the highest precision available,
which involved the cross-calibration of the photodiodes with a NIST-calibrated
photodiode, the measurement of the spectra of all LEDs in continuous mode and
different pulsed modes, and the behavior of the collimators with different light lev-
els, wavelengths, and distances to the exit hole of the collimators. Because of the
gain of the photodiodes around one, the light level needs to be high, when mea-
suring the collimator ratio, with an attenuation around 10−6. This is achieved with
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continuous light. For the generation of single photons, a much lower light level is
needed and pulsed light is used. Further, the read-out electronics and their sup-
port equipment were tested with utmost precision. The linearity of the QADC was
tested with defined pulses from a pulse generator for every channel. From that the
proportionality factor of the charge and the measured QADC value were obtained
for every QADC input channel.
The mayor part of the control and measurement software for SPOCK was pro-
grammed in National Instruments LabVIEW during this work. This involved the con-
trol of the translation stages, the multiplexer, and the graphical user interface for the
calibration stand. Subcomponents controlling the read-out of the QADC were pro-
grammed within the research group and were implemented into the main software
during this work. Further more, some quick data analysis tools within the frame-
work of the control and measurement program were added. Also measurement
procedures were defined for different photosensors. This involved different move-
ment patterns of the light source and switching of the multiplexer depending or
not on the illuminated channel of the photodetector. Further, analysis tools for the
measured data were also programmed during this work and within the research
group.
The behavior of the multiplexer and the different movement patterns of the light
source are used for different calibration modes, like single-photon mode, measur-
ing the PDE and the gain of photosensors with single photons. SPOCK also allows
for the uniform illumination of larger detector areas for a simultaneous calibration
of either several small detectors or of one bigger detector. At the moment a max-
imum number of 64 channels can be read out, either sequentially or in bunches
of 16 channels at once, due to the multiplexer and the QADC. A third calibration
mode involves the measurement of the dynamic range of photodetectors. All these
can be done with different wavelength, examining the wavelength dependency of
the PDE of different photodetectors. This makes a direct comparison of different
detector types possible.
Gain and PDE measurements were done during this work for two kinds of pho-
todetectors, MAPMTs and SiPMs. Both photodetector types required a slightly dif-
ferent measurement procedure, because of their different working principle. In the
case of MAPMTs they were done for different wavelengths and supply voltages.
In the case of SiPMs further investigation is needed to get more precise data, espe-
cially longer measurements with more data are needed for better statistics. How-
ever, both types of photodetectors could be characterized with satisfactory results.
For MAPMTs the measured gain was around 1× 106, which is in the range given
by the manufacturer. The mean relative systematic uncertainty of SPOCK was esti-
mated as 3.9% for the gain. That comes mainly from the systematic uncertainty of
the proportionality factor of the QADC. The mean relative statistical uncertainties
of the gain for the measurements done during this work were in the range of 5%
to 10%. This can be due to too few data points per MAPMT pixel, resulting in bad
Gauss fits. The gain is also sensitive to the separation between the pedestal and the
1 pe peak, which were not clearly separated in some of the measurements. The mean
PDE of the MAPMTs was measured between 15.8% to 26.5%, depending on the
MAPMT and the wavelength. The relative mean systematic uncertainty in the PDE
C O N C L U S I O N 121
was estimated to 4.1%, mainly dominated by the photodiodes 3% uncertainty in
the wavelength. When using the wavelength uncertainties in the LED-arrays (mea-
sured with the spectrometer), the wavelength uncertainty can be reduced to 1.3%
to 1.9% (depending on the used LED). This yields a mean systematic uncertainty
in the PDE of 3.1% to 3.4%. This is sufficient for calibration measurements.
For SiPMs the measured mean gain was around 2× 106 with a standard devia-
tion of one order of magnitude lower, being in good agreement with the temper-
ature corrected datasheet value. However, the relative mean systematic gain un-
certainty was around 3.9%, also dominated by the systematic uncertainty of the
QADC proportionality factor. The mean statistical uncertainties were 5.0%. One
cause for the better statistical uncertainties than MAPMTs might be the better qual-
ity of the Gauss fits, since they were fitted individually to each finger spectrum. The
mean PDE value of (45± 6stat)% was higher than the one given in the data sheet
(35%). This is believed to be due to dark counts, crosstalk and afterpulsing. The
systematic uncertainties were dominated again by the wavelength uncertainty of
the photodiode. The resulting maximum mean relative systematic uncertainty for
the PDE is 4.1%. The mean relative statistical uncertainty was calculated from the
measured values to be 3.8% of the respective PDE values. This is also sufficient for
calibration measurements.
The systematic uncertainties of SPOCK are at a sufficient level for calibration
measurements and also are comparable to the uncertainties of previous calibration
stands. But now they are applicable also to different sensors, larger focal surfaces
and different wavelengths.
Overall SPOCK is ready for the characterization and sorting of the coming
MAPMTs (in the order of several hundreds) for the next phase of the JEM-EUSO
pathfinder experiments, providing the ideal test and calibration environment with
stable laboratory conditions. Further more new technologies, like SiPMs, can be
tested with SPOCK too. As a multipurpose calibration stand it can be used for dif-
ferent experiments involving photosensors or the need for single photons.
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Figure A.1: Measured continuous and pulsed spectra of LED-array AR1. LEDs of the type
UVLED365-110E are used for this array (Table C.3).
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(a) Spectra of LED-array AR2 - LED XSL-375-3E.
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(b) Spectra of LED-array AR3 - LED VL390-5-15.
Figure A.2: Measured continuous and pulsed spectra of LED-array AR2 and AR3. More
information can be found in (Table C.3).
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Figure A.3: Measured continuous and pulsed spectra of LED-array AR4. LEDs of the type
VL425-5-15 are used for this array (Table C.3).
















W a v e l e n g t h  ( n m )
D U V 3 1 0 - F W 5
 C o n t i n u o u s
 5 0 0  H z  p u l s e d
 1  k H z  p u l s e d
 1 0  k H z  p u l s e d
B o t h : ( 3 1 1  ±  4 )  n m
3 0 0 3 1 0 3 2 0 3 3 0 3 4 0 3 5 0
W a v e l e n g t h  ( n m )
U V C L E A N 3 1 5 H S - 3
 C o n t i n u o u s
 5 0 0  H z  p u l s e d
 1  k H z  p u l s e d
 1 0  k H z  p u l s e d
B o t h : ( 3 1 9  ±  5 )  n m
Figure A.4: Measured continuous and pulsed spectra of the first six LEDs of LED-array AR5.
Measured by N. Hampe [97].
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Figure A.5: Measured continuous and pulsed spectra of the last four LEDs of LED-
array AR5. Measured by N. Hampe [97].
A.1 L E D - A R R AY S P E C T R A 129
U V L E D 3 6 5 - 1 1 0 E
X S L - 3 7 5 - 3 E
V L 3 9 0 - 5 - 1 5
V L 4 2 5 - 5 - 1 5
D U V 3 1 0 - F W 5
U V C L E A N 3 1 5 - 3
U V C L E A N 3 3 0 - 3
D U V 3 4 0 - F W 5
X S L - 3 5 5 - 5 E
X S L - 3 7 0 - T B - 4
V L 3 8 0 - 5 - 1 5
H U U V - 5 1 0 2 L
L E D 4 0 5 - 3 0 M 3 2
0 . 0 0
0 . 0 5
0 . 1 0
0 . 1 5
0 . 2 0
0 . 2 5 N - s p e c t r u m  ( a t  8 0 0  h P a  &  2 9 3  K ) L E D - a r r a y  A R 1 - 4











2 8 0 3 0 0 3 2 0 3 4 0 3 6 0 3 8 0 4 0 0 4 2 0
1
1 0
M e a s u r e d  w a v e l e n g t h s  a n d  F W H M










Figure A.6: Overlay of the nominal UV-LED optical outputs with the measured peak wave-
lengths and their wavelength deviations (for continuous mode) together with the fluores-
cence spectrum of nitrogen in 2 km altitude (N-spectrum adopted from [36]).
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A.2 C O L L I M AT O R R AT I O V E R S U S WAV E L E N G T H
Table A.1: Overview of the datasets taken for the collimator ratio versus wavelength by Nils
Hampe [97]. The blue† values indicate measurements, where the photodiode in front of the
collimator measured an optical power smaller than 100pW, which is the lower threshold for
a good signal-to-noise ratio of the photodiode.
Collimator AluB AR5 Array C AR2
λ ∆λ R σR R σR R σR
(nm) (nm) (10−5) (10−5) (10−5) (10−5) (10−5) (10−5)
425 13 1.160 0.001
405 12 1.225 0.001
393 12 1.213 0.002
380 11 1.246 0.004
377 11 1.314 0.001
371 11 1.185 0.015
356 11 1.249 0.004
340 10 1.629 0.010
330 10 1.583 0.012
315 9 1.423 0.009
312 9 1.390† 0.011†
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Table A.2: Overview of the datasets taken for the collimator ratio versus different wave-
lengths by Nils Hampe [97]. The blue† values indicate measurements, where the photodi-
ode in front of the collimator measured an optical power smaller than 100pW, which is be-
low the lower threshold for a good signal-to-noise ratio of the photodiode. The red∗ values
indicate the same for optical powers smaller than 50pW.
Collimator ColA AR5 Array C AR2
λ ∆λ R σR R σR R σR
(nm) (nm) (10−7) (10−7) (10−7) (10−7) (10−7) (10−7)
425 13 6.520 0.047 6.280 0.014
6.063† 0.138† 6.215 0.026
6.104 0.008
405 12 6.191† 0.108†
6.452† 0.120†
393 12 7.409∗ 0.233∗ 6.727† 0.178†
6.365∗ 0.465∗ 6.424† 0.087†
380 11 7.245 0.039
6.086 0.176
377 11 6.752 0.005
6.729 0.008
370 11 7.318∗ 0.095∗
Collimator ColE AR5 Array C AR2
λ ∆λ R σR R σR R σR
(nm) (nm) (10−6) (10−6) (10−6) (10−6) (10−6) (10−6)
425 13 2.421 0.014 2.488 0.007
2.487 0.007
401 12 2.532 0.012
393 12 2.628 0.017 2.707 0.009
2.563 0.014
380 11 2.710 0.015 2.676 0.007
2.654 0.012
377 11 2.797 0.003
2.737 0.007
370 11 1.872∗ 0.157∗ 2.829 0.008
2.868 0.009
361 11 1.109∗ 0.041∗
337 10 1.708∗ 0.558∗
333 10 0.828∗ 0.049∗
319 10 0.783∗ 0.077∗
311 9 0.912∗ 0.067∗
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A.3 C O L L I M AT O R R AT I O V E R S U S WAV E L E N G T H - U N C E R -
TA I N T Y C A L C U L AT I O N S
The mean collimator ratio R is a ratio of mean optical powers Pa and Pb, that are measured
during a measurement by the photodiodes. The standard deviations of said mean powers
σPa and σPb are given by the measurement program. The measurement program can
also directly save the mean ratio R = PaPb and its standard deviation σR. The following
observables result:
Pa Pb mean optical powers,
σPa σPb standard deviation of the mean optical powers,
R = PaPb mean ratio of the optical powers,
σR standard deviation of the mean ratio.


























For several measurements of the collimator ratio, with differences in the individual mean
collimator ratios Ri larger than the individual systematical errors∆Ri , the overall weighted mean












R is the weighted mean ratio,
Ri are the mean collimator ratios, and
σRi are the standard deviations of the individual mean collimator ratios.








This yields the weighted mean ratio as a maximum likelihood estimator, if the single
ratios Ri are independent and no systematic errors are apparent. Here only internal un-
certainties have been taken into account.
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Corrections for errors that were not taken into account, like systematic errors or other
external circumstances, can be made via:
σext =







The bigger one of both uncertainties is then used as the statistical uncertainty and given
in the plot.
The systematic uncertainties in the weighted mean collimator ratio ∆R =
√
2 · ∆P ·
R are calculated via the standard error propagation formula for uncorrelated variables
(analogue to Equation 4.10). As seen before in Equation 4.8, the wavelength dependent
systematic error is given by:
∆P = 1.6% · P for λ < 400nm and
∆P = 0.5% · P for λ > 400nm .
Table A.3: Overview of the uncertainties for the collimator ratio versus wavelength mea-
surements for ColA and ColE. This data was used for the graphs shown in Section 4.3.5.4.
λ ∆λ R σR ,int σR ,ext ∆RCollimator ColA
(nm) (nm) (10−7) (10−7) (10−7) (10−7)
425 13 6.158 0.007 0.045 0.044
405 12 6.308 0.080 0.130 0.045
393 12 6.569 0.073 0.171 0.149
380 11 7.190 0.038 0.246 0.163
377 11 6.746 0.004 0.010 1 0.153
370 11 7.318 0.095 0.166
λ ∆λ R σR ,int σR ,ext ∆RCollimator ColE
(nm) (nm) (10−6) (10−6) (10−6) (10−6)
425 13 2.480 0.005 0.015 0.018
401 12 2.532 0.012 0.057
393 12 2.661 0.007 0.043 0.060
380 11 2.676 0.006 0.012 0.061
377 11 2.785 0.003 0.024 0.063
370 11 2.843 0.006 0.029 0.064
361 11 1.109 0.041 0.025
337 10 1.706 0.558 0.039
333 10 0.828 0.049 0.019
319 10 0.783 0.077 0.018
311 9 0.912 0.067 0.021
134 M E A S U R E M E N T S
A.4 Q A D C - L I N E A R I T Y





















R a n g e  =  L R
C h a n n e l  =  0
y  =  a * x  +  b
a  =  ( 0 . 0 3 2 0 8  ±  0 . 0 0 1 5 7 )  p C
b  =  ( - 1 7 . 8 9  ±  2 . 9 4 )  p C
















R a n g e  =  L R
C h a n n e l  =  1
y  =  a * x  +  b
a  =  ( 0 . 0 3 2 4 7  ±  0 . 0 0 1 6 0 )  p C
b  =  ( - 1 7 . 8 7  ±  2 . 9 4 )  p C





















R a n g e  =  L R
C h a n n e l  =  2
y  =  a * x  +  b
a  =  ( 0 . 0 3 2 4 4  ±  0 . 0 0 1 5 9 )  p C
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y  =  a * x  +  b
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y  =  a * x  +  b
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b  =  ( - 1 7 . 8 9  ±  2 . 9 4 )  p C















1 0 0 R a n g e  =  L R
C h a n n e l  =  5
y  =  a * x  +  b
a  =  ( 0 . 0 3 2 3 8  ±  0 . 0 0 1 5 9 )  p C
b  =  ( - 1 7 . 8 2  ±  2 . 9 4 )  p C





















Q A D C  v a l u e s
R a n g e  =  L R
C h a n n e l  =  6
y  =  a * x  +  b
a  =  ( 0 . 0 3 2 1 1  ±  0 . 0 0 1 5 7 )  p C
b  =  ( - 1 7 . 8 7  ±  2 . 9 3 )  p C
















Q A D C  v a l u e s
R a n g e  =  L R
C h a n n e l  =  7
y  =  a * x  +  b
a  =  ( 0 . 0 3 2 5 6  ±  0 . 0 0 1 6 0 )  p C
b  =  ( - 1 7 . 8 8  ±  2 . 9 3 )  p C
Figure A.7: Measurements of the QADC-linearity for the low range (LR) and channels 0 to
7. Measured by Simon Ehnle in the course of his bachelor thesis [123].
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a  =  ( 0 . 0 3 3 2 5  ±  0 . 0 0 1 6 4 )  p C
b  =  ( - 1 7 . 8 7  ±  2 . 9 4 )  p C
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y  =  a * x  +  b
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y  =  a * x  +  b
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R a n g e  =  L R
C h a n n e l  =  1 4
y  =  a * x  +  b
a  =  ( 0 . 0 3 2 9 7  ±  0 . 0 0 1 6 3 )  p C
b  =  ( - 1 7 . 8 8  ±  2 . 9 5 )  p C
















Q A D C  v a l u e s
R a n g e  =  L R
C h a n n e l  =  1 5
y  =  a * x  +  b
a  =  ( 0 . 0 3 2 3 5  ±  0 . 0 0 1 5 9 )  p C
b  =  ( - 1 7 . 9 2  ±  2 . 9 4 )  p C
Figure A.8: Measurements of the QADC-linearity for the low range (LR) and channels 8 to
15. Measured by Simon Ehnle in the course of his bachelor thesis [123].
136 M E A S U R E M E N T S
0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0 3 0 0 0 3 5 0 0 4 0 0 0
















R a n g e  =  H R
C h a n n e l  =  0
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Q A D C  v a l u e s
R a n g e  =  H R
C h a n n e l  =  6
y  =  a * x  +  b
a  =  ( 0 . 2 3 2 3 8  ±  0 . 0 0 0 9 7 )  p C
b  =  ( - 1 2 . 5 7  ±  1 . 6 5 )  p C
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Q A D C  v a l u e s
R a n g e  =  H R
C h a n n e l  =  7
y  =  a * x  +  b
a  =  ( 0 . 2 3 4 7 3  ±  0 . 0 0 0 9 9 )  p C
b  =  ( - 1 2 . 5 4  ±  1 . 6 6 )  p C
Figure A.9: Measurements of the QADC-linearity for the high range (HR) and channels 0 to
7. Measured by Simon Ehnle in the course of his bachelor thesis [123].
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C h a n n e l  =  1 4
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R a n g e  =  H R
C h a n n e l  =  1 5
y  =  a * x  +  b
a  =  ( 0 . 2 3 3 9 6  ±  0 . 0 0 1 0 0 )  p C
b  =  ( - 1 2 . 6 1  ±  1 . 6 8 )  p C
Figure A.10: Measurements of the QADC-linearity for the high range (HR) and channels 8
to 15. Measured by Simon Ehnle in the course of his bachelor thesis [123].
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A.5 U N C E R TA I N T Y C A L C U L AT I O N S F O R M A P M T S
Since all above mentioned measurements with MAPMTs are analyzed with the ’MAPMT
algorithm’ described in Section 5.1.3, the corresponding uncertainty calculations are given
at this point. At first the uncertainty calculations are given for the gain G. Afterwards the
uncertainty calculations are given for the PDE ε.
A.5.1 Uncertainty calculations - gain
Observables for the gain were already given in Equation 5.4:
G =




X0 is the pedestal mean value in QADC values,
X1 is the 1 pe peak mean value in QADC values,
k is the proportionality factor for the charge and the QADC value, and
e is the charge of an electron 1.602 176 565× 10−19 C.
The Gauss peak mean values Xm are attained by Gauss fits (Equation A.3) and mea-
sured with the QADC. The proportionality factor k for the charge and the QADC value
was precisely measured for every channel and range (Section 4.4.1). The values for k are
given in Table 4.4. The electron charge is given as e = 1.602 176 565× 10−19 C by the
particle data group [128].
S TAT I S T I C A L U N C E R TA I N T I E S : The statistical uncertainties in the gain G are the sin-




















































σX0 is the standard error of the pedestal Gauss peak fit,
σX1 is the standard error of the 1 pe Gauss peak fit,
σk is the standard deviation of the proportionality factor (Table 4.4), and
σe is 0.000 000 035× 10−19 C [128].
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S Y S T E M AT I C U N C E R TA I N T I E S : The systematic uncertainties in the gain G are also
propagated via the Gauss error propagation formula. The systematic uncertainties in both
Gauss peak centers is their respective value times 0.1%. Since there is no systematic error












































= ∆xx = 0.1% are the non-linearities of the QADC and
∆k is the systematic error of the proportionality
factor (Table 4.4).
A.5.2 Uncertainty calculations - PDE
For the uncertainty calculations of the PDE the number of detected photoelectronsNpe as
well as the number of sent photons N onto the detector is needed. Therefore, the Gauss













A is the area under the curve,
w = 2σ is double the standard deviation,
xc is the center of the peak (mean value), and
yc is the peak height.
A good estimation for the area and thus for the number of events within a peak is the
height times the width of the peak times a correction factor:





The areaAm directly is the number of eventsNm for the respective peakm. This means,
the statistical uncertainty for the number of events in a Gauss peak, result from the respec-
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tive fit. For the 1 pe peak, this gives the number of events Npe = A1, as well as their
statistical uncertainty σNpe = σA1 , which is the standard error of the area. In general:
Nm, σNm result from the area of the respective Gauss peak fit. (A.5)
A Poisson correction factor is applied to N1 for spectra measured with a lower ratio of
ratio of 0 pe events to 1 pe events than 50. The ratio of 1 pe and 0 pe events can be expressed

















This means, that if the ratio of 0 pe events to 1 pe events is higher than 50, the number
of counts that belong to a 2 pe peak will be less that 1%. If the wanted ratio of 50 is not
achieved, the 2 pe event estimation is subtracted from the 1 pe event number stemming
from the Gauss fit.
For measurements where some of the light from the exit of the collimator may not
reach the detectors sensitive area (e. g. full illumination), a correction factor Rgeom has to





with the detector area Adetector and the sensitive photodiode area APD = 100mm2.
S Y S T E M AT I C U N C E R TA I N T I E S : The systematic uncertainties in the number of events
per peak, is estimated via Equation A.4. The systematic error in the area ∆A can be ex-
pressed via the error in the width∆w. Since the width is a difference of two QADC values,
we use the quadratic sum of the errors in the QADC value and get ∆w =
√
2 · 0.1% ·w.
The height is not considered here, because the counting of the trigger signals is believed













2 · 0.1% ·w (A.6)
=
√
2 · 0.1% ·A .
Corresponding to that, we set Am = Nm and get for the systematic error in the number
of events in peak i:
∆Nm =
√
2 · 0.1% ·Nm . (A.7)
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The number of photons per light pulse N sent onto the detector is given by the optical





PPD · R · λ
h · c · fpulse
,
where
PPD is the mean optical power from the photodiode,
R = R1+R22 is the mean collimator ratio,
Ephoton =
h·c
λ is the energy of a sent photon,
h is the Planck constant: 6.626 069 57× 10−34 J s [128],
c is the speed of light: 299 792 458m s−1 [128],
λ is the wavelength of the photons, and
fpulse is the pulse frequency of the LED.
The mean collimator ratio is calculated from the collimator ratio measurement be-
fore and after the measurement. The wavelength was determined with the spectrometer
measurements shown in Section 4.3.2.2 and depends on the LED-array used (Tables C.3
and C.4).
S TAT I S T I C A L U N C E RTA I N T I E S : The statistical uncertainties are propagated with the
Gauss error propagation formula. There are no statistical errors for the wavelength and
the pulse frequency. They were only measured once. The speed of light is given as ’exact’



































PPD · R · λ





σPPD is the standard deviation of the power measurement,
σR is the standard deviation of the mean ratio, and
σh is 0.000 000 29× 10−34 J s [128].
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S Y S T E M AT I C U N C E R TA I N T I E S : The systematic uncertainties are again calculated via
the propagation of uncorrelated variables1. Except for the speed of light [128] and the























PPD · R · λ






















2 · 1.6% are the systematic errors of the single ratios,
∆λ
λ is the uncertainty in the wavelength (Table 5.1), and
∆fpulse = 1× 10−5 · fpulse is the frequency error of the oscilloscope [DS149].





























= a2 · R2 .
Substitution of a =
√
2 · 1.6% yields: ∆RR =
√
2 · 1.6% . However, this is an overestima-
tion of the systematic uncertainty and the real uncertainty should be smaller.
For the frequency measurement the oscilloscope WaveJet 324A [DS149] was used. The
frequency error ∆fpulse is derived from the timing accuracy
∆t
t = 1× 10
−5. With f = 1t the
resulting error in the frequency is:
∆fpulse =
∣∣∣∣− 1t2 ·∆t
∣∣∣∣ = 1t2 ·∆t = fpulse · ∆tt . (A.11)
1 For sufficiently small differences between the single mean ratio Ri from each other, i. e. differences in Ri are
smaller than the individual systematic errors ∆Ri . Else see Appendix A.3
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with the number of incident photonsN per pulse and the total numberNtotal of events in












































Npe is the area under 1 pe peak (Gauss fit) (Equation A.5),
σNpe is the standard error of the area (Gauss fit) (Equation A.5),
∆Npe is the systematic error of the area (Equation A.7),
N is the number of photons sent on the detector per pulse (Equation 5.6),
σN is the statistical error in the photon number (Equation A.8), and
∆N is the systematic error in the photon number (Equation A.9).
The total number Ntotal of triggered events is assumed to be accurate.
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A.6 M A P M T P L O T S
For this work four MAPMTs R11265-113-M64 MOD2 from an early production series of
Hamamatsu were present at KIT. Two of them (SN: ZN0854 and ZN0884) had an UV
transmitting band pass filter Schott BG3 [DS62] directly glued to their photocathode. The
other two MAPMTs (SN: ZN0857 and ZN0882) had nothing attached to their photocath-
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Figure A.11: Gain maps of the single pixel scans of MAPMT ZN0857 for different wave-
lengths at −1000V bias voltage. This MAPMT had lots of strong dark count signals in pixels
49 to 64, most likely due to arcing inside the dynode structure. Therefore these pixels were
not measured further and are marked with a cross pattern. This only occurred with this one
MAPMT.
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Figure A.12: PDE maps of the single pixel scans of MAPMT ZN0857 for different wave-
lengths at −1000V bias voltage. This MAPMT had lots of strong dark count signals in pixels
49 to 64, most likely due to arcing inside the dynode structure. Therefore these pixels were
not measured further and are marked with a cross pattern. This only occurred with this one
MAPMT.
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Figure A.13: Gain maps of the single pixel scans of MAPMT ZN0854 filter for different wave-
lengths at −1000V bias voltage. The MAPMT has a UV transmitting band pass filter Schott
BG3 [DS62] directly glued to its photocathode. Some of the gain values are below 0.5× 106
and are therefore marked with a low density line pattern. Five outliers were detected for a
wavelength of 423nm and were masked. They are marked with a cross pattern.
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Figure A.14: PDE maps of the single pixel scans of MAPMT ZN0854 filter for different wave-
lengths at −1000V bias voltage. The MAPMT has a UV transmitting band pass filter Schott
BG3 [DS62] directly glued to its photocathode. Some of the PDE values are below 10% and are
therefore marked with a low density line pattern. PDE values higher than 40% are marked
with a high density line pattern. Statistical outliers are marked with a cross pattern.
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Figure A.15: Gain maps of the single pixel scans of MAPMT ZN0884 filter for different wave-
lengths at −1000V bias voltage. The MAPMT has a UV transmitting band pass filter Schott
BG3 [DS62] directly glued to its photocathode. Some of the gain values are below 0.5× 106
and are therefore marked with a low density line pattern.
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Figure A.16: PDE maps of the single pixel scans of MAPMT ZN0884 filter for different wave-
lengths at −1000V bias voltage. The MAPMT has a UV transmitting band pass filter Schott
BG3 [DS62] directly glued to its photocathode. PDE values higher than 40% are marked with
a high density line pattern.
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(b) MAPMT ZN0884 filter - gain versus pixel.
Figure A.17: Gain versus pixel of MAPMTs ZN0854 filter and ZN0884 filter for different
wavelengths at −1000V bias voltage.
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(b) MAPMT ZN0882 - gain versus pixel.
Figure A.18: Gain versus pixel of MAPMTs ZN0857 and ZN0882 for different wavelengths
at −1000V bias voltage.
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(b) MAPMT ZN0884 filter - PDE versus pixel.
Figure A.19: PDE versus pixel of MAPMTs ZN0854 filter and ZN0884 filter for different
wavelengths at −1000V bias voltage.
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(b) MAPMT ZN0882 - PDE versus pixel.
Figure A.20: PDE versus pixel of MAPMTs ZN0857 and ZN0882 for different wavelengths
at −1000V bias voltage.
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A.7 U N C E R TA I N T Y C A L C U L AT I O N S F O R S I P M S
Since all measurements with SiPMs are analyzed with the same algorithm, that was de-
scribed in Section 6.1.3, the corresponding uncertainty calculations are given at this point.
First the uncertainty calculations are given for the gainG. They are similar to the gain cal-
culations done for MAPMTs, but use a mean value for the peak separation, since there are
several peaks in a finger spectrum. Afterwards the uncertainty calculations are given for
the PDE ε. Which relies on Poisson statistics, to define the number of detected photons
via the number of not detected photons.
A.7.1 Uncertainty calculations - gain
The recorded finger spectrum comprises ofmGauss peaksXm and therefore ofn = m−1
peak separations xn. The mean value of the peak separation x is then used to calculate








x is the mean peak separation,
xm = Xm −Xn are the Gauss peak separations of adjacent peaks, and
Xm individual Gauss peak mean values (Gauss fits).






x is the mean peak separation,
k is the proportionality factor for the charge and the QADC value,
e is the charge of an electron, and
Λ is the amplification factor of an amplifier (if applicable).
The Gauss peak separations x are attained by Gauss fits (Equation A.3) with the
peak values Xm and measured with the QADC. The value for the proportionality fac-
tor k is given in Table 4.4. In the case of these measurements only channel 0 of the
QADC was used: k = (32.08± 1.57stat ± 1.24sys) fC. The electron charge is given as
e = 1.602 176 565× 10−19 C by the particle data group [128]. The amplification factor
Λ used for SiPM measurements shown in this thesis is 10.1± 0.05sys.
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S TAT I S T I C A L U N C E R TA I N T I E S : The statistical uncertainties in the gain G are the sin-
gle systematic uncertainties propagated via the standard error propagation formula for






































σx is the standard deviation of the mean peak separation,
σk is 1.57 fC (Table 4.4), and
σe is 0.000 000 035× 10−19 C [128].
S Y S T E M AT I C U N C E R TA I N T I E S : The systematic uncertainties in the gain G are also
propagated via the Gauss error propagation formula. We substitute the mean peak sep-
aration with the highest peak Xm and the pedestal peak X0, since x = 1n · (Xm −X0) is
equivalent to Equation A.13. It follows:
G =
(Xm −X0) · k
n · e ·Λ
.
Since there is no systematic error for the electron charge given, and we do not make any

























































= 0.1% are the non-linearities of the QADC,
∆k
k = 3.9% with ∆k = 1.24 fC (Table 4.4), and
∆Λ
Λ = 0.5% for an amplification factor of 10.1± 0.05sys.
Thus, yielding an overall systematic uncertainty for the gain of SiPMs of roughly
3.9% (Equation 6.8). Alternatively, the systematic errors in the peak separations ∆xn =√
2 · 0.1% · xn can be used. They were calculated via the propagated systematics of the
QADC non-linearity for each Gauss fit mean value ∆Xm = 0.1% · Xm, yielding the same
result.
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A.7.2 Uncertainty calculations - PDE
For the uncertainty calculations of the PDE the number of detected photoelectrons Npe
as well as the number of sent photons N onto the detector is needed. The number of
detected photoelectrons Npe is calculated via Poisson statistics from the probability to
detect no events, i. e. via the pedestal events of the illuminated finger spectrum and the
dark count spectrum (Equation 6.6). The Gauss fitting function (Equation A.3) was al-
ready shown in Appendix A.5.2. The area Ai directly yields the number of events Ni
for the respective peak. The number of detected photons per pulse is calculated as was













Nped is the number of pedestal events (Gauss),
Ntot is the total number of events in the spectrum (trigger),
Ndarkped is the number of pedestal events in
the dark spectrum (Gauss), and
Ndarktot is the total number of events in the dark spectrum (trigger).
S TAT I S T I C A L U N C E R TA I N T I E S : The statistical uncertainty of the number of detected














The number of total events in the illuminated and the dark spectrum is controlled
by the measurement program and assumed to be accurate, therefore it was used that
σNtot = σNdarktot
= 0. The other statistical uncertainties follow from the Gauss peak fits of
the pedestals of the respective spectrum (analogue to Equation A.5).
σNtot = σNdarktot
= 0 total events in the spectra (trigger),
σNped is the standard error of the pedestal area (Gauss), and
σNdarkped
is the standard error of the dark pedestal area (Gauss).
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S Y S T E M AT I C U N C E RTA I N T I E S : The systematic uncertainty of the number of detected














Again the number of total events in the illuminated and the dark spectrum is assumed
to be accurate, therefore ∆Ntot = ∆Ndarktot = 0. The other systematic uncertainties in the
number of events per peak, is estimated via Equation A.4. Analogue to Equations (A.6)
and (A.7) follows:
∆Ntot = ∆Ndarktot
= 0 total events in the spectra (trigger),
∆Nped =
√




2 · 0.1% ·Ndarkped is the propagated QADC non-linearity.
The number of photons per light pulse N sent onto the detector is given by the optical
power reaching the detector divided by the energy of one photon and the pulse frequency:
N =
PPD · R · Rgeom
Ephoton · fpulse
=
PPD · R · Rgeom · λ
h · c · fpulse
, (A.17)
where
PPD is the mean optical power from the photodiode,




is a geometric correction factor,
Adetector = 9mm2 is the sensitive detector area [DS144],
APD = 100mm2 is the sensitive photodiode area [DS91].
Ephoton =
h·c
λ is the energy of a sent photon,
h is the Planck constant: 6.626 069 57× 10−34 J s [128],
c is the speed of light: 299 792 458m s−1 [128],
λ is the wavelength of the photons, and
fpulse is the pulse frequency of the LED.
The mean collimator ratio is calculated from the collimator ratio measured before and
after the SiPM measurement. For measurements where some of the light from the exit of
the collimator may not reach the detectors sensitive area (measurements in a distance),
a correction factor Rgeom has to be multiplied with Equation 6.7. The wavelength was
determined with the spectrometer measurements shown in Section 4.3.2.2 and depends
on the LED-array used (Tables C.3 and C.4).
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S TAT I S T I C A L U N C E RTA I N T I E S : The statistical uncertainties are propagated with the
Gauss error propagation formula. There are no statistical errors for the geometrical cor-
rection, the wavelength, and the pulse frequency. The speed of light is given as ’exact’ by






















R · Rgeom · λ





PPD · Rgeom · λ






PPD · R · Rgeom · λ





σPPD is the standard deviation of the power measurement,
σR is the standard deviation of the mean ratio, and
σh is 0.000 000 29× 10−34 J s [128].
S Y S T E M AT I C U N C E R TA I N T I E S : The systematic uncertainties are again calculated via
the propagation of uncorrelated variables2. Except for the speed of light [128], the Planck
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2 · 1.6% are the systematic errors of the single ratios,
∆λ = b% · λ is the uncertainty in the wavelength (Table 5.1), and
∆fpulse = 1× 10−5 · fpulse is the frequency error of the oscilloscope [DS149].
2 For sufficiently small differences between the single mean ratio Ri from each other, i. e. differences in Ri are
smaller than the individual systematic errors ∆Ri . Else see Appendix A.3
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For the frequency measurement the oscilloscope WaveJet 324A [DS149] was used. The
same formula as given in Equation A.11 was applied. For a basic uncertainty estimation,
it can be approximated that ∆RR =
√
2 · 1.6% , as shown in Equation A.10.




































Npe is the number of detected photons (Equation A.14),
σNpe is the standard error of the number of detected photons (Equation A.15),
∆Npe is the systematic error of the number of detected photons (Equation A.16),
N is the number of photons sent on the detector per pulse (Equation A.17),
σN is the statistical error in the photon number (Equation A.18), and
∆N is the systematic error in the photon number (Equation A.19).
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P I C T U R E S
(a) Clean side panel outside. (b) Side panel outside.
Figure B.1: Side panel of the photon shielding. (a) Outside view of the side panel. (b) Out-
side view of the side panel with connected cables.
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Figure B.2: Inside view of the side panel.
Figure B.3: Photograph of the set-up for the position dependent flux measurements. Here
LED-array AR2 (entrance) and a photodiode (top), with its respective mount, are attached to
the sphere. The second exit port (side) is closed with a lid coated with Spectralon.
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(a) Alu-collimator front. (b) Alu-collimator back.
Figure B.4: Photographs of the alu-collimator. (a) Front view of the alu-collimator with the
1mm pin hole in the aluminum plate. (b) Back view of the alu-collimator with the M25 fine
thread and the 1mm pin hole in the brass plate.
Figure B.5: Photograph of the PVC-collimator ColA mounted on the integrating sphere.
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Figure B.6: Photograph of the front of the MAPMT socket board, designed by Andreas Eber-
soldt (IPE - KIT) [129].
Figure B.7: Photograph of the back of the MAPMT socket board, showing the voltage di-
vider. Designed by Philippe Gorodetzky (APC - Paris) and built by Bernd Hoffmann (IKP -
KIT) [114, 130].
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Figure B.8: View of the back side of the two Keithley 2750 frames with each four Keithley 7711
multiplexer cards.
Figure B.9: View of the inputs to the CAEN V965 QADC.

C
T E C H N I C A L I N F O R M AT I O N
This appendix chapter holds various technical information on the components used dur-
ing the course of this thesis.
C.1 R E F E R E N C E L I G H T S O U R C E
Table C.1: Components of the reference light source.
PA R T T Y P E D ATA S H E E T
LED-array AR1 Aluminum Figures C.2 and C.3
LED-array AR2 Aluminum Figures C.4 and C.5
LED-array AR3 Aluminum Figure C.6
LED-array AR4 Aluminum Figure C.7
LED-array AR5 Aluminum Figures C.8 and C.9











Photodiode controller Ophir Pulsar 2 [DS92]
Photodiode mount Aluminum Figures C.15 and C.16
Photodiode casing 3D-print Figure C.17
Collimator mount Aluminum Figure C.23
Alu-collimator AluA Aluminum Figures C.24 and C.25
Alu-collimator AluB Aluminum, black flock
paper
Figures C.24 and C.25
PVC-collimator ColA PVC Figures C.27 and C.28
PVC-collimator ColB PVC Figures C.26 and C.29
PVC-collimator ColC PVC Figures C.26 and C.28
PVC-collimator ColD PVC Figures C.27 and C.29
PVC-collimator ColE PVC Figure C.28
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C.1.1 LED-arrays
Table C.2: LEDs that are used for the various LED-arrays with the nominal values from the
datasheets. Given are type of the LED, the mean wavelength λ, the half width half maximum
of the spectrum σλ, the mean optical output Popt, the maximal forward current IF, the max-
imal pulsed forward current IFP, and the mean bias voltage Ubias. All values are given for
the ambient conditions specified in the datasheets. Both UVCLEAN-LEDs came each with a
calibration sheet, shown in Figures C.10 and C.11.
λ σλ Popt IF IFP UbiasT Y P E
(nm) (nm) (mW) (mA) (mA) (V)
D ATA S H E E T
DUV310-FW5 310 ± 4.5 0.8 40 200 6.5 [DS150]
UVCLEAN315FW-3 315 ± 6.0 2.0 80 80 5.5 [DS151]
UVCLEAN330FW-3 330 ± 6.0 2.0 80 80 5.5 [DS151]
DUV340-FW5 340 ± 4.5 1.0 40 200 4.0 [DS150]
XSL-355-5E 357 ± 7.5 1.0 25 100 3.6 [DS152]
UVLED365-110E 365 ± 7.5 3.3 25 80 3.6 [DS153]
XSL-370-TB-4 373 ± 6.0 1.0 25 100 3.6 [DS154]
XSL-375-3E 378 ± 7.5 14.0 25 100 3.6 [DS155]
VL380-5-15 380 ± 5.0 5.5 30 100 3.7 [DS156]
VL390-5-15 390 ± 5.0 7.5 30 100 3.7 [DS157]
HUUV-5102L 395 ± 10.0 2.0 − 120 3.4 [DS158]
LED405-30M32 405 ± 7.5 0.8 30 100 3.8 [DS159]
VL425-5-15 425 ± 5.0 13.0 20 100 3.7 [DS160]
Table C.3: LED-arrays with the used LED types, their measured wavelength λ, the half
width half maximum ∆λ of the wavelength, the relative systematic wavelength error
∆λ
λ ,
the series resistor R of every LED, the continuous forward current Icont, the continuous bias
voltage Ubias, and the total continuous forward current Itotal (the whole array). Also given are
the series resistor RP for pulsed mode, that was calculated via the maximal forward current
IFP and 12V (median voltage available from the LDD). The circuits are given in Figure C.1.
λ ∆λ
∆λ
λ Rp IFP R Icont Ubias I totalA R R AY L E D
(nm) (nm) (%) (Ω) (mA) (Ω) (mA) (V) (mA)
AR1 UVLED365-110E 371 ±6 1.62 33 80 68 20 5.00 840
AR2 XSL-375-3E 376 ±5 1.33 81 100 91 20 5.35 400
AR3 VL390-5-15 395 ±7 1.77 33 100 62 20 5.00 840
AR4 VL425-5-15 423 ±8 1.89 33 100 110 20 6.00 240
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Table C.4: LED-array AR5 with the used LED types, their measured wavelength λ, the for-
ward voltage UFT, and the total forward current IFT of every LED for continuous mode. Also
given are the series resistor RP (calculated from IFP and 12V) and the maximal forward current
IFP for pulsed mode. Here, only the circuit for pulsed mode is used (Figure C.1a). Therefore,
the series resistor R is not given in the table, since it is identical to the series resistor RP. For
continuous mode, the signal pin of the Lemo00 connector has to be connected to the negative
output of the power source and the housing has to be connected to the positive one.
λ UFT IFT RP IFPN U M B E R L E D
(nm) (mV) (mA) (Ω) (mA)
1 VL425-5-15 423 4.74 20 62 100
2 LED405-30M32 401 5.20 30 62 100
3 HUUV-5102L 394 4.42 20 56 120
4 VL380-5-15 380 5.88 30 68 100
5 XSL-370-TB-4 373 5.35 25 64 100
6 XSL-355-5E 361 5.23 25 64 100
7 DUV340-FW5 337 5.65 40 30 200
8 UVCLEAN330FW-3 333 8.20 40 83 80
9 UVCLEAN315FW-3 319 9.60 40 112 80
10 DUV310-FW5 311 7.66 40 15 200
(a) Pulsed mode circuit.
(b) Continuous mode circuit.
Figure C.1: Electrical circuits for all LED-arrays. Specific values can be found in Tables C.3
and C.4. (a) A resistor Rp is in series with the pulsed LED for current control. The cathode of
the LED is connected to the casing of a Lemo00 connector, while the anode is connected to the
signal. The Lemo00 connector can be connected to the output of the LDD. (b) Every one of the
N LEDs has a resistor R in series. For LED-array AR2 there is also a dip-switch in series. The
continuous voltage Ubias is connected via standard banana connectors.
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A-A ( 2 : 1 )
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Figure C.2: Top, cut and projected view of the mount of LED-array AR1 with a hole table.
The 43 LEDs are attached to the mount with a corresponding lid. This design is a modification
of the original design that was done by Thomas Huber (see Figure C.4).
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A-A ( 2 : 1 )
A A



































































































































































Figure C.3: Top, cut and projected view of the lid of LED-array AR1 and AR3 with the
corresponding hole table. This design is a modification of the original design that was done
by Thomas Huber (see Figure C.5).
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A-A ( 2 : 1 )
A A







































































































Figure C.4: Top, cut and projected view of the mount of LED-array AR2 with a hole table.
The 21 LEDs are attached to the mount with a corresponding lid. This is the original design
that was done by Thomas Huber in the course of his bachelor thesis [86].
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A-A ( 2 : 1 )
A A














































































































Figure C.5: Top, cut and projected view of the lid of LED-array AR2 and AR4 with the
corresponding hole table. This is the original design that was done by Thomas Huber in the
course of his bachelor thesis [86].
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A-A ( 2 : 1 )
A A





































































































































































Same lid as AR1
Figure C.6: Top, cut and projected view of the mount of LED-array AR3 with a hole table.
The 43 LEDs are attached to the mount with the same lid as LED-array AR1. This design is a
modification of the original design that was done by Thomas Huber (see Figure C.4).
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A-A ( 2 : 1 )
A A
















Only central hole as well as

























































































Figure C.7: Top, cut and projected view of the mount of LED-array AR4 with a hole table.
The 3mm holes were bored to 5mm holes and 13 LEDs were attached to the mount with the
same lid as LED-array AR2. This design is a modification of the original design that was done
by Thomas Huber (see Figure C.4).
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A-A ( 2 : 1 )
A A



















































































Figure C.8: Top, cut and projected view of the mount of LED-array AR5 with a hole table.
The 10 different LEDs are attached to the mount with a corresponding lid. This design was
done by Nils Hampe and is a modification of the original design that was done by Thomas
Huber (see Figure C.4) [86, 97].
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A-A ( 2 : 1 )
A A































































































Figure C.9: Top, cut and projected view of the lid of LED-array AR5 with the corresponding
hole table. This design was done by Nils Hampe and is a modification of the original design
that was done by Thomas Huber (see Figure C.5) [86, 97].
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Figure C.10: Calibration sheet of UVCLEAN315FW-3 that was included in the delivery.
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Figure C.11: Calibration sheet of UVCLEAN330FW-3 that was included in the delivery.
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Figure C.12: LED-array AR2 configuration for different light levels, with 12 to 4 LEDs. The
binary code below the sketches of the array shows the dip switch positions for switching
the LEDs on and off. Below that are the measured currents as well as the measured optical
powers given.
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Figure C.13: LED-array AR2 configuration for different light levels, with 12 to 4 LEDs. The
binary code below the sketches of the array shows the dip switch positions for switching
the LEDs on and off. Below that are the measured currents as well as the measured optical
powers given.
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C.1.2 Integrating sphere
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Figure C.14: 8° hemispherical reflectance of Spectralon SRM-99O versus a wide wavelength
range of 250nm to 2500nm. The incident angle of the flux is 8° to the surface normal and the
reflected flux is collected over the whole hemisphere [108]. Above 300nm a flat reflectance
distribution around 99% up to 1500nm is present. The inset shows the reflectance for the
wavelength range of 250nm to 500nm. Adopted from [106].
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C.1.3 Photodiodes, mounts and casing
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21.1±0.05






































C: free drilling of corners
Figure C.15: Mount of the photodiodes Ophir PD300-UV with threads for four headless
screws (designed by Thomas Huber) [86].
















Figure C.16: Lid for the photodiode mount with two passes for M4 counter sunk bolts (de-
signed by Thomas Huber) [86].
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 -  PD-Deckel.step
 -  PD-plastic-casing_3Dprint_SKETCH.dwg
Figure C.17: Plastic casing for the photodiode to fit into the photodiode mount without any
filter.
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C.1.3.1 Calibration certificates
Figure C.18: Ophir PD300-UV 655738 (PD 38) certificate of calibration [DS91].
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Figure C.19: Ophir PD300-UV 655739 (PD 39) certificate of calibration [DS91].
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Figure C.20: Ophir Pulsar-2 certificate of calibration [DS92].
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Figure C.21: Cover letter of the NIST calibration report for the OSI Optoelectronics photo-
diode UV-100 [DS111]. The full calibration report with 9 pages is present at the IKP - KIT
[110].
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Figure C.22: This graph shows the spectral responsivity of the NIST-photodiode OSI Opto-
electronics UV-100. This photodiode is read out directly with a Keithley 6485 Picoammeter and
the responsivity gives the factor for calculating the optical power via the measured current
[DS111, DS112]. The responsivity factor at 377nm and its systematic error were determined
via an interpolation of the given values.
































Figure C.23: Mount for the collimators or a round photodiode with an M25 x 0 75 internal
fine thread and threads for four headless screws (designed by Thomas Huber) [86].
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 -  Platte1_Step.stp
 -  Platte1-sketch.dwg
Figure C.24: Plate 1 of the alu-collimator made of brass, with a 1mm hole, an M25 x 0 75
external fine thread (sphere-side), and an M60 x 0 75 external fine thread (output-side).
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 -  Platte2_Step.stp
 -  Platte2-sketch.dwg
4
Figure C.25: Plate 2 of the alu-collimator made of aluminum, with a 1mm hole and an
M60 x 0 75 internal fine thread.
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 -  A Platte1_0,5mm_M25.FCStd
 -  A Platte1_0,5mm_M25_SKIZZE.dwg
Figure C.26: Plate 1A of the PVC-collimator made of PVC, with a 0.5mm diameter hole and
two M25 x 0 75 external fine threads. The short side goes towards the integrating sphere.
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 -  B Platte1_1mm_M25.FCStd
 -  B Platte1_1mm_M25_SKIZZE.dwg
Figure C.27: Plate 1B of the PVC-collimator made of PVC, with a 1mm diameter hole and
two M25 x 0 75 external fine threads. The short side goes towards the integrating sphere.
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 -  C Platte2_cone_0,5mm_35mm_M25_v3.FCStd
 -  C Platte2_cone_0,5mm_35mm_M25_v3_SKIZZE.dwg
Figure C.28: Plate 2C of the PVC-collimator made of PVC, with a 0.5mm diameter hole, a
height of 35mm, and a M25 x 0 75 internal fine thread.
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 -  D Platte2_cone_0,5mm_45mm_M25_v3.FCStd
 -  D Platte2_cone_0,5mm_45mm_M25_v3_SKIZZE.dwg
Figure C.29: Plate 2D of the PVC-collimator made of PVC, with a 0.5mm diameter hole, a
height of 45mm, and a M25 x 0 75 internal fine thread.
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C.2 M A P M T
Figure C.30: Datasheet of the Hamamatsu R11265-113-M64 MOD2 - MAPMT. The datasheet
was included with the delivery of the device.
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Figure C.31: Sketch of the Hamamatsu R11265-113-M64 MOD2 - MAPMT. The sketch was
included with the delivery of the device.
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Figure C.32: Sketch of the voltage divider for Hamamatsu R11265-113-M64 MOD2 -
MAPMT [114]. The bias voltage is set to −1000V.
Figure C.33: Sketch of the typical inner structure on a generic MAPMT [126]. The sketch
shows the photocathode, the focusing mesh, the inner dynode structure, and the multianode
for every pixel. The trajectory of a photoelectron and its cascade is shown. The photocathode
has no dead space between the pixels.
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Figure C.34: Sketch of the MAPMT board for Hamamatsu R11265-113-M64 MOD2 -
MAPMT, designed by Andreas Ebersoldt (IPE - KIT) [129].
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Figure C.35: Sketch of the MAPMT board connections for Hamamatsu R11265-113-M64
MOD2 - MAPMT, designed by Andreas Ebersoldt (IPE - KIT) [129].
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Figure C.36: Scheme of the connections from the MAPMT pixels, through the multiplexer
cards, to the QADC channels.
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Figure C.37: Sketch of the connector types used for the side panel.
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Figure C.38: Sketch of the side panel hole pattern.
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Figure C.39: Construction sheet of the mount for the MAPMT-board.











































Mount for 64 Lemo00-cables and one HV-cable




Figure C.40: Construction sheet of the cable-mount for the MAPMT-board.
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C.3.1 NIM-pulse
Table C.5: NIM-pulse for a termination of 50Ω.
L O G I C L E V E L C U R R E N T V O LTA G E
Logic 0 0mA 0V
Logic 1 −12mA to −32mA −0.6V to −1.6V
Figure C.41: Sketch of a NIM-pulse and an inverted NIM-pulse.
C.3.2 TTL-pulse
Table C.6: TTL-pulse for a termination of 50Ω.
L O G I C L E V E L I N P U T V O LTA G E O U T P U T V O LTA G E
Logic 0 (low) 6 0.8V 6 0.4V
Logic 1 (high) > 2.0V > 2.4V
C.3.3 CAEN V965 QADC
The VME-module CAEN V965 QADC is a 16 channel 12 bit QADC with two ranges:
high range (HR) and low range (LR) [DS117].
Table C.7: Ranges of the CAEN V965 QADC.
R A N G E R E S O L U T I O N
HR 0pC to 900pC 200 fC LSB
LR 0pC to 100pC 25 fC LSB
D
A C R O N Y M S
ADC analogue-digital converter
AGN Active Galactic Nuclei
AMS Atmospheric Monitoring System
ASCII American Standard Code for Information Interchange
ASIC application-specific integrated circuit
BNC Bayonet Neill–Concelman (a coaxial cable quick connector)
CCB Cluster Control Board
CERN European Organization for Nuclear Research (derived from: Conseil
Européen pour la Recherche Nucléaire)
CMB cosmic microwave background
CNES Centre national d’études spatiales (French federal space agency)
CR cosmic rays
DAQ Data Acquisition
EAS extensive air showers
EC elementary cell
EECR extreme energy cosmic ray
ELS electron light source (compact electron linear accelerator at TA site)
ESA European Space Agency
ESAF EUSO Simulation and Analysis Framework
EUSO Extreme Universe Space Observatory
EUSO-TA EUSO prototype at the Telescope Array site
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EUSO-Balloon EUSO prototype onboard a balloon
FOV field of view
APD avalanche photodiode
G-APD Geiger-mode avalanche photodiode
GLS Global Light System
GRB Gamma Ray Bursts
GTU Gate Time Unit
GZK Greisen-Zatsepin-Kuz’min
HECR high energy cosmic rays
HV high voltage
HVPS high voltage power source
IKP Institute for Nuclear Physics (Institut für Kernphysik)
IR infrared
ISS International Space Station
JAXA Japan Aerospace Exploration Agency (Japanese federal space agency)
JEM-EUSO Extreme Universe Space Observatory onboard the Japanese Experiment
Module
KASCADE Karlsruhe Shower Core and Array Detector
KIT Karlsruhe Institute of Technology
LDD light diode driver
LED light-emitting diode
LHC Large Hadron Collider
LIDAR Light Detection and Ranging
LPM Landau-Pomeranchuk-Migdal
LSB least significant bit
MAPMT multianode photomultiplier tube
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Mini-EUSO autonomous miniature prototype of the Extreme Universe Space
Observatory
MPPC multi-pixel photon counter
NASA National Aeronautics and Space Administration (US American federal
space agency)
NIM Nuclear Instrumentation Module (report DOE/ER-0457T)
NIST National Institute of Standards and Technology (US American
measurement standards laboratory)
PC personal computer
PDE photo detection efficiency
PDM photo-detector module
PMMA polymethyl-metacrylate (UV transmitting)
PMT photomultiplier tube (teflon)
PVC polyvinyl chloride
QADC charge-integrating analog-digital converter
HR high range 0pC to 900pC (200 fC least significant bit (LSB))
LR low range 0pC to 100pC (25 fC LSB)
R&D research and development
ROSCOSMOS Russian Federal Space Agency
SNR supernova remnants
SPACIROC Spatial Photomultiplier Array Counting and Integrating Chip
SPB super pressure balloon
SPOCK Single PhOton Calibration stand at KIT
SiPM silicon photomultiplier
TA Telescope Array
TLE transient luminous events
TSV through-silicon via
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TTL transistor–transistor logic
UHE ultra-high energy
UHECR ultra-high energy cosmic rays
USB Universal Serial Bus
UV ultraviolet
VME Versa Module Eurocard (computer bus standard ANSI/IEEE 1014-1987)
Xe-flasher Xenon flash lamp
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There is a theory which states that
if ever anyone discovers exactly what the
Universe is for and why it is here,
it will instantly disappear and be replaced by
something even more bizarre and inexplicable.
There is another theory which states
that this has already happened.
— DOUGLAS ADAMS
The Restaurant at the End of the Universe
A C K N O W L E D G M E N T S
I would like to thank everybody who made my stay at IKP a very
pleasant one over the course of this thesis.
First, my thanks go to Prof. Johannes Blümer for giving me the op-
portunity to work on a very interesting and dynamic project. Second, I
would like to thank Prof. Marc Weber for being a thorough co-referee
of this work.
Further, I would like to thank Andreas Haungs for his supervision
and dedication towards me and SPOCK.
I would also like to thank the colleagues of the working group.
Namely, Harald Schieler, Andreas Weindl, and Bernd Hoffmann for
their input and help with software programming and hardware parts.
Of course, I would not want to miss my office mates, since they
always were there when I needed them to talk or discuss challenges of
my work. Many thanks to: Francesca, Max, Naoto, Stefanie, Thomas,
and William.
I really will miss the discussions and chats at coffee break and lunch.
They really contributed to a very good working atmosphere. Without
them I would never have been able to finish this work. Therefore, my
thanks go to all the other colleagues I was involved with during my
time at IKP and especially the ’lunch group’.
I would also like to thank the bachelor students, interns, and
the HECTOR-student I supervised during the course of my work. I
learned a lot while supervising them and hope they also learned some-
thing from me.
Last but not least, I thank my parents, Rolf und Bärbel Karus, who
have always supported me during my studies, my PhD work, and










Erklärung der selbständigen Anfertigung meiner
Dissertationsschrift
Hiermit versichere ich, dass ich die Dissertationsschrift mit dem Titel
Development of a Calibration Stand for
Photosensors for Extremely High-Energy Cosmic Ray Research
selbständig und ohne unerlaubte fremde Hilfe verfasst habe. Dabei
habe ich keine anderen, als die von mir angegebenen Hilfsmittel be-
nutzt.
Michael Karus
Karlsruhe (Baden), 07. Januar 2016
