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We show that the gapped triplet superconductivity, i.e., a triplet superconductor with triplet
order parameter, can be realized in strong spin-orbit-coupled (100) quantum wells in proximity
to s-wave superconductor. It is revealed that with the singlet order parameter induced from the
superconducting proximity effect, in quantum wells, not only can the triplet pairings arise due to
the spin-orbit coupling, but also the triplet order parameter can be induced due to the repulsive
effective electron-electron interaction, including the electron-electron Coulomb and electron-phonon
interactions. This is a natural extension of the work of de Gennes, in which the repulsive-interaction-
induced singlet order parameter arises in the normal metal in proximity to s-wave superconductor
[Rev. Mod. Phys. 36, 225 (1964)]. Specifically, we derive the effective Bogoliubov-de Gennes
equation, in which the self-energies due to the effective electron-electron interactions contribute to
the singlet and triplet order parameters. It is further shown that for the singlet order parameter,
it is efficiently suppressed due to this self-energy renormalization; whereas for the triplet order
parameter, it is the p-wave (px ± ipy) one with the d-vector parallel to the effective magnetic
field due to the spin-orbit coupling. Finally, we perform the numerical calculation in InSb (100)
quantum wells. Specifically, we reveal that the Coulomb interaction is much more important than
the electron-phonon interaction at low temperature. Moreover, it shows that with proper electron
density, the minimum of the renormalized singlet and the maximum of the induced triplet order
parameters are comparable, and hence can be experimentally distinguished.
PACS numbers: 74.20.-z, 74.45.+c, 71.55.Eq, 71.70.Ej
I. INTRODUCTION
In recent years, triplet superconductivity has at-
tracted much attention, which provides the possibility
to realize the nondissipative spin transport and hence
has potential application in spintronics.1–11 To confirm
or realize the triplet superconductivity, much efforts
have been made to several potential systems, including
the unconventional superconductor Sr2RuO4,
12–19 the
conventional superconductor-ferromagnet (S-F) interface
with induced odd-frequency and even-momentum triplet
pairings,2–4,20–24 conventional superconductors with in-
duced spin-orbit coupling (SOC) in the surface or inter-
face which possess even-frequency and odd-momentum
triplet pairings,20,25–30 and the non-centrosymmetric su-
perconductors including the heavy fermion system.31–33
Specifically, Sr2RuO4 was suggested to be the triplet
p-wave superconductor which may arise from the spin-
fluctuation-induced attractive potential between the
triplet states,14,34–36 whose experimental confirmation is
still in progress.12–19 In conventional S-F interface, it is
shown that with the existence of the exchange field due
to the ferromagnet, the spin-degeneracy is lifted. Ac-
cordingly, the odd-frequency and even-momentum triplet
Cooper pairings emerge at the interface of S-F, in which
the triplet order parameter is further shown to be
zero.2–4,21–24,37 One notes that the order parameter di-
rectly contributes to the superconducting gap. Specifi-
cally, it is well established that with the inhomogeneous
ferromagnet, the induced triplet pairs can diffuse into the
ferromagnetic materials over distances much larger than
the singlet ones, which is referred to as long-range prox-
imity effect.22 Similar to the exchange field, SOC can also
lift the spin degeneracy and hence provides another possi-
bility to realize the triplet superconductivity.25–28,30 This
possibility was first pointed out by Gor’kov and Rashba
when considering the s-wave superconductivity with the
SOC induced by the absorption of ion.25 It was shown
that due to the lift of the spin-degeneracy by the SOC,
mixed singlet-triplet Cooper pairings arise in which the
triplet part is odd-momentum and even-frequency. We
point out here that with the momentum-independent
attractive potential between electrons from the s-wave
channel, no triplet gap or triplet order parameter arises
in the superconductor. As a natural extension, much ef-
forts are focused on the system with the SOC in proxim-
ity to the s-wave superconductors, including spin-orbit-
coupled metals22,26–29 and even semiconductors.30 Fi-
nally, in the non-centrosymmetric superconductor, with
the SOC naturally existing in the superconductor itself,
it is shown that if proper forms of attractive effective
electron-electron (e-e) interaction potential are realized
from the symmetry analysis, triplet gap or triplet order
parameter can be realized.31–33 Specifically, it is shown
that when the d-vector of the triplet order parameter is
parallel to the effective magnetic field due to the SOC,
the system can have minimum free energy.32
In above systems, one can see that in Sr2RuO4 and
2non-centrosymmetric superconductors, the triplet order
parameter can naturally arise from proper effective e-e
interaction potential.14,31,32 However, their experimental
confirmations are still in progress.12–19,31,32 In contrast
to this, the triplet superconductivity in the system with
the Zeeman field or SOC,2–4,21–24,26–30 which is in prox-
imity to the s-wave superconductor, is relatively easy to
be realized and manipulated with the flexible manipula-
tion of the strength and type of the SOC.38–40 Specifi-
cally, the triplet superconductivity in conventional S-F
interface or the S-F-S Josephson junction has been ex-
perimentally confirmed by observing the structure of the
energy gap23,24 or 0-π transition of Josephson effect.41–44
Nevertheless, it is shown that although there exists triplet
pairings, no triplet order parameter arises in both the in-
terface of conventional S-F and the system with SOC in
proximity to conventional s-wave superconductors.2–4,25
As a consequence, the elementary excitation spectra can-
not be influenced by the triplet pairings, and are only de-
termined by the singlet order parameter. Furthermore,
in the interface of conventional S-F, in the ferromagnet
side, when the singlet order parameter can be neglected
due to the weak interaction potential, the system shows
gapless structure.2,3,23,24,45 Due to the gapless structure,
the experimental realization of the gapless triplet super-
conductivity is performed at extremely low temperature
due to the absence of the gap protection.
One further notes that in abovemetal systems with the
Zeeman field or SOC which are in proximity to the s-wave
superconductors, the e-e interaction can be neglected due
to the strong screening.2–4 Nevertheless, in the study of
the boundary effects in superconductors-normal metal,
de Gennes pointed out that the Cooper pairs tunneling
or diffusing from the s-wave superconductor also experi-
ence the many-body interaction in the normal metal, in
which the singlet order parameter can be induced even
with a repulsive effective e-e interaction.45 Accordingly, it
is natural to consider the possibility to realize the triplet
order parameter in system with the Zeeman field or SOC
in proximity to the s-wave superconductor from the effec-
tive e-e interaction, which can protect the ground state
and is promising to provide rich physics especially for
the elementary excitation. As expected, this effect is sig-
nificant only when the effective e-e interaction is strong.
This can be realized in low-dimensional semiconductors
with weak screening effect, based on the facts that the
proximity-induced superconductivity from s-wave super-
conductor in two-dimensional (2D) electron gas, includ-
ing InAs46,47 and GaAs48–50 heterostructures, and quan-
tum nanowire51–54 has been reported in the literature.
In the present work, we show that a gapped triplet su-
perconductivity with triplet order parameter can be real-
ized in 2D electron gas of the spin-orbit-coupled quantum
wells (QWs) in proximity to the s-wave superconductor.
This triplet order parameter is induced by the effective e-
e interaction including the Coulomb and electron-phonon
(e-p) interactions, even the total interactions are repul-
sive. Specifically, based on the superconducting prox-
imity effect, it has been shown that the singlet order
parameter can be induced in the 2D electron gas.55–57
With this proximity-induced singlet order parameter, it
can be further shown that the triplet pairings are induced
due to the SOC.25 Furthermore, we derive the effective
Bogoliubov-de Gennes (BdG) equation, in which the self-
energy due to the momentum-dependent e-e and e-p in-
teractions is presented explicitly.58–60 Specifically, in the
effective BdG equation, the self-energy from the effective
e-e interaction leads to the p-wave (px±ipy) triplet order
parameter. Moreover, from the effective BdG equation,
it is discovered that the proximity-induced singlet order
parameter is also inevitably renormalized by the effective
e-e interactions.
To make the physics clearer, we further carry out the
numerical calculation in the specific material InSb (100)
QWs, in which there exists strong SOC.61,62 The calcula-
tions show that the self-energy due to the e-p interaction
is much smaller than that due to the e-e Coulomb inter-
action at low temperature (T =2 K), and hence only the
Coulomb interaction needs to be considered here. For
the renormalized singlet order parameter, it is always
smaller than the proximity-induced one, as the renor-
malization from the Coulomb interaction is in the oppo-
site sign against the proximity-induced order parameter.
Moreover, it is shown that it only depends on the magni-
tude of the momentum, and decreases with the increase
of the energy due to the suppression of the Coulomb in-
teraction at high energy. For the induced triplet order
parameter, it depends not only on the magnitude of the
momentum, but also on its angle. Specifically, in the
momentum-module dependence, a peak is predicted from
our theory. In the angular dependence, it is proved that
the d-vector of this triplet order parameter is parallel to
the effective magnetic field due to the SOC, and hence
is protected by the SOC.32 Finally, we study the elec-
tron density dependencies of the singlet and triplet order
parameters in detail. Rich behaviors arise when the elec-
trons populate different energy bands, which are split by
the strong SOC. It is further found that with proper elec-
tron density (ne ≈ 8 × 10
14 cm−2), the minimum of the
renormalized singlet order parameter and the maximum
of the induced triplet order parameter are comparable,
which provides an ideal condition to observe and distin-
guish these order parameters in the experiment.
This paper is organized as follows. In Sec. II, we set
up the model and Hamiltonian. In Sec. III, we present
the analytical results including the effective BdG equa-
tion (Sec. III A) and the calculation of the e-e and e-h
self-energies (Sec. III B). In Sec. IV, the numerical re-
sults are performed in InSb (100) QWs, in which both
the suppression of the proximity-induced singlet order
parameter (Sec. IVA) and induced triplet order parame-
ter (Sec. IVB) are discussed. We summarize and discuss
in Sec. V.
3II. MODEL AND HAMILTONIAN
We start our investigation from the Hamiltonian of
the (100) symmetric QWs in proximity to the s-wave
superconductor, which is composed by the Hamiltonian
of (100) QWs HˆQW (Sec. II A) and the Hamiltonian of
the s-wave superconductor HˆS (Sec. II B).
A. Hamiltonian of (100) QWs
The Hamiltonian of (100) QWs is written as
HˆQW = Hˆ
k
QW + Hˆ
soc
QW + Hˆ
ee
QW + Hˆ
ep
QW. (1)
Here, HˆkQW, Hˆ
soc
QW, Hˆ
ee
QW and Hˆ
ep
QW are the kinetic en-
ergy of the electron, the SOC, the e-e Coulomb inter-
action and e-p interaction, respectively. In QWs, by
using the field operator defined in Nambu⊗spin space
Ψˆ(r) =
(
ψ↑(r), ψ↓(r), ψ
†
↑(r), ψ
†
↓(r)
)T
, these Hamiltonians
are given as follows. The kinetic energy reads (~ ≡ 1
throughout this paper)
HˆkQW =
1
2
∫
drΨˆ†(r)
(
εk − µ
)
τˆ3Ψˆ(r), (2)
where εk = k
2/(2m∗) with k = (kx, ky) being the mo-
mentum of electron, m∗ denotes the effective mass of
electron, µ represents the chemical potential, and τˆ3 =
diag(1, 1,−1,−1). The SOC Hamiltonian is
HˆsocQW =
1
2
∫
drΨˆ†(r)
(
hˆsoc(kˆ) 0
0 hˆ∗soc(−kˆ)
)
τˆ3Ψˆ(r).
(3)
Here, hˆsoc(k) = −αkˆxσx+αkˆyσy in which α = γD(π/a)
2
for the infinitely deep well with γD and a being the
Dresselhaus coefficient and well width, respectively, and
σ = (σx, σy, σz) are the Pauli matrices.
63,64
The e-e Hamiltonian is written as
HˆeeQW =
1
2
∫
drdr′V (r−r′)
[
Ψˆ†(r)τˆ3Ψˆ(r)
][
Ψˆ†(r′)τˆ3Ψˆ(r
′)
]
,
(4)
where V (r − r′) denotes the screened Coulomb po-
tential, whose Fourier transformation is represented
by V (k) =
V0(k)
1− P (1)(k)V0(k)
. Here, V0(k) =∫
dy
1
πa
e2
ε0κ0(k2 + 4y2/a2)
|I(y)|2 with ε0 and κ0 stand-
ing for the vacuum permittivity and relative dielectric
constant; |I(y)|2 =
π4 sin2(y)
(π2 − y2)2y2
representing the form
factor; P (1)(k) denoting the longitudinal polarization
function, whose expression is derived based on the linear-
response theory with density-density correlation function
(refer to Appendix. B).58–60,65
Finally, the e-p interaction Hamiltonian is denoted as
HˆepQW =
1
2
∫
drdr′g(r− r′)Ψˆ†(r)τˆ3Ψ(r)φ(r
′), (5)
where g(r−r′) is the coupling potential between electron
and phonon and φ(r) is the phonon field operator. Specif-
ically, at low temperature, we focus on three electron-AC-
phonon interactions due to the deformation potential in
LA-branch and piezoelectric coupling including LA and
TA branches. The Fourier transformations of the cou-
pling potential g(r − r′) between the AC phonons and
electrons are explicitly given in Refs. 63,66.
B. Hamiltonian of s-wave superconductor
In the conventional s-wave superconductor, with
the field operator in Nambu⊗spin space expressed as
Φˆ(r) =
(
φ↑(r), φ↓(r), φ
†
↑(r), φ
†
↓(r)
)T
, the Hamiltonian is
expressed as
HˆS =
1
2
∫
drΦˆ†(r)HˆBdGS Φˆ(r), (6)
where the BdG Hamiltonian HˆBdGS is written as
HˆBdGS =


pˆ2
2m˜ − µ˜ 0 0 −∆0
0
pˆ2
2m˜ − µ˜ ∆0 0
0 −∆∗0
pˆ2
2m˜ − µ˜ 0
∆∗0 0 0
pˆ2
2m˜ − µ˜

 τˆ3.
(7)
In Eq. (7), for the electron in the superconductor, p =
(px, py, pz) is the momentum; m˜ and µ˜ are the mass and
chemical potential, respectively; and ∆0 denotes the sin-
glet gap, which is taken to be real in this work.
III. ANALYTICAL RESULTS
A. Effective BdG equation in QWs
In this section, we derive the effective BdG equation in
QWs by using the equilibrium Green function method in
the Matsubara representation in the Nambu⊗spin space,
from which we obtain that the self-energies due to the
effective e-e interactions act as the effective singlet and
triplet pairing potentials (order parameters).58–60 Here,
the zeroth-order Hamiltonian is chosen to be Hˆ0QW =
HˆkQW + Hˆ
soc
QW, and Hˆ
ee
QW and Hˆ
ep
QW are treated as per-
turbations. In the Nambu⊗spin space, the equilibrium
Green function is defined as
G12 = −τˆ3〈Tτ Ψˆ1Ψˆ
†
2〉, (8)
with Tτ representing the chronological product, (1) =
(τ1, r1) representing the imaginary-time–space point, and
〈· · · 〉 denoting the ensemble average.58–60
When no interactions are included, the eigenstates
of Hˆ0QW are expressed as the spinor wavefunction
Un(r) =
(
un,↑(r), un,↓(r), vn,↑(r), vn,↓(r)
)T
for the
4nth-state with eigen-energy En, i.e., Hˆ
0
QWUn(r) =
EnUn(r). For these eigenstates, the orthonormal con-
ditions
∫
drU †n(r)Un′(r) = δnn′ and
∑
n Un(r)U
†
n(r
′) =
δ(r − r′) are satisfied. Accordingly, the field operator in
the Heisenberg representation can be expanded by these
eigenstates as Ψ†(τ, r) =
∑
n e
EnτU †n(r)α
†
n, where α
†
n is
the creation operator for nth state. Accordingly, from
Eq. (8), the free Green function is represented as
G012 = −
∑
n
τˆ3Un(r1)U
†
n(r2)e
−En(τ1−τ2)
×
[
θ(τ1 − τ2)〈αnα
†
n〉 − θ(τ2 − τ1)〈α
†
nαn〉
]
, (9)
where θ(τ1 − τ2) is the Heaviside step function. Then
from Eq. (9), one can obtain the dynamics equation for
the free Green function,
(−
∂
∂τ1
τˆ3 − Hˆ
0
QWτˆ3)G
0
12 = δ(1− 2). (10)
In the Matsubara-frequency space, G0(r1, r2; iωm) =∫ β
0 dτe
iωmτG0(r1, r2; τ), where β = 1/(kBT ) and ωm =
(2m + 1)π/β are Matsubara frequencies with m being
integer. Then in this space, Eq. (10) is transformed into
(iωmτˆ3 − Hˆ
0
QWτˆ3)G
0(r1, r2; iωm) = δ(r1 − r2). (11)
When the interactions are considered, the eigenfunc-
tion and creation (annihilation) operator are expressed as
U˜n and α˜
†
n (α˜n), respectively, whose eigen-energy is E˜n.
Accordingly, the Green function in Matsubara-frequency
space is expressed as
G(r1, r2; iωm) =
∑
n
τˆ3U˜n(r1)U˜
†
n(r2)
1
iωm − E˜n
. (12)
From the Dyson equation, one can also express the above
Green function as
G(r1, r2; iωm) = G
0(r1, r2; iωm) +
∫
dr3dr4G
0(r1, r3; iωm)
× Σ(r3, r4; iωm)G(r4, r2; iωm), (13)
where Σ(r3, r4; iωm) are the self-energies due to Hˆ
ee
QW and
HˆepQW. By performing the operation (iωmτˆ3−Hˆ
0
QWτˆ3) on
Eq. (13), with Eq. (11), one obtains
Hˆ0QWU˜n(r) +
∫
dr′Σ(r− r′, iωm)τˆ3U˜n(r
′) = E˜nU˜n(r).
(14)
Specifically, in homogeneous space, Eq. (14) is written in
the momentum-space as[
Hˆ0QW(k) + Σ(k, iωm)τˆ3
]
U˜n(k) = E˜n(k)U˜n(k). (15)
Finally, in the real-frequency space, by using the analyt-
ical continuation iωm → ω + i0
+, Eq. (15) becomes[
Hˆ0QW(k) + Σ(k, ω)τˆ3
]
U˜n(k) = E˜n(k)U˜n(k). (16)
Eq. (16) is the effective BdG equation in QWs, which
can be used to calculate the energy-spectra and wave-
function of the elementary excitation. Moreover, from
the structure of the self-energy Σ(k, iωm), one can obtain
the effective singlet and triplet order parameters, which
are presented in Sec. III B 1 and III B 2, respectively.
B. Singlet and triplet order parameters from
self-energy
In this part, we present the self-energies due to the su-
perconducting proximity effect, e-e and e-p interactions,
respectively. One notes that the self-energies and Green
function should be calculated consistently, because the
Green function determines the self-energy and vice versa,
from Eq. (13), the self-energy also influences the Green
function. Therefore, when there exits two kinds of self-
energies, i.e., the self-energy due to the superconducting
proximity effect and the self-energy due to e-e and e-p
interactions, their calculations are complicated because
they are influenced on each other through the determi-
nation of the Green function. However, when the two
kinds of interactions are not comparable, the calculation
is highly simplified. Here, the e-e and e-p interactions are
weaker than the one due to superconducting proximity ef-
fect. This makes it reasonable to calculate the self-energy
due to the superconducting proximity effect without con-
sideration of the e-e and e-p interactions, from which the
Green function including the superconducting proximity
effect is determined (Sec. III B 1). With this Green func-
tion, we further calculate the self-energy due to e-e and
e-p interactions (Sec. III B 2).
1. Self-energy and Green function due to superconducting
proximity effect
In this part, the self-energy and Green function due
to the superconducting proximity effect are presented.
Specifically, the self-energy due to the superconducting
proximity effect is written as
Σs(k¯) ≈


0 0 0 −∆(k¯)
0 0 ∆(k¯) 0
0 −∆∗(k¯) 0 0
∆∗(k¯) 0 0 0

 , (17)
where k¯ ≡ (iωm,k). Here, from Eqs. (15) and (16), one
observes that ∆(k¯) acts as the singlet order parameter
in the QWs, which is referred to as proximity-induced
singlet order parameter in this work. One notices that
this self-energy [Eq. (17)] can be induced from the single-
particle tunneling between QWs and superconductors
(refer to Appendix A)55,56,67 and other possibilities.3,68
From Eq. (17), we calculate the Green function for
the 2D electron gas in QWs with the proximity-induced
singlet order parameter included, based on the Dyson’s
5equation in frequency-momentum space,
G(k¯) = G0(k¯) +G0(k¯)Σs(k¯)G(k¯). (18)
By expressing
G(k¯) =


G↑↑(k¯) G↑↓(k¯) F↑↑(k¯) F↑↓(k¯)
G↓↑(k¯) G↓↓(k¯) F↓↑(k¯) F↓↓(k¯)
F ∗↑↑(−k¯) F
∗
↑↓(−k¯) G
∗
↑↑(−k¯) G
∗
↑↓(−k¯)
F ∗↓↑(−k¯) F
∗
↓↓(−k¯) G
∗
↓↑(k¯) G
∗
↓↓(−k¯)

 ,
(19)
one obtains the normal Green function(
G↑↑(k¯) G↑↓(k¯)
G↓↑(k¯) G↓↓(k¯)
)
=
1
2
(
A+(k¯) +A−(k¯) hk
[
A+(k¯)−A−(k¯)
]
h∗k
[
A+(k¯)−A−(k¯)
]
A+(k¯) +A−(k¯)
)
,
(20)
and anomalous (Gor’kov’s ) Green function60(
F↑↑(k¯) F↑↓(k¯)
F↓↑(k¯) F↓↓(k¯)
)
=
1
2
(
hk
[
B−(k¯)− B+(k¯)
]
B+(k¯) +B−(k¯)
−B+(k¯)−B−(k¯) h
∗
k
[
B+(k¯)−B−(k¯)
] ) .
(21)
In Eqs. (20) and (21), A±(k¯) =
iωm + ǫk±
(iωm)
2 − ǫ2k± − |∆(k¯)|
2
and B±(k¯) =
∆(k¯)
(iωm)
2 − ǫ2k± − |∆(k¯)|
2 with ǫk± =
k2
2m∗
±
αk − µ = Ek,± − µ; hk = −e
iφk with φk being the angle
of the momentum.
Some features can be revealed from the normal and
anomalous Green functions [Eqs. (20) and (21)] when
there exists the SOC. Specifically, from the off-diagonal
terms of the normal Green function [Eq. (20)], one con-
cludes that there always exists correlation for the electron
with different spins due to the SOC. From the anomalous
Green function [Eq. (21)], there exist anomalous correla-
tions for the electrons not only with the same spins, i.e.,
the off-diagonal terms in Eq. (21), but also with differ-
ent spins, i.e., the diagonal terms in Eq. (21). Therefore,
one can realize the mixed singlet-triplet pairings in spin-
orbit-coupled QWs in proximity to conventional s-wave
superconductors.25 Nevertheless, from the effective BdG
equation with the self-energy due to the superconduct-
ing proximity effect, i.e., Eq. (16), one can see that only
the singlet component contributes the order parameter.
In the following, we can show that when the e-e and e-
p interactions are further considered, the triplet order
parameter is also induced and hence the gapped triplet
superconductivity can be realized.
2. Self-energy due to e-e and e-p interactions
In this part, the self-energies due to e-e and e-p inter-
actions are derived, whose Feynman diagram is shown in
(a) (b)
,
m
i k,
m
i k,mi k,mi k ,ni !k
,
n
i !k,m ni i  !" "k k
,
m n
i i  !" "k k
FIG. 1: (Color online) Feynman diagrams for the calculation
of self-energies due to e-e [(a)] and e-p [(b)] interactions. Here,
← represents the Green function G(iωm,k) [Eq. (19)] in ma-
trix form. The black dashed curve in (a) and black wavy curve
in (b) represent the Coulomb potential and phonon Green
function, respectively.
Figs. 1(a) and (b), respectively. For the e-e interaction,
from the Feynman diagram in Fig. 1(a), the self-energy
in the Matsubara representation is written as
Σee(k) = −
1
β
∫
dk′
(2π)2
V (k− k′)
∑
n
G(iωn,k
′). (22)
For the e-p interaction, from the Feynman diagram in
Fig. 1(b), the self-energy reads
Σep(iωm,k) = −
1
β
∑
n
∫
dk′
(2π)2
∫
dqz
2π
|gk′,qz |
2
×
2ωk′,qz
(iωn)2 − ω2k′,qz
G(iωm − iωn,k− k
′). (23)
In Eq. (23), gk′,qz denote the e-p interactions due to
the deformation potential (LA-branch) and piezoelectric
coupling (LA and TA branches), and ωk,qz are the cor-
responding energy spectra. For LA and TA phonons,
ωslk,qz = vsl
√
k2 + q2z and ω
st
k,qz
= vst
√
k2 + q2z , respec-
tively, with vsl and vst being the velocities of LA and TA
phonons, respectively.63,66
From the structure of the self-energies due to the e-e
and e-p interactions, one observes that every elements in
these 4 × 4 matrices are renormalized, including the ef-
fective mass, the zero-energy point, the strength of the
SOC and the singlet order parameter. Specifically, the
triplet order parameter is induced due to the existence
of the triplet pairings. Here, we neglect the renormaliza-
tion of the effective mass, the zero-energy point and the
SOC strength (which is shown to be negligible compared
to the original SOC), and focus on the renormalization
of the singlet and induction of the triplet order parame-
ters, whose concrete analytical expressions and numerical
values are discussed in detail in Sec. IV.
IV. NUMERICAL RESULTS
In this section, to show the physics more clearly and
quantitatively, we numerically calculate the self-energies
6due to the e-e and e-p interactions based on Eqs. (22) and
(23). We choose the material with strong SOC: i.e., InSb
(100) QWs. All parameters including the band structure
and material parameters used in our computation are
listed in Table I.61,62
TABLE I: Parameters used in the computation for self-
energies due to the e-e and e-p interactions.61,62
m∗/m0 0.015 n0 (cm
−2) 1014
κ0 16.0 γD (eV · A˚
3) 389
κ∞ 15.68 a (nm) 3
d (kg/cm3) 5.8 T (K) 2
Ξ (eV) 14.5 vsl (m/s) 3770
e14 (10
9 V/m) 1.41 vst (m/s) 1630
In Table I, d is the mass density of the crystal; Ξ de-
notes the deformation potential; and e14 represents the
piezoelectric constant. In our computation, the electron
densities ne in QWs vary from n0 to 35n0. With these
electron densities, the chemical potential is calculated
with the strong SOC explicitly included in the energy
spectra by solving the equation
n↑ = n↓ =
1
2
∫
dk
(2π)2
[
nF (ǫk+) + nF (ǫk−)
]
. (24)
In Eq. (24), n↑ and n↓ represent the electron densities
with spin-up and spin-down, respectively; nF (ǫk±) ={
exp
[
β(ǫk± − µ)
]
+ 1
}−1
is the Fermi-Dirac distribu-
tion function. Furthermore, in our computation, we fo-
cus on the weak coupling limit addressed in Refs. 55,56,67
with |∆(ω,k)| ≪ ∆0, where ∆0 is one to several meV
in conventional superconductors. Moreover, we focus
on the low temperature limit. With these two condi-
tions, one observes that the main physics happens in the
regime |ω| . |∆(ω,k)|, and hence the frequency is much
smaller than ∆0. In this situation, in the singlet order
parameter due to the superconducting proximity effect,
i.e., ∆(ω,k) [Eq. (A7)], the frequency dependence can be
neglected.55,56,67 Therefore, in our calculation, ∆(ω,k) is
set to be constant (0.5 meV) in the static approximation.
It is emphasized that this approximation has little qual-
itative influence on the physics we reveal.55,56,67
Finally, we point out that according to our calculation
based on above parameters, it is found that the contribu-
tion of the self-energy mainly comes from the e-e interac-
tion, as the contribution due to e-p interactions are two
orders of magnitude smaller than that of the e-e interac-
tion at low temperature. Accordingly, it is adequate to
consider the e-e interaction here in the calculation and
the following analysis.
A. Suppression of singlet order parameter
In this part, we focus on the calculation of the
Coulomb-interaction–induced singlet order parameter
∆s(k). From Eqs. (21) and (22), the Coulomb-
interaction–induced singlet order parameter in the static
approximation is obtained, which is written as
∆s(k) ≈ −
∆
2β
∑
k′,n
∑
η=±
Vk−k′
1
ω2n + ǫ
2
k′η + |∆|
2
. (25)
One notes that according to Eq. (16), the Coulomb-
interaction–induced order parameter is defined from the
self-energy multiplying τˆ3. From Eq. (25), one ob-
serves that ∆s(k) always has opposite sign against the
proximity-induced order parameter ∆(ω = 0), because
the summation in Eq. (25) is always positive with the re-
pulsive e-e Coulomb interaction. This shows that the re-
pulsive Coulomb interaction suppresses the singlet order
parameter with the renormalized singlet order parame-
ter ∆S(k) = ∆ + ∆s(k). It is further noted that this
conclusion is consistent with the recent investigation in
quantum nanowire in proximity to the s-wave supercon-
ductor, in which the Hubbard interaction is considered.69
Furthermore, after the summation on the Matsubara
frequencies, Eq. (25) becomes
∆s(k) = −
m∗
16π2
∑
η=±
∫ ∞
0
dεk′dφk′Fk,k′Λη(k
′)
×
[
1− 2nF
(√
ǫ2k′,η + |∆|
2
)]
, (26)
with Fk,k′ = V
(√
k2 + k′2 − 2kk′ cosφk′
)
, which is φk-
independent, and Λ±(k
′) = ∆/
√
ǫ2k′,± + |∆|
2. Accord-
ingly, from Eq. (26), one observes that the renormalized
singlet order parameter only depends on the magnitude
of the momentum and is independent on its direction,
which is calculated explicitly in the following.
1. Momentum dependence of the renormalized singlet order
parameter
In this part, we study the momentum dependence of
the renormalized singlet order parameter, which only de-
pends on the magnitude of the momentum. In Fig. 2,
the renormalized singlet order parameters ∆S(k), shown
by the green chain and yellow dashed curves for ne =
2n0 and 6n0, increase with the increase of the elec-
tron energy. This is because the magnitude of the
Coulomb-interaction–induced singlet order parameters,
i.e., −∆s(k), decreases with the increase of the electron
energy for n = 2n0 (the red solid curve with squares) and
6n0 (the blue dashed curve with squares), respectively.
This can be undersrood from the fact that with the in-
crease of the magnitude of the momentum and hence the
electron energy, the Coulomb interaction is suppressed.
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FIG. 2: (Color online) Energy-dependencies of the renor-
malized singlet order parameter ∆S(k) and the magnitude
of the Coulomb-interaction–induced singlet order parameter
−∆s(k) with different electron densities n = 2n0 and 6n0,
respectively.
Furthermore, in Fig. 2, by observing the calculated
results with ne = 2n0 and 6n0, one notices that
the Coulomb-interaction–induced singlet order parame-
ter and hence the renormalized singlet order parameter
explicitly depends on the electron density in QWs. Ac-
tually, this provides a possible way to experimentally
distinguish the singlet order parameter due to the su-
perconducting proximity effect and that due to the e-e
interaction. This is because the singlet order parameter
due to the superconducting proximity effect marginally
depends on the electron density in QWs [Eq. (A7)].
2. Electron density dependence of the
Coulomb-interaction–induced singlet order parameter
In this part, we focus on the electron density de-
pendence of the maximum of the Coulomb-interaction–
induced singlet order parameter ∆ms at k = 0. In Fig. 3,
it is shown by the red solid curve with circles that with
the increase of the electron density, ∆ms first shows a val-
ley at relatively low electron density ne ≈ 3n0, then a
peak at the moderate electron density ne ≈ 8n0, and
finally decreases very slowly at high electron density
ne & 24n0. We first give the whole physics picture be-
hind these rich and intriguing dependencies of ∆ms from
the analysis of Eq. (25) when k = 0.
From Eq. (25), one finds that with the increase of the
electron density, both the Coulomb potential (Vk′) and
the proximity-induced singlet pairing ( 1
ω2n + ǫ
2
k′η + |∆|
2 )
 2
 3
 4
 5
 6
 7
 8
 5  10  15  20  25  30  35
ne/n0
∆ sm
 (
1
0
-1
m
eV
)
∆=0.5 meV∆s
m
∆s,p
m
∆s,C
m
Eq. (28)
Eq. (29)
-20
-15
-10
-5
 0
 5
 10
 15
 20
 5  10  15  20  25  30  35
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
µ 
(m
eV
)
ne/n0
P
ef
f 
(1
0
8
)
µ
Peff
FIG. 3: (Color online) Density dependence of the maxi-
mum of the Coulomb-interaction–induced singlet order pa-
rameter ∆ms , shown by the red solid curve with circles.
The yellow dashed curve (green chain curve with squares),
labeled by ∆ms,p (∆
m
s,C), represents the maximum of the
Coulomb-interaction–induced singlet order parameter when
the proximity-induced singlet pairing (Coulomb potential) is
arbitrarily taken to be independent on electron density. Fur-
thermore, the blue dashed and purple chain curves denote
the calculated results from Eqs. (28) and (29), respectively,
in which the longitudinal polarization function is also taken
to be constant. The inset zooms the density dependencies
of the chemical potential and effective polarization function
[Eq. (27)], in which the red solid line represents the band edge.
are varied due to their dependencies on the chemical po-
tential, and hence both can influence of the electron den-
sity dependence of ∆ms . Specifically, in the inset of Fig. 3,
it is shown by the blue dashed curve with circles that with
the increase of the electron density, the effective polar-
ization function
Peff = e
2/(ε0κ0)|P
(1)(ω = 0,q = 0)|. (27)
shows a peak arising at the crossover between the non-
degenerate and degenerate regimes with ne ≈ 3n0, and
becomes independent of the electron density when ne &
20n0. Therefore, the strength of the Coulomb poten-
tial first decreases at low electron density and then in-
creases at moderate one, and finally becomes indepen-
dent of electron density at high electron density. As to
the proximity-induced singlet pairing, with the increase
of the electron density, it first varies slowly and then
rapidly due to the electron density dependence of the
chemical potential, which is shown by the green chain
curve with squares in the inset of Fig. 3.
We find that the valley (decrease) in the electron
density dependence of ∆ms at low (high) electron den-
sity comes from the electron density dependence of the
8Coulomb potential (proximity-induced singlet pairing).
This is confirmed from the fact that when the elec-
tron density is low (high), ∆ms,p (∆
m
s,C) with constant
proximity-induced singlet pairing (constant Coulomb po-
tential) at ne = n0 (ne = 35n0) almost coincides with
∆ms , shown by the yellow dashed curve (green chain curve
with squares) in Fig. 3. Accordingly, at the moderate
electron density 3n0 . ne . 20n0, with the increase of
the electron density, the Coulomb potential tends to en-
hance ∆ms ; whereas the proximity-induced singlet pairing
tends to suppress ∆ms . Thus, due to this competition of
these two effects, a peak arises at the moderate electron
density.
Nevertheless, one observes that for ∆ms and ∆
m
s,p, there
also exists small discrepancy for the value of the valley,
with the former larger than the latter. This can be ex-
plained by the fact that when the Coulomb potential is
set to be density independent, ∆ms,C shows a peak when
ne ≈ 3ne, which suppresses the value of valley. Moreover,
although when ne & 8ne, ∆
m
s decreases with the increase
of the electron density, the rates of the decrease are dras-
tically different for 8n0 . ne . 20ne and ne & 20ne. This
can also be explained by the electron density dependence
of ∆ms,C , which decreases rapidly when 8n0 . ne . 20ne
and slowly when ne & 20ne. Accordingly, a detailed
physics picture can be obtained by analyzing the elec-
tron density dependence of ∆ms,C , which is addressed as
follows.
a. Single-band and double-band regimes To analyze
the electron density dependence of ∆ms,C , we first divide
the system into different regimes according to the popu-
lation of electrons with different chemical potentials. In
the inset of Fig. 3, when ne . 3n0, the chemical potential
is close to the band edge, which is shown by the red solid
line, indicating that the system lies in the crossover be-
tween the non-degenerate and degenerate regimes. More-
over, when ne . 20n0, the chemical potential is nega-
tive, which shows that the electrons mainly populate at
the Ek,−-band; whereas when ne & 20n0, Ek,+-band be-
comes populated. To see this more clearly, in Fig. 4,
the band structures for the Ek,− and Ek,+-bands are
schematically plotted by the red and blue solid curves,
respectively. In Fig. 4, the three situations mentioned
above corresponding to ne . 3n0, 3n0 . ne . 20n0 and
ne & 20n0 are plotted by the dashed lines labeled by µ1,
µ2 and µ3, respectively. Accordingly, when ne . 20n0,
only Ek,−-band is efficiently populated, the system is re-
ferred to as single-band regime; whereas when ne & 20n0,
the Ek,+-band becomes populated and the system is re-
ferred to as double-band regime.
b. Influence of proximity-induced singlet pairing in
different regimes Before addressing the influence of the
proximity-induced singlet pairing in different regimes, we
first make some simplification in Eq. (26). One notes that
when ∆≫ kBT here, nF
(√
ǫ2k′,± + |∆|
2
)
≪ 1 and hence
can be neglected in Eq. (26). This is justified in Fig. 3 by
the fact that when nF
(√
ǫ2k′,± + |∆|
2
)
is not considered
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FIG. 4: (Color online) Schematic for the band structures
of Ek,− and Ek,+-bands, shown by the red and blue solid
curves, respectively. The dashed lines labeled by µ1, µ2 and
µ3 correspond to the chemical potentials when ne . 3n0,
3n0 . ne . 20n0 and ne & 20n0, respectively. kc is the
momentum corresponding to the band edge of Ek,−-band; k∗
and k′∗ label the intersection points between µ2 and Ek,−-
band with k∗ > kc and k
′
∗ < kc, respectively.
in Eq. (26), ∆ms,C shown by the blue dashed curve almost
coincides with the green chain curve with squares. In this
situation, Eq. (26) with k = 0 is simplified to be
∆ms,C ≈
m∗
8π
∫ ∞
0
dεk′F
∗
k′
[
Λ−(k
′) + Λ+(k
′)
]
, (28)
where F ∗k′ = Vk=0,k′ with polarization function taken to
be the one when ne = 35n0. Nevertheless, one further
notes that when ne . 20n0, only the Ek,−-band is effi-
ciently populated and hence |ǫk,−| ≪ |ǫk,+|. Accordingly,
Eq. (28) is further reduced to
∆ms,C ≈
m∗
8π
∫ ∞
0
dεk′F
∗
k′Λ−(k
′). (29)
Eq. (29) is justified in Fig. 3 with the fact that when
ne . 20n0, ∆
m
s,C shown by the purple chain curve almost
coincides with the blue dashed one.
When the system lies in the single-band (double-band)
regime when ne . 20n0 (ne & 20n0), the electron density
dependence of ∆ms,C can be analyzed based on Eq. (29)
[Eq. (28)]. Specifically, in the single-band regime, when
ne . 3n0, the kinetic energy of electrons is larger than
the chemical potential (refer to the inset in Fig. 3). In
this situation, with the increase of the electron density
and hence the chemical potential, ǫ2k′,− decreases, lead-
ing to the increase of ∆ms,C from Eq. (29). Whereas
when 3n0 . ne . 20n0, the chemical potential is larger
than the band edge. This situation is represented in
Fig. 4 with the chemical potential µ2 intersecting with
the Ek,−-band by two points k∗ and k
′
∗. Specifically,
k∗ > kc and k
′
∗ < kc with kc being the momentum corre-
sponding to the band edge of Ek,−-band. From Eq. (29),
one observes that when ǫk,− = 0, Λ−(k) is the largest,
9which means that the electrons around the chemical po-
tential play the most important role in the renormal-
ization of the singlet order parameter. For these elec-
trons, with the increase of the chemical potential µ2,
k∗ increases and k
′
∗ decreases. Nevertheless, k
′
∗ is rel-
atively small and can be even smaller than the wave-
vector due to the effective polarization function, which
cannot cause efficient variation of the Coulomb poten-
tial. Whereas the increase of k∗ can efficiently suppress
the Coulomb potential, and hence ∆ms,C decreases with
the increase of the electron density in this regime. Fur-
thermore, when ne & 20n0, the system enters into the
double-band regime, in which the Ek,+-band becomes
populated. Therefore, with the increase of the popula-
tion of these electrons, the contribution of the Ek,+-band
to ∆ms,C increases with the increase of the electron den-
sity [Eq. (28)]. This tends to suppress the decrease of
∆ms,a due to the Ek,−-band. Consequently, in this regime,
∆ms,C decreases very slowly with the increase of the elec-
tron density.
c. Summary of the physics picture By knowing the
separate roles of the Coulomb potential and proximity-
induced singlet pairing in the density dependence of ∆ms ,
the whole physics picture can be obtained. At the low
electron density ne . 3n0, from the inset of Fig. 3, one
observes that the polarization function varies rapidly,
whereas the chemical potential varies slowly. In this sit-
uation, the influence of the Coulomb potential on the
renormalized singlet order parameter is dominant. As
a consequence, at the crossover of the non-degenerate
and degenerate regimes with ne ≈ 3n0, there exists a
valley in the electron density dependence of ∆ms due
to the dependence of the screening effect on electron
density. Nevertheless, at the moderate electron density
3n0 . ne . 20n0, the screening effect tends to enhance
∆ms ; whereas the population of the electron in Ek,−-band
tends to suppress it. Thus, due to this competition of the
two effects, a peak arises in the electron density depen-
dence of the ∆ms . Finally, at the high electron density
ne & 20n0, from the inset of Fig. 3, one obtains that the
effective polarization function becomes constant, whereas
the chemical potential increases rapidly. Therefore, ∆s
decreases slowly due to the competition of the popula-
tions of electrons in Ek,+ and Ek,−-bands.
B. Induced triplet p-wave order parameter
In this subsection, we discuss the triplet order parame-
ter induced by the e-e Coulomb interaction. Specifically,
from Eqs. (21) and (22), the induced triplet order param-
eter reads
∆t(k) =
(
Q−(k)−Q+(k) 0
0 Q∗+(k)−Q
∗
−(k)
)
. (30)
with
Q±(k) =
m∗
8π2
eiφk
∫
dεk′dφk′ cosφk′Fk,k′Λ±(k
′)
×
[1
2
− nF (
√
ǫ2k′,± +∆
2)
]
. (31)
From Eq. (30), one obtains that the triplet order param-
eter ∆t(k) depends on the phase factor e
iφk and hence
the direction of the momentum, which is odd in the mo-
mentum. Thus, ∆t(k) is the triplet p-wave order param-
eter. Specifically, this p-wave order parameter is in the
(px ± ipy) type.
14,31,32,70 It is noted that if Fk,k′ is ar-
bitrarily taken to be momentum-independent, the triplet
order parameter [Eq. (30)] is exactly zero due to the angle
integration.
1. Momentum dependence of triplet p-wave order parameter
In this part, we analyze the momentum dependence
of the triplet order parameter including the angular and
magnitude dependencies, which is summarized in Fig. 5.
In Fig. 5, when ne = 10n0, the d-vectors of the triplet
order parameter are plotted, defined as3,31,33
∆t(k) =
[
d(k) · σ
]
iσy, (32)
are plotted, with d(k) =
(
dx(k), dy(k), dz(k)
)
. It is
shown that only the in-plane components of the d-vector
are induced in (100) QWs. Specifically, in Figs. 5(a) and
(b), it is shown that the xˆ and yˆ components of the in-
duced triplet order parameter satisfies dx(k) ∝ − cosφk
and dy(k) ∝ sinφk, which is parallel to the effective mag-
netic field due to the SOC [Eq. (3)]. Thus, the induced
triplet order parameter is stable due to the SOC.32 More-
over, the calculated results in Fig. 5 show that the in-
duced triplet order parameter also depends on the mag-
nitude of momentum or electron energy, which are further
discussed in the following.
In Fig. 6, the energy dependence of the absolute value
of the induced triplet order parameters |∆t(k)| is plot-
ted when ne = 10n0 and 30n0, respectively. It is shown
that with the increase of the electron energy, |∆t(k)| first
increases from zero at k = 0 and then decreases with a
peak arising at moderate energy. This can be understood
as follows. When k = 0, from Eq. (30), ∆t(k) equals to
zero due to the angular integration over φk′ . To fur-
ther analyze the energy dependence of |∆t(k)|, Eq. (30)
can be simplified, which is similar to the situation of the
Coulomb-interaction–induced singlet order parameter. It
can be seen that nF (
√
ǫ2k′,± +∆
2) can be neglected in
Eq. (30) when ∆≫ kBT . Furthermore, when ne . 20n0,
the system lies in the singlet-band regime, and the mag-
nitude of the triplet order parameter is written as
|∆t(k)| ≈
m∗
16π2
∫
dεk′dφk′Fk,k′ cos(φk′)Λ−(k
′).
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FIG. 5: (Color online) Momentum dependence of the d-
vectors. The electron density is ne = 10n0 with kF =
7.9 × 107 m−1. In (a) and (b), it is shown that the xˆ and
yˆ components of the induced triplet order parameter satisfy
dx(k) ∝ − cosφk and dx(k) ∝ sinφk, respectively. Moreover,
the calculated results show that the induced triplet order pa-
rameter also depends on the magnitude of momentum.
Whereas when ne & 20n0, the system lies in the double-
band regime, with the corresponding magnitude of the
triplet order parameter written as
|∆t(k)| ≈
m∗
16π2
∫
dεk′dφk′Fk,k′ cos(φk′)
×
[
Λ−(k
′)− Λ+(k
′)
]
. (34)
Based on Eqs. (33) and (34), the energy dependencies of
|∆t(k)| can be understood as follows.
We first address that when k is very large, the Coulomb
potential is efficiently suppressed, and hence the induced
triplet order parameter tends to be zero when the en-
ergy tends to infinite. Accordingly, when |k| = 0 and
|k| → ∞, |∆t(k)| → 0. Therefore, there must exist non-
monotonic behavior between |k| = 0 and |k| → ∞, which
is shown to be a peak at the moderate energy. Specifi-
cally, when n = 10n0, the system lies in the single-band
regime and the behavior of |∆t(k)| can be described by
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FIG. 6: (Color online) Energy dependence of the absolute
value of the induced triplet order parameter |∆t(k)| when
ne = 10n0 (the red solid curve with squares) and 30n0 (the
blue dashed curve with squares). Furthermore, the green
chain curve (yellow dashed curve with crosses) represents
the calculated results based on Eq. (33) when ne = 10n0
(ne = 30n0). Moreover, from Eq. (34), the calculated result
for ne = 30n0 is plotted by the purple chain curve.
Eq. (33) well. This is justified in Fig. 6 by the fact that
the green chain curve calculated from Eq. (33) almost
coincides with the full calculation represented by the red
solid curve with squares. From Eq. (33), on one hand,
one observes that when |k′| ≈ |k|, the Coulomb poten-
tial is relatively strong. Accordingly, electrons with mo-
mentum |k′| ≈ |k| can play an important role in the
induction of the triplet order parameter. On the other
hand, when ǫk,− = 0, Λ−(k) is largest, which means the
electron around the chemical potential can also play an
important role in the induction of the triplet order pa-
rameter. When the two parts of the electrons, i.e., the
electrons with momentum |k| and the ones around the
chemical potential, are not the same, the induced triplet
order parameter is expected to be small. However, with
the increase of the momentum k, there exists a “inter-
section” point that the two parts of the electrons are the
same, where the peak arises in the energy dependence of
|∆t(k)|. Accordingly, from this simple picture, the posi-
tion of the peak of |∆t(k)| in the energy dependence can
be determined.
Specifically, one expects that in the single-band
regime, the “intersection” point arises when the condi-
tion k2c/(2m
∗)− αkc − µ ≈ 0 is satisfied, where kc is the
magnitude of the momentum at the “intersection” point.
Therefore, the “intersection” point is estimated to be
εck ≡ k
2
c/(2m
∗) ≈ m∗α2 + µ+ α
√
2m∗(m∗α2/2 + µ),
(35)
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which labels the position of the peak. Here, we com-
pare Eq. (35) with the full numerical calculations. From
Eq. (35), when ne = 5n0, 10n0 and 20n0, the calculated
peak position are at 27.0, 37.4 and 64.1 meV, respec-
tively. They are very close to the corresponding ones
from the full numerical calculations, which are 27.3, 35.1
and 63.4 meV. Furthermore, from Eq. (35), one obtains
that when the electron density and hence the chemical
potential increases, the position of the peak arises at
higher energy.
When ne = 30n0, one expects that the system en-
ters into the double-band regime. However, it is shown
in Fig. 6 that the results calculated from Eqs. (34) and
(33) almost coincide, denoted by the purple chain curve
and yellow dashed curve with crosses, respectively. This
indicates that the contribution from Ek,+-band is negli-
gible even when its population becomes significant. This
is because even in the double-band regime, the average
momentum of the populated electrons in Ek,+-band is
close to zero, which is much smaller than the ones in
Ek,−-band. This can be explicitly seen from Fig. 4 that
the momentum corresponding to the intersection point
between µ3 and Ek,+-band is close to zero. Specif-
ically, the average momentum in Ek,+-band is much
smaller than the wave-vector due to the effective polar-
ization function. Hence, the Coulomb potential experi-
enced by the electron in Ek,+-band can be treated as
momentum-independent potential approximately, which
does not contribute to the induction of the triplet or-
der parameter due to the angle integration in Eq. (30).25
In this situation, the system still lies in the single-band
regime. Hence, the position of the peak is determined
from Eq. (35), which is calculated to be 94.2 meV,
again very close to the one from the full calculation, i.e.,
93.7 meV.
2. Electron density dependence of triplet order parameter
In this part, we study the electron density dependence
of the maximum value of the triplet order parameter ∆mt ,
shown in Fig. 7. It is seen that with the increase of the
electron density, ∆mt first decreases at the low electron
density ne . 3n0, then increases slowly at the moderate
electron density 3n0 . ne . 20n0 and finally, decreases
slowly when ne & 20n0. Accordingly, a valley and an ex-
tremely weak peak appears at low and moderate electron
densities, respectively. Nevertheless, when the Coulomb
potential is taken to be independent on electron density
in Eq. (30), it is shown in Fig. 7 by the green chain curve
with circles (labeled by ∆mt,C) that with the increase of
the electron density, ∆mt,C first increases when ne . 3n0,
then decreases rapidly when 3n0 . ne . 20n0, and fi-
nally decreases slowly when ne & 20n0. One notices that
all these features are very similar to the electron density
dependence of the renormalized singlet order parameter,
addressed in detail in Sec. IVA2. The only difference
is that when ne & 20n0, the system actually lies in the
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FIG. 7: (Color online) Electron density dependence of the
maximum value of the induced triplet order parameter ∆mt ,
shown by the blue dashed curve with squares. The green chain
curve with circles denoted by ∆mt,C represents the calculated
results when the polarization function is taken to the one
when ne = 35n0 in Eq. (30). Finally, the red solid curve
with circles represents the minimum value of the renormalized
singlet order parameter ∆miS .
single-band regime with the electrons in Ek,+-band being
efficiently screened (refer to Sec. IVB 1). Above features
can be understood as follows.
When the electron density is relatively low (ne . 3n0),
with the increase of the electron density, the chemi-
cal potential increases slowly, but the strength of the
Coulomb potential varies rapidly, with a valley appearing
at the crossover between the non-degenerate and degen-
erate regimes. When the electron density is relatively
high (ne & 20n0), the effective polarization function be-
comes insensitive to the variation of the electron density,
and hence with the increase of the electron density, the
increase of the chemical potential influences the triplet
pairing and causes the decrease of ∆mt . Finally, in the
moderate regime (3n0 . ne . 20n0), there exits compe-
tition between the Coulomb potential and triplet pairing,
leading to a shallow peak.
Finally, we compare the magnitude of the renormalized
singlet and induced triplet order parameters. In Fig. 7,
the minimum and maximum values of the renormalized
singlet (∆miS = ∆−∆
m
s ) and triplet (∆
m
t ) order param-
eters are plotted by the red solid curve with circles and
blue dashed curve with squares, respectively. Specifically,
one observes that when the electron density ne ≈ 8n0,
∆miS and ∆
m
t become comparable. This provides an ideal
condition to observe and distinguish these two order pa-
rameters in experiment. Moreover, with the magnitude
comparable to the singlet one, the triplet order parame-
ter can provide significant protection to the ground state
and is promising to cause rich physics especially for the
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elementary excitation.
V. SUMMARY AND DISCUSSION
In summary, we here demonstrated that the triplet
p-wave superconductivity can be realized in the strong
spin-orbit-coupled QWs in proximity to s-wave super-
conductor. It is analytically shown that the triplet order
parameter is induced due to the e-e Coulomb and e-p in-
teractions. Specifically, with the singlet order parameter
from the superconducting proximity effect, not only can
the singlet pairings exist from the proximity-induced or-
der parameter, but also the triplet pairings are induced
due to the SOC.25 Then with the effective e-e interac-
tions, the singlet order parameter is renormalized from
the singlet pairings and the triplet order parameter is in-
duced from the triplet pairings. All these can be system-
atically obtained from the derived effective BdG equa-
tion, in which the self-energies due to the e-e Coulomb
and e-p interactions are proved to play the role of the
singlet and triplet order parameters. Moreover, for the
renormalized singlet order parameter, we reveal that it is
suppressed because the singlet order parameter induced
from the repulsive effective e-e interaction is always in
opposite sign against the proximity-induced one. For the
induced triplet order parameter, it is proved that it is
odd in the momentum and is the p-wave one (px ± ipy).
We then perform the numerical calculations for the
renormalized singlet and induced triplet order parame-
ters in a specific material, i.e., strong spin-orbit-coupled
InSb (100) QWs.61,62 In InSb QWs, the calculations
show that at low temperature, the self-energy con-
tributed by the e-p interaction is two orders of magni-
tude smaller than the one due to the e-e Coulomb in-
teraction, and hence is negligible. Specifically, for the
Coulomb-interaction–induced singlet order parameter, it
only depends on the magnitude of the momentum, which
decreases with the increase of the energy due to the sup-
pression of the Coulomb interaction. For the induced
triplet order parameter, it depends not only on the mag-
nitude, but also on the angle of the momentum. Specif-
ically, in the module dependence of the momentum, a
peak shows up at the position determined by
kc = m
∗α+
√
2m∗µ+m2α2 (36)
where the electron energy just corresponds to the chem-
ical potential. In the angular dependence of momentum,
it is revealed that the d-vector of the induced triplet or-
der parameter is parallel to the effective magnetic field
due to the SOC, and hence is protected by the SOC.32
Finally, it is found that with proper electron density
(ne ≈ 8×10
14 cm−2), the maximum of the induced triplet
order parameter and the minimum of the renormalized
singlet order parameter are comparable. This provides
an ideal condition to observe and distinguish these order
parameters experimentally.
Finally, we discuss the possibilities to realize the triplet
pairing and triplet order parameter in other systems
including the symmetric (110) and (111) QWs. For
the (110) symmetric OWs, the Dresselhaus SOC only
has the out-of-plane component, which is expressed as
H
(110)
soc = hz(k)σz with hz(k) being the effective mag-
netic field.71–77 In this situation, the triplet pairing and
triplet order parameter are exactly zero. For the (111)
symmetric QWs, the Dresselhaus SOC is expressed as
H
(111)
soc = h(k) ·σ with h(k) =
(
hx(k), hy(k), hz(k)
)
.78,79
The d-vector of the triplet order parameter is parallel
to the in-plane components of the SOC, whose strength
is influenced by the out-of-plane component of the SOC
because of its influence on the energy spectra.
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Appendix A: SINGLE-PARTICLE TUNNELING
INDUCED SELF-ENERGY
The single-particle tunneling Hamiltonian between the
QWs and s-wave superconductor is given as
HˆT =
∫
drΨˆ†(r)Tˆ τˆ3Φˆ(r), (A1)
where Tˆ = t with t being the element of the tunneling
matrix, taken to be real in this work. One notes that
Eq. (A1) is widely used in the study of the quantum
nanowire in proximity to superconductor in the study of
Majorana zero mode.55–57
Following the derivation in Refs. 55,56,67, the self-
energy in the Matsubara representation due to the single-
particle tunneling effect is calculated based on Hamilto-
nian Eq. (A1) and is given by
Σs(τ1 − τ2, r1 − r2) = TˆGS(τ1 − τ2, r1 − r2)Tˆ
†. (A2)
In Eq. (A2), r1 and r2 are 2D in QWs, which corre-
sponds to the interface between QWs and superconduc-
tors; GS(τ1 − τ2, r1 − r2) is the Green function in the
s-wave superconductor, which is defined as
GS(τ1− τ2, r1− r2) = −τˆ3
〈
Tτ Φˆ(τ1, r1)Φˆ
†(τ2, r2)
〉
. (A3)
In the frequency-momentum space, the self-energy due
to the single-particle tunneling effect is further written
as55–57,67
Σs(iωm,k) = TˆGS(iωm,k)Tˆ
†, (A4)
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in which GS(iωm,k) =
∫ dpz
2π GS(iωm,p) with p =
(k, pz) = (kx, ky, pz). Specifically, in s-wave supercon-
ductor,
GS(iωm,p) =
1
(iωm)2 − ζ2p − |∆0|
2
×


iωm + ζp 0 0 ∆0
0 iωm + ζp −∆0 0
0 ∆∗0 −iωm + ζp 0
−∆∗0 0 0 −iωm + ζp

 ,
(A5)
where ζp =
p2
2m˜ − µ˜. Accordingly, from Eqs. (A4) and
(A5), one obtains the self-energy due to single-particle
tunneling effect in frequency-momentum space
Σs(iωm,k) = t
2
∫
dpz
2π
1
(iωm)2 − ζ2p − |∆0|
2
×


iωm + ζp 0 0 ∆0
0 iωm + ζp −∆0 0
0 ∆∗0 −iωm + ζp 0
−∆∗0 0 0 −iωm + ζp

 .
(A6)
From Eq. (A6), one observes that Σs(iωm,k) gener-
ally depends on the Matsubara frequency and momen-
tum, and hence the real frequency after the analytical
continuation iωm → ω+ i0
+. Specifically, from the effec-
tive BdG equation [Eq. (16)], in Σs(ω,k)τˆ3, the diago-
nal terms only modifies the effective mass of the electron
and shifts zero-energy point of the system, which are ne-
glected in our analysis; whereas the off-diagonal terms
act as the effective even-frequency and even-momentum
singlet order parameter.55–57,67 Accordingly, we obtain
the tunneling-induced order parameter,
∆(iωm,k) = −t
2
∫
dpz
2π
∆0
(iωm)2 − ζ2p − |∆0|
2
. (A7)
Appendix B: COULOMB SCREENING
In this appendix, we present the calculation of the
Coulomb screening from the linear response theory,58–60
in which both the strong SOC and proximity-induced sin-
glet order parameter are considered explicitly. In the
Matsubara representation, the dielectric constant in the
RPA approximation is calculated by
εRPA(k, iωn) = 1− V˜kP
(1)(k, iωn), (B1)
with V˜k being the unscreened Coulomb potential. In
Eq. (B1),
P (1)(k, iωn) = −
∫ β
0
dτeiωnτ 〈Tτ ρˆ(k, τ)ρˆ(−k, 0)〉, (B2)
in which ρˆ(k) is the density operator. Eq. (B2) is further
expressed by the 4× 4 Green function [Eq. (19)] as
P (1)(k, iωn) =
1
2β
∑
k′,n′
Tr
[
G(k+k′, ωn+ωn′)G(k
′, ωn′)
]
.
(B3)
In our calculation, we focus on the long-wave and static
situations, i.e., k→ 0 and ω → 0 in Eq. (B3). To reveal
the effects of the SOC and proximity-induced singlet or-
der parameter, we also calculate the normal case by set-
ting α and/or ∆ to be zero in Eq. (B3). These results are
summrized in Fig. 8 in the electron density dependencies
of the effective polarization function, which is defined in
Eq. (27).
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FIG. 8: (Color online) Density dependence of the effective
polarization function Peff . The red solid curve with squares
represents the full calculation with the SOC and ∆ explicitly
included. Furthermore, the situations without ∆, without the
SOC, and without ∆ and the SOC are denoted by the cyan
dashed curve with circles, the blue dashed curve with circles
and the green chain curve with crosses, respectively. The
inset zooms the electron density dependence of the effective
polarization function when the SOC is set to be zero, with
∆ = 0 (the green chain curve with crosses), 0.5 meV (the
blue dashed curve with circles) and 5 meV (the black chain
curve), respectively.
In Fig. 8, when the SOC and ∆ are explicitly included
in the calculation, it is shown by the red solid curve with
squares that there exists a peak in the electron density
dependence of Peff , which appears at the crossover be-
tween the non-degenerate and degenerate regimes. This
is in contrast to the case without the SOC and ∆, re-
ferred to as the normal case. This is shown by the green
chain curve with crosses that when α and ∆ are set to
be zero, Peff becomes insensitive to the electron density.
This insensitivity arises from the fact that when α and
∆ are set to be zero, with the electron densities we study
here, the system always lies in the degenerate regime;
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whereas with the SOC included, the system actually lies
in the non-degenerate regime when ne . 3n0, as shown
in the inset of Fig. 3.
To clearly reveal the effects of the SOC and ∆ in the
Coulomb screening, we further calculate the cases with
only the SOC or ∆ included in Eq. (B3). In Fig. 8,
it is shown by the cyan dashed curve with circles that
when ∆ is set to be zero (hence only the SOC is in-
cluded), the effective polarization function also shows a
peak in the electron density dependence. Specifically, the
peak is significantly enhanced at the crossover between
the non-degenerate and degenerate regimes compared to
the full calculation represented by the red solid curve
with squares. This indicates that ∆ can suppress the
screening effect. Nevertheless, when the SOC is set to be
zero with ∆ = 0.5 meV, it is shown by the blue dashed
curve with circles that Peff becomes very close to the nor-
mal case denoted by the green chain curve with crosses.
Therefore, it is the joint effects of the SOC and singlet
order parameter that cause the efficient suppression of
the Coulomb screening here. Actually, the singlet order
parameter alone can also suppress the Coulomb screen-
ing. Nevertheless, it is not obvious in the weak coupling
limit when ∆ is much smaller than the Fermi energy,
but significant when ∆ is large. In the inset of Fig. 8, we
show that when α = 0, compared to the case with ∆ = 0,
the screening with ∆ = 5 meV represented by the black
chain curve shows that Peff is significantly suppressed at
low electron density.
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