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Abstract: Aim of this study is to build a model that predicts erroneous behaviour of certain
organisation’s customers and to assess model’s both absolute prediction accuracy and re-
lative prediction accuracy in comparison to conventional models. The form of the model
is chosen to be logistic regression due to dichotomous dependent variable. Potential group
of variables explaining the erroneous behaviour is chosen among a large mass of variables
using expert knowledge, but number of competing models still remain in thousands. Neit-
her do we have an existing theory to explain erroneous behaviour which particularly does
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1 Johdanto
Tämä tutkimus sai alkunsa kiinnostuksesta selvittää voidaanko erään organisaation asiak-
kaiden virhekäyttäytymistä ennustaa luotettavasti objektiivisella ja toistettavalla tavalla.
Tarkemmin kuvattuna lähtötilanne on se, että organisaatiolla on tarkasteluvuonna liki-
main 40 000 yksikäsitteisesti määriteltyä asiakasta, joista karkeasti joka kahdeksannen
voidaan havaita toimineen organisaation asettamien sääntöjen vastaisesti. Tätä asiakas-
joukkoa koskevaa tietoa löytyy erilaisista tietojärjestelmistä tuhansien muuttujien verran.
Koska virhekäyttäytyminen on organisaation tavoitteiden kannalta haitallinen asia ja tuot-
taa enemmän tai vähemmän taloudellista tappiota, herää luonnollisesti halu selittää ja en-
nustaa sitä jo etukäteen. Tästä syystä tutkimuksen tavoitteena on havaintoaineiston kuvai-
lun sijasta pyrkiä rakentamaan parametrisoitu tilastollinen malli, jossa joillakin näistä lu-
kuisista muuttujista pystytään selittämään ja mahdollisesti myös ennustamaan asiakkaan
virhekäyttäytymistä.
Hyvin ennustavasta mallista on merkittävää hyötyä asiakaskunnan virhekäyttäytymisen
ymmärtämisessä, organisaation toiminnan ennakoivassa kohdentamisessa ja ilman mallia
kiinnijäämättömien virhekäyttäytyvien asiakkaiden profiloimisessa.
Taustatukena ei ole valmiita teorioita, joten tehtävän muotoilemiseen tilastolliseksi on-
gelmaksi lähdetään melko tyhjältä pöydältä. Koska virhekäyttäytymisen tapahtumises-
ta vuonna t kertova tieto tallentuu järjestelmään kaksiarvoisena tietona, on logistinen
regressio teoreettisesti perusteltu ja luonnollinen valinta mallin pohjaksi. Kirjallisuudesta
tai empiriasta kumpuavan teorian sijaan käytössä on asiantuntijoita organisaation sisältä
ja heidän oletettavasti valistuneita arvauksiaan virhekäyttäytymiseen vaikuttavista yksit-
täisistä taustatekijöistä. Nämä tekijät muodostavat niiden selittävien muuttujien joukon,
joiden vaikutusta virhekäyttäytymiseen yhdessä ja erikseen lähdetään tässä työssä tutki-
maan. Näistä lähtökohdista seuraa, että malliepävarmuus on erittäin merkittävä eikä ole
edes realistista odottaa löytyvän yhtä ”oikeaa” mallia, sillä datan generoiva prosessi virhe-
käyttäytymisen taustalla on tuntematon ja käytännössä äärettömän kompleksinen.
Tässä tutkimuksessa malliepävarmuutta pienennetään hyödyntämällä informaatio-
teoreettiseksi kutsuttua mallikeskiarvoistamismenetelmää, jonka avulla saadaan kombi-
noitua ennuste, joka hyödyntää informaatiota jokaisesta kilpailevasta ehdokasmallista.
Tämä on hyödyllistä, sillä jo kauan on ollut tiedossa, että ennusteiden yhdistelmät toimivat
useissa tilanteissa paremmin kuin yksittäiset ennusteet (Bates & Granger 1969, Newbold
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& Granger 1974, Armstrong 2001).
Keskiarvoennustetta edeltää Akaiken informaatiopisteytyksen laskeminen jokaisel-
le kilpailevalle mallille, joiden avulla niille saadaan laskettua suhteelliset malli-
todennäköisyydet. Tässä työssä tutkitaan kaikki mahdolliset selittävien muuttujien kombi-
noimat mallit, jolloin selittävien muuttujien joukon kasvaessa lisääntyy kilpailevien mal-
lien määrä eksponentiaalisesti (liite 1). Koska asiakkaita koskevaa havaintoaineistoa on
käytettävissä valtava määrä, täytyy selittävien muuttujien esikarsintavaihe tehdä erittäin
huolellisesti.
Koska tässä tutkimuksessa käytettävät aineistot ovat salaisia, tämän työn puitteissa ei pa-
neuduta parametrien arvoihin tai niiden sisällölliseen tulkintaan vaan keskitytään mallin
ennustekyvyn arviointiin. Työ etenee siten, että tässä osiossa kuvattuun ongelmaan määri-
tellään tutkimuksellisesti kiinnostava asiakasjoukko sekä tätä kuvaavat muuttujat luvussa
2. Luvuissa 3-5 esitellään tutkimuksessa käytettävät tilastolliset menetelmät. Ensimmäi-
senä kuvataan jokaisen kilpailevan mallin perusmuotona oleva logistinen regressio ja sen
parametrien estimointi. Toisena esitellään keskiarvoennusteen laskutapa ja siinä hyödyn-
nettävä Akaiken informaatiokriteeri. Viimeisessä menetelmäosiossa esitellään tapoja, joil-
la logististen mallien ennustekykyä voidaan arvioida. Luvussa 6 edellä kuvattuja mene-
telmiä sovelletaan havaintoaineistoon sekä arvioidaan kuinka hyvin keskiarvoennuste en-
nustaa absoluuttisesti ja verrattuna kilpaileviin yksittäisiin malleihin. Viimeisessä luvus-




Havaintoaineisto koostuu tarkalleen 39 787 asiakkaan muodostamasta populaatio-
aineistosta. Asiakkaiden virhekäyttäytymisen oletetaan olevan lähtöisin samasta jakau-
masta sekä olevan keskenään riippumatonta asiakkaiden välillä. Toisin sanoen, jos asia-
kas A tekee virheen, niin sillä ei ole mitään vaikutusta asiakkaan B käyttäytymiseen.
Joukolle on haettu virhekäyttäytymisen olemassaoloa kuvaava kaksiarvoinen vaste-
muuttuja Y vuodelle t ja kymmenen selittävää muuttujaa X vuodelle t − 2. Selitettävän
ja selitettävien muuttujien kahden vuoden aikaero johtuu siitä, että organisaatiossa ollaan
kiinnostuneita ennustamaan asiakkaan käyttäytymistä vuonna t yleensä jo tätä edeltävänä
vuonna t− 1, jotta virheen tekemistä voitaisiin jo ennaltaehkäistä. Tällöin ei käytössä ole
kokonaisuudessaan kuin vasta vuoden t− 2 asiakkaita koskeva havaintoaineisto.
Selittävät muuttujat (taulukko 1) ovat sisällöltään asiakasta luokittelevia taustamuuttujia
sekä asiakkaan itsensä säännöllisesti ilmoittamia omaa toimintaa kuvaavia tietoja, jotka si-
sältävät sekä luokittelevia että jatkuvia muuttujia. Muuttujat x1, x3, x7, x8 ja x10 kuvaavat
tietoa vuonna t−2 ja loput muutosta vuosien t−3 ja t−2 välillä. Mukana on kaksi sellais-
ta kontrollimuuttujaa, x3 ja x4, joihin voidaan organisaation puolesta vaikuttaa sääntöjen
muutoksella, mutta muut ovat pelkästään asiakkaan toimista riippuvaisia. Kaksi alunperin
jatkuvaa muutosmuuttujaa x8 ja x9 on luokiteltu siitä syystä, että vältytään puuttuvilta ha-
vainnoilta nollalla jaottomuuden takia ja saadaan mahdollisista tallennusvirheistä johtuvat
epäloogiset arvot omaan kaatoluokkaan. Näiden muuttujien luokittelussa on kuitenkin py-

















Kaksiarvoisen vastemuuttujan tapauksessa tavallinen lineaarinen regressiomalli ei ole hy-
vä valinta mallin perusmuodoksi, vaikka sitä joskus näkeekin käytettävän näissä tapauk-
sissa lineaarisen todennäköisyysmallin nimellä. Lineaarisen mallin sovittaminen pienim-
män neliösumman menetelmällä on vaivatonta ja parametrien tulkinta suoraviivainen,
mutta perusongelmana on se, että sen sovitteet eivät useimmiten rajaudu välille [0,1] kuin
osalla selittävien muuttujien arvoista. Toinen vakava teoreettinen rikkomus lineaarisessa
todennäköisyysmallissa on virhetermien heteroskedastisuus, mikä tarkoittaa että virhe-
termin odotusarvo ei ole vakioinen. Heteroskedastisuus ei vaikuta parametriestimaattien
harhattomuuteen, mutta niitä koskeva hypoteesien testaaminen ei ole enää luotettavaa.
Näistä syistä johtuen käytetään logistista regressiomallia, jossa oletuksena on ainoastaan
vastemuuttujan kaksiarvoisuus.
Logistinen regressiomalli kuuluu yleistettyihin lineaarisiin malleihin, jotka koostuvat
seuraavista kolmesta komponentista:
(1) Vastemuuttujat Y1, . . . , YN , joiden jakaumat kuuluvat samaan eksponentiaaliseen
perheeseen. Logistisen regressiomallin vastemuuttuja noudattaa dikotomisen kokeen
lopputuloksen jakaumaa eli Bernoullin jakaumaa, joka kuuluu eksponentiaaliseen per-

























sisältää kaikkien selittävien muuttujien arvot havainnolle i. Termi xi on tilastoyksikön i
selittäjävektori, missä i = 1, . . . , N .
(3) Monotoninen ja derivoituva linkkifunktio g, joka kuvaa vastemuuttujien odotusarvot
E(Yi) = µi selittävien muuttujien arvojen lineaariseksi ennusteeksi eli
g(µi) = x
T
i β = ηi.
(Dobson 1990.)
Määritelmä 3.0.1. Satunnaismuuttujan Y jakauma kuuluu eksponentiaaliseen perhee-
seen, jos sen tiheysfunktio f(y) voidaan esittää muodossa
f(y; θ) = exp[a(y)b(θ) + c(θ) + d(y)],
jolloin riippumattomille satunnaismuuttujille Y1, . . . , YN yhteistiheysfuntio on tällöin
muotoa













b(θ) on nimeltään jakauman kanoninen parametri ja termi
∑N
i=1 a(yi) sen tyhjentävä
tunnusluku, joka pitää sisällään kaiken saatavilla olevan informaation parametrista θ.
Kun linkkifunktiolle g pätee
g(µi) = x
T
i β = ηi = b(θ),
kutsutaan funktiota g kanoniseksi linkkifunktioksi. Kanoniseen linkkifunktioon perustu-
vassa yleistetyssä lineaarisessa mallissa parametrivektorilla β on p-ulotteinen tyhjentävä
tunnusluku.
Logistisessa mallissa vastemuuttuja saa arvoksi nollia ja ykkösiä ja niiden oletetaan ole-
van Bernoulli-jakautuneita, joten haluamme että odotusarvo µi on todennäköisyys välillä
[0, 1]. Tämä vaatimus toteutuu käyttämällä Bernoulli-jakauman kanonista linkkifunktiota
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log( µ
1−µ). Logistinen malli voidaan siis kirjoittaa muodossa
g(µi) = b(θi) = log(
µi
1− µi ) = logit(µi) = xi
Tβ ⇔ µi = 1
1 + exp(−xiTβ) .
(Dobson 1990.)
3.1 Suurimman uskottavuuden parametriestimointi
Yleistettyjen lineaaristen mallien tapauksessa suurimman uskottavuuden estimointi para-
metreille β johtaa logaritmisen uskottavuusfunktion
















ratkaisemiseen. Eksponentiaalisen perheen jäsenen uskottavuusfunktio on aina jatkuva














missä xij on elementti j vektorissa xTi . Yhtälöt Uj = 0, j = 1, . . . , p ovat epälineaarisia
eikä niille ole useinkaan olemassa analyyttisiä suljetun muodon ratkaisuja vaan ne
saadaan numeerisesti iteroimalla. Yleensä tähän sovelletaan Fisherin menetelmää (”Fis-
her’s method of scoring”), joka vastaa iteratiivista painotettua pienimmän neliösumman
menetelmää. Kanonista linkkifunktiota käytettäessä Fisherin ja Newton-Rhapsonin
iterointimenetelmät ovat identtiset. (Dobson 1990.)
Lause 3.1.1. Suurimman uskottavuuden estimaattori βˆ on asymptoottisesti normaali-
jakautunut siten, että
βˆ ∼ N(β, I−1),
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missä I on kokoa p× p oleva Fisherin informaatiomatriisi, joka koostuu elementeistä






Edellisestä lauseesta seuraa, että yksittäisille parametriestimaateille βˆj saadaan keski-




missä vjj on elementti j matriisin I−1 lävistäjältä. Tällöin voidaan laskea helposti myös










Mallien keskinäistä paremmuutta arvioidaan logaritmisella uskottavuusosamäärätestillä,
jolla mitataan kahden sisäkkäisen (”nested”) mallin eron tilastollista merkitsevyyttä. Tes-
tin nollahypoteesi on, että runsasparametrisempi malli B ei eroa merkitsevästi yksin-




missä L(θˆA|data) on a estimoitua parametria sisältävän yksinkertaisemman mallin
uskottavuusfunktio ja L(θˆB|data) verrattavana olevan b estimoitua parametriä sisältävän
mallin uskottavuusfunktio. Nollahypoteesin mukaan testisuure D noudattaa asymptootti-
sesti jakaumaa χ2b−a. (Casella & Berger 2002.)
Toinen keskeinen alkutarkastelu yleistettyjen lineaaristen mallien tapauksessa on yli-
hajonnan tutkiminen. Ylihajonta tarkoittaa sitä, että vastemuuttujan varianssi on aineis-
tossa suurempi kuin kuin mitä mallissa oletetaan. Logistisen regressiomallin tapauksessa
hajontaparametrin φ arvoksi oletetaan yksi. Hajontaparametrin φ arvo voidaan estimoida
7







missä ri on havainnolle i laskettava Pearson-residuaalin arvo, N havaintojen lukumäärä
ja K estimoitujen parametrien lukumäärä. (McCullagh & Nelder 1989.)
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4 Ennusteen laskeminen mallikeskiarvoistamalla
Mallien valinnassa taustalla on aina malliepävarmuus. Tämä tarkoittaa epävarmuutta sii-
tä, että useimmiten ”oikea” taustalla oleva malli eli datan generoiva prosessi on tuntema-
ton. Tätä epävarmuutta pienennetään hyödyntämällä ja kombinoimalla kilpailevien mal-
lien sisältämä informaatio sen sijaan, että valittaisiin niistä yksittäinen todennäköisimmin
vähiten väärä malli. Malliepävarmuus korostuu tämän tutkimuksen kaltaisissa tilanteissa,
joissa ei voida mekanistisen tarkasti tietää vasteeseen vaikuttavia tekijöitä eikä ole käytet-
tävissä ennalta empiirisesti validoitua teoriaa.
Mallikeskiarvoistamisen hyötyjä on tutkittu empiirisesti vertailemalla keskiarvo-
ennusteiden ja yksittäisten mallien ennusteita keskenään, sekä reaalimaailman aineistoilla
että simuloiduilla datoilla, joissa datan generoiva prosessi on tunnettu. Kolmekymmentä
tutkimusta käsittävässä meta-analyysissä (Armstrong 2001) todetaan, että useiden ennus-
teiden muodostaman keskiarvoennusteen absoluuttinen keskivirhe oli kaikissa vertailu-
kelpoisissa tutkimuksissa 3 % - 24 % pienempi kuin keskimääräisen yksittäisen ennusteen
ja näiden erotusten keskiarvo oli 12 %. Tutkimuksen mukaan suuren malliepävarmuuden
ja useiden hyvin validoitujen kilpailevien mallien tapauksissa ero on usein yli 20 % ja
tällöin keskiarvoennuste on useimmiten myös parempi kuin paras yksittäinen ennuste.
Pähkinänkuoressa ”keskiarvoennuste voi olla parempi kuin paras yksittäinen, mutta ei
koskaan huonompi kuin keskimääräinen yksittäinen ennuste” (Armstrong 2001).
Jokaiselle havainnolle i = 1, . . . , N muodostetaan keskiarvoennuste ˆ¯Yi laskemalla yk-
sittäisten mallien harhattomien sovite-ennusteiden µˆi painotettu keskiarvo yli kaikkien





missä ωi on mallin paino. (Anderson 2008.)
Bayesiläinen mallikeskiarvoistaminen on ollut pitkään johtava lähestymistapa, mutta
myöhemmissä tutkimuksissa on havaittu saatavan likimain yhtä hyviä tuloksia myös fre-
kventistisillä menetelmillä (esimerkiksi Kapetanios & Labhard & Price 2008). Nämä
alunperin informaatioteoriaan pohjautuvat keskiarvoistamismenetelmät sisältävät kuiten-
kin vähemmän liikkuvia osia ja ovat siten teoreettisesti helpommin lähestyttäviä. Täs-
sä tutkimuksessa mallikeskiarvoistamisen välineenä käytetään klassista Akaiken vuonna
1973 esittelemää AIC-mallinvalintakriteeriä, jonka avulla löydetään kilpailevien mallien
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joukosta odotusarvoisesti parhaiten tuntematonta totuutta approksimoivat mallit. Näistä
arvoista johdetaan keskiarvoennusteen laskemiseen tarvittavat painot.
Mallikeskiarvoistamisessa voidaan käyttää myös muita informaatiokriteereitä, kuten esi-
merkiksi Bayesin informaatiokriteeriä (BIC), mutta tämän tutkimuksen puitteissa muihin
vaihtoehtoihin ei paneuduta. Tiettävästi minkään mallinvalintakriteerin ei ole osoitettu
olevan optimaalisin maksimoitaessa ennustetarkkuutta keskiarvoennusteella.
4.1 Akaiken informaatiokriteeri AIC
Akaiken informaatiokriteeri pohjautuu matemaatikoiden Kullback ja Leibler vuonna 1951






missä f kuvaa totuutta, g totuutta approksimoivaa mallia ja θ mallin g parametrivektoria.
I(f, g) voidaan tulkita informaation määränä, joka menetetään approksimoitaessa totuut-
ta f mallilla g. Huomionarvoista on, että totuutta kuvaavaa funktiota f ei käytännön on-
gelmissa koskaan tunneta. Kullback-Leiblerin informaatiota kutsutaan myös Kullback-
Leiblerin etäisyydeksi. (Kullback & Leibler 1951).





f(x)ln(g(x|θ))dx = E[lnf(x)]− E[ln(g(x|θ))].
Termistä E[ln(g(x|θ))] tulee kiinnostuksen kohde parhaan mallin valinnassa, sillä termi
E[ln(f(x)] on tutkittavasta approksimoivasta mallista riippumaton ja tuntematon vakio.
Akaike osoitti, että tuon kiinnostavan terminE[ln(g(x|θˆ))] odotusarvonEfEf [ln(g(x|θˆ))]
asymptoottisesti harhaton estimaatti on ln(L(θˆ|data)) − K, missä ln(L(θˆ|data)) on to-
tuutta approksimoivan mallin logaritmisen uskottavuusfunktion numeerinen maksimiarvo
ja K on tämän mallin estimoitavien parametrien määrä. Kriteerinsä hän määritteli lo-
pulliseen muotoonsa kertomalla edellisen odotusarvon luvulla −2 ”historiallisista syistä”
(Akaike 1985) ja se sai lopulliseksi muodokseen
AIC = −2ln(L(θˆ|data)) + 2K.
10
Näin ollen AIC soveltuu käytännön tilanteissa mallien hyvyyden keskinäiseen vertailuun
totuusfunktion ollessa tuntematon. AIC-arvot eivät itsenäisinä omaa mielekästä tulkintaa,
mutta kilpailevien mallien joukosta pienimmän AIC-arvon saanut malli odotusarvoisesti
approksimoi totuutta parhaiten. (Akaike 1974.)
4.1.2 Mallipainot ja muuttujien suhteellinen tärkeys







missä R on kilpailevien mallien lukumäärä ja ∆r = AICr − AICmin on AIC-etäisyys
eli tutkittavan mallin r ja AIC-parhaan mallin AIC-arvojen erotus. Voidaan osoittaa, että




Näin ollen Akaike-paino on todennäköisyydeksi normeerattu mallin uskottavuus, jolle
pätee
∑R
r=1 ωr = 1. (Burnham & Anderson 2002).
Täsmällinen tulkinta painolle ωr on, että se on todennäköisyys sille, että malli r on to-
dellinen Kullback-Leibler -paras malli sillä ehdolla, että jonkin mukana olevista malleis-
ta täytyy olla sellainen. Käytännössä ei kuitenkaan tarvitse olettaa oikean mallin olevan
olemassa, mikä olisi myös ristiriitaista koko mallikombinoinnin filosofian kannalta. Pai-
no antaa käytännössä suhteellisen todennäköisyyden sille, että malli on paras vertailu-
joukossaan. Tästä seuraa, että huonostikin valituista kilpailevista malleista löytyy paras
malli, mutta se voi silti absoluuttisessa mielessä olla luokaton. Tästä syystä kilpailevien
mallien määritteleminen on vaihe, jossa on syytä käyttää vakaata harkintaa. (Burnham &
Anderson 2002).
Selittävien muuttujien suhteellisen tärkeyden estimaatit lasketaan summaamalla kunkin
muuttujan xj osalta yhteen kaikkien niiden mallien painot, joissa muuttuja j on mukana.
Mitä suurempi paino, sitä tärkeämpi muuttuja on suhteessa muihin selittäviin muuttujiin.
(Burnham & Anderson 2002).
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5 Ennustekyvyn arviointi
Tutkimuksessa tavoitteen kannalta keskeistä on tutkia kuinka hyvin kyetään ennustamaan
asiakkaan virhekäyttäytymistä eli arvioida ennusteen kykyä luokitella havainnot oikeaan
luokkaan estimointiaineiston ulkopuolella.
Logistisen regressiomallin avulla laaditun ennusteen luokittelussa on tavallista käyttää
yhtä luokitteluraja-arvoa1, jonka ylittävät todennäköisyydet luokitellaan vastemuuttujan
luokkaan 1. Yksittäisen luokitteluraja-arvon valinta on jokseenkin mielivaltaista, mut-
ta usein näkee käytettävän intuitiivisesti järkevältä vaikuttavaa arvoa 0.5 tai ”ykkösten”
osuutta populaatiosta eli tapahtumatiheyttä2, joka esimerkiksi tässä havaintoaineistossa
on noin 12 %. Nämä eivät kuitenkaan määritelmän mukaan optimoi mitään luokittelu-
kyvyn osa-aluetta. Jos esimerkiksi tapahtumatiheys on alhainen, niin malli saattaa luoki-
tella korkeammilla luokitteluraja-arvoilla ykkösiksi yllättävän vähän tapauksia, mikä ei
välttämättä ole tutkijan tarkoituksena3. Tavoite riippuu mallin käyttäjän tarkoitusperistä.
Kun luokitteluraja-arvo on valittu, esitetään luokittelun tulos taulukon 2 mukaisen virhe-
matriisin avulla. Virhematriisissa kuvataan kuinka ennusteen (sarake) luokittelu osuu suh-





0 Oikeat negatiiviset (ON) Väärät negatiiviset (VN)
1 Väärät positiiviset (VP) Oikeat positiiviset (OP)
5.1 Tunnuslukuja
Virhematriisista voidaan laskea tunnuslukuja, jotka kuvaavat ennusteen onnistumista eri
näkökulmista. Ennusteen käyttötarkoituksesta riippuu mitä tunnuslukua tai tunnuslukuja
halutaan optimoida ja tämä määrittää myöskin empiirisen optimiluokitteluraja-arvon va-
linnan.
1Englanninkielisessä kirjallisuudessa ”cut-off” tai ”threshold”.
2”Event rate”.
3Katso esimerkiksi taulukko 6 tämän työn luvussa 6.3.
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Seuraavaksi esitellään tunnusluvuista kolme tämän työn näkökulmasta kiinnostavinta:
herkkyys (tunnetaan myös nimellä sensitiivisyys), spesifisyys ja tarkkuus4. Kahta ensin
mainittua tunnuslukua käytetään luokitteluraja-arvojen yli integroivan luokittelukykyä ku-
vaavan tunnusluvun määrittelemiseen seuraavassa luvussa. Tarkkuus on esitelty siksi, että
sen maksimointi voi olla kiinnostavaa, jos halutaan kehittää kustannustehokkaita malleja
virhekäyttäytyjien löytämiseen.
(1) Herkkyys = P (Yˆ = 1|Y = 1) = OP
OP + VN
on todennäköisyys, jolla virhekäyttäytyjä saa ennusteessa positiivisen tuloksen eli se
tulee tunnistetuksi. Tätä maksimoidaan, jos halutaan mahdollisimman monen virhe-
käyttäytyjän löytyvän. Kustannuksena väärien positiivisten määrä kasvaa eli ennustetaan
oikeinkäyttäytyviä väärinkäyttäytyjiksi. Tämä maksimoituu määrittämällä luokitteluraja-
arvo mahdollisimman alas.
(2) Spesifisyys = P (Yˆ = 0|Y = 0) = ON
ON + VP
on todennäköisyys, jolla puhdas asiakas saa negatiivisen tuloksen eli sitä ei leimata virhe-
käyttäytyjäksi. Tätä maksimoidaan jos halutaan mahdollisimman monen oikein käyttäy-
tyvän tulevan ennustetuksi oikein. Kustannuksena väärien negatiivisten määrä kasvaa eli
ennustetaan väärin käyttäytyviä oikein käyttäytyviksi. Tämä maksimoituu määrittämällä
luokitteluraja-arvo mahdollisimman ylös.
(3) Tarkkuus = P (Y = 1|Yˆ = 1) = OP
OP + VP
on todennäköisyys, jolla virhekäyttäytyjäksi ennustettu on oikeasti virhekäyttäytyjä. Tä-
tä maksimoidaan, kun halutaan kohdistaa vähäisiä resursseja todennäköisimpiin virhe-
käyttäytyjiin ja tämä maksimoituu yleensä nostamalla luokitteluraja-arvo mahdollisim-
man ylös. Tässä kustannuksena on myös se, että väärien negatiivisten määrä kasvaa.
(Powers 2007.)
4Englanninkielisessä kirjallisuudessa ”precision”, ei vakiintunutta suomennosta. Ei pidä sekoittaa koko-
naisluokittelutarkkuuteen ”accuracy”.
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5.2 ROC-käyrä ja AUC-arvo
ROC (Receiver Operating Characteristic) on kaksiulotteiseen koordinaatistoon piir-
retty käyrä, jossa vaaka-akselilla on väärän positiivisen tuloksen todennäköisyys (1-
spesifisyys) ja pystyakselilla oikean positiivisen tuloksen todennäköisyys (herkkyys). Ky-
seessä on ennusteen luokittelukykyä kuvaava graafinen esitystapa, joka kuvaa herkkyyden
ja spesifisyyden käyttäytymistä samanaikaisesti.
Kuva 1: Kolme ROC-käyrää A, B ja C, joiden AUC-arvot samassa järjestyksessä ovat 1,
0.85 ja 0.5.
Käyrä muodostuu pistepareista (1 − spesifisyysi, herkkyysi), missä i käy lävitse kaik-
ki mahdolliset luokitteluraja-arvot väliltä [0, 1]. Täydellinen luokittelu antaisi pelkästään
yhden pisteen (0, 1) jokaisella luokitteluraja-arvolla (piste A kuvassa 1). Satunnaisesti
luokitteleva pelkän vakiotermin sisältävä regressiomalliennuste muodostaa origosta läh-
tevän suoran, jonka kulmakerroin on yksi (suora C kuvassa 1). Mitä enemmän käyrä lä-
henee vasenta yläkulmaa, sitä paremmin mittari erottelee tuloksia. Jos taas käyrä ei eroa
lävistäjäsuorasta, malli ei osaa luokitella tuloksia vakiomallia paremmin. (Hanley 1982).
ROC-käyrän alle jäävän pinta-alan suuruus eli AUC (Area Under Curve) tiivistää käy-
rän tunnuslukuun, joka mittaa ennusteen keskimääräistä luokittelukykyä. Verrattuna aiem-
piin tässä luvussa esiteltyihin luokitteluraja-arvon valinnasta riippuvaisiin tunnuslukuihin,
AUC-arvon käyttö mahdollistaa käytännöllisemmän mallien luokittelukykyjen vertailun,
sillä se mittaa mallin luokittelukykyä yli kaikkien luokitteluraja-arvojen. (Hanley 1982).
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AUC-arvoa tulkitaan siten, että jos valitaan havaintoaineistosta satunnaisesti yksi vasteel-
taan negatiivinen (0) ja yksi positiivinen (1) havainto, niin AUC antaa todennäköisyyden
sille, että mallin estimoima todennäköisyys positiiviselle tapaukselle on suurempi kuin ne-
gatiiviselle tapaukselle. AUC-arvo vaihtelee luokittelukykyä omaavien mallien tapaukses-
sa välillä ]0.5, 1], mutta vakiomallia huonommat luokittelut saavat arvoja väliltä [0, 0.5[.
Se, mikä on riittävän hyvä AUC-arvo on subjektiivinen kysymys, mutta etenkin lääke-
tieteellisissä tutkimuksissa näkee tyypillisesti käytettävän taulukon 3 mukaista karkeaa








ja tarpeellista laskea luottamusvälit. Näiden laskemiseen ja mallien keskinäiseen vertai-
lemiseen on esitetty useampia erilaisia ratkaisuita, mutta tässä tutkimuksessa käytetään
DeLongin menetelmää, joka on asymptoottinen mutta ei sisällä parametrisia jakaumaole-
tuksia havaintoaineistosta. (DeLong & Clarke-Pearson 1988).
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6 Empiirinen analyysi
Empiirisessä analyysissä sovelletaan luvussa 3 esiteltyä logistista regressiomallia ja lu-
vussa 4 esiteltyä mallikeskiarvoistamista luvussa 2 kuvattuun havaintoaineistoon. Kes-
keiset kysymykset ovat jo johdannossa mainitut eli kuinka hyvin määriteltävillä kil-
pailevilla malleilla pystytään absoluuttisessa mielessä ennustamaan sekä se, kyetäänkö
ennustekykyä parantamaan, kun malliepävarmuus otetaan huomioon käyttämällä malli-
keskiarvoistamismenetelmää. Ennustekyvyn arvioimista varten aineisto jaetaan satunnai-
sesti kahtia opetus- ja testausjoukkoon. Mallien estimointi sekä malliepävarmuuden ar-
viointi suoritetaan opetusjoukossa ja ennustekyvyn estimoiminen testausjoukossa5.
Kaikki vaikutukset sisältävää mallia kutsutaan täydeksi malliksi. Jokaiselle täyden mallin
selittävien muuttujien mahdolliselle osajoukolle lasketaan AIC-arvo, sillä kaikkia niitä
pidetään ennakkoon samanarvoisina ja yhtä todennäköisinä. Tätä kutsutaan englannin-
kielisessä kirjallisuudessa ”all subsets” -lähestymistavaksi. Tämän lähestymisen haital-
lisuudesta varoitetaan (Burnham & Anderson 2002) korostaen, että kilpailevien mallien
joukon valinnan tulee perustua etukäteen perusteltuun motiiviin tai sovellettavan tieteen-
alan teoriaan. Riskinä pidetään erityisesti ylisovittamista eli sitä, että löydetään malle-
ja jotka istuvat opetusjoukossa hyvin, mutta sen ulkopuolella huonosti. Tämä indikoi,
että opetusjoukossa on selitetty satunnaista ”kohinaa” ison muuttujajoukon avulla. Täl-
löin datasta mahdollisesti tukea saavien hyvin kompleksisten mallien parametrien mie-
lekäs tulkinta voi myös muodostua haasteelliseksi. Tässä tutkimuksessa parametrien tul-
kinta kuitenkin on toissijaisessa roolissa ja tavoitteena on ennustekyvyn maksimointi. Yli-
sovittamisen määrää arvioidaan vertaamalla ennustekykyä opetus- ja testausjoukkojen vä-
lillä. Huomionarvoista on myös, että tässä tutkimuksessa taustateoriaa ei ole olemassa
ja täyden mallin jokaisen yksittäisen muuttujan valinnassa on huomioitu paras mallin-
nettavaan asiaan liittyvä substanssiosaaminen. Tätä tutkimusta voidaan näin ollen pitää
ennustekyvyn estimoimisen ohella enemmän eksploratiivisena eli hypoteesejä herättävä-
nä kuin mitään olemassaolevia hypoteeseja testaavana ja vahvistavana.
5Tutkimuksessa on käytetty R-ohjelman versiota 3.2.0 ja kirjastoja MuMIn 1.14, ROCR 1.0 ja pROC
1.8.
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6.1 Täyden mallin määrittely ja mallin istuvuustarkastelu
Kaikki vaikutukset eli kaikki luvun 2 taulukossa 1 määritellyt selittävät muuttujat sekä
niiden halutut interaktiot sisältävä täysi logistinen regressiomalli on muotoa
logit(µi) = β0+x1β1+x2β2+. . .+x10β10+(x10x1)β11+(x10x2)β12+. . .+(x10x9)β19,
missä selittävät muuttujat ovat
x1 = (x1,1, x1,2),x2 = (x2,1, . . . , x2,6), . . . ,x9 = (x9,1, . . . , x9,17), x10 ∈ R,





























Mallissa on mukana kukin selittäjä itsenäisenä muuttujana sekä jokainen luokittelu-
asteikollinen selittäjä x1, . . . , x9 jatkuvan muuttujan x10 interaktiona. Interaktio-
termeineen todellisia selittäviä muuttujia tulee siis 19. Jokaisessa vektorissa x1 . . .x19,
poislukien jatkuva muuttuja x10, vain yksi alkio saa arvon yksi ja muut arvon nolla.
Interaktiotermit halutaan mukaan, sillä substanssitietämyksen perusteella on painavia syi-
tä olettaa, että vastemuuttujan Y arvot riippuvat muuttujien x1, . . . , x9 arvoista eri tavoin
riippuen muuttujan x10 arvosta. Interaktiotermien merkittävyyttä tarkastellaan myöhem-
min luvussa 6.4. β-parametrien lukumäärä seuraa suoraan taulukossa 1 esitetyistä luokit-
televien muuttujien luokkien määristä kullakin muuttujalla. Täydessä mallissa estimoi-
daan yhteensä 100 parametria vakiotermi mukaanluettuna6.
Täyden mallin määrittelyn mukaan tutkittavien mallien kokonaislukumääräksi tulisi
219 =524 288, mutta koska interaktiotermin sisältäviin malleihin sovelletaan standardi-
6Algoritmi ei pystynyt määrittämään arvoa neljälle selittävien muuttujien luokalle, joten täysi malli antoi
estimaatin vain 96 muuttujalle.
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na pidettävää marginaalisuusperiaatetta, niin kilpailevien mallien määrä putoaa 20 195
kappaleeseen. Marginaalisuusperiaate tarkoittaa, että jos jokin interaktiotermi on muka-
na mallissa, niin mukana tulee olla myös interaktioivien termien päävaikutukset (Nelder
1977).
Ennen AIC-arvojen laskentaa kaikille kilpaileville malleille on tarpeellista tarkastaa täy-
den mallin istuvuus havaintoaineistossa. Jos täyden mallin istuvuus ei ole vakiotermin
sisältävää mallia parempi, niin mallin määrittelyssä on niin merkittävä ongelma, että ti-
lastollisen tarkastelun vieminen eteenpäin ei ole mielekästä tällä mallispesifikaatiolla. Lo-
garitmisella uskottavuusosamäärätestillä tutkitaan täyden ja vakiomallin eroa. Testin vas-
tahypoteesinä on, että täysi malli on merkitsevästi parempi kuin vakiomalli. Havainto-
aineistosta laskettu testisuureen D arvo on 1 408, joka nollahypoteesin mukaan noudattaa
χ2-jakaumaa vapausastein 95. Tällöin χ2-jakaumasta saadaan estimoitua p-arvoksi kol-
men desimaalin tarkkuudella nolla. Voidaan todeta, että täyden mallin istuvuus poikkeaa
merkitsevästi vakiomallin istuvuudesta havaintoaineistossa. Aineistossa täydelle mallille
estimoitu hajontaparametri φˆ saa arvoksi 1.007, joka ei poikkea merkitsevästi yhdestä eli
ylihajontaa ei ilmene, joten tältäkin osin mallin spesifikaatio on kunnossa.
6.2 Malliepävarmuuden arviointi
Taulukossa 4 on kuvattu tiivistettynä tulokset, kun jokaiselle 20 195 kilpailevalle mallille
on laskettu AIC-arvot (sarake 5) ja AIC-painot (sarake 6) käyttäen malliestimointiin koko
havaintoaineistoa. Taulukossa on esillä 99 % luottamusjoukko parhaiten AIC-arvotetuista
malleista ja vertailun vuoksi sekä täysi- että vakiomalli. 99 % luottamusjoukko tarkoittaa
sitä mallijoukkoa, jotka rankattuna parhaimmasta huonoimpaan kumuloivat 99 % malli-
todennäköisyydestä. Kun mallit esitetään luottamusjoukkona, niin mallitodennäköisyydet
normeerataan summautumaan yhteen kyseisen joukon sisällä (Burnham & Anderson
2002). Tässä tutkimuksessa koko aineistolla estimoiduilla malleilla 520 AIC-parasta mal-
lia kumuloivat 99 % todennäköisyydestä. Toisin sanoen muiden vajaan 20 000 AIC-
näkökulmasta heikomman mallin yhteenlaskettu suhteellinen mallitodennäköisyys on alle
prosentin, joten niiden mukaan ottaminen keskiarvoennusteen laskentaan ei lisää tarpeel-
lista informaatiota. Tällä informaatioköyhien mallien poiskarsimisella on merkitystä käy-
tännön työssä, sillä tehokkaallakin perustietokoneella7 R-ohjelmiston muistivaatimukset
tuhansien mallien tapauksessa ylittävät laskentakapasiteetin.
7Intel i7-3520M@2.90GHz, 16 Gt RAM, 64-bittinen Windows 7 Enterprise SP1.
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Taulukko 4: 99 % luottamusjoukko parhaimmista malleista, kun estimointi on suoritettu
koko havaintoaineistolla.
i Ehdokasmallin lineaarinen ennusteosa ki ln(Li) AICi ∆i ωi
1 β0 + β1x1 + β3x3 + β4x4 + β8x8 + β9x9 + β10x10 + β13(x10x3) + β18(x10x8) 59 −13879 27877.0 0.0 0.048
2 β0 + β1x1 + β3x3 + β4x4 + β5x5 + β8x8 + β9x9 + β10x10 + β13(x10x3) + β18(x10x8) 61 −13878 27877.8 0.7 0.033
3 β0 + β1x1 + β3x3 + β4x4 + β8x8 + β9x9 + β10x10 + β14(x10x4) + β18(x10x8) 55 −13884 27878.1 1.1 0.027
4 β0 + β1x1 + β3x3 + β4x4 + β8x8 + β9x9 + β10x10 + β11(x10x1) + β13(x10x3) + β18(x10x8) 60 −13879 27878.2 1.2 0.026








520 β0 + β2x2 + β3x3 + β4x4 + . . .+ β16(x10x6) + β17(x10x7) + β18(x10x8) 67 −13878 27890.3 13.3 0.000
- Täysi malli 96 −13862 27916.0 39.0 0.000
- Vakiomalli 1 −14566 29130.0 1253.1 0.000
Jos paras malli saisi mallitodennäköisyydeksi esimerkiksi yli 90 %, voidaan tilanteesta
riippuen olettaa mallin kuvastavan hyvin todellista datan generoivaa prosessia. Tästä koko
havaintoaineistosta estimoidusta mallijoukosta huomataan, että parhaimmaksi arvotettu
malli saa painoksi ainoastaan 4.8 %. Tämä on siis todennäköisyys, että kyseinen malli olisi
tästä joukosta parhaiten totuutta kuvaava malli. Tästä havainnosta voidaan päätellä, että
tällä mallimäärittelyllä ja mukaan valituilla muuttujilla ei kyetä löytämään taustalla olevaa
todellista datan generoivaa prosessia. Mielenkiintoisena yksityiskohtana huomataan, että
koska AIC rankaisee ylimääräisistä parametreistä, niin täyden mallin mallitodennäköisyys
on olematon, eikä se kuulu 99 % luottamusjoukkoon, vaikka sillä onkin estimoiduista
malleista suurin logaritminen uskottavuusarvo (sarake 4).
Taulukossa 5 esitetään vastaavat tulokset, kun mallien estimointi suoritetaan havainto-
aineistosta satunnaisesti poimitulla opetusjoukolla, joka sisältää puolet havainto-
aineistosta. Tulostaulukoiden 4 ja 5 välillä havaitaan selkeä ero siinä, että koko aineis-
tosta estimoitaessa AIC-parhaat mallit ovat selvästi runsaammin parametrisoituja (sarake
3). Koko havaintoaineistolle estimoidut parhaat viisi mallia sisältävät 55 - 63 estimoitavaa
parametria kun taas puolikkaalla havaintoaineistolla estimoidut mallit vastaavasti ainoas-
taan 43 - 49. Mallien paremmuusjärjestys ja painot eroavat siis selvästi. Kaikki edellä-
mainittu vahvistaa malliepävarmuuden olevan tässä tutkimuksessa merkittävä ja sitä, että
yksittäisen mallin olettaminen ”oikeaksi” kilpailevien mallien joukosta olisi perusteeton-
ta.
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Taulukko 5: 99 % luottamusjoukko parhaimmista malleista, kun estimointi suoritettu 50
% havaintoaineistosta käsittävällä opetusjoukolla.
i Ehdokasmallin lineaarinen ennusteosa ki ln(Li) AICi ∆i ωi
1 β0 + β2x2 + β3x3 + β4x4 + β8x8 + β9x9 + β10x10 + β14(x10x4) 47 −6630 13354.1 0.0 0.063
2 β0 + β1x1 + β2x2 + β3x3 + β4x4 + β8x8 + β9x9 + β10x10 + β14(x10x4) 47 −6630 13354.1 0.0 0.063
3 β0 + β2x2 + β3x3 + β4x4 + β8x8 + β9x9 + β10x10 + β12(x10x2) + β14(x10x4) 49 −6628 13354.7 0.6 0.047
4 β0 + β1x1 + β2x2 + β3x3 + β4x4 + β7x7 + β8x8 + β9x9 + β10x10 + β14(x10x4) + β17(x10x7) 49 −6628 13354.7 0.6 0.047








727 β0 + β1x1 + β3x3 + β4x4 + β5x5 + β6x6 + β8x8 + β9x9 43 −6641 13369.1 14.9 0.000
- Täysi malli 96 −6603 13398.4 43.9 0.000
- Vakiomalli 1 −7052 14107.8 752.9 0.000
6.3 Ennustekyvyn arviointi
Tässä osiossa arvioidaan ensin mallin luokittelukykyä hyödyntämällä koko havainto-
aineiston sisältämä informaatio. Kun malliestimointi ja -validointi suoritetaan koko
havaintoaineistolla, voidaan saada ylioptimistinen kuva mallin todellisesta kyvystä en-
nustaa vastemuuttujan arvoja havaintoaineiston ulkopuolisille asiakkaille. Näin tekemällä
saadaan kuitenkin numeerinen arvio siitä, minkälainen ennustekyky estimoiduilla mal-
leilla voidaan parhaimmillaan saavuttaa. Tämän jälkeen todellinen ennustekyky mita-
taan estimoimalla mallit opetusjoukossa ja testaamalla niiden ennustekyky opetusjoukon
ulkopuolisessa testausjoukossa. Mallien luokittelu- ja ennustekykyä arvioidaan AUC-
arvojen avulla, jotka kuvaavat niiden ennusteiden absoluuttista keskimääräistä luokittelu-
tarkkuutta. Motivaationa luokitteluraja-arvo -riippumattomien AUC-arvojen käytölle mal-
lien arvioinnissa havainnollistetaan seuraavassa esimerkissä, kuinka virhematriisin jakau-
mat ja sitä kautta virhematriisista laskettavien tunnuslukujen arvot vaihtelevat, kun luok-
kaan 1 kuulumisen luokitteluraja-arvo kasvaa.
Esimerkki virhematriisin käyttäytymisestä Taulukossa 6 esitetään koko havainto-
aineistolla estimoitujen mallien keskiarvoennusteesta johdettuja virhematriiseja eri
luokitteluraja-arvoilla. Taulukon 6 lukuja tulkitaan siten, että kun luokitteluraja-arvoksi
asetetaan havaintoaineistosta laskettu tapahtumatiheys 0.1196, niin keskiarvoennuste löy-
tää kaikista virheentekijöistä 62 % (herkkyys), tunnistaa kaikista oikeinkäyttäytyvistä
62 % (spesifisyys) ja luokittelee virhekäyttäytyjiksi 16 388 asiakasta, mutta vain 18
% (tarkkuus) näistä on havaittuja todellisia virhekäyttäytyjiä. Luokitteluraja-arvolla
0.4 keskiarvoennusteen herkkyys-tunnusluku laskee nollaan prosenttiin ja spesifisyys-
tunnusluku nousee sataan prosenttiin. Tarkkuus kohoaa niin, että viisi kymmenestä virhe-
käyttäytyjäksi luokitellusta on todellisia virhekäyttäytyjiä eli tunnusluku saa arvoksi 50
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Taulukko 6: Virhematriisin jakaumia luokitteluraja-arvoilla 0.1196 (tapahtumatiheys),




0 1 Herkkyys 62 %
Havaittu
0 21 599 13 430 Spesifisyys 62 %




0 1 Herkkyys 25 %
Havaittu
0 31 345 3 684 Spesifisyys 89 %




0 1 Herkkyys 2 %
Havaittu
0 34 805 224 Spesifisyys 99 %




0 1 Herkkyys 0 %
Havaittu
0 35 024 5 Spesifisyys 100 %
1 4 753 5 Tarkkuus 50 %
%. Tunnusluvut käyttäytyvät siis kuten luvussa 5.1 yleisellä tasolla kuvataan.
6.3.1 Luokittelukyky koko havaintoaineistossa
Tässä osiossa koko havaintoaineistossa estimoitujen mallien luokittelukykyä mita-
taan samassa aineistossa. Täyden mallin, keskiarvoennusteen sekä AIC-parhaan mallin
luokittelukykyä verrataan naiivien logististen mallien luokittelukyyn. Naiiveja malleja
ovat vakiomalli sekä yhden selittävän muuttujan mallit, joissa on mukana vakiotermi sekä
yksi kerrallaan kukin selittävistä muuttujista x1, . . . , x10. Vertailu suoritetaan kuvassa 2
nähtävistä ROC-käyristä johdettujen AUC-arvojen avulla.
Täyden mallin, keskiarvoennusteen ja AIC-parhaan mallin ROC-käyrät näkyvät kuvassa
2 ylimpänä eivätkä käytännössä erotu toisistaan silmämääräisesti. Neljä AIC-parasta naii-
via mallia c+x8, c+x9, c+x3 ja c+x4 erottuvat näiden alapuolella. Luokittelukyvyltään
AUC-huonoin naiivi malli eli pelkän vakiotermin sisältävän logistisen regressiomallin
ROC-käyrä menee suoraan lävistäjässä ja loput viisi seuraavaksi AUC-heikointa naiivia
mallia hyvin lähellä tätä. Taulukosta 7 nähdään, että täyden mallin AUC-arvo on 0.663,
jota voidaan pitää heikkona (taulukko 3). Kun tämän kaikki vaikutukset sisältävän koko
havaintoaineistolle estimoidun mallin AUC-arvo on heikko, niin oletettavasti tämä malli


























Kuva 2: Kilpailevien mallien ROC-käyrät.
Taulukko 7: Koko havaintoaineistosta estimoitujen mallien luokittelukyky, testiasetelmat
alaviitteessä8.
95 % 95 %
MALLI luottamusvälin AUC luottamusvälin
alaraja yläraja
Täysi malli 0.655 0.663* 0.671
Keskiarvoennuste 0.653 0.662* 0.670
AIC-paras malli 0.653 0.661* 0.669
NAIIVIN MALLIN LINEAARINEN OSA
β0 0.500 0.500 0.500
β0 + x1 0.509 0.512 0.515
β0 + x2 0.511 0.515 0.519
β0 + x3 0.578 0.586 0.594
β0 + x4 0.578 0.586 0.594
β0 + x5 0.501 0.504 0.507
β0 + x6 0.498 0.500 0.502
β0 + x7 0.499 0.500 0.501
β0 + x8 0.607 0.615* 0.623
β0 + x9 0.591 0.599 0.608
β0 + x10 0.510 0.519 0.528
*AUC-arvot eroavat merkitsevästi toisistaan.
li, keskiarvoennuste sekä parhaimman AIC-arvon saanut yksittäinen malli ovat ennuste-
81-suuntaiset DeLongin testit, joihin on taulukossa viitattu merkillä *:
H1: AUC(täysi)> AUC(keskiarvoennuste), p-arvo ≈ 0.01 => H0 hylätään.
H1: AUC(keskiarvoennuste)> AUC(AIC-paras malli), p-arvo ≈ 0.03 => H0 hylätään.
H1: AUC(AIC-paras malli)> AUC(c+x8), p-arvo ≈ 0.00 => H0 hylätään.
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kyvyn tarkastelussa juuri siinä järjestyksessä kuin mallien kompleksisuuden perusteella
voi odottaa. DeLongin testin mukaan näiden mallien luokittelukyvyt eroavat merkitseväs-
ti sekä toisistaan että parhaimman AUC-arvon saaneesta naiivista mallista c + x8. Sekä
täysi malli että keskiarvoennuste käyttävät kaikkien 19 selittävän muuttujan itsenäistä ja
keskinäistä vaihtelua ja AIC-paras malli kahdeksaa (taulukko 4), mutta AUC-erot näi-
den mallien kesken ovat likimain promilleyksikön. AUC-estimaateille on laskettu 95 %
luottamusvälit DeLongin menetelmällä kuvaamaan AUC-estimoinnin tilastollista tehok-
kuutta.
6.3.2 Ennustekyky testausjoukossa
Luotettava estimaatti mallin todellisesta ennustekyvystä saadaan, kun jaetaan aineisto eril-
lisiin opetus- ja testausosiin siten, että mallit sovitetaan opetusjoukossa ja ennustekyky
estimoidaan testausjoukossa. Tässä tutkimuksessa havaintoaineisto jaetaan satunnaisesti
kahteen yhtä suureen osaan9 yksinkertaisella satunnaisotannalla. Ennustekykymittaukset
esitetään taulukossa 8. Taulukon vasemmassa osassa nähdään, että kolmen parhaan mallin
luokittelukyky opetusjoukossa on sattumalta korkeampi kuin koko aineistossa (taulukko
7), sillä samojen mallien AUC-arvojen koko luottamusväli on opetusjoukossa korkeampi
ja erillinen. Mallien keskinäinen järjestys AUC-arvojen suhteen on kuitenkin sama.
Tarkasteltaessa mallien ennustekykyä testausjoukossa verrattuna luokittelukykyyn
opetusjoukossa todetaan, että täyden mallin AUC-arvo laskee 15 % (10.3 %-yksikköä)
ja keskiarvomallilla sekä AIC-parhaalla mallilla yli 9 % (6.4 %-yksikköä). Koska näiden
kolmen runsasparametrisemman mallin luokittelukyky laskee oleellisesti testausjoukossa,
voidaan niiden osalta havaita ylisovittamista. Erityisesti tämä näkyy täydessä mallissa,
joka on testausjoukossa ennustekyvyltään jopa heikompi kuin paras naiivi malli. Nämä
molemmat ovat selkeästi keskiarvoennustetta ja AIC-parasta mallia heikompia.
Tässä tutkimuksessa malliepävarmuuden huomioon ottavan keskiarvoennusteen ennuste-
kyky on paras ja se saa AUC-arvon 0.62. Huomattavasti yksinkertaisempi vain kahdek-
san muuttujaa sisältävä AIC-paras malli tosin nousee ennustemielessä lähes yhtä hyväksi
kuin keskiarvoennuste. Tätä voidaan pitää melko yllättävänä tuloksena, sillä sen suhteelli-
nen mallitodennäköisyys eli Akaike-paino on vain 6.3 % (taulukko 5).10 Merkillepantavaa
on, että keskiarvoennusteen ennustekyky testausjoukossa on merkitsevästi 6.3 % (3.7 %-
9Molemmissa joukoissa on noin 20 000 asiakasta.
10On muistettava että yksittäistä AIC-parasta malliakaan ei löydetä ilman keskiarvoennusteen vaatimaa
kaikkien mallikombinaatioiden sovittamista.
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95 % 95 %
AUC
95 %
l.v. l.v. l.v. l.v.
alaraja yläraja alaraja yläraja
Täysi malli 0.674 0.685 0.697 0.570 0.582** 0.594
Keskiarvoennuste 0.671 0.683 0.694 0.608 0.619* 0.631
AIC-paras malli 0.671 0.682 0.694 0.607 0.618* 0.630
NAIIVIN MALLIN LINEAARINEN OSA
β0 0.500 0.500 0.500 0.500 0.500 0.500
β0 + x1 0.509 0.515 0.520 0.505 0.509 0.514
β0 + x2 0.513 0.518 0.524 0.507 0.512 0.517
β0 + x3 0.590 0.601 0.613 0.564 0.574 0.584
β0 + x4 0.592 0.604 0.616 0.561 0.572 0.583
β0 + x5 0.498 0.502 0.505 0.500 0.505 0.510
β0 + x6 0.498 0.500 0.503 0.497 0.500 0.503
β0 + x7 0.499 0.501 0.502 0.498 0.499 0.500
β0 + x8 0.626 0.638 0.649 0.578 0.589** 0.601
β0 + x9 0.607 0.618 0.630 0.570 0.581 0.593
β0 + x10 0.488 0.499 0.514 0.508 0.521 0.533
*Keskiarvoennusteen AUC-arvo on merkitsevästi suurempi kuin
AIC-parhaalla ja molemmilla AUC-arvot ovat merkitsevästi
korkeampia kuin muilla malleilla.
**Täysi malli ei eroa AUC-arvoltaan merkitsevästi parhaasta
naiivista mallista.
yksikköä) suurempi kuin täyden mallin ennustekyky huolimatta siitä, että molemmissa
malleissa estimoidaan parametrien arvot 19 selittävälle muuttujalle.
Keskiarvoennusteen ja AIC-parhaan mallin luokittelukykyä kuvaavaa AUC-arvoa 0.62 ei
voida pitää hyvänä, sillä keskimäärin 38 kertaa sadasta saa populaatiosta satunnaisesti
nostettu puhdas asiakas suuremman ”huonous”-todennäköisyyden kuin satunnaisesti nos-
tettu virhekäyttäytynyt asiakas. Siitä huolimatta mallikeskiarvoistamisesta ja siihen liitty-
västä kaikkien mallikombinaatioiden sovittamisesta on lisäarvoa, sillä näiden löydettyjen
kahden parhaan mallin AUC-arvot ovat 5 % (3 %-yksikköä) parempia kuin parhaimman-
111-suuntaiset DeLongin testit, joihin on taulukossa viitattu merkeillä * ja **:
*H1: AUC(täysi)> AUC(keskiarvoennuste), p-arvo ≈ 1.00 => H0 jää voimaan.
*H1: AUC(täysi)> AUC(AIC-paras malli), p-arvo ≈ 1.00 => H0 jää voimaan.
*H1: AUC(keskiarvoennuste)> AUC(AIC-paras malli), p-arvo ≈ 0.09 => H0 hylätään.
*H1: AUC(AIC-paras malli)> AUC(c+x8), p-arvo ≈ 0.00 => H0 hylätään.
**H1: AUC(täysi)> AUC(c+x8), p-arvo ≈ 0.88 => H0 jää voimaan.
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kin naiivin mallin tai yliparametrisoidun täyden mallin.
Perusteellisempaan ennustekyvyn arvioimiseen tarvitaan satoja vastaavanlaisia satunnais-
otoksia, joissa opetus- ja testausjoukot valikoituvat eri asiakkaista, jolloin myös mallien
parametrit estimoituvat eri tavoin. Tällä tavoin saadaan muodostettua empiiriset AUC-
jakaumat kullekin mallille ja DeLongin menetelmä sekä muut vaihtoehtoiset oletuksia
sisältävät asymptoottiset menetelmät ovat tarpeettomia.
6.4 Selittävien muuttujien suhteellinen tärkeys
Tämän tutkimuksen puittessa ei paneuduta mallien parametriestimaatteihin tai niiden tul-
kintaan, mutta malleille laskettujen Akaike-painojen avulla voidaan arvioida selittävien
muuttujien suhteellista tärkeyttä. Taulukossa 9 on esillä muuttujien tärkeyttä kuvaavat
Taulukko 9: Selittävien muuttujien suhteellinen tärkeys.
Ryhmä Muuttuja Koko havaintoaineisto Opetusjoukko











C x10:x1 0.22 0.19
x10:x7 0.18 0.33
x6 0.15 0.19





todennäköisyyspainot, jotka on laskettu sekä koko havaintoaineistosta että opetusjoukon
pohjalta estimoiduista malleista. Vaikka edellisessä osiossa todettiin mallien ennustekyky
keskimäärin heikoksi, niin suhteellinen tärkeys selittäjäjoukon sisällä antaa indikaation
siitä, mitkä muuttujat ovat ja mitkä eivät ole potentiaalisia mallin jatkokehittämisen kan-
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nalta. Muuttujat on jaettu karkeasti neljään ryhmään, joista ryhmä A sisältää näiden otok-
sien pohjalta lupaavimmat selittävät muuttujat. Ryhmän B muuttujat ovat mahdollises-
ti potentiaalisia, mutta niiden tärkeys muuttuu merkittävästi estimointiaineistojen välillä.
Ryhmässä C vaihtelu ei ole niin suurta, mutta matalampien arvojen perusteella on vai-
kea arvioida niiden hyödyllisyyttä. Ryhmän D muuttujat saavat molemmissa aineistois-
sa hyvin vähän tukea. Huomionarvoista on, että suurin osa interaktioista saa vain vähän
painoarvoa mallitodennäköisyyksissä.
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7 Tarkastelu ja johtopäätökset
Tämän työn tavoitteena oli testata kuinka hyvin organisaation asiakkaiden virhe-
käyttäytymistä voidaan ennustaa logistisella regressiomallilla hyödyntäen informaatio-
teoreettista mallikeskiarvoistamista. Työn luonne oli lähtökohdista johtuen eksploratiivi-
nen, sillä kantavaa teoriaa asiakkaan käyttäytymiselle ei ole olemassa. Saaduista tuloksis-
ta havaitaan, että malliepävarmuuden huomioiva keskiarvoennuste sekä sen sivutuotteena
saatava AIC-paras malli kykenevät ennustamaan paremmin kuin yksinkertaisemmat naii-
vit logistiset regressiomallit. Parhaitenkin ennustavien mallien absoluuttinen ennustekyky,
jota mitataan AUC-tunnusluvulla, jää kuitenkin heikoksi.
Tehtävänannon antaneen organisaation näkökulmasta ei ole olemassa määrättyä yksittäis-
tä ennustekykyä mittaavaa tunnuslukua, jonka suhteen mallien ennustekyvyn optimointi
tulisi suorittaa. Organisaation kannalta paras tapa arvioida mallin toiminnallinen hyödyl-
lisyys vaatii tiedon kunkin virhematriisin tapahtuman (oikea negatiivinen, väärä negatii-
vinen, oikea positiivinen, väärä positiivinen) valvontatoimenpiteen operatiivisista kustan-
nuksista sekä odotetuista toimenpiteiden tuotoista. Tällöin mallin rahamääräisen hyödyn
odotusarvo voidaan maksimoida ja täten löytyy maksimiehdon toteuttava luokitteluraja-
arvo. Koska tämän tutkimuksen puitteissa ei näitä tietoja ole käytettävissä, niin tulosten
hyödyllisyyttä arvioidaan yleisemmällä tasolla AUC-arvojen avulla.
Jos mallien ennustekyvyn tilastollista päättelyä halutaan parantaa, on mahdollista tehdä
suurempi määrä satunnaisotoksia jakamaan havaintoaineisto opetus- ja testausjoukkoihin,
jolloin voidaan arvioida luotettavammin estimoituvien parametrien ja ennusteiden epä-
varmuutta ja vaihtelua. Malliepävarmuuden ja riskikäyttäytymisen taustamuuttujien ajas-
sa vaihtuvuuden huomioiminen virhekäyttäytymisen ennustamisessa on suositeltavaa eri-
tyisesti silloin, kun tarvitaan luotettava kuvaus tilastollisten ennustemallien käyttämisen
hyödyistä organisaation toimintoja tukevana ja ohjaavana välineenä.
27
Viitteet
[1] Akaike H. (1974): "Information theory and an extension of the maximum likelihood
principle", Second international symposium on information theory 267-281.
[2] Akaike H. (1985): "Prediction and entropy", Celebration of Statistics 1-24, Springer-
Verlag.
[3] Anderson D. (2008): "Model based inference in the life sciences: a primer on evi-
dence", Springer.
[4] Armstrong J.S. (2001): "Combining forecasts", Principles of forecasting: a hand-
book for researchers and practitioners 417-439, Springer.
[5] Bates J.M. / Granger C.W.J. (1969): "The combination of forecasts", Operations
Research Quarterly 20: 451-468.
[6] Burnham K.P. / Anderson D.R. (2002): "Model selection and multimodal inference
- a practical information-theoretic approach, second edition", Springer.
[7] Casella G. / Berger R.L. (2002): "Statistical inference, second edition", Thomson
Learning.
[8] DeLong E.R. / Clarke-Pearson D.L. (1988): "Comparing the areas under two or mo-
re correlated receiver operating characteristics curves: a nonparametric approach",
Biometrics 1988; 44: 837-845.
[9] Dobson A.J. (1990): "An introduction to generalized linear models", Chapman and
Hall.
[10] Hanley J.A. / McNeil B.J. (1982): "The meaning and use of the area under a receiver
operating characteristic (ROC) curve", Radiology 143: 29–36.
[11] Kapetanios G. / Labhard V. / Price S. (2008): "Experience with forecasting univaria-
te times series and the combination of forecasts", Journal of Business & Economic
Statistics 26: 33-41.
[12] Kullback S. / Leibler R.A. (1951): "On information and sufficiency", Annals of Mat-
hematical Statistics 22: 79-86.
28
[13] Nelder J.A. (1977): "A reformulation of linear models", Journal of the Royal Statis-
tical Society 140: 48–77.
[14] McCullagh P. / Nelder J.A. (1989): "Generalized linear models, second edition",
London: Chapman and Hall.
[15] Newbold P. / Granger C.W.J. (1974): "Experience with forecasting univariate times
series and the combination of forecasts", Journal of the Royal Statistical Society,
Series A 137: 131-165.
[16] Powers D.M.W. (2007): "Evaluation: from precision, recall and F-factor to ROC,
informedness, markedness and correlation", Journal of Machine Learning Techno-
logies 2 (1): 37-63.




Taulukko 10: Mallien määrä tämän tutkimuksen mallispesifikaatiolla selittävien muuttu-
jien lukumäärän funktiona, kun havainnollistavasti lukumäärä i = 1, . . . , 13 ja yksi muut-













6 275 2 048
7 793 8 192
8 2 315 32 768
9 6 817 131 072
10 20 195 524 288
11 60 073 2 097 152
12 179 195 8 388 608
13 535 537 33 554 432
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