To detect directional couplings from time series various measures based on distances in reconstructed state spaces were introduced. These measures can, however, be biased by asymmetries in the dynamics' structure, noise color, or noise level, which are ubiquitous in experimental signals. Using theoretical reasoning and results from model systems we identify the various sources of bias and show that most of them can be eliminated by an appropriate normalization. We furthermore diminish the remaining biases by introducing a measure based on ranks of distances. This rank-based measure outperforms existing distance-based measures concerning both sensitivity and specificity for directional couplings. Therefore, our findings are relevant for a reliable detection of directional couplings from experimental signals.
I. INTRODUCTION
A detection of directional couplings between two dynamical systems X and Y from the analysis of signals measured from them is key to an understanding of many dynamics in nature. Assuming X and Y to be linear stochastic Gaussian processes, the concept of Granger causality [1] can be implemented using linear regression or autoregressive modelling. This approach can be combined with graphical models [2] and directional couplings can be studied in a multivariate context [3] . Furthermore, different approaches were proposed to detect directional couplings from nonlinear or nonGaussian processes (see [4] for a review), including nonlinear Granger causality [5] , transfer entropy [6] , phase dynamics measures [7] , as well as various measures evaluating distances of conditioned neighbors in reconstructed state spaces [8, 9] . Applications to experimental time series in many scientific fields are found in different branches of physics, engineering, atmospheric sciences, neuroscience, biology or economy. There is, however, evidence that all these approaches can be affected by asymmetries in the dynamics' structure or noise level (e.g. [6, [9] [10] [11] ). Here, we focus on the effect of these asymmetries on existing state space approaches. We furthermore introduce a rank-based measure and illustrate its robustness against such asymmetries. For that purpose we analyze the Lorenz dynamics as a representative example of a model system. For such a model system we can adjust the coupling strength and noise level which allows us to evaluate the sensitivity and specificity of the measures under controlled conditions. We focus on one representative example to provide a thorough statistical assessment and theoretical reasoning for the different sources of biases arising at different coupling strengths and asymmetries in the dynamics' structure, noise color, or noise level.
These state space approaches mainly consider the case where X and Y are assumed to be separate deterministic dynamics which both exhibit an independent self-sustained motion. It is further assumed that if there is a coupling it is uni-directional and too weak to induce a synchronized motion. Importantly, the dynamics are assumed to be stationary for the time window under investigation. It is not assumed that a meaningful instantaneous phase can be extracted from the signals. Under these assumptions, directional couplings can in principle be detected by quantifying the probability with which close states of the driven dynamics are mapped to close states of the driving dynamics [8, 9, 13, 14] .
II. METHODS
Various distance-based approaches were proposed to evaluate this fundamental criterion (e.g. [8, [15] [16] [17] [18] ). For scalar time series x i and y i (i = 1, . . . N * ) simultaneously measured from X and Y , respectively, the dynamics are reconstructed using delay coordinates [16] . By v i,j and w i,j (j = 1, . . . k) we denote the time indices of the k spatially nearest neighbors of x i and y i , respectively. From these we exclude temporal neighbors within |v i,j − i| ≤ W and |w i,j − i| ≤ W [16] . For each x i , the mean squared Euclidean distance to its k nearest neighbors is
2 , and the Y-conditioned distance is: [25] . Based on these distances one can define:
Eqs.
(1 -2 ) were defined in [8] . Eq. (3 ) was derived in [17] from a measure proposed in [15] and independently from [17] in [16] . We here propose the following rank-based statistics: For each x i , let g i,j denote the rank that the distance between x i and x j takes in a sorted ascending list of distances between x i and all
, and we here define
where A fundamental signature of non-synchronizing couplings X → Y is that close states of Y are mapped to close states of X with a probability increased compared to independent dynamics. This signature is quantified by the measures A(X|Y ) which increase with increasing coupling strength. However, an increased probability of the opposite mapping, i.e. close states of X are mapped to close states of Y , also holds, although to a weaker degree. Therefore, for couplings X → Y also A(Y |X) increase compared to values for uncoupled dynamics (e.g. [9] ). Hence, A(X|Y ) by themselves are not specific for couplings X → Y . Therefore, we follow e.g. [12, 18, 19] in defining ∆A = A(X|Y ) − A(Y |X) and here test whether ∆A > 0 is a sensitive and specific criterion for non-synchronizing couplings X → Y .
As stated above, to use controlled conditions, we analyze uncoupled as well as unidirectionally coupled non-identical Lorenz dynamics superimposed with different types of noise. The Lorenz dynamics X :
was integrated using a 4-th order Runge-Kutta algorithm with fixed step size of 0.005 and a sampling interval of 0.03 time units, which corresponds to approximately 20 samples per cycle. We used random initial conditions and applied 10
6 pre-iterations to diminish transients. As deterministic time series we usex i = v 1 (t i ) andỹ i = w 1 (t i ) and an autoregressive processes as noise time series: ξ
denotes uncorrelated Gaussian noise with zero mean and unit variance. All examples studied here can then be written in the general form:
. Throughout all simulations we use fixed values of k = 5, and W = 50 and set m and τ as specified below. Fig. 1 ). Apart from uncoupled dynamics (ε = 0), we study coupled dynamics with ε separated by factors of 1.05 between 0.05 and 18. Within this set of coupling strengths, ε GS = 9.28 is the lowest value for which generalized synchronization is attained, as determined from the identical synchronization of two replicas of the driven Y dynamics started at different initial conditions [20] . Apart from noise-free dynamics we use the noise amplitudes
III. RESULTS

As a first example we use Lorenz dynamics superimposed with Gaussian uncorrelated noise (d
, where σ X,Y denote the standard deviation ofx i andỹ i , respectively. The noise is superimposed either only to the driver: n X ∈ I X , n Y = 0; to the driver and to the response: n X ∈ I X , n Y ∈ I Y ; or only to the response: n X = 0, n Y ∈ I Y . For the noise-free dynamics the coupling direction is correctly detected by ∆A > 0 to a different degree for for H, M , and L (Fig. 1) . For asymmetric noise levels some biases occur resulting in ∆A < 0, i.e. the detection of the wrong coupling direction, for some range of ε. Importantly, comparing H, M , and L, the rank-based measure L proposed here is least affected by asymmetric noise. For the measure S, a more complicated picture is obtained which allows us to discuss in detail the various sources of biases in the following. It was already indicated by [8] that the effective dimension D X is reflected in the distances defined above as: (Figs. 1A, 2A-C) . However, to be specific for couplings we should get ∆A = 0 for such independent processes. Upon increasing of ε for n X,Y = 0, D Y at first increases due to the incorporation of the driver's degrees of freedom, and later decreases towards and beyond ε GS due to the collapse of the joint dynamics to the synchronization manifold [9] . For the given dynamics this local maximum of D Y is reflected in ∆S < 0 found for an intermediate ε range. Only for a narrow ε range close to ε GS the stronger mapping of close states in Y to close states in X leads to ∆S > 0. Upon increasing of the noise level the effective dimension converges to the embedding dimension m. Therefore, for asymmetric noise levels of X and Y the difference in D X and D Y and thereby ∆S is dominated by this asymmetry. Even for symmetric noise levels n X = n Y measured relative to the respective standard deviation of X and Y , the impact of this noise can be asymmetric depending on the fine structure of the dynamics. A further source of bias, that S shares with H, is its nonlinear dependence on the conditioned distances. (More specifically the asymmetry of this nonlinearity around E[R k i (X|Y )] is problematic cf. [12] ). The impact of the nonlinearity depends on the variance of R k i (X|Y ) which in turn depends in a non-trivial way on intrinsic properties of X and Y , the relative noise amplitude, noise color, and the parameters m, τ , and k. Hence, this nonlinearity further contributes to ∆S = 0 for independent but asymmetric dynamics (Figs. 1A, 2A-C) .
For uncoupled noise-free Lorenz dynamics we get ∆H = 0 (Figs. 1B, 2D-F) . With increasing coupling strength the stronger mapping of close states in Y to close states in X leads to ∆H > 0. Therefore, at first sight ∆H > 0 seems sensitive to and specific for couplings X → Y . However, at zero and low ε and for asymmetric noise levels the nonlinear dependence on the conditioned distances leads to ∆H > 0 for n X > n Y , and ∆H < 0 for n X < n Y . Furthermore, since
In consequence for D Y > D X the value of ∆H is increased. For symmetric noise levels, this supports the detection of the correct coupling direction because D Y > D X due to the coupling. Asymmetric noise levels, however, bias ∆H at high ε. Nevertheless, for moderate noise levels H is more robust for the detection of weak directional couplings than S [9] (Figs. 1B, 2D-F) .
Therefore, as already indicated by [9] , the value of ∆S and ∆H not only reflect the mapping of close states in one dynamics to close states in the other but also the interplay of different biases. Before examining the impact of these biases on M and L we address a problem shared by the measures S, H, M , and L that does not express any bias. Rather this problem is not only affecting state space based measures but shared by the above mentioned other coupling direction detection techniques applied to strongly coupled dynamics. Here this problem leads to the following effect: Regarding intermediate symmetric noise levels for strong couplings we find ∆A < 0 for all measures (Fig. 2B,E,H,K) . Here both A(X|Y ) and A(Y |X) attain high values, and ∆A can have different signs or vanish depending on the dynamics making a reliable detection of a coupling direction impossible (Fig. 1) . Furthermore, even symmetric noise levels in general have different impacts on the mappings of close states in the one dynamics to close states in the other, due to their different local slopes. The mappings' geometry and thereby A(X|Y ) and A(Y |X) as well as their noise robustness depend on the specific dynamical system. We should note that L is least affected by this problem.
For independent dynamics generally the expected values of M (X|Y ), M (Y |X) and thereby the one of ∆M are all zero (Figs. 1C, 2G-I) [26] . This is due to the linear dependence on the conditioned distances R k i (X|Y ), and any bias caused by the nonlinearities described above for S and H does not affect M . Nonetheless, factorizing the term R i (X) in M (X|Y ), we see that the slope of this linear dependence is determined by the denominator (R i (X)(a(k/N ) 2/D X − 1)), where a is some unknown factor. Therefore, for zero coupling the across realization variance of ∆M depends on D X and D Y while the mean remains unaffected and zero (This will be appreciated better in Fig. 3.) . For ε close to ε GS , also the numerator of M (X|Y ) tends to 1
Here b is different from a and depends on ε. Given that, for ε close to ε GS the measure M (X|Y ) behaves similar to H(X|Y ) in that lower values are obtained for a higher D X though this bias is less pronounced for M (Fig. 1C, 2G-I ).
All advantages gained by virtue of the appropriate normalization of M are inherited by L. The remaining dependence on the dimensionality for ε close to ε GS is diminished since in contrast to distributions of distances, distributions of ranks of distances are always uniform. Notice that although this bias is still significant for a smaller region of asymmetric noise levels and coupling strengths, its absolute value is substantially lower for L than for M (Fig. 1D , 2J-L). As mentioned above for ε close to ε GS a reliable coupling direction detection is impossible since M (X|Y ), M (Y |X) and L(X|Y ), L(Y |X) are all close to one. However, for noisy dynamics these quantities decrease hiding the unreliability of the coupling direction. This decrease is less asymmetric for L than for M , representing an important advantage of L.
To further study the specificity of ∆A > 0 for couplings X → Y and the influence of the embedding parameters, we now focus on independent dynamics. At first we consider two examples of uncoupled Lorenz dynamics superimposed with asymmetric noise levels. Here n X,Y are given as unitless amplitudes not related to the standard deviation ofx i andỹ i . Again nonzero values for ∆H and ∆S are obtained for these independent dynamics. Due to the dominance of the bias related to asymmetric effective dimensions the sign of ∆S is independent of the embedding parameters (Fig. 3A,E ). In contrast, for H the only bias for uncoupled dynamics is the nonlinear dependence on R k i (X|Y ). The variance of R k i (X|Y ) and thereby the sign of ∆H depend on the embedding parameters and asymmetry of the noise amplitudes (Fig. 3B,F) . In contrast, the mean values of ∆M and ∆L are never significantly different from zero. Only their standard deviation is influenced by the relative noise levels and m and τ . In consequence, not a single false positive coupling detection is obtained by M and L (Fig.  3C,D,G,H) .
As (Fig. 3I ,J and cf. [21] ). For high embedding windows and in particular for high τ the impact of short correlations is reduced since the state space is filled more homogeneously. In consequence, the biases of S and H due to the nonlinear dependence on the conditioned distances become more relevant resulting in different signs of ∆S and ∆H. Like for the two previous examples ∆M and ∆L exhibit not a single false positive coupling detection (Fig. 3K,L) .
IV. CONCLUSIONS
We here proposed a rank-based measure for the estimation of directional couplings which is robust against asymmetries in the dynamics' structure or noise level. In particular, considerations about the dimensionality of nonlinear dynamics or the effect of noise on local densities can also be valuable to study approaches such as transfer entropy or non-linear Granger causality, since they are also based on local estimations of the dynamics' geometry. For the measures considered here, by virtue of their common more appropriate normalization, the measures ∆M and ∆L are clearly more sensitive and specific for directional couplings than ∆H and ∆S. Furthermore, the use of rank statistics endows ∆L with a higher robustness as compared to ∆M .
Rank transformations were previously used for the calculation of other measures of interdependence, for example the mutual information [22, 23] . However, for these techniques a global rank transformation of the time series is performed. This is conceptually different from our approach since we use local ranks of distances of spatially nearest neighbors of individual embedding vectors in reconstructed state spaces.
We here illustrate our findings using a thorough statistical assessment of coupled and uncoupled Lorenz dynamics as a representative example. Analogous results were obtained for other model systems. Therefore, our rank-based measure L promises to reliably detect directional couplings also from experimental signals. This holds in particular when asymmetries in the dynamics' structure, noise color, or noise level might be present. It is important to keep in mind, however, that in application to experimental data other types of biases that were not considered here can affect any coupling detection technique. In particular, the assumption that the dynamics are at least approximately stationary can be violated. Furthermore spurious detections of interdependence can be caused by mixing of independent sources through the recording process. Therefore, the degree to which the improvements shown here for the rank-based measure L result in a substantial improvement in the detection of meaningful directional couplings from experimental data remains subject to future work.
