ABSTRACT Optical switching based on wavelength division multiplexing has become a promising network technology to scale the performance of data centers. It provides high bisection bandwidth with low power consumption and low complexity of network wiring. However, it raises new challenges for the flow scheduling problem due to the dynamic arrival of traffic flows with unknown service duration combined with the circuit-switched nature of optical networks and wavelength continuity constraint. While the knowledge of flow service time helps to use resources in a better way to increase the revenue, in practice, the service time cannot be accurately specified. In this paper, we address the problem of flow scheduling in optical data centers considering the above challenges. We first develop an optimization formulation using Markov decision process that can estimate the flow termination time and revenue for cloud providers in a long run under the uncertainty in flow service time. Since solving the optimization formulation is mathematically intractable, we then develop heuristic scheduling algorithms for both scenarios: with known and with unknown flow service time. We use a probabilistic model to address the uncertainty due to unknown flow service time. We design a flow scheduling framework that integrates the proposed algorithms to perform flow scheduling in optical data center networks. We evaluate the proposed algorithms through comprehensive simulations and compare their performance against that of a baseline algorithm. The results show that the proposed algorithms achieve significant performance improvement compared with the baseline algorithm.
I. INTRODUCTION
This decade has witnessed the evolution in the design of data center networks towards hybrid design approaches, in which both wavelength division multiplexing (WDM) based opticalswitched network and electrical packet-switched network co-exist to serve different types of traffic demands [1] - [6] . This evolution has been driven by the growth of the traffic demands in data centers, in which thousands of servers are hosted to meet the growing number of online services and internal data center applications such as streaming video, healthcare and government systems, data backup and virtual machine migration [7] . In comparison with electrical packetswitched networks, WDM-based optical networks provide very high bisection bandwidth but do not require several layers of electrical packet switches as in FatTrees [8] , consume low power and reduce the cabling complexity. The key concept of optical networks is a lightpath that is defined as an all-optical connection routed in the optical domain along one or more fiber links [9] . At a given time instant, a Topof-the-Rack (ToR) switch can simultaneously connect to a number of ToR switches decided by the number of wavelengths carried by the optical fiber. Dynamic reconfiguration of lightpaths brings in flexibility for network management and traffic engineering but suffers from inherent reconfiguration overhead (in the order of ms or µs). This makes WDM-based optical networks suitable only for circuit switching but not for packet switching.
Given a traffic flow request between two ToR switches, the flow scheduling problem is defined as the decision of creation of a lightpath between the two ToRs to carry the traffic flow, i.e., switching the optical circuit at a given time instant. Given the absence of wavelength converters, the lightpath between two ToR switches traversing through the optical switch needs to use the same wavelength on all fibers traversed. This is called wavelength continuity constraint. The service duration of a lightpath depends on the service duration of the hosted traffic flow. The optical circuit (lightpath) is thus released when it is no longer used by any flow. In some scenarios, service duration of traffic flows might be unknown. Due to the re-configuration of lightpaths, a traffic flow might also be migrated from one wavelength to another wavelength during the flow lifetime. The problem of flow scheduling in optical cloud data centers is therefore much more challenging due to the wavelength continuity constraint and dynamic arrival of traffic flows. We need to consider not only the flow admission but also the wavelength assignment for the lightpaths allocated to traffic flows. A sub-optimal wavelength assignment will lead to the disconnectivity of ToRs in future, low resource (wavelength) utilization and affects the overall revenue of commercial cloud providers in a long run.
The problem of traffic scheduling in optical data centers has received attention from researchers recently [10] - [15] . The work presented in [10] considered packet-level scheduling in optical data center networks, which requires more frequent reconfigurations of the network logical topology. The work presented in [11] considered a different objective that aims at maximizing the lifetime of the optical switches rather than flow admission control and wavelength assignment. Further, the existing works did not consider the uncertainty in flow service time that has a significant impact on wavelength utilization, connectivity of the ToRs and revenue of cloud providers. In our previous work [12] , we carried out a preliminary study of the flow scheduling problem in optical data centers, assuming that flows can provide their service duration at the submission instant. We extend this work further to consider the case where flow service time is not specified. We develop probability-based model to address the uncertainty in flow service time, develop new algorithms and carry out new sets of simulation experiments.
In this paper, we address the problem of flow scheduling in optical data center networks considering the uncertainty in flow service time. We first develop an optimization programming formulation that aims at maximizing the total revenue of cloud providers in a long run while satisfying the wavelength continuity constraint and bandwidth capacity constraint. The optimization formulation is modeled as a Markov Decision Process (MDP) that can estimate the expected revenue of cloud providers based on the probability model of flow service time. Solving the optimization programming formulation is computationally prohibitive due to the large size of problem even for a small data center and small number of input flows. We thus develop heuristic algorithms for both scenarios: with known and with unknown flow service time. We introduce the concept of congestion factor of a pair of ToRs, i.e., the source and destination of a flow. It is computed based on the number of flows that are accommodated between the pair of ToRs and the number of common wavelengths available on the fibers connecting the two ToRs to the core optical switch. We note that the availability of common wavelengths is affected by the wavelength continuity constraint. Accommodating more flows or creating new lightpaths between two ToRs that have high congestion factor may cause disconnectivity of ToRs in future, thereby increasing the rejection ratio.
Based on the congestion factor concept, we propose three heuristic algorithms: (i) Least Congestion and Probability-based Service Time algorithm (LC-PBST), (ii) Congestion-Based Round-Robin algorithm (CB-RRA), and (iii) Least Congestion and Shortest Service Time First algorithm (LC-SSTF). Algorithms LC-PBST and CB-RRA consider the scenario where flow service time is unknown. Algorithm LC-PBST assumes that flow service time follows a probabilistic model that will be used to estimate the probability of a flow terminating in the next time slot. Algorithm CB-RRA uses the congestion factor of each pair of ToRs to determine the round-robin scheduling order, thus bringing better fairness among flows. In addition, we propose an algorithm LC-SSTF, which assumes that the flows can provide the estimated service duration at the time of request submission. LC-SSTF can be considered as the lower-bound performance of other algorithms since it requires perfect information of input flows.
To address the wavelength assignment problem, we adopt the wavelength selection method first presented in our previous work [16] . The proposed algorithms integrate the wavelength selection method to determine the best wavelength to establish a new lightpath when required. The proposed algorithms are adaptive in the sense that the lightpaths are dynamically reconfigured after each time slot. Not only the lightpaths that are no longer used by any flow are removed from the logical network topology (formed by the set of lightpaths), active (existing) flows can also be migrated to a new lightpath with a different wavelength so as to release the current wavelength for a better future-connectivity of ToRs. In other words, we re-assign a different wavelength for the existing lightpaths so as to improve wavelength utilization and network connectivity.
In summary, the contribution of the paper is as follows:
• We develop an optimization programming formulation for the flow scheduling problem in optical data centers. The formulation is modeled as an MDP that takes into account the uncertainty in flow service time;
• We propose three heuristic algorithms: LC-PBST, CB-RRA and LC-SSTF for both scenarios: with known and unknown flow service time. LC-SSTF is considered as the lower-bound performance for other algorithms;
• We design a flow scheduling framework for optical data center networks. The framework integrates the proposed algorithms and leverages on the features of Software Defined Networking (SDN) for traffic monitoring, flow scheduling decision and lightpath reconfigurations;
• We evaluate the effectiveness of the proposed algorithms through comprehensive simulations and compare the VOLUME 5, 2017
proposed algorithms against a baseline algorithm that is based on first come first served basis. The rest of the paper is organized as follows. We discuss the related work in Section II. We present the statement of the flow scheduling problem in optical data centers in Section III. We present the MDP formulation in Section IV. We present the proposed methods for wavelength selection and re-assignment in Section V. We present the proposed algorithms and scheduling framework in Section VI. We present the performance study and discuss the results in Section VII. We make concluding remarks in Section VIII.
II. RELATED WORK
Network traffic flow scheduling has been extensively studied in the literature as it is an important issue of traffic engineering. The performance of scheduling algorithms directly affects the performance and resource utilization of the networks. In the wide-area network context, TeXCP [17] and MATE [18] are two algorithms that have been developed to perform dynamic traffic engineering across multiple paths in a wide area network by using explicit congestion notification packets sent by the switches. While these works considered the context of a wide-area electrical packet-switched network, we address the problem in optical data centers using a tightlycoupled central scheduler based on the features of SDN. Considering the data center environment, in [19] , the authors presented Hedera, a dynamic flow scheduling algorithm applying to multi-rooted hierarchical tree architectures. The algorithm dynamically estimates loads on the network links and moves flows from heavily loaded links to less utilized links, thus guaranteeing the load balancing among network links. Our work also considers the data center networks however using optical fibers to connect the ToR switches to the core optical switch. Thus, we are constrained by the limitations of optical networks such as the wavelength continuity constraint and high degree of the core optical switch.
There have been also the works that considered the flow scheduling problem in the context of optical networks [10] , [11] , [13] - [15] . In [10] , the authors presented a scheduling algorithm that computes the solutions based on the traffic condition in data center networks. Precisely, the authors assumed that multiple queues exist at each ToR switch to store traffic packets for different destination ToRs. The algorithm tries to schedule the lightpaths among ToRs to forward data packets so as to ensure the load balancing among ToR queues, considering the limited number wavelengths in the fibers. This leads to the fact that the optical data center network will be reconfigured very frequently due to the packet-switched approach (switching occurs with temporal dynamics of few nanoseconds). We advocate for flow level switching with temporal dynamics much slower than packet level. With the flow switching approach, a lightpath assigned to a flow will serve entire lifetime of the flow. Otherwise, the interruption at the middle of service will cause a penalty in terms of performance as well as resource efficiency. We also consider flow admission control whereas few flows may be dropped due to the limited number of wavelengths. In a hybrid data center context, these dropped flows can be accommodated in the electrical packet-switched network.
Also based on the flow switching approach, the work presented in [20] , proposed heuristic algorithms for flow scheduling in a wide-area network where the routes between a pair of source and destination nodes have been pre-defined. Nevertheless, the heuristic proposed in this work does not consider flow service time, which is one of the important factors that affect the connectivity of optical networks. This work also does not consider the wavelength continuity constraint that requires an efficient method for wavelength assignment problem. We consider these issues in our work. In [11] , the authors also considered the traffic scheduling problem in optical data centers. However, they considered a different objective that is to maximize the lifetime of switches. The authors proposed heuristic algorithms that minimize number of reconfigurations of the optical switch while ensuring balancing among flow queues at the ToRs. Considering hybrid optical and electrical data centers, the work presented in [21] proposed an algorithm for selecting flows to be routed by the optical network. While this work considers different objective from ours, it also does not consider the flow service time, which is a key contribution of our work.
III. PROBLEM STATEMENT
We consider a two-tier data center architecture as shown in Fig. 1 . We assume that there is a total of M ToR switches in the data center. Each ToR switch is connected to the core optical switch by a fiber that carries up to W wavelengths. A ToR switch can simultaneously reach up to W other ToR switches through optical paths or lightpaths. Data from different ports of a ToR switch are multiplexed onto a WDM link, which is demultiplexed onto different wavelengths at the core optical switch and optically switched to appropriate output ports. Those wavelengths, which are destined to a ToR switch, are multiplexed at the optical switch and sent through the WDM link connecting that ToR. In the absence of wavelength converters, the lightpath between two ToR switches traversing through the optical switch needs to be wavelength-continuous. The total number of ToR switches supported is limited by the number of ports of the optical switch. A commercial switch such as Cisco CRS-1 can provide up to 1000 ports [22] , thus connecting up to 1000/W ToR switches where W is the number of wavelengths carried by a fiber. Although a ToR switch can reach only W other ToR switches simultaneously using the optical paths, due to the dynamic reconfiguration capability of the optical switch it can reach different sets of ToR switches at different times. For example, with a 1000-port optical switch and 8 wavelengths per fiber, 125 ToR switches can be connected. We can extend this architecture to connect increased number of ToR switches by using multiple optical switches forming a specified topology network such as ring.
Given a set of traffic flows that need to be accommodated in the data center network. The system needs to take a decision on admission control so as to maximize the total revenue of cloud providers in a long run. Since traffic flows once admitted will stay in the data center for their entire service duration, the admission decision of the current time slot will affect the admission decision of future time slots. We assume that an input flow is an aggregate flow between a pair of ToRs, i.e., it aggregates the traffic between all the servers under the pair of ToRs. A flow thus requires maximum bandwidth capacity of a wavelength, the number of flows accommodated between a pair of ToR switches must be less than the total number of wavelengths carried by the fibers that connect the two ToRs to the optical switch. Otherwise, a number flows will be dropped. Due to the dynamic arrival of flows, a pair of ToRs may receive many traffic flows at the current time slot and less flows in the next time slot. The number lightpaths allocated for a pair of ToR switches will be dynamically adjusted over time.
Let F t be the set of all traffic flows that are active at the beginning of time slot t, i.e., it includes all the flows that have been accommodated in the network in time slot t − 1 and all the flows that are submitted during time slot t − 1. Each flow f ∈ F t is represented by a tuple of (s f , d f , e f ) where s f is the source ToR switch, d f is the destination ToR switch, and e f is the elapsed service time of flow f in the network, respectively. Obviously, when flow f is just submitted, e f is set to 0. It is to be noted that once a flow has been accepted in the data center, it will not be dropped at the middle if it does not complete its service yet. Thus, the lightpath used by that flow will remain until the flow leaves the network.
While data centers have to maintain the lightpaths for the existing flows, at the beginning of every time slot, a set of new flows need to be scheduled. Thus, optimally solving the flow problem in data centers is computationally prohibitive or may be impossible due to the following reasons. First, the main reason is the uncertainty in flow duration that may be unknown to cloud providers at the admission time. Second, the size of the problem, i.e., the number of decision variables, is very large due the large number of traffic flows and the number of lightpaths in the data centers. Third, due to the dynamic arrival of input traffic flows, the admission decision of the current time slot will affect the admission decision in the future time slots, thereby affecting the overall revenue. Fourth, the wavelength selection for a lightpath between two ToR switches to accommodate a flow affects the future connectivity of ToRs. In the next section, we present a model that can solve the problem optimally based on Markov Decision Process (MDP).
IV. CONSTRAINED Markov DECISION PROCESS FOR FLOW SCHEDULING IN OPTICAL DATA CENTERS
In this section, we present a Constrained Markov Decision Process (CMDP) model that can handle the uncertainty in flow service time and estimate the revenue earned in the future time slots based on the decision of the current time slot. The model takes into account flow requests for a prediction window specified by a number of time slots.
We assume that the service duration of flow f denoted as u f is an independent random variable and to be Pareto distributed with scale β > 0 and shape α > 0, i.e.,
It is to be noted that Pareto distribution is a standard convention to model long range dependent heavy tailed service duration observed in the current Internet [23] , [24] . A CMDP problem is defined as a four-tuple (S, A, R, P) where S is the system state space, A is the system action space, R is the rewards/revenue function, and P is the system transition probability. We present below the detailed description for each component.
A. STATE SPACE AND ACTION SPACE
A state S t ∈ S is defined by the current network topology with the elapsed time for each lightpath that corresponds to the elapsed time of the flow carried by the lightpath. Thus, we define state S t at time slot t as a three-dimensional matrix:
where E i,j,λ is the elapsed time of the lightpath between ToR i and ToR j using wavelength λ from the moment it has been created. Here, E i,j,λ = 0 means that there is no lightpath between ToR i and ToR j using wavelength λ. By this definition, S t solely depends on S t−1 since the topology of the network at time slot t can be determined by the current active flows and the newly admitted flows. In other words, S t depends on the network topology at the end of time slot t − 1 and the decision on new flow admissions taken at time slot t. An action A t ∈ A taken at time slot t is the admission decision and wavelength allocated to each lightpath for the newly admitted flows. We thus define action A t as a threedimensional binary matrix such that
VOLUME 5, 2017 where a i,j,λ = 1 means that we accommodate a flow between ToR i to ToR j in the lightpath using wavelength λ, and a i,j,λ = 0 otherwise. It is to be noted that if a lightpath has been established between ToR i and ToR j then it is a bidirectional lightpath that can accomodate the flows from ToR j to ToR i, i.e., a i,j,λ = a j,i,λ .
B. TRANSITION PROBABILITY MATRIX
Given state S t and action A t taken at time slot t, we compute the transition probability of the system from state S t at time slot t to state S t+1 at time slot t +1, denoted as P(S t+1 |S t , A t ). As defined in Eq. (2), each element in the three-dimensional matrix of state S t , E i,j,λ , is an integer number that indicates the service duration of the lightpath connecting ToR i and ToR j using wavelength λ. Since lightpaths are dynamically reconfigured, a lightpath will be removed from the logical network topology when it is no longer used by any flow. Thus, E i,j,λ = 0 indicates that wavelength λ is not used to connect ToR i and ToR j currently. If E i,j,λ = 0, this indicates that wavelength λ has been used for a lightpath between ToR i and ToR j for E i,j,λ time slots. Depending on the value of E i,j,λ and action taken at time slot t, the transition probability to the next state is computed.
In Fig. 2 , we present different scenarios of lightpath state transition, each corresponding to a transition probability. If wavelength λ is available, i.e., E i,j,λ = 0, a new lightpath using wavelength λ might be created at the beginning of the next time slot to serve a new flow (see Fig. 2a ). This corresponds to action a i,j,λ = 1, implying that E i,j,λ = 1 in the next time slot. If no lightpath using wavelength λ will be created, it will remain available and E i,j,λ is still equal to 0 in the next time slot. The lightpath transition probability to different states in time slot t + 1 is computed as follows:
where D is the duration of a time slot and the scale parameter β must satisfy the condition β D.
For an existing flow, the lightpath must be kept until the flow completes its service (see Fig. 2b ). Since a lightpath will be removed when its hosted flow completes the service, i.e., it is no longer used by any flow, the probability that the lightpath is released in the next time slot is equal to the probability of a flow that completes its service in the next time slot. As mentioned earlier, we assume that the service time of a flow follows Pareto distribution with scale β > 0 and shape α > 0. Thus, the probability of the flow completing the service in the next time slot is computed as follows.
Thus, the probability that an existing flow continues its service in the next time slot is
Given the transition probability of each lightpath in the network topology of the data center computed by Eqs. (4)-(7), the system transition probability is defined as follows: (8) where E t+1 i,j,λ is the state of the lightpath between ToR i and ToR j using wavelength λ extracted from the threedimensional matrix of state S t+1 . Similarly, E t i,j,λ is the state of the lightpath between ToR i and ToR j using wavelength λ extracted from the three-dimensional matrix of state S t .
C. OBJECTIVE AND CONSTRAINTS
Given state S t and action A t at time slot t, the revenue function of cloud providers at time slot t, denoted as R(S t , A t ), is defined as follows:
where F at t is the set of all the flows that remain in the network from previous time slots, F in t is the set of input flows at the current time slot. The first term in the above equation is the revenue obtained at the current time slot from the active flows that still remain in the network. The second term is the revenue obtained for the current time slot from the flows that are admitted. It is to be noted that E s f ,d f ,λ f is an element in the three-dimensional matrix of system state S t . Similarly, a s f ,d f ,λ f is an element in the three-dimensional matrix of action A t . c unit is the unit cost of a lightpath per time slot. In a long run, the revenue of cloud providers has to be maximized. The average revenue of the providers is then defined as follows:
where E(·) denotes the expectation of the revenue at each time slot for different states. At time slot t, action A t must satisfy the wavelength continuity and optical fiber capacity constraints. From the state at time slot t, S t = E i,j,λ ∈ N M ×M ×W , we construct the network topology of the data center as follows:
The fiber capacity constraint ensures that the number of flows arriving or departing from ToR i must be less than the number of wavelengths carried by the fiber that connects ToR i to the optical switch. The constraint is represented as follows:
The wavelength continuity constraint ensures that two ToRs are connected through a lightpath using the same wavelength. It is presented as follows:
We assume that the port number associated to each wavelength in the Mux/DMux of each ToR is the same for all of them. Thus, if ToR i is connected to ToR j with wavelength λ, then port λ is occupied in both ToRs, i.e.,
This simplifies the port number constraint of sending and receiving ToRs. This also simplifies the wavelength continuity constraint as presented in Eq. (13) . For instance, if a lightpath using wavelength λ has been established between ToR 1 and ToR 2 (L 1,2,λ = L 2,1,λ = 1) then no lightpath that originates or destines ToR 1 and ToR 2 can use wavelength λ (a 1,j,λ = a j,1,λ = a 2,j,λ = a j,2,λ = 0, ∀j = 1, 2).
D. OPTIMIZATION FORMULATION
The revenue of cloud providers depends not only on the existing flows but also on the decision of cloud providers in admitting new flow requests and wavelength allocation.
The optimal decision, i.e., optimal policy to admit new flow requests can be obtained by solving the CMDP formulation. A policy δ that is a mapping of a state S ∈ S to action A ∈ A is defined as A = δ(S). We consider a randomized policy in which action A to be taken at state S is randomly chosen according to the probability distribution denoted by µ(δ(S)) for which δ(S)∈S µ(δ(S)) = 1. In this case, µ(A = (a i,j,λ ) ∈ {0, 1} M ×M ×W ) is the probability that a new lightpath will be established between ToR i and ToR j using wavelength λ if a i,j,λ = 1. The solution of the CMDP formulation is referred to as the optimal policy denoted by δ * that maximizes the revenue of cloud providers R(δ) while maintaining the fiber capacity constraint and wavelength continuity constraint. The CMDP formulation of the flow scheduling problem is expressed as follows:
subject to:
To obtain the optimal policy δ * , the CMDP formulation can be transformed into an equivalent linear programming (LP) problem [25] . Precisely, there is a one-to-one mapping between the optimal solution φ * (·) of the LP problem and optimal policy δ * of the CMDP formulation. With the randomized policy, φ(S, A) denotes the steady state probability that action A is taken when the state is S. It is to be noted that the randomized policy is more general than the deterministic policy. Additionally, the randomized policy can be obtained directly by solving the LP problem that ensures the optimality of the solution. The LP problem corresponding to the CMDP formulation defined in Eqs. (14)- (16) is presented as follows:
Maximize:
S∈S A∈A
for S ∈ S where P(S |S, A) is the probability that the state changes from S to S when action A is taken. This probability is computed using Eq. (8) . The objective and constraints defined in Eqs. (17)- (19) correspond to those defined in Eqs. (14)- (16), respectively. The constraint in (20) satisfies the Chapman-Kolmogorov equation. Let φ * (S, A) denote the optimal solution of the LP problem defined in Eqs. (17)- (21) . The optimal policy δ * is a randomized policy that can be uniquely mapped from the optimal solution of the LP problem as follows:
for S ∈ S and A ∈A φ * (S, A ) > 0. The optimal solution φ * (S, A) is not mathematically tractable due to the large number of decision variables. For instance, given a data center with 4 ToRs, 4 wavelengths per fiber and each flow lasts 4 time slots on average, the number of decision variables of the problem is more than 4500. In the next sections, we develop several heuristic algorithms, considering the uncertainty in flow service time. The probabilistic models developed in this section will be used in the proposed heuristic algorithms to estimate the termination of each traffic flow. We also propose a heuristic algorithm that considers the ideal case where service time of traffic flows are known prior to the scheduling.
V. WAVELENGTH SELECTION AND DYNAMICS OF LIGHTPATH CREATION
We now present the approaches used in our heuristic algorithms to deal with the characteristics of optical data center networks. The methods allow lightpaths to be established dynamically, guaranteeing high resource efficiency and good connectivity of the ToRs in optical data centers.
A. WAVELENGTH SELECTION FOR LIGHTPATH CREATION
When a lightpath needs to be created between two ToRs, selection of a wavelength is an important problem to maximize wavelength utilization. Within a data center, the dynamic arrival of traffic flows and high degree of the optical switch make the impact of the continuity constraint more pronounced. Consider an example shown in Fig. 3 where a lightpath between ToR 1 and ToR 2 needs to be created. Since they have two common wavelengths, i.e., λ 2 and λ 3 , any one of them can be used for the new lightpath. However, if λ 2 is used, ToR 1 cannot reach ToR 3 in future if communication is required between ToR 1 and ToR 3 (see Fig. 3b ). Thus, it is better to use λ 3 to connect ToR 1 and ToR 2 and reserve λ 2 for the future as shown in Fig. 3c .
To solve this problem, we use a function that computes the goodness value for each wavelength between a given pair of ToRs to choose the wavelength with the highest goodness value for a lightpath as in our earlier work [16] . The goodness function for a common wavelength λ between ToR i and ToR j is defined as follows:
where A(λ) is the number of fibers on which wavelength λ is available. This is equivalent to choosing a wavelength that is used on most of the fibers, ensuring the highest connectivity of ToRs in the data center. It is to be noted that this goodness function is used not only for determining a wavelength for a new lightpath but also for evaluating the connectivity of a ToR. We present its usage in the next section.
B. RECONFIGURATION OF LIGHTPATHS
The flexibility of optical switch brings in the dynamic reconfiguration of lightpaths with two ways: (i) a lightpath can be removed dynamically when no longer required, and (ii) the wavelength assigned to the lightpath can be replaced by a different one, i.e., migrating traffic flows from a lightpath with a wavelength to another lightpath with a different wavelength. While the removal of free lightpaths releases wavelengths to accommodate newly-arriving flows, re-assignment of a wavelength could create a better connectivity for ToRs in the network. Take the example shown in Fig. 3 and let us assume that the current network state is shown in Fig. 3b , re-assigning wavelength λ 2 to the lightpath between ToR 1 and ToR 2 creates good connectivity among ToRs as shown in Fig. 3c . It is to be noted that the re-assignment of wavelengths for the lightpaths is transparent to the users and they will not perceive any interruption in the data transmission of their applications. However, dynamic reconfiguration incurs additional overhead. We carry out reconfiguration at the beginning of each time slot. Precisely, when all the flows that have completed their service and leave the system and before we start scheduling newly arriving traffic flows, all the free lightpaths are removed. For the flows that have not yet completed their service, we algorithmically remove all the lightpaths and use the goodness function defined in Eq. (23) to determine the best wavelength to re-create the lightpath for each of them.
C. CONGESTION FACTOR OF LIGHTPATHS
Given the network state, i.e., the current usage of wavelengths for all the lightpaths in the network, the congestion factor of the lightpaths between a pair of ToRs, ToR i and ToR j, depends on two parameters: (i) the number of flows that have been accommodated between ToR i and ToR j, and (ii) the number of common wavelengths that are available in the fibers connecting ToR i and ToR j to the core optical switch. We denote the congestion factor of the lightpaths between ToR i and ToR j as C(i, j), which is defined as a production of two components as follows:
where F(i, j) is the number of flows that have been accommodated between ToR i and ToR j, and F at t is the set of traffic flows that have been accommodated in the network. A(i, j) is the number of common wavelengths that are available in the fibers connecting ToR i and ToR j to the core optical switch. The first component indicates that the more flows accommodated between two ToRs the more congested the fibers connecting the two ToRs to the core optical switch. However, in case where only few flows have been accommodated between two ToRs, it does not mean that the fibers of the ToRs are not congested. If they have used most of the wavelengths to create lightpaths to other ToRs, they may not have any common wavelengths, implying that it might not be possible to accommodate more flows between them.
VI. HEURISTIC ALGORITHMS
In this section, we develop heuristic algorithms to solve the problem of flow scheduling in optical data centers. We first present a heuristic algorithm that considers the case where the service time of flows is not known. We then describe an algorithm with the ideal case where the service time of flows is known. Finally, we present the design of the flow scheduling framework in optical data center networks with the support of the Software Defined Networking paradigm.
A. LEAST CONGESTION AND PROBABILITY-BASED SERVICE TIME
In this section, we present our first heuristic algorithm that considers the case where flow service time is unknown to the flow scheduler. Since service time of new input flows is unknown, we can schedule input flows based on only the current state of the data center network and existing active flows, i.e., the flows that are still remaining in the network and they will complete their service in future. As mentioned earlier, we assume that flow service time follows a probability distribution. The elapsed time of existing flows provides us the probability that they will terminate their service in the next time slot, thus releasing their lightpaths for future requests and reducing the congestion of the lightpaths between their source and destination ToRs. Based on this rational, we propose Least Congestion and Probability-based Service Time algorithm (LC-PBST) whose pseudo-code is presented in Algorithm 1.
Let us consider time slot t when we start the scheduling of all the new flows that arrive during time slot t − 1, denoted as F in t . Given the current state of the network and the set of the existing flows that are still remaining in the network, denoted as F at t , the algorithm performs lightpath reconfiguration as we described in the previous section (line 2). Given the set of the flows that arrive during time slot t − 1, the algorithm 
Compute the probability that flow f completes its service in the next time slot as defined in Eq. (6), denoted as P f ; 10: if P max (s, d) < P f then 11 :
end if 13: end for 14: end for 15: Sort all the (s, d) pairs in set O based on their congestion factor and P max (s, d); 16: Get flow f ∈ F in t from the first (s, d) pair; 17: if We can establish a lightpath between ToR s f and ToR d f then 18: Use Eq. (23) to determine the best wavelength; 19: Create the lightpath between ToRs s f and d f ; 20: Accommodate flow f in the network; 21: Update the wavelength usage; 22: else 23: Inform the rejection message for flow f ; 24: end if 25 :
end while 27: return Admissioncontrolandwavelength assignment; 28: end for repeatedly processes one by one until all the input flows have the admission decision. In each iteration, the algorithm determines the set of all (s, d) pairs that are the source and destination ToRs of the input flows, which have not been scheduled. For each (s, d) pair, the algorithm computes their congestion factor, using Eq. (24) (line 6). To estimate the connectivity of the involving ToRs in future, the algorithm computes the probability that the existing flows hosted by the lightpaths between s and d will complete their service in the next time slot. We denote P max (s, d) as the probability of the flow that will mostly terminate in the next time slot (lines [8] [9] [10] [11] [12] [13] [14] . Given the congestion factor and probability P max of all the (s, d) pairs in set O, the algorithm sorts them in the ascending order of their congestion factor. If two (s, d) pairs have the same congestion factor, they will be sorted in the descending order of the probability P max (s, d), i.e., the (s, d) pair that has a flow finishing its service earlier will be selected first. VOLUME 5, 2017 Given flow f that belongs to the first (s, d) pair in the sorted list determined in the previous step, the algorithm verifies whether a lightpath can be established between ToR s and ToR d, i.e., there exist common wavelengths between ToR s and ToR d. If so, the algorithm uses the goodness function defined in Eq. (23) to determine the best wavelength for the new lightpath and updates the wavelength usage state. Otherwise, the flow is rejected due to the wavelength continuity or fiber capacity constraints. Flow f is then removed from the input flow set and the algorithm continues with the next input flow until all the flows are processed. If the first (s, d) pair has more than one input flow, flow f can be selected based on a random or first come first served basis.
It is to be noted that if an input flow is accommodated in the data center, i.e., a lightpath will be created/reserved for that flow, the congestion factor of the (s, d) pair that hosts the flow will be changed. Thus, at each iteration, the algorithm needs to re-compute the congestion factor for all the (s, d) pairs that still have input flows requiring to be scheduled.
B. LEAST CONGESTION AND SHORTEST SERVICE TIME FIRST
While algorithm LC-PBST considers the scenario in which flow service time is unknown to the scheduler, we present in this section a lower-bound algorithm, namely Least Congestion and Shortest Service Time First Algorithm (LC-SSTF). LC-SSTF assumes that flow service time is known to the scheduler and it is specified in the requests. While this assumption makes the scheduling simpler than LC-PBST, it still reflects realistic scenarios where cloud resources are requested as advance reservations with specific usage duration. Since the flow service time is known, instead of using the elapsed time of the existing flows to evaluate the future connectivity of the ToRs in data centers, we can use the service time of input flows to provide more accurate information on the completion time of flows, thus releasing the lightpaths for other flows.
As mentioned earlier, flow service time also affects the future connectivity of the ToRs. Longer the flow service time, longer the time the ToR is disconnected due to the wavelength continuity constraint. We thus give the priority to the flows that have shorter service time to be accommodated before other flows. Pseudo-code of LC-SSTF is presented in Algorithm 2. Similar to LC-PBST, LC-SSTF performs flow scheduling at the beginning of every time slot with a set of flows that arrive during the previous time slot, denoted as end for 8: Get flow f from the (s, d) pair with the least congestion factor and f has the shortest service time; 9: if We can establish a lightpath between ToR s f and ToR d f then 10: Use Eq. (23) to determine the best wavelength; 11: Create the lightpath between ToRs s f and d f ; 12: Accommodate flow f in the network; 13: Update the wavelength usage; 14: else 15: Inform the rejection message for flow f ; 16: end if 17 :
end while 19: return Admission control and wavelength assignment; 20 : end for and d f to the core optical switch, the algorithm uses the goodness function defined in Eq. (23) to determine the best wavelength for the new lightpath. The algorithm updates the wavelength usage state to reflect the newly created lightpath in the next scheduling. Otherwise, the flow is rejected due to the wavelength continuity or fiber capacity constraints. The algorithm continues with the next input flow until all the flows are processed.
C. CONGESTION-BASED ROUND-ROBIN ALGORITHM
Applying algorithms LC-PBST and LC-SSTF may create better connectivity for the network, thus increasing the number of traffic flows accommodated in the network. However, it may cause flow starvation such that some of flows will never be accommodated in the network due to dynamic arrival of new flows that have shorter service time. To provide better fairness among flows, we propose to use the round-robin approach instead of prioritizing the flows based on their service time. We develop an algorithm namely CongestionBased Round-Robin Algorithm (CB-RRA). Precisely, after computing the congestion factor of all the (s, d) pairs that are source and destination of input flows, they are then sorted in the ascending order of their congestion factor. The obtained order will be used for the scheduling step. The roundrobin scheduling is applied such that in each scheduling round, a flow from each (s, d) pair starting with the (s, d) pair with the lowest congestion factor will be scheduled. CB-RRA brings better fairness for the input flows compared to algorithms LC-PBST and LC-SSTF since it keeps the flow selection order based the congestion factor of every pair of ToRs computed only once as discussed earlier. It is worth recalling that algorithms LC-PBST and LC-SSTF recompute the congestion factor of every pair of ToRs after each acceptance of flows.
In Table 1 , we show an illustrative example with input flows that have different scheduling orders due to different prioritizing methods. When we apply the prioritizing method presented in the previous section using LC-SSTF, i.e., based on the congestion factor of (s, d) pairs and service time of flows, the scheduling order will be f 1 , f 2 , f 3 , f 4 . If we use the round-robin method, the scheduling order will be f 1 , f 3 , f 2 , f 4 . Given that the fibers connecting ToRs to the core optical switch have only 2 wavelengths available, then flows f 3 and f 4 will be rejected according to LC-SSTF. The round-robin method (CB-RRA) will reject flows f 2 and f 4 , thus implying that both short and long flows in terms of service time have an equal chance to be accommodated in the network.
It is to be noted that except the prioritizing method, all the other steps of the algorithm are kept the same during the scheduling process as shown in Algorithm 2. We also use the goodness function defined in Eq. (23) to determine the best wavelength for a new lightpath when required. Thus, we skip the presentation of the pseudo-code of CB-RRA in this section.
D. COMPLEXITY OF ALGORITHMS
While the optimization formulation is mathematical intractable, the proposed heuristic algorithms have low polynomial complexity. To complete the scheduling for a time slot, algorithm LC-PBST has the worst complexity of O(N 2 K ) where N is the number of input flows and K is the number of active flows that still remain in the network. This is due to the fact that it has to consider not only the input flows but also active flows to predict their termination. Whereas, both algorithms LC-SSTF and CB-RRA have the worst complexity of O(N 2 ). We believe that such low complexity will not add any heavy overhead to the controller when performing the flow scheduling. Furthermore, with the advance of the Software Defined Networking paradigm, the proposed algorithms can be run in powerful servers and complete the execution in an acceptable time. This makes the proposed algorithms effective for data center networks, allowing short traffic flows that may last only few hundreds of µs still get serviced properly.
E. SCHEDULING FRAMEWORK IN OPTICAL DATA CENTER NETWORKS
We now present an SDN-based framework for flow scheduling in optical data center networks. The design of the framework is shown in Fig. 4 . The Flow Monitoring module periodically monitors the information about traffic flows so as to estimate the service time of each flow. Upon arrival of a new flow request, the controller runs the Scheduling Algorithm to produce the admission decision and the wavelength assignment. Depending on the preference of cloud providers, LC-PBST, LC-SSTF or CB-RRA will be selected to generate the scheduling decision. The wavelength assignment is forwarded to the Lightpath Configuration module to invoke the circuit switching and establish the lightpaths among the ToR switches. The admission decision is sent to the ToR switches to start the data transmission for the admitted flows while other flows are dropped. It also depends on the preference of cloud providers to determine the frequency of running algorithms, i.e., duration of each time slot so as to maximize the performance. The total delay of the procedure is the running time of the scheduling algorithm and lightpath configuration. It might be possible that a newly admitted flow uses an existing lightpath such that wavelength reconfiguration is not required. Otherwise, a circuit switching time in the order of micro or milliseconds is required depending on the nature of the optical switch.
It is to be noted that with the features of SDN, the above framework can be realized with OpenFlow-enabled switches [26] that are used for the ToR switches. Recent literature shows the possibility of SDN control over optical networks [27] , thus lightpath configuration can be performed flexibly. Indeed, enabling the SDN control (that operates at L2 and above) down to the photonic level operation of optical communications at L1 opens the possibilities for flexible adaption of the photonic elements, thus supporting optical networking functionalities. A Reconfigurable Optical Add-Drop Multiplexer (ROADM) is an important photonic switching device for optical networks [28] . Through wavelength selective optical switches, a ROADM can drop or add one or multiple wavelengths to an optical lightpath without requiring the conversion of the optical signal to electric signal. A management control plane has been designed in ROADM and provides OpenFlow protocols such that changes of wavelengths can be remotely controlled by the SDN controller.
It is also to be noted that the SDN controller is usually deployed in a powerful server so that it can run complex and sophisticate algorithms for network management and traffic engineering. Furthermore, to ensure the resiliency of the SDN controller, which represents the single point of failure in the system, backup (secondary) controller(s) can be additionally deployed. These backup controllers need not be in active mode during their lifetime as long as the primary controller is still in normal working condition. Upon a failure of the primary controller, a backup controller is made active and takes the responsibility of the primary controller on flow scheduling. In a large-scale data center, a distributed controller architecture can be used wherein multiple controllers co-exist, each managing a number of ToR switches for the purpose of control load balancing and fault tolerance. The controllers coordinate among themselves and in the event of a controller failure, the unaffected controllers can take over the responsibilities.
VII. PERFORMANCE STUDY
In this section, we evaluate the performance of the proposed algorithms. We first describe the settings of simulation parameters. We then analyze the obtained simulation results and compare the proposed algorithms against a baseline algorithm.
A. PARAMETER SETTINGS
We consider an optical data center network with the architecture as shown in Fig. 1 . The core switch connects 48 ToR switches. The ToR switches are connected to the core switch with optical fibers each carrying 32 wavelengths. Input flows are generated with source and destination ToRs that are randomly chosen from the set of ToRs. The service time of each flow follows the Pareto distribution with the scale parameter set to 5 time slots. The average service time of flows is 10 time slots. As mentioned earlier, we assume that each flow requires the entire capacity of a wavelength. We examine the performance of the four following algorithms.
• Least Congestion and Probability-based Service Time (LC-PBST) that uses a probabilistic model to address the uncertainty in flow service time;
• Least Congestion and Shortest Service Time First (denoted as LC-SSTF) that prioritizes the flows with short service time and low congestion factor of their (s, d) pair;
• Congestion-Based Round-Robin Algorithm (denoted as CB-RRA) that guarantees fairness among flows;
• Baseline algorithm: we use the first come first served basis (denoted as FCFS) such that input flows are scheduled based on their arrival order. Each flow will be admitted or dropped based on the network state, i.e., availability of lightpaths and wavelengths in the fibers that connect the source and destination ToRs of the flow. All the algorithms are run with 2000 time slots. We use three following metrics to evaluate the performance of the algorithms. The results are plotted with 95% confidence interval.
• Rejection ratio: it is computed as the ratio of the total number of dropped flows over the number of input flows;
• Average revenue: it is computed according to Eq. (10);
• Wavelength utilization: The ratio of the number of wavelengths used over the total number of wavelengths in all fibers, taking the average over 2000 time slots.
B. RESULT ANALYSIS 1) PERFORMANCE COMPARISON AMONG PROPOSED ALGORITHMS
In Fig. 5 , we present the rejection ratio generated by the algorithms with respect to the number of flows that arrive per time slot. We observe that even without the information about flow service time, algorithm LC-PBST still has better performance than the baseline algorithm FCFS and CB-RRA. In the best case, LC-PBST reduces the rejection ratio by up to 23% and 7% compared to that of FCFS and CB-RRA, respectively. Such performance improvement confirms that accommodating input flows without any prioritizing method will result in very low performance. Due to the wavelength continuity constraint, accommodating a certain flow will block the entire network and thus dropping all the flows that arrive later. The results also show the effectiveness of the probabilistic model used in the proposed algorithm. With perfect information of input flows, algorithm LC-SSTF expectedly has the best performance among the algorithms. In the best case, LC-SSTF reduces the rejection ratio by up to 25% and 12% compared to that of FCFS and CB-RRA, respectively. Compared to LC-PBST, LC-SSTF slightly reduces the rejection ratio since it has accurate information of input flows. In the best case, LC-SSTF reduces the rejection ratio by up 12% compared to algorithm LC-PBST. As we mentioned previously, algorithm LC-SSTF can be considered as the lower-bound of all the algorithms. In Fig. 6 , we present the rejection ratio of the flows with service time longer than or equal to 10 time slots. It is the ratio of the number of rejected flows with service time longer than or equal to 10 time slots over the total number of rejected flows. It is worth recalling that the service time of input flows follows the Pareto distribution with the mean value of 10 time slots. We assume that the flows with service time longer than or equal to 10 time slots are considered as long flows. The results show that the rejection ratio of long flows resulted by CB-RRA is significantly lower than that resulted by LC-SSTF. In the best case, CB-RRA reduces the rejections of long flows by up to 50% compared to LC-SSTF and LC-PBST. This implies that CB-RRA gives better fairness among traffic flows. We also observe that LC-PBST brings better fairness among flows than LC-SSTF. This is because without accurate information of input flows and using a probabilistic model, LC-PBST probably accommodates long flows rather than short flows.
In Fig. 7 , we plot the average revenue obtained by cloud providers after 2000 time slots. The results show that all the proposed algorithms increase the average revenue compared to that of FCFS. In the best case, LC-SSTF increases the revenue by up to 5% compared to that of FCFS while CB-RRA and LC-PBST increase the revenue by up to 3% and 4% compared to FCFS, respectively. This demonstrates the effectiveness of the proposed algorithms that apply different intelligent techniques even though perfect information of input flows may not be available. It is also worth mentioning that LC-PBST has better performance than CB-RRA even though both LC-PBST and CB-RRA do not have accurate flow service time to be used in the algorithms. This shows that using a prediction technique based on a probabilistic model can provide approximate information on the flow service time. Even though the estimation may not be accurate, it is still better than CB-RRA that does not use this parameter at all.
In Fig. 8 , we present the wavelength utilization of the proposed algorithms. The results show that the proposed algorithms achieve better performance. At the arrival rate of 70 flows per time slot, the proposed algorithms achieve the wavelength utilization of 84% to 88%, corresponding to an improvement of 4% compared to the baseline algorithm. This improvement comes from the prioritizing methods proposed in our work. Since each lightpath involves two fibers that connect the source and destination ToRs to the core optical switch, giving the priority for the flows with the least-congestion-first will better exploit the common wavelengths in the fibers of the involving ToRs. This will eliminate the situation that a wavelength is available in the fiber of the source ToR but not available in the fiber of the destination ToR.
2) PERFORMANCE OF CONGESTION MODEL
In this simulation, we evaluate the performance of the congestion model proposed in this work. We compare the performance of the algorithms that prioritize the flows with the least congestion of their source and destination ToRs against the algorithm that schedules the flows with the most congestion factor of their source and destination ToRs. The algorithm is denoted as MC-SSTF that is different from LC-SSTF only at the prioritizing method. In Fig. 9 , we present the performance of the examined algorithms. The results show that exhausting the wavelengths in the fibers, i.e., prioritizing the flows involving congested ToRs will worsen the performance. In the worst case, MC-SSTF increases the rejection by up to 25% compared to that of LC-SSTF. It is worth mentioning that while MC-SSTF has worse performance than all the proposed algorithms, it still performs better than FCFS. This is because MC-SSTF gives the scheduling priority for short flows before long flows.
3) SHORT FLOWS FIRST VS. LONG FLOWS FIRST
In this simulation, we evaluate the prioritizing method based on flow service time. We compare the proposed algorithm LC-SSTF that gives priority to the short flows against LC-LSTF (Least Congestion and Longest Service Time First), which gives priority to the long flows. In Fig. 10 , we present the performance of the examined algorithms. The results show that accepting long flows in the network leads to high rejection ratio. In the worst case, LC-LSTF increases the rejection ratio by up to 13%. However, by comparing LC-LSTF to the baseline algorithms FCFS and CB-RRA, LC-LSTF still has better performance. This demonstrates the effectiveness of the proposed priority approach based on flow service time. Additionally, one may think that accepting long flows may result in better revenue for cloud providers since a long flow generates more stable revenue than multiple short flows for a given time window. However, the results show that the average revenue per time slot obtained by LC-LSTF is less than that of LC-SSTF by up to 0.9%. This is due to the fact that accepting long flows blocks the network with a lightpath for long time. Even though wavelength allocated for lightpaths can be re-assigned, this still pronounces the impact of wavelength continuity constraint, leading to rejection of future flows.
4) PERFORMANCE OF WAVELENGTH RE-ASSIGNMENT
In this simulation, we evaluate the performance of the wavelength re-assignment approach. We run the proposed algorithms with two scenarios and measure the rejection ratio.
• With wavelength re-assignment: The algorithm performs wavelength re-assignment at the beginning of each time slot. The lightpaths that are no longer used by any flow are removed from the logical network topology. The active lightpaths used by the existing flows are also reviewed and possibly re-assigned with new wavelengths. The algorithms are denoted with suffix ''WR'';
• Without wavelength re-assignment: Only the lightpaths that are no longer used by any flow are removed. The algorithms are denoted with suffix ''WoR''. In Fig. 11 , we present the rejection ratio of the proposed algorithms running with the above scenarios. The results show that applying wavelength re-assignment significantly improves the performance of the algorithms. In the best case, the algorithms with wavelength re-assignment reduce the rejection ratio by up to 70% compared to the case without wavelength re-assignment. As mentioned earlier, wavelength re-assignment creates better connectivity among ToRs so as to accommodate more flows that arrive later. It also mitigates the effect of the wavelength continuity constraint in the network since it may increase the number of common wavelengths that are available in the fibers for any pair of ToRs.
It is also to be noted that wavelength re-assignment incurs overhead for the data center network although we do not quantify such overhead in this simulation. Nevertheless, we present the average number of wavelength re-assignments per time slot in Fig. 12 . The results show that the baseline algorithm FCFS performs more wavelength re-assignments than the proposed algorithms whereas only a few reconfigurations (< 2) are required by our algorithms. Such a small number of reconfigurations is still affordable given the large gain in the system performance. The results also show that when the arrival rate is low, more wavelength re-assignments happen than when the arrival rate is high. This is due to the fact that at low arrival rate, many wavelengths are available for a flow, the selected wavelength is the best at the flow submission instant but it may not be as good as other wavelengths, which are just released in the next time slot. On the other hand, there is not available wavelengths when arrival rate is high. 
5) INCREMENTAL TOPOLOGY VS. RECONFIGURABLE TOPOLOGY
We also evaluate the performance of the proposed algorithms with incremental topology in which a lightpath will not be removed from the logical network topology even though it is no longer required. The wavelength re-assignment is also not done in the incremental topology scenario. We present the results in Fig. 13 . As we expected, the rejection ratio generated by the proposed algorithms drastically increases in case of incremental topology. At the arrival rate of 40 flows per time slot, the rejection ratio reaches around 20% whereas no rejection occurs in case of reconfigurable network topology. This is due to the dynamic arrival of traffic flows as well as the randomness of the source and destination ToRs of traffic flows. The new flows may be submitted to the congested pair of ToRs that do not have any other available lightpaths. This demonstrates the effectiveness of lightpath reconfiguration that is feasible with reconfigurable optical switches.
VIII. CONCLUSION
In this paper, we studied the problem of flow scheduling in optical data center networks, considering the uncertainty in flow service time. We developed an optimization programming formulation for the problem that maximizes the revenue of cloud providers. We addressed the uncertainty of flow service time by applying the Markov Decision Process model that can estimate the termination of flows and expected revenue of cloud providers. As the problem is computationally prohibitive, we developed heuristic algorithms that efficiently schedule traffic flows in optical data center networks. We defined a new parameter called congestion factor for a pair of ToRs to determine the scheduling order of traffic flows in the algorithms. We adopted a probabilistic model that allows us to estimate the service time of traffic flows in the heuristic algorithms when the flow service time is not specified in flow requests. We also adopted a goodness function to determine the best wavelength for a lightpath to be created when required so as to ensure better connectivity of the ToRs. The proposed algorithms not only guarantee high revenue for cloud providers but also ensure improved fairness among traffic flows. We evaluated the performance of the proposed algorithms through comprehensive numerical simulations. The results show that the proposed algorithms achieve significant performance improvement compared to a baseline algorithm by reducing the rejection ratio by up to 25%, thus achieving high revenue for cloud providers.
