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An inverse problem for a three-dimensional heat equation in
bounded regions with several convex cavities
Mishio Kawashita
∗†
Abstract
In this paper, an inverse initial-boundary value problem for the heat equation in three dimensions
is studied. Assume that a three-dimensional heat conductive body contains several cavities of strictly
convex. In the outside boundary of this body, a single pair of the temperature and heat flux is given
as an observation datum for the inverse problem. It is found the minimum length of broken paths
connecting arbitrary fixed point in the outside, a point on the boundary of the cavities and a point
on the outside boundary in this order, if the minimum path is not line segment.
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1 Introduction
Let Ω be a bounded domain of R3 with C2 boundary. Let D be an open subset of Ω with C2
boundary and satisfy that D ⊂ Ω and Ω \D is connected. We denote by νξ and νy the unit outward
normal vectors at ξ ∈ ∂D and y ∈ ∂Ω on ∂D and ∂Ω respectively.
Let T > 0 be a fixed constant and ρ be a continuous function on ∂D. Consider the following initial
boundary value problem of the usual heat equation:


(∂t −△)u(t, x) = 0 in (0, T )× Ω \D,
∂νu(t, x) = f(t, x) on (0, T )× ∂Ω,
(∂ν + ρ(x))u(t, x) = 0 on (0, T )× ∂D,
u(0, x) = 0 on Ω \D,
(1.1)
where ∂ν =
∑3
j=1(νx)j∂xj for x ∈ ∂D ∪ ∂Ω.
Mathematical studies on inverse problems arising thermal imaging are formulated as the boundary
inverse problems for the usual heat equation. In this inverse problem, pairs of the measurement data
(u, f) on the outside boundary, i.e. the temperature u and the heat flux f on (0, T )×∂Ω, are given as
observation data. The problem is to understand what information on ∂D can be extracted by using
these data on the outside boundary.
Elayyan and Isakov [4] investigated the uniqueness problem corresponding to this type of inverse
problem, which determine D and ρ uniquely by using infinitely many observation data. In this paper,
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the case that infinitely many observation data are used to obtain inside information is called by
“infinite measurement”. The completely opposite case to infinite measurement is “one measurement”.
This is the case that only one pair of the observation data (u, f) is allowed to use as the observation
data for inverse problem. In one measurement case, as in Bryan and Caudill [1], the uniqueness results
fail if the initial condition does not vanish. Hence, to handle one measurement case, as in (1.1), we
need to assume that u(0, x) = 0 on Ω.
Other important problems are for stability and reconstruction. The stability problem is to show
continuous properties between the observation data and the unknown objects (D and ρ). For stability
problems, see Vessella [15], and references therein.
In this paper, the problems concerning reconstruction procedure, that is to find information on D
or ρ from the observation data, are treated. For this problem, several methods are proposed by many
authors. For a one space dimensional case, Daido, Kang, and Nakamura [2] gives an approach for this
type of inverse problem by using an analogue of the probe method introduced by Ikehata [7]. This
procedure is numerically simulated by Daido, Lei, Liu and Nakamura [3].
Various approaches for reconstruction procedures are proposed, however, there are relationships
among them although the formulations are not similar to each other. These relations are found by
Honda, Nakamura, Potthast and Sini [6]. In the author’s best knowledge, only the enclosure method
is different from many of other approaches. Thus, it is worth investigating inverse problems by the
enclosure method.
The enclosure method is originally developed by Ikehata [8] and [9] for static problems formulated
by elliptic boundary value problems. About boundary inverse problems for the heat equations, infinite
measurement cases are treated by [10]. In [11], the case of inclusions (i.e. the case that D is filled by
other medium) is considered. In the case that the inside boundary of the inclusion may depend on
time variable t and is strictly convex for all t, Gaitan, Isozaki, Poisson, Siltanen and Tamminen [5]
also investigated by using a similar approach to the enclosure method.
Usually, to give reconstruction procedure, functions called “indicator” defined by using the ob-
servation data are introduced. From asymptotic behaviors of indicator functions, one can obtain
informations for the inside. In [10] and [11], hD(ω) = supx∈∂D x ·ω (ω ∈ S2 for the three dimensional
case), dD(p) = infx∈D |x− p| (p ∈ R3 \Ω), and RD(q) = supx∈D |x− q| (q ∈ R3) are extracted. Hence
D is enclosed by the sets such ∩ω∈S2{x ∈ R3|x · ω < hD(ω)} as ∩p∈R3\Ω{x ∈ R3||x − p| > dD(p)}
and ∩q∈R3{x ∈ R3||x − q| < RD(q)}, which are the origin of the word “the enclosure method” as
introduced in [8] and [9].
As stated in [13], infinite observation cases are different from a one measurement case. This comes
from how to choose the indicator functions Iτ , which contain a (real or complex) large parameter τ
from the observation data (u, f) on (0, T ) × ∂Ω. We take functions vτ (t, x) with large parameter τ
satisfying (∂t +△)v = 0 in (0, T )× Ω. From these functions, Iτ is defined by
Iτ =
∫
∂Ω
∫ T
0
(
∂νyvτ (t, y)u(t, y)− vτ (t, y)f(t, y)
)
dtdSy. (1.2)
For infinite measurement cases, the boundary data f in (1.1) can be changed as it suits for ∂νvτ on
(0, T )× ∂Ω. Thus, the observation data (u, f) are designed to obtain information of ∂D. Hence, as
above, various amounts related to ∂D are obtained. Note that most of the works stated above are for
infinite measurement cases.
For one measurement case, only one pair of the observation data (u, f) is given. This means that
we can not design the indicator functions like as infinite measurement cases. Only we can do is to
choose vτ (t, x) for given f . One possibility of a choice of vτ (t, x) is to take vτ (t, x) = e
−τ2tq(x; τ),
where q(x, τ) is the solution of
{
(△− τ2)q(x; τ) = 0 in Ω,
∂νyq(y; τ) =
∫ T
0 e
−τ2tf(t, y)dt on ∂Ω.
In [11], by using Iτ with this choice of vτ (t, x), dist(D, ∂Ω) = inf{|x− y||x ∈ D, y ∈ ∂Ω} is extracted.
2
Another idea choosing vτ (t, x) is to put vτ (t, x) = e
−τ2tq(x; τ) with functions q(x; τ) independent
of f and satisfying (△ − τ2)q(x; τ) = 0 in Ω. For a fixed p ∈ R3 \ Ω arbitrary taken, we put
q(x; τ) = e−τ |x−p|/(2π|x− p|). This is a good example of q(x; τ). In [13], it is shown that asymptotic
behaviors of the indicator function Iτ defined in (1.2) by using this function q(x; τ) give
l(p,D) = inf
(ξ,y)∈∂D×∂Ω
lp(ξ, y),
where
lp(ξ, y) = |p− ξ|+ |ξ − y|, (ξ, y) ∈ R3 × R3.
In [13], however, we need to assume strict convexity of ∂D. In this paper, we treat the case that D
consists of several strictly convex cavities.
To describe main theorems, we introduce notations. Take an arbitrary point p outside Ω, and
define I(λ, p) by replacing vτ (t, x) in (1.2) for defining Iτ with vλ(t, x) = e
−λ2tEλ(x, p), where u(t, x)
is the solution of (1.1) and Eλ(x, y) is given by
Eλ(x, y) =
e−λ|x−y|
2π|x− y| , x 6= y, |argλ| <
π
4
.
Note that (△x−λ2)Eλ(x, y)+2δ(x−y) = 0 holds in R3 in the sense of distribution, and the indicator
function I(λ, p) under consideration in this paper is of the form
I(λ, p) =
∫ T
0
∫
∂Ω
e−λ
2t
(
∂νyEλ(y, p)u(t, y)− Eλ(y, p)∂νyu(t, y)
)
dSydt. (1.3)
For a given 0 < δ0 < 1, we denote by Cδ0 the set of all complex numbers λ such that Reλ ≥ δ0|Imλ|.
We also define Λδ1 by
Λδ1 = {λ ∈ C, |Imλ| ≤ δ1
Reλ
logReλ
,Reλ ≥ e }.
For p ∈ R3 \ Ω, define
G(p) = b{ξ ∈ ∂D | νξ · (p− ξ) = 0}, G±(p) = {ξ ∈ ∂D | ± νξ · (p− ξ) > 0},
M(p) = {(ξ, y) ∈ ∂D × ∂Ω | l(p,D) = lp(ξ, y)},
M1(p) = {(ξ, y) ∈M(p) | ξ ∈ G+(p), νξ · (y − ξ) > 0},
M±2 (p) = {(ξ, y) ∈M(p) | ξ ∈ G±(p),±νξ · (y − ξ) < 0},
and
Mg(p) = {(ξ, y) ∈M(p) | ξ ∈ G(p)}.
These notations are the same as in [13].
Throughout this paper, we put the following assumptions on ∂D and Ω:
(I.1) D consists of several disjoint convex domains, namely D = ∪Nj=1Dj , where Dj (j = 1, 2, . . . , N)
are disjoint domains of strictly convex with the boundaries ∂Dj of class C
2.
(I.2) Mg(p)∪M−2 (p) = ∅.
Now we state what is obtained from the indicator function I(λ, p). We set g(y;λ)
g(y;λ) =
∫ T
0
e−λ
2tf(t, y)dt (y ∈ ∂Ω, λ ∈ Cδ0). (1.4)
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Theorem 1.1 Assume that ∂Ω and ∂D are class of C2 satisfying (I.1) and (I.2). Assume also that
f ∈ L2((0, T )× ∂Ω), and there exists a constant β0 ∈ R such that the function g(y;λ) defined by (1.4)
belongs to C(∂Ω) for all λ ∈ Cδ0 with large |λ| and satisfies
0 < inf
y∈∂Ω
lim inf
|λ|→∞
Re [λβ0g(y;λ)] ≤ lim sup
|λ|→∞
|λ|β0‖g(·;λ)‖C(∂Ω) <∞ (1.5)
(uniformly in λ ∈ Cδ0).
Then there exists a sufficiently small δ1 > 0 such that
lim
|λ|→∞
1
λ
log |I(λ, p)| = −l(p,D) (uniformly in λ ∈ Λδ1). (1.6)
Remark 1.2 (1) There exist many f ∈ L2((0, T )× ∂Ω) satisfying (1.5). Take f ∈ C1([0, T ];C(∂Ω))
with infy∈∂Ω f(0, y) > 0. As is in Remark 1 of [13], integration by parts implies that
‖λ2g(·;λ)− f(0, ·)‖C(∂Ω) ≤
max0≤t≤T ‖∂tf(t, ·)‖C(∂Ω)
µ2(1 − δ20)
(λ ∈ Cδ0).
Note that δ0 is taken as 0 < δ0 < 1. Thus, this f satisfies (1.5) with β0 = 2.
(2) As is in (4) of Proposition 2 in p.1090 of [13], if (ξ0, y0) ∈Mg(p)∪M+2 (p)∪M−2 (p), the points p,
ξ0 and y0 consist of a line, and the point ξ0 is on the line segment connecting p and y0. Hence, for
(ξ0, y0) ∈ M±2 (p), there exists a point (ξ1, y1) ∈ M∓2 (p) respectively. If ∂D itself is strictly convex,
this point (ξ1, y1) is uniquely determined, however, for non-strictly convex ∂D, it is possible to be
several points satisfying (ξ1, y1) ∈ M∓2 (p). In any case, M+2 (p) = ∅ if and only if M−2 (p) = ∅. Thus,
Mg(p)∪M+2 (p)∪M−2 (p) = ∅ if (I.2) is assumed.
(3) A sufficient condition that (I.2) holds is given in Proposition 4 of [13]. Note that strict convexity
of ∂D does not used to show Proposition 4 of [13].
(4) In Theorem 1.1, it does not assume that lp(ξ, y) is non-degenerate at M1(p) (see (I.3) below for
the precise description). In this sense, Theorem 1.1 is better than the main result in [13], since in
[13], non-degenerate assumptions are also assumed even if the case that ∂D consists of one strictly
convex surface.
Formula (1.6) holds only for λ ∈ Λδ1 . This can be improved for λ ∈ Cδ0 if we add the following
assumption:
(I.3) Every point (ξ0, y0) ∈ ∂D × ∂Ω attaining l(p,D) is non-degenerate critical point of lp(ξ, y).
Note that as introduced in (4) of Remark 1.2, (I.3) and strict convexity of ∂D are always assumed in
[13].
Theorem 1.3 Assume that ∂Ω and ∂D satisfy (I.1), (I.2) and (I.3). Assume also that f ∈ L2((0, T )×
∂Ω), and there exists a constant β0 ∈ R such that the function g(y;λ) defined by (1.4) belongs to C(∂Ω)
for all λ ∈ Cδ0 with large |λ| and satisfies (1.5) for some β0 ∈ R. Further, assume that λβ0g(y;λ) is
uniformly continuous in y ∈ ∂Ω with respect to λ ∈ Cδ0 . Then,
lim
|λ|→∞
1
λ
log |I(λ, p)| = −l(p,D) (uniformly in λ ∈ Cδ0).
Remark 1.4 (1) Assumption (I.3) in Theorem 1.3 is used to obtain an asymptotic behavior of I(λ, p)
as |λ| → ∞ uniformly in λ ∈ Cδ0 . In this sense, for non-degenerate case, we can say that the
asymptotic behavior is better.
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(2) If ∂D and ∂Ω are C2,α0 for some 0 < α0 < 1, and g(·;λ) ∈ C0,α0(∂Ω), I(p, λ) has the following
asymptotics:
I(λ, p) =
1
λ
e−λl(p,D)
{
A(λ, p)g + ‖g( · ;λ)‖C0,α0(∂Ω)O(λ−α0/2)
}
+O(λ−
1
2 e−λ
2T )
as |λ| → ∞ uniformly with λ ∈ Cδ0 for each δ0 > 0, where
A(λ, p)g =
∑
(ξ0,y0)∈M1(p)
C(ξ0, y0)H
+(ξ0, y0, p)g(y0, λ).
In the above, C(ξ0, y0) for each (ξ0, y0) ∈M1(p) is a positive constant independent of g and
H+(ξ, y, p) =
1
|ξ − p||ξ − y|νξ ·
{
p− ξ
|p− ξ| +
y − ξ
|y − ξ|
}
, (ξ, y) ∈ ∂D × ∂Ω. (1.7)
This is the same asymptotic formula as in [13] for the case of one strictly convex cavity. Note that
(ξ, y) ∈ M1(p) means that νξ · (p− ξ) > 0 and νy · (y − ξ) > 0, which yields
H+(ξ, y, p) > 0 ((ξ, y) ∈ M1(p)). (1.8)
Thus, from (1.5), ReA(λ, p)g > 0 holds.
Basic approaches for showing Theorem 1.1 and 1.3 are similar to our previous work [13] for the
strictly convex case. As is in Section 3 of [13], a decomposition of I(λ, p) and the representation
formula of the main term I0(λ, p) of I(λ, p) are deduced by using usual potential theory. In Section 2,
a brief review of this decomposition and the formula of I0(λ, p) are given (cf. Proposition 2.1). Note
that the formula is of the form of Laplace integrals on ∂Ω× ∂D with exponential term e−λlp(ξ,y).
The amplitude functions of the Laplace integrals contain the inverse of the form K(λ)(I−K(λ))−1
deduced from an integral operator K(λ) on ∂D with the integral kernel K(ξ, ζ;λ) estimated by
|K(ξ, ζ;λ)| ≤ Ce−Reλ|ξ−ζ| (ξ, ζ ∈ ∂D, λ ∈ Cδ0).
To obtain asymptotic behavior of I0(λ, p), it is crucial to get an estimate for the integral kernel
K∞(ξ, ζ;λ) of K(λ)(I − K(λ))−1 with the same exponential term e−Reλ|ξ−ζ| as for K(ξ, ζ;λ). For
the case N = 1, i.e. ∂D is strictly convex, such type of estimates is given in [12], and applied for an
approach to an inverse problem via the enclosure method, which is the main subject of the previous
work [13].
For arbitrary ∂D, it seems to be hard to obtain good estimates described above for K∞(ξ, ζ;λ).
For the case that ∂D consists of several components ∂Dj (j = 1, 2, . . . , N), however, contributions to
the estimates of the integral kernel K∞(ξ, ζ;λ) from the different components, i.e. the case ξ ∈ ∂Dj
and ζ ∈ ∂Dk with j 6= k are weaker than the same components, i.e. the case ξ, ζ ∈ ∂Dj . In this
paper, we call the parts coming from the different components and the parts coming from the same
components off-diagonal parts and diagonal parts respectively. Since the dominant part is given by
the diagonal parts, in Section 3, we introduce the estimates of the integral kernels for the diagonal
parts and the amplitude functions of I0(λ, p). To control off-diagonal parts, we need to give additional
argument, which is handled in Section 5.
In Section 4, proofs of the main theorems are given. The main contributions for these Laplace
integrals come from the points in M(p). To pick up the main terms, we need to study on structures
ofM(p). Here, we use assumption (I.2), i.e. M±2 (p) =Mg(p) = ∅. By using local coordinate systems
nearM(p), eventually, the problems are reduced to investigating the asymptotic behaviors of Laplace
integrals. Since the appeared integrals seems to be different from usual and typical ones, we give a
brief outline to handle these integrals in Section 6 for the paper to be self-contained.
To obtain the estimates of the diagonal parts, the kernel estimates for the case of one strictly
convex cavity is essentially used. These estimates are given in [12] and [13] by assuming that ∂D is
C2,α0 for some 0 < α0 < 1. Note that this regularities assumption can be reduced to C
2 regularity,
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however, additional arguments are needed. This is performed in [14] by using strict convexity. Here,
we can give a different approach showing equi-continuous properties for a class of local coordinate
systems of ∂D, which is handled in Appendix.
In the last of Introduction, we explain why assumption (I.2) is needed. As is in (2) of Remark 1.2,
for the points (ξ0, y0) ∈ Mg(p)∪M+2 (p)∪M−2 (p), attaining the minimum length l(p,D), the point ξ0
places on the line segment py0. Hence, contributions from the off-diagonal parts are the same levels
as that from the diagonal parts. Thus, in this case, the off-diagonal parts can not be negligible. This
is essentially different from the case (ξ0, y0) ∈ M1(p). Hence, the approach picking up the diagonal
parts works only the case (ξ0, y0) ∈M1(p), which is why assumption (I.2) is needed.
2 Decomposition of the indicator functions
In the beginning, we give a remark on the class of the solutions of (1.1) to make sure the meaning
of integrals in I(λ, p). We denote by L2(0, T ;H) the space of H-valued L2 functions in t ∈ [0, T ].
For a Hilbert space V with V ⊂ L2(Ω \ D) ⊂ V ′, we introduce the space W (0, T ;V, V ′) = { u |u ∈
L2(0, T ;V ), u′ ∈ L2(0, T ;V ′) }, where V ′ is the dual space of the Hilbert space V , and u′ means
the (weak) derivative in t ∈ [0, T ]. Throughout this paper, we always assume that the heat flux
f(t, y) belongs to the space L2((0, T )×∂Ω). Note that for any f ∈ L2((0, T )×∂Ω), the weak solution
u ∈ W (0, T ;H1(Ω \D), (H1(Ω \D))′) of (1.1) uniquely exists. For the weak solutions see Section 1.5
of [13] and the references in it. Hence, the indicator function I(λ, p) defined by (1.3) is well-defined.
To show Theorem 1.1 and 1.3, we need to pick up the main term I0(λ, p) of the original indicator
function I(λ, p), Define
w(x;λ) =
∫ T
0
e−λ
2tu(t, x)dt, x ∈ Ω \D,
which satisfies {
(△− λ2)w = u(T, x)e−λ2T inΩ \D,(
∂ν + ρ)w = 0 on∂D.
Let w0(x;λ) be the solution of 

(△− λ2)w0 = 0 inΩ \D,(
∂ν + ρ)w0 = 0 on ∂D,
∂νw0 = g on ∂Ω,
where g(x;λ) is defined by (1.4). As in Section 2 of [10] or Appendix C of [13], w(x;λ) = w0(x;λ) +
O(e−λ
2T ) in H1(Ω \D) as weak sense, integration by parts implies
I(λ, p) = I0(λ, p) +O(λ
− 12 e−λ
2T ) (as |λ| → ∞ uniformly in λ ∈ Cδ0),
where
I0(λ, p) =
∫
∂Ω
(
∂νyEλ(y, p)w0(y;λ)− Eλ(y, p)∂νyw0(y;λ)
)
dSy.
As is in [13], we use the layer potentials to construct w0(x;λ). From the layer potentials and the
density functions, we can get the integral representation of I0(λ, p). The procedure is the same as in
Section 3.1 of [13]. We give a brief review for it.
Given g ∈ C(∂Ω) and h ∈ C(∂D) define
VΩ(λ)g(x) =
∫
∂Ω
Eλ(x, y)g(y)dSy, x ∈ R3 \ ∂Ω
and
VD(λ)h(x) =
∫
∂D
Eλ(x, ζ)h(ζ)dSζ , x ∈ R3 \ ∂D.
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We construct w0 in the form
w0(x;λ) = VΩ(λ)ϕ(x;λ) + VD(λ)ψ(x;λ), (2.1)
where ϕ( · ;λ) ∈ C(∂Ω) and ψ( · ;λ) ∈ C(∂D) are called the density functions satisfying the following
equations in C(∂Ω)×C(∂D):
ϕ(y;λ) − Y11(λ)ϕ(y;λ) − Y12(λ)ψ(y;λ) = g(y;λ) on ∂Ω,
ψ(ξ;λ) − Y21(λ)ϕ(ξ;λ) − Y22(λ)ψ(ξ;λ) = 0 on∂D.
(2.2)
In (2.2), Yij(λ) (i, j = 1, 2) are defined by
Y11(λ)ϕ(y;λ) = −
∫
∂Ω
∂νyEλ(y, z)ϕ(z;λ)dSz (y ∈ ∂Ω),
Y12(λ)ψ(y;λ) = −
∫
∂D
∂νyEλ(y, ζ)ψ(ζ;λ)dSζ (y ∈ ∂Ω),
Y21(λ)ϕ(ξ;λ) =
∫
∂Ω
(
∂νξEλ(ξ, z) + ρ(ξ)Eλ(ξ, z)
)
ϕ(z;λ)dSz (ξ ∈ ∂D),
and
Y22(λ)ψ(ξ;λ) =
∫
∂D
(
∂νξEλ(ξ, ζ) + ρ(ξ)Eλ(ξ, ζ)
)
ψ(ζ;λ)dSζ (ξ ∈ ∂D).
Note that for λ ∈ C, Reλ > 0, Y11(λ) ∈ B(C(∂Ω)), Y22(λ) ∈ B(C(∂D)), Y12(λ) ∈ B(C(∂Ω), C(∂D))
and Y21(λ) ∈ B(C(∂D), C(∂Ω)), where B(E,F ) is the set of bounded linear operators from E to F ,
and B(E) = B(E,E). The operator norms of Yij(λ) are estimated by
‖Y11(λ)‖B(C(∂Ω)) + ‖Y22(λ)‖B(C(∂D)) + ‖Y12(λ)‖B(C(∂D),C(∂Ω)) (2.3)
+ ‖Y21(λ)‖B(C(∂Ω),C(∂D)) ≤ C(Re λ)−1 (λ ∈ C,Reλ > 0).
Hence, for λ ∈ Cδ0 with sufficiently large Reλ, equation (2.2) can be solved by using the Neumann
series. Since the inverse (I−Y22(λ))−1 is also constructed, from the second equation of (2.2), it follows
that ψ(ξ;λ) = (I − Y22(λ))−1Y21(λ)ϕ(ξ;λ), which yields
ϕ(y;λ) = {I − Y11(λ) − Y12(λ)(I − Y22)−1Y21(λ)}−1g(y;λ).
From this and (2.3), we obtain
ϕ(y;λ) = g(y;λ)+O(λ−1)‖g( · ;λ)‖C(∂Ω) (2.4)
(uniformly in y ∈ ∂Ω, λ ∈ Cδ0 as |λ| → ∞),
which is used in Section 5.
From (2.2), (2.1) and the equality
I0(λ, p) =
∫
∂D
(
∂Eλ
∂ν
(ξ, p) + ρEλ(ξ, p)
)
w0(ξ;λ)dSξ
given by integration by parts, we can write I0(λ, p) using only ϕ. This is given in Section 3.1 in [13]
for strictly convex case. Note that this argument works even if ∂D is not strictly convex. Thus, we
can obtain the same formula of I0(λ, p) as given in Proposition 1 of [13].
To obtain the formula of I0(λ, p), the transposed operator
tY22(λ) of Y22(λ) is frequently used.
Note that the operator tY22(λ) is given by
tY22(λ)h(ζ) =
1
2π
∫
∂D
e−λ|ξ−ζ|H(ξ, ζ;λ)h(ξ)dSξ , h ∈ C(∂D), ζ ∈ ∂D (2.5)
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with the kernel H(ξ, ζ;λ) = λH0(ξ, ζ) +H1(ξ, ζ), where
H0(ξ, ζ) =
νξ · (ζ − ξ)
|ξ − ζ|2 and H1(ξ, ζ) =
1
|ξ − ζ|
(
νξ · (ζ − ξ)
|ξ − ζ|2 + ρ(ξ)
)
.
For H0(ξ, ζ) and H1(ξ, ζ), we define the operators M
(0)(λ) and M˜(λ) by
M (0)(λ)h(ζ) =
λ
2π
∫
∂D
e−λ|ξ−ζ|H0(ξ, ζ)h(ξ)dSξ (2.6)
and
M˜(λ)h(ζ) =
1
2π
∫
∂D
e−λ|ξ−ζ|H1(ξ, ζ)h(ξ)dSξ , (2.7)
respectively. Note that tY22(λ) is decomposed into
tY22(λ) =M
(0)(λ) + M˜(λ).
Using tY22(λ), we can represent I0(λ, p) as follows:
I0(λ, p) =
1
(2π)2
∫
∂Ω
dSyϕ(y;λ)
∫
∂D
e−λ lp(ξ,y)
{H(ξ, p;λ)
|ξ − y|
−H(ξ, y;λ)|ξ − p| + 2H(ξ, y;λ)F (ξ, p;λ)
}
dSξ,
where
F (ξ, p;λ) = eλ|ξ−p|
(
(I − tY22(λ))−1 e
−λ| · −p|
| · −p|
)
(ξ).
This is just (35) in p.1088 of [13].
Next we decompose F (ξ, p;λ) to pick up the main term of I0(λ, p). We put M(λ) =
tY22(λ)(I −
tY22(λ))
−1 and M (1)(λ) = M˜(λ) + tY22(λ)M(λ). From M(λ) =
tY22(λ) + (
tY22(λ))
2(I − tY22(λ))−1,
it follows that
M(λ) =M (0)(λ) +M (1)(λ), M (1)(λ) = M˜(λ) + tY22(λ)M(λ). (2.8)
Using these M (j)(λ), we set
F (j)(ξ, p;λ) = eλ|ξ−p|
(
M (j)(λ)
(
e−λ| · −p|
| · −p|
))
(ξ) j = 0, 1. (2.9)
Since (I − tY22(λ))−1 = I +M (0)(λ) +M (1)(λ), F (ξ, p;λ) can be decomposed into
F (ξ, p;λ) =
1
|p− ξ| + F
(0)(ξ, p;λ) + F (1)(ξ, p;λ).
Using these notations and the function H+(ξ, y, p) introduced in (1.7), we can give an integral
representation of I0(λ, p).
Proposition 2.1 The decomposition
I0(λ, p) = λI0 0(λ, p) + I0 1(λ, p),
is valid, where
G0(ξ, y, p;λ) = H
+(ξ, y, p) + 2H0(ξ, y)(F
(0)(ξ, p;λ) + F (1)(ξ, p;λ)),
G1(ξ, y, p;λ) =
H1(ξ, p)
|ξ − y| +
H1(ξ, y)
|ξ − p| + 2H1(ξ, y)(F
(0)(ξ, p;λ) + F (1)(ξ, p;λ))
and
I0 j(λ, p) =
(
1
2π
)2 ∫
∂Ω
dSyϕ(y;λ)
∫
∂D
e−λ lp(ξ,y)Gj(ξ, y, p;λ)dSξ, j = 0, 1.
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3 Estimates of integral kernels
To show Theorem 1.1 and 1.3, we need to give estimates of I0 j(λ, p), which is reduced to getting
estimates of F (k)(ξ, p;λ) (k = 0, 1) defined by (2.9). In this section, necessary estimates of functions
F (k)(ξ, p;λ) (k = 0, 1) are given.
Since D = ∪Nj=1Dj and each Dj is disjoint, by the map
C(∂D) ∋ f 7→ (f |∂D1 , f |∂D2 , . . . , f |∂DN ) ∈ C(∂D1)× · · · ×C(∂DN ),
we can identify the space C(∂D) to C(∂D1) × · · · ×C(∂DN ). In what follows, we put fj = f |∂Dj
(j = 1, 2, . . . , N) for f ∈ C(∂D). From (2.5), the integral kernel tY22(ξ, ζ;λ) of tY22(λ) is given by
tY22(ξ, ζ;λ) =
1
2π
e−λ|ξ−ζ|H(ζ, ξ;λ).
Hence, tY22(ξ, ζ;λ) is a measurable function on ∂D× ∂D with parameter λ ∈ Cδ0 , and continuous for
ξ 6= η. From the well known estimate
|νξ · (ξ − ζ)| ≤ C|ξ − ζ|2, (ξ, ζ ∈ ∂D = ∪Nj=1∂Dj) (3.1)
for C2 surface, it follows that there exists a constant C > 0 such that
|tY22(ξ, ζ;λ)| ≤ C
(
Reλ+
1
|ξ − ζ|
)
e−Reλ|ξ−ζ| (ξ, ζ ∈ ∂D, ξ 6= ζ, λ ∈ Cδ0). (3.2)
For this integral kernel tY22(ξ, ζ;λ), we put
tY ij22 (ξ, ζ;λ) =
tY22(ξ, ζ;λ) (ξ ∈ ∂Di, ζ ∈ ∂Dj, λ ∈ Cδ0),
and define
tY ij22 (λ)fj(ξ) =
∫
∂Dj
tY ij22 (ξ, ζ;λ)fj(ζ)dSζ .
Note that for f ∈ C(∂D), tY22(λ)f(ξ) for ξ ∈ ∂Di can be written by
tY22(λ)f(ξ) =
N∑
j=1
tY ij22 (λ)fj(ξ) (ξ ∈ ∂Di, i = 1, 2, . . . , N, f ∈ C(∂D)).
In what follows, for simplicity, we write µ = Reλ. For µ > 0, tY22(λ) is a bounded linear operator
on C(∂D), namely, each tY ij22 (λ) is a bounded linear operator from C(∂Dj) to C(∂Di). From (2.3),
it follows that
‖tY ij22 (λ)‖B(C(∂Dj),C(∂Di)) ≤ Cµ−1 (i, j = 1, 2, . . . , N)
for some constant C > 0.
For each integral operator tY jj22 (λ) ∈ B(C(∂Dj)) on ∂Dj with the integral kernels tY jj22 (ξ, ζ;λ),
tY jj22 (λ)(I − tY jj22 (λ))−1 ∈ B(C(∂Dj)) exists for λ ∈ Cδ0 , µ ≥ µ0 by choosing µ0 > 0 larger if
necessary. In what follows, we put MDj (λ) =
tY jj22 (λ)(I − tY jj22 (λ))−1. Note that MDj (λ) corresponds
to the operator M(λ) for the case that ∂D consists of ∂Dj only. According to one cavity case as in
[13], we define M
(0)
Dj
(λ), M˜Dj (λ) and M
(1)
Dj
(λ) by
M
(0)
Dj
(λ)hj(ζ) =
λ
2π
∫
∂Dj
e−λ|ξ−ζ|H0(ξ, ζ)hj(ξ)dSξ (ζ ∈ ∂Dj, hj ∈ C(∂Dj)),
M˜Dj (λ)hj(ζ) =
1
2π
∫
∂D
e−λ|ξ−ζ|H1(ξ, ζ)hj(ξ)dSξ (ζ ∈ ∂Dj , hj ∈ C(∂Dj))
and
M
(1)
Dj
(λ) = M˜Dj (λ) +
tY jj22 (λ)MDj (λ). (3.3)
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Note that the operatorsM
(0)
Dj
(λ), M˜Dj (λ) and M
(1)
Dj
(λ) correspond to M (0)(λ), M˜(λ) and M (1)(λ) for
one cavity case, respectively, and the relation MDj (λ) =M
(0)
Dj
(λ) +M
(1)
Dj
(λ) holds.
Since each ∂Dj is strictly convex, as in Theorem 6.1 of [12], the integral kernel M
(1)
Dj
(ξ, η;λ) of
M
(1)
Dj
(λ) has the following estimates:
Proposition 3.1 Assume that ∂Dj is bounded, C
2 and strictly convex. Then, there exist positive
constants C and µ0 ≥ 1 such that for all λ ∈ Cδ0 with µ = Reλ ≥ µ0 the operator M (1)Dj (λ) has an
integral kernel M
(1)
Dj
(ξ, ζ;λ) which is measurable for (ξ, ζ ∈ ∂D × ∂D, continuous for ξ 6= ζ and has
the estimate
|M (1)Dj (ξ, ζ;λ)| ≤ Ce−µ|ξ−ζ|
(
1 +
1
|ξ − ζ| +min
{
µ(µ|ξ − ζ|3)1/2, 1|ξ − ζ|3
})
.
Remark 3.2 In [12], the above estimate in Proposition 3.1 is obtained for strictly convex ∂Dj with
C2,α0 (0 < α0 < 1) regularities. As is in [14], this regularity assumption can be relaxed to C
2. A
proof of this relaxation is given in [14], which uses strict convexity of ∂Dj. A different proof is given
in Appendix for the paper to be self-contained.
Note that since min {√a, a−1} ≤ 1 for all a > 0, from Proposition 3.1, we get
|M (1)Dj (ξ, ζ;λ)| ≤ C
(
µ+
1
|ξ − ζ|
)
e−µ|ξ−ζ|. (3.4)
From (3.4), (3.1) and the form of M
(0)
Dj
(ξ, ζ;λ), we obtain
|MDj (ξ, ζ;λ)| ≤ C
(
µ+
1
|ξ − ζ|
)
e−µ|ξ−ζ| (3.5)
(ξ, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ µ0, j = 1, 2, . . . , N),
where MDj (ξ, ζ;λ) is the integral kernel of MDj (λ).
Next, we introduce estimates of the integral kernel ofM (k)(λ) (k = 0, 1). We denote byM ij(ξ, ζ;λ),
M (0),ij(ξ, ζ;λ) and M (1),ij(ξ, ζ;λ) (ξ ∈ ∂Di, ζ ∈ ∂Dj) the (i, j)-components of the integral kernel of
M(λ), M (0)(λ) and M (1)(λ), respectively. In what follows we put
d1 =
1
2
min
i6=j
dist(∂Di, ∂Dj) > 0, (3.6)
where dist(∂Di, ∂Dj) = inf{ |ξ − ζ| | ξ ∈ ∂Di, ζ ∈ ∂Dj }. Note that from (3.2), for ξ ∈ ∂Di, ζ ∈ ∂Dj,
i 6= j
∣∣tY ij22 (ξ, ζ;λ)∣∣ ≤ C
(
µ+
1
|ξ − ζ|
)
e−µ|ξ−ζ| ≤ C
(
µ+
1
2d1
)
e−µδ(2d1)e−(1−δ)µ|ξ−ζ|
≤ C
( 1
d1δ
+
1
2d1
)
e−µδd1e−(1−δ)µ|ξ−ζ| (3.7)
(ξ ∈ ∂Di, ζ ∈ ∂Dj, i 6= j, 0 < δ ≤ 1).
From (2.6), the similar argument to getting (3.7) implies that there exists a constant C > 0 such that
for all i, j = 1, 2, . . . , N , i 6= j and 0 < δ ≤ 1,
|M (0),ij(ξ, ζ;λ)| ≤ Cδ−1e−δd1µe−(1−δ)µ|ξ−ζ| (ξ ∈ ∂Di, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ 1). (3.8)
For the diagonal parts, (3.1) implies that there exists a constant C > 0 such that
|M (0),ii(ξ, ζ;λ)| ≤ Cµe−µ|ξ−ζ| (ξ, ζ ∈ ∂Di, ξ 6= ζ, λ ∈ Cδ0 , µ ≥ 1) (3.9)
for all i = 1, 2, . . . , N .
The problem is to give estimates for M (1),ij(ξ, ζ;λ).
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Proposition 3.3 There exist constants C > 0, µ1 > 0 and 0 < δ1 ≤ 1 such that
(1) the integral kernel M (1),ij(ξ, ζ;λ) is estimated by∣∣M (1),ij(ξ, ζ;λ)∣∣ ≤ Cδ−4e−δd1µe−(1−δ)µ|ξ−ζ| (ξ ∈ ∂Di, ζ ∈ ∂Dj , λ ∈ Cδ0 , µ ≥ µ1δ−3)
for all i, j = 1, 2, . . . , N , i 6= j and 0 < δ ≤ δ1;
(2) the integral kernel M (1),jj(ξ, ζ;λ) is estimated by∣∣M (1),jj(ξ, ζ;λ) −M (1)Dj (ξ, ζ;λ)
∣∣ ≤ Cδ−4e−δd1µe−µ|ξ−ζ| (ξ, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ µ1δ−3)
for all j = 1, 2, . . . , N and 0 < δ ≤ δ1.
Remark 3.4 (2) of Proposition 3.3 and (3.4) imply that
∣∣M (1),jj(ξ, ζ;λ)∣∣ ≤ C(µ+ δ−4e−δd1µ + 1|ξ − ζ|
)
e−µ|ξ−ζ|
(ξ, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ δ1).
Choosing δ = δ1 in the above, and replacing µ1 with µ1δ
−3
1 denoted by µ1 again, we obtain∣∣M (1),jj(ξ, ζ;λ)∣∣ ≤ C′(µ+ 1|ξ − ζ|
)
e−µ|ξ−ζ| (ξ, ζ ∈ ∂Dj , λ ∈ Cδ0 , µ ≥ µ1).
Proposition 3.3 can be obtained by decomposing off-diagonal parts of the integral kernels. These
procedures and a proof of Proposition 3.3 are given in Section 5. Here, we proceed to introduce the
estimates of F (k)(ξ, p;λ) (k = 0, 1) given by Proposition 3.3.
For given ε > 0, we define
Gε(p) = {ξ ∈ ∂D | dist(ξ,G(p)) ≥ ε }, G+ε (p) = Gε(p)∩G+(p).
We also put G+,0(p) = {ξ ∈ G+(p) | tp+(1− t)ξ /∈ ∂D(0 < t ≤ 1) } and G+,0ε (p) = Gε(p)∩G+,0(p). The
definitions (2.9) of F (k)(ξ, p;λ) (k = 0, 1) in Section 2 imply that
F (k)(ξ, p;λ) =
N∑
j=1
F (k),ij(ξ, p;λ) (ξ ∈ ∂Di, i = 1, 2, . . . , N, k = 0, 1), (3.10)
where
F (k),ij(ξ, p;λ) = eλ|ξ−p|
∫
∂Dj
M (k),ij(ξ, ζ;λ)
e−λ|ζ−p|
|ζ − p| dSζ (ξ ∈ ∂Di). (3.11)
To obtain the estimates of I0 j(λ, p), the following estimates of F
(k),ij(ξ, p;λ) are necessary:
Proposition 3.5 There exists a positive constant µ1 such that the following assertions hold:
(1) There exist positive constants C and d+ such that if i, j = 1, 2, . . . , N , i 6= j, λ ∈ Cδ0 , µ = Reλ ≥
µ1δ
−3 and 0 < δ ≤ 1, then
|F (k),ij(ξ, p;λ)| ≤ Cδ−4eδd+µ (ξ ∈ ∂Di, i 6= j, k = 0, 1).
(2) There exists a positive constant C such that if λ ∈ Cδ0 and µ = Reλ ≥ µ1, then
|F (k),jj(ξ, p;λ)| ≤ Cµ (ξ ∈ ∂Dj, k = 0, 1, j = 1, 2, . . . , N).
(3) Given ε > 0 and an open set U ⊂ ∂D satisfying U ⊂ G+,0ε (p)∩∂Di for some i = 1, 2, . . . , N ,
there exist positive constants C, d2, 0 < δ2 ≤ 1 such that if j = 1, 2, . . . , N , j 6= i, λ ∈ Cδ0 ,
µ = Reλ ≥ µ1δ−3 and 0 < δ ≤ δ2, then
|F (k),ij(ξ, p;λ)| ≤ Cδ−4e−2δd2µ (ξ ∈ U, j 6= i, k = 0, 1).
(4) Given ε > 0 there exists a positive constant Cε such that if λ ∈ Cδ0 and Reλ ≥ µ0, then
|F (k),jj(ξ, p;λ)| ≤ Cεµ−1 (ξ ∈ G+ε (p)∩∂Dj , j = 1, 2, . . . , N, k = 0, 1).
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To show Proposition 3.5 and various estimates of the integral kernels, we need to use local coordinate
systems of ∂D. For a ∈ R3 and r > 0, we put B(a, r) = {x ∈ R3||x− a| < r}. We denote by B 2(R2)
the set of C2 functions f in R2 such that the norm ‖f‖B 2(R2) = max|α|≤2 supx∈R2 |∂αx f(x)| is finite.
Since ∂D is compact, we can take the following coordinate systems:
Lemma 3.6 There exists 0 < r0 such that, for all ξ ∈ ∂D, ∂D ∩ B(ξ, 2r0) can be represented as a
graph of a function on the tangent plane of ∂D at ξ, that is, there exist an open neighborhood Uξ of
(0, 0) in R2 and a function g = gξ ∈ B2(R2) with g(0, 0) = 0 and ∇g(0, 0) = 0 such that the map
Uξ ∋ σ = (σ1, σ2) 7→ ξ + σ1e1 + σ2e2 − g(σ1, σ2)νξ ∈ ∂D ∩B(ξ, 2r0)
gives a system of local coordinates around ξ, where {e1, e2} is an orthogonal basis for Tξ(∂D). Moreover
the norm ‖g‖B2(R2) has an upper bound independent of ξ ∈ ∂D.
In what follows, we call this system of coordinates the standard system of local coordinates around ξ.
As is given in Lemma 3.1 of [12] or Lemma 5.3 of [13], the following estimates, which are frequently
used, are shown by the standard system of local coordinates:
Lemma 3.7 Let r0 be the same constant as that of Lemma 3.6. There exists a positive constant C
depending only on ∂D such that
(i) for all ξ ∈ ∂D, 0 < ρ′0 ≤ r0, µ > 0, 0 ≤ k < 2∫
B(ξ,ρ′0)∩ ∂D
e−µ|ξ−ζ|
|ξ − ζ|k dSζ ≤
C
2− k min {µ
−2+k, (ρ′0)
2−k};
(ii) for all ξ ∈ ∂D, µ > 0, 0 ≤ k < 2
∫
∂D
e−µ|ξ−ζ|
|ξ − ζ|k dSζ ≤
C
2− kµ
−(2−k)
(
1 +
µ2−ke−µr0
rk0
)
.
Although C2,α0 regularities for ∂D is assumed in [12] and [13], the proofs given in [12] and [13] work
even if ∂D is C2. Hence, Lemma 3.7 holds for C2 boundary case.
Take µ = 1 and k = 1 in (ii) of Lemma 3.7, it follows that
e− infξ,ζ∈∂D |ξ−ζ|
∫
∂Dp
dSζ
|ξ − ζ| ≤
∫
∂D
e−|ξ−ζ|
|ξ − ζ| dSζ ≤ C,
which yields ∫
∂Dp
dSζ
|ξ − ζ| ≤ C (ξ ∈ ∂Dp, p = 1, 2, . . . , N). (3.12)
Now we are in the position to give a proof of Proposition 3.5 assuming Proposition 3.3 holds.
Proof of Proposition 3.5: From (3.8), (3.9), the estimate for M (1),ij(ξ, ζ;λ) given in (1) of Proposition
3.3 and the forms of F (k),ij(ξ, p;λ) given in (3.11), it follows that for any i, j = 1, 2, . . . , N , i 6= j and
0 < δ ≤ 1,
∣∣F (k),ij(ξ, p;λ)∣∣ ≤ eµ|ξ−p|
∫
∂Dj
Cδ−4e−δd1µe−(1−δ)µ|ξ−ζ|
e−µ|ζ−p|
|ζ − p| dSζ
≤ Cδ
−4
dist(p, ∂D)
∫
∂Dj
eµ(|ξ−p|−(1−δ)|ξ−ζ|−|ζ−p|)dSζ . (3.13)
Put d+ = max{ |ξ − ζ| | ξ, ζ ∈ ∂D } > 0. Noting
eµ(|ξ−p|−(1−δ)|ξ−ζ|−|ζ−p|) ≤ eµ(|ξ−p|−|ξ−ζ|−|ζ−p|)eµδ|ξ−ζ| ≤ eµδd+ (ξ, ζ ∈ ∂D),
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we obtain (1) of Proposition 3.5.
When i = j, the second estimate in Remark 3.4 and estimate (3.12) imply that
∣∣F (k),jj(ξ, p;λ)∣∣ ≤ eµ|ξ−p|
∫
∂Dj
C′
(
µ+
1
|ξ − ζ|
)
e−µ|ξ−ζ|
e−µ|ζ−p|
|ζ − p| dSζ
≤ C
′
dist(p, ∂D)
∫
∂Dj
eµ(|ξ−p|−|ξ−ζ|−|ζ−p|)
(
µ+
1
|ξ − ζ|
)
dSζ ≤ C′µ, (3.14)
which follows (2) of Proposition 3.5.
Next is for the proof of (3) in Proposition 3.5. We need the following lemma:
Lemma 3.8 Given ε > 0 and an open set U ⊂ ∂D satisfying U ⊂ G+,0ε (p)∩∂Di for some i =
1, 2, . . . , N , there exist 0 < δ2 ≤ 1 and d2 > 0 such that
|ζ − p|+ (1− δ)|ξ − ζ| ≥ |ξ − p|+ 2d2 (ξ ∈ U, ζ ∈ ∂Dj , 0 < δ ≤ δ2)
for any j = 1, 2, . . . , N with j 6= i.
Proof: From the definition of G+,0ε (p), it follows that for any ξ ∈ G+,0ε (p)∩∂Di and ζ ∈ ∂Dj with
j 6= i, |p− ζ|+ |ζ − ξ| > |p− ξ|, which yields
|p− ζ|+ |ζ − ξ| > |p− ξ| (ξ ∈ U, ζ ∈ ∪j 6=i∂Dj).
Since U × ∪j 6=i∂Dj is a bounded closed set, from the above estimate, there exists a constant d2 > 0
such that
|p− ζ|+ |ζ − ξ| ≥ |p− ξ|+ 3d2 (ξ ∈ U, ζ ∈ ∂Dj , i 6= j).
We put ϕ(ξ, ζ, δ) = |p − ζ| + (1 − δ)|ζ − ξ| − |p − ξ| and d′+ = max{ |ξ − ζ| | ξ ∈ ∂Di, ζ ∈ ∂Dj , i, j =
1, 2, . . . , N, i 6= j } > 0. Note that the above estimate implies that ϕ(ξ, ζ, 0) = |p−ζ|+ |ζ−ξ|−|p−ξ| ≥
3d2 (ξ ∈ U, ζ ∈ ∪j 6=i∂Dj). We define δ2 = min{1, d2/d′+} so that 0 < δ2 ≤ 1.
Noting
|ϕ(ξ, ζ, δ) − ϕ(ξ, ζ, 0)| = δ|ξ − ζ| ≤ d′+δ (0 < δ ≤ δ2, (ξ, ζ) ∈ U × ∪j 6=i∂Dj),
we obtain
ϕ(ξ, ζ, δ) ≥ ϕ(ξ, ζ, 0) − |ϕ(ξ, ζ, δ) − ϕ(ξ, ζ, 0)| ≥ 3d2 − d′+δ ≥ 2d2,
which completes the proof of Lemma 3.8. 
Take any ε > 0 and an open set U ⊂ ∂D satisfying U ⊂ G+,0ε (p)∩∂Di. Lemma 3.8 yields
eµ(|ξ−p|−(1−δ)|ξ−ζ|−|ζ−p|) ≤ eµ(|ξ−p|−|ξ−p|−2d2) = e−2µd2 (ξ ∈ U, ζ ∈ ∪j 6=i∂Dj, 0 < δ ≤ δ2).
This estimate and (3.13) imply that
∣∣F (k),ij(ξ, p;λ)∣∣ ≤ Cδ−4
dist(p, ∂D)
Vol(∂Dj)e
−2µd2 (0 < δ ≤ δ2),
which shows (3) of Proposition 3.5.
Last, we show (4) of Proposition 3.5. Since ∂Dj is strictly convex, as in (i) of Lemma 5.2 in [13],
p.1095, for any ε > 0, there exists a constant Cε > 0 such that
|ξ − ζ|+ |ζ − p| ≥ |ξ − p|+ Cε|ζ − ξ| (ζ ∈ ∂Dj , ξ ∈ G+ε (p)∩∂Dj).
Hence, from (ii) of Lemma 3.7, it follows that for ξ ∈ G+ε (p)∩∂Dj ,∫
∂Dj
eµ(|ξ−p|−|ξ−ζ|−|ζ−p|)
(
µ+
1
|ξ − ζ|
)
dSζ ≤
∫
∂Dj
e−Cεµ|ζ−ξ|
(
µ+
1
|ξ − ζ|
)
dSζ
≤ C(µ(Cεµ)−2 + (Cεµ)−1) = CC−2ε (1 + Cε)µ−1.
The above estimate and (3.14) give (4) of Proposition 3.5. 
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4 Proofs of the main theorems
For ξ(0) ∈ ∂D, y(0) ∈ ∂Ω and ε > 0, we put Uε(ξ(0)) = {ξ ∈ ∂D | |ξ − ξ(0)| < ε} and Vε(y(0)) = {y ∈
∂Ω | |y − y(0)| < ε}. We need the following properties of points in M(p):
Lemma 4.1 Assume that C2 surface ∂D satisfies (I.1) and (I.2). Then, the following properties
hold:
(1) For each m = 1, 2, . . . , N , G+,0(p)∩∂Dm is an open set in ∂D.
(2) For any point (ξ(0), y(0)) ∈M(p) =M1(p), there exist constants ε > 0 and ε′ > 0, and a number
m ∈ {1, 2, . . . , N} satisfying U2ε(ξ(0)) ⊂ ∂Dm ∩ G+,0ε′ (p).
Proof: Note that G+(p) is an open set and G+(p)∪G(p) is a closed set since the function x 7−→ (p−ξ)·νξ
is continuous. For (1), it suffices to show that G+,0(p) is open. Take any ξ0 ∈ G+,0(p). Then ξ0 ∈ ∂Dj
for some j ∈ {1, 2, . . . , N}. We can assume that j = 1 without loss of generality. We denote by l[p, ξ0]
the line segment pξ0. Since l[p, ξ0] does not intersect ∪Nj=2∂Dj , there exists a constant δ > 0 such that
Uδ ∩ (∪Nj=2∂Dj) = ∅, where Uδ = {z ∈ R3 | dist(z, l[p, ξ0]) < δ}. We can take this δ > 0 small enough
that Uδ∩∂D1 ⊂ G+(p) since ξ0 ∈ G+(p). Note that Uδ∩∂D1 is an open set in ∂D1. To obtain (1), it
suffices to show Uδ∩∂D1 ⊂ G+,0(p).
Take any ξ ∈ Uδ∩∂D1. Since Uδ is convex set, l[p, ξ] ⊂ Uδ, which yields l[p, ξ] ∩ (∪Nj=2∂Dj) = ∅.
From Uδ∩∂D1 ⊂ G+(p), νξ · (p− ξ) > 0, which means l[p, ξ]∩D1 = ∅ since D1 is convex and νξ is the
unit outer normal of ∂D1 at ξ. Thus, l[p, ξ] ∩ ∂D = {ξ}, i.e. ξ ∈ G+,0(p) is shown, which implies (1)
of Lemma 4.1.
Next, we show (2). Take any point (ξ(0), ζ(0)) ∈ M(p). Since (ξ(0), ζ(0)) ∈ M1(p), ξ(0) ∈ ∂Dm
holds for some m ∈ {1, 2, . . . , N}. Since ∂Di ∩ ∂Dm = ∅ if i 6= m, this m is unique. For this m,
we show ξ(0) ∈ G+,0(p). If we obtain this, from (1) of Lemma 4.1, there exists ε > 0 such that
U2ε(ξ(0)) ⊂ ∂Dm ∩ G+,0(p). Since G+,0ε′ (p) = Gε′(p)∩G+,0(p) by the definition of G+,0ε′ (p), we obtain
U2ε(ξ(0)) ⊂ ∂Dm ∩ G+,0ε′ (p) if we choose ε′ > 0 sufficiently small enough.
To obtain ξ(0) ∈ G+,0(p), it suffices to show that the line segment pξ(0) crosses ∂D at only ξ(0).
Assume that pξ(0) crosses ∂D at ζ = tp+(1− t)ξ(0) ∈ ∂D for some 0 < t ≤ 1. If y(0) does not contain
the line ξ(0)p, it follows that |ζ − ξ(0)| + |ξ(0) − y(0)| > |ζ − y(0)|. If not, since (ξ(0), y(0)) ∈ M1(p)
means that νξ(0) · (p− ξ(0)) > 0 and νξ(0) · (y(0) − ξ(0)) > 0, y(0) is on the line segment l[ξ(0), p], which
yields |ζ − ξ(0)|+ |ξ(0) − y(0)| > |ζ − y(0)|. In any case, we obtain
l(p,D) = lp(ξ
(0), y(0)) = |p− ξ(0)|+ |ξ(0) − y(0)| = |p− ζ|+ |ζ − ξ(0)|+ |ξ(0) − y(0)|
> |p− ζ|+ |ζ − y(0)| = lp(ζ, y(0)) ≥ l(p,D),
which is a contradiction. This completes the proof of Lemma 4.1. 
Proof of Theorem 1.1: From the proof of (2) of Lemma 4.1, we can take ε > 0 and ε′ > 0 in (2) of
Lemma 4.1 arbitrary small. From (1.8), we can also assume that inf
(ξ,y)∈U2ε(ξ(0))×V2ε(y(0))
H+(ξ, y, p) >
0. Hence, compactness of M(p) implies that there exist points (ξ(j), y(j)) ∈ M(p), numbers mj ∈
{1, 2, . . . , N}, and constants εj > 0 and ε′j > 0 (j = 1, 2, . . . , N1) such that U2εj (ξ(j)) ⊂ ∂Dmj ∩
G+,0ε′j (p), M(p) ⊂ ∪
N1
j=1Uεj/3(ξ
(j))×Vεj/3(y(j)) and
inf
(ξ,y)∈U2εj (ξ
(j))×V2εj (y
(j))
H+(ξ, y, p) > 0. (4.1)
Take cut-off functions Ψj ∈ C20 (Uεj (ξ(j))×Vεj (y(j))) with Ψj(ξ, y) = 1 in Uεj/2(ξ(j)) × Vηj/2(y(j))
and Ψj(ξ, y) = 0 in (U2εj/3(ξ
(j))×V2εj/3(y(j)))c, and put
I0kj(λ, p) =
∫
Vεj (y
(j))
dSyλ
β0ϕ(y;λ)
∫
Uεj (ξ
(j))
e−λlp(ξ,y)Ψj(ξ, y)Gk(ξ, y, p;λ)dSξ,
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and define I
(j)
0 (λ, p) by I
(j)
0 (λ, p) = I00j(λ, p)+λ
−1I01j(λ, p). Note that there exists a positive constant
c0 such that
lp(ξ, y) ≥ l(p,D) + c0 for (ξ, y) ∈ (∂D × ∂Ω) \
(
∪N1j=1Uεj/3(ξ(j))× Vεj/3(y(j))
)
since lp(ξ, y) > l(p,D) for all (ξ, y) ∈ (∂D × ∂Ω) \
(
∪N1j=1Uεj/3(ξ(j))× Vεj/3(y(j))
)
being a compact
set. The above estimate, (1) and (2) of Proposition 3.5, and Proposition 2.1 imply that there exist
constants C > 0, µ1 ≥ 1, 0 < δ1 ≤ 1 such that
∣∣∣λβ0−1I0(λ, p)− 1
(2π)2
N1∑
j=1
I
(j)
0 (λ, p)
∣∣∣ ≤ Ce−µl(p,D)e−c0µ(µ+ δ−4eδd+µ)‖g‖C(∂Ω) (4.2)
for any 0 < δ ≤ δ1, λ ∈ Cδ0 , µ ≥ δ−3µ1.
Take local coordinates ξ = s(j)(σ) and y = s˜(j)(σ˜) in U2εj (ξ
(j)) and V2εj (y
(j)) with ξ(j) =
s(j)(0) and y(j) = s˜(j)(0) respectively. We put Ψ˜j(σ, σ˜) = Ψj(s
(j)(σ), s˜(j)(σ˜)) and l˜p
(j)
(σ, σ˜) =
lp(s
(j)(σ), s˜(j)(σ˜)), and write Jj(σ, σ˜) as the local coordinate expressions of the surface elements.
Using these coordinates and notations, we obtain
I
(j)
0 (λ, p) =
∫
R4
e−λl˜p
(j)
(σ,σ˜)Ψ˜j(σ, σ˜)α
(j)(σ, σ˜;λ)dσdσ˜,
where α(j)(σ, σ˜;λ) is defined by
α(j)(σ, σ˜;λ) = Jj(σ, σ˜)λ
β0ϕ(s˜(j)(σ˜);λ)
(
G0(s
(j)(σ), s˜(j)(σ˜), p;λ)
+ λ−1G1(s
(j)(σ), s˜(j)(σ˜), p;λ)
)
.
Since U2εj (ξ
(j)) ⊂ ∂Dmj ∩ G+,0ε′j (p) for each j = 1, 2, . . . , N1, (3.10), Proposition 2.1 and (3) and
(4) of Proposition 3.5 imply that there exist constants C > 0, d2 > 0 and 0 < δ2 ≤ 1 such that
|G0(ξ, y, p;λ)−H+(ξ, y, p)| ≤ C(µ−1 + δ−42 e−µδ2d2), |G1(ξ, y, p;λ)| ≤ C (4.3)
((ξ, y) ∈ Uεj (ξ(j))× ∂Ω, λ ∈ Cδ0 with Reλ ≥ µ1δ−32 ).
From (2.4) and (1.5), it follows that
λβ0ϕ(y;λ) = λβ0g(y;λ)+O(λ−1) (uniformly in y ∈ ∂Ω, λ ∈ Cδ0 as |λ| → ∞), (4.4)
and there exist constants C > 0 and µ2 > 0 such that
Re [λβg(y;λ)] ≥ C (y ∈ ∂Ω, λ ∈ Cδ0 , µ ≥ µ2).
Combining these estimates with (4.1), we obtain the following decomposition of α(j):
α(j)(σ, σ˜;λ) = α
(j)
1 (σ, σ˜;λ) + λ
−1α˜
(j)
1 (σ, σ˜;λ),
Re [α
(j)
1 (σ, σ˜;λ)] ≥ C, |α(j)1 (σ, σ˜;λ)|+ |α˜(j)1 (σ, σ˜;λ)| ≤ C′ ((σ, σ˜) ∈ supp Ψ˜j)
for some constants C > 0 and C′ > 0. Note that there exists a constant C > 0 such that
l(p,D) ≤ l˜p(j)(σ, σ˜) ≤ l(p,D) + C(|σ|2 + |σ˜|2) ((σ, σ˜) ∈ supp Ψ˜j)
since l˜p
(j)
(σ, σ˜) is C2 and ∇(σ,σ˜) l˜p
(j)
(0, 0) = 0.
From these properties of α(j) and l˜p
(j)
(σ, σ˜), it easily follows that there exists a constant C > 0
such that
|eλl(p,D)I(j)0 (λ, p)| ≤ C (uniformly in λ ∈ Λδ0 as |λ| → ∞).
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For lower bounds, the arguments for the Laplace integrals of some type given in Section 7 of [14]
implies that there exist constants δ1 > 0 and C > 0 such that
Re [eλl(p,D)I
(j)
0 (λ, p)] ≥ Cµ−1 (uniformly in λ ∈ Λδ1 as |λ| → ∞).
Note that the Laplace integrals appeared in [14] are of the cases that the principal part of the amplitude
functions, corresponding to the part α
(j)
1 of α
(j) for our case, does not contain the parameter λ. Thus,
the types of the integrals are slightly different from each other. From this reason and for the paper to
be self-contained, a proof for the above estimate is given in Section 6 (cf. Proposition 6.1). Combining
(4.2) with the above estimates, we obtain Theorem 1.1. 
Proof of Theorem 1.3: In this case, since (I.1), (I.2) and (I.3) are assumed, M+2 (p) ∪ M−2 (p) ∪
Mg(p) = ∅, and each point in M(p) is non-degenerate critical point of lp(ξ, y). These imply that
M(p) is discrete set, which is expressed by M(p) = M1(p) = { (ξ(j), y(j)) | j = 1, 2, . . . , N1 }. From
(2) of Lemma 4.1, for any j = 1, 2, . . . , N1, there exist constants εj > 0 and ε
′
j > 0 such that(
U2εj (ξ
(j))× V2εj (y(j))
)∩M(p) = {(ξ(j), y(j))} and U2εj (ξ(j)) ⊂ ∂Dmj∩G+,0ε′j (p). In this case, we can
also obtain (4.2) and (4.3).
Taking local coordinates ξ = s(j)(σ) and y = s˜(j)(σ˜) in Uεj (ξ
(j)) and Vεj (y
(j)) with ξ(j) = s(j)(0)
and y(j) = s˜(j)(0) respectively, in this case, we decompose I
(j)
0 (λ, p) into I
(j)
0 (λ, p) = I˜00j(λ, p) +
λ−1I˜01j(λ, p), where for each j = 1, 2, . . . , N1,
I˜0kj(λ, p) =
∫
R4
e−λl˜p
(j)
(σ,σ˜)Ψ˜j(σ, σ˜)β
(j)
k (σ;λ)dσ˜ (k = 0, 1),
β
(j)
0 (σ;λ) = λ
β0g(s˜(j)(σ˜);λ)H+(s(j)(σ), s˜(j)(σ˜), p)Jj(σ, σ˜), and β
(j)
1 (σ;λ) is given by
β
(j)
1 (σ;λ) = λ
β0+1
(
ϕ(s˜(j)(σ˜);λ)− g(s˜(j)(σ˜);λ))H+(s(j)(σ), s˜(j)(σ˜), p)Jj(σ, σ˜)
+ λβ0ϕ(s˜(j)(σ˜);λ)
{
λ
(
G0(s
(j)(σ), s˜(j)(σ˜), p;λ)−H+(s(j)(σ), s˜(j)(σ˜), p))
+G1(s
(j)(σ), s˜(j)(σ˜), p;λ)
}
Jj(σ, σ˜).
Each (ξ(j), y(j)) is non-degenerate, Hess (l˜p
(j)
)(0, 0) > 0 holds. Since λβ0g(s(j)(σ);λ) is uniformly
continuous in σ ∈ U2εj (ξ(j)) with respect to λ ∈ Cδ0 , limσ→0 β(j)0 (σ;λ) = β(j)0 (0;λ) uniformly in
λ ∈ Cδ0 . From (1.5), β(j)0 (0;λ) is bounded for λ ∈ Cδ0 . Further, (4.3) and (4.4) yield that β(j)1 (σ;λ)
is uniformly bounded for σ ∈ U2εj (ξ(j)) and λ ∈ Cδ0 . Hence, Laplace method (cf. Proposition 6.2)
implies
I˜01j(λ, p) = e
−λl(p,D)‖g( ·, λ)‖C(∂Ω)O(λβ0−2)
and
I˜00j(λ, p) =
Jj(0, 0)e
−λl(p,D)√
det (Hess (l˜p
(j)
)(0, 0))
(
2π
λ
)2 (
λβ0g(y(j), λ)H+(ξ(j), y(j), p) + o(1)
)
as |λ| → ∞ uniformly for λ ∈ Cδ0 . From (1.8), it follows that H+(ξ(j), y(j), p) > 0 holds since
(ξ(j), y(j)) ∈M1(p). This completes the proof of Theorem 1.3. 
Note that if ∂D and ∂Ω are C2,α0 for some 0 < α0 < 1, and g(·;λ) ∈ C0,α0(∂Ω), it holds that
β
(j)
k (·;λ) ∈ C0,α0 near σ = 0. Hence, from Remark 6.3 in Section 6, we obtain (2) of Remark 1.4.
5 The influence from the off-diagonal parts
In this section, a proof of Proposition 3.3 is given. As in Proposition 3.3 and estimate (3.5), the
integral kernels of the operators M
(1)
Dj
(λ) and MDj (λ) =
tY jj22 (λ)(I − tY jj22 (λ))−1, which are for the
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case that ∂D consists of only one strictly convex cavity Dj, are given. Hence, we need to evaluate the
influences among other cavities, which is performed by decomposing the whole operator (I−tY22(λ))−1
into the diagonal parts and the off-diagonal parts.
Before giving the decomposition, we introduce the following estimates used frequently:
Lemma 5.1 There exist constants C > 0 and d1 > 0 such that∫
∂Dp
(
µ+
1
|ξ − ζ|
)
e−µδ|ξ−ζ|dSζ ≤ Cδ−1e−d1δµ
(ξ ∈ ∂Di,i, p = 1, 2, . . . , N, i 6= p, 0 < δ ≤ 1, µ > 0),∫
∂Di
(
µ+
1
|ξ − ζ|
)
e−µδ|ξ−ζ|dSζ ≤ Cδ−1−qµ−q
(ξ ∈ ∂Di,i = 1, 2, . . . , N, q = 0, 1, 0 < δ ≤ 1, µ > 0).
Proof: Recalling (3.6), we obtain |ξ − ζ| ≥ 2d1 (ξ ∈ ∂Di, ζ ∈ ∂Dp) for i 6= p. This implies that there
exists a constant C > 0 such that∫
∂Dp
(
µ+
1
|ξ − ζ|
)
e−µδ|ξ−ζ|dSζ ≤
(
µ+
1
2d1
)
e−2µδd1Vol(∂Dp)
≤ Cδ−1e−µδd1 (0 < δ ≤ 1, ξ ∈ ∂Di).
For the case i = p, from µδ|ξ − ζ|e−µδ|ξ−ζ| ≤ 1, it follows that
∫
∂Dp
(
µ+
1
|ξ − ζ|
)
e−µδ|ξ−ζ|dSζ ≤ 2δ−1
∫
∂Dp
dSζ
|ξ − ζ| (0 < δ ≤ 1).
The above estimate and (3.12) imply the estimate for the case q = 0. For the case q = 1, from (ii) of
Lemma 3.7, for 0 < δ ≤ 1, it follow that∫
∂Dp
(
µ+
1
|ξ − ζ|
)
e−µδ|ξ−ζ|dSζ ≤ C
(
µ(δµ)−2 + (δµ)−1
) ≤ Cδ−2µ−1,
which completes the proof of Lemma 5.1. 
We put YD(λ) = diag(
tY 1122 (λ),
tY 2222 (λ), · · · , tY NN22 (λ)), where diag(a1, a2, · · · , aN ) is the diagonal
matrix with (p, q)-component apδpq, and δpq is Kronecker’s delta. Note that YD(λ)(I − YD(λ))−1 is
given by
YD(λ)(I − YD(λ))−1 = diag(MD1(λ),MD2 (λ), · · · ,MDN (λ)).
To handle off-diagonal parts, we introduce W (λ) = (tY22(λ) − YD(λ))(I − YD(λ))−1 and W˜ (λ) =
(tY22(λ)− YD(λ))YD(λ)(I − YD(λ))−1. Noting
I − tY22(λ) = I − YD(λ) − (tY22(λ)− YD(λ))
= (I − (tY22(λ) − YD(λ))(I − YD(λ))−1)(I − YD(λ)),
we obtain
(I − tY22(λ))(I − YD(λ))−1 = I −W (λ). (5.1)
We define the operators W ij(λ) and W˜ ij(λ) by
W (λ)f(ξ) =
N∑
j=1
W ij(λ)fj(ξ), W˜ (λ)f(ξ) =
N∑
j=1
W˜ ij(λ)fj(ξ) (ξ ∈ ∂Di)
for f ∈ C(∂D) and i = 1, 2, . . . , N . Since each (i, j)-component of
(tY22(λ)− YD(λ))YD(λ)(I − YD(λ))−1
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with i 6= j and i, j = 1, 2, . . . , N is given by tY ij22 (λ)MDj (λ), and
W (λ) = (tY22(λ) − YD(λ))(I − YD(λ))−1
= (tY22(λ) − YD(λ)) + (tY22(λ) − YD(λ))YD(λ)(I − YD(λ))−1,
we obtain the following relations:
W ii(λ) = W˜ ii(λ) = 0 (i = 1, 2, . . . , N),
W ij(λ) = tY ij22 (λ) + W˜
ij(λ), W˜ ij(λ) = tY ij22 (λ)MDj (λ) (i, j = 1, 2, . . . , N, i 6= j).
From the definition of W (λ), (I −W (λ))−1 exists for λ ∈ Cδ0 , µ ≥ µ0 by choosing µ0 > 0 larger if
necessary. In what follows, we put W∞(λ) =W (λ)(I −W (λ))−1, which can also be written as
W∞(λ)f(ξ) =
N∑
j=1
W∞,ij(λ)fj(ξ) (ξ ∈ ∂Di, f ∈ C(∂D))
by using the operatorsW∞,ij(λ) ∈ B(C(∂Dj), C(∂Di)). We denote byW ij(ξ, ζ;λ) andW∞,ij(ξ, ζ;λ)
the integral kernel of W ij(λ) and W∞,ij(λ) respectively.
We need the following estimates of W ij(ξ, ζ;λ):
Proposition 5.2 There exist constants d1 > 0 and C1 > 0 such that for all i, j = 1, 2, . . . , N with
i 6= j and 0 < δ ≤ 1, the integral kernel W ij(ξ, ζ;λ) is estimated by
∣∣W ij(ξ, ζ;λ)∣∣ ≤ C1δ−2e−δd1µe−(1−δ)µ|ξ−ζ| (ξ ∈ ∂Di, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ µ0).
Note that from the definition of W ij(λ), W jj(ξ, ζ;λ) = 0 (ξ, ζ ∈ ∂Dj, j = 1, 2, . . . , N).
Proof of Proposition 5.2: Assume that i 6= j. Since W˜ ij(λ) = tY ij22 (λ)MDj (λ), the integral kernel
W˜ ij(ξ, ζ;λ) of W˜ ij(λ) has the following integral representation:
W˜ ij(ξ, ζ;λ) =
∫
∂Dj
tY ij22 (ξ, η;λ)MDj (η, ζ;λ)dSη (ξ ∈ ∂Di, ζ ∈ ∂Dj). (5.2)
The above representation, estimates (3.2) and (3.5), and |ξ − η| ≥ 2d1 (ξ ∈ ∂Di, η ∈ ∂Dj) imply that
∣∣W˜ ij(ξ, ζ;λ)∣∣ ≤ C
∫
∂Dj
(
µ+
1
|ξ − η|
)
e−µ|ξ−η|
(
µ+
1
|η − ζ|
)
e−µ|η−ζ|dSη
≤ Cµ
∫
∂Dj
(
µ+
1
|η − ζ|
)
e−µ(|ξ−η|+|η−ζ|)dSη
(ξ ∈ ∂Di, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ µ0).
For ξ ∈ ∂Di, η, ζ ∈ ∂Dj , it follows that
|ξ − η|+ |η − ζ| ≥ δ|ξ − η|+ δ|η − ζ|+ (1 − δ)|ξ − ζ|
≥ 2d1δ + δ|η − ζ|+ (1 − δ)|ξ − ζ|.
From this estimate and Lemma 5.1, we obtain
∫
∂Dj
(
µ+
1
|η − ζ|
)
e−µ(|ξ−η|+|η−ζ|)dSη
≤ e−2d1δµe−(1−δ)µ|ξ−ζ|
∫
∂Dj
(
µ+
1
|η − ζ|
)
e−µδ|η−ζ|dSη
≤ Cδ−2µ−1e−2d1δµe−(1−δ)µ|ξ−ζ| (0 < δ ≤ 1, ξ ∈ ∂Di, ζ ∈ ∂Dj).
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Thus, we can find a constant C > 0 satisfying
∣∣W˜ ij(ξ, ζ;λ)∣∣ ≤ Cδ−2e−2d1δµe−(1−δ)µ|ξ−ζ| (ξ ∈ ∂Di, ζ ∈ ∂Dj, i 6= j, 0 < δ ≤ 1). (5.3)
Estimate (5.3) and (3.2), and W ij(ξ, ζ;λ) = tY ij22 (ξ, ζ;λ) + W˜
ij(ξ, ζ;λ) for i 6= j imply Proposition
5.2. 
From Proposition 5.2, we can give estimates of W∞,ij(ξ, ζ;λ).
Proposition 5.3 There exists a constant µ1 > 0 such that for all i, j = 1, 2, . . . , N and 0 < δ ≤ 1,
the integral kernel W∞,ij(ξ, ζ;λ) is estimated by
∣∣W∞,ij(ξ, ζ;λ)∣∣ ≤ 2C1δ−2e−δd1µe−(1−δ)µ|ξ−ζ| (ξ ∈ ∂Di, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ µ1δ−3),
where C1 > 0 and d1 > 0 are the constants given in Proposition 5.2. Further, there also exist constants
0 < δ1 ≤ 1 and d3 > 0 such that for any j = 1, 2, . . . , N and 0 < δ ≤ δ1, W∞,jj(ξ, ζ, λ) is estimated
by ∣∣W∞,jj(ξ, ζ;λ)∣∣ ≤ 2C1δ−2e−δd1µe−2d3µe−µ|ξ−ζ| (ξ, ζ ∈ ∂Dj , λ ∈ Cδ0 , µ ≥ µ1δ−3).
Proof: We start to getting estimates of the repeated kernels of the integral operator W (λ). We put
W (n)(λ) = (W (λ))n (n = 1, 2, . . .), and denote by W
(n)
ij (λ) the (i, j)-components of W
(n)(λ), and by
W
(n)
ij (ξ, ζ;λ) (ξ ∈ ∂Di, ζ ∈ ∂Dj) the integral kernel of W (n)ij (λ). Then it follows that
W
(n)
ij (λ)fj(ξ) =
∫
∂Dj
W
(n)
ij (ξ, ζ;λ)fj(ζ)dSζ (ξ ∈ ∂Di).
By induction, we show
∣∣W (n)ij (ξ, ζ;λ)∣∣ ≤ Cn−12 (C1δ−2e−µδd1)ne−(1−δ)µ|ξ−ζ| (5.4)
(ξ ∈ ∂Di, ζ ∈ ∂Dj , 0 < δ ≤ 1, i, j = 1, 2, . . . , N, n = 1, 2, . . .),
where C2 = Vol(∂D) =
∑N
j=1 Vol(∂Dj) > 0. From W
(1)
ij (ξ, ζ;λ) =Wij(ξ, ζ;λ), Proposition 5.2 shows
that the case n = 1 is true. Assume that the case less than or equal to n are true.
Note that the kernel W
(n+1)
ij (ξ, ζ;λ) is given by
W
(n+1)
ij (ξ, ζ;λ) =
N∑
p=1
∫
∂Dp
Wip(ξ, η;λ)W
(n)
pj (η, ζ;λ)dSη . (5.5)
Hence Proposition 5.2 and the assumption of induction imply that
∣∣W (n+1)ij (ξ, ζ;λ)∣∣ ≤ Cn−12 (C1δ−2e−µδd1)n+1
N∑
p=1
∫
∂Dp
e−(1−δ)µ(|ξ−η|+|η−ζ|)dSη.
From e−(1−δ)µ(|ξ−η|+|η−ζ|) ≤ e−(1−δ)µ|ξ−ζ|, it follows that
∫
∂Dp
e−(1−δ)µ(|ξ−η|+|η−ζ|)dSη ≤ e−(1−δ)µ|ξ−ζ|Vol(∂Dp).
This implies ∣∣W (n+1)ij (ξ, ζ;λ)∣∣ ≤ Cn2 (C1δ−2e−µδd1)n+1e−(1−δ)µ|ξ−ζ|,
which means that the case n+ 1 is also true. Thus, we obtain (5.4).
For handling the diagonal parts W
(n)
jj (ξ, ζ, λ), we need the following lemma:
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Lemma 5.4 There exist 0 < δ1 ≤ 1 and d3 > 0 such that
(1− δ)(|ξ − η|+ |η − ζ|) ≥ |ξ − ζ|+ 2d3 (ξ, ζ ∈ ∂Dj , η ∈ ∂Dp, j 6= p, 0 < δ ≤ δ1).
Proof: We put ϕ(ξ, ζ, η, δ) = (1− δ)(|ξ − η|+ |η− ζ|)− |ξ− ζ|. The function ϕ(ξ, ζ, η, 0) is continuous
on the compact set ∪Nj=1∂Dj × ∂Dj × (∂D \ ∂Dj), and ϕ(ξ, ζ, η, 0) > 0 ((ξ, ζ, η) ∈ ∪Nj=1∂Dj × ∂Dj ×
(∂D \ ∂Dj)), which yields
d3 = 3
−1 inf{ϕ(ξ, ζ, η, 0) | (ξ, ζ, η) ∈ ∪Nj=1∂Dj × ∂Dj × (∂D \ ∂Dj) } > 0.
We put d′+ = max{ |ξ − ζ| | ξ ∈ ∂Di, ζ ∈ ∂Dj , i, j = 1, 2, . . . , N, i 6= j } > 0. Note that
|ϕ(ξ, ζ, η, δ) − ϕ(ξ, ζ, η, 0)| = δ(|ξ − η|+ |η − ζ|) ≤ 2d′+δ
((ξ, ζ, η) ∈ ∪Nj=1∂Dj × ∂Dj × (∂D \ ∂Dj)),
we put δ1 = min{1, (2d′+)−1d3}. Then 0 < δ1 ≤ 1, and for 0 < δ ≤ δ1 and (ξ, ζ, η) ∈ ∪Nj=1∂Dj ×
∂Dj × (∂D \ ∂Dj),
ϕ(ξ, ζ, η, δ) ≥ ϕ(ξ, ζ, η, 0)− |ϕ(ξ, ζ, η, δ) − ϕ(ξ, ζ, η, 0)| ≥ 3d2 − 2d′+δ ≥ 2d3,
which completes the proof of Lemma 5.4. 
Now estimates of W
(n)
jj (ξ, ζ;λ) are given as follows: Noting W
jj(ξ, ζ;λ) = 0 (j = 1, 2, . . . , N) and
(5.5), for n ≥ 2 we have
W
(n)
jj (ξ, ζ;λ) =
∑
p6=j
∫
∂Dp
Wjp(ξ, η;λ)W
(n−1)
pj (η, ζ;λ)dSη .
The above equality, Proposition 5.2 and (5.4) imply that for any ξ, ζ ∈ ∂Dj,
∣∣W (n)jj (ξ, ζ;λ)∣∣ ≤ Cn−22 (C1δ−2e−µδd1)n
∑
p6=j
∫
∂Dp
e−(1−δ)µ(|ξ−η|+|η−ζ|)dSη.
Since Lemma 5.4 yields that there exist 0 < δ1 ≤ 1 and d2 > 0 such that for any 0 < δ ≤ δ1 and
j 6= p,
(1 − δ)(|ξ − η|+ |η − ζ|) ≥ |ξ − ζ|+ 2d3 (ξ, ζ ∈ ∂Dj, η ∈ ∂Dp, 0 < δ ≤ δ1),
which yields
∫
∂Dp
e−(1−δ)µ(|ξ−η|+|η−ζ|)dSη ≤ Vol(∂Dp)e−µ|ξ−ζ|e−2µd3 (ξ, ζ ∈ ∂Dj , p 6= j).
From these estimates, we obtain
∣∣W (n)jj (ξ, ζ;λ)∣∣ ≤ Cn−12 (C1δ−2e−µδd1)ne−µ|ξ−ζ|e−2µd3 (5.6)
(ξ, ζ ∈ ∂Dj, 0 < δ ≤ δ1, j = 1, 2, . . . , N).
Now we put µ1 = max{µ0, 2C1C2/d1 } ≥ µ0. For µ ≥ δ−3µ1, it follows that
C1C2δ
−2e−µδd1 ≤ C1C2δ−2(µδd1)−1(µδd1)e−µδd1 ≤ C1C2d−11 δ−3µ−1 ≤ 1/2.
This estimate, (5.4) and (5.6) imply
∣∣W (n)ij (ξ, ζ;λ)∣∣ ≤ C1δ−2e−µδd1
(1
2
)n−1
e−(1−δ)µ|ξ−ζ|
(ξ ∈ ∂Di, ζ ∈ ∂Dj , 0 < δ ≤ 1),
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∣∣W (n)jj (ξ, ζ;λ)∣∣ ≤ C1δ−2e−µδd1
(1
2
)n−1
e−µ|ξ−ζ|e−2µd3 (ξ, ζ ∈ ∂Dj , 0 < δ ≤ δ1).
Noting that W∞,ij(ξ, ζ;λ) =
∑∞
n=1W
(n)
ij (ξ, ζ;λ), since W
∞,ij(λ) =
∑∞
n=1W
(n)
ij (λ), we obtain∣∣W∞,ij(ξ, ζ;λ)∣∣ ≤ 2C1δ−2e−µδd1e−(1−δ)µ|ξ−ζ| (ξ ∈ ∂Di, ζ ∈ ∂Dj, 0 < δ ≤ 1),∣∣W∞,jj(ξ, ζ;λ)∣∣ ≤ 2C1δ−2e−µδd1e−µ|ξ−ζ|e−2µd3 (ξ, ζ ∈ ∂Dj, 0 < δ ≤ δ1),
which completes the proof of Proposition 5.3. 
Now, we proceed to get estimates for the integral kernel of M(λ) = tY22(λ)(I − tY22(λ))−1. From
(5.1), it follows that
(I − tY22(λ))−1 = (I − YD(λ))−1(I −W (λ))−1
= I + YD(λ)(I − YD(λ))−1 +W (λ)(I −W (λ))−1
+ YD(λ)(I − YD(λ))−1W (λ)(I −W (λ))−1,
which yields
M(λ) = YD(λ)(I − YD(λ))−1 +W (λ)(I −W (λ))−1
+ YD(λ)(I − YD(λ))−1W (λ)(I −W (λ))−1
since M(λ) = tY22(λ)(I − tY22(λ))−1 = (I − tY22(λ))−1 − I. We denote by M ij(ξ, ζ;λ) the (i, j)-
components of the integral kernel of M(λ). The above expression implies that
M ij(ξ, ζ;λ) = δijMDj (ξ, ζ;λ) +W
∞,ij(ξ, ζ;λ)
+
∫
∂Di
MDi(ξ, η;λ)W
∞,ij(η, ζ;λ)dSη (ξ ∈ ∂Di, ζ ∈ ∂Dj). (5.7)
From (2.8) and (2.7), for ξ ∈ ∂Di, ζ ∈ ∂Dj, the (i, j)-components of the integral kernelM (1),ij(ξ, ζ;λ)
of M (1)(λ) is given by
M (1),ij(ξ, ζ;λ) =
1
2π
e−λ|ξ−ζ|H1(ξ, ζ) +
N∑
p=1
∫
∂Dp
tY ip22 (ξ, η;λ)M
pj(η, ζ;λ)dSη . (5.8)
Since M
(1)
Dj
is defined by (3.3), M
(1)
Dj
(ξ, ζ;λ) are written by
M
(1)
Dj
(ξ, ζ;λ) =
1
2π
e−λ|ξ−ζ|H1(ξ, ζ) +
∫
∂Dj
tY jj22 (ξ, η;λ)MDj (η, ζ;λ)dSη . (5.9)
Lemma 5.5 There exist constants C > 0 and µ1 > 0 such that for all 0 < δ ≤ 1 and i, j = 1, 2, . . . , N
with i 6= j, the integral kernel M ij(ξ, ζ;λ) given by (5.7) is estimated by∣∣M ij(ξ, ζ;λ)∣∣ ≤ Cδ−3e−δd1µe−(1−δ)µ|ξ−ζ| (ξ ∈ ∂Di, ζ ∈ ∂Dj , λ ∈ Cδ0 , µ ≥ µ1δ−3).
There also exist constants C > 0, µ1 > 0 and 0 < δ1 ≤ 1 such that for all j = 1, 2, . . . , N and
0 < δ ≤ δ1, the integral kernel M jj(ξ, ζ;λ) is estimated by∣∣M jj(ξ, ζ;λ) −MDj (ξ, ζ;λ)∣∣ ≤ Cδ−2e−δd1µe−d3µe−µ|ξ−ζ|
(ξ, ζ ∈ ∂Dj , λ ∈ Cδ0 , µ ≥ µ1δ−3).
Remark 5.6 From Lemma 5.5 and (3.5), we obtain
∣∣M jj(ξ, ζ;λ)∣∣ ≤ C(µ+ δ−2e−δd1µ + 1|ξ − ζ|
)
e−µ|ξ−ζ|
(ξ, ζ ∈ ∂Dj , λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ δ1),
where 0 < δ1 ≤ 1 and µ1 > 0 are given in Lemma 5.5.
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Proof: We show the first estimate in Lemma 5.5. Assume that i 6= j. It suffices to show
∫
∂Di
∣∣MDi(ξ, η;λ)W∞,ij(η, ζ;λ)∣∣dSη ≤ Cδ−3e−δd1µe−(1−δ)µ|ξ−ζ| (5.10)
(ξ ∈ ∂Di, ζ ∈ ∂Dj, i 6= j, λ ∈ Cδ0 , µ ≥ µ1δ−3)
since other terms in the representation (5.7) of the integral kernelM ij(ξ, ζ;λ) are given by Proposition
5.3.
Keeping the case i 6= j in mind, and using (3.5) and Proposition 5.3, for 0 < δ ≤ 1, we obtain
∫
∂Di
∣∣MDi(ξ, η;λ)W∞,ij(η, ζ;λ)∣∣dSz
≤ 2CC1δ−2e−δd1µ
∫
∂Di
(
µ+
1
|ξ − η|
)
e−µ|ξ−η|e−(1−δ)µ|η−ζ|dSη.
Since
e−µ|ξ−η|e−(1−δ)µ|η−ζ| ≤ e−(1−δ)µ|ξ−ζ|e−µδ|ξ−η| (ξ ∈ ∂Di, ζ, η ∈ ∂Dj),
0 < δ ≤ 1 and Lemma 5.1 imply
∫
∂Di
∣∣MDi(ξ, η;λ)W∞,ij(η, ζ;λ)∣∣dSη
≤ 2CC1δ−2e−δd1µe−(1−δ)µ|ξ−ζ|
∫
∂Di
(
µ+
1
|ξ − η|
)
e−δµ|ξ−η|dSη
≤ Cδ−3e−δd1µe−(1−δ)µ|ξ−ζ|,
which shows (5.10).
For the case i = j, Proposition 5.3 and (5.7), it suffices to show
∫
∂Dj
∣∣MDj (ξ, η;λ)W∞,jj(η, ζ;λ)∣∣dSη ≤ Cδ−2e−δd1µe−d3µe−µ|ξ−ζ| (5.11)
(ξ, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ δ1),
where 0 < δ1 ≤ 1 is the constant given in Proposition 5.3.
From the estimate of W∞,jj(ξ, ζ;λ) in Proposition 5.3 and (3.5), it follows that for 0 < δ1 ≤ 1,∫
∂Dj
∣∣MDj (ξ, η;λ)W∞,jj(η, ζ;λ)∣∣dSη
≤ 2CC1δ−2e−δd1µe−2d3µ
∫
∂Dj
(
µ+
1
|ξ − η|
)
e−µ|ξ−η|e−µ|η−ζ|dSη.
Since (3.12) implies
e−d3µ
∫
∂Dj
(
µ+
1
|ξ − η|
)
dSη ≤ Ce−d3µ(µ+ 1) ≤ C (µ ≥ 1),
we obtain (5.11), which completes the proof of Lemma 5.5. 
Now we are in the position to show Proposition 3.3.
Proof of Proposition 3.3: We put
Aijp(ξ, ζ;λ) =
∫
∂Dp
tY ip22 (ξ, η;λ)M
pj(η, ζ;λ)dSη (ξ ∈ ∂Di, ζ ∈ ∂Dj),
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which are in the integral representation (5.8) of the integral kernel M
(1)
ij (ξ, ζ;λ) of M
(1)(λ). Here
we consider the following four cases (i)-(iv), though they do not correspond to the partition of the
possible cases.
(i) The case j 6= p: From the first estimate in Lemma 5.5 and (3.2), there exists a constant C > 0
such that for any 0 < δ ≤ 1 and λ ∈ Cδ0 , µ ≥ µ1δ−3,
|Aijp(ξ, ζ;λ)| ≤ Cδ−3e−δd1µ
∫
∂Dp
(
µ+
1
|ξ − η|
)
e−µ|ξ−η|e−(1−δ)µ|η−ζ|dSη
≤ Cδ−3e−δd1µe−(1−δ)µ|ξ−ζ|
∫
∂Dp
(
µ+
1
|ξ − η|
)
e−µδ|ξ−η|dSη.
Hence, Lemma 5.1 implies
|Aijp(ξ, ζ;λ)| ≤ Cδ−4e−δd1µe−(1−δ)µ|ξ−ζ| (5.12)
(ξ ∈ ∂Di, ζ ∈ ∂Dj,i, j, p = 1, 2, . . . , N, j 6= p, λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ 1).
(ii) The case j 6= p and i = j: For these i and j, as in the case (i), it follows that
|Ajjp(ξ, ζ;λ)| ≤ Cδ−3e−δd1µ
∫
∂Dp
(
µ+
1
|ξ − η|
)
e−(1−δ)µ(|η−ζ|+|ξ−η|)e−δµ|ξ−η|dSη
(ξ, ζ ∈ ∂Dj , λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ 1).
Hence, Lemma 5.4 and Lemma 5.1 yield
|Ajjp(ξ, ζ;λ)| ≤ Cδ−3e−δd1µe−µ|ξ−ζ|e−2d3µ
∫
∂Dp
(
µ+
1
|ξ − η|
)
e−δµ|ξ−η|dSη
≤ Cδ−4e−δd1µe−µ|ξ−ζ|e−2d3µ (5.13)
(ξ, ζ ∈ ∂Dj,j, p = 1, 2, . . . , N, j 6= p, λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ δ1).
(iii) The case j = p: If this is the case, the second estimate in Lemma 5.5 and (3.2) implies that there
exist constants C > 0, µ1 > 0 and 0 < δ1 ≤ 1 such that for any 0 < δ ≤ δ1 and λ ∈ Cδ0 , µ ≥ µ1δ−3,
∣∣∣Aijj(ξ, ζ;λ) −
∫
∂Dj
tY ij22 (ξ, η;λ)MDj (η, ζ;λ)dSη
∣∣∣
=
∣∣∣
∫
∂Dj
tY ij22 (ξ, η;λ)
(
Mjj(η, ζ;λ) −MDj (η, ζ;λ)
)
dSη
∣∣∣
≤ C
∫
∂Dj
(
µ+
1
|ξ − η|
)
e−µ|ξ−η|δ−2e−δd1µe−µd3e−µ|η−ζ|dSη
≤ Cδ−2e−δd1µe−µ|ξ−ζ|e−µd3
∫
∂Dj
(
µ+
1
|ξ − η|
)
dSη.
From (3.12) and µe−µd3 ≤ d3−1, there exist constants C > 0 and 0 < δ1 ≤ 1 such that
|Aijj(ξ, ζ;λ) −
∫
∂Dj
tY ij22 (ξ, η;λ)MDj (η, ζ;λ)dSη | ≤ Cδ−2e−δd1µe−µ|ξ−ζ| (5.14)
(ξ ∈ ∂Di, ζ ∈ ∂Dj , λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ δ1).
(iv) The case j = p and i 6= j: If this is the case, (5.2) and (5.14) yield
|Aijj(ξ, ζ;λ) − W˜ ij(ξ, ζ;λ)| ≤ Cδ−2e−δd1µe−µ|ξ−ζ|.
23
Hence, estimate (5.3) for W˜ ij(ξ, ζ;λ) (i 6= j) implies that
|Aijj(ξ, ζ;λ)| ≤ Cδ−2e−δd1µe−(1−δ)µ|ξ−ζ| (5.15)
(ξ ∈ ∂Di, ζ ∈ ∂Dj, i 6= j, λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ δ1).
Now we are in the position to give the estimate of M
(1)
ij (ξ, ζ;λ) for the case i 6= j. For (5.8), it
follows that
M (1),ij(ξ, ζ;λ) =
1
2π
e−λ|ξ−ζ|H1(ξ, ζ) +
N∑
p=1
Aijp(ξ, ζ;λ).
From (5.12), (5.15) and the argument for getting (3.7) implies
|M (1)ij (ξ, ζ;λ)| ≤ Cδ−4e−δd1µe−(1−δ)µ|ξ−ζ|
(ξ ∈ ∂Di, ζ ∈ ∂Dj , i 6= j, λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ δ1).
Next is the case i = j. The representations (5.8) and (5.9) yield
M (1),jj(ξ, ζ;λ) −M (1)Dj (ξ, ζ;λ)
=
∑
p6=j
Ajjp(ξ, ζ;λ) +Ajjj(ξ, ζ;λ)−
∫
∂Dj
tY ij22 (ξ, η;λ)MDj (η, ζ;λ)dSη .
This equality, (5.13) and (5.14) imply that
|M (1),jj(ξ, ζ;λ) −M (1)Dj (ξ, ζ;λ)| ≤ Cδ−4e−δd1µe−µ|ξ−ζ|
(ξ, ζ ∈ ∂Dj, λ ∈ Cδ0 , µ ≥ µ1δ−3, 0 < δ ≤ δ1),
which completes the proof of Proposition 3.3. 
6 Estimate of some Laplace integrals
Let U ⊂ Rn be a bounded open set, and S(σ) is a C2 function in U , and h(σ;λ) be a continuous
function in σ ∈ U with a parameter λ ∈ Cδ0 for some δ0 > 0. For S and h, assume that
(S.1) τ−∞ = infσ∈U S(σ) exists and τ−∞ = S(0),
(S.2) there exists a constant C0 > 0 such that τ−∞ ≤ S(σ) ≤ τ−∞ + C0|σ|2 (σ ∈ U),
(H.1) h is of the form: h(σ;λ) = h1(σ;λ) + λ
−1h˜1(σ;λ) (σ ∈ U, λ ∈ Cδ0),
(H.2) there exist constants C1 > 0, C
′
1 > 0 and µ0 > 0 such that
Re [h1(σ;λ)] ≥ C1, |h1(σ;λ)| + |h˜1(σ;λ)| ≤ C′1 (σ ∈ U, λ ∈ Cδ0 , µ ≥ µ0).
For the functions S and h, and a cutoff function ϕ ∈ C20 (U) with 0 ≤ ϕ ≤ 1 and ϕ(0) = 1, we
introduce a Laplace integral I(λ) of the form:
I(λ) =
∫
U
e−λS(σ)ϕ(σ)h(σ;λ)dσ. (6.1)
Proposition 6.1 For integral (6.1), assume that S and h satisfy (S.1), (S.2), (H.1) and (H.2) in the
above. Then there exist constants 0 < δ1 < δ0, µ1 > 0 and C > 0 such that
Re [eλτ−∞I(λ)] ≥ Cµ−n/2 (λ ∈ Λδ1 , µ ≥ µ1).
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Proof: We put τ∞ = supσ∈U S(σ), Eτ = {σ ∈ U |S(σ) ≤ τ} for τ ∈ R, and
βλ(τ) =
∫
Eτ
ϕ(σ)h(σ;λ)d σ (τ ∈ R).
Note that βλ(τ) is a function of bounded variation, βλ(τ) = 0 for τ < τ−∞ and βλ(τ) = βλ(τ∞)
for τ ≥ τ∞. Note also that βλ is a right continuous function in τ ∈ R since for any τ0 ∈ R,
limτ→τ0+0 χEτ (σ) = χEτ0 (σ), where χEτ (σ) is the characteristic function of the set Eτ . From Stieltjes
integral with respect to βλ, for any τ˜−∞ < τ−∞, it follows that
I(λ) =
∫ τ∞
τ˜−∞
e−λτdβλ(τ) = e
−λτ∞βλ(τ∞) + λ
∫ τ∞
τ−∞
e−τλβλ(τ)dτ. (6.2)
We put
βλ,0(τ) =
∫
Eτ
ϕ(σ)h1(σ;λ)d σ (τ ∈ R).
From (H.2), it follows that
|βλ,0(τ) − βλ,0(τ−∞)| ≤ C′1
∫
(Eτ\Eτ−∞ )∪(Eτ−∞\Eτ )
ϕ(σ)dσ ≤ C′1‖ϕ‖L1(U) (6.3)
(τ ∈ R, λ ∈ Cδ0 , µ ≥ µ0).
Note also that (H.1) and (H.2) yield that
|βλ(τ)− βλ,0(τ)| ≤ C′1C−11 |λ|−1
∫
Eτ
ϕ(σ)Re [h1(σ;λ)]dσ
≤ C2|λ|−1Reβλ,0(τ) ≤ C2C′1|λ|−1‖ϕ‖L1(U) (6.4)
(τ ∈ R, λ ∈ Cδ0 , µ ≥ µ0),
where C2 = C
′
1/C1 > 0. A similar argument for getting (6.4) implies
|βλ(τ)| ≤ C′1‖ϕ‖L1(U), |Imβλ,0(τ)| ≤ C2Reβλ,0(τ) (τ ∈ R, λ ∈ Cδ0 , µ ≥ µ0), (6.5)
which yields
Re
(
eλτ−∞λ
∫ τ−∞
τ−∞
e−τλβλ(τ)dτ
)
≥ Jδ(λ) − C′1‖ϕ‖L1(U)
|λ|
µ
e−µδ (6.6)
for any 0 ≤ δ ≤ τ0, where τ0 = τ∞ − τ−∞ and
Jδ(λ) = Re
(
eλτ−∞λ
∫ τ−∞+δ
τ−∞
e−τλβλ,0(τ)dτ
)
.
Further, (H.2) implies an estimate of Reβλ,0 from below:
Reβλ,0(τ) ≥ C1γ(τ) (τ ∈ R, λ ∈ Cδ0 , µ ≥ µ0), (6.7)
where
γ(τ) =
∫
Eτ
ϕ(σ)dσ (τ ∈ R).
We can divide the following three cases: Case 1: τ−∞ = τ∞, Case 2: τ−∞ < τ∞ and γ(τ−∞) > 0,
Case 3: τ−∞ < τ∞ and γ(τ−∞) = 0.
Case 1: In this case, Eτ−∞ = U . This and assumption (H.2) imply
Re βλ,0(τ−∞) ≥ C1
∫
U
ϕ(σ)dσ = C1‖ϕ‖L1(U) (λ ∈ Cδ0 , µ ≥ µ0).
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This estimate, (6.2) and (6.4) yield
Re [eλτ−∞I(λ)] = Reβλ(τ−∞) ≥ (1− C2|λ|−1)Re βλ,0(τ−∞) ≥ C1(1− C2|λ|−1)‖ϕ‖L1(U),
which implies Re [eλτ−∞I(λ)] ≥ C for some constant C > 0 for large |λ| in λ ∈ Cδ0 uniformly.
Case 2: In this case, we put C3 = C1γ(τ−∞) > 0. Since Eτ ⊃ Eτ−∞ for τ ≥ τ−∞ and
limτ→τ−∞+0 χEτ\Eτ−∞ = 0, (6.3) implies that there exists a constant δ > 0 such that
|βλ,0(τ) − βλ,0(τ−∞)| ≤ C3
2(1 + δ0)
(τ−∞ ≤ τ ≤ τ−∞ + δ).
From the above estimate, (6.4) and (6.7), it follows that
Jδ(λ) ≥ Re
(
eλτ−∞λ
∫ τ−∞+δ
τ−∞
e−τλβλ,0(τ−∞)dτ
)
− |λ|
∫ τ−∞+δ
τ−∞
e−(τ−τ−∞)µ
(|βλ(τ)− βλ,0(τ)|+ |βλ,0(τ)− βλ,0(τ−∞)|)dτ
≥ Re [βλ,0(τ−∞)(1− e−λδ)]− C′1C2
µ
‖ϕ‖L1(U) − C3|λ|
2(1 + δ0)µ
≥ C3
2
− C(µ−1 + e−µδ) (λ ∈ Cδ0).
Combining the above estimate and (6.6) with (6.2), we obtain Re [eλτ−∞I(λ)] ≥ C for some constant
C > 0 for large |λ| in λ ∈ Cδ0 uniformly.
Case 3: In this case, take r1 > 0 with B(0, r1) ⊂ U and ϕ(σ) ≥ ϕ(0)/2 (|σ| ≤ r1), where B(0, r1) is
the open ball with the center 0 and the radius r1. Note that (S.2) implies that B(0,
√
(τ − τ−∞)/C0) ⊂
Eτ for τ−∞ ≤ τ ≤ τ−∞ + C0r21 , which yields
γ(τ) ≥ ϕ(0)
2C
n/2
0
Vol(B(0, 1))(τ − τ−∞)n/2 (τ−∞ ≤ τ ≤ τ−∞ + C0r21).
Hence, taking C4 = 2
−1ϕ(0)Vol(B(0, 1))min{C−n/20 , r
n
1
(τ∞−τ−∞)n/2
}, we obtain
γ(τ) ≥ C4(τ − τ−∞)n/2 (τ−∞ ≤ τ ≤ τ∞). (6.8)
From (6.5), for any 0 < δ ≤ τ0, it follows that
Jδ(λ) ≥ Re
(
λ
∫ δ
0
e−τλβλ,0(τ + τ−∞)dτ
)
− C2
∫ δ
0
∣∣Im(λe−τλ)∣∣Reβλ,0(τ + τ−∞)dτ.
From this estimate, (6.6) and (6.2), for any 0 < δ ≤ τ0 and λ ∈ Λδ1 , we obtain
Re [eτ−∞λI(λ)] ≥ µ
∫ δ
0
e−τµΦ(τ, λ)Reβλ,0(τ + τ−∞)dτ − C′1‖ϕ‖L1(U)(e−τ0µ +
|λ|
µ
e−δµ),
where
Φ(τ, λ) = cos(Im λτ) − C2| sin(Imλτ)| + Imλ
µ
sin(Im λτ) − C2|Imλ|
µ
| cos(Imλτ)|.
We take constants 0 < c0 < 1 and 0 < θ0 < π/2 satisfying cosx−C2| sinx| ≥ 2c0 for |x| ≤ θ0, and
choose δ = min{θ0/|Imλ|, τ0} and µ1 = eδ1(C2+1)/c0 . Since
Φ(τ, λ) ≥ cos(Im λτ) − C2| sin(Imλτ)| − δ1(C2 + 1)
logµ
(λ ∈ Λδ1),
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it follows that Φ(τ, λ) ≥ c0 for λ ∈ Λδ1 , µ ≥ µ1 and 0 ≤ τ ≤ δ. From this fact, (6.7) and (6.8), and
|λ|/µ ≤ 1 + δ1(logµ)−1 ≤ 2 for λ ∈ Λδ1 with µ ≥ µ1 and 0 < δ1 ≤ 1, it follows that
Re [eτ−∞λI(λ)] ≥ c0C1C4µ−n/2
∫ δµ
0
e−ττn/2dτ − 3C′1‖ϕ‖L1(U)e−δµ.
If |Imλ| ≤ θ0/τ0, δµ = τ0µ ≥ τ0e, and if |Imλ| ≥ θ0/τ0, δµ = θ0µ/|Imλ| ≥ θ0δ−11 logµ ≥ θ0
(0 < δ1 ≤ 1 and λ ∈ Λδ1). Hence, in any case, we obtain
Re [eτ−∞λI(λ)] ≥ c0C1C4µ−n/2
∫ min{τ0e,θ0}
0
e−ττn/2dτ − 3C′1‖ϕ‖L1(U)
(
µ−θ0δ
−1
1 + e−τ0µ
)
(λ ∈ Λδ1 , µ ≥ µ1).
This implies Re [eλτ−∞I(λ)] ≥ Cµ−n/2 for some constant C > 0 for large |λ| in λ ∈ Λδ1 uniformly if
we take δ1 sufficiently small. This completes the proof of Proposition 6.1.

Next, we treat the non-degenerate case, i.e.
(S.3) ∇σS(0) = 0, HessS(0) > 0 and S(σ) > τ−∞ (0 6= σ ∈ U)
is assumed. For the amplitude function h(σ;λ), we also assume
(H.3) there exists a constant µ0 > 0 such that limσ→0 h(σ;λ) = h(0;λ) uniformly in λ ∈ Cδ0 with
µ ≥ µ0,
(H.4) h(σ;λ) is bounded for σ ∈ U and λ ∈ Cδ0 .
Proposition 6.2 Assume that S(σ) satisfies (S.1) and (S.3). If h(σ;λ) (σ ∈ U , λ ∈ Cδ0) is contin-
uous in σ ∈ U , then there exists a constant C > 0 such that
|I(λ)| ≤ Ce−µτ−∞µ−n/2‖ϕ(·)h(· ;λ)‖C(U) (λ ∈ Cδ0),
where I(λ) is given by (6.1). Further, assume also that h satisfies (H.3) and (H.4). Then the following
asymptotic formula holds:
I(λ) =
e−λτ−∞√
HessS(0)
λ−n/2
(
h(0;λ) + o(1)
)
(as µ→∞ uniformly in λ ∈ Cδ0).
Proof: Take a cutoff function ψ ∈ C∞0 (U) satisfies ψ = 1 near suppϕ and 0 ≤ ψ ≤ 1, and decompose
the integral I(λ) in (6.1) as follows:
I(λ) = ϕ(0)h(0;λ)
∫
U
e−λS(σ)ψ(σ)dσ +
∫
U
e−λS(σ)ψ(σ)h˜(σ;λ)dσ, (6.9)
where h˜(σ;λ) = ϕ(σ)h(σ;λ) − ϕ(0)h(0;λ). We write the first and second terms of the right side of
(6.9) as I1(λ) and I2(λ) respectively. From the usual Laplace method, I1(λ) is expanded as
I1(λ) = h(0;λ)
e−λτ−∞√
HessS(0)
λ−n/2
(
1 +O(λ−1)
)
(λ ∈ Cδ0 ,Reλ→∞). (6.10)
From (S.3), it follows that there exists a constant C′0 > 0 such that S(σ) ≥ τ−∞ +C′0|σ|2 (σ ∈ U),
which yields
|I2(λ)| ≤ µ−n/2e−µτ−∞
∫
Rn
e−C
′
0|σ|
2 |ψ(µ−1/2σ)h˜(µ−1/2σ;λ)|dσ. (6.11)
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Put M = supσ∈U,λ∈Cδ0 |h(σ;λ)| <∞ for (H.4). There exists a constant C > 0 such that
|h˜(σ;λ)| ≤ |ϕ(σ)||h(σ;λ) − h(0;λ)|+ |h(0;λ)||ϕ(σ) − ϕ(0)|
≤ C{|h(σ;λ) − h(0;λ)|+M |σ|} (σ ∈ U, λ ∈ Cδ0). (6.12)
For any η0 > 0, it follows that
|ψ(µ−1/2σ)(h(µ−1/2σ;λ)− h(0;λ))| ≤ sup
|σ|≤η0µ−1/2
|h(σ;λ) − h(0;λ)| (|σ| ≤ η0, λ ∈ Cδ0)
and
|ψ(µ−1/2σ)(h(µ−1/2σ;λ)− h(0;λ))| ≤ 2M (|σ| ≥ η0, λ ∈ Cδ0).
These estimates and (6.11) imply that there exists a constant C > 0 independent of η0 > 0 such that
|I2(λ)| ≤ Cµ−n/2e−µτ−∞
(
µ−1/2M + sup
|σ|≤η0µ−1/2
|h(σ;λ)− h(0;λ)|
+M
∫
|σ|≥η0
e−C
′
0|σ|
2
dσ
)
(λ ∈ Cδ0).
Hence, taking η0 = µ
1/4 in the above estimate, and noting (H.3), (6.10) and (6.9), we obtain the
asymptotic behavior of I(λ) in Proposition 6.2.
Similarly to (6.11), we have
|I(λ)| ≤ µ−n/2e−µτ−∞
∫
Rn
e−C
′
0|σ|
2 |ϕ(µ−1/2σ)h(µ−1/2σ;λ)|dσ
≤ µ−n/2e−µτ−∞‖ϕ(·)h(· ;λ)‖C(U)
∫
Rn
e−C
′
0|σ|
2
dσ,
which shows the estimate of I(λ) in Proposition 6.2. 
Remark 6.3 Instead of (H.3) and (H.4), assume that h(·;λ) is Ho¨rder continuous in σ ∈ U of order
0 < α0 < 1. In this case, from (6.12), it follows that
|ψ(µ−1/2σ)h˜(µ−1/2σ;λ)| ≤ Cµ−α0/2‖h(·;λ)‖C0,α0 (U) (λ ∈ Cδ0).
Hence, there exist a constant C > 0 and a neighborhood V of 0 with V ⊂ U such that |I2(λ)| ≤
Cµ−n/2−α0/2e−µτ−∞‖h(·;λ)‖C0,α0(V ) (λ ∈ Cδ0). This estimate, (6.10) and (6.9) imply
I(λ) =
e−λτ−∞√
HessS(0)
λ−n/2
(
h(0;λ) +O(λ−α0/2)‖h(·;λ)‖C0,α0(V )
)
(as µ→∞ uniformly in λ ∈ Cδ0).
A The case of one strictly convex cavity with C2 boundary
We discuss reducing regularities of ∂D to obtain the estimates of M
(1)
Dj
(ξ, ζ;λ) in Proposition 3.1.
Since this estimate is for the case of one strictly convex boundary, from now on, we assume that ∂D
is a strictly convex C2 surface. As described in Remark 3.2, this estimate is given for C2,α0 boundary
with some α0 ∈ (0, 1). In [12], for any ξ ∈ ∂D, standard local coordinates
Uξ ∋ σ = (σ1, σ2) 7→ ξ + σ1e1 + σ2e2 − gξ(σ1, σ2)νξ ∈ ∂D ∩B(ξ, 2r0) (A.1)
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are used to show the estimate of the integral kernels. In this case, gξ can be extended as gξ ∈ B2,α0(R2)
(i.e. gξ ∈ B2(R2) and each derivative ∂ασ gξ for |α| = 2 is uniform Ho¨rder continuous in R2). Since
gξ is uniformly bounded in B2,α0(R2) with respect to ξ ∈ ∂D, there exists a constant C > 0 such
that |∂ασ gξ(σ′) − ∂ασ gξ(σ)| ≤ C|σ′ − σ|α0 for any σ, σ′ ∈ R2, |α| = 2 and ξ ∈ ∂D. Thus, we can use
perturbation arguments. When ∂D is C2, more delicate arguments than that in [12] are necessary
since we only have gξ ∈ B2(R2).
For C2 class boundary, we need to show the following properties:
Lemma A.1 All derivatives ∂ασ gξ ∈ B(R2) for |α| ≤ 2 of the functions gξ ∈ B2(R2) for ξ ∈ ∂D given
in Lemma 3.6 are equi-continuous, that is, for any ε > 0, there exists δε > 0 such that |∂ασ gξ(σ˜) −
∂ασ gξ(σ)| < ε holds for |σ˜ − σ| < δε and ξ ∈ ∂D.
A proof of Lemma A.1 is given later. We proceed to show how to treat the C2 boundary case.
Take any ξ ∈ ∂D and a standard local coordinate (A.1) around ξ. Note that we can choose
r0 > 0 in Lemma 3.6 sufficiently small enough. In what follows, we change r0 > 0 to be small several
finite times. Since ∂D is strictly convex and compact, and (3.1) holds for any C2 surface, there
exist constants M1 > M0 > 0 independent of r0 such that M1|ζ − ξ|2 ≥ −νξ · (ζ − ξ) ≥ M0|ζ − ξ|2
(ξ ∈ ∂D and ζ ∈ ∂D∩B(ξ, 2r0)). Choose r0 > 0 satisfying M1r0 < 1/2. For σ ∈ Uξ, we put
ζ = ξ + σ1e1 + σ2e2 − gξ(σ)νξ ∈ ∂D∩B(ξ, 2r0)). From
M0|σ|2 ≤ gξ(σ) ≤M1|ζ − ξ|2 ≤ |ζ − ξ|
2
≤ |σ|+ |gξ(σ)|
2
(σ ∈ Uξ),
M0|σ|2 ≤ gξ(σ) ≤ |σ| holds. Since |ζ − ξ|2 = |σ|2 + |gξ(σ)|2 ≤ 2|σ|2, we obtain
M0|σ|2 ≤ gξ(σ) ≤ 2M1|σ|2 (σ ∈ Uξ, ξ ∈ ∂D). (A.2)
We put r1 = 2r0/
√
1 + 16M21 r
2
0 < 2r0. For σ ∈ Uξ, it follows that (2r0)2 > |ζ − ξ|2 ≥ |σ|2 and
|ζ − ξ|2 = |σ|2 + |gξ(σ)|2 ≤ |σ|2(1 + 4M21 |σ|2), which imply
|σ| ≤ |ζ − ξ| <
√
1 + 16M21 r
2
0 |σ| (A.3)
(ζ = ξ + σ1e1 + σ2e2 − gξ(σ)νξ ∈ ∂D∩B(ξ, 2r0)).
Take any η ∈ ∂D∩B(x, 2r0) with ξ 6= η and fixed. Choose {e1, e2} in the standard system of local
coordinates (A.1) around ξ in such a way that η − ξ is perpendicular to e2 and (η − ξ)·e1 > 0. Thus,
one can write
η = ξ + σ01e1 − gξ(σ01 , 0)νξ
with (σ01)
2 + gξ(σ
0
1 , 0)
2 < (2r0)
2 and σ01 > 0.
Proposition A.2 Assume that ∂D is of class C2 and strictly convex.
(i) It follows that
|ξ − ζ|+ |ζ − η| ≥ |ξ − η|+ 1
2
σ22
|ζ − ξ| (ζ ∈ ∂D ∩B(ξ, 2r0)).
(ii) If r0 is chosen small enough, it follows that
|ξ − ζ|+ |ζ − η| ≥ |ξ − η|+ c0|ζ − ξ| ((σ
0
1)
2σ21 + σ
2
2)
for all σ = (σ1, σ2) and σ
0 = (σ01 , 0) with σ1 < 2σ
0
1/3, |σ| < r1 and |σ0| < r1, where r1 =
2r0/
√
1 + 16M21r
2
0 and c0 is a positive constant depending only on ∂D.
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Proof: For ζ = ξ + σ1e1 + σ2e2 − g(σ)νξ ∈ ∂D ∩ B(ξ, 2r0), we put ρ0 = |η − ξ|, ρ = |ζ − ξ|, and
denote by θ the angle made by the line segments ξζ and ξη. The cosine theorem implies |ζ − η| =√
ρ20 − 2ρ0ρ cos θ + ρ2 ≥ ρ0 − ρ cos θ, which yields
|ξ − ζ|+ |ζ − η| ≥ ρ0 + ρ(1 − cos θ) = ρ0 + ρ sin
2 θ
1 + cos θ
≥ ρ0 + ρ
2
sin2 θ. (A.4)
Since ρ0ρ cos θ = σ
0
1σ1 + gξ(σ0, 0)gξ(σ), it follows that
| sin θ|2 = ρ
2
0σ
2
2 + (gξ(σ)σ
0
1 − σ1gξ(σ01 , 0))2
ρ20ρ
2
≥ σ
2
2
ρ2
, (A.5)
which implies (i) of Proposition A.2.
We put r = |σ| and ωj = σj/r (j = 1, 2). Take any 0 < ǫ < 1/2 fixed later. For ω1 ≤ 1 − ǫ,
ω22 ≥ 1− (1 − ǫ)2 > ǫ holds, which yields σ22 = r2ω22 ≥ ǫ|σ|2. Thus, we get
|ξ − ζ|+ |ζ − η| ≥ ρ0 + σ
2
2
2ρ
≥ ρ0 + ǫ
2ρ
|σ2| ≥ ρ0 + ǫ
2ρ
(
(σ01)
2
(2r0)2
σ21 + σ
2
2)
(ζ ∈ ∂D ∩B(ξ, 2r0), ω1 ≤ 1− ǫ).
Hence, to obtain (ii) of Proposition A.2, from (A.4) and (A.5), and
(σ10)
2
ρ20
≥ 1
1 + 16M21 r
2
0
given by (A.3), it suffices to show that
gξ(σ
0
1 , 0)
σ01
− gξ(σ)
σ1
≥ M0
12
σ01 (|σ01 | < r1, |σ| < r1, σ1 <
2
3
σ01 , ω1 ≥ 1− ǫ) (A.6)
if we choose 0 < ǫ < 1 sufficiently small.
Since ∂D is C2 and ∂D is strictly convex, gξ is expressed by
gξ(σ) =
2∑
ij=1
aijξ (σ)σiσj and a
ij
ξ (σ) =
∫ 1
0
(1− θ)∂σi∂σjgξ(θσ)dθ (i, j = 1, 2).
Note that each aijξ ∈ C(Uξ) is uniformly bounded for |σ| ≤ r1. Hence, there exists a constant M2 > 0
such that |aijξ (σ)| ≤M2 for |σ| ≤ r1. Note that this constant M2 > 0 does not depend on ξ ∈ ∂D and
r1 > 0.
From (A.2), a11ξ (σ
0
1 , 0) ≥M0 ((σ01 , 0) ∈ Uξ). For this M0 > 0, |a11ξ (σ)−a11ξ (0)| < M0/8 (|σ| ≤ r1) if
we take r1 > 0 sufficiently small. Note that this r1 > 0 (and r0 > 0 also) can be chosen as a constant
independent of ξ ∈ ∂D since Lemma A.1 implies that gξ is equi-continuous with respect to ξ ∈ ∂D.
Hence, it follows that
|a11ξ (σ01 , 0)− a11ξ (σ)| ≤ |a11ξ (σ01 , 0)− a11ξ (0, 0)|+ |a11ξ (0, 0)− a11ξ (σ)| ≤M0/4,
which yields
a11ξ (σ
0
1 , 0)−
2
3
a11ξ (σ) ≥
1
3
a11ξ (σ
0
1 , 0)−
2
3
|a11ξ (σ01 , 0)− a11ξ (σ)| ≥
1
6
M0,
for |σ01 | < r1 and |σ| < r1, and
a11ξ (σ) ≥ a11ξ (σ01 , 0)− |a11ξ (σ01 , 0)− a11ξ (σ)| ≥M0 −M0/4 > 0
for |σ| < r1.
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When ω1 ≥ 1−ǫ and 0 < ǫ ≤ 1/2, |ω2| ≤
√
2ǫ holds, which yields |ω2|/ω1 ≤
√
2ǫ/(1−ǫ) ≤ 2√2ǫ ≤ 2.
Hence, for any |σ01 | < r1 and |σ| < r1 with 0 < rω1 = σ1 < 2σ01/3, it follows that
gξ(σ
0
1 , 0)
σ01
− gξ(σ)
σ1
≥ a11ξ (σ01 , 0)σ01 − a11ξ (σ)σ1 − 2M2σ1
|ω2|
ω1
−M2ω
2
2
ω21
σ1
≥ a11ξ (σ01 , 0)σ01 −
2
3
a11ξ (σ)σ
0
1 − 2M2
2
3
σ012
√
2ǫ−M2 2
3
σ014
√
2ǫ
≥
(1
6
M0 − 16
3
M2
√
2ǫ
)
σ01 ≥
M0
6
(
1− 32M2
√
2ǫ
M0
)
σ01 ,
which implies (A.6) if we choose ǫ = min{1/2,M20/(2(64M2)2)}. This completes the proof of Propo-
sition A.2. 
Last, we show Lemma A.1 used to show Proposition A.2.
Proof of Lemma A.1: Since ∂D is C2 class, for any ξ ∈ ∂D, there exist a constant rξ > 0, an open
neighborhood Uξ of the origin 0 in R
2 and a function gξ ∈ B2(R2) with gξ(0) = 0 and ∇gξ(0) = 0
such that
Uξ ∋ σ = (σ1, σ2) 7→ sξ(σ) = ξ + σ1e1(ξ) + σ2e2(ξ) − gξ(σ)νξ ∈ ∂D ∩B(ξ, rξ),
where {e1(ξ), e2(ξ)} is an orthogonal basis for Tξ(∂D). Take any ε1 with 0 < ε1 ≤ 1/4 fixed later. We
can also assume that νζ · νη ≥ 1 − ε1 holds for any ξ ∈ ∂D and ζ, η ∈ ∂D∩B(ξ, rξ) since for C2 class
surfaces, it is well known that there exists a constant C > 0 such that |νξ−νζ | ≤ C|ξ− ζ| (ξ, ζ ∈ ∂D).
In what follows, we write e3(ξ) = −νξ.
Since νsξ(σ) · νξ = 1/
√
1 + |∇σgξ(σ)|2, νsξ(σ) · νξ ≥ 1 − ε1 implies |∇σgξ(σ)|2 ≤ 1/(1− ε1)2 − 1 ≤
2ǫ1/(1− ε1)2, which yields |∂σkgξ(σ)| ≤ 2
√
ε1 (σ ∈ Uξ, k = 1, 2) since 0 < ε1 ≤ 1/4.
From compactness of ∂D, we can choose finitely many points ξ(j) (j = 1, 2, . . . , N) satisfying
∂D ⊂ ∪Nj=1B(ξ(j), rξ(j)/4). Put r0 = minj=1,2,...,N rξ(j)/8 > 0. Note that
∂D = ∪Nj=1{ζ ∈ ∂D|B(ζ, 2r0) ⊂ B(ξ(j), r(j)/2)}. (A.7)
Indeed, for any ζ ∈ ∂D, there exists some ξ(j) ∈ ∂D satisfying ζ ∈ B(ξ(j), rξ(j)/4). For this ξ(j)
and z ∈ B(ζ, 2r0), |z − ξ(j)| ≤ |z − ζ| + |ζ − ξ(j)| < 2r0 + rξ(j)/4 ≤ rξ(j)/2, which yields B(ζ, 2r0) ⊂
B(ξ(j), rξ(j)/2).
We take any j ∈ {1, 2, . . . , N} and ζ ∈ ∂D satisfying B(ζ, 2r0) ⊂ B(ξ(j), r(j)/2). We define Vζ ⊂ R2
by Vζ = {τ = (τ1, τ2) ∈ R2|ζ + τ1e1(ζ) + τ2e2(ζ) + τ3e3(ζ) ∈ ∂D∩B(ζ, 2r0) for some τ3 ∈ R}. Note
that for any τ ∈ Vζ , there exists a unique τ3 ∈ R satisfying η = ζ + τ1e1(ζ) + τ2e2(ζ) + τ3e3(ζ) ∈
∂D∩B(ζ, 2r0). Hence τ3 is a function in τ , which is written by τ3 = hζ(τ). This fact is shown as
follows: Assume that there exists different τ˜3 ∈ R from τ3 satisfying η˜ = ζ + τ1e1(ζ) + τ2e2(ζ) +
τ˜3e3(ζ) ∈ ∂D∩B(ζ, 2r0). From ∂D∩B(ζ, 2r0) ⊂ ∂D∩B(ξ(j), rξ(j)/2), η and η˜ are written as η =
ξ(j) + σ1e1(ξ
(j)) + σ2e2(ξ
(j)) + gξ(j)(σ)e3(ξ
(j)) and η˜ = ξ(j) + σ˜1e1(ξ
(j)) + σ˜2e2(ξ
(j)) + gξ(j)(σ˜)e3(ξ
(j))
by taking some σ and σ˜ ∈ Uξ(j) , respectively. Put ηt = ((1 − t)σ1 + tσ˜1)e1(ξ(j)) + ((1 − t)σ2 +
tσ˜2)e2(ξ
(j))+gξ(j)((1− t)σ+ tσ˜)e3(ξ(j)) ∈ ∂D∩B(ξ(j), rξ(j) ) (0 ≤ t ≤ 1). From mean value theorem, it
follows that gξ(j)(σ˜)−gξ(j)(σ) = (σ˜−σ) ·∂σgξ(j)(σ(0)) where σ(0) = (1− t0)σ+ t0σ˜ for some 0 < t0 < 1.
Hence, we obtain
η˜ − η = (σ˜1 − σ1)e1(ξ(j)) + (σ˜2 − σ2)e2(ξ(j)) + (gξ(j)(σ˜)− gξ(j)(σ))e3(ξ(j))
=
2∑
k=1
(σ˜k − σk)(ek(ξ(j)) + ∂σkgξ(j)(σ(0))e3(ξ(j))) ∈ Tηt0 (∂D).
Thus (η˜ − η) · νηt0 = 0, which yields (τ˜3 − τ3)νζ · νηt0 = 0. This gives a contradiction since νζ · νηt0 ≥
1− ε1 > 0 holds. Hence, τ3 is uniquely determined.
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From the above argument, the map Vζ ∈ τ 7→ ζ + τ1e1(ζ) + τ2e2(ζ) + hζ(τ)e3(ζ) ∈ ∂D∩B(ζ, 2r0)
is bijective, and the function hζ is related to gξ(j) by the equality ξ
(j) + σ1e1(ξ
(j)) + σ2e2(ξ
(j)) +
gξ(j)(σ)e3(ξ
(j)) = ζ + τ1e1(ζ) + τ2e2(ζ) + hζ(τ)e3(ζ), which is equivalent to the following equalities:
hζ(τ) = e3(ζ) · (ξ(j) − ζ + σ1e1(ξ(j)) + σ2e2(ξ(j)) + gξ(j)(σ)e3(ξ(j)))
τk = ek(ζ) · (ξ(j) − ζ + σ1e1(ξ(j)) + σ2e2(ξ(j)) + gξ(j)(σ)e3(ξ(j))) (k = 1, 2).
We put τ = Φζ,ξ(j)(σ), which has the inverse σ = Ψξ(j),ζ(τ) for τ ∈ Vζ . Since {e1(ζ), e2(ζ), e3(ζ)} and
{e1(ξ(j)), e2(ξ(j)), e3(ξ(j))} are orthogonal basis, it follows that
∣∣∣det(∂τ
∂σ
)∣∣∣ ≥ ∣∣∣det
(
e1(ζ)·e1(ξ(j)) e1(ζ)·e2(ξ(j))
e2(ζ)·e1(ξ(j)) e2(ζ)·e2(ξ(j))
) ∣∣∣− 2(|∂σ1gξ(j)(σ)|+ |∂σ2gξ(j)(σ)|)
(σ ∈ Uξ(j) , sξ(j) (σ) ∈ ∂D∩B(ζ, 2r0)) and ζ ∈ ∂D∩B(ζ, 2r0))
and
1 ≤
∣∣∣det
(
e1(ζ)·e1(ξ(j)) e1(ζ)·e2(ξ(j))
e2(ζ)·e1(ξ(j)) e2(ζ)·e2(ξ(j))
) ∣∣∣|e3(ζ)·e3(ξ(j))|+ 2√2
2∑
k=1
|ek(ζ)·e3(ξ(j))|2
≤
∣∣∣det
(
e1(ζ)·e1(ξ(j)) e1(ζ)·e2(ξ(j))
e2(ζ)·e1(ξ(j)) e2(ζ)·e2(ξ(j))
) ∣∣∣+ 2√2(1− |e3(ζ)·e3(ξ(j))|2).
From these estimates and e3(ζ)·e3(ξ) = νζ ·νξ ≥ 1− ε1, we obtain
∣∣∣det(∂τ
∂σ
)∣∣∣ ≥ 1− 4√2ε1 − 2(|∂σ1gξ(j)(σ)| + |∂σ2gξ(j)(σ)|) ≥ 1− 4√2ε1 − 8√ε1
(σ ∈ Uξ(j) , sξ(j)(σ) ∈ ∂D∩B(ζ, 2r0)) and ζ ∈ ∂D∩B(ζ, 2r0)).
From now on, take ε1 = 1/1024 to be
∣∣det( ∂τ∂σ )∣∣ ≥ 1/2 for σ ∈ Uξ(j) , sξ(j)(σ) ∈ ∂D∩B(ζ, 2r0)
and ζ ∈ ∂D∩B(ζ, 2r0)). Thus, the implicit function theorem implies that Ψξ(j),ζ ∈ C2(Vζ) and
∂Ψ
ξ(j),ζ
∂τ (τ) =
(∂Φ
ζ,ξ(j)
∂σ (σ)
)−1
(τ ∈ Vζ). From these facts and hζ(τ) = gξ(j)(Ψξ(j),ζ(τ)), we can see that
for any α with |α| ≤ 2, the function ∂ατ hζ(τ) is equi-continuous with respect to ζ and j = 1, 2, . . . , N .
Thus, we obtain Lemma A.1 if we note (A.7). 
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