




能であった。そこで、本報告においては、SfM を適用する前に画像に Ground Control Point を設定し、
その後にモデル化を行った。それにより、モデリング精度が改善し、幼木が再現され、樹高測定が可能と
なった。そして、測定された幼木の樹高の誤差は10% であった。




















































本稿において、三次元モデルの生成には Structure From Motion（SfM）を用いる。SfM は、複数の二
次元画像データから三次元モデルを構築する手法である。当然のことではあるが、二次元の画像（写真）
には三次元空間を反映した様々な情報が含まれる。そして、その画像に含まれた情報から三次元の立体を
Fig. 1 　GCP を用いずに三次元モデリングされたオリーブ畑
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得る方法がいくつか提案されている。例えば、影を用いる方法（Shape from Shading 6 ））や、ピントを
利用する用いる方法（Shape from Defocus 7 ））などがあり、これらをまとめたものが Shape from X とい
う概念である。その中で、移動（Motion）するカメラから得られる画像から形状を復元するのが SfM

















れに該当する。SfM による三次元モデリング処理の具体的なイメージを Fig. 1 に示す。複数の画像から
同一点を抽出するとともに、その点から GPS センサによって得られた撮影点（カメラ）までの距離など
の情報を元にして、立体構造を復元している。
Fig. 2 　SfM 処理のイメージ


















を GCP として採用した。そのため、意図的に配置した GCP ほどは分析結果に影響を与えることは出来な
いと推察される。しかし、これらの適切とは言えない GCP でもモデリング精度の向上に貢献することが
わかれば、今後、より適切な GCP を用いることによって飛躍的な三次元モデリングの向上が期待できる。
なお、GCP の座標は Google earth から取得した。
分析方法
SfM 分析処理には Agisoft 社製の Metashape 10）を用い、撮影された写真を整列する際に、分析する写
真に GCP を設定した（Fig. 4 ）。それ以外の SfM 処理の流れは、GCP を打たずに分析した際と同じであ
り、一般的な分析手法を用いた11）。
Fig. 4  GCP を配置した三次元モデル生成
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結果
Fig. 4 の上の図はモデル生成をした結果である。なお、GCP は図の下方に写っている画像で設定して
いる。Fig. 1 と Fig. 4 の結果を比較すると、モデルを写す角度が異なっているが、写っている幼木の数
が Fig. 1 よりは多いことがわかる。なおモデルにおいて配置されているいくつかの丸が本稿において
GCP を配置した場所である。
次に、Fig. 4 において生成されたモデルを用いて、樹高測定が可能であった幼木に対して、その樹高測
定を行ったのが Fig. 5 である。モデルから得られるオリーブの幼木の大きさは99.8 cm であり、実際に測
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