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A BALANCING DOMAIN DECOMPOSITION METHOD BY
CONSTRAINTS FOR ADVECTION-DIFFUSION PROBLEMS
XUEMIN TU AND JING LI
Abstract. The balancing domain decomposition methods by constraints are
extended to solving nonsymmetric, positive definite linear systems resulting
from the finite element discretization of advection-diffusion equations. A pre-
conditioned GMRES iteration is used to solve a Schur complement system of
equations for the subdomain interface variables. In the preconditioning step
of each iteration, a partially sub-assembled finite element problem is solved. A
convergence rate estimate for the GMRES iteration is established, under the
condition that the diameters of subdomains are small enough. It is indepen-
dent of the number of subdomains and grows only slowly with the subdomain
problem size. Numerical experiments for several two-dimensional advection-
diffusion problems illustrate the fast convergence of the proposed algorithm.
1. Introduction
Domain decomposition methods have been widely used and studied for solving
large sparse linear systems arising from finite element discretization of partial dif-
ferential equations. The balancing domain decomposition methods by constraints
(BDDC) were introduced by Dohrmann [13] and they represent an interesting re-
design of the balancing Neumann-Neumann algorithms; see also Fragakis and Pa-
padrakakis [18] and Cros [12] for related algorithms. Scalable convergence rates
for the BDDC methods have been proved by Mandel and Dohrmann [29] for sym-
metric positive definite problems. Connections and spectral equivalence between
the BDDC algorithms and the earlier dual-primal finite element tearing and inter-
connecting methods (FETI-DP) [16] have been established by Mandel, Dohrmann,
and Tezaur [30]; see also Li and Widlund [27], and Brenner and Sung [5]. The
BDDC methods have also been extended to solving saddle point problems, e.g., for
Stokes equations by Li and Widlund [26], for nearly incompressible elasticity by
Dohrmann [14], and for the flow in porous media by Tu [37, 39, 38].
The systems of linear equations arising from the finite element discretization of
advection-diffusion equations are nonsymmetric, but usually positive definite. A
number of domain decomposition methods have been proposed and analyzed for
solving nonsymmetric and indefinite problems. Cai and Widlund [6, 7, 8] studied
overlapping Schwarz methods for such problems, using a perturbation approach in
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their analysis, and established that the convergence rates of the two-level overlap-
ping Schwarz methods are independent of the mesh size if the coarse mesh is fine
enough. Motivated by the FETI-DPH method proposed by Farhat and Li [17] for
solving symmetric indefinite problems, the authors [25] studied a BDDC algorithm
for solving Helmholtz equations and estimated its convergence rate using a similar
perturbation approach. For some other results using the perturbation approach and
for domain decomposition methods, see Xu [42], Vassilevski [40], Gopalakrishnan
and Pasciak [20].
For advection-diffusion problems, standard iterative substructuring methods usu-
ally do not perform well when advection is strong. Dirichlet and Neumann bound-
ary conditions used for the local subdomain problems in these algorithms are not
appropriate because of the loss of positive definiteness of the local bilinear forms.
More general boundary conditions need be considered. Therefore, a class of meth-
ods have been developed in [9, 10, 36, 19, 31], where additional adaptively chosen
subdomain boundary conditions are used to stablize the local subdomain problems;
see also [32, Chapter 6] and the references therein for other similar approaches.
The Robin-Robin algorithm, a modification of the Neumann-Neumann approach
for solving advection-diffusion problems, has been developed by Achdou et al. [3,
1, 2], where new local bilinear forms corresponding to Robin boundary conditions
for the subdomains are used and a coarse level basis function, determined by the
solution to an adjoint problem on each subdomain, is added to accelerate the con-
vergence. Equipped with the same type local subdomain bilinear forms with Robin
boundary conditions and a similar coarse level basis function, one-level and two-
level FETI algorithms were proposed by Toselli [34] for solving advection-diffusion
problems. Some additive and multiplicative BDDC algorithms with vertex con-
straints and edge average constraints have also been studied by Conceic¸ao [11].
All these algorithms, based on subdomain Robin boundary conditions, have been
shown to be successful for solving advection-diffusion problems, including some
advection-dominated cases, but a theoretical analysis is still missing.
In this paper, we develop BDDC algorithms for advection-diffusion problems.
As in [2], local subdomain bilinear forms corresponding to Robin boundary con-
ditions are used. The original system of linear equations is reduced to a Schur
complement problem for the subdomain interface variables and a preconditioned
GMRES iteration is then used. In the preconditioning step of each iteration, a
partially sub-assembled finite element problem is solved, for which only the coarse
level, primal interface degrees of freedom are shared by neighboring subdomains.
The convergence analysis of our BDDC algorithms requires that the coarse level
primal variable space contains certain flux average constraints, which depend on the
coefficient of the first order term of the problem, across the subdomain interface,
in addition to the standard subdomain vertex and edge/face average continuity
constraints. A convergence rate estimate for the GMRES iteration is established,
under the condition that the diameters of subdomains are small enough. This es-
timate is independent of the number of subdomains and grows only slowly with
the subdomain problem size. A perturbation approach is used in our analysis to
handle the non-symmetry of the problem. A key point is to obtain an error bound
for the partially sub-assembled finite element problem; we view this problem as
a non-conforming finite element approximation. This approach has recently also
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been used by the authors [25] in the convergence analysis of a BDDC algorithm for
solving interior Helmholtz equations, which are symmetric but indefinite.
The rest of this paper is organized as follows. The advection-diffusion equation
and its adjoint form are described in Section 2. In Section 3, the finite element
space and a stabilized finite element problem are introduced. The local subdomain
bilinear forms and a partially sub-assembled finite element space are introduced
in Section 4. In Section 5, an error estimate for the partially sub-assembled finite
element problem is proved. The preconditioned interface problem for our BDDC
algorithm is presented in Section 6 and its convergence analysis is given in Section 7.
To conclude, numerical experiments in Section 8 demonstrate the effectiveness of
our algorithm.
2. Problem setting
We consider the following second order scalar advection-diffusion problem in a
bounded polyhedral domain Ω ∈ Rd, d = 2, 3,
(2.1)
{
Lu := −ν △ u+ a · ∇u+ cu = f, in Ω,
u = 0, on ∂Ω.
Here the viscosity ν is a positive constant. The velocity field a(x) ∈ (L∞(Ω))d and
∇ · a(x) ∈ L∞(Ω). The reaction coefficient c(x) ∈ L∞(Ω) and f(x) ∈ L2(Ω). We
define
(2.2) c˜(x) = c(x)− 1
2
∇ · a(x), c˜s = ‖c˜(x)‖∞, as = ‖a(x)‖∞, and cs = ‖c(x)‖∞.
We also assume that there exists a positive constant c0 such that
(2.3) c˜(x) ≥ c0 > 0, ∀ x ∈ Ω.
The bilinear form associated with the operator L is defined, for functions in the
space H10(Ω), by
(2.4) ao(u, v) =
∫
Ω
(ν∇u · ∇v + a · ∇uv + cuv) dx,
which is positive definite under assumption (2.3). The weak solution u ∈ H10(Ω) of
(2.1) satisfies
(2.5) ao(u, v) =
∫
Ω
fv dx, ∀ v ∈ H10 (Ω).
Under certain assumption on the shape of Ω, e.g., Ω convex, we know that the
weak solution u of the original problem (2.1), as well as the weak solution of the
adjoint problem L∗u = −ν △ u−∇ · (au) + cu = f , satisfies the regularity result,
(2.6) ‖u‖H2(Ω) ≤ C‖f‖L2(Ω),
where C is a positive constant which depends on the coefficients of the partial
differential equation (2.1) and the shape of the domain Ω; cf. [21, Section 9.1].
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3. Finite element discretization and stabilization
Let Ŵ ⊂ H10 (Ω) be the standard continuous, piecewise linear finite element
function space on a shape-regular triangulation of Ω. We denote an element of the
triangulation by e, and its diameter by he. We set h = maxe he.
It is well known that the original bilinear form ao(·, ·) has to be stabilized to
remove spurious oscillations in the finite element solution for advection-dominated
problems. There are a large number of strategies for this purpose; see [22] and the
references therein. Here, we follow [22, 34] and consider the Galerkin/least-squares
method (GALS) of [22]. On each element e, we define the local Peclet number by
Pee =
he‖a‖e;∞
2ν
, where ‖a‖e,∞ = sup
x∈e
|a(x)|,
and we define a positive function C(x) by
(3.1) C(x) =
{
τhe
2‖a‖e;∞
if Pee ≥ 1,
τh2e
4ν if Pee < 1,
∀ x ∈ e,
where τ is a constant. We set τ = 0.7 in our numerical experiments. Define
Cs = ‖C(x)‖∞, and we know from the definition of C(x) that
(3.2) Cs = ‖C(x)‖∞ ≤ τ
4ν
h2.
The stabilized finite element problem for solving (2.5) is: find u ∈ Ŵ , such that
(3.3) a(u, v) := ao(u, v)+
∫
Ω
C(x)LuLv dx =
∫
Ω
fv dx+
∫
Ω
C(x)fLv dx, ∀v ∈ Ŵ .
Here and from now on, the integration over Ω in the stabilization terms always
represents a sum of integrals over all elements of Ω. We note that for all piecewise
linear finite element functions u, Lu = −ν △ u+ a · ∇u+ cu = a · ∇u+ cu, in each
element.
The symmetric and skew-symmetric parts of a(u, v), respectively, are denoted
by
b(u, v) =
∫
Ω
(
ν∇u · ∇v +C(x)LuLv + c˜uv) dx,(3.4)
z(u, v) =
1
2
∫
Ω
(a · ∇uv − a · ∇vu) dx.(3.5)
The system of linear equations corresponding to the stabilized finite element
problem (3.3) is denoted by
(3.6) Au = f,
where the coefficient matrix A is nonsymmetric but positive definite. We denote
the symmetric part of A by B and its skew-symmetric part by Z; they correspond
to the bilinear forms b(·, ·) and z(·, ·) in (3.4) and (3.5), respectively. In this paper,
we will use the same notation, e.g., u, to denote both a finite element function and
the vector of its coefficients with respect to the finite element basis; we will also use
the same notation to denote the space of finite element functions and the space of
their corresponding vectors, e.g., Ŵ .
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4. Domain decomposition and a partially sub-assembled finite
element space
The original finite element triangulation of Ω is decomposed into N nonover-
lapping polyhedral subdomains Ωi; each subdomain is a union of shape regular
elements. The typical diameter of the subdomains is denoted by H . The nodes on
the boundaries of neighboring subdomains match across the subdomain interface
Γ = (∪∂Ωi)\∂Ω. The interface Γ is composed of subdomain faces F l and/or edges
Ek, which are regarded as open subsets of Γ, and of the subdomain vertices, which
are end points of edges. In three dimensions, the subdomain faces are shared by
two subdomains, and the edges typically by more than two; in two dimensions, each
edge is shared by two subdomains. The interface of subdomain Ωi is defined by
Γi = ∂Ωi ∩ Γ. We denote the space of finite element functions on Ωi, which vanish
at the nodes of ∂Ω, by W (i). The local bilinear and stabilized bilinear forms are
defined on W (i) by
(4.1) a(i)o (u
(i), v(i)) =
∫
Ωi
(
ν∇u(i) · ∇v(i) + a · ∇u(i)v(i) + cu(i)v(i)) dx,
and
a(i)(u(i), v(i)) =
∫
Ωi
(
ν∇u(i) · ∇v(i) + a · ∇u(i)v(i) + cu(i)v(i) +C(x)Lu(i)Lv(i))dx
=
∫
Ωi
(
ν∇u(i) · ∇v(i) +C(x)Lu(i)Lv(i) + c˜u(i)v(i))dx
+
1
2
∫
Ωi
(
a · ∇u(i)v(i) − a · ∇v(i)u(i))dx+ 1
2
∫
Γi
a · nu(i)v(i) ds.
We note that, in general, we cannot ensure that the stabilized bilinear form
a(i)(·, ·) is positive definite on W (i) since the boundary integral on Γi does not
vanish and the sign of a · n depends on the orientation of the flow a in relation to
the external normal direction n on Γi. We therefore modify a
(i)(·, ·) as in [2] and
introduce
(4.2) a(i)(u(i), v(i)) = a(i)(u(i), v(i)) − 1
2
∫
Γi
a · nu(i)v(i) ds,
which corresponds to the Robin boundary condition on Γi. The assumption (2.3)
now ensures that the modified local bilinear forms a(i)(·, ·) are positive definite on
W (i), i = 1, 2. . . . , N . The symmetric and skew-symmetric parts of a(i)(u(i), v(i))
are represented, respectively, by
b(i)(u(i), v(i)) =
∫
Ωi
(
ν∇u(i) · ∇v(i) +C(x)Lu(i)Lv(i) + c˜u(i)v(i))dx,(4.3)
z(i)(u(i), v(i)) =
1
2
∫
Ωi
(
a · ∇u(i)v(i) − a · ∇v(i)u(i))dx.(4.4)
We now introduce a partially sub-assembled finite element space, which was
introduced by Klawonn, Widlund, and Dryja [24] in their analysis of FETI-DP
algorithms for symmetric positive definite problems. The partially sub-assembled
finite element space W˜ is the direct sum of a coarse level primal subspace ŴΠ, which
is a space of continuous coarse level finite element functions, and a dual subspace
Wr, which is the product of local dual spaces W
(i)
r . The space ŴΠ corresponds to
a few selected subdomain interface degrees of freedom for each subdomain and is
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typically spanned by subdomain vertex nodal basis functions, and/or interface edge
and/or face basis functions with weights at the nodes of the edge or face. These basis
functions will correspond to the primal interface continuity constraints enforced in
the BDDC algorithm. To simplify our analysis, we will always assume that the
basis has been changed so that we have explicit primal unknowns corresponding
to the primal continuity constraints of edges or faces; these coarse level primal
degrees of freedom are shared by neighboring subdomains. For more details on the
change of basis, see [23, 27]. Each subdomain dual space W
(i)
r corresponds to the
subdomain interior and dual interface degrees of freedom and it is spanned by all
the basis functions of W (i) which vanish at the primal degrees of freedom. Thus,
functions in the space W˜ have a continuous coarse level, primal part and typically
a discontinuous dual part across the subdomain interfaces. We have Ŵ ⊂ W˜ and
we denote the injection operator from Ŵ to W˜ by R˜.
We define the bilinear form on the partially sub-assembled finite element space
W˜ by
a˜o(u, v) =
N∑
i=1
a(i)o (u
(i), v(i)), ∀ u, v ∈ W˜ ,
where u(i) and v(i) represent restrictions of u and v to subdomain Ωi. Corresponding
to the stabilized forms, we define, for all u, v ∈ W˜ ,
a˜(u, v) =
N∑
i=1
a(i)(u(i), v(i)), b˜(u, v) =
N∑
i=1
b(i)(u(i), v(i)), z˜(u, v) =
N∑
i=1
z(i)(u(i), v(i)).
Denote the partially sub-assembled matrices corresponding to the bilinear forms
a˜(·, ·), b˜(·, ·), and z˜(·, ·) by A˜, B˜, and Z˜, respectively. We have
A = R˜T A˜R˜, B = R˜T B˜R˜, and Z = R˜T Z˜R˜.
We note that the use of the modified bilinear form a(i)(·, ·), defined in (4.2) cor-
responding to the Robin boundary condition, does not affect the matrix A of the
original problem when it is assembled from A˜, since the additional interface terms
in (4.2) cancel.
We define broken norms on the space W˜ , by ‖w‖2L2(Ω) =
∑N
i=1 ‖w(i)‖2L2(Ωi)
and |w|2H1(Ω) =
∑N
i=1 |w(i)|2H1(Ωi). In this paper, ‖w‖L2(Ω) and |w|H1(Ω), for func-
tions w ∈ W˜ , always represent these broken norms. Since the subdomain bilinear
forms b(i)(·, ·), i = 1, 2, ...,N , are symmetric positive definite on W (i), we define
‖u(i)‖2
B(i)
= b(i)(u(i), u(i)), for any u(i) ∈ W (i). We define ‖u‖2B =
∑N
i=1 ‖u(i)‖2B(i) ,
for any u ∈ Ŵ , and ‖w‖2
eB
=
∑N
i=1 ‖w(i)‖2B(i) , for any w ∈ W˜ . Both B- and B˜-
norms are also well defined for functions in the space H2(Ω).
Lemmas 4.1 and 4.2 are immediate consequences of the definitions of B(i)- and
B- norms.
Lemma 4.1. For all w(i) ∈ W (i), i = 1, 2, ..., N , √ν|w(i)|H1(Ωi) ≤ ‖w(i)‖B(i) , and
min{√ν,√c˜}‖w(i)‖H1(Ωi) ≤ ‖w(i)‖B(i).
Lemma 4.2. There exists a positive constant C, which is independent of H and
h, such that for all u ∈ H2(Ω), ‖u‖B ≤ C‖u‖H2(Ω).
From Lemma 4.1, follows
BDDC FOR ADVECTION-DIFFUSION PROBLEMS 7
Lemma 4.3. There exist positive constants C1 and C2, which are independent
of H and h, such that for all u(i), v(i) ∈ W (i), i = 1, 2, ...,N , |z(i)(u(i), v(i))| ≤
C1‖u(i)‖B(i)‖v(i)‖B(i) , and |a(i)(u(i), v(i))| ≤ C2‖u(i)‖B(i)‖v(i)‖B(i) .
Lemma 4.4. There exists a positive constant C, which is independent of H and
h, such that for all u, v ∈ Ŵ , |z(u, v)| ≤ C‖u‖B‖v‖L2(Ω).
Proof: We find, by integration by parts and using Lemma 4.1, that
|z(u, v)| ≤ 1
2
∫
Ω
|2a · ∇uv +∇ · auv| dx
≤ C (as|u|H1(Ω)‖v‖L2(Ω) + ‖∇ · a‖∞‖u‖L2(Ω)‖v‖L2(Ω)) ≤ C‖u‖B‖v‖L2(Ω). 
We also have the following approximation property in B-norm for the finite
element space Ŵ .
Lemma 4.5. There exists a positive constant C, which is independent of H and
h, such that for all u ∈ H2(Ω), infw∈cW ‖u− w‖B ≤ Ch|u|H2(Ω).
Proof: We have, for any u ∈ H2(Ω) and w ∈ Ŵ , that
‖u−w‖2B = b(u−w, u− w) ≤ ν |u−w|2H1(Ω) + Cs‖L(u− w)‖2L2(Ω) + c˜s‖u− w‖2L2(Ω)
= ν |u−w|2H1(Ω) + Cs‖ν∆u+ a · ∇(u−w) + c(u− w)‖2L2(Ω) + c˜s‖u− w‖2L2(Ω)
≤ ν2Cs|u|2H2(Ω) + (ν + Csa2s)|u−w|2H1(Ω) + (Csc2s + c˜2s)‖u−w‖2L2(Ω).
We complete the proof by using (3.2) and the following standard finite element
approximation results, cf. [35, Lemma B.6],
inf
w∈cW
{
‖u−w‖2L2(Ω) + h2|u− w|2H1(Ω)
}
≤ Ch4|u|2H2(Ω). 
For each subdomain interface edge Ek, let ϑEk be the standard finite element
edge cut-off function which vanishes at all interface nodes except those of the edge
Ek where it takes the value 1. For three-dimensional problems, we denote the finite
element face cut-off functions by ϑF l , which vanishes at all interface nodes except
those of F l where it takes the value 1. Let Ih be the interpolation operator into
the finite element space. In the convergence analysis of our BDDC algorithm for
advection-diffusion problems, we require that the coarse level primal subspace ŴΠ
satisfies the following assumption.
Assumption 4.6. For two-dimensional problems, the coarse level primal subspace
ŴΠ contains all subdomain corner degrees of freedom, and for each edge Ek, one
edge average degree of freedom and two edge flux average degrees of freedom such
that for any w ∈ W˜ ,∫
Ek
w(i) ds,
∫
Ek
a · nw(i) ds, and
∫
Ek
a · nw(i)s ds,
respectively, are the same (with a difference of factor −1 corresponding to opposite
normal directions) for the two subdomains Ωi that share Ek.
For three dimensional problems, ŴΠ contains all subdomain corner degrees of
freedom, and for each face F l, one face average degree of freedom and two face
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flux average degrees of freedom, and for each edge Ek, one edge average degree of
freedom, such that for any w ∈ W˜ ,∫
F l
Ih
(
ϑF lw
(i)
)
ds,
∫
F l
a ·nIh
(
ϑF lw
(i)
)
ds, and
∫
F l
a ·nIh
(
ϑF lw
(i)
)
s ds,
respectively, are the same (with a difference of factor −1 corresponding to opposite
normal directions) for the two subdomains Ωi that share the face F l, and∫
Ek
Ih
(
ϑEkw
(i)
)
ds
are the same for all subdomains Ωi that share the edge Ek.
The following result can be proved under Assumption 4.6.
Lemma 4.7. Let Assumption 4.6 hold. There exist positive constants C1 and C2,
which are independent of H and h, such that for all w(i) ∈ W (i) which vanish at
the coarse level primal degrees of freedom, ‖w(i)‖B(i) ≤ C1|w(i)|H1(Ωi), and for all
w ∈ W˜ , ‖w‖ eB ≤ C2|w|H1(Ω).
Proof: We recall that, for any w(i) ∈W (i), Lw(i) = a · ∇w(i) + cw(i). We have,
‖w(i)‖2B(i) =
∫
Ωi
(
ν |∇w(i)|2 + C(x)(a · ∇w(i) + cw(i))2 + c˜(w(i))2) dx
≤
∫
Ωi
(
ν |∇w(i)|2 + 2C(x)((a · ∇w(i))2 + (cw(i))2)+ c˜(w(i))2) dx
≤ (ν + 2Csa2s)|w(i)|2H1(Ωi) +
(
2Csc
2
s + c˜s
)‖w(i)‖2L2(Ωi) ≤ C1|w(i)|2H1(Ωi),
where in the last step we use a Poincare´-Friedrichs inequality for w(i) which has
vanishing averages on the subdomain interface.
To prove the second inequality in the lemma, we find that for any w ∈ W˜ ,
‖w‖2eB =
N∑
i=1
‖w(i)‖B(i) ≤ (ν+2Csa2s)|w|2H1(Ω)+
(
2Csc
2
s + c˜s
) ‖w‖2L2(Ω) ≤ C2|w|2H1(Ω),
where in the last step we use a Poincare´-Friedrichs inequality proved by Brenner
in [4, (1.3)] which holds under Assumption 4.6. 
We will need an error bound for the approximation of partially sub-assembled
finite element problems in the analysis of our BDDC algorithm. For this purpose,
we make an assumption for our decomposition of the global domain Ω.
Assumption 4.8. Each subdomain Ωi is triangular or quadrilateral in two dimen-
sions, and tetrahedral or hexahedral in three dimensions. The subdomains form a
shape regular coarse mesh of Ω.
Under Assumption 4.8, we can denote by ŴH the continuous linear, bilinear,
or trilinear finite element space on the coarse subdomain mesh, and denote by IH
the finite element interpolation operator into ŴH . We have the following Bramble-
Hilbert lemma; cf. [41, Theorem 2.3].
Lemma 4.9. There exists a constant C, which is independent of H and h, such
that for all u ∈ H2(Ω), ‖u− IHu‖Ht(Ωi) ≤ CH2−t|u|H2(Ωi), for all t = 0, 1, 2, and
i = 1, 2, ..., N .
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5. Error estimate for a partially sub-assembled finite element
problem
In this section, we prove an error bound for the solution of a partially sub-
assembled finite element problem.
Given g ∈ L2(Ω), we define ϕg ∈ H10(Ω) and ϕ˜g ∈ W˜ as the solutions to the
following problems, respectively,
ao(u, ϕg) = (u, g), ∀u ∈ H10(Ω),(5.1)
a˜o(w, ϕ˜g) +
∫
Ω
C(x)L∗wL∗ϕ˜g dx = (w, g) +
∫
Ω
C(x)L∗wg dx, ∀w ∈ W˜ .(5.2)
We know from (5.1) that ϕg is the weak solution to the adjoint problem L
∗ϕg = g,
and ϕg ∈ H2(Ω) under the regularity assumption (2.6). We have the following
result.
Lemma 5.1. Let Assumption 4.6 hold. For any g ∈ L2(Ω), let ϕg be the solution
to (5.1) and let Lh(q, ϕg) = a˜o(q, ϕg) − (q, g), for q ∈ W˜ . There then exists a
constant C, which is independent of H and h, such that for all q ∈ W˜ , |Lh(q, ϕg)| ≤
CHµ(H, h)‖ϕg‖H2‖q‖ eB, where µ(H, h) = 1, for two-dimensional problems, and
µ(H, h) = 1 + log(H/h), for three-dimensional problems.
Proof:We give the proof only for the three-dimensional case; the two-dimensional
case can be proved in a similar manner. For any q ∈ W˜ , we have
Lh(q, ϕg) = a˜o(q, ϕg)− (q, g)
=
N∑
i=1
∫
Ωi
(
ν∇q(i)∇ϕg + a · ∇q(i) ϕg + cq(i)ϕg − q(i)g
)
dx
=
N∑
i=1
{∫
∂Ωi
(
ν∂nϕgq
(i) + a · nϕgq(i)
)
ds
−
∫
Ωi
(
ν∆ϕgq
(i) +∇ · (aϕg)q(i) − cϕgq(i) + gq(i)
)
dx
}
=
N∑
i=1
∫
∂Ωi
(
ν∂nϕgq
(i) + a · nϕgq(i)
)
ds
=
N∑
i=1
∑
Γij⊂∂Ωi
∫
Γij
(
ν∂nϕgq
(i) + a · nϕgq(i)
)
ds,
where we use the fact that L∗ϕg = g holds in the weak sense. Here Γij represents
the boundary faces of Ωi.
Denote the common average of q on the face F l of Γij by qF l and its common
averages on the edges E lk by qElk . Since the finite element cut-off functions ϑF l
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and ϑElk provide a partition of unity, cf. [35, Section 4.6], we have
Lh(q, ϕg) =
N∑
i=1
∑
Γij⊂∂Ωi
{∫
F l
(
ν∂nϕgIh(ϑF l(q
(i) − qF l)) + a · nϕgIh(ϑF l(q(i) − qF l))
)
ds
+
∑
Elk⊂Γij
∫
F l
(
ν∂nϕgIh(ϑElk (q
(i) − qElk )) + a · nϕgIh(ϑElk(q(i) − qElk))
)
ds
}
,
where we have also subtracted the constant average values qF l and qElk from q
(i),
which does not change the sum. Then, from Assumption 4.6, we know that
Lh(q, ϕg) =
N∑
i=1
∑
Γij⊂∂Ωi
∫
F l
(
ν∂n(ϕg − I(i)H ϕg)(Ih(ϑF l(q(i) − qF l)))
)
ds
+
N∑
i=1
∑
Γij⊂∂Ωi
∫
F l
(
a · n(ϕg − I(i)H ϕg)(Ih(ϑF l(q(i) − qF l)))
)
ds
+
N∑
i=1
∑
Γij⊂∂Ωi
∑
Elk⊂Γij
∫
F l
(
ν∂nϕg(Ih(ϑElk (q
(i) − qElk )))
)
ds
+
N∑
i=1
∑
Γij⊂∂Ωi
∑
Elk⊂Γij
∫
F l
(
a · nϕg(Ih(ϑElk(q(i) − qElk )))
)
ds
:= I1 + I2 + I3 + I4,(5.3)
where IHϕg represents the interpolation of ϕg into the space ŴH on the coarse
subdomain mesh. We will show in the following that each of the four terms in (5.3)
can be bounded by CH(1+ log(H/h))‖ϕg‖H2‖q‖ eB, where C is a positive constant
independent of H and h.
For the first term I1, from the Cauchy-Schwarz inequality, we have
(5.4)
|I1| ≤ ν
N∑
i=1
∑
Γij⊂∂Ω
(∫
F l
|∇(ϕg − I(i)H ϕg)|2 ds
∫
F l
|Ih(ϑF l(q(i) − qF l))|2 ds
)1/2
.
Using a trace theorem and Lemma 4.9, we have for the first factor∫
F l
|∇(ϕg − I(i)H ϕg)|2 ds ≤ CH‖∇(ϕg − I(i)H ϕg)‖2H1(Ωi)
≤ CH‖ϕg − I(i)H ϕg‖2H2(Ωi) ≤ CH |ϕg|2H2(Ωi).(5.5)
For the second factor, we have∫
F l
|Ih(ϑF l(q(i) − qF l))|2 ds ≤ CH‖Ih(ϑF l(q(i) − qF l))‖2H1(Ωi)
≤ CH(1 + log H
h
)2‖q(i) − qF l‖2H1(Ωi) ≤ CH(1 + log
H
h
)2|q(i)|H1 ,(5.6)
where we have used a trace theorem for the first step, a Poincare´-Friedrichs inequal-
ity and [35, Lemma 4.24] in the second, and a Poincare´-Friedrichs inequality in the
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last step. Combining (5.4), (5.5), and (5.6), we have the following bound for I1,
|I1| ≤ CνH(1 + log H
h
)
N∑
i=1
|ϕg|H2(Ωi)|q|H1(Ωi) ≤ C
√
νH(1 + log
H
h
)|ϕg|H2(Ω)‖q‖ eB,
where we use the Cauchy-Schwarz inequality and Lemma 4.1 in the last step.
To derive a bound for I2, we find from the Cauchy-Schwarz inequality that
(5.7)
|I2| ≤
N∑
i=1
∑
Γij⊂∂Ω
as
( ∫
F l
|ϕg − I(i)H ϕg|2 ds
∫
F l
|Ih(ϑF l(q(i) − qF l))|2 ds
)1/2
.
Using a trace theorem and Lemma 4.9, we have, for the first factor on the right
hand side of (5.7),
(5.8)
∫
F l
|ϕg − I(i)H ϕg|2 ds ≤ CH‖ϕg − I(i)H ϕg‖2H1(Ωi) ≤ CH3|ϕg|2H2(Ωi).
Combining (5.7), (5.8), and (5.6), and using Lemma 4.1, we have
|I2| ≤ CasH2(1+log H
h
)
N∑
i=1
|ϕg|H2(Ωi)|q|H1(Ωi) ≤ Cas
H√
ν
H(1+log
H
h
)|ϕg|H2(Ω)‖q‖ eB.
The estimate for I3 is similar to the estimate for I1. Instead of using (5.5) and
(5.6), we have, by using a trace theorem,∫
F l
|∇ϕg|2 ds ≤ CH‖∇ϕg‖2H1(Ωi) ≤ CH‖ϕg‖2H2(Ωi),(5.9)
and ∫
F l
|IhϑElk(q(i) − qElk )|2 ds ≤ Ch‖IhϑElk(q(i) − qElk)‖2L2(El)(5.10)
≤ Ch(1 + log H
h
)‖IhϑElk(q(i) − qElk )‖2H1(Ωi) ≤ Ch(1 + log
H
h
)2|q(i)|2H1(Ωi).
In the first step of (5.10), we use the fact that IhϑElk(q
(i) − qElk) is different from
zero only in the strip of elements next to the edge E lk; in the second and the
last steps, we use [35, Lemma 4.16], [35, Corollary 4.20], and a Poincare´-Friedrichs
inequality. Combining (5.9) and (5.10), we have
|I3| ≤ Cν
√
Hh(1+log
H
h
)
N∑
i=1
‖ϕg‖H2(Ωi)|q|H1(Ωi) ≤ C
√
hν
H
H(1+log
H
h
)‖ϕg‖H2(Ω)‖q‖ eB.
Similarly, for I4, we have
|I4| ≤ Cas
√
h
νH
H(1 + log
H
h
)‖ϕg‖H2(Ω)‖q‖ eB. 
Remark 5.2. In the case of two-dimensional problems, only the first two terms
in (5.3), corresponding to the edges, appear. The finite element cut-off functions
are no longer used in the proof and as a result the factor 1+ log(H/h) in the bound
disappears.
Remark 5.3. The constant factor in the bound of I2 in the proof is proportional
to H/
√
ν, where H compensates for the effect of small ν in the advection-dominant
case. Without using the two face flux average continuity constraints as in As-
sumption 4.6, this constant factor would become proportional to 1/
√
ν instead. For
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two-dimensional problems, the same benefits can be obtained by enforcing the two
edge flux average continuity constraints as in Assumption 4.6. Our numerical ex-
periments in Section 8 show the effectiveness of using the two edge flux constraints
for two-dimensional examples. The constant factor in the bound of I4 (only appear-
ing for three-dimensional problems) is proportional to
√
h/(νH) where h/H can be
used to compensate for the effect of small ν; in fact this factor can be improved to√
hH/ν by introducing a few extra edge normal flux average constraints, cf. [26,
(35)].
Lemma 5.4. There exists a positive constant C, which is independent of H and
h, such that for all q ∈ W˜ and u ∈ W˜ ∪H2(Ω), ∫ΩC(x)LqLu dx ≤ Ch‖q‖ eB‖u‖ eB,
and
∫
Ω
C(x)L∗qL∗u dx ≤ Ch‖q‖ eB‖u‖ eB.
Proof: We only give proof for the first inequality; the second one can be proved
in the same way. We have, for any q ∈ W˜ and u ∈ W˜ ∪H2(Ω),∫
Ω
C(x)LqLu dx =
∫
Ω
C(x)(a · ∇q + cq)Lu dx
≤
√
‖C(x)‖∞
( ∫
Ω
(a · ∇q + cq)2 dx
)1/2( ∫
Ω
C(x)(Lu)2dx
)1/2
≤ Ch‖q‖ eB‖u‖ eB,
where we use (3.2) in the last step. 
Lemma 5.5. Let Assumption 4.6 hold. ϕg and ϕ˜g are solutions of (5.1) and (5.2),
respectively, for g ∈ L2(Ω). If h is sufficiently small, then
‖ϕg − ϕ˜g‖ eB ≤ CHµ(H, h)‖ϕg‖H2 ,
where C is a positive constant, independent of H and h, and µ(H, h) given in
Lemma 5.1.
Proof: For any ψ˜ ∈ W˜ , we have
‖ϕ˜g − ψ˜‖2eB = a˜(ϕ˜g − ψ˜, ϕ˜g − ψ˜)
= a˜(ϕ˜g − ψ˜, ϕg − ψ˜) + (a˜(ϕ˜g − ψ˜, ϕ˜g)− a˜(ϕ˜g − ψ˜, ϕg))
= a˜(ϕ˜g − ψ˜, ϕg − ψ˜) + (a˜o(ϕ˜g − ψ˜, ϕ˜g)− a˜o(ϕ˜g − ψ˜, ϕg))
+
∫
Ω
C(x)L(ϕ˜g − ψ˜)L(ϕ˜g − ϕg) dx
= a˜(ϕ˜g − ψ˜, ϕg − ψ˜) + ((ϕ˜g − ψ˜, g)− a˜o(ϕ˜g − ψ˜, ϕg))
+
∫
Ω
C(x)L(ϕ˜g − ψ˜)L(ϕ˜g − ϕg) dx−
∫
Ω
C(x)L∗(ϕ˜g − ψ˜)L∗(ϕ˜g − ϕg) dx,
where in the last step we use (5.2) and that L∗ϕg = g holds in the weak sense.
Dividing by ‖ϕ˜g − ψ˜‖ eB on both sides and denoting ϕ˜g − ψ˜ by q, we have, from
Lemmas 4.3, 5.4, and 5.1, that
‖ϕ˜g − ψ˜‖ eB ≤ C‖ϕg − ψ˜‖ eB +
∣∣(q, g)− a˜o(q, ϕg)∣∣
‖q‖ eB
+ Ch‖ϕ˜g − ϕg‖ eB
≤ C‖ϕg − ψ˜‖ eB +CHµ(H, h)‖ϕg‖H2 +Ch‖ϕ˜g − ϕg‖ eB .
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Then, using a triangle inequality, we have
‖ϕg − ϕ˜g‖ eB ≤ inf
eψ∈fW
{
‖ϕg − ψ˜‖ eB + ‖ϕ˜g − ψ˜‖ eB
}
≤ C inf
eψ∈fW
‖ϕg − ψ˜‖ eB +CHµ(H, h)‖ϕg‖H2 + Ch‖ϕ˜g − ϕg‖ eB
≤ CHµ(H, h)‖ϕg‖H2 +Ch‖ϕ˜g − ϕg‖ eB ,
where we use Lemma 4.5 in the last step. If h is small enough, the second term
on the right hand side can be combined with the left hand side and our result is
proved. 
6. The BDDC preconditioner
The BDDC algorithms and closely related primal versions of the FETI algorithms
were proposed by Dohrmann [13], Fragakis and Papadrakakis [18], and Cros [12], for
solving symmetric, positive definite problems. The formulation of BDDC precondi-
tioners applies equally well to nonsymmetric problems. In our BDDC algorithm for
solving the advection-diffusion problems, the global system of linear equations (3.6)
is reduced to a Schur complement problem for the subdomain interface variables
and then a preconditioned GMRES iteration is used to solve the interface problem.
We decompose the space Ŵ into WI ⊕ ŴΓ, where WI is the product of local
subdomain spaces W
(i)
I , i = 1, 2, ...,N , corresponding to the subdomain interior
variables. ŴΓ is the subspace corresponding to the variables on the interface. The
original discrete problem (3.6) can be written as: find uI ∈WI and uΓ ∈ ŴΓ, such
that
(6.1)
[
AII AIΓ
AΓI AΓΓ
][
uI
uΓ
]
=
[
fI
fΓ
]
,
where AII is block diagonal with one block for each subdomain, and AΓΓ cor-
responds to the subdomain interface variables and is assembled from subdomain
matrices across the subdomain interfaces.
Eliminating the subdomain interior variables uI from (6.1), we have the Schur
complement problem
SΓuΓ = gΓ,
where SΓ = AΓΓ −AΓIA−1II AIΓ, and gΓ = fΓ − AΓIA−1II fI .
Correspondingly, we define a partially sub-assembled Schur complement opera-
tor S˜Γ as follows. We decompose the space W˜ into WI ⊕ W˜Γ. Here W˜Γ contains
the coarse level, continuous primal interface degrees of freedom, in the subspace
ŴΠ, which are shared by neighboring subdomains, and the remaining dual sub-
domain interface degrees of freedom which are in general discontinuous across the
subdomain interfaces. Then the partially sub-assembled problem matrix A˜ can be
written in a two by two block form
(6.2)
[
AII A˜IΓ
A˜ΓI A˜ΓΓ
]
,
where A˜ΓΓ is assembled only with respect to the coarse level primal degrees of free-
dom across the interface. The partially sub-assembled Schur complement operator
S˜Γ is defined by S˜Γ = A˜ΓΓ− A˜ΓIA−1II A˜IΓ. From the definition of SΓ and S˜Γ, we see
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that SΓ can be obtained from S˜Γ by assembling with respect to the dual interface
variables, i.e.,
SΓ = R˜
T
Γ S˜ΓR˜Γ,
where R˜Γ is the injection operator from the space ŴΓ into W˜Γ. We also define
R˜D,Γ = DR˜Γ, where D is a diagonal scaling matrix. The diagonal elements of
D equal 1, for the rows of the primal interface variables, and equal δ†i (x) for the
others. Here, for a subdomain interface node x, the inverse counting function δ†i (x)
is defined by δ†i (x) = 1/card(Nx), where Nx is the set of indices of the subdomains
which have x on their boundaries and card(Nx) is the number of the subdomains
in the set Nx.
The preconditioned interface problem in our BDDC algorithm is
(6.3) R˜TD,ΓS˜
−1
Γ R˜D,ΓSΓuΓ = R˜
T
D,ΓS˜
−1
Γ R˜D,ΓgΓ.
A GMRES iteration is used to solve (6.3). In each iteration, to multiply SΓ by
a vector, subdomain Dirichlet boundary problems need be solved; to multiply S˜−1Γ
by a vector, a partially sub-assembled finite element problem with the coefficient
matrix A˜ needs be solved, which requires solving subdomain Robin boundary prob-
lems and a coarse level problem; cf. [27]. After obtaining the interface solution uΓ,
we find uI by solving subdomain Dirichlet problems.
7. Convergence rate of the GMRES iteration
In this section, we give a convergence analysis of the GMRES iteration for solving
the preconditioned interface problem (6.3) for advection-diffusion problems.
For any uΓ ∈ W˜Γ, we denote its standard discrete harmonic extension to the
interior of subdomains by uH,Γ ∈ W˜ ; see [35, Section 4.4] for a definition of the
discrete harmonic extension. We have the following result on the equivalence of the
norms of local discrete harmonic extensions and traces on subdomain boundaries,
cf. [35, Lemma 4.10].
Lemma 7.1. There exist positive constants c and C, which are independent of H
and h, such that for all uΓ ∈ W˜Γ, and i = 1, 2, ...,N ,
c|u(i)H,Γ|H1(Ωi) ≤ |u(i)Γ |H1/2(∂Ωi) ≤ C|u(i)H,Γ|H1(Ωi).
We define another discrete extension of uΓ ∈ W˜Γ to the interior of subdomains
by
(7.1) uA,Γ =
[ −A−1II A˜IΓuΓ
uΓ
]
∈ W˜ .
The discrete harmonic extension uH,Γ can be obtained from uΓ by solving sub-
domain Dirichlet problems corresponding to discrete Laplacian and it minimizes
the energy norms of all finite element functions which have the trace uΓ on the
interface. uA,Γ does not have this energy minimization property and it is obtained
from uΓ by solving subdomain advection-diffusion problems with Dirichlet bound-
ary conditions as shown in (7.1). We note that both uH,Γ and uA,Γ are also well
defined for uΓ ∈ ŴΓ, and as a result uH,Γ ∈ Ŵ and uA,Γ ∈ Ŵ .
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We define two bilinear forms for vectors in ŴΓ and W˜Γ respectively by
〈uΓ, vΓ〉BΓ = vTA,ΓBuA,Γ, and 〈uΓ, vΓ〉ZΓ = vTA,ΓZuA,Γ, ∀ uΓ, vΓ ∈ ŴΓ,(7.2)
〈uΓ, vΓ〉 eBΓ = vTA,ΓB˜uA,Γ, and 〈uΓ, vΓ〉 eZΓ = vTA,ΓZ˜uA,Γ, ∀ uΓ, vΓ ∈ W˜Γ.(7.3)
In general, we use the notation 〈p, q〉M to represent the product qTMp, for any
given matrix M and vectors p and q.
From the definitions (7.1), (7.2), and (7.3), follows
Lemma 7.2. For any v ∈ W˜ , denote its restriction to Γ by vΓ ∈ W˜Γ. Then for
any uΓ ∈ W˜Γ and v ∈ W˜ , 〈uΓ, vΓ〉eSΓ = 〈uA,Γ, v〉 eA and 〈uΓ, vΓ〉eSΓ = 〈uΓ, vΓ〉 eBΓ +
〈uΓ, vΓ〉 eZΓ. For any uΓ ∈ W˜Γ, 〈uΓ, uΓ〉eSΓ = 〈uA,Γ, uA,Γ〉 eA = 〈uA,Γ, uA,Γ〉 eB =〈uΓ, uΓ〉 eBΓ ≥ 0, and 〈uΓ, uΓ〉 eZΓ = 0. The same results also hold for functions and
the corresponding bilinear forms in the space ŴΓ.
From Lemma 7.2, we define BΓ- and B˜Γ- norms for elements in the spaces ŴΓ
and W˜Γ respectively by: ‖uΓ‖2BΓ = 〈uΓ, uΓ〉BΓ , for any uΓ ∈ ŴΓ, and ‖wΓ‖2eBΓ =
〈wΓ, wΓ〉 eBΓ , for any wΓ ∈ W˜Γ.
The following two lemmas can be obtained from definitions (7.2) and (7.3), and
Lemmas 7.2, 4.3, and 4.4.
Lemma 7.3. There exist positive constants C1 and C2, which are independent of
H and h, such that for all uΓ, vΓ ∈ W˜Γ, | 〈uΓ, vΓ〉 eZΓ | ≤ C1‖uΓ‖ eBΓ‖vΓ‖ eBΓ, and| 〈uΓ, vΓ〉eSΓ | ≤ C2‖uΓ‖ eBΓ‖vΓ‖ eBΓ. The same results hold for functions and the
corresponding bilinear forms in the space ŴΓ as well.
Lemma 7.4. There exists a positive constant C, which is independent of H and
h, such that for all uΓ, vΓ ∈ ŴΓ, | 〈uΓ, vΓ〉ZΓ | ≤ C‖uΓ‖BΓ‖vA,Γ‖L2(Ω).
We denote the preconditioned operator R˜TD,ΓS˜
−1
Γ R˜D,ΓSΓ in (6.3) by T . The
convergence rate of the GMRES iteration can be estimated by using the following
result due to Eisenstat, Elman, and Schultz [15].
Theorem 7.5. Let c and C2 be two positive parameters such that
c 〈u, u〉BΓ ≤ 〈u, Tu〉BΓ ,(7.4)
〈Tu, Tu〉BΓ ≤ C2 〈u, u〉BΓ .(7.5)
Then
‖rm‖BΓ
‖r0‖BΓ
≤
(
1− c
2
C2
)m/2
,
where rm is the residual of the GMRES iteration at iteration m.
Remark 7.6. In our convergence analysis of the GMRES iteration, we use the
BΓ-norm; the analysis in the L
2-norm is not available yet. In our numerical exper-
iments, we have found that the convergence rates in both the BΓ- and L
2- norms
are quite similar. For a study of the convergence rates of the GMRES iteration
combined with an additive Schwarz method in the Euclidean and energy norms, see
Sarkis and Szyld [33].
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We define an interface average operator ED,Γ for functions in the space W˜Γ by
ED,ΓwΓ = R˜ΓR˜
T
D,ΓwΓ, for any wΓ ∈ W˜Γ. This operator computes an average of wΓ
across Γ. The following result on the stability of ED,Γ can be found in [24, 23, 28].
Lemma 7.7. Let Assumption 4.6 hold. With Φ(H, h) = C(1+log(H/h)), where C
is a positive constant which is independent of H and h, | (ED,ΓwΓ)(i) |H1/2(∂Ωi) ≤
Φ(H, h)|w(i)Γ |H1/2(∂Ωi), for all wΓ ∈ W˜Γ, and i = 1, 2, ...,N .
Lemma 7.8. Let Assumption 4.6 hold. There then exists a positive constant C,
which is independent of H and h, such that for all wΓ ∈ W˜Γ, ‖ED,ΓwΓ‖ eBΓ ≤
CΦ(H, h)‖wΓ‖ eBΓ, where Φ(H, h) is given in Lemma 7.7.
Proof: It is sufficient to show that ‖ED,ΓwΓ−wΓ‖ eBΓ ≤ CΦ(H, h)‖wΓ‖ eBΓ . Denote
ED,ΓwΓ −wΓ by vΓ. Let vA,Γ and vH,Γ be the extensions defined by (7.1) and the
standard discrete harmonic extension of vΓ, respectively. From the definition of
vA,Γ, we know that a
(i)(v
(i)
A,Γ, q
(i)) = 0, for any q(i) ∈ W (i), which vanishes at the
nodes of ∂Ωi. Take q
(i) = v
(i)
A,Γ − v(i)H,Γ and we find
a(i)(v
(i)
A,Γ, v
(i)
A,Γ − v(i)H,Γ) = 0.
Therefore, we have
‖v(i)A,Γ − v(i)H,Γ‖2B(i) = |a(i)(v(i)A,Γ − v(i)H,Γ, v(i)A,Γ − v(i)H,Γ)| = |a(i)(v(i)H,Γ, v(i)A,Γ − v(i)H,Γ)|
≤ C‖v(i)H,Γ‖B(i)‖v(i)A,Γ − v(i)H,Γ‖B(i) ,
where we use Lemma 4.3 in the last step. Canceling the common factor, we have
‖v(i)A,Γ − v(i)H,Γ‖B(i) ≤ C‖v(i)H,Γ‖B(i) .
Therefore, ‖v(i)A,Γ‖B(i) ≤ C‖v(i)H,Γ‖B(i) . From this and using (7.3) and Lemmas 4.7,
7.1, 7.7, and 4.1, noting that v
(i)
H,Γ vanishes at the coarse level primal degrees of
freedom, we have
‖ED,ΓwΓ −wΓ‖2eBΓ = ‖vA,Γ‖
2
eB
=
N∑
i=1
‖v(i)A,Γ‖2B(i) ≤ C
N∑
i=1
‖v(i)H,Γ‖2B(i)
≤ C
N∑
i=1
|v(i)H,Γ|2H1(Ωi) ≤ C
N∑
i=1
|v(i)Γ |2H1/2(∂Ωi) ≤ CΦ2(H, h)
N∑
i=1
|w(i)Γ |2H1/2(∂Ωi)
≤ CΦ2(H, h)
N∑
i=1
|w(i)H,Γ|2H1(Ωi) ≤ CΦ2(H, h)
N∑
i=1
|w(i)A,Γ|2H1(Ωi)
≤ CΦ2(H, h)
N∑
i=1
‖w(i)A,Γ‖2B(i) = CΦ2(H, h)‖wΓ‖2eBΓ . 
Lemma 7.9. Let wΓ = S˜
−1
Γ R˜D,ΓSΓuΓ, for uΓ ∈ ŴΓ. Then ‖wΓ‖2eBΓ = 〈uΓ, TuΓ〉SΓ .
Proof: Since R˜TD,ΓwΓ = R˜
T
D,ΓS˜
−1
Γ R˜D,ΓSΓu = TuΓ, we have, using Lemma 7.2,
‖wΓ‖2eBΓ = 〈wΓ, wΓ〉eSΓ = wΓ
T S˜ΓwΓ = wΓ
T S˜ΓS˜
−1
Γ R˜D,ΓSΓuΓ
= wΓ
T R˜D,ΓSΓuΓ =
〈
uΓ, R˜
T
D,ΓwΓ
〉
SΓ
= 〈uΓ, TuΓ〉SΓ . 
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Lemma 7.10. Let Assumption 4.6 hold. Let wΓ = S˜
−1
Γ R˜D,ΓSΓuΓ, for uΓ ∈ ŴΓ.
There then exists a positive constant C, which is independent of H and h, such that
for all uΓ ∈ ŴΓ, ‖wΓ‖2eBΓ ≤ CΦ
2(H, h)‖uΓ‖2BΓ , where Φ(H, h) given in Lemma 7.7.
Proof: We have, from Lemma 7.2,
〈TuΓ, TuΓ〉BΓ = 〈TuΓ, TuΓ〉SΓ =
〈
R˜TD,ΓS˜
−1
Γ R˜D,ΓSΓuΓ, R˜
T
D,ΓS˜
−1
Γ R˜D,ΓSΓuΓ
〉
SΓ
=
〈
R˜ΓR˜
T
D,ΓwΓ, R˜ΓR˜
T
D,ΓwΓ
〉
eSΓ
= 〈EDwΓ, EDwΓ〉eSΓ = ‖EDwΓ‖2eBΓ .
Then, from Lemmas 7.8, 7.9, and 7.3, we have
〈TuΓ, TuΓ〉BΓ = ‖EDwΓ‖2eBΓ ≤ CΦ
2(H, h)‖wΓ‖2eBΓ = CΦ
2(H, h) 〈uΓ, TuΓ〉SΓ
≤ CΦ2(H, h)‖TuΓ‖BΓ‖uΓ‖BΓ .
Therefore, we have
(7.6) 〈TuΓ, TuΓ〉BΓ ≤ CΦ4(H, h) 〈uΓ, uΓ〉BΓ .
Then, using Lemmas 7.9 and 7.3, and (7.6), we have,
‖wΓ‖2eBΓ = 〈uΓ, TuΓ〉SΓ ≤ C‖uΓ‖BΓ‖TuΓ‖BΓ ≤ CΦ
2(H, h)‖uΓ‖2BΓ . 
Lemma 7.11. Let wΓ = S˜
−1
Γ R˜D,ΓSΓuΓ, for uΓ ∈ ŴΓ. Then for all v ∈ R˜(Ŵ ),
〈wA,Γ, v〉 eA =
〈
R˜uA,Γ, v
〉
eA
, i.e.,
〈
wA,Γ − R˜uA,Γ, v
〉
eA
= 0.
Proof: For any v ∈ R˜(Ŵ ), denote its continuous interface part by vΓ ∈ R˜Γ(ŴΓ).
Given uΓ ∈ ŴΓ, from Lemma 7.2 and the fact that R˜ΓR˜TD,ΓvΓ = vΓ, we have
〈wA,Γ, v〉 eA = 〈wΓ, vΓ〉eSΓ = vTΓ S˜ΓwΓ = vTΓ S˜ΓS˜−1Γ R˜D,ΓSΓuΓ = vTΓ R˜D,ΓR˜TΓ S˜ΓR˜ΓuΓ
=
〈
R˜ΓuΓ, R˜ΓR˜
T
D,ΓvΓ
〉
eSΓ
=
〈
R˜ΓuΓ, vΓ
〉
eSΓ
= vTΓ S˜ΓR˜ΓuΓ =
〈
R˜uA,Γ, v
〉
eA
. 
Lemma 7.12. Let Assumption 4.6 hold. Let wΓ = S˜
−1
Γ R˜D,ΓSΓuΓ, for uΓ ∈ ŴΓ.
There then exists a positive constant C, which is independent of H and h, such that
for all uΓ ∈ ŴΓ,
‖wA,Γ − uA,Γ‖L2(Ω) ≤ CHµ(H, h)Φ(H, h)‖uΓ‖BΓ ,
where µ(H, h) and Φ(H, h) are given in Lemmas 5.1 and 7.7 respectively.
Proof: We have, from (5.1) and (5.2), that
(wA,Γ − uA,Γ, g)
= a˜o(wA,Γ, ϕ˜g) − ao(uA,Γ, ϕg) −
∫
Ω
C(x)L∗wA,ΓL
∗(ϕg − ϕ˜g) dx
= a˜(wA,Γ, ϕ˜g)− a˜(uA,Γ, ϕg) +
∫
Ω
C(x)
(
LuA,ΓLϕg − LwA,ΓLϕ˜g
−L∗wA,ΓL∗(ϕg − ϕ˜g)
)
dx
= a˜(wA,Γ − uA,Γ, ϕ˜g) − a˜(uA,Γ, ϕg − ϕ˜g) +
∫
Ω
C(x)
(
L(uA,Γ − wA,Γ)Lϕg
+LwA,ΓL(ϕg − ϕ˜g) − L∗wA,ΓL∗(ϕg − ϕ˜g)
)
dx
≤ a˜(wA,Γ − uA,Γ, ϕ˜g) − a˜(uA,Γ, ϕg − ϕ˜g) +Ch‖wA,Γ − uA,Γ‖ eB‖ϕg‖ eB
+Ch‖wA,Γ‖ eB‖ϕg − ϕ˜g‖ eB,
where we use Lemma 5.4 in the last step.
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Let ψ be any finite element function in the space Ŵ . Then from Lemma 7.11,
we know that a˜(wA,Γ − uA,Γ, ψ) = 0. Therefore,
a˜(wA,Γ−uA,Γ, ϕ˜g)− a˜(uA,Γ, ϕg− ϕ˜g) = a˜(wA,Γ−uA,Γ, ϕ˜g−ψ)− a˜(uA,Γ, ϕg− ϕ˜g).
Then, using Lemmas 4.3, 4.2, 4.5, and 5.5, and that ‖ϕg‖H2(Ω) ≤ C‖g‖L2(Ω), we
have ∣∣(wA,Γ − uA,Γ, g)∣∣
≤ C(‖wA,Γ − uA,Γ‖ eB + ‖uA,Γ‖ eB)(‖ϕ˜g − ψ‖ eB + ‖ϕg − ϕ˜g‖ eB)
+Ch
(‖wA,Γ − uA,Γ‖ eB‖ϕg‖ eB + ‖wA,Γ‖ eB‖ϕg − ϕ˜g‖ eB)
≤ C(‖wA,Γ − uA,Γ‖ eB + ‖uA,Γ‖ eB)(‖ϕg − ψ‖ eB + 2‖ϕg − ϕ˜g‖ eB)
+Ch
(‖wA,Γ − uA,Γ‖ eB‖ϕg‖H2(Ω) + ‖wA,Γ‖ eB‖ϕg − ϕ˜g‖ eB)
≤ CHµ(H, h)(‖wA,Γ− uA,Γ‖ eB + ‖uA,Γ‖ eB + ‖wA,Γ‖ eB)‖g‖L2(Ω).
Therefore, using Lemmas 7.2 and 7.10, we have
‖wA,Γ − uA,Γ‖L2(Ω) = sup
g∈L2(Ω)
∣∣(w − uA,Γ, g)∣∣
‖g‖L2(Ω)
≤ CHµ(H, h)(‖wA,Γ− uA,Γ‖ eB + ‖uA,Γ‖ eB + ‖wA,Γ‖ eB)
= CHµ(H, h)(‖wΓ− uΓ‖ eBΓ + ‖uΓ‖ eBΓ + ‖wΓ‖ eBΓ) ≤ CHµ(H, h)Φ(H, h)‖uΓ‖BΓ .

Lemma 7.13. Let Assumption 4.6 hold and let vΓ = R˜
T
D,ΓwΓ, for wΓ ∈ W˜Γ.
There then exists a positive constant C, independent of H and h, such that for all
wΓ ∈ W˜Γ,
‖vA,Γ‖2L2(Ω) ≤ C(H/h)2Φ2(H, h)‖wA,Γ‖2L2(Ω),
where Φ(H, h) is given in Lemma 7.7.
Proof: We only need to show that
‖vA,Γ − wA,Γ‖2L2(Ω) ≤ C(H/h)2Φ2(H, h)‖wA,Γ‖2L2(Ω).
From Assumption 4.6, we know for any wΓ ∈ W˜Γ, vA,Γ − wA,Γ has zero averages
over the subdomain interfaces. Using a Poincare´-Friedrichs inequality, Lemmas 4.1,
7.2, 7.8, and 4.7, and an inverse inequality, we have
‖vA,Γ −wA,Γ‖2L2(Ω) ≤ CH2|vA,Γ − wA,Γ|2H1(Ω) ≤ CH2‖vA,Γ − wA,Γ‖2eB
= CH2‖vΓ − wΓ‖2eBΓ ≤ CH
2Φ2(H, h)‖wΓ‖2eBΓ = CH
2Φ2(H, h)‖wA,Γ‖2eB
≤ CH2Φ2(H, h)|wA,Γ|2H1(Ω) ≤ C(H/h)2Φ2(H, h)‖wA,Γ‖2L2(Ω). 
Lemma 7.14. Let Assumption 4.6 hold and let vΓ = TuΓ − uΓ, for uΓ ∈ ŴΓ.
There then exists a positive constant C independent of H and h, such that for all
uΓ ∈ ŴΓ,
‖vA,Γ‖L2(Ω) ≤ CHH
h
µ(H, h)Φ2(H, h)‖uΓ‖BΓ ,
where µ(H, h) and Φ(H, h) are given in Lemmas 5.1 and 7.7, respectively.
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Proof: Since TuΓ = R˜
T
D,ΓwΓ and R˜
T
D,ΓR˜Γ = I, we have vΓ = TuΓ − uΓ =
R˜TD,ΓwΓ − R˜TD,ΓR˜ΓuΓ = R˜TD,Γ(wΓ − R˜ΓuΓ). Using Lemmas 7.13 and 7.12, we have
‖vA,Γ‖L2(Ω) ≤ CH
h
Φ(H, h)‖wA,Γ− uA,Γ‖L2(Ω) ≤ CHH
h
µ(H, h)Φ(H, h)2‖uΓ‖BΓ .

Theorem 7.15. Let Assumption 4.6 hold. There then exists a positive constant
C, which is independent of H and h, such that for all uΓ ∈ ŴΓ,
(7.7) 〈TuΓ, TuΓ〉BΓ ≤ CΦ4(H, h) 〈uΓ, uΓ〉BΓ ,
and
(7.8) c0 〈uΓ, uΓ〉BΓ ≤ 〈uΓ, TuΓ〉BΓ .
where
(7.9) c0 = 1− CHH
h
µ(H, h)Φ2(H, h),
µ(H, h) and Φ(H, h) are given in Lemmas 5.1 and 7.7 respectively.
Proof: The upper bound (7.7) is the same as (7.6).
To prove the lower bound (7.8), we have, from R˜TΓ R˜D,Γ = I and Lemmas 7.2
and 7.3, that
〈uΓ, uΓ〉BΓ = 〈uΓ, uΓ〉SΓ = uΓT R˜TΓ S˜ΓS˜−1Γ R˜D,ΓSΓuΓ =
〈
wΓ, R˜ΓuΓ
〉
eSΓ
≤ C‖wΓ‖ eBΓ‖uΓ‖BΓ = C 〈uΓ, TuΓ〉
1/2
SΓ
‖uΓ‖BΓ .
Here we use Lemmas 7.9 in the last step. Canceling the common factor, we have
(7.10) ‖uΓ‖2BΓ ≤ C 〈uΓ, TuΓ〉SΓ .
Let vΓ = TuΓ − uΓ. We have, from (7.10), Lemmas 7.2, 7.4 and 7.14,
〈uΓ, uΓ〉BΓ ≤ C 〈uΓ, TuΓ〉SΓ ≤ C
(〈uΓ, TuΓ〉BΓ + 〈uΓ, TuΓ − uΓ〉ZΓ)
≤ C 〈uΓ, TuΓ〉BΓ + C‖uΓ‖BΓ‖vA,Γ‖L2(Ω)
≤ C 〈uΓ, TuΓ〉BΓ + C
(
H
H
h
µ(H, h)Φ2(H, h)
)
〈uΓ, uΓ〉BΓ ,
The second term on the right hand side can be combined with the left hand side
and (7.8) is proved. 
Remark 7.16. From the forms of µ(H, h) and Φ(H, h), we know that for fixed
H/h, if H is sufficiently small then c0 will become positive and be bounded from zero
independently of H. Hence from Theorem 7.5, the convergence rate of the GMRES
iteration for (6.3) becomes bounded independently of the number of subdomains.
However, the constant C in the formula of c0 in (7.9) depends on the coefficients
of the partial differential equation (2.1); for very small viscosity value ν, it may
become impractical for the subdomain diameter H to satisfy c0 > 0.
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8. Numerical experiments
We test our BDDC algorithm by solving three advection-diffusion examples in
the square domain Ω = [−1, 1]2. These examples were used by Toselli [34] for
testing his FETI algorithms.
The domain Ω is decomposed into square subdomains and each subdomain into
uniform triangles. Piecewise linear finite elements are used in our experiments.
The stabilization function C(x) in (3.3) is defined in (3.1). We also take f = 0 and
c = 10−4 in (2.1) in our examples.
A GMRES iteration with the L2-norm is used without restart to solve the pre-
conditioned interface problem (6.3). The iteration is stopped when the L2-norm of
the residual has been reduced by a factor of 10−6; we have found consistently that
the convergence rate using the BΓ-norm is quite similar to that using the L
2-norm.
We test two different sets of coarse level primal continuity constraints in our
BDDC algorithms. In BDDC-1, only subdomain vertex and edge average continuity
constraints are included in the coarse level primal subspace; in BDDC-2, as in
Assumption 4.6, two additional edge flux average constraints for each edge are also
included in the coarse level variable space. We also compare the performance of our
BDDC algorithms with that of the one-level and two-level Robin-Robin algorithms
which were developed in [3, 1, 2]. They are denoted by RR-1 and RR-2 in our tables.
We do not present numerical results for the one-level and two-level FETI algorithms
here; their performances are in fact similar to the Robin-Robin algorithms, cf. [34].
8.1. Thermal boundary layer (Test Problem I). We first consider a thermal
boundary layer problem. The velocity field a in (2.1) is defined by a =
(
1+y
2 , 0
)
.
The boundary condition is given by:
u = 1,
{
x = −1 −1 < y ≤ 1,
y = 1, −1 ≤ x ≤ 1,
u = 0, y = −1, −1 ≤ x ≤ 1,
u = 1+y2 , x = 1, −1 ≤ y ≤ 1.
In our first set of experiments, reported in Table 1, we fix the subdomain problem
size and change the number of subdomains. We see that, for viscosity values ν larger
than 10−4 , the iteration counts of BDDC-2 do not change with an increase of the
number of subdomains and that it converges faster than BDDC-1. We believe that
for that range of viscosity values, the subdomain diameters in our experiments
satisfy that c0 is positive in Theorem 7.15; cf. Remark 7.16. For smaller viscosity,
the improvement in the convergence rate of BDDC-2 over BDDC-1 is no longer clear
in this example. In fact c0 may no longer be positive. We also see from Table 1
that RR-1 and RR-2 converge slower than the BDDC algorithms, and that their
iteration counts are more sensitive to an increase of the number of subdomains.
In our second set of experiments, in Table 2, we fix the number of subdomains
and change the local subdomain problem size. We see that for all four algorithms,
the iteration counts are not sensitive to an increase of the subdomain problem size
especially with small viscosity, and that BDDC-2 converges the fastest.
We can also see from Tables 1 and 2 that the iteration counts of all the algorithms
are bounded when ν goes to zero.
8.2. Variable flow field (Test Problem II). We next consider a more com-
plicated flow. The velocity field is a = 12
(
(1− x2)(1 + y),−(4 − (1 + y)2)). The
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boundary condition is given by: u = 1, for y = −1 and −1 < x < 0, with u = 0,
elsewhere on the boundary of Ω.
Table 3 gives the iteration counts of the four algorithms, for different number
of subdomains with a fixed subdomain problem size. We have similar findings as
for the first example in Table 1. We see that BDDC-2 scales well with respect to
an increase of the number of subdomains for viscosity values larger than 10−4, and
that it converges the fastest among the four algorithms. The improvement in the
convergence rate of BDDC-2 over BDDC-1 is obvious, especially when ν > 10−5.
In Table 4, we can see that the iteration counts of each algorithm are insensitive
to an increase of the subdomain problem size, and they are bounded when ν goes
to zero.
8.3. Rotating flow field (Test Problem III). This example is the most difficult
one of the three examples, cf. [34]. Here the velocity field is a = (y,−x). The
boundary condition is given by:
u = 1, for

y = −1 0 < x ≤ 1,
y = 1, 0 < x ≤ 1,
x = 1, −1 ≤ y ≤ 1,
with u = 0, elsewhere on ∂Ω.
Table 5 gives the iteration counts of the four algorithms for different number of
subdomains with a fixed subdomain problem size. We see that BDDC-2 converges
much faster than BDDC-1 and the two Robin-Robin algorithms. For the cases
where ν > 10−5, the iteration counts are almost independent of the number of
subdomains. Even when the viscosity ν goes to zero, the convergence of BDDC-2
is still very fast, while the convergence rates of BDDC-1 and the two Robin-Robin
algorithms are not satisfactory at all.
From Table 6, we see that the iteration counts of all the algorithms increase with
an increase of the subdomain problem size; the increase for BDDC-2 is the smallest.
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