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Abstract
For Jacobi matrices with an ¼ 1þ ð1Þnang; bn ¼ ð1Þnbng; we study bound states and
the Szeg +o condition. We provide a new proof of Nevai’s result that if g41
2
; the Szeg +o condition
holds, which works also if one replaces ð1Þn by cos ðmnÞ: We show that if a ¼ 0; ba0; and
go1
2
; the Szeg +o condition fails. We also show that if g ¼ 1; a and b are small enough
(b2 þ 8a2o 1
24
will do), then the Jacobi matrix has ﬁnitely many bound states (for a ¼ 0; b
large, it has inﬁnitely many).
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
This paper focuses on Jacobi matrices, that is, operators J on c2ðZþÞ; where
Zþ ¼ f1; 2;yg; given by ðbn real, an40)
ðJuÞðnÞ ¼ anuðn þ 1Þ þ bnuðnÞ þ an1uðn  1Þ; ð1:1Þ
where the an1uðn  1Þ term is dropped if n ¼ 1: We deﬁne J0 by an 	 1; bn 	 0; and
will suppose J  J0 is compact, so sessðJÞ ¼ ½2; 2: We are interested especially in
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the Szeg +o condition,
ZðJÞ 	 1
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Z 2
2
log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 E2
p
2pdnac
dE
 !
dEﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 E2
p oN; ð1:2Þ
where n is the spectral measure for J and the vector d1: We will also consider some
aspects of Schro¨dinger operators Dþ V :
In 1979, Nevai [25] proved a conjecture of Askey that if
an ¼ 1þ ð1Þ
na
n
þ Oðn2Þ; bn ¼ ð1Þ
nb
n
þ Oðn2Þ; ð1:3Þ
then the Szeg +o condition holds. Our goal here is to understand this result from the
point of view of sum rules recently used to study the Szeg +o condition by Killip–
Simon [17] and Simon–Zlatosˇ [32], and to consider various extensions and borderline
cases, in particular, the following four questions:
(1) Nevai [25] allows replacement of
ð1Þn
n
by
ð1Þn
ng
with g41
2
and still gets (1.2). Is
g ¼ 12 a borderline or just where Nevai’s method fails? We will see that g ¼ 12 is
indeed a borderline and that an ¼ 1; bn ¼ ð1Þ
n
ng
obeys (1.2) if and only if g41
2
:
This is a subtle issue: one might think the key is that bnþ1  bn decay faster than
n1; in which case g ¼ 1
2
is not special but, as is the case in many other situations
[18], bnAc2 is critical; see Theorem 2 below.
(2) What is the condition on the errors Oðn2Þ in (1.3)? Nevai actually shows if
those errors, eaðnÞ; ebðnÞ; obey
PN
n¼2ðlog nÞjejðnÞoN for jAfa; bg; then (1.2)
still holds. In line with the advances in [17,32], we will only requirePN
n¼2 jejðnÞjoN; for jAfa; bg: Indeed, our results are logarithmically better
than Nevai’s in the leading term. If ð1Þ
n
n
in (1.3) is replaced by ð1Þ
n
n1=2
½log ng; then
Nevai’s method requires g41; while we require only g41
2
:
(3) What about other oscillatory potentials like cosðZnÞ
ng
for ZAð0; 2pÞ? (1.3) is the case
Z ¼ p: Although it is possible his methods extend to this case, the conditions in
Nevai’s paper require cancellations in bn þ bnþ1 and do not work for Zap: We
will accommodate general Z:
(4) Nevai’s work suggests that
ð1Þn
n
is akin to n2 potentials, which suggests
that for jaj þ jbj small, (1.3) has ﬁnitely many eigenvalues outside ½2; 2
while for jaj þ jbj large, it has inﬁnitely many. We will prove the ﬁniteness
result below. We note that while he does not discuss this case explicitly,
Chihara’s conditions in [7] imply ﬁnitely many bound states if an ¼ 1 and jbj is
small.
For Jacobi matrices, our main results are:
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Theorem 1. Suppose
an ¼ 1þ cn þ dnþ1  dn; ð1:4Þ
bn ¼ en þ fnþ1  fn ð1:5Þ
with
XN
n¼1
jcnj þ jenj þ jdnj2 þ j fnj2oN: ð1:6Þ
Then ZðJÞoN and
X
j;7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E7j ðJÞ2  4
q
oN; ð1:7Þ
where E7j ðJÞ are the eigenvalues of J in 7ð2;NÞ:
Remark 1. In case an  1 ¼ að1Þ
n
ng
þ eaðnÞ; bn ¼ bð1Þ
n
ng
þ ebðnÞ; we deﬁne
dn ¼ 
XN
j¼n
að1Þn
ng
fn ¼ 
XN
j¼n
bð1Þn
ng
: ð1:8Þ
Since the sums are OðngÞ; (1.6) is then true if P jeaðnÞj þ jebðnÞjoN and g412:
(2) If bn is instead
cosðZnÞ
n
; it is still true that fn 	 
PN
j¼n
cosðZnÞ
n
is Oðn1Þ; and so in
c2; and thus this theorem also includes cases like cosðZnÞ
n
where bn þ bnþ1 does not have
cancellations.
(3) By mimicking the construction of Wigner and von Neumann (see, e.g., [28,
Example 1, Chapter XIII.13], one can construct Jacobi matrices J with anB1þ ð1Þ
n
n
and bnB
ð1Þn
n
as n-N which have 0 as an eigenvalue embedded in the essential
spectrum.
As a converse to Theorem 1, we note
Theorem 2. Suppose
(i) lim sup½Pnj¼1 logðajÞ4N;
(ii)
PN
n¼1ðan  1Þ2 þ b2n ¼N:
Then ZðJÞ ¼N:
Remark. If an ¼ 1 or an ¼ expðað1Þ
n
ng
Þ
 	
; bn ¼ bð1Þ
n
ng
; and gp1
2
; then this implies
ZðJÞ ¼N; showing g ¼ 1
2
is the borderline.
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Proof. Suppose ZðJÞoN and (i) holds. Then, by Theorem 1 of Simon–Zlatosˇ [32],
(1.7) holds. A fortiori, the quasi-Szeg +o condition, (1.8) of Killip–Simon [17], and the
3
2
Lieb–Thirring bound hold. So, by Theorem 1 of Killip–Simon [17], (ii) fails. Thus,
(i) þZðJÞoN) not (ii). So (i) þ (ii) ) ZðJÞ ¼N: &
Theorem 3. Suppose an ¼ 1 and (1.5) holds with
lim sup
n
n2½jenj þ jfnj2 þ jfnþ1j2o18: ð1:9Þ
Then J has only finitely many bound states. If (1.4) and (1.5) hold and
lim sup
n
n2½jcnj þ jcn1j þ 24jdn1j2 þ 48jdnj2 þ 24jdnþ1j2
þ jenj þ 6jfnj2 þ 6jfnþ1j2o18 ð1:10Þ
then J has finitely many bound states.
Remark. In particular, if an ¼ 1; bn ¼ bð1Þ
n
n
; and jbjo1
2
; then J has only ﬁnitely many
bound states. If jbj41; it is proven in [11] that J has inﬁnitely many bound states.
Also, if an ¼ 1þ að1Þ
n
n
and bn as before, then for b
2 þ 8a2o 1
24
; J has also only ﬁnitely
many bound states, but this bound seems to be far from optimal.
The techniques we will use are two-fold: First, we will use the result of Simon–
Zlatosˇ [32] that if PNj¼1 log ðajÞ is conditionally convergent, then (1.2) holds if
and only if (1.7) holds (by a case-type sum rule). This means that all the results
on ﬁniteness on ZðJÞ which we are discussing are equivalent to suitable bounds
on eigenvalues. Second, to bound eigenvalues, we will use ideas developed in
the 1970s to discuss Schro¨dinger operators with oscillatory potentials
[1,5,6,8,9,15,16,23,30,31,33]. Interestingly, the focus of that work was to handle
wild, pathological cases like VðrÞ ¼ ð1þ rÞ2e1=rsin ðe1=rÞ or VðrÞ ¼ ð1þ rÞ2er
sin ðerÞ; which are extremely unbounded near r ¼ 0 or r ¼N but whose oscillators
cause Dþ V ; deﬁned by quadratic form methods, to be well behaved. In fact, we
believe that the most interesting examples are ones like r1sin ðrÞ which are not
unbounded at all, but oscillatory and slowly decaying.
See also the recent work [24], which discusses form boundedness and form
compactness of Schro¨dinger operators using methods inspired by the above papers.
Most of the 1970s papers discuss scattering or self-adjointness results, although
Combescure–Ginibre [9] and Chadan–Martin [6] do discuss bounds on the number
of bound states. Since they were not as efﬁcient in using operator bounds, we begin
in Section 2 with the continuum Schro¨dinger operator case. In Section 3, we discuss
the growth of NðlVÞ as l-N for long-range oscillatory potentials. We will prove
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Theorem 4. Let VbðxÞ ¼ ð1þ jxjÞbsin ðjxjÞ for 24b41:On Rn; we have
a þ bln=bpNðlVÞpaþ þ bþln=b
for suitable (b-dependent) a7; b740:
We note that if b42 so VbALn=2; then it is known (see [28, Theorem XIII.80]) that
lim
l-N
ln=2NðlVÞ ¼ tnð2pÞn
Z
VbðxÞp0
ðVbðxÞÞn=2 dnx
with tn the volume of the unit ball in Rn:
In Section 4, we discuss the discrete Schro¨dinger case, that is, Jacobi matrices with
an 	 1: In Section 5, we discuss the general Jacobi case. The appendix contains
bounds on the Oðn2Þ situation that we will need in the body of the paper. Since
these have not been proven in the Jacobi case with optimal constants, it was
necessary to include this appendix. In particular, in Theorems A.6 and A.7, we study
Jacobi matrices J with jan  1jBgan2 and jbnjBgbn2 and discuss ﬁniteness (resp.
inﬁnitude) of the discrete spectrum of J in ½2; 2c; depending on whether 2ga þ
gbo14; (resp. 2ga þ gb414Þ; thereby extending results of Chihara [7].
2. The continuum Schro¨dinger case
Let W be an Rn-valued C1 function on Rn or a piecewise C1 continuous function
on R so thatr  W is also bounded. In fact, once one has the bounds below, it is easy
to accommodate arbitrary distributions W with WALn þ LN (when nX3) even if
r  W is not bounded. For our applications of interest, we make these simplifying
assumptions.
Proposition 2.1 (Combescure–Ginibre lemma [9]). If jACN0 ;
j/j;rWjSjp2jjWjjj jjrjjj: ð2:1Þ
Proof. First, integrate by parts, /j;rWjS ¼ 2Re/Wj;rjS: Then use the
Schwarz inequality. &
Theorem 2.1. Let H ¼ Dþ V1 þr  W and H1 ¼ Dþ 2V1  4W 2: Then
HX1
2
H1: ð2:2Þ
In particular, if NðVÞ is the number of negative eigenvalues of Dþ V ; then
NðV1 þr  WÞpNð2V1  4W 2Þ ð2:3Þ
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and if EpðVÞ ¼ Trð½HEðN;0ðHÞpÞ for H ¼ Dþ V is the Lieb–Thirring sum of
eigenvalue powers, then
EpðV1 þr  WÞp2pEpð2V1  4W 2Þ: ð2:4Þ
Proof. By (2.1),
/j; ðDþ V1 þrWÞjSX/j; ðDþ V1ÞjS e/j;DjS e1/j; W 2jS
¼ j; ð1 eÞ Dþ 1
1 eV1 
1
eð1 eÞ W
2

 
j
 
:
In the absence of a V1 term, the optimal choice of e is e ¼ 12 (to minimize 1eð1eÞ), so we
make that choice in general. It yields (2.2), which in turn immediately implies (2.3)
and (2.4). &
Bound (2.1) and its proof are taken from Combescure–Ginibre [9]. While they use
the Schwarz inequality, they do not explicitly note (2.2), which causes them to make
extra arguments that can be less efﬁcient than using (2.2). For example, if V1 ¼ 0;
n ¼ 3; and
w2 ¼ ð4pÞ2
Z
d3x dy3
W 2ðxÞW 2ðyÞ
jx  yj2
then (2.3) and the Birman–Schwinger principle immediately imply that
Nðr  WÞp16w2;
while Combescure–Ginibre [9] only claim
Nðr  WÞp16w2ð1þ wÞ2;
which is much worse for large w:
For n ¼ 1; V1 ¼ 0; (2.3) is a result of Chadan–Martin [6] who use Sturm
comparison methods rather than the Schwarz inequality and the Combescure–
Ginibre lemma. Theorem 2.2 has some immediate consequences:
Corollary 2.3. For nX3;
NðV1 þr  WÞpcnðjjV1jjn=2n=2 þ jjW jjnnÞ: ð2:5Þ
For general n and pX1
2
if n ¼ 1; p40 if n ¼ 2; and pX0 if nX3;
EpðV1 þrWÞpcn;pðjjV1jjpþn=2pþn=2 þ jjW jj2pþn2pþnÞ: ð2:6Þ
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Proof. Eq. (2.5) is just the Cwikel–Lieb–Rozenblum [10,19,29] bound, given in (2.3).
Eq. (2.6) is the Lieb–Thirring bound [21,22] when p is strictly larger than the minimal
value. p ¼ 0 for nX3 is (2.5) while p ¼ 1
2
; n ¼ 1 is due to Weidl [35] (see also
Hundertmark–Lieb–Thomas [13]). &
If nX3 and VALn=2; we have NðlVÞpcln=2; but (2.5) only implies that
NðlðV1 þrWÞÞpc1ln=2 þ c2ln:
In the next section, we see that in some speciﬁc cases, NðlVÞ really does grow at
rates arbitrarily close to ln:
Corollary 2.4. If na2 and 4W 2  2V1pðn2Þ
2
4
j xj2; then Dþ V1 þrW1 has no
bound states. If 4W 2oðn2Þ
2
4
j xj2 and V1ALn=2 (if nX3) or
R ð1þ jxjÞjV j1ðxÞ dxoN
ðn ¼ 1Þ; then Dþ V1 þr  W1 has finitely many bound states.
Proof. The ﬁrst statement is immediate from (2.3) and Theorem A.3. The second
follows from
Dþ 2V1  4W 2 ¼ ð1 eÞD 4W 2  eDþ 2V1
and the Cwikel–Lieb–Rozenblum estimate if nX3 and Bargmann’s bound if
n ¼ 1: &.
Example 2.5. If V ¼ sinðrÞ
ra
; we can write V ¼ V1 þr  W where W ¼ rˆðcosðrÞra 
a sinðrÞ
raþ1 Þf ðrÞ where fACN vanishes near 0 and is 1 nearN: This shows that for ao1;
Dþ lV0 has ﬁnitely many bound states for all l; and when a ¼ 1; it has ﬁnitely
many bound states if jlj is small. An argument similar to that in [11] shows that if
a ¼ 1 and l is large, Dþ lV has an inﬁnity of negative eigenvalues. &
3. Schro¨dinger operators at large coupling
Our purpose here is to prove Theorem 4 that Vb ¼ sinðrÞð1þrÞb (with 24b41) has
NðlVbÞ growing as ln=b for l large. We give the details when n ¼ 1 on a half-line and
then discuss the case when nX2:
Proof of Theorem 4. Half-line case: We begin with the upper bound. Let jRðrÞ be a
CN function with jjjRjjN ¼ 1; which is 0 if roR and 1 if r4R þ 1: By translation,
we may assume the derivatives d
ajR
dxa
are uniformly bounded in x and R (for ﬁxed
a). Let WRðrÞ ¼ 
RN
r
jRðsÞVbðsÞ ds and V1;R ¼ Vb  ddrWR: Deﬁne V2;RðrÞ ¼
ARTICLE IN PRESS
D. Damanik et al. / Journal of Functional Analysis 205 (2003) 357–379 363
maxsXr jV1;RðsÞj: Then
 d
2
dx2
þ lVb ¼ 1
2
d2
dx2
þ lV1;R

 
þ 1
2
d2
dx2
þ l dWR
dr

 
X 1
2
d2
dx2
 lV2;R

 
þ 1
2
1
2
d2
dx2
 8l2W 2R

 
: ð3:1Þ
Next, note that
WRðrÞpCðmax ðr; RÞÞb: ð3:2Þ
We also have
jV2;RðrÞjprb ð3:3Þ
and is zero if r4R þ 1:
Calogero [3] has proven that if V is monotone decreasing and non-negative,
then NðVÞp2p1 RN0 jVðsÞj1=2 ds: This bound, (3.1)–(3.3), and the fact that
dim ðEðN;0ÞðA þ BÞÞpdim EðN;0ÞðAÞ þ dim EðN;0ÞðBÞ (by the variational princi-
ple) imply that for any R;
NðlVbÞpC1 l1=2
Z Rþ1
0
rb=2 dr þ l
Z N
0
maxðR; rÞb dr
 
¼C2½l1=2R1b=2 þ lR1b
since 1obo2: Pick R ¼ l1=b and get
NðlVbÞp2C2l1=b:
On the other side, consider the operator H˜ðlÞ; which is  d2
dx2
þ lVb with Dirichlet
boundary conditions added at the points ð2n þ 32Þp7p3: Adding such boundary
conditions only increases the operator, so NðlVbÞX# of negative eigenvalues of
H˜ðlÞ: In each interval of the form ½ð2nþ3
2
Þp p
3
; ð2nþ3
2
Þpþ p
3
; sinðrÞ is less than 1
2
; so
Vbp l
2½ð2nþ3Þpb on the entire interval. The lowest Dirichlet eigenvalue of  d
2
dx2
on
such an interval is 9
4
; so each interval with
l
2½ð2n þ 3Þpb
4
9
4
contributes an eigenvalue so
NðlVbÞXC3l1=b:
This completes the proof of Theorem 4 in the half-line case.
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One might think that it would help to use the fact that small n intervals provide
Oðl1=2Þ eigenvalues rather than just the 1 we use, but a detailed analysis shows it
improves the constant in front of l1=b but not the power.
Higher dimensions: The lower bound is similar to the half-line case. We have
sinðrÞo 1
2
on annuli which we can partially cover with suitable disjoint cubes of
ﬁxed size, ﬁnding cubes where V is deep enough when the distance of the cube from
the origin is no more than Cl1=b: The number of such cubes is Oðln=bÞ so we get an
Oðln=bÞ lower bound.
For the upper bound when nX3; we can replace Calogero’s bound with the
Cwikel–Lieb–Rozenblum bound. Since
RR
0 r
bn=2 dnr ¼ C4Rnð1b=2Þ and
RN
R
rbn
dnr ¼ C5Rnð1bÞ; we ﬁnd
NðlVbÞpC6½ln=2Rnð1b=2Þ þ lnRnð1bÞ
so picking R ¼ l1=b; we get NðlVbÞpC7ln=b:
n ¼ 2 is messier. We will sketch the idea, but omit the details. One needs to use the
spherical symmetry and consider each partial wave separately. By using the analog of
(3.1), we see, on functions of angular momentum c; there is an effective potential
which bounds Dþ lVb from below, viz,
Vc;eff ¼  1
4r2
þ c
2
4r2
 lrbwð0;Rþ1Þ  l2 max ðr; RÞ2b:
We need to consider three regions:
(i) cXC8l
1=b: Take R ¼ l1=b and ﬁnd Vc;effX0 so there are no bound states.
(ii) 1pcpC8l1=b: We take R ¼ l1=b; drop the c244r2 term, and use Calogero’s bound
to get a bound per partial wave of C9l
1=b as in the one-dimensional case.
(iii) c ¼ 0: The singularity of r2 at both 0 and inﬁnity requires us to place
Dirichlet boundary conditions at 1 and a point R2 ¼ l2=b1; which for large l is
much larger than R1 ¼ l1=b (since 1bo1o 1b1o 2b1). On ðR2;NÞ; we can use the
fact that lVbX 14 1r2 log r and Theorem A.2 to see the Dirichlet operator has no
bound states. On ð0; 1Þ; we can bound the c ¼ 0 states by all states for the
Dirichlet Laplacian in L2ðfjxjo1g; d2xÞ with Dirichlet boundary conditions
with energy below cal (where c ¼ maxjrjp1  sinðrÞð1þrÞb). It is known (by Weyl’s
theorem, see [28, p. 271]) that this is asymptotically c10l since n ¼ 2: In ð1; R2Þ;
we can use Calogero’s bound where now ‘‘V ’’ is  1
4r2
 lV2;R  4l2W 2R: We get
a bound by c11
RR2
1
dr
r
þ c12l1=b: Taking into account the possible two states lost
by adding the Dirichlet boundary conditions in the c ¼ 0 space, we get
NðlVbÞpc13l1=bðl1=bÞ þ c14ðlþ l1=b þ logðjlj þ 1ÞÞ;
which is the required large l2=b bound. &
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4. Discrete Schro¨dinger operators
Our main goal in this section is to extend (2.1) and Theorem 2.2 to the discrete
case. It will be convenient to consider operators on all of Z and get bounds on Jacobi
matrices by restriction. We will also restrict to eigenvalues above energy 2: One can
then control energies below 2 by using
U0Jðfang; fbngÞU10 ¼ Jðfang; fbngÞ; ð4:1Þ
where Jðfang; fbngÞ is the Jacobi matrix (1.1) with parameters an; bn; and
ðU0uÞðnÞ ¼ ð1ÞnuðnÞ: ð4:2Þ
On c2ðZÞ; deﬁne two operators H0 and dþ as
ðH0uÞðnÞ ¼ uðn þ 1Þ þ uðn  1Þ; ð4:3Þ
ðdþuÞðnÞ ¼ uðn þ 1Þ  uðnÞ: ð4:4Þ
Then d 	 dþ is given by
ðduÞðnÞ ¼ uðn  1Þ  uðnÞ
and
dþd ¼ ddþ ¼ 2 H0 ð4:5Þ
(for if dþ ¼ R  1 and d ¼ L  1; then RL ¼ LR ¼ 1 and H0 ¼ L þ R). Let bn and
fn be sequences on Z and suppose
bn ¼ fnþ1  fn ¼ ðdþf Þn: ð4:6Þ
Then in c2ðZÞ; for u real and of ﬁnite support,
/u; buS ¼
X
n
bnjuðnÞj2
¼
X
n
ð fnþ1  fnÞjuðnÞj2
¼
X
n
fnðjuðn  1Þj2  juðnÞj2Þ
¼/du; f ð1þ LÞuS: ð4:7Þ
Since jjdujj2 ¼ /u; dþduS ¼ /u; ð2 H0ÞuS by (4.5), we see that
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Lemma 4.1. If b is given by (4.6), then
j/u; buSjp/u; ð2 H0ÞuS1=2½2/u; ð f 2 þ f˜ 2ÞuS1=2; ð4:8Þ
where
f˜n ¼ fnþ1: ð4:9Þ
Proof. In getting (4.8), we used (4.5) and (4.7),
jj f ð1þ LÞujj2p2jj fujj2 þ 2jj fLujj2 ¼ 2jj fujj2 þ 2jjf˜ujj2
and the fact that, because of jjxj  jyjjpjx  yj; we also have
/juj; ð2 H0ÞjujS ¼ 12
X
n
jjuðn þ 1Þj  juðnÞj2p/u; ð2 H0ÞuS
so it sufﬁces to prove the result for real-valued sequences u: &
We will later need the following estimate that was proven along the way (we get J0
by restricting to u’s of support on Zþ):
j/u; dþf uSjp2j/u; ð2 H0ÞuSj1=2j/u; 12 ð f 2 þ f˜ 2ÞuSj1=2 ð4:10Þ
pe/u; ð2 J0ÞuSþ e1/u; 12 ð f 2 þ f˜ 2ÞuS: ð4:11Þ
Theorem 4.2. Let bn be a sequence on Zþ so that limn-N
Pn
j¼1 bj exists, and let
fn ¼ 
XN
j¼n
bj: ð4:12Þ
Let J be the Jacobi matrix with an 	 1 and b’s given by bn: Let J7 be the Jacobi matrix
with an 	 1 and b’s given by
72ð f 2 þ f˜ 2Þ: ð4:13Þ
Then
(i) dim Eð2;NÞðJÞpdim Eð2;NÞðJþÞ; ð4:14Þ
(ii) dim EðN;2ÞðJÞpdim EðN;2ÞðJÞ: ð4:15Þ
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(iii) If the eigenvalues E of J7 outside ½2; 2 obeyX
j
ðjEjðJ7Þ  2ÞaoN ð4:16Þ
for some a and for both Jþ and J; thenX
j
ðjEjðJÞj  2ÞaoN: ð4:17Þ
Proof. Deﬁne
b0 ¼ 
XN
j¼1
bj
so if f is extended to Z by setting fk ¼ 0 for kp0; we have b ¼ f˜  f : Thus, by (4.8) as
operator on c2ðZÞ;
bX1
2
½ð2 H0Þ  2ð f 2 þ f˜ 2Þ
so
2 H0  bX12 ½ð2 H0Þ  2ð f 2 þ f˜ 2Þ:
Now restrict to functions supported on Zþ to get
2 JX1
2
½2 Jþ: ð4:18Þ
This yields (4.14) and (4.1) then yields (4.15). The two together imply (4.17). &
Example. Let bn ¼ bð1Þ
n
n
: Then fnB 12 bð1Þ
n
n
þ Oð 1
n2
Þ and the leading term in
2n2ð f 2 þ f˜ 2Þ ¼ 4ð1
2
bÞ2 ¼ b2: By Theorem A.6, if b2o1
4
; Jða ¼ 1; bÞ has ﬁnitely many
eigenvalues, that is, jbjo1
2
produces ﬁnitely many eigenvalues.
On the other hand, if jbj41; it is known [11] that H has an inﬁnite number of
bound states. It would be interesting to determine the exact value of the coupling
constant, where the shift from ﬁnitely many to inﬁnitely many bound states takes
place.
Proof of the First Assertion in Theorem 3. By (4.18), if bn has form (1.4) and J
7 is
formed with b7n ¼ 2e7n 72ð f 2n þ f 2nþ1Þ; then
28JX1
2
½28J7:
If (1.9) holds, then
lim sup
n
n2½jb˜7n jo14
so J7 have ﬁnitely many bound states by Theorem A.6. &
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5. Oscillatory Jacobi matrices
In this section, we will prove Theorems 1–3 by accommodating general values of
an within the bounds of the last section. Recall that R acts as RuðnÞ ¼ uðn þ 1Þ and
we deﬁned dþ ¼ R  1: It will be convenient to write the Jacobi matrix J ¼
aR þ Ra þ b in ‘‘divergence form,’’ that is, write it as J ¼ dþgdþ þ q: Let us ﬁrst
consider the whole-line case: Given sequences a; b on Zþ; we extend them to
sequences on Z by setting an ¼ 1 and bn ¼ 0 for nr0: We denote the corresponding
operator on c2ðZÞ by K : With ax ¼ RaR; that is, axn ¼ an1; and dþgdþ ¼
RgR þ gR þ Rg  g; we see that g ¼ a and q ¼ b þ a þ ax: Thus, recalling
dþdþ ¼ 2 H0;
K ¼  dþadþ þ b þ a þ ax
¼H0 þ b þ a þ ax  2 dþða  1Þdþ;
which shows
/u; KuS ¼ /u; H0uSþ/u; ðb þ a þ ax  2ÞuS/dþu; ða  1ÞdþuS:
By restriction to u’s supported on Zþ; we get
/u; JuS ¼ /u; J0uSþ/u; ðb þ a þ ax  2ÞuS/dþu; ða  1ÞdþuS; ð5:1Þ
where one should keep in mind that ax1 ¼ 1:
We ﬁrst estimate the third term in (5.1). Writing a as in (1.4), that is,
a ¼ 1þ c þ dþd; it reads
/dþu; ða  1ÞdþuS ¼ /dþu; cdþuSþ/dþu; ðdþdÞ dþuS: ð5:2Þ
With ðxÞ ¼ maxðx; 0Þ; the negative part, we have
/dþu; cdþuSX /dþu; cdþuS
¼ 
X
n
ðcnÞðjuðn þ 1Þj2 þ juðnÞj2  2 Reðuðn þ 1ÞuðnÞÞÞ
X 
X
n
2ðcnÞðjuðn þ 1Þj2 þ juðnÞj2Þ
¼  2/u; ðc þ cxÞuS; ð5:3Þ
where one should keep in mind that cx1 ¼ 0: For the last term in (5.2), we note that
by (4.11),
/dþu; ðdþdÞdþuSX/dþu; AdþuS;
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where
A ¼ Ae ¼ eð2 J0Þ þ 1
2e
ðd2 þ d˜2Þ:
Now since AX0;
/dþu; AdþuS ¼ jjA1=2ðR  1Þujj2
p 2jjA1=2Rujj2 þ 2jjA1=2ujj2
¼/u; ½2ðRARÞ þ 2AuS:
We have RJ0R ¼ J0; R f˜R ¼ f ; and RfR ¼ f x: Thus we arrive at
/dþu; ðdþdÞdþuSX/u; BuS ð5:4Þ
with
B ¼ 4eð2 J0Þ þ e1½ðdxÞ2 þ 2d2 þ d˜2:
Writing b ¼ e þ dþ f ; as in (1.5), and putting (5.1)–(5.4), together, we have
/u; ð2 JÞuSX ð1 4eÞ/u; ð2 J0ÞuS
/u; ðe þ jcj þ jcxj þ e1ððdxÞ2 þ 2d2 þ d˜2ÞÞuS
/u; ðdþf þ ðdþdÞx þ dþdÞuS: ð5:5Þ
Estimating the last term in (5.5) again with the help of (4.11) yields
/u; ð2 JÞuSX ð1 ðmþ nþ 4eÞÞ/u; ð2 J0ÞuS
/u; ðe þ jcj þ jcxjÞuS 1
2n
/u; ð f 2 þ f˜ 2ÞuS
 1
m
þ 1
e

 
/u; ððdxÞ2 þ 2d2 þ d˜2ÞuS: ð5:6Þ
Choosing m ¼ n ¼ e ¼ 1
12
; we get
2 JX1
2
½2 J0  W ; ð5:7Þ
where
W ¼ 2e þ 2jcj þ 2jcxj þ 12½ð f Þ2 þ ðf˜Þ2 þ 48½ðdxÞ2 þ 2ðdÞ2 þ ðd˜Þ2: ð5:8Þ
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Proof of Theorem 1. Eqs. (1.6) and (5.8) implyX
jWnjoN:
Thus, by Hundertmark–Simon [14], (1.7) holds for the eigenvalues of J07W0: By
(5.7) and (4.1), and the min–max principle, (1.7) holds for J:
Moreover, by (1.3) and (1.6),
Pðan  1Þ is conditionally convergent and, by (1.6),Pðan  1Þ2oN: It follows that P logðanÞ is conditionally convergent. Thus, by
Theorem 1 of Simon–Zlatosˇ [32], ZðJÞoN: &
Proof of Theorem 3. By (5.8) and (1.10), for large n;
jWnjp1 e
4n2
for some e40: It follows, by Theorem A.6, that J07W has only ﬁnitely many bound
states. Hence, by (4.1), (5.7), and the min–max principle, J has ﬁnitely many bound
states. &
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Appendix A. Finiteness of the eigenvalue spectrum for potentials of a deﬁnite sign
We need information on ﬁniteness results for nonoscillatory potentials. For
Schro¨dinger operators, these results are well known, but we include some discussion
here for two reasons: Optimal constants for Jacobi matrices are not known. The
weak Ln=2 results we discuss are new. We begin with a version of Hardy’s inequality
with optimal constant:
Theorem A.1. Let H0 ¼  d2dx2 on L2ð0;NÞ with uð0Þ ¼ 0 boundary conditions. Let V
be a bounded function on ½0;NÞ with VðxÞ-0 at infinity. Then
(i) If VðxÞXð4x2Þ1 for all (resp. all large) x; then H0 þ V has no (resp. finitely
many) bound states. In particular, for any jAQðH0Þ; the form domain of H0;Z jjðxÞj2
4x2
dxp
Z
jrjðxÞj2 dx: ðA:1Þ
This is known as Hardy’s inequality.
(ii) If VðxÞp ð1þ eÞð4x2Þ1 for x4R0 and some R0; e40; then H0 þ V has an
infinite number of bound states.
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Remark. We only assume V bounded to avoid technicalities. In fact, one can use
(A.1) to discuss V ’s with VðxÞX 1
4
x2  c:
Proof. Sturm’s theory (see [28, pp. 90–94]) says that the number of negative
eigenvalues of H0 þ V is precisely the number of zeros of u00ðxÞ þ VðxÞuðxÞ ¼ 0;
uð0Þ ¼ 0; and that any other solution of w00 þ Vw ¼ 0 has a zero between any two
zeros of u; and vice-versa. Thus, if some solution, w; of w00 þ Vw ¼ 0; is positive,
H0 þ V has no eigenvalues, and if it has an inﬁnity of zeros, H0 þ V has an inﬁnity
of eigenvalues.
uðxÞ ¼ x1=2 solves u00  1
4
x2u ¼ 0; showing (i). On the other hand, uðxÞ ¼ xa
with aða 1Þ ¼ 1
4
ð1þ eÞ solves u00  1
4
ð1þ eÞx2u ¼ 0: If e40; a has an imaginary
part and ReðxaÞ has an inﬁnity of zeros. This plus a comparison theorem implies the
results. &
Remark. There are two other ways to prove Hardy’s inequality: Let a ¼ d
dx
 1
2x
:
Then aa ¼ H0  ð4x2Þ1; a careful version of this proof requires consideration of
boundary conditions at x ¼ 0: Second [12], (A.1) is equivalent to x1p2x1p4:
Changing variables from x to eu ¼ x; using the explicit form p2ðx; yÞ ¼ maxðx; yÞ
for the kernel of p2 with Dirichlet boundary conditions at zero, one gets that
x1p2x1 is unitarily equivalent to convolution with e
1
2
juj on L2ðRÞ: This operator
has norm
RN
N e
1
2
juj du ¼ 4: This argument also shows that the operator has
continuous spectrum, so if its norm is larger than 1; a Birman–Schwinger-type
argument provides an alternate proof of an inﬁnity of bound states.
For reasons that will become clear when we discuss the two-dimensional case, we
need more on the borderline 1
4
x2 case. &
Theorem A.2. Let
XgðxÞ ¼  1
4x2
 gwð2;NÞðxÞ
1
x2ðlog xÞ2: ðA:2Þ
Let V be a bounded function on ½0;NÞ with VðxÞ-0 as x-N: Then
(i) If VðxÞXXg¼1=4ðxÞ for large x; then H0 þ V has finitely many bound states.
(ii) If VðxÞpXgðxÞ for some g414 and all large x; then H0 þ V has infinitely many
bound states.
Proof. Let ua ¼ x1=2ðlog xÞa in the region x42: Then
u00 þ Xg¼aða1Þu ¼ 0
by a direct calculation. The proof is now identical to that of Theorem A.1. &
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Theorem A.3. Let H0 ¼ D on L2ðRnÞ: Let V be a bounded function on Rn with
VðxÞ-0 as jxj-N: Then
(i) If nX3 or on L2ð½0;NÞÞ with Dirichlet boundary conditions at 0 and VðxÞX
ðn2Þ2
4
jxj2; then Dþ V has no negative spectrum. If this holds for all jxj4R0;
then Dþ V has finite negative spectrum. In any event, one has Hardy’s
inequality,
ðn 2Þ2
4
Z jjðxÞj2
jx2j d
nxp
Z
jrjðxÞj2 dnx: ðA:3Þ
(ii) If n ¼ 2 and VðxÞX 1
4
ðjxjlog jxjÞ2 for all jxjXR0; then Dþ V has finite
negative spectrum.
(iii) If na2 and VðxÞp ð1þ eÞ ðn2Þ2
4
jxj2 for jxjXR0; then Dþ V has infinite
negative spectrum.
(iv) If n ¼ 2 and VðxÞp ð1þ eÞ 1
4
ðjxjlog jxjÞ2 for all jxj4R0; then Dþ V has an
infinite negative spectrum.
Proof. By the min–max principle, it sufﬁces to consider the case where V is
spherically symmetric. In that case, Dþ V is unitarily equivalent (see [27, pp. 160–
161]) to a discrete sum "Hc;m on"L2ð½0;NÞ; drÞ where
Hc;m ¼  d
2
dr2
þ ðn 1Þðn 3Þ
4
1
r2
þ kc
r2
þ V ;
where kc¼0 ¼ 0 and all other k’s have kc40 and kc-N: Since ðn1Þðn3Þ4  14 ¼ ðn2Þ
2
4
;
this result follows from the previous two theorems.
The following result seems to be new:
Theorem A.4. Let nX3: Let VðxÞ be a function on Rn so that for any a; mðaÞ 	
jfxjjVðxÞj4agj is finite. Suppose
lim
ak0
an=2mðaÞotn n 2
2

 n
; ðA:4Þ
where tn is the volume of the unit ball in Rn: Then Dþ V has a finite number of bound
states.
Proof. Let V0 ¼ ðn2Þ
2
4
1
jxj2: m0ðaÞ 	 jfxjV0ðxÞ4agj ¼ tnðn22 Þ
nan=2 so (A.4)
implies V ¼ V1 þ V2 where V1ALn=2 and V2 has a spherical rearrangement, V 2
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(see [20]) with
V 2pð1 eÞV 0
for some e40: Now Dþ V ¼ eðDÞ þ V1 þ ð1 eÞ½Dþ ð1 eÞ1V2: By the
Cwikel–Lieb–Rozenblum [10,19,29] bound, eðDÞ þ V1 has ﬁnite negative spectrum.
By (A.3),
jjV1=20 ðDÞ1V 1=20 jjp1:
The Brascamp–Lieb–Luttinger inequality [2] shows
jjjV2j1=2ðDÞ1jV2j1=2jjpjjV1=22 ðDÞV 1=22 jj:
It follows that Dþ ð1 eÞ1V2 has no negative spectrum. &
We note that the main part of this paper has results that extend some of these
results to Schro¨dinger operators with oscillatory potentials; see Theorem 2.2. We
now turn to the discrete Jacobi case, beginning with
Theorem A.5. Let J0 be the free Jacobi matrix. Then
XN
n¼1
1
4n2
juðnÞj2pðu; ð2 J0ÞuÞ: ðA:5Þ
Remarks. (1) We will see below that 1
4
is the optimal constant in this inequality, that
is, it is false if 1
4
is replaced by a larger constant.
(2) However, 1
4n2
can be replaced by 1
4n2
þ 5
32n4
or, more generally, ½ð1þ 1
n
Þ1=2þ
ð1 1
n
Þ1=2  2:
Proof. There is a Sturm theory in the discrete case [26,34]. One needs to look at zeros
of the linear interpolation of u: In particular, if bn is such that there is a positive
solution u0 of
ðJ0 þ bÞu0 ¼ 2u0 ðA:6Þ
then ð2 J0  bÞX0: Let u0ðnÞ ¼ n1=2 for nX0: Deﬁne for nX1;
bn ¼ u0ðn þ 1Þ þ u0ðn  1Þ
u0ðnÞ  2 ¼ 1þ
1
n

 1=2
þ 1 1
n

 1=2
2:
Thus (A.6) is obeyed so ð2 J0  bÞX0 or
P
bnjuðnÞj2pðu; ð2 J0ÞuÞ for any u:
Since ð1 xÞ1=2 ¼ 1 PNn¼1 cnxn with cnX0 and c2 ¼ 18; bnX 14n2: &
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Theorem A.6. Let J be a Jacobi matrix with
lim sup n2jan  1j ¼ ga ðA:7Þ
lim sup n2jbnj ¼ gb ðA:8Þ
both finite with
2ga þ gbo14: ðA:9Þ
Then J has finitely many bound states outside ½2; 2:
Remark. (1) As we will see, the 1
4
in (A.9) cannot be improved.
(2) In [7], Chihara proves J has ﬁnitely many eigenvalues if
lim supðn2½ða2n  1Þ712 ðbn þ bn1ÞÞo 116: ðA:10Þ
(We take his Jacobi matrix and multiply by 2 to get the ½2; 2 rather than ½1; 1
normalization; then his cn and ln are related to ours by an ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4lnþ1
p
; bn ¼ 2cn:) This
leads to 2ga þ gbo 116; so our result, which is best possible, is better by a factor of 4:
(3) Because having no eigenvalues remains true if the an’s are decreased, (A.7) can
be replaced by n2ðan  1Þþ; although it still must be true that an-1 as n-N:
Proof. By (4.1), it sufﬁces to prove the spectrum above 2 is ﬁnite. Pick e so that
2ga þ gb þ 3e
1 e p
1
4
: ðA:11Þ
By changing an and bn on a ﬁnite set (which, because it is a ﬁnite rank perturbation of
J; cannot change the ﬁniteness of the number of eigenvalues), we can assume for
all n;
jan1  1j þ jan  1jp2ðga þ eÞ
n2
; an  1X e; jbnjpgb þ e
n2
: ðA:12Þ
By (5.1), we then have
ðu; ð2 JÞuÞX ð1 eÞðu; ð2 J0ÞuÞ 
XN
n¼1
2ga þ gb þ 3e
n2
u2n
X ð1 eÞ ðu; ð2 J0ÞuÞ  14
XN
n¼1
u2n
n2
" #
X0;
where we ﬁrst use (A.11) and then (A.5). &
In the other direction, we have
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Theorem A.7. Let J be a Jacobi matrix with
lim inf n2ðan  1Þ ¼ ga; ðA:13Þ
lim inf n2bn ¼ gb ðA:14Þ
with gaX0; gbX0; and
2ga þ gb414: ðA:15Þ
Suppose also that
lim
n-N
jan  1j þ jbnj ¼ 0:
Then J has an infinity of eigenvalues in ½2;NÞ:
Remark. The existence of Oð 1
n2
Þ potentials with an inﬁnity of eigenvalues evoked
some interest because case [4] claimed that if sup n2½jan  1j þ jbnjoN; there were
only ﬁnitely many eigenvalues. Chihara [7] produced a counterexample with bnB 12n2;
an  1B 38n2 (after changing to our normalization), so 2ga þ gb ¼ 54; larger than the
needed 1
4
our theorem allows.
Proof. If there are only ﬁnitely many eigenvalues, the solution of ðJ  2Þu ¼ 0 with
uð0Þ ¼ 0 has only ﬁnitely many zeros so, by restricting to the region beyond the zeros
and using Sturm theory, we see there is an N0 so
uðnÞ ¼ 0; npN0 ) /u; ð2 JÞuSX0: ðA:16Þ
Deﬁne a˜n ¼ min ðan; 1þ gan2Þ; b˜n ¼ min ðbn; gbn2Þ so
lim ½n2ða˜n  1Þ þ n2ða˜n1  1Þ þ n2b˜n ¼ 2ga þ gb414: ðA:17Þ
By (5.1) and (A.16) if uðnÞ ¼ 0 for npN0;
0p ðu; ð2 JÞuÞ
¼
XN
n¼1
anðuðnÞ  uðn þ 1ÞÞ2 þ
XN
n¼1
ðbn  ðan  1Þ  ðan1  1ÞÞuðnÞ2
p
XN
n¼1
anðuðnÞ  uðn þ 1ÞÞ2 þ
XN
n¼1
ðb˜n  ða˜n  1Þ  ða˜n1  1ÞuðnÞ2 ðA:18Þ
since bnXb˜n; etc.
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Given jACN0 ð0;NÞ and c ¼ 1; 2;y; pick
ucn ¼
ﬃﬃﬃ
c
p
j
n
c
 	
: ðA:19Þ
Since suppðjÞ is a compact subset of ð0;NÞ; uðcÞn ¼ 0 if npec for some e40; so
(A.18) holds for c large. Since an-1;
XN
n¼1
anðuðcÞn  uðcÞnþ1Þ2 ¼
XN
n¼1
an
jðn
c
Þ  jðnþ1c Þ
1
c
0
@
1
A
2
1
c
-
Z
j0ðxÞ2 dx:
Similarly, by (A.17),
XN
n¼1
½b˜n  ða˜n  1Þ  ða˜n1  1Þu2n
¼
XN
n¼1
n2½b˜n  ða˜n  1Þ  ða˜n1  1Þ
jðncÞ2
ðncÞ2
1
c
-
Z
2ga þ gb
x2

 
jðxÞ2 dx
we thus have that
 d
2
dx2
 2ga þ gb
x2
X0
violating Theorem A.1(ii). This contradiction proves that J must have inﬁnitely
many eigenvalues. &
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