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Abstract
Monitoring of populated indoor environments is crucial for the surveillance of public spaces like airports or embassies, where
the behavior of people may be relevant in order to determine abnormal situations. In this paper, a surveillance system based on
an integration of interactive and non-interactive heterogeneous sensors is described. As a difference with respect to traditional,
pure vision-based systems, the proposed approach relies on Radio Frequency Identiﬁcation (RFID) tags carried by people, multiple
mobile robots (each one equipped with a laser range ﬁnder and an RFID reader), and ﬁxed RGBD cameras. The main task of the
system is to assess the presence and the position of people in the environment. This is obtained by suitably integrating data coming
from heterogeneous sensors, including those mounted on board of mobile robots that are in charge of patrolling the environment.
The robots also adapt their behavior according to the current situation, on the basis of a Prey-Predator scheme. Experimental results
carried out both on real and on simulated data show the effectiveness of the approach.
c© 2014 The Authors. Published by Elsevier B.V.
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1. Introduction
A critical infrastructure (CI) is a system which is essential for the maintenance of vital societal functions. The
damage to a CI, due to terrorist attacks, criminal activities or malicious behaviors may have a signiﬁcant negative im-
pact for the entire society. Usually, CIs are monitored by passive cameras and appropriate computer vision techniques
are used for tracking people and understanding their behaviors. However, in addition to the well-known problems af-
fecting vision-based surveillance (e.g., changes in illumination conditions, occlusions, and re-identiﬁcation), passive
vision-based systems can result ineffective when dealing with realistic scenarios, since relaying only on passive ﬁxed
sensors it is hard to identify and tracking a person in a large environment and to obtain relevant information about
him/her. Moreover, vision systems can be subject to malicious physical attacks1.
In this paper, the problem of monitoring a populated indoor environment is faced by combining data coming from
multiple heterogeneous sensors. We consider a system in which authorized personnel wear Radio Frequency Identi-
ﬁcation (RFID) tags, ﬁxed RGBD cameras with RFID receivers are placed in the scene, and multiple mobile robots,
equipped with laser range ﬁnders and RFID receivers, patrol the environment. Laser scans, RFID tag data, and RGBD
images are merged in order to acquire information about the position and the identity of people in the environment.
The system works in a distributed fashion in order to verify normal behavior of people and to automatically raise
alarms when abnormal conditions are detected.
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Fig. 1: (a) An RFID tag. (b) A Turtlebot robot equipped with a laser range ﬁnder and an RFID receiver. (c) A ﬁxed RGBD camera and an RFID
receiver. (d) The proposed system combining robots, RFID tags, and ﬁxed RGBD cameras to monitor a populated environment.
The remainder of the paper is organized as follows. Related work is analyzed in Section 2, while Section 3 provides
the deﬁnition of the addressed problem. The proposed system is described in Section 4 and the results coming from a
ﬁrst set of simulated and real experiments are discussed in Section 5. Conclusions are drawn in Section 6.
2. Related Work
There exists a large literature about the problem of people detection in indoor environments by using cameras.
However, since a variety of factors, including illumination conditions, occlusions, and blind spots, limit the capacity
of pure vision-based systems, it is possible to consider a combination of multiple heterogeneous sensors to achieve
better results. The systems dealing with multiple sensors can be divided into two main categories, namely interactive
methods, where each person has an active role during the detection process (e.g., by dressing an RFID tag as shown
in Fig. 1a), and non-interactive methods, where the role of the person is passive and the analysis is computed only by
the detection system (e.g., a robot equipped with a laser or an RGBD camera). In order to improve the accuracy of
the information of the monitored environment, a combination of interactive and non-interactive sensors can be chosen
(e.g., by using a robot equipped with a range ﬁnder and an RFID receiver as shown in Fig. 1b).
Interactive Methods. One of the ﬁrst experiments about collecting information from a group of people in a physical
real context was carried out by Hui et al.2, where 54 individuals attending to a conference were dressed with an
Intel iMote device, a Bluetooth radio and a ﬂash memory. However, the choice of using Bluetooth did not allow a
ﬁne-grained recording of social interactions.
Following projects that focused on the collection of huge data sets from social interactions were developed by the
SocioPatterns collaboration. Partners participating in this collaboration were the ﬁrst to record ﬁne-grained contacts
by using RFID sensors. SocioPatterns realized several installations in different social contexts (e.g., conferences3,
hospitals4, primary schools5, a science gallery6) and made some data sets publicly available on their website. Ex-
periments similar to the SocioPatterns’ ones were deployed by Chin et al.7, in which each person wore an active
RFID badge during a conference. A remarkable result of the experiment was that, for social selection, more proximity
interactions lead to an increased probability for a person to add another as a social connection. Recently, Becchetti
et al.8 collected data coming from wireless active RFID tags worn by 120 volunteers moving and interacting in an
indoor area to assess the performance of Population Protocols9, a fully decentralized computational model, on real
dynamic social networks.
While the above approaches target the analysis of social human behaviors, in this paper we investigate the use of
data acquired from interactive tags for surveillance applications. Indeed, we aim at integrating the SocioPatterns sens-
ing platform together with other sensing technologies, including laser range ﬁnder and RGBD cameras, to overcome
the problems related to traditional automatic surveillance. It is worth noticing that a scenario in which 1) authorized
personnel wear RFID tags and 2) other people (e.g., visitors, travelers, spectators) have an RFID transmitter (e.g.,
included in a ticket or a passport or a boarding pass) is a quite plausible one (e.g., airports, embassies, theaters).
Non-Interactive Methods. Non-interactive methods are based on passive sensors. Since the literature on vision-based
systems is huge, we limit our description to the approaches that use technologies other than vision for overcoming
problems such as blind spots and occlusions. In the ﬁeld of laser-based systems, Cui et al.10 introduced a feature
extraction method based on accumulated distribution of successive laser frames. A pattern of rhythmic swing legs
was used to extract each leg of a person and a region coherency property was introduced to construct an efﬁcient
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Fig. 2: (a) Real experiment evaluation: a person located at a known distance is detected by both the laser range ﬁnder and the ﬁxed RGBD camera.
(b) The simulated environment in Stage.
measurement likelihood model. A combination of independent Kalman ﬁlter and Rao-Blackwellized Monte Carlo
data association ﬁlter (RBMC-DAF) was used to track people. However, this approach is not effective for people
moving quickly or partially occluded.
Xavier et al.11 developed a feature detection system for real-time identiﬁcation of lines, circles, and legs from
laser data. Lines was detected by using a recursive line ﬁtting method, while leg detection was carried out taking into
account geometrical constrains. This approach cannot handle scan data of a dynamic scene including moving people
and not well separated structures.
Other methods integrate laser sensors with vision. Shao et al.12 presented a solution for human-robot interaction
based on a combination of visual and laser range information. Legs were extracted from laser scans and, at the same
time, faces were detected analyzing the images of a camera. The information was integrated in a detection procedure
returning the direction and the distance of the surrounding people, and it was used by a mobile robot to approach and
to start interacting with humans. However, the swinging frequency results low for people tracking and detection.
While in the above cited papers the analysis of sensor data is limited to detect a single person and it cannot be
easily extended when multiple people are grouped together, in this paper we propose an approach that can deal with
groups of people.
3. Problem Deﬁnition
The problem of monitoring a populated environment can be modeled as a Prey-Predator game. Given the predator
and the prey species, it is possible to formalize the monitoring task as follows. A predator tries to catch preys and a
prey runs away from predators.
The game consists of preys and predators living in the same environment. It is usually deﬁned as a game where both
predators and preys has a score and any individual can gain or lost points over time. A metric distance is assigned
to each prey and to each predator as the game score. The goal for each prey is to maximize its distance from the
predators, while the aim of each predator is to minimize its distance from the preys.
In our setting, the preys are the people moving in the monitored environment, while the predators are sensor nodes
that can detect the presence and the position of a person. A sensor node is made of an RFID reader and other sensors
(e.g., an RGBD camera or a laser range ﬁnder). Moreover, some sensor nodes are mounted on mobile robots and thus
they move around the environment.
The goal of catching a prey is achieved whenever a sensor node is close enough to a person, since it can read
the RFID tag and possibly determine that such a person does not wear an RFID tag. The same performance metrics
deﬁned for the Prey-Predator scheme can be used for evaluating the approach. Experimental results are reported in
Section 5.
4. System Description
The proposed approach is composed of three modules, namely 1) Perception, 2) Data Fusion, and 3) Dynamic Task
Assignment. Each module will be detailed in the following.
Perception. The perception task is performed by using a combination of interactive and non-interactive methods. In
particular, mobile robots equipped with laser and RFID receiver sensors, RFID tags worn by people, and ﬁxed RGBD
cameras are considered (Fig. 1).
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RFID tags and receivers. The two main entities of our sensing platform, designed and developed by the SocioPatterns
research collaboration, are the OpenBeacong active tags (Fig. 1a) and the OpenBeacon Ethernet EasyReader PoE II
device (Fig. 1b). The tags are electronic wireless badges equipped with a micro-controller and a transceiver. They
are powered by batteries ensuring a lifetime of about two weeks. The tags are programmed to periodically broadcast
beacons of 32 bytes at different levels of signal strength. Every beacon contains the tag identiﬁer, the information
about the current signal strength, and other ﬁelds useful for debugging. The RFID receivers collect the data sent by
the tags via a wireless channel. In our experimental scenarios, a receiver is mounted on each robot and it is used to
read the signal strength and the ID of a tag, in order to detect if a person in the environment is actually wearing a tag.
Laser person detection and tracking. A mobile sensor composed by a Turtlebot equipped with a range ﬁnder and an
RFID receiver is used to monitor a limited indoor environment (Fig. 1b). The robot has the map of the environment and
it is well localized on it. The person detection is carried out by means of a distance map, indicating the probability
that a given point belongs to the map, that is used to detect the foreground objects, i.e., sets of points that are far
enough from the map points. From each object a set of features is extracted (i.e., the number of points of the object,
the standard deviation, the bounding box, and the radius). Then, the features are sent as input to an Ada-Boost based
person classiﬁer, trained with about 1800 scans. People tracking relies on a multi-hypothesis approach based on a
set of Kalman Filters13. Data association is used to determine the relationship between observations and tracks, and
multiple hypotheses are maintained when observations may be associated to more than one track. Finally, each track
is combined with the signal detected by the RFID receiver mounted on each robot, in order to verify if a person is
wearing the RFID tag.
RGBD ﬁxed cameras. To compute an accurate foreground detection both color and depth information are used. An
RGB image and a 16 bit depth map are stored for each captured frame. A statistical approach, called IMBS14, is
used to create the background model that is updated every 30 seconds for dealing with illumination changes. The
positions of the foreground blobs are computed by combining the foreground mask and the depth map. A surface
normal approach15 is used to recognize the ﬂoor. Given the set of 3D points of each blob, the problem of determining
the normal to a point on the surface is approximated by estimating the normal of a plane tangent to the surface, thus
resulting in a least-square plane ﬁtting estimation problem. Therefore, surface normal estimation is reduced to an
analysis of the eigenvectors and eigenvalues of a covariance matrix created from the nearest neighbors of the query
point, where the sign of the normal is assigned on the basis of the view point of the scene. Knowing the position of
the ﬂoor, it is possible to align the data coming from the RGBD camera and the laser (Fig. 2a).
Data Fusion. The previous modules produce data in a time interval T = [t, ...,T ], during which each robot executes
the patrol task and each RGBD camera monitors a portion of the environment. Thus, the information collected during
T needs to be merged. Data coming from the range ﬁnders and the RGBD cameras are fused by using a Kalman
ﬁlter-based approach16 in order to obtain a global occupancy map M.
To detect and identify a person entering the scene, a predeﬁned entrance area is deﬁned to create an event detection
area. The system maintains a representation of the scene S, consisting of a list of IDs, where the positions in the
list correspond to the order in which the people enter the scene. A set U of currently detected IDs is generated by
analyzing the set S to check if a new ID has been detected by the RFID receiver. In case of a new ID detection,
S is updated to S′ for including the new ID (S′ ← push(S,newID)). After every patrol task, the following data are
available: the current status of the scene S, the current global occupancy map M, and the current setU of the detected
IDs, producing a new status of the scene S′ and possibly alarms if the scene rules are violated. In the following, the
notation set(S) denotes the set of IDs included in S (without considering their position), thus if set(S) =U , then the
same IDs in the scene S are present in U .
Both the detection and the identiﬁcation of a person leaving the scene are carried out in a way similar to the one
used for the previous task. People are detected in a predeﬁned exit area by using the laser range ﬁnders and the
RGBD cameras, while the difference between set(S) and U is used to detect the leaving ID. If it belongs to S, then
S′ ← delete(S, leavingID), otherwise the system launches an alarm representing that a person without tag is exiting
the scene.
When no person is entering or leaving the scene, the following checks are executed. 1) if set(S) =U , than the
current set of IDs corresponds to the IDs in the scene; 2) if count(M) = |S| than the estimated number of people in
the scene given by the range ﬁnder and the RGBD analysis corresponds to the size of the set of the IDs. If both the
conditions are true, then S is updated to S′, otherwise particular alarms can be sent out. As an example, if set(S) U
and count(M) = |S|, then an alarm is generated for a person who is still in the scene, but not having any more the tag
(e.g., voluntary switch off).
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Table 1: Results in the real scenario.
Sensor Type Real Distance Detected Distance(avg ± std. dev.)
Error
(avg ± std. dev.)
Error Robot/Kinect
Localization
Kinect 1 m 1.441 ± 0.002 m 0.441 ± 0.002 m ± 0.12 m
Laser 1 m 1.029 ± 0.013 m 0.029 ± 0.013 m ± 0.11 m
Kinect 2 m 2.404 ± 0.013 m 0.404 ± 0.013 m ± 0.12 m
Laser 2 m 2.040 ± 0.011 m 0.040 ± 0.011 m ± 0.11 m
Kinect 3 m 3.464 ± 0.015 m 0.464 ± 0.015 m ± 0.12 m
Laser 3 m 3.068 ± 0.006 m 0.068 ± 0.006 m ± 0.11 m
Kinect 4 m 4.533 ± 0.021 m 0.533 ± 0.021 m ± 0.12 m
Laser 4 m 4.066 ± 0.038 m 0.066 ± 0.038 m ± 0.11 m
Dynamic Task Assignment. The Dynamic Task Assignment (DTA) is performed by using a greedy algorithm17,18 that
assigns a prey to a predator. A predator creates a new bid each time it has seen a prey. A bid is a list of costs and
information gains for catching the prey. Bids are asynchronously sent to all the predators and the DTA algorithm
makes the assignment on the basis of the current bids. During the chasing, a predator could change the prey to chase,
therefore, in order to handle this situation, the DTA algorithm assigns the prey no longer chased to another predator.
5. Experimental Evaluation
Preliminary results, performed both in a real scenario and by using a simulator, are reported in the following. The
experiments carried out in the real scenario have been useful to compute the error model of the sensors (both for the
RGBD cameras and the laser range ﬁnders), that has been considered in the simulated environment to quantitatively
evaluate the effectiveness of our approach. More extensive experiments will be carried out in order to conﬁrm the
signiﬁcance of the proposed method.
Experiments in a real scenario. In order to demonstrate the effectiveness of the system and to compute typical error
models for the used sensors, an experimental setting made of a Turtlebot robot (equipped with an Hokuyo laser) and
a ﬁxed Kinect camera has been considered. The set up is shown in Fig. 2a and it has been used to measure the error
in the detection of a person in the environment. Landmarks at known distances have been placed on the ﬂoor in order
to register ground-truth data. Several measurements for each landmark have been performed by using the approach
discussed in Section 4. The obtained results are reported in Table 1.
As expected, the accuracy of the laser-based method is higher than the one of the RGBD-based technique. However,
when mounted on the robot also the accuracy of the self-localization of the robot must be taken into account. The
above results, although preliminary and incomplete, are useful to determine a suitable error model for the sensors
involved in the system. A sensor model taking into account such an error has been used in the simulated experiments
described below to obtain more realistic observations during the simulations.
Experiments in a simulated environment. The goal of the experimental evaluation on simulated data is to quantita-
tively evaluate the performance of our method. We run all the experiments by using the simulator Stage. In Stage,
both the sensor nodes and the people are represented as robotic agents. The estimation of the position of the simulated
people (i.e., the implementation of the virtual sensors) is obtained by generating observations with the addition of an
error calculated accordingly to the error model of the real sensors calculated in the experiments discussed above. Fig.
2b shows a screen-shot from an experiment in which three robots (i.e., predators) are chasing the preys (i.e., people
without an RFID tag). The results obtained during the simulations are reported in Table 2. The low value of the
standard deviation demonstrates a remarkable reliability of the proposed approach.
The reported results show that the integration of data coming from heterogeneous sensor nodes composed of active
RFID tags, RGBD cameras, and mobile laser range ﬁnders can be used to deal with the problem of monitoring a
populated environment. A more accurate experimental analysis for measuring false positive/false negative rates in
different situations and integration with other techniques (e.g., vision) would further improve the assessment of the
quality of the system.
6. Conclusions
Integrating multiple technologies for surveillance applications is an important step in order to develop and deploy
effective systems. In this paper we propose a method for integrating heterogeneous ﬁxed and mobile sensor nodes in
order to determine the presence and the position of people in an indoor environment. Different technologies (RFID
tags, laser range ﬁnders, and RGBD cameras) are combined through a distributed data fusion method that is robust
to perception noise and is scalable to multiple heterogeneous sensors. The reported preliminary results show the
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Table 2: Results in the simulated environment.
Experiment Prey-Predator Distance(avg ± std. dev.) Experiment
Prey-Predator Distance
(avg ± std. dev.)
1 0.81 m ± 0.13 m 6 0.64 m ± 0.17 m
2 1.22 m ± 0.21 m 7 0.79 m ± 0.31 m
3 0.83 m ± 0.15 m 8 1.18 m ± 0.35 m
4 1.43 m ± 0.08 m 9 1.03 m ± 0.22 m
5 1.38 m ± 0.13 m 10 1.39 m ± 0.28 m
feasibility of the approach and the overall capabilities of the system. Automatic monitoring and detection of abnormal
activities are possible and performance in this task can be good enough for an actual deployment. However, additional
work must be done in order to make the techniques more precise and more robust.
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