In this paper, we design an event-triggered distributed continuous-time optimization approach. The proposed approach can be implemented independently by each robot and has two main characteristics. One is that each robot can deal with its local cost function such that the minimum of the sum of all the local cost functions can be found. The other is that, due to using the event-triggered communication mechanism, resource consumption of chips are saved by reducing the communication frequencies and the updating times of control inputs before the consensus is arrived. Moreover, based on Lyapunov theory, the stability conditions of multi-robot systems with the proposed approach are given. Finally, the effectiveness of the proposed approach is illustrated through experimental results.
I. INTRODUCTION
In multi-robot systems, distributed cooperative control has attracted extensive research because of wide application [1] - [5] , [8] , [12] , [14] , [16] , [23] , [25] - [28] , such as stochastic source seeking [1] , [20] , [29] , environmental monitoring [3] , [4] , [13] , and odor source localization [11] , [12] and so on. Signal source localization as a typical application of multi-robot systems has been well studied based on the distributed cooperative control approaches [17] - [19] , [24] . For example, in [11] , Lu et al. proposed a finite-time consensus method as a basic control approach. On the basis of the finite-time consensus method, they designed the parallel and the circular motion strategies for multi-robot systems to search for the odor source. In [18] ,Ögren et al. presented a gradient-climbing approach to coordinate the multiple gliders to monitor the ocean environment.
It should be pointed out that the problem of signal source localization can be transformed into a convex optimization problem. Correspondingly, there exist some distributed optimization approaches for convex optimization problems. In [9] , for example, Lin et al. studied the convex optimization The associate editor coordinating the review of this manuscript and approving it for publication was Bo Zhang. problems by developing a distributed optimization approach, where agents are controlled to obtain the states with the minimum of cost functions. Further, in [21] , Rahili and Ren extended the results in [9] , where the cost function is timevarying. In [15] , Ning et al. developed a fixed-time distributed optimization method, where an agreement is reached within a fixed-time interval without dependence on the initial positions of agents.
It is worth mentioning that there is a limitation in the above distributed optimization approaches. The limitation is that the resource consumptions of chips are not saved such that some useless control inputs are still used. To deal with the limitation, the event-triggered control scheme can be employed. For example, in [5] , Dimarogonas et al. studied two different event-triggered control strategies, i.e. an eventtriggered strategy and a self-triggered strategy. In [10] , based on the double integral dynamics model, Li et al. proposed a sampling control method for a leader-following system. Furthermore, the other event-based control approaches are also found in [30] , [31] . Although the aforementioned event-triggered consensus approaches can reduce the updating times of controller. However, communication between robots is still continuous, which implies that the robots communicate with their neighbors actively and continuously to obtain states information. Notice that the size of communication channel and communication quality between robots directly influence the cooperative performance. To further relax the communication pressure, Pan et al. [20] introduced the event-triggered communication mechanism into the consensus control approach. In [22] , Seyboth et al. also developed an event-based broadcasting scheme for consensus control. In [32] , Kia et al. proposed centralized and distributed optimization control based on event-triggered rules. In [33] , Lü et al. proposed an event-triggered distributed subgradient algorithm. However, it is not clear on designing a control strategy for multi-robot systems, which can combine the distributed optimization with the event-triggered communication rule. Therefore, the purpose of this paper is to design an event-triggered distributed continuous-time optimization method based on multiple mobile robots and apply it to the problem of signal source localization.
The material in this paper was partially presented at the 2018 Annual International Conference on CYBER Technology in Automation, Control, and Intelligent Systems [17] . The main contributions in this paper are listed:
(1) A distributed continuous-time optimization method based on event-triggered communication is proposed, where it reduces the updating frequencies of controller and relieves the communication burden between robots.
(2) The performance conditions for the multi-robot system with the proposed event-triggered distributed continuous-time optimization approach are presented by employing Lyapunov theory.
(3) Through the physical experiment of signal source localization, the performance capability of this event-triggered distributed continuous-time optimization approach is illustrated.
II. PRELIMINARIES A. GRAPH THEORY
The undirected graph G = {V, E, A} represents a three-dimensional array. V is a set that contains all the vertex, it can be denoted as a sequence {1, · · · , n}. E represents the set of edges, which are connected by two vertexes. Each edge can be regarded as a communication link between the corresponding two robots. If the edge of graph G is connected by two vertices, i.e. e ij ∈ E, we can conclude that e ji ∈ E. The edge e ij represents that the robot i can communicate with its neighbor j. A = [a ij ] is an adjacent matrix. If robot i and j communicate with each other, a ij = 1; otherwise a ij = 0.
B. KINEMATICS OF ROBOTS
For the two-wheeled differential robot, the kinematics is given by
where q i = (q ix , q iy ) is the position and θ i is the direction angle. v i is the linear velocity and ω i is angular velocity, respectively.
We need to install a directional antenna on the robot to measure signal in the following experiment. Therefore, the relationship position of the antenna is defined as ''hand'' position, whose kinematics is defined aṡ
where u i (t) represents the controller of robot i. q i = (q ix , q iy ) is the ''center'' position of the mobile robot. The relationship between the ''hand'' position and the ''center'' position is
where L represents the distance between ''hand'' position and ''center'' position. Further, we have
According to linear velocity v i and angular velocity w i , the velocities of the left and right wheels can be calculated by
where v il and v ir represent the left and right wheels' speed of robot i, respectively.
III. PROBLEM FORMULATION
For multi-robot systems, the localization accuracy of signal source is very important. Hence, we choose a particle filter algorithm because its resampling mechanism helps improve prediction accuracy. The signal strength detection model is denoted as
where x i is the position of the ith mobile robot; p s is the position of the signal source; R is the value determined by noise level; rand denotes a random value between 0 and 1; and S i denotes the measured signal strength received by the ith mobile robot. We uniformly distribute N particles in the searching area. When the mth particle is regarded as a signal source, the received signal strength of the ith robot is calculated by
where p m is the position of the mth particle. According to (6) and (7) , the weight of the mth particle is given by
The normalizing weight for the mth particle can be computed byŵ
Finally, we resample the particles based on the normalizing weightŵ m . The estimated position of signal is calculated by the formulap e = N m=1ŵ m p m (10) wherep e is the calculated value of the signal position. CC2530 with ZigBeeT/802.15.4 OEM is used as a signal source. The signal strength model is given by
where F(x i , p s ) is the detected signal strength at any position x i with the unit dBm, p s is the signal position; c 1 = 0.001 is determined by the signal transmission power; c 2 = 1.96 is the signal fading parameter; the direction of the antenna is obtained according to a piecewise function (φ k ) and
Remark 1: It is possible that, if the robots suffer from heterogeneous fading in the real applications, the wrong signal strengths are reported [6] , [7] , which implies that there exists a large error in the predicted position according to the signal strength model (11) . In order to handle this case, this paper uses a wireless communication network to exchange the predicted positions among the robots. For the predicted positions from the ith robot and its neighbors, if the error between any predicted positionp e and the average values of all received predicted positions is larger than 3σ 2 (σ is the standard error of all received predicted positions), the predicted position is regarded as the abnormal data and is removed. And then, we compared the average of the rest predicted positions without abnormal data with the historical predicted position of robot i. Similarly, if the average position is an abnormal data, the average position is removed. Since the signal source is assumed to be static, the previously predicted position from the robot i can be used as the currently predicted position. Moreover, the proposed data comparison mechanism does not produce the additional communication burden.
In the light of the position estimated by the particle filter algorithm, the source localization problem can be transformed into a convex optimization problem. The optimization object is defined as min
with
subject to:
(2), (10),
is the sum of all the local cost functions; f i (x i ) is the local cost function and x i is the position;p i e is the estimated signal position, calculated by (10) for the ith robot.
Remark 2: It should be pointed out that the objective of the optimization problem (13) is to all robots can reach consensus and the sum function n i=1 f i (x) can take the minimum value. In order to solve the the objective function n i=1 f i (x), we need to design the distributed control u i (t) for the system (2) such that the following equation is satisfied.
where x * is the optimal position of the robot and it can minimize the object function n i=1 f i (x).
IV. EVENT-TRIGGERED DISTRIBUTED OPTIMIZATION APPROACH
In this section, we first propose an event-triggered communication rule. Then, based on the proposed communication method, we design two distributed optimization approaches for multi-robot systems to deal with convex optimization problems. Finally, we give Theorem 1 and Theorem 2 to prove the performance capability of the proposed event-triggered distributed continuous-time optimization approach.
A. EVENT-TRIGGERED COMMUNICATION RULE
The time sequence of the event-triggered scheme is designed by 2 represents the error of states between the last event-triggered moment and the current moment denoted by e ix (t) 2 and n j=1 a ij (x j (t j s (t) ) − x i (t i s )) 2 represents the error sum of the states of all robots denoted by y i (t i s ) 2 . s (t) = arg min l∈z + ,t≥t j l {t − t j l } refers to latest event-triggered time of the jth robot.
Remark 3: According to (16) and (17), one can see that, when g i (t) > 0, i.e. e ix (t) 2 > h y i (t i s ) 2 , the communication condition is met and the robots' states are broadcasted via wireless networks. On the contrary, when g i (t) ≤ 0, i.e. e ix (t) 2 ≤ h y i (t i s ) 2 , the ith robot does not send its states to other neighbors, which means that y i (t i s ) 2 keeps unchange. Therefore, communication resources are saved before consensus is arrived.
The aforementioned event-triggered communication rule has the following characteristic.
Lemma 1: Consider the event-triggered rule (16) . The following inequality holds when
Proof: See Appendix A.
B. DISTRIBUTED OPTIMIZATION APPROACH
According to the multi-robot system (2) and the rule (16), the designed controller is presented by
where
is defined as the gradient of the function f i (x). x j (t j s (t) ) and x i (t i s ) represent the states of the jth and the ith robot at the event-triggered time t j s (t) and t i s , respectively. From (18), one can see that the control input can be clearly divided into two parts. The first part is k n
, where the information is exchanged based on the event-triggered communication rule via wireless networks. The second part
is a weight negative gradient function, which plays an important role in minimizing the sum of all the local cost functions n i=1 f i (x). To solve the convex optimization problem, we propose the following assumptions.
Assumption 1: Assume the functions f i (x i ) and n i=1 f i (x i ) are continuous and differentiable with respect to
The following lemma is given to guarantee that consensus is arrived in a finite-time interval under the proposed event-triggered distributed continuous-time optimization approach (18) .
in the open neighborhood of the origin.
Theorem 1 gives the performance conditions for the proposed approach (18) for the system (2).
Theorem 1: Assume that the fixed communication topology G is connected and undirected. Assumption 1 holds. For the system (2) and the control input (18) , and the cost function (13) is minimized as t → ∞.
Proof: See Appendix B.
Remark 4: Each robot requires to know the corresponding gradient function
∂x . After dealing with the corresponding local cost function and exchanging information with its neighbors, the sum of local cost functions is minimized.
The requirement for the cost function in Assumption 1 is strong, which may result in that the convex cost functions (13) are not still well dealt with by the proposed distributed continuous-time optimization approach (18) . Therefore, we give the following weaker assumption for the cost functions.
Assumption 2: Assume that the functions f i (x i ) and n i=1 f i (x i ) are continuous and differentiable with respect to
Hence, we develop the following distributed continuoustime optimization approach as
where λ > 0, k > 0, and µ > 0. It should be pointed out that, different from (18), in order to deal with the quadratic convex functions, we add a linear item λ n j=1 a ij (x j (t j s (t) ) − x i (t i s )) in (19) .
Theorem 2 gives the performance conditions for the system (2) with the communication rule (16) and the control input (19) .
Theorem 2: Assume that the fixed communication topology G is connected and undirected. Assumption 2 holds. For the multi-robot system (2) with the control input (19) under the event-triggered communication rule (16) , and the cost function (13) is minimized.
Proof: See Appendix C.
V. SIGNAL SOURCE LOCALIZATION
This section first introduces the experimental environments. Then, the proposed event-triggered distributed continuous-time optimization approach is applied to the problem of signal source localization. Finally, we analyze and discuss the experimental results.
A. EXPERIMENT ENVIRONMENT
The proposed approach runs on Ubuntu 16.04 operate system on a PC equipped with an Intel(R) Core(TM) i5-3337U CPU @1.80GHz and 4GB RAM. The OptiTrack motion capture system shown in Fig. 1 consists of twelve high speed infrared motion capture camera and the corresponding application system. They are used to capture the position of the mobile robots in real time. The search range is 4 m × 4 m. Moreover, four differential mobile robots are used in this experiment. These mobile robots are all equipped with antenna and infrared reflection marker. The 2.4G10dbi directional radar antenna is used to receive the signal and the signal source is CC2530 with ZigBeeT/802.15.4 OEM radio frequency modules. The infrared reflection marker can make the cameras to capture the robots' positions. All mobile robots with ROS (Robot Operating System) communicate with each other through a wireless network. The experimental environment parameters are given in Table 1 .
B. COOPERATIVE CONTROL AND COMPARISON ALGORITHMS
In order to avoid collision, the controller (19) is modified by
where x i d is the adjusted constant. We apply the modified event-triggered distributed continuous-time optimization (EDCO) approach to the problem of signal source localization. The parameters about the proposed EDCO approach and the particle filter algorithm can be found in Table 2 and Table 3 , respectively. Fig. 2 shows the communication connections between mobile robots. Furthermore, in [9] , the FTDO (finite-time distributed optimization) approach as a typical comparison algorithm is also applied to signal source localization in mobile robot networks. The parameters can be found in [9] . The other comparison algorithm is from [20] where the event-triggered cooperative control (ETCC) approach is used to search the source position. Similarly, the corresponding parameters can be found in [20] .
C. PERFORMANCE METRICS
In the following, to evaluate the effectiveness of the proposed EDCO method, we use two performance evaluation functions. The first performance evaluation function is the localization error LE i , which is used to evaluate the localization accuracy of signal sources for robot i and can be defined by wherep i e and p s are the location of the signal source predicted by robot i and the actual position of the signal source, respectively.
The second performance evaluation function is the communication frequency CF i , which is determined by the event-triggered number and the total sampling number. The communication frequency can estimate the use of communication resources and chip resources for the ith robot, and is defined by
D. RESULTS AND DISCUSSIONS
It should be pointed out that, because the current experiment environment is ideal, the aforementioned situation in Remark 1 does not appear. Fig. 3 are trajectories of four mobile robots over time. Fig. 3 (a) and (f) describes the initial positions and the final positions of the robots, respectively. In order to avoid collision, from Fig. 3 (b) and (c), one can see that the four robots form a rectangle. In Fig. 3 (d) and (e), the four robots controlled by the proposed EDCO approach maintain the fixed formation and move toward the signal source. When the distance between the predicted position of any robot and the signal source is lesser than 0.25 m, the robots stop and the signal source is found. The convergence of movement trajectories of the robots at the x-axis and y-axis for one run is shown in Fig. 4 , which implies that all robots maintain a fixed formation. It should be pointed out that, based on the particle filter algorithm, after 10 experiments, the estimated average position of signal source is (1.619 m, 0.808 m). which means that the localization error is 0.229 m. The event-triggered results for one run are shown in Fig. 5 . In order to clearly present the event-triggered results in the initial formation process, we use the logarithm coordinate for time at the x-axis. The statistical results for the localization error and the communication frequency are shown in Table 4 and Table 5 , respectively. From these two tables, one can see that, by using the proposed EDCO approach, the small localization errors can be obtained and communication resources can be saved. The comparison results of three approaches are shown in Table 6 . From this table, one can see that, compared with the FTDO approach [9] , even if the localization error is similar, communication burden is relaxed and energy consumption of chips is significantly saved due to using the event-triggered rule for the proposed EDCO approach. Furthermore, in contrast to the ETCC [20] approach, the communication frequency is similar, but the localization error obtained by the proposed EDCO approach is smaller. A main reason is that the predicted source position is used to build an optimization problem in the EDCO approach. In the ETCC approach, the predicted source position is used to build the velocity of the virtual leader. Hence, for the proposed EDCO approach, each robot efficiently uses the predicted source positions from its neighbors through distributed optimization control scheme. For the ETCC approach, one can see that the predicted source positions from the robots except for the virtual leader are not well utilized.
VI. CONCLUSION
We have investigated the problem of signal source localization by analyzing and designing an event-triggered distributed continuous-time optimization approach for multi-robot systems. First, we have transformed the problem of signal source localization into a convex optimization problem. Second, we have proposed an event-triggered communication rule, which can enable the robots to save resources by reducing the communication frequencies between robots and the updating times of controllers. Third, on the basis of the proposed event-triggered communication rules, a distributed continuous-time optimization method is developed by minimizing the sum of local cost function. Fourth, the performance conditions of the proposed event-triggered distributed continuous-time optimization approach have been given. Finally, the effectiveness of the proposed event-triggered distributed continuous-time optimization approach has been shown for the problem of signal source localization.
APPENDIX A THE PROOF OF LEMMA 1
Proof: If g i (t) ≤ 0, we have e ix 2 ≤ h n j=1 a ij x j (t j s ) − x i (t i s ) 2 . Then, we can derive
Consider the following inequality as 
APPENDIX B THE PROOF OF THEOREM 1
Proof: Define ξ i = x i − 1 n n j=1 x j . To simplify the symbols, we use x i and x j to replace x i (t) and x j (t), respectively. Choose a Lyapunov function candidate as
For the first item in (22), we have
where e ix = x i (t i s ) − x i (t) and e jx = x j (t i s ) − x j (t). For the second item in (22) , we get the function n i=1 (x i − 1 n n j=1 x j ) = 0 and f i (x i (t i s )) 2 ≤ σ in terms of Assumption 1. Thus, we calculate that
Due to G is connected and undirected, so there exist two nodes i 0 and j 0 such that x i − 1 n n j=1 x j 2 x i 0 − x j 0 2 . The path (i 0 , i 0 ), (i 0 , i 1 ), · · · (i r−1 , i r ), (i r , j 0 ) connects the two nodes i 0 and j 0 . Hence, we have
n j=1 a ij x i − x j 2 . Hence, we get
From (24) and (25), one can derive
n j=1 e ix − e jx 2 (26) According to (23) and (26), the derivative of V in (22) can be simplified bẏ
n j=1 e ix − e jx 2 (27) Accoring to the Lemma 1, we can geṫ
Since k > 2µσ n and h < k−2µσ n 2nk+4µσ n 2 , χ > 0, which means thatV ≤ 0. Thus, x 1 = x 2 =, . . . , = x n as t → ∞.
Next, we show the system (2) with the proposed controller (18) is finite-time stable. According to the used Lyapunov function, we get
n(2nh+1) and then obtain αV Finally, we show that all robots minimize the objective function (13) as t → ∞. Define x * = 1 n n i=1 x i and theṅ
When t > T , all robots reach consensus, which meanṡ
Consider the following formulas as
is a monotonically decreasing function along the trajectory of x * and take the minimum value, which implies that n i=1 f i (x * ) = 0. Hence, we have that n i=1 f i (x) takes the minimum value at x = x * as t → ∞.
APPENDIX C THE PROOF OF THEOREM 2
Proof: Define the function ξ i = x i − 1 n n j=1 x j . Choose a Lyapunov candidate as V = 1 2 n i=1 ξ T i ξ i . Along the trajectory of the state in (19) , the derivative is evaluated aṡ
For the first item in (28), we have
Similar to Theorem 1, for the second item in (28), we have
For the third item in (28),
Since G is connected and undirected, we get
Consider (29) , (30) , and (31), we derivė
n l=1 e lx 2 (33) where κ = µγ (2nh+1); χ = k 2 −µσ n− 2nh(k+2µσ n)
2
. In terms of Lemma 1, one further obtainṡ
where ρ = λ 2 − 2hλ − 2hκ. Since ρ > 0 and χ > 0,V ≤ 0. Thus, x 1 = x 2 =, . . . , = x n = x * as t → ∞.
Next, we show the system (2) with the proposed controller (19) is finite-time stable. According to the used Lyapunov function, we obtain When t > T , all robots reach consensus, which meanṡ
As t → ∞, n i=1 f i (x * ) is a monotonically decreasing function along the trajectory of x * and take the minimum value, which implies that n i=1 f i (x * ) = 0. Hence, we have that n i=1 f i (x) takes the minimum value at x = x * as t → ∞. 
