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ОЦЕНКИ КВАЗИОПТИМАЛЬНОГО ШАГА ОБУЧЕНИЯ НЕЙРОННЫХ СЕТЕЙ 
 
1. ВВЕДЕНИЕ 
В работе рассматривается нейронная сеть, состоящая из n 
нейронных элементов распределительного слоя и m - выход-
ного слоя с использованием нелинейной функции активации. 
Получены выражения для определения квазиоптимального 
шага обучения нейронной сети в случае группового обучения, 
а также выражения для изменения весовых коэффициентов и 
порогов нейронных элементов. Показано, что эти соотноше-
ния можно получить, используя выражение квазиоптималь-
ной величины шага для метода наискорейшего спуска. Полу-
чена оценка квазиоптимального шага обучения нейронной 
сети в случае группового обучения. 
Рассмотрим однослойную нейронную сеть, состоящую из 
n нейронных элементов распределительного слоя и m - вы-
ходного слоя (рисунок 1). 
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Рисунок 1 – Схема функционирования нейронной сети. 
 
Для данной сети каждый нейрон распределительного слоя 
имеет синаптические связи ( )m,j,n,i,ij 11 ==ω  со 
всеми нейронами обрабатывающего слоя. В качестве нейро-
нов выходного слоя используются элементы с некоторой 
функцией активации F [1]. На вход сети подаются несколь-
ких образов ( ) ( )L,kx,,xx knkk 11 == … . 
Выходное значение j-ого нейрона сети для k-ого образа в 
момент времени t определяется выражением: 
 
( ) ( )( )tSFty kjkj = , (1) 
где 
( ) ( ) ( ) L,k,m,j,tTxttS
i
j
k
iij
k
j 11 ==−= ∑ω . 
Задача обучения нейронной сети с фиксированной функ-
цией активации F состоит в нахождении весовых коэффици-
ентов ( )m,j,n,iij 11 ==ω  и порогов нейронных элемен-
тов ( )m,jT j 1= , которые минимизируют некоторую 
ошибку сети SE , как отклонение выходных значений ( )tykj  
от эталонных значений 
k
jt  − j-ого нейрона сети для k-ого 
образа. Рассмотрим процедуру обучения нейронной сети с 
использованием метода наискорейшего спуска. 
 
2. ВЫРАЖЕНИЕ КВАЗИОПТИМАЛЬНОЙ ВЕЛИЧИНЫ 
ШАГА ОБУЧЕНИЯ 
Рассмотрим дважды непрерывно дифференцируемую 
функцию ( )tES  − ошибку сети, как функцию нескольких 
переменных:  ( )mnmmmnnS T,,...,,,...,T,,...,,,T,,...,,E ωωωωωωωωω 21222212112111 . 
Введем обозначения: 
вектора переменных 
(
) ,T,,...,,,...,T,,
,...,,,T,,...,,W
T
mnmmmn
n
ωωωω
ωωωωω
2122
2212112111=
 
вектора градиента функции SE  
T
m
S
nm
S
m
S
m
SS
n
S
SSS
n
SSS
S
T
E
,
E
,...,
E
,
E
,...,
T
E
,
E
...,,
,
E
,
E
,
T
E
,
E
,...,
E
,
EE



∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂



∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
∂
=∇
ωωωω
ωωωωω
2122
2212112111
 
и матрицы Гессе вторых производных SE
2∇ . 
Разложим функцию в ряд Тейлора, ограничиваясь част-
ными производными второго порядка включительно: 
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где ( ) ( ) ( )( )tWtW,tES −+∇ 1  − скалярное произведение 
векторов ( )tES∇  и ( ) ( )tWtW −+ 1 , 
( ) ( ) ( )( ) ( ) ( )( )tWtW,tWtWtES −+−+⋅∇ 112  − ска-
лярное произведение векторов 
( ) ( ) ( )( )tWtWtES −+⋅∇ 12  и ( ) ( )( )tWtW −+ 1 , а 
( ) ( ) ( )( )tWtWtES −+⋅∇ 12  − произведение матрицы 
( )tES2∇  на вектор ( ) ( )( )tWtW −+ 1 . 
Учитывая, что в соответствии с идеей метода наискорей-
шего спуска 
 ( ) ( ) ( ) )t(EttWtW S∇⋅−=+ α1 , (2) 
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Тогда 
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если 
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Таким образом, можно получить выражение квазиопти-
мальной величины шага для метода наискорейшего спуска с 
использованием частных производных первого и второго 
порядка: (4). 
Пусть среднеквадратичная ошибка сети определяется со-
отношением 
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где 
k
jt  - эталонное выходное значение j-ого нейрона сети для 
k-ого образа. 
Используя соотношение (4), получим выражение квазиоп-
тимальной величины шага для метода наискорейшего спуска.  
Тогда, учитывая, что  
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Поэтому (7). 
Вычислим отдельно слагаемые числителя:  
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Вычисляя слагаемые знаменателя, получим 
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Учитывая (1), (6) и (9), получим выражения для модифи-
кации синаптических связей с использованием квазиопти-
мального шага обучения: 
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Таким образом, доказано следующее утверждение.  
Теорема 1. Для обучения нейронной сети с использовани-
ем метода наискорейшего спуска для среднеквадратичной 
ошибки сети, определяемой  выражением (5), величина ква-
зиоптимального шага обучения )t(α  в момент времени t 
определяется соотношением (9). Модификации весовых ко-
эффициентов ( )m,j,n,i,ij 11 ==ω  и порогов нейрон-
ных элементов ( )m,j,T j 1= , с использованием такого 
шага обучения определяются выражениями (10).  
Получим частные случаи соотношения (9), сформулиро-
ванные в виде следствий. 
Следствие 1. В случае одного j-ого выходного нейронно-
го элемента, соотношение (9), примет вид:  
 
( )( )
( )( ) ( ) ( ) ( )∑
∑
=
=





′′−+′
−′
= L
k
k
j
k
j
k
j
k
j
k
j
L
k
k
j
k
j
k
j
k
j
aSFtySF
atySF
)t(
1
22
1α , (11) 
где ( ) ( ) L,k,xxSFtya n
i
k
i
p
i
L
p
p
j
p
j
p
j
k
j 11
11
=







+′−= ∑∑
==
.  
Следствие 2. В случае одного образа, т. е. при 1=L , со-
отношение (9), принимает вид: 
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Заметим, что соотношения (3), (4) могут быть использова-
ны для получения выражений величины квазиоптимального 
шага обучения и для других функций SE , например, 
∑∑ −=
k j
k
j
k
jS tyE . 
 
3. ОЦЕНКИ ШАГА ОБУЧЕНИЯ НЕЙРОННОЙ СЕТИ 
Получим оценку величины квазиоптимального шага обу-
чения для среднеквадратичной функции ошибки, определяе-
мой соотношением (5). 
Рассмотрим матрицу Гессе функции ES. Учитывая выра-
жения для частных производных второго порядка, получен-
ные выше, имеем 
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⋯
⋯
⋮⋮⋮⋮⋮
⋯
⋯
. 
Тогда в случае одного образа 
( ) ( )( ) ( ) ( )
















−−−
−
−
−
×
×




′′−+′=∇
121
2
21
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2
212
1121
2
1
22
n
nnnn
n
n
jjjjj
xxx
xxxxxx
xxxxxx
xxxxxx
SFtySFtE
⋯
⋯
⋮⋮⋮⋮⋮
⋯
⋯
 
Заметим, что строки и столбцы матрицы ( )tE j2∇ про-
порциональны. Поэтому матрица ( )tE j2∇  является неотри-
цательно определенной, так как ее главные миноры 
)n,p(p 11 +=∆  неотрицательны:  
( ) ( )( ) ( ) ( )
),n,i(
,xSFtySFi ijjjj
12
0221
+=
≥




′′−+′=∆
 
( ) ( )( ) ( ) ( )
).n,p(,
,SFtySFn
p
jjjj
120
01 21
+==
≥




′′−+′=+
∆
∆
 
Неравенство ( ) 011 ≥+n∆  гарантируется выбором соответ-
ствующего начального приближения весовых коэффициентов 
( ) ( )m,j,n,iij 110 ==ω  и порогов нейронных элементов 
сети ( ) ( )m,jT j 10 = . 
Найдем собственные значения матрицы ( )tE j2∇ : 
( ) =
−−−−
−−
−−
−−
=−∇
λ
λ
λ
λ
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ccxcxcx
cxcxxcxxcx
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ItE
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⋯
⋮⋮⋮⋮⋮
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где 
( )( ) ( ) ( )jjjj SFtySFc ′′−+′= 2 . 
Тогда 
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( )( ) ( ) ( )








+×
×




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





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∑
∑
1
1
2
22
i
i
jjjj
i
ij
x
SFtySFxcλ
  
является наибольшим собственным значением ( )tE j2∇ . 
Поэтому, норма матрицы ( )tE j2∇ , связанная с метри-
кой ( )x,xx =  определяется соотношением 
( ) ( )( ) ( ) ( ) 






+




′′−+′=∇ ∑ 12
22
i
ijjjjj xSFtySFtE . 
Следовательно, для такой же нормы матрицы ( )tES2∇ , 
учитывая (13), выполняется 
( ) ( )
( )( ) ( ) ( )




′′−+′×
×







+=∇=∇ ∑
jjjjj
i
ijjS
SFtySFmax
xtEmaxtE
2
222 1
. 
Учитывая, что для скалярного произведения верно нера-
венство 
( )( ) ( ) ( ) 222 tEtE)t(E),t(EtE SSSSS ∇⋅∇≤∇∇⋅∇ , 
имеем  
( ) ( )( )( )
( )
( ) ( ) ( )tEtEtE
tE
)t(E),t(EtE
tE
t
SSS
S
SSS
S
222
2
2
2
1
∇
=
∇⋅∇
∇
≥
≥
∇∇⋅∇
∇
=α
. 
Таким образом, имеет место следующая оценка адаптив-
ного шага обучения: 
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(14) 
Рассмотрим случай группового обучения. Введем обозначе-
ния 
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Тогда, учитывая, что 
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имеем: 
( ) ( )∑∇=∇
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jj tEtE
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. 
Так как для любого k выполняется ( ) 02 ≥∇ tE kj , то 
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Следовательно, 
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Тогда, учитывая (13), имеем 
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Теорема 2. Для квазиоптимального шага обучения, опре-
деляемого соотношением (9), верна следующая оценка снизу: ( )
( )( ) ( ) ( ) ( )∑ ∑ 



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
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(15) 
Полученные оценки (14) и (15) квазиоптимального шага 
обучения нейронной сети с использованием метода наиско-
рейшего спуска могут быть использованы для вычисления 
приближенного значения шага обучения, а также дают воз-
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можность исследовать сходимость процедуры обучения ней-
ронной сети [2]. 
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УДК 513.82 
Андреев А.С. 
ПОСТРОЕНИЕ КАНОНИЧЕСКОГО ЛИФТА ПОДМНОГООБРАЗИЯ ОДНОРОДНОГО 
ПРОСТРАНСТВА В СТРУКТУРНУЮ ГРУППУ ЛИ И В ЕЕ АЛГЕБРУ ЛИ 
 
Приведём основные факты теории вычислительного аппа-
рата метода построения канонического репера [1], [2]. 
Рассмотрим множество 1Q  всех n-мерных подпро-
странств, касательных к M в точке ( )epi . Наряду с множест-
вом 1Q  рассмотрим множество ( ){ }11e1 QdZ ∈= − pi . 
Множество 1Q  является H-пространством. Множество 1Z  
также является H-пространством, причем действие группы H 
в 1Z  индуцируется присоединенным представлением Ad. H-
пространства 1Q  и 1Z  изоморфны [6]. Отсюда, в частности, 
следует, что 
 
( ){ }111 aAdHaH  ′=′∈= . (1) 
Пусть { }r21 ,...,, ωωω  – базис пространства *☺ , дуаль-
ного к алгебре Ли ☺ группы Ли G, { }t21 ,...,, ωωω  – базис 
пространства 
*
1 ′ , дуального к 1 ′ , { }s21 ,...,, ωωω  – 
базис пространства 
*
 , дуального к  . При этом 
nst += . Тогда система Пфаффа, определяющая простран-
ство 1 ′ , будет иметь вид: 
 01t =+ω , 02t =+ω ,…, 0r =ω . (2) 
Найдем внешние дифференциалы форм системы (2): 
 0d 1t =+ω , 0d 2t =+ω ,…, 0d r =ω . (3) 
Введем индексы суммирования: 
r,...,2,1j,i = ; r,...,2s,1s, ++=τσ ; 
r,...,2t,1t, ++=µε ; 
1s,...,2,1c,b,a = ; t,...,2,1,, =γβα ; 
s,...,2s,1sl,q,p 11 ++= ; t,...,2s,1s, ++=δρ . 
Разложим внешние дифференциалы (3) по базису: 
 
ji1t
ij
1td ωωΛω ∧= ++ ,…, jirijrd ωωΛω ∧= . (4) 
Предположим, что подмногообразие ( )f,0  продолжа-
ется в пространство 
1
1 H
GM =  и 101 M:f →  – соот-
ветствующее продолжение, ( )( )fT 0f1  = , 
( )11e1 d  −=′ pi , ( )( )10f2 fT 1  = , ( )21e12 d  −=′ pi . 
Лемма 1 
[1], [2]
 
В формулах (4) равны нулю коэффициенты 
r
a
1t
a ,..., αα ΛΛ + ; r q,p1t q,p ,..., ΛΛ + . 
Следствие 1 
[1], [2] 
Система форм 
               




==
==
+
+
0d,...,0d
;0,...,0
r1t
r1t
ωω
ωω
         (5) 
эквивалентна системе 
;0,...,0 r1t ==+ ωω      (а) 
    .0,...,0 r1t =∧=∧ + ρ
ρ
ρ
ρ θωθω (б) 
 
 
(6) 
 
Пусть 1  – алгебра Ли группы 1H , тогда 
[ ]{ }111 ,vv  ′⊂′∈=  (7) 
Пусть N1 ⊕=′  , N12 ⊕=′  . 
Теорема 1 
[1], [2] 
Если выполняется условие 
[ ] 1, ′⊂NN , (8) 
то внешние дифференциалы 
1td +ω ,…, rdω  
обращаются в нуль в пространстве 2′ . 
Заметим, что условие (8) всегда выполняется для одно-
мерных подмногообразий (n=1), а также для подмногообра-
зий любой размерности в случае, когда группа Ли G является 
полупрямым произведением группы стационарности точки 
пространства M и абелевой группы, в частности, для всех 
евклидовых и псевдоевклидовых пространств. 
Используя лемму Картана, систему (6,б) на пространстве 
2′  можно переписать в виде [1], [2]: 
δ
ρδρ ωθ 1t1t A ++ = ,…, 
δ
ρδρ ωθ rr A= , 
а систему (5) в виде: 
01t =+ω ,…, 0r =ω ; 
0A 1t1t1t =−≡ +++ δρδρρ ωθΩ ,…, 0Arrr =−≡ δρδρρ ωθΩ . 
(9) 
Теорема 2 
[1], [2] 
Система 1-форм 
01t =+ω ,…, 0r =ω , 1t +ρΩ ,…, 
r
ρΩ  
(10) 
есть система форм Пфаффа, определяющая 
подпространство 2′ . 
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