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Los procedimientos de estimación basados
en el teorema de Bayes son inusuales en los di-
ferentes ámbitos de aplicación de la inferencia
paramétrica clásica. El objetivo de este trabajo
es presentar un esquema para la estimación ba-
yesiana de parámetros bajo los supuestos de un
modelo binomial. El procedimiento Bayes se es-
tudia en comparación con la aproximación pa-
ramétrica clásica, ambas opciones, en su ver-
sión puntual y mediante intervalos de
estimación. Se presenta también un estudio de
simulación con diferentes tamaños muestrales
en el que se ponen de manifiesto las ventajas
del procedimiento bayesiano.
Abstract
The estimation procedures based on Bayes’
Theorem are still an unusual option in many of
the environments of classic parametric infer-
ence. The aim of this paper is to show an effec-
tive scheme for the use of Bayesian estimation
of unknown parameters. We have opted to focus
on the estimation of parameters under the as-
sumption of a binomial model, so that it can be
followed by all those situations that meet the
aforementioned probabilistic model. This ap-
proximation was studied in comparison with
the classic parametric approximation, both in
its point version and by means of interval esti-
mation. On a study, by simulating samples of
several sizes, we obtained empirical evidence
regarding the advantage of the Bayesian proce-
dure.
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Introducción
En el análisis de los datos en el ámbito de in-
vestigación en Ciencias Sociales y de la Salud
suelen utilizarse modelos matemáticos que in-
corporan el concepto de incertidumbre. Habi-
tualmente el objetivo de este análisis se centra
en la determinación o selección de un modelo
probabilístico, su ajuste o su validación, y en
las predicciones que puedan realizarse teniendo
dicho modelo como base. En todos estos aspec-
tos las técnicas inferenciales de estimación de
parámetros y contraste de hipótesis tienen un
papel central en el análisis y, por consiguiente,
en las conclusiones que se puedan establecer a
partir de los resultados obtenidos. En este con-
texto el uso de la filosofía Bayesiana se ha ido
generalizado debido a que los investigadores
son cada vez más conscientes de las ventajas
que tiene su utilización y también gracias a la
existencia de software que hace su aplicación
accesible.
De acuerdo con (De la Fuente, García y De la
Fuente, 2002; Guàrdia, De la Fuente y Lozano,
2008), cuando se analizan los datos de una in-
vestigación se pueden encontrar circunstancias
como: (a) los métodos estadísticos se utilizan
como una herramienta para obtener explicacio-
nes científicas y el procedimiento estadístico a
aplicar depende de las hipótesis de investiga-
ción utilizadas que, casi siempre, son el reflejo
de las expectativas del investigador; (b) no se
utiliza la experiencia adquirida investigaciones
previas, lo que no sucede en el diseño y en el
planteamiento de las hipótesis de investigación;
(c) no siempre se comprueba si se cumplen los
supuestos o requisitos necesarios para poder
hacer uso, con objetivos inferenciales, de las di-
ferentes técnicas estadísticas, a pesar de que es
sabido que la obtención de conclusiones váli-
das depende de la elección acertada del proce-
dimiento estadístico y del respeto de los su-
puestos que exige dicho procedimiento; (d) se
utilizan los procedimientos clásicos de estima-
ción de parámetros y se concluye que el pará-
metro poblacional se encuentra contenido en el
intervalo de confianza que se obtiene, con una
probabilidad determinada, lo que es erróneo;
(e) los usuarios de las técnicas estadísticas in-
terpretan las conclusiones a las que se llega tras
su aplicación en términos probabilísticos. De
este modo se concluye que «el tratamiento tiene
efecto» en caso de obtener un valor estadística-
mente significativo lo que, generalmente, lleva a
interpretar un resultado significativo en térmi-
nos de cómo de probables son las hipótesis.
Los aspectos citados son algunos de los pun-
tos débiles de muchas investigaciones llevadas a
cabo en Ciencias Sociales y de la Salud que han
sido reiteradamente denunciados (Bakan, 1966;
Bolles, 1962; Borges y Sánchez-Bruno, 2002;
Borges, San Luis, Sánchez-Bruno y Cañadas,
2001; De la Fuente, García y De la Fuente, 2007;
Guàrdia, Peró, Freixa y Honrubia, 2008; Har-
cun, 1990; Kish, 1959; Krueger, 2001; Migon y
Gamerman, 1999; Wilkinson, 1999). Este mismo
tipo de problemas metodológicos pueden en-
contrarse también en trabajos sobre evaluación
de programas comunitarios en el ámbito sani-
tario psicológico, lo cual ha generado una cierta
distancia entre las cuestiones propias de la eva-
luación comunitaria y las técnicas de la epide-
miología inferencial.
Muchas de estas cuestiones podrían elimi-
narse, o mitigarse, si se utilizaran las técnicas de
análisis que proceden de la filosofía bayesiana,
la cual puede no sólo solventar problemas de
tipo metodológico como los mencionados sino
también ofrecer una concepción más realista
del fenómeno sanitario. De hecho, existen di-
versas razones que apoyan el uso de este tipo de
técnicas: su aplicación es más sencilla que la de
las técnicas de análisis clásicas, permiten el uso
de la información obtenida en investigaciones
anteriores, no tienen las exigencias o supuestos
de aplicación de las técnicas clásicas y ofrecen
aquello con lo que de forma errónea se concluye
en las técnicas clásicas, las probabilidades de
las hipótesis. Además, los procedimientos baye-
sianos son mucho más flexibles e intuitivos que
los de la estadística clásica.
El enfoque clásico y el enfoque bayesiano
no son incompatibles. La fase estadístico-analí-
tica del proceso de modelización en una investi-
gación, puede llevarse a cabo utilizando cual-
quiera de ellos. Por tanto, no se trata de
proponer uno como mejor que otro de modo
genérico, serán las características propias de
cada investigación las que determinen si es más
recomendable utilizar la Estadística clásica o la
bayesiana. Desde esta perspectiva resulta indis-
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cutible que la mejor opción consiste en el cono-
cimiento de ambas aproximaciones filosóficas al
análisis de los datos, y seleccionar la más ade-
cuada en cada caso, según los objetivos de la
investigación y las posibilidades de los datos re-
cogidos.
El objetivo de este trabajo es presentar un
esquema del procedimiento que ha de llevarse a
cabo para realizar inferencias desde el punto de
vista bayesiano mediante la estimación de un
parámetro, en concreto la proporción de éxitos
en poblaciones binomiales. En primer lugar, se
expone el desarrollo teórico necesario para lle-
var a a cabo la estimación puntual del paráme-
tro así como el establecimiento de la región de
alta densidad de dicho parámetro. Además, se
indican de modo explícito las divergencias exis-
tentes entre la inferencia clásica y la bayesiana.
En segundo lugar, se muestra la bondad de las
dos aproximaciones mediante un estudio de si-
mulación en el que se obtienen estimaciones y
regiones de alta densidad para el parámetro
«proporción de éxitos» en una población bino-
mial utilizando como base muestras de distintos
tamaños para realizar las inferencias.
Estimación bayesiana de la proporción
de éxitos en una población binomial
En la inferencia clásica los datos de una
muestra se consideran variables aleatorias, por
tanto, una muestra de tamaño n es, en realidad,
un vector aleatorio de la forma (Y1, Y2, … , Yn), y
los parámetros poblacionales que se quieren es-
timar son valores constantes y desconocidos.
Por contra, en la inferencia bayesiana los n da-
tos que constituyen la muestra son valores fijos
y los parámetros son variables aleatorias.
Una diferencia fundamental entre el proce-
dimiento de análisis clásico y el bayesiano es
que mientras que en el primer caso no se suele
utilizar la información previa, conocida a partir
de investigaciones anteriores, en el segundo
existe esa posibilidad. Este conocimiento se
plasma a través de la distribución inicial o dis-
tribución «a priori» la cual es el modelo que se
establece como punto de partida para realizar
inferencias. El único requerimiento para esta-
blecer esta distribución es que represente el co-
nocimiento que se tiene del parámetro al que
se refiere la inferencia que se desea realizar, an-
tes de observar nuevos resultados experimenta-
les.
La información necesaria para establecer la
forma de la distribución «a priori» puede obte-
nerse mediante diversos procedimientos que
pueden ser totalmente subjetivos, parcialmente
subjetivos, o una combinación de ambos. Entre
los métodos totalmente subjetivos se encuentra
el método del histograma, que divide el rango de
valores del parámetro, θ, en un conjunto de in-
tervalos y utiliza la probabilidad subjetiva de
que θ se encuentre en cada intervalo; a partir de
este conjunto de probabilidades, se puede re-
presentar como una distribución inicial discreta
o, mediante suavizado, como una distribución
de densidad de probabilidad (Gelman, Carlin,
Stern y Rubin, 2000 ). Entre los métodos par-
cialmente subjetivos se encuentra una aproxi-
mación indirecta de dicha información median-
te distribuciones de probabilidad con formas
funcionales conocidas, haciendo uso de las fa-
milias de distribuciones conjugadas que exis-
ten, con lo que los cómputos son mucho más fá-
ciles (DeGroot, 1970, 1986; De la Fuente, De la
Fuente, García, Iglesias, Martín, Ramírez y Ca-
ñadas, 2002; Raiffa y Schlaifer, 1961). Final-
mente, la forma de proceder que resulta más
enriquecedora es la combinación de ambos ti-
pos de procedimientos. Esto se puede plantear
en dos etapas; en primer lugar, y asociada al pa-
rámetro al que se refieren las inferencias, se eli-
ge una familia de distribuciones conjugadas
compatible con el modelo poblacional y, en se-
gundo lugar, se elige un elemento de dicha fa-
milia mediante la aproximación del histogra-
ma, la de la función de distribución, la de la
verosimilitud relativa o cualquier otra conocida
(Gelman et al., 2000).
La ventaja de utilizar una familia de distri-
buciones conjugadas es que se conoce su trans-
formación mediante el teorema de Bayes y, por
tanto, la distribución final sobre la que se reali-
zan las inferencias está perfectamente determi-
nada.
La distribución final o distribución «a pos-
teriori» es la distribución resultante al aplicar el
teorema de Bayes a la distribución inicial que se
estableció al inicio del proceso. En ella, se pue-
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den calcular el estimador puntual bayesiano,
los intervalos de alta densidad o regiones creí-
bles asociadas al parámetro que deseamos esti-
mar y las probabilidades de las hipótesis esta-
blecidas en un contraste de dos o más hipótesis.
A fin de ilustrar este proceso, en este trabajo
se utilizan poblaciones Binomiales, familia pa-
ramétrica que tiene asociada como distribución
inicial en las inferencias la distribución Beta
que incluye como caso particular la distribu-
ción uniforme.
Si se considera el modelo Binomial:
En este caso, la verosimilitud asociada al
modelo se puede parametrizar como una dis-
tribución Beta de hiperparámetros α y β del
modo siguiente:
Dado que la distribución inicial Beta es una
familia de distribuciones conjugadas para la ve-
rosimilitud Binomial (Gelman et al., 2000), la
densidad final o densidad «a posteriori» tiene
esta misma forma, es decir, es también una dis-
tribución Beta con la forma siguiente:
Es decir, en un modelo Binomial, con distribu-
ción inicial Beta, con media y varianza
, la distribución final es otra
distribución Beta con media
y varianza
El estimador puntual Bayes ϕ*(θ) del pará-
metro proporción de éxitos en una población
Binomial, si se utiliza la función de pérdida cua-
drática, es la media de la distribución final in-
dicada anteriormente (Press, 1989), a la que se
llega por remuestreo en la distribución final
(Gilks, Richardson y Spiegelhalter, 1996). Esto
quiere decir que se puede obtener una estima-
ción de la proporción de éxitos en la población
teniendo en cuenta el conocimiento previo que
se tiene del problema y combinando dicho co-
nocimiento con los datos recogidos, de forma
que dicha estimación puntual del parámetro po-
blacional es la aproximación por remuestreo en
la distribución final del parámetro, del valor es-
perado E[θ/y]. La variabilidad en dicho resulta-
do, puesto que trabajamos en términos proba-
bilísticos, viene dada por la varianza final (θ/y).
Si se fijan α y β para tamaños muestrales gran-
des, se tiene que y
, que tiende a cero. Es decir, en
el límite, la distribución inicial no influye en los
valores obtenidos en la distribución final, y ha-
ciendo uso de la versión bayesiana del teorema
central del límite, puede concluirse que las dos
aproximaciones al análisis consideradas, clásica
y bayesiana, llevan, en este caso, a resultados
muy similares, aunque la interpretación con-




A partir de una población teórica que se dis-
tribuye de acuerdo con un modelo binomial
cuya probabilidad de éxito es de 0.15, se gene-
raron cinco muestras de tamaño 10, 20, 50 y
100, respectivamente mediante un muestreo con
reposición de elementos. Para ello se utilizó el
programa SPLUS 8.0, el algoritmo de simula-
ción se basó en el procedimiento clásico de
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diciones de simulación utilizando esos valores
para el arranque de la simulación. Como es ha-
bitual en estos casos la semilla inicial fue la ale-
atoria del propio hardware (Gelman, 1992; Ge-
man y Geman, 1984).
Análisis de Datos y Resultados
De acuerdo con el procedimiento de infe-
rencia clásica, en cada una de las muestras ob-
tenidas, se obtuvo la estimación de máxima ve-
rosimilitud del parámetro proporción de éxitos
π, notado como , así como el intervalo de con-
fianza, utilizando para ello el programa STAT-
GRAPHICS PLUS 5.
Asimismo, mediante el uso del programa
WinBugs (Lunn, Thomas, Best & Spiegelhalter,
2000; Spiegelhalter, Thomas, Best y Gilks,
1994a, 1994b) se obtuvieron el estimador baye-
siano, tanto con distribución inicial no infor-
mativa (θ*no inf) como con distribución inicial
informativa (θ*inf), la región de alta densidad y el
test bayesiano del parámetro, en cada una de
las muestras.
En el análisis bayesiano, cuando la distribu-
ción inicial era no informativa se utilizó la dis-
tribución Beta, familia de distribuciones conju-
gadas en el caso de poblaciones binomiales,
cuyos parámetros iniciales son α = 1 y β = 1.
En el caso de la distribución inicial informativa
se determinó el número exacto de éxitos que
ocurre en la población Binomial considerada,
según los diferentes tamaños muestrales y se
utiliza el procedimiento que establece Congdon
(2003), obteniéndose una distribución beta con
parámetros a α = 30.5 y β = 172.5.
En todos los casos se utilizó en el análisis
clásico un nivel de confianza del 95% y una pro-
babilidad con un valor idéntico en el análisis
bayesiano.
Los resultados obtenidos mediante ambos
tipos de análisis, es decir, las estimaciones pun-
tuales de máxima verosimilitud, , así como el es-
timador bayesiano tanto con distribución inicial
no informativa, θ*no inf como con distribución ini-
cial informativa, θ*inf, aparecen en la tabla 1.
Por otra parte, se obtuvieron tanto el inter-
valo de confianza clásico como las regiones de
alta densidad, tanto en el caso de una distribu-
ción inicial no informativa como de una distri-
bución inicial informativa (ver tabla 2) El ajuste
de estas estimaciones puede valorarse obser-
vando las amplitudes de los citados intervalos de
estimación los cuales pueden verse en la tabla 3.
θ̂
θ̂
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n θ̂ θ*no informativa θ*informativa
10 Puntual .3 .2329 .1571
20 Puntual .1 .1366 .1456
50 Puntual .16 .1732 .1521
100 Puntual .14 .1471 .1468
n θ̂ θ*no informativa θ*informativa
10
Lim. inferior .016 .1089 .1117
Lim. superior .584 .6071 .2091
20
Lim. inferior –.03 .003 .1026
Lim. superior .23 .3 .1949
50
Lim. inferior .0584 .0846 .1109
Lim. superior .2616 .2853 .199
100
Lim. inferior .072 .0857 .1094
Lim. superior .208 .2219 .1889
Tabla 1. Estimación puntual
de la proporción (π = .15).
Tabla 2. Intervalo de confianza y región
de alta densidad (NC = 95%)(π = .15).
n θ̂ θ*no informativa θ*informativa
10 A. de Int. .557 .498 .097
20 A. de Int. .26 .297 .092
50 A. de Int. .2032 .201 .088
100 A. de Int. .136 .136 .079
Tabla 3. Amplitud del intervalo (NC = 95%).
Por otra parte, dado que se conoce el valor
del parámetro «proporción de éxitos» en la po-
blación simulada, es posible conocer las desvia-
ciones de las estimaciones realizadas en sus ver-
siones clásica y bayesiana, con o sin información
inicial, y según los diferentes tamaños muestra-
les considerados. Dichas desviaciones aparecen
en la figura 1.
Finalmente, los resultados muestran, tal y
como indica la teoría, que todas las estimacio-
nes convergen a valores similares conforme el
tamaño de la muestra aumenta.
Discusión y conclusiones
En el caso de la estimación puntual, los re-
sultados obtenidos (ver tabla 1) muestran que la
mejor estimación del parámetro θ es la estima-
ción bayesiana con distribución inicial infor-
mativa. Por otra parte, tal y como era de esperar
según la teoría, el estimador bayesiano con dis-
tribución inicial no informativa y el de máxima
verosimilitud toman valores similares, si bien
el bayesiano es más preciso en tamaños de
muestra pequeños.
En el caso de la estimación mediante interva-
los (tablas 2 y 3) vuelve a encontrarse el mismo
patrón de resultados. Los intervalos más precisos
en todos los casos son los que corresponden a la
estimación bayesiana con distribución inicial in-
formativa. Además, como puede observarse, la
estimación bayesiana con distribución «a prio-
ri» no informativa ofrece intervalos de menor
amplitud que la estimación clásica.
La figura 1 muestra las desviaciones entre
los estimadores obtenidos con respecto al ver-
dadero valor del parámetro poblacional, en las
diferentes condiciones simuladas. Como puede
verse. en todos los casos la estimación bayesiana
con distribución inicial informativa, está más
cerca del verdadero valor poblacionales, alter-
nándose los otros dos procedimientos, en su
proximidad al valor poblacional, aunque siguen
un patrón similar.
Tal y como se indicaba al principio del pre-
sente trabajo existen algunas diferencias entre la
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filosofía clásica y la bayesiana en inferencia es-
tadística, tanto en lo que se refiere a la estima-
ción puntual como a la estimación por interva-
los de credibilidad. Mientras que la Estadística
clásica utiliza sólo la información contenida en
la muestra de datos seleccionada, en la aproxi-
mación bayesiana los estimadores son índices
de posición de la distribución final, dependien-
do de la función de pérdida que se elija. En el
caso de que se use una distribución inicial no
informativa, el estimador bayesiano que mini-
miza la función de pérdida cuadrática coincide
con el que maximiza la verosimilitud, por lo que
los resultados que se obtienen con las dos apro-
ximaciones son similares.
Los resultados de este trabajo apoyan todo
lo dicho anteriormente. En el estudio de simu-
lación que se ha presentado los estimadores
puntuales que resultan más precisos son los es-
timadores bayesianos con distribución inicial
informativa y los valores de los estimadores ba-
yesianos cuando no se considera información
inicial, aún siendo similares a los estimadores
máximo verosímiles, están más cercanos al ver-
dadero valor del parámetro.
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