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Abstract
Diﬀerent conditional independence models have been proposed in literature; in this
paper we consider models induced by conditional probabilities based on the deﬁnition
of conditional cs-independence. These models need not comply with the symmetry
property, so that they have not the graphoid structure. Hence, the well-known d-sep-
aration criterion for directed acyclic graphs may not be able to represent such in-
dependence models. Therefore, we introduce a new separation criterion called
L-separation. We study its main properties and show how it allows to represent the
above-mentioned independence models through directed acyclic graphs.  2002 Elsevier
Science Inc. All rights reserved.
Keywords: Graphical models; Conditional independence; Logical independence; Sepa-
ration criterion; Graphoid properties; Conditional probability
1. Introduction
Graphical models have mostly been studied in statistics [10,17,18,20,
21,25,26] as a tool for representing conditional independence relations or as-
sociations (i.e., stochastic dependence relations) among the variables. The
classic independence models (i.e., the set of conditional independence state-
ments induced by a given probability distribution) are based on the classic
notion of conditional independence [1] and on the notion of conditional
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probability in the sense of Kolmogorov. It is well known that the classic def-
inition of stochastic independence leads to some counter-intuitive situations
(see for example [4,5]) when 0 (and also 1) probability values of possible events
are involved and when logical links among the variables are present. Obvi-
ously, the same critical aspects come out when conditional independence is
taken into consideration.
However, other deﬁnitions of stochastic independence have been introduced
in literature to encompass such situations. In this paper, we deal with stochastic
independence as introduced in [5] and induced by conditional probability within
a wider framework [12–14,16,19].
This conditional probability approach exhibits several peculiarities, in par-
ticular it allows to manage direct assignment on conditional events EjH
without requiring the knowledge of the ‘‘joint’’ and ‘‘marginal’’ unconditional
probabilities P ðE ^ HÞ and P ðHÞ, and the conditioning event H (which must be
diﬀerent from the impossible event ;) may have zero probability. Moreover, the
diﬀerent zero probabilities can be distinguished by means of the concept of
zero-layers; in particular, the zero probability of a possible event diﬀers from
the zero probability of the impossible event.
Thanks to these peculiarities, the notion of stochastic independence intro-
duced in [5] and called cs-independence here, avoids the usual inconsistency
related to logical dependence. In fact, if an event A is cs-independent of an
event B under a given conditional probability P, then A is logically independent
of B, i.e., cs-independence implies logical independence. The relationship be-
tween cs-independence and classic independence will be described in Section 3.
Nevertheless, the set of cs-independence relations induced by a conditional
probability, called cs-independence model, is not closed under the symmetry
axiom mentioned in [18].
In general, they deﬁne a structure which is closed (see [23]) under decom-
position axiom and its reverse version, weak union axiom, contraction axiom
and its reverse version, intersection axiom and its reverse version (for the
formalization of these properties, see also, for example, [9,10,15,18,20]).
Therefore, classic graphical models do not allow to describe cs-independence
statements in general; in fact, such models have been built to represent gra-
phoid structures (i.e., closed under symmetry, decomposition, weak union,
contraction, intersection).
One of the goals of this paper is to show that the idea of graphical modeling
can be extended to these more general independence models of the above-
mentioned type. For this purpose, we present the notion of directed acyclic
l-graph (l stands for ‘‘logical’’), introduced in [22], which is slightly diﬀerent
from classic directed acyclic graph. In fact, it visualizes the set of variables
linked by logical constrains. A new separation criterion (called L-separation)
for representing cs-independence statements in a directed acyclic l-graph, is
introduced and its properties are studied.
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Then, through the L-separation criterion, every directed acyclic l-graph
deﬁnes a conditional independence structure closed under a-graphoid proper-
ties (those of graphoids except for the symmetry), so that cs-independence
models can be described in an eﬃcient way.
Moreover, we illustrate this method by some examples, which show that d-
separation criterion [18] is not useful for the descriptionof suchmodels. In the last
section, some concluding remarks are made: L-separation criterion can also be
useful for representing other independence models, namely those which arise
within other uncertainty calculi and which may lack the symmetry (for example
some possibilistic independence models [2,11,24] or models arising in the
framework of lower andupper probabilities [7] or from imprecise probability [9]).
2. Conditional probability
An event is singled-out by a (nonambiguous) proposition E, that is a state-
ment that can be either true or false. Since in general it is not known whether E
is true or not (propositions are not regarded as assertions), we are uncertain on
E. Two particular events are impossible event ; and sure event X, that are al-
ways, respectively, false and true. In the sequel a possible event denotes an event
diﬀerent from ; and X.
Between the events we consider the binary operations of disjunction _,
conjunction ^ and the unary operation of contrary ðÞc (which correspond in
the set-theoretic language to complementary). In the sequel, we omit the
conjunction symbol ^ between pairs of events in case no misunderstanding can
occur.
A conditional event is an ordered pair ðE;HÞ of events, with H 6¼ ; and we
denote it as usual EjH . In this paper we do not discuss how the classic axioms
[12,14,16,19] come out from suitable operations between conditional events [6].
LetA be a Boolean algebra of events,B an additive set of events (i.e., closed
under ﬁnite disjunctions) and put B0 ¼ B n f;g.
We recall the deﬁnition of conditional probability given in [12,14,16].
Deﬁnition 2.1. Given a Boolean algebra A and an additive set B such that
B A, a conditional probability onAB0 is a function PðjÞ which satisﬁes
the following conditions:
(i) PðjHÞ is a ﬁnitely additive probability on A for any H 2 B0.
(ii) P ðH jHÞ ¼ 1 for every H 2 B0.
(iii) P ðEH jAÞ ¼ PðH jAÞPðEjHAÞ, whenever E;H 2A and A;HA 2 B0.
In the sequel we deal with ﬁnite algebras A only, so that Deﬁnition 2.1
coincides with that given by Renyi [19], where the condition (i) is replaced by
the stronger one of r-additivity.
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Moreover, the condition (iii) implies that the conditional probability P ðjAÞ
is not singled-out by its conditioning event A, but its value is bound to the
values of other conditional probabilities P ðjHAÞ, for suitable events H.
On the other hand, if X 2 B0 and P0ðÞ ¼ P ðjXÞ is strictly positive on B0,
putting A ¼ X into (iii) we get that all conditional probabilities P ðEjHÞ are
uniquely determined by the single unconditional probability P0ðÞ as the ratio
between P0ðEHÞ and P0ðHÞ. In this case the deﬁnition of conditional proba-
bility coincides with that by Kolmogorov.
In general, we need a class of ‘‘probabilities’’ fP0; . . . ; Pkg to write as ratio all
conditional probabilities. In fact, given a conditional probability P ðjÞ deﬁned
on AA0, such ﬁnite class P ¼ fP0; . . . ; Pkg is unique and each Pa is deﬁned
on a proper subset. More precisely, we may deﬁne P0ðÞ on A0 ¼A putting
P0ðEÞ ¼ P ðEjXÞ for any E 2A0, so P0ðÞ is a probability. Let
A1 ¼ fE 2A0 : P0ðEÞ ¼ 0g, so A1 is a subset of A closed under (ﬁnite) dis-
junction and conjunction. If A1 contains some possible event, then let
H 0 ¼ WE2A1E be the ‘‘maximum’’ (w.r.t. P0) event of zero probability and
deﬁne P1ðEÞ ¼ P ðEjH 0Þ for any E 2A1. Hence, P1ðÞ is deﬁned onA1 and it is
additive, i.e., for any couple of incompatible events A;B 2A1 (i.e., AB ¼ ;) we
have P1ðA _ BÞ ¼ P1ðAÞ þ P1ðBÞ. Let C be the set of atoms ofA0 and let C1  C
the set of atoms such that P0ðCÞ ¼ 0, so we get that C1 A1 and from the
values of P1ðCÞ ¼ P ðCjH 0Þ, with C 2 C1, we can compute all the values of P1ðÞ
on A1 by additivity.
Actually, P1ðÞ is a coherent probability (see [6]), i.e., it could be extended to
A as an unconditional probability P ðÞ by deﬁning the latter on the set C as
follows: P ðCÞ ¼ P1ðCÞ for C 2 C1, while it is 0 for C 2 C n C1. Note that for
every A 2A1 we have that P1ðA ^ H 0Þ ¼ P ðAÞ.
Analogously, deﬁning A2 ¼ fE 2A1 : P1ðEÞ ¼ 0g, the procedure continues
till Ak contains only ;, so it ends in a ﬁnite number of steps, since the cardi-
nality of A is ﬁnite.
The subsetsAa are closed under disjunction and conjunction, and the family
fA0;A1; . . . ;Akg is linearly ordered by set inclusion (i.e., Aa Aaþ1).
Moreover, for each event E 2A there exists an unique a, with a 2 f0; . . . ; kg,
such that PaðEÞ > 0, and if a > 0, then E 2Ab with 06 b6 a, but PbðEÞ ¼ 0
for b < a . This implies that, for example, if P0ðAÞ > 0 (so A 2A0, but A 62A1)
and P1ðBÞ > 0 (and so P0ðBÞ ¼ 0), then A _ B 2A0, but A _ B 62A1 (so P1 is
not deﬁned on A _ B) and P0ðA _ BÞ ¼ P0ðAÞ.
On the other hand, it can be proved (see [3,16]) that, given a set of measures
as the previous ones fAa; PaðÞgka¼0, the function f ðjÞ deﬁned by putting, for
every pair ðA;BÞ, with A 2A and B 2A0, f ðAjBÞ ¼ PaðA ^ BÞ=PaðBÞ, where a
is the index such that PaðBÞ > 0, coincides with the given conditional proba-
bility P ðjÞ.
Therefore, there is a one-to-one map between the so-called agreeing classes
fAa; PaðÞgka¼0 and the conditional probabilities PðjÞ on AA0.
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The same construction can be done for a conditional probability P ðjÞ de-
ﬁned onAB0, even if X 62 B0. In fact, let H  be the disjunction of all events
H 2 B0 (so H  2 B), we can deﬁne P0ðCÞ ¼ P ðCjH Þ, with C 2 B, so P0ðÞ is
deﬁned on A0 ¼ B and it is additive on its domain. Let
A1 ¼ fE 2 B : P0ðEÞ ¼ 0g and H 0 ¼
W
E2A1E 2 B: the procedure continues as
before till Ak1 contains only the impossible event. The diﬀerence with the
previous case is that for any H 2 B0 there is an a such that PaðHÞ > 0, but we
could have some events E 2A (but E 62 B) such that for any 06 a6 k we have
PaðHÞ ¼ 0. We can putAk ¼A n f
Wk1
a Aag and ifAk contains some possible
event, we deﬁne Pk onAk in a way that it is additive and Pkð;Þ ¼ 0, PkðHÞ ¼ 1,
where H ¼
W
E2AkE. In this way we get again a unique class fP0; . . . ; Pkg
agreeing with the given conditional probability.
Actually, it is possible, through the concept of coherence, to handle also
those situations where we need to assess the probability on an arbitrary set of
conditional events (see for example [3,5,6]).
Deﬁnition 2.2. Let F ¼ fE1jH1; . . . ;EnjHng be a set of conditional events and
let AF the minima algebra generated by the events E1;H1; . . . ;En;Hn. An as-
sessment P ðjÞ on F is coherent if it can be extended from F to AF A0F
(where A0F ¼AF n f;g) as a conditional probability.
Obviously, a coherent conditional probability assessment P ðjÞ can have more
than one class agreeing with it. A procedure (based on the resolution of a se-
quence of linear systems) to ﬁnd the agreeing classes is in [6].
The concept of agreeing class is useful to introduce the notion of zero-layer
[5].
Deﬁnition 2.3. Let P ðjÞ be a coherent conditional probability assessment on
F. Given an agreeing class fP0; . . . ; Pkg for P ðjÞ, the zero-layer of an event E
can be deﬁned as the unique number a such that PaðEÞ > 0 (in symbol
ðEÞ ¼ a) and we put ð;Þ ¼ 1.
While the zero-layer of a conditional event EjH is deﬁned as the (non-
negative) number ðEjHÞ ¼ ðEHÞ  ðHÞ.
Obviously, the zero-layer of any event E with positive probability is 0, in
particular ðXÞ ¼ 0. For a conditional event EjH we have P ðEjHÞ > 0 if and
only if ðEjHÞ ¼ 0.
Remark 2.1. The notion of zero-layer is strictly connected with the agree-
ing class fP1; . . . ; Pkg. However, if the conditional probability PðjÞ is
deﬁned on AB0, then there exists a unique agreeing class, so the zero-
layers of the events E and EjH , with E 2A and H 2 B0 are uniquely
deﬁned.
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3. Conditional cs-independence
Let A be a Boolean algebra of events and P a probability distribution on
A. According to the classic deﬁnition of stochastic independence (see for
example [1]) two events are stochastically independent (under the probability
P) iﬀ
P ðABÞ ¼ P ðAÞPðBÞ: ð1Þ
It is well known that such deﬁnition gives rise to counter-intuitive situations
when one of the events has probability 0 or 1. For instance, we can have in-
dependence for incompatible events: A and B, with AB ¼ ;, are stochastically
independent with respect to P if PðAÞ or PðBÞ is 0 or 1. Many other interesting
examples are reported in [4,5,8,23].
For this reason, other diﬀerent deﬁnitions of stochastic independence
have been proposed in [4,5]. All the quoted deﬁnitions have been given for
conditional probabilities (instead of unconditional probabilities) in the sense
of de Finetti, because probabilities can be assessed on an arbitrary set
of conditional events and it is possible to handle and distinguish 0 proba-
bilities.
The formal deﬁnition given in [5] is given, for the moment, in the restrictive
case, where the conditional probability is deﬁned on AA0.
Deﬁnition 3.1. Let P be a conditional probability on AA0 and A;B 2A,
with B a possible event. The event A is stochastically cs-independent of B (in
symbol A cs B) if both the following conditions hold:
(i) PðAjBÞ ¼ PðAjBcÞ;
(ii) the class fP1; . . . ; Pkg agreeing with the restriction of P toAfA;Bg A0fA;Bg
(where AfA;Bg is the algebra generated by A and B) is such that
ðAjBÞ ¼ ðAjBcÞ and ðAcjBÞ ¼ ðAcjBcÞ:
Remark 3.1. Obviously, any restriction of a conditional probability on a subset
of AA0 is coherent: if it is deﬁned on A A0, where A is a subalgebra,
then it is a conditional probability, so the zero-layers are uniquely determined.
Moreover, for any conditional probability P ðjÞ on AA0 and for any
possible event A 2A, one has that X cs A and ; cs A. On the other hand,
since X and ; correspond to a situation of complete information, it does not
make sense asking whether they could ‘‘inﬂuence’’ the probability of A, so the
symmetric statements (A cs X and A cs ;) lack meaning.
Remark 3.2. Note that if 0 < P ðAjBÞ < 1 condition (i) characterizes completely
cs-independence because the zero-layers of AjB, AcjB, AjBc and AcjBc (deduced
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by the restriction of P ðjÞ to AfA;Bg A0fA;Bg) are 0. In the case that we have
also 0 < P ðBÞ < 1, Deﬁnition 3.1 coincides with the classic formulation (1).
While, when P ðBÞ is 0 or 1 the conditional probabilities P ðAjBÞ or P ðAjBcÞ may
even lack meaning in the Kolmogorovian framework. Then, Deﬁnition 3.1
actually covers a wider framework.
On the other hand, condition (i), even if considered in the wider framework,
does not avoid the critical situations related to logical independence; in fact, for
example, if A  B and so A and B are not logically independent, and if
P ðAÞ ¼ 0 and 0 < P ðBÞ < 1, then the equality P ðAjBÞ ¼ P ðAjBcÞ ¼ 0 is trivially
satisﬁed, although there is a logical constraint.
Therefore condition (i) needs to be ‘‘reinforced’’ by the requirement that
also the relevant zero-layers (singled-out by the class fP0; . . . ; Pkg) must be
equal. Note that, when P ðAjBÞ and P ðAjBcÞ are both 0 or 1, the second (ﬁrst)
condition under (ii) is trivially satisﬁed, so that stochastic cs-independence is
ruled by the ﬁrst (second) one.
Deﬁnition 3.1 has been extended in [22] to conditional cs-independence.
We need to introduce some notation. Let G be a set of events contained inA
and C 2A0, considerAG the algebra spanned by G and denote withAG;C the
set of possible events AC with A 2AG.
For example, let G ¼ fA;Bg, then the atoms ofAG;C are the possible events
of the form ABC (where A, and analogously for B, stands for A or its
contrary Ac).
Note that A 2AG;C is closed under ﬁnite disjunctions (so it is an additive
class) and ﬁnite conjunctions. Moreover, if A 2AG, then AcC 2AG. Hence, it
follows that a conditional probability deﬁned onAG;C A0G;C admits only one
agreeing class and the zero-layers are uniquely determined.
In the sequel we call two possible events A and B logical independent with
respect to an event C 6¼ ; if all the events ABC;ABcC;AcBC;AcBcC are possible.
Obviously, if A and B are logical independent with respect to an event C, then
they are logical independent.
Deﬁnition 3.2. Let P be a conditional probability onAA0. We say that A is
cs-independent of B given C (in symbol A cs BjC), with BC 6¼ ; 6¼ BcC, if both
the following conditions hold:
(i) PðAjBCÞ ¼ P ðAjBcCÞ;
(ii) the class fP1; . . . Pkg agreeing with the restriction of P on AG;C A0G;C,
where G ¼ fA;Bg, is such that
ðAjBCÞ ¼ ðAjBcCÞ and  ðAcjBCÞ ¼ ðAcjBcCÞ:
Remark 3.3. Note that if A cs BjC, then directly from the deﬁnition follows
that Ac cs BjC, A cs BcjC and Ac cs BcjC.
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We can make in the conditional case remarks analogous to those made for
the unconditional case. In fact, when 0 < P ðAjBCÞ < 1, the independence is
ruled by condition (i), since condition (ii) is trivially satisﬁed. In such case,
Deﬁnition 3.2 coincides with the classic one if we have also 0 < P ðBjCÞ < 1 and
P ðCÞ > 0. On the other hand, in the case P ðBjCÞ is 0 or 1 or P ðCÞ ¼ 0, the
conditional probabilities in (i) are not deﬁned in Kolmogovorian framework.
Now, we recall stochastic cs-independence deﬁnition as introduced in [5]
(and extended to conditional case in [23]) for coherent conditional probabili-
ties.
Deﬁnition 3.3. Given a coherent conditional probability P on a set of eventsF
containing E ¼ fAjBC;AjBcC;BjAC;BjAcCg, A is conditionally cs-independent
of B given C if both the following conditions hold:
(i) PðAjBCÞ ¼ P ðAjBcCÞ;
(ii) there exists a class P ¼ fP0; . . . ; Pkg agreeing with the restriction of P ðjÞ
to E such that
ðAjBCÞ ¼ ðAjBcCÞ and ðAcjBCÞ ¼ ðAcjBcCÞ:
Remark 3.4. Actually, the restriction ~P ðjÞ of P ðjÞ to E has not a unique
agreeing class, but as proved in [8], condition (ii) of Deﬁnition 3.3 either holds
for all the agreeing classes relative to the family E, or it holds for none of them.
Theorem 3.1. Given the events AC and BC, with AC and BC different from ; and
C, if A cs BjC under any conditional probability P, then A and B are logically
independent with respect to C.
Proof. If A cs BjC½P , then ðAjBCÞ ¼  ðABjCÞ ðBjCÞ ¼ ðAjBcCÞ ¼
ðABcjCÞ  ðBcjCÞ, so ðAjBCÞ ¼ 1 iﬀ ðAjBcCÞ ¼ 1, and it implies that
AC ¼ ;. Hence, we get a contradiction, so ABC;ABcC diﬀer from ;.
Analogously, by the equality ðAcjBCÞ ¼ ðAcjBcCÞ, we get that AcBC;AcBcC
diﬀer from ;. Therefore, the events A and B are logically independent with
respect to C and so they are logically independent (since also AB;ABc;AcB;AcBc
are possible). 
Moreover, in [5,8] there is a theorem characterizing conditional cs-inde-
pendence of two logically independent events A and B in terms of conditional
probabilities, giving up any direct reference to the zero-layers:
Theorem 3.2. Let A;B be two events logically independent with respect to
the event C. If P is a coherent conditional probability such that PðAjBCÞ ¼
P ðAjBcCÞ, then A cs BjC if and only if one (and only one) of the following
conditions holds:
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(a) 0 < P ðAjBCÞ < 1;
(b) P ðAjBCÞ ¼ 0 and the extension of P to BjC and BjAC satisfies one of the
following conditions:
1. P ðBjCÞ ¼ 0, PðBjACÞ ¼ 0;
2. P ðBjCÞ ¼ 1, PðBjACÞ ¼ 1;
3. 0 < P ðBjCÞ < 1, 0 < P ðBjACÞ < 1;
(c) P ðAjBCÞ ¼ 1 and the extension of P to BjC and BjAcC satisfies one of the
following conditions:
1. P ðBjCÞ ¼ 0, PðBjAcCÞ ¼ 0;
2. P ðBjCÞ ¼ 1, PðBjAcCÞ ¼ 1;
3. 0 < P ðBjCÞ < 1, 0 < P ðBjAcCÞ < 1.
The deﬁnition of cs-independence has been generalized in [23] to the case of
an arbitrary ﬁnite sets of events. First of all we recall the deﬁnition for parti-
tions, i.e., a set of incompatible and possible events whose disjunction is X (so a
trivial partition is fXg).
Deﬁnition 3.4. Let E1;E2;E3 be three diﬀerent partitions of X such that E2 is
not trivial. Let P be a conditional probability on AA0, where A is an al-
gebra containing E1;E2;E3. We say E1 is conditional cs-independent of E2
given E3 with respect to P (in symbol E1 cs E2jE3½P ) iﬀ
Ci1 cs Ci2 jCi3 for every Ci1 2 E1; Ci2 2 E2; Ci3 2 E3
such that Ci2Ci3 6¼ ; 6¼ Cci2Ci3 :
Remark 3.5. Since A cs BjC½P  implies P ðAjBCÞ ¼ P ðAjBCÞ ¼ P ðAjCÞ, we get
that E1 cs E2jE3½P  implies that for any C1 2 E1 and C3 2 E3 we have
P ðC1jC2C3Þ ¼ P ðC1jC3Þ for any C2 2 E2.
The next result, known in literature as decomposition property, is useful to extend
the previous deﬁnition referring to partitions of events to arbitrary sets. Never-
theless, we do not enter in detail on this aspect, that is deeply discussed in [23].
Theorem 3.3. Let E1;E2 be two partitions of X and P be a conditional probability
on AA0, where A is an algebra containing the partitions E1;E2 and
½D ¼ fD;Dcg. Then
E1 cs E2j½D½P  ) A cs Bj½D½P 
for every A logically dependent on E1, and B logically dependent on E2.
On the other hand, as shown by Example 3.1 composition property
A cs Bj½D&A cs Cj½D ) A cs ½B;Cj½D
does not hold (where ½B;C is the partition generated by the events B and C).
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Example 3.1. Suppose we are throwing two dice, let A be the event ‘‘the ﬁrst die
shows an odd number’’, B be the event ‘‘the second die shows an even number’’
and C be the event ‘‘both dice show either odd or even numbers’’. This situ-
ation leads to the logical constraint ðABcÞ _ ðAcBÞ ¼ C. Since P ðAÞ ¼ P ðBÞ ¼
P ðCÞ ¼ 1
2
and PðAjBÞ ¼ PðAjBcÞ ¼ P ðAjCÞ ¼ PðAjCcÞ ¼ 1
2
, we get A cs B½P  and
A cs C½P . Analogously, we could prove the validity of B cs C½P  and of the
relevant three symmetric statements. On the other hand, the statement
A cs BC cannot hold because A and BC are incompatible and so ðAjBCÞ ¼
1, while the zero-layer of AjBc _ Cc is 0. Moreover, P ðAjBCÞ ¼ 0 6¼
P ðAjBc _ CcÞ ¼ 2
3
and P ðAjBcCÞ ¼ 1.
In [23] it is shown how cs-independence for random variables follows.
Let X ¼ ðX1; . . . ;XnÞ be a random vector with values in a ﬁnite set RX  Rn.
The partition E of the sure event X generated by X is denoted by
EX ¼ fX ¼ x : x 2 RXg. Note that we are not requiring that EX must be the
product of the EXi ’s, in fact some logical constraints can appear among the
partitions associated to the random variables Xi.
Deﬁnition 3.5. Let ðX ; Y ; ZÞ be a ﬁnite discrete random vector with values in
R  RX  RY  RZ and EX , EY , EZ the partitions generated by X, Y and Z,
respectively. Let P be a conditional probability on AA0 where A is an al-
gebra containing EX ;EY ;EZ .We say that X is stochastically cs-independent of Y
given Z under P (in symbol X cs Y jZ½P ) iﬀ
EX cs EY jEZ ½P :
The set MP of conditional cs-independence statements induced by a condi-
tional probability P of the form XI cs XJ jXK , where I, J and K are three dis-
joint subsets, is called cs-independence model.
Every stochastic cs-independence model induced by P is closed under the
following properties (for the proof see [23]). Every property can be interpreted
as the requirement that MP is closed under the respective ‘‘inference rules’’.
Decomposition property
XI cs ½XJ ;XK j½XW ½P  ) XI cs XJ j½XW ½P ;
Reverse decomposition property
½XI ;XJ  cs XW jXK ½P  ) XI cs XW jXK ½P ;
Weak union property
XI cs ½XJ ;XK j½XW ½P  ) XI cs XJ j½XW ;XK ½P ;
Contraction property
XI cs XW j½XJ ;XK ½P  and XI cs XJ j½XK ½P  ) XI cs ½XJ ;XW j½XK ½P ;
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Reverse contraction property
XI cs XW j½XJ ;XK ½P  and XJ cs XW j½XK ½P  ) ½XI ;XJ  cs XW j½XK ½P ;
Intersection property
XI cs XJ j½XW ;XK ½P  and XI cs XW j½XJ ;XK ½P  ) XI cs ½XJ ;XW j½XK ½P ;
Reverse intersection property
XI cs XW j½XJ ;XK ½P  and XJ cs XW j½XI ;XK ½P  ) ½XI ;XJ  cs XW j½XK ½P :
Hence, these models satisfy all graphoid properties (see [10,18,20,21]), ex-
cept for the symmetry (see Example 8.1)
XI cs XJ jXK ½P  ) XJ cs XI jXK ½P 
and reverse weak union property (see Example 3.2)
½XJ ;XW  cs XI j½XK ½P  ) XJ cs XI j½XW ;XK ½P :
Example 3.2. Let X1;X2;X3 be binary variables and letA the algebra generated
by the events ðXi ¼ jÞ, with i ¼ 1; 2; 3 and j ¼ 0; 1, consider the conditional
probability P ðjÞ on AA0 such that
P ðX1 ¼ j;X2 ¼ 1;X3 ¼ kÞ ¼ 0 with j; k 2 f0; 1g;
P ðX1 ¼ 1;X2 ¼ 0;X3 ¼ 1Þ ¼ PðX1 ¼ 1;X2 ¼ 0;X3 ¼ 0Þ ¼ 14;
P ðX1 ¼ 0;X2 ¼ 0;X3 ¼ 1Þ ¼ PðX1 ¼ 0;X2 ¼ 0;X3 ¼ 0Þ ¼ 14;
P ðX1 ¼ 1;X3 ¼ 1jX2 ¼ 1Þ ¼ 18; P ðX1 ¼ 0;X3 ¼ 1jX2 ¼ 1Þ ¼ 38;
P ðX1 ¼ 1;X3 ¼ 0jX2 ¼ 1Þ ¼ P ðX1 ¼ 0;X3 ¼ 0jX2 ¼ 1Þ ¼ 14.
The remaining values of PðjÞ can be computed by additivity and suitable
ratios. The agreeing class for P ðjÞ is fP0; P1g, where P0 coincides with PðÞ and
P1 with P ðjX2 ¼ 1Þ.
Since we get P ðX1 ¼ 1;X2 ¼ 0jX3 ¼ 1Þ ¼ P ðX1 ¼ 1;X2 ¼ 0jX3 ¼ 0Þ ¼ 12 and
P ðX1 ¼ 0;X2 ¼ 0jX3 ¼ 1Þ ¼ P ðX1 ¼ 0;X2 ¼ 0jX3 ¼ 0Þ ¼ 12.
While P ðX1 ¼ 1;X2 ¼ 1jX3 ¼ 1Þ ¼ P ðX1 ¼ 1;X2 ¼ 1jX3 ¼ 0Þ ¼ 0 and P ðX1 ¼
0;X2 ¼ 1jX3 ¼ 1Þ ¼ P ðX1 ¼ 0;X2 ¼ 1jX3 ¼ 0Þ ¼ 0.
Moreover ðX1¼1;X2¼1jX3¼1Þ¼ðX1¼1;X2¼1jX3¼0Þ¼1 and ðX1¼0;
X2¼1jX3¼1Þ¼ðX1¼0;X2¼1jX3¼0Þ¼1.
From Theorem 3.2 and Deﬁnition 3.2, we get that ½X1;X2 cs X3, but the
relation X1 cs X3jX2 does not hold. In fact, P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 1Þ ¼ 14 while
P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 0Þ ¼ 12.
In [23] a subclass of cs-independence models, closed also with respect to
reverse weak union, have been classiﬁed and that structure has been called
a-graphoid. It has been shown that such class strictly contains the subclass of
cs-independence models closed also with respect to symmetry (so they induce
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graphoid structures closed with respect to symmetry, decomposition, weak
union, contraction and intersection).
4. Basic graphical concepts
An l-graph G is a triplet ðV ;E;BÞ, where V is a ﬁnite set of vertices, E is a set
of edges (i.e., a subset of ordered pairs of distinct vertices of
V  V n fðv; vÞ : v 2 V g) and B is a family (possibly empty) of subsets of ver-
tices. The elements of the family B ¼ fB;B  V g are represented graphically
by boxes enclosing the vertices in B.
An l-graph is a structure more general than classic graph (see, for example
[18]): if B is empty, then the l-graph is a graph; our interest for B will be clear
later.
In Fig. 1 an l-graph which has no edges is drawn.
The attention in the sequel will be focused on directed acyclic l-graphs, and
to introduce this kind of l-graphs we need to recall some basic notion from
graph theory. A directed l-graph is a l-graph whose set of vertices E satisﬁes the
following property: ðu; vÞ 2 E ) ðv; uÞ 62 E.
A directed edge ðu; vÞ 2 E is represented by an arrow pointing from u to v,
u! v. We say that u is a parent of v and v a child of u. The set of parents of v is
denoted by paðvÞ and the set of children of u by chðuÞ.
A path from u to v is a sequence of distinct vertices u ¼ u1; . . . ; un ¼ v, nP 1
such that either ui ! uiþ1 or uiþ1 ! ui for i ¼ 1; . . . ; n 1.
A directed path of length n 1 from u to v is a sequence u ¼ u1; . . . ; un ¼ v of
distinct vertices such that ui ! uiþ1 for all i ¼ 1; . . . ; n 1. If there is a directed
path from u to v, we say that u is an ancestor of v or v a descendant of u and we
write u 7!v. The symbols anðvÞ and dsðuÞ denote the set of ancestors of v and
the set of descendants of u (vertices that u 2 anðvÞ and v 2 dsðuÞÞ, respectively.
Note that, according to our deﬁnition, a sequence consisting of one vertex is
a directed path of length 0, and therefore every vertex is its own descendent and
ancestor, i.e., u 2 anðuÞ; u 2 dsðuÞ.
A directed path induces an order  among the vertices, in particular if
u 2 anðvÞ, then u  v, while if u 2 dsðvÞ, then v  u.
A reverse directed path of length n 1 from u to v is a sequence
u ¼ u1; . . . ; un ¼ v of distinct vertices such that ui  uiþ1 for all i ¼ 1; . . . ; n 1.
Fig. 1. l-graph.
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An n-cycle is a sequence of u1; . . . ; un, n > 3 such that u1 ¼ un and u1; . . . ; un is
a directed path. A directed graph is acyclic if it contains no cycles. Given an
acyclic directed graph, the relation 7! deﬁnes a partial order on the set of vertices.
5. Logical constraints and l-graphs
In Section 3 we explained the relationship between logical independence and
stochastic cs-independence, and we have shown the role of logical constraints
among random variables: we think it is important to visualize which variables
are linked by logical constraints, and for this purpose we refer to the family B
of subsets of vertices.
Since, given a random vector X ¼ ðX1; . . . ;XnÞ, to each random variable Xi is
associated a vertex i, by means of the boxes B 2 B, we visualize the sets of
random variables linked by some logical constraints (more precisely, the logical
constraints are among the partitions of the random variables).
Recall that two distinct non-trivial partitions E1 and E2 are logically inde-
pendent if the ‘‘ﬁner’’ partition E, generated by them, coincides with the set of
all possible conjunctions between the events of E1 and E2, i.e.,
E ¼ E1  E2 ¼ fC ¼ C1C2 6¼ ; : C1 2 E1; C2 2 E2g:
Hence, in such case the cardinality of E (denoted by jEj) is equal to jE1j  jE2j.
A logical constraint exists between two partitions if they are not logical
independent, i.e., some conjunctions of the kind C1C2 is not possible.
Note that the existence of a logical relation between two partitions does not
imply that one partition (e.g., E1) is logically dependent on the other one (e.g.,
E2).
We say that a partition E1 is logical dependent on the set of events of E2 if
every event E 2 E1 is the disjunction of some events in E2.
Analogously, the partitions E1; . . . ;En are logically independent if the par-
tition E generated by them is obtained as conjunction, i.e.,
E ¼ E1      En ¼ fC1   Cn 6¼ ; : Ci 2 Ei; i ¼ 1; . . . ; ng:
Obviously, if n partitions are logically independent, then arbitrary subsets of
these partitions are logically independent.
However, n partitions E1; . . . ;En can be logically not independent, even if
every subset of n 1 partitions can be logically independent (as in the case for
n ¼ 2); it follows that there is some logical constraint of the kind C1   Cn ¼ ;,
with Ci 2 Ei. For example, suppose E1 ¼ fA;Acg, E2 ¼ fB;Bcg and
E3 ¼ fC;Ccg are three distinct partitions of X with ABC ¼ ;. All the couples of
that partitions are logically independent, but the partition E1 is not logically
independent from the partition generated by fE2;E3g. The same conclusion is
obtained replacing E1 with E2 or E3.
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Given n partitions and some logical constraints among such partitions, it is
possible for each constraint to ﬁnd the minimal subset fE1; . . . ;Ekg of parti-
tions generating such constraint: it means that E1; . . . ;Ek are not logical in-
dependent, but each Ej, with j ¼ 1; . . . ; k, is logically independent of every
partition EI generated by the partitions fEigi2I with I  f1; . . . ; kg n fjg. Such a
condition is equivalent to the existence of (at least) a combination of atoms
with Ci 2 Ei such that
C1   Ck ¼ ;;
and for all j ¼ 1; . . . ; k we have C1   Cj1Cjþ1   Ck 6¼ ;.
This does not imply that all the subsets of the k partitions are logically in-
dependent, because there could be an other diﬀerent logical constraint linking
them.
We will say that such set of partitions fE1; . . . ;Ekg is the minimal set
generating the given logical constraint, and it will be singled-out graphi-
cally by the box B ¼ f1; . . . ; kg, which includes exactly the vertices as-
sociated to the random variables X1; . . . ;Xk generating the partitions
E1; . . . ;Ek. For this reason, in the sequel we call the boxes B 2 B logical
components.
For example, the logical component B ¼ f1; 2; 3g in Fig. 1 represents a
logical relation among the variables X1;X2;X3. Such logical relation must be
speciﬁed, since, obviously it is not uniquely determined by the picture. It could
correspond, for example, to the conﬁguration fX1 ¼ 1;X2 ¼ 0;X3 ¼ 1g ¼ ; or
fX1 ¼ 0;X2 ¼ 0;X3 ¼ 0g ¼ ; as well. Therefore, by l-graphs we could only vi-
sualize where logical constraints are localized.
When there is no logical constraint among the partitions generated by the
random variables, the family of logically components B will be empty and the
l-graph will be a graph.
6. Separation criterion for directed acyclic graphs
To represent conditional cs-independence models we must introduce a new
criterion, i.e., a separation rule among the vertices of l-graphs.
Actually, we present a new separation criterion for directed acyclic l-graphs
that allows to describe eﬃciently the set of cs-independence statements
XI cs XJ jXK (where XI ;XJ ;XK are random vectors) induced by a given condi-
tional probability P.
Generally, such statements are represented graphically by means of a sep-
aration criterion, i.e., ‘‘I is separated from J by K’’, where I ; J ;K are the sets of
vertices associated to the corresponding sets of random variables.
The classic separation criterion for directed acyclic graphs (see [18]), known
as d-separation (where d stands for directional), is not suitable for our pur-
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poses, because it induces a graphoid structure, and so it is not useful to describe
a model where symmetry may not hold (see Example 8.1).
Deﬁnition 6.1. Let G be an acyclic directed graph. A path u1; . . . ; un; nP 1 in G
is blocked by a set of vertices S  V , whenever there exists 1 < i < n such that
one of the following three condition holds:
1. uiþ1 ! ui ! ui1 (i.e., ui1; ui; uiþ1 is the reverse directed path) and ui 2 S.
2. ui1  ui ! uiþ1 and ui 2 S.
3. ui1 ! ui  uiþ1 and dsðuiÞ 62 S.
The three conditions are illustrated by Fig. 2, where the grey vertices are those
belonging to S.
Note that the deﬁnition of blocked path strictly depends on the direction of
the path.
Fig. 3 shows two cases where the path ui1; ui; uiþ1 is not blocked: in the ﬁrst
ui 2 S, but condition 1 does not hold because of the direction of the arrows;
while in the second ui 62 S and condition 1 does not hold.
Remark 6.1. The diﬀerence between our notion of blocked path and that used
in d-separation criterion [18] is illustrated by means of Figs. 2 and 3.
The path ui1; ui; uiþ1 drawn in the left-hand side of Fig. 2 is blocked by ui,
while its reverse represented in the left-hand side of Fig. 3 is not blocked by ui
because of the direction.
Fig. 2. Blocked paths.
Fig. 3. Not blocked directed paths.
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Hence, the reverse path of a blocked one is not necessarily blocked ac-
cording to our deﬁnition, so the blocking path notion does not satisfy the
symmetry property.
On the contrary, it is well known that d-separation criterion (and the as-
sociated notion of blocking path) is symmetric.
The second and third cases of Deﬁnition 6.1 are like in d-separation crite-
rion. Moreover, the path in the right-hand side of Fig. 3 is not blocked as in
d-separation criterion.
Deﬁnition 6.2. Let G be a directed acyclic l-graph and let U, W and S be three
pairwise disjoint set of vertices of V. We say that U is L-separated fromW by S
in G and write symbol ðU ;W jSÞlG, whenever every path in G from U to W is
blocked by S and moreover, the following ‘‘logical separation’’ condition holds
8B 2 B s:t: B  U [ W [ Sone has either B \ U ¼ ; or B \ W ¼ ;:
ð2Þ
Fig. 4 illustrates some situations where condition (2) holds, while Fig. 5
illustrates the opposite situation.
The set of vertices Vi and S are represented as ovals.
7. Properties of L-separation criterion
Now we study the main properties of the L-separation criterion.
First of all, we note that
ðU ;W jSÞlG ; ðW ;U jSÞlG
since the notion of blocked path is not necessarily symmetric.
Fig. 4. Logical components do not connect V1 and V2.
Fig. 5. Logical component B connects V1 and V2.
306 B. Vantaggi / Internat. J. Approx. Reason. 29 (2002) 291–316
For example, consider the graph on the left-hand side of Fig. 2. There is no
logical component, i.e., B ¼ ;. Note that the path ui1; ui; uiþ1 is blocked by
S ¼ fuig, while the reverse is not blocked by S, so that ðui1; uiþ1juiÞlG and
:ðuiþ1; ui1juiÞlG.
The fact that the symmetry property can fail depends on the notion
of blocked path (Deﬁnition 6.1) and not on the condition of logical separa-
tion (2).
Theorem 7.1. Let G ¼ ðV ;E;BÞ be a graph. The following properties hold:
1. Decomposition property
ðU ;W [ ZjSÞlG ) ðU ;W jSÞlG:
2. Reverse decomposition property
ðU [ Z;W jSÞlG ) ðU ;W jSÞlG:
3. Weak union property
ðU ;W [ ZjSÞlG ) ðU ;W jZ [ SÞlG:
4. Reverse weak union property
ðU [ Z;W jSÞlG ) ðU ;W jZ [ SÞlG:
5. Contraction property
ðU ;W jSÞlG& ðU ; ZjW [ SÞlG ) ðU ;W [ ZjSÞlG:
6. Reverse contraction property
ðU ;W jSÞlG& ðZ;W jU [ SÞlG ) ðU [ Z;W jSÞlG:
7. Intersection property
ðU ;W jZ [ SÞlG& ðU ; ZjW [ SÞlG ) ðU ;W [ ZjSÞlG:
8. Reverse intersection property
ðU ;W jZ [ SÞlGðZ;W jU [ SÞlG ) ðU [ Z;W jSÞlG:
Proof. We leave to the reader to verify that, given a class B, the relation
X B Y jZ () ½8B2B BX [Y [Z implies BX [Z or B Y [Z
satisﬁes the graphoid properties.
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Then, we can ignore, without loss of generality, the class of logical com-
ponents B, and concentrate on the blocking condition in the deﬁnition of
L-separation.
For the proof of decomposition (analogously for its reverse), notice that
every path from U toW is a path from U to W [ Z as well and, therefore, since
ðU ;W [ ZjSÞlG, it is blocked by S in one of its vertices.
For the veriﬁcation of weak union, consider a path from U to W. Since it is
also a path from u 2 U to W [ Z, it is blocked by S. Consider the ﬁrst vertex v
on the way from u which is blocked. Observe that the section from u to v is not
blocked by S!
In case ! v! or v! one has v 2 S, and hence v 2 Z [ S, which implies
that the path is blocked by Z [ S at v.
In case ! v one has dsðvÞ \ S ¼ ;. It suﬃces to verify by contradiction
that dsðvÞ \ Z ¼ ;, since dsðvÞ \ ðZ [ SÞ ¼ ;, also says that the path is blocked
by Z [ S at v. Indeed, in case there exists a directed path from v to z 2 Z (which
is necessarily outside S) one can concatenate the section from u to v and this
directed path from v to z to get a path from u to z 2 W [ Z not blocked by S
which contradicts ðU ;W [ ZjSÞlG.
Reverse weak union can be veriﬁed similarly, but with slight modiﬁca-
tions. Every path from U to W is a path from U [ Z to w 2 W and it is
blocked by S. Consider the last vertex v on the way from U [ Z which is
blocked. Observe that the section from v to w is not blocked by S. In case
! v! or  v! one has v 2 S, i.e., v 2 Z [ S and the path is blocked by
Z [ S at v. In case ! v one has dsðvÞ \ S ¼ ; and it suﬃces to verify by
contradiction dsðvÞ \ Z ¼ ;. Indeed, otherwise there exists a directed path
from v to z 2 Z and one can understand it as a reverse directed path from z
to v and concatenate it with the section from v to w to get a path from
z 2 U [ Z to w 2 W , which is not blocked by S. This contradicts
ðU [ Z;W jSÞlG.
For the proof of contraction, consider a path from U to W [ Z and assume,
without loss of generality, that its internal vertices are outside W [ Z.
In case that it leads to a vertex in W it is blocked by S according to
ðU ;W jSÞlG.
In case it leads to Z, it is blocked by W [ S at a vertex v according to
ðU ; ZjW [ SÞlG.
In cases ! v! and  v! one has v 2 W [ S. Since v is an internal vertex
of the path v 62 W [ Z and, therefore, v 2 S and the path is blocked by S at v.
In case ! v one has dsðvÞ \ ðW [ SÞ ¼ ;, i.e., dsðvÞ \ S ¼ ; and, again,
the path is blocked by S at v.
Reverse contraction has a similar proof. Take a path from U [ Z to W with
internal vertices outside U [ Z. In case it leads from a vertex in U apply
ðU ;W jSÞlG; otherwise, ﬁnd by ðZ;W jU [ SÞlG an internal vertex v at which it is
blocked by U [ S, and show analogously that it is blocked by S at v.
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Intersection has a proof almost identical to contraction. Consider a path
from U to W [ Z with internal vertices outside W [ Z. One can assume, without
loss of generality, that it leads to Z (otherwise replace W for Z) and repeat the
consideration made in case of contraction.
Reverse intersection proof resembles to reverse contraction proof. Having a
path from U [ Z to W without internal vertices in U [ Z, one can assume,
without loss of generality, that it leads from Z to W, and repeat the procedure
used in case of reverse contraction. 
Decomposition property is strikingly similar to vertex separation criterion in
graphs. Note that its inverse implication
Composition property
ðU ;W jSÞlG& ðU ; ZjSÞlG ) ðU ;W [ ZjSÞlG
may not hold. Obviously, the hypotheses imply that every path going from U to
W [ Z is blocked by S. However, the second condition, characterizing the L-
separation criterion, can fail. In fact, it is enough to consider B 2 B such that
B \ Vi 6¼ ; for every i ¼ 1; 2; 3 and B  V1 [ V2 [ V3 [ S. Hence,
B \ ðV2 [ V3Þ 6¼ ; and :ððV1; V2 [ V3jSÞlGÞ. On the other hand, B 6 V1 [ V2 [ S and
B 6 V1 [ V3 [ S. The mentioned situation is illustrated in the following picture:
Remark 7.1. Actually, L-separation criterion reﬂects the same feature of sto-
chastic independence models, i.e., both deﬁnitions do not satisfy composition
property. In fact, a variable X may be stochastically independent of each
variable Xj in a set fXjgj2J and still be dependent on the entire random vector
XJ : for example we could have X1 cs X2 and X1 cs X3, but the statement X1 cs
½X2;X3 could not hold (as shown in Example 3.1). On the other hand, it is well
known that d-separation criterion always satisﬁes composition property [18].
8. Examples
In this section we give some examples to show some features of conditional
cs-independence and of L-separation criterion.
In the ﬁrst example we give a conditional probability inducing a cs-inde-
pendence model which does not satisfy the symmetry property. Therefore, it is
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shown the usefulness of L-separation as a tool apt to represent a non-sym-
metric statement, which cannot be described using d-separation.
Example 8.1. Let X1;X2;X3 be three binary variables. Consider the conditional
probability P such that
P ðX1 ¼ 1;X2 ¼ 1;X3 ¼ 1Þ ¼ 0; P ðX1 ¼ 1;X2 ¼ 1;X3 ¼ 0Þ ¼ 0:192;
P ðX1 ¼ 1;X2 ¼ 0;X3 ¼ 1Þ ¼ 0; P ðX1 ¼ 1;X2 ¼ 0;X3 ¼ 0Þ ¼ 0:288;
P ðX1 ¼ 0;X2 ¼ 1;X3 ¼ 1Þ ¼ 0:1; P ðX1 ¼ 0;X2 ¼ 1;X3 ¼ 0Þ ¼ 0:128;
P ðX1 ¼ 0;X2 ¼ 0;X3 ¼ 1Þ ¼ 0:1; P ðX1 ¼ 0;X2 ¼ 0;X3 ¼ 0Þ ¼ 0:192;
P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 1Þ ¼ 0:25:
The conditional probability that are missing can be easily computed from the
previous ones as a ratio of the relevant given unconditional probabilities.
For example
P ðX2 ¼ 1jX1 ¼ 0;X3 ¼ 1Þ
¼ PðX1 ¼ 0;X2 ¼ 1;X3 ¼ 1Þ
PðX1 ¼ 0;X2 ¼ 1;X3 ¼ 1Þ þ PðX1 ¼ 0;X2 ¼ 0;X3 ¼ 1Þ ¼ 0:5:
Note that we needed assessing directly P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 1Þ, because it
cannot be computed as a ratio of P ðX1 ¼ 1;X2 ¼ 1;X3 ¼ 1Þ over
P ðX1 ¼ 1;X3 ¼ 1Þ, since the last term is 0.
The cs-independence model deduced from P is
MP ¼ fX1 cs X2jX3½P g:
In fact, PðX1 ¼ 1jX2 ¼ 1;X3 ¼ 1Þ ¼ 0 ¼ P ðX1 ¼ 1jX2 ¼ 0;X3 ¼ 1Þ, while
P ðX2 ¼ 1jX3 ¼ 1Þ ¼ 0:5 and P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 1Þ ¼ 0:25, the conclusion
follows by Theorem 3.2.
Moreover, P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 0Þ ¼ 0:6 ¼ P ðX1 ¼ 1jX2 ¼ 0;X3 ¼ 0Þ.
Nevertheless, the symmetric statement X2 cs X1jX3 cannot be induced by P,
since
P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 1Þ ¼ 0:25 6¼ 0:5 ¼ P ðX2 ¼ 1jX1 ¼ 0;X3 ¼ 1Þ:
Now, we show that the other statements do not hold. Since P ðX1 ¼ 1jX2 ¼ 0;
X3 ¼ 0Þ ¼ 35 6¼ P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 1Þ ¼ 0, we get that the statement X1 cs½X2;X3½P  cannot hold, and so by contraction also X1 cs X3jX2½P  is not sat-
isﬁed.
Moreover, note that
• :ðX1 cs X2½P Þ because
P ðX1 ¼ 1jX2 ¼ 1Þ ¼ 16
35
6¼ PðX1 ¼ 1jX2 ¼ 0Þ ¼ 72
145
:
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• :ðX2 cs X1½P Þ because
P ðX2 ¼ 1jX1 ¼ 1Þ ¼ 2
5
6¼ PðX2 ¼ 1jX1 ¼ 0Þ ¼ 36
65
:
• :ðX1 cs X3½P Þ because
P ðX1 ¼ 1jX3 ¼ 1Þ ¼ 0 6¼ PðX1 ¼ 1jX3 ¼ 0Þ ¼ 3
5
:
• :ðX3 cs X1½P Þ because
P ðX3 ¼ 1jX1 ¼ 1Þ ¼ 0 6¼ PðX3 ¼ 1jX1 ¼ 0Þ ¼ 5
13
:
• :ðX3 cs X2½P Þ because
P ðX3 ¼ 1jX2 ¼ 1Þ ¼ 5
21
6¼ PðX3 ¼ 1jX2 ¼ 0Þ ¼ 5
29
:
• :ðX2 cs X3jX1½P Þ because
P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 1Þ ¼ 1
4
6¼ P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 0Þ ¼ 2
5
:
• :ðX2 cs X1jX3½P Þ because
P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 1Þ ¼ 1
4
6¼ P ðX2 ¼ 1jX1 ¼ 0;X3 ¼ 1Þ ¼ 1
2
:
• :ðX2 cs X3½P Þ because
P ðX2 ¼ 1jX3 ¼ 1Þ ¼ 1
2
6¼ PðX2 ¼ 1jX3 ¼ 0Þ ¼ 2
5
and so X2 cs ½X1;X3½P  cannot hold by decomposition
• :ðX3 cs X1jX2½P Þ because
P ðX3 ¼ 1jX1 ¼ 1;X2 ¼ 1Þ ¼ 0 6¼ P ðX3 ¼ 1jX1 ¼ 0;X2 ¼ 1Þ ¼ 25
57
:
• :ðX3 cs X2jX1½P Þ because
P ðX3 ¼ 1jX1 ¼ 0;X2 ¼ 1Þ ¼ 25
57
6¼ P ðX3 ¼ 1jX1 ¼ 0;X2 ¼ 0Þ ¼ 25
73
:
The perfect map (see [18] for the deﬁnition of such notion), i.e., the graph
representing completely such model according to the L-separation criterion is
drawn in Fig. 6.
Fig. 6. Perfect map for P.
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In fact, the path 1, 3, 2 is blocked by 3, while the path 2, 3, 1 is not blocked
by 3 because of the direction.
In the following we present another example to compare the representation
of classic stochastic independence models by d-separation and of cs-indepen-
dence models by L-separation criterion.
Example 8.2. Consider the probability P deﬁned as follows:
P ðX1 ¼ 1;X2 ¼ 1;X3 ¼ 1Þ ¼ P ðX1 ¼ 0;X2 ¼ 0;X3 ¼ 0Þ ¼ 1
2
;
so P assumes 0 values on the other combinations generated by fX1;X2;X3g (i.e.,
fX1 ¼ 1;X2 ¼ 1;X3 ¼ 0g, fX1 ¼ 1;X2 ¼ 0;X3 ¼ 1g, fX1 ¼ 0;X2 ¼ 1;X3 ¼ 1g,
fX1 ¼ 1;X2 ¼ 0;X3 ¼ 0g, fX1 ¼ 0;X2 ¼ 1;X3 ¼ 0g, fX1 ¼ 0;X2 ¼ 0;X3 ¼ 1g)
and we deﬁne
P ðX1 ¼ 1jX2 ¼ 0;X3 ¼ 1Þ ¼ 1; P ðX2 ¼ 1jX1 ¼ 0;X3 ¼ 1Þ ¼ 1;
P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 0Þ ¼ 0; P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 0Þ ¼ 0;
P ðX3 ¼ 1jX1 ¼ 1;X2 ¼ 0Þ ¼ 0:5; PðX3 ¼ 1jX1 ¼ 0;X2 ¼ 1Þ ¼ 0:4:
From this values we get that P ðXi ¼ 0jXj ¼ 1Þ ¼ P ðXi ¼ 1jXj ¼ 0Þ ¼ 0 for every
i 6¼ j with i; j ¼ 1; 2; 3.
The assessment P ðjÞ is coherent, in fact it is possible to extend as a con-
ditional probability on AA0 and an agreeing class is the following one:
P0ðX1 ¼ 1;X2 ¼ 1;X3 ¼ 1Þ ¼ P0ðX1 ¼ 0;X2 ¼ 0;X3 ¼ 0Þ ¼ 12 and P0ðÞ is zero on
the remaining atoms; while P1ðX1 ¼ 1; X2 ¼ 0; X3 ¼ 1Þ ¼ P1ðX1 ¼ 1;
X2 ¼ 0;X3 ¼ 0Þ ¼ 14 and P1ðX1 ¼ 0; X2 ¼ 1;X3 ¼ 1Þ¼ 15; P1ðX1 ¼ 0; X2 ¼ 1;
X3 ¼ 0Þ ¼ 310. Moreover P1ðÞ is zero on the remaining atoms fX1 ¼ 1;
X2 ¼ 1;X3 ¼ 0g and fX1 ¼ 0;X2 ¼ 0;X3 ¼ 1g; P2ðX1 ¼ 1; X2 ¼ 1; X3 ¼ 0Þ ¼ 12 ¼
P2ðX1 ¼ 0;X2 ¼ 0;X3 ¼ 1Þ.
First, we ﬁnd the cs-independence model induced by P.
Note that PðX1 ¼ 1jX2 ¼ 1;X3 ¼ 1Þ ¼ 1 ¼ P ðX1 ¼ 1jX2 ¼ 0;X3 ¼ 1Þ, while
P ðX2 ¼ 1jX3 ¼ 1Þ ¼ 1 ¼ P ðX2 ¼ 1jX1 ¼ 0;X3 ¼ 1Þ.
Analogously, P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 0Þ ¼ 0 ¼ PðX1 ¼ 1jX2 ¼ 0;X3 ¼ 0Þ, and
P ðX2 ¼ 1jX3 ¼ 0Þ ¼ 0 ¼ P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 0Þ.
From Theorem 3.2 the validity of the statement X1 cs X2jX3½P  follows. In
the same way one can prove that X2 cs X1jX3½P  holds.
On the other hand note that
• :ðX1 cs X3jX2½P Þ because
P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 1Þ ¼ 1 6¼ P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 0Þ ¼ 0:
• :ðX3 cs X1jX2½P Þ because
P ðX3 ¼ 1jX1 ¼ 1;X2 ¼ 1Þ ¼ 1 6¼ P ðX3 ¼ 1jX1 ¼ 0;X2 ¼ 1Þ ¼ 0:4:
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• :ðX2 cs X3jX1½P Þ because
P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 1Þ ¼ 1 6¼ P ðX2 ¼ 1jX1 ¼ 1;X3 ¼ 0Þ ¼ 0:
• :ðX3 cs X2jX1½P Þ because
P ðX3 ¼ 1jX1 ¼ 1;X2 ¼ 1Þ ¼ 1 6¼ P ðX3 ¼ 1jX1 ¼ 1;X2 ¼ 0Þ ¼ 0:5:
• :ðXi cs Xj½P Þ for i 6¼ j and i; j ¼ 1; 2; 3 because
P ðXi ¼ 0jXj ¼ 0Þ ¼ 1 6¼ P ðXi ¼ 0jXj ¼ 1Þ ¼ 0:
Therefore, the cs-independence model induced by P is
MP ¼ fX1 cs X2jX3½P ;X2 cs X1jX3½P g
and it can be represented completely, i.e., there exists a perfect map, shown in
Fig. 7.
Since classic approach avoids conditional probability over conditional
events whose conditioning event has 0 probability, we must take into consid-
eration only a restriction of the given conditional probability P, more precisely
only the probability values over the unconditional conﬁgurations, i.e.,
P ðX1 ¼ 1;X2 ¼ 1;X3 ¼ 1Þ ¼ P ðX1 ¼ 0;X2 ¼ 0;X3 ¼ 0Þ ¼ 12 and 0 in the other
atoms associated by the three variables.
So, considering as classic conditional independence the ‘‘natural’’ extension
of formulation (1), such restriction of P leads to another independence model
Mc¼ fX1 c X2jX3;X2 c X1jX3;X1 c X3jX2;X3 c X1jX2;X2 c X3jX1;X3 c X2jX1g:
Note that Mc does not include the relation X1 c ½X2;X3.
This example is well known [26], because it shows that the classic inde-
pendence model does not satisfy, generally, the intersection property. The lack
of intersection property implies that a perfect map cannot exist for P , because
the model associated to every directed acyclic graph with d-separation is a
graphoid [18].
Finally, this example shows that classic and cs-independence approaches
may induce diﬀerent models under ‘‘identical’’ probabilities.
We would emphasize that the introduced L-separation criterion allows to
describe also some symmetric cs-independence relations, as the previous ex-
ample shows.
In the previous examples the variables were not linked by logical constraints,
so, now, we present another example showing how to extend graphical mod-
eling also in this case.
Fig. 7. Perfect map for P.
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Example 8.3. Let X1;X2;X3 be three binary variables such that
fX1 ¼ 1g  fX2 ¼ 1g and fX3 ¼ 1g  fX2 ¼ 1g. Denote by A the algebra
spanned by the partitions generated by the three variables and consider the
following conditional probability:
P ðX1 ¼ 1;X2 ¼ 1;X3 ¼ 1Þ ¼ 0; P ðX1 ¼ 1;X2 ¼ 1;X3 ¼ 0Þ ¼ 0;
P ðX1 ¼ 0;X2 ¼ 1;X3 ¼ 1Þ ¼ 0:1; P ðX1 ¼ 0;X2 ¼ 1;X3 ¼ 0Þ ¼ 0:4;
P ðX1 ¼ 0;X2 ¼ 0;X3 ¼ 0Þ ¼ 0:5; P ðX3 ¼ 1jX1 ¼ 1;X2 ¼ 1Þ ¼ 1:
It is easy to check that
MP ¼ fX1 cs X3jX2½P g;
in fact being P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 1Þ ¼ 0 ¼ P ðX1 ¼ 1jX2 ¼ 1;X3 ¼ 0Þ and
P ðX3 ¼ 1jX2 ¼ 1Þ ¼ 0:2, PðX3 ¼ 1jX1 ¼ 1;X2 ¼ 1Þ ¼ 0:5, the conclusion follows
by Theorem 3.2.
The relations X3 cs X1jX2 and X1 cs X3 are not induced by P, in fact
P ðX3 ¼ 1jX1 ¼ 1;X2 ¼ 1Þ ¼ 1 6¼ 0:2 ¼ P ðX3 ¼ 1jX1 ¼ 0;X2 ¼ 1Þ
and, since P ðX1 ¼ 1jX3 ¼ 1Þ ¼ 0 ¼ P ðX1 ¼ 1jX3 ¼ 0Þ, P ðX3 ¼ 1Þ ¼ 0:1, but
P ðX3 ¼ 1jX1 ¼ 1Þ ¼ 1, the conclusion follows from Theorem 3.2.
The cs-independence model MP can be represented completely by Fig. 8.
The box enclosing the variables X1 and X2 and the other one enclosing X2
and X3 localize the two given logical relations.
9. Conclusion and open questions
A new separation criterion (L-separation) for directed acyclic graphs has
been introduced and its main properties have been studied. This is very useful
for eﬀective description of cs-independence probabilistic models induced by a
conditional probability. In fact, some of these models cannot be represented at
all by undirected graphs with the well-known separation criterion [17] or di-
rected acyclic graphs with d-separation, because this always satisﬁes the sym-
metry property, which is not the case for cs-independence models. Thus, the
use of graphical methods has been extended to a wider class of probabilistic
independence models.
Fig. 8. Perfect map for P of Example 8.3.
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Let us emphasize that our approach is based on the notion of cs-indepen-
dence that encompasses the counter-intuitive situations presented by the classic
stochastic independence deﬁnition (such as possible compatibility between
stochastic independence and logical dependence).
Now, L-separation criterion can be useful for representation of other in-
dependence models, which arise within other uncertainty calculi and which also
lack the symmetry: various possibilistic independence models [2,11,24] or
models arising in the framework of lower and upper probabilities [7] or models
coming out from imprecise probability [9].
Nevertheless, there are cs-independence models that cannot be represent by
means of directed acyclic graphs using L-separation [22]. Therefore, one of the
open problems is to classify those cs-independence models which can be
completely described by such graphs using L-separation. We believe that it is
possible to prove that for every probabilistic modelMcs there exists an unique
maximal directed acyclic graph, such that the set of independence statement
described by means of L-separation are contained in Mcs (an analogue of
‘‘minimal I-map’’ [18]).
Another direction of research is to try to prove that the criterion is complete
by showing that every independence model deﬁned by L-separation criterion is
a cs-independence model.
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