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Resumo
Analisamos de que forma o comportamento de um sistema dinâmico caótico se modifica
quando é sujeito a um acoplamento. Prestamos particular atenção a dois aspetos: a
possibilidade da destruição do comportamento caótico e a possibilidade de sincroniza-
ção.
Caracterizamos e analisamos diferentes maneiras de a destruição do comportamento
caótico acontecer, bem como diferentes tipos de sincronização. A obtenção de formas
de reconhecer quando quer uma quer outra têm lugar, leva-nos a identificar novos
acoplamentos que importa estudar.
Consideramos vários tipos de acoplamentos e várias dinâmicas livres, analisando
em cada situação a evolução do comportamento em função da constante-força-de-
acoplamento. Definimos e delimitamos janelas de comportamento.





We analyze how the behavior of a chaotic dynamical system changes when we couple it
with another. We focus attention on two aspects: the possibility of chaos destruction
and the possibility of synchronization.
We caracterize and study several ways how to happen the destruction of chaos and
several types of synchronization. We obtain results that indicate when one or the other
take place. That lead us to identify new relevant couplings.
We consider several types of couplings and several free dynamics. For each of them
we study the evolution of the coupling behavior with the coupling strength constant,
defining windows of behavior.
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O Tempo existe. E o Mundo que nos rodeia apresenta-se-nos como um enigma que
tentamos desde sempre desvendar: desvendar a forma, muitas vezes misteriosa, como o
Tempo transforma o Mundo.
É através da Ciência que essa vontade de entendimento é mais eficazmente satisfeita,
sendo a Matemática a linguagem de eleição que é utilizada para modelar o Mundo e os
seus fenómenos. Ao modelarmos matematicamente uma evolução temporal surgem-
nos sistemas dinâmicos. Os Sistemas Dinâmicos constituem, pois, um domínio da
Matemática com inúmeras aplicações à Física, Biologia, Engenharia, Comunicações,
Psicologia, e às mais variadas áreas.
A diversidade e riqueza do Mundo traduz-se numa grande variedade de sistemas
dinâmicos que importa estudar e na complexidade que muitos deles apresentam. O
comportamento caótico inerente a alguns corresponde precisamente a uma das situa-
ções em que é manifesta a existência de tal complexidade. É desejável, no entanto,
tentar disciplinar essa complexidade, perseguindo respostas a determinadas questões
relevantes que o estudo de tais sistemas coloca. Com o presente trabalho pretendemos
1
contribuir para isso, não só compilando e organizando algum material relativo ao com-
portamento caótico de sistemas dinâmicos, mas também apresentando os resultados
novos a que fomos conduzidos pela abordagem que fizemos. Essa abordagem corres-
ponde a analisarmos os comportamentos que decorrem de um sistema dinâmico ficar
sujeito a acoplamentos.
Com efeito, na Natureza, nada existe isolado, seja um átomo ou uma constelação,
uma pessoa ou um computador, informação ou matéria, uma célula ou um tornado. A
existência de interação entre sistemas dinâmicos pode, evidentemente, alterar de forma
substancial determinadas características dos seus comportamentos, pelo que o estudo
do acoplamento de sistemas dinâmicos afigura-se como particularmente relevante. Ao
querermos prestar atenção ao comportamento dos sistemas dinâmicos, tendo em conta
a sua existência não-isolada, duas questões afiguram-se como muito importantes: a
possibilidade de o comportamento caótico de um sistema dinâmico ser destruído quando
o acoplamos a um outro, e a possibilidade do surgimento de sincronização entre os dois
sistemas dinâmicos.
A organização seguida para a apresentação de todo o material, propõe a criação de
um vocabulário que sistematiza as questões abordadas. Daí a proliferação de definições
e de tipos de acoplamentos.
Um processo de destruição do caos muito estudado consiste em impor pequenas per-
turbações a um sistema dinâmico que apresente comportamento caótico. Sendo essas
perturbações adequadamente escolhidas é possível controlar o caos, tal como acontece
utilizando o método OGY, proposto em 1990 [OttGreYor90]. Este método deu origem
a grande parte das técnicas de controlo do caos que desde então foram desenvolvidas
[BoGreLai00], [PaPaSud02], [SchoSchu07], [ReLenThom10], [SheAmb15]. Interessou-
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nos, no entanto, estudar a possibilidade de que a destruição do comportamento caótico
surja de uma forma, por assim dizer, mais orgânica, i.e., que decorra simplesmente de
o sistema dinâmico caótico se encontrar – como em muitos casos acontece - acoplado a
um outro com comportamento também caótico. A abordagem proposta correspondeu,
pois, a investigarmos a possibilidade da "emergência da ordem a partir de dois caos",
identificando e analisando as mudanças de comportamento que “naturalmente” decor-
rem daquilo que existe, i.e., que decorrem da existência de acoplamentos. Uma vez
identificadas as mudanças de comportamento que um acoplamento pode determinar,
analisámos também de que forma elas podem melhor servir determinados propósitos,
“moldando” para tal, por exemplo, novos tipos de acoplamentos.
No capítulo 2 preparamos a incursão que nos capítulos seguintes fazemos pelos
acoplamentos e pela destruição do comportamento caótico e sincronização que podem
estar-lhes associadas, expondo algumas generalidades relativas a sistemas dinâmicos
caóticos relevantes a tal incursão. A propósito dessas generalidades, aproveitamos para
apresentar as dinâmicas a que recorremos para exemplificar os resultados que obtemos
ao longo do trabalho. Tendo em conta que pretendemos que a ênfase seja posta na
clarificação das questões que a existência de um acoplamento pode determinar e que
tais questões são, em grande parte, independentes de determinadas características dos
sistemas dinâmicos caóticos que se utilizam, escolhemos considerar apenas sistemas di-
nâmicos discretos unidimensionais e autónomos. Estes sistemas não só cobrem uma
grande parte daqueles que têm interesse ser estudados [Corbet88], [Nolte15], como, em
geral, permitem uma exposição em que as questões relevantes a propósito da destruição
do caos e da sincronização surgem de uma maneira mais clara e evidente. Os compor-
tamentos que obtemos são, no entanto, comuns aos outros tipos de sistemas dinâmicos
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[PiRoKur01], [ZhaLiuWa09], podendo a abordagem aqui seguida ser aplicada também
a esses outros tipos de sistemas.
Também grande parte das questões que a existência de acoplamentos levanta pode
ser tratada utilizando o tipo de acoplamento a que a literatura mais frequentemente
recorre, aquele que aqui designamos por Acoplamento Linear Simétrico [DinYan97],
[RanDin02], [LiCh03], [CheZhu07], [QiuLuCao11]. Destinamos assim o capítulo 3 para
analisarmos a destruição do caos e a sincronização que podem decorrer de um Acopla-
mento Linear Simétrico. Ainda neste capítulo, e relativamente à destruição do caos,
consideramos a possibilidade de acoplarmos sistema dinâmicos não idênticos, analisando
a forma como a perda do comportamento caótico acontece, seja por aparecimento de
situações de ponto fixo, seja pelo aparecimento de comportamentos periódicos alterna-
dos. Com efeito, o percurso que a abordagem proposta permite revela a importância
de definirmos esses e outros tipos de acoplamentos.
No capítulo 4, é o estudo da sincronização que revela o interesse de se definirem
outros tipos de acoplamentos. A importância da sincronização é há muito conhecida e
é vasto o âmbito em que o seu estudo tem interesse [BroKo00], [PiRoKur01], [BoKu-
rOsi02], [Chen04], [ZhaLiuMa07]. O tipo de sincronização mais estudada é a sincro-
nização completa, e mais ainda quando estão envolvidos os sistemas dinâmicos caóti-
cos que utilizamos (discretos unidimensionais) [PecoCar90], [CheLu02], [ZhaZhaLiu10].
Analisamo-la, caracterizando o tipo de acoplamentos em que ela pode manifestar-se
e criando uma metodologia que nos levará até à sincronização generalizada, passando
pela sincronização desfasada. A identificação e caracterização que é feita dos vários
tipos de sincronização permite-nos construir acoplamentos que lhes dão origem.
O estudo dos acoplamentos para além de permitir identificar e clarificar algumas das
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principais questões que decorrem do “não-estar-só”, abre portas para a análise de redes.
Com efeito, a existência não isolada de um sistema dinâmico determina o interesse
pelo estudo da interação não só entre dois mas também entre vários ou mesmo muitos
sistemas dinâmicos [CheWaLi15]. Ainda que grande parte das questões relevantes fique
estabelecida pela “perda da solidão”, i.e., fique estabelecida por um acoplamento, há
todo o interesse em estendê-las a redes, já que encontramos redes dos mais variados
tipos nos mais variados domínios [Wang02]. Deste modo, e ainda no capítulo 4, alguns
dos resultados obtidos a propósito da sincronização de acoplamentos são alargados ao
estudo da sincronização de redes. É, neste âmbito, que o comportamento que alguns dos
acoplamentos que entretanto encontrámos, nomeadamente aqueles que designamos por
“comandados”, sugere o estudo do comando de uma rede. A abordagem seguida dá assim
lugar a que nos confrontemos com questões afins àquelas que são colocadas pelo pinning
control, uma matéria que emergiu recentemente no estudo das redes [WaChen02a],
[WaSu14]. A aplicação da metodologia que seguimos permite, de forma simples, ganhar






Neste trabalho estudamos o acoplamento de sistemas dinâmicos discretos unidimensi-
onais com comportamento caótico. No presente capítulo, começamos por rever alguns
aspetos deste tipo de sistemas dinâmicos, de modo a precisarmos questões que lhes
dizem respeito e que é conveniente termos presentes aquando do estabelecimento de
acoplamentos. Destacamos as definições que se revelaram mais importantes para os
resultados obtidos.
2.1 Sistemas dinâmicos
O facto de um sistema dinâmico (𝑥,𝑇,𝑀), com 𝑥 : 𝑇×𝑀 → 𝑀 , ser discreto significa
que 𝑇 = N (ou, por vezes, Z), i.e., o parâmetro de evolução 𝑡 é um número natural (ou,
por vezes, um inteiro relativo). O facto de um sistema dinâmico ser unidimensional
significa que o espaço de fase 𝑀 é o conjunto dos números reais ou um subconjunto seu,
𝐼, o conjunto de iteração. Estando assentes estes pressupostos, podemos designar
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os sistemas dinâmicos mais simplesmente por 𝑥. Podemos também utilizar o abuso de
linguagem de designar por 𝑥(𝑡) a função 𝑥(𝑡,𝑥0) sempre que a omissão do valor inicial
𝑥0 não seja relevante
Para além disso, iremos considerar apenas sistemas dinâmicos autónomos, i.e.,
sistemas dinâmicos cuja descrição da evolução não envolve dependência explícita do
parâmero 𝑡. Tais sistemas dinâmicos podem ser descritos por aplicações 𝑓 : 𝐼 → 𝐼,
sendo o conjunto de todas as iteradas 𝑥(𝑡), com 𝑡 ∈ N, correspondente ao valor inicial
𝑥0, dado pela solução da equação às diferenças
⎧⎪⎪⎨⎪⎪⎩
𝑥(𝑡 + 1) = 𝑓(𝑥(𝑡))
𝑥(0) = 𝑥0
(2.1)
Dizemos que dois sistemas dinâmicos são idênticos se forem descritos pela mesma
aplicação. Ao estabelecermos interações entre 𝑛 sistemas dinâmicos unidimensionais,
𝑥1, 𝑥2, ...,𝑥𝑛, i.e., ao criarmos uma rede de sistemas dinâmicos unidimensionais, damos
origem a um sistema dinâmico com 𝑀 = 𝐼𝑛 descrito por uma aplicação
−→
𝑓 : 𝐼𝑛 → 𝐼𝑛:
⎧⎪⎪⎨⎪⎪⎩
−→𝑥 (𝑡 + 1) =
−→
𝑓 (−→𝑥 (𝑡))
−→𝑥 (0) = −→𝑥 0
(2.2)
Um acoplamento de sistemas dinâmicos unidimensionais corresponde ao caso particular
em que 𝑛 = 2.
O conjunto de todas as iteradas associado a um valor inicial −→𝑥 0, i.e., uma solução
particular de (2.2), define uma trajetória que é designada por (−→𝑥 0,−→𝑥 (1),−→𝑥 (2),...,−→𝑥 (𝑡),...)
ou, mais abreviadamente, por (−→𝑥 (𝑡)), ou até mesmo apenas por −→𝑥 (𝑡), desde que não
haja dúvida de que estamos a referir-nos à solução de (2.2) para todo 𝑡 e não apenas a
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uma iterada em particular.
Alguns valores iniciais −→𝑥 0, concretamente as soluções de −→𝑥 0 =
−→






𝑓 ∘ ... ∘
−→
𝑓 (𝑝 vezes, com 𝑝 ∈ N), dão origem a trajetórias periódicas,
i.e., trajetórias para as quais −→𝑥 (𝑡 + 𝑝) = −→𝑥 (𝑡), ∀𝑡, ficando a trajetória completamente
descrita pela enumeração das 𝑝 primeiras iteradas, (−→𝑥 0,−→𝑥 (1),−→𝑥 (2),...,−→𝑥 (𝑝−1)). O caso




Para valores iniciais que dão origem a trajetórias aperiódicas, pode acontecer que,
quando 𝑡 tende para +∞, essas trajetórias se aproximem ou não de trajetórias perió-
dicas. Se valores iniciais perto de uma determinada trajetória (−→𝑠 (𝑡)) derem origem a
trajetórias que, para 𝑡 suficientemente grande, se aproximam de (−→𝑠 (𝑡)) tanto quanto
quisermos, então (−→𝑠 (𝑡)) é uma trajetória atrativa. De entre diversas maneiras que exis-
tem de definir rigorosamente essa aproximação, utilizamos a que corresponde a soluções
(ou trajetórias) exponencialmente estáveis.
Definição 1. Dizemos que −→𝑠 (𝑡) é uma solução (ou trajetória) exponencialmente estável
de −→𝑥 (𝑡 + 1) =
−→
𝑓 (−→𝑥 (𝑡)) se existem 𝑎, 𝑏, 𝛿 ∈ R+ tais que, se ‖−→𝑥 0 −−→𝑠 0‖ < 𝛿, então
‖−→𝑥 (𝑡) −−→𝑠 (𝑡)‖ ≤ 𝑎 · ‖−→𝑥 0 −−→𝑠 0‖ · 𝑒−𝑏𝑡, para todo 𝑡 > 0. Dizemos que −→𝑠 (𝑡) é uma
solução (ou trajetória) instável de −→𝑥 (𝑡 + 1) =
−→
𝑓 (−→𝑥 (𝑡)) se, qualquer que seja 𝛿 ∈ R+,
existe um −→𝑥 0 tal que ‖−→𝑥 0 −−→𝑠 0‖ < 𝛿 e lim
𝑡→+∞
‖−→𝑥 (𝑡) −−→𝑠 (𝑡)‖ ≠ 0.
Para uma solução exponencialmente estável, o valor 𝛿, ao contabilizar a proximidade
que é necessário um valor inicial ter dessa solução para que a correspondente trajetória
tenda para essa solução, dá conta da extensão da bacia imediata de atração de −→𝑠 (𝑡),
de acordo com a definição seguinte.





𝑓 (−→𝑥 (𝑡)) é o conjunto dos valores iniciais −→𝑥 0 para os quais lim
𝑡→+∞
‖−→𝑥 (𝑡) −−→𝑠 (𝑡)‖ =
0. Designamos por bacia imediata de atração de (−→𝑠 (𝑡)), o subconjunto da bacia de atra-
ção de (−→𝑠 (𝑡)) para o qual todas as partes separadas que o compõem incluem pelo menos
uma iterada −→𝑠 (𝑡).
Pode acontecer que um valor inicial −→𝑥 0 não pertença à bacia imediata de atração
de uma solução (−→𝑠 (𝑡)) exponencialmente estável mas que a iterada −→𝑥 (𝑡0), para um
𝑡0 ∈ N, já pertença. Nesse caso, −→𝑥 0 pertence evidentemente à bacia de atração de
(−→𝑠 (𝑡)), correspondendo o conjunto das iteradas −→𝑥 (𝑡) com 𝑡 < 𝑡0 ao regime transi-
tório da trajetória (−→𝑥 (𝑡)), e o conjunto das iteradas −→𝑥 (𝑡) com 𝑡 ≥ 𝑡0 ao seu regime
estacionário.
Como referimos, é possível definirmos solução atrativa de maneiras diferentes da
que é estabelecida pela Definição 1. É, por exemplo, o caso da definição de solução
assintoticamente estável. No entanto, muitos dos resultados que se obtêm utilizando
essas outras definições são os mesmos que os que são fornecidos por aquela por que
optámos [GruSonWir99], [OniSoe15].
2.2 Comportamento caótico
Tendo em conta que iremos considerar acoplamentos de sistemas dinâmicos caóticos,
prestamos agora atenção à definição de comportamento caótico:
Quando uma trajetória não se aproxima de uma trajetória periódica podemos es-
tar perante um sistema dinâmico com comportamento caótico. O estudo do caos é
relativamente recente, pelo que existem ainda várias definições alternativas de com-
portamento caótico, nem todas equivalentes [AuKi01], [BlaLo12], [Fouc01]. Em 1989,
Devaney definiu que um sistema dinâmico −→𝑥 descrito pelo aplicação
−→
𝑓 : 𝐼𝑛 → 𝐼𝑛 tem
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comportamento caótico se existir um conjunto 𝐾 ⊂ 𝐼𝑛 tal que
−→




𝑓 tem dependência sensível do valor inicial, i.e., existe um 𝛿 > 0 tal que,
para qualquer −→𝑥 01 ∈ 𝐾 e uma qualquer vizinhança dele, existem um −→𝑥 02 nessa vizi-
nhança e um valor 𝑡 ∈ N tais que ‖−→𝑥 (𝑡,−→𝑥 01) −−→𝑥 (𝑡,−→𝑥 02)‖ > 𝛿
2. o conjunto das trajetórias periódicas é denso em 𝐾
3.
−→
𝑓 é topologicamente transitivo em 𝐾, i.e., para cada par de conjuntos
abertos 𝑈 , 𝑉 ⊂ 𝐾 existe um 𝑡 ∈ N tal que −→𝑥 (𝑡,𝑈) ∩ 𝑉 ̸= ∅
Desde que Devaney propôs a sua definição de comportamento caótico, outras defi-
nições têm surgido, quer porque a condição 1 é consequência da 2 e 3 para conjuntos
𝐾 com um número infinito de elementos [BanBroCa92], quer por várias outras razões,
como seja o facto de podermos considerar que a definição de Devaney se centra na
manifestação do comportamento caótico e não nas suas causas.
Com efeito, o comportamento caótico parece resultar de a função
−→
𝑓 "esticar e
dobrar" o conjunto de iteração [Smith98]. Seja como for, comum a todas as definições
de comportamento caótico que se considerem, é a noção de que um tal comportamento
determina uma dependência sensível do valor inicial. Essa dependência sensível pode ser
quantificada pelos expoentes de Lyapunov, que contabilizam a taxa média do aumento
da distância entre trajetórias vizinhas, de acordo com a definição seguinte.
























Considerando, tal como estamos a fazer, que o conjunto de iteração está contido




⃦⃦⃦ segundo as quais nos podemos afastar do valor inicial −→𝑥 0. A existência dos
expoentes de Lyapunov, i.e., a existência do limite envolvido na sua definição, bem como
a sua independência q.t.p. em relação ao valor inicial −→𝑥 0, foi garantida por Oseledec
para um vasto conjunto de sistemas dinâmicos [Osel68], [GilLef11] (há, pelo menos, uma
partição do conjunto de iteração onde essa independência tem lugar [CenCecVul10]). É
o caso dos sistemas dinâmicos descritos por funções contínuas, como as que utilizamos
neste trabalho [BenGalGi80], [Danca15]. Por isso, na definição anterior, não incluímos
−→𝑥 0 como argumento de 𝜇.
Nos capítulos seguintes consideramos, como já referimos, acoplamentos de sistemas
dinâmicos unidimensionais. Sendo esses sistemas 𝑥 descritos por aplicações 𝑓 , secci-
onalmente diferenciáveis, a expressão do seu único expoente de Lypaunov reduz-se a











Um sistema dinâmico com um expoente de Lyapunov positivo tem dependência
sensível do valor inicial. No entanto, por si só, isso pode não corresponder ao que
queremos identificar como sendo um comportamento caótico. De facto, não sendo o
conjunto de iteração limitado, a dependência sensível do valor inicial que um expoente
de Lyapunov positivo determina pode corresponder simplesmente a um movimento das
iteradas em direção ao infinito, como acontece, por exemplo, com o seguinte sistema
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dinâmico trivial em R, para o caso em que |𝑐| > 1,
𝑥(𝑡 + 1) = 𝑐 · 𝑥(𝑡) ⇒ 𝑥(𝑇 ) = 𝑐𝑇 · 𝑥0
No entanto, se o conjunto de iteração for limitado, a dependência sensível do valor
inicial que um expoente de Lyapunov positivo determina, impõe um comportamento que
identificamos como sendo caótico. Neste trabalho utilizamos um conjunto de iteração
limitado, pelo que adotamos a seguinte definição de comportamento caótico.
Definição 4. Sendo 𝐼𝑛 ⊂ R𝑛 um conjunto limitado, dizemos que um sistema dinâmico
−→𝑥 descrito por
−→
𝑓 : 𝐼𝑛 → 𝐼𝑛 tem um comportamento caótico se pelo menos um dos seus




É de notar que, tendo um sistema dinâmico um conjunto de iteração limitado, só
poderá existir dependência sensível do valor inicial, i.e., só poderá existir um expoente
de Lyapunov positivo, se a aplicação que define esse sistema dinâmico "esticar e dobrar"
o conjunto de iteração. Uma tal característica é, pois, necessária para que o sistema
dinâmico apresente um comportamento caótico.
Apesar da grande variedade de comportamentos que os sistemas dinâmicos podem
apresentar é, por vezes, possível garantir que dois sistemas dinâmicos, mesmo não sendo
idênticos, partilham determinado tipo de comportamento. É, por exemplo, o caso de
sistemas dinâmicos descritos por aplicações topologicamente conjugadas [Devan89], cuja
definição relembramos de seguida, considerando o tipo de aplicações que utilizamos.
Definição 5. As aplicações
−→
𝑓 : 𝐼𝑛 → 𝐼𝑛 e −→𝑔 : 𝐼𝑛 → 𝐼𝑛 dizem-se topologicamente
conjugadas se existir um homeomorfismo
−→
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homeomorfismo ℎ é, então, designado por conjugação topológica.
Considerando duas aplicações que sejam topologicamente conjugadas, se uma delas




𝑓 : 𝐼𝑛 → 𝐼𝑛 e −→𝑔 : 𝐼𝑛 → 𝐼𝑛 duas aplicações contínuas to-
pologicamente conjugadas, então
−→
𝑓 tem comportamento caótico se e só se −→𝑔 também
tiver.
Tendo em conta esta proposição, ao consideramos sistemas dinâmicos unidimen-
sionais com intervalos de iteração limitados descritos por aplicações contínuas, pode-
mos optar por escolher, tal como fizemos, 𝐼 = [0,1], já que uma qualquer aplicação
𝑔 : [𝑎,𝑏] → [𝑎,𝑏] é topologicamente conjugada de uma outra, 𝑓 : [0,1] → [0,1], com
𝑓 = ℎ−1 ∘ 𝑔 ∘ ℎ, sendo a conjugação topológica dada por ℎ(𝑢) = 𝑎 + (𝑏− 𝑎) · 𝑢.
2.3 Exemplos de sistemas dinâmicos caóticos
Terminamos este capítulo apresentando as aplicações caóticas com que nos capítulos
seguintes exemplificamos os resultados que vamos obtendo. Tratam-se, pois, de aplica-
ções unidimensionais contínuas, com intervalo de iteração 𝐼 = [0,1] e que apresentam
comportamento caótico.
Visto que o comportamento caótico resulta do referido processo de "esticar e dobrar"
o intervalo de iteração, é natural pensarmos em aplicações seccionalmente lineares como
as apresentadas na figura 2.1, [HasMai97], cujas expressões analíticas são do tipo
𝑓(𝑢) =
⎧⎪⎪⎨⎪⎪⎩
𝑎𝑢, 𝑢 ∈ [0,𝑐]
− 𝑎𝑐1−𝑐(𝑢− 1), 𝑢 ∈ [𝑐,1]
(2.3)
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Figura 2.1: Gráficos de aplicações do tipo (2.3) para vários valores das constantes 𝑎 e
𝑐.
onde 𝑎 > 1 (para que corresponda a "esticar" o intervalo de iteração) e 𝑎𝑐 ≤ 1 (para
que 𝑓([0,1]) ⊂ [0,1]) De facto, escolhendo 𝑎𝑐1−𝑐 > 1, tais aplicações são caóticas já que
o seu expoente de Lyapunov é garantidamente positivo, pois ln |𝑓 ′(𝑢)| > 0, q.t.p. em 𝐼.
Com efeito, ln |𝑓 ′(𝑢)| assume apenas os valores ln 𝑎 e ln 𝑎𝑐1−𝑐 que são ambos positivos,












que corresponde a escolhermos 𝑎 = 2 e 𝑐 = 12 , é uma aplicação caótica em [0,1], já que
𝑎 > 1, 𝑎𝑐 ≤ 1 e 𝑎𝑐1−𝑐 > 1. Como |𝑓
′
𝑇 (𝑢)| = 2 para todo 𝑢 (exceto para 𝑢 =
1
2), o cálculo
do expoente de Lyapunov é trivial sendo o seu valor 𝜇𝑇 = ln 2, um valor evidentemente
positivo.
A aplicação tenda é uma das que utilizamos nos capítulos seguintes, onde quisemos
recorrer também a aplicações caóticas que apresentam comportamentos diferenciados
relativamente a outros aspetos, nomeadamente relativamente a serem seccionalmente
lineares ou a serem diferenciáveis em todo o 𝐼 ou a serem unimodais. Por isso, a
15
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par da aplicação tenda, que é seccionalmente linear e não diferenciável em 𝑢 = 12 ,
utilizamos também uma outra com o mesmo tipo de comportamento de 𝑓𝑇 em relação
ao processo de "esticar e dobrar" o intervalo de iteração 𝐼 mas que, contrariamente a
𝑓𝑇 , é diferenciável em 𝐼. Escolhemos, nesse sentido, a interpolação polinomial que se
obtém utilizando como nodos os pontos extremos do gráfico de 𝑓𝑇 , i.e., os pontos (0,0),
(12 ,1), (1,0), obtendo
𝑓𝐿(𝑢) =
(𝑢− 12)(𝑢− 1)
(0 − 12)(0 − 1)






(1 − 0)(1 − 12)
· 0
⇔
𝑓𝐿(𝑢) = 4𝑢(1 − 𝑢)
Trata-se da aplicação logística, 𝑓(𝑢) = 𝑟𝑢(1 − 𝑢), com 𝑟 = 4, a que, por facilidade de
linguagem, nos referiremos simplesmente por logística e cujo gráfico apresentamos na
figura 2.2, em simultâneo com o gráfico da tenda.
Figura 2.2: Gráficos da tenda (a verde) e da logística (a azul).
Tendo em conta que 𝑓𝐿 ∘ ℎ = ℎ ∘ 𝑓𝑇 , com ℎ(𝑢) = 𝑠𝑒𝑛2(𝜋𝑢2 ), as aplicações 𝑓𝑇 e
𝑓𝐿 são topologicamente conjugadas, pelo que a Proposição 1 garante que 𝑓𝐿 tem um
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comportamento caótico, já que 𝑓𝑇 também o tem. Para além disso, esta conjugação
topológica determina que 𝑓𝑇 e 𝑓𝐿 têm o mesmo expoente de Lyapunov [Jost05], i.e.,
que o expoente de Lyapunov da logística é também ln 2.
Apesar de 𝑓𝑇 e 𝑓𝐿 funcionarem da mesma maneira, não só em relação ao comporta-
mento caótico, mas também a muitos outros aspetos da sua dinâmica, pode acontecer
que ao serem sujeitas a acoplamentos tenham comportamentos diferenciados. Nesse
sentido, a utilização de ambas as aplicações para exemplificarmos os resultados dos
capítulos seguintes pode não ser redundante. Aliás, como veremos, não o será.
Antes de apresentarmos as restantes aplicações que utilizamos, queremos chamar
ainda a atenção para uma outra relação que podemos estabelecer entre a tenda e a
logística: a tenda é a interpolação seccionalmente linear da logística que utiliza dois
intervalos de interpolação de igual comprimento. Na secção 3.2.1 consideramos também
outras interpolações seccionalmente lineares da logística que utilizam um outro número
de intervalos de interpolação de igual comprimento.
Visto que 𝑓𝑇 e 𝑓𝐿 são ambas aplicações unimodais, quisemos utilizar também outras
que o não sejam. Escolhemos duas a que chamamos serra, 𝑓𝑆 , e cúbica, 𝑓𝐶 , que estão
relacionados uma com a outra da mesma maneira que 𝑓𝑇 e 𝑓𝐿 estão, i.e., 𝑓𝑆 é uma
aplicação seccionalmente linear, contínua, tal como 𝑓𝑇 (mas não unimodal), e 𝑓𝐶 é a
interpolação polinomial que dela se obtém utilizando como nodos os pontos extremos
do gráfico de 𝑓𝑆 . À semelhança do que acontece com 𝑓𝑇 , escolhemos uma aplicação 𝑓𝑆
tal que |𝑓 ′𝑆 | fosse constante, exceto evidentemente nos pontos onde não é diferenciável.
Sendo o valor dessa constante superior a um, fica garantido o comportamento caótico
de 𝑓𝑆 . Para além disso, escolhemos 𝑓𝑆 tal que 𝑓𝑆(1) = 1 e de modo que 𝑓𝑆(𝐼) ⊂ 𝐼.
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2.4 · 𝑢, 𝑢 ∈ [0,𝑢1]
1.7 − 2.4 · 𝑢, 𝑢 ∈ [𝑢1,𝑢2]
2.4 · 𝑢− 1.4, 𝑢 ∈ [𝑢2,1]
,
com 𝑢1 = 1748 e 𝑢2 =
31
48 , pelo que
𝑓𝐶(𝑢) =
𝑢(𝑢− 𝑢2)(𝑢− 1)
𝑢1(𝑢1 − 𝑢2)(𝑢1 − 1)
· 0.85 + 𝑢(𝑢− 𝑢1)(𝑢− 1)
𝑢2(𝑢2 − 𝑢1)(𝑢2 − 1)
· 0.15 + 𝑢(𝑢− 𝑢1)(𝑢− 𝑢2)
(1 − 𝑢1)(1 − 𝑢2)
cujos gráficos apresentamos na figura 2.3.
Figura 2.3: Gráficos da serra (a verde) e da cúbica (a azul).
Visto que |𝑓 ′𝑆(𝑢)| = 2.4, exceto para 𝑢 = 𝑢1 e 𝑢 = 𝑢2, o expoente de Lyapunov
de 𝑓𝑆 é 𝜇𝑆 = ln 2.4, um valor positivo a que corresponde o pretendido comportamento
caótico de 𝑓𝑆 . Calculando numericamente o expoente de Lyapunov de 𝑓𝐶 , utilizando
um valor inicial aleatório e 107 iteradas, obtemos 𝜇𝐶 ≃ 0.715, um valor positivo a que
corresponde também o pretendido comportamento caótico de 𝑓𝐶 .
Para além das razões já avançadas, é importante recorrermos à cúbica para exempli-
ficarmos os resultados dos capítulos seguintes, não só pela relevância que tem no âmbito
18
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dos sistemas dinâmicos [Milnor92], [OliPaLeo13], mas também devido às vantagens que,
em determinadas aplicações, apresenta em relação à logística [GaoSunYa06].






cujo gráfico apresentamos na figura 2.4 para a escolha que fizemos de 𝑏 = 6.2 e 𝑐 = 0.5.
Figura 2.4: Gráfico da gaussiana.
Apesar de ser uma aplicação unimodal, tal como a logística e a tenda, o facto
de, contrariamente a estas, o seu declive não ser uma função decrescente, determina
que tenha um comportamento mais adequado para modelar determinadas aplicações
[Hilborn00]. Utilizando um cálculo numérico semelhante ao que foi feito para o expoente
de Lyapunov de 𝑓𝐶 , a referida escolha dos parâmetros 𝑏 e 𝑐 fornece 𝜇 ≃ 0.384, um valor
igualmente positivo, a que corresponde novamente o pretendido comportamento caótico
de 𝑓𝐺.
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Analisamos neste capítulo o acoplamento de sistemas dinâmicos discretos, unidimen-
sionais e autónomos, com comportamento caótico (ao longo do capítulo 𝑓 e 𝑔 desig-
nam aplicações caóticas). Fazemo-lo no sentido de identificarmos e estudarmos novos
comportamentos que surgem, quer da parte de cada um dos sistemas acoplados, quer
prestando atenção ao acoplamento como um todo. Utilizamos aquilo que designamos
por acoplamentos lineares (ver definição adiante) e analisamos mais detalhadamente
um dos referidos comportamentos que identificamos: a destruição do caos. Reserva-
mos para o capítulo seguinte a análise mais aturada de um outro comportamento que
também tem lugar: a sincronização.
3.1 Acoplamento Linear Simétrico
Consideremos então que acoplamos o sistema dinâmico 𝑥 a um outro sistema dinâmico
𝑦, não necessariamente idêntico, i.e., consideremos que a evolução de pelo menos um dos
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dois sistemas dinâmicos 𝑥 ou 𝑦 passa a depender também do outro, e que a interação
que surge é traduzida pelo aparecimento de um termo de interação no cálculo da iterada
seguinte, i.e., consideremos que
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝐹 (𝑥(𝑡),𝑦(𝑡),𝑡)
𝑦 (𝑡 + 1) = 𝑔 (𝑦 (𝑡)) + 𝐺(𝑥(𝑡),𝑦(𝑡),𝑡)
onde 𝐹,𝐺 : R3 −→ R são as funções de interação, e os termos 𝐹 (𝑥(𝑡),𝑦(𝑡),𝑡) e𝐺(𝑥(𝑡),𝑦(𝑡),𝑡)
dão conta da interação que se estabelece entre os dois sistemas dinâmicos. Cada esco-
lha de 𝐹 e 𝐺 corresponde a um acoplamento diferente, determinando eventualmente
comportamentos diferenciados dos sistemas dinâmicos e também comportamentos dife-
renciados do acoplamento entendido como um todo. Será útil analisarmos de que modo
esses comportamentos variam em função da constante-força-de-acoplamento 𝑐, desig-
nando desta forma um parâmetro de que os termos de interação dependam de forma
linear. Assim sendo, para cada tipo de acoplamento (i.e., para cada escolha de 𝐹 e 𝐺),
convirá considerar-se não apenas um acoplamento particular mas sim o seguinte
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · 𝐹 (𝑥(𝑡),𝑦(𝑡),𝑡)
𝑦 (𝑡 + 1) = 𝑔 (𝑦 (𝑡)) + 𝑐 ·𝐺(𝑥(𝑡),𝑦(𝑡),𝑡)
(3.1)
podendo considerar-se, sem perda de generalidade, que 𝑐 ∈ [0,1].
Definição 6. Designamos por acoplamento-𝑐0 (dos sistemas dinâmicos descritos pe-
las aplicações 𝑓 e 𝑔) a particularização de (3.1) correspondente à constante-força-de-
acoplamento 𝑐0
Definição 7. Designamos por acoplamento (dos sistemas dinâmicos descritos pelas
aplicações 𝑓 e 𝑔), o conjunto de todos os acoplamentos-𝑐 definidos por (3.1) que uma
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determinada escolha de 𝐹 e 𝐺 determina.
Considerando que as interações são autónomas e decomponíveis em relação a cada
um dos sistemas dinâmicos 𝑥 e 𝑦, i.e., considerando interações 𝐹 (𝑢,𝑣,𝑡) = 𝐹1 (𝑢)+𝐹2 (𝑣)
e 𝐺(𝑢,𝑣,𝑡) = 𝐺1 (𝑢) + 𝐺2 (𝑣), obtemos
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · [𝐹1 (𝑥(𝑡)) + 𝐹2 (𝑦(𝑡))]
𝑦 (𝑡 + 1) = 𝑔 (𝑦 (𝑡)) + 𝑐 · [𝐺1 (𝑥(𝑡)) + 𝐺2 (𝑦(𝑡))]
(3.2)
Se, para além disso, considerarmos acoplamentos que correspondem a que uma
fração da dinâmica livre de cada um dos sistemas dinâmicos acoplados é substituída
pela dinâmica livre do outro, i.e., se considerarmos que a iterada seguinte de cada um dos
sistemas dinâmicos acoplados resulta de se substituir uma fração da iterada seguinte
que ele apresentaria estando livre pela que o outro sistema dinâmico apresentaria se
também estivesse livre, e se a medida dessa fração for dada pelo valor da constante-
força-de-acoplamento, 𝑐, obtemos o acoplamento seguinte
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = (1 − 𝑐) · 𝑓 (𝑥 (𝑡)) + 𝑐 · 𝑔 (𝑦(𝑡))
𝑦 (𝑡 + 1) = 𝑐 · 𝑓 (𝑥(𝑡)) + (1 − 𝑐) · 𝑔 (𝑦 (𝑡))
(3.3)
Este acoplamento corresponde a escolhermos 𝐺1 = −𝐹1 = 𝑓 e 𝐹2 = −𝐺2 = 𝑔 e
designamo-lo por Acoplamento Linear (AL) em virtude de os termos de interação de-
penderem de forma linear das aplicações que descrevem as dinâmicas livres dos sistemas
dinâmicos acoplados, i.e., dependerem de forma linear de 𝑓 e 𝑔. É de notar que num
Acoplamento Linear fica garantido que as iteradas não saem do intervalo de iteração,
pois se 𝑥 (𝑡) e 𝑦 (𝑡) pertencem ao intervalo de iteração, então 𝑥 (𝑡 + 1) e 𝑦 (𝑡 + 1) também
pertencem.
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Com o propósito de identificarmos alguns dos comportamentos relevantes que um
acoplamento pode determinar, consideramos o Acoplamento Linear de dois sistemas
dinâmicos idênticos, i.e., consideramos
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = (1 − 𝑐) · 𝑓 (𝑥 (𝑡)) + 𝑐 · 𝑓 (𝑦(𝑡))
𝑦 (𝑡 + 1) = 𝑐 · 𝑓 (𝑥(𝑡)) + (1 − 𝑐) · 𝑓 (𝑦 (𝑡))
(3.4)
que designamos por Acoplamento Linear Simétrico (ALS), em virtude de 𝐹2 ser igual
a 𝐺1, i.e., as parcelas dos termos de interação que nas iteradas seguintes de cada
um dos sistemas dinâmicos são da responsabilidade do outro sistema dinâmico, são
determinadas pela mesma função.
Comecemos por supor que a dinâmica dos sistemas dinâmicos livres é descrita pela
logística, i.e., comecemos por supor que 𝑓 é a aplicação logística.
Para termos uma visão do comportamento do acoplamento após o regime transitório
consideramos a seguinte abordagem numérica:
∙ utilizando valores iniciais aleatórios, calculamos as iteradas 𝑥 (𝑡) e 𝑦 (𝑡) para
valores de 𝑡 suficientemente grandes, nomeadamente entre 𝑡 = 100 e 𝑡 = 200 [Kor-
TruKhra02]
∙ utilizamos diferentes valores iniciais aleatórios para cada um dos valores de 𝑐
considerados (𝑐 = 𝑖/1000, com 𝑖 = 0,1,...,1000)
Construímos então o gráfico tridimensional das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐,
de que apresentamos na figura 3.1 três perspetivas diferentes.
No gráfico identificam-se três zonas em que o acoplamento estabeleceu de forma
evidente uma relação entre os sistemas dinâmicos:
zona 1 - para valores de 𝑐 num conjunto que inclui 𝑐 = 0.15 e valores perto deste, o
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Figura 3.1: Gráfico de (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐 (em baixo à esquerda) para o ALS
da logística, apresentando as perspetivas de 𝑦(𝑡) em função de 𝑥(𝑡) (em cima) e de 𝑦(𝑡)
em função de 𝑐 (em baixo à direita).
comportamento dos sistemas dinâmicos deixa de ser caótico
zona 2 - para valores de 𝑐 num intervalo que inclui 𝑐 = 0.5 e valores perto deste, o
comportamento dos sistemas dinâmicos mantém-se caótico mas 𝑥(𝑡) = 𝑦(𝑡), ∀𝑡, o que
dá origem a que a diagonal 𝑦 = 𝑥 se destaque na perspetiva que apresenta 𝑦(𝑡) como
função de 𝑥(𝑡)
zona 3 - para valores de 𝑐 num intervalo que inclui 𝑐 = 0.85 e valores perto deste, o
comportamento dos sistemas dinâmicos deixa de ser caótico
Tendo em conta a Definição 8 e a Definição 9 que apresentamos de seguida, as
zonas 1 e 3 correspondem a valores de 𝑐 da janela-não-caótica, enquanto que a zona 2
corresponde a valores de 𝑐 da janela-de-sincronização-completa.
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Definição 8. Designamos por janela-não-caótica de (3.2) o conjunto dos valores de 𝑐
para os quais existe uma solução não-caótica exponencialmente estável de (3.2).
Definição 9. Designamos por janela-de-sincronização-completa (𝐽𝑆𝐶) de (3.2) o con-
junto dos valores de 𝑐 para os quais existe uma função 𝑠(𝑡) tal que (𝑥(𝑡),𝑦(𝑡)) =
(𝑠(𝑡),𝑠(𝑡)) é uma solução exponencialmente estável de (3.2).
Apesar do aspeto semelhante das zonas 1 e 3, elas correspondem a comportamentos
distintos, tal como a figura 3.2 evidencia ao mostrar os gráficos de 𝑥 e 𝑦 como funções
de 𝑡 para 𝑐 = 0.15 (zona 1) e 𝑐 = 0.85 (zona 3), e para valores 𝑡 suficientemente elevados
(nomeadamente entre 𝑡 = 175 e 𝑡 = 200): o subconjunto da janela-não-caótica corres-
pondente à zona 3 está relacionado com um comportamento de ponto fixo, enquanto
que o subconjunto da janela-não-caótica correspondente à zona 1 está relacionado com
um comportamento de período-2-sincronizado-desfasado. Tal constatação leva-nos a
definir dois subconjuntos das janelas-não-caóticas.
Figura 3.2: Gráfico das iteradas 𝑥(𝑡) e 𝑦(𝑡) em função de 𝑡 para o ALS da logística com
𝑐 = 0.15 (à esquerda) e 𝑐 = 0.85 (à direita).
Definição 10. Designamos por janela-de-ponto-fixo (𝐽𝑃𝐹 ) de (3.2) o conjunto dos
valores de 𝑐 para os quais existem 𝑥0 e 𝑦0 tais que (𝑥(𝑡),𝑦(𝑡)) = (𝑥0,𝑦0) é uma solução
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exponencialmente estável de (3.2), i.e., o conjunto de valores de 𝑐 para os quais o
acoplamento-𝑐 (3.2) tem um ponto fixo (𝑥0,𝑦0) exponencialmente estável.
Definição 11. Designamos por janela-de-período-2-sincronizada-desfasada (𝐽𝑃2𝑆𝐷)
de (3.2) o conjunto dos valores de 𝑐 para os quais existe uma solução não constante
(𝑥(𝑡 + 1),𝑦(𝑡 + 1)) = (𝑦(𝑡),𝑥(𝑡)) exponencialmente estável de (3.2), i.e., o conjunto
de valores de 𝑐 para os quais o acoplamento-𝑐 (3.2) tem uma trajetória de período-2
((𝛼,𝛽),(𝛽,𝛼)), com 𝛼 ̸= 𝛽, exponencialmente estável.
A razão pela qual, na figura 3.1, o comportamento que (3.4) exibe para estas duas
janelas aparenta ser semelhante decorre, como veremos na secção seguinte, de existirem,
na janela-de-ponto-fixo, dois pontos fixos exponencialmente estáveis diferentes para
cada valor de 𝑐 (ver figura 3.4, adiante).
É de notar também, a propósito da abordagem numérica seguida, que as relações
que eventualmente se estabelecem entre os sistemas dinâmicos acoplados podem surgir
mascaradas ou parcialmente mascaradas, visto que utilizamos valores iniciais aleatórios
que podem estar situados fora da bacia de atração em que essas relações se manifestam.
Deste modo, apesar de a abordagem numérica seguida ser útil para indiciar a existência
dessas relações, é importante tentar obtê-las analiticamente. Iremos, assim, analisar nas
três secções seguintes cada uma das três relações que a abordagem numérica permitiu
identificar para o acoplamento (3.4).
O acoplamento pode, evidentemente, criar ainda outras relações entre os sistemas
dinâmicos acoplados diferentes das que identificámos. O facto de não nos aperceber-
mos da sua existência através da abordagem numérica seguida pode dever-se não só
a corresponderem a bacias de atração demasiado reduzidas, mas também a essas ou-
tras relações poderem ser menos "duradouras" do que as que identificámos no que diz
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respeito à evolução da constante-força-de-acoplamento, isto é, poderá acontecer que pe-
quenas variações dos valores de 𝑐 façam com que essas relações desapareçam ou passem
a ser de outro tipo, não sendo pois a sua existência tão evidente como a das três que
identificámos (i.e., a medida das janelas correspondentes a essas outras relações poderá
ser bastante menor do que as das três que identificámos).
Notemos ainda que, tendo em conta que para 𝑐 = 12 o acoplamento (3.4) se reduz a
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 12 · 𝑓 (𝑥 (𝑡)) +
1
2 · 𝑓 (𝑦(𝑡))
𝑦 (𝑡 + 1) = 12 · 𝑓 (𝑥(𝑡)) +
1
2 · 𝑓 (𝑦 (𝑡))
,
para este valor da constante-força-de-acoplamento, os sistemas dinâmicos acoplados
sincronizam completamente logo após a primeira iterada. Concluímos, pois, que a
janela-de-sincronização-completa do Acoplamento Linear Simétrico é sempre não-vazia,
qualquer que seja a dinâmica livre dos sistemas acoplados, i.e., qualquer que seja 𝑓
(a janela conterá sempre 𝑐 = 12). No entanto, o mesmo poderá não acontecer em
relação à janela-não-caótica ou pelo menos em relação à janela-de-ponto-fixo ou à janela-
de-período-2-sincronizada-desfasada. Com efeito, se considerarmos dinâmicas livres
descritas pela aplicação tenda, os gráficos correspondentes aos da figura 3.1 são os
apresentados na figura 3.3, tendo deixado de ser evidente a existência da janela-não-
caótica. Nas secções 3.2.1 e 3.3.1, confirmaremos analiticamente que, para uma tal
dinâmica livre, a janela-de-ponto-fixo e a janela-de-período-2-sincronizada-desfasada
são, de facto, conjuntos vazios.
É de salientar, que a possibilidade de existência de uma janela-não-caótica não-vazia
determina que acoplar um sistema dinâmico caótico a outro pode ser uma estratégia
para destruir-lhe o comportamento caótico (sê-lo-á quando a janela-não-caótica for não-
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vazia). É, pois, importante analisarmos a janela-de-ponto-fixo e a janela-de-período-2-
sincronizada-desfasada que encontrámos [LoFerGra14a].
Figura 3.3: Gráfico de (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐 (em baixo à esquerda) para o ALS da
tenda, apresentando as perspetivas de 𝑦(𝑡) em função de 𝑥(𝑡) (em cima) e de 𝑦(𝑡) em
função de 𝑐 (em baixo à direita).
3.2 Janela-de-ponto-fixo
Começamos por analisar aquela que, na figura 3.1, designámos por zona 3 e que iden-
tificámos como correspondendo à janela-de-ponto-fixo.
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3.2.1 Janela-de-ponto-fixo de um ALS
Os pontos fixos (𝑥0,𝑦0) de um Acoplamento Linear Simétrico correspondem aos valores
𝑥0 e 𝑦0 que satisfazem
⎧⎪⎪⎨⎪⎪⎩
𝑥0 = (1 − 𝑐) · 𝑓 (𝑥0) + 𝑐 · 𝑓 (𝑦0)
𝑦0 = 𝑐 · 𝑓 (𝑥0) + (1 − 𝑐) · 𝑓 (𝑦0)
(3.5)
Este sistema de equações descreve uma linha no plano 𝑥𝑦, linha que designamos
por linha-de-ponto-fixo do Acoplamento Linear Simétrico, de acordo com a definição
seguinte.
Definição 12. Designamos por linha-de-ponto-fixo (LPF) de (3.2), a linha do plano
𝑥𝑦 que é descrita pelos pontos (𝑥,𝑦) = (𝑥0,𝑦0) tais que
⎧⎪⎪⎨⎪⎪⎩
𝑥0 = 𝑓 (𝑥0) + 𝑐 · [𝐹1 (𝑥0) + 𝐹2 (𝑦0)]
𝑦0 = 𝑔 (𝑦0) + 𝑐 · [𝐺1 (𝑥0) + 𝐺2 (𝑦0)]
, (3.6)
com 𝑐 ∈ [0,1]. Designamos por linha-3D-de-ponto–fixo do acoplamento (3.2), a linha do
espaço 𝑥𝑦𝑐 descrita por estas equações.
Tendo em conta que (3.6) pode ser reescrita como
(𝑥0 − 𝑓 (𝑥0)) · [𝐺1 (𝑥0) + 𝐺2 (𝑦0)] = (𝑦0 − 𝑔 (𝑦0)) · [𝐹1 (𝑥0) + 𝐹2 (𝑦0)] , (3.7)
a linha-de-ponto-fixo de (3.2) é um subconjunto da que esta equação representa, cor-
respondente aos pontos associados a 𝑐 ∈ [0,1].
Particularizando para o Acoplamento Linear Simétrico, e somando termo a termo
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as duas equações de (3.5), obtemos a seguinte descrição da linha-de-ponto-fixo
𝑥0 + 𝑦0 = 𝑓 (𝑥0) + 𝑓 (𝑦0) , (3.8)
estando cada ponto (𝑥0,𝑦0) desta linha associado a um valor 𝑐 da constante-força-de-
acoplamento
𝑐 =
𝑥0 − 𝑓 (𝑥0)
𝑓 (𝑦0) − 𝑓 (𝑥0)
=
𝑦0 − 𝑓 (𝑦0)
𝑓 (𝑥0) − 𝑓 (𝑦0)
(3.9)
Um ponto (𝑥0,𝑦0) da linha-de-ponto-fixo só corresponde, no entanto, a uma situação
de destruição do comportamento caótico, i.e., só corresponde a valores de 𝑐 pertencen-
tes à janela-de-ponto-fixo, se for um ponto fixo exponencialmente estável de (3.4). A
proposição seguinte determina que pontos da linha-de-ponto-fixo de um Acoplamento
Linear Simétrico correspondem a valores de 𝑐 pertencentes à sua janela-de-ponto-fixo.
Proposição 2. Seja (𝑥0,𝑦0) um ponto da linha-de-ponto-fixo do Acoplamento Linear
Simétrico (3.4). Se os módulos de ambos os valores próprios de
𝐽 (𝑥0,𝑦0) =
⎡⎢⎢⎣ (1 − 𝑐) 𝑓 ′ (𝑥0) 𝑐𝑓 ′ (𝑦0)
𝑐𝑓 ′ (𝑥0) (1 − 𝑐) 𝑓 ′ (𝑦0)
⎤⎥⎥⎦ ,
com 𝑐 = 𝑥0−𝑓(𝑥0)𝑓(𝑦0)−𝑓(𝑥0) , forem menores do que um, então (𝑥0,𝑦0) é um ponto fixo expo-
nencialmente estável de (3.4) e, consequentemente, 𝑐 pertence à janela-de-ponto-fixo de
(3.4). Se pelo menos um dos valores próprios de 𝐽 (𝑥0,𝑦0) tiver módulo maior do que
um, então (𝑥0,𝑦0) é um ponto fixo instável de (3.4) e, consequentemente, 𝑐 não pertence
à janela-de-ponto-fixo de (3.4).
Demonstração 2. Esta proposição corresponde à particularização para o Acoplamento
Linear Simétrico da Proposição 5, que apresentaremos mais adiante, pelo que esta de-
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monstração resume-se a considerarmos o resultado que essa outra proposição fornece
para 𝐹2 = −𝐹1 = 𝐺1 = −𝐺2 = 𝑔 = 𝑓 . 
Nota: Seria natural apresentarmos primeiro o resultado mais geral, a Proposição 5,
e só depois apresentarmos a Proposição 2 como seu Corolário. No entanto, por razões
heurísticas, optámos por apresentar os resultados por esta ordem, tanto nesta situação,
como em situações semelhantes que adiante surgirão.
Os valores próprios a que a proposição anterior se refere são as soluções de
𝜆2 − (1 − 𝑐) ·
(︀
𝑓 ′ (𝑥0) + 𝑓
′ (𝑦0)
)︀
· 𝜆 + (1 − 2𝑐) · 𝑓 ′ (𝑥0) · 𝑓 ′ (𝑦0) = 0 (3.10)
i.e., os valores próprios são
𝜆 = 12 (1 − 𝑐) · (𝑓




(1 − 𝑐)2 · (𝑓 ′ (𝑥0) + 𝑓 ′ (𝑦0))2 − 4 (1 − 2𝑐) · 𝑓 ′ (𝑥0) · 𝑓 ′ (𝑦0)
(3.11)
Aplicando, então, a proposição anterior ao Acoplamento Linear Simétrico das apli-
cações que utilizámos na secção 3.1, i.e., às aplicações logística e tenda, podemos
identificar quais os pontos das linhas-de-ponto-fixo que correspondem a valores de 𝑐
pertencentes à janela-de-ponto-fixo. Nas figuras 3.4 e 3.5 apresentamos então as linhas-
de-ponto-fixo para os dois acoplamentos, assinalando a vermelho os pontos que corres-
pondem a valores de 𝑐 da janela-de-ponto-fixo, i.e., aqueles que correspondem a |𝜆| < 1.
Estes resultados confirmam aqueles que as figuras 3.1 e 3.3 indiciavam relativamente à
janela-de-ponto-fixo, nomeadamente que a janela-de-ponto-fixo do Acoplamento Linear
Simétrico da logística é não-vazia enquanto que a do Acoplamento Linear Simétrico da
tenda é vazia. Confirmam também que o Acoplamento Linear Simétrico da logística ad-
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Figura 3.4: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o ALS da logística (em cima,
à direita) e correspondentes linha-de-ponto-fixo (em cima, à esquerda), linha-3D-de-
ponto-fixo (em baixo, à esquerda) e sua projeção no plano 𝑦𝑐 (em baixo, à direita).
Os pontos correspondentes a soluções exponencialmente estáveis estão assinalados a
vermelho.
mite, para os valores de 𝑐 pertencentes à janela-de-ponto-fixo, dois pontos fixos (𝑥0,𝑦0)
diferentes, facto que é responsável pelo aspeto semelhante das zonas 1 e 3 dos gráficos
da figura 3.1, tal como referimos na secção 3.1.
Quando a dinâmica dos sistemas livres é descrita por uma aplicação seccionalmente
linear, i.e., sendo 𝑓(𝑢) = 𝑎𝑖 + 𝑏𝑖𝑢, 𝑢 ∈ [𝑢𝑖−1,𝑢𝑖], é fácil obter analiticamente a janela-
de-ponto-fixo. Por exemplo, para a aplicação tenda, obtemos o resultado seguinte.
Proposição 3. A janela-de-ponto-fixo do Acoplamento Linear Simétrico da aplicação
tenda é vazia.
Demonstração 3. Existem quatro situações a considerar:
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Figura 3.5: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o ALS da tenda (em cima,
à direita) e correspondentes linha-de-ponto-fixo (em cima, à esquerda), linha-3D-de-
ponto-fixo (em baixo, à esquerda) e sua projeção no plano 𝑦𝑐 (em baixo, à direita).








, a linha (3.8) reduz-se a 𝑥0+𝑦0 = 2𝑥0+2𝑦0 ⇔ 𝑦0 = −𝑥0;








que satisfaz esta condição é (𝑥0,𝑦0) = (0,0);
trata-se de um ponto fixo instável pois, sendo 𝑓 ′ (𝑥0) = 𝑓
′ (𝑦0) = 2, (3.11) determina
que 𝜆 = 2 ∨ 𝜆 = 2 − 4𝑐













3𝑥0 (tal como a linha-de-ponto-fixo da figura 3.5 mostra) e usando (3.9) obtemos 𝑐 =
3𝑥0
8𝑥0−2 ; visto que 𝑓







1 ⇔ −1 < 4 𝑥0−14𝑥0−1 < 1 ⇔ 𝑥0 ∈
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sendo, a linha-de-ponto-fixo não inclui nenhum ponto fixo (𝑥0,𝑦0) exponencialmente
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, a linha (3.8) reduz-se a 𝑥0 + 𝑦0 = 4 − 2𝑥0 − 2𝑦0 ⇔
𝑦0 =
4
3 − 𝑥0 (tal como a linha-de-ponto-fixo da figura 3.5 mostra) e (3.11) reduz-se a
𝜆 = −2 ∨ 𝜆 = −2 + 4𝑐, pelo que a linha-de-ponto-fixo não inclui nenhum ponto fixo




























visto que quer a expressão (3.8) quer a (3.11) são simétricas em relação à troca de 𝑥
por 𝑦
Concluímos, pois, que não existem pontos fixos exponencialmente estáveis para o
Acoplamento Linear Simétrico da tenda, pelo que a sua janela-de-ponto-fixo é vazia. 
Com o propósito de tentarmos perceber que fatores podem contribuir para o apa-
recimento de uma janela-de-ponto-fixo não-vazia, e tendo em conta que a tenda corres-
ponde a uma interpolação seccionalmente linear da logística que utiliza dois intervalos
de interpolação de igual comprimento, obtemos de seguida as linhas-de-ponto-fixo de
Acoplamentos Lineares Simétricos de interpolações seccionalmente lineares da logística
que utilizam um maior número de intervalos. Consideramos apenas interpolações que
utilizam um número par de intervalos de interpolação de igual comprimento. A razão
de não considerarmos um número ímpar de intervalos tem a ver com o facto de um
tal número dar origem a aplicações correspondentes a sistemas dinâmicos que, mesmo
tendo comportamento caótico, não o terão garantidamente na totalidade do intervalo
[0,1]. Com efeito, sendo a logística uma função com gráfico simétrico em relação à
reta vertical correspondente ao ponto médio do intervalo de iteração, um número ím-
par de intervalos fornece uma interpolação seccionalmente linear com derivada nula no
intervalo de interpolação que inclui esse ponto médio, como é visível na figura 3.6 onde
mostramos os gráficos das interpolações seccionalmente lineares da logística correspon-
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dentes à escolha de três e cinco intervalos de interpolação de igual comprimento, 𝑓3
e 𝑓5, respetivamente. A existência de um intervalo com derivada nula determina que,
Figura 3.6: Gráficos das aplicações 𝑓3 (à esquerda) e 𝑓5 (à direita).
havendo uma iterada que assuma um valor nesse intervalo, todas as iteradas seguintes
serão as mesmas, independentemente do valor inicial. Tais situações correspondem a
um comportamento não caótico. Com efeito, as iteradas que assumem valores no in-
tervalo em que a aplicação tem derivada nula contribuem com um termo infinitamente
negativo para o expoente de Lyapunov, pelo que o valor do correspondente expoente
não é positivo.
Relativamente às interpolações da logística que utilizam um número par de inter-
valos de interpolação de igual comprimento, verificámos que os Acoplamentos Lineares
Simétricos das que utilizam quatro, seis e oito intervalos, 𝑓4, 𝑓6, 𝑓8, respetivamente, têm
uma janela-de-ponto-fixo vazia, tal como a tenda, mas a interpolação 𝑓10 que utiliza
dez intervalos já apresenta uma janela-de-ponto-fixo não-vazia, tal como a logística. Na
figura 3.7, a par dos gráficos de 𝑓8 e 𝑓10, apresentamos as suas linhas-de-ponto-fixo que
dão conta disso, repetindo para estas aplicações o procedimento que nos levou às figuras
3.4 e 3.5 e assinalando novamente a vermelho os pontos fixos exponencialmente estáveis,
i.e., aqueles que correspondem a valores de 𝑐 pertencentes à janela-de-ponto-fixo.
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Figura 3.7: Gráficos das aplicações 𝑓8 e 𝑓10 (em cima à esquerda e à direita, respetiva-
mente) e das suas linhas-de-ponto-fixo (em baixo à esquerda e à direita, respetivamente),
assinalando a vermelho os pontos fixos exponencialmente estáveis.
3.2.2 À procura da janela-de-ponto-fixo de um ALS
Pelos resultados obtidos no final da secção anterior apercebemo-nos de que as interpo-
lações seccionalmente lineares da logística que utilizam um número par de intervalos
de interpolação de igual comprimento só dão origem a Acoplamentos Lineares Simétri-
cos com janela-de-ponto-fixo não-vazia quando o número de intervalos é suficientemente
grande (dez intervalos), o que corresponde a aplicações 𝑓 para as quais existem abcissas
𝑢 tais que |𝑓 ′ (𝑢)| assume valores mais pequenos (por exemplo, |𝑓 ′2 (𝑢)| assume apenas






5 ). Para além disso,
apercebemo-nos, pela figuras 3.4 e 3.7, de que os valores de 𝑥0 ou 𝑦0 que correspondem a
valores de 𝑐 pertencentes à janela-de-ponto-fixo são aqueles em que |𝑓 ′ (𝑥0)| ou |𝑓 ′ (𝑦0)|
assumem menores valores. Estes factos sugerem que a existência de valores reduzidos
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de |𝑓 ′ (𝑢)| poderá contribuir para uma janela-de-ponto-fixo não-vazia. Com efeito, a
existência de uma janela-de-ponto-fixo não-vazia para o Acoplamento Linear Simétrico
exige valores reduzidos de |𝜆|, com 𝜆 dado por (3.11) (nomeadamente |𝜆| < 1, tal como
a Proposição 2 afirma), e o valor próprio 𝜆 = 0, que corresponde ao menor valor que
|𝜆| pode assumir, só é possível se 𝑓 ′ (𝑥0) = 0 ou 𝑓 ′ (𝑦0) = 0. De facto, tendo em conta a
equação (3.10) confirmamos facilmente que assim é, já que esta equação só admite 𝜆 = 0
como solução se e só se (1 − 2𝑐) · 𝑓 ′ (𝑥0) · 𝑓 ′ (𝑦0) = 0 ⇔ 𝑐 = 12 ∨ 𝑓
′ (𝑥0) = 0∨ 𝑓 ′ (𝑦0) = 0

















𝑥0 = 𝑓 (𝑥0)
,
o que corresponde a uma situação em que quer 𝑥0 quer 𝑦0 assumem o valor do ponto
fixo de 𝑓 , um ponto fixo que é instável, visto que supomos que a dinâmica livre dos
sistemas dinâmicos acoplados é caótica.
A proposição seguinte será, então, útil para fornecer um procedimento que permita
averiguar se o Acoplamento Linear Simétrico de aplicações 𝑓 admite uma janela-de-
ponto-fixo não-vazia.
Proposição 4. Se |(1 − 𝑐) · 𝑓 ′ (𝑦0)| < 1, com 𝑐 = 𝑥0−𝑓(𝑥0)𝑓(𝑦0)−𝑓(𝑥0) pertencente a [0,1], 𝑥0 e
𝑦0 tais que 𝑓
′ (𝑥0) = 0 e 𝑥0+𝑦0 = 𝑓 (𝑥0)+𝑓 (𝑦0), então o Acoplamento Linear Simétrico
de 𝑓 admite uma janela-de-ponto-fixo não-vazia.
Demonstração 4. Se 𝑓 ′ (𝑥0) = 0, então as soluções de (3.10) são 𝜆 = 0 e 𝜆 =
(1 − 𝑐) ·𝑓 ′ (𝑦0). Escolhendo 𝑦0 tal que 𝑥0 +𝑦0 = 𝑓 (𝑥0)+𝑓 (𝑦0), tem-se que (𝑥0,𝑦0) é um
ponto fixo de (3.4), correspondendo a 𝑐 = 𝑥0−𝑓(𝑥0)𝑓(𝑦0)−𝑓(𝑥0) , e a Proposição 2 garante que se
|(1 − 𝑐) · 𝑓 ′ (𝑦0)| < 1, então (𝑥0,𝑦0) é um ponto fixo exponencialmente estável de (3.4),
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pelo que a correspondente janela-de-ponto-fixo é não-vazia. 
Temos, então, a seguinte estratégia para averiguar se o Acoplamento Linear Simé-
trico da aplicação caótica 𝑓 admite uma janela-de-ponto-fixo não-vazia (caso a estratégia
determine uma janela-de-ponto-fixo não-vazia, a janela fica localizada através de um
valor de 𝑐 que lhe pertence):
i) Obtemos um valor de 𝑥0 tal que 𝑓 ′ (𝑥0) = 0.
ii) Obtemos um correspondente valor de 𝑦0 da linha-de-ponto-fixo, i.e., obtemos um
valor de 𝑦0 tal que 𝑥0 + 𝑦0 = 𝑓 (𝑥0) + 𝑓 (𝑦0).
iii) Se |(1 − 𝑐) · 𝑓 ′ (𝑦0)| < 1, com 𝑐 = 𝑥0−𝑓(𝑥0)𝑓(𝑦0)−𝑓(𝑥0) pertencente a [0,1], então o aco-
plamento admite uma janela-de-ponto-fixo não-vazia, sendo pois possível utilizar um
Acoplamento Linear Simétrico para destruir o caos dos sistemas dinâmicos acoplados.
Exemplificamos este procedimento, utilizando-o com duas outras aplicações:
∙ a aplicação gaussiana 𝑓𝐺 = 12𝑒
−6.2(2𝑥−1)2 + 14 , apresentada na secção 2.3:
i) 𝑓 ′𝐺 (𝑥0) = 0 ⇔ 𝑥0 = 0.5
ii) 𝑥0 + 𝑦0 = 𝑓𝐺 (𝑥0) + 𝑓𝐺 (𝑦0) ⇔ 𝑦0 = 14 + 𝑒
−6.2𝑦20 =⇒ 𝑦0 ≃ 0.695
iii) 𝑐 = 𝑥0−𝑓𝐺(𝑥0)𝑓𝐺(𝑦0)−𝑓𝐺(𝑥0) ≃ 0.819 =⇒ |(1 − 𝑐) · 𝑓
′
𝐺 (𝑦0)| ≃ 0.340 < 1
Concluímos, então, que o comportamento caótico de um sistema dinâmico des-
crito pela aplicação gaussiana é destrutível se o acoplarmos (com o apropriado valor
de 𝑐) a um sistema dinâmico idêntico, utilizando um Acoplamento Linear Simétrico. A
figura 3.8 resume o comportamento do Acoplamento Linear Simétrico para a gaussiana
tal como as figuras 3.4 e 3.5 fizeram para a logística e para a tenda, respetivamente,
e confirma a existência de uma janela-de-ponto-fixo não-vazia que inclui o valor de
𝑐 = 0.819 fornecido pela estratégia utilizada.
∙ a aplicação cúbica, 𝑓𝐶 , apresentada na secção 2.3:
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Figura 3.8: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o ALS da gaussiana (em
cima, à direita) e correspondentes linha-de-ponto-fixo (em cima, à esquerda), linha-3D-
de-ponto-fixo (em baixo, à esquerda) e sua projeção no plano 𝑦𝑐 (em baixo, à direita).
Os pontos fixos exponencialmente estáveis estão assinalados a vermelho.
i) 𝑓 ′𝐶 (𝑥0) = 0 ⇔ 𝑥0 ≃ 0.253 ∨ 𝑥0 ≃ 0.747
ii) para 𝑥0 = 0.253, 𝑥0 + 𝑦0 = 𝑓𝐶 (𝑥0) + 𝑓𝐶 (𝑦0) =⇒ 𝑦0 ≃ 0.747, e para
𝑥0 = 0.747, 𝑥0 + 𝑦0 = 𝑓𝐶 (𝑥0) + 𝑓𝐶 (𝑦0) =⇒ 𝑦0 ≃ 0.253
iii) para ambos 𝑥0 = 0.253 e 𝑥0 = 0.747, 𝑐 =
𝑥0−𝑓𝐶(𝑥0)
𝑓𝐶(𝑦0)−𝑓𝐶(𝑥0) ≃ 0.776 =⇒
|(1 − 𝑐) · 𝑓 ′𝐶 (𝑦0)| ≃ 0.001 < 1
Concluímos, então, que o comportamento caótico de um sistema dinâmico des-
crito pela aplicação cúbica é destrutível se o acoplarmos (com o apropriado valor de
𝑐) a um sistema dinâmico idêntico, utilizando um Acoplamento Linear Simétrico. A
figura 3.9 resume o comportamento do Acoplamento Linear Simétrico para a cúbica tal
como as figuras 3.4 e 3.5 fizeram para a logística e para a tenda, respetivamente, e con-
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firma a existência de uma janela-de-ponto-fixo não-vazia que inclui o valor de 𝑐 = 0.776
fornecido pela estratégia utilizada.
Figura 3.9: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o ALS da cúbica (em cima,
à direita) e correspondentes linha-de-ponto-fixo (em cima, à esquerda), linha-3D-de-
ponto-fixo (em baixo, à esquerda) e sua projeção no plano 𝑦𝑐 (em baixo, à direita). Os
pontos fixos exponencialmente estáveis estão assinalados a vermelho.
Antes de terminar esta secção, não queremos deixar de referir que os gráficos das
iteradas 𝑦(𝑡) em função de 𝑐 das figuras 3.8 e 3.9 foram obtidos considerando condi-
ções iniciais (𝑥 (0) ,𝑦 (0)) aleatórias mas suficientemente próximas dos pontos (𝑥0,𝑦0)
que a nossa estratégia fornece, nomeadamente tais que |(𝑥 (0) ,𝑦 (0)) − (𝑥0,𝑦0)| < 10−4.
Procedemos deste modo visto que as bacias de atração dos pontos fixos não são suficien-
temente extensas para evitar que, fazendo uma escolha aleatória das condições iniciais
em [0,1], a janela-de-ponto-fixo surja mascarada. Com efeito, uma tal escolha foi feita
nos gráficos que mostramos na figura 3.10 e podemos ver que a janela-de-ponto-fixo é
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"invadida" por trajetórias fora da bacia de atração dos pontos fixos.
Figura 3.10: Gráficos das iteradas 𝑦(𝑡) em função de 𝑐 para o ALS da gaussiana (à
esquerda) e da cúbica (à direita), com condições iniciais aleatórias em [0,1].
3.2.3 Janelas-de-ponto-fixo noutros acoplamentos
Iremos agora estender alguns dos resultados obtidos nas secções anteriores a outros
acoplamentos mais genéricos, acoplamentos do tipo (3.2).
Considerando um acoplamento (3.2), cada ponto (𝑥0,𝑦0) da sua linha-de-ponto-fixo
(3.6) corresponde a um valor da constante-força-de-acoplamento, nomeadamente a
𝑐 =
𝑥0 − 𝑓 (𝑥0)
𝐹1 (𝑥0) + 𝐹2 (𝑦0)
=
𝑦0 − 𝑔 (𝑦0)
𝐺1 (𝑥0) + 𝐺2 (𝑦0)
Tal como para o Acoplamento Linear Simétrico, e de acordo com a proposição
seguinte, só alguns pontos dessa linha-de-ponto-fixo, ou mesmo nenhuns, correspondem
a valores de 𝑐 pertencentes à janela-de-ponto-fixo de (3.2).
Proposição 5. Seja (𝑥0,𝑦0) um ponto da linha-de-ponto-fixo do acoplamento (3.2). Se
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os módulos de ambos os valores próprios de
𝐽 (𝑥0,𝑦0) =
⎡⎢⎢⎣ 𝑓 ′ (𝑥0) + 𝑐 · 𝐹 ′1 (𝑥0) 𝑐 · 𝐹 ′2 (𝑦0)
𝑐 ·𝐺′1 (𝑥0) 𝑔′ (𝑦0) + 𝑐 ·𝐺′2 (𝑦0)
⎤⎥⎥⎦ ,
com 𝑐 = 𝑥0−𝑓(𝑥0)𝐹1(𝑥0)+𝐹2(𝑦0) , forem menores do que um, então (𝑥0,𝑦0) é um ponto fixo expo-
nencialmente estável de (3.2) e, consequentemente, 𝑐 pertence à janela-de-ponto-fixo de
(3.2). Se pelo menos um dos valores próprios de 𝐽 (𝑥0,𝑦0) tiver módulo maior do que
um, então (𝑥0,𝑦0) é um ponto fixo instável de (3.2) e, consequentemente, 𝑐 não pertence
à janela-de-ponto-fixo de (3.2).
Demonstração 5. Considerando (𝑥(𝑡),𝑦(𝑡)) = (𝑥0 + 𝑢𝑥(𝑡), 𝑦0 + 𝑢𝑦(𝑡)), obtemos a
seguinte aproximação linear de (3.2) em torno do ponto fixo (𝑥0,𝑦0)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑥0 + 𝑢𝑥(𝑡 + 1) = 𝑓 (𝑥0) + 𝑓
′ (𝑥0) · 𝑢𝑥(𝑡)+
+ 𝑐 · [𝐹1 (𝑥0) + 𝐹 ′1 (𝑥0) · 𝑢𝑥(𝑡) + 𝐹2 (𝑦0) + 𝐹 ′2 (𝑦0) · 𝑢𝑦(𝑡)]
𝑦0 + 𝑢𝑦(𝑡 + 1) = 𝑔 (𝑦0) + 𝑔
′ (𝑦0) · 𝑢𝑦(𝑡)+
+ 𝑐 · [𝐺1 (𝑥0) + 𝐺′1 (𝑥0) · 𝑢𝑥(𝑡) + 𝐺2 (𝑦0) + 𝐺′2 (𝑦0) · 𝑢𝑦(𝑡)]
⇔
⎧⎪⎪⎨⎪⎪⎩
𝑢𝑥(𝑡 + 1) = 𝑓
′ (𝑥0) · 𝑢𝑥(𝑡) + 𝑐 · [𝐹 ′1 (𝑥0) · 𝑢𝑥(𝑡) + 𝐹 ′2 (𝑦0) · 𝑢𝑦(𝑡)]
𝑢𝑦(𝑡 + 1) = 𝑔
′ (𝑦0) · 𝑢𝑦(𝑡) + 𝑐 · [𝐺′1 (𝑥0) · 𝑢𝑥(𝑡) + 𝐺′2 (𝑦0) · 𝑢𝑦(𝑡)]
⇔
⎡⎢⎢⎣ 𝑢𝑥(𝑡 + 1)
𝑢𝑦(𝑡 + 1)














⎡⎢⎢⎣ 𝑣𝑥(𝑡 + 1)
𝑣𝑦(𝑡 + 1)










onde ̃︀𝐽 = 𝑆−1 · 𝐽 (𝑥0,𝑦0) · 𝑆 é a forma canónica de Jordan de 𝐽 (𝑥0,𝑦0).














⎡⎢⎢⎣ 𝜆𝑇1 𝜐𝑥 (0)
𝜆𝑇2 𝜐𝑦 (0)
⎤⎥⎥⎦
Concluímos, pois, que, se ambos os valores de |𝜆1| e |𝜆2| forem inferiores a um, então
(𝑥0,𝑦0) é um ponto fixo exponencialmente estável. Se algum deles for superior a um,
então o ponto fixo é instável.
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Concluímos, pois, que se |𝜆1| < 1, então (𝑥0,𝑦0) é um ponto fixo exponencialmente
estável. Se |𝜆1| > 1, então o ponto fixo é instável. 
Em acoplamentos tais que 𝐹1 = −𝐺1 e 𝐹2 = −𝐺2 a linha-de-ponto-fixo (3.7) reduz-
se a 𝑥0 + 𝑦0 = 𝑓 (𝑥0) + 𝑔 (𝑦0). É, por exemplo, o caso do Acoplamento Linear, (3.3).
Tratando-se do Acoplamento Linear de sistemas dinâmicos não idênticos, a expressão
dos valores próprios de 𝐽 (𝑥0,𝑦0) da proposição anterior, em vez de ser dada por (3.11),
como acontece no Acoplamento Linear Simétrico, passa a ser dada pelas soluções de
𝜆2 − (1 − 𝑐) ·
(︀
𝑓 ′ (𝑥0) + 𝑔
′ (𝑦0)
)︀
· 𝜆 + (1 − 2𝑐) · 𝑓 ′ (𝑥0) · 𝑔′ (𝑦0) = 0
i.e., passa a ser dada por
𝜆 = 12 (1 − 𝑐) · (𝑓




(1 − 𝑐)2 · (𝑓 ′ (𝑥0) + 𝑔′ (𝑦0))2 − 4 (1 − 2𝑐) · 𝑓 ′ (𝑥0) · 𝑔′ (𝑦0)
Tendo em conta a proposição anterior e que também agora o anulamento de 𝑓 ′ (𝑥0)
(ou de 𝑔′ (𝑦0)) determina a existência de um valor próprio nulo (i.e.„ determina que
|𝜆| assume o seu menor valor possível), sendo o outro dado por 𝜆 = (1 − 𝑐) · 𝑔′ (𝑦0),
podemos apresentar para o Acoplamento Linear de sistemas dinâmicos não idênticos
uma estratégia semelhante à que na secção anterior apresentámos para averiguar se a
janela-de-ponto-fixo é não-vazia e, caso seja, localizá-la:
i) Obtemos um valor de 𝑥0 tal que 𝑓 ′ (𝑥0) = 0.
ii) Obtemos um correspondente valor de 𝑦0 da linha-de-ponto-fixo, i.e., obtemos um
valor de 𝑦0 tal que 𝑥0 + 𝑦0 = 𝑓 (𝑥0) + 𝑔 (𝑦0).
iii) Se |(1 − 𝑐) · 𝑔′ (𝑦0)| < 1, com 𝑐 = 𝑥0−𝑓(𝑥0)𝑔(𝑦0)−𝑓(𝑥0) pertencente a [0,1], então o aco-
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plamento admite uma janela-de-ponto-fixo não-vazia, sendo pois possível utilizar um
Acoplamento Linear para destruir o caos dos sistemas dinâmicos acoplados.
Utilizamos, de seguida, esta estratégia para tentar apurar se são não-vazias (e, caso
sejam, para também localizá-las) as janelas-de-ponto-fixo de Acoplamentos Lineares de
um sistema dinâmico descrito pela logística com outros que não lhe sejam idênticos,
nomeadamente com sistemas dinâmicos descritos pela tenda, pela serra e pela cúbica:
∙ Acoplamento Linear da logística com a tenda, i.e., 𝑓 = 𝑓𝐿 e 𝑔 = 𝑓𝑇 :
i) 𝑓 ′𝐿 (𝑥0) = 0 ⇔ 𝑥0 = 0.5
ii) 𝑥0 + 𝑦0 = 𝑓𝐿 (𝑥0) + 𝑓𝑇 (𝑦0) ⇔ 𝑦0 = 56
iii) 𝑐 = 0.75, a que corresponde |(1 − 𝑐) · 𝑓 ′𝑇 (𝑦0)| = 0.5 < 1
Concluímos, então, que o comportamento caótico da logística é destrutível se a
acoplarmos (com o apropriado valor de 𝑐) à tenda, utilizando um Acoplamento Linear.
Na figura 3.11 apresentamos a linha-de-ponto-fixo deste acoplamento, assinalando a
vermelho os que são exponencialmente estáveis. Podemos verificar que o ponto fixo
que a estratégia proposta fornece, nomeadamente (𝑥0,𝑦0) = (12 ,
5
6), é um ponto fixo
exponencialmente estável, correspondendo-lhe um valor de 𝑐, nomeadamente 𝑐 = 0.75,
que evidentemente pertence à janela-de-ponto-fixo. Na figura 3.11 apresentamos ainda
o gráfico das iteradas 𝑦(𝑡) em função de 𝑐 que se obtém seguindo a abordagem numérica
proposta na secção 3.1 e onde é igualmente visível a janela-de-ponto-fixo encontrada.
∙ Acoplamento Linear da logística com a serra, 𝑓 = 𝑓𝐿 e 𝑔 = 𝑓𝑆 :
i) 𝑓 ′𝐿 (𝑥0) = 0 ⇔ 𝑥0 = 0.5
ii) não existe nenhum 𝑦0 tal que 𝑥0 + 𝑦0 = 𝑓𝐿 (𝑥0) + 𝑓𝑆 (𝑦0)
A estratégia que definimos não permite, pois, localizar a janela-de-ponto-fixo para
o Acoplamento Linear da logística com a serra. Contudo, isso não quer dizer que
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Figura 3.11: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o AL da logística com a
tenda (em cima, à direita) e correspondentes linha-de-ponto-fixo (em cima, à esquerda),
linha-3D-de-ponto-fixo (em baixo, à esquerda) e sua projeção no plano 𝑦𝑐 (em baixo, à
direita). Os pontos fixos exponencialmente estáveis estão assinalados a vermelho.
ela seja vazia, quer apenas dizer que não inclui nenhum valor de 𝑐 correspondente ao
valor 𝑥0 = 0.5. Tal acontece, aliás, porque a linha-de-ponto-fixo não inclui sequer ne-
nhum ponto com 𝑥0 = 0.5. Isto pode ser confirmado pela figura 3.12 onde, tal como
para o acoplamento anterior, apresentamos a linha-de-ponto-fixo deste acoplamento. A
existência de pontos assinalados a vermelho, correspondentes a pontos fixos exponenci-
almente estáveis, significa que a janela-de-ponto-fixo é afinal não-vazia. O gráfico das
iteradas 𝑦(𝑡) em função de 𝑐, que igualmente apresentamos na mesma figura, evidencia
também isso. Apesar de a aplicação a este acoplamento da estratégia definida nada ter
conseguido apurar sobre a existência de uma janela-de-ponto-fixo não-vazia, verifica-
mos, no entanto, que, em consonância com os pressupostos que nos conduziram a essa
47
3.2. Janela-de-ponto-fixo
Figura 3.12: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o AL da logística com a
serra (em cima, à direita) e correspondentes linha-de-ponto-fixo (em cima, à esquerda),
linha-3D-de-ponto-fixo (em baixo, à esquerda) e sua projeção no plano 𝑦𝑐 (em baixo, à
direita). Os pontos fixos exponencialmente estáveis estão assinalados a vermelho.
estratégia, os valores de 𝑐 pertencentes à janela-de-ponto-fixo correspondem a valores de
𝑥0 perto de 0.5, i.e., a valores de 𝑥0 para os quais |𝑓 ′ (𝑥0)| é reduzido. Relativamente ao
acoplamento considerado, concluímos, pois, que o comportamento caótico da logística
é também destrutível se a acoplarmos (com o apropriado valor de 𝑐) à serra, utilizando
um Acoplamento Linear.
∙ Acoplamento Linear da logística com a cúbica, 𝑓 = 𝑓𝐿 e 𝑔 = 𝑓𝐶 :
i) 𝑓 ′𝐿 (𝑥0) = 0 ⇔ 𝑥0 = 0.5
ii) 𝑥0 + 𝑦0 = 𝑓𝐿 (𝑥0) + 𝑓𝐶 (𝑦0) ⇔ 𝑦0 ≃ 0.647 ∨ 𝑦0 ≃ 0.910
iii) para 𝑦0 ≃ 0.647 obtemos 𝑐 ≃ 0.586 a que corresponde |(1 − 𝑐) · 𝑓 ′𝐶 (𝑦0)| ≃
0.723 < 1, e para 𝑦0 ≃ 0.910 obtemos 𝑐 ≃ 0.847 a que corresponde |(1 − 𝑐) · 𝑓 ′𝐶 (𝑦0)| ≃
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0.729 < 1
Concluímos, então, que o comportamento caótico da logística é destrutível se a
acoplarmos (com o apropriado valor de 𝑐) à cúbica, utilizando um Acoplamento Linear.
Na figura 3.13 apresentamos a linha-de-ponto-fixo deste acoplamento, assinalando a
vermelho os que são exponencialmente estáveis. Podemos verificar que os pontos fixos
que a estratégia proposta fornece, nomeadamente (𝑥0,𝑦0) = (0.5,0.647) e (𝑥0,𝑦0) =
(0.5,0.910), são pontos exponencialmente estáveis, correspondendo-lhes valores de 𝑐,
nomeadamente 𝑐 ≃ 0.586 e 𝑐 ≃ 0.847, que pertencem, evidentemente à janela-de-
ponto-fixo. Na figura 3.13 apresentamos ainda o gráfico das iteradas 𝑦(𝑡) em função
de 𝑐 que se obtém seguindo a abordagem numérica proposta na secção 3.1 e onde é
igualmente visível a janela-de-ponto-fixo encontrada.
3.3 Janela-de-período-2-sincronizada-desfasada
Analisamos agora aquela que, na figura 3.1, designámos por zona 1 e que identificámos
como correspondendo à janela-de-período-2-sincronizada-desfasada.
3.3.1 Janela-de-período-2-sincronizada-desfasada de um ALS
Na análise da janela-de-período-2-sincronizada-desfasada de um Acoplamento Linear
Simétrico o que está em causa é a existência de trajetórias de período-2-sincronizadas-
desfasadas ((𝛼,𝛽) , (𝛽,𝛼)) que sejam soluções exponencialmente estáveis de (3.4). Tendo
em conta que ((𝛼,𝛽) , (𝛽,𝛼)) ser solução de (3.4) corresponde a verificarem-se as seguin-
49
3.3. Janela-de-período-2-sincronizada-desfasada
Figura 3.13: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o AL da logística com a
cúbica (em cima, à direita) e correspondentes linha-de-ponto-fixo (em cima, à esquerda),
linha-3D-de-ponto-fixo (em baixo, à esquerda) e sua projeção no plano 𝑦𝑐 (em baixo, à
direita). Os pontos fixos exponencialmente estáveis estão assinalados a vermelho.
tes condições ⎧⎪⎪⎨⎪⎪⎩
𝛽 = (1 − 𝑐) · 𝑓 (𝛼) + 𝑐 · 𝑓 (𝛽)
𝛼 = 𝑐 · 𝑓 (𝛼) + (1 − 𝑐) · 𝑓 (𝛽)⎧⎪⎪⎨⎪⎪⎩
𝛼 = (1 − 𝑐) · 𝑓 (𝛽) + 𝑐 · 𝑓 (𝛼)
𝛽 = 𝑐 · 𝑓 (𝛽) + (1 − 𝑐) · 𝑓 (𝛼)
e que as duas últimas condições são exatamente iguais às primeiras, introduzimos a
seguinte definição de linha-de-período-2-sincronizada-desfasada de um Acoplamento Li-
near Simétrico.
Definição 13. Designamos por linha-de-período-2-sincronizada-desfasada (LP2SD) do
Acoplamento Linear Simétrico (3.4), a linha do plano 𝑥𝑦 que é descrita pelos pontos
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(𝑥,𝑦) = (𝛼,𝛽), com 𝛼 ̸= 𝛽, tais que
⎧⎪⎪⎨⎪⎪⎩
𝛽 = (1 − 𝑐) · 𝑓 (𝛼) + 𝑐 · 𝑓 (𝛽)
𝛼 = 𝑐 · 𝑓 (𝛼) + (1 − 𝑐) · 𝑓 (𝛽)
, (3.13)
com 𝑐 ∈ [0,1]. Designamos por linha-3D-de-período-2-sincronizada-desfasada do Aco-
plamento Linear Simétrico (3.4), a linha do espaço 𝑥𝑦𝑐 descrita por estas equações.
Cada ponto (𝛼,𝛽) da linha-de-período-2-sincronizada-desfasada do Acoplamento Li-
near Simétrico (3.4) está associado a um valor 𝑐 da constante-força-de-acoplamento
𝑐 =
𝛽 − 𝑓 (𝛼)
𝑓 (𝛽) − 𝑓 (𝛼)
=
𝛼− 𝑓 (𝛽)
𝑓 (𝛼) − 𝑓 (𝛽)
Somando termo a termo as duas equações de (3.13), obtemos
𝛼 + 𝛽 = 𝑓(𝛼) + 𝑓(𝛽), (3.14)
pelo que a linha-de-período-2-sincronizada-desfasada é o subconjunto da que esta equa-
ção representa, correspondente aos pontos (𝛼,𝛽) associados a 𝑐 ∈ [0,1].
É de notar que (3.14) e (3.8) são exatamente a mesma equação, i.e., a linha-de-
período-2-sincronizada-desfasada de um Acoplamento Linear Simétrico é igual à sua
linha-de-ponto-fixo (exceto pelo ponto (𝑥0,𝑥0), com 𝑥0 = 𝑓 (𝑥0), que pertence à linha-
de-ponto-fixo mas não à linha-de-período-2-sincronizada-desfasada). No entanto, o va-
lor da constante-força-de-acoplamento, 𝑐, associado a cada ponto da linha-de-período-2-
sincronizada-desfasada é evidentemente diferente do correspondente da linha-de-ponto-
fixo. Existe, aliás, uma relação simples entre esses dois valores. Com efeito, tendo
em conta que se substituirmos, em (3.13), 𝛼 por 𝑥0, 𝛽 por 𝑦0 e 𝑐 por 1 − 𝑐 obte-
51
3.3. Janela-de-período-2-sincronizada-desfasada
mos (3.5), concluímos que se um Acoplamento Linear Simétrico admite para um va-
lor 𝑐0 da constante-força-de-acoplamento a solução-de-período-2-sincronizada-desfasada
((𝛼,𝛽) , (𝛽,𝛼)), então o mesmo Acoplamento Linear Simétrico admite a solução de ponto
fixo (𝛼,𝛽) para um valor da constante-força-de-acoplamento de 1 − 𝑐0, ou seja a linha-
3D-de-período-2-sincronizada-desfasada e a linha-3D-de-ponto-fixo de um Acoplamento
Linear Simétrico são simétricas uma da outra em relação ao plano 𝑐 = 12 (exceto pela
situação atrás excetuada).
Um ponto (𝛼,𝛽) da linha-de-período-2-sincronizada-desfasada só corresponde a valo-
res de 𝑐 pertencentes à janela-de-período-2-sincronizada-desfasada, se estiver associado a
uma solução de (3.4) exponencialmente estável. A proposição seguinte determina quais
os pontos da linha-de-período-2-sincronizada-desfasada de um Acoplamento Linear Si-
métrico correspondem a valores de 𝑐 pertencentes à janela-de-período-2-sincronizada-
desfasada.
Proposição 6. Seja (𝛼,𝛽) um ponto da linha-de-período-2-sincronizada-desfasada do
Acoplamento Linear Simétrico (3.4). Se os módulos de ambos os valores próprios de
𝐽2 (𝛼,𝛽) =
⎡⎢⎢⎣ (1 − 𝑐) 𝑓 ′ (𝛽) 𝑐𝑓 ′ (𝛼)
𝑐𝑓 ′ (𝛽) (1 − 𝑐) 𝑓 ′ (𝛼)
⎤⎥⎥⎦ ·
⎡⎢⎢⎣ (1 − 𝑐) 𝑓 ′ (𝛼) 𝑐𝑓 ′ (𝛽)
𝑐𝑓 ′ (𝛼) (1 − 𝑐) 𝑓 ′ (𝛽)
⎤⎥⎥⎦
com 𝑐 = 𝛽−𝑓(𝛼)𝑓(𝛽)−𝑓(𝛼) , forem menores do que um, então ((𝛼,𝛽) , (𝛼,𝛽)) é uma trajetória
exponencialmente estável de (3.4) e, consequentemente, 𝑐 pertence à janela-de-período-
2-sincronizada-desfasada de (3.4). Se pelo menos um dos valores próprios de 𝐽2 (𝛼,𝛽)
tiver módulo maior do que um, então ((𝛼,𝛽) , (𝛼,𝛽)) é uma trajetória instável de (3.4)
e, consequentemente, 𝑐 não pertence à janela-de-período-2-sincronizada-desfasada de
(3.4).
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Demonstração 6. Esta proposição corresponde à particularização para o Acoplamento
Linear Simétrico da Proposição 7, que apresentaremos mais adiante, pelo que esta de-
monstração resume-se a considerarmos o resultado que essa outra proposição fornece
para 𝐹2 = −𝐹1 = 𝑓 .
Aplicando esta proposição ao Acoplamento Linear Simétrico das aplicações que uti-
lizámos na secção 3.1 para apresentarmos as janelas que temos vindo a analisar, i.e.,
aplicando esta proposição ao Acoplamento Linear Simétrico da logística e da tenda,
podemos identificar quais são os pontos das suas linhas-de-período-2-sincronizadas-
desfasadas que correspondem a valores de 𝑐 pertencentes à janela-de-período-2-sincronizada-
desfasada. Nas figuras 3.14 e 3.15 apresentamos as linhas-de-período-2-sincronizadas-
desfasadas para esses dois acoplamentos, assinalando a vermelho os pontos que corres-
pondem a soluções ((𝛼,𝛽) , (𝛼,𝛽)) exponencialmente estáveis, i.e., a valores de 𝑐 perten-
centes à janela-de-período-2-sincronizada-desfasada.
Estes resultados confirmam aqueles que as figuras 3.1 e 3.3 indiciavam relativa-
mente à janela-de-período-2-sincronizada-desfasada, nomeadamente que a janela-de-
período-2-sincronizada-desfasada do Acoplamento Linear Simétrico da logística é não-
vazia enquanto que a do Acoplamento Linear Simétrico da tenda é vazia. Para além
disso, as linhas-de-período-2-sincronizadas-desfasadas são iguais q.t.p. às correspon-
dentes linhas-de-ponto-fixo, tal como notámos atrás que teria de acontecer. No en-
tanto, enquanto que a janela-de-ponto-fixo do Acoplamento Linear Simétrico é 𝐽𝑃𝐹 ≃
]0.806,0.861[ a sua janela-de-período-2-sincronizada-desfasada é 𝐽𝑃2𝑆𝐷 ≃ ]0.139,0.194[.
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Figura 3.14: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o ALS da logística (em
cima, à direita) e correspondentes linha-de-período-2-sincronizada-desfasada (em cima,
à esquerda), linha-3D-de-período-2-sincronizada-desfasada (em baixo, à esquerda) e sua
projeção no plano 𝑦𝑐 (em baixo, à direita). Os pontos correspondentes a soluções
exponencialmente estáveis estão assinalados a vermelho.
3.3.2 Janela-de-período-2-sincronizada-desfasada noutros acoplamen-
tos
A generalização para um acoplamento (3.2) da definição de linha-de-período-2-sincronizada-
desfasada corresponde aos pontos (𝛼,𝛽) que verificam
⎧⎪⎪⎨⎪⎪⎩
𝛽 = 𝑓 (𝛼) + 𝑐 · [𝐹1 (𝛼) + 𝐹2 (𝛽)]
𝛼 = 𝑔 (𝛽) + 𝑐 · [𝐺1 (𝛼) + 𝐺2 (𝛽)]⎧⎪⎪⎨⎪⎪⎩
𝛼 = 𝑓 (𝛽) + 𝑐 · [𝐹1 (𝛽) + 𝐹2 (𝛼)]
𝛽 = 𝑔 (𝛼) + 𝑐 · [𝐺1 (𝛽) + 𝐺2 (𝛼)]
(3.15)
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Figura 3.15: Gráfico das iteradas 𝑦(𝑡) em função de 𝑐 para o ALS da tenda (em cima,
à direita) e correspondentes linha-de-período-2-sincronizada-desfasada (em cima, à es-
querda), linha-3D-de-período-2-sincronizada-desfasada (em baixo, à esquerda) e sua
projeção no plano 𝑦𝑐 (em baixo, à direita).
Com efeito, estas são as equações que têm de ser satisfeitas para que uma trajetória de
período-2-sincronizada-desfasada ((𝛼,𝛽) , (𝛽,𝛼)) seja solução de (3.2). Contrariamente
ao que acontece para o Acoplamento Linear Simétrico, o sistema destas quatro equa-
ções pode não ter solução, i.e., a linha-de-período-2-sincronizada-desfasada pode ser o
conjunto vazio. No entanto, se 𝑓 , 𝑔, 𝐹1, 𝐹2, 𝐺1 e 𝐺2 obedecerem a determinadas con-
dições podemos garantir a existência de uma linha-de-período-2-sincronizada-desfasada
não-vazia. Se 𝑓 = 𝑔, 𝐹1 = 𝐺2 e 𝐹2 = 𝐺1, i.e., para acoplamentos do tipo
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · [𝐹1 (𝑥 (𝑡)) + 𝐹2 (𝑦 (𝑡))]




duas das quatro equações de (3.15) são iguais às restantes e a definição da sua linha-
de-período-2-sincronizada-desfasada é então a seguinte
Definição 14. Designamos por linha-de-período-2-sincronizada-desfasada do acopla-
mento (3.16), a linha do plano 𝑥𝑦 que é descrita pelos pontos (𝑥,𝑦) = (𝛼,𝛽), com
𝛼 ̸= 𝛽, tais que ⎧⎪⎪⎨⎪⎪⎩
𝛽 = 𝑓 (𝛼) + 𝑐 · [𝐹1 (𝛼) + 𝐹2 (𝛽)]
𝛼 = 𝑓 (𝛽) + 𝑐 · [𝐹2 (𝛼) + 𝐹1 (𝛽)]
, (3.17)
com 𝑐 ∈ [0,1]. Designamos por linha-3D-de-período-2-sincronizada-desfasada do aco-
plamento (3.16), a linha do espaço 𝑥𝑦𝑐 descrita por estas equações.
Cada ponto (𝛼,𝛽) da linha-de-período-2-sincronizada-desfasada do acoplamento (3.16)
está associado a um valor 𝑐 da constante-força-de-acoplamento
𝑐 =
𝛽 − 𝑓 (𝛼)
𝐹1 (𝛼) + 𝐹2 (𝛽)
=
𝛼− 𝑓 (𝛽)
𝐹2 (𝛼) + 𝐹1 (𝛽)
,
podendo (3.17) ser reescrito como
(𝛽 − 𝑓 (𝛼)) · [𝐹2 (𝛼) + 𝐹1 (𝛽)] = (𝛼− 𝑓 (𝛽)) · [𝐹1 (𝛼) + 𝐹2 (𝛽)]
A linha-de-período-2-sincronizada-desfasada de (3.16) é o subconjunto da que esta equa-
ção representa, correspondente aos pontos (𝛼,𝛽) associados a 𝑐 ∈ [0,1].
Contrariamente ao que acontece para um Acoplamento Linear Simétrico, a linha-de-
período-2-sincronizada-desfasada de (3.16) não é igual à sua linha-de-ponto-fixo, mas
tem-se também que só alguns, ou mesmo nenhuns, dos pontos da linha-de-período-2-
sincronizada-desfasada correspondem a soluções exponencialmente estáveis, i.e., só al-
guns deles correspondem a valores de 𝑐 pertencentes à janela-de-período-2-sincronizada-
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desfasada, tal como a proposição seguinte explicita.
Proposição 7. Seja (𝛼,𝛽) um ponto da linha-de-período-2-sincronizada-desfasada do
acoplamento (3.16). Se os módulos de ambos os valores próprios de
𝐽2 (𝛼,𝛽) =
⎡⎢⎢⎣ 𝑓 ′ (𝛽) + 𝑐 · 𝐹 ′1 (𝛽) 𝑐 · 𝐹 ′2 (𝛼)
𝑐 · 𝐹 ′2 (𝛽) 𝑓 ′ (𝛼) + 𝑐 · 𝐹 ′1 (𝛼)
⎤⎥⎥⎦ ·
·
⎡⎢⎢⎣ 𝑓 ′ (𝛼) + 𝑐 · 𝐹 ′1 (𝛼) 𝑐 · 𝐹 ′2 (𝛽)
𝑐 · 𝐹 ′2 (𝛼) 𝑓 ′ (𝛽) + 𝑐 · 𝐹 ′1 (𝛽)
⎤⎥⎥⎦
com 𝑐 = 𝛽−𝑓(𝛼)𝐹1(𝛼)+𝐹2(𝛽) , forem menores do que um, então ((𝛼,𝛽) , (𝛽,𝛼)) é uma trajetória
exponencialmente estável de (3.16) e, consequentemente, 𝑐 pertence à janela-de-período-
2-sincronizada-desfasada de (3.16). Se pelo menos um dos valores próprios de 𝐽2 (𝛼,𝛽)
tiver módulo maior do que um, então ((𝛼,𝛽) , (𝛼,𝛽)) é uma trajetória instável de (3.16)
e, consequentemente, 𝑐 não pertence à janela-de-período-2-sincronizada-desfasada de
(3.16).
Demonstração 7. Considerando (𝑥(𝑡),𝑦(𝑡)) = (𝛾𝑥(𝑡) + 𝑢𝑥(𝑡),𝛾𝑦(𝑡) + 𝑢𝑦(𝑡)), com
(𝛾𝑥(𝑡),𝛾𝑦(𝑡)) =
⎧⎪⎪⎨⎪⎪⎩
(𝛼,𝛽) , se 𝑡 é ímpar
(𝛽,𝛼) , se 𝑡 é par
,
obtemos a seguinte aproximação linear de (3.16), em torno da trajetória ((𝛼,𝛽) , (𝛽,𝛼)),
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para os valores ímpares de 𝑡 (sendo 𝑡 par tudo é idêntico, desde que se troque 𝛼 por 𝛽)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝛽 + 𝑢𝑥(𝑡 + 1) = 𝑓 (𝛼) + 𝑓
′ (𝛼) · 𝑢𝑥(𝑡)+
+ 𝑐 · [𝐹1 (𝛼) + 𝐹 ′1 (𝛼) · 𝑢𝑥(𝑡) + 𝐹2 (𝛽) + 𝐹 ′2 (𝛽) · 𝑢𝑦(𝑡)]
𝛼 + 𝑢𝑦(𝑡 + 1) = 𝑓 (𝛽) + 𝑓
′ (𝛽) · 𝑢𝑦(𝑡)+
+ 𝑐 · [𝐹2 (𝛼) + 𝐹 ′2 (𝛼) · 𝑢𝑥(𝑡) + 𝐹1 (𝛽) + 𝐹 ′1 (𝛽) · 𝑢𝑦(𝑡)]
⇔
⎧⎪⎪⎨⎪⎪⎩
𝑢𝑥(𝑡 + 1) = 𝑓
′ (𝛼) · 𝑢𝑥(𝑡) + 𝑐 · [𝐹 ′1 (𝛼) · 𝑢𝑥(𝑡) + 𝐹 ′2 (𝛽) · 𝑢𝑦(𝑡)]
𝑢𝑦(𝑡 + 1) = 𝑓
′ (𝛽) · 𝑢𝑦(𝑡) + 𝑐 · [𝐹 ′2 (𝛼) · 𝑢𝑥(𝑡) + 𝐹 ′1 (𝛽) · 𝑢𝑦(𝑡)]
⇔
⎡⎢⎢⎣ 𝑢𝑥(𝑡 + 1)
𝑢𝑦(𝑡 + 1)




com 𝐽1 (𝛼,𝛽) =
⎡⎢⎢⎣ 𝑓 ′ (𝛼) + 𝑐 · 𝐹 ′1 (𝛼) 𝑐 · 𝐹 ′2 (𝛽)
𝑐 · 𝐹 ′2 (𝛼) 𝑓 ′ (𝛽) + 𝑐 · 𝐹 ′1 (𝛽)
⎤⎥⎥⎦. De igual modo, obtém-se
(já que sendo 𝑡 ímpar, 𝑡 + 1 é par, e os cálculos para obter a iterada correspondente a
𝑡 + 2 são idênticos aos anteriores desde que se troque 𝛼 por 𝛽)
⎡⎢⎢⎣ 𝑢𝑥(𝑡 + 2)
𝑢𝑦(𝑡 + 2)
⎤⎥⎥⎦ = 𝐽1 (𝛽,𝛼)




⎡⎢⎢⎣ 𝑢𝑥(𝑡 + 2)
𝑢𝑦(𝑡 + 2)
⎤⎥⎥⎦ = 𝐽1 (𝛽,𝛼) · 𝐽1 (𝛼,𝛽)
⎡⎢⎢⎣ 𝑢𝑥(𝑡)
𝑢𝑦(𝑡)
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Se, em vez de considerarmos 𝑡 ímpar, tivéssemos considerado 𝑡 par, teríamos obtido
⎡⎢⎢⎣ 𝑢𝑥(𝑡 + 2)
𝑢𝑦(𝑡 + 2)




Vejamos, agora, que 𝐽2 (𝛼,𝛽) e 𝐽2 (𝛽,𝛼) têm valores próprios iguais:
Com efeito, designando os elementos de 𝐽2 (𝛼,𝛽) por
⎡⎢⎢⎣ 𝑎11 𝑎12
𝑎21 𝑎22







⎤⎥⎥⎦ é valor próprio de 𝐽2 (𝛼,𝛽) associado ao valor
próprio 𝜆, i.e., se ⎧⎪⎪⎨⎪⎪⎩
𝑎11𝑐1 + 𝑎12𝑐2 = 𝜆𝑐1
𝑎21𝑐1 + 𝑎22𝑐2 = 𝜆𝑐2
,













⎤⎥⎥⎦ é valor próprio de 𝐽2 (𝛽,𝛼) associado ao mesmo valor próprio.
Visto que 𝐽2 (𝛼,𝛽) e 𝐽2 (𝛽,𝛼) têm os mesmos valores próprios, termos considerado
𝑡 é ímpar não retira a generalidade do que se segue:
O papel que 𝐽2 (𝛼,𝛽) desempenha em (3.18) é exatamente o mesmo que, na Pro-
posição 5, 𝐽 (𝑥0,𝑦0) desempenha em (3.12). A demonstração desta proposição é, pois,
a partir de (3.18) exactamente igual à da Proposição 5 a partir de (3.12), desde que
substituamos 𝐽 (𝑥0,𝑦0) por 𝐽2 (𝛼,𝛽).
Concluímos, assim, que se ambos os valores próprios de 𝐽2 (𝛼,𝛽) (que são iguais aos
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de 𝐽2 (𝛽,𝛼)) tiverem módulo menor do que um, então ((𝛼,𝛽) , (𝛼,𝛽)) é uma trajetória
exponencialmente estável de (3.16). Se algum deles tiver módulo maior do que um,
então ((𝛼,𝛽) , (𝛼,𝛽)) é uma trajetória instável de (3.16). 
De entre os Acoplamentos Lineares, só o Acoplamento Linear Simétrico é um aco-
plamento do tipo (3.16) (corresponde à escolha 𝐹2 = −𝐹1 = 𝑓). Introduzamos, então,
um outro que também seja do tipo (3.16), concretamente introduzamos aquele que
designamos por Acoplamento Simétrico Passado (ASP) e que corresponde à escolha
𝐹1 = −𝑓 e 𝐹2 = 𝑖𝑑 (sendo 𝑖𝑑 a função identidade, i.e., 𝑖𝑑(𝑢) = 𝑢):
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · [−𝑓 (𝑥 (𝑡)) + 𝑦(𝑡)]
𝑦 (𝑡 + 1) = 𝑓 (𝑦 (𝑡)) + 𝑐 · [𝑥 (𝑡) − 𝑓 (𝑦 (𝑡))]
⇔
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = (1 − 𝑐) · 𝑓 (𝑥 (𝑡)) + 𝑐 · 𝑦(𝑡)
𝑦 (𝑡 + 1) = 𝑐 · 𝑥 (𝑡) + (1 − 𝑐) · 𝑓 (𝑦 (𝑡))
A designação Simétrico Passado tem a ver com o facto de o termo de interação que em
𝑥 (𝑡 + 1) é ditado pelo sistema dinâmico 𝑦 ser 𝑦 (𝑡), em vez de ser, como no Acoplamento
Linear Simétrico, 𝑓 (𝑦 (𝑡)), sucedendo uma situação semelhante em relação ao termo de
interação que em 𝑦 (𝑡 + 1) é ditado pelo sistema dinâmico 𝑥.
Estudamos de seguida a janela-de-período-2-sincronizada-desfasada deste acopla-
mento, não considerando a situação correspondente a 𝑐 = 1, já que para tal valor da
constante-força-de-acoplamento o comportamento do acoplamento reduz-se, de forma
trivial, a um comportamento periódico de período-2-sincronizado-desfasado, quaisquer
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que sejam os valores iniciais:
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑦(𝑡)
𝑦 (𝑡 + 1) = 𝑥 (𝑡)
⇒
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 2) = 𝑥(𝑡)
𝑦 (𝑡 + 2) = 𝑦 (𝑡)
Exemplos de janelas do ASP
A linha-de-período-2-sincronizada-desfasada de um Acoplamento Simétrico Passado é
dada por
⎧⎪⎪⎨⎪⎪⎩
𝛽 = 𝑓 (𝛼) + 𝑐 · [−𝑓 (𝛼) + 𝛽]
𝛼 = 𝑓 (𝛽) + 𝑐 · [𝛼− 𝑓 (𝛽)]
⇔
⎧⎪⎪⎨⎪⎪⎩
𝛽 − 𝑓 (𝛼) = 0
𝛼− 𝑓 (𝛽) = 0
⇔
⎧⎪⎪⎨⎪⎪⎩
𝛽 = 𝑓 (𝑓 (𝛽))
𝛼 = 𝑓 (𝑓 (𝛼))
,
i.e., corresponde a uma situação degenerada de pontos isolados (𝑥,𝑦) = (𝛾1,𝛾2), sendo
𝛾1 e 𝛾2 os valores assumidos nas trajetórias periódicas de período-2 que os sistemas
dinâmicos livres 𝛾(𝑡 + 1) = 𝑓(𝛾(𝑡)) apresentem (i.e., 𝛾1 é solução de 𝛾 = 𝑓 (𝑓 (𝛾)),
sendo 𝛾2 = 𝑓(𝛾1)).
A determinação da janela-de-período-2-sincronizada-desfasada resume-se, pois, a
determinar os valores de 𝑐 para os quais ambos os valores próprios de
𝐽2(𝛾1,𝛾2) =
⎡⎢⎢⎣ (1 − 𝑐) · 𝑓 ′ (𝛾2) 𝑐
𝑐 (1 − 𝑐) · 𝑓 ′ (𝛾1)
⎤⎥⎥⎦ ·
·
⎡⎢⎢⎣ (1 − 𝑐) · 𝑓 ′ (𝛾1) 𝑐
𝑐 (1 − 𝑐) · 𝑓 ′ (𝛾2)
⎤⎥⎥⎦
=
⎡⎢⎢⎣ (1 − 𝑐)2 · 𝑓 ′ (𝛾1) · 𝑓 ′ (𝛾2) + 𝑐2 2𝑐(1 − 𝑐) · 𝑓 ′ (𝛾2)
2𝑐(1 − 𝑐) · 𝑓 ′ (𝛾1) (1 − 𝑐)2 · 𝑓 ′ (𝛾1) · 𝑓 ′ (𝛾2) + 𝑐2
⎤⎥⎥⎦
têm valor absoluto menor do que um (é de notar que, tal como vimos na demonstração
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da Proposição 7, os valores próprios de 𝐽2(𝛾2,𝛾1) são exatamente os mesmos que os
de 𝐽2(𝛾1,𝛾2)). Tal como fizemos relativamente às janelas-de-período-2-sincronizadas-
desfasadas do Acoplamento Linear Simétrico, consideramos, os Acoplamentos Simétrico
Passado da logística e da tenda:
∙ Acoplamento Simétrico Passado da logística:
Os valores 𝛾1 e 𝛾2 da trajetória periódica de período-2, (𝛾1,𝛾2), que o sistema di-
nâmico livre da logística apresenta são 𝛾1 ≃ 0.345 e 𝛾2 ≃ 0.904, a que corresponde
𝐽2(𝛾1,𝛾2) ≃
⎡⎢⎢⎣ −3𝑐2 + 8𝑐− 4 −6.472 · 𝑐(1 − 𝑐)
2.472 · 𝑐(1 − 𝑐) −3𝑐2 + 8𝑐− 4
⎤⎥⎥⎦, cujos módulos dos valores próprios
são menores do que um para valores da constante-força-de-acoplamento superiores a
𝑐 ≃ 0.600, i.e., 𝐽𝑃2𝑆𝐷 ≃ ]0.600,1[.
∙ Acoplamento Simétrico Passado da tenda:







, a que corresponde 𝐽2(25 ,
4
5) =
⎡⎢⎢⎣ −3𝑐2 + 8𝑐− 4 −4𝑐 + 4𝑐2
4𝑐− 4𝑐2 −3𝑐2 + 8𝑐− 4
⎤⎥⎥⎦, cujos módu-
los dos valores próprios são menores do que um para valores da constante-força-de-
acoplamento superiores a 𝑐 ≃ 0.600, i.e., 𝐽𝑃2𝑆𝐷 ≃ ]0.600,1[.
Estes resultados confirmam as janelas-de-período-2-sincronizadas-desfasadas que a
abordagem numérica proposta na secção 3.1 fornece. Com efeito, essa abordagem dá
origem aos gráficos das iteradas 𝑥(𝑡) em função de 𝑐 apresentados na figura 3.16. A
existência de trajetórias que, perto de 𝑐 = 1, "sujam" o comportamento periódico
do Acoplamento Simétrico Passado denunciam que aí a bacia de atração das soluções
periódicas exponencialmente estáveis é menos extensa.
Analisemos agora o comportamento do Acoplamento Simétrico Passado no que diz
respeito aos seus pontos fixos. Tendo em conta, que os pontos fixos (𝑥0,𝑦0) deste
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Figura 3.16: Gráficos das iteradas 𝑥(𝑡) em função de 𝑐 para o ASP da logística (à
esquerda) e da tenda (à direita).
acoplamento satisfazem as seguintes equações
⎧⎪⎪⎨⎪⎪⎩
𝑥0 = (1 − 𝑐) · 𝑓 (𝑥0) + 𝑐 · 𝑦0
𝑦0 = 𝑐 · 𝑥0 + (1 − 𝑐) · 𝑓 (𝑦0)
e que somando termo a termo se obtém
𝑥0 + 𝑦0 = (1 − 𝑐) · [𝑓 (𝑥0) + 𝑓 (𝑦0)] + 𝑐 · (𝑥0 + 𝑦0) ⇔ 𝑥0 + 𝑦0 = 𝑓 (𝑥0) + 𝑓 (𝑦0) ,
concluímos que a equação que define a linha-de-ponto-fixo para um Acoplamento Simé-
trico Passado é igual a (3.8), que define a correspondente linha para um Acoplamento
Linear Simétrico, i.e., para o Acoplamento Linear Simétrico que utiliza a mesma di-
nâmica livre. No entanto, o valor da constante-força-de-acoplamento, 𝑐, associado a
cada ponto (𝑥0,𝑦0) dessa equação para o Acoplamento Simétrico Passado é diferente
do correspondente valor para o Acoplamento Linear Simétrico. Com efeito, em vez de
(3.9), tem-se agora
𝑐 =
𝑥0 − 𝑓 (𝑥0)
𝑦0 − 𝑓 (𝑥0)
=
𝑦0 − 𝑓 (𝑦0)
𝑥0 − 𝑓 (𝑦0)
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Calculando estes valores de 𝑐 para cada ponto (𝑥0,𝑦0) da referida equação, verifica-
mos que, quer para a logística quer para a tenda, nenhum deles pertence a [0,1[, pelo
que as linhas-de-ponto-fixo do Acoplamento Simétrico Passado da logística e da tenda
correspondem a uma situação degenerada num ponto, o ponto (𝑥0,𝑦0) = (𝛾0,𝛾0), com
𝛾0 = 𝑓(𝛾0), sendo pois vazias as respetivas janelas-de-ponto-fixo.
É de notar, no entanto, que os gráficos da figura 3.16 mostram claramente que a
janela-não-caótica do Acoplamento Simétrico Passado da logística inclui pontos que não
pertencem à janela-de-ponto-fixo (que é vazia) nem à janela-de-período-2-sincronizada-
desfasada. Com efeito, perto de 𝑐 = 0.2 e de 𝑐 = 0.37 o acoplamento apresenta um com-
portamento não caótico. A figura 3.17, ao mostrar as iteradas 𝑥(𝑡) e 𝑦(𝑡) para 𝑐 = 0.2
Figura 3.17: Gráficos das iteradas 𝑥(𝑡) (à esquerda) e 𝑦(𝑡) (à direita) para o ASP da
logística com 𝑐 = 0.2.
e para valores 𝑡 suficientemente elevados (nomeadamente entre 𝑡 = 175 e 𝑡 = 200),
esclarece que o acoplamento tem para esse valor da constante-força-de-acoplamento um
comportamento periódico de período-2 mas que corresponde a uma sincronização com-
pleta e não a uma sincronização desfasada. Na secção 4.1.3, analisamos a sincronização
completa do Acoplamento Simétrico Passado e teremos, então, oportunidade de prestar
atenção a esta situação.
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3.4 Janela-de-sincronização-completa de um ALS
Analisamos agora aquela que, na figura 3.1, designámos por zona 2 e que identificámos
como correspondendo à janela-de-sincronização-completa. Comecemos por precisar a
definição de sincronização completa em conformidade com a definição de janela-de-
sincronização-completa apresentada na secção 3.1.
Definição 15. Dizemos que ocorre uma sincronização completa no acoplamento-𝑐 (3.2),
se existir uma função 𝑠(𝑡) tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)) é uma solução exponencial-
mente estável de (3.2). Dizemos então que os sistemas acoplados 𝑥 e 𝑦 sincronizam
completamente.
NumAcoplamento Linear Simétrico, qualquer que seja a constante-força-de-acoplamento,
𝑐, o sistema de equações (3.4) admite a solução (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)), sendo 𝑠(𝑡) uma
função que satisfaça 𝑠(𝑡 + 1) = 𝑓(𝑠(𝑡)). No entanto, um determinado valor de 𝑐 só
pertence à janela-de-sincronização-completa se (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)) for uma solução
exponencialmente estável de (3.4). No final da secção 3.1, vimos que para um Aco-
plamento Linear Simétrico esta janela nunca é vazia, visto que inclui sempre o valor
1
2 .
A visualização da janela-de-sincronização-completa que se obtém usando a aborda-
gem numérica descrita nessa secção 3.1 torna-se mais evidente se construirmos o gráfico
das iteradas 𝑦(𝑡) − 𝑥(𝑡) em função de 𝑐: a janela-de-sincronização-completa incluirá
os valores de 𝑐 para os quais a imagem é nula (pois para tais valores de 𝑐 tem-se que
𝑦(𝑡) ≃ 𝑥(𝑡), para valores de 𝑡 suficientemente elevados). Na figura 3.18 apresentamos
tais gráficos para o Acoplamento Linear Simétrico das quatro dinâmicas livres a que
temos recorrido: a da logística, a da tenda, a da cúbica e a da serra. Verificamos que
a sincronização completa acontece não só para 𝑐 = 12 mas também para outros valores
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num conjunto centrado em 𝑐 = 12 .
Figura 3.18: Gráficos das iteradas 𝑦(𝑡)− 𝑥(𝑡) em função de 𝑐 para o ALS de tenda (em
cima, à esquerda), da logística (em baixo, à esquerda), da serra (em cima, à direita) e
da cúbica (em baixo, à direita).
É possível determinar analiticamente a janela-de-sincronização-completa, obtendo-
se o resultado seguinte
Proposição 8. A janela-de-sincronização-completa de um Acoplamento Linear Simé-










onde 𝜇0 é o expoente de Lyapunov de 𝑓 .
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Demonstração 8. Esta proposição corresponde à particularização para o Acoplamento
Linear Simétrico da Proposição 10, que apresentaremos mais adiante, pelo que esta
demonstração resume-se a considerarmos o resultado que essa outra proposição fornece
para 𝐹2 = −𝐹1 = 𝐺1 = −𝐺2 = 𝑓 .
De facto, sendo 𝐹2 = −𝐹1 = 𝐺1 = 𝑓 , a expressão de 𝜇2 da Proposição 10 é dada






ln |𝑓 ′ − 𝑐𝑓 ′ − 𝑐𝑓 ′|𝑠(𝑡), com 𝑠 (𝑡 + 1) = 𝑓 (𝑠 (𝑡)), pelo que








𝑓 ′ · (1 − 2𝑐)
⃒⃒
𝑠(𝑡)
< 0 ⇔ 𝜇0 + ln |1 − 2𝑐| < 0 ⇔














Tendo em conta os valores dos expoentes de Lyapunov da logística, tenda, cúbica
e serra obtidos na secção 2.3 (ln 2, ln 2, ln 2.4 e 0.715, respetivamente), a proposição
anterior fornece as seguintes janelas-de-sincronização-completa dos Acoplamento Linear
Simétrico de tais aplicações:
· tenda e logística: 𝐽𝑆𝐶 = ]0.25,0.75[
· serra: 𝐽𝑆𝐶 = ]0.291(6),0.708(3)[
· cúbica: 𝐽𝑆𝐶 ≃ ]0.2557,0.7443[
Estes resultados confirmam os que foram obtidos utilizando a abordagem numérica
que deu origem aos gráficos da figura 3.18. Tal facto indica que as soluções comple-
tamente sincronizadas exponencialmente estáveis destes acoplamentos têm bacias de
atração suficientemente extensas para que uma escolha aleatória de valores iniciais não
tenha mascarado as janelas-de-sincronização-completa que obtivemos numericamente.
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Neste capítulo iremos analisar alguns aspetos da sincronização no sentido de generalizar
a abordagem feita no capítulo anterior. A generalização seguirá três direções distintas:
- considerarmos outros tipos de acoplamentos de sistemas dinâmicos caóticos que
não sejam o Acoplamento Linear Simétrico
- considerarmos outros tipos de sincronização que não seja a sincronização completa
- considerarmos interações lineares entre mais do que dois sistemas dinâmicos caóti-
cos, i.e., estender o conceito de sincronização completa a uma rede de sistemas dinâmicos
caóticos
Tal como no capítulo anterior, também neste, 𝑓 e 𝑔 designam aplicações caóticas.
4.1 Sincronização completa
4.1.1 Janelas-de-sincronização-completa
Na secção 3.4 analisámos a sincronização completa de um Acoplamento Linear Simé-
trico. Vamos, agora, estender essa análise a outros tipos de acoplamentos [LoFer-
Gra14b]. Comecemos, então, por introduzir a seguinte definição
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Definição 16. Dizemos que um acoplamento (3.2) admite sincronização completa se,
para cada valor da constante força-de-acoplamento, 𝑐, existir uma função 𝑠(𝑡), tal que
(𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)) é solução de (3.2). Se 𝑠(𝑡) corresponder, para cada valor de 𝑐, a
um sistema dinâmico com comportamento caótico dizemos que a sincronização completa
tem comportamento caótico.
É de notar que o Acoplamento Linear Simétrico admite sincronização completa
com comportamento caótico, pois sendo 𝑠(𝑡) solução de 𝑥(𝑡 + 1) = 𝑓(𝑥(𝑡)), então
(𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)) é solução de (3.4), qualquer que seja a constante-força-de-
acoplamento, 𝑐.
Para que outros acoplamentos (3.2) admitam sincronização completa será necessário
que as funções 𝑓 , 𝑔, 𝐹1, 𝐹2, 𝐺1 e 𝐺2 que os definem obedeçam a determinadas condições,
tal como a proposição seguinte esclarece.
Proposição 9. O acoplamento (3.2) admite sincronização completa com comporta-














Se 𝜇1 não for positivo o acoplamento admite sincronização completa mas não necessa-
riamente com comportamento caótico.
Demonstração 9. Se o acoplamento (3.2) admite sincronização completa então existe
uma função 𝑠(𝑡) tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)) é solução de (3.2), i.e.,
⎧⎪⎪⎨⎪⎪⎩
𝑠 (𝑡 + 1) = 𝑓 (𝑠 (𝑡)) + 𝑐 · [𝐹1(𝑠(𝑡)) + 𝐹2(𝑠(𝑡))]
𝑠 (𝑡 + 1) = 𝑔 (𝑠 (𝑡)) + 𝑐 · [𝐺1(𝑠(𝑡)) + 𝐺2(𝑠(𝑡))]
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Subtraindo, termo a termo, uma equação da outra obtém-se
0 = 𝑓 (𝑠 (𝑡)) + 𝑐 · [𝐹1(𝑠(𝑡)) + 𝐹2(𝑠(𝑡))] − 𝑔 (𝑠 (𝑡)) − 𝑐 · [𝐺1(𝑠(𝑡)) + 𝐺2(𝑠(𝑡))]
⇔
𝑓 (𝑠 (𝑡)) − 𝑔 (𝑠 (𝑡)) = 𝑐 · [𝐺1(𝑠(𝑡)) + 𝐺2(𝑠(𝑡)) − 𝐹1(𝑠(𝑡)) − 𝐹2(𝑠(𝑡))]
Como 𝑠(𝑡) é uma qualquer solução de 𝑠 (𝑡 + 1) = 𝑓 (𝑠 (𝑡)) + 𝑐 · [𝐹1(𝑠(𝑡)) + 𝐹2(𝑠(𝑡))]
que tem, por hipótese, comportamento caótico, então para que a igualdade anterior se
verifique para todo 𝑐 é necessário que 𝑓 − 𝑔 = 0 e 𝐺1 +𝐺2 −𝐹1 −𝐹2 = 0, ou, de forma
equivalente, que 𝑓 = 𝑔 e 𝐹1 + 𝐹2 = 𝐺1 + 𝐺2. Para além disso, visto que o sistema
dinâmico
𝑠 (𝑡 + 1) = 𝑓 (𝑠 (𝑡)) + 𝑐 · [𝐹1(𝑠(𝑡)) + 𝐹2(𝑠(𝑡))]
⇔
𝑠(𝑡 + 1) = (𝑓 + 𝑐 [𝐹1 + 𝐹2]) (𝑠(𝑡))







ln |𝑓 ′ + 𝑐(𝐹 ′1 + 𝐹 ′2)|𝑠(𝑡) > 0.
Reciprocamente, se 𝑓 = 𝑔 e 𝐹1 + 𝐹2 = 𝐺1 + 𝐺2, tem-se então, para todos os
valores de 𝑐, que (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)) é solução de (3.2), sendo 𝑠(𝑡) uma qualquer
solução de 𝑠(𝑡 + 1) = (𝑓 + 𝑐 [𝐹1 + 𝐹2]) (𝑠(𝑡)). Para além disso, o comportamento só







ln |𝑓 ′ + 𝑐(𝐹 ′1 + 𝐹 ′2)|𝑠(𝑡) > 0. 
Esta proposição determina, que um acoplamento que admite sincronização completa
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com comportamento caótico é do seguinte tipo
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · [𝐹1(𝑥(𝑡)) + 𝐹2(𝑦(𝑡))]
𝑦 (𝑡 + 1) = 𝑓 (𝑦 (𝑡)) + 𝑐 · [𝐺1(𝑥(𝑡)) + (𝐹1 + 𝐹2 −𝐺1)(𝑦(𝑡))]
(4.1)
O Acoplamento Linear Simétrico corresponde a 𝐹2 = −𝐹1 = 𝐺1 = −𝐺2 = 𝑔 = 𝑓
e satisfaz as condições da Proposição 9, uma vez que 𝜇1 = 𝜇0, sendo 𝜇0 o expoente
de Lyapunov dos sistemas dinâmicos livres, i.e., dos sistemas dinâmicos descritos por
𝑓 . Com efeito, 𝜇0 > 0, já que supomos que os sistemas dinâmicos livres têm um
comportamento caótico. O Acoplamento Linear Simétrico admite, pois, sincronização
completa com comportamento caótico, cuja manifestação tivemos já oportunidade de
analisar na secção 3.4. O mesmo já não acontece se se tratar de um Acoplamento Linear
de sistemas dinâmicos não idênticos, já que não se verifica sequer 𝑓 = 𝑔.
Na secção 3.3.2 definimos um outro tipo de acoplamento, o Acoplamento Simétrico
Passado (𝑓 = 𝑔 = −𝐹1 = −𝐺2 e 𝐹2 = 𝐺1 = 𝑖𝑑). Este acoplamento verifica 𝑓 = 𝑔 e
𝐹1+𝐹2 = 𝐺1+𝐺2, pelo que admite sincronização completa. No entanto, não é garantido
que 𝜇1 > 0, ∀𝑐, pelo que a sincronização completa poderá não ter comportamento
caótico. Na secção 4.1.3 iremos considerar exemplos deste acoplamento, prestando
atenção à questão do comportamento caótico.
Se considerarmos 𝐹1 = 𝐹2 = 0 e 𝐺1 = −𝐺2 = 𝑔 = 𝑓 , obtemos um acoplamento que
admite também sincronização completa. Trata-se do acoplamento
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡))
𝑦 (𝑡 + 1) = 𝑐 · 𝑓(𝑥(𝑡)) + (1 − 𝑐) · 𝑓 (𝑦 (𝑡))
que designamos por Acoplamento Linear Comandado (ALC), visto que um dos siste-
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mas dinâmicos caóticos, 𝑥(𝑡), se mantém livre, pelo que, em situação de sincronização
completa, comanda o outro, 𝑦(𝑡). A sincronização completa que um tal acoplamento


























e o expoente de Lyapunov dos sistemas dinâmicos livres, 𝜇0, é positivo, tendo em conta
que estamos a considerar acoplamentos de sistemas dinâmicos caóticos. É de notar
que, visto que 𝑥 mantém uma dinâmica livre, e, como tal, um comportamento caótico,
a janela-não-caótica deste acoplamento é obviamente vazia.
Mesmo que um acoplamento admita sincronização completa só alguns valores da
constante-força-de-acoplamento admitirão soluções completamente sincronizadas que
sejam exponencialmente estáveis. É, pois, importante determinar esses valores de 𝑐, i.e.,
é importante determinar a janela-de-sincronização-completa dos acoplamentos (4.1).
Com efeito, enquanto a janela-de-sincronização-completa do Acoplamento Linear Simé-
trico obtida na secção 3.4 foi já tratada por muitos autores (por exemplo [FenJoQi07],
[LiCh03], [RanDin02]), poucos resultados têm sido obtidos para outros acoplamentos
[PiRoKur01], [Nolte15].
Proposição 10. A janela-de-sincronização-completa do acoplamento (4.1) é, q.t.p.,
𝐽𝑆𝐶 = {𝑐 ∈ [0,1] : 𝜇2 < 0}






ln |𝑓 ′ + 𝑐(𝐹 ′1 −𝐺′1)|𝑠(𝑡) e 𝑠(𝑡 + 1) = [𝑓 + 𝑐(𝐹1 + 𝐹2)] (𝑠(𝑡)).
Demonstração 10. Considerando 𝑢 = 𝑦 − 𝑥, ou, de forma equivalente, 𝑦 = 𝑥 + 𝑢,
73
4.1. Sincronização completa
tem-se, em torno da solução sincronizada completa a que corresponde 𝑢(𝑡) = 0,
𝑢 (𝑡 + 1) = 𝑦(𝑡 + 1) − 𝑥(𝑡 + 1) =
= 𝑓 (𝑥 (𝑡) + 𝑢 (𝑡)) + 𝑐 · [𝐺1(𝑥(𝑡)) + (𝐹1 + 𝐹2 −𝐺1)(𝑥 (𝑡) + 𝑢 (𝑡))]−
−𝑓 (𝑥 (𝑡)) − 𝑐 · [𝐹1(𝑥(𝑡)) + 𝐹2(𝑥 (𝑡) + 𝑢 (𝑡))] ≃
≃ 𝑓 (𝑥 (𝑡)) + 𝑓 ′ (𝑥 (𝑡)) · 𝑢 (𝑡) +
+𝑐 · [𝐺1(𝑥(𝑡)) + (𝐹1 + 𝐹2 −𝐺1)(𝑥(𝑡)) + (𝐹 ′1 + 𝐹 ′2 −𝐺′1)(𝑥 (𝑡)) · 𝑢 (𝑡)]−
−𝑓 (𝑥 (𝑡)) − 𝑐 · [𝐹1(𝑥(𝑡)) + 𝐹2(𝑥(𝑡)) + 𝐹 ′2 (𝑥(𝑡)) · 𝑢 (𝑡)] =
= 𝑓 ′ (𝑥 (𝑡)) · 𝑢 (𝑡) + 𝑐 · (𝐹 ′1 −𝐺′1)(𝑥 (𝑡)) · 𝑢 (𝑡)
A linearização da evolução 𝑢(𝑡) é então dada por
𝑢 (𝑡 + 1) =
[︀




Tendo em conta que quando os sistemas dinâmicos sincronizam completamente se













com 𝑠(𝑡 + 1) = [𝑓 + 𝑐(𝐹1 + 𝐹2)] (𝑠(𝑡)), então 𝑢(𝑡) = 0 é uma solução exponencialmente
estável da equação anterior, i.e., (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)) é uma solução exponencial-
mente estável de (4.1) e o correspondente valor de 𝑐 pertence à janela-de-sincronização-
completa. Se, em vez disso, 𝜇2 > 0, então 𝑢(𝑡) = 0 é uma solução instável da equação
anterior, i.e., (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡)) é uma solução instável de (4.1) e o correspon-
dente valor de 𝑐 não pertence à janela-de-sincronização-completa. Concluímos, pois,
que 𝐽𝑆𝐶 = {𝑐 ∈ [0,1] : 𝜇2 < 0}, q.t.p.. 
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Nota: quer nesta proposição, quer nas outras em que obtemos janelas de sincroniza-
ção, utilizamos o abuso de linguagem que consiste em dizer que 𝐽 = {𝑐 ∈ [0,1] : 𝜇 < 0},
q.t.p., quando na verdade 𝐽 = {𝑐 ∈ [0,1] : 𝜇 < 0}, exceto eventualmente por conter
alguns elementos de {𝑐 ∈ [0,1] : 𝜇 = 0}.
A aplicação da Proposição 10 ao Acoplamento Linear Simétrico deu origem à Pro-
posição 8. Nas duas subsecções seguintes aplicamo-la aos outros dois acoplamentos que
já definimos e que admitem sincronização completa, nomeadamente ao Acoplamento
Linear Comandado e ao Acoplamento Simétrico Passado.
4.1.2 Exemplos de janelas-de-sincronização-completa do ALC
Consideremos o Acoplamento Linear Comandado das quatro dinâmicas livres que temos
utilizado: a tenda, a logística, a serra e a cúbica. Utilizando a abordagem numérica
descrita na secção 3.1, podemos visualizar as correspondentes janelas-de-sincronização-
completa do Acoplamento Linear Comandado construindo os gráficos de 𝑦(𝑡)−𝑥(𝑡) em
função de 𝑐. Apresentamo-los na figura 4.1, onde é evidente que todas as dinâmicas
consideradas apresentam janelas-de-sincronizaçõa-completa não vazias.
A aplicação da Proposição 10 ao Acoplamento Linear Comandado permite calcular
analiticamente as janelas-de-sincronização-completa. Visto que 𝐹1 = 𝐹2 = 0 e 𝐺1 = 𝑓 ,
obtemos












com 𝑠(𝑡 + 1) = 𝑓(𝑠(𝑡)), i.e.,












+ ln |1 − 𝑐|
]︁
< 0 ⇔ 𝜇0 + ln |1 − 𝑐| < 0 ⇔
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Figura 4.1: Gráficos das iteradas 𝑦(𝑡) − 𝑥(𝑡) em função de 𝑐 para o ALC da tenda (em
cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e cúbica
(em baixo, à direita)
⇔ 1 − 𝑒−𝜇0 < 𝑐 < 1 + 𝑒−𝜇0 ⇒
⇒ 𝐽𝑆𝐶 =
]︀
1 − 𝑒−𝜇0 ,1
]︀
Tendo em conta os valores dos expoentes de Lyapunov da tenda, da logística, da
serra e da cúbica obtidos na secção 2.3 (ln 2, ln 2, ln 2.4 e 0,715, respetivamente), a
Proposição 10 fornece as seguintes janelas-de-sincronização-completa dos Acoplamento
Linear Simétrico de tais aplicações:
· tenda e logística: 𝐽𝑆𝐶 = ]0.5,1]
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· serra: 𝐽𝑆𝐶 = ]0.58(3),1]
· cúbica: 𝐽𝑆𝐶 ≃ ]0.511,1]
Estes resultados confirmam os que foram obtidos utilizando a abordagem numérica
que deu origem aos gráficos da figura 4.1. Tal facto indica que as soluções comple-
tamente sincronizadas exponencialmente estáveis destes acoplamentos têm bacias de
atração suficientemente extensas para que uma escolha aleatória de valores iniciais não
tenha mascarado as janelas-de-sincronização-completa que obtivemos numericamente.
4.1.3 Exemplos de janelas-de-sincronização-completa do ASP
Consideremos o Acoplamento Simétrico Passado das mesmas quatro dinâmicas livres
da secção anterior. Utilizando a mesma abordagem numérica que aí seguimos obte-
mos os gráficos de 𝑦(𝑡) − 𝑥(𝑡) em função de 𝑐 que apresentamos na figura 4.2. Pela
observação desses gráficos só a logística e a cúbica apresentam, de forma evidente,
janelas-de-sincronização-completa não vazias. Vejamos então o resultado que a abor-
dagem analítica determina:
A aplicação da Proposição 10 ao Acoplamento Simétrico Passado, tendo em conta
que 𝐹1 = −𝑓 e 𝐹2 = 𝐺1 = 𝑖𝑑, determina que




























com 𝑠(𝑡 + 1) = (1 − 𝑐)𝑓(𝑠(𝑡)) + 𝑐𝑠(𝑡).
Contrariamente ao que aconteceu com o Acoplamento Linear Simétrico e com o Aco-
plamento Linear Comandado, o estabelecimento de uma relação simples entre 𝜇2 e 𝜇0
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Figura 4.2: Gráficos das iteradas 𝑦(𝑡) − 𝑥(𝑡) em função de 𝑐 para o ASP da tenda (em
cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e cúbica
(em baixo, à direita)
não é agora possível. Podemos, no entanto, para cada uma das dinâmicas livres conside-






ln |(1 − 𝑐)𝑓 ′ − 𝑐|𝑠(𝑡)
para os mesmos valores de 𝑐 que temos utilizado nas abordagens numéricas (𝑐 = 𝑖1000 ,
com 𝑖 = 0,1,...,1000), selecionando aqueles para os quais 𝜇2 < 0. Procedendo desta
forma, obtemos as seguintes janelas-de-sincronização-completa:
∙ para a tenda e para a serra: 𝐽𝑆𝐶 = ∅
∙ para a logística: 𝐽𝑆𝐶 ≃ ]0.051,0.056[ ∪ ]0.171,0.240[
∙ para a cúbica: 𝐽𝑆𝐶 ≃ ]0.002,0.005[ ∪ ]0.113,0.120[ ∪ ]0.145,0.360[
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Estes resultados confirmam a conclusão que a figura 4.2 indiciava a propósito das
janelas-de-sincronização-completa: janelas-de-sincronização-completa vazias para a tenda
e para a serra, e não-vazias para a logística e para a cúbica. Em relação a estas últi-
mas, e com o propósito de obter numericamente com uma maior precisão as janelas-
de-sincronização-completa, fazemos uma pormenorização dos correspondentes gráficos
apresentados na figura 4.2. Consideramos, então, valores de 𝑐 entre 0 e 0.4, nomeada-
mente 𝑐 = 𝑖1000 · 0.4, com 𝑖 = 0,1,...,1000, e obtemos os gráficos apresentados na figura
4.3 que, de facto, permitem visualizar melhor as janelas-de-sincronização-completa. É
Figura 4.3: Gráficos das iteradas 𝑦(𝑡)− 𝑥(𝑡) em função de 𝑐 para o ASP da logística (à
esquerda) e cúbica (à direita)
conveniente referir que obtivemos estes gráficos considerando valores iniciais aleató-
rios mas suficientemente próximos de uma solução completamente sincronizada, no-
meadamente |𝑦0 − 𝑥0| < 10−5. Fizemo-lo visto que alguns dos valores das janelas-de-
sincronização-completa que a resolução numérica de 𝜇2 < 0 indica como pertencentes
à janela-de-sincronização-completa surgiam mascarados na figura 4.2 por trajetórias
correspondentes a valores iniciais fora da bacia de atração da solução completamente
sincronizada. Com efeito, ao utilizarmos valores iniciais próximos da solução comple-
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tamente sincronizada, tais trajetórias desaparecem e já não surgem na figura 4.3.
Analisemos agora se a sincronização completa dos Acoplamentos Simétrico Pas-
sado da logística e da cúbica (que verificámos terem janelas-de-sincronização-completa
não-vazias) tem comportamento caótico. Como já referimos na secção 4.1.1, contra-
riamente ao que acontece no Acoplamento Linear Simétrico e no Acoplamento Linear
Comandado, em que a sincronização completa tem garantidamente comportamento
caótico, no Acoplamento Simétrico Passado isso não acontece. A figura 4.4 ao mostrar
os gráficos de 𝑥(𝑡) em função de 𝑐 para o Acoplamento Simétrico Passado da logís-
tica e da cúbica em torno das suas janelas-de-sincronização-completa, nomeadamente
para 𝑐 ∈ [0,0.4] (escolhendo, tal como nos gráficos da figura 4.3, 𝑐 = 𝑖1000 · 0.4, com
𝑖 = 0,1,...,1000) e também, utilizando uma pormenorização maior, para 𝑐 ∈ [0,0.15]
(escolhendo 𝑐 = 𝑖1000 ·0.15, com 𝑖 = 0,1,...,1000), evidencia que estes Acoplamento Simé-
trico Passado não têm comportamento caótico nas janelas-de-sincronização-completa.
De facto, os valores de 𝑐 da janela-de-sincronização-completa a que corresponde um com-













ln |(1 − 𝑐)𝑓 ′ + 𝑐|𝑠(𝑡) é positivo, pois no Acoplamento Simétrico Passado a
função 𝑠(𝑡) correspondente à solução completamente sincronizada (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡),𝑠(𝑡))
satisfaz 𝑠 (𝑡 + 1) = (1−𝑐) ·𝑓 (𝑠 (𝑡))+𝑐 ·𝑠 (𝑡). Na figura 4.5 mostramos os gráficos de 𝜇1 e
𝜇2 para a logística e para a cúbica, sendo possível verificar que, para estas dinâmicas, os
valores de 𝑐 para os quais 𝜇2 < 0, i.e., aqueles que pertencem à janela-de-sincronização-




Figura 4.4: Gráficos das iteradas 𝑥(𝑡) em função de 𝑐 para o ASP da logística (à
esquerda) e cúbica (à direita)
4.2 Outros tipos de sincronização
Vamos agora considerar outros tipos de sincronização que não a sincronização com-
pleta. Começamos por analisar na secção 4.2.1 a sincronização desfasada, definindo de
seguida, na secção 4.2.2, a sincronização generalizada que verificaremos contemplar a
sincronização completa e a sincronização desfasada como casos particulares.
4.2.1 Sincronização desfasada
À semelhança do que se passa na sincronização completa, em situação de sincronização
desfasada, as iteradas dos sistemas dinâmicos acoplados assumem os mesmos valores.
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Figura 4.5: Gráficos de 𝜇1 e 𝜇2 em função de 𝑐 para o ASP da logística (à esquerda) e
cúbica (à direita)
Fazem-no, no entanto, contrariamente ao que acontece na sincronização completa, em
instantes 𝑡 diferentes, tal como estabelece a definição seguinte.
Definição 17. Dizemos que um acoplamento (3.2) admite sincronização desfasada de
∆𝑡 (com ∆𝑡 ∈ N) se, para cada valor da constante força-de-acoplamento, 𝑐, existir
uma função 𝑠(𝑡), tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡 + ∆𝑡),𝑠(𝑡)) é solução de (3.2). Se 𝑠(𝑡)
corresponder, para cada valor de 𝑐, a um sistema dinâmico com comportamento caótico,
dizemos que a sincronização desfasada tem comportamento caótico.
Se as funções 𝑓 , 𝑔, 𝐹1, 𝐹2, 𝐺1 e 𝐺2 obedecerem a determinadas condições, é possível
garantir que o acoplamento (3.2) admite sincronização desfasada, tal como a proposição
seguinte dá conta.
Proposição 11. Se 𝑓 = 𝑔, 𝐹1 ∘ 𝑓 (Δ𝑡) + 𝐹2 = 0 e 𝐺1 ∘ 𝑓 (Δ𝑡) + 𝐺2 = 0, com 𝑓 (Δ𝑡) =
𝑓 ∘ 𝑓 ∘ ... ∘ 𝑓 (∆𝑡 vezes), então o acoplamento (3.2) admite sincronização desfasada de
∆𝑡 com comportamento caótico, correspondendo a solução sincronizada desfasada de
∆𝑡 a 𝑦(𝑡 + 1) = 𝑓(𝑦(𝑡))
Demonstração 11. Tendo em conta a Proposição 13, que apresentaremos mais adi-
ante, e que a sincronização desfasada de ∆𝑡 corresponde à 𝑅-sincronização, que entre-
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tanto definiremos, para 𝑅 = 𝑓 (Δ𝑡), esta demonstração corresponde à particularização
da Proposição 13 para 𝑅 = 𝑓 (Δ𝑡). Com efeito, se 𝑓 = 𝑔, então 𝑓 (Δ𝑡) ∘ 𝑓 = 𝑓 (Δ𝑡) ∘ 𝑔 ⇔
𝑓 ∘𝑓 (Δ𝑡) = 𝑓 (Δ𝑡) ∘𝑔 ⇔ 𝑓 ∘𝑅 = 𝑅∘𝑔, que é uma das condições da hipótese da Proposição
13, sendo as restantes condições da hipótese da atual proposição exatamente as mesmas
que as restantes condições da hipótese da Proposição 13. 
Esta proposição determina, então, que um acoplamento do tipo
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 ·
[︀
𝐹1(𝑥(𝑡)) − 𝐹1(𝑓 (Δ𝑡)(𝑦(𝑡))
]︀




admite sincronização desfasada de ∆𝑡 com comportamento caótico. Nenhum dos aco-
plamentos até agora considerados são deste tipo. Consideremos, então, quatro exemplos
de acoplamentos que o sejam e que admitirão, pois, sincronização desfasada de ∆𝑡 com
comportamento caótico:
· Acoplamento Comandado pelo Passado (ACP), correspondente a escolhermos ∆𝑡 =
1, 𝐹1 = 0 e 𝐺1 = 𝑖𝑑:
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡))
𝑦 (𝑡 + 1) = 𝑓 (𝑦 (𝑡)) + 𝑐 · [𝑥(𝑡) − 𝑓(𝑦(𝑡))]
(Nota: a designação deste acoplamento decorre de se ter, na situação de sincronização
desfasada, 𝑦(𝑡+ 1) = 𝑥(𝑡), sendo 𝑥 livre, i.e., quando 𝑥 e 𝑦 sincronizam, 𝑦 é comandado
pelo passado de 𝑥, que é livre)
· Acoplamento Comandado pelo Futuro (ACF), correspondente a escolhermos ∆𝑡 =
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1, 𝐹1 = −𝑓 e 𝐺1 = 0:
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · [−𝑓 (𝑥(𝑡)) + 𝑓 (𝑓(𝑦(𝑡)))]
𝑦 (𝑡 + 1) = 𝑓 (𝑦 (𝑡))
(Nota: a designação deste acoplamento decorre de se ter, na situação de sincronização
desfasada, 𝑥(𝑡) = 𝑦(𝑡+ 1), sendo 𝑦 livre, i.e., quando 𝑥 e 𝑦 sincronizam, 𝑥 é comandado
pelo futuro de 𝑦, que é livre)
· Acoplamento Comandado pelo Pós-Futuro (ACPF), correspondente a escolhermos
∆𝑡 = 2, 𝐹1 = −𝑓 e 𝐺1 = 0:
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · [−𝑓 (𝑥(𝑡)) + 𝑓 (𝑓 (𝑓(𝑦(𝑡))))]
𝑦 (𝑡 + 1) = 𝑓 (𝑦 (𝑡))
(Nota: a designação deste acoplamento decorre de se ter, na situação de sincronização
desfasada, 𝑥(𝑡) = 𝑦(𝑡+ 2), sendo 𝑦 livre, i.e., quando 𝑥 e 𝑦 sincronizam, 𝑥 é comandado
pelo futuro do futuro de 𝑦, que é livre)
· Acoplamento Bidirecional Desfasado (ABD), correspondente a escolhermos ∆𝑡 = 1,
𝐹1 = −𝑓 e 𝐺1 = 𝑖𝑑:
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · [−𝑓 (𝑥(𝑡)) + 𝑓 (𝑓(𝑦(𝑡)))]
𝑦 (𝑡 + 1) = 𝑓 (𝑦 (𝑡)) + 𝑐 · [𝑥(𝑡) − 𝑓(𝑦(𝑡))]
(Nota: a designação deste acoplamento decorre de se ter considerado, contrariamente
aos restantes acoplamentos definidos nesta secção, que a interação estabelecida entre os




Mesmo que um acoplamento admita sincronização desfasada pode acontecer que
não exista nenhuma função 𝑠(𝑡) tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡 + ∆𝑡),𝑠(𝑡)) seja solução
exponencialmente estável de alguns dos acoplamentos-𝑐, ou mesmo de todos. Convém,
então, introduzirmos as seguintes definições
Definição 18. Dizemos que ocorre sincronização desfasada de ∆𝑡 no acoplamento-𝑐
(3.2) se existir uma função 𝑠(𝑡) tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡 + ∆𝑡),𝑠(𝑡)) é solução expo-
nencialmente estável de (3.2). Dizemos então que 𝑦 sincroniza com atraso de ∆𝑡 em
relação a 𝑥 ou que 𝑥 sincroniza com avanço de ∆𝑡 em relação a 𝑦.
Definição 19. Para um acoplamento que admita uma sincronização desfasada de ∆𝑡,
designamos por janela-de-sincronização-desfasada (𝐽𝑆𝐷) o conjunto dos valores de 𝑐
para os quais existe uma função 𝑠(𝑡), tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑠(𝑡 + ∆𝑡),𝑠(𝑡)) é solução
exponencialmente estável de (3.2)
É possível obter analiticamente a janela-de-sincronização-desfasada do acoplamento
(4.2), tal como a proposição seguinte dá conta.
Proposição 12. A janela-de-sincronização-desfasada do acoplamento (4.2) é, q.t.p.,










𝑓 ′ ∘ 𝑓 (Δ𝑡) + 𝑐 ·
[︂







e 𝑠 (𝑡 + 1) = 𝑓 (𝑠(𝑡)).
Demonstração 12. Tendo em conta a Proposição 14, que apresentaremos mais adi-
85
4.2. Outros tipos de sincronização
ante, e que o acoplamento (4.2) e a janela-de-sincronização-desfasada correspondem,
respetivamente, a (4.3) e à janela-de-𝑅-sincronização, que entretanto definiremos, para
𝑅 = 𝑓 (Δ𝑡), esta demonstração resume-se ao caso particular da da Proposição 14 para
𝑅 = 𝑓 (Δ𝑡). 
De seguida, aplicamos a proposição anterior aos quatro acoplamentos que definimos
nesta secção (ACP, ACF, ACPF, ABD), procedendo de modo idêntico ao que fizemos na
secção 3.4, i.e., considerando acoplamentos das mesmas quatro dinâmicas livres (tenda,
logística, serra e cúbica), e obtendo para cada um deles os gráficos de 𝑦(𝑡 + ∆𝑡) − 𝑥(𝑡)
em função de 𝑐 que a abordagem numérica descrita na secção 3.1 fornece. As janelas-de-
sincronização-desfasada que esses gráficos permitem visualizar são depois confirmadas
analiticamente por utilização da Proposição 12.
Exemplos de janelas-de-sincronização-desfasada do ACP
Tendo em conta que o Acoplamento Comandado pelo Passado admite uma sincroni-
zação desfasada de 1, apresentamos na figura 4.6 os gráficos de 𝑦(𝑡 + 1) − 𝑥(𝑡) em
função de 𝑐 para os Acoplamentos Comandados pelo Passado das quatro dinâmicas li-
vres consideradas (tenda, logística, serra e cúbica). É visível que todos eles apresentam
janelas-de-sincronização-desfasada não vazias.
A aplicação da Proposição 12 ao Acoplamento Comandado pelo Passado permite
calcular analiticamente as janelas-de-sincronização-desfasada. Visto que ∆𝑡 = 1, 𝐹1 = 0
e 𝐺1 = 𝑖𝑑, obtemos:








𝑓 ′ − 𝑐𝑓 ′
⃒⃒
𝑓(𝑠(𝑡))
< 0 ⇔ 𝜇0 + ln |1 − 𝑐| < 0 ⇔
⇔ 1 − 𝑒−𝜇0 < 𝑐 < 1 + 𝑒−𝜇0 ⇒
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Figura 4.6: Gráficos das iteradas 𝑦(𝑡 + 1) − 𝑥(𝑡) em função de 𝑐 para o ACP da tenda
(em cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e
cúbica (em baixo, à direita)
⇒ 𝐽𝑆𝐷 =
]︀
1 − 𝑒−𝜇0 ,1
]︀
Tendo em conta os valores dos expoentes de Lyapunov das quatro dinâmicas con-
sideradas, nomeadamente 𝜇0 = ln 2 para a logística e para a tenda, 𝜇0 = ln 2.4 para a
serra e 𝜇0 ≃ 0.715 para a cúbica (ver secção 2.3), as janelas-de-sincronização-desfasada
são as seguintes:
∙ para a tenda e para a logística: 𝐽𝑆𝐷 = ]0.5,1]
∙ para a serra: 𝐽𝑆𝐷 = ]0.58(3),1]
∙ para a cúbica: 𝐽𝑆𝐷 ≃ ]0.511,1]
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Estes resultados confirmam os que foram obtidos utilizando a abordagem numérica
que deu origem aos gráficos da figura 4.6. Tal facto indica que as soluções sincroniza-
das desfasadas exponencialmente estáveis destes acoplamentos têm bacias de atração
suficientemente extensas para que uma escolha aleatória de valores iniciais não tenha
mascarado a janela-de-sincronização-desfasada que obtivemos numericamente.
Exemplos de janelas-de-sincronização-desfasada do ACF
Tendo em conta que o Acoplamento Comandado pelo Futuro admite uma sincroni-
zação desfasada de 1, apresentamos na figura 4.7 os gráficos de 𝑦(𝑡 + 1) − 𝑥(𝑡) em
função de 𝑐 para os Acoplamentos Comandados pelo Futuro das quatro dinâmicas li-
vres consideradas (tenda, logística, serra e cúbica). É visível que todos eles apresentam
janelas-de-sincronização-desfasada não vazias.
A aplicação da Proposição 12 ao Acoplamento Comandado pelo Futuro permite
calcular analiticamente as janelas-de-sincronização-desfasada. Visto que ∆𝑡 = 1, 𝐹1 =
−𝑓 e 𝐺1 = 0, obtemos:








𝑓 ′ − 𝑐𝑓 ′
⃒⃒
𝑓(𝑠(𝑡))
< 0 ⇔ 𝜇0 + ln |1 − 𝑐| < 0 ⇔
⇔ 1 − 𝑒−𝜇0 < 𝑐 < 1 + 𝑒−𝜇0 ⇒
⇒ 𝐽𝑆𝐷 =
]︀
1 − 𝑒−𝜇0 ,1
]︀
Tendo em conta os valores dos expoentes de Lyapunov das quatro dinâmicas con-
sideradas, nomeadamente 𝜇0 = ln 2 para a logística e para a tenda, 𝜇0 = ln 2.4 para a




Figura 4.7: Gráficos das iteradas 𝑦(𝑡 + 1) − 𝑥(𝑡) em função de 𝑐 para o ACF da tenda
(em cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e
cúbica (em baixo, à direita)
∙ para a tenda e para a logística: 𝐽𝑆𝐷 = ]0.5,1]
∙ para a serra: 𝐽𝑆𝐷 = ]0.58(3),1]
∙ para a cúbica: 𝐽𝑆𝐷 ≃ ]0.511,1]
Estes resultados confirmam os que foram obtidos utilizando a abordagem numérica
que deu origem aos gráficos da figura 4.7. Tal facto indica que as soluções sincroniza-
das desfasadas exponencialmente estáveis destes acoplamentos têm bacias de atração
suficientemente extensas para que uma escolha aleatória de valores iniciais não tenha
mascarado a janela-de-sincronização-desfasada que obtivemos numericamente.
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Exemplos de janelas-de-sincronização-desfasada do ABD
Tendo em conta que o Acoplamento Bidirecional Desfasado admite uma sincronização
desfasada de 1, apresentamos na figura 4.8 os gráficos de 𝑦(𝑡 + 1) − 𝑥(𝑡) em função de
𝑐 para os Acoplamentos Bidirecionais Desfasados das quatro dinâmicas livres conside-
radas (tenda, logística, serra e cúbica). É visível que todos eles apresentam janelas-de-
sincronização-desfasada não vazias.
Figura 4.8: Gráficos das iteradas 𝑦(𝑡 + 1) − 𝑥(𝑡) em função de 𝑐 para o ABD da tenda
(em cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e
cúbica (em baixo, à direita)
A aplicação da Proposição 12 ao Acoplamento Bidirecional Desfasado permite cal-
cular analiticamente as janelas-de-sincronização-desfasada. Visto que ∆𝑡 = 1, 𝐹1 = −𝑓
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e 𝐺1 = 𝑖𝑑, obtemos:








𝑓 ′ − 𝑐𝑓 ′ − 𝑐𝑓 ′
⃒⃒
𝑓(𝑠(𝑡))
< 0 ⇔ 𝜇0 + ln |1 − 2𝑐| < 0 ⇔















Tendo em conta os valores dos expoentes de Lyapunov das quatro dinâmicas con-
sideradas, nomeadamente 𝜇0 = ln 2 para a logística e para a tenda, 𝜇0 = ln 2.4 para a
serra e 𝜇0 ≃ 0.715 para a cúbica (ver secção 2.3), as janelas-de-sincronização-desfasada
são as seguintes:
∙ para a tenda e para a logística: 𝐽𝑆𝐷 = ]0.25,0.75[
∙ para a serra: 𝐽𝑆𝐷 = ]0.291(6),0.708(3)[
∙ para a cúbica: 𝐽𝑆𝐷 ≃ ]0.2557,0.7443[
Estes resultados confirmam os que foram obtidos utilizando a abordagem numérica
que deu origem aos gráficos da figura 4.8. Tal facto indica que as soluções sincroniza-
das desfasadas exponencialmente estáveis destes acoplamentos têm bacias de atração
suficientemente extensas para que uma escolha aleatória de valores iniciais não tenha
mascarado significativamente a janela-de-sincronização-desfasada que obtivemos nume-
ricamente.
Exemplos de janelas-de-sincronização-desfasada do ACPF
Tendo em conta que o Acoplamento Comandado pelo Pós-Futuro admite uma sincro-
nização desfasada de 2, apresentamos na figura 4.9 os gráficos de 𝑦(𝑡 + 2) − 𝑥(𝑡) em
função de 𝑐 para os Acoplamentos Comandados pelo Pós-Futuro das quatro dinâmicas
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livres consideradas (tenda, logística, serra e cúbica). É visível que todos eles apresentam
janelas-de-sincronização-desfasada não vazias.
Figura 4.9: Gráficos das iteradas 𝑦(𝑡+ 2)−𝑥(𝑡) em função de 𝑐 para o ACPF da tenda
(em cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e
cúbica (em baixo, à direita)
A aplicação da Proposição 12 ao Acoplamento Comandado pelo Pós-Futuro permite
calcular analiticamente as janelas-de-sincronização-desfasada. Visto que ∆𝑡 = 2, 𝐹1 =
−𝑓 e 𝐺1 = 0, obtemos:








𝑓 ′ − 𝑐𝑓 ′
⃒⃒
(𝑓∘𝑓)(𝑠(𝑡)) < 0 ⇔ 𝜇0 + ln |1 − 𝑐| < 0 ⇔
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⇔ 1 − 𝑒−𝜇0 < 𝑐 < 1 + 𝑒−𝜇0 ⇒
⇒ 𝐽𝑆𝐷 =
]︀
1 − 𝑒−𝜇0 ,1
]︀
Tendo em conta os valores dos expoentes de Lyapunov das quatro dinâmicas con-
sideradas, nomeadamente 𝜇0 = ln 2 para a logística e para a tenda, 𝜇0 = ln 2.4 para a
serra e 𝜇0 ≃ 0.715 para a cúbica (ver secção 2.3), as janelas-de-sincronização-desfasada
são as seguintes:
∙ para a tenda e para a logística: 𝐽𝑆𝐷 = ]0.5,1]
∙ para a serra: 𝐽𝑆𝐷 = ]0.58(3),1]
∙ para a cúbica: 𝐽𝑆𝐷 ≃ ]0.511,1]
Estes resultados confirmam os que foram obtidos utilizando a abordagem numérica
que deu origem aos gráficos da figura 4.9. Tal facto indica que as soluções sincroniza-
das desfasadas exponencialmente estáveis destes acoplamentos têm bacias de atração
suficientemente extensas para que uma escolha aleatória de valores iniciais não tenha
mascarado a janela-de-sincronização-desfasada que obtivemos numericamente.
4.2.2 Sincronização generalizada
Nos casos em que ocorre sincronização completa ou sincronização desfasada, o acopla-
mento tende a criar a igualdade das iteradas dos sistemas dinâmicos acoplados, 𝑥 e 𝑦:
igualdade de 𝑥(𝑡) e 𝑦(𝑡), para o caso da sincronização completa, e igualdade de 𝑥(𝑡)
e 𝑦(𝑡 + ∆𝑡), para o caso da sincronização desfasada. Se o acoplamento tender a criar
uma outra relação pré-definida entre as iteradas de 𝑥 e 𝑦, dizemos que ocorre uma
sincronização generalizada, de acordo com a definição seguinte
Definição 20. Sendo 𝐼 o intervalo de iteração, 𝑅 : 𝐼 → 𝐼 uma função real de variável
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real, dizemos que um acoplamento (3.2) admite 𝑅-sincronização se, para cada valor
da constante força-de-acoplamento, 𝑐, existir uma função 𝑠(𝑡), tal que (𝑥(𝑡),𝑦(𝑡)) =
(𝑅 (𝑠(𝑡)) ,𝑠(𝑡)) é solução de (3.2). Se 𝑠(𝑡) corresponder, para cada valor de 𝑐, a um sis-
tema dinâmico com comportamento caótico, dizemos que a 𝑅-sincronização tem com-
portamento caótico.
Definição 21. Sendo 𝐼 o intervalo de iteração, dizemos que um acoplamento (3.2)
admite sincronização generalizada se existir uma função real de variável real 𝑅 : 𝐼 → 𝐼
tal que (3.2) admita uma 𝑅-sincronização com comportamento caótico.
A razão de nesta última definição exigirmos comportamento caótico resulta de que,
se assim não fosse, todos os acoplamentos (3.2) admitiriam sincronização generalizada,
já que bastaria escolher para 𝑅, por exemplo, a função 𝑥 = 𝑅(𝑦) correspondente à
linha-de-ponto-fixo de (3.2), i.e., a função 𝑥 = 𝑅(𝑦) descrita por
⎧⎪⎪⎨⎪⎪⎩
𝑥 = 𝑓 (𝑥) + 𝑐 · [𝐹1(𝑥) + 𝐹2(𝑦)]
𝑦 = 𝑔 (𝑦) + 𝑐 · [𝐺1(𝑥) + 𝐺2(𝑦)]
Uma tal escolha determinaria que (𝑥(𝑡),𝑦(𝑡)) = (𝑅 (𝑦0) ,𝑦0), com (𝑅 (𝑦0) ,𝑦0) perten-
cente à linha-de-ponto-fixo, fosse solução de (3.2).
A sincronização completa e a sincronização desfasada correspondem a casos par-
ticulares de sincronização generalizada. Correspondem concretamente a escolhermos
𝑅(𝑢) = 𝑢 para a sincronização completa e 𝑅(𝑢) = 𝑓 (Δ𝑡)(𝑢) para a sincronização desfa-
sada de ∆𝑡 (supondo, neste caso, que para a solução sincronizada generalizada se tem
𝑦(𝑡 + 1) = 𝑓(𝑦(𝑡)), e como tal 𝑅 (𝑦(𝑡)) = 𝑓 (Δ𝑡)(𝑦(𝑡)) = 𝑦(𝑡 + ∆𝑡)) .
Se as funções 𝑓 , 𝑔, 𝐹1, 𝐹2, 𝐺1 e 𝐺2 obedecerem a determinadas condições, é pos-




Proposição 13. Se 𝑓 ∘ 𝑅 = 𝑅 ∘ 𝑔, 𝐹1 ∘ 𝑅 + 𝐹2 = 0 e 𝐺1 ∘ 𝑅 + 𝐺2 = 0, então o
acoplamento (3.2) admite 𝑅-sincronização com comportamento caótico, correspondendo
a solução sincronizada generalizada a 𝑦(𝑡 + 1) = 𝑔(𝑦(𝑡))
Demonstração 13. Sendo 𝑠(𝑡) uma qualquer solução de 𝑠(𝑡 + 1) = 𝑔(𝑠(𝑡)), para as
hipóteses consideradas, tem-se que (𝑥(𝑡),𝑦(𝑡)) = (𝑅 (𝑠(𝑡)) ,𝑠(𝑡)) satisfaz (3.2), qualquer
que seja 𝑐. Com efeito, considerando em (3.2) 𝐹2 = −𝐹1 ∘𝑅 e 𝐺2 = −𝐺1 ∘𝑅, e fazendo
(𝑥(𝑡),𝑦(𝑡)) = (𝑅 (𝑠(𝑡)) ,𝑠(𝑡)), obtém-se
⎧⎪⎪⎨⎪⎪⎩
𝑅 (𝑠 (𝑡 + 1)) = 𝑓 (𝑅 (𝑠(𝑡))) + 𝑐 · [𝐹1(𝑅 (𝑠(𝑡))) − (𝐹1 ∘𝑅) (𝑠 (𝑡))]
𝑠 (𝑡 + 1) = 𝑔 (𝑠 (𝑡)) + 𝑐 · [𝐺1(𝑅 (𝑠(𝑡))) − (𝐺1 ∘𝑅) (𝑠 (𝑡))]
Como 𝑓 ∘𝑅 = 𝑅 ∘ 𝑔, este sistema de equações reduz-se a
⎧⎪⎪⎨⎪⎪⎩
𝑅 (𝑠 (𝑡 + 1)) = 𝑅 (𝑔 (𝑠 (𝑡)))
𝑠 (𝑡 + 1) = 𝑔 (𝑠 (𝑡))
Ambas estas equações são obviamente verificadas, já que 𝑠(𝑡+1) = 𝑔(𝑠(𝑡)). Concluímos,
pois, que o acoplamento admite 𝑅-sincronização. Para além disso, trata-se de uma
sincronização com comportamento caótico visto que 𝑔 é uma aplicação caótica. 
Esta proposição determina, então, que um acoplamento do tipo
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 · [𝐹1(𝑥(𝑡)) − 𝐹1(𝑅(𝑦(𝑡))]
𝑦 (𝑡 + 1) = 𝑔 (𝑦 (𝑡)) + 𝑐 · [𝐺1(𝑥(𝑡)) −𝐺1(𝑅(𝑦(𝑡))]
, (4.3)
com 𝑓 ∘𝑅 = 𝑅 ∘ 𝑔 admite 𝑅-sincronização.
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É relevante notarmos que, em (4.3), 𝑓 e 𝑔 são aplicações topologicamente conjuga-
das através da conjugação topológica 𝑅. Assim sendo, concluímos que ao acoplarmos
aplicações que sejam topologicamente conjugadas através de uma conjugação topoló-
gica 𝑅, utilizando um acoplamento do tipo (4.3), obtemos um acoplamento que admite
𝑅-sincronização.
À exceção do Acoplamento Simétrico Passado, todos os acoplamentos considerados a
propósito da sincronização completa e da sincronização desfasada de ∆𝑡, correspondem
a acoplamentos deste tipo. Com o propósito de ilustrarmos a existência de outras
situações de 𝑅-sincronização que não correspondam nem à sincronização completa nem
à sincronização desfasada, consideramos agora três outros acoplamentos do tipo (4.3)
que não são nem do tipo (4.1) nem do tipo (4.2). Escolhemos funções 𝑅 que sejam
invertíveis no intervalo de iteração 𝐼 = [0,1], nomeadamente 𝑅(𝑢) = 𝑢2 e 𝑅(𝑢) =
√
𝑢,
pelo que 𝑔 = 𝑅−1 ∘ 𝑓 ∘ 𝑅, designando por 𝑅−1 a função inversa da restrição de 𝑅
ao intervalo de iteração. Tendo em conta a Proposição 1, ao escolhermos para 𝑓 uma
aplicação com comportamento caótico, 𝑔 também terá um comportamento caótico.
· Acoplamento 𝑢2-Comandado (A𝑢2C), correspondente a escolhermos 𝑅(𝑢) = 𝑢2,
𝐹1 = −𝑓 e 𝐺1 = 0:
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 ·
[︀




𝑦 (𝑡 + 1) =
√︀
𝑓 (𝑦2 (𝑡))
· Acoplamento 𝑢2-Bidirecional (A𝑢2B), correspondente a escolhermos 𝑅(𝑢) = 𝑢2,




𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 ·
[︀




𝑦 (𝑡 + 1) =
√︀
𝑓 (𝑦2 (𝑡)) + 𝑐 ·
[︁√︀






(Nota: a escolha de 𝐺1 = 𝑅−1 ∘ 𝑓 corresponde a 𝐺2 = −𝑅−1 ∘ 𝑓 ∘ 𝑅 = −𝑔, o que





𝑢C), correspondente a escolhermos 𝑅(𝑢) =
√
𝑢,
𝐹1 = −𝑓 e 𝐺1 = 0:
⎧⎪⎪⎨⎪⎪⎩
𝑥 (𝑡 + 1) = 𝑓 (𝑥 (𝑡)) + 𝑐 ·
[︁








Mesmo que um acoplamento admita 𝑅-sincronização pode suceder que não exista
nenhuma função 𝑠(𝑡) tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑅 (𝑠(𝑡)) ,𝑠(𝑡)) seja uma solução exponen-
cialmente estável de alguns dos acoplamentos-𝑐, ou mesmo de todos. Convém, então,
introduzirmos as seguintes definições
Definição 22. Dizemos que ocorre 𝑅-sincronização num acoplamento-𝑐 (3.2) se existir
uma função 𝑠(𝑡), tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑅 (𝑠(𝑡)) ,𝑠(𝑡)) é solução exponencialmente estável
de (3.2). Dizemos, então, que 𝑥 e 𝑦 𝑅-sincronizam.
Definição 23. Para um acoplamento que admita 𝑅-sincronização, designamos por
janela-de-𝑅-sincronização o conjunto dos valores de 𝑐 para os quais existe uma fun-
ção 𝑠(𝑡), tal que (𝑥(𝑡),𝑦(𝑡)) = (𝑅 (𝑠(𝑡)) ,𝑠(𝑡)) é solução exponencialmente estável de
(3.2).
É possível obter analiticamente a janela-de-𝑅-sincronização de (4.3), tal como a
proposição seguinte dá conta.
Proposição 14. A janela-de-𝑅-sincronização de um acoplamento (4.3) é, q.t.p.,
𝐽𝑅𝑆 = {𝑐 ∈ [0,1] : 𝜇𝑟𝑠 < 0}
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e 𝑠(𝑡 + 1) = 𝑔(𝑠(𝑡)).
Demonstração 14. Para aligeirarmos a notação das expressões envolvidas na demos-
tração, utilizamos 𝑥𝑡 em vez de 𝑥(𝑡) e 𝑦𝑡 em vez de 𝑦(𝑡).
Considerando 𝑢𝑡 = 𝑅(𝑦𝑡) − 𝑥𝑡, ou, de forma equivalente, 𝑥𝑡 = 𝑅(𝑦𝑡) − 𝑢𝑡, tem-se,
em torno da solução sincronizada generalizada a que corresponde 𝑢𝑡 = 0,
𝑢𝑡+1 = 𝑅(𝑦𝑡+1) − 𝑥𝑡+1 =
= 𝑅 (𝑔 (𝑦𝑡) + 𝑐 · [𝐺1(𝑅(𝑦𝑡) − 𝑢𝑡) −𝐺1(𝑅(𝑦𝑡)]) −
−𝑓 (𝑅(𝑦𝑡) − 𝑢𝑡) − 𝑐 · [𝐹1(𝑅(𝑦𝑡) − 𝑢𝑡) − 𝐹1(𝑅(𝑦𝑡))] ≃
≃ 𝑅(𝑔 (𝑦𝑡) + 𝑐 · [𝐺1(𝑅(𝑦𝑡)) −𝐺′1(𝑅(𝑦𝑡)) · 𝑢𝑡 −𝐺1(𝑅(𝑦𝑡))])−
− 𝑓 (𝑅(𝑦𝑡)) + 𝑓 ′ (𝑅(𝑦𝑡)) · 𝑢𝑡 − 𝑐 · [𝐹1(𝑅(𝑦𝑡)) − 𝐹 ′1(𝑅(𝑦𝑡)) · 𝑢𝑡 − 𝐹1(𝑅(𝑦𝑡))] ≃
≃ 𝑅 (𝑔 (𝑦𝑡)) − 𝑐 ·𝑅′ (𝑔 (𝑦𝑡)) ·𝐺′1(𝑅(𝑦𝑡)) · 𝑢𝑡 −
−𝑓 (𝑅(𝑦𝑡)) + 𝑓 ′ (𝑅(𝑦𝑡)) · 𝑢𝑡 + 𝑐 · 𝐹 ′1(𝑅(𝑦𝑡)) · 𝑢𝑡
Como 𝑓 ∘𝑅 = 𝑅 ∘ 𝑔, obtemos então
𝑢𝑡+1 ≃ 𝑓 ′ (𝑅(𝑦𝑡)) · 𝑢𝑡 + 𝑐 · 𝐹 ′1(𝑅(𝑦𝑡)) · 𝑢𝑡 − 𝑐 ·𝐺′1(𝑅(𝑦𝑡)) ·𝑅′ (𝑔 (𝑦𝑡)) · 𝑢𝑡,
pelo que a linearização da evolução 𝑢𝑡 é dada por
𝑢𝑡+1 =
(︀
𝑓 ′ (𝑅(𝑦𝑡)) + 𝑐 ·
[︀
𝐹 ′1(𝑅(𝑦𝑡)) −𝐺′1(𝑅(𝑦𝑡)) ·𝑅′ (𝑔 (𝑦𝑡))
]︀)︀
· 𝑢𝑡
Tendo em conta que quando os sistemas dinâmicos 𝑅-sincronizam se tem 𝑦(𝑡+1) =
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com 𝑠(𝑡 + 1) = 𝑔(𝑠(𝑡)), então 𝑢(𝑡) = 0 é uma solução exponencialmente estável da
equação anterior, i.e., (𝑥(𝑡),𝑦(𝑡)) = (𝑅 (𝑠(𝑡)),𝑠(𝑡)) é uma solução exponencialmente
estável de (4.3) e o correspondente valor de 𝑐 pertence à sua janela-de-𝑅-sincronização.
Se, em vez disso, 𝜇𝑟𝑠 > 0, então 𝑢(𝑡) = 0 é uma solução instável da equação anterior,
i.e., (𝑥(𝑡),𝑦(𝑡)) = (𝑅 (𝑠(𝑡)),𝑠(𝑡)) é uma solução instável de (4.3) e o correspondente
valor de 𝑐 não pertence à janela-de-𝑅-sincronização. Concluímos, pois, que 𝐽𝑅𝑆 =
{𝑐 ∈ [0,1] : 𝜇𝑟𝑠 < 0}, q.t.p.. 
De seguida, aplicamos a proposição anterior aos acoplamentos que definimos nesta
secção, nomeadamente ao Acoplamento 𝑢2-Comandado, ao Acoplamento 𝑢2-Bidirecional
e ao Acoplamento
√
𝑢-Comandado, considerando acoplamentos em que 𝑓 é a logística,
a tenda, a cúbica ou a serra.
Exemplos de janelas-de-sincronização-generalizada do A𝑢2C
Começamos por considerar que 𝑓 é a aplicação logística e calculamos as iteradas 𝑥(𝑡) e
𝑦(𝑡) que se obtêm utilizando a abordagem numérica descrita na secção 3.1. Na figura
4.10 apresentamos duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐,
sendo notório que a janela-de-𝑢2-sincronização é não-vazia.
Procedendo de forma idêntica para a situação em que 𝑓 é a aplicação tenda, obtemos
os gráficos da figura 4.11, onde é igualmente notório que a janela-de-𝑢2-sincronização é
não-vazia.
Por forma a melhor delimitar a janela-de-𝑢2-sincronização, apresentamos na figura
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Figura 4.10: Duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐 para
o A𝑢2C, sendo 𝑓 a aplicação logística (à direita mostramos a perspetiva perpendicular
ao plano 𝑥𝑦)
Figura 4.11: Duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐 para
o A𝑢2C, sendo 𝑓 a aplicação tenda (à direita mostramos a perspetiva perpendicular ao
plano 𝑥𝑦)
4.12 os gráficos de 𝑦2(𝑡) − 𝑥(𝑡) em função de 𝑐 para o Acoplamento 𝑢2-Comandado
utilizando não só as duas anteriores escolhas de 𝑓 mas também as outras a que temos
recorrido: a serra e a cúbica. É visível que todos os acoplamentos apresentam janelas-
de-𝑢2-sincronização não-vazias.
A aplicação da Proposição 14 ao Acoplamento 𝑢2-Comandado permite calcular ana-
liticamente as janelas-de-𝑢2-sincronização. Com efeito, tendo em conta que 𝑅(𝑢) = 𝑢2,
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Figura 4.12: Gráficos das iteradas 𝑦2(𝑡) − 𝑥(𝑡) em função de 𝑐 para o A𝑢2C da tenda
(em cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e
cúbica (em baixo, à direita)
𝐹1 = −𝑓 e 𝐺1 = 0, obtemos, sendo 𝑠(𝑡 + 1) = 𝑔(𝑠(𝑡)):








𝑓 ′ ∘𝑅− 𝑐 · 𝑓 ′ ∘𝑅
⃒⃒
𝑠(𝑡)












Visto que 𝑔(𝑢) = (𝑅−1 ∘ 𝑓 ∘ 𝑅)(𝑢) =
√︀
𝑓(𝑢2), então tem-se que 𝑠2(𝑡 + 1) = 𝑔2(𝑠(𝑡)) =
𝑓(𝑠2(𝑡)), ou, de forma equivalente, designando 𝑠2 por ̃︀𝑠, tem-se que ̃︀𝑠(𝑡 + 1) = 𝑓 (̃︀𝑠(𝑡)).
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Obtemos, então,








𝑓 ′ − 𝑐𝑓 ′
⃒⃒̃︀𝑠(𝑡) < 0 ⇔ 𝜇0 + ln |1 − 𝑐| < 0 ⇔
⇔ 1 − 𝑒−𝜇0 < 𝑐 < 1 + 𝑒−𝜇0 ⇒
⇒ 𝐽𝑢2𝑆 =
]︀
1 − 𝑒−𝜇0 ,1
]︀
Tendo em conta os valores dos expoentes de Lyapunov das quatro dinâmicas con-
sideradas, nomeadamente 𝜇0 = ln 2 para a logística e para a tenda, 𝜇0 = ln 2.4 para a
serra e 𝜇0 ≃ 0.715 para a cúbica (ver secção 2.3), as janelas-de-𝑢2-sincronização são as
seguintes:
∙ para a tenda e para a logística: 𝐽𝑢2𝑆 = ]0.5,1]
∙ para a serra: 𝐽𝑢2𝑆 = ]0.58(3),1]
∙ para a cúbica: 𝐽𝑢2𝑆 ≃ ]0.511,1]
Estes resultados confirmam os que foram obtidos utilizando a abordagem numé-
rica que deu origem aos gráficos da figura 4.12. Tal facto indica que as soluções 𝑢2-
sincronizadas exponencialmente estáveis destes acoplamentos têm bacias de atração
suficientemente extensas para que uma escolha aleatória de valores iniciais não tenha
mascarado a janela-de-𝑢2-sincronização que obtivemos numericamente.
A expressão obtida para a janela-de-𝑢2-sincronização do Acoplamento 𝑢2-Comandado
pode ser estendida a janela-de-𝑅-sincronização de qualquer outro acoplamento do tipo
(4.3) em que se escolha 𝐹1 = −𝑓 e 𝐺1 = 0. Com efeito, para um tal acoplamento

























e, designando 𝑅 ∘ 𝑠 por ̃︀𝑠, a que corresponde ̃︀𝑠(𝑡 + 1) = 𝑅 (𝑠(𝑡 + 1)) = 𝑅 (𝑔(𝑠(𝑡))) =
𝑓 (𝑅(𝑠(𝑡))) = 𝑓 (̃︀𝑠(𝑡)), obtemos, então,








𝑓 ′ − 𝑐𝑓 ′
⃒⃒̃︀𝑠(𝑡) < 0 ⇔ 𝜇0 + ln |1 − 𝑐| < 0 ⇔
⇔ 1 − 𝑒−𝜇0 < 𝑐 < 1 + 𝑒−𝜇0 ⇒
⇒ 𝐽𝑅𝑆 =
]︀
1 − 𝑒−𝜇0 ,1
]︀
(4.4)
Exemplos de janelas-de-sincronização-generalizada do A𝑢2B
Começamos por considerar que 𝑓 é a aplicação logística e calculamos as iteradas 𝑥(𝑡) e
𝑦(𝑡) que se obtêm utilizando a abordagem numérica descrita na secção 3.1. Na figura
4.13 apresentamos duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐,
sendo notório que a janela-de-𝑢2-sincronização é não-vazia.
Figura 4.13: Duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐 para
o A𝑢2B, sendo 𝑓 a aplicação logística (à direita mostramos a perspetiva perpendicular
ao plano 𝑥𝑦)
Procedendo de forma idêntica para a situação em que 𝑓 é a aplicação tenda, obtemos
os gráficos da figura 4.14, onde é igualmente notório que a janela-de-𝑢2-sincronização é
não-vazia.
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Figura 4.14: Duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐 para
o A𝑢2B, sendo 𝑓 a aplicação tenda (à direita mostramos a perspetiva perpendicular ao
plano 𝑥𝑦)
Por forma a melhor delimitar a janela-de-𝑢2-sincronização, apresentamos na figura
4.15 os gráficos de 𝑦2(𝑡) − 𝑥(𝑡) em função de 𝑐 para o Acoplamento 𝑢2-Bidirecional
utilizando não só as duas anteriores escolhas de 𝑓 mas também as outras a que temos
recorrido: a serra e a cúbica. É visível que todos os acoplamentos apresentam janelas-
de-𝑢2-sincronização não-vazias.
A aplicação da Proposição 14 ao Acoplamento 𝑢2-Bidirecional permite calcular ana-
liticamente as janelas-de-𝑢2-sincronização. Tendo em conta que 𝑅(𝑢) = 𝑢2, 𝐹1 = −𝑓 e
𝐺1 =
√
𝑓 , obtemos, sendo 𝑠(𝑡 + 1) = 𝑔(𝑠(𝑡)) e tendo em conta que 𝑔 = 𝑅−1 ∘ 𝑓 ∘ 𝑅 =
√
𝑓 ∘𝑅:

















































Figura 4.15: Gráficos das iteradas 𝑦2(𝑡) − 𝑥(𝑡) em função de 𝑐 para o A𝑢2B da tenda
(em cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e
cúbica (em baixo, à direita)
Designando, tal como no exemplo do Acoplamento 𝑢2-Comandado, 𝑠2 por ̃︀𝑠, a que
corresponde ̃︀𝑠(𝑡 + 1) = 𝑓 (̃︀𝑠(𝑡)), obtemos, então,








𝑓 ′ − 2𝑐𝑓 ′
⃒⃒̃︀𝑠(𝑡) < 0 ⇔ 𝜇0 + ln |1 − 2𝑐| < 0 ⇔
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Tendo em conta os valores dos expoentes de Lyapunov das quatro dinâmicas con-
sideradas, nomeadamente 𝜇0 = ln 2 para a logística e para a tenda, 𝜇0 = ln 2.4 para a
serra e 𝜇0 ≃ 0.715 para a cúbica (ver secção 2.3), as janelas-de-𝑢2-sincronização são as
seguintes:
∙ para a tenda e para a logística: 𝐽𝑢2𝑆 = ]0.25,0.75[
∙ para a serra: 𝐽𝑢2𝑆 = ]0.291(6),0.708(3)[
∙ para a cúbica: 𝐽𝑢2𝑆 ≃ ]0.2557,0.7443[
Estes resultados confirmam os que foram obtidos utilizando a abordagem numé-
rica que deu origem aos gráficos da figura 4.15. Tal facto indica que as soluções 𝑢2-
sincronizadas exponencialmente estáveis destes acoplamentos têm bacias de atração
suficientemente extensas para que uma escolha aleatória de valores iniciais não tenha
mascarado a janela-de-𝑢2-sincronização que obtivemos numericamente.
A expressão obtida para a janela-de-𝑢2-sincronização do Acoplamento 𝑢2-Bidirecional
pode ser estendida para a janela-de-𝑅-sincronização de qualquer outro acoplamento do
tipo (4.3) em que se escolha 𝐹1 = −𝑓 e 𝐺1 = 𝑅−1 ∘ 𝑓 . Com efeito, para um tal









𝑓 ′ ∘𝑅− 𝑐 · 𝑓 ′ ∘𝑅− 𝑐 ·
(︀
𝑅−1 ∘ 𝑓











𝑓 ′ ∘𝑅− 𝑐 · 𝑓 ′ ∘𝑅− 𝑐 ·
(︂
1
𝑅′ ∘𝑅−1 ∘ 𝑓
∘𝑅
)︂
· 𝑓 ′ ∘𝑅 ·
(︀



























e, designando 𝑅 ∘ 𝑠 por ̃︀𝑠, a que corresponde ̃︀𝑠(𝑡 + 1) = 𝑅 (𝑠(𝑡 + 1)) = 𝑅 (𝑔(𝑠(𝑡))) =
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𝑓 (𝑅(𝑠(𝑡))) = 𝑓 (̃︀𝑠(𝑡)), obtemos, então,








𝑓 ′ − 2𝑐𝑓 ′
⃒⃒̃︀𝑠(𝑡) < 0 ⇔ 𝜇0 + ln |1 − 2𝑐| < 0 ⇔















Exemplos de janelas de sincronização generalizada do A
√
𝑢C
Começamos por considerar que 𝑓 é a aplicação logística e calculamos as iteradas 𝑥(𝑡) e
𝑦(𝑡) que se obtêm utilizando a abordagem numérica descrita na secção 3.1. Na figura
4.16 apresentamos duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐,
sendo notório que a janela-de-
√
𝑢-sincronização é não-vazia.
Figura 4.16: Duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐 para o
A
√
𝑢C, sendo 𝑓 a aplicação logística (à direita mostramos a perspetiva perpendicular
ao plano 𝑥𝑦)
Procedendo de forma idêntica para a situação em que 𝑓 é a aplicação tenda, obtemos




Por forma a melhor delimitar a janela-de-
√
𝑢-sincronização, apresentamos na figura
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Figura 4.17: Duas perspetivas do gráfico das iteradas (𝑥(𝑡),𝑦(𝑡)) em função de 𝑐 para o
A
√
𝑢C, sendo 𝑓 a aplicação tenda (à direita mostramos a perspetiva perpendicular ao
plano 𝑥𝑦)
4.18 os gráficos de 𝑦(𝑡) − 𝑥2(𝑡) em função de 𝑐 para o Acoplamento
√
𝑢-Comandado
utilizando não só as duas anteriores escolhas de 𝑓 mas também as outras a que temos




Visto que o Acoplamento
√
𝑢-Comandado corresponde a escolher-se 𝐹1 = −𝑓 e
𝐺1 = 0, estamos nas condições em que a janela-de-𝑅-sincronização é dada por (4.4), pelo
que as janelas-de-
√
𝑢-sincronização para este acoplamento são exatamente as mesmas
que as do Acoplamento 𝑢2-Comandado, nomeadamente:
∙ para a tenda e para a logística: 𝐽
√
𝑢𝑆 = ]0.5,1]
∙ para a serra: 𝐽
√
𝑢𝑆 = ]0.58(3),1]
∙ para a cúbica: 𝐽
√
𝑢𝑆 ≃ ]0.511,1]
Estes resultados confirmam os que foram obtidos utilizando a abordagem numé-
rica que deu origem aos gráficos da figura 4.18. Tal facto indica que as soluções
√
𝑢-
sincronizadas exponencialmente estáveis destes acoplamentos têm bacias de atração
suficientemente extensas para que uma escolha aleatória de valores iniciais não tenha
mascarado a janela-de-
√
𝑢-sincronização que obtivemos numericamente.
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Figura 4.18: Gráficos das iteradas 𝑦(𝑡) − 𝑥2(𝑡) em função de 𝑐 para o A
√
𝑢C da tenda
(em cima, à esquerda), logística (em baixo, à esquerda), serra (em cima, à direita) e
cúbica (em baixo, à direita)
4.3 Redes
Se um sistema dinâmico interagir não apenas com um outro sistema dinâmico mas
sim com vários, estamos perante uma rede de sistemas dinâmicos. Alargamos, agora,




4.3.1 Sincronização completa de uma rede com interações lineares
Consideramos uma rede de 𝑛 sistemas dinâmicos caóticos idênticos, 𝑥𝑖 (𝑖 = 1,...,𝑛), os
nodos ou elementos da rede, descrita por




[𝐹𝑖𝑗 (𝑥𝑗 (𝑡)) − 𝐹𝑖𝑖 (𝑥𝑖 (𝑡))] , (4.5)
com 𝑖 = 1,...,𝑛, onde 𝐹𝑖𝑗 (𝑥𝑗 (𝑡))−𝐹𝑖𝑖 (𝑥𝑖 (𝑡)) é o termo de interação a que o nodo 𝑥𝑖 fica
sujeito por parte do nodo 𝑥𝑗 . A definição de sincronização completa de um acoplamento
pode estender-se da maneira seguinte a uma tal rede.
Definição 24. Dizemos que a rede (4.5) admite sincronização completa se existir uma
função 𝑠(𝑡) tal que 𝑥𝑖 (𝑡) = 𝑠(𝑡), ∀𝑖=1,...,𝑛, é solução de (4.5).
Vamos analisar o comportamento de uma rede em que os termos de interação de-
pendem de forma linear da aplicação 𝑓 que descreve a dinâmica livre, i.e., uma rede do
tipo




𝑎𝑖𝑗 · [𝑓 (𝑥𝑗 (𝑡)) − 𝑓 (𝑥𝑖 (𝑡))]
ou, de forma equivalente,








𝑎𝑖𝑗 · 𝑓 (𝑥𝑗 (𝑡))
onde 𝑎𝑖𝑗 ∈ [0,1] (𝑖,𝑗 = 1,...,𝑛) são as constantes-força-de-acoplamento. Se 𝑎𝑖𝑗 ̸= 0 ou
𝑎𝑗𝑖 ̸= 0, os nodos 𝑥𝑖 e 𝑥𝑗 dizem-se ligados. É de notar que as iteradas só se mantêm







Definindo −→𝑥 (𝑡) =
[︂




𝑓 (−→𝑥 (𝑡)) =
[︂







𝑎𝑖𝑗 e 𝐴 = [𝑎𝑖𝑗 ], as equações anteriores podem ser escritas como
−→𝑥 (𝑡 + 1) = (𝐼𝑛 + 𝐴) ·
−→
𝑓 (−→𝑥 (𝑡)) (4.6)
e designamos 𝐴 por matriz de acoplamento.





0 = [00...0]𝑇 , temos 𝐴 · −→1 = −→0 = 0 · −→1 . Deste modo, a rede (4.6)
admite sincronização completa. De facto, se 𝑠(𝑡) for uma qualquer função que satisfaça
𝑠(𝑡 + 1) = 𝑓(𝑠(𝑡)), tem-se que −→𝑥 (𝑡) = 𝑠(𝑡) · −→1 é solução de (4.6), pois
(𝐼𝑛 + 𝐴) ·
−→
𝑓 (−→𝑥 (𝑡)) = (𝐼𝑛 + 𝐴) · 𝑓(𝑠(𝑡)) ·
−→
1 = 𝑓(𝑠(𝑡)) · (𝐼𝑛 + 𝐴) ·
−→
1 =
= 𝑠(𝑡 + 1) ·
(︁−→
1 + 𝐴 · −→1
)︁
= 𝑠(𝑡 + 1) · −→1 = −→𝑥 (𝑡 + 1)
No entanto, a solução completamente sincronizada −→𝑥 (𝑡) = 𝑠(𝑡) · −→1 só é exponenci-
almente estável para algumas matrizes de acoplamento.
Definição 25. Dizemos que a rede (4.5) sincroniza completamente se existir uma fun-
ção 𝑠(𝑡) tal que −→𝑥 (𝑡) = 𝑠(𝑡) · −→1 é solução exponencialmente estável de (4.5).
A proposição seguinte, que é uma variante de outras apresentadas, por exemplo, em




Proposição 15. Seja 𝐴 a matriz de acoplamento da rede de sistemas dinâmicos (4.6).
Se 𝐴 for diagonalizável e todos os seus valores próprios 𝜆𝑖 (𝑖 = 2,...,𝑛) associados
a vetores próprios que não sejam o vetor próprio
−→
1 forem tais que |1 + 𝜆𝑖| < 𝑒−𝜇,
sendo 𝜇 o expoente de Lyapunov dos sistemas dinâmicos livres, então a solução com-
pletamente sincronizada −→𝑥 (𝑡) = 𝑠(𝑡) · −→1 , com 𝑠(𝑡) satisfazendo 𝑠 (𝑡 + 1) = 𝑓 (𝑠 (𝑡)), é
exponencialmente estável. Se para algum valor próprio 𝜆𝑖 que não esteja associado ao
vetor próprio
−→
1 se tiver |1 + 𝜆𝑖| > 𝑒−𝜇, então a solução completamente sincronizada
de (4.6) é instável.
Demonstração 15. Considerando que −→𝑥 (𝑡) = 𝑠(𝑡) ·−→1 +−→𝑢 (𝑡), a linearização de (4.6)
em torno de −→𝑥 (𝑡) = 𝑠(𝑡) · −→1 corresponde a
𝑠(𝑡 + 1) · −→1 + −→𝑢 (𝑡 + 1) =




1 + 𝑓 ′ (𝑠(𝑡)) · −→𝑢 (𝑡)
]︁
e, tendo em conta que 𝐴 · −→1 = 0 · −→1 e 𝑠 (𝑡 + 1) = 𝑓 (𝑠 (𝑡)), obtemos
−→𝑢 (𝑡 + 1) = (𝐼𝑛 + 𝐴) · 𝑓 ′ (𝑠(𝑡)) · −→𝑢 (𝑡)
Visto que 𝜆1 = 0 é um dos valores próprios da matriz de acoplamento 𝐴 e que, por hi-
pótese, 𝐴 é diagonalizável, então 𝐴 é semelhante à matriz diagonal 𝐷 = 𝑑𝑖𝑎𝑔(0,𝜆2,𝜆3,...,𝜆𝑛).
Sendo −→𝑣 (𝑡) = 𝑆−1 ·−→𝑢 (𝑡), com 𝑆 tal que 𝐷 = 𝑆−1𝐴𝑆, a equação anterior é equivalente
a
−→𝑣 (𝑡 + 1) = 𝑆−1 · (𝐼𝑛 + 𝐴) · 𝑓 ′ (𝑠(𝑡)) · −→𝑢 (𝑡) ⇔
−→𝑣 (𝑡 + 1) = (𝐼𝑛 + 𝐷) · 𝑓 ′ (𝑠(𝑡)) · −→𝑣 (𝑡) ⇔
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𝑣𝑖 (𝑡 + 1) = (1 + 𝜆𝑖) · 𝑓 ′ (𝑠(𝑡)) · 𝑣𝑖 (𝑡) , 𝑖 = 1,...,𝑛
Tem-se, então,
|𝑣𝑖 (𝑇 )| =
⃒⃒⃒⃒
⃒(1 + 𝜆𝑖)𝑇 ·
𝑇−1∏︁
𝑡=0















⎡⎣|(1 + 𝜆𝑖)| · 𝑒 1𝑇 ln 𝑇−1∏︀𝜏=0|𝑓 ′(𝑠(𝑡))|
⎤⎦𝑇 · |𝑣𝑖 (0)|






ln |𝑓 ′ (𝑠(𝑡))|,
concluímos que, se |1 + 𝜆𝑖| 𝑒𝜇 < 1 ou, de forma equivalente, se |1 + 𝜆𝑖| < 𝑒−𝜇 para
𝑖 = 2,...,𝑛, então a solução nula de 𝑤 (𝑡 + 1) = (1 + 𝜆𝑖) ·𝑓 ′ (𝑠(𝑡)) ·𝑤 (𝑡), para 𝑖 = 2,...,𝑛,
é exponencialmente estável, o que, tendo em conta o Lema 3 de [LiCh03], determina
que a solução completamente sincronizada −→𝑥 (𝑡) = 𝑠(𝑡) · −→1 é exponencialmente estável.
Se existir um 𝑖 ∈ {2,...,𝑛} tal que |1 + 𝜆𝑖| 𝑒𝜇 > 1 ou, de forma equivalente, tal que
|1 + 𝜆𝑖| > 𝑒−𝜇, então a solução completamente sincronizada é instável. 
Na secção anterior verificámos que quando acoplamos de forma unidirecional um
sistema dinâmico a um outro, i.e., quando criamos um acoplamento comandado, aquele
sistema que se mantém livre dita o comportamento do outro, sempre que a constante-
força-de-acoplamento é tal que dá origem a uma sincronização. Este facto, sugere que
analisemos a correspondente situação para uma rede. Queremos concretamente analisar
de que forma ao acoplarmos unilateralmente um novo nodo a uma rede, esse nodo pode
comandar a rede. O estudo desta questão, comummente referida como pinning control,
tem cerca de uma década [WaSu14]. A abordagem que temos seguido neste trabalho,
ao ser aplicada ao estudo de uma rede, permite-nos ganhar, de forma simples, perce-
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ção de algumas conclusões a que o pinning control tem chegado. Na secção seguinte,
consideramos, então, com esse propósito, a situação que designamos por comando-total.
4.3.2 Comando-total
Se à rede (4.6) acrescentarmos um nodo 𝑦, que designamos por ditador (o pinner do pin-
ning control), acoplando-o de forma unilateral a todos os elementos da rede e utilizando
uma mesma constante de acoplamento 𝜖, a que chamamos constante-força-de-comando,
obtemos uma nova rede descrita por
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩




𝑎𝑖𝑗 · [𝑓 (𝑥𝑗 (𝑡)) − 𝑓 (𝑥𝑖 (𝑡))] + 𝜖 · [𝑓 (𝑦(𝑡) − 𝑓 (𝑥𝑖 (𝑡))]
𝑦(𝑡 + 1) = 𝑓 (𝑦 (𝑡))
com 𝑖 = 1,...,𝑛 e 𝜖 ∈ [0,1], ou, de forma equivalente,
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩








𝑎𝑖𝑗 · 𝑓 (𝑥𝑗 (𝑡)) + 𝜖 · 𝑓 (𝑦 (𝑡))
𝑦(𝑡 + 1) = 𝑓 (𝑦 (𝑡))
Definindo −→𝑥0 (𝑡) =
[︂
𝑥1 (𝑡) 𝑥2 (𝑡) ... 𝑥𝑛 (𝑡) 𝑦 (𝑡)
]︂𝑇
e 𝐴0 =






tas equações podem ser escritas como
−→𝑥0 (𝑡 + 1) = (𝐼𝑛+1 + 𝐴0) ·
−→
𝑓 (−→𝑥0 (𝑡)) (4.7)





𝑎𝑖𝑗 < 1, ou seja para valores da constante-força-de-comando pertencentes a
[0,𝜖max], com 𝜖max = 1 − max |𝑎𝑖𝑖|.
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O novo nodo, o ditador, mantém um comportamento livre. A questão que queremos
analisar é a da possibilidade de ele impor o seu comportamento a todos os outros
elementos da rede, i.e., a possibilidade de a rede (4.7) sincronizar completamente. A
proposição seguinte fornece condições para que tal aconteça.
Proposição 16. Sendo (4.6) uma rede com uma matriz de acoplamento 𝐴 diagonali-
zável, se 𝜖 for tal que |𝜖− (1 + 𝜆𝑖)| < 𝑒−𝜇 para todos os valores próprios 𝜆𝑖 de 𝐴, então
o ditador 𝑦 comanda totalmente a rede, i.e., −→𝑥0 (𝑡) = 𝑦(𝑡) ·
−→
1 é uma solução exponen-
cialmente estável de (4.7). Se 𝜖 for tal que |𝜖− (1 + 𝜆𝑖)| > 𝑒−𝜇 para algum dos valores
próprios 𝜆𝑖 de 𝐴, então
−→𝑥0 (𝑡) = 𝑦(𝑡) ·
−→
1 é uma solução instável de (4.7), i.e., o ditador
não comanda a rede de forma total.
Demonstração 16. Visto que os valores próprios de 𝐴0 são 𝜆 = 0 e 𝜆 = 𝜆𝑖 − 𝜖, a
Proposição 15 determina que se 𝜖 for tal que |1 + 𝜆𝑖 − 𝜖| < 𝑒−𝜇 ou, de forma equivalente,
se 𝜖 for tal que |𝜖− (1 + 𝜆𝑖)| < 𝑒−𝜇, então a solução sincronizada −→𝑥0 (𝑡) = 𝑠(𝑡) ·
−→
1 , com
𝑠(𝑡) satisfazendo 𝑠 (𝑡 + 1) = 𝑓 (𝑠 (𝑡)), é exponencialmente estável. Visto que 𝑦 é um
nodo livre, i.e., visto que 𝑦 é descrito por 𝑦 (𝑡 + 1) = 𝑓 (𝑦 (𝑡)), então −→𝑥0 (𝑡) = 𝑦(𝑡) ·
−→
1 é
uma solução exponencialmente estável de (4.7).
A Proposição 15 garante, também, que se 𝜖 for tal que |𝜖− (1 + 𝜆𝑖)| > 𝑒−𝜇 para
algum valor próprio 𝜆𝑖 de 𝐴, então
−→𝑥0 (𝑡) = 𝑦(𝑡) ·
−→
1 é uma solução instável de (4.7).
Introduzimos, então, a definição seguinte.
Definição 26. Designamos por janela-de-comando-total (𝐽𝐶𝑇 ) da rede (4.6) o con-
junto de valores da constante-força-de-comando 𝜖 para os quais a solução completamente
sincronizada −→𝑥0 (𝑡) = 𝑦(𝑡) ·
−→
1 é uma solução exponencialmente estável de (4.7). Se a









𝜖 ∈ [0,𝜖max] : |𝜖− (1 + 𝜆𝑖)| < 𝑒−𝜇
}︀
(4.8)
A proposição seguinte mostra que existem redes para as quais este conjunto é vazio e
que, como tal, não são comandáveis-de-forma-total.
Proposição 17. Se a distância entre dois valores próprios de uma matriz de acopla-
mento 𝐴 diagonalizável for superior a 2𝑒−𝜇, então a rede (4.6) com uma tal matriz de
acoplamento não é comandável-de-forma-total. O mesmo acontece, caso 𝐴 tenha um
valor próprio 𝜆 tal que 𝐼𝑚(𝜆) > 𝑒−𝜇.
Demonstração 17. Sejam 𝜆1e 𝜆2 os dois valores próprios de 𝐴, tais que |𝜆1 − 𝜆2| >
2𝑒−𝜇, e suponhamos, por absurdo, que a rede (4.6) com uma tal matriz de acoplamento 𝐴
é comandável-de-forma-total. A Proposição 16 garante, então, que |𝜖− (1 + 𝜆1)| ≤ 𝑒−𝜇
e que |𝜖− (1 + 𝜆2)| ≤ 𝑒−𝜇. Assim sendo, |𝜆1 − 𝜆2| = |[𝜖− (1 + 𝜆2)] − [𝜖− (1 + 𝜆1)]| ≤
|𝜖− (1 + 𝜆1)|+ |𝜖− (1 + 𝜆1)| ≤ 𝑒−𝜇 + 𝑒−𝜇 = 2𝑒−𝜇, o que contradiz a nossa hipótese.
Concluímos, pois, que se |𝜆1 − 𝜆2| > 2𝑒−𝜇, então a rede (4.6) não é comandável-de-
forma-total.
Se existir um valor próprio 𝜆 tal que 𝐼𝑚(𝜆) > 𝑒−𝜇, então
|𝜖− (1 + 𝜆)| =
√︀
(𝜖− 1 −𝑅𝑒(𝜆))2 + (𝐼𝑚(𝜆))2 > 𝐼𝑚(𝜆) > 𝑒−𝜇,
pelo que a rede (4.6) não é comandável-de-forma-total. 
Existem redes para as quais a janela-de-comando-total pode ser descrita de uma
maneira mais simples do que (4.8), tal como a proposição seguinte dá conta.
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Proposição 18. Seja (4.6) uma rede tal que 𝐴 é diagonalizável com valores próprios
reais. Se max |𝑎𝑖𝑖| < 𝑒−𝜇 e 𝜆𝑛 > −2𝑒−𝜇, sendo 𝜆𝑛 o menor dos valores próprios, então
a rede é comandável-de-forma-total e a sua janela-de-comando-total é, q.t.p.,
𝐽𝐶𝑇 =
]︀
1 − 𝑒−𝜇,1 + 𝜆𝑛 + 𝑒−𝜇
[︀
∩ [0,𝜖max]
Demonstração 18. Visto que 𝐴 é diagonalizável podemos utilizar a Proposição 16.
Se todos os valores próprios de 𝐴 forem reais, então |𝜖− (1 + 𝜆𝑖)| < 𝑒−𝜇, ou, de forma





1 + 𝜆𝑖 − 𝑒−𝜇,1 + 𝜆𝑖 + 𝑒−𝜇
[︀
Sendo 𝜆1 e 𝜆𝑛 o maior e o menor dos valores próprios de 𝐴, respetivamente, então
𝑛⋂︀
𝑖=1
]1 + 𝜆𝑖 − 𝑒−𝜇,1 + 𝜆𝑖 + 𝑒−𝜇[ será não vazia se e só se 1+𝜆𝑛 +𝑒−𝜇 > 1+𝜆1−𝑒−𝜇 ou,
de forma equivalente, se e só se 𝜆𝑛 > 𝜆1 − 2𝑒−𝜇. A janela-de-comando-total reduz-se
então a 𝐽𝐶𝑇 = ]1 + 𝜆1 − 𝑒−𝜇,1 + 𝜆𝑛 + 𝑒−𝜇[ ∩ [0,𝜖max].
Visto que a soma dos elementos de cada linha de 𝐴 é nula e que os seus elementos
não diagonais são não negativos, o Lema 2 de [WuChu95] garante que 𝜆𝑖 ≤ 0. Para




Concluímos, pois, que se 𝜆𝑛 > −2𝑒−𝜇, então
𝑛⋂︀
𝑖=1
]1 + 𝜆𝑖 − 𝑒−𝜇,1 + 𝜆𝑖 + 𝑒−𝜇[ é não-




]1 + 𝜆𝑖 − 𝑒−𝜇,1 + 𝜆𝑖 + 𝑒−𝜇[ é não-vazio, pelo que a rede (4.6) é
comandável-de-forma-total e 𝐽𝐶𝑇 = ]1 − 𝑒−𝜇,1 + 𝜆𝑛 + 𝑒−𝜇[ ∩ [0,𝜖max], q.t.p.. 
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Uma rede que satisfaça as hipóteses desta proposição, não só é comandável-de-
forma-total, como o menor valor da sua janela-de-comando-total, i.e., o menor valor
da constante-de-comando que permite comandar a rede de forma total é 𝜖 = 1 − 𝑒−𝜇.
É de notar que este valor depende apenas da dinâmica dos elementos da rede, sendo
independente da estrutura da rede, i.e., sendo independente da matriz de acoplamento
𝐴.
Visto que uma matriz simétrica é diagonalizável e que todos os seus valores próprios
são reais, a proposição anterior é aplicável a redes (4.6) simétricas, i.e., a redes (4.6) com
uma matriz de acoplamento simétrica. Consideramos de seguida dois exemplos de ma-
trizes de acoplamento simétricas. Escolhemo-los de modo a tentarmos perceber de que
forma o facto de uma rede ser mais ou menos ligada contribui para a sua vulnerabilidade
ou resistência a um comando total. Consideramos, então, as situações extremas no que
a isso diz respeito, nomeadamente consideramos uma rede completamente desligada e
uma rede completamente ligada.
Proposição 19. Uma rede completamente desligada, i.e., uma rede (4.6) com uma






Demonstração 19. Os valores próprios de uma matriz nula são todos nulos, pelo
que a Proposição 18 garante que a rede é comandável-de-forma-total. Com efeito,
𝜆𝑛 = 0 > −2𝑒−𝜇 e max |𝑎𝑖𝑖| = 0 < 𝑒−𝜇, sendo a janela-de-comando-total 𝐽𝐶𝑇 =
]1 − 𝑒−𝜇,1 + 𝑒−𝜇[ ∩ [0,𝜖max] = ]1 − 𝑒−𝜇,1 + 𝑒−𝜇[ ∩ [0,1] = ]1 − 𝑒−𝜇,1], q.t.p.. 
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Proposição 20. Seja uma rede completamente ligada, i.e., uma rede (4.6) com uma
matriz de acoplamento
𝐴 = 𝑐 ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−(𝑛− 1) 1 1 ... 1
1 −(𝑛− 1) 1 ... 1
1 1 −(𝑛− 1) ... 1
... ... ... ... ...
1 1 1 ... −(𝑛− 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
onde 𝑐 é a constante-força-de-acoplamento-global. Se (𝑛 − 1)𝑐 < 𝑒−𝜇, então a rede é
comandável-de-forma-total e a sua janela-de-comando-total é, q.t.p.,
𝐽𝐶𝑇 =
]︀
1 − 𝑒−𝜇,1 − (𝑛− 1)𝑐
]︀





, se substituirmos a primeira linha
(𝐿1) da matriz
1
𝑐𝐴− 𝜆𝐼𝑛 pela soma de todas as linhas (
𝑛∑︀
𝑖=1
𝐿𝑖), e todas as outras linhas












−(𝑛− 1) − 𝜆 1 1 ... 1
1 −(𝑛− 1) − 𝜆 1 ... 1
1 1 −(𝑛− 1) − 𝜆 ... 1
... ... ... ... ...







−𝜆 −𝜆 −𝜆 ... −𝜆
0 −𝑛− 𝜆 0 ... 0
0 0 −𝑛− 𝜆 ... 0
... ... ... ... ...
0 0 0 ... −𝑛− 𝜆
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
= −𝜆 · (−𝑛− 𝜆)𝑛−1
i.e., 𝜆 = 0 e 𝜆 = −𝑛 são os valores próprios de 1𝑐𝐴 com multiplicidades algébricas 1
e 𝑛 − 1, respetivamente. Então, os valores próprios de 𝐴 são 𝜆 = 0 e 𝜆 = −𝑛𝑐, pelo
que ]1 − 𝑒−𝜇,1 + 𝜆𝑛 + 𝑒−𝜇[ = ]1 − 𝑒−𝜇,1 − 𝑛𝑐 + 𝑒−𝜇[, que é um conjunto não-vazio, se
𝑛𝑐 < 2𝑒−𝜇, ou, de forma equivalente, se 𝑛𝑐2 < 𝑒
−𝜇.
Temos, também, max |𝑎𝑖𝑖| = (𝑛 − 1)𝑐, pelo que max |𝑎𝑖𝑖| < 𝑒−𝜇 ⇔ (𝑛 − 1)𝑐 < 𝑒−𝜇.
Como, para 𝑛 ≥ 2, se tem que 𝑛2 ≤ 𝑛−1, então
𝑛𝑐
2 < 𝑒
−𝜇∧(𝑛−1)𝑐 < 𝑒−𝜇 ⇔ (𝑛−1)𝑐 <
𝑒−𝜇, e a Proposição 18 garante que, se (𝑛−1)𝑐 < 𝑒−𝜇, então a rede completamente ligada
é comandável-de-forma-total. Sendo (𝑛−1)𝑐 < 𝑒−𝜇, ou, de forma equivalente, 𝑐 < 𝑒−𝜇𝑛−1 ,
temos que 1−𝑛𝑐+𝑒−𝜇 > 1−𝑛𝑐+𝑐, ou, de forma equivalente, 1−𝑛𝑐+𝑒−𝜇 > 1−(𝑛−1)𝑐,
pelo que a janela-de-comando-total é 𝐽𝐶𝑇 = ]1 − 𝑒−𝜇,1 − 𝑛𝑐 + 𝑒−𝜇[∩ [0,1 − (𝑛− 1)𝑐] =
]1 − 𝑒−𝜇,1 − (𝑛− 1)𝑐], q.t.p.. 
Verificamos, pois, que enquanto uma rede completamente desligada é sempre comandável-
de-forma-total, uma rede completamente ligada é tanto mais resistente ao comando-
total quanto maior for a rede (quanto maior for 𝑛) e quanto mais fortes forem as
ligações entre os elementos da rede (quanto maior for 𝑐). Estas conclusões indiciam al-
guns dos resultados importantes a que o estudo do pinning control tem chegado, como
seja o facto de que quando controlamos apenas alguns nodos de uma rede, o controlo
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total da rede é mais facilmente conseguido controlando os nodos mais ligados do que
controlando nodos escolhidos aleatoriamente [WaChen02a], [WaSu14].
Com o propósito de exemplificarmos numericamente alguns dos resultados obtidos,
utilizamos redes de quatro elementos, supondo que a dinâmica livre dos nodos é des-
crita pela logística, e analisamos a possibilidade do seu comando-total. Consideramos
redes dos dois tipos que acabámos de analisar, nomeadamente uma rede completa-
mente desligada e duas redes completamente ligadas com diferentes constantes-força-
de-acoplamento-global, 𝑐 = 0.1 e 𝑐 = 0.2. Representando cada elemento da rede por um
vértice e ligando com uma aresta os vértices correspondentes aos sistemas dinâmicos en-
tre os quais há interação, estas redes podem ser esquematizadas pelos grafos das figuras
4.19 e 4.20. Nestas figuras, apresentamos também, à direita de cada grafo, o gráfico
Figura 4.19: Grafo de uma rede completamente desligada (à esquerda) e corresponden-
tes iteradas 𝐷(𝑡) em função de 𝜖 (à direita).
das iteradas 𝐷(𝑡) = 14 · (|𝑥1(𝑡) − 𝑦(𝑡)| + |𝑥2(𝑡) − 𝑦(𝑡)| + |𝑥3(𝑡) − 𝑦(𝑡)| + |𝑥4(𝑡) − 𝑦(𝑡)|)
que se obtêm utilizando o procedimento numérico que temos seguido. Uma rede ser
comandada-de-forma-total pelo ditador corresponde a 𝐷(𝑡) ≃ 0, para valores de 𝑡 sufici-
entemente elevados, pelo que tais gráficos permitem visualizar as janelas-de-comando-
121
4.3. Redes
Figura 4.20: Grafos de duas redes completamente ligadas (à esquerda) e correspondentes
iteradas 𝐷(𝑡) em função de 𝜖 (à direita).
total que se obtêm numericamente. Os gráficos mostram, pois, que, dos três casos
considerados, a rede completamente ligada com constante-força-de-acoplamento global
𝑐 = 0.2 é a única que não é comandável-de-forma-total. Este resultado é confirmado
pelas proposições 19 e 20, visto que 𝜇 = ln 2 e 𝑛 = 4, pelo que para 𝑐 = 0.2 temos
(𝑛−1)𝑐 = 0.6 > 0.5 = 𝑒−𝜇, enquanto que para 𝑐 = 0.1 temos (𝑛−1)𝑐 = 0.3 < 0.5 = 𝑒−𝜇.
Essas proposições confirmam também as janelas-de-comando-total obtidas numerica-
mente já que o menor valor das que são não-vazias é 1 − 𝑒−𝜇 = 0.5.
Consideramos, agora, duas outras redes de quatro elementos, correspondentes a uma
situação intermédia entre uma rede completamente ligada e uma rede completamente
122
Capítulo 4. Sincronização
desligada, no que diz respeito às ligações estabelecidas entre nodos. Consideramos duas
redes com três ligações cada, mas dispostas de maneiras diferentes, nomeadamente, uma
rede em linha, correspondente à matriz de acoplamento
𝐴1 = 0.2 ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1 0 0
1 −2 1 0
0 1 −2 1
0 0 1 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
e uma rede em estrela, como a que é utilizada em [LiCh03], correspondente à matriz de
acoplamento
𝐴2 = 0.2 ·
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−3 1 1 1
1 −1 0 0
1 0 −1 0
1 0 0 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Na figura 4.21, à esquerda, apresentamos os grafos que lhes estão associados, apresen-
tando à direita os correspondentes gráficos das iteradas 𝐷(𝑡).
A Proposição 18 confirma os resultados que os gráficos mostram em relação às
janelas-de-comando-total. Com efeito, os valores próprios de 𝐴1 são 𝜆1 = 0, 𝜆2 =
(−2 +
√
2) · 0.2 ≃ −0.117, 𝜆3 = −2 · 0.2 = −0.4, 𝜆4 = (−2 −
√
2) · 0.2 ≃ −0.683, pelo
que a correspondente rede (4.6) é comandável-de-forma-total, já que 𝜆4 = −0.683 >
−1 = −2𝑒−𝜇 e max |𝑎𝑖𝑖| = 0.4 < 0.5 = 𝑒−𝜇. Já a rede (4.6) com matriz de acoplamento
𝐴2 não é controlável-de-forma-total, visto que, apesar de 𝜆4 = −0.8 > −1 = −2𝑒−𝜇 (os
valores próprios de 𝐴2 são 𝜆1 = 0, 𝜆2 = 𝜆3 = −1 · 0.2 = −0.2, 𝜆4 = −4 · 0.2 = −0.8),
temos max |𝑎𝑖𝑖| = 0.6 > 0.5 = 𝑒−𝜇.
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Figura 4.21: Grafos das redes com matrizes de acoplamento 𝐴1 e 𝐴2 (à esquerda, em
cima e em baixo, respetivamente) e correspondentes iteradas 𝐷(𝑡) em função de 𝜖 (à
direita).
Estes dois exemplos mostram como uma rede com um certo número de nodos e de
ligações pode deixar de ser comandável-de-forma-total, se dispusermos as ligações de
uma outra maneira, neste caso concentrando-as em torno de um dos nodos.
Em todos os exemplos considerados verificamos que, para a delimitação das janelas
obtidas, as limitações decorrentes de 𝜖max acabam por sobrepor-se às limitações que os
valores próprios da matriz de acoplamento determinam. Antes de concluirmos, será,
pois, interessante analisarmos uma variante do tipo de rede considerada, em que fiquem
arredadas as limitações decorrentes de 𝜖max, para que as que decorrem dos valores
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próprios da matriz de acoplamento possam manifestar-se. Consideramos, então, redes
comandadas descritas igualmente por (4.7) mas em que não impomos limitações nem
a 𝜖 nem aos 𝑎𝑖𝑗 (com 𝑖 ̸= 𝑗), i.e., permitimos que a constante-força-de-comando bem
como os elementos não diagonais da matriz de acoplamento assumam quaisquer valores
em [0,1]. Assim sendo, algumas das iteradas podem sair do intervalo de iteração, pelo
que a descrição da rede só está completa definindo de que modo essas iteradas são
repostas no intervalo de iteração. No entanto, a forma como isso acontece é indiferente
para a delimitação da janela-de-comando-total já que numa situação de sincronização
completa os termos de interação anulam-se e quer 𝜖 quer os 𝑎𝑖𝑗 deixam de interferir na
evolução do comportamento da rede. É, pois, indiferente o prolongamento de 𝑓 a R que
consideramos. Optámos por proceder do seguinte modo: de cada vez que uma iterada
𝑥𝑖(𝑡) assume um valor que não pertence ao intervalo de iteração [0,1], substituímo-lo por
um valor escolhido aleatoriamente neste intervalo. Atuando desta forma, e repetindo
o procedimento numérico que nos levou aos gráficos das iteradas 𝐷(𝑡) das figuras 4.20
e 4.21, obtivemos os gráficos que apresentamos na figura 4.22. Não fizemos o mesmo
para a rede correspondente à figura 4.19 pois para uma rede completamente desligada
não existem limitações decorrentes de 𝜖max e as iteradas nunca saem do intervalo de
iteração.
As janelas-de-comando-total que a figura 4.22 permite identificar são confirmadas
pelo cálculo analítico que a adaptação da Proposição 18 ao novo tipo de rede fornece e
que enunciamos de seguida.
Proposição 21. Seja (4.6) uma rede tal que 𝐴 é diagonalizável com valores próprios
reais, e em que é feita reposição aleatória no intervalo de iteração [0,1] das iteradas
que dele saem. Se 𝜆𝑛 > −2𝑒−𝜇, sendo 𝜆𝑛 o menor dos valores próprios, então a rede é
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Figura 4.22: Gráficos das iteradas 𝐷(𝑡) em função de 𝜖 para redes de quatro elementos
completamente ligadas com 𝑐 = 0.2 (em cima, à esquerda) e 𝑐 = 0.1 (em cima, à
direita), e em linha com 𝑐 = 0.2 (em baixo, à esquerda) e em estrela com 𝑐 = 0.2 (em
baixo, à direita)
comandável-de-forma-total e a sua janela-de-comando-total é, q.t.p.,
𝐽𝐶𝑇 =
]︀
1 − 𝑒−𝜇,1 + 𝜆𝑛 + 𝑒−𝜇
[︀
∩ [0,1]
Demonstração 21. Pelas razões já expostas, esta demonstração resume-se à da Pro-
posição 18, omitindo a parte final que diz respeito às limitações que decorrem de 𝜖max.




Para redes completamente ligadas, obtemos então a proposição seguinte.
Proposição 22. Seja uma rede completamente ligada com constante-força-de-acoplamento-
global 𝑐 e em que é feita reposição aleatória no intervalo de iteração [0,1] das iteradas




1 − 𝑒−𝜇,1 − 𝑛𝑐 + 𝑒−𝜇
[︀
∩ [0,1]
Demonstração 22. Visto que 𝜆𝑛 = −𝑛𝑐, tal como obtivemos na demonstração da
Proposição 20, então a Proposição 21 fornece o presente resultado. 
Verificamos que continua a ser válida a conclusão de que uma rede completamente
ligada é tanto mais resistente ao comando-total quanto maior for a rede (quanto maior
for 𝑛) e quanto mais fortes forem as ligações entre os elementos da rede (quanto maior
for 𝑐).
A aplicação da Proposição 22 às redes correspondentes aos grafos da figura 4.20,
garante que ambas são comandáveis-de-forma-total, visto que, sendo 𝑛 = 4, uma rede
completamente ligada de sistemas dinâmicos com dinâmicas livres descritas pela logís-
tica (a que corresponde 𝜇 = ln 2) é comandável-de-forma-total para 𝑐 < 2𝑒
− ln 2
4 = 0.25.
A figura 4.22, ao exibir janelas-de-comando-total não-vazias para estas redes, ilustra
que assim é. Para além disso, a Proposição 22 confirma essas janelas, já que, para
𝑐 = 0.2, fornece 𝐽𝐶𝑇 = ]1 − 0.5,1 − 4 · 0.2 + 0.5[ ∩ [0,1] = ]0.5,0.7[ e, para 𝑐 = 0.1,
𝐽𝐶𝑇 = ]1 − 0.5,1 − 4 · 0.1 + 0.5[ ∩ [0,1] = ]0.5,1].
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Para a rede em linha, correspondente ao grafo da figura 4.21, em cima, visto que
𝜆4 = (−2 −
√
2) · 0.2 ≃ −0.683, a Proposição 21 garante que a rede é comandável-de-
forma-total, pois 𝜆4 ≃ −0.683 > −2𝑒− ln 2 = −1, correspondendo-lhe uma janela-de-
comando-total 𝐽𝐶𝑇 = ]1 − 0.5,1 − 0.683 + 0.5[ ∩ [0,1] = ]0.5,0.817[, o que confirma o
resultado obtido numericamente no correspondente gráfico da figura 4.22.
Para a rede em estrela, correspondente ao grafo da figura 4.21, em baixo, visto que
𝜆4 = −4 · 0.2 = −0.8, a Proposição 21 garante que a rede é comandável-de-forma-total,
pois 𝜆4 = −0.8 > −2𝑒− ln 2 = −1, correspondendo-lhe uma janela-de-comando-total
𝐽𝐶𝑇 = ]1 − 0.5,1 − 0.8 + 0.5[ ∩ [0,1] = ]0.5,0.7[, o que confirma o resultado obtido
numericamente no correspondente gráfico da figura 4.22.
Se aumentarmos, em ambas estas duas últimas redes, a constante-força-de-acoplamento-
global para 𝑐 = 0.25, a rede em linha mantém-se comandável-de-forma-total, pois
𝜆4 = (−2 −
√
2) · 0.25 ≃ −0.854 > −2𝑒− ln 2 = −1, correspondendo-lhe uma janela-
de-comando-total 𝐽𝐶𝑇 = ]1 − 0.5,1 − 0.854 + 0.5[ ∩ [0,1] = ]0.5,0.646[, mas a rede em
estrela deixa de o ser pois passa a ser falso que 𝜆4 = −4 · 0.25 = −1 > −2𝑒− ln 2 = −1
Estes resultados confirmam aqueles que se obtêm numericamente utilizando a aborda-
Figura 4.23: Gráficos das iteradas 𝐷(𝑡) em função de 𝜖 para redes de quatro elementos
com 𝑐 = 0.25 em linha (à esquerda) e em estrela (à direita)
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gem que temos seguido e que fornece os gráficos da figura 4.23, onde é visível que apesar
da janela-de-comando-total da rede em linha estreitar, a rede mantém-se comandável-
de-forma total, o que não acontece com a rede em estrela, em que a janela-de-comando-
total passa a ser vazia. Ilustramos, assim, também para este tipo de rede em que não
existem as anteriores limitações impostas a 𝜖 e a 𝑎𝑖𝑗 , que uma rede com um certo número
de nodos e de ligações pode deixar de ser comandável-de-forma-total, se dispusermos as






Tudo o que é sujeito a uma interação ressente-se disso. Tal teria de acontecer tam-
bém, obviamente, com os sistemas dinâmicos caóticos. Confirmámos que assim é,
analisando a forma como um sistema dinâmico caótico reage quando o acoplamos a
outro (ou outros). Prestámos especial atenção a dois aspetos: a possibilidade de o
seu comportamento caótico ser destruído e a possibilidade de surgimento de sincro-
nização. Relativamente a ambos estes aspetos, pudemos concluir que, tão ou mais
importante do que a dinâmica do sistema livre, é o tipo de acoplamento a que fica su-
jeito. Pudemos constatar que assim é, analisando vários tipos de acoplamentos e várias
dinâmicas livres. Para todos os casos foi feita a análise do acoplamento em função da
constante-força-de-acoplamento, dando origem a que definíssemos janelas de comporta-
mento correspondentes àqueles valores da constante-força-de-acoplamento para os quais
se manifesta o correspondente comportamento.
Relativamente à destruição do comportamento caótico, analisámos como ela pode
resultar de uma situação de ponto fixo ou de uma situação periódica de período-2,
sincronizada desfasada. Ambas estas situações podem ocorrer num Acoplamento Li-
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near Simétrico, deixando a segunda de ser possível quando consideramos Acoplamentos
Lineares de sistemas não idênticos. Vimos, aliás, que a existência de uma janela-de-
período-2-sincronizada-desfasada não vazia é bastante mais restritiva do que a de uma
janela-de-ponto-fixo. Caracterizámos, então, um tipo de acoplamentos que pode dar
origem a janelas-de-período-2-sincronizadas-desfasadas, nomeadamente acoplamentos
simétricos entre sistemas idênticos. Concretizámo-lo através da criação do Acoplamento
Simétrico Passado e pudemos confirmar o aparecimento de tais janelas.
O interesse em localizar janelas-de-ponto-fixo levou-nos a reconhecer a importância
que um valor reduzido do módulo da derivada da aplicação que descreve a dinâmica
livre tem na criação de pontos fixos exponencialmente estáveis. Com efeito, verificámos
que se o comportamento caótico de um acoplamento "sossega" em ponto fixo, um
dos sistemas dinâmicos assume um valor a que corresponde um módulo reduzido da
derivada da aplicação que descreve a sua dinâmica livre. Na sequência disso, obtivemos
uma estratégia para tentar localizar janelas-de-ponto-fixo não vazias. Aplicámo-la com
sucesso a vários Acoplamentos Lineares, quer entre sistemas dinâmicos idênticos, quer
entre sistemas dinâmicos não idênticos.
Pudemos, pois, verificar que a interação de dois sistemas dinâmicos com compor-
tamento caótico pode "sossegá-los", i.e., pode destruir o comportamento caótico de
ambos, e obtivemos formas de identificar como atuar para que tal aconteça, através
da criação de determinado tipo de acoplamento, com determinado valor da constante-
força-de-acoplamento.
Relativamente à sincronização, definimos 𝑅-sincronização, a propósito da sincro-
nização generalizada, e reconhecemos como a sincronização completa e a sincroniza-
ção desfasada são casos particulares de 𝑅-sincronização. Obtivemos condições que
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garantem que um qualquer destes tipos de sincronizações possa ocorrer, o que nos
levou a definir vários outros tipos de acoplamento: Acoplamento Comandado pelo
Passado, Acoplamento Comandado pelo Futuro, Acoplamento Comandado pelo Pós-
Futuro, Acoplamento Bidirecional Desfasado, Acoplamento 𝑢2-Comandado, Acopla-
mento 𝑢2-Bidirecional, Acoplamento
√
𝑢-Comandado. Criámos assim acoplamentos
que reproduzem comportamentos desejados, nomeadamente que são capazes de sincro-
nizar de uma determinada maneira que escolhamos. Obtivemos também as janelas-de-
sincronização correspondentes, tendo-as exemplificado numericamente através da con-
cretização dos vários acoplamentos para várias dinâmicas livres.
Ao estendermos o estudo da sincronização completa a uma rede de sistemas dinâmi-
cos com interações lineares, os resultados dos acoplamentos comandados sugeriram-nos
que analisássemos a possibilidade de que um ditador - assim designámos um novo nodo
com interação unidirecional - comandasse a rede de forma total. Concluímos, então,
que algumas redes são comandáveis-de-forma-total por um ditador, estando a possibi-
lidade de comando-total dependente da estrutura da rede, nomeadamente dos valores
próprios da matriz de acoplamento, e da dinâmica dos seus nodos, nomeadamente do
seu expoente de Lyapunov. Ganhámos, também, de forma simples, perceção de algu-
mas conclusões a que o estudo do pinning control tem chegado, reconhecendo, entre
outros resultados, que uma rede completamente ligada resiste melhor a um comando
total quanto mais extensa e mais ligada for, e que numa rede simétrica, comandável-de-
forma-total o "esforço mínimo" para que o comando total se estabeleça (i.e., o menor
valor da constante-força-de-comando) é independente da estrutura da rede, dependendo
apenas da dinâmica livre de cada um dos sistemas dinâmicos que formam a rede.
O estudo feito não só deixa em aberto vários caminhos a seguir (criação de outros
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tipos de acoplamentos que satisfaçam as condições obtidas para o surgimento de de-
terminado tipo de comportamento, criação de outros tipos acoplamentos ou dinâmicas
que resistam a esses comportamentos, criação de outros tipos de comando de rede,
adaptação dos resultados a outros tipos de sistemas dinâmicos, etc.) como fornece re-
sultados que permitem aplicações úteis aos mais diversos domínios em que a existência
de sistemas dinâmicos se manifesta.
Não queremos, aliás, terminar sem salientar que a abordagem que seguimos permite-
nos obter um resultado no mínimo curioso (ou talvez não): a mudança de comporta-
mento que vai acontecendo num Acoplamento Linear Simétrico quando a constante-
força-de-acoplamento aumenta parece reproduzir a mudança de comportamento afe-
tivo e/ou social que muitas vezes se estabelece entre duas pessoas à medida que a
ligação entre elas se fortalece: uma ligação fraca (i.e., valores da constante-força-de-
acoplamento reduzidos) pode dar origem a uma alternância de papéis ("ora-agora-
dominas-tu-ora-agora-domino-eu", correspondente à janela-de-período-2-sincronizada-
desfasada), uma ligação mediana (i.e., valores da constante-força-de-acoplamento perto
de 𝑐 = 0.5) cria uma sincronia de comportamento ("imitação comportamental", corres-
pondente à janela-de-sincronização), uma ligação forte (i.e., valores da constante-força-
de-acoplamento elevados) pode redundar numa pacificação de papéis ("dominador-
dominado", correspondente à janela-de-ponto-fixo). Também relativamente ao com-
portamento de uma rede e sua possibilidade de comando total os resultados obtidos
parecem reproduzir padrões reconhecíveis do comportamento humano. É, pois, grande
a motivação para que este nosso estudo seja aplicado à psicologia, no âmbito da aná-
lise comportamental de relacionamentos a dois ou de grupo. A sua aplicação a outros
domínios afigura-se como sendo igualmente útil, pois, apesar de o surgimento dos "pa-
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drões comportamentais" poder ser menos notório noutros domínios, a aplicação que a
eles podemos fazer do nosso estudo permitirá com certeza evidenciar esses "padrões
comportamentais".
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