ABSTRACT Image recommendation is an essential component of the modern online image sharing applications (e.g., Flickr), aiming to provide users with interesting images for further exploration. However, most existing approaches tend to treat the image in question as a single object, ignoring the important semantics of the sub-objects within the image. The loss of these semantic objects may lead to the misunderstanding of the user preference toward an image. In this paper, we propose a novel pairwise preference model, called Visual Semantic Model (VSM), to address this issue for a better recommendation. Specifically, we model the image representation by combining the feature embeddings of the fine-grained image objects, the weights of which may be distinct for different users. Then, we enhance the user modeling by taking into account the interacted images along with their relative importance. Two attention networks on both object and image levels are adapted to compute the weights of objects and images, respectively. The experimental results on the Flickr dataset show that our VSM model achieves significant improvements (around 9.18% on average in terms of Precision@5) over the state-of-the-art approaches in terms of the recommendation accuracy.
I. INTRODUCTION
With the rise of online photo sharing sites (e.g. Flickr 1 , Instagram) 2 , image recommendation has become a research hot spot and an essential component to provide users with interesting images for further exploration, given the fact that the amount of internet images has been exponentially exploding in recent years. For example, the total amount of shared images in Instagram has reached over thirty-four billion in 2017 3 and still keeps highly increasing every year. This problem is also well recognized as information overload. Hence, image-based recommendation has attracted a lot of attention in the field of recommender systems, where an image is semantically represented by a distributed feature vector. In this paper, we define the processing of transforming an image to its feature vector representation as the task of visual semantic embedding, or VSE for short. In fact, VSE is an essential problem for many image-based machine learning tasks, not only in recommendation systems [7] , [12] , but
The associate editor coordinating the review of this manuscript and approving it for publication was Shuihua Wang. 1 https://www.flickr.com 2 https://www.instagram.com 3 https://www.statisticbrain.com/instagram-company-statistics/ also in other tasks such as image classification [15] , [22] and image captioning [27] , [30] . In recent years, deep neural networks are getting popular due to its strong capability of extracting semantic features from raw input, such as image pixels or textual information. Promising performance is obtained in the fields of computer vision and natural language processing. Typical structures include convolutional neural network (CNN) and recurrent neural network (RNN). For image representation, CNN is a power network to extract semantic features by the operations of convolution and pooling. A number of well-known CNN networks have been proposed, such as AlexNet [15] , LeNet [16] and ResNet [6] . However, they generally treat an input image as a single object, i.e., ignoring the smaller sub-objects within the image. In this paper, we argue that image semantics can be better learned with the involvement of all the objects in an image. In the task of image recommendation, user preference cannot be well studied and could be even misunderstood. For example, a user may favor an image because of an interesting image object (e.g., cat, dog) rather than the background color or other objects (e.g., strangers). Although some recent works [12] realize the importance of different parts of an image, they simply and equally separate the image into many same-sized segments. Such a trivial segmentation may split an image object into many different parts, whose semantic meanings are thus hard to preserve. In contrast, we suggest to first recognize the semantic image objects, and then the image can be better represented.
In this paper, we propose a Visual Semantic Model (called VSM) for image recommendation with the introduction of semantic objects in an image. Specifically, we first split an image into a number of image objects, the features of which can be extracted by a CNN network. Then, the image can be better represented by summarizing the semantic features of all image objects, with the weights learned from an object-level attention network. In a meanwhile, we contend that user preference can be enhanced by additionally considering the features of rated items, with the weights learned from an image-level attention network. To the authors' best knowledge, our work is the first model to take into account semantic image objects for image recommendation. Finally, we conduct extensive experiments on three versions (differs in user size) of a real-world dataset (OpenImages). 4 The experimental results demonstrate the superiority of our VSM model in comparison with other well-performing recommendation models in terms of recommendation accuracy.
Our main contributions are summarized as follows.
• We propose a novel Visual Semantic Model (VSM) for image recommendation, where an image is represented by the weighted average of features of semantic objects. It is the first work to involve semantic objects for the task of image recommendation.
• We better model user preference by additionally summarizing the feature vectors of items the user rated before. Two attention networks on object-and image-level are devised to learn the importance weights of semantic objects and rated images.
• We conduct extensive experiments on a real-world dataset to reveal the effectiveness of our VSM model, by comparing with other state-of-the-start recommendation models. The results confirm the value of fine-grained semantic objects for image recommendation.
II. RELATED WORK
The relevant research of our VSM model includes the visual semantic embedding (for images) and personalized image recommendation (for users).
A. VISUAL SEMANTIC EMBEDDING
The task of visual semantic embedding (VSE) aims to close the gap between low-level features and high-level semantics by representing an image as a distributed vector of semantic features. Recently, deep learning approaches for image modeling [20] , [21] , [28] have achieved great success in content-centric tasks, such as object detection, image classification. Besides, the features of images extracted from one 4 http://storage.googleapis.com/openimages/web/download.html task can be also used in another task, which is often known as transfer learning. That is, the output of the last hidden layer can naturally be used as image representation. For example, Krizhevsky et al. [15] adopt the 7th fully connected layer as the representation of images to resolve the task of image classification. However, for the user-centric tasks, such as image retrieval and recommendation, it is ineffective to merely treat an image as a single object, without the consideration of user factors or deep understanding of semantic (image) features.
In this paper, we suggest to further explore the value of semantic image objects.
To be specific, a number of fine-grained image representation approaches have been proposed, which can be roughly divided into two types: region-based and object-based methods. The basic assumption of region-based methods is that people tend to observe selectively part of an image instead of a whole one. Chen et al. [12] focus on representing an image by combining its attentive regions. The basic idea of object-based methods is that an image contains some high-level semantic objects, which can better reflect user preference towards the image. Xiao et al. [29] demonstrate that object-based image representation is superior to region-based image representation in the task of image classification. In this paper, we follow the line of object-based approaches to obtain visual semantic embedding for image recommendation.
B. PERSONALIZED IMAGE RECOMMENDATION
To effectively select out images that suit user's preference from a huge volume of candidates, many methods have been proposed [7] , [12] , [25] . These works can be further classified into two categories, namely image-unaware and image-aware recommendation models.
The first type of recommendation models solely focus on user modeling, but do not take images' visual features into consideration. For example, Rendle et al. [25] propose a pairwise learning algorithm with implicit feedback, which is merely based on user-item interactions and no image information is adopted. Recently, social data has been exploding due to the boom of social network. Hence, some methods are proposed to leverage user (social) profiles as well as behavior patterns in order to improve the performance of recommendations [4] , [10] , [11] , [19] . For example, Jing et al. [11] propose a probabilistic matrix factorization model that combines the ratings of local community users for recommending Flickr photos. However, image information is not used to better model the feature representation, limiting the application of the proposed approaches.
On the contrast, the second type of recommendation models make image recommendation by integrating user modeling and image representations [7] , [12] , [17] . In these works, how to represent image discriminatively and revealingly has become one of the major concerns for accuracy image recommendations. For example, He and McAuley [7] build a model to utilize a (pre-trained) deep neural network, which helps extract visual semantic embedding from images' raw VOLUME 7, 2019 pixel matrices. However, the drawback is that an image is treated solely as a whole and single object in this method. To utilize image visual features in a more fine-grained level, Chen et al. [12] introduce a multimedia recommendation model together with an attention mechanism, which take the segments of images along with relative importance into consideration. Note that in this method, an image is simply split into same-sized regions with no consideration of semantic objects. We believe that such loss of semantic objects may lead to misunderstanding of user preference towards a certain image, deteriorating the overall performance of image recommendation. Thus, in this paper we will recognize the semantic objects from an image, whereby better representations can be obtained by attentively summing all the feature vectors of image objects.
III. VISUAL SEMANTIC MODEL
In this section, we will elaborate our visual semantic model (VSM) including the general framework, objective function, and the representation of images and users by two (object-and image-level) attention networks.
A. PROBLEM DEFINITION
For the sake of discussion, we introduce a number of notations which will be used throughout this paper. For a given (user, image) data set, we use u ∈ U N and i ∈ I M to denote a user and an image respectively, where N and M are the size of user set U and image set I. Denote R u and R as the favorite image set of user u and all the positive (u, i) pairs, respectively. Besides, we use p u ∈ P N ×K and q i ∈ Q M ×K to denote the user and image latent vector respectively, where K is the dimension of latent space.
For images, a number of semantic objects can be recognized and denoted by {o i0 , o i1 , . . . , o il , . . . o iL }, where i ∈ M denotes the i th image, l is the l th object in this image and L represents the number of objects in image i, L vary by different images. Note that the whole image is also treated as a separate object, denoted by o i0 . The purpose is to preserve additional valuable information (e.g., background color and style) other than semantic objects in an image. The extracted feature vector and attention weight of semantic object o il will be labeled by x il and β uil , respectively. Analogously, the representation vector of image i can be denoted by y i ∈ Y M ×K , where the size of K is equivalent with the size of CNN extractors, and α ui is the weight of user u preference to image i. We take v u ∈ V N ×K to indicate the user u's auxiliary feature vector from rated images. The notations used in this paper are summarized in Table 1 .
B. MODEL ARCHITECTURE
Matrix factorization algorithms [3] , [14] , [18] works very effectively in recommendation system. In this method, both users and images are mapped into a joint latent space, and represented by a small number of latent factors, i.e., latent vectors denoted by p u and q i . Thus, the relevant score by the inner product p u , q i reflects the extent to which user u prefers image i. In the task of image recommendation, we may extract features from an image, and further enhance user representation by considering all the images rated before. Specifically, we use v u to denote the auxiliary user vector from rated images, and obtain the following new relevance score for user u towards image i, given by:
wherer ui denotes the relevance score of (u, i) pair. The calculation process ofr ui is illustrated in Figure 1 . Specifically, user u's representation includes two part: one is the latent factors p u indicating user u's implicit preference; the other is the visual semantic features v u indicating user u's explicit preferences regarding images. We defer the computation of visual vector v u to Section III-B3. FIGURE 1. The calculation of user u's preference towards image i includes two parts: p u , q i the relevance score by the latent factors, and v u , q i the relevance score by the visual semantic features. 1 denotes the process of embedding images with the consideration of semantic objects, which will be introduced in Section III-B2. 2 is the process of capturing the attention weights towards different images for the current user. 3 depicts the process of constructing user's auxiliary feature vector by the weighted summation of the images rated by user u.
FIGURE 2.
Architecture of our VSM model. The white bounding box in images are used to indicate the semantic objects. Note that the image itself is also treated as a whole object (the largest boundering box). We use CNN networks to extract the feature vectors of semantic objects, and denote them by {x 11 , x 12 , . . .}. The object-level attention network is to capture user's attention (denoted by parameter β) on different semantic objects, and then to aggregate them for image representation. Similarly, the image-level attention network is to learn user's attention (denoted by parameter α) on different rated images, and then to merge them for user's auxiliary feature vector.
The objective function of our VSM model is to maximize the probability of ranking relationship between a rated image i and an unrated one j, i.e., user u prefers image i to image j. This is equivalent with the following minimization objective function, defined by:
where σ = 1 1+e −x is the logistic sigmoid function and reg denotes the L 2 regularization terms to avoid model overfittng. The objective function mainly consists of two parts, namely the latent part of loss and the visual part of loss. Note that v u = i∈R u α ui y i denotes the auxiliary feature vector of user u, where α ui is the normalized attention weights learned by image-level attention network (see Eq. 8), and y i is the representation vector of image i.
The overall architecture of our VSM model is illustrated in Figure 2 . For the active user u and target image t, they are represented by latent factors p u and q t , respectively. User u has rated a number of images, denoted by {i 1 , i 2 , . . .}. For rated image i, a number of (smaller) semantic objects can be recognized along with itself as a whole object. The semantic features of semantic objects are extracted by CNN networks, and thus denoted by {x i1 , x i2 , x i3 , . . .}, which will be elaborated in Section III-B1. We contend that for an image representation, these semantic objects are not equally important. Thus, we devise an object-level attention network to distinguish the importance of each semantic objects, and then linearly combine them to generate a proper representation of the image y i . The detailed procedure will be given in Section III-B2. After that, we suggest to further enhance user u's preference by considering all the rated images. Similarly, we adopt an image-level attention network to learn the weights of each rated image, and then obtain auxiliary feature vector v u by a weighted average operation. The details will be described in Section III-B3.
1) OBJECT FEATURE EXTRACTION
Our data set (i.e., Open-images) has provided the bounding-box for each image, which will be beneficial to effectively verify our model. In the case of unavailable bounding-box (for other data sets), object recognition and labeling can be easily performed by existing technique such as Faster-RCNN [24] and YOLO [23] . In this paper, we mainly focus on the investigation of value of semantic objects (in image recommendation) rather than on how to correctly recognize these semantic objects. We may leave it as future work to build such a recommendation model that involves the recognition of image objects.
For object feature extraction, we opt for a well-known powerful CNN network, i.e., Alexnet [15] , which is composed of 5 convolution layers, 3 pooling layers and 3 full-connection layer. The process is as follows: start with a specific image i that contains a number of semantic objectsO = {o i0 , o i1 , . . . , o il , . . . , o iL }, and then extract a feature vector x il for each bounded object (in unified size 256 × 256). Note that our VSM model may perform better if employing more advanced neural networks, e.g., VGG [26] . Nevertheless, it is beyond the scope of our FIGURE 3. Object-based image representation network. Object features x il and user preference p u are used as input to the object-level attention network, which produces the attention weights of all the semantic objects. Note that x i0 indicates the image itself (also as a semantic object). Finally, the image representation y i is obtained by averaging all semantic objects with their attention weights β uil . discussion regarding the most effective network to extract feature vectors of semantic objects.
2) OBJECT-BASED IMAGE REPRESENTATION
This sub-section describes how to obtain a proper image representation by aggregating the semantic features of image objects, as shown in Figure 3 . Specifically, the semantic features of image objects ({x i1 , x i2 , . . . , x iL }) are taken as input to the object-level attention network, which outputs the importance weights of their corresponding objects ({β ui1 , β ui2 , . . . , β uiL }) from the viewpoint of active user u. Note that user u's latent factors p u is also considered as a factor to compute the attention weights. Formally, Eq. 3 is adopted to compute the weight w il of semantic object l in image i, defined by:
where x il denotes the feature vector of l th object in image i. W iu and W ix denote the parameter matrix of user latent vector p u and of object feature vector x il in the first layer respectively; W 2 denotes the parameter matrix in the second layer; b i1 and b i2 are the biases vector. ξ (·) is the prevalent activation function elu(.) [2] , defined by:
where a is an adjustable parameter to control if ξ is saturated when x less than 0, and exp(·) is the exponential function. Therefore, the attention weights can be obtained by normalizing over all weights of semantic objects with a softmax function, given by:
where k = 0 indicates the image itself, and L is the number of (smaller) semantic objects in the image.
Till now we have obtained the feature vectors x il of semantic objects as well as their corresponding importance weights β uil , we take the weighted average of all the semantic objects as the overall representation of image i, given by:
3) IMAGE-BASED USER REPRESENTATION
Different from traditional matrix factorization models where only latent factors are used to represent a user, we argue that the features extracted from the images rated by the user are useful to represent the user's explicit preferences towards images. We regard such a visual feature vector as the user's auxiliary vector. The detailed process to yield the auxiliary vector is given in Figure 4 . Specifically, for an active user u, we devise an image-level attention network to take the image representation (in q i and y i ) and user latent factors (in p u ) as input, and to produce the importance weights of all the images (in α ui ) as output. Formally, user u's weight on a rated image i (denoted by w ui ) can be calculated as follows.
where W 1u , W 1y , W 1i are the weight matrices of the first hidden layer, and W 2 is the matrix of the second layer. b 1 and b 2 are bias terms. Therefore, user u's attention on the rated image i (denoted by α ui ) can be obtained by normalizing over all rated images via a softmax function, given by:
where R u is the set of images rated by user u in the past. Thus, we can generate the auxiliary vector by the overall average of rated images along with attention weights.
C. MODEL LEARNING Algorithm 1 summarizes the training process of our VSM model. It takes user-image interaction matrix R as input as well as the recognized semantic objects of each image (the set o il ). The output of our model is composed of the parameters P, Q, V , corresponding to the user-and image-feature matrices and users' auxiliary feature matrix. The first step is to draw an training example from the dataset (line 1), where i is a rated image and j is an unrated image for user u. Image i's representation vector can be obtained (lines 6-10).
All the rated images in R u are aggregated to obtain user's auxiliary vector (lines [11] [12] . Then, all the parameters can be updated by the back propagation method with stochastic gradient descent approach (lines [16] [17] [18] . The whole process will be repeatedly executed until the loss of our objective function reaches converged (line 1). 
IV. EXPERIMENT
In this section, we will conduct a series of experiments to investigate the effectiveness of our VSM model in comparison with other well-performing approaches.
A. DATASET
A widely-used dataset, i.e., the OpenImages 5 [9] is adopted in our experimentation. It contains 15,440,132 objects each of which is annotated with labels spanning over 600 categories. Most of these objects are manually drawn by professional 5 https://github.com/openimages/dataset TABLE 2. Flickr dataset.
FIGURE 5.
The distribution of our dataset where x-coordinate is the index of images and y-coordinate denotes the number of users that prefer the corresponding images. It generally follows a well-known power-law distribution, that is, around 11% of images are favored by a large number of users (over 50) in the 'head' while the rest 89% of images are favored by a small number of users in the 'long-tail. ' annotators, ensuring their accuracy and consistency. However, this dataset does not include any information about users which are necessary in the task of image recommendation. Hence, we had to claw the user information from Flickr 6 using officially released APIs. Specifically, we first collected all the user IDs who has tagged any images in the OpenImages dataset, and then crawled the interaction feedback between users and images. The distribution of user-image interactions is shown in Figure 5 . It follows a well-known power-law long-tail distribution -a typical shape of real user-item applications. To reduce the data sparsity, we filter out the users who have less than 10 interactions with images. Finally, we get a dataset consisting of 25,000 users, 128,282 images, 1,177,278 bounding-boxes (semantic objects) and 601 categories. To investigate the fine-grained performance of all comparison methods, we further split the dataset into three sub-datasets with the size of users in 1000, 2000 and 5000 users respectively, denoted as Flickr@1000, Flickr@2000 and Flickr@5000. The detailed statistics of these datasets is given in Table 2 . For the sake of evaluation, we will preserve 70% data (of each dataset) as the training set and the rest as the test set.
B. BASELINES AND SETTINGS
We implement our VSM model by the open-source deep learning framework TensorFlow 7 [1] . For performance comparison, we mainly compare with the following methods.
• BPR [25] is a state-of-the-art method for top-N item recommendation. It performs on the basis of user-image interactions without the consideration of visual features.
• VBPR [7] is an extension of BPR by further incorporating visual semantic features of images. In this method, each image is treated as a single object.
• ACF [12] suggests to make use of both image and image regions for better recommender systems. In this method, each image is split into many same-sized regions.
• VSM is our proposed model with fine-grained semantic features of images. Each image contains a number of semantic objects, which are used to better model image representation and user preference.
The parameter settings are as follows. For VSM, we empirically tune the learning rate from 0.001 to 0.1 with a small step; the regularization and mini-batch are set to [0.0001, 0.001 * , 0.01] and [64, 128 * , 256] respectively, and the dimension of latent vector is set to [64, 128 * , 256, 512, 1024], where * indicates the optimal parameters in our experiments. Note that batch normalization [8] is adopted in the fully connected layers of AlexNet.
For all baselines, the best settings of hyper-parameters are kept based on the results of recommendation performance. Specifically, for ACF, we split the image into 7*7 regions as advised in [12] . The best parameter suggested by the original paper is taken in our experiments. For VBPR, the dimension of visual features is set to 4096 which is consistent with original paper. The optimal learning rate is 0.01 for BPR and VBPR. We also employ the same initialization method of He-Normal [5] and set the same latent dimension (128) for all matrix factorization methods. Besides, we apply Adamoptimizer [13] for neural network-based methods. Training was done on a single NVIDIA GeForce GTX 1080 Ti graphics card with 11GB graphical memory.
C. EVALUATION METRICS
We adopt four well-known metrics to measure the ranking accuracy of all comparison models, namely precision, recall and normalized discounted cumulative gain at N (denoted by Pre@N, Rec@N, NDCG@N and the cutoff N is chosen in {5, 10}), and area under the ROC curve (AUC). They are formulated as follows.
where Rec u is the recommendation list for user u. R u and R − u denote the positive and negative images in the test set respectively. Z n is a regularization term in NDCG formulation. rank i denotes the position of image i in recommendation list Rec u . More specifically, the four metrics are defined as follows.
• Precision defines the percentage of positive predictive images over all recommended ones.
• Recall defines the fraction of relevant images recommended over the total amount of relevant ones.
• NDCG is to evaluate whether user's favorite images are ranked higher in a recommended list.
• AUC measures the probability that a randomly chosen positive image is ranked higher than a randomly chosen negative one. In general, the higher values of the four measurements are, the better performance the model gains.
D. PERFORMANCE COMPARISON
The ranking results of all comparison methods on the Flickr datasets are presented in Table 3 where row 'Improved' indicates the percentage of improvements our VSM model achieves relative to the best of other models, i.e. the ACF model. The results show that our VSM model generally achieves the best performance on all evaluation metrics in comparison with baseline models. That is to say, incorporating image objects into recommendations can lead to significant improvements in our ranking task. More specifically, our model outperforms ACF by 11.38%, 11.13%, 14.58% and 5.32% in terms of Pre@5, Rec@5, NDCG@5 and AUC on the Flickr@5000 data set respectively, implying the superiority of semantic objects for image representation (and thus for image recommendation) over region-based approaches. Similar trends can be observed on the other datasets.
Additionally, the ranking performances of ACF are superior to VBPR which indicates that leveraging fine-grained image region information with attention can better represent the image in image recommendation task. One possible explanation is that the component-and image-level attention weights are able to better capture user preference on different regions and images respectively, resulting in more accurate mapping from feature space to latent space. As expected, VBPR performs better than BPR in most datasets, validating the value of visual features in improving recommendations.
To sum up, more fine-grained image representation generally leads to better recommendation performance (by semantic objects > same-sized regions > image as a whole > no image information). It would be useful to further look into the image representation by more detailed capture of semantic meanings of visual features.
E. CASE STUDY
In this section, we will present a comprehensive case study to illustrate our proposed method more clearly. Specifically, we randomly select two users from the dataset that like a same image consisting of dog and cat. The experimental results further confirm the high importance of leveraging the semantic objects of an image for more accurate recommendations.
This case is given in Figure 6 . For each user, they are recommended with images in the similar sense of color, bokeh and theme. It can be observed that an image with both a cat and a dog is liked by both User 1 and User 2. However, our experimental results show that user 1 and user 2 give the highest attention to totally different objects of the image. That it, user 1 cares for the dog, while user 2 cares more about the cat. According to the recommendation results (right part of Figure 6 ), more cat-related images are recommended to user 2, while more dog-related images are recommended to user 1, which is consistent with users' preference as we analyzed on object-level attentions. Therefore, incorporating semantic objects of an image into recommendation models will benefit from better understanding user preference.
F. EFFECT OF FEATURE DIMENSION
Parameter K of Y M ×K (see Section III-A) controls the dimension of image representation in our VSM model. It has direct influence on the recommendation performance. We tune its value from 128 to 4096 exponentially stepping by 2 n (n is the number of steps) to search the best settings across these datasets. The results are shown in Figure 7 in terms of Pre@5. We omit the performance details in other metrics (for space saving) since they follow similar trends. Specifically, the recommendation performance increases along with the increment of parameter values, but further parameter tuning will greatly decrease the performance. It indicates that a proper setting of parameter K is important to achieve the best performance, while smaller or larger values may lead to poor performance. In fact, the best settings of parameter K is 2048 for all the three datasets. 
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed a novel neural network dubbed VSM to generate better image representation with the incorporation of semantic image objects. It consisted of a CNN network to extract features of semantic objects, an image representation network as well as a user representation network to optimize our object function. In detail, the image representation network was designed to learn an image by aggregating the semantic features of image objects, with the importance weights captured by an object-level attention network. Similarly, the user representation network was proposed to form a user's auxiliary feature vector by summarizing the semantic features of rated images, with the attention weights derived from an image-level attention network. The experimental results on a real dataset demonstrated the effectiveness of our approach in comparison with other counterparts. To the authors' best knowledge, our VSM model is the first framework to utilize the semantic object information in visual semantic image recommendation.
However, we do not explicitly take into account the relationships among objects, e.g., relative locations or sizes in a given image, which may be possibly useful for better image representation. In the future, We will further utilize such semantic relations among image objects to enhance the performance of image recommendation.
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