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Abstract
The performance of a novel hybrid RANS/LES methodology for accurate ow and
noise predictions of the NASA Tandem Cylinder Experiment is investigated. The
proposed approach, the modied Flow Simulation Methodology (FSM), is based
on scaling the turbulence viscosity and the turbulence kinetic energy dissipation
rate with a damping function. This damping function consists of three individual
components, a function based on the Kolmogorov length-scale ensuring correct be-
havior in the direct numerical simulation (DNS) limit, a function ensuring that FSM
provides the correct damping in large-eddy simulation (LES) mode, and a shield-
ing function that forces the switch from Reynolds-averaged Navier{Stokes (RANS)
to LES to occur outside the boundary layer. The FSM is proposed for the k!-
SST two-equation model (FSM-SST) and for an Explicit-Algebraic-Stress-Model
(FSM-EASM), which is better suited to resolve anisotropy and non-equilibrium of
the unresolved scales and the strain and rotation-rate dependent coecients intro-
duce a dynamic response of the model to the resolved ow eld. Simulations are
performed on a relatively coarse grid and the FSM data are compared with results
obtained from the Scale-Adaptive-Simulation (SAS) and IDDES approaches. Acous-
tic predictions are obtained using an acoustic analogy approach based on Curle's
theory. The FSM-SST approach was found to predict the hydrodynamic eld in
very good agreement with reference data, whereas the FSM-EASM did not improve
the predictions. The acoustic spectra predicted show good agreement with experi-
mental results at various microphone positions, with some deciencies in capturing
the broadband noise levels at high Strouhal numbers.
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1 INTRODUCTION
The engineering approach to perform turbulent ow simulations at high Reynolds
number is typically based on the Reynolds-Averaged Navier{Stokes equations
(RANS). At this level of turbulence closure, simulations can be performed for
complex geometries with short turnaround times and at reasonable compu-
tational cost. Unfortunately, the RANS approach is limited in accuracy for
more complex ows which depart from the inherent modeling and calibration
assumptions, such as the blu-body ow separation in question here.
In cases where a more accurate description of the ow is required, such as to
study the detailed physics associated with turbulent ows or the aerodynamic
noise produced by the ow, the RANS approach is not suited and one has to
resort to more accurate approaches like Large-Eddy-Simulation (LES). The
superior performance of LES stems from the capability to explicitly resolve
the larger scales of turbulence which signicantly contribute to the transport
of mass, momentum and energy in the ow. However, the requirement that
the large scales and energy producing events need to be represented explicitly
in the simulation makes the computational cost of LES prohibitively high
for high Reynolds number wall bounded ows. Therefore, LES cannot yet be
considered a substitute for the RANS approach in engineering or industrial
applications.
To overcome the limitation of LES in wall bounded ow, so-called hybrid
RANS/LES modelling approaches have been proposed, such as the well-known
DES[1], in which a RANS-based approach is used in the vicinity of the wall
and coupled to an LES method away from it. A number of dierent hybrid
RANS/LES methods exist by now, see, for example, the reviews by Sagaut et
al.[2] or Frohlich & von Terzi[3].
Suggesting a unied RANS/LES approach at roughly the same time as the
original DES formulation, Speziale[4] argued that a hybrid RANS/LES method
should adhere to at least the following three properties: 1) The subgrid-scale
model should be able to resolve anisotropy of the ow and allow for a direct
integration to the wall without using empirical damping functions, 2) In the
limit of a very coarse mesh or innite Reynolds number the hybrid method
needs to revert to a state-of-the-art RANS turbulence model, 3) Absence of
any test lters or double-ltered elds. The rst two points seem particularly
important, since most subgrid-scale models are derived based on the assump-
tion that the unresolved subgrid scales are isotropic. This assumption is not
justied, for example, close to the wall where subgrid scales are likely to ex-
hibit anisotropy. In addition, subgrid-scale models are not able to model a
signicant amount of Reynolds-stress; if the resolution becomes too coarse to
explicitly resolve roughly 80% of the turbulence kinetic energy, subgrid-scale
2
models are not adequate and results will deteriorate.
To satisfy these properties, Speziale[4] introduced a hybrid RANS/LES ap-
proach in which the unresolved stress components can be computed by damp-
ing the Reynolds-stress tensor predicted from a state-of-the-art RANS turbu-
lence model
ij = F  RANSij : (1)
The damping function F allows for a continuous blending between RANS and
DNS, depending on the local and instantaneous grid resolution. In general, the
blending function needs to be designed such that F ! 0 if the grid resolution
is sucient to resolve all scales of turbulence, resulting in DNS. In the coarse
grid or innite Reynolds number limit, F needs to approach unity, resulting
in a RANS closure. For values 0  F  1, the model is able to operate in
a nontraditional LES mode. Note, the idea of rescaling the Reynolds stress
tensor could equivalently be expressed as rescaling the turbulent viscosity as
T = 
RANS
T , see Batten et al.[5]. Since this hybrid approach is distinctly dif-
ferent from other RANS/LES methods, it was referred to as Flow Simulation
Methodology (FSM) by subsequent authors[6,7]. One of the issues with the
FSM approach is that of consistency, which was not addressed by Speziale[4]
or subsequent FSM-based publications and deals with how the Reynolds-stress
tensor RANSij is computed in case of resolved turbulence, where ij  RANSij .
In case a considerable amount of turbulence is resolved in the simulation,
the computed ow variables are ltered quantities and not equivalent to a
Reynolds-averaged quantity. Strictly speaking, Reynolds-averaged quantities
are required for the RANS equations in order to be consistent in the compu-
tation of the Reynolds-stress tensor. This raises the fundamental question of
which quantities should be used to compute the Reynolds-stress tensor in case
of resolved turbulence[8].
The original damping function[9] was based on the ratio of grid spacing to
Kolmogorov length scale =L
F = f =
"
1  exp
  
L
!#n
; (2)
with L the Kolmogorov length scale,  a grid scale, and  and n free param-
eters. Fasel et al. [10] applied FSM in its original form to a backward facing
step, subsonic plane wake and a supersonic axisymmetric wake. The optimum
value of  was found to be approximately  = 0:001 for n = 1. However, those
choices were ad-hoc and the functional shape of the damping function and the
values of the constants  and n never completely justied.
Another issue with FSM is that the damping function based on =L is able
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to provide the correct behavior in the DNS limit, since the Kolmogorov length
scale is the relevant length scale in DNS. However, L is not the relevant length
scale for LES and using this length scale does not guarantee the correct amount
of damping in LES mode. Therefore, at least one additional element has to be
introduced to the damping function such that FSM provides LES capabilities.
As the grid resolution becomes too coarse to explicitly resolve the large scale
and energy producing structures in the ow eld, the grid spacing  cannot
be considered as an adequate measure of the turbulence length scale to be
used in the constitutive model equations. For coarse grid LES or very large-
eddy simulation (VLES) the length scale has to approach the RANS turbu-
lence length scale LT . Most hybrid RANS/LES approaches, like for example,
DES do not fall back to the RANS length scale LT and therefore require an
LES-like resolution in regions where the model operates in LES mode. This re-
quirement does not agree well with the reality of industrial applications, where
the mesh quality and resolution is sometimes sacriced for short turnaround
times. One approach to obtain a better suited characteristic length-scale for
coarse grid LES is to compute the length scale from a transport equation for
the subgrid dissipation rate sgs such as, for example, Scale-Adaptive Sim-
ulation[11] or Partially-Integrated-Transport-Model[12,13]. Alternatively, the
hybrid RANS/LES framework could be based on a more sophisticated underly-
ing RANS model that is able to predict non-equilibrium and anisotropy eects
of the unresolved large scales. This belief is grounded in that non-linear and
dierential subgrid-scale models have been shown to improve mean-velocity
predictions and second-order statistics[14,15]. Marstropp et al. [16] proposed
an explicit algebraic subgrid-stress model and found that for coarse resolution
the mean and statistical quantities were improved over results from the dy-
namic Smagorinsky model, while showing less sensitivity to the resolution of
the computational grid. Moreover, these features may not only become impor-
tant in the LES region, they are also very desirable for an accurate representa-
tion of the ow in the RANS region close to the wall, as recently demonstrated
by Ashton et al.[17] in the context of DDES based on elliptic relaxation. The
RANS model chosen in the current work is an Explicit-Algebraic-Stress-Model
(EASM), which is, unlike models based on a linear stress-strain relationship,
able to resolve anisotropy and non-equilibrium of the unresolved scales. In ad-
dition, its strain and rotation-rate dependent coecients introduce a dynamic
response of the model to the resolved ow eld. Therefore, it is appealing
to investigate the suitability of EASM in the context of hybrid RANS/LES
modeling.
In order to assess the performance of hybrid RANS/LES methods, challenging
test cases for which reliable benchmark data is available are required. One such
test case is the prediction of the ow and noise eld of a tandem cylinder con-
guration. The noise generated by tandem cylinder ows, classed as a problem
of wake interference[18], is important because it occurs in a wide variety of ap-
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plications that include aircraft landing gears, industrial heat exchangers and
many architectural situations. Despite a relatively simple geometry, facilitat-
ing mesh generation, the ow eld is highly complex. The separation between
the cylinders sets the type of wake interaction. When the cylinders are close
to one another, vortex shedding from the upstream cylinder has been found
to be suppressed. As the cylinder spacing is increased, a variety of ow modes
are encountered, with upstream shear layer reattachment occurring rst on
the downstream cylinder, followed by the re-establishment of vortex shedding
behind the upstream cylinder. Once this occurs, the impingement of the wake
on the downstream body creates high amplitude unsteady forces and intense
radiated noise. This is usually classied as the co-shedding[19] or critical[20]
regime. A review of the uid mechanics of ow over pairs of cylinders in tan-
dem, side-by-side and staggered arrangements is given by Sumner[21].
A recent experimental program has been performed at high Reynolds number
(1:66  105) by NASA[22{24] (termed the NASA Tandem Cylinder Experi-
ment in this paper) that provides a comprehensive data set for aeroacoustic
simulation validation. The experimental reference data have been used ex-
tensively in various eorts for assessment and improvement of numerical ow
and noise prediction tools[20,25{33]. In addition, the tandem cylinder cong-
uration was used as a benchmark case in the AIAA workshop on Benchmark
problems for Airframe Noise Computations (BANC I/II) [34,35] and in the
7th EU framework project Advanced Turbulence simulation for Aerodynamic
Application Challenges (ATAAC)[36,37]. Thus, a wide range of simulation re-
sults are available for comparison of the data with dierent codes, turbulence
models and spatial/temporal discretizations.
The current paper aims to investigate in detail:
 Assessment of a modied FSM approach for the ow and noise prediction of
a tandem cylinder conguration. The performance of the novel methodology
is compared with results from established approaches like the IDDES[38]
and SAS[39].
 Importance of the baseline RANS model in the hybrid RANS/LES frame-
work. This issue is investigated by comparing the performance of FSM ap-
proaches based on both the k-!-SST model and the k-!-EASM model. In
particular, the performance for coarse grids in the LES region is investi-
gated.
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2 METHODOLOGY
2.1 The Modied Hybrid RANS/LES Model Formulation
The success of the FSM approach hinges on the quality of the damping func-
tion F . As mentioned in the introduction, the original damping function of
Speziale[9] was based on the ratio of grid spacing to Kolmogorov length scale
=L and can only be expected to provide the correct behaviour in the DNS
limit. Using the Kolmogorov length scale, there is no guarantee that this damp-
ing function will provide the correct magnitude of damping in LES mode.
In the current paper, several modications have been made to the original
damping function in order to obtain better overall performance of the FSM.
To ensure that the modied FSM approach still provides the correct behavior
in the DNS limit, the original damping function has been retained.
The rst modication ensures that FSM provides the correct damping in LES
mode. LES requires a grid resolution such that the resolution cut-o is located
in the inertial subrange of the energy spectrum. In LES the grid size can be
used as the characteristic length scale of the unresolved turbulence. Therefore,
an additional parameter f = C=LT is introduced to the damping function
F , where C is a calibration constant. The lter length scale is dened in this
work as the cube root of the cell volume, i.e.  = dV 1=3, which is suitable for
cells of arbitrary polyhedral shapes.
If the lter width is smaller than the local characteristic length scale, C <
LT , the FSM approach will operate in LES mode, with F < 1. This usually
occurs away from the wall where the grid size is suciently ne to resolve
turbulence uctuations. As the wall is approached, the length scale LT goes
to zero, since the turbulence kinetic energy vanishes at the wall, kw = 0. As a
consequence, C > LT close to the wall, which gives F > 1. To avoid that
the damping function exceeds unity, F = min [ff; 1] is used.
This modied FSM formulation still suers from the same grid sensitivity
issues as the original DES formulation [11]. It is therefore essential to introduce
another element, fz = 1=(1 Fz), to the damping function F that ensures the
switch from RANS to LES occurring outside the boundary layer. Fz = F1,
where F1 is the blending function from the underlying k-! SST turbulence
model described in the next section. The nal formulation of the new damping
function, including a boundary-layer correction, is therefore
F = min [fffz; 1] = min
" 
1  exp
 
 
L
!!n
C
LT

1
1  Fz

; 1
#
: (3)
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With a new formulation of the damping function available, it is important to
decide what terms to actually damp in order to address the issue of consistency,
raised in the introduction. The question of consistency can be understood using
analysis of the turbulence viscosity and turbulence kinetic energy dissipation
rate, which are given by T = CVTLT and  = CV
3
T =L, where LT and
L are two characteristic turbulence length scales and VT is a characteristic
velocity scale of the largest unresolved scales of motion. Using the Boussinesq
approximation, the FSM approach can be written as
u
0
iu
0
j = F  u0iu0j
RANS
= (2=3)Fkij   2FTSij: (4)
The turbulence kinetic energy k = V 2T in (4) is sensitive to the resolved ow
eld through the velocity gradient in the production term Pk =  u0iu0j@ui=@xj
in the turbulence kinetic energy equation and has the correct order of magni-
tude providing the length scale LT and L corresponds to the smallest resolved
length scale in the ow eld. Therefore, the rst term on the right-hand side
of (4) should not be damped. The second term on the right-hand side suggests
that F can be used to rescale the characteristic length scale LT in the turbu-
lence viscosity relation. Note, Batten's et al.[5] idea of rescaling the turbulent
viscosity is equivalently valid. A consistent FSM framework, which is consis-
tent in the modeled length scale denitions, is obtained by reducing the damp-
ing of the Reynold-stress tensor to a damping of both characteristic length
scales LT and L. Thus, the following length scale denition is used in the
FSM framework Lhyb = F  LT and LT = L. It follows that T = FCVTLhyb
and  = F 1CV 3T =Lhyb. Using this approach the FSM turbulence-model con-
tribution adjusts to the local and instantaneous state of the ow and the re-
sulting damped Reynolds-stress tensor has to be considered as a subgrid-stress
tensor and the turbulence kinetic energy k and dissipation rate  computed
from the transport equations, turn into the subgrid quantities ksgs and sgs,
respectively. It should be noted that for two-equation DES models, typically,
only the length scale L is modied and the length scale LT in the turbulence
viscosity relation is left unchanged.
2.2 Choice of underlying RANS model
In order to investigate the sensitivity of results with respect to the underlying
RANS model, the Flow Simulation Methodology is used in conjunction with
two dierent RANS turbulence models of dierent levels of sophistication.
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2.2.1 FSM-k-!-SST
The k-!-SST model[40,41] is chosen from the available range of two-equations
models since it provides superior results to many other other two-equation
models in a range of applications. The transport equations for the turbulent
kinetic energy k and the specic dissipation rate ! take the following form
Dk
Dt
= Pk   + @
@xj
"
( + kT )
@k
@xj
#
; (5)
D!
Dt
=

T
Pk   !2 + @
@xj
"
( + !T )
@!
@xj
#
+ 2(1  F1)w2
!
CDk!; (6)
where Pk =  u0iu0j@ui=@xj is the production of turbulent kinetic energy and
CDk! = @k=@xj@!=@xj is the turbulent cross-diusion term, arising from the
formal transformation of the equation for the dissipation rate  to a form based
on the specic dissipation rate !. The dissipation rate  in the turbulent kinetic
energy equation is modeled as  = k!. The blending between the !-equation,
which is used in the near-wall region, to the -equation, which is used in the
wake region of attached boundary layers, is achieved by the blending function
F1 and by blending the sets of closure constants. The turbulent viscosity is
given by T = a1k=max (a1!; SF2), where S =
q
SijSij and F2 is another
blending function. The k-!-SST model is used in conjunction with a linear
stress-strain relationship.
Within the hybrid FSM approach the turbulence kinetic energy dissipation
rate is given by
 = F 1k!; (7)
and the turbulence viscosity is obtained as
T = F
a1k
max(a1!; SF2)
: (8)
Note that this formulation is equivalent to replacing the characteristic turbu-
lence length scale in the denition of the dissipation rate and in the turbulence
viscosity, with Lhyb = FLT = FL and LT = k
1=2=!.
2.2.2 FSM-k-!-EASM
The EASM used in this study is a high-Reynolds-number formulation, since
neither the transport equations nor the quasi-homogeneous pressure-strain
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model used in the EASM includes modications to account for various eects
the wall exerts on the ow. The Reynolds-stress tensor u
0
iu
0
j of the EASM
formulation constitutes a non-linear stress-strain relationship, which can be
written as u
0
iu
0
j = (2=3)kij + kaij, where the anisotropy tensor is given by
aij =  2(T=k)Sij + aexij ; (9)
with the strain rate tensor Sij = (1=2) (@ui=@xj + @uj=@xi) and the extra-
anisotropy tensor aexij , which introduces anisotropy in addition to the anisotropy
resulting form the strain rate Sij. For a vanishing extra-anisotropy tensor
aexij = 0, the stress-strain relationship reduces to the linear Boussinesq ap-
proximation.
The assumption of two-dimensional mean ow is invoked for the derivation
of aexij . This assumption considerably reduces the complexity of the EASM
and only adds moderate additional numerical expense compared to a linear
two-equation model. It was shown in Weinmann & Sandberg[42] that the two-
dimensional EASM formulation provides very similar results in complex three-
dimensional ows when compared to the more complex three-dimensional
EASM formulation. In the limit of two-dimensional mean ow the extra anisotropy
tensor can be written as
aexij = 2

SikSkj   1
3
IISij

+ 4 (Sik
kj   
ikSkj) ; (10)
with the invariants IIS = tr fSikSkjg, II
 = tr f
ik
kjg and the strain and
rotation-rate tensors Sij and 
ij which are normalized by the turbulent time
scale  = 1=(!).
The detailed derivation of an explicit solution for a general quasi-linear Algebraic-
RSM can be found in Wallin & Johansen [43] and is not repeated here. The
solution is obtained in form of the i coecients which, for two-dimensional
mean ow, are given as
1 =  A1N=Q; 2 = 2A1A2=Q; 4 =  A1=Q (11)
where
Q = N2   2II
   2
3
A22IIS: (12)
In the present study the EASM is based on the pressure-strain model of
Speziale et al.[44] which results in the coecients
A1 = 1:22; A2 = 0:47; A3 = 0:88; A4 = 2:37:
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The variable N appearing in equation (11)-(12) corresponds to the ratio of
production to dissipation and is governed by a non-linear relation. For two-
dimensional ows the non-linear equation has an explicit solution which is
given by
N =
8>><>>:
A3
3
+

P1 +
p
P2
1=3
+

P1  
p
P2
1=3
; P2  0
A3
3
+ 2 (P 21   P2)1=6 cos

1
3
arccos

P1p
P 21 P2

; P2 < 0
(13)
with
P1 =
"
A23
27
+

A1A4
6
  2
9
A22

IIS   2
3
II

#
A3; (14)
P2 = P
2
1  
"
A23
9
+

A1A4
6
+
2
9
A22

IIS +
2
3
II

#3
: (15)
The turbulence viscosity is now a function of 1 and takes the form
T =
 0:51

k
!
: (16)
The relations above must be supplemented by a transport equation for the
turbulent velocity scale and a transport equation for the turbulent length
scale. The transport equations for the turbulent kinetic energy k is equivalent
to (5) and the specic dissipation rate ! for the EASM follows the proposal
of Hellsten[45] and constitutes a recalibrated version of Menter's blending
approach.
D!
Dt
= 
!
k
Pk   !2 + @
@xj
"
( + !T )
@!
@xj
#
+
d
!
max (CDk!; 0) : (17)
Within the hybrid FSM approach the dissipation rate is given by  = F 1k!,
and the turbulence viscosity is T = F ( 0:51k). The non-linear stress-strain
relationship of the EASM model u
0
iu
0
j = (2=3)kij + kaij, requires that the
damping function is applied to the extra-anisotropy tensor according to
aij =  2(T=k)Sij + F  aexij : (18)
From the authors' point of view, the EASM model provides some interesting
capabilities when employed in the context of a hybrid RAN/LES model. In
addition to providing a more realistic representation of the subgrid stress and
anisotropy eld, the EASM model also introduces a dynamic response of the
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model to the resolved ow eld by employing coecients which depend on the
strain and rotation rate invariants. For example, in stationary homogeneous
isotropic turbulence, the EASMmodel dynamically reduced the constant C =
 1=21 to a mean value of C  0:028 which is lower than the generally
accepted value of C = 0:09 in the RANS framework.
2.3 A tailored hybrid convection scheme
In LES applications, the subgrid-scale (SGS) model has to provide an ade-
quate amount of dissipation, such that the turbulence energy cascade is cor-
rectly reproduced and no energy accumulates at the smallest resolved scales.
The amount of dissipation provided by the SGS model may become very small
with the consequence that any elevated level of numerical dissipation will in-
evitably contaminate the resolved ow eld. Therefore, higher-order central
schemes (CDS) with low levels of numerical dissipation are the preferred choice
in LES. However, the unboundedness of CDS may result in spurious oscilla-
tions if the stability constraints are not satised[46]. In general, higher-order
upwind or TVD schemes are not recommended for turbulence resolving simu-
lations, since the additional numerical dissipation introduced by these schemes
is signicant, and will contaminate the resolved ow eld. In RANS applica-
tions, the source terms and high-order nonlinearities present in the transport
equations for turbulence quantities require more robust, yet less accurate, up-
wind or TVD schemes to ensure numerical stability. The increased levels of
numerical dissipation induced by the second-order upwind or TVD schemes
is usually smaller than the large diusivity provided by the RANS model and
hence, will not aect the predictions as much as in the case of LES.
Therefore, any unied RANS/LES approach will benet from a tailored con-
vection scheme which satises the opposed requirements RANS and LES place
on the numerical scheme. A hybrid convection scheme tailored to Detached
Eddy Simulation has been presented by Travin et al. [47]. A tailored second-
order accurate hybrid convection scheme for the FSM approach is obtained
by a linear combination of the central-dierence scheme (CDS) and a second-
order upwind scheme, using a ow-dependent ux-blending function. The face
uxes of the hybrid convection scheme are obtained from a linear combination
of the form
f = (1  b)f;CDS + bf;LUD; (19)
where b is a ow-dependent blending function. The blending function is de-
signed such that b = 1 if FSM operates in RANS mode (F = 1) and rapidly
drops to zero if the damping function is F < 1. The following function provides
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the desired behaviour
b = tanh

A3

; A = max [fffz   0:6; 0] : (20)
Figure 1 shows instantaneous contours of the blending function b and the
hybrid scheme of Travin et al. [47] for the ow around the two inline tandem
cylinders. It is obvious that both schemes ensure that the irrotational free-
stream and boundary layers on both cylinder are computed using the upwind-
dierence scheme (b = 1). In the wake of the rst and second cylinder,
b drops sharply to zero and the resolved ow is computed using the central-
dierence scheme. It should be noted that using this hybrid convection scheme
a stable solution was obtained, whereas no stable solution could be obtained
for the tandem cylinder case if the central-dierence scheme was employed
everywhere in the domain.
(a) FSM scheme (b) Hybrid scheme of Travin et al.
[47]
Fig. 1. Flux blending function b for the tandem cylinder conguration.
2.4 Calibration
Stationary homogeneous isotropic turbulence is used to calibrate and validate
the LES capabilities of the modied FSM approach. This is achieved by de-
termining suitable values for the free parameters C,  and n, which appear
in the damping function F . In the calibration process, the total turbulence ki-
netic energy dissipation rate  = sgs+  + num, resulting form the combined
eect of turbulence model formulation, viscosity and numerical dissipation, is
optimised to achieve a physically consistent energy cascade. The calibration is
performed in conjunction with the hybrid FSM convection scheme presented
in section 2.3. The correct implementation of the IDDES and SAS models,
which are used as reference, have also been validated using this approach.
To perform the calibration, simulations are performed in a cubic box with a
side length of L = 2[m], 64 cells in each direction of the box and with periodic
boundary conditions in all directions. The time step is set such that the CFL
number remains below CFL < 0:4. In order to circumvent the natural decay of
isotropic turbulence a forcing of the momentum equations at low wavenumber
is employed. The constant C is calibrated on a Taylor-scale Reynolds number
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of Re = 732, which is also studied by Kaneda [48] using DNS, and their
results are used as a reference. The resulting energy spectra ,see gure 2 are
averaged over more than 30 samples, which are suciently separated in time
to ensure that they are not correlated. The optimized constants C take the
value C = 0:85 for the FSM-SST and C = 2:1 for the FSM-EASM model.
The calibration has also been performed on a grid resolution of 32 cells in
each direction. It is noted that the resulting model constants are slightly higher
compared to the values presented for the resolution of 64 cells in each direction.
The calibration has also been performed for a parallel channel ow, where FSM
operates as a wall-modelled LES approach (fz = 1). It was found that the
results are very sensitive to the near-wall distribution of the damping function
F and that the sensitivity to the calibration constants is very small. Full details
of the calibration simulations and procedure are given in Weinmann[49].
(a) (b)
Fig. 2. Energy spectra E() and iso-contours of
Q = 1=2


ij


ij   SijSij

= 3(1=s2). Symbols correspond to DNS[48]. (|)
FSM-SST, (- - -) FSM-EASM, (  ) IDDES , (    ) SAS.
The constants  and n are calibrated such that the FSM contribution function
reduces to F = 0 if the grid resolution is sucient to resolve all scales of
motion, i.e. when the ratio of grid resolution and Kolmogorov length scale are
approximately unity (=L = 1). The calibration is performed for Re = 35
where the present grid is able to resolve all scales of motion. For the values
 = 0:75 and n = 1 the correct DNS limit of the contribution function F is
achieved. Since the simulations in this work are performed on coarse grids, the
function f will remain inactive. In practice, f will only become active when
the ow is locally well resolved.
The value of the calibration constant C of the FSM-EASM model is signif-
icantly larger compared to the value for the FSM-SST model. This indicates
that the two underlying RANS models predict dierent levels of turbulence
length and velocity scales and that the FSM-EASM model is signicantly
less dissipative than the FSM-SST. The dierence in the dissipative nature is
explained by the sensitivity of the parameter 1 in the turbulence viscosity
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Table 1
Simulated microphone positions (with respect to the centre of the upstream cylin-
der).
Name x=D y=D
Microphone A -8.33 27.817
Microphone B 9.11 32.49
Microphone C 26.55 27.815
relation of the EASM model to strain and rotation rate. In the present case,
the constant C =  0:51 of the FSM-EASM reduces to hCi = 0:028, where
the brackets hi denote averaging in time and space. This value is signicantly
smaller compared to the generally accepted value of C = 0:09 (away from
solid walls) and hence requires a larger value for C..
2.5 Acoustic Method
Acoustic pressures were computed using the unsteady ow data generated dur-
ing ow simulation, for each turbulence model. An acoustic analogy approach
was used, based on the theory of Curle[50]. Assuming a low Mach number
subsonic ow, the sound radiated by a rigid, stationary body in a uctuating
ow can be written as the gradient of a surface pressure integral
4c20 ((~x; t)  0) =
@
@xi
Z Z
S
lj
r
[pij] dS(~y) (21)
where c0 and 0 are the speed of sound and the uid density in the medium at
rest, respectively, and ~y denotes a point on the rigid surface, separated from
the observation point ~x by the distance r. li are the components of the unit
vector that is normal to the surface. The square brackets denote a value taken
at the retarded time t  r=c0.
For ease of computation, the spatial derivative was converted to a temporal
derivative using
4c20 ((~x; t)  0) =
1
c0
Z Z
S
xi
r2
@
@t
li [pij] dS(~y) (22)
Equation 22 was evaluated for each computational test case to obtain a tran-
sient acoustic record at each microphone location used in the experimental
study[20]. The locations of these microphones are listed in table 1. The posi-
tions of the microphones correspond to approximately one wavelength at the
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fundamental shedding tone, however, an analysis[27] shows near eld eects
are negligible for the frequency range of interest here.
Between NS = 2257 and 3348 hydrodynamic elds were stored for each case
with sampling rates between FS = 3126 and 4168 Hz, resulting in approximate
maximum resolvable Strouhal numbers between Stmax = 2:06 and 2:74. Each
acoustic record was converted to a power spectral density using a hamming
window function on four data windows of equal length, resulting in a frequency
resolution that varied between f = 3:24 and 6.06 Hz.
Data were collected at 13 spanwise locations on each cylinder and 40 individ-
ual transient pressure records were collected about the circumference at each
spanwise location. The span of each cylinder in the experiment was 16D but
the simulation was performed for a span of 3D. To correct for the dierent
span lengths, spanwise amplitude correction was performed using the method
of Seo and Moon[51]. The simulated data were not shifted in frequency to
match the main shedding tone of the experiments.
2.6 Computational Details
The tandem cylinder conguration considered in this work has a gap spacing of
x=D = 3:7 (from centre to centre). The Reynolds number is ReD = 1:66 105
based on the cylinder diameter D and free-stream velocity U0. Experimen-
tal data from the QFF and BART facilities[20,25,23] are used to assess the
performance of the hybrid RANS/LES methodologies introduced above.
All models to be tested here are implemented into the open source nite vol-
ume code OpenFOAM[52,53]. The simulations for the tandem cylinder con-
guration are performed using a segregated incompressible solver where the
coupling between the pressure and velocity is achieved by the PISO algorithm.
The convective uxes in the ow equations are discretised using the hybrid
(a) (b)
Fig. 3. Computational grid.
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FSM dierence scheme and a second-order upwind scheme is used for the
turbulence transport equations. The viscous terms use a second-order central-
dierence scheme. Time stepping is performed using an implicit second-order
backward-dierence scheme. The time step is set to 0:003D=U0 such that the
CFL number does not exceed 0:5.
The computational setup consists of a three-dimensional C-type domain with a
spanwise extend of z=D = 3. The upstream boundary is placed 25D away from
the cylinders and the outow boundary is located at x=D = 30 downstream
of the centre of the rst cylinder. Periodic boundary conditions are used in
the spanwise direction, and zero-gradient boundary conditions on the outow
boundary. Each two-dimensional plane (x-y) (see gure 3) is discretized with
approximately 52,000 cells using an average rst wall-normal grid spacing,
on both cylinders, of around y+1 = 0:7 and a maximum value of y
+
1 = 1:7.
The number of cells in the spanwise direction is 40, so as to achieve almost
isotropic cells in the gap region between the cylinders. The total cell count is
approximately 2106 cells. The grid resolution used here and the total number
of cells of the baseline grid is signicantly less compared to what was used in
other contributions to the BANC I workshop (typically 7   133  106 cells,
see Lockard[34]). The turbulence kinetic energy and specic dissipation rate
at the inow are respectively prescribed as k1 = 10 6U20 and !1 = 5U0=D
[54] such that immediate transition occurs in the boundary layer.
3 RESULTS
3.1 Averaging and Statistical Convergence
For all simulations, the ow is allowed to develop from the initial ow eld for
approximately 115D=U0 time units. After the initial settling period, statistical
quantities are computed by averaging over 700D=U0 time units. For post-
processing purposes the time-averaged quantities are additionally averaged
over the homogeneous spanwise direction.
In order to verify the statistical convergence, the distributions of mean-surface-
pressure coecient Cp and uctuating-surface-pressure coecient Cp0rms are
shown in gure 4, for both cylinders, for averaging over 230D=U0, 460D=U0 and
690D=U0 time units. It is obvious that the mean-surface-pressure distribution
is already converged after averaging over 230D=U0 time units. The uctuating-
surface-pressure distribution requires time-averaging over at least 460D=U0
time units before adequately converged statistics are obtained. Averaging over
460D=U0 time units is therefore deemed to be sucient for obtaining statistical
convergence.
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3.2 Eect of Spanwise Domain Width
The eect of the spanwise width of the computational domain is investigated
by performing simulations on three computational grids with dierent span-
wise extents. The rst grid has a spanwise width of 3D and 40 cells in the
spanwise direction (FSM-3-40), the second grid has a spanwise width of 6D
and 80 cells in the spanwise direction (FSM-6-80) and the largest grid has a
spanwise width of 12D and 160 cells in the spanwise direction (FSM-12-160).
The distributions of mean-surface-pressure coecient Cp and uctuating-surface-
pressure coecient Cp0rms are shown in gure 5, for the upstream and down-
stream cylinder. The mean-surface-pressure distributions on both cylinders
are virtually indistinguishable and are therefore not sensitive to the spanwise
domain width.
3.3 Sensitivity to the Turbulence Model
The sensitivity of results with respect to the underlying RANS model is in-
vestigated. For this purpose, simulations are performed using the FSM-SST
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Fig. 4. Mean-surface-pressure Cp and uctuating-surface-pressure coecient Cp0rms
.
(|) t = 230D=U0, (- - -) t = 460D=U0, (    ) t = 690D=U0.
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Fig. 5. Mean-surface-pressure Cp and uctuating-surface-pressure coecient Cp0rms
.
Front cylinder: () BART, () QFF. Rear Cylinder: () BART, () BART (rear
cylinder tripped). (|) FSM-3-40, (- - -) FSM-6-80, (    ) FSM-12-160.
and FSM-EASM formulations. In addition, results obtained by IDDES and
SAS are also included in the comparison with the reference data. The IDDES
and SAS are both based on the k-!-SST model and use a second-order accu-
rate variant of the hybrid convection scheme of Travin et al. [47]. The SAS
employs the same denition of  as used for the FSM approach (cube root of
the cell volume), whereas IDDES employs a more complex formulation which
shows a linear increase close to the wall and approaches the maximum local
grid spacing  = max (x;y;z) away from the wall. All simulations are
performed on the baseline computational grid with a spanwise width of 3D
and 40 cells in the spanwise direction.
Instantaneous Flow Field
Instantaneous snapshots of the ow elds are visualised in gure 6 using iso-
contours of the second invariant of the velocity gradient tensorQ = 1=2


ij


ij   SijSij

.
This quantity can be used to identify coherent or vorticity-dominated struc-
tures in the ow eld. In addition, an snapshot of the instantaneous turbulence
viscosity ratio T= at he upstream cylinder for the plane z=D = 1:5 is shown
in gure 8.
It is evident, that all hybrid RANS/LES methodologies show the presence of
resolved turbulence structures in the ow eld. The FSM-SST and IDDES
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model show the lowest level of turbulence viscosity in the shear layer on the
upstream cylinder which allows for a more rapid growth of shear layer instabil-
ity. The SAS model predicts a delayed onset of shear layer instability and the
resolved shear layer predicted by the FSM-EASM model does not show much
resemblance to the typical Kelvin-Helmholtz instability mechanisms. For both
models the shear layer instability is suppressed by elevated levels turbulence
model contribution. These observations are conrmed in gure 7, which shows
contour plots of instantaneous spanwise vorticity !zD=U0 obtained from the
simulations and PIV data from the experiment.
A possible cause of the high levels of turbulence viscosity in the free shear
layer predicted by the FSM-EASM is the dynamic response of the turbulence
viscosity to the local strain and rotation-rate through C =  0:51. For the
calibration case of resolved isotropic turbulence C reduced to C = 0:028.
As a consequence, the calibration constant C of the FSM-EASM approach
was found to be signicantly higher compared to the FSM-SST. On the other
hand, in the free shear layer on the upstream cylinder a value of C  0:05
is predicted. The combination of the large value for C and the larger value
for C in the free shear layer may result in a too high turbulence viscosity
and an overly large damping of the shear layer instability. It is also evident
from gure 8 that the turbulence viscosity produced by the FSM-EASM just
behind the upstream cylinder is excessively large. This stems from a weakness
of the EASM formulation which produces overly large values for C when the
strain-rate invariant IIS becomes small or vanishes.
The resolved ow elds also show the presence of streamwise vortices in the
gap region, with a characteristic spanwise extent of 2-3 cell widths z. These
structures are less pronounced in the predictions of the FSM-EASM model,
which exhibits more chaotic, irregular vortical structures in the ow eld. The
IDDES and SAS turbulence models show generally larger vortical structures
compared to the FSM approaches. The predictions of the ow eld in the
wake of the downstream cylinder is similarly resolved by all turbulence models.
Only the FSM-EASM is able to maintain turbulence structures much farther
downstream of the rear cylinder. This is associated with the variable constant
C in the eddy-viscosity relation, which reduces to C  0:04   0:05 for the
EASM model.
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(a) FSM-SST (b) FSM-EASM
(c) IDDES (d) SAS
Fig. 6. Iso-contours of Q = 1:5U20 =D
2, coloured by the instantaneous streamwise
velocity.
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Fig. 7. Normalized instantaneous spanwise vorticity !zD=U0.
Alternative Mean Flow Field
In has been mentioned in the introduction to this test case, that the distance
between the cylinders sets the type of interaction. Suppression of vortex shed-
ding from the upstream cylinder is usually observed for smaller gap spacings
than used here. However, according to Lockard [34], some experiments con-
ducted with the same gap spacing of 3:7D at dierent Reynolds number and
spanwise lengths of the cylinders have also shown an alternative state with
suppressed vortex shedding from the upstream cylinder. It was found that
IDDES converges to the rst state with vortex shedding from the upstream
cylinder for approximately 380D=U0 time units. After a transition phase and
a simulation time larger than 500D=U0 time units, IDDES converges to a
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(a) FSM-SST (b) FSM-EASM (c) IDDES
(d) SAS
Fig. 8. Instantaneous turbulence viscosity ratio T = at the upstream cylinder for
the plane z=D = 1:5.
second state, with suppressed vortex shedding from the upstream cylinder.
The second state has also been observed in a simulation using the FSM-SST
model on a grid with ner spanwise resolution, and has also been reported by
some participants of the BANC I workshop [34]. It is not entirely clear what
causes the transition to the alternative state but, it is expected, that a range
of parameters such as computational grid, turbulence model and numerical
discretisation contribute to this eect.
Lift and Drag
The predicted drag coecient CD = Fx=(0:5U0A) is summarised in table
2, together with the primary vortex-shedding frequency and rms-values of
uctuating lift and drag coecients. The primary vortex-shedding frequency
measured in the experiment is 178Hz, which corresponds to a Strouhal num-
ber of St = 0:231. The FSM-SST, FSM-EASM and SAS models are able to
accurately predict the primary-vortex shedding frequency observed in the ex-
periment. IDDES predicts a Strouhal number that is too high, St = 0:279.
In addition, the drag coecient CD, on the upstream cylinder as well as the
CL0rms , are too small on both cylinders compared to the predictions of the
other models. Note that the IDDES results are evaluated for the rst 380D=U0
time units only where the vortex-shedding from the upstream cylinder is still
present in the simulation.
The dierences observed for the IDDES model can possibly be explained by
the location of the separation point on the rst cylinder. The IDDES model
predicts the separation point of the mean ow at   102; 258, whereas, for
example, the FSM-EASM predicts earlier separation at   96; 264. Due to
the delayed separation predicted by the IDDES model, the development of
the wake exhibits the behaviour of a wake at an eectively higher Reynolds
number, which, according to Schewe[55] shows a similar trend to what is ob-
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Upstream cylinder Downstream cylinder
Model St CD CL0rms
CD0rms
CD CL0rms
CD0rms
FSM-SST 0.228 0.616 0.139 0.029 0.419 0.695 0.098
FSM-EASM 0.234 0.626 0.148 0.022 0.383 0.695 0.098
IDDES 0.279 0.397 0.036 0.017 0.409 0.425 0.059
SAS 0.228 0.614 0.171 0.040 0.415 0.665 0.101
Table 2
Lift and drag coecients.
served here, namely an increase in vortex-shedding frequency and a reduction
in drag coecient.
A possible explanation for the delayed separation observed with the IDDES
is the ability of the model to elevate the turbulence model contribution over
that of the underlying RANS model (through the function fe). This function
is intended to compensate the excessive drop in turbulence viscosity near the
switching location from RANS to LES. In the present simulations, the function
fe is active inside the boundary layer upstream of the separation point. Thus,
the elevated level of turbulence model contribution shifts the separation point
slightly downstream. This behavior has also been observed independently by
Xiao et al. [56] who investigated the performance of DDES and IDDES for
the tandem cylinder ow. The separation point of IDDES was found slightly
downstream compared to DDES and the primary vortex shedding frequency
is increased to St = 0:272.
Mean Flow Field
The distributions of the mean-surface-pressure coecient Cp and uctuating-
surface-pressure coecient Cp0rms are shown in gure 9. All turbulence models
are able to predict the surface-pressure coecient in good agreement with the
reference data. The IDDES model shows the most pronounced suction peaks at
  90 and   270 and over-predicts the base pressure in the recirculation
region of both cylinders. On the upstream cylinder, all other turbulence models
reproduce the base pressure level observed in the BART facility, and predict a
magnitude of the suction peaks, which matches the data from the QFF facility.
On the downstream cylinder, the simulations are in good agreement with the
reference data, and reproduce the measurement of the BART facility, which
included a boundary-layer trip on the downstream cylinder.
The predictions of uctuating-surface-pressure coecient on the upstream
cylinder reects the predictions of the rms-values of lift and drag coecient
discussed above. The IDDES model, which showed the lowest values of CL0rms
and CD0rms , also consistently under-predict the surface-pressure uctuation lev-
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els Cp0rms . In addition, the location of the peak values, which approximately
correspond to the separation location, are too far downstream and conrm
the delayed separation. Similarly, the SAS model shows the highest levels of
CL0rms and CD0rms and hence signicantly over-predicts the intensity of surface-
pressure uctuations. All FSM models predict the same results of Cp0rms in
the separated ow region and predict the magnitude to be slightly too high
compared with the reference data.
The predictions of mean streamwise velocity on the centerline, y=D = 0 are
shown in gure 10. The velocity in the gap region clearly show a large sensi-
tivity to the turbulence model. The FSM-SST model predicts the velocity dis-
tribution in excellent agreement with reference data. The FSM-EASM, which
is based on more sophisticated RANS model, and SAS both show a too small
recirculation zone, whereas the IDDES model predicts a too large recircula-
tion zone behind the upstream cylinder. Concerning the velocity distribution
downstream of the rear cylinder, FSM-SST, IDDES and SAS provide simi-
lar predictions in excellent agreement with the BART reference data where
the boundary-layer is tripped on the downstream cylinder. The FSM-EASM
model over-predict the extent of the recirculation region behind the rear cylin-
der. This is associated with the mean separation point being slightly too far
upstream, which consequently changes the trajectory of the free-shear layer
and hence results in the too large recirculation zone.
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Fig. 9. Mean-surface-pressure Cp and uctuating-surface-pressure coecient Cp0rms
.
Front cylinder: () BART, () QFF. Rear Cylinder: () BART, () BART (rear
cylinder tripped). (|) FSM-SST, (- - -) FSM-EASM, (   ) IDDES, (    ) SAS.
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Fig. 10. Streamwise velocity proles U=U0 on the centreline (y=D = 0). () BART,
() BART (rear cylinder tripped). (|) FSM-SST, (- - -) FSM-EASM, (    )
IDDES, (    ) SAS.
Contour plots of turbulence intensity Ix = u
0
rms=U0 and Iy = v
0
rms=U0 are
shown in gures 11 and 12. The resolved turbulence kinetic energy in the
gap region is predicted very similar by the hybrid RANS/LES turbulence
models. Only the IDDES model predicts much lower levels of resolved turbu-
lence kinetic energy throughout the gap region. The low intensity of velocity
uctuations results in less ecient entrainment of high-speed uid from the
free-stream, which contributes to the over-prediction of the size of the recircu-
lation zone behind the upstream cylinder. All other turbulence models predict
a higher intensity of velocity uctuations, which enhances the entraining of
uid from the free-stream and consequently adds to the shortening of the
recirculation zone behind the upstream cylinder.
Predictions of spanwise surface-pressure correlation Rpp are shown in gure 13.
The IDDES model allows the spanwise surface-pressure correlation to drop to
approximately Rpp  0:7 on the rst cylinder, and hence provides good agree-
ment with the reference. In the predictions of all other cases, the spanwise
correlation remains too high Rpp > 0:8, compared to the corresponding mea-
surements. The FSM-EASM shows overall the highest level of correlation Rpp.
The high levels of correlation is also reected in the iso-contour plots of Q in
gure 6, where the free-shear layer shows a strong two dimensionality with
almost no variation in the spanwise direction. On the downstream cylinder,
the IDDES model again shows a rapid drop of Rpp and reaching levels much
below the corresponding measurements. The best agreement is achieved by
the SAS model, which follows the trend observed in the experiment. The re-
sults of the FSM-SST model is of a similar quality, however, the correlation
Rpp remains somewhat too high. The more advanced FSM-EASM formulation
shows least agreement with the reference data, and the spanwise correlation
remains signicantly too high over the cylinder span.
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(a) Experiment. (b) FSM-SST.
(c) FSM-EASM. (d) IDDES.
(e) SAS.
Fig. 11. Turbulence intensity Ix = u
0
rms=U0.
(a) Experiment. (b) FSM-SST.
(c) FSM-EASM. (d) IDDES.
(e) SAS.
Fig. 12. Turbulence intensity Iy = v
0
rms=U0.
3.4 Acoustic results
Acoustic results for each turbulence model are shown for the three dierent
Microphone positions in Figs. 14{16. In each case, experimental data[20] are
compared with the simulated results. The FSM-SST turbulence model obtains
excellent agreement below St  1:2 for all microphone positions. Above this
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value, the simulated broadband levels deviate from the experimental measure-
ments. The deviation at higher Strouhal numbers reects both the capacity
of the turbulence model to properly resolve the smaller eddies and, possibly,
the eect of acoustic scattering between the cylinders, which is not taken into
account in the acoustic calculation.
The FSM-EASM model has somewhat similar performance to the FSM-SST
model; however, the agreement is not as satisfactory. The IDDES model has
diculty capturing both the levels and the frequency of vortex shedding but
has slightly better performance at higher Strouhal number. The SAS performs
very well at low Strouhal number (St . 1) for microphones A and B, with
some small degradation in the ability to resolve the harmonics at microphone
C. The SAS model cannot reproduce the high frequency broadband levels
observed in the experiment and this is attributed to the reasons given above.
4 CONCLUSIONS
A hybrid RANS/LES/DNS framework is presented, which seamlessly operates
between RANS and DNS mode. This is achieved by a revised Flow Simula-
tion Methodology, where the turbulence modelling contribution of a RANS
model is rescaled using a damping function. The Flow Simulation Method-
ology is proposed in conjunction with a newly developed damping function
and a tailored convection discretisation scheme, which further enhances the
reliability and predictive accuracy of FSM. It is conjectured that a sophisti-
cated RANS model will improve the overall quality of the predictions of any
hybrid RANS/LES model, not only in the RANS region, but also in the LES
region. For this reason, the FSM approach is presented and calibrated for the
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Fig. 13. Spanwise surface-pressure correlation Rpp. () BART measurements. (|)
FSM-SST, (- - -) FSM-EASM, (    ) IDDES, (    ) SAS.
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Fig. 14. Acoustic spectra comparison at Microphone A. The simulations are com-
pared with NASA experimental data[20].
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Fig. 15. Acoustic spectra comparison at Microphone B. The simulations are com-
pared with NASA experimental data[20].
k-!-SST model and for the more sophisticated k-!-EASM model, which is
based on a non-linear stress stain relationship and therefore better predicts
anisotropy and non-equilibrium of the unresolved scales.
The ow around the tandem cylinder conguration is very sensitive to the
turbulence model used. The IDDES model transitioned after long simulation
times to an alternative mean-ow state, where the vortex shedding is sup-
pressed from the upstream cylinder. The FSM-SST model was found to pro-
vide the best agreement of the hydrodynamic eld with reference data on the
27
0 0.5 1 1.5 20
20
40
60
80
100
St
PS
D
 [d
B/
Hz
]
 
 
Simulation
Experiment
(a) FSM SST
0 0.5 1 1.5 20
20
40
60
80
100
St
PS
D
 [d
B/
Hz
]
 
 
Simulation
Experiment
(b) FSM EASM
0 0.5 1 1.5 20
20
40
60
80
100
St
PS
D
 [d
B/
Hz
]
 
 
Simulation
Experiment
(c) IDDES
0 0.5 1 1.5 20
20
40
60
80
100
St
PS
D
 [d
B/
Hz
]
 
 
Simulation
Experiment
(d) SAS
Fig. 16. Acoustic spectra comparison at Microphone C. The simulations are com-
pared with NASA experimental data[20].
coarse computational grid followed by the FSM-EASM and SAS models. De-
spite the advanced modelling framework of the FSM-EASM, the predictions
could not be improved over the FSM-SST. A possible cause is the sensitivity of
the EASM formulation to local strain and rotation-rate, which is reected in
a large dynamic range of the modelling coecients, depending on the ow un-
der investigation. As a result, the FSM-EASM suppressed the free shear-layer
instability on the upstream cylinder.
On the other hand, most results are insensitive to the spanwise domain width.
This is linked to a spurious strong correlation of the ow in the spanwise direc-
tion. With increasing spanwise domain width, the intensity of surface-pressure
uctuations on the upstream cylinder reduces somewhat. Nevertheless, the dif-
ference is not pronounced enough to justify the increased computational cost
associated with large spanwise domain widths.
The acoustic elds predicted, using an acoustic analogy based on Curle's the-
ory, also show good agreement with experimental results. The quality of the
acoustic results reect the ability of the various turbulence models to recreate
the turbulent ow elds, especially in the region between the two cylinders
and importantly, the surface pressure distribution in the downstream cylinder.
This correlation can be observed in the spanwise surface pressure correlation
comparison data. Here, the best comparison with experimental data is ob-
tained with the FSM-SST and SAS models, which is the same observed trend
in the acoustic results. This suggests that the correct recreation of spanwise
length scales is important for accurate acoustic predictions, especially in com-
plex wake interaction cases such as the one presented in this paper.
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