INTRODUCTION
Binary search trees can be used to organize a dynamic file, i.e. a file which changes in time through insertions and deletions. In order to keep the search time short, the trees must be close to being balanced. If a tree becomes too much unbalanced, a restructuring must be performed. This may not occur too frequently and the restructuring must be easy.
Different classes of so called "balanced trees" have been proposed for such a dynamic file where SEARCH, INSERT and DELETE instructions are possible. Such a file is also known as a 'dictionary" [2] . There are three basic classes of balanced binary node search trees:
(1) the height-balanced trees or AVL-trees [1, 7] ; 52 H. J. OLIVIÉ (2) the symmetrie binary B-trees or SBB-trees [3] ; (3) the binary search trees of bounded balance or BB[a]-trees [8] .
From the latter we will only consider the case where oc= 1 -• x /2/2. For these classes, the maximal heights are given as follows for a tree with n inner nodes (storing n keys):
AYL: fe^l.44 1g(n + 2)-0.328; SBB: /2^2 1g(rc + 2)-2; 66(1-^/272): h^2 lg (n + 1)-1.
The algorithms for searching, inserting and deleting an element are all O (h), so O(lgn).
Due to an insertion or a deletion of an element in a balanced search tree of a certain class, a rebalancing or restructuring opération may be necessary.in order to obtain a balanced search tree of the same class. The number or rebalancing opérations due to an insertion or a deletion is constant on the average as has been shown experimentally for AVL-trees [5] and SBB-trees [14] , and analytically for BB (1 -N /2/2)-trees [8, 4] . The maximal number of rebalancing opérations due to a deletion is O (lg n) for the three classes, and for an insertion it is also 0 (lg n) for SBB-trees and BB (1-^^-trees, but only 1 for AVL-trees [12, 3] . For AVL-trees and BB (1-^/2/2)-trees the rebalancing opérations are the wellknown single and double rotations [7] .
In the present paper, a new class of balanced binary node search trees is introduced. Instead of making the différence of two heights as in AVL-trees, we take the quotient of two heights and require that quotient to be between certain limits. The new trees are called half-balanced binary trees, or HBB-trees.
The algorithms for insertion and deletion in an HBB-tree are also O (lg n). The height is bounded by 2 lg (n +1 ) -2, which is comparable to the height of SBBtrees andBB(l-% /2/2)-trees. An important property is that the insertion ofan element needs at most two single rotations, equivalent to a double rotation, and that the deletion of an element needs at most three single rotations.
This means that HBB-trees are superior to both SBB-trees and BB(1 -N /2/2)-trees for insertion and deletion, and even superior to AVL-trees for deletion, when the worst case is considered. This paper contains a further three sections and an appendix. In section 2 the définitions and the basic properties of HBB-trees are given. Section 3 contains the proofs of the procedures and the main results. Section 4 gives an indication of the further work that is done on HBB-trees, and the complete insert and delete procedures are given in the appendix. 
DEFINITIONS AND BASIC PROPERTIES
We use extended binary trees [6, p. 399] , where each inner node has exactly two sons, and we will call these trees simply binary trees.
Let 7be a binary tree, and let v be a node of T. The distance of v from the root of T, i. e. the number of edges in the path from the root to v, is called the depth of t>. All nodes with equal depth d are said to be on level d. The height of v is the number of edges in the longest path from v to a leaf. The height of a tree T is the height of its root.
If the éléments of an ordered set S are assigned in inorder to the inner nodes of a binary tree T, then T is called a binary node search tree over S. The éléments of S are often called keys, The number of keys must be equal to the number of inner nodes. In the sequel we will call node search trees simply search trees.
In the figures, inner nodes are represented by circles and leaves by squares.
If v is a node of a binary tree T, then the subtree of T with root v is denoted byT v . To détermine the bounds of the height of an HBB-tree with a given number n of inner nodes, we introducé minimal HBB-trees. Proof: Lemma 1 yields: for even h:
ïïh is odch then T c ([h/2] -1) has height (h-l)
In both cases the hypothesis is satisfied.
•
HALF-BALANCED BINARY TREES AS DICTIONARIES
A dictionary [2] is a data structure for an ordered set S that can process the instructions MEMBER, INSERT and DELETE. In this section it is shown that half-balanced binary trees can be used to implement dictionaries and that there are algorithms for each of these instructions with 0 (lg n) time complexity, where n is the number of éléments of set S.
The MEMBER instruction
The purpose of a MEMBER instruction is to détermine whether a given key x is an element of set S. If T is an HBB-search tree over S, then the well-known search procedure for any binary search tree can be used. It is well known that this procedure has time complexity 0 (h), where h is the height of the binary tree T.
The INSERT instruction
The purpose of an INSERT instruction is to insert a key x into a set S. Let again T be an HBB-search tree over S. The procedure HBB-INSERT is analogous to the insert-procedure for height-balanced trees:
(1) Follow a search path until it is verified that key x IL-not y et in the tree (we must end up in a leaf, say u).
(2) Create a new inner node v with key x and two leaves below; let h v = s v = l and replace leaf u by node u.
(3) Retreat along the search path: update the h and s values and check the half-balance in each node on that path; if in a node w the half-balance is lost, restore the half-balance by a restructuring of subtree T w .
The restructuring of a subtree consists of a "single rotation" or two consécutive single rotations, also known as a "double rotation". These rotations are well known as they are also used in height-balanced trees [7, p. 454, 13, p . 217] and in binary trees of bounded balance [8] .
The procedure as explained above contains some redundant checking: if during the retreating along the search path we arrive in a node where the h and s values do not change, we need not visit that node's ancestors any more.
It is possible to prove the following results. The proofs are omitted hère because the more difncult proofs for analogous theorems are given for the deletion procedure. 
The DELETE instruction
The purpose of a DELETE instruction is to delete a key x from a set S. Let again T be an HBB-search tree over S. The procedure HBB-DELETE works as folio ws:
(1) Follow a search path until a node containing x is found; let v be the node with key x. If no such node is found (i.e. if we end up in a leaf), then the procedure stops.
(2) If v has two inner nodes as sons, then search for the node w of T" containing the next higher key (this node is called the inorder successor of t>). Copy the key of w in v and from now on consider w as the node to be deleted. (Notice that the left son of M; is a leaf, namely the leaf which séparâtes nodes v and w in the inorder séquence of the nodes of T.) (3) Delete node v (or w) either by removing it if it has no inner sons, or by replacing it by its only inner son.
(4) Retreat along the search path: update the h and s values and check the halfbalance in each node on that path; if in a node u the half-balance is lost, restore the half-balance by a restructuring of subtree T u . As soon as a node is encountered where the h and s values do not change, the retreating may be stopped.
When a key x is successfully deleted from an HBB-tree, three phases can be distinguished:
(1) There is an HBB-search tree containing key x; (2) A node containing key x has been removed from the tree; the tree obtained then might have lost the half-balance property in some of its nodes; (3) If necessary the tree is restructured and an HBB-tree is obtained.
NOTATIONS: 1. ffl$@l dénotes the class of HBB-trees. 2. (pu dénotes the father of node v.
Let
The a binary tree, T i the left subtree of the root and T 2 the right subtree of the root, then we write:
By T x j we dénote the left subtree of the root of T 1 , and by T x 2 the right subtree of the root of T u and more generally:
T* = (T^T* 2 y for ote{l,2}*.
h a dénotes the height of T a , s a dénotes the s-value of the root of 7 a .
DÉFINITION 4: Let T be a tree in phase (2), obtained from an HBB-tree by removing a node v. Then the closest ancestor y of cpi; (eventually cpi; itself) which is not half-balanced is called a critical node of T. The (sub) tree T y with root y is called a critical (sub) tree, abbreviated as CR-tree.
We try to fmd a method to restructure a critical (sub) tree. Therefore we investigate the properties of a critical tree first. 
•V+l
Proof: From the définition 2 we known that v is half-balanced iff u and w are both half-balanced, and:
0)
Since: When u and w are both half-balanced the first and the last inequality are satisfied, so the hypothesis follows.
• LEMMA 3: ƒƒ 7"=< T l9 T 2 ) is a critical tree obtained by a deletion o f a node from 7" 2 , then the following properties hold in T:
Proof: Before the removal of a node from T 2i the tree is half-balanced; after that removal the tree T is critical. This is only possible if the value s 2 has decreased by one.
So:
and:
7^>2 (2) (1) «> /z 3 +1^25 2 +4 o h x^2 s 2 + 3 (PI). The following lemma gives us the condition when a single right rotation will restructure a (critical) tree. LEMMA 
4: lfT=(T u T 2 } with T 1 =(T IU T 12 } and T u then
Proof: < T ll9 < T 12 , T 2 » can only be half-balanced if < 7 12 , T 2 > is halfbalanced.
(by lemma 2).
(1) <* (2) is true because: iff
<2
(Cl) since T 12 , (b) Provided that < T\ 2 , 7 2 then < 7 n , < T x 2) 7 2 >> s 34?^^ iff:
s 2 +2 -and:
<2 <2
and: 
The restructuring procedure for a critical tree T, obtained by a deletion of a node in the right subtree, is given in the flow-chart of figure 4. The proof for the restructuring procedure is long and tedious. We will not give the complete proof, it can be found in [9] and [10] . However we will give an indication how this restructuring procedure can be found. We want to fmd other conditions which are simpler to specify.
Let usjirstly try h 12 Sh lx then (b) is true because:
h xx = max(h 12 ,h li ) = h 1 -1 and h 2 >h 1 -1 by(P2).
(c) is not always true:
(pi)
So we have to refine the assumption.
Ifh 12 <h 11 then:
(pi) and (c) is true.
This corresponds to branch 1 of the flow-chart. This corresponds to branch 5 of the flow-chart.
2. A single right rotation will not always be sufficient to restructure T. This is illustrated in figure 5 .
If: (the tree T is critical after the removing of a node) and:
12

>2
(the tree is not HBB after a SRR).
2.1. We can firstly try to obtain a tree where h i2 < &n by a single left rotation in subtree 7~l 5 as illustrated in figure 6 . 
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Then if:
we will have after the removal of a node and the two single rotations:
so the subtree with root/is an HBB-tree. The restructuring consisting of these two consécutive single rotations is called a double right rotation.
2.2. However, there is still a possibility that node b is not half-balanced after this double rotation. In that case three consécutive single rotations have to be done. This restructuring is called a triple right rotation and it is illustrated in figure 7 . 
THEOREM 4:
The HBB-DELETE procedure applied to delete a keyfrom an HBB search tree with n keys yïelds an HBB search tree, and has time complexity O(lgn).
Proof: In [9] and [10] it is proved that the HBB-DELETE procedure applied on an HBB search tree yields an HBB-tree. The latter is again a search tree because a single rotation maintains the inorder of the keys.
During the exécution of HBB-DELETE we start at the root and follow a path down, at most to a leaf; after the removing of a node we climb up again towards the root, updating h and s factors, and eventually we perform a restructuring. During this DELETE-procedure we visit at most 2 h nodes, and all actions taken in the nodes need only constant time, so the time complexity of HBB-DELETE is O(/Ï), which means O(lgrc) when the tree contains n keys, according to theorem 1. • THEOREM 5: When the HBB-DELETE procedure is applied to delete an element jrom an HBB-search tree, then at most three single rotations must be performed.
Proof: Let Tbe a critical subtree with root r, with height h, and with shortest pathlength from the root to a leaf s. We know that:
After the restructuring, T is replaced by a subtree T' with root r', height h\ and shortest pathlength from the root to a leaf s'. Then: and:
If before the restructuring there is a node w above the critical node r such that:
where c is a positive integer, then the shortest path from w to a leaf contains r.
After the restructuring, r is replaced by r', and if h' w9 s' w dénote the new h-, svalues of w, then:
So vo is half-balanced then. This means that after. the restructuring of a critical subtree, the entire tree is half-balanced, and we knew already that a restructuring needs at most three single rotations. •
CONCLUSIONS AND INDICATIONS OF FURTHER WORK
The new class of half-balanced binary trees was introduced and procedures to search, to insert and to delete a key in an HBB-node search tree with n keys were given. These algorithms have O(lg n) time complexity. The maximal height is about 21g n, which is the same as for SBB-trees [3] , BB(1 -v / 2/2)-trees [8] and son-trees [11] .
During insertion in an HBB-tree at most one local restructuring, involving at most two single rotations, must be performed. The insertion algorithm for height-balanced trees has the same property. During deletion of an element from an HBB-tree also at most one local restructuring, involving this time at most three single rotations, must be performed. This is a remarkable result as no deletion algorithm of any already known class of balanced trees has that property.
HBB-trees have been investigated further in [10] : their correspondences with SBB-trees, son-trees, AVL-trees and BB(ot)-trees, and their behaviour under random insertions, both analytically and empirically.
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APPENDIX
In the procedures for HBB-trees a node is represented by a record with ûve fields, defined as follows: 
