Abstract. We are interested in the planar Lorentz process with a periodic configuration of strictly convex obstacles and with finite horizon. Its recurrence comes from a criteria of Conze in [8] or of Schmidt in [15] and from the central limit theorem for the billiard in the torus ([2, 4, 20]). Another way to prove recurrence is given by Szász and Varjú in [19]. Total ergodicity follows from these results (see [17] and [12]). In this paper we answer a question of Szász about the asymptotic behaviour of the number of visited cells when the time goes to infinity. It is not more difficult to study the asymptotic of the number of obstacles hit by the particle when the time goes to infinity. We give an estimate for the expectation and a result of almost sure convergence. For the simple random walk in Z 2 , this question has been studied by Dvoretzky and Erdös in [10]. We adapt the proof of Dvoretzky and Erdös. The lack of independence is compensated by a strong decorrelation result due to Chernov ([6]) and by some refinement (got in [14]) of the local limit theorem proved by Szász and Varjú in [19].
Introduction
Since the early work of Sinai ( [18] ), billiard systems have been studied by many authors ( [1, 2, 3, 4, 11] ). In R 2 , we consider a finite number of open convex sets O 1 , ..., O I , with boundary C 3 -smooth and with non null curvature. We repeat these sets Z 2 -periodically by setting U a, = + O a for all a ∈ {1, ..., I} and all ∈ Z 2 . We suppose that the closures of the U a, are pairwise disjoint. For any ∈ Z 2 , we call -cell the set I a=1 ∂U a, . Let us consider a point particle moving in the domain Q := R 2 \ I a=1 ∈Z 2 U a, with unit speed and with elastic reflections off ∂Q. This model is a billiard model with infinite area domain. It is also called planar Lorentz process. We will consider the finite horizon case, i.e. we suppose that the time between two successive collisions is uniformly bounded.
We are interested in the asymptotic behaviour (when n goes to infinity) of the number N n of cells visited before the nth reflection off ∂Q. We will also study the number N n of obstacles hit before the nth reflection. We prove that the expectations of log n n N n and of log n n N n (for a natural class of initial distributions) converge to nonnull constants c and c (as n goes to infinity). Moreover we prove that these quantities converge almost surely to c and c (respectively).
We get analogous results for the numberÑ t of cells visited before time t and for the number N t of obstacles hit before time t. We will see a link between N n and the number T + of reflections off ∂Q before coming back to the initial cell.
1.1. Billiard flow (M 1 , µ 1 , (Y t ) t ) and billiard transformation (M, ν, T ) in the plane. We call state of a particle at some time its position-speed couple. When a reflection occurs, there is coexistence of two states : one corresponding to the incident vector and one corresponding to the reflected vector. To avoid ambiguity, we will only consider reflected vectors. Hence the set of states (position-speed couples) will be :
where n(q) is the unit vector normal to ∂Q at q ∈ ∂Q oriented to inward of Q. The billiard flow (Y t ) t is the flow on M 1 such that Y t (q, v) = (q t , v t ) is the state at time t of a particle with state (q, v) at time 0. The billiard flow preserves the Lebesgue measure µ 1 on M 1 . Now let us consider reflection times. Let M be the set of reflected vectors off ∂Q :
The billiard transformation T maps a state at a reflection time x ∈ M to the state T (x) = x at the next reflection time. This transformation preserves the measure ν given by dν(q, v) = cos(ϕ) drdϕ, with the parametrisation (a, r, ϕ, ) of (q, v) ∈ M if q − is the point of ∂O a with arc length parameter r and if ϕ is the angular measure of (
The quantity τ (q, v) corresponds to the time before the next reflection. Here, we suppose that the billiard system has finite horizon, i.e. sup τ < +∞. We already know that this system is recurrent (see [8] , [15] and [19] ) and that it is totally ergodic (see [17] and [12] ). The billiard flow (M 1 , µ 1 , (Y t ) t ) can be represented by the special flow (M 1 ,μ 1 , (Ỹ t ) t ) over (M, ν, T ) with roof function τ . Let us explicit this. Let us defineM 1 := {(x, s) : x ∈ M ; 0 ≤ s < τ (x)} endowed with the measureμ 1 given by : dμ 1 (x, s) = dν(x)ds. Let (Ỹ t ) t be the flow defined oñ M 1 byỸ t (x, s) = (x, s + t) with the identifications (x, τ (x)) ≡ (T (x), 0). Let ∆ :M 1 → M 1 be given by : ∆((q, v), s) = (q + s v, v). We have : Y t = ∆ •Ỹ t • ∆ −1 and ∆ * (μ 1 ) = µ 1 .
1.2.
Billiard transformation in the torus (M ,ν,T ). The billiard in the torus is obtained from the billiard in the plane by quotienting the positions by Z 2 . More precisely, let us definē
Letν be the probability measure onM proportional to the restriction of ν toM . We endow M with a metric d such that : d(y, y ) = |r − r | + |ϕ − ϕ |, if (a, r, ϕ, (0, 0)) and (a, r , ϕ , (0, 0)) are the parametrizations of y and y respectively. We endow M with its Borel σ-algebra F. The study of this system is complicated by the discontinuities of the transformationT . But it is known thatT is C 2 -regular onM \ (R 0 ∪T −1 (R 0 )), where the set R 0 := {(q, v) ∈M : n(q), v = 0} corresponds to vectors tangent to ∂Q.
1.3.
Results. For any x ∈ M and any integer n ≥ 1, we define the number N n (x) of cells visited before the n-th reflection for a particle with initial state x :
The number N n (x) of obstacles visited before the n-th reflection for a particle with initial state x is given by :
Our first result deals with the expectation of these quantities.
). We have :
where
, where S n (x) corresponds to the index of the cell at the n th collision for a particle with initial statex ∈M .
In section 3.1, we precise the link between this result for H =
and some estimations got by Dolgopyat, Szász and Varjú in [9] . For any y ∈ M 1 and any t > 0, let us define :
These quantities correspond respectively to the number of cells and of obstacles visited before time t for a particle with state y at time 0.
µ 1 (A) for any bounded measurable set A). We have :
Theorem 3 (Almost everywhere convergence). For ν-almost every x ∈ M , we have :
For µ 1 -almost every x ∈ M 1 , we have :
Tools
As we said briefly in the abstract, we use the scheme of the proof of Dvoretzky and Erdös [10] . We will compensate the lack of independence by two ingredients : a strong decorrelation result (proposition 2.1) and an extension of the local limit theorem (proposition 2.2). Let us recall that there existC > 0 andθ ∈ (0, 1) such that, for almost every point inM , there exist two unique maximal open C 1 -curves γ s (x) and γ u (x) such such that :
• For all integer n ≥ 0,T n is C 2 -regular on a neighbourhood of γ s (x) and the diameter of T n (γ s (x)) is less thanCθ n .
• For all integer n ≥ 0,T −n is C 2 -regular on a neighbourhood of γ u (x) and the diameter ofT −n (γ u (x)) is less thanCθ n .
The curves γ s (x) are called stable manifolds and the curves γ u (x) are called unstable manifolds. Let us recall that, according to Chernov [6] (see the few explanations given in appendix), we have the following result :
Proposition 2.1 (Strong decorrelation property). For any η ∈ (0, 1] and any integer m ≥ 0, there exists C (η,m) > 0 and δ (η,m) ∈ (0, 1) such that, for any measurable bounded functions f :M → C and g :M → C, for any integer n ≥ 0, we have :
A local limit theorem has been established by Szász and Varjú in [19] . We will use the following refinement of this result (we refer to [14] for its proof) : Proposition 2.2. Let any real number p > 1. There exists K 0 > 0 such that, for any positive integer k, if B is any measurable set such that, if x ∈ B then γ s (x) ⊆ B, if r is any positive integer and if A is any union of connected components ofM \ r i=0T
we have :
This is true in particular if A is (S 1 , ..., S r )-measurable.
First calculations, proofs of theorem 1 and of corollary 2
It is easy to see that the billiard system (M, ν, T ) is a cylindrical extension of the billiard system (M ,ν,T ) by some function Φ :M → Z 2 . For any (q, v) ∈M and any ∈ Z 2 , we have T (q + , v) = (q + + Φ(q, v), v ) with (q , v ) =T (q, v). Hence , for any non-negative integer n, we have :
Let us consider the asymptotic covariance matrix Σ 2 associated to Φ :
Let us notice that, since the billiard in the plane (M, ν, T ) is ergodic, the matrix Σ 2 is invertible. Let (q, v) be inM and in Z 2 . We have
For any x ∈M and any nonnegative integer k, let I k (x) be the index of the obstacle (taken in {1, ..., I}) on whichT k (x) is. We have :
Hence, N n (q + , v) and N n (q + , v) do not depend on ∈ Z 2 . For any non negative integer m, let us define :
The random variable S n corresponds to the index of the cell at the n th reflection off ∂Q if we start from the (0, 0)-cell. We have :
with B p := x ∈M : ∀k = 1, ..., p, S k (x) = (0, 0) . Moreover we have :
We have :
Proposition 3.1. We have :
Let us consider the first return time T + into the initial cell : T + := min m ≥ 1 :
. We haveν(T + > n) =ν(B n ) and :
Analogously, if T + is the first return time into the initial obstacle, we have :ν(T + > n) =ν(B n ).
Hence proposition 3.1 for B n is linked with estimations for the expectation of the first return time into the initial cell. Such estimations have already been done by Dolgopyat, Szász and Varjú in [9] . In this section, we detail the proof for B n .
Proof of proposition 3.1. We will use an idea of Dvoretzky and Erdös. First it is easy to see that :
Hence we have : 1 = n k=0ν {S k = (0, 0)} ∩T −k (B n−k ) . Let a = 1, ..., I. In the same way, if we write B p (a) = {I 0 = a} ∩ B p , then we have :
We replace the independence property used by Dvoretzky and Erdös by our proposition 2.2.
According to this result, we know that there exists C > 0 such that for all non negative integers n and k with 2 ≤ k ≤ n − 1, we have :
For any ε > 0, we consider an integer ε such that : k≥ ε C k 2 < ε.
• To get an upper bound, we write :
Hence we have :
• To get a lower bound, we write :
Let us consider an integer q ≥ e 2 . Applying the previous inequality with n := q log(q) and with m := q ( log(q) − 1), we get :
.
Hence we have : lim n→+∞ log(n)ν(B n (a)) = 2π det(Σ 2 ). Let us notice that the same argument gives the same estimate for B n instead of B n (a) and that we have :ν(B n ) = I a=1ν (B n (a)).
Since
and
Speed of convergence of
To estimate the variances of N n and of N n , we need the following more precise estimates : Proposition 3.3. For all p > 1, we have :
Proof. Let a ∈ {1, ..., I}. Here again, we adapt the argument of Dvoretzky and Erdös by replacing the independence property by our extension of the local limit (proposition 2.2). Let p be any real number satisfying p > 1. Let us take L n := (log(n)) 2 . For n large enough, we have : 1 < L n ≤ n and :
Hence we have :ν
On the other hand, there exist K 0 > 0 and C 0 > 0 such that, for 1 ≤ L ≤ m − 2 ≤ m ≤ n, we have :
Hence we have :ν (B n−m (a)) ≥ν
Let q be an integer large enough. We take : n := q log(q) and m := q( log(q) − 1) and
. We have :
Hence, for all p > 1, we have :
and so :
which gives the estimate of Eν[N n ]. With the same proof, we can get the same estimate for ν(B n ) than the one got forν(B n (a)). From which, we easily get the estimate of Eν[N n ].
3.3.
Estimation of the variance of N n .
Proposition 3.4. For any p > 1, we have :
(log(n))
Proof. We follow the proof of Dvoretzky and Erdös. We use the estimation of Eν[N n ] obtained in proposition 3.3 and we replace the independence property by the strong decorrelation property coming from Chernov's calculations (our proposition 2.1). Let us recall that N n = n m=1 1 B n−m • T m . Let us take m n := √ n . We have :
according to proposition 2.1, since 1 B j−mn−i •T −(j−mn−i) is constant along the unstable manifolds ofT and since 1 B n−j is constant along the stable manifolds ofT . Hence we have :
Let us recall that if j ≤ j thenν(B j ) ≤ν(B j ). Hence, if j > n/2 ,ν(B j ) −ν(B n−j ) ≤ 0. Therefore, for any i = 1, ..., n, we have :
Therefore, thanks to proposition 3.3, we get :
This gives the estimate of V arν(N n ). In the same way we get the estimate of V arν(N n ).
3.4.
End of the proof of theorem 1. From formula (1) (just before section 3.1) and corollary 3.2, it suffices to prove that :
Let us prove the first point, the proof of the second one following exactly the same scheme. We have :
according to proposition 3.4.
3.5. Proof fo corollary 2. We prove the result forÑ t , the proof forÑ t being analogous. We haveÑ t (∆(y, s)) = N n(t+s,y) (y) where ∆ is the map defined in section 1.1 and with n(t, ·) the number of reflections before time t : n(t, x) := max{m ≥ 0 :
Moreover, we have :
M τ dν and therefore :
We conclude by the using the fact that :
= O( √ t) (see for example lemma 4.1 of [13] ).
Proof of theorem 3
The results for the flow are consequences of the results for the transformation. Indeed we havẽ N t (∆(y, s)) = N n(t+s,y) (y) and we know that (y, s) → n(t+s,y) t convergesμ 1 -almost everywhere to
as t goes to +∞.
To prove the results for the transformation, it is enough to prove that it is true forν-almost every point inM . Let us prove this. The sketch of our proof follows sections 3 and 5 of [10] . We will refer to [10] for some details of the proof. We insist on the adaptation to do to the proof of Dvoretzki and Erdös of [10] . Let us consider some fixed real number p satisfying 1 < p < 3/2. In the following n will be such that : n ≥ 1, log(n) ≥ 1 and log(log(n)) ≥ 1 and log(n/ log(n) 2 ) ≥ ((log(n))/2). According to the beginning of section 5 of [10] , it suffices to prove that :
and that the same holds for
(1) First we estimate :ν
. For all i = 1, ..., L, we define, :
and :
As noticed by Dvoretzky and Erdös in [10] , we have :
(a) We estimateν(A i ) by the Markov inequality. Let us notice that, if a ≤ b, N b − N a is less than the number N b−a •T a of cells visited between the (a + 1)th reflection and the bth reflection. Hence, we have :
Here A i and A j are not independent (contrarily to [10] ). We will use the strong decorrelation property (proposition 2.1). Let
according to proposition 2.1 since
is constant along the unstable manifolds and 1 A is constant along the stable manifolds. Let us notice that, for n large enough, we have :
Hence, we get an estimation forν(A ) analogous to the one obtained forν(A j ). We get :
(c) We estimateν(Ã i ) as we did forν(A i ) :
From this, we get :
(here only), we get :
and we have 4/(3p) > 1.
(2) Second, we estimate :ν
. From now, we will take : L = log(log(n))) (for n ≥ 3). For any i = 1, ..., L, we set M i the number of cells visited between times (i − 1)n/L + 1 and in/L . We define
Let us take η ∈ (0, 1/2). Let us define :
(a) We estimateν(D i ) thanks to the Markov inequality. We have :
We want to estimate 1≤i<j≤Lν (D i ∩ D j ). The events D i and D j are not independent here but, according to proposition 2.1, we have :
n . Let us notice that, for n large enough, we have :
Hence we can estimateν(D j ) as we have estimatedν(D i ). According to proposition 2.1, since
(b) We will use the following notations :
Let us define :
(c) Let us prove that we have :
Let i < j. According to proposition 2.2, we have :
(d) According to the Markov inequality, we have :
(e) Let us prove that :
Let 1 ≤ i < j < i < j ≤ L. Let us define :
We have
is constant along the unstable manifolds and sinceM i ,j •T
is constant along the stable manifolds, we have :
(f) Let us prove that :
To this end, we will use repeatidly proposition 2.2. Let 1
Let L be the set of (k, k , , ) such that :
with : . Hence we have :
In the same way, we get : Now we enter in the most technical part of the proof. Let us notice that this part could be shortened if we were able to prove that in formulas (8) and (9) , the first term is the biggest one. But, unfortunately this is not so evident. Hence, we will estimate each term.
• The following fact will be useful in the sequel : c = sup d>a ν M i,j > n log(log(n)) L(log(n)) 1+η and M i ,j > n log(log(n)) L(log(n)) 1+η ≤ ≤ν M i,j M i ,j > n 2 (log(log(n))) 2 L 2 (log(n)) 2+2η ≤ Eν[M i,j M i ,j ] n 2 (log(log(n))) 2 L 2 (log(n)) 2+2η
Hence we have :
(i,j,i ,j ) : #{i,j,i ,j }=4ν
(C i,j ∩ C i ,j ) = O L 4 (log(n)) 2−2η .
(i) Hence, we have :
(log(n)) 2−2η .
With our choices, we have : L = log(log(n)) , 2 − 2η > 1 and 2/p > 1. This completes the proof of our result of almost sure convergence.
