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Les xarxes de comunicacions han experimentat un augment continu tant 
d'usuaris com de trànsit. Aquestes xarxes no poden ampliar-se constantment, 
raó per la qual és important fer recerca en l'optimització dels recursos, la 
disminució del cost i l'augment del seu rendiment. Per tant, és necessari 
l'estudi i implementació de nous algorismes de xarxa, amb l'objectiu de 
dissenyar, gestionar i planificar les xarxes per maximitzar la seva eficiència. 
Aquests algorismes poden proporcionar ajuda en el diagnòstic i maneig de la 
congestió a curt termini i, a llarg termini, poden convertir-se en un element clau 
en el disseny i dimensionat de la xarxa.  
L'estudi de nous algorismes implica la realització de proves per comprovar si 
ofereixen millores respecte a d'altres algorismes. Per a això, és necessari 
realitzar aquestes proves sobre la mateixa xarxa física, amb les dificultats 
tècniques i de seguretat que això comporta, o bé realitzar simulacions de xarxa 
amb l'ajuda d'algun dels programes existents. En el nostre cas hem decidit 
utilitzar el simulador Net2Plan, ja que és un programa lliure i de codi obert. 
Amb l'objectiu d'experimentar amb algorismes d'enginyeria de trànsit, en la 
primera part del treball hem estudiat el simulador Net2Plan per conèixer el seu 
funcionament, així com les principals llibreries que utilitzarem. A continuació, 
hem realitzat un estudi exhaustiu del funcionament dels algorismes que 
simularem, per tal de poder interpretar els resultats. Seguidament hem estudiat 
detingudament les topologies de les xarxes RedIRIS i GÉANT. D'aquestes 
dues xarxes de gran abast n'hem obtingut les dades necessàries per a les 
simulacions, mitjançant les eines d'obtenció de trànsit corresponents, així com 
la matriu de trànsit de la xarxa GÉANT mitjançant l'ajuda de TFCs anteriors. 
Finalment, hem simulat cada algorisme sobre les topologies estudiades i hem 
estudiat els seus efectes sobre les xarxes, representant els resultats 
gràficament. Per acabar es mostren les conclusions, l'impacte mediambiental i 
les línies futures d'estudi per a següents investigacions. 
 
Amb la realització d'aquest treball, hem aconseguit optimitzar les mètriques de 
les xarxes RedIris i GÉANT amb l'aplicació dels algorismes de xarxa, 
mitjançant les simulacions amb Net2Plan. Tota la documentació realitzada en 
aquest treball també té un objectiu docent, oferint material d'estudi i pràctiques 
en assignatures relacionades amb xarxes de transport i enginyeria de trànsit. 
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Wide area networks experience a continuous increase of users and traffic. Due 
to the cost involved, networks cannot be continuously upgraded or expanded. 
Therefore, a better use of network resources is mandatory, by diverting traffic to 
less congested links. That is why research and implementation of new routing 
algorithms are needed, in order to optimize resources and to accommodate a 
greater amount of traffic on the same network. This requires either testing on a 
real network, with the technical risks and safety challenges this brings, or 
performing network simulations. In our case we decided to use the Net2Plan 
simulator, since it is a free open source software. 
 
In order to experiment with new traffic engineering algorithms, in the first part of 
the thesis we have studied the Net2Plan simulator and the main libraries it uses 
to understand how it works. Then we performed a comprehensive study of the 
performance of every algorithm that we are going to simulate, in order to be 
correctly interpret the results. Later we have carefully analyzed the topologies 
of RedIRIS and GÉANT with the aim of using them for the simulations, as they 
are two wide area networks from which we can obtain the necessary data, 
using the monitoring tools available at the website of each entity. We also used 
GÉANT’s traffic matrix, obtained in previous degree theses. Finally we analyze 
the scenarios’ structure used to simulate each routing algorithm and perform 
tests using the topology and traffic matrix of GÉANT in order to evaluate the 
performance of each algorithm metrics, representing the results graphically. 
The present thesis ends with conclusions, environmental impact and future 
lines of study. 
 
In this thesis, optimitzation of the network metrics RedIris and GÉANT are 
accomplished by the network algorithms application, by using Net2Plan 
simulations. All the data obtained from this thesis has an academic purpose, 
providing significant knowledge that can be helpful on network traffic 
engineering courses.   
  
  
M’agradaria dedicar aquest treball 
a la meva família, sense ells no 
hagués estat possible arribar al 
final d’aquesta etapa i per l’ajuda 
que em donen cada dia per seguir 
posant-me nous objectius. A tots 
els meus amics que han hagut 
d’aguantar tants 'No puc quedar, 
estic fent projecte...’. Al director 
David Rincón per posar-me les 
coses més fàcils i a l’Antoni Oller 
per la seva ajuda amb les 









































INTRODUCCIÓ ................................................................................................... 1	  
CAPÍTOL 1. SIMULADOR DE XARXES NET2PLAN ........................................ 2	  
1.1.	   Introducció ......................................................................................................................... 2	  
1.2.	   Simulador Net2Plan .......................................................................................................... 2	  
1.2.1.  Descripció ............................................................................................................... 2	  
1.2.2.	   Modes de funcionament ......................................................................................... 2	  
1.2.3.	   Eclipse, JOM (Java Optimization Modeler) i matriu de trànsit (TM) ....................... 3	  
1.2.4.	   Simulació amb Net2Plan ........................................................................................ 5	  
1.2.5.	   Algorismes de disseny i planificació de xarxa ........................................................ 7	  
CAPÍTOL 2. ALGORISMES DE DISSENY I PLANIFICACIÓ DE XARXA ......... 8	  
2.1.	   Introducció ......................................................................................................................... 8	  
2.2.	   Algorismes de disseny de xarxa ...................................................................................... 8	  
2.2.1.	   Introducció .............................................................................................................. 8	  
2.2.2.	   Algorismes CFA (Capacity and Flow Assignment) ................................................ 9	  
2.2.3.	   Algorismes FA (Flow Assignment) ......................................................................... 9	  
2.2.4.	   Algorismes TCA (Topology and Capacity Assignment) ....................................... 10	  
2.3.	   Algorismes de planificació de xarxa ............................................................................. 10	  
2.3.1.	   Introducció ............................................................................................................ 10	  
2.3.2.	   Algorismes de cerca local i algorismes avariciosos ............................................. 11	  
2.3.3.	   Algorismes de refredament simulat ...................................................................... 12	  
2.3.4.	   Algorismes de GRASP i ACO .............................................................................. 13	  
2.3.5.	   Algorismes de tipus gradient ................................................................................ 14	  
CAPÍTOL 3. ANÀLISIS DE TOPOLOGIES REALS ......................................... 16	  
3.1.	   Introducció ....................................................................................................................... 16	  
3.2. Xarxa RedIRIS ..................................................................................................................... 16	  
3.2.1.  Descripció ............................................................................................................. 16	  
3.2.2.	   Mapa de topologia de nodes i enllaços ................................................................ 16	  
3.2.3.	   Proves de topologia ............................................................................................. 18	  
3.2.4.	   Topologia Resultant ............................................................................................. 18	  
3.3.	   Xarxa GÉANT ................................................................................................................... 19	  
3.3.1.	   Descripció ............................................................................................................ 19	  
3.3.2.	   Mapa de topologia de nodes i enllaços ................................................................ 19	  
3.3.3.	   Proves de topologia ............................................................................................. 20	  
3.3.4.	   Topologia resultant ............................................................................................... 21	  
3.3.5.	   Obtenció de la matriu de trànsit real .................................................................... 23	  




CAPÍTOL 4. SIMULACIONS AMB NET2PLAN ................................................ 27	  
4.1.	   Introducció ....................................................................................................................... 27	  
4.2.	   Simulacions xarxa RedIRIS ............................................................................................ 27	  
4.2.1.	   Introducció ............................................................................................................ 27	  
4.2.2	   	  Simulació amb algorismes TCA ........................................................................... 29	  
4.2.3.	   Simulació amb algorismes de cerca local i algorismes avariciosos ..................... 31	  
4.2.4.	   Simulació amb algorismes de GRASP i ACO ...................................................... 33	  
4.2.5.	   Simulació amb algorismes de tipus gradient ........................................................ 34	  
4.2.6.	   Comparació i anàlisis dels resultats ..................................................................... 35	  
4.3.	   Simulacions xarxa GÉANT ............................................................................................. 37	  
4.3.1.	   Introducció ............................................................................................................ 37	  
4.3.2.	   Simulació amb algorismes CFA ........................................................................... 40	  
4.3.3.	   Simulació amb algorismes FA .............................................................................. 42	  
4.3.4.	   Simulació amb algorismes TCA ........................................................................... 43	  
4.3.5.	   Simulació amb algorismes de cerca local i algorismes avariciosos ..................... 45	  
4.3.6.	   Simulació amb algorismes de refredament simulat ............................................. 47	  
4.3.7.	   Simulació amb algorismes de GRASP i ACO ...................................................... 49	  
4.3.8.	   Simulació amb algorismes de tipus gradient ........................................................ 50	  
4.3.9.	   Comparació i anàlisis de resultats ....................................................................... 51	  
CAPÍTOL 5. CONCLUSIONS ........................................................................... 59	  
5.1.	   Conclusions ..................................................................................................................... 59	  
5.2.	   Línies futures ................................................................................................................... 60	  
5.3.	   Impacte mediambiental ................................................................................................... 60	  
GLOSSARI ........................................................................................................ 61	  
BIBLIOGRAFIA ................................................................................................. 63	  
ANNEXOS ......................................................................................................... 64	  
A.1.	   Ampliació de teoria ......................................................................................................... 64	  
A.1.1.	   Introducció ............................................................................................................ 64	  
A.1.2.  Instal·lació i funcionament d'Eclipse ..................................................................... 64	  
A.1.3.	   JOM (Java Optimization Modeler) ........................................................................ 65	  
A.1.4.  Simulació amb Net2Plan ...................................................................................... 69	  
A.1.5.  RedIRIS, coordenades i proves looking-glass ...................................................... 74	  
A.1.6.  Topologia GÉANT - Nodes principals ................................................................... 77	  
A.1.7.  Topologia GÉANT – Agregació de tots els nodes i enllaços ................................ 87	  
A.1.8.	   Eina Cacti ............................................................................................................. 92	  
A.1.9.	   Eina Looking Glass ............................................................................................... 94	  
A.1.10.  Matriu de trànsit real xarxa GÉANT ...................................................................... 94	  
A.1.11.	  Matriu de trànsit per tomogravetat xarxa GÉANT .............................................. 100	  
A.1.12.	  Topologia xarxa GÉANT adaptada a la matriu de trànsit ................................... 102	  
A.2. Algorismes de disseny de xarxa .................................................................................... 106	  
A.2.1.	   Introducció .......................................................................................................... 106	  
A.2.2.  Algorismes CFA (Capacity and Flow Assignment) ............................................. 106	  
A.2.3.  Algorismes FA (Flow Assignment) ..................................................................... 111	  
A.2.4.  Algorismes TCA (Topology and Capacity Assignment) ...................................... 115	  
A.2.5.  Problema llibreria Java GLPK ............................................................................ 120	  
  
A.3. Algorismes de planificació de xarxa ............................................................................. 120	  
A.3.1.	   Introducció .......................................................................................................... 120	  
A.3.2.  Algorismes de cerca local i algorismes avariciosos ........................................... 121	  
A.3.3.  Algorismes de refredament simulat .................................................................... 132	  
A.3.4.  Algorismes de GRASP i ACO ............................................................................. 135	  
A.3.5.	   Algorismes de tipus gradient .............................................................................. 145	  
A.4. Simulacions xarxa RedIRIS ............................................................................................ 148	  
A.4.1.  Introducció .......................................................................................................... 148	  
A.4.2.	   Simulació amb algorismes TCA ......................................................................... 148	  
A.4.3.	   Simulació amb algorismes de cerca local i algorismes avariciosos ................... 151	  
A.4.4.  Simulació amb algorismes de GRASP i ACO .................................................... 157	  
A.4.5.  Simulació amb algorismes de tipus gradient ...................................................... 159	  
A.5. Simulacions xarxa GÉANT ............................................................................................. 160	  
A.5.1.  Introducció .......................................................................................................... 160	  
A.5.2.	   Simulació amb algorismes CFA ......................................................................... 161	  
A.5.3.	   Simulació amb algorismes FA ............................................................................ 163	  
A.5.4.	   Simulació amb algorismes TCA ......................................................................... 166	  
A.5.5.	   Simulació amb algorismes de cerca local i algorismes avariciosos ................... 170	  
A.5.6.	   Simulació amb algorismes de refredament simulat ............................................ 177	  
A.5.7.	   Simulació amb algorismes de GRASP i ACO .................................................... 180	  
A.5.8.	   Simulació amb algorismes de tipus gradient ...................................................... 182	  
A.6. Reports xarxa RedIRIS .................................................................................................... 183	  
A.6.1.  Introducció .......................................................................................................... 183	  
A.6.2.  Report xarxa RedIRIS sense aplicar cap algorisme ........................................... 184	  
A.6.3.  Report RedIRIS aplicant algorismes TCA .......................................................... 184	  
A.6.4.  Report RedIRIS aplicant algorismes de cerca local ........................................... 188	  
A.6.5.  Report RedIRIS aplicant algorismes avariciosos ............................................... 190	  
A.6.6.  Report RedIRIS aplicant algorismes de GRASP ................................................ 194	  
A.6.7.  Report RedIRIS aplicant algorismes ACO .......................................................... 195	  
A.6.8.  Report RedIRIS aplicant algorismes de tipus gradient ....................................... 196	  
A.7.	   Reports xarxa GÉANT ................................................................................................... 197	  
A.7.1.  Introducció .......................................................................................................... 197	  
A.7.2.  Report xarxa GÉANT sense aplicar cap algorisme ............................................ 198	  
A.7.3.  Report GÉANT aplicant algorismes CFA ........................................................... 199	  
A.7.4.  Report GÉANT aplicant algorismes FA .............................................................. 202	  
A.7.5.  Report GÉANT aplicant algorismes TCA ........................................................... 206	  
A.7.6.  Report GÉANT aplicant algorismes de cerca local ............................................ 211	  
A.7.7.  Report GÉANT aplicant algorismes avariciosos ................................................. 214	  
A.7.8.  Report GÉANT aplicant algorismes de refredament simulat .............................. 219	  
A.7.9.  Report GÉANT aplicant algorismes de GRASP ................................................. 222	  
A.7.10.  Report GÉANT aplicant algorismes ACO ........................................................... 223	  
A.7.11.  Report GÉANT aplicant algorismes de tipus gradient ........................................ 225







L'increment en l'ús de les xarxes d'informació i el fet que els recursos de xarxa 
són limitats, fan necessària la implementació de nous algorismes d'enginyeria 
de trànsit que optimitzin els recursos de xarxa i allotgin una major quantitat de 
trànsit a la mateixa xarxa. Aquests són nous algorismes de disseny o 
planificació que encaminen el trànsit per enllaços menys congestionats de la 
xarxa o que s'adapten a necessitats específiques de qualitat de servei (QoS) 
demandades per un servei o client. Per valorar les millores dels nous 
algorismes de trànsit cal avaluar-los en un entorn simulat. Amb aquest objectiu, 
en el següent treball ens proposem realitzar simulacions amb el programa 
Net2Plan, sobre dues xarxes de gran abast com són RedIRIS i GÉANT, 
utilitzant dades reals de topologia i trànsit d'aquestes xarxes.  
 
En el primer capítol analitzarem el simulador Net2Plan, per conèixer el 
programa amb el qual treballarem, les seves característiques i les principals 
llibreries que utilitzarem. D'aquesta manera, també descobrirem els algorismes 
de trànsit que podrem utilitzar posteriorment.  
 
Amb l'objectiu d'entendre els resultats que ens ofereixin els diferents 
algorismes d'encaminament, en el capítol 2 es realitzarà un estudi del 
funcionament i les millores conceptuals que ofereixen els algorismes de 
disseny i planificació de xarxa que simularem: CFA, FA, TCA, algorismes de 
cerca local i avariciosos, de refredament simulat, de GRASP i ACO, i de tipus 
gradient.  
 
A continuació, en el capítol 3 realitzem proves sobre les topologies de RedIRIS 
i GÉANT per obtenir totes les dades referents als nodes i enllaços de la 
topologia, i així poder representar exactament en Net2Plan per usar com a 
xarxa de referència a l'hora de realitzar les simulacions. Per a la xarxa GÉANT, 
a més a més, també utilitzarem la matriu de trànsit obtinguda a TFCs anteriors. 
Com només disposem de dades de trànsit referents a GÉANT, per a RedIRIS 
només podrem aplicar aquells algorismes que no necessiten d'una matriu de 
trànsit per a la seva aplicació.  
 
En el capítol 4 s'aplicaran els algorismes de disseny i planificació de xarxa 
estudiats anteriorment sobre les xarxes RedIRIS i GÉANT, respectivament. A 
continuació, es compararan les mètriques de cada algorisme per trobar aquella 
que ofereixin una implementació més eficient del trànsit a cadascuna de les 
xarxes.  
 
Per finalitzar, es mostren les conclusions, l'impacte mediambiental i línies 
futures, analitzant quins són els algorismes de trànsit més adequats per a cada 
situació i plantejant noves línies d'investigació per a futurs treballs. 
 
Tota la documentació realitzada en aquest treball també té un objectiu docent, 
per oferir material d'estudi i pràctiques en assignatures relacionades amb 
xarxes de transport i enginyeria de trànsit. 








En aquest capítol es defineix el simulador de xarxes Net2Plan, així com els 
seus modes de funcionament i les principals llibreries que utilitzarem. A més a 
més, es presenta una simulació exemple per tal d'entendre el programa amb el 
qual treballarem, les seves funcionalitats i els algorismes que podrem utilitzar. 
 
1.2. Simulador Net2Plan 
1.2.1. Descripció 
 
Net2Plan és una eina Java lliure i de codi obert dedicada a la planificació, 
optimització i avaluació de les xarxes de comunicació [1]. En un principi va ser 
pensada com una eina per ajudar a l'ensenyament de cursos de planificació de 
xarxes de comunicació però, amb el temps, s'ha convertit en una poderosa eina 
de planificació de la xarxa de la universitat i la indústria, juntament amb un 
dipòsit creixent de recursos de planificació de xarxa.  
 
Net2Plan està construït sobre una representació abstracta de la xarxa, 
l'anomenat pla de la xarxa, basat en set components abstractes: nodes, 
enllaços, rutes, demandes de trànsit, segments de protecció, grups de risc 
compartit i capes de xarxa. La representació de la xarxa és independent de la 
tecnologia, per tant Net2Plan pot ser adaptat per a xarxes de planificació en 
qualsevol tecnologia.  
 
Net2Plan s'implementa com una llibreria de Java, juntament amb dues 
interfícies d'usuari (CLI i GUI, respectivament). La interfície gràfica d'usuari 
(GUI) és especialment útil per a les sessions de laboratori com un recurs 
educatiu, o per a una inspecció visual de la xarxa. En canvi, la interfície de línia 
de comandes (CLI) es dedica específicament als estudis d'investigació en 
profunditat, fent ús de processament per lots o les característiques de simulació 
a gran escala. Per tant, Net2Plan és una eina destinada a un ampli espectre 
d'usuaris: la indústria, la investigació i l'acadèmia. 
 
A més a més, Net2Plan és lliure i de codi obert. 
 
1.2.2. Modes de funcionament 
 
Independentment de la interfície (CLI o GUI) seleccionada, Net2Plan disposa 
de sis eines diferents:  
 
- Offline Network design: Dirigit a avaluar els dissenys de xarxa generats per 
algorismes de disseny i planificació, així com decidir sobre aspectes com ara la 
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topologia de la xarxa, l'encaminament de trànsit, la capacitat dels enllaços, vies 
de protecció, etc. Els algorismes basats en formulacions d'optimització poden 
utilitzar el codi obert de la llibreria JOM (Java Optimitzation Modeler), així com 
un número de solucionadors externs, en el nostre cas la llibreria GPLK (GNU 
Linear Programming Kit).  
      
- Traffic matrix generation: Ajuda als usuaris en el procés de generació de les 
matrius de trànsit.  
      
- Resilience simulation: Simula el funcionament de la xarxa, on apareixen errors 
a l'atzar en els enllaços i els nodes d'acord amb la informació definida per 
l'usuari i pels grups de risc compartit. Dirigit per avaluar la disponibilitat 
d'actuacions integrades o esquemes de protecció/restauració definits per 
l'usuari. 
      
- Time-varying simulation: Simula el funcionament de la xarxa, on els volums de 
demanda de trànsit varien amb el temps d'acord amb patró definit per l'usuari. 
Dirigit a avaluar les actuacions definides per l'usuari que reaccionen a les 
variacions de trànsit (per exemple plans de desviament de trànsit, esquemes de 
capacitat, aprovisionament sota demanda, etc.).  
      
- Connection-admission-control simulation: Simula el funcionament de la xarxa, 
on les demandes de trànsit són la font de les sol·licituds de connexió. Dirigit a 
avaluar CAC (Connexió - Admissió - Control) definida per l'usuari, els 
algorismes que assignen dinàmicament recursos per a les sol·licituds de 
connexió. 
 
- Reporting: Net2Plan permet generar informes definits per l'usuari de qualsevol 
disseny de xarxa. L'eina de generació d'informes està integrada dins de totes 
les funcionalitats anteriors, pel que és possible crear informes de recollida de 
mesures de rendiment en qualsevol d'aquests aspectes.  
 
En totes les funcions, la interfície gràfica d'usuari organitza estadístiques de la 
xarxa i les estimacions de rendiment calculades a partir de la xarxa de 
disseny/simulació. 
 
Els algorismes utilitzats en cadascuna de les característiques esmentades són 
Java '.class' / arxius '.jar' que implementen una interfície pública en particular. 
Net2Plan permet la utilització d'algorismes creats per l'usuari. En el nostre cas, 
utilitzarem l'entorn de desenvolupament Eclipse [2] per a la creació i modificació 
dels algorismes. 
 
1.2.3. Eclipse, JOM (Java Optimization Modeler) i matriu de trànsit 
(TM) 
 
Per a la resolució de les simulacions amb Net2Plan, serà indispensable l'entorn 
Eclipse per la creació i edició dels algorismes de xarxa. Hem escollit aquest 
programa perquè està format per un conjunt d'eines de programació Java de 
codi obert. A l'apartat A.1.2. dels Annexos s'hi exposa la informació de la 
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instal·lació i el funcionament d'Eclipse, així com les instruccions i passos 
necessaris per aplicar els algorismes creats a Eclipse amb el simulador 
Net2Plan. 
 
Per altra banda, la llibreria JOM serà indispensable per resoldre diversos 
problemes de programació i optimització matemàtica, i per això la presentem a 
continuació. JOM (Java Optimització Modeler) és una llibreria Java lliure i de 
codi obert [3]. Aquesta llibreria està orientada a permetre als programes Java la 
modelització i resolució de problemes d'optimització, la definició dels seus 
paràmetres d'entrada, variables de decisió, funció objectiu i restriccions. 
 
Aquests són els passos que s’hauran de seguir per plantejar i resoldre 
problemes d’optimització utilitzant JOM: 
 
• Establir les variables de decisió, la funció objectiu i les restriccions.	  
• Seleccionar e invocar a través de JOM el solver (solucionador) que 
resoldrà numèricament el problema. 
• Extreure la solució trobada. 
Per a entendre millor el seu funcionament, exposem una pràctica exemple a 
l'apartat A.1.3. dels Annexos on s'utilitza JOM per resoldre un problema senzill 
d'optimització. 
 
Una matriu de trànsit (TM) [10] descriu el volum de trànsit intercanviat entre 
els punts d'ingrés i sortida d'una xarxa durant un interval de temps. 
El nivell de granularitat de les matrius de trànsit és bastant ampli. Els punts 
d'ingrés i sortida poden definir-se com un host (adreces IP), un grup de hosts 
(prefixes de xarxa), un router, un PoP (Punt de Presència), un AS (Sistema 
Autònom), etc. És a dir, existeixen diferents nivells d'agregació de les dades 
segons el tipus d'aplicació a la que estiguin destinades. 
Aquesta és l'equació que relaciona la topologia, TM i l'encaminament, on el 
vector x és la càrrega dels enllaços, A és la matriu d'encaminament i t és la 
matriu de trànsit expressada en forma de vector (Fig. 1.1). 
 
Fig. 1.1 Relació entre topologia, TM i encaminament [10] 
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Com podem apreciar a la Fig. 1.1, en un punt de la xarxa determinat, la càrrega 
(x) serà igual al producte de la matriu d'encaminament (A) i la matriu de trànsit 
(t).  
 
1.2.4. Simulació amb Net2Plan 
 
El simulador Net2Plan és una eina molt important per a la resolució de 
problemes d'optimització de xarxes. Aquests són els passos seguits utilitzant, 
en aquest cas, el mode de funcionament 'Offline Network', que serà l'escollit per 
a les nostres simulacions: 
 
1- Crear o carregar la topologia de xarxa. 
2- Crear o carregar la matriu de trànsit de la xarxa. 
3- Carregar i executar l'algorisme que volem utilitzar sobre la xarxa. 
4- Estudiar els resultats que l'algorisme produeix sobre la xarxa. 
Per entendre millor el seu funcionament, exposem la resolució d'un exemple on 
s'expliquen els passos seguits per la creació d'una topologia de nodes i 
enllaços, amb la seva matriu corresponent i utilitzant l'algorisme desitjat. 
Aquesta pràctica (Simulació amb Net2Plan) la podem trobar completa a 
l'apartat A.1.4. dels Annexos. 
 
El primer pas ha estat crear una topologia de xarxa amb 4 nodes i 3 atributs 
(població, ciutat i nivell). Li hem afegit els enllaços bidireccionals corresponents 
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Fig. 1.3 Matriu de trànsit M1.n2p 
 
 
Hem normalitzat la matriu de trànsit anterior perquè la suma total del trànsit 
generat sigui de 10 unitats, i la hem anomenat M1_n10.n2p. Per a la creació de 
la matriu de trànsit, hem utilitzat el mode de Net2Plan Traffic matrix generation. 
 
Sobre aquesta topologia i amb aquesta matriu de trànsit hem aplicat un 
algorisme de disseny de xarxa, més específicament d'assignació de capacitat i 
topologia, TCA_minLenghtBidirectionalRingILP.java. Aquest algorisme 
calcula la topologia d'anell bidireccional que interconnecta els 4 nodes, tal que 
la suma de les distàncies en km dels enllaços sigui mínima. En aquest cas, al 
ser un algorisme de disseny de topologia, prendrà decisions sobre la quantitat i 
posició dels enllaços i nodes de la xarxa. Després d'aplicar l'algorisme, veiem 
que s'ha creat un enllaç bidireccional entre els nodes 1 i 2, creant així una 









Figura 2: Red red2.n2p.
8. Interfaz de generación de matrices de tráfico
Vaya al menú de generación de matrices de tráfico. Lea la sección de la ayuda asociada a esta
interfaz gráfica.




0 10 1 4
3 0 7 5
1 1 0 9
3 4 1 0
⎞
⎟⎟⎠
2. Normalice la matriz de tráfico anterior, para que la suma total del tráfico generado sea de 10
unidades, manteniendo las proporciones entre las coordenadas de la matriz. Grabe la nueva matriz
con el nombre M1_n10.n2p.
3. Cree 5 matrices le orias u ando n modelo uniforme (0,10) o (0,100) (cualquiera de ellos).
Normalice todas las matrices para que la suma total de tráfico generado sea de 10 unidades.
Grábelas con los nombres Ma1_ 10.n2p, . . . , Ma5_n10.n2p.
4. [Opcional] Cree 5 matrices aleatorias utilizando el modelo població - istancia, con los siguientes
parámetros:
Todos los nodos son del mismo nivel (level).
Un factor aleatorio de 0,5.
El oﬀset para la población y la distancia es 0.
La distancia entre nodos y el producto de la población entre dos nodos afecta según una
potencia Distpower y Poppower igual a 0,5. Grábelas con los nombres Mb1_n10.n2p, . . . ,
Mb5_n10.n2p.
Normalice todas las matrices para que la suma del tráfico generado sea de 10 unidades.
5
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Finalment, estudiem els resultats que l'algorisme produeix sobre la xarxa, 
gràcies a les mètriques de topologia i capacitat dels enllaços que ens ofereix 





Fig. 1.5 Mètriques de topologia i capacitat dels enllaços 
 
1.2.5. Algorismes de disseny i planificació de xarxa 
 
Els algorismes seran els encarregats d'encaminar el trànsit a través de la xarxa. 
Hem dividit els algorismes utilitzats per a l'optimització de la xarxa en 
algorismes de disseny de xarxa i algorismes de planificació de xarxa. En el 
capítol 2 d'aquest treball farem un estudi exhaustiu de cada un d'aquests 
algorismes. Aquests són els algorismes de cada una de les categories: 
  
v Algorismes de disseny de xarxa 
• Algorismes d'assignació de capacitat (CFA) 
• Algorismes d'assignació de flux (FA) 
• Algorismes d'assignació de topologia (TCA) 
  
v Algorismes de planificació de xarxa 
• Algorismes de cerca local 
• Algorismes avariciosos 
• Algorismes de refredament simulat 
• Algorismes de GRASP i ACO 
• Algorismes de tipus gradient 
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CAPÍTOL 2. ALGORISMES DE DISSENY I 




En aquest capítol es presenten els algorismes d'enginyeria de trànsit que 
s'utilitzaran en les simulacions, així com les seves principals característiques i 
funcionalitats.  
 
Per entendre millor el funcionament de cada un dels algorismes, n'hem escollit 
un de cada tipus. Es presenta la descripció de cada un d'ells i els paràmetres 
d'entrada que podrem modificar. Als apartats A.2. i A.3. dels Annexos s'hi 
inclouen exemples de simulacions amb el programa Net2Plan per entendre 
millor el funcionament de cada algorisme. 
 
Hem dividit els algorismes estudiats per a l'optimització de la xarxa. En l'apartat 
2.2 s'exposaran els algorismes de disseny de xarxa, és a dir, els algorismes 
d'assignació de capacitat, de flux i de topologia. En l'apartat 2.3 ens centrarem 
en els algorismes de planificació de xarxa, és a dir, els algorismes de cerca 
local, avariciosos, de refredament simulat, de GRASP i ACO i de tipus gradient. 
 
2.2. Algorismes de disseny de xarxa 
2.2.1. Introducció 
 
En aquest apartat es presenten els algorismes que intervenen en els fonaments 
del disseny i l'optimització de la xarxa, i l'avaluació del rendiment en xarxes de 
comunicacions. 
 
L'optimització de la xarxa ens ajudarà a analitzar i solucionar els principals 
problemes de disseny de xarxa: el problema d'encaminament (decisions sobre 
la manera d'assignar les rutes que seguiran els diversos fluxos de trànsit que 
travessen la xarxa), el problema d'assignació de capacitat (decisions sobre les 
capacitats dels enllaços) i el disseny de la topologia (decisions sobre la 
quantitat i posició dels enllaços i nodes de la xarxa).  
 
D'aquesta manera s'estudien diversos objectius d'optimització: retard de la 
xarxa, probabilitats de bloqueig, congestió de la xarxa, cost de la xarxa i igualtat 
en l'intercanvi de recursos (per problemes de control de congestió). Els 
algorismes estudiats seran: algorismes CFA (Capacity and Flow Assignment), 
FA (Flow Assignment) i TCA (Topology and Capacity Assignment). 
 
Les simulacions les resoldrem mitjançant Net2Plan i les llibreries JOM i GLPK. 
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2.2.2. Algorismes CFA (Capacity and Flow Assignment) 
 
Els algorismes CFA són algorismes d'assignació de capacitat i encaminament.  
 
Algorisme CFA escollit: CFA_shortestPathFixedUtilization.java. 
 
Descripció de l'algorisme: L’algorisme calcula l'encaminament de totes les 
demandes, enviant tot el trànsit per un únic camí, que sigui el camí més curt 
entre els nodes origen i destí de la demanda. A continuació, l'algorisme 
estableix la capacitat dels enllaços, com aquella que fa que la utilització de 
l'enllaç sigui igual a la congestió de xarxa objectiu. 
 
Aquest algorisme rep com a paràmetres d'entrada la topologia de nodes i 
enllaços de la xarxa, així com el trànsit ofert. A més a més, rep els següents 
paràmetres d'entrada definits per l'usuari: 
 
*cg: Utilització màxima que estarà permesa en els enllaços de la xarxa, amb 
valor per defecte cg = 0.6.  
 
*shortestPathType: Criteri per calcular el camí més curt. Podrà contenir la 
cadena de caràcters "km" o "hops", segons sigui el camí més curt en número 
de salts o en km. El valor per defecte serà en número de salts (hops). 
 
Podem trobar una simulació exemple utilitzant Net2Plan amb aquest algorisme 
a l'apartat A.2.2. dels Annexos. 
 
2.2.3. Algorismes FA (Flow Assignment) 
 
Els algorismes FA són algorismes d'encaminament. 
 
Algorisme FA escollit: FA_minBottleneckUtilization_xp.java. 
 
Descripció de l'algorisme: L'algorisme obté l'encaminament de trànsit que 
minimitza la utilització màxima de la xarxa.  
 
Aquest algorisme rep com a paràmetres d'entrada la topologia de nodes i 
enllaços de la xarxa, així com les capacitats dels enllaços i el trànsit ofert. A 
més a més, rep els següents paràmetres d'entrada definits per l'usuari:  
 
*k: Nombre màxim de camins admissibles per a cada demanda d de trànsit. El 
valor per defecte d'aquest paràmetre és k = 5.  
 
*maxPropDelayMs: Retard màxim de propagació en ms permès a cada camí. 
El valor per defecte és 30. 
 
*nonBifurcated: Contindrà la cadena true per indicar que l'encaminament ha de 
ser no-bifurcat, i false per indicar que no existeix aquesta restricció. El valor per 
defecte és false.  
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Podem trobar una simulació exemple utilitzant Net2Plan amb aquest algorisme 
a l'apartat A.2.3. dels Annexos. 
 
2.2.4. Algorismes TCA (Topology and Capacity Assignment) 
 
Els algorismes TCA són algorismes de disseny de topologies.  
 
Algorisme TCA escollit: TCA_nodeLocationILP.java. 
 
Descripció de l'algorisme: L'algorisme calcula la ubicació dels nodes troncals 
i els enllaços que connecten els nodes d’accés amb els nodes troncals, tal que 
el cost total del disseny sigui mínim. 
 
Aquest algorisme rep com a paràmetres d'entrada la topologia de nodes i 
enllaços de la xarxa. A més a més, rep els següents paràmetres d'entrada 
definits per l'usuari: 
 
*K_max: Màxim nombre de nodes d'accés que poden ser connectats a un node 
troncal. El valor per defecte és K_max = 1000. 
 
*linkCapacities: Capacitat assignada als enllaços afegits a Net2Plan, amb valor 
per defecte linkCapacities = 100. 
 
*linkCostPerKm: Cost d'1km del node d'accés al node troncal (el cost del node 
troncal és sempre 1). El valor per defecte és 0.1. 
 
Podem trobar una simulació exemple utilitzant Net2Plan amb aquest algorisme 
a l'apartat A.2.4. dels Annexos. 
 
2.3. Algorismes de planificació de xarxa 
2.3.1. Introducció 
 
En aquest apartat es presenten els algorismes que intervenen en els fonaments 
de la gestió i la planificació de la xarxa.  
 
El disseny d'algorismes per problemes de planificació de xarxes i d'enginyeria 
de trànsit ens permetrà intervenir en el disseny de la topologia i la planificació 
de rutes de trànsit. A més a més, ens permetrà treballar en altres modes de 
funcionament de Net2Plan (nosaltres treballarem només Offline Network 
Design) per dissenyar algorismes heurístics per a problemes clàssics de 
planificació de xarxes i enginyeria de trànsit que han demostrat ser NP-complet: 
el node d'ubicació, disseny de la topologia i la planificació de la protecció i 
restauració de rutes. 
 
D'aquesta manera, els algorismes estudiats seran: algorismes de cerca local, 
algorismes avariciosos, algorismes de refredament simulat, algorismes GRASP 
i ACO, i algorismes de tipus gradient. 




2.3.2. Algorismes de cerca local i algorismes avariciosos 
 
Els algorismes de cerca local són algorismes de localització de nodes i els 
algorismes avariciosos són algorismes de disseny de topologies d'anell.  
 
Algorisme de cerca local escollit: TCA_LS_nodeLocation.java. 
 
Descripció de l'algorisme: L'algorisme calcula la ubicació dels nodes troncals 
i els enllaços que connecten els nodes d’accés amb els nodes troncals, tal que 
el cost total del disseny sigui mínim. 
 
L'algorisme rebrà com a entrada una topologia amb els nodes de la xarxa, 
assumint que cada node correspon a una ubicació on hi ha un node d'accés, i, 
a més a més, és possible situar un node troncal.  
 
Els paràmetres d'entrada definits per l'usuari seran:  
 
*linkCapacities: Capacitat constant que s'assignarà a tots els enllaços accés-
troncal (entre ubicacions diferents) que produeixi el disseny. El valor per 
defecte d'aquest paràmetre serà linkCapacities = 100.  
 
*initialNode: La solució inicial de la qual partirà l'algorisme estarà formada per 
un únic node troncal en la ubicació indicada per initialNode, i tota la resta 
d'ubicacions connectades a ell. El valor per defecte d'aquest paràmetre serà 
initialNode = 0.  
 
*linkCostPerKm: Cost per km dels enllaços accés-troncal. La distància en km 
entre dos nodes s'assumeix que és la proporcionada pel mètode 
getNodePairPhysicalDistance de la classe NetPlan. El valor per defecte del 
paràmetre linkCostPerKm serà 1. El cost d'un node troncal s'assumeix que és 
sempre igual a 1.  
 
L'algorisme ha d’implementar una política de recerca local amb les següents 
característiques: 
 
 (a) La solució inicial serà la formada per un únic node troncal en la 
 ubicació initialNode.  
 
 (b) Donada una solució X, les solucions veïnes seran aquelles que 
 afegeixen un node troncal a la solució X, en alguna de les ubicacions 
 que no en té. 
 
 (c) S'ha d'implementar una política best-fit: es triarà com a següent 
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Algorisme avariciós escollit: TCA_nearestNeighborTSP.java. 
 
Descripció de l'algorisme: L'algorisme intenta trobar un cost mínim d'anell 
bidireccional (on el cost d'un enllaç ve donat per la seva longitud en km), usant 
l'heurístic avariciós del veí més proper.  
 
L'algorisme rebrà com a entrada una topologia de nodes. El cost entre cada 
parell de nodes s'assumeix que és proporcional a la distància entre ells, tal com 
la proporciona el mètode getNodePairPhysicalDistance. L'algorisme tornarà 
una topologia amb els mateixos nodes, i enllaços bidireccionals formant l'anell 
calculat.  
 
Els paràmetres d'entrada definits per l'usuari són:  
 
*initialNode: Node inicial del que parteix l'algorisme. El valor per defecte 
d'aquest paràmetre serà initailNode = 0.  
 
*linkCapacities: Capacitat constant que s'assignarà a tots els enllaços de la 
xarxa. El valor per defecte d'aquest paràmetre serà linkCapacities = 100.  
 
Podem trobar una simulació exemple utilitzant Net2Plan amb aquests 
algorismes a l'apartat A.3.2. dels Annexos. 
 
2.3.3. Algorismes de refredament simulat 
 
Els algorismes de refredament simulat són algorismes per el disseny 
d'encaminament no bifurcat. 
 
Algorisme de refredament simulat escollit: FA_SAN_minCongestion.java. 
 
Descripció de l'algorisme: L'algorisme utilitza un metaheurístic per trobar la 
solució d'encaminament no-bifurcat que minimitza la congestió de xarxa.  
 
L’algorisme rebrà com entrada una topologia amb els nodes i enllaços de la 
xarxa, amb les seves capacitats, un vector de trànsit ofert, i un conjunt de 
camins admissibles per a cada demanda (donats per k, camí més curt en km 
per a cada demanda, un paràmetre definit per l'usuari). L’algorisme tornarà un 
disseny amb l’encaminament no bifurcat trobat com a solució. 
 
Els paràmetres d’entrada definits per l’usuari seran:  
 
*k: Capacitat màxima de camins admissibles per a cada demanda. S’ha 
d'utilitzar la classe CandidatePathList inclosa en Net2Plan per crear la llista de 
k camins sense cicles més curts per a cada demanda, que seran els camins 
admissibles. 
 
*san_numOuterIterations: Número d'iteracions a executar en el bucle extern de 
l'algorisme. A cada iteració d'aquest bucle, la temperatura del sistema es 
redueix, tal com s'indicarà a continuació. 




*san_numInnerIterations: Número d'iteracions a executar en el bucle intern de 
l'algorisme. A cada iteració d'aquest bucle, la temperatura del sistema és 
sempre la mateixa. 
 
Podem trobar una simulació exemple utilitzant Net2Plan amb aquest algorisme 
a l'apartat A.3.3. dels Annexos. 
 
2.3.4. Algorismes de GRASP i ACO 
 
Els algorismes de GRASP i ACO són algorismes per a la resolució del 
problema del viatjant (TSP, Traveling Salesman Problem). 
 
Algorisme de GRASP escollit: TCA_GRASP_TSP.java. 
 
Descripció de l'algorisme: L'algorisme calcula l'anell bidireccional que 
minimitza la longitud total de l'anell, utilitzant una heurística GRASP.  
 
L'algorisme rebrà com entrada una topologia de nodes. S'assumeix que el cost 
entre cada part de nodes és proporcional a la distància entre ells, tal i com 
proporciona el mètode getNodePairPhysicalDistance. L'algorisme retornarà una 
topologia amb els mateixos nodes i enllaços bidireccionals formant l'anell 
calculat. 
 
Els paràmetres d'entrada definits per l'usuari són: 
 
*maxExecTimeSecs: Temps màxim d'execució de l'algorisme permès. 
L'algorisme finalitzarà en aquest temps, retornant la millor solució trobada. El 
valor per defecte és maxExecTimeSecs = 10. 
 
*alpha: Factor entre 0 i 1 d'aleatorització de fase greedy. Si alpha = 0, el 
mètode es converteix en un algorisme del veí més proper. Si alpha = 1, es 
generen anells de manera totalment aleatòria. El valor per defecte d'aquest 
paràmetre serà alpha = 0.5. 
 
*linkCapacities: Capacitat constant que s'assignarà a tots els enllaços de la 
xarxa. El valor per defecte d'aquest paràmetre serà linkCapacities = 100. 
 
*randomSeed: Nombre enter que serà el punt de partida per el generador de 
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Algorisme ACO escollit: TCA_ACO_TSP.java. 
 
Descripció de l'algorisme: L'algorisme calcula l'anell bidireccional que 
minimitza la longitud total de l'anell, usant un heurístic ACO (Optimització de 
Colònia de Formigues).  
 
L'algorisme rebrà com entrada una topologia de nodes. El cost entre cada par 
de nodes s'assumeix que és proporcional a la distància entre ells, tal i com 
proporciona el mètode getNodePairPhysicalDistance. L'algorisme retornarà una 
topologia amb els mateixos nodes i enllaços bidireccionals formant l'anell 
calculat. 
 
Els paràmetres d'entrada definits per l'usuari són: 
 
*maxExecTimeSecs: Temps màxim d'execució de l'algorisme permès. 
L'algorisme haurà de finalitzar acabat aquest temps, retornant la millor solució 
trobada. El valor per defecte és maxExecTimeSecs = 10. 
 
*numAnts: Número de formigues a la colònia. El valor per defecte és numAnts 
= 10. 
 
*alpha: Factor que modula la influència de la distància dels enllaços en el 
moviment de les formigues. El valor per defecte és alpha = 1. 
 
*beta: Factor que modula la influència de la distància dels enllaços en el 
moviment de les formigues. El valor per defecte és beta = 1. 
 
*evaporationFactor: Factor entre 0 i 1 que controla el rati en que s'evaporen les 
feromones. El valor per defecte és evaporationFactor = 0.5. 
 
*linkCapacities: Capacitat constant que s'assignarà a tots els enllaços de la 
xarxa. El valor per defecte és linkCapacities = 100. 
 
*randomSeed: Nombre enter que serà el punt de partida per el generador de 
nombres aleatoris. El valor per defecte d'aquest paràmetre és randomSeed = 1. 
 
Podem trobar una simulació exemple utilitzant Net2Plan amb aquest algorisme 
a l'apartat A.3.4. dels Annexos. 
 
2.3.5. Algorismes de tipus gradient 
 
Els algorismes de tipus gradient són algorismes per a la resolució d'un 
problema d'assignació d'ample de banda. 
 
Algorisme de tipus gradient escollit: FBA_projectedGradient.java. 
 
Descripció de l'algorisme: L'algorisme crea una demanda de trànsit per a 
cada parell de nodes d'entrada-sortida, les rutes de trànsit de cada demanda a 
través de la ruta més curta (en km o en número de salts), i obté el trànsit ofert 
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per a cada demanda (és a dir, assigna ample de banda a cada demanda), 
utilitzant un algorisme de tipus gradient, que permet una implementació 
distribuïda (per demanda). 
 
L'algorisme rebrà com entrada una topologia de nodes i enllaços, amb les 
seves capacitats. Crearà una demanda per a cada par de nodes, amb una 
única ruta assignada a ella que serà la donada pel camí més curt en km o 
número de salts entre els nodes origen i destí de la demanda. La quantitat de 
trànsit a cursar per cada demanda, serà la donada per un algorisme tipus 
gradient. 
 
Els paràmetres d'entrada definits per l'usuari són: 
 
*maxNumIterations: Nombre màxim d'iteracions a executar de l'algorisme. 
L'algorisme finalitzarà després d'aquest nombre d'iteracions, retornant la millor 
solució trobada. El valor per defecte és maxNumIterations: 1000. 
 
*shortestPathType: Forma de calcular el camí més curt per a cada demanda: 
''km'' (distància) o ''hops'' (nombre de salts). El valor per defecte és 
shortestPathType = km. 
 
*beta: Factor constant que multiplica al vector gradient de cada iteració de 
l'algorisme. El valor per defecte és beta = 1. 
 
*diminishingSteps: ''yes'' si el salt a cada iteració ha de multiplicar-se per factor 
1/k, on k és el número de la iteració. ''no'' en cas contrari. El valor per defecte 
és diminishingSteps = ''no''. 
 
*diagonalScaling: ''yes'' si el salt a cada iteració ha de multiplicar-se pel factor 
1/Hdd. ''no'' en cas contrari. El valor per defecte és diagonalScaling = ''no''. 
 
Podem trobar una simulació exemple utilitzant Net2Plan amb aquest algorisme 
a l'apartat A.3.5. dels Annexos. 
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En aquest capítol es presenten les topologies de la xarxa RedIRIS i la xarxa 
GÉANT, i es descriuen els passos realitzats en l'obtenció de les dades 
necessàries per a les representacions en Net2Plan d'aquestes topologies. 
 
3.2. Xarxa RedIRIS 
3.2.1. Descripció 
 
RedIRIS és la xarxa acadèmica i d'investigació espanyola que proporciona 
serveis de telecomunicacions a les institucions associades, com universitats i 
centres públics de recerca [5]. Està formada per una xarxa troncal de 20Gbps 
que interconnecta els punts de presència IP principals. Per connectar els 
demés nodes a la xarxa troncal, s'utilitzen enllaços de 10Gbps. La topologia 
actual de la xarxa és mallada i disposa de punts de presència a totes les 
comunitats autònomes. La xarxa permet altres serveis de connectivitat com 
IPv4, IPv6 o distribució de continguts multicast. 
  
3.2.2. Mapa de topologia de nodes i enllaços 
 
A la Fig. 3.1 observem un mapa de la topologia de RedIRIS a nivell IP. Es 
representen en color taronja els enllaços troncals de 20Gbps, i en verd i vermell 
les connexions addicionals a la xarxa troncal, de 10Gbps. Els routers amb un 
requadre són els que pertanyen a la xarxa troncal i els encerclats són els 
routers secundaris connectats als punts de presència principals. 
 
Hem convertit les dades de Gbps a Erlangs, per a poder incorporar-les al 
simulador Net2Plan. Hem de tenir en compte que les dades de capacitats a 
Net2Plan apareixen en Erlangs i en valor absolut i, com en el mateix programa 
s'explica, podem aplicar la relació següent: 
 
Enllaços de 20Gbps = 20Erlangs. 
Enllaços de 10Gbps = 10Erlangs. 
 
 





Fig. 3.1 Topologia xarxa RedIRIS a nivell IP 
 
 
Amb aquestes dades hem creat el fitxer de topologia de Net2Plan 
TopologiaRedIRIS.n2p (Fig. 3.2). A continuació podem visualitzar la topologia 





Fig. 3.2 Representació en Net2Plan de la topologia xarxa 
TopologiaRedIRIS.n2p 
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3.2.3. Proves de topologia 
 
Amb la informació de la Fig. 3.1 disposem dels routers, les interfícies, els 
enllaços i les seves capacitats. Per a comprovar aquesta topologia de xarxa, 
farem proves traceroute des dels routers amb l'eina Looking Glass que ofereix 
RedIRIS a la seva web [6]. Només es pot treballar amb els routers troncals, de 
manera que per esbrinar tots els enllaços hem realitzat proves de traceroute 
entre els diferents nodes. A la Taula A.1.4 de l'apartat A.1.5. dels Annexos 
podem veure la relació entre els routers de RedIRIS i les adreces de les 
universitats utilitzades per a les proves. En aquest mateix apartat dels Annexos 
poden veure també algun exemple de les proves traceroute realitzades. 
 
A la Fig. 3.3 observem el weathermap de la topologia RedIRIS, a data 7 d'abril 
del 2015 a les 11.06h. Aquest mapa ens aporta informació de la càrrega de la 
xarxa en un moment puntual, però també l'hem utilitzat per comprovar la 




Fig. 3.3 Weathermap de la topologia xarxa RedIRIS 
 
 
3.2.4. Topologia Resultant 
 
Amb totes les dades recopilades hem creat el fitxer de topologia de Net2Plan 
TopologiaRedIris2.n2p (Fig. 3.4). A més a més, hem afegit les coordenades 
dels nodes a la topologia. Podem trobar aquestes coordenades a la Taula A.1.3 
de l'apartat A.1.5. dels Annexos. 
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A continuació podem visualitzar la topologia resultant de RedIRIS definida en 









Cal dir que, a més a més de la topologia estudiada, RedIRIS té enllaços 
addicionals que connecten amb d'altres sistemes autònoms europeus, que no 
inclourem en el nostre estudi de topologia. Podem veure aquests enllaços a la 
Fig A.1.6 de l'apartat A.1.5. dels Annexos. 
 
 
3.3. Xarxa GÉANT 
3.3.1. Descripció 
 
GÉANT és la xarxa europea que interconnecta les xarxes nacionals europees 
d'investigació i educació [7]. Està formada per una xarxa troncal que 
interconnecta els principals nodes amb connexions de fibra òptica a velocitats 
que varien fins a 100Gbps. A aquesta xarxa troncal es connecten nodes 
addicionals amb diferents tecnologies a velocitats de fins a 10Gbps. 
 
3.3.2. Mapa de topologia de nodes i enllaços 
 
La xarxa troncal està composada per 38 nodes i 112 enllaços (56 enllaços 
bidireccionals). Podem veure els nodes de la topologia a les Taules A.1.5 i 
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A.1.10 i els enllaços a les Taules A.1.7, A.1.9 i A.1.11 de l'apartat A.1.6. dels 
Annexos, respectivament. 
 
Per situar els nodes correctament en el mapa de Net2Plan, hem obtingut la 
localització geogràfica (longitud i latitud) de cada node, convertint aquests 
valors a decimal, i obtenint d'aquesta manera una coincidència geogràfica. 
Podem consultar els valors de latitud i longitud de cada node a les Taules 
A.1.6. i A.1.10 de l'apartat A.1.6. dels Annexos. 
 
A la Fig. 3.5 podem veure els enllaços troncals de la topologia de GÉANT, 
mitjançant el weathermap del backbone de la topologia GÉANT, a data 9 d'abril 




Fig. 3.5 Topologia xarxa GÉANT del weathermap del backbone 
 
3.3.3. Proves de topologia 
 
L'adreça IP de cada interfície i la capacitat concreta de cada node, indicats a la 
Taules A.1.7, A.1.9 i A.1.11 de l'apartat A.1.6. dels Annexos, les hem obtingut 
mitjançant proves amb l'eina de Looking Glass de GÉANT [8]. De la mateixa 
manera, també hem comprovat la topologia de xarxa amb les proves traceroute 
realitzades, algun exemple de les quals podem veure a l'apartat A.1.6. dels 
Annexos. Podem obtenir més informació de l'eina Looking Glass a l'apartat 
A.1.9. dels Annexos.  
 
Anàlisis de topologies reals 21 
 
 
Les capacitats dels enllaços vénen indicades amb la tecnologia de connexió 
utilitzada per a l'enllaç. A la següent Taula 3.1 indiquem la capacitat de càrrega 
de cada tecnologia, excloent la capacitat usada per capçaleres. 
 
 
Taula 3.1 Velocitat de transferència sense capçaleres de diferents tecnologies 
 
Tecnologia Capacitat de càrrega (Mbps) 
STM-256 / OC-768 38486.016 
STM-192 / OC576 28864,512 
STM-128 / OC-384 19243,008 
STM-64 / OC-192 9621,504 
STM-16 / OC-48 2405,376 
STM-4 / OC12 601,344 
STM-1 / OC-3 150,336 
 
 
3.3.4. Topologia resultant 
 
Amb la informació obtinguda hem creat el mapa de topologia de nodes troncals 
"topologiaGEANTdefinitiva.n2p", representat a la Fig. 3.6, del qual coneixem els 






Fig. 3.6 Representació en Net2Plan de la topologia xarxa GÉANT resultant, 
topologiaGEANTdefinitiva.n2p 
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A la Fig. 3.7 podem veure tots els enllaços i capacitats de la topologia de 





Fig. 3.7 Topologia xarxa GÉANT de Gener del 2014 
 
 
Finalment, obtenim el mapa de topologia "topologiaGEANTdefinitiva_all.n2p", 
representat a la Fig. 3.8, del qual coneixem els nodes, els noms i adreces IP de 
les interfícies i la capacitat de transport dels enllaços. Aquesta xarxa està 
formada per 56 nodes i 144 enllaços (72 enllaços bidireccionals). Tenim tota la 
informació de l'obtenció d'aquesta topologia a l'apartat A.1.7. dels Annexos. 
 
 









Cal dir que, a més a més de la topologia estudiada anteriorment, alguns dels 
nodes tenen enllaços addicionals d'accés o de peering que connecten amb 
sistemes autònoms europeus o mundials, que no hem inclòs a la nostra 
topologia. A la Fig. A.1.13 de l'apartat A.1.7. dels Annexos tenim representats 
els enllaços dels nodes principals amb diferents xarxes NREN. 
 
3.3.5. Obtenció de la matriu de trànsit real 
 
Per realitzar les simulacions, necessitem d'una matriu de trànsit per tal de 
simular el trànsit cursat per la xarxa. A la xarxa GÉANT, com en la majoria de 
xarxes, només és possible capturar la càrrega de trànsit punt a punt entre els 
nodes veïns. 
 
La matriu real serà la matriu original punt a punt corresponent al trànsit entrant i 
sortint de cada enllaç. Les dades de càrrega reals les hem obtingut amb l'eina 
de monitorització Cacti de la web de Géant, capturant el trànsit de cada enllaç 
en un interval de 5 minuts. La mesura va ser realitzada el 16 d'abril del 2015 a 
les 12:00h. Podem obtenir més informació de l'eina Cacti a l'apartat A.1.8. dels 
Annexos.  
 
A les Taules A.1.15 i A.1.16 de l'apartat A.1.10. dels Annexos podem veure una 
relació del trànsit entrant i sortint de cada enllaç, obtingut amb l'eina Cacti. Amb 
les dades de les càrregues hem creat la matriu original punt a punt definida al 
fitxer "Matriu de trànsit real2.xlsx", Fig. A.1.17 de l'apartat A.1.10. dels Annexos. 
Correspon a una matriu de dimensions[nodes, nodes], en el nostre cas[27,27]. 
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Hem creat també l'arxiu per Net2Plan de la matriu de trànsit real 
"MatriuTrànsitRealGeant.n2p''. D’aquesta manera hem pogut aplicar algun 
algorisme exemple d'encaminament que necessita d'una matriu de trànsit, Fig 
A.1.18 de l'apartat A.1.10. dels Annexos. 
 
3.3.6. Obtenció de la matriu de trànsit per tomogravetat 
 
Hem calculat la matriu real de trànsit en un moment puntual a la xarxa però, per 
realitzar les simulacions, necessitem una matriu de trànsit el més pròxima a la 
real. A la xarxa GÉANT, com en la majoria de xarxes, només és possible 
capturar la càrrega de trànsit punt a punt entre els nodes veïns. Per això, per 
calcular una matriu de trànsit completa es recorre a la tècnica de tomogravetat 
[9]. Aquesta tècnica combina la topografia de xarxa i el concepte de gravetat 
per calcular una matriu de trànsit totalment mallada. El concepte de gravetat es 
refereix al fet que l'atracció entre dos nodes és igual al producte del trànsit 
entrant i sortint de cada node entre el trànsit total de xarxa.  
 
3.3.6.1. Font de les matrius 
 
Per a l'estudi realitzat en aquest treball no calcularem la matriu de tomogravetat 
de zero, sinó que ens basarem en un conjunt de matrius que pertanyen a una 
setmana completa. Aquestes matrius les hem extret d'un treball anterior de 
Ricardo Herrera [10]. Corresponen a una matriu de tomogravetat capturada i 
calculada cada cinc minuts, durant les 24 hores del dia, al llarg de la setmana 
del 23/05/2012 a les 00:00h, al 29/05/2012 a les 23:55h, sumant un total de 
2016 matrius. 
 
3.3.6.2. Topologia xarxa GÉANT adaptada a la matriu de trànsit 
 
Donat que la informació disponible per la estimació de la matriu de trànsit de 
GÉANT és del mes de maig del 2012, les dades de la topologia necessàries 
han de correspondre obligatòriament a aquest període.  
 
La topologia GÉANT escollida per a la obtenció de la matriu de trànsit serà la 
topologia de nodes "topologiaGEANT2012.n2p" (Fig 3.9). Aquesta topologia de 
xarxa compta amb 18 nodes i 29 enllaços bidireccionals, és a dir 58 enllaços 
unidireccionals. Podem trobar tota la informació de la topologia de xarxa 
GÉANT en aquell moment a l'apartat A.1.12. dels Annexos. 
 
 





Fig. 3.9 Representació en Net2Plan de la topologia xarxa GÉANT 
topologiaGEANT2012.n2p, a data de maig del 2012 
 
 
A continuació mostrem la comparació de la topologia de GÉANT calculada a 
l'apartat 3.3.4, a data d'abril del 2015, amb la topologia que utilitzarem per a les 




Fig. 3.10 Comparació de la topologiaGEANTdefinitiva.n2p a data d'abril del 





Les matrius de tomogravetat calculades comprenen un total de 18 nodes, 
corresponents als nodes principals, identificats per números que corresponen 
als següents routers (Taula 3.2). 
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Taula 3.2 Identificació dels nodes de les matrius 
 
Id Àlies Ciutat Id Àlies Ciutat 
1 ams P. Baixos 10 mad Espanya 
2 ath Grècia 11 mil Itàlia 
3 buc Romania 12 par França 
4 bud Hongria 13 poz Polònia 
5 cop Dinamarca 14 pra Rep. Txeca 
6 fra Alemanya 15 rig Letònia 
7 gen Suïssa 16 sof Bulgària 
8 kau Lituània 17 tal Estònia 
9 lon Regne Unit 18 vie Àustria 
 
 
Per al nostre estudi, hem obviat l'ús dels routers secundaris mx2 i hem 
configurat tots els routers principals.  
 
Les matrius vénen donades en arxius .csv, és a dir, elements separats per 
comes, indicant-nos cada element la quantitat de trànsit en bits transmesa 
entre els nodes del parell de routers corresponent, sent el router de la fila 
l'origen i el router de la columna la destinació. 
 
3.3.6.3. Elecció i adaptació de la matriu a Net2Plan 
 
Com l'objectiu serà el de comparar els resultats dels algorismes sobre la xarxa 
GÉANT, haurem de realitzar les simulacions amb la mateixa matriu de trànsit 
per a tots els algorismes. Ja que haurem d'avaluar l'optimització del trànsit, 
treballarem amb la matriu de trànsit que ofereix una major càrrega de xarxa, 
per apreciar millor els resultats.  
 
La elecció de la matriu de trànsit entre les 2016 matrius de tomogravetat la hem 
fet amb l'ajuda de l'estudi del TFC de Óliver Rodríguez [11]. La matriu de 
tomogravetat escollida, entre totes les de la setmana, ha estat la matriu del dia 
28/05/2012 a les 11.30h, " Matriz_Grav_20120528_11_30.csv". 
 
Una vegada escollida aquesta matriu de trànsit, hem hagut d'adaptar-la al 
format que requereix Net2Plan. La matriu de tomogravetat en el format .n2p la 
hem guardat amb el nom "MatriuTomogravetatGEANT.n2p". Podem veure 
aquest estudi a l'apartat A.1.11. dels Annexos. 
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En aquest capítol es presenten les proves realitzades per calcular el rendiment 
dels diferents algorismes i els efectes que tenen sobre les xarxes RedIRIS i 
GÉANT, respectivament. Primer veurem una descripció de l'escenari necessari 
per a executar cada algorisme i l'efecte que té sobre cada una de les xarxes. 
Posteriorment, analitzarem i compararem els resultats obtinguts sobre les 
mètriques amb cada algorisme sobre cada xarxa per, posteriorment, extreure'n 
conclusions. 
 
4.2. Simulacions xarxa RedIRIS 
4.2.1. Introducció 
 
El simulador Net2Plan ens ofereix la possibilitat d'aplicar els algorismes 
estudiats sobre la topologia de la xarxa RedIRIS per estudiar i avaluar els seus 
resultats. Hem pogut crear la topologia de xarxa RedIRIS al simulador però, per 
manca d’informació, no hem pogut obtenir la matriu de trànsit de la xarxa 
RedIRIS. Per aquest motiu, els algorismes de disseny de xarxa que necessiten 
d'una matriu de trànsit per a la seva aplicació no han estat aplicats sobre 
aquesta xarxa, és a dir, els algorismes d'assignació de capacitat i de flux (CFA, 
FA), així com alguns algorismes de planificació de xarxa (algorismes de 
refredament simulat). 
 
En canvi, tot i no disposar de la matriu de trànsit, hem pogut aplicar sobre la 
xarxa els algorismes TCA (assignació de topologies) i alguns algorismes de 
planificació de xarxa (algorismes de cerca local i algorismes avariciosos, 
algorismes de GRASP i ACO, i algorismes de tipus gradient), que no 
necessiten d'una matriu de trànsit per a la seva aplicació. Per tant, les 
mètriques estudiades seran les corresponents a la topologia i capacitat dels 
enllaços de la xarxa. 
 
A continuació s'exposa l'aplicació i els resultats d'aplicar cada un d'aquests 
algorismes sobre la topologia de xarxa RedIRIS (Fig. 4.1). 
 
 





Fig. 4.1 Topologia xarxa TopologiaRedIris2.n2p 
 
 
A la Taula 4.1 veiem els paràmetres de les mètriques de la topologia de 
RedIRIS, sense aplicar-hi cap algorisme. 
 
 
Taula 4.1 Taula Mètriques de la topologia 
 
Mètrica Valor 
Número de nodes (|N|) 27 
Número d'enllaços unidireccionals (|E|) 78 
Grau de mitjana de nodes 2.889 
*Distància mitjana d'enllaç (km) 0 
Diàmetre de la xarxa (hops) 5 
Diàmetre de la xarxa (km) 0 
Mitjana de número de salts per ruta (hops) 2.764 
Mitjana de distància per ruta (km) 0 
Topologia connectada? Sí 
Topologia bidireccional (enllaços)? Sí 
Topologia bidireccional(enllaços i 
capacitats)? Sí 
Topologia simple? No 
 
 
A la Taula 4.2 veiem els paràmetres de la mètrica de la capacitat dels enllaços 
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Taula 4.2 Taula Mètriques de la capacitat dels enllaços 
 
Mètrica Valor 
Màxima capacitat d'enllaç (Erlangs) 20 
Mínima capacitat d'enllaç (Erlangs) 10 
Mitjana de capacitat d'enllaç (Erlangs) 13.590 
*Capacitat d'enllaç total a la xarxa (Erlangs) 1060 
 
Farem la simulació amb cada un dels algorismes i compararem els resultats 
obtinguts. Els paràmetres escollits per a comparar els resultats seran: 
 
• Mètriques de la topologia: *Distància mitjana d'enllaç (en km) 
• Mètriques de la capacitat dels enllaços: *Capacitat d'enllaç total xarxa 
(en Erlangs) 
 
A l’apartat A.6.2. dels Annexos podem veure el report complet de la Topologia 
RedIRIS sense aplicar-hi cap algorisme amb la funció Report_networkDesign, 
que ens aporta informació de la topologia de xarxa; tal com informació dels 
nodes i enllaços de la xarxa, mètriques i capacitats. 
 
4.2.2 Simulació amb algorismes TCA 
 
L'algorisme TCA_nodeLocationILP.java calcula la ubicació dels nodes 
troncals i els enllaços que connecten els nodes d'accés als nodes troncals, tal 
que el cost total del disseny sigui mínim. 
 
A continuació es mostren les taules que relacionen les mètriques de la 
topologia i capacitat dels enllaços obtingudes de les simulacions realitzades 
amb la variació dels paràmetres d'entrada de l'algorisme sobre la 
TopologiaRedIris.n2p. Podem trobar les simulacions a l'apartat A.4.2. dels 
Annexos. 
 
Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem els valors del paràmetre "linkCostPerKm", fixant els paràmetres 
''linkCapacities = 100'' i "K_max = 1000", amb la Distància mitjana d'enllaç (en 
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Taula 4.3 Taula Distància mitjana d'enllaç 
 







Taula 4.4 Taula Capacitat d'enllaç total xarxa 
 








Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme TCA_nodeLocationILP.java és de 2431 km quan el paràmetre 
d'entrada ''linkCostPerKm=0.1''. Podem apreciar que a mesura que augmentem 
el paràmetre d'entrada "linkCostPerKm", la Distància mitjana d'enllaç 
disminueix. Això és degut a que al augmentar la restricció de cost per km 
d'enllaç, les distàncies dels enllaços es redueixen i millora la mètrica pel que fa 
al paràmetre de Distància mitjana d'enllaç. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme TCA_nodeLocationILP.java és de 2600 Erlangs quan 
el paràmetre d'entrada ''linkCostPerKm=0'' i ''linkCostPerKm=0.001'', 
respectivament. Podem apreciar que a mesura que augmentem el paràmetre 
d'entrada "linkCostPerKm" la Capacitat Total disminueix. 
 
Amb la anàlisis dels resultats podem apreciar que s'arriba a un compromís 
entre les dues mètriques analitzades. Per una part ens interessa que el 
paràmetre d'entrada sigui gran per minimitzar la distància mitjana d'enllaç, però 
al augmentar aquest paràmetre la mètrica de la capacitat total de la xarxa surt 
afectada i disminueix. 
 
*Hem de tenir en compte que en el cas que els nodes troncals siguin més de 1 
("linkCostPerKm=0.05" i "linkCostPerKm=0.1"), la topologia ja no és vàlida per 
el nostre estudi, ja que perdem la connectivitat de la xarxa, i per tant obviarem 
els resultats corresponents. D'aquesta manera la mínima Distància mitjana 
d'enllaç (en km) amb l'aplicació de l'algorisme passa a ser de 5375 km quan el 
paràmetre d'entrada ''linkCostPerKm=0.001''. 
 
Simulacions amb Net2Plan 31 
 
 
A l’apartat A.6.3. dels Annexos podem veure el report complet de la 
TopologiaRedIris.n2p després d’aplicar l’algorisme TCA amb la funció 
Report_networkDesign. 
 
4.2.3. Simulació amb algorismes de cerca local i algorismes 
avariciosos 
 
Els algorismes de cerca local són algorismes de localització de nodes i els 
algorismes avariciosos són algorismes de disseny de topologies d'anell.  
 
A continuació es mostren les taules que relacionen les mètriques de la 
topologia i capacitat dels enllaços obtingudes de les simulacions realitzades 
amb la variació dels paràmetres d'entrada de l'algorisme sobre la 
TopologiaRedIris.n2p. Podem trobar les simulacions a l'apartat A.4.3. dels 
Annexos. 
 
En primer lloc, sobre la topologia de xarxa TopologiaRedIris.n2p hem aplicat 
l'algorisme de localització de nodes basat en un heurístic de cerca local 
TCA_LS_nodeLocation.java. 
 
Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem els valors del paràmetre "linkCostPerKm" i el número de nodes 
troncals, fixant els paràmetres ''linkCapacities = 100'' i ''initialNode = 0'', amb la 
Distància mitjana d'enllaç (en km), (Taula 4.5), i la Capacitat d'enllaç total a la 
xarxa (en Erlangs), (Taula 4.6), respectivament. 
 
 
Taula 4.5 Taula Distància mitjana d'enllaç 
 
linkCostPerKm Núm. nodes troncals Distància mitjana 
d'enllaç (km) 
0 1 NaN 
*0.1 5 2467 
 
 
Taula 4.6 Taula Capacitat d'enllaç total xarxa 
 
linkCostPerKm Núm. nodes troncals Capacitat d'enllaç total 
xarxa (Erlangs) 
0 1 2600 
*0.1 5 2400 
 
 
En segon lloc, sobre aquesta mateixa topologia de xarxa hem aplicat 
l'algorisme de disseny de topologies d'anell basat en un heurístic de tipus 
avariciós (greedy) TCA_nearestNeighborTSP.java. 
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Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem els valors del paràmetre "initialNode", fixant el paràmetre 
''linkCapacities = 100'', amb la Distància mitjana d'enllaç (en km), (Taula 4.7), i 




Taula 4.7 Taula Distància mitjana d'enllaç 
 
initialNode km solució Distància mitjana 
d'enllaç (km) 
0 77.37 2865 
4 82.69 3063 
12 77.93 2886 
20 73.02 2704 
 
 
Taula 4.8 Taula Capacitat d'enllaç total xarxa 
 
initialNode km solució Capacitat d'enllaç total 
xarxa (Erlangs) 
0 77.37 5400 
4 82.69 5400 
12 77.93 5400 
20 73.02 5400 
 
 
Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme de cerca local TCA_LS_nodeLocation.java. és de 2467 km amb el 
paràmetre d'entrada ''linkCostPerKm=0.1''. Podem apreciar que a mesura que 
augmentem el paràmetre d'entrada "linkCostPerKm", la Distància mitjana 
d'enllaç disminueix. Això és degut a que al augmentar la restricció de cost per 
km d'enllaç, les distàncies dels enllaços es redueixen i millora la mètrica pel 
que fa al paràmetre de Distància mitjana d'enllaç. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme de cerca local TCA_LS_nodeLocation.java. és de 
2600 Erlangs amb el paràmetre d'entrada ''linkCostPerKm=0''. Podem apreciar 
que a mesura que augmentem el paràmetre d'entrada "linkCostPerKm" la 
Capacitat Total disminueix. 
 
Amb la anàlisis dels resultats podem apreciar que s'arriba a un compromís 
entre les dues mètriques analitzades. Per una part ens interessa que el 
paràmetre d'entrada sigui gran per minimitzar la distància mitjana d'enllaç, però 
al augmentar aquest paràmetre la mètrica de la capacitat total de la xarxa surt 
afectada i disminueix. 
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*Hem de tenir en compte que pel que fa a l'algorisme de cerca local, en el cas 
que els nodes troncals són més de 1 ("linkCostPerKm=0.1"), la topologia ja no 
és vàlida per el nostre estudi, ja que perdem la connectivitat de la xarxa, i per 
tant obviarem els resultats corresponents. D'aquesta manera la mínima 
Distància mitjana d'enllaç (en km) amb l'aplicació de l'algorisme passa a ser 
de NaN quan el paràmetre d'entrada ''linkCostPerKm=0''. El valor del resultat 
de la mètrica amb aquest paràmetre sembla no tenir sentit i pot ser degut a 
algun error d'implementació del simulador pel que l'obviarem per a la 
comparació final. 
 
La mínima Distància mitjana d'enllaç(en km) que obtenim amb l'aplicació de 
l'algorisme avariciós TCA_nearestNeighborTSP.java. és de 2704 km amb el 
paràmetre d'entrada ''initialNode=20''. Podem apreciar que amb tots els valors 
del paràmetre d'entrada "linkCostPerKm" els resultats són molt similars. Això és 
degut a que al variar el node inicial no millorem massa la mètrica pel que fa al 
paràmetre de Distància mitjana d'enllaç perquè només variem l'inici de l'anell. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme avariciós TCA_nearestNeighborTSP.java. és de 
5400 Erlangs en tots els casos, i el valor del paràmetre d'entrada "initialNode" 
no variarà la mètrica estudiada. 
 
Amb la anàlisis dels resultats podem apreciar que els valors de les dues 
mètriques analitzades són molt similars amb la variació del paràmetre d'entrada 
initialNode. Això és degut a que amb la variació del paràmetre d'entrada 
''initialNode'' només variarem el Ring total lenght (Longitud total de l'anell). 
 
A l’apartat A.6.4. i A.6.5. dels Annexos podem veure els reports complets de la 
TopologiaRedIris.n2p després d’aplicar els algorismes de cerca local i 
algorismes avariciosos amb la funció Report_networkDesign. 
 
4.2.4. Simulació amb algorismes de GRASP i ACO 
 
Els algorismes de GRASP i ACO són algorismes per a la resolució del 
problema del viatjant (TSP, Traveling Salesman Problem). 
 
A continuació es mostren les taules amb les mètriques de la topologia i 
capacitat dels enllaços obtingudes de les simulacions realitzades després 
d'aplicar els algorismes sobre la TopologiaRedIris.n2p. Podem trobar les 
simulacions a l'apartat A.4.4. dels Annexos. 
 
En primer lloc hem aplicat l'algorisme TCA_GRASP_TSP.java sobre la 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat. 
 
En segon lloc, hem aplicat l'algorisme TCA_ACO_TSP.java sobre la mateixa 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat. 
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Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem els dos algorismes amb la Distància mitjana d'enllaç (en km), 




Taula 4.9 Taula Distància mitjana d'enllaç 
 





Taula 4.10 Taula Capacitat d'enllaç total xarxa 
 






Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme TCA_GRASP_TSP.java és de 2494 km. 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme TCA_ACO_TSP.java és de 2522 km. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació dels dos  algorismes (TCA_GRASP_TSP.java i 
TCA_ACO_TSP.java) és de 5400 Erlangs, en els dos casos. 
 
Amb la anàlisis dels resultats podem apreciar que els valors de les dues 
mètriques dels dos algorismes són molt similars. Això és degut a que els dos 
algorismes creen una topologia d'anell i només observem petites variacions. 
 
A l’apartat A.6.6. i A.6.7. dels Annexos podem veure els reports complets de la 
TopologiaRedIris.n2p després d’aplicar els algorismes de GRASP i ACO amb la 
funció Report_networkDesign. 
 
4.2.5. Simulació amb algorismes de tipus gradient 
 
Els algorismes de tipus gradient són algorismes per a la resolució d'un 
problema d'assignació d'ample de banda.  
 
A continuació es mostren les taules amb les mètriques de la topologia i 
capacitat dels enllaços obtingudes de les simulacions realitzades després 
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d'aplicar l'algorisme sobre la TopologiaRedIris.n2p. Podem trobar les 
simulacions a l'apartat A.4.5. dels Annexos. 
 
Sobre la topologia de xarxa TopologiaRedIris.n2p hem aplicat l'algorisme 
FBA_projectedGradient.java, que crearà una demanda per a cada par de 
nodes, amb una única ruta assignada a ella, que serà la donada pel camí més 
curt en km o número de salts (en funció del paràmetre ''shortestPathType''). 
entre els nodes origen i destí de la demanda. 
 
Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem l'algorisme amb la Distància mitjana d'enllaç (en km), (Taula 4.11), 




Taula 4.11 Taula Distància mitjana d'enllaç 
 
Algorisme Distància mitjana d'enllaç (km) 
Tipus gradient 0 
 
 
Taula 4.12 Taula Capacitat d'enllaç total xarxa 
 
Algorisme Capacitat d'enllaç total xarxa 
(Erlangs) 
Tipus gradient 1060 
 
 
Conclusió dels resultats obtinguts 
 
La màxima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme FBA_projectedGradient.java és de 0 km. El valor del resultat 
d'aquesta mètrica sembla no tenir sentit i pot ser degut a algun error 
d'implementació del simulador pel que l'obviarem per a la comparació final. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme FBA_projectedGradient.java és de 1060 Erlangs. 
 
A l’apartat A.6.8. dels Annexos podem veure el report complet de la 
TopologiaRedIris.n2p després d’aplicar l’algorisme 
FBA_projectedGradient.java amb la funció Report_networkDesign. 
 
4.2.6. Comparació i anàlisis dels resultats 
 
Després d'analitzar l'efecte de cada un dels algorismes sobre la xarxa RedIRIS, 
comparem els resultats obtinguts per extreure'n conclusions. 
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Mètriques de la topologia - Distància mitjana d'enllaç 
 
A la Fig. 4.2 observem la comparació del Distància mitjana d'enllaç (en km). 
Aquest valor és la suma de les distàncies en km de tots els enllaços, dividit pel 
número d'enllaços. Interessa que aquest valor sigui petit, perquè com menys 
distància d'enllaç i més enllaços tindrem menys probabilitats de pèrdues i més 
rutes alternatives en cas de caiguda d'enllaç. Observem la distància mitjana 
d'enllaç aplicant cada un dels algorismes calculats anteriorment. 
 
 




Fig. 4.2 Representació de la Distància mitjana d'enllaç (en km) després 
d'aplicar els algorismes a la topologia TopologiaRedIris2.n2p 
 
 
D'aquest gràfic s'extreu que l'algorisme que ofereix una millor mètrica sobre la 
xarxa RedIRIS, pel que fa al valor més baix de la Distància mitjana d'enllaç, és 
l'algorisme de GRASP, amb un valor de 2494 km. D'aquesta manera, el valor 
de la distància mitjana d'enllaç n'ha sortit beneficiat al crear la topologia d'anell. 
 
 
Mètriques de la capacitat dels enllaços - Capacitat d'enllaç total xarxa 
 
A la Fig. 4.3 observem la comparació de la Capacitat d'enllaç total a la xarxa 
(en Erlangs) de la xarxa. Aquest valor és la capacitat d'enllaç total a la xarxa, 
sumant la capacitat de tots els enllaços. En la primera columna observem la 
capacitat d'enllaç total a la topologia RedIRIS sense aplicar cap algorisme, i en 
les columnes posteriors la capacitat d'enllaç total a la xarxa aplicant cada un 
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Fig. 4.3 Representació de la Capacitat d'enllaç total xarxa (en Erlangs) després 
d'aplicar els algorismes a la topologia TopologiaRedIris2.n2p 
 
 
D'aquest gràfic s'extreu que els algorismes que ofereixen una millor mètrica 
sobre la xarxa RedIRIS, pel que fa al valor més alt de la Capacitat d'enllaç total 
a la xarxa, són: algorisme avariciós (per a tots els valors del paràmetre 
d'entrada "initialNode"), algorisme de GRASP i algorisme de ACO, tots ells amb 
un valor de 5400 Erlangs. D'aquesta manera, el valor de la capacitat total de la 
xarxa també n'ha sortit beneficiat al crear la topologia d'anell. 
 
4.3. Simulacions xarxa GÉANT 
4.3.1. Introducció 
 
El simulador Net2Plan ens ofereix la possibilitat d'aplicar els algorismes 
estudiats sobre la topologia de xarxa GÉANT per estudiar i avaluar els seus 
resultats. Hem pogut crear la topologia de xarxa GÉANT corresponent al maig 
del 2012 al simulador. Hem escollit aquesta topologia ja que les dades de la 
matriu de trànsit corresponen a aquest període de temps. El nom de la 
topologia utilitzada és "TopologiaGEANT2012.n2p" i el de la matriu de 
tomogravetat escollida "MatriuTomogravetatGEANT.n2p". Podem trobar la 
informació de la topologia de xarxa i la matriu de trànsit a l'apartat 3.3.6 del 
treball. Hem buscat la matriu de trànsit de tota la setmana que ofereix una 
major utilització d'enllaç. Utilitzarem aquesta matriu per realitzar proves amb els 
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A diferència de la xarxa RedIris, en el cas de la xarxa GÉANT hem pogut 
aplicar tots els algorismes de disseny i planificació de xarxa sobre la topologia, 
ja que disposem de la matriu de trànsit. D'aquesta manera hem pogut aplicar 
tant els algorismes de disseny de xarxa (CFA, FA i TCA), com els algorismes 
de planificació de xarxa (algorismes de cerca local i algorismes avariciosos, 
algorismes de refredament simulat, algorismes de GRASP i ACO, i algorismes 
de tipus gradient). 
 
Realitzarem la comparació de la utilització de les mètriques dels algorismes 
representant gràficament les estadístiques d'utilització amb l'ús de gràfics. Per 
a això utilitzarem els escenaris indicats en cada cas, utilitzant la topologia de 
GÉANT i la matriu de tomogravetat escollida. Les mètriques estudiades seran 
les corresponents a la topologia i capacitat dels enllaços de la xarxa i, a més a 
més, les mètriques de trànsit de la xarxa. 
 
A continuació s'exposa l'aplicació i els resultats d'aplicar cada un d'aquests 





Fig. 4.4 Topologia xarxa TopologiaGEANT2012.n2p 
 
 
A la Taula 4.13 veiem els paràmetres de les mètriques de la topologia de 
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Taula 4.13 Taula Mètriques de la topologia 
 
Mètrica Valor 
Número de nodes (|N|) 18 
Número d'enllaços unidireccionals (|E|) 58 
Grau de mitjana de nodes 3.222 
*Distància mitjana d'enllaç (km) 0 
Diàmetre de la xarxa (hops) 5 
Diàmetre de la xarxa (km) 0 
Mitjana de número de salts per ruta (hops) 2.647 
Mitjana de distància per ruta (km) 0 
Topologia connectada? Sí 
Topologia bidireccional (enllaços)? Sí 
Topologia bidireccional(enllaços i capacitats)? Sí 
Topologia simple? Sí 
 
 
A la Taula 4.14 veiem els paràmetres de la mètrica de la capacitat dels enllaços 
de GÉANT, sense aplicar-hi cap algorisme. 
 
Taula 4.14 Taula Mètriques de la capacitat dels enllaços 
 
Mètrica Valor 
Màxima capacitat d'enllaç (Erlangs) 100 
Mínima capacitat d'enllaç (Erlangs) 10 
Mitjana de capacitat d'enllaç (Erlangs) 44.138 
*Capacitat d'enllaç total a la xarxa (Erlangs) 2560 
 
 
A la Taula 4.15 veiem els paràmetres de la mètrica del trànsit de la xarxa 
GÉANT, sense aplicar-hi cap algorisme. 
 
 
Taula 4.15 Taula Mètriques del trànsit de la xarxa 
 
Mètrica Valor 
Trànsit total ofert a la xarxa (Erlangs) 53.12x109 
Trànsit total transportat a la xarxa (Erlangs) 0 
Mitjana trànsit ofert per demanda (Erlangs) 17.36x107 
*Mitjana trànsit transportat per demanda (Erlangs) 0 
Mitjana de número de salts 0 
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Farem la simulació amb cada un dels algorismes i compararem els resultats 
obtinguts. Els paràmetres escollits per a comparar els resultats seran: 
 
• Mètriques de la topologia: *Distància mitjana d'enllaç (en km) 
• Mètriques de la capacitat dels enllaços: *Capacitat d'enllaç total xarxa 
(en Erlangs) 
 
En el cas dels algorismes que necessiten de la matriu de trànsit com a 
paràmetre d'entrada per a la seva aplicació (algorismes CFA, FA i de 
refredaments simulat), també s'analitzaran els següents paràmetres per a les 
comparacions: 
 
• Mètriques del trànsit de la xarxa: * Mitjana trànsit transportat per 
demanda (en Erlangs) 
• Mètriques de les rutes de la xarxa: *Mitjana de número de salts (en 
hops) 
• Simulació de ruta del node Països Baixos al node Letònia 
 
A l’apartat A.7.2. dels Annexos podem veure el report complet de la Topologia 
GÉANT sense aplicar-hi cap algorisme però aplicant-hi la matriu de trànsit amb 
la funció Report_networkDesign, que ens aporta informació de la topologia de 
xarxa; tal com informació dels nodes i enllaços de la xarxa, mètriques i 
capacitats. En aquest cas, al disposar de la matriu de trànsit, també obtindrem 
les dades referents al trànsit de la xarxa per als algorismes que necessiten de 
la matriu de xarxa per a la seva aplicació: algorismes CFA, algorismes FA i 
algorismes de refredament simulat. 
 
4.3.2. Simulació amb algorismes CFA 
 
L'algorisme CFA_shortestPathFixedUtilization.java calcula l'encaminament 
de totes les demandes, enviant tot el trànsit per un únic camí, que sigui el camí 
més curt entre els nodes origen i destí de la demanda. 
 
A continuació es mostren les taules que relacionen les mètriques de la 
topologia i capacitat dels enllaços obtingudes de les simulacions realitzades 
amb la variació dels paràmetres d'entrada de l'algorisme sobre la 
TopologiaGEANT2012.n2p. Podem trobar les simulacions a l'apartat A.5.2. dels 
Annexos. 
 
Mètriques de la topologia, capacitat dels enllaços i trànsit de la xarxa 
 
Relacionem els valors del paràmetre "spType" amb la Distància mitjana d'enllaç 
(en km), (Taula 4.16), la Capacitat d'enllaç total a la xarxa (en Erlangs), (Taula 
4.17), el Trànsit total ofert a la xarxa, (Taula 4.18) i la Mitjana de número de 
salts, (Taula 4.19), respectivament. 
 




Taula 4.16 Taula Distància mitjana d'enllaç 
 





Taula 4.17 Taula Capacitat d'enllaç total xarxa 
 






Taula 4.18 Taula Mitjana trànsit transportat per demanda 
 





transportat per demanda 
(Erlangs) 
km 53,12.109 306 17,36.107 
hops 53,12.109 306 17,36.107 
 
 
Taula 4.19 Taula Mitjana número de salts 
 
spType Núm. rutes Mitjana número de salts (hops) 
km 306 3.115 
hops 306 2.661 
 
 
Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme CFA_shortestPathFixedUtilization.java és de 0 km per a tots els 
valors del paràmetre d'entrada "spType". El valor del resultat d'aquesta mètrica 
sembla no tenir sentit i pot ser degut a algun error d'implementació del 
simulador pel que l'obviarem per a la comparació final. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme CFA_shortestPathFixedUtilization.java és de 
27.57x1010 Erlangs amb el paràmetre d'entrada "spType=km". El valor del 
resultat d'aquesta mètrica sembla no tenir sentit i pot ser degut a algun error 
d'implementació del simulador pel que també l'obviarem per a la comparació 
final. 
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La Mitjana del trànsit transportat per demanda (en Erlangs) que obtenim 
amb l'aplicació de l'algorisme CFA_shortestPathFixedUtilization.java és de 
17.36x107 Erlangs per a tots els valors del paràmetre d'entrada "spType". 
 
La mínima Mitjana de número de salts (en hops) que obtenim de l'aplicació 
de l'algorisme és de 2.661 hops amb el paràmetre d'entrada "spType=hops". 
Podem apreciar que el valor de la mètrica amb el paràmetre d'entrada 
"spType=hops" millora el valor de la mètrica que amb el paràmetre d'entrada 
"spType=km", al encaminar el trànsit per les rutes amb el mínim número de 
salts, encara que no variem el número de rutes. 
 
A l’apartat A.7.3. dels Annexos podem veure el report complet de la 
TopologiaGEANT2012.n2p després d’aplicar l’algorisme CFA amb la funció 
Report_networkDesign. 
 
4.3.3. Simulació amb algorismes FA 
 
L'algorisme FA_minBottleneckUtilization_xp.java obté l'encaminament de 
trànsit que minimitza la utilització màxima de la xarxa.  
 
A continuació es mostren les taules que relacionen les mètriques de la 
topologia i capacitat dels enllaços obtingudes de les simulacions realitzades 
amb la variació dels paràmetres d'entrada de l'algorisme sobre la 
TopologiaGEANT2012.n2p. Podem trobar les simulacions a l'apartat A.5.3. dels 
Annexos. 
 
Mètriques de la topologia, capacitat dels enllaços i trànsit de la xarxa 
 
Relacionem els valors del paràmetre "k" i el número de camins admissibles 
amb la Distància mitjana d'enllaç (en km), (Taula 4.20), la Capacitat d'enllaç 
total a la xarxa (en Erlangs), (Taula 4.21), el Trànsit total ofert a la xarxa, (Taula 
4.22) i la Mitjana de número de salts, (Taula 4.23), respectivament. 
 
 
Taula 4.20 Taula Distància mitjana d'enllaç 
 
k Núm. camins adm. |P| Distància mitjana d'enllaç (km) 
1 306 0 
4 1224 0 
 
 
Taula 4.21 Taula Capacitat d'enllaç total xarxa 
 
k Núm. camins adm. |P| Capacitat d'enllaç total xarxa 
(Erlangs) 
1 306 2560 
4 1224 2560 
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Taula 4.22 Taula Mitjana trànsit transportat per demanda 
 





transportat per demanda 
(Erlangs) 
1 53,12.109 306 17,36.107 
4 53,12.109 306 17,36.107 
 
 
Taula 4.23 Taula Mitjana número de salts 
 
k Núm. camins 
adm. |P| 
Núm. rutes Mitjana número de salts 
(hops) 
1 306 306 3.157 
4 1224 312 4.708 
 
 
Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç(en km) que obtenim amb l'aplicació de 
l'algorisme FA_minBottleneckUtilization_xp.java és de 0 km per a tots els 
valors del paràmetre d'entrada "k". El valor del resultat d'aquesta mètrica 
sembla no tenir sentit i pot ser degut a algun error d'implementació del 
simulador pel que l'obviarem per a la comparació final. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme FA_minBottleneckUtilization_xp.java és de 2560 
Erlangs per a tots els valors del paràmetre d'entrada "k". 
 
La Mitjana del trànsit transportat per demanda (en Erlangs) que obtenim 
amb l'aplicació de l'algorisme FA_minBottleneckUtilization_xp.java és de 
17,36.107 Erlangs per a tots els valors del paràmetre d'entrada "k". 
 
La mínima Mitjana de número de salts (en hops) que obtenim de l'aplicació 
de l'algorisme és de 3.157 hops amb el paràmetre d'entrada "k=1". Podem 
apreciar que el valor de la mètrica amb el paràmetre d'entrada "k=1" millora el 
valor de la mètrica que amb el paràmetre d'entrada "k=4", ja que al augmentar 
el paràmetre k augmenten el número de camins admissibles, ademés del 
número de rutes, i l'algorisme encamina el trànsit per camins clarament pitjors. 
 
A l’apartat A.7.4. dels Annexos podem veure el report complet de la 
TopologiaGEANT2012.n2p després d’aplicar l’algorisme FA amb la funció 
Report_networkDesign. 
 
4.3.4. Simulació amb algorismes TCA 
 
L'algorisme TCA_nodeLocationILP.java calcula la ubicació dels nodes 
troncals i els enllaços que connecten els nodes d'accés als nodes troncals, tal 
que el cost total del disseny sigui mínim. 




A continuació es mostren les taules que relacionen les mètriques de la 
topologia i capacitat dels enllaços obtingudes de les simulacions realitzades 
amb la variació dels paràmetres d'entrada de l'algorisme sobre la 
TopologiaGEANT2012.n2p. Podem trobar les simulacions a l'apartat A.5.4. dels 
Annexos. 
 
Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem els valors del paràmetre "linkCostPerKm", fixant els paràmetres 
''linkCapacities = 100'' i "K_max = 1000", amb la Distància mitjana d'enllaç (en 




Taula 4.24 Taula Distància mitjana d'enllaç 
 







Taula 4.25 Taula Capacitat d'enllaç total xarxa 
 








Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme TCA_nodeLocationILP.java és de 4047 km quan el paràmetre 
d'entrada ''linkCostPerKm=0.1". Podem apreciar que a mesura que augmentem 
el paràmetre d'entrada "linkCostPerKm", la Distància mitjana d'enllaç 
disminueix. Això és degut a que al augmentar la restricció de cost per km 
d'enllaç, les distàncies dels enllaços es redueixen i millora la mètrica pel que fa 
al paràmetre de Distància mitjana d'enllaç. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme TCA_nodeLocationILP.java és de 1700 Erlangs quan 
el paràmetre d'entrada ''linkCostPerKm=0'' i ''linkCostPerKm=0.001'', 
respectivament. Podem apreciar que a mesura que augmentem el paràmetre 
d'entrada "linkCostPerKm", la Capacitat Total disminueix. 
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Amb la anàlisis dels resultats podem apreciar que s'arriba a un compromís 
entre les dues mètriques analitzades. Per una part ens interessa que el 
paràmetre d'entrada sigui gran per minimitzar la distància mitjana d'enllaç, però 
al augmentar aquest paràmetre la mètrica de la capacitat total de la xarxa surt 
afectada i disminueix. 
 
*Hem de tenir en compte que en el cas que els nodes troncals siguin més de 1 
("linkCostPerKm=0.05" i "linkCostPerKm=0.1"), la topologia ja no és vàlida per 
el nostre estudi, ja que perdem la connectivitat de la xarxa, i per tant obviarem 
els resultats corresponents. D'aquesta manera la mínima Distància mitjana 
d'enllaç (en km) amb l'aplicació de l'algorisme passa a ser de 9915 km quan el 
paràmetre d'entrada ''linkCostPerKm=0.001''. 
 
A l’apartat A.7.5. dels Annexos podem veure el report complet de la 
TopologiaGEANT2012.n2p després d’aplicar l’algorisme TCA amb la funció 
Report_networkDesign. 
 
4.3.5. Simulació amb algorismes de cerca local i algorismes 
avariciosos 
 
Els algorismes de cerca local són algorismes de localització de nodes i els 
algorismes avariciosos són algorismes de disseny de topologies d'anell.  
 
A continuació es mostren les taules que relacionen les mètriques de la 
topologia i capacitat dels enllaços obtingudes de les simulacions realitzades 
amb la variació dels paràmetres d'entrada de l'algorisme sobre la 
TopologiaGEANT2012.n2p. Podem trobar les simulacions a l'apartat A.5.5. dels 
Annexos. 
 
En primer lloc, sobre la topologia de xarxa TopologiaGEANT2012.n2p hem 
aplicat l'algorisme de localització de nodes basat en un heurístic de cerca local 
TCA_LS_nodeLocation.java. 
 
Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem els valors del paràmetre "linkCostPerKm" i el número de nodes 
troncals, fixant els paràmetres ''linkCapacities = 100'' i ''initialNode = 0'', amb la 
Distància mitjana d'enllaç (en km), (Taula 4.26), i la Capacitat d'enllaç total a la 
xarxa (en Erlangs), (Taula 4.27), respectivament. 
 
 
Taula 4.26 Taula Distància mitjana d'enllaç 
 
linkCostPerKm Núm nodes troncals Distància mitjana 
d'enllaç (km) 
0 1 NaN 
*0.1 5 4429 
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Taula 4.27 Taula Capacitat d'enllaç total xarxa 
 
linkCostPerKm Núm nodes troncals Capacitat d'enllaç total 
xarxa (Erlangs) 
0 1 1700 
*0.1 5 1300 
 
 
En segon lloc, sobre aquesta mateixa topologia de xarxa hem aplicat 
l'algorisme de disseny de topologies d'anell basat en un heurístic de tipus 
avariciós (greedy) TCA_nearestNeighborTSP.java. 
 
Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem els valors del paràmetre "initialNode", fixant el paràmetre 
''linkCapacities = 100'', amb la Distància mitjana d'enllaç (en Erlangs), (Taula 




Taula 4.28 Taula Distància mitjana d'enllaç 
 
initialNode km solució Distància mitjana 
d'enllaç (km) 
0 121.74 6763 
4 114.20 6344 
12 122.20 6789 
17 113.93 6330 
 
 
Taula 4.29 Taula Capacitat d'enllaç total xarxa 
 
initialNode km solució Capacitat d'enllaç total 
xarxa (Erlangs) 
0 121.74 3600 
4 114.20 3600 
12 122.20 3600 
17 113.93 3600 
 
 
Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme de cerca local TCA_LS_nodeLocation.java. és de 4429 km amb el 
paràmetre d'entrada ''linkCostPerKm=0.1''. Podem apreciar que a mesura que 
augmentem el paràmetre d'entrada "linkCostPerKm", la Distància mitjana 
d'enllaç disminueix. Això és degut a que al augmentar la restricció de cost per 
km d'enllaç, les distàncies dels enllaços es redueixen i millora la mètrica pel 
que fa al paràmetre de Distància mitjana d'enllaç. 
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La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme de cerca local TCA_LS_nodeLocation.java. és de 
1700 Erlangs amb el paràmetre d'entrada ''linkCostPerKm=0''. Podem apreciar 
que a mesura que augmentem el paràmetre d'entrada "linkCostPerKm", la 
Capacitat Total disminueix. 
 
Amb la anàlisis dels resultats podem apreciar que s'arriba a un compromís 
entre les dues mètriques analitzades. Per una part ens interessa que el 
paràmetre d'entrada sigui gran per minimitzar la distància mitjana d'enllaç, però 
al augmentar aquest paràmetre la mètrica de la capacitat total de la xarxa surt 
afectada i disminueix. 
 
*Hem de tenir en compte que pel que fa a l'algorisme de cerca local, en el cas 
que els nodes troncals són més de 1 ("linkCostPerKm=0.1"), la topologia ja no 
és vàlida per el nostre estudi, ja que perdem la connectivitat de la xarxa, i per 
tant obviarem els resultats corresponents. D'aquesta manera la mínima 
Distància mitjana d'enllaç (en km) amb l'aplicació de l'algorisme passa a ser 
de NaN quan el paràmetre d'entrada ''linkCostPerKm=0''. El valor del resultat 
de la mètrica amb aquest paràmetre sembla no tenir sentit i pot ser degut a 
algun error d'implementació del simulador pel que l'obviarem per a la 
comparació final. 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme avariciós TCA_nearestNeighborTSP.java. és de 6330 km amb el 
paràmetre d'entrada ''initialNode=17". Podem apreciar que amb tots els valors 
del paràmetre d'entrada "linkCostPerKm" els resultats són molt similars. Això és 
degut a que al variar el node inicial no millorem massa la mètrica pel que fa al 
paràmetre de Distància mitjana d'enllaç perquè només variem l'inici de l'anell. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme avariciós TCA_nearestNeighborTSP.java. és de 
3600 Erlangs en tots els casos, i el valor del paràmetre d'entrada "initialNode" 
no variarà la mètrica estudiada. 
 
Amb la anàlisis dels resultats podem apreciar que els valors de les dues 
mètriques analitzades són molt similars amb la variació del paràmetre d'entrada 
initialNode. Això és degut a que amb la variació del paràmetre d'entrada 
''initialNode'' només variarem el Ring total lenght (Longitud total de l'anell). 
 
A l’apartat A.7.6. i A.7.7. dels Annexos podem veure els reports complets de la 
TopologiaGEANT2012.n2p després d’aplicar els algorismes de cerca local i 
algorismes avariciosos amb la funció Report_networkDesign. 
 
4.3.6. Simulació amb algorismes de refredament simulat 
 
L'algorisme FA_SAN_minCongestion.java utilitza un metaheurístic per trobar 
la solució d'encaminament no bifurcat que minimitza la congestió de xarxa.  
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A continuació es mostren les taules que relacionen les mètriques de la 
topologia i capacitat dels enllaços obtingudes de les simulacions realitzades 
amb la variació dels paràmetres d'entrada de l'algorisme sobre la 
TopologiaGEANT2012.n2p. Podem trobar les simulacions a l'apartat A.5.6. dels 
Annexos. 
 
Mètriques de la topologia, capacitat dels enllaços i trànsit de la xarxa 
 
Relacionem els valors del paràmetre "k" (número de camins admissibles per a 
cada demanda) i la congestió de la xarxa amb la Distància mitjana d'enllaç (en 
km), (Taula 4.30), i la Capacitat d'enllaç total a la xarxa (en Erlangs), (Taula 
4.31), el Trànsit total ofert a la xarxa, (Taula 4.32) i la Mitjana de número de 
salts, (Taula 4.33), respectivament. Hem fixat el paràmetre d'entrada  
''san_numOuterIterations = 50'' i ''sum_numInnerIterations = 1000'' 
 
 
Taula 4.30 Taula Distància mitjana d'enllaç 
 
k Congestió Distància mitjana d'enllaç (km) 
2 3.11 0 
100 3.07 0 
 
 
Taula 4.31 Taula Capacitat d'enllaç total xarxa 
 
k Congestió Capacitat d'enllaç total xarxa 
(Erlangs) 
2 3.11 2560 
100 3.07 2560 
 
 
Taula 4.32 Taula Mitjana trànsit transportat per demanda 
 





transportat per demanda 
(Erlangs) 
2 53,12.109 306 17,36.107 
100 53,12.109 306 17,36.107 
 
 
Taula 4.33 Taula Mitjana número de salts 
 
k Núm. rutes Mitjana número de salts (hops) 
2 306 4.033 
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Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme FA_SAN_minCongestion.java és de 0 km per a tots els valors del 
paràmetre d'entrada "k". El valor del resultat d'aquesta mètrica sembla no tenir 
sentit i pot ser degut a algun error d'implementació del simulador pel que 
l'obviarem per a la comparació final. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme FA_SAN_minCongestion.java és de 2560 Erlangs 
per a tots els valors del paràmetre d'entrada "k". 
 
La Mitjana del trànsit transportat per demanda (en Erlangs) que obtenim 
amb l'aplicació de l'algorisme FA_SAN_minCongestion.java és de 17,36.107 
Erlangs per a tots els valors del paràmetre d'entrada "k". 
 
La mínima Mitjana de número de salts (en hops) que obtenim de l'aplicació 
de l'algorisme és de 4.033 hops amb el paràmetre d'entrada "k=2". 
 
Podem apreciar que el valor de la mètrica amb el paràmetre d'entrada "k=2" 
millora el valor de la mètrica que amb el paràmetre d'entrada "k=100", ja que al 
augmentar el paràmetre k augmenten el número de camins admissibles i 
l'algorisme encamina el trànsit per camins  clarament pitjors. 
 
A l’apartat A.7.8. dels Annexos podem veure el report complet de la 
TopologiaGEANT2012.n2p després d’aplicar l’algorisme FA amb la funció 
Report_networkDesign. 
 
4.3.7. Simulació amb algorismes de GRASP i ACO 
 
Els algorismes de GRASP i ACO són algorismes per a la resolució del 
problema del viatjant (TSP, Traveling Salesman Problem). 
 
A continuació es mostren les taules amb les mètriques de la topologia i 
capacitat dels enllaços obtingudes de les simulacions realitzades després 
d'aplicar els algorismes sobre la TopologiaGEANT2012.n2p. Podem trobar les 
simulacions a l'apartat A.5.7. dels Annexos. 
 
En primer lloc hem aplicat l'algorisme TCA_GRASP_TSP.java sobre la 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat. 
 
En segon lloc, hem aplicat l'algorisme TCA_ACO_TSP.java sobre la mateixa 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
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Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem els dos algorismes amb la Distància mitjana d'enllaç (en km), 




Taula 4.34 Taula Distància mitjana d'enllaç 
 





Taula 4.35 Taula Capacitat d'enllaç total xarxa 
 






Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme TCA_GRASP_TSP.java és de 5607 km. 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme TCA_ACO_TSP.java és de 5764 km. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació dels dos  algorismes(TCA_GRASP_TSP.java i 
TCA_ACO_TSP.java) és de 3600 Erlangs, en els dos casos. 
 
Amb la anàlisis dels resultats podem apreciar que els valors de les dues 
mètriques dels dos algorismes són molt similars. Això és degut a que els dos 
algorismes creen una topologia d'anell i només observem petites variacions. 
 
A l’apartat A.7.9. i A.7.10. dels Annexos podem veure els reports complets de la 
TopologiaGEANT2012.n2p després d’aplicar els algorismes de GRASP i ACO 
amb la funció Report_networkDesign. 
 
4.3.8. Simulació amb algorismes de tipus gradient 
 
Els algorismes de tipus gradient són algorismes per a la resolució d'un 
problema d'assignació d'ample de banda.  
 
A continuació es mostren les taules amb les mètriques de la topologia i 
capacitat dels enllaços obtingudes de les simulacions realitzades després 
Simulacions amb Net2Plan 51 
 
 
d'aplicar l'algorisme sobre la TopologiaGEANT2012.n2p. Podem trobar les 
simulacions a l'apartat A.5.8. dels Annexos. 
 
Sobre la topologia de xarxa TopologiaGEANT2012.n2p hem aplicat l'algorisme 
FBA_projectedGradient.java, que crearà una demanda per a cada par de 
nodes, amb una única ruta assignada a ella, que serà la donada pel camí més 
curt en km o número de salts(en funció del paràmetre ''shortestPathType''). 
entre els nodes origen i destí de la demanda. 
 
Mètriques de la topologia i capacitat dels enllaços 
 
Relacionem l'algorisme amb la Distància mitjana d'enllaç (en km), (Taula 4.36), 




Taula 4.36 Taula Distància mitjana d'enllaç 
 
Algorisme Distància mitjana d'enllaç (km) 
Tipus gradient 0 
 
 
Taula 4.37 Taula Capacitat d'enllaç total xarxa 
 
Algorisme Capacitat d'enllaç total xarxa 
(Erlangs) 
Tipus gradient 2560 
 
 
Conclusió dels resultats obtinguts 
 
La mínima Distància mitjana d'enllaç (en km) que obtenim amb l'aplicació de 
l'algorisme FBA_projectedGradient.java és de 0 km. El valor del resultat 
d'aquesta mètrica sembla no tenir sentit i pot ser degut a algun error 
d'implementació del simulador pel que l'obviarem per a la comparació final. 
 
La màxima Capacitat d'enllaç total a la xarxa (en Erlangs) que obtenim amb 
l'aplicació de l'algorisme FBA_projectedGradient.java és de 2560 Erlangs. 
 
A l’apartat A.7.11. dels Annexos podem veure el report complet de la 
TopologiaGEANT2012.n2p després d’aplicar l’algorisme 
FBA_projectedGradient.java amb la funció Report_networkDesign. 
 
4.3.9. Comparació i anàlisis de resultats 
 
Després d'analitzar l'efecte de cada un dels algorismes sobre la xarxa GÉANT, 
comparem els resultats obtinguts per extreure'n conclusions. 
 
 





Mètriques de la topologia - Distància mitjana d'enllaç 
 
A la Fig. 4.5 observem la comparació de la Distància mitjana d'enllaç(en km) de 
la xarxa. Aquest valor és la suma de les distàncies en km de tots els enllaços, 
dividit pel número d'enllaços. Interessa que aquest valor sigui petit, perquè com 
menys distància d'enllaç i més enllaços tindrem menys probabilitats de pèrdues 
i més rutes alternatives en cas de caiguda d'enllaç. Observem la distància 
mitjana d'enllaç aplicant cada un dels algorismes amb el valor més baix de 
distància mitjana d'enllaç calculat anteriorment. 
 
 




Fig. 4.5 Representació de la Distància mitjana d'enllaç (en km) després 
d'aplicar els algorismes a la topologia TopologiaGEANT2012.n2p 
 
 
D'aquest gràfic s'extreu que l'algorisme que ofereix una millor mètrica sobre la 
xarxa GÉANT, pel que fa al valor més baix de la Distància mitjana d'enllaç, és 
l'algorisme de GRASP, amb una distància mitjana d'enllaç de 5607 km. 
D'aquesta manera, el valor de la distància mitjana d'enllaç n'ha sortit beneficiat 
al crear la topologia d'anell. 
 
Mètriques de la capacitat dels enllaços - Capacitat d'enllaç total xarxa 
 
A la Fig. 4.6 observem la comparació de la Capacitat d'enllaç total a la xarxa 
(en Erlangs) de la xarxa. Aquest valor és la capacitat d'enllaç total a la xarxa, 
sumant la capacitat de tots els enllaços. En la primera columna veiem la 
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les columnes posteriors la capacitat d'enllaç total a la xarxa aplicant cada un 
dels algorismes amb el valor més alt calculat anteriorment. 
 
 




Fig. 4.6 Representació de la Capacitat d'enllaç total xarxa (en Erlangs) després 
d'aplicar els algorismes a la topologia TopologiaGEANT2012.n2p 
 
 
D'aquest gràfic s'extreu que els algorismes que ofereixen una millor mètrica 
sobre la xarxa GÉANT, pel que fa al valor més alt de la Capacitat d'enllaç total 
a la xarxa, són: algorisme avariciós (per a tots els valors del paràmetre 
d'entrada "initialNode"), algorisme de GRASP i algorisme de ACO, tots ells amb 
un valor de 3600 Erlangs. D'aquesta manera, el valor de la capacitat total de la 
xarxa també n'ha sortit beneficiat al crear la topologia d'anell. 
 
 
Mètriques del trànsit de la xarxa - Mitjana trànsit transportat per demanda 
 
A la Fig. 4.7 observem la comparació de la Mitjana del trànsit transportat per 
demanda (en Erlangs). Aquest valor és el resultat de la divisió entre el Trànsit 
total transportat a la xarxa i el Número de demandes. En aquesta gràfica hem 
comparat només aquells algorismes que necessiten d'una matriu de trànsit com 
a paràmetre d'entrada per a la seva execució, és a dir els algorismes CFA i FA, 
i els algorismes de refredament simulat. En cada una de les columnes veiem la 
Mitjana de trànsit transportat per demanda aplicant cada un dels algorismes 













k=1	  /	  linkCostPerKm=0	  /	  
linkCostPerKm=0	  /	  
iniIalNode=0	  /	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k=4	  /	  linkCostPerKm=0.001	  /	  
iniIalNode=4	  /	  k=100	  
iniIalNode=12	  
iniIalNode=17	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Fig. 4.7 Representació de la Capacitat Total (en Erlangs) després d'aplicar els 
algorismes a la topologia TopologiaGEANT2012.n2p 
 
 
D'aquest gràfic s'extreu que tots els algorismes (CFA, FA i algorismes de 
refredament simulat) presenten la mateixa mètrica sobre la xarxa GÉANT, pel 
que fa al valor de la Mitjana de trànsit transportat per demanda, ja que tenen el 
mateix valor del Trànsit total transportat a la xarxa i el mateix número de 
demandes, amb un valor de Mitjana de trànsit transportat per demanda de 
17,36.107 Erlangs. Amb el canvi dels paràmetres d'entrada d'aquests tres 
algorismes no ens varia el valor de la mitjana de trànsit transportat per 
demanda, ja que tant el trànsit total transportat a la xarxa i el número de 
demandes no varia en cap cas. 
 
 
Mètriques de les rutes de la xarxa - Mitjana de número de salts 
 
A la Fig. 4.8 observem la comparació de la Mitjana de número de salts (en 
hops) de la xarxa. Aquest valor representa el rati entre el trànsit total entrant a 
la xarxa (suma total del trànsit transportat en tots els enllaços) i el trànsit total 
transportat a la xarxa. En aquesta gràfica hem comparat només aquells 
algorismes que necessiten d'una matriu de trànsit com a paràmetre d'entrada 
per a la seva execució, és a dir els algorismes CFA i FA, i els algorismes de 
refredament simulat. En cada una de les columnes veiem la Mitjana de número 















CFA	   FA	   Algorisme	  Ref.	  
simulat	  
spType=km	  /	  k=1	  /	  k=2	  
spType=hops	  /	  k=4	  /	  k=100	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Fig. 4.8 Representació de la Mitjana de número de salts (en hops) després 
d'aplicar els algorismes a la topologia TopologiaGEANT2012.n2p 
 
 
D'aquest gràfic s'extreu que l'algorisme que ofereix una millor mètrica sobre la 
xarxa GÉANT, pel que fa al valor de la Mitjana de número de salts, és 
l'algorisme CFA, amb una mitjana de número de salts de 2.661 hops amb el 
paràmetre d'entrada "spType=hops", millorant la mitjana de 3.115 oferta pel 
valor del paràmetre d'entrada "spType=km". Pel que fa als altres dos 
algorismes, per un valor major de k, la mètrica pel que fa a la mitjana de 
número de salts empitjora degut a l'augment del número de camins admissibles 
i del número de rutes. 
 
 
Simulació de ruta del node Països Baixos al node Letònia 
 
A continuació s'exposa una simulació de ruta amb els algorismes que 
necessiten de la matriu de trànsit com a paràmetre d'entrada estudiats 
anteriorment (algorismes CFA, FA i de refredament simulat). Els algorismes 
hauran d'encaminar el trànsit amb node origen Països Baixos i node destí 
Letònia. 
 
A la Fig. 4.9 observem la comparació de la ruta que adopta el trànsit del node 
origen Països Baixos al node destí Letònia amb l'aplicació de l'algorisme 
CFA_shortestPathFixedUtilization.java. A l'esquerra hem fixat el paràmetre 












CFA	   FA	   Algorisme	  Ref.	  
simulat	  
spType=km	  /	  k=1	  /	  k=2	  
spType=hops	  /	  k=4	  /	  k=100	  




Fig. 4.9 Comparació de ruta adoptada pel trànsit del node Països Baixos al 
node Letònia amb l'algorisme CFA_shortestPathFixedUtilization.java amb el 
paràmetre d'entrada "spType=km" (esquerra) i "spType=hops"(dreta) 
 
Conclusió: Es pot apreciar que amb el paràmetre d'entrada spType a "km", el 
trànsit s'encaminarà pels nodes (Països Baixos - Alemanya - Rep. Txeca - 
Polònia - Lituània - Letònia). En canvi, amb el paràmetre d'entrada spType a 
"hops", l'algorisme adoptarà per encaminar el trànsit pels nodes (Països Baixos 
- Dinamarca - Estònia - Letònia), millorant així la mètrica del mínim número de 
salts (3), davant dels 5 aconseguits amb la mínima distància en km entre 
nodes. 
 
A continuació observem la comparació de la ruta que adopta el trànsit del node 
origen Països Baixos al node destí Letònia amb l'aplicació de l'algorisme 
FA_minBottleneckUtilization_xp.java. A la Fig. 4.10  hem fixat el paràmetre 




Fig. 4.10 Ruta adoptada pel trànsit del node Països Baixos al node Letònia 








Fig. 4.11 Ruta adoptada pel trànsit del node Països Baixos al node Letònia 
amb l'algorisme FA_minBottleneckUtilization_xp.java amb el paràmetre 
d'entrada "k=4" 
 
Conclusió: Es pot apreciar que amb el paràmetre d'entrada "k=1", el trànsit 
s'encaminarà pels nodes (Països Baixos - Alemanya - Rep. Txeca - Polònia - 
Lituània - Letònia). En canvi, amb el paràmetre d'entrada "k=4", l'algorisme 
adoptarà per encaminar el trànsit per dues rutes diferents: la anterior ruta 
(Països Baixos - Alemanya - Rep. Txeca - Polònia - Lituània - Letònia) i una 
nova ruta (Països Baixos - Alemanya - Dinamarca - Estònia - Letònia). Aquesta 
nova ruta obtinguda és degut a que al augmentar el paràmetre k el número de 
rutes ha augmentat de 306 a 312. 
 
A la Fig. 4.12 observem la comparació de la ruta que adopta el trànsit del node 
origen Països Baixos al node destí Letònia amb l'aplicació de l'algorisme de 
refredament simulat FA_SAN_minCongestion.java, és a dir un algorisme de 





Fig. 4.12 Comparació de ruta adoptada pel trànsit del node Països Baixos al 
node Letònia amb l'algorisme FA_SAN_minCongestion.java amb el 
paràmetre d'entrada "k=2" (esquerra) i "k=100"(dreta) 
 
Conclusió: Es pot apreciar que amb el paràmetre d'entrada "k=2", el trànsit 
s'encaminarà pels nodes (Països Baixos - Alemanya - Dinamarca - Estònia - 
Letònia). En canvi, amb el paràmetre d'entrada "k=100", l'algorisme adoptarà 
per encaminar el trànsit pels nodes (Països Baixos - Regne Unit - França - 
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Suïssa - Espanya - Itàlia - Grècia - Bulgària - Romania - Hongria - Àustria - 
Rep. Txeca - Alemanya - Dinamarca - Estònia - Letònia). La ruta amb "k=100" 
es duu a terme per una ruta pitjor pel que fa a la mètrica del mínim número de 
salts (15 salts pels 4 que teníem anteriorment). El motiu és que el trànsit pot 
perdre's per solucions clarament dolentes, ja que ha augmentat el número de 









A l'inici d'aquest treball es va plantejar la simulació de diferents algorismes 
d'encaminament amb dades de topologia i trànsit de xarxes reals. Encara que 
al principi analitzem les topologies de RedIRIS i GÉANT, només s'han pogut 
obtenir les dades de trànsit referents a GÉANT i per això ha estat la xarxa de la 
qual hem pogut aplicar la matriu de trànsit a les simulacions.  
 
Amb aquest objectiu, primer hem analitzat el funcionament del simulador 
Net2Plan, centrant la nostra atenció en l'ús dels escenaris per realitzar les 
simulacions i l'ús de reports per obtenir les dades de la mètrica d'utilització dels 
enllaços i de trànsit de la xarxa.  
 
A continuació, hem realitzat un estudi dels algorismes de xarxa que ens permet 
simular Net2Plan: els algorismes de disseny de xarxa i els algorismes de 
planificació de xarxa. S'han analitzat les millores ofertes per cada algorisme 
d'encaminament, així com estudiat el seu funcionament.  
 
Amb l'objectiu de representar amb Net2Plan les topologies de les xarxes 
RedIRIS i GÉANT, hem realitzat proves mitjançant l'eina Looking Glass de la 
web de cada entitat, obtenint les dades de configuració dels nodes i els 
enllaços de la xarxa. També hem aplicat la matriu de tomogravetat que té una 
major càrrega de xarxa per utilitzar a les simulacions, gràcies a TFCs anteriors.  
 
Finalment, hem analitzat l'estructura específica dels escenaris utilitzats per 
simular cada un dels algorismes d'encaminament. Mitjançant l'ús de la 
topologia de les xarxes RedIRIS i GÉANT, hem realitzat proves per comparar 
gràficament el rendiment que ens ofereixen les diferents mètriques dels 
algorismes d'encaminament. En el cas de GÉANT, com disposem de la matriu 
de trànsit, hem pogut estudiar també els efectes d'aquells algorismes que 
necessiten de les dades del trànsit per a la seva aplicació.  
 
De les proves es dedueix que pel que fa a la topologia de xarxa RedIRIS, 
l'algorisme que ofereixen una millor mètrica sobre la xarxa pel que fa al valor de 
la Distància mitjana d'enllaç, és l'algorisme de GRASP. En canvi, pel que fa al 
valor de Capacitat d'enllaç total a la xarxa, els algorismes que ofereixen una 
millor mètrica sobre la xarxa són els algorismes avariciosos, algorismes de 
GRASP i algorismes ACO, respectivament. Aquests algorismes es beneficien 
de la creació de la topologia d'anell per a millorar el valor d'aquestes dues 
mètriques. 
 
Per altra banda, pel que fa a la topologia de xarxa GÉANT, l'algorisme que 
ofereix una millor mètrica sobre la xarxa, pel que fa al valor de la Distància 
mitjana d'enllaç, és l'algorisme de GRASP. En canvi, pel que fa al valor de 
Capacitat d'enllaç total a la xarxa, els algorismes que presenten una millor 
mètrica sobre la xarxa són els algorismes avariciosos, algorismes de GRASP i 
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algorismes ACO, respectivament. Com passava en RedIris, aquests algorismes 
es beneficien de la creació de la topologia d'anell per a millorar el valor 
d'aquestes dues mètriques. Pel que fa al valor de Mitjana de trànsit transportat 
per demanda, els algorismes que ofereixen una millor mètrica sobre la xarxa 
són els algorisme CFA, FA i algorismes de refredament simulat. Finalment, pel 
que fa al valor de Mitjana de número de salts, l'algorisme que presenta una 
millor mètrica sobre la xarxa és l'algorisme CFA, reduint el número de camins 
admissibles i optimitzant les rutes de trànsit. 
 
Per acabar, hem exposat una simulació de ruta a la xarxa GÉANT amb els 
algorismes CFA, FA i de refredament simulat. Amb els resultats de les 
simulacions concloem que amb l'algorisme CFA millorem la mètrica del mínim 
número de salts amb el paràmetre d'entrada "spType=hops", amb l'algorisme 
FA obtenim noves rutes al augmentar el paràmetre "k" i amb l'algorisme de 
refredament simulat augmenta el número de camins admissibles al augmentar 
el paràmetre "k" obtenint una solució clarament menys òptima.  
5.2. Línies futures 
 
La documentació realitzada en aquest treball, tant la referent al funcionament 
del simulador Net2Plan com la definició de les topologies RedIRIS i GÉANT, 
pot ser utilitzada per a futurs estudis d'aquestes i d'altres xarxes, basats en 
Net2Plan. A més a més, les proves comparatives realitzades poden servir com 
a punt de partida per a comparatives amb d'altres algorismes d’optimització de 
xarxa. 
 
D'altra banda, aquest treball pot servir també com a punt de partida per a fer 
simulacions amb d'altres modes de funcionament que ens permet Net2Plan: 
Resilience simulation, Time-varying simulation i Connection-admission-control 
simulation. D'aquesta manera es podria treballar en la protecció de vies de 
circulació de trànsit prenent camins alternatius a l'original quan es produeix un 
error, variant el volum de trànsit en funció del temps i simulant el funcionament 
de la xarxa on les demandes de trànsit són la font de les sol·licituds de 
connexió. De la mateixa manera que apareix en aquest treball, també es podria 
treballar en la recerca dels algorismes que optimitzin el funcionament de la 
xarxa en aquests casos. 
 
Tota la documentació realitzada en aquest treball també té un objectiu docent, 
oferint material d'estudi i pràctiques en assignatures relacionades amb xarxes 
de transport i enginyeria de trànsit. 
5.3. Impacte mediambiental 
 
Respecte a l'impacte mediambiental, l'establiment de polítiques  d’optimització i 
encaminament que redueixin la utilització en xarxes funcionals reduiran la 
reserva de recursos amb el conseqüent estalvi d'energia. D’aquesta manera, 
serà possible obtenir més eficiència en molts sentits; estalvis d’energia a 
conseqüència d’evitar congestions, minimitzar l’impacte d’un error a la xarxa, o 







ACO    Ant Colony Optimization 
 
AS   Sistema Autònom 
 
BA    Bandwidth Assignment 
 
CA    Capacity Assignment 
 
CAC    Connection - Admission - Control  
 
CFA    Capacity and Flow Assignment 
 
CLI    Command Line Interface 
 
FA    Flow Assignment 
 
FBA    Flow and Bandwith Assignment 
 
GLPK   GNU Linear Programming Kit 
 
GNU    GNU is Not Unix 
 
GRASP   Greedy-Randomized Adaptive Search Procedure 
 
GUI    Graphical User Interface 
 
IDE    Integrated Development Environment 
 
ILP   Integrer Linear Programming 
 
IP    Internet Protocol 
 
JOM    Java Optimization Modeler 
 
MAC OS  Macintosh Operating System 
 
NREN   National Research and Education Network 
 
PCRE   Perl Compatible Regular Expressions 
 
PoP   Punt de Presència 
 
QoS    Qualitat de Servei 
 
RCL    Llista de Candidats Regtringida 
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SAN    Simulated Annealing 
 
SWIG   Simplified Wrapper and Interface Generator 
 
TA    Topology Assignment 
 
TCA    Topology and Capacity Assignment 
 
TCFA   Topology, Capacity and Flow Assignment 
 
TM   Matriu de Trànsit 
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A.1. Ampliació de teoria 
A.1.1.  Introducció 
 
En aquest apartat dels Annexos es presenta la informació addicional de la 
teoria del treball, necessària per entendre i complementar cada un dels punts 
afegits però que, degut a la seva extensió, no hem pogut incloure a la part 
principal del treball. 
 
A.1.2. Instal·lació i funcionament d'Eclipse 
 
Eclipse és un entorn de programació de codi obert amb diferents versions 
disponibles per a desenvolupadors de codi en diferents llenguatges. En el 
nostre cas hem utilitzat la versió Eclipse per a desenvolupadors Java (Eclipse 
IDE for Java Developers). 
 
Instruccions per a la utilització d’Eclipse amb Net2Plan: 
 
Obrir un projecte d'Eclipse i afegir-hi la classe o classes que es vulguin crear.   
 
Afegir al build path (carpeta on afegim les llibreries externes) del projecte la 
llibreria Net2Plan-lib.jar que es troba en el directori lib de la seva instal·lació de 
Net2Plan. Per fer-ho, cal anar a Project → Properties → Java Build Path → Add 
External jars.  D'aquesta manera podem afegir totes les llibreries externes que 
desitgem per al nostre projecte (JOM, GLPK, etc.) 
 
En afegir al Build Path aquestes llibreries, ja es pot importar (import) les classes 
de Net2Plan per desenvolupar algorismes i compilar amb Eclipse com 
qualsevol altre programa. La diferència està que aquests algorismes s'executen 
des de Net2Plan (no són aplicacions independents).   
 
Per executar algorismes que s’hagin desenvolupat des de Net2Plan, en la 
interfície Algorithm execution de la GUI, s’ha de carregar (Load) el fitxer .class 
de l'algorisme (no el .java). Eclipse crea per a cada projecte un directori src on 
es guarden els fitxers .java i un directori bin on es guarden els fitxers .class. Per 
tant, s’ha d'entrar en aquest últim directori per trobar les classes dels 
algorismes que es desenvolupen.   
 









Fig. A.1.1. Exemple d'edició del codi d'un algorisme amb Eclipse 
 
 
Actualització automàtica: Si tenim un algorisme obert a Net2Plan, i es fan 
modificacions en el seu fitxer .java i es compila, el nou codi està 
immediatament accessible per a la propera vegada que premem el botó 
Executa en la GUI de Net2Plan. Sempre i quan s’hagi tornat a carregar (Load) 
el fitxer. 
 
A.1.3.  JOM (Java Optimization Modeler) 
 
En aquesta pràctica s'exposa la resolució d'un problema exemple utilitzant 
JOM. Per això, primer s'explica la instal·lació de la llibreria JOM per, 
posteriorment, presentar un problema de programació lineal. 
 
[Universitat Politècnica de Cartagena - Teoria de xarxes de 
Telecomunicacions - Grau en Enginyeria en Sistemes de Telecomunicació 
(Curs 2012-2013) - Pràctica 1. Introducció a JOM (Java Optimization 
Modeler)] 
 
Els objectius d'aquesta pràctica són:  
 
1. Introduir-nos en la utilització de la llibreria JOM (Java Optimization Modeler), 
integrada dins de programes Java. Aquesta eina permet resoldre diversos tipus 
de problemes de programació i optimització matemàtica.  
 
2. Plantejar i modelar problemes senzills d'optimització i resoldre'ls 
numèricament utilitzant JOM:  
 
• Establir les variables de decisió, la funció objectiu i les restriccions  
  




•  Seleccionar i invocar a través de JOM el solver que resoldrà numèricament el 
problema 
 
•  Extreure la solució trobada  
 
El primer pas serà instal·lar JOM i els solvers que utilitza a l'ordinador. Cal 
també instal·lar el solvers GLPK.  
 
Un cop instal·lat JOM, per poder utilitzar-lo des d'Eclipse:  
 
1. S'han d'afegir els fitxers jom_XXX.jar, jna.jar i parallelcolt-0.9.4.jar al 
classpath de Java, perquè la màquina virtual pugui trobar les classes de JOM i 
les llibreries externes que utilitza. En Eclipse, això es pot realitzar dins de les 
Propietats del projecte, en l'opció Java Build Path, Add External jars.  
 
2. Els programes Java que cridin a la llibreria JOM, han d'importar les classes 
adequades del paquet JOM. En general, això requereix únicament afegir la línia 
import com.jom. *; al nostre codi Java.  
 
Funcionament bàsic de JOM. Responem a les següents preguntes plantejades 
a la pràctica:  
 
1. El pas inicial per resoldre un problema d'optimització, és crear un objecte 
Java de la classe OptimizationProblem. Aquest és el codi Java que crea un 
objecte d'aquest tipus, i el guarda en una variable de nom op. 
 
OptimizationProblem op = new OptimizationProblem(); 
 
2. Codi Java per afegir a op un array de variables de decisió de mida 3x3x3, 
que apareixerà amb el nom x en les expressions. El valor mínim que poden 
prendre els elements de x és 0, i el màxim és 10. Els valors no estan restringits 
a prendre valors sencers. 
 
op.addDecisionVariable (''x'', false, new int [] {3,3,3},0,10); 
 
3. Codi Java que estableix que la funció objectiu del problema op ha de ser el 






4. Codi Java que afegeix la següent restricció al problema: 
 
x000  + x111  + x222  = 5 
i li assigna l'identificador r_1. 
 





5. Codi Java que afegeix amb una sola línia de codi, les següents 3 restriccions 
al problema: 
 
Eij Xij0 >= 8 
Eij Xij1 >= 8 
Eij Xij2 >= 8 
 
i li assigna l'identificador r_2 a aquest conjunt de restriccions. 
 
op.addConstraint(''sum(sum( , ), )>=8''); 
op.addConstraint(''sum(sum( , ), )>=8''); 
op.addConstraint(''sum(sum( , ), )>=8''); 
 
6. Codi Java que troba la solució numèrica al problema d'optimització op, 
utilitzant el resoldre GLPK. 
 
op.solve(''glpk'' , ''solverLibraryName'' , ''glpk_4_47''); 
 
 
Exercici de programació lineal: Problema de les dietes. 
 
Per a entendre el seu funcionament, exposem una pràctica on s'utilitza JOM 
per resoldre un problema d'optimització. Hem plantejat i modelat un problema 
senzill d'optimització, que podrem resoldre utilitzant la llibreria JOM. 
 
Aquest problema va ser publicat com a problema de programació lineal i resolt 
pel mètode del simplex per Stigler (1945). El problema original consistia a 
determinar les quantitats de 77 aliments que havien de ser adquirits minimitzant 
el cost total, amb la restricció que havien de satisfer unes determinades 
necessitats vitals.  
 
Un granger especialitzat en l'explotació de bestiar ha de decidir quins pinsos ha 
de comprar per a l'alimentació dels seus animals. El catàleg de pinsos 
disponibles és curt, ja que únicament pot seleccionar 5 tipus de pinsos, A, B, C, 
D, E.  
 
Cadascun dels pinsos que pot adquirir té dos nutrients: M i N.  
 
Les converses amb el veterinari de la granja li indiquen que les necessitats 
d'alimentació, mesures en kg de nutrients que han d'ingerir la suma dels seus 
animals al dia, és d'almenys 5500 kg de nutrient M i almenys 8700 kg de 
nutrient N.  
 
Les necessitats d'alimentació han de ser cobertes a través de les compres 
diàries de pinsos que s'han de fer. Per a això el granger es basa en dades del 
catàleg de cada pinso (Taula A.1.1). 
 





Taula A.1.1 Taula cost i contingut M,N en kg per pinso 
 
 kg M/ton pinso kg N/ton pinso Cost ton 
Pinso A 200 300 90 
Pinso B 150 270 81 
Pinso C 100 140 40 
Pinso D 45 90 24 
Pinso E 100 400 50 
 
 
Plantegem i resolem el problema d'optimització que calcula quantes tones de 
cada pinso ha de comprar el granger al dia de tal manera que es satisfacin les 
necessitats d'alimentació, i el cost sigui mínim. 
 
1. Problema d'optimització: variables de decisió, funció objectiu i restriccions. 
 
Condicions mínimes  de kg al dia: 
 
 [5500kg de nutrient M] 
 [8700kg de nutrient N] 
 
5tipus de pinso, preu/tona: 
 
 [A = 90] 
 [B = 81] 
 [C = 40] 
 [D = 24] 
 [E = 50] 
 
Relació del pinso amb el contingut vitamínic (Taula A.1.2). 
 
 
Taula A.1.2 Taula contingut vitamínic en kg/tona 
 
 M N 
A 200 300 
B 150 270 
C 100 140 
D 45 90 











 200A + 150B + 100C + 45D + 100E >= 5500 
 300A + 270B + 140C + 90D + 400E >= 8700 
 
 
 Funció cost: 
 
 f(A,B,C,D,E) = 90A + 81B + 40C + 24D + 50E = (A+B+C+D+E) 
 
Seleccionem i invoquem a través de JOM al solver que resoldrà numèricament 
el problema. En aquest cas serà el solver GLPK. 
 
A.1.4. Simulació amb Net2Plan 
 
Aquesta pràctica té com objectiu la introducció al simulador Net2Plan. 
D'aquesta manera, es creen topologies de nodes i enllaços, matrius de trànsit i 
s'utilitzen alguns algorismes per simular una xarxa amb Net2Plan. D’aquesta 
manera podem entendre els passos que cal seguir per a una simulació amb el 
programa que utilitzarem. 
 
[Universitat Politècnica de Cartagena - Teoria de xarxes de 
Telecomunicacions - Grau en Enginyeria en Sistemes de Telecomunicació 
(Curs 2012-2013) - Pràctica 2. Introducció a Net2Plan(I)] 
 
Els objectius d'aquesta pràctica són:  
 
1. Introduir-nos en utilització de l'eina Net2Plan, per resoldre problemes de 
disseny de xarxes.  
 
2. Aprendre a crear topologies de nodes i enllaços amb l'eina Net2Plan.  
 
3. Aprendre a crear matrius de trànsit usant diversos models, amb l'eina 
Net2Plan. 
 
4. Aprendre a utilitzar alguns algorismes de disseny de xarxa inclosos en 
Net2Plan. 
 
El primer pas serà descarregar, instal·lar, arrencar Net2Plan.  
 
A continuació obrim l'opció d'ajuda i contestem a les preguntes següents:  
 
1. Llegim la secció de l'ajuda sobre la instal·lació de Net2Plan. Com es diu 
aquesta secció de l'ajuda? Quina versió de Java (Java Runtime Environment) 




és necessària per poder executar Net2Plan?  
 
Help 
JRE v7 update51  
 
2. Llegim la secció de l'ajuda "What is Net2Plan?" que resumeix les principals 
funcionalitats de Net2Plan. A continuació, llegim la secció de l'ajuda "Using the 
graphical user interface", que descriu els principals menús de l'eina.  
 
a) Quin menú ens permet accedir a la GUI en que es poden executar 
algorismes de disseny de xarxa?  
 
Tools -> Offline network design 
 
b) Quin menú ens permet accedir a la GUI en que es poden executar 
simulacions, en que es proven algorismes que reaccionen a esdeveniments de 
fallades i reparacions en els enllaços i nodes de la xarxa?  
 
Resilence simulation  
 
c) Quin menú ens permet accedir a la GUI en que es poden executar 
simulacions, en que es proven algorismes que reaccionen a peticions de 
connexió entre nodes de la xarxa (aprovisionant una ruta per aquestes 
connexions, o bloquejant)?  
 
Connection - admission - control simulation  
 
d) Quin menú ens permet crear matrius de trànsit per poder ser posteriorment 
utilitzades en el disseny de xarxes?  
 
Traffic matrix design  
 
e) Suposem que volem executar des de Net2Plan un algorisme que utilitza una 
llibreria de classes Java (en un fitxer .jar), que no està inclosa en Net2Plan. 
Quin menú ens permet afegir aquesta llibreria al CLASSPATH del carregador 
de classes de Net2Plan, de tal manera que el seu algorisme pugui usar 
aquesta llibreria?  
 
File> Classpath editor  
 
f) Suposem que estem desenvolupant un algorisme per a ser executat des de 
l'eina de disseny de xarxes de Net2Plan, i que l'algorisme imprimeix per 
pantalla missatges (mitjançant System.out). Quan executem l'algorisme des de 
la GUI de Net2Plan, com poden veure els missatges que s'imprimeixen en 
System.out? 
 





3. Llegim la secció de l'ajuda dedicada a descriure l'estructura de directoris de 
Net2Plan, i observem els directoris de la instal·lació de Net2Plan que hi ha al 
sistema.  
 









Com es diu el fitxer .jar on es troben els algorismes de disseny de xarxa ja 
inclosos en Net2Plan? En quin directori es troba?  
 
Workspace> BuiltInExamples.jar  
 
Sota quin directori es troben els fitxers d'ajuda? Identifiquem el fitxer principal i 
obrim en una finestra de navegador independent. Observem que és el mateix 
fitxer que s'obre prement F1 a Net2Plan.  
 
Help> index  
 
4. Anem a la web de Net2Plan, a la secció on es descriuen exemples 
d'algorismes de disseny de xarxa. En aquesta web trobem els exemples 
d'algorismes de disseny de xarxa per Net2Plan, que es troben també en el 
fitxer BuiltInExamples.jar. De fet, en qualsevol moment es pot descarregar de la 
web la versió més actualitzada dels exemples en un .jar, i integrar-lo en 
Net2Plan substituint el fitxer BuiltInExamples.jar.  
 
Observem les descripcions i codi d'alguns dels exemples inclosos. 
 
Quin és el nom de l'algorisme que realitza l'encaminament segons el camí més 




Quin és el nom de l'algorisme que realitza l'encaminament que minimitza el 
retard mitjà de xarxa? Obrim el codi d'aquest algorisme. Utilitza JOM en la seva 
implementació? A quin solver crida?  
 
FA_miinAVNetDelay_xde.java 
Requereix llibreries JOM, crida a solverName i solverLibraryName. 
 
 
Interfície de disseny de xarxes: disseny manual de la topologia:  
 




Llegim la secció d'ajuda associada a la interfície gràfica per l'eina Network 
design.  
 
1. Entrem a l'eina Network design i realitzem la topologia de quatre nodes 
indicada a la Fig. A.1.2. Cada node ha de tenir tres atributs: population 
(població), city (ciutat) i level (nivell). La població dels nodes 1 i 2 serà de 1000 i 
la dels nodes 3 i 4 serà de 5000. La ciutat dels nodes 1,2,3 i 4 serà "c1", "c2", 
"c3" i "c4", respectivament. Tots els nodes seran de nivell 1. Guardem la 





Fig A.1.2 Topologia xarxa red1.n2p 
 
2. Sobre la topologia anterior, establim els enllaços que s'indiquen a la Fig. 

















3  7 5 
1  0 9 
3  1 0 
 
    
Interfície de generació de matrius de trànsit:  
 
Anem al menú de generació de matrius de trànsit. Llegim la secció de l'ajuda 
associada a aquesta interfície gràfica.  
 
1. Creem la matriu de trànsit M1 que es mostra a continuació, i la guardem amb 









Fig. A.1.4 Matriu de trànsit M1.n2p 
 
 
2. Normalitzem la matriu de trànsit anterior, perquè la suma total del trànsit 
generat sigui de 10 unitats, mantenint les proporcions entre les coordenades de 
la matriu. Guardem la nova matriu amb el nom M1_n10.n2p.  
 
 
Interfície de disseny de xarxes: execució d'algorismes d'exemple:  
 
Topologia d'anell  
 
1. Carreguem la topologia red1.n2p i la matriu de trànsit M1_n10.n2p. Sobre 
aquesta topologia, utilitzem un algorisme que calculi la topologia d'anell (ring) 
bidireccional que interconnecta els 4 nodes, tal que la suma de les distàncies 
en km dels enllaços sigui mínima:  
 




Mirem el codi de l'algorisme. Utilitza una formulació en JOM per trobar la 
topologia en anell? Quin solver utilitza?  
 
Sí. Jom, solverName i solverLibraryName.  
 
2. Executem l'algorisme, i desem el disseny resultant com red3.n2p. Observem 
la informació que apareix a la pestanya Edit network pla, en les sub-pestanyes 
Network, Nodes, etc. Les taules que aquí apareixen mostren informació 
resumida de la xarxa, nodes, enllaços, etc.  
 
Quin és el trànsit total ofert a la xarxa? ¿S'està cursant algun trànsit?  
 






Per què no apareix informació a la pestanya Routes? 
 
Perquè no hem establert ninguna ruta a la xarxa.  
 
Editem manualment la capacitat dels enllaços, posant a tots el valor 10 
(Erlangs). 
 
Quina és la capacitat total instal·lada a la xarxa (suma de les capacitats dels 
enllaços)? Observem aquest valor en la pestanya Network.  
 
Cap total (E) = 10 + 10 + 10 + 10 + 10 + 10 + 10 + 10 = 80  
 
3. Sobre aquest mateix disseny de xarxa, amb la capacitat dels enllaços igual a 
2 Erlangs, executem l'algorisme que encamina el trànsit minimitzant la 
congestió de xarxa (mesura com la utilització de l'enllaç coll d'ampolla , és a dir, 
la utilització de l'enllaç que major utilització té en la xarxa). Apliquem l'opció de 
l'algorisme que permet que l'encaminament sigui bifurcat. Quin resultat s'obté?  
 
FA_minBottleneckUtilizationBifurcationConstraints_xp.java 
Error -> L'algorisme requereix una topologia en links i demanda.  
 
4. Canviem la capacitat dels enllaços a 2,5 Erlangs. Tornem a executar 
l'algorisme amb les mateixes opcions. El problema té solució? Quina és la 
congestió de la xarxa? Quin és l'enllaç, o enllaços, colls d'ampolla? Quin és el 
número mitjà de salts de l'encaminament (longitud mitjana de ruta, mesurada 
en número de salts)? L'encaminament resultant és bifurcat? Escrivim les 
demandes (origen/destí) que bifurquen el trànsit entre diverses rutes, quines 
són aquestes rutes (seqüència d'enllaços travessats), i quant trànsit circula per 
cadascuna. 
 
L'algorisme requereix una topologia amb links i demanda.  
Congestió de xarxa = 0.  
Tots els enllaços (del 0 al 7) estan activats amb Bottleneck. 
 
 
A.1.5. RedIRIS, coordenades i proves looking-glass 
 
A la següent Taula A.1.3 observem les coordenades dels nodes, així com el 










Taula A.1.3 Coordenades geogràfiques dels nodes principals de RedIRIS 
 
Router Comunitat Latitud Longitud Latitud Longitud 
IAC (CAN) Tenerife 
 
28°08′00″N 17°18′00″W 28,13 N 17,30 W 
ULPGC 
(CAN) 
Las palmas 28°06′07″N 15°42′08″W 28,10 N 15,70 W 
CICA (AND) Andalusia 37°23′00″N 05°58′00″W 37,38 N 5,97 W 
TELMAD 
(MAD) 
Madrid 40°25′00″N 03°45′00W 40,42 N 3,75 W 
CIEMAT 
(MAD) 
Madrid 40°25′00″N 03°45′00″W 40,42 N 3,75 w 
UV (VAL) València 39°20′00″N 0°40′00″W 39,33 N 0,67 W 
UIB (BAL) Balears 39°30′00″N 03°00′00″E 39,5 N 3,00 E 
UVA (CYL) Valladolid 
(Castella i 
Lleó) 
41°38′00″N 4°43′00″W 41,63 N 4,72 W 
UNIZAR 
(ARA) 
Aragó 41°25′00″N 00°40′00″W 41,42 N 0,67 W 
EXT Extremadura 39°30′00″N 06°05′00″W 39,50 N 6,0 W 
CLM Castella la 
Manxa 
39°30′00″N 03°30′00″W 39,5 N 3,5 W 
MUR Múrcia 38°05′00″N 01°10′00″W 38,0 N 1,17 W 
CAT Catalunya 41°40′00″N 01°15′00″E 41,67 N 1,25 E 
GAL Galícia 42°43′00″N 07°45′00″W 42,72 N 7,75 W 
AST Astúries 43°15′00″N 06°00′00″W 43,25 N 6,0 W 
CAB Cantàbria 43°10′00″N 04°00′00″W 43,17 N 4,0 W 
PAV Païs Basc 42°50′00″N 02°45′00″W 42,83 N 2,75 W 
RIO La Rioja 42°20′00″N 02°20′00″W 42,33 N 2,33 W 
NAV Navarra 42°40′00″N 01°40′00″W 42,67 N 1,67 W 
 
Passem latitud i longitud a decimal, passant els minuts a decimal amb la 
fórmula valor decimal = minuts / 60 i sumant els graus.  
 
A la següent taula observem la relació de routers amb les seves adreces per 
















Taula A.1.4 Relació de routers de RedIRIS amb les seves adreces 
 
Província Router Web Universitat 
Andalusia CICA Unia.es/Sevilla, Granada 
Madrid CIEMAT Upm.es 
Tenerife IAC Ull.es (La Laguna) 
Madrid TELMAD Upm.es 
Balears UIB Uib.es 
Las Palmas ULPGC Ulpgc.es 
Extremadura UNEX www.unex.es 
Saragossa UNIZAR Unizar.es 
València UV Uv.es 
Valladolid UVA Uva.es 
Galícia GAL www.usc.es (Santiago de 
Compostela) 
Astúries AST Uniovi.es (Universitat 
d'Oviedo) 
Cantàbria CAB Unican.es 
Àlaba PAV Araba.ehu.es 
La Rioja RIO www.unirioja.es 
Navarra NAV Unav.es 
Catalunya CAT Upc.edu 
Cas. Manxa CLM Uclm.es 
Múrcia MUR Um.es 
 
 
Per a l'estudi de la topologia de xarxa, hem realitzat proves traceroute 
mitjançant l'eina Looking Glass de RedIRIS. Aquest és un exemple de la ruta 
seguida de València a Valladolid. En aquest cas, el camí adoptarà la ruta: 






Fig. A.1.5 Exemple prova traceroute entre València i Valladolid 
 
 
Cal dir que, a més a més de la topologia estudiada, RedIRIS té enllaços 
addicionals que connecten amb d'altres sistemes autònoms europeus. A la Fig. 
A.1.6 tenim representades les connexions externes de RedIRIS que no estan 








Fig. A.1.6 Connexions externes de RedIRIS 
 
A.1.6. Topologia GÉANT - Nodes principals 
 
Els nodes i enllaços principals de la xarxa GÉANT són els indicats en el 
weathermap del backbone de GÉANT, captura del 9 d'abril del 2015 a les 
10.16h (Fig. A.1.7). 
 
 






Fig. A.1.7 Mapa d’utilització del backbone de GÉANT 
 
 
En aquesta topologia disposem de 25 routers i 39 enllaços. 
 
Amb la informació del Looking Glass de GÉANT i del weathermap del 
backbone de GÉANT ens apareixen els següents routers (Taula A.1.5). 
 
 
Taula A.1.5 Routers disponibles en el Looking Glass de GÉANT 
 
Router Ciutat País 
mx1.ams.nl.geant.net Amsterdam Holanda 
mx1.ath.gr.geant.net Atenes Grècia 
mx1.buc.ro.geant.net Bucarest Romania 
mx1.bud.hu.geant.net Budapest Hongria 
mx1.cop.dk.geant.net Copenhaguen Dinamarca 
mx1.fra.de.geant.net Frankfurt Alemanya 
mx1.gen.ch.geant.net Gènova Suïssa 
mx1.kau.lt.geant.net Kaunas Lituània 
mx1.lis.pt.geant.net Lisboa Portugal 
mx1.lon.uk.geant.net Londres Regne Unit 
mx1.lux.lu.geant.net Luxemburg Luxemburg 
mx1.mad.es.geant.net Madrid Espanya 
mx1.mil2.it.geant.net Milan Itàlia 
mx1.par.fr.geant.net París França 




mx1.pra.cz.geant.net Praga República Txeca 
mx1.sof.bg.geant.net Sofia Bulgària 
mx1.tal.ee.geant.net Tallin Estònia 
mx1.vie.at.geant.net Viena Àustria 
mx2.ath.gr.geant.net Atenes Grècia* 
mx2.bra.sk.geant.net Bratislava Eslovàquia 
mx2.bru.be.geant.net Brussel·les Bèlgica 
mx2.dub.ie.geant.net Dublín Irlanda 
mx2.kau.lt.geant.net Kaunas Lituània* 
mx2.lis.pt.geant.net Lisboa Portugal* 
mx2.lju.si.geant.net Ljubljana Eslovènia 
mx2.lux.lu.geant.net Luxemburg Luxemburg* 
mx2.rig.lv.geant.net Riga Letònia 
mx2.tal.ee.geant.net Tallin Estònia* 
mx2.zag.hr.geant.net Zagreb Croàcia 
 
 
El significat dels asteriscs és: 
 
• * - Països amb 2 routers 
En aquesta topologia disposem de 30 nodes, 25nodes + 5 països amb 2 nodes. 
 
A la següent Taula A.1.6 observem les coordenades dels nodes, així com el 
valor equivalent en decimal, per poder incorporar-les a Net2Plan. 
 
 
Taula A.1.6 Coordenades geogràfiques dels nodes principals de GÉANT 
 
País Ciutat Latitud Longitud Latitud Longitud 
Alemanya Frankfurt 50°06′00″N 8°13′00″E 50,11 N 8,68 E 
Espanya Madrid 40°24′59″N 03°42′09″W 40,41 N 3,70 W 
França París 48°51′12″N 02°20′56″E 48,85 N 2,33 E 
Suïssa Ginebra 46°12′00″N 08°08′00″E 46,20 N 6,14 E 
Itàlia Milan 45°28′00″N 09°11′00″E 45,47 N 9,19 E 
Regne Unit Londres 51°30′46″N 0°05′31″W 51,50 N 0,05 W 
Països 
Baixos 
Amsterdam 52°22′27″N 04°53′23″E 52,37 N 4,88 E 
Dinamarca Copenhagen 55°40′33″N 12°33′56″E 55,67 N 12,55 E 
*Grècia Atenes 37°54′00″N 24°50′00″E 37,90 N 24,83 E 
Àustria Viena 48°12′31″N 16°22′19″E 48,20 N 16,37 E 
Bulgària Sofia 42°41′51″N 23°19′27″E 42,68 N 23,32 E 
Rep.Txeca Praga 50°05′17″N 14°25′15″E 50,08 N 14,42 E 
*Estònia Tallin 59°26′13″N 24°45′13″E 59,43 N 24,75 E 
Polònia Poznan 50°46′07″N 19°20′26″E 50,77 N 19,33 E 
Letònia Riga 56°56′46″N 24°06′21″E 56,93 N 24,10 E 




*Lituània Kaunas 54°54′21″N 25°54′21″E 54,90 N 23,90 E 
Hongria Budapest 47°29′53″N 19°02′24″E 47,48 N 19,03 E 
Romania Bucarest 44°25′56″N 26°06′23″E 44,42 N 26,10 E 
*Portugal Lisboa 38°44′00″N 09°09′00″W 38,73 N 9,15 W 
Irlanda Dublin 53°25′00″N 06°12′00″W 53,4 N 6,2 W 
Bèlgica Brusel.les 50°48′00″N 04°24′00″E 50,8 N 4,4 E 
*Luxemburg Luxemburg 49°36′00″N 06°06′00″E 49,6 N 6,1 E 
Eslovàquia Bratislava 48°06′00″N 17°06′00″E 48,1 N 17,1 E 
Eslovènia Ljubljana 46°00′00″N 14°30′00″E 46 N 14,5 E 
Croàcia Zagreb 45°48′00″N 15°48′00″E 45,8 N 15,90 E 
 
 
El significat dels asteriscs és: 
 
• * - Països amb 2 routers 
En aquesta topologia disposem de 25 nodes(5 països tindran 2 nodes). 
 
Passem latitud i longitud a decimal, passant els minuts a decimal amb la 
fórmula valor decimal = minuts / 60 i sumant els graus.  
 
La capacitat dels enllaços ve definida en el següent mapa de topologia del 








Fig. A.1.8 Mapa de la topologia de xarxa GÉANT 
 
 
Per tant, definirem els enllaços següents a la topologia (Taula A.1.7). 
 
 
Taula A.1.7 Enllaços disponibles a la topologia principal xarxa GÉANT 
 
ORIGEN DESTÍ  
Equip IP* Equip IP* Capacitat 
Espanya x.x.x.x/30 França x.x.x.x /30 30Gbps = 
30Erl 
Espanya x.x.x.x/30 Suïssa x.x.x.x /30 30Gbps = 
30Erl 
França x.x.x.x /30 Regne 
Unit 
x.x.x.x /30 100Gbps = 
100Erl 
França x.x.x.x /31 Suïssa x.x.x.x /31 100Gbps = 
100Erl 
Suïssa x.x.x.x /30 Alemanya x.x.x.x /30 100Gbps = 
100Erl 














x.x.x.x /30 Alemanya x.x.x.x /30 100Gbps = 
100Erl 
Itàlia x.x.x.x /31 Grècia x.x.x.x /31 20Gbps = 
20Erl 
Itàlia x.x.x.x /30 Àustria x.x.x.x /30 100Gbps = 
100Erl 










x.x.x.x /30 OC192 = 10Erl 
Alemanya x.x.x.x /30 Polònia x.x.x.x /30 30Gbps = 
30Erl 
Alemanya x.x.x.x /30 Rep. 
Txeca 











x.x.x.x /30 OC192 = 10Erl 
Lituània.
mx2 
x.x.x.x /30 Polònia x.x.x.x /30 OC192 = 10Erl 
Polònia x.x.x.x /30 Rep. 
Txeca 
x.x.x.x /30 OC192 = 10Erl 
Hongria x.x.x.x /30 Bulgària x.x.x.x /30 OC192 = 10Erl 




x.x.x.x /30 Països 
Baixos 
x.x.x.x /30 OC768 = 40Erl 
Portugal.
mx2 
x.x.x.x /31 Espanya x.x.x.x /31 OC192 = 10Erl 
Portugal.
mx1 
x.x.x.x /31 Regne 
Unit 
x.x.x.x /31 OC192 = 10Erl 
**Irlanda x.x.x.x /31 Regne 
Unit 






x.x.x.x /31 Àustria x.x.x.x /31 100Gbps = 
100Erl 



















x.x.x.x /31 OC192 = 10Erl 
Bèlgica x.x.x.x /31 Regne 
Unit 
x.x.x.x /31 100Gbps = 
100Erl 
Bèlgica x.x.x.x /31 Països 
Baixos 
x.x.x.x /31 100Gbps = 
100Erl 
Eslovènia x.x.x.x /31 Hongria x.x.x.x /31 10Gbps = 
10Erl 
Irlanda x.x.x.x /31 França x.x.x.x /31 OC192 = 10Erl 
Luxembur
g 




x.x.x.x /31 Països 
Baixos 
x.x.x.x /31 10Gbps = 
10Erl 
Àustria x.x.x.x /30 Romania x.x.x.x /30 10Gbps = 
10Erl 
Àustria x.x.x.x /30 Bulgària x.x.x.x /30 10Gbps = 
10Erl 
Àustria x.x.x.x /31 Croàcia x.x.x.x /31 19906560kbps 
= 20Erl 
Àustria x.x.x.x /30 Eslovàqui
a 




x.x.x.x /30 Rep. 
Txeca 
x.x.x.x /30 100Gbps = 
100Erl 
Hongria x.x.x.x /30 Eslovàqui
a 











x.x.x.x /31 OC192 = 10Erl 
 
 
El significat dels asteriscs és: 
 
• * - Les ips de les interfícies les hem obtingut aplicant la comanda 
showinterface a cada router. 
• ** - Aquest node té 2 enllaços amb capacitats diferents. 
En aquesta topologia disposem de 45 enllaços (39 + 5enllaços de nodes del 
mateix país + 1enllaç addicional Irlanda-Regne Unit). 
 
Indiquem les velocitats de transferència sense capçaleres de les dues 
tecnologies indicades a la Taula A.1.7: 
 
• OC192 = STM - 64 = 9621,504 Mbit / s. 
• OC768 = STM - 256 = 38.486,016 Mbit / s. 




Velocitats de transmissió de diferents tecnologies (Taula A.1.8). 
 
 
Taula A.1.8 Velocitats de transmissió de diferents tecnologies 
 
Senyal elèctrica Portadora òptica Velocitat binària (Mbps) 
Equivalència 
SDH 
STS-1 OC-1 51,84 STM-0 
STS-3 OC-3 155,52 STM-1 
STS-9 OC-9 466,56 - 
STS-12 OC-12 622,08 STM-4 
 
 
Finalment, comprovem que tots els enllaços i routers que hem representat a la 
topologia es corresponguin amb els enllaços que apareixen al Cacti. 
 
Al Cacti, en el menú de “graphs”, en la secció GEANTàBackbone trunks 
apareix la llista d'enllaços de la següent Taula A.1.9. 
 
 
Taula A.1.9 Enllaços de la xarxa troncal de la xarxa GÉANT 
 





























































El significat dels asteriscs és: 
 
• * - Nous enllaços que no ens apareixien anteriorment. 
En aquesta topologia disposem de 55 enllaços + segon enllaç Irlanda-Regne 
Unit. 
 









Taula A.1.10 Nodes addicionals topologia GÉANT 
 
Ciutat Latitud Longitud 
Moscou 55,75 N 37,57 E 
Catània 37.50 N 15,08 E 
*Amsterdam 52,37 N 4,88 E 
*Frankfurt 50,11 N 8,68 E 
*Londres 51,50 N 0,05 W 
*Moscou 55,75 N 37,57 E 
*Viena 48,20 N 16,37 E 
*Zagreb 45,8 N 15,90 E 
 
 
*Segon node trobat. 
 
En aquesta topologia disposem de 8 nodes nous. 
 
A la següent taula observem els enllaços addicionals trobats, que agregarem 
posteriorment a la topologia (Taula A.1.11). 
 
Taula A.1.11 Enllaços addicionals topologia GÉANT 
 
Origen Destí C a p a c i t a t 





x.x.x.x /30 10Gbps = 10Erl 
Copenha
gen 
x.x.x.x /30 Moscou x.x.x.x /30 20Gbps = 20Erl 
Frankfurt x.x.x.x /30 Frankfurt x.x.x.x /30 10Gbps = 10Erl 
Frankfurt x.x.x.x /30 Moscou x.x.x.x /30 20Gbps = 20Erl 
Londres x.x.x.x /30 Londres x.x.x.x /30 10Gbps = 10Erl 
Luxembu
rg 
x.x.x.x /30 París x.x.x.x /30 10Gbps = 10Erl 
Moscou x.x.x.x /30 Moscou x.x.x.x /30 10Gbps = 10Erl 
Viena x.x.x.x /30 Viena x.x.x.x /30 10Gbps = 10Erl 
Zagreb x.x.x.x /30 Zagreb x.x.x.x /30 10Gbps = 10Erl 
Tallin x.x.x.x /31 Tallin x.x.x.x /31 10Gbps = 10Erl 
Catània x.x.x.x /31 Milan x.x.x.x /31 OC12 = 0.6Erl 
En aquesta topologia disposem de 11 nous enllaços. 
 
Per a l'estudi de la topologia de xarxa, hem realitzat proves traceroute 
mitjançant l'eina Looking Glass de GÉANT. Aquest és un exemple de la ruta 
seguida de Londres a Madrid. En aquest cas, el camí adoptarà la ruta: Londres 








Fig. A.1.9 Exemple prova traceroute entre Londres i Madrid 
 
Aquesta és la topologia resultant de GÉANT, guardada com 
"topologiaGEANTdefinitiva.n2p" a Net2Plan (Fig. A.1.10). En total tenim 38 






Fig. A.1.10 Representació en Net2Plan de la topologia xarxa GÉANT, 
topologiaGEANTdefinitiva.n2p 
 
A.1.7. Topologia GÉANT – Agregació de tots els nodes i enllaços 
 
A la següent Fig. A.1.11 podem observar tots els nodes i enllaços de la xarxa 
GÉANT. Per tant, utilitzarem el .n2p ja creat "topologiaGEANTdefinitiva.n2p" i 
afegirem els enllaços i nodes que falten. D'aquesta manera haurem de redefinir 




els enllaços que passen per els nous nodes i els nodes que ja havíem definit 





Fig. A.1.11 Topologia xarxa GÉANT amb capacitats dels enllaços 
 
 
Per tant, a la topologia ''topologiaGEANTdefinitiva.n2p'' haurem d'agregar els 






Taula A.1.12 Nodes addicionals de GÉANT 
 
ABR PAÍS LATITUD LONGITUD NREN 
PT *PORTUGAL 38,7 -9,2 FCCN 
IE *IRLANDA 53,4 -6,2 HEANET 
IS ISLÀNDIA 64,1 -21,9 NORDUNET 




SE SUÈCIA 59,3 18,5 NORDUNET 
FI FINLÀNDIA 60,2 24,9 NORDUNET 
BE *BÈLGICA 50,8 4,4 BELNET 
LU *LUXEMBURG 49,6 6,1 RESTENA 
RU *RÚSSIA 59,9 30,3 JSCC 
BY BIELORÚSSIA 53,9 27,1 BASNET 
UA UCRAÏNA 50,5 30,5 URAN 
MD MOLDÀVIA 47 28,8 RENAM 
TR TURQUIA 39,9 32,9 ULAKBIM 
CY CHIPRE 35,2 33,4 CYNET 
IL ISRAEL 31,8 35,2 IUCC 
MT MALTA 35,8 14,6 UM.EDU.NET 
ME MONTENEGRO 41,3 19,8  
MK MACEDÒNIA 42 21,5 MARNET 
SK *ESLOVÀQUIA 48,1 17,1 SANET 
SI *ESLOVÈNIA 46 14,5 ARNES 
HR *CROÀCIA 45,8 16 CARNET 
RS SÈRBIA 44,8 20,5 AMRES 
GE GEÒRGIA 41.71 44.79  
AR ARMÈNIA 40,18 44.52  
AZ AZERBAIJAN 40,43 49,87  
FR FRANÇA2 44,91 4,54  
**DE ALEMANYA2 53 10  
 
 
El significat dels asteriscs és: 
 
• * - Nodes que ja havíem definit anteriorment. 
• ** - Node només desplaçat. 
 
En aquesta topologia disposem de 38 nodes (11 al mateix país) + 18 nodes 
nous = 56 nodes totals 
 





Taula A.1.13 Enllaços addicionals de GÉANT 
 
ORIGEN DESTÍ 
Equip IP Equip IP Capacitat 
Islàndia x.x.x.x /30 Regne Unit x.x.x.x /30 2,5Gbps = 
2,5Erl 
Islàndia x.x.x.x /30 Dinamarca x.x.x.x /30 10Gbps = 





Noruega x.x.x.x /30 Suècia x.x.x.x /30 100Gbps = 
100Erl 
Noruega x.x.x.x /30 Dinamarca x.x.x.x /30 100Gbps = 
100Erl 
Suècia x.x.x.x /30 Dinamarca x.x.x.x /30 100Gbps = 
100Erl 




x.x.x.x /30 Polònia x.x.x.x /30 1Gbps = 1Erl 
Ucraïna x.x.x.x /30 Polònia x.x.x.x /30 1Gbps = 1Erl 
Moldàvia x.x.x.x /30 Rumania x.x.x.x /30 1Gbps = 1Erl 
Xipre x.x.x.x /30 Alemanya x.x.x.x /30 1Gbps = 1Erl 
Xipre x.x.x.x /30 Regne Unit x.x.x.x /30 1Gbps = 1Erl 
Israel x.x.x.x /30 Alemanya x.x.x.x /30 10Gbps = 
10Erl 
Israel x.x.x.x /30 R. Unit x.x.x.x /30 10Gbps = 
10Erl 
Malta x.x.x.x /30 Itàlia x.x.x.x /30 1Gbps = 1Erl 
Macedòni
a 




x.x.x.x /30 Croàcia x.x.x.x /30 155Mbps = 
0,155Erl 
Sèrbia x.x.x.x /30 Hongria x.x.x.x /30 10Gbps = 
10Erl 
Espanya x.x.x.x /30 França2 x.x.x.x /30 100Gbps = 
100Erl 
França2 x.x.x.x /30 Suïssa x.x.x.x /30 100Gbps = 
100Erl 












x.x.x.x /30 Turquia x.x.x.x /30 10Gbps = 
10Erl 
Hongria x.x.x.x /30 Turquia x.x.x.x /30 20Gbps = 
20Erl 
Hongria x.x.x.x /30 Montenegro x.x.x.x /30 1Gbps = 1Erl 
 
 






Hem inclòs tots els enllaços, fins i tot els que anteriorment no estaven definits 
però passaven enllaços per ells. Per això haurem d'eliminar els enllaços que 
saltaven nodes, ja que ara es defineixen passant pels nous nodes. Per això 
hem d'eliminar els següents enllaços de la topologia 
"topologiaGeantdefinitiva.n2p" (Taula A.1.14). 
 
 




En aquesta topologia disposem de 72 enllaços bidireccionals. 
 
Finalment, aquesta és la topologia que obtenim de la xarxa GÉANT, guardada 

























Cal dir que, a més a més de la topologia estudiada anteriorment, alguns dels 
nodes tenen enllaços addicionals d'accés o de peering que connecten amb 
sistemes autònoms europeus o mundials, que no hem inclòs a la nostra 
topologia. A la Fig. A.1.13 tenim representats els enllaços dels nodes principals 





Fig. A.1.13 Enllaços de la topologia xarxa GÉANT amb les diferents NRENs 
A.1.8.  Eina Cacti 
 
L'aplicació Cacti permet obtenir la càrrega de cada un dels enllaços existents a 
la xarxa ja siguin troncals, d'accés o de peering. Mitjançant peticions SNMP 
periòdiques als routers, Cacti va emmagatzemant el número de bytes 
transmesos i rebuts per les interfícies en una base de dades que maneja 
planificació. Una de les funcionalitats de Cacti és representar aquesta 
informació gràficament oferint diferents nivells de granularitat. Per exemple, el 
trànsit diari d'un enllaç amb mostres cada 5 minuts o el trànsit setmanal d'un 








Fig. A.1.14 Trànsit de l'enllaç que connecta el router d'Espanya amb el de 
França: diari (a dalt) i setmanal (a baix) 
 
 
A més a més de la representació gràfica, Cacti permet descarregar el trànsit 
dels enllaços en fitxers CSV. A la Fig. A.1.15 es mostra un fitxer exemple que 
conté la càrrega d'un enllaç entre Espanya (Madrid) i França (París), valor mitjà 
entrant i sortint de pic en bps en instants de temps diferents amb una separació 





Fig. A.1.15 Exemple del contingut d'un fitxer CSV descarregat des de Cacti 





A.1.9.  Eina Looking Glass 
 
L'aplicació web Looking Glass és una interfície que ofereix la possibilitat 
d'executar certes ordres en els routers de GÉANT. Entre ells hi ha la possibilitat 
d'executar traceroutes. Aquesta comanda permet saber quins enllaços de xarxa 
travessa un router per arribar a una destinació concreta. Per exemple, quins 
enllaços travessa el router d'Espanya si vol arribar al node d'Itàlia, en aquest 
cas passant pel node de Suïssa (Fig. A.1.16).  
 
A més a més de la matriu d'encaminament, el model de gravetat generalitzat 
exigeix conèixer per quin punt de la xarxa surt cada router als diferents peers. 
Aquesta informació pot obtenir-se també mitjançant el Looking Glass fent un 





Fig. A.1.16 Traceroute entre Espanya i Itàlia (passant per Suïssa) 
 
A.1.10. Matriu de trànsit real xarxa GÉANT 
 
Matriu de trànsit capturada el 16 d'abril del 2015 a les 12:00h amb l’eina de 
monitorització Cacti de la web de GÉANT (Taula A.1.15). 
 
 
Taula A.1.15 Velocitats dels enllaços obtingudes amb l'eina Cacti 
 




AMS-AMS Holanda-Holanda 0 0 




AMS-COP Holanda-Dinamarca 179 178 







































BUC-BUD Romania-Hongria 378.97 1.16Gbps 
(1160) 
BUC-VIE Romania-Àustria 892.9 227.84 




BUD-LJU Hongria-Eslovènia 906.11kbps 
(0.90611) 
4.45 
BUD-SOF Hongria-Bulgària 315.4 387.74 
BUD-ZAG Hongria-Croàcia 89.31kbps 
(0.08931) 
2.19 









COP-MOS Dinamarca-Rússia - - 






















FRA-MOS Alemanya-Rússia - - 


























KAU-KAU Lituània-Lituània 0 0 




KAU-RIG Lituània-Letònia 262.82 692.38 
LIS-LIS Portugal-Portugal 881.48 3.04Gbps 
(3040) 
LIS-LON Portugal-Regne Unit 3.05Gbps 
(3050) 
888.07 








LJU-ZAG Eslovènia-Croàcia 9.07 1.85 
LON-LON Regne Unit-Regne 
Unit 
0 0 







LUX-PAR Luxemburg-França 0 0 
MAD-PAR Espanya-França 3.41Gbps 
(3410) 
733.51 






Rússia-Rússia - - 




RIG-TAL Letònia-Estònia 2.22 47.9 
SOF-VIE Bulgària-Àustria 40.25 270.07 
TAL-TAL Estònia-Estònia 231.35 42.69 
VIE-VIE Àustria-Àustria - - 




ZAG-ZAG Croàcia-Croàcia 0 0 
 
 
En aquesta topologia disposem de 27 nodes i 55 enllaços. 
Països amb 2 nodes, 11: Holanda, Grècia, Alemanya, Lituània, Portugal, Regne 





Amb les càrregues d’enllaços obtingudes a la Taula A.1.15., hem creat la 
matriu de trànsit real de 27x27 definida a l’arxiu "Matriu de trànsit real2.xlsx", 
que podem veure a la (Fig. A.1.17). 
 
 










D’aquesta matriu extraiem la taula del trànsit total entrant i sortint en cada node 
(Taula A.1.16). 
 
Taula A.1.16 Taula de trànsit total entrant i sortint 
 
Node Tin Tout 
FRA 45351.52 72094.53 
MAD 14293.51 21550 
PAR 29490.2 22073.61 
GEN 72870 36950 
MIL2 17550 16550 
LON 21970 32528 
AMS 45908 36619 
COP 7319 4098 
ATH 7299 5130 
VIE 20133.8 17825.84 
SOF 585.4 427.99 
PRA 21640 5564 
TAL 1943.57 3419.25 
POZ 6640 5003 
RIG 310.72 694.6 
KAU 2052.38 3382.82 
BUD 21203.35 4496.5 
BUC 1387.84 1271.87 
DUB 0.1 0.2 
LIS 2148 12040 
LJU 7422.75 2793.45 
ZAG 9 4.8 
BRU 1410 2340 
BRA 5532 27950 
LUX 7318.92 5655.91 
MOS 0 0 (+21910.67) 
CAT 585.51 0.01 
T total 362374.57 340463.38 
 
 
A més a més, hem creat aquesta matriu original amb el simulador Net2Plan, 
“MatriuTrànsitRealGeant.n2p”. 
 
Hem creat la xarxa "topologiaGEANTdefinitiva_1NodePaïs.n2p", on no tenim 
nodes repetits per poder aplicar la matriu de trànsit real creada. 
 
Realitzant l’encaminament d’aquesta matriu de trànsit amb l'algorisme 
CFA_shortestPathFixedUtilization.java, obtenim les rutes d'encaminament 
en "hops" de la xarxa “MatriuTrànsitRealGeant.n2p”, tenim un exemple a la 
(Fig. A.1.18). 








Fig. A.1.18 Exemple d'encaminament ofert per l'algorisme 
CFA_shortestPathFixedUtilization.java amb la “MatriuTrànsitRealGeant.n2p” a 
la xarxa GÉANT 
 
A.1.11. Matriu de trànsit per tomogravetat xarxa GÉANT 
 
La matriu de tomogravetat escollida, entre totes les de la setmana, ha estat la 
matriu del dia 28/05/2012 a les 11.30h. A la Fig. A.1.19 tenim l'arxiu .csv 








Fig. A.1.19 Arxiu .csv de la matriu de tomogravetat GÉANT del dia 28/05/2012 
a les 11.30h 










Taula A.1.17 Taula de trànsit total entrant i sortint 
 
 
Node Tin Tout 
ams 4137748848 6760257099 
ath 7451362783 2741700189 
buc 1728238203 283354349 
bud 1201744746 3193864245 
cop 2766459495 1151998517 
fra 8330376366 17134610034 
gen 3524392453 3081130338 
kau 1739862938 770790644 
lon 6469031342 3309312830 
mad 4425258077 1909775764 
mil 4977191098 1752139295 
par 1193937225 2913529748 
poz 2654261819 213416138 
pra 1355736479 313051126 
rig 273817406 24181597 
sof 3966587962 456516645 
tal 1295220094 894658255 
vie 103871131 10690811652 
T total 57595098465 57595098465 
 
 
Amb l'ajuda d'aquesta taula, hem creat la matriu de tomogravetat amb el 
simulador Net2Plan, “MatriuTomogravetatGEANT.n2p”. 
 
A.1.12. Topologia xarxa GÉANT adaptada a la matriu de trànsit 
 
La topologia de la xarxa troncal IP de GÉANT el mes de maig del 2012 es 








Fig. A.1.20 Topologia xarxa troncal IP de GÉANT el maig del 2012 
 
 
La xarxa estava composada per 18 routers, els quals estaven ubicats als 
diferents països que participaven en el projecte en aquell moment. El número 
d'enllaços troncals bidireccionals que interconnecten aquests routers és de 29, 
el que implica 58 enllaços unidireccionals. 
 
 
Per tant, definirem els enllaços següents a la topologia (Taula A.1.18). 
 
 
Taula A.1.18 Enllaços disponibles a la topologia xarxa GÉANT al maig del 
2012 
 
ORIGEN DESTÍ  
Equip IP* Equip IP* Capacitat 
Espanya x.x.x.x /30 França x.x.x.x /30 30Gbps = 
30Erl 
Espanya x.x.x.x /30 Suïssa x.x.x.x /30 30Gbps = 
30Erl 
França x.x.x.x /30 Regne 
Unit 
x.x.x.x /30 100Gbps = 
100Erl 
França x.x.x.x /31 Suïssa x.x.x.x /31 100Gbps = 
100Erl 




Suïssa x.x.x.x /30 Alemanya x.x.x.x /30 100Gbps = 
100Erl 










x.x.x.x /30 Alemanya x.x.x.x /30 100Gbps = 
100Erl 
Itàlia x.x.x.x /31 Grècia x.x.x.x /31 20Gbps = 
20Erl 
Itàlia x.x.x.x /30 Àustria x.x.x.x /30 100Gbps = 
100Erl 










x.x.x.x /30 OC192 = 10Erl 
Alemanya x.x.x.x /30 Polònia x.x.x.x /30 30Gbps = 
30Erl 
Alemanya x.x.x.x /30 Rep. 
Txeca 











x.x.x.x /30 OC192 = 10Erl 
Lituània.
mx2 
x.x.x.x /30 Polònia x.x.x.x /30 OC192 = 10Erl 
Polònia x.x.x.x /30 Rep. 
Txeca 
x.x.x.x /30 OC192 = 10Erl 
Hongria x.x.x.x /30 Bulgària x.x.x.x /30 OC192 = 10Erl 




x.x.x.x /30 Països 
Baixos 
x.x.x.x /30 OC768 = 40Erl 
Espanya x.x.x.x /31 Itàlia x.x.x.x /31 30Gbps = 
30Erl 
Alemanya x.x.x.x /31 Àustria x.x.x.x /31 100Gbps = 
100Erl 
Àustria x.x.x.x /31 Hongria x.x.x.x /31 20Gbps = 
20Erl 
Hongria x.x.x.x /31 Rep. 
Txeca 
x.x.x.x /31 20Gbps = 
20Erl 
Romania x.x.x.x /31 Bulgària x.x.x.x /31 OC192 = 10Erl 
Rep. 
Txeca 
x.x.x.x /31 Àustria x.x.x.x /31 20Gbps = 
20Erl 




La Fig. A.1.21 representa la topologia a nivell IP completa de la xarxa GÉANT 
amb data de maig del 2012. A més a més dels 29 enllaços bidireccionals 
troncals que connecten els 18 routers existents de la xarxa, apareixen 98 
enllaços addicionals (67 d'accés i 31 de peering) que connecten amb diferents 
sistemes autònoms repartits al llarg d'Europa i del món però que, tot i que són 






Fig. A.1.21 Topologia IP completa de GÉANT amb enllaços troncals i d'accés 
el maig del 2012 
 
Per exemple, al router de Madrid apareixen connectades la NREN espanyola 
RedIRIS, la portuguesa FCCN, la Asiàtica-Pacífica TEIN3 i la llatinoamericana 
RedCLARA. 
Finalment, aquesta és la topologia que obtenim de la xarxa GÉANT a data maig 
del 2012, guardada com "topologiaGEANT2012" a Net2Plan (Fig. A.1.22). 
 
 






Fig. A.1.22 Representació en Net2Plan de la topologia xarxa GÉANT a maig 
del 2012, topologiaGEANT2012.n2p 
 
A.2. Algorismes de disseny de xarxa 
A.2.1.  Introducció 
 
En aquest apartat dels Annexos es presenten les pràctiques dels algorismes de 
disseny de xarxa, aplicats en una topologia de xarxa Net2Plan i analitzant el 
seu funcionament. D'aquesta manera ampliem l'apartat 2.2. de la part principal 
del treball. 
 
A.2.2. Algorismes CFA (Capacity and Flow Assignment) 
 
Aquesta pràctica té com objectiu familiaritzar-nos amb els algorismes de 
capacitat i encaminament de xarxa, i fer proves al simulador Net2Plan. 
D'aquesta manera carregarem una topologia i integrarem un algorisme CFA per 
veure el seu funcionament sobre la xarxa. 
 
[Universitat Politècnica de Cartagena - Teoria de xarxes de 
Telecomunicacions - Grau en Enginyeria en Sistemes de 
Telecomunicació(Curs 2012-2013) - Pràctica 3. Introducció a Net2Plan(II)] 
 
Els objectius d'aquesta pràctica són:  
 




(Capacity and Flow Assignment, CFA) i integrar-lo en Net2Plan.  
 
2. Aprendre a utilitzar funcions de la llibreria Net2Plan com a suport al 
desenvolupament d'algorismes.  
 
3. Conèixer els mètodes de la classe NetPlan que permeten llegir i modificar el 
disseny de xarxa.  
 
4. Conèixer la forma de modificar els paràmetres definits per l'usuari en un 
algorisme, i els paràmetres generals de l'aplicació Net2Plan.  
 
5. Adquirir pràctica en la utilització de la GUI de Net2Plan i les seves diferents 
funcionalitats: generació de trànsit, generació de topologies, disseny de xarxes, 
càlcul d'estadístiques i prestacions d'un disseny de xarxa.  
 
Generació de la topologia:   
 
1. Carreguem la topologia topSevenSpain.n2p, en que els nodes de la xarxa 
corresponen a la posició real de les 7 ciutats espanyoles de major número 
d'habitants. 
 
2. Afegim a aquesta topologia els enllaços(tots ells bidireccionals) que 
apareixen a la Fig. A.2.1.  
 













Generació del trànsit:  
 
Utilitzem el menú Traffic matrix design de l'eina Net2Plan per generar una 
matriu de trànsit de la següent manera:  
 
1. Per poder generar el trànsit hem d'utilitzar el panell Traffic generation: 
population-distance traffic model, i llegim l'ajuda de Net2Plan associada a 
aquest panell. En aquesta ajuda apareix la informació del significat dels 
diferents factors. La matriu de trànsit generada no té component aleatòria.  
 
2. Normalitzem la matriu anterior perquè la suma de tot el trànsit generat sigui 




Integració d'algorismes en Net2Plan. Responem a les següents preguntes:  
 
1. Quina interfície ha d'implementar una classe per ser un algorisme de disseny 
de xarxa executable des Net2Plan?  
 
Java.class / .jar files implementada a una interfície pública particular. Net2Plan 
permet testar algorismes creats per l'usuari. Requereix la programació d'una 
classe Java implementada amb la corresponent interfície.  
 
2. A continuació es mostren els tres mètodes de la interfície que han 
d'implementar tots els algorismes de disseny de xarxes en Net2Plan. Per a 
cada un d'ells, descrivim: (i) Quan crida Net2Plan a aquest mètode, (ii) Quins 
valors li passa en els paràmetres d'entrada, (iii) Com el nucli de Net2Plan rep 
els resultats.  
 
-String ExecuteAlgorithm (NetPlan netPlan, Map <String, String> 
algorithmParameters, Map <String, String>  Net2PlanParameters)  
 
i) Quan Executem l'Algorisme.  
ii) String NetPlan netPlan, Map <String, String> algorithmParameters, Map 
<String, String> Net2PlanParameters  
iii) Return  
 
-String GetDescription ()  
 
i) Quan volem demanar descripció de l'algorisme.  
ii) String getDescription ()  
iii) Return  
 
-list <Triple <String, String, String>> getParameters ()  
 
i) Quan demanem una llista dels algorismes.  




iii) Return  
 
 
Algorisme CFA (Capacity and Flow Assignment) Net2Plan:  
 
Desenvolupem en una classe anomenada 
CFA_shortestPathFixedUtilization.java, un algorisme que:  
 
Rep com a paràmetres d'entrada en l'estructura netPlan la topologia de nodes i 
enllaços de la xarxa, així com el trànsit ofert a la mateixa. A més, rep els 
següents paràmetres d'entrada definits per l'usuari:  
 
El paràmetre cg, que serà la utilització màxima que estarà permesa en els 
enllaços de la xarxa, amb valor per defecte cg = 0.6 (per tant serà igual a la 
congestió de xarxa).  
 
El paràmetre spType, que serà el criteri per calcular el camí més curt. Podrà 
contenir la cadena de caràcters "km" o "hops", segons sigui el camí més curt en 
número de salts o en km. El valor per defecte serà en número de salts.  
 
L'algorisme ha de calcular primer l'encaminament de totes les demandes, 
enviant tot el trànsit per un únic camí, que sigui el camí més curt entre els 
nodes origen i destinació de la demanda, segons el criteri indicat per l'usuari.  
 
A continuació, l'algorisme ha d'establir la capacitat dels enllaços, com aquella 
que faci que la utilització de l'enllaç sigui igual a la congestió de xarxa objectiu.  
 
Per acabar, hem fet unes proves amb l'algorisme sobre aquesta xarxa:  
 
Aplicació de l'algorisme CFA: 
 
En primer lloc, hem carregat la topologia de xarxa p3_net.n2p, amb la matriu de 
trànsit p3_traf.n2p (Fig. A.2.2). 
 
 






Fig. A.2.2. Topologia xarxa p3_net.n2p 
 
 
Sobre aquesta topologia i amb aquesta matriu de trànsit hem aplicat l'algorisme 
CFA_shortestPathFixedUtilization.java. D'aquesta manera, veiem que si 
observem el trànsit d'una demanda amb el node origen 2 i node destí 3, podem 
adoptar un camí o un altre dependent dels paràmetres d'entrada que indiquem. 
Per exemple, si el paràmetre d'entrada spType el posem en "km", l'algorisme 





Fig. A.2.3 Topologia xarxa p3_net.n2p - encaminament de node 2 a 3 en "km" 
 
 
En canvi, si el paràmetre d'entrada spType el canviem a "hops", l'algorisme 
adoptarà per encaminar el trànsit pels nodes 2-0-3, ja que es guia pel mínim 







Fig. A.2.4. Xarxa p3_net.n2p - encaminament de node 2 a 3 en "hops" 
 
A.2.3. Algorismes FA (Flow Assignment) 
 
Aquesta pràctica té com objectiu familiaritzar-nos amb els algorismes 
d'encaminament de xarxa, i fer proves al simulador Net2Plan. D'aquesta 
manera carregarem una topologia i integrarem un algorisme FA per veure el 
seu funcionament sobre la xarxa. 
 
[Universitat Politècnica de Cartagena - Teoria de xarxes de 
Telecomunicacions - Grau en Enginyeria en Sistemes de Telecomunicació 
(Curs 2012-2013) - Pràctica 4. Disseny de l'encaminament de xarxa] 
 
Els objectius d'aquesta pràctica són:  
 
1. Desenvolupar algorismes d'encaminament (Flow Assignment, FA) resolent 
diverses formulacions amb JOM, i integrar-los en Net2Plan.  
 
2. Analitzar els efectes d'utilitzar diferents tipus de funcions objectiu i 
restriccions en els problemes d'encaminament.   
 
L'objectiu és generar un fitxer amb el nom FA_minBottleneckUtilization_xp. 
Aquest fitxer implementa un algorisme de disseny d'encaminament(FA, Flow 
Assignment) amb les següents característiques:  
 
Paràmetres d'entrada:  
 
L'estructura netPlan rebuda com a paràmetre inclou la informació de la 
topologia de nodes i enllaços de la xarxa, així com les capacitats dels enllaços i 
el trànsit ofert.  





Els paràmetres d'entrada específics de l'algorisme(L'estructura 
algorithmParameters) conté dos paràmetres d'entrada.  
 
El paràmetre k és el número màxim de camins admissibles per a cada 
demanda d de trànsit. El valor per defecte d'aquest paràmetre és k = 5.  
 
El paràmetre nonBifurcated, que contindrà la cadena true per indicar que 
l'encaminament ha de ser no-bifurcat, i false, per indicar que no existeix 
aquesta restricció. El valor per defecte és false.  
 
L'estructura Net2PlanParameters conté les opcions generals de Net2Plan. No 
seran utilitzades en aquest algorisme.  
 
Paràmetres de sortida: L'algorisme calcula l'encaminament que minimitza la 
utilització màxima a la xarxa, i grava en l'objecte netPlan. Per calcular aquest 
encaminament, s'ha de resoldre amb JOM la formulació flux-camí del problema 
de l'encaminament associat. Per a cada demanda d, la llista de camins 
admissibles estarà formada pels k camins més curts(en km) entre els nodes 
origen i destí de la demanda. Per a l'elaboració de la llista de camins 
admissibles, s' ha d'usar la classe CandidatePathList distribuïda amb Net2Plan. 
 
Resultats: topologia example5nodes:  
 
Omplim la següent (Taula A.2.1), executant l'algorisme sobre la topologia 
example5nodes.n2p, amb la matriu de trànsit tm5nodes.n2p, ambdues incloses 
en la distribució de Net2Plan. Fixem la capacitat dels enllaços a 25 Erlangs. 
 
 
Taula A.2.1 Taula topologia xarxa example5nodes.n2p 
 
k Núm cam admissibles 
|P| 
Congestió (BIF) Cong (NO BIF) 
1 20 0.86 0.86 
2 40 0.576 0.86 
3 60 0.504 0.86 
4 80 0.442 0.86 
5 88 0.442 0.86 
 
 
Aplicació de l'algorisme FA: 
 
El primer pas ha estat carregar la topologia de xarxa example5nodes.n2p, amb 












Fig. A.2.5 Topologia xarxa example5nodes.n2p 
 
 
Sobre aquesta topologia i amb aquesta matriu de trànsit hem aplicat l'algorisme 
FA_minBottleneckUtilization_xp.java. Aquesta és la taula de la topologia que 
relaciona els paràmetres d'entrada Número de camins admissibles amb la 
Congestió (tant bifurcada com no bifurcada), i ens ajuda a entendre el 
comportament de l'algorisme (Taula A.2.2). 
 
 
Taula A.2.2 Taula topologia xarxa example5nodes.n2p 
 
k Núm. camins adm. |P| Cong. (BIF) Cong. (NO BIF) 
1 20 0.86 0.86 
2 40 0.576 0.86 
3 60 0.504 0.86 
4 80 0.442 0.86 
5 88 0.442 0.86 
 
 
Amb els paràmetres d'entrada ''non-bifurcated=true'' i ''k=1'' observem que, 
després d'aplicar l'algorisme, el trànsit (donat per la matriu anteriorment 
aplicada sobre la xarxa) s'encamina pels nodes 0-1 (Fig. A.2.6). El número de 
rutes són 20. 
 
 






Fig. A.2.6 Xarxa example5nodes.n2p "non-bifurcated=true'', ''k=1'' 
 
 
En canvi, amb els paràmetres d'entrada ''non-bifurcated=true'' i ''k=4'' observem 
que, després d'aplicar l'algorisme, el trànsit s'encamina pels nodes 0-3-2-1 (Fig. 
A.2.7). Això és degut a que el número de camins admissibles ha augmentat a 
80, dels 20 que teníem en el cas anterior. En aquest cas, el número de rutes 





Fig. A.2.7 Topologia xarxa example5nodes.n2p ''non-bifurcated=true'', ''k=4'' 
 
 
Ara mantenim el paràmetre d'entrada ''k=4'' però canviem el paràmetre 
d'entrada ''non-bifurcated=false''. Apliquem l'algorisme i observem que ara 




es bifurca i per exemple utilitzem 4 rutes diferents per encaminar el trànsit amb 





Fig. A.2.8 Topologia xarxes example5nodes.n2p ''non-bifurcated=false'', ''k=4'' 
 
 
* Problema amb la llibreria Java GLPK 
 
En aquesta pràctica va sorgir un inconvenient. No disposàvem de l'executable 
'glpk.jar' necessari para afegir la llibreria GLPK [4] a les llibreries externes del 
programa Eclipse i del Net2Plan. Aquesta llibreria és l'encarregada de 
solucionar els problemes d'optimització i, per tant, necessària per executar 
l'algorisme d'encaminament utilitzat en aquesta pràctica. Per això va ser 
necessari compilar aquesta llibreria i instal·lar-la manualment, ja que hem 
treballat amb el sistema operatiu de MAC OS. 
 
Podem trobar més informació sobre la resolució del problema a l'apartat A.2.5. 
dels Annexos. 
 
A.2.4. Algorismes TCA (Topology and Capacity Assignment) 
 
Aquesta pràctica té com objectiu familiaritzar-nos amb els algorismes de 
disseny de topologies, i fer proves al simulador Net2Plan. D'aquesta manera 
carregarem una topologia i integrarem un algorisme TA per veure el seu 
funcionament sobre la xarxa. 
 
[Universitat Politècnica de Cartagena - Teoria de xarxes de 
Telecomunicacions - Grau en Enginyeria en Sistemes de Telecomunicació 
(Curs 2012-2013) - Pràctica 7. Problemes de disseny de topologies de 
xarxa] 
 




Els objectius d'aquesta pràctica són:  
 
Desenvolupar algorismes de disseny de topologies (Topology Assignment, TA) 
resolent diverses formulacions amb JOM, i integrar-los en Net2Plan.  
 
Analitzar els resultats dels algorismes.  
 
Es demana implementar l'algorisme TCA_nodeLocationILP.java que troba: (i) 
La ubicació dels nodes troncals, i (ii) Els enllaços que connecten els nodes 
d'accés als nodes troncals, tal que el cost total del disseny sigui mínim. La 
capacitat assignada als enllaços afegits a Net2Plan serà la definida per l'usuari 
a través del paràmetre linkCapacities, amb valor per defecte linkCapacities = 
100.  
 
Utilitzem aquest algorisme per omplir la següent taula, en la qual es mostra 
com varia el disseny de xarxa, per diferents valors dels paràmetres 
costLongestPossibleLink i K_max.  
 
La (Taula A.2.3) la omplim per a la xarxa Abilene que connecta diverses ciutats 
dels EUA, i la topologia apareix en el fitxer abilene_N12_E30_withTraffic.n2p 
(d'aquesta topologia, el disseny utilitzarà la ubicació dels nodes i descartarà els 
enllaços existents, calculant els nous enllaços segons s'ha descrit 
anteriorment). En les execucions, fixem el paràmetre linkCapacities = 100. 
 
 
Taula A.2.3 Taula topologia xarxa Abilene 
  
linkCostPerKm Núm. nodes troncals Núm. nodes troncals 
 (K_max = 1000) (K_max = 3) 
   
0 1 4 
   
0.025 2 4 
   
0.05 2 4 
   
0.075 4 5 
   
0.1 7 7 
   
0.125 8 8 
   
0.15 9 9 
   
0.175 9 9 
   
0.2 12 12 
   
1 12 12 




Responem a les següents preguntes, observant únicament la columna K_max 
= 1000.  
 





Com cada vegada l'enllaç té un cost més alt, els nodes esdevenen nodes 
troncals a mesura que s'incrementa el cost de l'enllaç.  
 
2. Com seria el disseny si el factor de cost linkCostPerKm fos major a 0.2? 
¿Per què?  
 
Tots els nodes de la xarxa serien nodes troncals, ja que el cost d'enllaç seria 
massa elevat.  
 
Responem a les següents preguntes, observant la columna K_max = 3.  
 
1. Quin és el número mínim de nodes troncals que apareixen en els dissenys? 
¿Per què?  
 
Serien 4. Perquè kmax, en aquest cas, es refereix al número màxim de nodes 
d'accés de la xarxa. 
 
 
Aplicació de l'algorisme TCA: 
 
El primer pas ha estat carregar la topologia de xarxa 
abilene_N12_E30_withTraffic.n2p, que inclou la topologia de xarxa i la matriu 





Fig. A.2.9 Topologia xarxa abilene_N12_E30_withTraffic.n2p 
 
 
Hem implementat l'algorisme TCA_nodeLocationILP.java sobre la xarxa. Hem 
fixat el paràmetre ''linkCapacities = 100'' i aquesta és la taula de la topologia 
que relaciona els paràmetres d'entrada i ens ajuda a entendre el comportament 
de l'algorisme (Taula A.2.4). 






Taula A.2.4 Topologia xarxa abilene_N12_E30_withTraffic.n2p 
  
linkCostPerKm Núm. nodes troncals Núm. nodes troncals 
 (K_max = 1000) (K_max = 3) 
   
0 1 4 
   
0.025 2 4 
   
0.05 2 4 
   
0.075 4 5 
   
0.1 7 7 
   
0.125 8 8 
   
0.15 9 9 
   
0.175 9 9 
   
0.2 12 12 
   
1 12 12 
   
 
 
Hem utilitzat els valors de la columna ''k_max=1000'' per veure la variació de 
nodes troncals depenent del paràmetre linkCostPerKm. Cal tenir en compte 
que totes aquelles simulacions en les que obtinguem més d'un node troncal i 
per tant perdem la connectivitat de la xarxa, no seran vàlides per  les 
simulacions que farem més endavant. 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0'' i ''k_max=1000'' observem 













Amb els paràmetres d'entrada ''linkCostPerKm=0.075'' i ''k_max=1000'', 









Amb els paràmetres d'entrada ''linkCostPerKm=0.15'' i ''k_max=1000'', després 









Amb els paràmetres d'entrada ''linkCostPerKm=0.2'' i ''k_max=1000'', després 
d'aplicar l'algorisme, el número de nodes troncals són 12 (Fig. A.2.13). 
 
 






Fig. A.2.13 Topologia xarxa abilene_N12_E30_withTraffic.n2p 
''linkCostPerKm=0.2'' 
 
A.2.5. Problema llibreria Java GLPK 
 
En aquesta pràctica va sorgir un inconvenient. No disposàvem de l'executable 
'glpk.jar' necessari para afegir la llibreria GLPK a les llibreries externes del 
programa Eclipse i del Net2Plan. Aquesta llibreria és l'encarregada de 
solucionar els problemes d'optimització i, per tant, necessari per executar 
l'algorisme d'encaminament utilitzat en aquesta pràctica. Per això va ser 
necessari compilar aquesta llibreria i instal·lar-la manualment, ja que hem 
treballat amb el sistema operatiu OS de mac. 
 
Al compilar la llibreria GLPK van sorgir diferents problemes, ja que aquesta 
llibreria depèn de la llibreria SWIG, que a la vegada també depèn de la llibreria 
PCRE. Per aconseguir-ho, vam haver d’instal·lar abans les llibreries SWIG i 
PCRE. Aquestes llibreries també havien de ser compatibles amb la versió de 
Java JDK instal·lada. Una vegada instal·lades les tres llibreries, vam poder 
generar el fitxer 'glpk.jar' necessari per afegir la llibreria GLPK a les llibreries 
externes d'Eclipse i Net2Plan, i així executar l'algorisme correctament. 
 
A.3. Algorismes de planificació de xarxa 
A.3.1.  Introducció 
 
En aquest apartat dels Annexos es presenten les pràctiques dels algorismes de 
planificació de xarxa, aplicats en una topologia de xarxa Net2Plan i analitzant el 







A.3.2. Algorismes de cerca local i algorismes avariciosos 
 
Aquesta pràctica té com objectiu familiaritzar-nos amb els algorismes de cerca 
local i els algorismes avariciosos, i fer proves al simulador Net2Plan. D'aquesta 
manera carregarem una topologia i integrarem un algorisme de cerca local i, 
per altra banda, un algorisme avariciós per veure el seu funcionament sobre la 
xarxa. 
 
[Universitat Politècnica de Cartagena - Planificació i gestió de xarxes - 
Grau en Enginyeria en Sistemes de Telecomunicació (Curs 2012-2013) - 
Pràctica 1. Algorismes de cerca local i algorismes avariciosos] 
 
Els objectius d'aquesta pràctica són:  
 
Desenvolupar en Net2Plan un algorisme de localització de nodes basat en un 
heurístic de cerca local. Analitzar els resultats i qualitat de la solució. 
Desenvolupar possibles variacions de l'algorisme.  
 
Desenvolupar en Net2Plan un algorisme de disseny de topologies d'anell basat 
en un heurístic de tipus avariciós (greedy algorithm). Analitzar els resultats i 
qualitat de la solució. Desenvolupar possibles variacions de l'algorisme.   
 
Algorismes de cerca local  
 
L'algorisme ha d'implementar en una classe de nom 
TCA_LS_nodeLocation.java. Rep com a entrada una topologia amb els nodes 
de la xarxa, assumint que cada node correspon a una ubicació on hi ha un 
node d'accés, i és possible a més situar un node troncal. L'algorisme torna una 
topologia amb els mateixos nodes, i un enllaç unidireccional I → J entre aquells 
nodes I = 6 J quan el node d'accés a la ubicació I està connectat amb un node 
troncal en la ubicació J.  
 
Els paràmetres d'entrada definits per l'usuari seran:  
 
linkCapacities: Capacitat constant que s'assignarà a tots els enllaços accés-
troncal (entre ubicacions diferents) que produeixi el disseny. El valor per 
defecte d'aquest paràmetre serà linkCapacities = 100.  
 
initialNode: La solució inicial de la qual partirà l'algorisme estarà formada per 
únic node troncal en la ubicació indicada per initialNode, i tota la resta 
d'ubicacions connectades a ell. El valor per defecte d'aquest paràmetre serà 
initialNode = 0.  
 
linkCostPerKm: Cost per km dels enllaços accés-troncal. La distància en km 
entre dos nodes s'assumeix que és la proporcionada pel mètode 
getNodePairPhysicalDistance de la classe NetPlan. El valor per defecte del 
paràmetre linkCostPerKm serà 1. El cost d'un node troncal s'assumeix que és 
sempre igual a 1 (C = 1 a la formulació (1)).  





L'algorisme ha de implementar una política de recerca local amb les següents 
característiques: 
  
La solució inicial serà la formada per un únic node troncal en la ubicació 
initialNode. 
 
Donada una solució X, les solucions veïnes seran aquelles que afegeixen un 
node troncal a la solució X, en alguna de les ubicacions que no el té.  
 
S'ha d'implementar una política best-fit: es triarà com a següent solució la millor 
entre les solucions veïnes, en cas de millorar la solució actual. 
 
 
Anàlisi: compromís cost de nodes vs. cost d'enllaços  
 
Utilitzem l'algorisme per omplir la següent taula, en la qual es mostra com varia 
el disseny de xarxa, per a diferents valors del paràmetre linkCostPerKm.  
 
La Taula A.3.1 s'ha d'omplir per a la xarxa de topologia 
ATTWorldNet_N90_E274.n2p. En les execucions, fixem el paràmetre 
linkCapacities = 100 i el paràmetre initialNode = 0. 
 
 
Taula A.3.1 Taula topologia xarxa ATT ''linkCostPerKm'' 
 
linkCostPerKm Núm nodes troncals Cost Final 
0 1 1.0 
0.0001 2 7.29 
0.001 11 30.11 
0.01 82 87.93 
0.1 90 90.0 
 
 
1. Com varia el disseny en augmentar el paràmetre linkCostPerKm? ¿Per què?  
 
El número de nodes troncals augmenta a mesura que augmenta el paràmetre 
linkCostPerKm, ja que cada vegada el cost dels enllaços és més elevat.  
 
 
2. Executem l'algorisme per al cas linkCostPerKm = 0.001, per a diferents 
solucions inicials initialNode (1, 2, 3 ...). Varien la solució obtinguda i el seu 
cost? ¿Per què? És la variació de cost significativa (major al 10%)? ¿Creiem 
que a partir d'aquests resultats per a aquesta topologia podem deduir que 
l'algorisme es comportarà de manera similar per a altres topologies? Hi ha 






Observem la solució mitjançant la següent Taula A.3.2. 
 
 
Taula A.3.2 Taula topologia xarxa ATT ''initialNode'' 
 
initialNode Núm nodes troncals Cost Final 
0 11 30.11 
1 10 30.39 
2 10 30.19 
3 12 30.36 
4 11 30.00 
 
 
La solució obtinguda varia molt poc, tant pel que fa al número de nodes 
troncals com al cost final. Per tant les variacions són molt petites i poc 






L'algorisme ha d'implementar en una classe de nom 
TCA_nearestNeighborTSP.java. Rep com a entrada una topologia de nodes. 
El cost entre cada parell de nodes s'assumeix que és proporcional a la 
distància entre ells, tal com la proporciona el mètode 
getNodePairPhysicalDistance. L'algorisme tornarà una topologia amb els 
mateixos nodes, i enllaços bidireccionals formant l'anell calculat.  
 
Els paràmetres d'entrada definits per l'usuari són:  
  
initialNode: Node inicial del que parteix l'algorisme. El valor per defecte 
d'aquest paràmetre serà initailNode = 0.  
 
linkCapacities: Capacitat constant que s'assignarà a tots els enllaços de la 
xarxa. El valor per defecte d'aquest paràmetre serà linkCapacities = 100.  
 
L'algorisme definirà la topologia en anell, a través de trobar un ordre en que 
recórrer els nodes de la xarxa. El node inicial serà el donat en el paràmetre 
initialNode. A cada iteració, s'afegeix un enllaç bidireccional a l'anell, que 
comença en l'últim node visitat N, i acaba en el node no visitat que es trobi més 
a prop de N. Quan hagi visitat tots els nodes, s'afegeix un últim enllaç 
bidireccional entre initialNode i l'últim node visitat per tancar l'anell. A aquest 
algorisme se'l coneix com l'algorisme del veí més proper per al problema TSP.  
 
Utilitzem aquest algorisme per omplir la següent taula, en la qual es mostra 
com varia el disseny de xarxa, per a diferents valors del paràmetre initialNode.  





La Taula A.3.3 s'ha d'omplir per a la xarxa de topologia 
ATTWorldNet_N90_E274.n2p. A les execucions, fixem el paràmetre 
linkCapacities = 100. S'inclouen alguns valors de la taula perquè puguem 




Taula A.3.3 Taula topologia xarxa ATT ''initialNode-km solució'' 
 








1. Varia molt (més del 20%) el disseny en variar el paràmetre initialNode? En 
cas afirmatiu, trobem una explicació de per què l'algorisme retorna en ocasions 
solucions significativament pitjors.  
 
 


















Fig. A.3.2 Topologia xarxa ATTWorldNet_N90_E274.n2p ''initialNode=70'' 
 
 
Podem apreciar que el disseny de la topologia no varia massa, ja que 
l'algorisme defineix la topologia d'anell, a través de trobar un ordre en que 
recórrer els nodes de la xarxa. El paràmetre ''initialNode'' només ens indica el 
node inicial.  
 
2. Visualment, observem que algunes solucions tenen "creuaments d'enllaços". 
Pensem la forma de variar una solució tal que es "descruessin" i es millorés el 
cost resultant ?  
 
Podríem utilitzar un algorisme de Capacitat i encaminament com ara 
TCA_nodeLocationILP.java, i augmentar el paràmetre ''linkCostPerKm'', així 
tindríem més nodes troncals i hi hauria menys creuaments d'enllaços. 
 
 
Aplicació de l'algorisme de cerca local: 
 
Hem carregat la topologia de xarxa ATTWorldNet_N90_E274.n2p, amb la 
matriu de trànsit ATTWorldNet.n2p (Fig. A.3.3). 
 
 






Fig. A.3.3 Topologia xarxa ATTWorldNet_N90_E274.n2p 
 
 
En primer lloc, sobre aquesta topologia de xarxa i amb aquesta matriu de 
trànsit hem aplicat l'algorisme de localització de nodes basat en un heurístic de 
cerca local TCA_LS_nodeLocation.java. Hem fixat el paràmetre 
''linkCapacities = 100'' i ''initialNode = 0'', i aquesta és la taula de la topologia 
que relaciona els paràmetres d'entrada i ens ajuda a entendre el comportament 
de l'algorisme (Taula A.3.4). 
 
 
Taula A.3.4 Taula topologia xarxa ATTWorldNet_N90_E274.n2p després 
d'aplicar l'algorisme TCA_LS_nodeLocation.java 
 
linkCostPerKm Núm. nodes troncals Cost Final 
0 1 1.0 
0.0001 2 7.29 
0.001 11 30.11 
0.01 82 87.93 
0.1 90 90.0 
 
 
Hem agafat alguns dels valors per veure la variació de nodes troncals depenent 
de l'increment del paràmetre ''linkCostPerKm'': 
 
Amb el paràmetre d'entrada ''linkCostPerKm=0'' observem que, després 








Fig. A.3.4 Topologia xarxa ATTWorldNet_N90_E274.n2p ''linkCostPerKm=0'' 
 
 
Amb el paràmetre d'entrada ''linkCostPerKm=0.0001'' observem que, després 









Amb el paràmetre d'entrada ''linkCostPerKm=0.001'' observem que, després 
d'aplicar l'algorisme, el número de nodes troncals són 11 (Fig. A.3.6). 
 
 










Amb el paràmetre d'entrada ''linkCostPerKm=0.01'' observem que, després 









Amb el paràmetre d'entrada ''linkCostPerKm=0.1'' observem que, després 








Fig. A.3.8 Topologia xarxa ATTWorldNet_N90_E274.n2p ''linkCostPerKm=0.1'' 
 
 
Aplicació de l'algorisme avariciós: 
 
En segon lloc, sobre aquesta mateixa topologia de xarxa i aquesta matriu de 
trànsit hem aplicat l'algorisme de disseny de topologies d'anell basat en un 
heurístic de tipus avariciós (greedy) TCA_nearestNeighborTSP.java. Hem 
fixat el paràmetre ''linkCapacities = 100'', i aquesta és la taula de la topologia 
que relaciona els paràmetres d'entrada i ens ajuda a entendre el comportament 
de l'algorisme (Taula A.3.5). 
 
 
Taula A.3.5 Taula topologia xarxa ATTWorldNet_N90_E274.n2p després 
d'aplicar l'algorisme TCA_nearestNeighborTSP.java 
 








Hem agafat alguns dels valors per veure la variació de nodes troncals depenent 
de l'increment del paràmetre ''initialNode'': 
 
Amb el paràmetre d'entrada ''initialNode=0'' observem que, després d'aplicar 
l'algorisme, els km totals són 20834.09 (Fig. A.3.9). 
 
 






Fig. A.3.9 Topologia xarxa ATTWorldNet_N90_E274.n2p ''initialNode=0'' 
 
 
Amb el paràmetre d'entrada ''initialNode=4'' observem que, després d'aplicar 





Fig. A.3.10 Topologia xarxa ATTWorldNet_N90_E274.n2p ''initialNode=4'' 
 
 
Amb el paràmetre d'entrada ''initialNode=12'' observem que, després d'aplicar 








Fig. A.3.11 Topologia xarxa ATTWorldNet_N90_E274.n2p ''initialNode=12'' 
 
 
Amb el paràmetre d'entrada ''initialNode=50'' observem que, després d'aplicar 





Fig. A.3.12 Topologia xarxa ATTWorldNet_N90_E274.n2p ''initialNode=50'' 
 
 
Amb el paràmetre d'entrada ''initialNode=70'' observem que, després d'aplicar 
l'algorisme, els km totals són 19677.51 (Fig. A.3.13). 
 
 






Fig. A.3.13 Topologia xarxa ATTWorldNet_N90_E274.n2p ''initialNode=70'' 
 
A.3.3. Algorismes de refredament simulat 
 
Aquesta pràctica té com objectiu familiaritzar-nos amb els algorismes de 
refredament simulat, i fer proves al simulador Net2Plan. D'aquesta manera 
carregarem una topologia i integrarem un algorisme de refredament simulat per 
veure el seu funcionament sobre la xarxa. 
 
[Universitat Politècnica de Cartagena - Planificació i gestió de xarxes - 
Grau en Enginyeria en Sistemes de Telecomunicació (Curs 2012-2013) - 
Pràctica 2. Algorismes de refredament simulat] 
 
Els objectius d'aquesta pràctica són:  
 
Desenvolupar en Net2Plan un algorisme per al disseny d'encaminament no 
bifurcat basat en un heurístic de tipus refredament simulat (simulated 
annealing). Analitzar els resultats i qualitat de la solució. Desenvolupar 
possibles variacions de l'algorisme.  
 
L'algorisme FA_SAN_minCongestion.java s'ha d'implementar en una classe 
de nom FA_SAN_minCongestion.java. Rebrà com a entrada una topologia amb 
els nodes i els enllaços de la xarxa, i un conjunt de demandes amb el trànsit 
ofert. Es coneixen també les capacitats en els enllaços de la xarxa. L'algorisme 
retornarà un disseny amb l'encaminament no bifurcat trobat com a solució.  
  
Els paràmetres d'entrada definits per l'usuari seran:  
  
k: Capacitat màxima de camins admissibles per a cada demanda. L'alumne 
haurà d'utilitzar la classe CandidatePathList inclosa en Net2Plan per crear la 
llista de k camins sense cicles més curts per a cada demanda, que seran els 
camins admissibles.  
 
san_numOuterIterations: Nombre d'iteracions a executar en el bucle extern de 




redueix, tal com s'indicarà a continuació.  
 
san_numInnerIterations: Nombre d'iteracions a executar en el bucle intern de 
l'algorisme. A cada iteració d'aquest bucle, la temperatura del sistema és 
sempre la mateixa.  
 
L'algorisme depèn de diversos paràmetres, com el nombre d'iteracions en el 
bucle extern i en l'intern. Realitzant diverses execucions amb diferents 
paràmetres, podrem arribar a solucions diferents. Podem observar això 
executant l'algorisme sobre la xarxa NSFNET, utilitzant el fitxer 
NSFNet_N14_E42_complete.n2p, que inclou la topologia i el trànsit.  
 
Es recomana que, quan vulguem realitzar execucions de prova amb l'objectiu 
d'analitzar l'evolució de l'algorisme, imprimim en cada iteració del bucle intern.  
 
La congestió de la solució actual en finalitzar el bucle 
 
La millor congestió trobada fins al moment.  
 
Si s'accepta la solució veïna.  
 
En diferents execucions podrà observar com:  
 
Sovint passa que les solucions veïnes provades no varien la congestió de 
xarxa, i són acceptades. Això és a causa que li congestió és la utilització de 
l'enllaç més carregat. Si es varia el camí d'una demanda de manera que no es 
veuen afectats els enllaços "coll d'ampolla", la congestió de xarxa no varia, i el 
cost de la solució actual i la veïna són la mateixa.  
  
A temperatures més altes, s'observarà en general que s'accepten pràcticament 
totes les solucions clons veïnes. Només a temperatures més baixes això no es 
compleix. 
  
Valors més grans de k incrementen l'espai de solucions, i provoquen que les 
solucions trobades, si no es deixa l'algorisme executar durant el temps 
suficient, siguin sovint pitjors que les trobades per a menors valors de k. El 
motiu és que l'algorisme pot "perdre" iterant contínuament per solucions 
clarament dolentes, sense intel·ligència suficient (a causa del seu 
comportament molt aleatori) per corregir aquesta situació. 
 
 
Aplicació de l'algorisme de refredament simulat: 
 
En primer lloc hem carregat la topologia de xarxa 
NSFNet_N14_E42_complete.n2p, que inclou la topologia de xarxa i la matriu 
de trànsit (Fig. A.3.14). 
 
 






Fig. A.3.14 Topologia xarxa NSFNet_N14_E42_complete.n2p 
 
 
Sobre aquesta topologia i amb aquesta matriu de trànsit hem aplicat l'algorisme 
FA_SAN_minCongestion.java. Hem fixat el paràmetre 
''san_numOuterIterations = 50'' i ''sum_numInnerIterations = 1000'', i aquesta és 
la taula de la topologia que relaciona els paràmetres d'entrada variant ''k", és a 
dir el número de camins admissibles per a cada demanda (Taula A.3.6). 
 
 









Hem fet proves variant el paràmetre ''k'' per veure com varia l'encaminament 
del trànsit a la xarxa: 
 
Amb el paràmetre d'entrada ''k=2'' veiem que, després d'aplicar l'algorisme, la 
ruta per encaminar el trànsit del node 0 al node 1 es duu a terme pel camí més 








Fig. A.3.15 Topologia xarxa NSFNet_N14_E42_complete.n2p ''k=2'' 
 
 
D'altra banda, amb el paràmetre d'entrada ''k=100'' veiem que, després 
d'aplicar l'algorisme, la ruta per encaminar el trànsit del node 0 al node 1 es duu 
a terme per un camí pitjor. El motiu és que el trànsit pot perdre's per solucions 
clarament dolentes, ja que hi ha molts camins admissibles i no té intel·ligència 





Fig. A.3.16 Topologia xarxa NSFNet_N14_E42_complete.n2p ''k=100'' 
 
A.3.4. Algorismes de GRASP i ACO 
 
Aquesta pràctica té com objectiu familiaritzar-nos amb els algorismes de 
GRASP i ACO, i fer proves al simulador Net2Plan. D'aquesta manera 




carregarem una topologia i integrarem un algorisme de GRASP i, per altra 
banda, un algorisme ACO per veure el seu funcionament sobre la xarxa. 
 
[Universitat Politècnica de Cartagena - Planificació i gestió de xarxes - 
Grau en Enginyeria en Sistemes de Telecomunicació (Curs 2012-2013) - 
Pràctica 4. Algorismes de GRASP i ACO per la solució del problema TSP] 
 
Algorismes de GRASP 
 
L'algorisme TCA_GRASP_TSP.java rebrà com entrada una topologia de 
nodes. S'assumeix que el cost entre cada part de nodes és proporcional a la 
distància entre ells, tal i com proporciona el mètode 
getNodePairPhysicalDistance. L'algorisme retornarà una topologia amb els 
mateixos nodes i enllaços bidireccionals formant l'anell calculat. 
 
Els paràmetres d'entrada definits per l'usuari són: 
 
*maxExecTimeSecs: Temps màxim d'execució de l'algorisme permès. 
L'algorisme finalitzarà en aquest temps, retornant la millor solució trobada. El 
valor per defecte és maxExecTimeSecs = 10. 
 
*alpha: Factor entre 0 i 1 d'aleatorització de fase greedy. Si alpha = 0, el 
mètode es converteix en un algorisme del veí més proper. Si alpha = 1, es 
generen anells de manera totalment aleatòria. El valor per defecte d'aquest 
paràmetre serà alpha = 0.5. 
 
*linkCapacities: Capacitat constant que s'assignarà a tots els enllaços de la 
xarxa. El valor per defecte d'aquest paràmetre serà linkCapacities = 100. 
 
*randomSeed: Nombre enter que serà el punt de partida per el generador de 





L'algorisme TCA_ACO_TSP.java rebrà com entrada una topologia de nodes. 
El cost entre cada par de nodes s'assumeix que és proporcional a la distància 
entre ells, tal i com proporciona el mètode getNodePairPhysicalDistance. 
L'algorisme retornarà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat. 
 
Els paràmetres d'entrada definits per l'usuari són: 
 
*maxExecTimeSecs: Temps màxim d'execució de l'algorisme permès. 
L'algorisme haurà de finalitzar acabat aquest temps, retornant la millor solució 





*numAnts: Nombre de formigues a la colònia. El valor per defecte és numAnts 
= 10. 
 
*alpha: Factor que modula la influència de la distància dels enllaços en el 
moviment de les formigues. El valor per defecte és alpha = 1. 
 
*beta: Factor que modula la influència de la distància dels enllaços en el 
moviment de les formigues. El valor per defecte és beta = 1. 
 
*evaporationFactor: Factor entre 0 i 1 que controla el rati en que s'evaporen les 
feromones. El valor per defecte és evaporationFactor = 0.5. 
 
*linkCapacities: Capacitat constant que s'assignarà a tots els enllaços de la 
xarxa. El valor per defecte és linkCapacities = 100. 
 
*randomSeed: Nombre enter que serà el punt de partida per el generador de 
nombres aleatoris. El valor per defecte d'aquest paràmetre és randomSeed = 1. 
 
 
Utilitzant el generador de topologies aleatòries TCA_WaxmanGenerator i amb 
els seus valors per defecte(a excepció del número de nodes N), generem tres 
topologies de 50 nodes, tres de 100 nodes i tres de 200 nodes.  
 
Aquestes són les topologies generades amb els seus respectius resultats i 









Cost mesurat amb 3 topologies diferents: 517.96 / 556.24 / 469.75     
 




Cost mesurat amb 3 topologies diferents: 783.45 / 763.99 / 786.84 
 




Cost mesurat amb 3 topologies diferents: 1124.08 / 1093.09 / 1120.80 
 
Cost mitjà: 1112.66 












Cost mesurat amb 3 topologies diferents: 646.63 / 602.22 / 547.66 
 




Cost mesurat amb 3 topologies diferents: 896.08 / 913.27 / 890.05 
 




Cost mesurat amb 3 topologies diferents: 1470.19 / 1406.18 / 1366.79 
 
Cost mitjà: 1414.39 
 
 
Aquesta és la taula comparativa de les topologies i les seves distàncies 
mitjanes després d'aplicar el seu corresponent algorisme (Taula A.3.7). 
 
 
Taula A.3.7 Taula distàncies mitjanes GRASP i ACO 
 
N Dist. Mitjana GRASP Dist. mitjana ACO 
50 514.65 598.84 
100 778.09 899.8 
200 1112.66 1414.39 
 
 
A continuació tenim un exemple de cada una de les topologies creades 
aleatòriament amb l'algorisme TCA_WaxmaxGenerator.java, canviant el 
paràmetre ''N'' (número de nodes) i aplicant a cada una d’elles els algorismes 
de GRASP i ACO, respectivament: 
 
 









Fig. A.3.17 Topologia xarxa TCA_WaxmaxGenerator ''N=50'' 
 
 
Topologia al aplicar l'algorisme de GRASP sobre la topologia 









Topologia al aplicar l'algorisme ACO sobre la topologia 
TCA_WaxmaxGenerator ''N=50''  (Fig. A.3.19). 
 
 
















Fig. A.3.20 Topologia xarxa TCA_WaxmaxGenerator ''N=100'' 
 
 
Topologia al aplicar l'algorisme de GRASP sobre la topologia 












Topologia al aplicar l'algorisme ACO sobre la topologia 









Topologia generada amb l'algorisme TCA_WaxmaxGenerator ''N=200'' (Fig. 
A.3.23). 
 







Fig. A.3.23 Topologia xarxa TCA_WaxmaxGenerator ''N=200'' 
 
 
Topologia al aplicar l'algorisme de GRASP sobre la topologia 









Topologia al aplicar l'algorisme ACO sobre la topologia 











Aplicació de l'algorisme de GRASP: 
 





Fig. A.3.26 Topologia xarxa NSFNet_N14_E42.n2p 
 
 
En primer lloc hem aplicat l'algorisme TCA_GRASP_TSP.java sobre aquesta 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat (Fig. A.3.27). 












Aplicació de l'algorisme ACO: 
 
En segon lloc, hem aplicat l'algorisme TCA_ACO_TSP.java sobre la mateixa 
topologia de xarxa NSFNet_N14_E42.n2p, que calcularà una topologia amb els 












Podem observar que, en aquest cas, la topologia resultant és la mateixa 
després d'aplicar els dos algorismes. Les diferències són només apreciables en 
termes de distància mitjana i cost que podem veure a l'apartat A.3.4. dels 
Annexos. 
 
A.3.5.  Algorismes de tipus gradient 
 
Aquesta pràctica té com objectiu familiaritzar-nos amb els algorismes de tipus 
gradient, i fer proves al simulador Net2Plan. D'aquesta manera carregarem una 
topologia i integrarem un algorisme de tipus gradient per veure el seu 
funcionament sobre la xarxa. 
 
[Universitat Politècnica de Cartagena - Planificació i gestió de xarxes - 
Grau en Enginyeria en Sistemas de Telecomunicació(Curs 2012-2013) - 
Pràctica 5. Algorismes tipus gradient per problema d'assignació d'ample 
de banda] 
 
L'algorisme FBA_projectedGradient.java rebrà com entrada una topologia de 
nodes i enllaços. Crearà una demanda per a cada par de nodes, amb una única 
ruta assignada a ella que serà la donada pel camí més curt en km o número de 
salts entre els nodes origen i destí de la demanda. La quantitat de trànsit a 
cursar per cada demanda, serà la donada per un algorisme tipus gradient. 
 
Els paràmetres d'entrada definits per l'usuari són: 
 
*maxNumIterations: Nombre màxim d'iteracions a executar de l'algorisme. 
L'algorisme finalitzarà després d'aquest nombre d'iteracions, retornant la millor 
solució trobada. El valor per defecte és maxNumIterations: 1000. 
 
*shortestPathType: Forma de calcular el camí més curt per a cada demanda: 
''km'' (distància) o ''hops''(número de salts). El valor per defecte és 
shortestPathType = km. 
 
*beta: Factor constant que multiplica al vector gradient de cada iteració de 
l'algorisme. El valor per defecte és beta = 1. 
 
*diminishingSteps: ''yes'' si el salt a cada iteració ha de multiplicar-se per factor 
1/k, on k és el número de la iteració. ''no'' en cas contrari. El valor per defecte 
és diminishingSteps = ''no''. 
 
*diagonalScaling: ''yes'' si el salt a cada iteració ha de multiplicar-se pel factor 
1/Hdd. ''no'' en cas contrari. El valor per defecte és diagonalScaling = ''no''. 
 
Aquesta és la Taula A.3.8 després d'aplicar l'algorisme de tipus gradient 
FBA_projectedGradient.java, després de 1000 i 10000 iteracions, per la 
topologia NSFNet_N14_E42.n2p, amb els seus valors per defecte: 
 





Taula A.3.8 Topologia xarxa NSFNet_N14_E42.n2p, després d'aplicar 
l'algorisme FBA_projectedGradient.java 
 
diminishingSteps diagonalScaling Cost 1000 it Cost 10000 it 
no no -633.12 -672.65 
no sí -550.20 -550.20 
sí no -283.30 -300.08 
sí sí -679.71 -680.14 
 
 
Aplicació de l'algorisme de tipus gradient: 
 






Fig. A.3.29 Topologia xarxa NSFNet_N14_E42.n2p 
 
 
Sobre aquesta topologia i amb aquesta matriu de trànsit hem aplicat l'algorisme 
FBA_projectedGradient.java. En aquest cas, si el paràmetre d'entrada 
''shortestPathType el posem en ''km'' i volem encaminar el trànsit del node 1 al 
node 7, l'algorisme adoptarà per encaminar el trànsit pels nodes 1-3-4-6-7, ja 








Fig. A.3.30 Topologia xarxa NSFNet_N14_E42.n2p encaminament en ''km'' 
 
 
En canvi, si el paràmetre d'entrada ''shortestPathType el posem en ''hops'', 
l'algorisme adoptarà per encaminar el trànsit pels nodes 1-0-7, ja que es guia 















A.4. Simulacions xarxa RedIRIS 
A.4.1. Introducció 
 
En aquest apartat dels Annexos es presenten les simulacions dels algorismes 
aplicats sobre la xarxa RedIRIS. Hem aplicat cada un dels algorismes sobre la 
xarxa variant els paràmetres d'entrada per, posteriorment, poder extreure'n 
conclusions dels resultats obtinguts. 
A.4.2.  Simulació amb algorismes TCA 
 
Apliquem l'algorisme sobre la xarxa TopologiaRedIris.n2p, fixem el paràmetre 
''linkCapacities = 100'' i aquesta és la taula de la topologia que relaciona el 
paràmetre d'entrada "linkCostPerKm" i el nombre de nodes troncals (Taula 
A.4.1). Per això fixarem "K_max = 1000". 
 
 
Taula A.4.1 Taula TopologiaRedIris2.n2p 
 







Hem agafat alguns dels valors per veure la variació de nodes troncals depenent 
de l'increment del paràmetre linkCostPerKm: 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0'', veiem que després d'aplicar 








Fig. A.4.1 Topologia xarxa TopologiaRedIris2.n2p ''linkCostPerKm=0'' 
 
 










Amb els paràmetres d'entrada ''linkCostPerKm=0.001'', veiem que després 





Fig. A.4.3 Topologia xarxa TopologiaRedIris2.n2p ''linkCostPerKm=0.001'' 
 
 














Amb els paràmetres d'entrada ''linkCostPerKm=0.05'', veiem que després 




Fig. A.4.5 Topologia xarxa TopologiaRedIris2.n2p ''linkCostPerKm=0.05'' 
 
 













Amb els paràmetres d'entrada ''linkCostPerKm=0.1'', veiem que després 





Fig. A.4.7 Topologia xarxa TopologiaRedIris2.n2p ''linkCostPerKm=0.1'' 
 
 






Fig. A.4.8 Mètrica de la topologia i capacitat dels enllaços 
TopologiaRedIris2.n2p 
 
A.4.3.  Simulació amb algorismes de cerca local i algorismes 
avariciosos 
 
En primer lloc, sobre la topologia de xarxa TopologiaRedIris.n2p hem aplicat 
l'algorisme de localització de nodes basat en un heurístic de cerca local 
TCA_LS_nodeLocation.java. 
 




Hem fixat el paràmetre ''linkCapacities = 100'' i ''initialNode = 0'', i aquesta és la 
taula de la topologia que relaciona el paràmetre d'entrada "linkCostPerKm" i el 
nombre de nodes troncals i cost final (Taula A.4.2). 
 
 
Taula A.4.2 Taula topologia xarxa TopologiaRedIris2.n2p després d'aplicar 
l'algorisme TCA_LS_nodeLocation.java 
 
linkCostPerKm Núm nodes troncals Cost Final 
0 1 1.0 
0.001 1 1.14 
0.01 1 2.40 
0.1 3 8.92 
 
 
Hem agafat alguns dels valors per veure la variació de nodes troncals depenent 
de l'increment del paràmetre ''linkCostPerKm'': 
 
Amb el paràmetre d'entrada ''linkCostPerKm=0'', veiem que després d'aplicar 





Fig. A.4.9 Topologia xarxa TopologiaRedIris2.n2p ''linkCostPerKm=0'' 
 
 













Amb el paràmetre d'entrada ''linkCostPerKm=0.1'', veiem que després d'aplicar 




Fig. A.4.11 Topologia xarxa TopologiaRedIris2.n2p ''linkCostPerKm=0.1'' 
 
 






Fig. A.4.12 Mètrica de la topologia i capacitat dels enllaços 
TopologiaRedIris2.n2p 




En segon lloc, sobre aquesta mateixa topologia de xarxa hem aplicat 
l'algorisme de disseny de topologies d'anell basat en un heurístic de tipus 
avariciós (greedy) TCA_nearestNeighborTSP.java. 
 
Hem fixat el paràmetre ''linkCapacities = 100'', i aquesta és la taula de la 
topologia que relaciona el paràmetre d'entrada "initialNode" amb la solució de 
km totals (Taula A.4.3). 
 
 
Taula A.4.3 Taula topologia xarxa TopologiaRedIris2.n2p després d'aplicar 
l'algorisme TCA_nearestNeighborTSP.java 
 







Hem agafat alguns dels valors per veure la variació de nodes troncals depenent 
de l'increment del paràmetre ''initialNode'': 
 
Amb el paràmetre d'entrada ''initialNode=0'', veiem que després d'aplicar 





Fig. A.4.13 Topologia xarxa TopologiaRedIris2.n2p ''initialNode=0'' 
 
 













Amb el paràmetre d'entrada ''initialNode=4'', veiem que després d'aplicar 




Fig. A.4.15 Topologia xarxa TopologiaRedIris2.n2p ''initialNode=4'' 
 
 





Fig. A.4.16 Mètrica de la topologia i capacitat dels enllaços 
TopologiaRedIris2.n2p 






Amb el paràmetre d'entrada ''initialNode=12'', veiem que després d'aplicar 





Fig. A.4.17 Topologia xarxa TopologiaRedIris2.n2p ''initialNode=12'' 
 
 










Amb el paràmetre d'entrada ''initialNode=20'', veiem que després d'aplicar 








Fig A.4.19 Topologia xarxa TopologiaRedIris2.n2p ''initialNode=20'' 
 
 










A.4.4. Simulació amb algorismes de GRASP i ACO 
 
En primer lloc hem aplicat l'algorisme TCA_GRASP_TSP.java sobre la 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat (Fig. A.4.21). El temps d'execució de 
l'algorisme ha estat de 10s i el cost total de 67.35. 
 
 




















En segon lloc, hem aplicat l'algorisme TCA_ACO_TSP.java sobre la mateixa 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat (Fig. A.4.23). El temps d'execució de 






















A.4.5. Simulació amb algorismes de tipus gradient 
 
Els algorismes de tipus gradient són algorismes per a la resolució d'un 
problema d'assignació d'ample de banda.  
 
Sobre la topologia de xarxa TopologiaRedIris.n2p hem aplicat l'algorisme 
FBA_projectedGradient.java, que crearà una demanda per a cada par de 
nodes, amb una única ruta assignada a ella, que serà la donada pel camí més 
curt en km o número de salts (en funció del paràmetre ''shortestPathType''). 
entre els nodes origen i destí de la demanda (Fig. A.4.25). El temps d'execució 
de l'algorisme ha estat de 3s i el cost total 2966.32. 






















A.5. Simulacions xarxa GÉANT 
A.5.1. Introducció 
 
En aquest apartat dels Annexos es presenten les simulacions dels algorismes 
aplicats sobre la xarxa GÉANT. Hem aplicat cada un dels algorismes sobre la 
xarxa variant els paràmetres d'entrada per, posteriorment, poder extreure'n 





A.5.2.  Simulació amb algorismes CFA 
 
Apliquem l'algorisme sobre la xarxa TopologiaGEANT2012.n2p. A continuació 
s'exposa el resultat d'aplicar aquest algorisme sobre la xarxa, fixant-nos en el 
camí adoptat per arribar del node Espanya al node Dinamarca amb el 





Fig. A.5.1 Xarxa TopologiaGEANT2012.n2p encaminament en "km" 
 
 
A la (Fig. A.5.2) veiem els paràmetres de la mètrica de la topologia, la capacitat 





Fig. A.5.2 Mètrica de la topologia, capacitat dels enllaços i trànsit 
TopologiaGEANT2012.n2p 






En canvi, si el paràmetre d'entrada spType el canviem a "hops", l'algorisme 
adoptarà per encaminar el trànsit pels nodes 1-3-0, ja que es guia pel mínim 





Fig. A.5.3 Xarxa TopologiaGEANT2012.n2p encaminament en "hops" 
 
 
A la (Fig. A.5.4) veiem els paràmetres de la mètrica de la topologia, la capacitat 












A.5.3.  Simulació amb algorismes FA 
 
Apliquem l'algorisme sobre la xarxa TopologiaGEANT2012.n2p. Aquesta és la 
taula de la topologia que relaciona els paràmetres d'entrada (Taula A.5.1). 
 
 
Taula A.5.1 Taula topologia xarxa TopologiaGEANT2012.n2p 
 








Amb els paràmetres d'entrada ''non-bifurcated=true'' i ''k=1'' observem que, 
després d'aplicar l'algorisme, si ens fixem en la ruta que adoptarà el trànsit per 
anar del node origen Països Baixos al node destí Estònia, serà el següent (Fig. 





Fig. A.5.5 Xarxa TopologiaGEANT2012.n2p "non-bifurcated=true'', ''k=1'' 
 
 
A la (Fig. A.5.6) veiem els paràmetres de la mètrica de la topologia, la capacitat 
dels enllaços i el trànsit. 
 
 










En canvi, amb els paràmetres d'entrada ''non-bifurcated=true'' i ''k=4'' observem 
que, després d'aplicar l'algorisme, el trànsit amb node origen Països Baixos i 
node destí Estònia s'encamina per nodes diferents (Fig. A.5.7). Això és degut a 
que el número de camins admissibles ha canviat a 1124, dels 306 que teníem 
en el cas anterior. En aquest cas, el número de rutes segueix sent 306 ja que 












A la (Fig. A.5.8) veiem els paràmetres de la mètrica de la topologia, la capacitat 









Ara mantenim el paràmetre d'entrada ''k=4'' però canviem el paràmetre 
d'entrada ''non-bifurcated=false''. Apliquem l'algorisme i observem que el 
número de camins admissibles són 1224. Ara tenim més rutes de trànsit, fins 
un total de 312. Això és degut a que ara el trànsit es bifurca i utilitzem, per 
exemple, 2 rutes diferents per encaminar el trànsit amb node origen Països 














A la (Fig. A.5.10) veiem els paràmetres de la mètrica de la topologia, la 









A.5.4.  Simulació amb algorismes TCA 
 
Apliquem l'algorisme sobre la xarxa TopologiaGEANT2012.n2p, fixem el 
paràmetre ''linkCapacities = 100'' i aquesta és la taula de la topologia que 
relaciona el paràmetre d'entrada "linkCostPerKm" i el nombre de nodes troncals 
(Taula A.5.2). Per això fixarem "K_max = 1000". 
 
 
Taula A.5.2 Taula TopologiaGEANT2012.n2p 
 







Hem agafat alguns dels valors per veure la variació de nodes troncals depenent 
de l'increment del paràmetre linkCostPerKm: 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0'', veiem que després d'aplicar 








Fig. A.5.11 Topologia xarxa TopologiaGEANT2012.n2p ''linkCostPerKm=0'' 
 
 
A la (Fig. A.5.12) veiem els paràmetres de la mètrica de la topologia, la 









Amb els paràmetres d'entrada ''linkCostPerKm=0.001'', veiem que després 
d'aplicar l'algorisme, el número de nodes troncals és 1 (Fig. A.5.13). 
 
 






Fig. A.5.13 Topologia xarxa TopologiaGEANT2012.n2p ''linkCostPerKm=0.001'' 
 
 
A la (Fig. A.5.14) veiem els paràmetres de la mètrica de la topologia, la 









Amb els paràmetres d'entrada ''linkCostPerKm=0.05'', veiem que després 








Fig. A.5.15 Topologia xarxa TopologiaGEANT2012.n2p ''linkCostPerKm=0.05'' 
 
 
A la (Fig. A.5.16) veiem els paràmetres de la mètrica de la topologia, la 









Amb els paràmetres d'entrada ''linkCostPerKm=0.1'', veiem que després 
d'aplicar l'algorisme, el número de nodes troncals són 5 (Fig. A.5.17). 
 
 






Fig. A.5.17 Topologia xarxa TopologiaGEANT2012.n2p ''linkCostPerKm=0.1'' 
 
 
A la (Fig. A.5.18) veiem els paràmetres de la mètrica de la topologia, la 









A.5.5.  Simulació amb algorismes de cerca local i algorismes 
avariciosos 
 
Els algorismes de cerca local són algorismes de localització de nodes i els 





En primer lloc, sobre la topologia de xarxa TopologiaGEANT2012.n2p hem 
aplicat l'algorisme de localització de nodes basat en un heurístic de cerca local 
TCA_LS_nodeLocation.java. 
 
Hem fixat el paràmetre ''linkCapacities = 100'' i ''initialNode = 0'', i aquesta és la 
taula de la topologia que relaciona el paràmetre d'entrada "linkCostPerKm" i el 
nombre de nodes troncals i cost final (Taula 4.6). 
 
 
Taula A.5.3 Taula topologia xarxa TopologiaGEANT2012.n2p després d'aplicar 
l'algorisme TCA_LS_nodeLocation.java 
 
linkCostPerKm Núm nodes troncals Cost Final 
0 1 1.0 
0.001 1 1.19 
0.01 1 2.88 
0.1 5 10.76 
 
 
Hem agafat alguns dels valors per veure la variació de nodes troncals depenent 
de l'increment del paràmetre ''linkCostPerKm'': 
 
Amb el paràmetre d'entrada ''linkCostPerKm=0'', veiem que després d'aplicar 





Fig. A.5.19 Topologia xarxa TopologiaGEANT2012.n2p ''linkCostPerKm=0'' 
 
 
A la (Fig. A.5.20) veiem els paràmetres de la mètrica de la topologia, la 
capacitat dels enllaços i el trànsit. 












Amb el paràmetre d'entrada ''linkCostPerKm=0.1'', veiem que després d'aplicar 





Fig. A.5.21 Topologia xarxa TopologiaGEANT2012.n2p ''linkCostPerKm=0.1'' 
 
 
A la (Fig. A.5.22) veiem els paràmetres de la mètrica de la topologia, la 












En segon lloc, sobre aquesta mateixa topologia de xarxa hem aplicat 
l'algorisme de disseny de topologies d'anell basat en un heurístic de tipus 
avariciós (greedy) TCA_nearestNeighborTSP.java. 
 
Hem fixat el paràmetre ''linkCapacities = 100'', i aquesta és la taula de la 
topologia que relaciona el paràmetre d'entrada "initialNode" amb la solució de 
km totals (Taula A.5.4). 
 
 
Taula A.5.4 Taula topologia xarxa TopologiaGEANT2012.n2p després d'aplicar 
l'algorisme TCA_nearestNeighborTSP.java 
 







Hem agafat alguns dels valors per veure la variació de nodes troncals depenent 
de l'increment del paràmetre ''initialNode'': 
 
Amb el paràmetre d'entrada ''initialNode=0'', veiem que després d'aplicar 
l'algorisme, els km totals són 121.74 (Fig. A.5.23). 
 
 






Fig. A.5.23 Topologia xarxa TopologiaGEANT2012.n2p ''initialNode=0'' 
 
 
A la (Fig. A.5.24) veiem els paràmetres de la mètrica de la topologia, la 









Amb el paràmetre d'entrada ''initialNode=4'', veiem que després d'aplicar 








Fig. A.5.25 Topologia xarxa TopologiaGEANT2012.n2p ''initialNode=4'' 
 
 
A la (Fig. A.5.26) veiem els paràmetres de la mètrica de la topologia, la 









Amb el paràmetre d'entrada ''initialNode=12'', veiem que després d'aplicar 
l'algorisme, els km totals són 122.20 (Fig. A.5.27). 
 
 






Fig. A.5.27 Topologia xarxa TopologiaGEANT2012.n2p ''initialNode=12'' 
 
 
A la (Fig. A.5.28) veiem els paràmetres de la mètrica de la topologia, la 





Fig. A.5.28 Mètrica de la topologia, capacitat dels enllaços i trànsit 
TopologiaGEANT2012.n2p 
 
Amb el paràmetre d'entrada ''initialNode=17'', veiem que després d'aplicar 








Fig. A.5.29 Topologia xarxa TopologiaGEANT2012.n2p ''initialNode=20'' 
 
 
A la (Fig. A.5.30) veiem els paràmetres de la mètrica de la topologia, la 









A.5.6.  Simulació amb algorismes de refredament simulat 
 
Apliquem l'algorisme sobre la xarxa TopologiaGEANT2012.n2p. Hem fixat el 
paràmetre ''san_numOuterIterations = 50'' i ''sum_numInnerIterations = 1000'', i 
aquesta és la taula de la topologia que relaciona els paràmetres d'entrada 

















Hem fet proves variant el paràmetre ''k'' per veure com varia l'encaminament 
del trànsit a la xarxa: 
 
Amb el paràmetre d'entrada ''k=2'' veiem que, després d'aplicar l'algorisme, la 
ruta per encaminar el trànsit del node Espanya al node Dinamarca es duu a 





Fig. A.5.31 Topologia xarxa NSFNet_N14_E42_complete.n2p ''k=2'' 
 
 
A la (Fig. A.5.32) veiem els paràmetres de la mètrica de la topologia, la 












D'altra banda, amb el paràmetre d'entrada ''k=100'' veiem que, després 
d'aplicar l'algorisme, la ruta per encaminar el trànsit del node Espanya al node 
França es duu a terme per un camí pitjor. El motiu és que el trànsit pot perdre's 
per solucions clarament dolentes, ja que hi ha molts camins admissibles i no té 





Fig. A.5.33 Topologia xarxa NSFNet_N14_E42_complete.n2p ''k=100'' 
 
 
A la (Fig. A.5.34) veiem els paràmetres de la mètrica de la topologia, la 
capacitat dels enllaços i el trànsit. 
 
 






Fig. A.5.34 Mètrica de la topologia, capacitat dels enllaços i trànsit 
TopologiaGEANT2012.n2p 
 
A.5.7.  Simulació amb algorismes de GRASP i ACO 
 
En primer lloc hem aplicat l'algorisme TCA_GRASP_TSP.java sobre la 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat (Fig. A.5.35). El temps d'execució de 









A la (Fig. A.5.36) veiem els paràmetres de la mètrica de la topologia, la 











En segon lloc, hem aplicat l'algorisme TCA_ACO_TSP.java sobre la mateixa 
topologia, que calcularà una topologia amb els mateixos nodes i enllaços 
bidireccionals formant l'anell calculat (Fig. A.5.37). El temps d'execució de 









A la (Fig. A.5.38) veiem els paràmetres de la mètrica de la topologia, la 
capacitat dels enllaços i el trànsit. 








Fig. A.5.38 Mètrica de la topologia, capacitat dels enllaços i trànsit 
TopologiaGEANT2012.n2p 
 
A.5.8.  Simulació amb algorismes de tipus gradient 
 
Sobre la topologia de xarxa TopologiaGEANT2012.n2p hem aplicat l'algorisme 
FBA_projectedGradient.java, que crearà una demanda per a cada par de 
nodes, amb una única ruta assignada a ella, que serà la donada pel camí més 
curt en km o número de salts (en funció del paràmetre ''shortestPathType''). 
entre els nodes origen i destí de la demanda (Fig. A.5.39). El temps d'execució 












A la (Fig. A.5.40) veiem els paràmetres de la mètrica de la topologia, la 









A.6. Reports xarxa RedIRIS 
A.6.1. Introducció 
 
En aquest apartat dels Annexos es presenten els Reports obtinguts amb les 
simulacions dels algorismes aplicats sobre la xarxa RedIRIS. D'aquesta manera 
obtenim els informes de recollida de mesures de rendiment, gràcies a l'eina que 
ens proporciona Net2Plan. 
 
A continuació, podem veure els reports complets de la "TopologiaRedIris2.n2p" 
després d’aplicar "Report_networkDesign" amb els diferents algorismes, que 
ens aporta informació sobre les mètriques de la xarxa; en aquest cas mètriques 













A.6.2. Report xarxa RedIRIS sense aplicar cap algorisme 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 78 
Average node degree 2.889 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.764 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? No 
 




Maximum capacity installed in a link (Erlangs, 
bps) 20.000 (20000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 13.590 (13589743589.744) 
Total capacity installed in a link (Erlangs, bps) 1060.000 (1060000000000.000) 
Capacity module size (Erlangs, bps) 10.000 (10000000000.000) 
 
A.6.3. Report RedIRIS aplicant algorismes TCA 
 





Amb els paràmetres d'entrada ''linkCostPerKm=0'' i ''k_max=1000'', el número 
de nodes troncals és 1. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 26 
Average node degree 0.963 
Average link distance (km) 15.213 
Network diameter (hops) 1 
Network diameter (km) 20.708 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 15.213 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 2600.000 (2600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0.001'' i ''k_max=1000'', el 
número de nodes troncals és 1. 
 








Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 26 
Average node degree 0.963 
Average link distance (km) 5.375 
Network diameter (hops) 1 
Network diameter (km) 19.618 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 5.375 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 2600.000 (2600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0.05'' i ''k_max=1000'', el 
número de nodes troncals són 2. 
 







Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 25 
Average node degree 0.926 
Average link distance (km) 3.017 
Network diameter (hops) 1 
Network diameter (km) 6.841 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 3.017 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 2500.000 (2500000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0.1'' i ''k_max=1000'', el número 
de nodes troncals són 3. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 24 
Average node degree 0.889 




Average link distance (km) 2.431 
Network diameter (hops) 1 
Network diameter (km) 4.652 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 2.431 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 2400.000 (2400000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
A.6.4. Report RedIRIS aplicant algorismes de cerca local  
 
Algorisme utilitzat: TCA_LS_nodeLocation.java. 
 
Amb el paràmetre d'entrada ''linkCostPerKm=0'', el número de nodes troncals 
és 1. 
 




Number of nodes (|N|) 27 




Average node degree 0.963 
Average link distance (km) NaN 
Network diameter (hops) 1 
Network diameter (km) NaN 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) NaN 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 2600.000 (2600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
Amb el paràmetre d'entrada ''linkCostPerKm=0.1'', el número de nodes troncals 
són 3. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 24 
Average node degree 0.889 
Average link distance (km) 2.467 
Network diameter (hops) 1 




Network diameter (km) 4.866 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 2.467 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 2400.000 (2400000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
A.6.5. Report RedIRIS aplicant algorismes avariciosos 
 
Algorisme utilitzat: TCA_nearestNeighborTSP.java. 
 
Amb el paràmetre d'entrada ''initialNode=0'', veiem que després d'aplicar 
l'algorisme, els km totals són 77.37. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 54 




Average link distance (km) 2.865 
Network diameter (hops) 13 
Network diameter (km) 38.679 
Average shortest path distance (hops) 7.000 
Average shortest path distance (km) 16.841 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 
Capacity metrics  
 
 
Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 5400.000 (5400000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
Amb el paràmetre d'entrada ''initialNode=4'', veiem que després d'aplicar 
l'algorisme, els km totals són 82.69. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 54 
Average node degree 2.000 
Average link distance (km) 3.063 
Network diameter (hops) 13 
Network diameter (km) 41.154 




Average shortest path distance (hops) 7.000 
Average shortest path distance (km) 18.364 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 5400.000 (5400000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
Amb el paràmetre d'entrada ''initialNode=12'', veiem que després d'aplicar 
l'algorisme, els km totals són 77.93. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 54 
Average node degree 2.000 
Average link distance (km) 2.886 
Network diameter (hops) 13 
Network diameter (km) 38.809 
Average shortest path distance (hops) 7.000 




Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 5400.000 (5400000000000.000) 




Amb el paràmetre d'entrada ''initialNode=20'', veiem que després d'aplicar 
l'algorisme, els km totals són 73.02. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 54 
Average node degree 2.000 
Average link distance (km) 2.704 
Network diameter (hops) 13 
Network diameter (km) 36.084 
Average shortest path distance (hops) 7.000 
Average shortest path distance (km) 16.319 
Connected topology? Yes 
Bidirectional topology (links)? Yes 




Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 5400.000 (5400000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
A.6.6. Report RedIRIS aplicant algorismes de GRASP 
 
Algorisme utilitzat: TCA_GRASP_TSP.java. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 54 
Average node degree 2.000 
Average link distance (km) 2.494 
Network diameter (hops) 13 
Network diameter (km) 33.571 
Average shortest path distance (hops) 7.000 
Average shortest path distance (km) 14.807 
Connected topology? Yes 
Bidirectional topology (links)? Yes 




Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 5400.000 (5400000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
A.6.7. Report RedIRIS aplicant algorismes ACO 
 
Algorisme utilitzat: TCA_ACO_TSP.java. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 54 
Average node degree 2.000 
Average link distance (km) 2.522 
Network diameter (hops) 13 
Network diameter (km) 33.739 
Average shortest path distance (hops) 7.000 
Average shortest path distance (km) 15.086 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 










Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 5400.000 (5400000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
A.6.8. Report RedIRIS aplicant algorismes de tipus gradient 
 
Algorisme utilitzat: FBA_projectedGradient.java. 
 




Number of nodes (|N|) 27 
Number of unidirectional links (|E|) 78 
Average node degree 2.889 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.764 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 










Maximum capacity installed in a link (Erlangs, 
bps) 20.000 (20000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 13.590 (13589743589.744) 
Total capacity installed in a link (Erlangs, bps) 1060.000 (1060000000000.000) 
Capacity module size (Erlangs, bps) 10.000 (10000000000.000) 
 




Total offered traffic (Erlangs, bps) 10.518 (10518383056.949) 
Total carried traffic (Erlangs, bps) 10.518 (10518383056.949) 
Average offered traffic per demand (Erlangs, bps) 0.015 (14983451.648) 
Average carried traffic per demand (Erlangs, bps) 0.015 (14983451.648) 
Blocked traffic (%) 0.000 




A.7. Reports xarxa GÉANT 
A.7.1. Introducció 
 
En aquest apartat dels Annexos es presenten els Reports obtinguts amb les 
simulacions dels algorismes aplicats sobre la xarxa GÉANT. D'aquesta manera 
obtenim els informes de recollida de mesures de rendiment, gràcies a l'eina que 
ens proporciona Net2Plan. 
 
A continuació, podem veure els reports complets de la topologia de xarxa 
"TopologiaGEANT2012.n2p" després d’aplicar "Report_networkDesign" amb 
els diferents algorismes, que ens aporta informació sobre les mètriques de la 




xarxa; en aquest cas mètriques de topologia i capacitat dels enllaços i, en el 
cas de la xarxa GÉANT, al disposar de la matriu de trànsit 
"MatriuTomogravetatGEANT.n2p" i aplicar-la sobre la xarxa, també obtindrem 
informació corresponent a les mètriques del trànsit de xarxa. 
 
A.7.2. Report xarxa GÉANT sense aplicar cap algorisme 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 44.138 (44137931034.483) 
Total capacity installed in a link (Erlangs, bps) 2560.000 (2560000000000.000) 










Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 




A.7.3. Report GÉANT aplicant algorismes CFA 
 
Algorisme utilitzat: CFA_shortestPathFixedUtilization.java 
 
Amb el paràmetre d'entrada "spType=km". 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 




Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 
 




Maximum capacity installed in a 
link (Erlangs, bps) 
15389873738.329 
(15389873738328687000.000) 
Minimum capacity installed in a 
link (Erlangs, bps) 
390643233.587 
(390643233587435710.000) 








Capacity module size (Erlangs, 
bps) 2147483.647 (2147483647000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 








Blocked traffic (%) 0.000 
Avg. number of hops 3.115 
 
 









Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 




Maximum capacity installed in a 
link (Erlangs, bps) 
13540621327.842 
(13540621327841886000.000) 
Minimum capacity installed in a 
link (Erlangs, bps) 
188463552.965 
(188463552964704640.000) 








Capacity module size (Erlangs, 
bps) 2147483.647 (2147483647000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 





Total carried traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 








Blocked traffic (%) 0.000 
Avg. number of hops 2.661 
 
 
A.7.4. Report GÉANT aplicant algorismes FA 
 
Algorisme utilitzat: FA_minBottleneckUtilization_xp.java 
 
Amb els paràmetres d'entrada ''k=1'' i "non-bifurcated=true'', el número de 
camins admissibles són 306. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 







Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 44.138 (44137931034.483) 
Total capacity installed in a link (Erlangs, bps) 2560.000 (2560000000000.000) 
Capacity module size (Erlangs, bps) 10.000 (10000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 








Blocked traffic (%) 0.000 
Avg. number of hops 3.115 
 
 
Amb els paràmetres d'entrada ''k=4'' i "non-bifurcated=true'', el número de 
camins admissibles són 1124. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 




Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 44.138 (44137931034.483) 
Total capacity installed in a link (Erlangs, bps) 2560.000 (2560000000000.000) 
Capacity module size (Erlangs, bps) 10.000 (10000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 








Blocked traffic (%) 0.000 






Amb els paràmetres d'entrada ''k=4'' i "non-bifurcated=false'', el número de 
camins admissibles són 1124. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 44.138 (44137931034.483) 
Total capacity installed in a link (Erlangs, bps) 2560.000 (2560000000000.000) 
Capacity module size (Erlangs, bps) 10.000 (10000000000.000) 
 
 








Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 








Blocked traffic (%) 0.000 
Avg. number of hops 3.115 
 
 
A.7.5. Report GÉANT aplicant algorismes TCA 
 
Algorisme utilitzat: TCA_nodeLocationILP.java. 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0'' i ''k_max=1000'', el número 
de nodes troncals és 1. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 17 
Average node degree 0.944 
Average link distance (km) 15.193 
Network diameter (hops) 1 
Network diameter (km) 26.995 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 15.193 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 










Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 1700.000 (1700000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 0.000 (0.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 
Average offered traffic per demand (Erlangs, bps) 0.000 (0.000) 
Average carried traffic per demand (Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 0.000 
Avg. number of hops 0.000 
 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0.001'' i ''k_max=1000'', el 
número de nodes troncals és 1. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 17 
Average node degree 0.944 




Average link distance (km) 9.915 
Network diameter (hops) 1 
Network diameter (km) 16.022 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 9.915 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 1700.000 (1700000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 0.000 (0.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 
Average offered traffic per demand (Erlangs, bps) 0.000 (0.000) 
Average carried traffic per demand (Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 0.000 






Amb els paràmetres d'entrada ''linkCostPerKm=0.05'' i ''k_max=1000'', el 
número de nodes troncals són 4. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 14 
Average node degree 0.778 
Average link distance (km) 4.556 
Network diameter (hops) 1 
Network diameter (km) 8.390 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 4.556 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 1400.000 (1400000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
Traffic (demands and routing) metrics  
 






Total offered traffic (Erlangs, bps) 0.000 (0.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 
Average offered traffic per demand (Erlangs, bps) 0.000 (0.000) 
Average carried traffic per demand (Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 0.000 
Avg. number of hops 0.000 
 
 
Amb els paràmetres d'entrada ''linkCostPerKm=0.1'' i ''k_max=1000'', el número 
de nodes troncals són 5. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 13 
Average node degree 0.722 
Average link distance (km) 4.047 
Network diameter (hops) 1 
Network diameter (km) 8.390 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 4.047 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 





Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 1300.000 (1300000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 0.000 (0.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 
Average offered traffic per demand (Erlangs, bps) 0.000 (0.000) 
Average carried traffic per demand (Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 0.000 
Avg. number of hops 0.000 
 
 
A.7.6. Report GÉANT aplicant algorismes de cerca local 
 
Algorisme utilitzat: TCA_LS_nodeLocation.java. 
 
Amb el paràmetre d'entrada ''linkCostPerKm=0'', el número de nodes troncals 
és 1. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 17 
Average node degree 0.944 
Average link distance (km) NaN 
Network diameter (hops) 1 
Network diameter (km) NaN 
Average shortest path distance (hops) 1.000 




Average shortest path distance (km) NaN 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 1700.000 (1700000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 
Avg. number of hops 0.000 
 
 










Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 13 
Average node degree 0.722 
Average link distance (km) 4.429 
Network diameter (hops) 1 
Network diameter (km) 8.550 
Average shortest path distance (hops) 1.000 
Average shortest path distance (km) 4.429 
Connected topology? No 
Bidirectional topology (links)? No 
Bidirectional topology (links & capacities)? No 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 1300.000 (1300000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 





Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 
Avg. number of hops 0.000 
 
 
A.7.7. Report GÉANT aplicant algorismes avariciosos 
 
Algorisme utilitzat: TCA_nearestNeighborTSP.java. 
 
Amb el paràmetre d'entrada ''initialNode=0'', veiem que després d'aplicar 
l'algorisme, els km totals són 121.74. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 36 
Average node degree 2.000 
Average link distance (km) 6.763 
Network diameter (hops) 9 
Network diameter (km) 60.841 
Average shortest path distance (hops) 4.765 
Average shortest path distance (km) 29.564 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 







Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 3600.000 (3600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 




Amb el paràmetre d'entrada ''initialNode=4'', veiem que després d'aplicar 
l'algorisme, els km totals són 114.20. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 36 
Average node degree 2.000 
Average link distance (km) 6.344 




Network diameter (hops) 9 
Network diameter (km) 56.404 
Average shortest path distance (hops) 4.765 
Average shortest path distance (km) 27.562 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 3600.000 (3600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 






Amb el paràmetre d'entrada ''initialNode=12'', veiem que després d'aplicar 
l'algorisme, els km totals són 122.20. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 36 
Average node degree 2.000 
Average link distance (km) 6.789 
Network diameter (hops) 9 
Network diameter (km) 61.033 
Average shortest path distance (hops) 4.765 
Average shortest path distance (km) 29.357 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 3600.000 (3600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 
Traffic (demands and routing) metrics  
 






Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 
Avg. number of hops 0.000 
 
 
Amb el paràmetre d'entrada ''initialNode=17'', veiem que després d'aplicar 
l'algorisme, els km totals són 113.93. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 36 
Average node degree 2.000 
Average link distance (km) 6.330 
Network diameter (hops) 9 
Network diameter (km) 56.958 
Average shortest path distance (hops) 4.765 
Average shortest path distance (km) 29.268 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 







Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 3600.000 (3600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 




A.7.8. Report GÉANT aplicant algorismes de refredament simulat 
 
Algorisme utilitzat: FA_SAN_minCongestion.java. 
 
Amb el paràmetre d'entrada ''k=0'', veiem que després d'aplicar l'algorisme, la 
congestió és 3.11. 
 




Number of nodes (|N|) 18 




Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 44.138 (44137931034.483) 
Total capacity installed in a link (Erlangs, bps) 2560.000 (2560000000000.000) 
Capacity module size (Erlangs, bps) 10.000 (10000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 











Blocked traffic (%) 0.000 
Avg. number of hops 3.888 
 
 
Amb el paràmetre d'entrada ''k=100'', veiem que després d'aplicar l'algorisme, 
la congestió és 3.07. 
 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 44.138 (44137931034.483) 
Total capacity installed in a link (Erlangs, bps) 2560.000 





Capacity module size (Erlangs, bps) 10.000 (10000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 








Blocked traffic (%) 0.000 
Avg. number of hops 6.183 
 
 
A.7.9. Report GÉANT aplicant algorismes de GRASP 
 
Algorisme utilitzat: TCA_GRASP_TSP.java. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 36 
Average node degree 2.000 
Average link distance (km) 5.607 
Network diameter (hops) 9 
Network diameter (km) 50.335 
Average shortest path distance (hops) 4.765 
Average shortest path distance (km) 26.471 
Connected topology? Yes 




Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 3600.000 (3600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 53115713585.967 (53115713585967420000.000) 
Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 
Avg. number of hops 0.000 
 
 
A.7.10. Report GÉANT aplicant algorismes ACO 
 
Algorisme utilitzat: TCA_ACO_TSP.java. 
 








Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 36 
Average node degree 2.000 
Average link distance (km) 5.764 
Network diameter (hops) 9 
Network diameter (km) 51.711 
Average shortest path distance (hops) 4.765 
Average shortest path distance (km) 26.397 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Minimum capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 100.000 (100000000000.000) 
Total capacity installed in a link (Erlangs, bps) 3600.000 (3600000000000.000) 
Capacity module size (Erlangs, bps) 100.000 (100000000000.000) 
 
 









Total carried traffic (Erlangs, bps) 0.000 (0.000) 




Average carried traffic per demand 
(Erlangs, bps) 0.000 (0.000) 
Blocked traffic (%) 100.000 
Avg. number of hops 0.000 
 
 
A.7.11. Report GÉANT aplicant algorismes de tipus gradient 
 
Algorisme utilitzat: FBA_projectedGradient.java. 
 




Number of nodes (|N|) 18 
Number of unidirectional links (|E|) 58 
Average node degree 3.222 
Average link distance (km) 0.000 
Network diameter (hops) 5 
Network diameter (km) 0.000 
Average shortest path distance (hops) 2.647 
Average shortest path distance (km) 0.000 
Connected topology? Yes 
Bidirectional topology (links)? Yes 
Bidirectional topology (links & capacities)? Yes 
Simple topology? Yes 
 
 




Maximum capacity installed in a link (Erlangs, 100.000 (100000000000.000) 





Minimum capacity installed in a link (Erlangs, 
bps) 10.000 (10000000000.000) 
Average capacity installed in a link (Erlangs, 
bps) 44.138 (44137931034.483) 
Total capacity installed in a link (Erlangs, bps) 2560.000 (2560000000000.000) 
Capacity module size (Erlangs, bps) 10.000 (10000000000.000) 
 
 




Total offered traffic (Erlangs, bps) 11.708 (11708073799.375) 
Total carried traffic (Erlangs, bps) 11.708 (11708073799.375) 
Average offered traffic per demand (Erlangs, bps) 0.038 (38261679.083) 
Average carried traffic per demand (Erlangs, bps) 0.038 (38261679.083) 
Blocked traffic (%) 0.000 
Avg. number of hops 2.407 
 
