Ecologists are struggling to explain how so many tropical tree species can coexist in tropical forests, and several empirical studies have demonstrated that negative density dependence is an important mechanism of treespecies coexistence 1,2 . Volkov et al. 3 compare a model incorporating negative density dependence with a dispersal-limited neutral model 4 and claim that each predicts six empirical species-abundance distributions of tropicaltree communities equally well. However, we show here that their main conclusion is premature: when the two models are compared in an improved analysis, we find that the dispersal-limited model outcompetes the densitydependent model in all six cases. Hence, although density dependence is certainly an important diversity-maintaining mechanism, our improved approach indicates that the dispersal-limited model provides a more parsimonious explanation of empirical speciesabundance distributions.
Ecologists are struggling to explain how so many tropical tree species can coexist in tropical forests, and several empirical studies have demonstrated that negative density dependence is an important mechanism of treespecies coexistence 1, 2 . Volkov et al. 3 compare a model incorporating negative density dependence with a dispersal-limited neutral model 4 and claim that each predicts six empirical species-abundance distributions of tropicaltree communities equally well. However, we show here that their main conclusion is premature: when the two models are compared in an improved analysis, we find that the dispersal-limited model outcompetes the densitydependent model in all six cases. Hence, although density dependence is certainly an important diversity-maintaining mechanism, our improved approach indicates that the dispersal-limited model provides a more parsimonious explanation of empirical speciesabundance distributions.
Volkov et al. compare model performances by applying a maximum-likelihood method to empirical species-abundance distributions. They use an approximate-likelihood function 5 , but an exact likelihood is now available for the dispersal-limited model that is based on a proper sampling theory 6, 7 . We applied the new maximum-likelihood method to the data sets used by Volkov et al. and based our model comparison on the difference in the models' AIC, defined as twice the number of parameters in the model minus twice its maximum log-likelihood 8 . We found that the dispersal-limited model performed significantly better than the densitydependent model for all six forests ( Table 1) . The probability that the density-dependent model performed better than the dispersallimited model (mathematically defined as the Akaike weight 8 ) was always less than 1%. Even a dispersal-unlimited neutral model performed better than the density-dependent model in two cases out of six. Thus the claim by Volkov et al. that density dependence gives an equally sufficient mechanistic explanation for species-abundance distributions, in addition to and independent of dispersal limitation, is unsubstantiated.
How can one test the claim of Volkov et al. that alternative models cannot be distinguished, in principle or in practice, given just the speciesabundance distributions? Volkov et al. support their assertion by arguing that the ratio r n , computed from the expected number of species with a given abundance 3 , looks the same for all models when plotted against n. However, they do not convincingly show that these graphs are the contribution of density dependence to patterns of species diversity are needed 9, 10 . The performance of three species-abundance models are compared in six large tropical forest dynamic plots containing J sampled individuals and S species. Parameters ǹ and m are the maximum-likelihood estimates in model 1. L 1 , L 2 and L 3 represent the maximum log-likelihood values for the respective models. Model ranking was based on the Akaike weights, w i , the probability that model i is more likely than the model with the lowest AIC tion, in which the birth and death rates for a species with n individuals is given by b n ǃb*n +c* and d n ǃd*n, respectively, or the equivalent per capita rates are b n /nǃb*+c*/n and d n /nǃd*, where b* and d* represent the intrinsic per capita birth and death rates, respectively, and c* is a constant that captures the effects of immigration from a surrounding metacommunity that has a uniform distribution of species. This model can equally well be envisaged as arising not from immigration but from a density-dependent birth mechanism, so it is impossible to determine the biology underlying the resulting RSA data without additional information.
As a second example, consider the dispersal limitation model studied by Volkov et al. 3 using the biodiversity parameter ǹǃ50 and the immigration parameter mǃ0.1. Figure 1 shows the RSA data for this model obtained through the analytical expression derived in ref. 3 , as well as a graph of the density-dependent birth-death rate ratio r n plotted aginst n,
, where ᑠȠ n ᑟ represents the mean number of species with abundance n).
Assume now that we were given the RSA data (Fig. 1, top) and asked what we could learn from it. Clearly, the dispersal-limitation model from which the data were derived provides a perfect description of the data, so it might be tempting to conclude that the mechanism underlying the data is in fact dispersal limitation with the selected model parameters. However, a symmetric density-dependence mechanism that gives r n versus n (Fig. 1 , bottom) would also yield exactly the same RSA data. Furthermore, r n does not constrain the individual birth and death rates, but only their ratio. This provides even greater flexibility in the range of models and mechanisms that are able to fit the data exactly.
Turning to the narrower issue of the comparison between two simplified models, the table presented by Chave et al. 2 is misleading because their analysis is inconsistent. Our assumption 1 was that the RSA data were a measure of ᑠȠ n ᑟ, the average RSA, whereas Chave et al. 2 consider the multivariate probability distribution for Ƞ n and maximize it for the snapshot in question. To compare the two models consistently, we computed ᑠȠ n ᑟ by generating 100,000 realizations of each plot with the estimates by Chave et al. 2 of the parameters ǹ and m. The results for four forests (forests with a large value of m are very slow in their convergence) shown in Table 1 do not support the claim by Chave et al.
.
In summary, any RSA data set is exactly equivalent to an effective symmetric densitydependence model. The key unknown is what led to this effective density dependence: did it arise from a dispersal-limitation model, by some other mechanism, or is there intrinsic symmetric density dependence at play? It is not possible, in principle or in practice, to distinguish between these options given just the RSA data 1 . A comparison is shown between the analysis by Chave et al. 2 of the dispersal-limitation model (L 1 ), the density-dependent symmetric model (L 2 ) and the dispersal-limitation model proposed in ref. 3 (L 3 ) (the smaller the absolute value of L, the maximum log-likelihood value, the better the quality of the fit). Both dispersal-limitation models produce almost identical fits and are statistically comparable to the density-dependent model. Top, plot of ᑠȠ n ᑟ, the average number of species with abundance n, against n for the model described in ref.2, using the biodiversity parameter ǹǃ50, the immigration parameter mǃ0.1 and a population of 20,000. Bottom, plot of r n , the densitydependent birth rate-death rate ratio, against n, deduced from the RSA data.
