We study the wellposedness for multi-dimensional and coupled systems of forward-backward SDEs when the generator can be separated into a quadratic and a subquadratic part. We obtain the existence and uniqueness of the solution on a small time interval. Moreover, the continuity and differentiability with respect to the initial value are presented.
Introduction
Nonlinear FBSDEs are systems of forward and backward stochastic differential equations. Their general form is
for a given initial value x and a multi-dimensional Brownian motion W . These systems naturally appear in numerous areas of applied mathematics including stochastic control and mathematical finance. Moreover, they provide solutions or viscosity solutions to various types of parabolic partial differential equations, and as shown recently by Fromm et al. [10] , they can be used in the study of the Skorokhod embedding problem. In the Markovian setting, coupled FBSDEs are linked to parabolic PDEs, the solutions of which provide existence for the FBSDE, see Ma et al. [19] . For non-Markovian systems, existence for sufficiently small time horizons T have been obtained by Delarue [5] using a contraction method. Well-posedness of the system has been investigated by Ma et al. [20] using the socalled decoupling field method, a technique that is significantly refined and extended to multidimensional systems by Fromm and Imkeller [9] . The above mentioned results on coupled FBSDEs assume Lipschitz continuity of the generator g. However, FBSDEs appearing in the study of stochastic control problems are typically of quadratic growth in Z. For instance, this class of systems are shown to characterize solutions of utility maximization problems with nontrivial terminal endowment, see Horst et al. [12] . The present paper's concern is the existence and uniqueness of solutions of such coupled systems, with quadratic grow and in the multidimensional case. If the system is decoupled, then the forward stochastic differential equation (SDE) and the backward stochastic differential equation (BSDE) can be studied independently. In case that the terminal condition ξ = h(X T ) is square integrable and the generator Lipschitz continuous, existence and uniqueness of the BSDEs has been proved by Pardoux and Peng [21] . If Y is one-dimensional and g is allowed to have quadratic growth in the control process Z, BSDEs' solutions have been obtained by Kobylanski [17] for the case of bounded terminal conditions. Moreover, Barrieu and El Karoui [2] obtained existence under improved conditions, in particular with respect to the integrability conditions on the terminal condition. We further refer to Delbaen et al. [6] , Cheridito and Nam [3] and Heyne et al. [11] for results on one-dimensional superquadratic BSDEs and decoupled FBSDEs. Existence of quadratic BSDEs in the multi-dimensional case is being the subject of intensive research especially due to their connection to equilibrium in incomplete market, see for instance Kardaras et al. [15] . Recent contributions have been made for instance by Cheridito and Nam [4] , Frei [7] and Jamneshan et al. [14] . In Hu and Tang [13] , it was proved using BMO-martingale estimates that if the terminal condition is bounded and the generator can be decomposed into the sum of a quadratic function of Z and a function that has linear growth in Y and subquadratic growth in Z, then the equation admits a solution for sufficiently small time horizons. BMO-martingale estimates play a central role in our investigation of coupled FBSDEs with quadratic growth. Our main result focuses on a non-Markovian setting, where we consider an FBSDE with bounded terminal condition and a generator that does not grow faster than the quadratic function. In this setting, we show that the stochastic integral of the candidate control process is a BMO-martingale so that its stochastic exponential defines an equivalent probability measure. Thus, the Banach fixed point theorem can be applied using a change of measures and properties of BMO-martingales to prove existence and uniqueness. We further show using similar estimates that the solution (X, Y, Z) is continuous and differentiable with respect to the initial value x. To the best of our knowledge, the only works considering existence of coupled FBSDEs with quadratic growth are the article of Antonelli and Hamadène [1] and the Ph.D. thesis of Fromm [8] and the preprint by Kupper et al. [18] . In [1] the focus is on global solvability. The authors consider a one-dimensional equation with one dimensional Brownian motion and impose monotonicity conditions on the coefficient so that comparison principles for SDEs and BSDEs can be applied. A (non-necessarily unique) solution is then obtained by monotone convergence of an iterative scheme. In [8, Chapter 3] , a fully coupled Markovian FBSDE is considered with one-dimensional forward and value processes and locally Lipschitz generator in (Y, Z) and a existence of a unique global solution is obtained using the technique of decoupling fields. See also [8, Chapter 4] for an extension of this result to multi-dimension and locally Lipschitz generator in Z, for small time horizons. The main idea of [18] rests on Malliavin differentiability of solutions in the Lipschitz setting and the focus is on global existence of multidimensional superquadratic equations in the Markovian case. The structure of the rest of the paper is the following: In the next section we make precise the probabilistic setting, introduce some notation and state our main existence and uniqueness result. Section 3 is dedicated to the proof of our main result and study of regularity of solutions.
Preliminaries and main results
We work on a filtered probability space (Ω, F, (F t ) t∈[0,T ] , P ) with T ∈ (0, ∞). We assume that the filtration is generated by a d-dimensional Brownian motion W , is complete and right continuous. Let us also assume that F = F T . We endow Ω × [0, T ] with the predictable σ-algebra and R k with its Borel σ-algebra. Unless otherwise stated, all equalities and inequalities between random variables and processes will be understood in the P -a.s. and P ⊗ dt-a.e. sense, respectively. For p ∈ [1, ∞] and m, l ∈ N, we denote by S p (R m ) the space of predictable and
where |·| denotes the Euclidean norm, and by H p (R l×d ) the space of predictable processes
of Z with respect to W . From Protter [22] , Z · W defines a continuous martingale for any Z ∈ H p (R l×d ). Let us further define by BMO p , with p ∈ [1, ∞), the space of martingales M valued in R l such that
where the supremum is taken over all stopping times valued in [0, T ]. In the sequel, we will denote BMO the space BMO 2 . We are interested in studying existence and uniqueness of predictable solutions (X, Y, Z) of a coupled system of the form
in the case where the generator g can be separated into a quadratic and subquadratic part in the control variable Z and in the non-Markovian setting. We obtain the existence of (2.1) provided that the time horizon is sufficiently small. In fact, consider the conditions
for all x, x ∈ R m and y, y ∈ R l .
where f and l are measurable functions with
for some 0 ≤ ε < 1 and for all x, x ∈ R m , y, y ∈ R l and z, z ∈ R l×d .
(B4) h : Ω × R m → R l is measurable and there exist k 7 , λ 5 ≥ 0 such that
The main result of this work is the following:
Then, there exists a constant C k,λ depending only on the coefficients k i and λ i such that if T ≤ C k,λ , then there exist two constants
FBSDEs with quadratic growth
Before giving the proof of Theorem 2.1, let us recall some properties of BMO-martingales from Kazamaki [16] .
for any uniformly integrable martingale M .
(P2) For K > 0, there are constants c 1 > 0 and c 2 > 0 such that for any BMO-martingales M and N , such that
is the BMO-norm under the measureP .
Proof of Theorem 2.1
Consider the function Ψ mapping any processes (y, z) such that (y, z · W ) ∈ S ∞ (R l ) × BMO to the solution (Y, Z) of the following decoupled FBSDE:
By (B1) and (B2), the process X exists and is unique, see for instance [22] . The backward equation in (3.1) is composed of l times 1-dimensional quadratic BSDEs. Due to (B3) and (B4), it admits a unique solution, see [13, Lemma 2.5] . Thus, Ψ is well defined. Furthermore, for T small enough there exist two positive constants C 1 and C 2 depending only on T and λ i , i = 2, . . . , 5, such that Ψ maps the set
to itself, see [13] or [14] . Let (y, z), (ȳ,z) ∈ B. Put Ψ(y, z) = (Y, Z) and Ψ(ȳ,z) = (Ȳ ,Z) and let X andX be the solution of the forward equation in (3.1) associated to (y, z) and (ȳ,z), respectively. By the Lipschitz continuity property of b, we have
Hence Gronwall's inequality yields
On the other hand, for every i = 1, . . . , l, 
Let us denote by δY i := Y i −Ȳ i , δZ i := Z i −Z i , δX := X −X, δy := y −ȳ and δz := z −z.
Taking the square and the conditional expectation with respect to F t andP i on both sides of the previous equality, we have
where we used the Lipschitz and local Lipschitz continuity properties of h and l, and 2ab ≤ a 2 + b 2 . By Hölder's inequality and 2ab ≤ a 2 + b 2 again, it holds
Now, we can further estimate the last term of the right hand side above as follows:
Therefore, (3.2) and the property (P1) yield
.
With the strictly positive constants c 1 , c 2 depending only on k 3 and C 2 from the property (P2),
Letting T be small enough so that
it follows that Ψ defines a contraction mapping. Then, there exists a fixed point (Y, Z) ∈ B.
Hence there exists a constant C k,λ which depends only on k i , λ i such that when
Regularity of solutions
Let x ∈ R m , we denote by (X x , Y x , Z x ) the unique solution of the FBSDE (2.1) with initial condition x. The following two results provide regularity of the solution upon the parameter x.
Theorem 3.1 (Continuity). Assume that (B1)-(B4) hold. With the same constant C k,λ as in
Proof. Let T ≤ C k,λ and (X x , Y x , Z x ) be the solution of the FBSDE (2.1) for any x ∈ R. Notice that X x − X x is bounded. In fact, using the Lipschitz continuity condition on b, we have
by Gronwall's lemma. Thus
On the other hand, arguing such as in the proof of Theorem 2.1, we have, for each i = 1, . . . , l,
s ) is a Brownian motion under the equivalent measureP i = E(η i · W ) T · P . Hence, similar to Theorem 2.1, with the same constants c 1 , c 2 and C 2 ,
Therefore, it follows from (3.3) that
and
Combining with (3.4) 
Proof. Let T ≤ C k,λ , x, x ∈ R m and λ, λ > 0. Let e j = (0, . . . , 1, . . . , 0) be the unit vector in R m the jth component of which is 1 and all the others 0. Given (X x+λe i , Y x+λe j , Z x+λe j ); (X x +λ e j , Y x +λ e j , Z x +λ e j ) and (X x , Y x , Z x ), (X x , Y x , Z x ) solutions of the FBSDE (2.1), we define the processes N x,λ := (
and ∆ x,λ , respectively for each i = 1, . . . , l. Let us first show that there exists a constant C independent of x and λ such that
and ∂ x b and ∂ y b are bounded, it follows from Gronwall's inequality that
We have
Hence, similar to the proof of Theorem 2.1, we have
s +θ s Z i,x+λe j s |) for some predictable processθ s ∈ [0, 1] is a Brownian motion under the equivalent measureP i = E(ζ i · W ) T · P . Therefore similar to Theorem 2.1, with the same constants c 1 , c 2 and C 2 ,
(3.10) and
Combining with (3.9) ,
Now, estimating the difference gives Then, using (B1) and (B6) and applying Gronwall's lemma, we have
On the other hand, . 0 ζ i s ds is defined as above. Rearranging the terms on the right hand side such as in (3.13) using successively (B3), (B4), (B6) and using Cauchy-Schwarz' inequality, similar to Theorem 2.1, with the same constants c 1 , c 2 , C 2 , we have
