Today, despite decades of developments in medicine and the growing interest in precision healthcare, vast majority of diagnoses happen once patients begin to show noticeable signs of illness. Early indication and detection of diseases, however, can provide patients and carers with the chance of early intervention, better disease management, and efficient allocation of healthcare resources. The latest developments in machine learning (more specifically, deep learning) provides a great opportunity to address this unmet need. In this study, we introduce BEHRT: A deep neural sequence transduction model for EHR (electronic health records), capable of multitask prediction and disease trajectory mapping. When trained and evaluated on the data from nearly 1.6 million individuals, BEHRT shows a striking absolute improvement of 8.0-10.8%, in terms of Average Precision Score, compared to the existing state-of-the-art deep EHR models (in terms of average precision, when predicting for the onset of 301 conditions). In addition to its superior prediction power, BEHRT provides a personalised view of disease trajectories through its attention mechanism; its flexible architecture enables it to incorporate multiple heterogeneous concepts (e.g., diagnosis, medication, measurements, and more) to improve the accuracy of its predictions; and its (pre-)training results in disease and patient representations that can help us get a step closer to interpretable predictions.
Introduction
The field of precision healthcare aims to improve the provision of care through precise and personalised prediction, prevention, and intervention.
In recent years, advances in deep learning (DL) -a subfield of machine learning (ML) -has led to great progress towards personalised predictions in cardiovascular medicine, radiology, neurology, dermatology, ophthalmology, and pathology, just to name a few. For instance, [1] introduced a DL model that can predict the risk of lung cancer from a patient's tomography images with a striking 94.4% accuracy; [2] showed that DL can predict a range of cardiovascular risk factors from just a retinal fundus photograph; and the list continues (more examples can be found in [3] and [4] ). A key contributing factor to this success, in addition to the developments in DL algorithms, was the massive influx of large multimodal biomedical data, including but not limited to, mega cohorts such as UK Biobank [5] , and routinely-collected health data such as electronic health records (EHR) [6] .
In the recent years, the adoption of EHR systems has greatly increased; percent of hospitals in the US and UK that have adopted EHR systems now exceeds 84% and 94%, respectively [7, 8] . As a result, EHR systems of a national (and/or a large) medical organisation now are likely to capture data from millions of individuals over many years (or decades, sometimes). Each individual's EHR can link data from many sources (e.g., doctor visits and hospital episodes) and hence contain "concepts" such as diagnoses, interventions, lab tests, clinical narratives, and more. Each instance of a concept can mean a single or multiple data points; just a single hospitalisation alone, for instance, can generate thousands of data points for an individual, whereas a diagnosis can be a single data point (i.e., an ICD code). This makes large-scale EHR a uniquely rich source of insight and an unrivalled data for training data-hungry ML models.
In traditional research on EHR (including the ones using ML), individuals are represented to models as a vector of attributes, or "features" [9] . This approach relies on experts' ability to define the appropriate features, and design the model's structure (i.e., answering questions such as "what are the key features for this prediction?" or, "which features should have interactions with one another?"). Recent developments in deep learning, however, provided us with models that can learn useful representations (e.g., of individuals, concepts, or an entire record) from raw or minimally-processed data, with minimal need for expert guidance. This happens through a sequence of layers, each employing a large number of simple linear and nonlinear operations to map their corresponding inputs to a representation; the progress from layer to layer, is expected to result in a final representation in which the data points form distinguishable patterns.
As one of the earliest works on applying deep learning to EHR, Liang et al [10] showed that deep neural networks can outperform SVM and decision tree paired with manual feature engineering, over a number prediction tasks on a number of different datasets. In another early work in this space, Tran et al [11] proposed the use of restricted Boltzmann machines (RBM) for learning a distributed representation of EHR, which was shown to outperform the manual feature extraction, when predicting the risk of suicide from individuals' EHR. In a similar approach, Miotto et al [12] employed a stack of denoising autoencoders (SDA) instead of RBM, and showed that it outperforms many popular feature extraction and feature transformation approaches (e.g., PCA, ICA and Gaussian mixture models) for providing classifiers with useful features to predict the onset of a number of diseases from EHR.
These early works on the application of DL to EHR did not take into account the subtleties of EHR data (e.g., the irregularity of the inter-visit intervals, and the temporal order or events, to name a few). In attempt to address this, Nguyen et al [13] introduced a convolutional neural network (CNN) model called Deepr (Deep record) for predicting the probability of readmission; they treated one's medical history as a sequence of concepts (e.g., diagnosis and medication) and inserted a special word between each pair of consecutive visits to denote the time difference between them. In another similar attempt, Choi et al. [14] introduced a shallow recurrent neural network (RNN) model to predict the diagnoses and medications that are likely to occur in the subsequent visit. Both these works employed some form of embedding to map the non-numeric medical concepts to an algebraic space in which the sequence models can operate.
One of the improvements that was next introduced to the DL models of EHR aimed to enable them to capture the long-term dependencies among events (e.g., key diagnoses such as diabetes can stay a risk factor over a person's life, even decades after their first occurrence; certain surgeries may prohibit certain future interventions). Pham et al [15] introduced a Long Short-Term Memory (LSTM) architecture with attention mechanism, called DeepCare, which outperformed standard ML techniques, LSTM, and plain RNN in tasks such as prediction of the onset of diabetes. In a similar development, Choi et al [16] proposed a model based on reverse-time attention mechanism to consolidate past influential visits using an end-to-end RNN model named RETAIN for the prediction of heart failure. RETAIN outperformed most of the models at the time of its publication and provided a decent baseline for the medical deep learning research [17] .
In this study, given the success of deep sequence models and attention mechanisms in the past DL research for EHR, we aim to build on some of the latest developments in deep learning and natural language processing (NLP) -more specifically, Transformer architecture [18] -while taking into account various EHR-specific challenges, and provide improved accuracy for the prediction of future diagnoses. We named our model BEHRT (i.e., BERT for EHR), due to architectural similarities that it has with (and our original inspirations that came from) BERT [18] ; one of the most powerful Transformer-based architectures in NLP.
Materials and Methods
In this section, after providing an introduction to our EHR data, we will introduce the earlier works that inspired BEHRT, as well as the novel features that this new architecture contributes to the field.
Data
In this study, we used CPRD (Clinical Practice Research Datalink) [17, 19] ; it contains longitudinal primary care data from a network of 674 general physician (GP) practices in the UK, which is linked to secondary care (i.e., hospital episode statistics, or HES) and other health and administrative databases (e.g., office for national statistics' death registration). Around 1 in 10 GP practices (and nearly 7% of the population) in the UK contribute data to CPRD; it covers 35 million patients, among whom nearly 10 million are currently registered patients [19] . CPRD is broadly representative of the population by age, sex, and ethnicity. It has been extensively validated and is considered as the most comprehensive longitudinal primary care database [20] , with several large-scale epidemiological reports [19, 21, 22] adding to its credibility.
HES, on the other hand, contains data on hospitalisations, outpatient visits, accident and emergency for all admissions to National Health Service (NHS) hospitals in England [23] . Approximately 75% of the CPRD GP practices in England (58% of all UK CPRD GP practices) participate in patient-level record linkage with HES, which is performed by the Health and Social Care Information Centre [24] . In this study, we only considered the data from GP practices that consented to (and hence have) record linkage with HES. The importance of primary care at the centre of the national health system in the UK, the additional linkages, and all the aforementioned properties, make CPRD one of the most suitable EHR datasets in the world for data-driven clinical/medical discovery and machine learning.
Preprocessing of CPRD
We start our preprocessing with 8 million patients; we only included patients that are eligible for linkage to HES and meet CPRD's quality standard (i.e., using the flags and time windows that CPRD provides to indicate the quality of one's EHR). Furthermore, to only keep the records that have enough history to be useful for prediction, we only kept individuals who have at least 5 visits in their EHR. At the end of this process, we are left with P = 1.6 million patients to train and evaluate BEHRT on. More details on the steps we took and the number of patients after each one of them can be seen in In CPRD, diseases are classified using Med Code (which can be simply mapped to NHS's standard Read Code [25] ) and ICD-10 [26] schemes, for primary and hospital care, respectively. In the ICD-10 universe, one can define diseases at the desired level of granularity that is appropriate for the analysis of interest by simply choosing the level of hierarchy they want to operate at; for instance, operating ICD-10 chapter level will lead to 22 diseases, while operation at full ICD-10 code level will lead to 10,000 diseases. With Med Code, however, such a hierarchy does not exist and hence one needs to carry out exhaustive disease review, in order to define the diseases of interest for a given analysis. To alleviate this extra data-processing burden, we first mapped Med Codes to Read Codes (using the mapping provided by CPRD) and excluded the procedure codes. After that, we mapped both ICD-10 codes (at level 4) and Read Codes to Caliber codes [27] , which is an expert checked mapping dictionary from University College London. Eventually, this resulted in a total of G = 301 codes for diagnoses. We denote the list of all these diseases as
, where d i denotes the ith disease code.
For each patient p ∈ {1, 2, . . . , P } the medical history consists of a sequence of visits to GP and hospitals; each visit can contain concepts such as diagnosis, medications, measurements and more. In this study, however, we are only considering the diagnoses; we denote each patient's EHR as V p = {v In order to prepare the data for BEHRT, we order the visits (hence diseases) temporally, and introduce a term to denote the start of medical history (i.e., CLS), and the space between visits (i.e., SEP ), which results in a new sequence, V p = {CLS, v In each visit, the record can consist of concepts such as diagnoses, medications and measurements; all these values are artificial and for illustration purposes. For this study, we are only interested in age and diagnoses. Therefore, as shown in at the bottom of the figure, we have taken only the diagnosis and age subset of the record to form the necessary sequences. This resulting sequence is what we represent every patient's EHR as to our modelling process. Note that, the visits shown in purple boxes are not going to be represented to the model, due to them lacking diagnoses.
BEHRT: A Transformer-based Model for EHR
In this study, we aim to use a given patient's past EHR to predict his/her future diagnoses (if any), as a multi-task classification problem; this will result in a single predictive model that scales across a range of diseases (as opposed to needing to train one predictive model per disease). Modelling of EHR sequences requires dealing with four key challenges [15] : (C.1) complex and nonlinear interactions among past, present and future concepts; (C.2) long-term dependencies among concepts (e.g., diseases occurring early in the history of a patient effecting events far later in future); (C.3) difficulties of representing multiple heterogeneous concepts of variable sizes and forms to the model; and (C.4) the irregular intervals between consecutive visits.
Similarities between sequences in EHR and natural language led to successful use of techniques such as BoW [12] , Skip-gram [14] , RNN [16] , and attention [15, 28] (a la their NLP usage) for learning complex EHR representations in the past. In this study, we get our inspiration from the striking success that Transformers [29] , and more specifically, a Transformer-based architecture known as BERT [18] . By depicting diagnoses as words, the content of in each visit as a sentence, and a patient's entire medical history as a document, we facilitate the the use of multi-headed self-attention, positional encoding, and masked language models (MLM), for EHR -under a new architecture we call BEHRT.
We refer readers to the original papers [18, 29] for an exhaustive background description for both Transformer and BERT. Figure 3B illustrates BEHRT's architecture, which is designed to pre-train deep bidirectional representations of medical concepts by jointly conditioning on both left and right contexts in all layers. The pre-trained representations can be simply employed for a wide range of downstream tasks, e.g., prediction of the next diseases, and disease phenomapping. Such bidirectional contextual awareness of BEHRT's representations is a big advantage when dealing with EHR, where due to variabilities in practice of care and/or simply due to random events, the order at which certain diseases happen can be reversed, or the time interval between two diagnoses can be shorter or longer than actually recorded. Figure 3 : BEHRT architecture. Using the artificial data shown in Figure 2 , (a) shows how BEHRT sees one's EHR. In addition to diagnosis and age, BEHRT also employs an encoding for event's positions (shown as POSITION) to help it understand each event's place in the sequence, and a visit separator (shown as SEGMENT) to help it understand the start and end of a visit. The combination of all these results is a final embedding shown at the bottom of (a), which will be the latent contextual representation of one's EHR at a given visit. Using this pre-trained embedding, BEHRT's deep Transformer-based model -shown in (b) -learns to predict the diseases in one's future.
BEHRT, has many structural advantages over many of the previous methods for modelling EHR data. Firstly, we use feedforward neural networks to model time sensitive EHR data by examining the various forms of sequential order within the data (e.g. age, order of visits) instead of using traditional state-of-the-art RNN and CNN that were explored in the past [13, 16] . Recurrent neural networks are known to be notoriously hard to train, due to their exploding and vanishing gradient problems [30] ; these issues hamper these networks' ability to learn (particularly, when dealing with long sequential data). On the other hand, convolutional neural networks only capture limited amount of information with convolutional kernels in the lower layers, and need to expand their receptive field though increasing the number of layers in a hierarchical architecture. BEHRT's feedforward structure alleviates the exploding and vanishing gradient problems and capture information by considering the full sequence at the same time; a more efficient training through learning the data in parallel rather than in sequence (unlike the RNN).
The embedding layer in BEHRT, as shown in Figure 3 , learns the evolution of one's EHR through a combination of four embeddings: disease, "position", age, and "segment". This combination enables BEHRT to define a representation that can capture one's EHR in as much detail as possible. Disease codes are of course important in informing the model of the future state of one's health. That is, there many common disease trajectories and multi-morbidity patterns [31] that knowing one's past diseases can improve the accuracy of the prediction. Positional encodings are either trainable or pre-determined encodings for a position to determine relative position of words in a sequence of words. Pre-determined encodings are used in this paper to avoid weak learning of positional embedding caused by imbalanced distribution of medical sequence length. Telling the network of a disease's position, enables it to capture the positional interactions among diseases. Given the feed-forward architecture of our network, positional encodings plays a key role in filling the gap resulting from the lack of a recurrent structure that was the most common/successful approach for learning from sequences. For BEHRT, we followed the same position encoding rule proposed by [29] .
Age and segment are two embeddings that did not exist in the original BERT implementation for NLP and is unique to BEHRT; an attempt to empower it for dealing with the challenges we mentioned earlier. The segment embedding can be either A or B; the purpose of this is to use two trainable vectors to provide extra information for visit separation. Age, of course, is known to be a key risk factor in epidemiology. By embedding age and linking it to each visit/diagnosis, not only we provide the model with a sense of time (i.e., the time between events, as well as a universal notion of time for when things happened that is comparable across patients).
Through a unique combination of the four aforementioned embeddings, we not only provide the model with disease sequences, but also give it with a precise sense of timing of events, and data about the delivery of care. In other words, the model has the ability to learn from the diagnosis history, the age at which diagnoses happened and the pattern at which the patient was visited. All these, when combined, can provide a picture of one's health that traditionally we might have sought to paint through additional features extracted from EHR data. Of course, we do not advocate for not using the full richness of the EHR, however, the complexity of our architecture when paired with simple subset of EHR can still provide an accurate prediction of one's future health. Plus, BEHRT's flexible architecture enables the use of additional concepts, e.g., by simply adding a fifth or sixth (or more) embedding to the existing four.
Pre-training BEHRT using MLM
In EHR, just like language, it is intuitively reasonable to believe that a deep bidirectional model is more powerful than either a left-to-right model or the shallow concatenation of a left-to-right and a right-to-left model. Therefore, we pre-trained BEHRT using the same approach as the original BERT paper [18] , using MLM. That is, we chose 15% of the disease words at random, and modified them according to the following probabilities:
1. 80% of the times replace them word with [MASK] 2. 10% of the times replace them with a random disease word 3. 10% of the times do nothing and keep them unchanged.
Under this setting, BEHRT does not know which of the disease words are masked, so it stores a contextual representation of all of the disease words. Additionally, given the small prevalence of change (i.e., only for 15% of all disease words) will not hamper the model's ability to understand the EHR language. Lastly, the replacement of the disease words acts as injected noise into the model; it will distract the model from learning the true left and right context, and instead forces the model to fight through the noise and continue learning the overall disease trajectories. The pre-training MLM task was evaluated using precision score [32] , which calculates the ratio of true positive over the number of predicted positive samples (precision calculated at a threshold of 0.5). The average is calculated over all labels and over all patients.
Disease Prediction
In order to provide a comprehensive evaluation of BEHRT, we assess its learning for three predictive tasks: prediction of concepts in the next visit (T1), prediction of the occurrence of diseases in the next 6 months (T2), and prediction of the occurrence of diseases in the next 12 months (T3). In order to train our model and assess the goodness of its predictions across these tasks, we first randomly allocated the patients into three groups of train, validation and test (each containing 80%, 10% and 10%, or patients, respectively). To define the training examples (i.e., input-output pairs) for T1, we randomly choose an index j (3 < j < n p ) for each patient and form x p = {v 1 p , . . . , v j p } and y p = w j+1 , as input and output, respectively, where w j+1 is a multi-hot vector of length G, with 1 for diseases that exist in v j+1 p . Note that, for each patient, we have only input-output pair.
For both T2 and T3, the formation of input and label are slightly modified. First, patients that do not have 6 or 12 months (for T2 and T3, respectively) worth of EHR (with or without a visit) after v 4 p will not be included in these analyses. Second, j is chosen randomly from (3, n * ), where n * denotes the highest index after which there is 6 or 12 months (for T2 and T3, respectively) worth of EHR (with or without a visit). Lastly, y p = w 6m and y p = w 12m are multi-hot vectors of length G, with 1 for concepts/diseases that exist in the next 6 and 12 months, respectively. As a result of this final filtering of patients, we had 699K, 391K, and 342K patients for T1, T2, and T3, respectively. We denote the model's prediction for patient p in the aforementioned tasks as y * p , where the ith entry is the model's prediction of that person having d i . The evaluation metrics we used to compare ys and y * s, are area under the ROC curve (AUROC) [33] and average precision score (APS) [34] ; the latter is a weighted mean of precision and recall numbers achieved at different thresholds. We calculated the APS and AUROC for each patient first, and then averaged the resulting APS and AUROC scores across all patients; this average is the key metric, when comparing BEHRT with other state-of-the-art architectures in the field. The methods we used here for APS and AUROC are described in [33, 34] .
Results
To begin with, we used Bayesian Optimisation [35] to find the optimal hyperparameters for the MLM pre-training. The main hyperparameters here are the number of layers, the number of attention heads, hidden size, and intermediate size. Intermediate size is the size of the neural network layer titled "intermediate layer". This process resulted in an optimal architecture with 6 layers, 12 attention heads, intermediate layer size of 512, and hidden size of 288; model's performance in the MLM task described in Section 2.4 was 0.6597 in precision score. Further details can be found in Appendix A.
In order for BEHRT's numerical processes to be applicable to EHR, we first need to map the non-numeric concepts such as diagnoses to a vector space (i.e., disease embedding). Therefore, we start the results by showing the performance of our pre-training process in embedding the diseases, where we mapped each of the G diseases into a 288-dimensional vector. Note that, for evaluating an embedding technique -even in NLP where the literature has a longer history and hence is more mature -there is not a single gold standard metric [36] . In this study, our assessment is based on two techniques: visual investigation (i.e., in comparison with medical knowledge), and evaluation in a prediction task. For the former, we used t-SNE [37] to reduce the dimensionality of the disease vectors to two -results are shown in Figure 4 . Based on the resulting patterns in lower dimension, we can see that diseases that are known to co-occur and/or belong to the same clinical groups, are grouped together. A reassuring pattern that can be seen in Figure 4 is the natural stratification of gender-specific diseases. For instance, diseases that are unique to women (e.g., Endometriosis, Dysmenorrhea, Menorrhagia, ...) are quite distant from those that are unique to men (e.g., Erectile Dysfunction, Primary Malignancy of Prostate, ...). Such patterns seem to suggest that our disease embedding built an understanding of the context in which diagnoses happen, and hence infer factors such as gender that it is not explicitly fed.
Furthermore, the colour in Figure 4 represent the original Caliber disease chapters (see the legends in the main subplot). As can be seen, natural clusters are formed that in most cases consist of disease of the same chapter (i.e., the same colour). Some of these clusters, however, are correlated but not identical to these chapters; for instance, many Eye and Adnexa diseases are amongst nervous system diseases and many nervous system disease are also among many musculoskeletal diseases. Overall, this map can be seen as diseases' correspondence to each other based on 1.6 million people's EHR. Overall, it seems to be safe to say that this embedding seems to make sense and hence it passes the visual evaluation test.
Another interesting property of BEHRT is its self-attention mechanism; it gives our model the ability to find the relationships among events that go beyond temporal/sequence adjacency. This self-attention mechanism is able to unearth deeper and more complex relationships between a disease in one visit and other surrounding diagnoses. We visualise this self-attention using the approach introduced in [38] ; we plot each medical history against itself, and we see how each disease relates to others around it in each patient. The results from a couple of example patients are shown in Figure 5 . Note that, since BEHRT is bidirectional, the self-attention mechanism captures non-temporal/non-directional relationships among diseases.
For patient A for example, the self-attention mechanism has shown strong connections between Rheumatoid Arthritis and Enthesopathies and synovial disorders (far in the future of the patient). This is a great example of where attention can go beyond recent events and find long-range dependencies among diseases. Note that, as described earlier and illustrated in Figure 3 , the sequence we model is a combination of four embedding (disease, plus age, segment and position) that go through layers of transformations to form a latent space abstraction. While in Figure 5 we labeled the cells with disease names, a more precise labelling will be diseases in their context (e.g., at a given age).
BEHRT after the MLM pre-training can be considered a universal EHR feature extractor that with small additional training can be employed for a range of downstream tasks. In this work, the downstream task of choice is the multi-disease prediction problem that we described in Section 2.5. To train a predictor, we feed the output from BEHRT to a single feed-forward classifier layer and train it three separate time for each of the three tasks (T1-T3) described in Section 2.5. The evaluation of the model's performance is shown in Table 1 , which demonstrates BEHRT's superior predictive power compared to two of the most successful approaches in the literature (i.e., RETAIN [16] and DeepR [12] ). We used Bayesian Optimisation to find the optimal hyperparameters for RETAIN and Deepr before assessing them in terms of APS and AUROC scores. More details on their hyperparameter search and optimisation can be found in AppendixA. Besides comparing the APS, which provides an average view across all patients, all diseases and all thresholds, we are also interested in analysing the model's performance for predicting for each disease. To do so for a given disease d i , we only considered the ith location in y p and y * p vectors and calculated AUROC and APS scores, as well as occurrence ratio for comparison. The results for T2 (or, next 6-months prediction task) is shown in Figure 6 . For visual convenience, we did not include rare diseases with prevalence of less than 1% in our data. The result shows that the model is able to make predictions with relatively high precision and recall for diseases such as Epilepsy (0.016), Primary Malignancy Prostate (0.011), Polymyalgia Rheumatica (0.013), Hypo or hyperthyroidism (0.047) and Depression (0.0768). A numerical summary of this analysis can be found in be found in Appendix B. Furthermore, a comparison of the general APS/AUROC trends across the three models -BEHRT, RETAIN, and Deepr can be found in Appendix C.
Conclusions and Future Works
In this paper, we introduced a novel deep neural model for EHR called BEHRT, which can be pre-trained on a large dataset and then with small fine tuning result in a striking performance in a wide range of downstream tasks. We demonstrated this property of the model by training and testing it on CPRD -one of the largest linked primary care EHR systems. Based on our results, BEHRT outperformed all the best deep EHR models in the literature over a range of diseases (i.e., in a multi-label diagnoses prediction in near future), by ∼8% (absolute improvement) in any given task.
BEHRT offers a flexible architecture that is capable of capturing more modalities of EHR data. In this paper, we designed and tested a BEHRT model that relied on 4 key embeddings -diseases, age, segment and position. Through this mix, the model will not only have the ability to learn about the past diseases and their relationships with one another (and hence their effect on the next likely disease), but also gain insights about the underlying generating process of EHR; we can refer to this as practice of care. In other words, the model will engineer features (i.e., complex representations) that are capable of capturing concepts such as "this patient had diseases X and Y at young ages, and suddenly, the frequency of visits increased and new diagnoses appeared, which can lead to high chance of the next disease being Z". In future works, one can add more to the four concepts we employed and bring medication, tests and interventions to the model with minimum architectural changes -only a vector addition in Figure 3 .
Our primary objective in this study was to provide the field with an accurate predictive models for the prediction of next diseases. However, BEHRT provides multiple byproducts that can be useful on their own and/or as the foundation Figure 6 : Disease-wise precision analysis. Each circle in these graphs represents a disease, who and color and size are their caliber chapter and prevalence, respectively. Also, in these plots, we show APS and AUROC on the x-and y-axis, respectively. Therefore, the further right and higher a disease, the better BEHRT's job at predicting its occurrence in the next 6 months. Subplot A, illustrated the full results, and subplots B and C illustrate the best and worth sections of the plot, in terms of BEHRT's performance.
preprocessing for the future works. For instance, the disease embeddings resulting from BEHRT can provide a great insight to how various diseases are related to each other -it goes beyond simple disease co-occurrence and rather learns to score closeness of diseases based on their trajectories in a big population of patients. Furthermore, the disease correspondence that results from BEHRT's attention mechanism has been shown to be a useful tool for illustrating the disease trajectories for multi-morbid patients; not only it shows how diseases co-occur, but also it shows the influence of certain disease in the past on future diseases of interest. These correspondences are not strictly temporal but rather contextual. As a future work, we aim to provide these attention-visualisation tools to medical researchers to help them better understand the contextual meaning of a diagnoses in the midst of other diagnoses of patients. Through this tool, medical researchers can even craft medical history timelines based on certain diseases or patterns and in a way, query our BEHRT model and visualiser to perhaps uncover novel disease contexts.
For the future, we wish to make improvements to our model and use ensembles of BEHRTs and variations for better predictive power. Furthermore, we also plan to bring in more medical features such as treatment records and more demographic information (region, ethnicity, etc). Also, as discussed before, since Caliber consolidates specific codes into 301 disease codes and fails to map many other codes, we wish to look into more stable mappings that preserve the comprehensiveness of CPRD and reduce noise in our dataset. In addition to this, we wish to also embark on a deep dive of a single disease, perhaps heart failure or hypertension, to use BEHRT's diagnostic power for specific disease prediction.
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C Comparison of APS/AUROC across Models
In Figure 7 , we see the general trend of the three models. BEHRT's predictions remain in the upper right quadrant of the graph (for the most part) denoting higher APS/AUROC than the other two models. 
