General Construction of Tubular Geometry by Mukhopadhyay, Partha
General Construction of Tubular Geometry
Partha Mukhopadhyay
The Institute of Mathematical Sciences
C.I.T. Campus, Taramani
Chennai 600113, India
and
Department of Physics and Astronomy
University of Kentucky, Lexington, KY-40506, USA
E-mail: parthamu@imsc.res.in
Abstract
We consider the problem of locally describing tubular geometry around a submanifold
embedded in a (pseudo)Riemannian manifold in its general form. Given the geometry
of ambient space in an arbitrary coordinate system and equations determining the sub-
manifold in the same system, we compute the tubular expansion coefficients in terms of
this a priori data. This is done by using an indirect method that crucially applies the
tubular expansion theorem for vielbein previously derived. With an explicit construction
involving the relevant coordinate and non-coordinate frames we verify consistency of the
whole method up to quadratic order in vielbein expansion. Furthermore, we perform cer-
tain (long and tedious) higher order computation which verifies the first non-trivial spin
connection term in the expansion for the first time. Earlier a similar method was used to
compute tubular geometry in loop space. We explain this work in the light of our general
construction.
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1 Motivation and summary
In the context of (pseudo)Riemannian geometry, Fermi normal coordinate (FNC) [1, 2]
expansion, or in short tubular expansion [3] has many physical applications. In most of
2
the situations one uses such an expansion around a particle trajectory in curved space to
study its local physics [4, 5, 6, 7, 8, 9, 10]. Some of the higher dimensional situations are
as follows 1.
It was pointed out in [12, 13, 14] that use of tubular expansion may possibly be found
in the context of generally covariant description of bound configurations. The general idea
is as follows. The long distance behaviour is described as a particle degree of freedom
(DOF) moving in the background geometry (target space). This is a subsector of the full
set of DOF that is identified as the slow one in a generalized Born-Oppenheimer sense2.
Then the target space must be sitting as a submanifold within the full configuration space.
The higher derivative corrections to the long distance behaviour due to the finite size are
to be computed from the tubular expansion around this submanifold. It is not clear at
this stage if this description is generally applicable. However, the analysis of non-linear
sigma model in terms of loop space quantum mechanics, as pursued in [12], is an explicit
realization of this idea 3.
Another interesting application may possibly be found in context of the recently dis-
cussed large-D black holes [16, 17]. The idea that seems to emerge from this work is
that the solution outside of a black hole with a certain asymptotic geometry in large
dimension (D) is given by a co-dimension one submanifold (membrane) representing the
horizon in the same geometry. Moreover, the 1
D
corrections are supported in the tubular
neighborhood of this submanifold. One may wonder if the construction can be rephrased
with submanifold geometry more manifest which may help generalizing it to black holes
in other backgrounds.
To avoid too much of digression at this point, another (technical) motivation has been
discussed at the end in §5.
In any given situation, the usual approach for computing the desired expansion has
so far been to construct FNC order-by-order and then compute the covariant expansion
by directly applying the required coordinate transformation. Another approach that has
1See [11] for its use in “constrained quantum mechanics”.
2The classical non-relativistic analogue of this is the centre of mass which does not have a straight-
forward generalization to the relativistic description.
3In order to investigate whether any quantum bound configuration should have a description in such
a tubular geometric framework, one may first try to construct a fully covariant string bits model and
study the consistency requirements following the same principles of first quantized string theory. This is
a work in progress [15]. If successful, one may then try to see if a string inspired general framework of
this sort can be formulated independent of dynamics.
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been studied in the literature is to consider special submanifolds in certain specific ambient
geometries so that FNC can be constructed, and consiquently tubular geometry can be
evaluated, exactly [6, 7, 8, 9].
In this work we address the following most general form of the problem, which we
hope will be fitting, for example, for the aforementioned black hole problem. We start
with the geometry of ambient space given in an arbitrary a priori coordinate system and
equations determining the submanifold in the same system. The problem is to compute
the tubular geometry to arbitrary high orders in terms of these a priori data. In [14],
a similar problem was considered for the specific case of submanifold of vanishing loops
sitting in the free loop space of a (pseudo)Riemannian manifold. The problem was solved
by using an indirect method where the tubular expansion theorem of [13] was crucially
used. This theorem spells out all the tubular expansion coefficients of vielbein for an
arbitrary submanifold embedding. Here we construct the most general version of the
same argument.
Our final result can be qualitatively summarized as follows. We denote the a priori
system describing the local geometry of the ambient space L as,
za , (a = 1, 2, · · · , dimL) . (1.1)
Equations determining the submanifold M in the same system are given by,
za = fa(x) , (1.2)
where xα (α = 1, 2, · · · , dimM) is a general coordinate system on the submanifold. The
above equations allow one to determine (up to an SO(dimL − dimM) rotation) a part
of a Lorentz matrix Λaˆa(x) definable locally everywhere on the submanifold,
ηaˆbˆΛ
aˆ
aΛ
bˆ
b = ηab , η
abΛaˆaΛ
bˆ
b = η
aˆbˆ . (1.3)
Here the new index is given by aˆ = (α,A), (A = 1, 2, · · · , dimL − dimM). The part
determined by eq.(1.2) is ΛAa. This, in a sense, defines the basis of normal frames on the
submanifold and therefore, given ΛAa,
Λ′Aa = SABΛBa , S ∈ SO(dimL− dimM) , (1.4)
is another good choice4. It turns out that all the tubular expansion coefficients of the
metric can be written in terms of fa,α := ∂αf
a, ΛAa, ∂αΛ
A
a and certain geometric quanti-
ties, namely the connection one form ωa, Riemann curvature r
a
bcd and its higher covariant
4Note that for a pseudo-Riemannian manifold S, in general, is a Lorentz rotation.
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derivatives - all evaluated on the submanifold in a priori system. We explicitly evaluate
all coefficients for vielbein, coefficients of metric up to quartic order and verify correctness
of them up to quadratic order.
In addition to this we perform certain higher order verification of the result of [13]
itself. The result for the transverse components of vielbein is same as that of Riemann
normal expansion of [18], as expected. However, the new result for the longitudinal
components, have not been verified so far beyond quadratic order5. The reason why
a higher order verification is important is as follows. As reviewed in Appendix A, the
relevant result contains two classes of terms - one independent of spin connection and
the other linear in spin connection. The coefficients of these two classes have different
closed-form expressions and the first non-trivial term in second class appears at cubic
order. In this work we verify this term6.
In [14], tubular geometry of loop space LM corresponding to a (preudo)Riemannian
manifold M around the submanifold of vanishing loops was computed. This was obtained
by taking a suitable large n limit of the tubular geometry around ∆ ↪→ Mn, where Mn
is the Cartesian product of n copies of M and ∆ ∼= M is the diagonal submanifold. We
show how this constitutes a non-trivial example of our general construction. In spite of
this fact the work of [14] was done without the prior knowledge of the present work. We
explain how this was possible because of certain specificities of this example.
As another example, we consider the work of Klein and Collas (KC) in [7] where the
complete FNC and metric in FNC were computed exactly in a certain specific situation.
We reproduce all these results, some with complete exactness and some up to certain
orders, using our method. In particular, our computation verifies a sub-sector of the
coefficients for the transverse component to all orders and those in the first class terms
for longitudinal component up to quartic order. However, all the spin connection terms in
the second class vanish in this specific example, forcing us to perform the aforementioned
cubic-order-verification.
The plan for the rest of the paper is as follows. Our entire construction, the indirect
method and result for metric expansion (uo to quartic order) are presented in §2. §3
is dedicated to the issue of verification. The two examples, namely ∆ ↪→ Mn and KC
5Up to quadratic order, the verification was done in [14].
6This computation involves manipulating close to 100 terms containing Christoffel symbols, spin con-
nection and their derivatives. As explained in detail in Appendix D.2, we adopt a strategy to track
various terms to get control over the computation.
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background [7] are discussed in §4. We end with an outlook in §5. Many technical details
are reported in several appendices.
2 General tubular expansion problem
2.1 The construction
2.1.1 The setup
We begin by recalling the following well known description [19] of an embedded sub-
manifold. We consider an arbitrary submanifold M embedded in a (pseudo)Riemannian
ambient manifold L. The tangent space to L at Q ∈M ↪→ L decomposes as follows,
TQL = TQM ⊕NQM , (2.5)
where NQM is the space of vectors normal to M . We then construct the normal bundle
NM such that its base is given by (NM)0 = M and the fiber at Q ∈ M is given by
NQM . A tubular neighborhood around M ↪→ L exists iff it is always possible to find
a neighborhood U ⊂ L, with U ∩ M non-null, which satisfies the following condition.
There exists a convex neighborhood [19] Uˆ ⊂ NM , with Uˆ ∩ (NM)0 non-null, which is
diffeomorphic to U such that Uˆ ∩ (NM)0 is identically mapped to U ∩M . We denote this
diffeomorphism by Φ,
Φ : Uˆ → U , Φ : Uˆ ∩ (NM)0 → U ∩M , Φ|Uˆ∩(NM)0 = id . (2.6)
A more explicit description of Φ can be given as follows. Let us denote an arbitrary element
of Uˆ by Pˆ = (Q, v), where Q ∈ (NM)0 = M and v ∈ NQM . Then the corresponding
point P ∈ U is a unique point on the geodesic starting from Q ∈ M ↪→ L with initial
tangent vector proportional to v ∈ NQM (i.e. orthogonal to the submanifold). More
precisely, P = expQ v, where expQ : TQL → L is the exponential map of L based at
Q. The neighborhood U is restricted by the fact that expQ v, ∀Pˆ = (Q, v) ∈ Uˆ is a
diffeomorphism.
We now translate the above set up in terms of local coordinate systems. The local
coordiante system in U , i.e. the a priori system, is given by (1.1). The metric and vielbein
components are denoted by gab and e
(a)
b respectively,
ηabe
(a)
ce
(b)
d = gcd . (2.7)
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Finally, the submanifold (M ∩U) ↪→ U is specified by eq.(1.2), with xα denoting a general
coordinate system on M ∩ U .
Given the above geometric data, the diffeomorphism in (2.6) induces a natural Rie-
mannian structure on NM . The natural coordinate system in NM is identified as the
FNC
zˆaˆ = (xα, yˆA) , (2.8)
x being the general coordinate system on the base (NM)0 ∩ Uˆ(= M ∩ U) and yˆ being
coordinates along the fiber. The metric and veilbein components in FNC are denoted as
gˆab and eˆ
(a)
b respectively.
We therefore have the following identifications in terms of coordinates. In our chosen
systems, the coordinates of P ∈ U , Pˆ ∈ Uˆ , Q ∈ (NM)0 ∩ Uˆ and v ∈ NQM are given
by za, zˆaˆ, xα and yˆA respectively. The map Φ is same as the coordinate transformation:
zˆaˆ → za = za(zˆ). More explicitly, this is given by,
za = fa(x) + expaf(x)(ξ) , (2.9)
where,
expaf(x)(ξ) = ξ
a −
∑
n≥0
1
(n+ 2)!
γab1b2···bn+2ξ
b1···bn+2 ,
= KaB yˆ
B −
∑
n≥0
1
(n+ 2)!
γab1b2···bn+2K
b1
B1K
b2
B2 · · ·Kbn+2Bn+2 yˆB1···Bn+2 .
(2.10)
The first line in (2.10) describes the exponential map7 in a priori system, fa and ξa being
the coordinate descriptions for Q ∈M ∩U and v ∈ NQM respectively in the same system
and,
Kabˆ = k
a
bˆ :=
(
∂za
∂zˆbˆ
)
, (2.11)
is the relevant Jacobian matrix restricted to submanifold.
Following [14], we have adopted the following notations. First, the multi-indexed
notation for a vector or a coordinate: ξb1···bn = ξb1 · · · ξbn . We shall use this notation for
7It is well known that the exponential map can be derived for example from the geodesic equation by
repeatedly differentiating it. We shall have more detailed comments regarding this in §2.1.4.
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different variables throughout this article. Second, to reduce clutter we shall usually omit
the argument z or zˆ of a quantity, in which case the quantity will be understood to be
computed in the tubular neighborhood. An underline will be used to indicate that the
quantity is computed on the submanifold, i.e at z = f(x) or zˆ = (x, yˆ = 0) depending on
the coordinate system being used. For example, γabc = γ
a
bc(z = f(x)).
The multi-indexed gamma coefficients are symmetric in lower indices and are given
by,
γab1b2b3 =
1
3
(
Db1γ
a
b2b3
+ · · ·) ,
γab1b2b3b4 =
1
4
(
Db1γ
a
b2b3b4
+ · · ·) , (2.12)
and so on. Da is the covariant derivative in a priori system. In the above equations
it acts only on the lower indices [20] and the ellipses include other terms required for
symmetrization.
2.1.2 The problem
We now consider a situation where the local geometry in U is given in the a priori system
(1.1). i.e. the metric/vielbein as in (2.7) and the equations for submanifold (1.2) are
known in this system. The question we would like to pose is how to expand the geometry
in small distance from the submanifold. One can of course ordinary Taylor expand gab, but
in that case the coefficients do not possess nice tensorial properties. The latter, however,
is the case when FNC is used. One can therefore proceed in the following way, which we
call the direct method. One first relates the metric in FNC and a priori systems,
gˆaˆbˆ = k
a
aˆk
b
bˆgab , (2.13)
where both the sides are understood to be expanded in powers of yˆ. While the expansion
for k is computed from (2.9), the same for g is obtained by first ordinary Taylor expanding
it as: gab(f + l) = gab + ∂cgabl
c + · · · and then expanding each factor of l as: la = expaf (ξ)
and using (2.10). Clearly, on the RHS of (2.13) there are three sources of terms that
accumulate at each order of yˆ. At each order, all these terms added together must
reproduce the right tubular expansion coefficient on the LHS expressed in terms of the a
priori data. Such a procedure, however, is very cumbersome and goes out of hand in a
few orders.
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2.1.3 The indirect method
As advocated in [13, 14], a lot can be achieved by adopting the indirect method which uses
the results of [13]. As summarized in Appendix A, this gives the tensorial characters of
all the coefficients for vielbein. In this case, the problem is that the coefficients are known
only in FNC. Therefore, our job is to evaluate them in terms of the a priori data. Note
that this requires only a small amount of information, as one needs to use the Jacobian
matrix evaluated only on the submanifold. This would imply that the only job is to
construct the matrix K from (1.2). This however, is not entirely true as, unlike Riemann
normal expansion, tubular expansion involves spin connection which gives rise to certain
inhomogeneous terms when expressed in terms of a priori data. However, due to the very
special way how spin connection appears in the vielbein-expansion, it turns out that we
still need a small amount of information. We now proceed to detail our construction
below.
We begin by noting that in the a priori system the internal frames are distributed
arbitrarily, while that in the Fermi system are aligned along the geodesics transverse to
the submanifold. We therefore introduce parallel and transverse vielbein components in
the a priori system,
e
(α)
‖ b := λ
α
ae
(a)
b , e
(A)
⊥ b := λ
A
ae
(a)
b , (2.14)
where λ is a suitable Lorentz transformation matrix defined locally everywhere,
ηaˆbˆλ
aˆ
aλ
bˆ
b = ηab , η
abλaˆaλ
bˆ
b = η
aˆbˆ . (2.15)
We shall also use the notation e
(aˆ)
λ b to collectively denote {e(α)‖ b, e(A)⊥ b}.
The fact that e
(aˆ)
λ b are aligned frames means the following. Let us consider the trans-
verse geodesic with initial tangent vector proportional to v ∈ NQM as explained be-
low eq.(2.6). We introduce a parameter t along the geodesic such that at the start-
ing point Q ∈ M ∩ U , t = 0. A priori coordinates for the point at t is given by,
za(t) = fa(x) + expaf(x)(ξ(t)) where ξ
a(t) are the components of v(t) ∈ NQM in the
same system with initial value given by, ξa(0) = ξa. Then the components in internal
frame are given by8,
ζ(a)(t) = e(a)b(t)ξ
b(t) . (2.16)
8With an abuse of language, by e(a)b(t) we actually mean e
(a)
b(z(t)).
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Since the vielbein in the a priori system is arbitrary, the internal frame components of the
tangent vactor changes along the geodesic. However, the components along the aligned
frames, namely,
ζˆ(A) := e
(A)
λ bξ
b(t) = λAa(t)ζ
(a)(t) , (2.17)
remain constant along the geodesic.
We can now specify the relation between the vielbein components in Fermi and a priori
systems. It is given by,
eˆ(aˆ)bˆ = k
b
bˆe
(aˆ)
λ b = λ
aˆ
ak
b
bˆe
(a)
b . (2.18)
This is the key equation that guides us to implement the indirect method (see below),
as well as to verify consistency of the whole construction. Once we know how to expand
the λ-matrix in powers of yˆ, the expansion of the entire expression on the RHS can
be evaluated following the same procedure as described below eq.(2.13). Consistency
would then require that at each order, this computation must reproduce the same tubular
expansion coefficients as described in Appendix A, expressed in terms of a priori data.
According to the indirect method, for the purpose of evaluating the final result this
entire computation can be avoided simply by directly writing these coefficients in terms
of a priori data using their transformation laws. The small amount of local data that is
required for this purpose are the K-matrix in (2.11) and Λaˆb := λ
aˆ
b. While all the tensors
are transformed by the K-matrix, the transformation of spin connection, restricted to the
submanifold takes the following form,
ωˆaˆ
(bˆ)
(cˆ) =

KaαΛ
bˆ
bΛcˆ
cωa
(b)
(c) + Λ
bˆd∂αΛcˆd for aˆ = α
0 for aˆ = A ,
(2.19)
where we raise or lower the indices of Λ (or λ) by η.
We now proceed to construct the aforementioned local data in terms of the a priori
data. The map in (2.9) implies,
Kabˆ = (f
a
,β, K
a
B) , (2.20)
where KaB is yet to be determined. This can be fixed once the following requirement
(part of the definition of FNC [13]) is imposed,
eˆ(aˆ)bˆ = diag(E
(α)
β, η
A
B) , (2.21)
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where E(α)β(x) is the induced vielbein on submanifold
9. Below we shall argue that the
solution for K is given by,
KaB = eλ(B)
a . (2.23)
We begin by computing the matrix elements ΛAb. To this end we define the following
(dimL× dimM) matrix,
Ωaα = gabf
b
,α , rank Ω = dimM . (2.24)
Given any vector v ∈ NQM , its components in a priori system must satisfy,
ξaΩaα = 0 , (2.25)
which admit (dimL − dimM) number of independent solutions. Any such solution can
be expanded linearly in terms of the vielbein components. An orthonormal set {ξ(A)(x)}
is given by,
ξa(A) = eλ(A)
a = ΛA
be(b)
a . (2.26)
Once all the independent solutions of (2.25) are found, the matrix elements ΛAb can be
computed using the above equation.
Given the above result, we now go back to the solution (2.23) and check using the
transformation law (2.18) that the expected result in (2.21) is reproduced.
eˆ(α)β = f
c
,βe
(α)
λ c =: E
(α)
β , eˆ
(A)
β = f
c
,βe
(A)
λ c = η
ABξc(B)Ωcβ = 0 , (2.27)
eˆ(α)B = eλ(B)
ce
(α)
λ c = 0 , eˆ
(A)
B = eλ(B)
ce
(A)
λ c = δ
A
B , (2.28)
which, by eq.(2.21), are the expected results. One may also check that E(α)β, as defined
above, does indeed qualify for the induced vielbein on M ,
ηαβE
(α)
γE
(β)
δ = ηαβ(f
a
,γe
(α)
λ a)(f
b
,δe
(β)
λ b) ,
= ηαβ(f
a
,γe
(α)
λ a)(f
b
,δe
(β)
λ b) + ηAB(f
a
,γe
(A)
λ a)(f
b
,δe
(B)
λ b) ,
[ The second term being zero ] ,
= fa,γf
b
,δgab = Gγδ(x) . (2.29)
9 Therefore,
Gαβ = f
a
,αf
b
,βgab = E
(γ)
αE
(δ)
βηγδ , (2.22)
is the induced metric.
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2.1.4 Non-coordinate frame analogue of (derivative of) exponential map
Verifying the consistency condition, as explained below eq.(2.18), is an important step
of our construction. While the verification will be performed in §3, here we shall derive
expansion for the λ-matrix.
To this end we first go back to considering the transverse geodesic parametrized by t
as discussed above eq.(2.16). The tangent vector satisfies the following relation,
ξa(t) =
dza(t)
dt
. (2.30)
This can be written in terms of the initial tangent vector ξa as follows,
ξa(t) = φab(t)ξ
b ,
φab(t) = δ
a
b − γac1bξc1t−
1
2
γac1c2bξ
c1c2t2 − 1
3!
γac1c2c3bξ
c1c2c3t3 − · · · , (2.31)
where φab(t) is obtained by differentiating the exponential map in (2.10). We now relook
at eq.(2.17) by inverting it,
ζ(a)(t) = θabˆ(t)ζˆ
(bˆ) , [ζˆ(β) = 0 and θabˆ = λbˆ
a] (2.32)
Comparing this equation with the first equation in (2.31) one concludes that θ(t) is the
non-coordinate frame analogue of φ(t) and one would like to find it’s expanded form
analogous to the second equation in (2.31).
At this point it is useful to recall that the second equation in (2.31) can alternatively
be derived by repeatedly differentiating the geodesic equation [20]10,
Dξ(t)ξ(t) = 0 , (2.33)
which, in the coordinate frame, takes the following form,
dξa(t)
dt
+ γabdξ
b(t)ξd(t) = 0 . (2.34)
To find the non-ccordinate frame analogue of this procedure, we re-write the LHS of (2.33)
in the following manner,
Dξ(t)ξ(t) = ξ
a(t)Dtaζ
(b)(t)E(b)(t) , (2.35)
10In fact the standard method is to first derive (2.31) from geodesic equation and then to find the
exponential map in (2.10) by integrating (2.31).
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where E(a)(t) = e(a)b(t)∂b are the non-coordinate frames. Dta is the total covariant deriva-
tive (in a priori system) which annihilates the vielbein,
Dtae
(b)
c = Dae
(b)
c + ωa
(b)
c , (2.36)
where ωa
(b)
(c) are the spin connection coefficients and we have converted a Lorentz index
to coordinate index using vielbein - a convention that will be used throughout this article
(except for certain multi-indexed ω-symbols that will appear below). Rewriting eq.(2.33)
using (2.35) leads to the following equation,
dζ(b)
dt
+ ξa(t)ωa
(b)
(c)ζ
(c)(t) = 0 . (2.37)
Now substituting (2.32) into the above equation and demanding that ζˆ(bˆ) be independent
of t, one arrives at the following equation,
d
dt
θabˆ(t) + ξ
c(t)ωc
(a)
(e)θ
e
bˆ(t) = 0 . (2.38)
To solve this equation we follow through the same procedure as used to find (2.31). By
repeatedly differentiating the above equation and using (2.34) one gets the following result,
dn
dtn
θabˆ(t) = −ωc1···cn (a)(d)θdbˆ(t)ξc1···cn(t) , (2.39)
where the multi-indexed spin connection coefficient (analogue of the γ-coefficients in
(2.10)) is symmetric in its coordinate indices and is define by the following recurrence
relation,
ωc1···cn
(a)
(b) =
1
n
[
Dtc1ωc2···cn
(a)
(b) − ωc1 (a)(e)ωc2···cn (e)(b) + · · ·
]
, ∀n > 1 . (2.40)
The ellipses contain other terms required for symmetrisation among the coordinate in-
dices. Note that according to our definition, unlike the γ-coefficients, the total covariant
derivative in the above equation applies on all the indices.
This leads to the following solution for λ-matrix,
λaˆb = Λ
aˆ
b′
[
δb
′
b − ωc1(b)(b
′)ξc1 − 1
2
ωc1c2(b)
(b′)ξc1c2 − 1
3!
ωc1c2c3(b)
(b′)ξc1c2c3 − · · ·
]
,
(2.41)
where we have chosen to write the result in terms of ξa = KaB yˆ
B instead of yˆ for notational
simplicity. We have also checked explicitly up to cubic order that the above solution
satisfies the identities in (2.15).
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We end this subsection with certain remarks regarding alignment of internal frames
as defined near eq.(2.32) in light of the above result. Equation (2.41) implies that a given
internal frame is aligned iff the following conditions are satisfied,
ωc1···cn
(a)
(b)ξ
c1···cn = 0 , ∀n ≥ 1 , (2.42)
which is a coordinate independent statement, as it should be. Notice also that conditions
in (A.88) for FNC not only choose a special coordinate system, but also make the internal
frame aligned. This is because the second equation in (A.88) guarantee, as can be argued
using eq.(A.95), that the above conditions are satisfied. It is therefore obvious that any
system that is obtained by giving a coordinate transformation on FNC without altering
the internal frame, remains aligned. This point will be crucial in our discussion in §4.1.3.
2.2 Result for metric expansion up to quartic order
Below we explicitly write down the expansion for metric in terms of the a priori data up
to quartic order.
gˆαβ = Gαβ +
[
fa,αf
b
,βΛC
cωab(c) + f
b
,β∂αΛC
ce(c)b + α↔ β
]
yˆC
+
[
fa,αf
b
,βΛ
c1
C1
c2
C2
(
ra(c1c2)b + ωa
(e)
(c1)ωb(ec2)
)
−
(
fa,αΛ
c1
C1β
c2
C2
ωa(c1c2) + α↔ β
)
+ Λα
c1
C1β
c2
C2
ηc1c2
]
yˆC1C2
+
[
fa,αf
b
,βΛ
c1
C1
c2
C2
c3
C3
(
1
3
Dt(c1)ra(c2c3)b +
2
3
ωa
(e)
(c1)r(ec2c3)b +
2
3
ωb
(e)
(c1)r(ec2c3)a
)
+
2
3
(
fa,αΛ
c1
C1
c2
C2β
c3
C3
ra(c1c2c3) + α↔ β
)]
yˆC1C2C3
+
[
fa,αf
b
,βΛ
c1
C1
c2
C2
c3
C3
c4
C4
{
1
12
Dt(c1)D
t
(c2)
ra(c3c4)b +
1
3
ra(c1c2)er
e
(c3c4)b
+
1
4
(
ωa
(e)
(c1)D
t
(c2)
r(ec3c4)b + a↔ b
)
+
1
3
ωa
(e)
(c1)ωb
(f)
(c2)r(ec3c4f)
}
+
1
4
(
fa,αΛ
c1
C1
c2
C2
c3
C3β
c4
C4
Dt(c1)ra(c2c3c4) + α↔ β
)
+
1
3
(
fa,αΛ
c1
C1
c2
C2
c3
C3β
c4
C4
ωa
(e)
(c1)r(ec2c3c4) + α↔ β
)
+
1
3
Λα
c1
C1
c2
C2
c3
C3β
c4
C4
r(c1c2c3c4)
]
yˆC1···C4 +O(yˆ5) , (2.43)
gˆαB =
(
fa,αΛ
b
B
c
Cωa(bc) + Λ
b
Bα
c
Cηbc
)
yˆC +
2
3
fa,αΛ
c1
C1
c2
C2
b
Bra(c1c2b)yˆ
C1C2
+
[
fa,αΛ
c1
C1
c2
C2
c3
C3
b
B
(
1
4
Dt(c1)ra(c2c3b) +
1
3
ωa
(e)
(c1)r(ec2c3b)
)
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+
1
3
Λα
c1
C1
c2
C2
c3
C3
b
Br(c1c2c3b)
]
yˆC1C2C3
+
[
fa,αΛ
c1
C1
c2
C2
c3
C3
c4
C4
b
B
(
1
15
Dt(c1)D
t
(c2)
ra(c3c4b) +
2
15
ra(c1c2)er
e
(c3c4b)
+
1
6
ωa
(e)
(c1)D
t
(c2)
r(ec3c4b)
)
+
1
6
Λc1C1α
c2
C2
c3
C3
c4
C4
b
BD
t
(c1)
r(c2c3c4b)
]
yˆC1···C4 +O(yˆ4) ,
(2.44)
gˆAB = ηAB +
1
3
ΛaA
c1
C1
c2
C2
b
Br(ac1c2b)yˆ
C1C2 +
1
6
ΛaA
c1
C1
c2
C2
c3
C3
b
BD
t
(c1)
r(ac2c3b)yˆ
C1C2C3
+ΛaA
c1
C1
c2
C2
c3
C3
c4
C4
b
B
[
1
20
Dt(c1)D
t
(c2)
r(ac3c4b) +
2
45
r(ac1c2)er
e
(c3c4b)
]
yˆC1···C4 +O(yˆ4) ,
(2.45)
where we have used notations as defined in (A.98). Furthermore, a lower parallel index
(α) in a Λ-symbol indicates a parallel derivative acting on one of its Λ-factors depending
on its position. For example,
Λ···c1···C1α
c2
C2
c3···
C3··· = · · ·ΛC1c1∂αΛC2c2ΛC3c3 · · · . (2.46)
The details of derivation of the above results are given in Appendix B. Notice that, as
mentioned below eq.(1.4), the only local data needed to write the metric expansion are
fa,α and the matrix elements Λ
A
b, both to be obtained from the submanifold equation
(1.2).
3 Verification
Here we address the problem of verification. The goal is twofold, which we discuss below
separately.
3.1 Consistency of general construction
As mentioned earlier, though the rules of computing tubular expansion of vielbein in
terms of a priori data using indirect method are simple, the overall understanding and
consistency of the general construction rely on the fact that eq.(2.18) hold true to all
orders. Our goal here is to verify this explicitly up to quadratic order.
The method of verification is as follows. The expansion on the LHS of eq.(2.18) is
known from the results of [13]. We first rewrite these results in terms of the a priori data
using our indirect method. The RHS, on the other hand, are ordinary Taylor expanded
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as explained below equations (2.13) and (2.18). Equating these results at each order gives
rise to certain identities that need to be satisfied. The details of this procedure have been
discussed in Appendix D. The non-trivial identities that one arrives at up to quadratic
order are given by the first equation in (2.19) and,
1
3
r(a)c1c2bξ
c1c2 =
[
e(a)b,c1c2 − γdc1c2e(a)b,d − γdbc1c2e(a)d + 2ωc1 (a)(d)e(d)b,c2
−ωc1c2 (d)(a)e(d)b
]
ξc1c2 ,
r(a)c1c2bξ
c1c2 =
[
e(a)b,c1c2 − γdc1c2e(a)b,d − 2γdbc2e(a)d,c1 − γdc1c2,be(a)d
+2e(a)dγ
d
c1e
γec2b − 2ωc1 (a)(d)ωc2 (d)b − ωc1c2 (d)(a)e(d)b
]
ξc1c2 . (3.47)
By using techniques of tensor calculus similar to those used in [14] we have explicitly
checked the above identities to be true.
3.2 Result of [13] at cubic order
The closed form expression of the tubular expansion coefficients for vielbein are given
in Appendix A. This was obtained in [13] from certain integral theorem derived in the
same work. Although the latter was shown to be consistent with the metric-intergral-
theorem of [2], so far there has not been any verification of the closed form expressions
beyond quadratic order [14]. As mentioned earlier, this tests the first class terms that
are independent of spin connection. The first non-trivial spin connection term appears at
cubic order. Here our goal is to verify this term. This gives the first non-trivial test for
the closed form expression for the second class terms.
This computation is very long and tedious as the number of relevant terms on the
RHS of (2.18) is nearly 100. However, we use certain tricks in order to achieve control
over the computation. The details of this analysis are presented in Appendix D.2.
4 Examples
Here we discuss two examples. In §4.1 we consider the work of [14], where tubular
geometry around ∆ ↪→ L = Mn was computed using a similar indirect method. Here
Mn is the Cartesian product of n copies of M and ∆ ∼= M is the diagonal submanifold.
It is natural to ask how this work can be understood as a special case of our present
construction. As we shall see, this is indeed a non-trivial special case. However, because
of certain specificities of the problem, the method of [14] worked without the knowledge
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of the general construction. We explain all the subtleties involved. In §4.2 we consider
the work of [7], where a class of backgrounds was studied for which exact FNC was
constructed and exact expression for metric was derived. We shall consider the same
class of backgrounds in arbitrary d-dimensions and reproduce these results, some exactly
to all orders and some up to few non-trivial orders, using our construction.
In both the examples, however, the Λ-mtarix is constant over submanifold. This
implies that all the ∂αΛ dependent inhomogeneous terms in tubular expansion are absent.
This makes the verification of our general construction up to quadratic order as done in
§3.1 more so important.
4.1 ∆ ↪→Mn
In order to closely relate to the work of [14], we adopt the following change of notations
(only for this subsection). The a priori and Fermi systems will be denoted as z¯a¯ and
zˆa = (xα, yˆA) respectively. This implies the following change of notation for the indices
from the rest of the article: a→ a¯, aˆ→ a.
The plan of this subsection is as follows: In §4.1.1 we recall how the geometric quan-
tities in the a priori system are expressed in terms of the geometric quantities of M ,
hereafter to be called M -data. These results will be used in the rest of the subsection.
Then in §4.1.2 we discuss how ∆ ↪→ Mn should be interpreted as a special case of the
general construction and show that because of curvature of M , this is indeed a non-trivial
special case. Finally, in §4.1.3 we elaborate on the coordinate transformation performed
in [14] and explain how the method works without the knowledge of general construction.
4.1.1 A priori system and M-data
The a priori system is given by the direct product coordinates DPC [14],
z¯a¯ = (xα11 , x
α2
2 , · · · , xαnn ) , a¯ = (α1, α2, · · · , αn) , (4.48)
where x
αp
p (p = 1, · · · , n) is a local coordinate system in the p-th copy of M , chosen in
such a way that the metric in Mn is given by,
g¯a¯b¯(z¯)dz¯
a¯dz¯b¯ =
1
n
n∑
p=1
Gαpβp(xp)dx
αpdxβp , (4.49)
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where Gαβ is the metric in M . As explained in [14], any geometric quantity, say T in
M , constructed out of vielbein and its derivatives, gives rise to a corresponding geometric
quantity t¯ in Mn in the a priori system which is expressed in terms of T in the following
way. Let the index structure of T be as follows: T αˇβˇ···
γˇδˇ··· , where aˇon an index indicates that
it can either be a coordinate or non-coordinate index. Then one first defines the following
geometric quantity in Mn,
t¯′ˇ¯a
ˇ¯b···
ˇ¯c ˇ¯d···(z¯) =
{
t′p
αˇpβˇp···
γˇpδˇp··· = T
αˇpβˇp···
γˇpδˇp··· (xp) , for aˇ = αˇp , cˇ = γˇp , · · ·
0 otherwise .
(4.50)
Note that it is block diagonal in the multi-dimensional sense and that is because we are
useing DPC. Finally, t¯, which has the same index-structure as t¯′, is given by,
t¯ = n
w
2 t¯′ , (4.51)
where w is the Weyl-weight of T . The above definition also works backwords, i.e. given
any geometric quantity t¯, constructed out of vielbein and its derivatives, there exists the
corresponding quantity T in M , in terms of which t¯ can be expressed following the above
rule. This completes the description of the local geometry of Mn in a priori system in
terms of M -data.
4.1.2 ∆ ↪→Mn as a special case
We now proceed to apply our general construction in this case. The equations that
determine the submanifold are given by,
xαpp = f
αp(x) = δαpαx
α . (4.52)
Notice that the general system xα on the submanifold ∆ ∼= M is chosen in such a way
that the induced metric f a¯,αf
b¯
,β g¯a¯b¯ is still given by Gαβ(x). The analogue of eq.(2.25) to
be satisfied by the transverse vector,
ξ¯a¯ = (ξα11 , ξ
α2
2 , · · · ) , ξp ∈ Txp=xM , (4.53)
can be written as, ∑
p
δααpξ
αp
p (x) = 0 . (4.54)
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Solutions to the above equation are given by (2.26) with the following interpretation.
The aligned index is given by: a = (α,A) where A is given by a pair: A = (αˆ, a) with
a = 1, 2, · · · (n− 1) and αˆ a tangent space index of M . Then the Λ-matrix reads,
Λαb¯ = O0pη
α
βp , Λ
A
b¯ = Oapη
αˆ
βp , when b¯ = βp , (4.55)
where O ∈ O(n) such that,
O0p =
1√
n
. (4.56)
As expected, this definition of Λ satisfies eq.(2.15), with the following interpretation of
indices,
ηab = ηαpβqδp,q , ηab = (ηαβ, ηAB = ηαˆβˆδa,b) . (4.57)
Notice that the above construction ensures that the set of solutions (2.26) is worth (n−1)
number of tangent vectors of M as expected from (4.54). The latter can be explicitly
checked to be satisfied by our construction.∑
p
δααpξ
αp
p (x) =
∑
p
δααpOapηαˆ
βpE(βp)
αp(x) =
(∑
p
Oap
)
E(αˆ)
α(x) ,
=
√
n
(
OTO
)
0aE(αˆ)
α(x) = 0 . (4.58)
We now show that the present example is a non-trivial special case of our general
construction. Alhough Mn is constructed by taking Cartesian product, because of the
curvature of M the internal frame of the a priori system cannot be aligned simply by
the constant rotation in (4.55). This is demonstrated by computing λab¯ in eq.(2.41) and
showing that it is non-trivial. The rules of computation laid out in §4.1.1 enables one to
find this expansion in terms of M -data. While the expansion for λAb¯ with b¯ = βp is given
by,
λAb¯ = Oap
[
δαˆβp − Ωγ1(βp)(αˆ)ξγ1p −
1
2
Ωγ1γ2(βp)
(αˆ)ξγ1γ2p −
1
3!
Ωγ1γ2γ3(βp)
(αˆ)ξγ1γ2γ3p − · · ·
]
,
(4.59)
the same for λαb¯ is simply given by the above expression with the indices a and αˆ replaced
by 0 and α respectively. The multi-indexed Ω coefficients can be read off from (2.40) by
using our rules in (4.50) and noting that the Weyl-weight of connection one form is zero.
Ωγ1···γn
(α)
(β) =
1
n
[∇tγ1Ωγ2···γn (α)(β) − Ωγ1 (α)(δ)Ωγ2···γn (δ)(β) + · · ·] (4.60)
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Here ∇t is the total covariant derivative which annihilates the induced vielbein in M . The
ellipses contain other terms required for symmetrization of coordinate indices. This clearly
shows that the λ-matrix non-trivially changes as we move away from the submanifold.
The expansion trivialises when M is flat.
4.1.3 How the method of [14] works
Given that ∆ ↪→Mn is a non-trivial example, one may wonder how the relevant tubular
geometry could be described in [14] without using this general construction. Our goal
here is to explain this point in detail.
There are two issues involved: (1) the indirect method itself which gives the final result
for the expansion and (2) the verification, which explains how the result makes sense. It
is easy to argue that the indirect method and the final results of [14] are correct. This is
because the Λ-matrix is constant over the submanifold and therefore our rules for indirect
method laid out in this work simply match with those used in [14]. However, because
λ-matrix in non-trivial, our general construction non-trivially applies here and therefore
the issue of verification (of eq.(2.18)) is not that simple, as we explain below.
The key point is the following. Although the Λ-rotated internal a priori frame is not
aligned away from the submanifold, the use of λ-matrix in the verification process has
been avoided by using a trick that exists because of certain specificity of the problem. This
happens to be related to the coordinate transformation that was explicitly constructed in
[14] to all orders. Below we first recall this construction and then explain the point.
The FNC zˆa = (xα, yˆA) and the a priori system z¯a¯ in (4.48) were related by the
following series of coordinate transformations,
zˆa → z′a = (xα, y′A) : y′A = e′(B)AyˆB ,
z′a → za = (xα, uA) : uA = y′A −
∑
n≥0
1
(n+ 2)!
γAB1···Bn+2y
′B1 · · · y′Bn+2 ,
za → z˜a = (x˜α, uA) : x˜α = ˜expα‖ (x, ˜log⊥(x, u)) ,
z˜a → z¯a¯ : z¯a¯ = √n(Λ−1)a¯az˜a , (4.61)
where we have used the following notations. e′(a)b is the vielbein in z′-system, γabcd··· are
the multi-indexed gamma coefficients in z-system defined in the same way as in (2.12).
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Finally, ˜exp‖ is defined in the following way,
˜expα‖ (x, ξ˜) = x
α −
∑
n≥0
1
(n+ 2)!
γ˜αB1···Bn+2 ξ˜
B1 · · · ξ˜Bn+2 , (4.62)
and ξ˜ = ˜log⊥(x, u) is the inverse of the following map,
uA = ξ˜A −
∑
n≥0
1
(n+ 2)!
γ˜AB1···Bn+2 ξ˜
B1 · · · ξ˜Bn+2 , (4.63)
where γ˜abcd··· are the multi-indexed gamma coefficients in z˜-system.
As it was shown in [14], the net transformation, when evaluated in terms of M -data,
takes the following form11,
xαpp = x
αp + Expαpx (ξp) , (4.64)
where Expαpx (ξp) is the exponential map of M around x ∈M ,
Expαpx (ξp) = ξ
αp
p −
∑
n≥0
1
(n+ 2)!
Γ
αp
β1p ···βn+2p
(x)ξ
β1p ···βn+2p
p , (4.65)
Γαβγδ··· being the multi-indexed gamma coefficients (2.12) of M .
It is a simple exercise to check that our coordinate transformation in (2.9, 2.10) (with
suitable change of notation as adopted in this subsection), which is valid in general, also
reproduces the same result when specialized to the present example and the rules of §4.1.1
are applied to express everything in terms of M -data.
Although (4.61) achieves the same results in several more steps, the advantage of it
is the construction of z˜, which allows one to avoid the use of the non-trivial λ-matrix in
the process of verification. This happens in the following way. Notice that (4.61) specifies
only the coordinates, and it does not say anything regarding the internal frames. Implicit
in this is the fact that starting from FNC, which is by construction aligned, all the other
intermediate coordinates, namely z′ → z → z˜ are also automatically aligned unless an
additional internal rotation is imposed (which is neither necessary, nor has been done).
Because of this the following identities, which have been used in [14], hold,
yˆCωˆC
(a)
(b) = ξ
′Cω′C
(a)
(b) = ξ
CωC
(a)
(b) = ξ˜
Cω˜C
(a)
(b) = 0 ,
11As explained in [14], this result is also expected by construction.
21
yˆC1C2···ωˆC1C2···
(a)
(b) = · · · = ξ˜C1C2···ω˜C1C2···(a)(b) = 0 , (4.66)
where,
ξ˜C = ξC = ξ′C = e(B)AyˆB , (4.67)
are the components of the same transverse vector in (4.53) in different systems. This,
however, is not true for the a priori system z¯, as has been argued before. Therefore,
though in the last step of (4.61), z˜ and z¯ are related by the constant Λ-matrix, the
internal frames are subject to a transformation given by the λ-matrix in (4.59). One can
explicitly check, using the rules of §4.1.1, that the equations in (4.66) do not hold in a
priori system, which is why λ is non-trivial in the first place.
What does the above feature have to do with the issue of verification? What was done
in [14] is to first verify the following equation,
eˆ(a)b =
(
∂z′b1
∂zˆb
)(
∂zb2
∂z′b1
)(
∂z˜c
∂zb2
)
e˜(a)c . (4.68)
Various terms from the ordinary Taylor expansion of the RHS conspire to produce coeffi-
cients with the correct tensor structure at each order, without having to face the issue of
a non-trivial λ-matrix as all the associated frames are aligned. Once these coefficients are
obtained, they are related to the a priori system and subsequently re-expressed in terms
of M -data - a process that involves only the constant Λ-matrix, given the fact that all
the coefficients are evaluated on the submanifold. On the other hand, for the LHS, one
evaluates the known tubular expansion coefficients in terms of M -data using the indirect
method as usual. The work of [14] verifies that these two computations give the same
results.
4.2 KC background
The metric in the a priori coordinate system za = (z0, z⊥), z⊥ = {zi} , (i = 1, 2, · · · , (d−
1)) is given in matrix form as,
g =
(
−(1− φ(z⊥)) 0
0 δij +
kr2
(1−kr2)αij
)
, (4.69)
where,
r2 =
∑
i
(zi)2 , αij··· = αiαj · · · , αi = δijαj , αi = z
i
r
, (4.70)
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and φ(z⊥) satisfies the following condition,
φ(0) = 0 , ∂iφ(0) = 0 . (4.71)
The 1-dimensional submanifold considered is given by the following equations,
f 0 = x, f i = 0 , (4.72)
so that x is an internal parametrization of the worldline.
It was shown in [7] that FNC zˆaˆ = (x, yˆA), (A = 1, 2, · · · (d − 1)) can be exactly
constructed and therefore the metric gˆab can be given in exact form. We summarize the
results below. For k = a2 > 0, the exact coordinate transformation is given by,
z0 = x , zi = αi
sin(arˆ)
a
, (4.73)
where,
rˆ2 =
∑
A
(yˆA)2 . (4.74)
Note that, r = sin(arˆ)
a
and αi = z
i
r = δ
i
A
yˆA
rˆ . The exact metric in FNC is given by,
gˆ =
(
−(1− φ) 0
0 αAB +
sin2(arˆ)
a2rˆ2
(δAB − αAB)
)
. (4.75)
Here, φ = φ(z⊥(yˆ)) is of course understood to be a function of yˆ. For k = −a2 < 0, the
above results are modified by replacing sine functions by the corresponding hyperbolic
functions. For our discussion below we shall specifically consider k > 0, but generalization
of the arguments to k < 0 is straightforward.
Our goal here is to recover the above results as a special case of our general construc-
tion. Noticing from (4.69) that gab = ηab and therefore, gab = δ
aˆ
aδ
bˆ
bgˆaˆbˆ, one concludes
that,
K = 1ld . (4.76)
This is enough information to compute the coordinate transformation (2.9), which can be
rewritten as an rˆ-expansion in the following way,
z0 = x , zi = αirˆ−
∑
n≥0
1
(n+ 2)!
γij1j2···jn+2α
j1j2···jn+2 rˆn+2 , (4.77)
23
where we have used,
γ0j1j2···jn+2 = 0 , (4.78)
which we have argued for in Appendix C. In order for (4.77) to match with (4.73), the
following results need to be satisfied,
γij1j2···j2n = 0 ,
γij1j2···j2n+1α
j1j2···j2n+1 = (−1)n+1knαi . (4.79)
While we have argued for the first equation for any n ≥ 1, we have checked the second
equation with explicit computation up to n = 3.
In order to compute the metric gˆab, we consider vielbein, for which we know the all
order result. For our computation, we shall not need an explicit form of vielbein in a
priori system. It will be enough for us to note that (1) it is time independent and (2) it
is aligned on the submanifold, i.e. e(a)b = η
a
b. The latter implies that,
Λ = 1ld . (4.80)
Therefore, like in the previous example, every term, including the ones involving spin
connection, transforms like a tensor. The expressions in (A.96, A.97) work out to give,
[(yˆ.Dˆt)sρˆ(yˆ)] = rˆs+2αi1···iskl
(
Di1 · · ·Disr0kl0 0
0 Di1 · · ·Disriklj
)
, (4.81)
eˆ
(a)
0 b = δ
a
b . (4.82)
where we have used ω0ak = 0 and the fact that r
0
klj and r
i
kl0 vanish identically (see
eqs.(C.112)). We shall now compute the longitudinal and transverse components of viel-
bein in FNC separately.
We begin by longitudinal components which will be computed up to quartic order.
Using the results of Appendix A one finds,
eˆ(0)0 = 1 +
1
2
αi1i2r0i1i20rˆ
2 +
1
6
αi1i2i3Di1r
0
i2i30rˆ
3 +
1
24
αi1···i4
(
Di1i2r
0
i3i40 + r
0
i1i20r
0
i3i40
)
rˆ4
+O(rˆ5) . (4.83)
The above coefficients are computed using the results of Appendix C. These are given in
terms of z⊥-derivatives of φ. Therefore, it is more preferable to write the above expression
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as a power series in zi by using the second relation in (4.73). The resulting expansion is
given by,
eˆ(0)0 = 1 +
1
2
αi1i2r0i1i20r
2 +
1
6
αi1i2i3Di1r
0
i2i30r
3
+
[
1
24
αi1···i4
(
Di1i2r
0
i3i40 + r
0
i1i20r
0
i3i40
)
+
k
6
αi1i2r0i1i20
]
r4 +O(r5) ,(4.84)
which, after we use results in (C.113), takes the following form,
eˆ(0)0 = 1− 1
4
∂i1∂i2φz
i1i2 − 1
12
∂i1∂i2∂i3φz
i1i2i3
−
(
1
48
∂i1∂i2∂i3∂i4φ+
1
32
∂i1∂i2φ∂i3∂i4φ
)
zi1···i4 +O(z5) ,
→ (1− φ)1/2 , (4.85)
where in the last line we have indicated the functional form for which the expansion
matches up to quartic order. Given the metric in (4.75), this is the expected result.
Recall that [13] provides tubular expansion coefficients of the vielbein components
to all orders. As mentioned earlier, the result for the transverse components matches
with the Riemann normal expansion as expected. However, the result for the longitudinal
components is the non-trivial new result of [13]. Note that the above computation provides
a non-trivial check for this new result for the spin connection independent coefficients.
For completeness we also derive the expansion for the transverse components to all or-
ders. To this end we first note that the last equation in (C.113) implies: Di1 · · ·Dinrijkl =
0, ∀n ≥ 1 12. Using this result in the first equation of (A.90) one gets,
eˆ(A)B = δ
A
B +
∑
n≥1
1
(2n+ 1)!
rˆ2nδAiδB
jαi1j1i2j2···injnrii1j1k1r
k1
i2j2k2 · · · rkn−1 injnj ,
(4.86)
which, under further manipulations, produces the following result,
eˆ(A)B = α
A
B +
sin(arˆ)
arˆ
(δAB − αAB) . (4.87)
The results in (4.85, 4.87) give rise to the metric in (4.75).
12This fact was first observed in [21].
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5 Outlook
Although the result of [13] specifies all the tubular expansion coefficients of vielbein with
their tensor characters manifest, in general it is not directly usable in a given problem.
This is simply because a physics problem is usually specified in a certain convenient a
priori coordinate system. Our work specifies the expansion directly in terms of the a
priori data. Therefore the result is readily usable in any given situation, as has been
demonstrated through a couple of examples.
Our general construction explicitly relates coordinate and non-coordinate frames asso-
ciated to a priori system and the Fermi system. The coordinate invariant relation between
the non-coordinate frames, given by the λ-matrix, can be interpreted to be the analogue
of the derivative of exponential map which relates the coordinate frames. We introduce
a notion of alignment of the internal frames according to which the expansion for λ triv-
ializes when the a priori frame is aligned. In other words, the Fermi system and all other
systems that are related to it by pure coordinate transformation (without altering the
internal frames) are all aligned. Another way of seeing this is as follows. The coordinate
conditions for Fermi system involves spin connection. This gives rise to an infinite number
of conditions on the derivatives of spin connection at the submanifold. Analogous condi-
tions, in covariant form, are also applicable for all those systems which are obtained from
FNC by pure coordinate transformations. These are precisely the triviality conditions for
λ.
The case of ∆ ↪→Mn is a non-trivial example of our general construction in the sense
that the corresponding λ is non-trivial. It then appears to be a puzzle how the indi-
rect method in [14] was verified without the prior knowledge of our present construction
which uses the expansion for λ in a crucial manner. We explain this in detail where the
aforementioned observations regarding alignment play a crucial role.
The KC background [7] proves to be useful as a demonstrative example of our general
construction. However, all the second class spin connection terms in the vielbein expansion
vanish in this specific example. This is typically the case for those examples where FNC
is found exactly. Such terms, on the other hand, are expected to be important in, for
example, the general formulation of large-D black holes. This forces us to perform the
cubic-order-verification. Although this is a long and tedious computation as there are
nearly 100 terms to manipulate, we manage to use certain tricks to control it.
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We end this section by spelling out a technical motivation for the present work besides
the ones mentioned in §1. This is in the context of the tubular geometry of loop space
LM . The latter was found in [14] using the tubular expansion theorem of [13] which
assumes uniqueness of the pair of points {P,Q} as described in our general setup in
§2.1.1 and the geodesic connecting them. For LM , P corresponds to a specific non-zero
loop in M . In [14], an independent definition of Q ∈ M was given as the centre of mass
(CM) of the loop which was used in the indirect method. The geodesic (P,Q) in LM
and the definition of CM of the loop in M must be compatible with each other in certain
sense. Verification of these compatibility conditions has posed immense problem [22] due
to the fact that the coordinate transformation (4.61) is given in multiple stages. Such
compatibility conditions should be inbuilt in our general construction where the relevant
coordinate transformation (2.9, 2.10) is given only in one step. We hope our present work
will ease the computational challenge drastically.
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A The tubular expansion theorem
The tubular expansion theorem, as derived in [13], spells out, for an arbitrary submani-
fold embedding M ↪→ L, all the tubular expansion coefficients of vielbein with manifest
tensorial properties in closed form. Here we review this result.
Given the geometric set up and notations as described in §1 and §2, whenever the
following coordinate conditions (for FNC) are satisfied within a tubular neighbourhood,
eˆ(aˆ)B yˆ
B = eˆ(aˆ)B yˆ
B = δaˆB yˆ
B , yˆBωˆB
(aˆ)
(bˆ) = 0 , (A.88)
(ωˆaˆ being the components of spin connection in FNC), the following result holds,
eˆ(aˆ)bˆ =
∞∑
n=0
eˆ(aˆ)n bˆ , (A.89)
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where eˆ
(aˆ)
n bˆ is the contribution at n-th order in curvature. This is given by
13,
eˆ(aˆ)n B =
∑
{s}
F (n)⊥ ({s})pˆi(aˆ)(cˆ)({s}, yˆ)eˆ(cˆ)B ,
eˆ(aˆ)n β =
∑
{s}
[
F (n)‖ ({s})pˆi(aˆ)(cˆ)({s}, yˆ)eˆ(cˆ)β + F (n)⊥ ({s})pˆi(aˆ)(cˆ)({s}, yˆ)ωˆβ(cˆ)C yˆC
]
,
(A.90)
where {s} is a set of n integers s1, · · · , sn, si ≥ 0 and,
F (n)‖ ({s}) =
C
(n)
‖ ({s})
(s1 + s2 + · · ·+ sn + 2n)! ,
F (n)⊥ ({s}) =
C
(n)
⊥ ({s})
(s1 + s2 + · · ·+ sn + 2n+ 1)! , (A.91)
C
(n)
‖ ({s}) = Cs1+s2···+sn+2n−2s1 Cs2+s3+···+sn+2n−4s2 · · · 1 ,
C
(n)
⊥ ({s}) = Cs1+s2···+sn+2n−1s1 Cs2+s3+···+sn+2n−3s2 · · ·Csn+1sn , (A.92)
where Cnr are binomial coefficients. Furthermore
14 ,
pˆi({s}, yˆ) = (yˆ.Dˆt)s1 ρˆ(yˆ) · · · (yˆ.Dˆt)sn ρˆ(yˆ) ,
[(yˆ.Dˆt)sρˆ(yˆ)](aˆ)(bˆ) = yˆ
C1···CsDEDˆtC1 · · · DˆtCs rˆ(aˆ)DE(bˆ) ,
= yˆC1···CsDE ∂ˆC1 · · · ∂ˆCs rˆ(aˆ)DE(bˆ) . (A.93)
Finally,
eˆ(aˆ)β = δ
aˆ
αeˆ
(α)
β , eˆ
(aˆ)
B = δ
aˆ
B . (A.94)
Note that the equality between the second and third lines of (A.93) can be established by
using the following result,
yˆC1···Cs ∂ˆC1 · · · ∂ˆCs−1ωˆCs (aˆ)(bˆ) = 0 , (A.95)
which follows from the second equation in (A.88).
The above results take the following form in terms of a priori data,
[(yˆ.Dˆt)sρˆ(yˆ)](aˆ)(bˆ) = yˆ
A1···AsDEηaˆaˆ
′
Λaaˆ′
a1
A1
···
···
as
As
d
D
e
ED
t
(a1)
· · ·Dt(as)r(adeb) ,
13Note that in the previous versions of [13], the closed-form expression for the coefficients of the second
class appeared incorrectly (originally due to a typo). This has been corrected in the latest version.
14We follow the same definition of Riemann curvature as in [23].
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(A.96)
ωˆβ
(aˆ)
C yˆ
C = ηaˆaˆ
′
(
f b,βΛ
a
aˆ′
c
Cωb(ac) + ηacΛ
a
aˆ′β
c
C
)
yˆC , (A.97)
where we have used the following notations,
Λaaˆ
b
bˆ
···
··· := Λaˆ
aΛbˆ
b · · · , Dt(a) := e(a)bDtb . (A.98)
B Computation of metric-expansion
Here we give the details of the computation of metric expansion in §2.2. In any given
term in the expansion of vielbein in FNC, the spin connection appears at most linearly
with its last index contracted with yˆ. Therefore, in the expansion of metric, any term is
at most quadratic in spin connection with the last index of each factor being contracted
with a factor of yˆ. Moreover, the first index of each factor of the spin connection must be
free and therefore should match with one of the indices of the metric. Following are the
possible structure of such terms (keeping in mind if the first index of spin connection (in
FNC) is transverse, then it vanishes. See eq.(2.19)) and the corresponding results,
lˆ1αβ = ωˆαβC yˆ
C =
(
fa,αf
b
,βΛC
cωab(c) + f
b
,β∂αΛC
ce(c)b
)
yˆC ,
lˆ1αB = ωˆαBC yˆ
C =
(
fa,αΛ
b
B
c
Cωa(bc) + Λ
b
Bα
c
Cηbc
)
yˆC ,
lˆ2αβ = ωˆα
(eˆ)
C tˆ(eˆ)β yˆ
C =
(
fa,αf
b
,βΛC
cωa
(e)
(c)t(e)b + ∂αΛC
cf b,βt(c)b
)
yˆC ,
lˆ2αB = ωˆα
(eˆ)
C tˆ(eˆ)B yˆ
C =
(
fa,αΛ
b
B
c
Cωa
(e)
(c)t(be) + Λ
b
Bα
c
Ct(bc)
)
yˆC ,
qˆ1αβ = ωˆα
(eˆ)
C1ωˆβ(eˆ)C2 yˆ
C1C2 ,
=
[
fa,αf
b
,βΛ
c1
C1
c2
C2
ωa
(e)
(c1)ωb(ec2) −
(
fa,αΛ
c1
C1β
c2
C2
ωa(c1c2) + α↔ β
)
+ Λα
c1
C1β
c2
C2
ηc1c2
]
yˆC1C2 ,
qˆ2αβ = ωˆα
(eˆ)
C1ωˆβ
(fˆ)
C2 tˆ(eˆfˆ)yˆ
C1C2 ,
=
[
fa,αf
b
,βΛ
c1
C1
c2
C2
ωa
(e)
(c1)ωb
(f)
(c2)t(ef) +
(
fa,αΛ
c1
C1β
c2
C2
ωa
(e)
(c1)t(ec2) + α↔ β
)
+Λα
c1
C1β
c2
C2
t(c1c2)
]
yˆC1C2 . (B.99)
where tˆ(eˆ)bˆ and tˆ(eˆfˆ) = tˆ(fˆ eˆ) are tensors. To compute the above forms we have used the
following transformation law,
ωˆaˆ
(bˆ)
(cˆ) = k
a
aˆλ
bˆ
bλcˆ
cωa
(b)
(c) + λ
bˆb∂aλcˆb . (B.100)
Up to quartic order we get the following results from [13],
gˆαβ = Gαβ + (ωˆαβC + ωˆβαC)yˆ
C + (rˆαC1C2β + ωˆα
aˆ
C1ωˆβaˆC2)yˆ
C1C2
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+{
1
3
DˆtC1 rˆαC2C3β +
2
3
(rˆαC1C2aˆωˆβ
aˆ
C3 + α↔ β)
}
yˆC1C2C3
+
{
1
12
DˆtC1Dˆ
t
C2
rˆαC3C4β +
1
3
rˆαC1C2aˆrˆ
aˆ
C3C4β +
1
4
(DˆtC1 rˆαC2C3aˆωˆβ
aˆ
C4 + α↔ β)
+
1
3
rˆaˆC1C2bˆωˆα
aˆ
C3ωˆβ
bˆ
C4
}
yˆC1···C4 , (B.101)
gˆαB = ωˆαBC yˆ
C +
2
3
rˆαC1C2B yˆ
C1C2 +
(
1
4
DˆtC1 rˆαC2C3B +
1
3
ωˆαaˆC1 rˆ
aˆ
C2C3B
)
yˆC1C2C3
+
(
1
15
DˆtC1C2 rˆαC3C4B +
2
15
rˆαC1C2aˆrˆ
aˆ
C3C4B +
1
6
ωˆαaˆC1Dˆ
t
C2
rˆaˆC3C4B
)
yˆC1···C4 ,
(B.102)
gˆAB = ηAB +
1
3
rˆAC1C2B yˆ
C1C2 +
1
6
DˆtC1 rˆAC2C3B yˆ
C1C2C3
+
(
1
20
DˆtC1C2 rˆAC3C4B +
2
45
rˆAC1C2bˆrˆ
bˆ
C3C4B
)
yˆC1···C4 , (B.103)
Here one can explicitly see that all the terms are of the forms described in eqs.(B.99).
Using these expressions in the above equations we get the results as given in eqs.(2.43,
2.44, 2.45).
C Computations for KC background
Here we give details of certain computations needed for the arguments presented in §4.2.
The basic ingredients are the non-zero components of the Christoffel symbols. These are
calculated to be,
γ00i = −
∂iφ
2(1− φ) ,
γi00 = −
1
2
(δij − kr2αij)∂jφ ,
γijk =
k2r3
(1− kr2)α
i
jk + krα
iδjk , (C.104)
where we use the notation: αijk = α
iαjαk. We first consider how the coordinate trans-
formation (4.77), as given by our construction, reproduces the known result (4.73). The
first part of (4.77) uses the result (4.78). This directly follows from the above results for
the Christoffel symbols. We now turn to the first part of (4.77). The argument requires
eqs.(4.79) to be correct. To show this one may proceed as follows. Noticing from (C.104),
γijk = 0 , (C.105)
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one concludes that γij1···jn is a sum of terms where each term is a product of factors, each
of which being a higher derivative of the transverse Christoffel symbols given by the last
equation in (C.104). In order to compute such higher derivatives one may proceed as
follows. One first considers the ordinary Taylor expansion of γijk and rewrites it in the
following way,
γijk =
∑
n≥0
1
n!
∂nj1···jnγ
i
jkz
j1 · · · zjn =
∑
n≥0
1
n!
αj1···jn∂nj1···jnγ
i
jkr
n , (C.106)
such that the coefficient of rn is given by,
γi(n)jk =
1
n!
αj1···jn∂nj1···jnγ
i
jk , (C.107)
By computing this coefficient from the last equation of (C.104) and substituting it in the
above equation one finds (for n ≥ 1) ,
∂j1γ
i
jk = kα
i
j1
δjk ,
∂2nj1···j2nγ
i
jk = 0 ,
∂2n+1j1···j2n+1γ
i
jk = (2n+ 1)!k
n+1αij1···j2n+1jk . (C.108)
Because of the above results and the fact that αii = 1, one finds the following simplified
answer, for p ≥ 1 and nk ≥ 0 , k = 1, · · · , (p+ 1),
θip+1(n1, · · · , np+1) ≡
[
(∂2n1+1γ)(∂2n2+1γ) · · · (∂2np+1+1γ)]i
j1···jmα
j1···jm
=
p+1∏
k=1
{
(2nk + 1)!k
nk+1
}
αi ,
(C.109)
where,
m = 2
p+1∑
k=1
nk + 2p+ 3 . (C.110)
θip+1({n}) has (p + 1) factors of terms each of which is a higher derivative of transverse
Christoffel symbol of odd order. Each such factor gives one upper index giving rise to a
total of (p + 1) such indices. Out of these, only one, given by i, is un-contracted. All
the others are contracted with p lower indices coming from the derivatives and Christoffel
symbols. The remaining un-contracted lower indices are j1, · · · , jm. The above equation
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shows that all terms of the same general structure as described above but with different
contractions give the same result.
Our remaining job is to figure out the linear combination in which the terms (C.109)
appear in γij1j2···jnα
j1j2···jn . The restriction in (C.110) establishes the first equation in
(4.79). For the LHS of the second equation, we have performed explicit counting to find
the desired linear combinations for the first few cases. The results, which support (4.79),
are as follows,
γij1j2j3α
j1j2j3 = θi1(0) = kα
i ,
γij1···j5α
j1···j5 = ∂3(j1j2j3γj4j5) − 4∂(j1γkj2j3∂j4γikj5) − 3∂(j1γkj2j3∂kγij4j5) ,
= θi1(1)− 7θi2(0, 0) = (3!− 7)k2αi = −k2αi ,
γij1···j7α
j1···j7 = ∂5(j1···j5γ
i
j6j7)
− 36∂(j1···j3γkj4j5∂j6γikj7) + 92∂(j1γkj2j3∂j4γk1j5j6∂j7)γik1k
−5∂(j1γkj2j3γij4···j7)k ,
= θi1(2)− 36θi2(1, 0) + 92θi3(0, 0, 0)− 5θi2(0, 1) + 35θi3(0, 0, 0) ,
= θi1(2)− 41θi2(0, 1) + 92θi3(0, 0, 0) + 35θi3(0, 0, 0) ,
= (5!− 41× 3! + 92 + 35) k3αi = k3αi . (C.111)
We now proceed to compute, using the a priori system, the Riemann curvature tensor
and its covariant derivatives that are needed to compute the metric-expansion. The only
non-zero components are r0kl0, r
i
00l and r
i
jkl. We need only the following results,
r0kl0 = − ∂kφ∂lφ
4(1− φ)2 −
∂k∂lφ
2(1− φ) +
1
2
{
k2r3
(1− kr2)α
i
kl + krα
iδkl
}
∂iφ
(1− φ) ,
rijkl = δ
i
k
[
k2r2
(1− kr2)αjl + kδjl
]
− k ↔ l . (C.112)
The following results are needed for the computation of §4.2.
αi1klDi1r
0
kl0 = −1
2
αi1kl∂i1∂k∂lφ ,
αi2i1klDi2Di1r
0
kl0 = α
i1···i4
[
−∂i1∂i2φ∂i3∂i4φ−
1
2
∂i1∂i2∂i3∂i4φ
]
+ 2kαi1i2∂i1∂i2φ ,
αi1···i4r0i1i20r
0
i3i40 =
1
4
αi1···i4∂i1∂i2φ∂i3∂i4φ ,
Dir
i
klj = 0 , (C.113)
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D Details of verification
Here we shall present the details of verification of eq.(2.18) as described in §3. For LHS
of this equation, we need the following results from [13] (see Appendix A),
eˆ(aˆ)B = δ
aˆ
B +
1
6
rˆ(aˆ)C1C2B yˆ
C1C2 +O(yˆ3) ,
eˆ(aˆ)β = eˆ
(aˆ)
β + ωˆβ
(aˆ)
C yˆ
C +
1
2
rˆ(aˆ)C1C2β yˆ
C1C2 +
1
6
(
DˆtC1 rˆ
(aˆ)
C2C3β + rˆ
(aˆ)
C1C2dˆ
ωˆβ
dˆ
C3
)
yˆC1C2C3
+O(yˆ4) . (D.114)
Notice that the second equation is expanded up to cubic order. This cubic term is the
one of interest for the test as described in §3.2. We rewrite the above results in terms of
a priori data using our prescription,
eˆ(aˆ)B = Λ
aˆ
aΛB
b
[
δab +
1
6
r(a)c1c2(b)ξ
c1c2
]
+O(ξ3) , (D.115)
eˆ(aˆ)β = Λ
aˆ
af
b
,βe
(a)
b +
(
Λaˆaf
b
,βωb
(a)
c − ∂βΛaˆae(a)c
)
ξc +
1
2
Λaˆaf
b
,βr
(a)
c1c2bξ
c1c2
+
1
6
{
Λaˆaf
b
,βD
t
c1
r(a)c2c3b + Λ
aˆ
ar
(a)
c1c2(d)
(
f b,βωb
(d)
c3 − Λdˆd∂βΛdˆee(e)c3
)}
ξc1c2c3
+O(ξ4) . (D.116)
The ingredients needed to compute RHS of eq.(2.18) are given by eq.(2.41) and,
kaB =
[
δab − γabc1ξc1 −
1
2
γabc1c2ξ
c1c2
]
KbB +O(ξ
3) , (D.117)
kaβ = f
b
,β
[
δab +
(
−γabc1 + ωλbac1
)
ξc1 +
(
−1
2
γac1c2,b + γ
a
c1d
γdbc2 − γac1dωλbdc2
)
ξc1c2
+
(
− 1
3!
γac1c2c3,b +
1
2
γac1c2dγ
d
bc3
− 1
2
γac1c2dωλb
d
c3
)
ξc1c2c3
]
+O(ξ4) , (D.118)
e(a)b = e
(a)
b + e
(a)
b,cξ
c +
1
2
(
e(a)b,c1c2 − e(a)b,dγdc1c2
)
ξc1c2
+
(
1
3!
e(a)b,c1c2c3 −
1
2
e(a)b,dc1γ
d
c2c3
− 1
3!
e(a)b,dγ
d
c1c2c3
)
ξc1c2c3 +O(ξ4) , (D.119)
where we have used eqs.(2.9, 2.10) and the following result,
KbC,α =
(
−γbac + ωλabc
)
fa,αK
c
C , (D.120)
ωλa being the spin connection corresponding to e
(aˆ)
λ b as defined in (2.14).
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D.1 Verification up to quadratic order
We substitute the results (D.115 - D.119) in eq.(2.18), equate the coefficients at each
order up to quadratic order and check if they are satisfied. The fact that the zero-th
order terms match simply follow from our construction in §2.1.3. The linear term in
transverse component of vielbein vanishes, simply because it involves a total covariant
derivative of vielbein. The other non-trivial identities obtained are as discussed in §3.1
which we verify to be true.
D.2 Verification at cubic order
Our goal here is to verify the coefficient of the cubic term in the second equation of
(D.114). Given that the computation involved is very tedious, we adopt the following
strategy to simplify it.
1. Consider the situation where,
∂αΛ
bˆ
b = 0 . (D.121)
This way one gets rid of all the inhomogeneous terms in the expansions.
2. Verify the two terms in the coefficient, namely,
taˆ1β =
1
6
Λaˆaf
b
,βD
t
c1
r(a)c1c2bξ
c1c2c3 , taˆ2β =
1
6
Λaˆaf
b
,βr
(a)
c1c2dωb
d
c3ξ
c1c2c3 ,
(D.122)
separately by splitting the computation into two different parts. In the first part,
to verify taˆ1β, one assumes,
ωabd = 0 , Dcωabd 6= 0 , Dc1Dc2ωabd 6= 0 , (D.123)
while to verify taˆ2β one assumes,
ωabd 6= 0 , Dcωabd = 0 , Dc1Dc2ωabd = 0 . (D.124)
With the above strategy in mind, we now follow through the computations for the two
parts in order.
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D.2.1 Part I
In this case, the required expressions simplify in the following manner,
λaˆb = Λ
aˆ
b′
[
δb
′
b − 1
2
Dc1ωc2(b)
(b′)ξc1c2 − 1
6
Dc1Dc2ωc3(b)
(b′)ξc1c2c3
]
+O(ξ4) , (D.125)
kaβ = f
b
,β
[
δab − γabcξc + (−
1
2
γac1c2,b + γ
a
c1d
γdbc2)ξ
c1c2
+(−1
6
γac1c2c3,b +
1
2
γac1c2dγ
d
bc3
)ξc1c2c3
]
+O(ξ4) , (D.126)
e(a)b = e
(a)
e
[
δeb + γ
e
bcξ
c +
1
2
(γebc2,c1 + γ
e
dc1
γdbc2 − γebdγdc1c2 −Dc1ωc2eb)ξc1c2
+
1
6
{
γec1b,c2c3 + 2γ
e
c1d
γdc2b,c3 − 3γedb,c1γdc2c3 + γedc2,c3γdc1b − γebdγdc1c2c3 − 3γec1fγfbdγdc2c3
+γec1dγ
d
c2f
γfc3b −Dc1Dc2ωc3eb − 3γfc1bDc2ωc3ef
+γfc1c2e(a′)
e (DfDc3 −Dc3Df ) e(a
′)
b
}
ξc1c2c3
]
+O(ξ4) ,
(D.127)
We substitute the results (D.125, D.126, D.127) into RHS of eq.(2.18) and extract the
contribution at cubic order. At this stage all terms involving (covariant derivatives of)
spin connection cancel out, as we would require them to. After a further simplification
and equating the result to the first expression in (D.122) one arrives at the following
identity,
Dc1r
a
c2c3bξ
c1c2c3 =
[
γac1b,c2c3 − γac1c2c3,b + 2γac1dγdc2b,c3 − 3γadb,c1γdc2c3 + γadc2,c3γdc1b − 3γafc2,c1γfbc3
−3γafc3γfc1c2,b − 3γac1fγfbdγdc2c3 + 4γadc1γdfc2γfbc3 + 3γafdγdc1c2γfbc3
−γabdγdc1c2c3 + 3γac1c2dγdbc3 − γfc1c2rabfc3
]
ξc1c2c3 . (D.128)
The above identity can indeed be shown to be true.
Notice that the last term in the square bracket of the above equation, namely−γfc1c2rabfc3
originates from the last term on the RHS of (D.127). This is due to the use of the following
identity,
(DcDd −DdDc)e(a)b = −rf bcde(a)f . (D.129)
We therefore identify this term as being originated from spin connection terms. The
rest of the terms on the RHS of (D.128) can be obtained by formally setting all the
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spin connection terms to zero in the computation to start with. It will be useful for our
computation in Part II to identify all these terms together as,
ρab = (Dc1r
a
c2c3b + γ
f
c1c2
rabfc3)ξ
c1c2c3 . (D.130)
D.2.2 Part II
In this case, we first impose the conditions (D.124) on (2.41, D.118, D.119), substitute the
results in the RHS of (2.18) and compute the contribution at cubic order. All the terms
that appear in the final expression can be divided into two parts: (1) ones that originate
from spin connection terms and (2) ones that do not. The latter is same as that appear
in the previous computation and therefore is given by eq.(D.130). Below we shall focus
on computing the spin connection terms, with the condition (D.124) imposed of course.
The relevant parts of the expressions in (2.41, D.118, D.119) are as follows,
λaˆb = Λ
aˆ
b′
[
δb
′
b − ωc1(b)(b
′)ξc1 +
1
2
ωc1(b)
(e)ωc2(e)
(b′)ξc1c2 − 1
6
ωc1(b)
(e)ωc2(e)
(f)ωc3(f)
(b′)ξc1c2c3
]
,
kaβ → f b,β
[
δab +
(
−γabb1 + ωbab1
)
ξb1 +
(
−1
2
γab1b2,b + γ
a
b1d
γdbb2 − γab1dωbdb2
)
ξb1b2
−1
2
γab1b2dωb
d
b3ξ
b1b2b3
]
+O(ξ4) , (D.131)
e(a)b → e(a)e
[
δeb +
{
γebc − ωceb
}
ξc
+
1
2
{
γebc2,c1 + γ
d
bc2
γec1d − γdc1c2γebd − 2γdc1bωc2ed + ωc1efωc2f b
}
ξc1c2
+
1
6
{
−3γdc1b,c2ωc3ed − 3γdc1bγfc2dωc3ef + 3γfdbγdc2c3ωc1ef + 3γdc1bωc3efωc2f d
−ωc3efωc1f dωc2db − γdc1c2(ωc3efωdf b − c3 ↔ d)
}
ξc1c2c3
]
, (D.132)
Notice that, in addition to imposing (D.124), we have removed terms that will necessarily
contribute ω-independent terms at cubic order on the RHS of (2.18). Upon substituting
the above expressions in the RHS of (2.18) and keeping only ω-dependent terms one one
can show that all ω3 and most of the ω2 terms cancel out giving rise to the following
expression,
1
6
Λaˆaf
b
,β
[
r(a)c1c2dωb
d
c3 − γdc1c2e(c)b(ωc3 (a)(e)ωd(e)(c) − c3 ↔ d)
]
ξc1c2c3 , (D.133)
where the second term in the square bracket originates from the last term on the RHS of
(D.132). This can be further manipulated in the following way,
−γdc1c2e(c)b(ωc3 (a)(e)ωd(e)(c) − c3 ↔ d) ,
36
= γdc1c2e
(c)
b(D
t
c3
ωd
(a)
(c) − ωc3 (a)(e)ωd(e)(c) − c3 ↔ d) ,
= −γfc1c2r(a)bfc3 , (D.134)
where in the second line we have used Dtc3ωd
(a)
(c) = 0, which follows from condition
(D.124). Therefore, while the first term in (D.133) is precisely taˆ2β in (D.122), the second
term, combined with the ω-independent terms, i.e. ρab in (D.130), gives rise to t
aˆ
1β.
References
[1] E. Fermi, “On Phenomena Occurring Close to a World Line,” Rend. Lincei, 31 17-24
(1922); L. O’Raifeartaigh, “Fermi Coordinates,” Proc. Roy. Irish Acad. A59, 2
(1958); J. L. Synge, “Relativity: The General Theory,” North-Holland, Amsterdam,
1960; F. K. Manasse and C. W. Misner, “Fermi Normal Coordinates and Some Basic
Concepts in Differential Geometry,” J. Math. Phys. 4, 735 (1963)
[2] P. S. Florides and J. L. Synge, “Coordinate Conditions in a Riemannian Space for Co-
ordinates Based on a Subspace,” Proceedings of the Royal Society of London. Series
A, Mathematical and Physical Sciences Vol. 323, No. 1552 (May 25, 1971), pp. 1-10
Published by: The Royal Society Stable URL: http://www.jstor.org/stable/77913
[3] A. Gray, “Tubes,” Second Edition (Progress in Mathematics). Addison-Wesley
Publishing Company, New York, 1990. A review by J. D. Moore can be
found here: http://www.ams.org/journals/bull/1992-27-02/S0273-0979-1992-00312-
9/home.html
[4] Li, W. Q. and Ni, W. T., “Coupled inertial and gravitational effects in the proper
reference frame of an accelerated, rotating observer,” J. Math. Phys. 20 1473-80
(1979); Li, W. Q. and Ni, W. T., “Expansions of the affinity, metric and geodesic
equations in Fermi normal coordinates about a geodesic,” J. Math. Phys. 20 1925-
9 (1979); Bini, D., Geralico, A., Jantzen, R., “Kerr metric, static observers and
Fermi coordinates,” Class. Quant. Grav. 22, 4729-4742 (2005); Klein, D., Collas, P.
“General transformation formulas for Fermi-Walker coordinates,” Class. Quantum
Gravit. 25, 145019 (2008); K. P. Marzlin, “Fermi coordinates for weak gravitational
fields,” Phys. Rev. D 50, 888 (1994) [arXiv:gr-qc/9403044]; M. Ishii, M. Shibata and
Y. Mino, “Black hole tidal problem in the Fermi normal coordinates,” Phys. Rev. D
71, 044017 (2005) [arXiv:gr-qc/0501084];
37
[5] E. Poisson, A. Pound and I. Vega, “The Motion of point particles in curved space-
time,” Living Rev. Rel. 14, 7 (2011) [arXiv:1102.0529 [gr-qc]].
[6] C. Chicone and B. Mashhoon, “Explicit Fermi coordinates and tidal dynamics
in de Sitter and Goedel spacetimes,” Phys. Rev. D 74, 064019 (2006) [arXiv:gr-
qc/0511129].
[7] D. Klein and P. Collas, “Exact Fermi coordinates for a class of spacetimes,” J. Math.
Phys. 51, 022501 (2010) [arXiv:0912.2779 [math-ph]].
[8] Bini, D., Geralico, A., and Jantzen, R., “Fermi coordinates in Schwarzschild space-
time: closed form expressions,” Gen. Rel. and Grav. 43, 1837-1853, (2011);
[9] Klein, D., Randles, E. “Fermi coordinates, simultaneity, and expanding space in
Robertson-Walker cosmologies,” Ann. Henri Poincar 12, 303-328 (2011).
[10] L. Parker, “One-Electron Atom in Curved Space-Time,” Phys. Rev. Lett. 44, 1559-
1562 (1980) ; L. Parker, “One Electron Atom As A Probe Of Space-time Curvature,”
Phys. Rev. D 22, 1922 (1980); E. Fischbach, B. S. Freeman and W. -K. Cheng,
“General Relativistic Effects In Hydrogenic Systems,” Phys. Rev. D 23, 2157 (1981)
[Erratum-ibid. D 24, 1702 (1981)]; L. Parker and L. O. Pimentel, “Gravitational
Perturbation Of The Hydrogen Spectrum,” Phys. Rev. D 25, 3180 (1982); E. Gill, G.
Wunner, M. Soffel and H. Ruder, “On hydrogen-like atoms in strong gravitational
fields,” Class. Quantum Grav. 4, (1987) 1031; F. Pinto, “Rydberg atoms in curved
space-time,” Phys. Rev. Lett. 70 (1993) 3839; J. Audretsch and K. P. Marzlin,
“Ramsey fringes in atomic interferometry: Measurability of the influence of space-
time curvature,” Phys. Rev. A 50, 2080 (1994) [gr-qc/9310029]; Z. -H. Zhao, Y. -
X. Liu and X. -G. Li, “The Energy-Level Shifts of a Stationary Hydrogen Atom in
Static External Gravitational Field with Schwarzschild Geometry,” Phys. Rev. D 76,
064016 (2007) [arXiv:0705.1571 [gr-qc]]; S. Moradi and E. Aboualizadeh, “Hydrogen
atom and its energy level shifts in de Sitter universe,” Gen. Rel. Grav. 42, 435
(2010); J. A. Caicedo and L. F. Urrutia, “Relativistic Two-Body Coulomb-Breit
Hamiltonian in an External Weak Gravitational Field,” Phys. Lett. B 705, 143 (2011)
[arXiv:1110.0109 [gr-qc]]; P. Collas and D. Klein, “A Statistical mechanical problem
in Schwarzschild spacetime,” Gen. Rel. Grav. 39, 737 (2007) [gr-qc/0603086].
38
[11] R. C. T. da Costa, “Constraints in quantum mechanics,” Phys. Rev. A 25, 2893-2900
(1982); P. Maraner, “A complete perturbative expansion for quantum mechanics with
constraints,” J. Phys. A 63, 2939-2951 (1995); K. A. Mitchell, “Gauge fields and ex-
trapotentials in constrained quantum systems,” Phys. Rev. A 63, 042112 (2001);
J. Wachsmuth, S. Teufel, “Effective Hamiltonians for Constrained Quantum Sys-
tems,” arXiv:0907.0351v3 [math-ph]; J. Wachsmuth, S. Teufel, “Constrained quan-
tum systems as an adiabatic problem,” Phy. Rev. A 82, 022112 (2010).
[12] P. Mukhopadhyay, “On a semi-classical limit of loop space quantum mechanics,”
ISRN High Energy Phys. 2013, 398030 (2013) [arXiv:1202.2735 [hep-th]].
[13] P. Mukhopadhyay, “All order covariant tubular expansion,” Rev. Math. Phys. 26,
no. 1, 1350019 (2014) doi:10.1142/S0129055X13500190 [arXiv:1203.1151 [gr-qc]].
[14] P. Mukhopadhyay, “A cut-off tubular geometry of loop space,” arXiv:1407.7355 [hep-
th].
[15] P. Mukhopadhyay, “Towards a theory of conformal string bits,” - Work in progress.
Preliminary version presented at the 2016 HRI Workshop on String Theory: Devel-
opments in String Perturbation Theory , Harish-Chandra Research Institute, Alla-
habad, Feb 1-13, 2016.
[16] R. Emparan, R. Suzuki and K. Tanabe, “The large D limit of General Rela-
tivity,” JHEP 1306, 009 (2013) doi:10.1007/JHEP06(2013)009 [arXiv:1302.6382
[hep-th]]; R. Emparan, D. Grumiller and K. Tanabe, “Large-D grav-
ity and low-D strings,” Phys. Rev. Lett. 110, no. 25, 251102 (2013)
doi:10.1103/PhysRevLett.110.251102 [arXiv:1303.1995 [hep-th]]; R. Emparan and
K. Tanabe, “Holographic superconductivity in the large D expansion,” JHEP 1401,
145 (2014) doi:10.1007/JHEP01(2014)145 [arXiv:1312.1108 [hep-th]]; R. Emparan
and K. Tanabe, “Universal quasinormal modes of large D black holes,” Phys.
Rev. D 89, no. 6, 064028 (2014) doi:10.1103/PhysRevD.89.064028 [arXiv:1401.1957
[hep-th]]; R. Emparan, R. Suzuki and K. Tanabe, “Instability of rotating black
holes: large D analysis,” JHEP 1406, 106 (2014) doi:10.1007/JHEP06(2014)106
[arXiv:1402.6215 [hep-th]]; R. Emparan, R. Suzuki and K. Tanabe, “Decoupling
and non-decoupling dynamics of large D black holes,” JHEP 1407, 113 (2014)
doi:10.1007/JHEP07(2014)113 [arXiv:1406.1258 [hep-th]]. R. Emparan, R. Suzuki
39
and K. Tanabe, “Quasinormal modes of (Anti-)de Sitter black holes in the 1/D ex-
pansion,” JHEP 1504, 085 (2015) doi:10.1007/JHEP04(2015)085 [arXiv:1502.02820
[hep-th]].
[17] S. Bhattacharyya, A. De, S. Minwalla, R. Mohan and A. Saha, “A membrane
paradigm at large D,” JHEP 1604, 076 (2016) doi:10.1007/JHEP04(2016)076
[arXiv:1504.06613 [hep-th]]; S. Bhattacharyya, M. Mandlik, S. Minwalla and
S. Thakur, “A Charged Membrane Paradigm at Large D,” JHEP 1604, 128 (2016)
doi:10.1007/JHEP04(2016)128 [arXiv:1511.03432 [hep-th]]; Y. Dandekar, A. De,
S. Mazumdar, S. Minwalla and A. Saha, “The large D black hole Membrane Paradigm
at first subleading order,” arXiv:1607.06475 [hep-th].
[18] U. Muller, C. Schubert, A. M. E. van de Ven, “A Closed formula for the Riemann nor-
mal coordinate expansion,” Gen. Rel. Grav. 31, 1759-1768 (1999). [gr-qc/9712092].
[19] A. C. da Silva, “Lectures on Symplectic Geometry,” Springer Lecture Notes in
Math. 1764. Revised online version, 2006:
http://www.math.ist.utl.pt/∼acannas/Books/lsg.pdf
[20] L. Eisenhart, “Riemannian Geometry,” Princeton Univ. Press, Princeton, N.J., 1965.
[21] P. Dhara, “Covariant tubular expansion,” M. Sc. Thesis, Institute of Mathematical
Sciences, Chennai, India (May 2014).
[22] P. Mukhopadhyay, “A cut-off tubular geometry of loop space II - geodesic verifica-
tion,” - Work in progress.
[23] M. Nakahara, “Geometry, Topology and Physics,” Second Edition (Graduate Student
Series in Physics).
40
