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Probabilistic Face Embeddings (PFE) can improve face recognition performance in unconstrained scenarios by integrating data
uncertainty into the feature representation. However, existing PFE methods tend to be over-confident in estimating uncertainty and
is too slow to apply to large-scale face matching. This paper proposes a regularized probabilistic face embedding method to improve
the robustness and speed of PFE. Specifically, the mutual likelihood score (MLS) metric used in PFE is simplified to speedup the
matching of face feature pairs. Then, an output-constraint loss is proposed to penalize the variance of the uncertainty output, which
can regularize the output of the neural network. In addition, an identification preserving loss is proposed to improve the discriminative
of the MLS metric, and a multi-layer feature fusion module is proposed to improve the neural network’s uncertainty estimation
ability. Comprehensive experiments show that the proposed method can achieve comparable or better results in 8 benchmarks than
the state-of-the-art methods, and can improve the performance of risk-controlled face recognition. The code of ProbFace is publicly
available in GitHub (https://github.com/KaenChan/ProbFace).
Index Terms—Probabilistic Face Embeddings, Risk-controlled Face recognition, Uncertainty Estimation
I. INTRODUCTION
Face recognition is a classic computer vision task. Com-
pared with traditional face recognition algorithms, the per-
formance of deep learning-based algorithms has been greatly
boosted. The face recognition accuracy of the algorithm on
the LFW dataset [1] has exceeded the manual comparison
accuracy (99.20%) [2]. This is mainly due to the development
of following four aspects, including: 1) large-scale datasets,
e.g. CASIA Webface [3], VGGFace [4], MS1M [5], Glink360k
[6], etc.; 2) alignment-based face preprocessing [3], [7]; 3)
powerful backbone network, e.g. VGGNet [8], ResNet [9],
SENet [10], etc.; 4) suitable objective function, e.g. contrastive
loss [11], triplet loss [12], large-margin softmax [13]–[15]. etc.
However, in actual unconstrained scenes, there are still
many challenges for the application of face recognition system
[16]. One of the most important challenges is that the quality
of the input face image can affect the accuracy and robustness
of the face recognition system. The quality of a face image
will be influenced by various factors such as illumination,
age, pose, expression, occlusion, and motion blur et al. This
makes it difficult to further improve the accuracy of face
recognition, especially for the risk-sensitive systems, such as
facial payment and facial access control systems. To solve
this problem, some related studies have been optimized from
different aspects, such as face alignment with more accurate
key-points [7], frontal face generation [17]–[19], face image
quality control [20], [21], and robust face feature extraction
[22]–[24].
Probabilistic face embeddings (PFE) [25] can be seen as a
method of combining quality control and feature representa-
tion optimization. The face feature is defined as a Gaussian
distribution in PFE, where the mean is the face feature and
the variance is used to estimate the uncertainty of the input
face image.
Corresponding author: Q. Lv (email: lvqi@nudt.edu.cn).
Generally speaking, uncertainty estimation is a very impor-
tant part of the forecasting system. It can provide support for
subsequent decision-making by estimating the uncertainty of
the predicted results. For face recognition task, uncertainty
estimation can be used to prevent mis-recognition of low-
quality images or out-of-distribution (OOD) images.
There are some works that extend the PFE method. DUL
[26] improves the robustness of the model by learning feature
representation and estimating the uncertainty at the same time.
Shi et al. [27] proposes a probabilistic feature representation
of multiple subspaces, which improves the model’s robustness
and interpretability. However, there are still some problems in
these methods: 1) There is no constraints of the uncertainty
output, which makes the output range of the uncertainty esti-
mation too broad and easy to over-fit. 2) The mutual likelihood
score (MLS) metric is used to calculate the similarity score
between two probabilistic features, which increases the amount
of calculation for feature comparison.
In order to solve these problems, this paper proposes a
robust probabilistic face embeddings method (ProbFace) to
improve the recognition performance in the unconstrained
environment. For the problem that the range of the uncertain
output is too large, a constraint term is added to penalize
the variance of the uncertainty output, as shown in Figure
1(a). This is similar to the idea of confidence penalty in
classification [28], both of which constrain the output of deep
neural networks. Only positive sample pairs are considered
in the training process of PFE, and negative sample pairs are
not considered. To this end, we propose an uncertainty-aware
loss function to preserve the identity information. The loss
function can use the information of positive pairs and negative
pairs at the same time, thus improving the discriminative of
MLS metric. For the time-consuming problem of MLS metric
calculation, we reduce the output of uncertainty from D di-
mension to 1 dimension, where D is the length of face feature.
The final calculation process is equivalent to the adjustment






















































Fig. 1: Demonstrations of our approach. (a) In order to
increase the robustness of MLS, the uncertainty is constrained
to reduce the range of variance. (b) The MLS metric can
be regarded as an uncertainty-based adjustment of the cosine
metric.
in Figure 1(b). Finally, we use multi-scale feature fusion to be
able to use both low-level and high-level features to enhance
the ability of uncertain predictions. The contributions of the
paper can be summarized as below:
• A regularization term is proposed for uncertainty output
to reduce the prediction range of uncertainty to prevent
over-fitting.
• An identification preserving loss is proposed to improve
the discriminative of the MLS metric.
• Simplify the calculation of the MLS metric to an
uncertainty-based adjustment of the cosine metric to
speed up the calculation.
• Fuse the features of different layers in the network to
improve the ability of uncertainty estimation.
• Comprehensive experiments showing that the proposed
method can achieve comparable or better performance in
8 benchmarks than SOTA methods, and can improve the
performance of risk-control face recognition.
II. BACKGROUND AND RELATE WORK
A. Face recognition in the wild
With the development of deep learning algorithms, the
accuracy of face recognition continues to increase. In 2014,
DeepFace [29] used three-dimensional normalized alignment
processing and classification loss to achieve a face comparison
accuracy of 97.35% on the LFW dataset. DeepID3 [11] uses
the verification loss to optimize the network, and the accuracy
on LFW is increased to 99.53%. In 2015, FaceNet [12] used
the Triplet loss function to achieve 99.63% on LFW. Margin-
based loss functions, including L-softmax [30], A-softmax
[31], AMSoftmax [14] and ArcFace [15], etc., can recently
reach 99.83% on LFW. These losses can enforce extra intra-
class compactness and inter-class discrepancy simultaneously
by importing angular/cosine margin into the softmax loss to
enhance the model’s discriminative strength. From the findings
above, it can be shown that the accuracy of the LFW dataset
is already very high. But on larger datasets, the accuracy of
these methods is still not high enough. For instance, on the
Trillion Pairs [32] test set with 1.87 million face images, the
current best recognition accuracy can only reach 89.80%.
In unconstrained scenes [16], the accuracy of face recog-
nition will be affected by the quality of the face image. To
this end, three aspects can be optimized: image preprocessing,
image quality control, and robust face feature extraction.
In image preprocessing, more accurate key-point detection
algorithms can be used to get better aligned images, thereby
improving the accuracy of face recognition [7]. Moreover,
Generative adversarial network (GAN) can be used to generate
clear frontal face from large poses or occluded face images
with identity information preserved [17]–[19]. In the face
image quality control methods, low-quality face images will
be filtered out by the face quality prediction algorithms.
[20], [21]. In terms of feature extraction, pose-invariant or
illumination-invariant feature learning methods are proposed
to achieve more robust facial features [22]–[24].
Therefore, the capabilities and accuracy of face recognition
algorithms do need to be more enhanced as the recognition
scale and scene complexity increase.
B. Uncertainty in Deep Learning for Computer Vision
There are two types of uncertainty in deep learning, data
uncertainty and model uncertainty. Model uncertainty capture
the noise of the parameters in deep neural networks and can
be reduced by increasing the size of the training data, which
is also called epistemic uncertainty [33]. Data uncertainty
captures the noise inherent in given training data and does
not change with the increase of the amount of training data,
which is also called aleatoric uncertainty [34].
Uncertainty in deep learning can usually be estimated by
Bayesian deep learning (BNNs) and ensemble learning meth-
ods [35]. Duel to the difficult of calculating exact posterior
inferences for Bayesian deep learning, several approximate
methods have been proposed, such as Monte Carlo (MC)
dropout [36], [37], Markov chain Monte Carlo (MCMC) [38],
Variational Inference (VI) [39], etc. The ensemble methods are
used to estimate both model and data uncertainty by analyzing
the diversity of each model’s output [40], [41].
So far, there have been many studies on the uncertainty in
deep learning for various computer vision applications.
• Semantic segmentation Monte Carlo (MC) dropout [42]
and Bayesian neural networks (BNNs) [34] arc used to
measure model uncertainty and data uncertainty to predict
pixel-wise class labels uncertainty, making the methods
arc more robust for noisy data.
• Human pose and localization Gundavarapu et al. [43]
used data uncertainty to improve the robustness in human
pose estimation. By considering the uncertainty of model
and data at the same time, Bertoni et al. [44] addressed
the challenges of the ill-posed problem of 3D human
localization from monocular RGB images.
• Object detection To boost the detection efficiency, the
uncertainty estimation method proposed in [34] was ap-
plied to the two-stage object detection network [45], [46]
and the one-stage object detection network [47].
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• Person Re-ID Data uncertainty was used to minimize the
negative impact of the noisy label and outlying samples
in person Re-ID task [48].
• Face recognition Model uncertainty can be used to
analyze the capacity of the face representation [49], learn
robust features [50], and estimate the quality of face
images [21]. For data uncertainty, probabilistic feature
representation was proposed to improve the robustness
and interpretability by representing each face image as
one or more Gaussian distributions [25]–[27]. However,
in these methods, there is no limit to the uncertainty
estimation [25], [26] or only a simple limit [27], which
can easily lead to the problem of over-fitting.
C. Probabilistic Face Embeddings and Mutual Likelihood
Score
According to [25], face feature can be defined as a Gaussian
distribution
pD(z|xi) = N (z;µi, σ2i I)
where µ ∈ RD, σ ∈ RD and D is the length of face
embedding. µ and σ represent the mean and variance of
the face feature, both of which are the output of the neural
network. Assuming that zi and zj are two face distributions,
mutual likelihood score can be used to measure the distance























where const = D2 log2π. The first term in the bracket in
Equation (1) can be regarded as a weighted distance, and
the second term can be regarded as a penalty term. Only
when the uncertainty of zi and zj are both small, can they
get a higher SD score. Therefore, SD is equivalent to fusing
the face quality into the similarity score, which can reduce
the similarity of low-quality face pairs, thus decreasing the
recognition errors caused by low-quality images.
III. PROPOSED METHODS
In this section, we introduce the proposed robust probabilis-
tic face embedding method. In Section 3.1, we simplify the
mutual likelihood score to speed up its calculation. In Section
3.2, we propose the output-constraint loss to penalize the vari-
ance of the predicted uncertainty. In Section 3.3, we propose
identification preserving loss to optimize the discriminative of
MLS metrics. Finally, in Section 3.4, we use the fusion of
features at different layers to boost the ability of uncertainty
estimation. The whole architecture is shown in Figure 2.
A. Fast Mutual Likelihood Score
From section II-C, it can be seen that each feature in PFE
corresponds to a variance, leading to an increase in the size of
face features storage. Furthermore, the calculation amount of
the MLS metric SD is larger than the commonly used cosine
metric. Suppose that in the open-set identification task [51],
the number of face images in gallery set is N and the number
of face images in probe set is M . The number of comparisons
between the gallery set and the probe set is N · M . From
the perspective of computational complexity, the calculation
amount of SD and cosine is not much different, both are
Θ(N ·M ·D), and SD has one more division and one more
log operation than the cosine metric. However, the cosine
metric can be quickly calculated using the optimized matrix
multiplication library, such as OpenBLAS [52], etc. On the
contrary, the calculation of SD cannot be written in the form
of matrix multiplication, which makes it difficult to use the
existing matrix calculation library. Therefore, the calculation
speed of SD will be slow if the face database is relatively
large.
In order to reduce the storage requirements and calculation
time of SD, we can change the output of uncertainty estimation
from D dimension to 1 dimension, so that the calculation
of MLS can be converted to uncertainty-based adjustment of
cosine metric. Specifically, the face features can be defined as
a following Gaussian distribution:




where σ ∈ R. Similar to PFE, the ”likelihood” of zi and zj
being the same person is as follows:
















where yi and yj are the identification labels of zi and zj .
Then, one-dimensional MLS can be get by the log likelihood:
































− log(σ2i + σ2j ) (5)
It can be seen from Equation (5) that the cosine score is scaled
and punished by the sum of the uncertainties of two inputs,
so as to achieve the purpose of uncertainty-based cosine score
correction. As shown in the figure 2, to ensure that σ2 is
greater than 0, the output of our network is s = log(σ2) and
we can get uncertainty by σ2 = exp(s). The optimization goal
of the network is to maximize the Si of sample pairs with the



















where M is the batch size, I(·) is the indicator function and
























Fig. 2: Architecture of proposed ProbFace. The weights of the base model are fixed during training. Probability embedding is
optimized by MLS loss and identification preserving loss, and the range of uncertainty σ2 is regularized by output-constraint
loss. Global average pool (GAP) is used to extract the features of different layers to perform feature fusion. exp operation is
performed on the output of the network to ensure that σ2 is positive.
B. Output-Constraint Loss
PFE integrates face uncertainty into face features, which
can improve the robustness and accuracy of face recognition.
However, since the output of the neural network is easy to
over-confident [53], the uncertainty of different images is
likely to be too different, making the σ value dominant in
Equation (5). When performing face recognition in the wild,
the quality of the image changes greatly and the recognition
performance based on MLS metric drops a lot. Therefore, this
paper constrains the range of the estimated uncertainty. We can
transform the problem into that the value of the uncertainty
should not be too far from its average. Suppose that σ2avg is the
average uncertainty of the all face images. For the uncertainty















where M is the batch size. For the convenience of calculation,
we use the average of σ2 in a mini-batch to approximate the


















Constraining the output of neural networks is a commonly
used regularization method, which has been used in many
tasks. In [28], a maximum entropy based confidence penalty is
used to regularize the output of large, deep neural networks on
image classification, language modeling, etc. In fine-grained
visual classification, pairwise confusion loss [54] can be used
to bring class conditional probability distributions closer to
each other. Our proposed method constrains output of uncer-
tainty to make the output variance more reasonable.
C. Identification preserving loss
In Equation (6), only the influence of positive sample pairs
on the uncertainty estimation is considered, and the influence
of negative sample pairs is not considered. The similarity of
negative pairs should be smaller than the similarity of positive
pairs. If there is a high score due to low quality, we can
use data uncertainty to penalize it. Therefore, we propose an
identification preserving loss function that uses both positive
sample pairs and negative sample pairs to improve the dis-
criminative of MLS. By referring to the contrastive loss [55],
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where [x]+ = max(x, 0).
Similarity, we get the uncertainty-aware triplet loss through




















where T is triplet set in the mini-batch and |T | is the number
of triplets.
The total loss can be written as follow:
L = LS + λCLC + λIdLId (12)
where λC and λId are the weights of output-constraint loss
and identification preserving loss respectively.
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D. Multi-layer Feature Fusion
The uncertainty of a face image is influenced by many
factors, including high-level semantic information (such as
angle, occlusion) and low-level image details (such as blur,
lighting). In deep neural network, the low-level layers focus on
local texture information and high-level layers can learn global
semantic information. As a consequence, fusing the features
of multiple layers of the network can improve the ability of
uncertainty estimation. We use global average pooling (GAP)
to transform feature maps of different level layers into vectors,
and then concatenate them with the flattened vector of the last
convolution, as illustrated in Figure 2.
IV. EXPERIMENTS
In this section, we first introduce the datasets and imple-
mentation details. Then we conduct detailed ablation study
over the proposed losses and modules. We evaluate different
types of test datasets and compared the results with state-of-
the-art methods. Further, we evaluate the performance of the
proposed method on risk-controlled face recognition scenario.
Finally, we compare the running time of the original MLS and
proposed fast MLS.
A. Datasets and Implementation Details
We describe the public datasets used and our implementa-
tion details.
TABLE I: Description of the datasets
Datasets #Identitiy #Image
Train MS-Celeb-1M-v2 [15] 85K 5.8M Variation
Test
LFW [1] 5,749 13,233 limited
CFP-FF [57] 500 7,000 limited
CALFW [1] 5,749 12,174 large-age
AgeDB30 [58] 568 16,488 large-age
CPLFW [59] 5,749 11,652 large-pose
CFP-FP [57] 500 7,000 large-pose
Vgg2FP [4] 300 10,000 large-pose
IJB-B [60] 1,845 76.8K full
Datasets As shown in the Table I, we use MS-Celeb-1M-
v2 dataset [15] with 5.8 million images of 85k subjects as
training set, which is a clean version of the MS-Celeb-1M
dataset [5]. There are 8 testing sets, including 2 datasets with
limited changes (LFW [1] and CFP-FF [57]), 2 large-age
datasets (CALFW [1], AgeDB30 [58]), 3 large-pose datasets
(CPLFW [59], CFP-FP [57], Vgg2FP [4]), and a large-scale
image dataset with various variations (IJB-B [60]). Similar
to [15], all training and test images are aligned by affine
transformation according to the key points of the face, and
resized to 96× 96.
Implementation Details In the experiment, we used two
networks as the base models, ResFace64 and ResFace64 (0.5),
as shown in the Table II. The smaller network ResFace64(0.5)
has half the channel number of ResFace64. The structure of the
base model is similar to the SphereFace [31]. The difference is
that we changed the activation function of the network from
PRELU to RELU, and set the embedding size of the face
feature to 256. This change can improve the training speed of
the network. The uncertainty module uses a two-layer fully
connected neural network, where the input is the fusion of
the multi-layer features of base mode, and the dimension of
the middle layer is 128. We first train base model using the
ArcFace Loss [15] on MS-Celeb-1M-v2 dataset. Then the
parameters of the base model is fixed and the uncertainty
module is trained by SGD optimizer with momentum of
0.9 and weight decay of 5e − 4. In the training process of
uncertainty module, we set the batch size as 128 using a
computer with one GTX1080Ti GPU. In each batch, 8 persons
are sampled, each with 16 pictures. The learning rate start at
0.01, and then decreased to 0.001 and 0.0001 at 32K and 48K
steps, and finish at 64K steps.
TABLE II: Network architecture of base model and uncertainty
model. S1 and S2 denote the stride of the convolutional layer
is 1 and 2 respectively. The input of the uncertainty module is
output of the multi-layer feature fusion module. The activation
function used is RELU.
Networks ResFace64 ResFace64(0.5)
Input size 96x96x3 96x96x3
Conv1x
[3×3, 64]×1, S2 [3×3, 32]×1, S2
[3×3, 64]×3, S1 [3×3, 32]×3, S1
Conv2x
[3×3, 128]×1, S2 [3×3, 64]×1, S2
[3×3, 128]×8, S1 [3×3, 64]×8, S1
Conv3x
[3×3, 256]×1, S2 [3×3, 128]×1, S2
[3×3, 256]×16, S1 [3×3, 128]×16, S1
Conv4x
[3×3, 512]×1, S2 [3×3, 256]×1, S2
[3×3, 512]×3, S1 [3×3, 256]×3, S1
Flatten 18432 9216
FC (Face embedding) 256 256
Concat (Feature Fusion) 19392 9696
FC1 (Uncertainty) 128 128
FC2 (Uncertainty) 1 1
Model size 168 MB 40 MB
GFLOPs 10.5 G 2.6 G
B. Ablation experiment
1) Effect of Output-constraint Loss and Identification Pre-
serving Loss
In order to analyze the effect of the proposed losses on the
uncertainty estimation, we use a histogram to show the distri-
bution of uncertainty scores. Figure 3 shows the distribution
of estimated uncertainty on LFW, CPLFW, CFP-FF and CFP-
FP. We can see that the uncertainty of LFW and CFP-FF is
smaller and more concentrated. The uncertainties of large-pose
face datasets CPLFW and CFP-FP are larger than LFW and
CFP-FF. The uncertainty of CFP-FP has two obvious peaks,
which are frontal and profile pictures respectively. The large-
age data sets, CALFW and AgeDB30, have large age changes,
but the uncertainties remain small. It can be seen from Figure
4(a) and 4(b) that both L2 and L1 output-constraint losses can
concentrate the sigma distribution. With the increase of λC , its
distribution will become more and more concentrated. Figure
4(c) and 4(d) show the effect of identification preserving loss.
It can been seen that the effect of uncertainty-aware contractive
loss and uncertainty-aware triplet loss on uncertainty output is
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(a) LFW and CPLFW




















(b) CFP-FF and CFP-FP


















(c) CALFW and AgeDB30
Fig. 3: Distribution of estimated uncertainty (σ2) on different datasets.

















(a) LS + LL2C




















(b) LS + LL1C






















(c) LS + Lcontractiveid






















(d) LS + L
triplet
id
Fig. 4: Distribution of estimated uncertainty (σ2) on CPLWF with different losses. The weight of loss is given in brackets.
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Fig. 5: Examples of the uncertainty score changes after adding
output-constraint loss.
not very obvious. Figure 5 demonstrates example images of the
uncertainty score changes after adding output-constraint loss.
We can see that the score of the front face is significantly
lower than that of the profile face. After the output constraint
is applied, the range of score changes decreases, as the front
face score increases and the profile score decreases.
2) Ablation on All Modules
To verify the effectiveness of the proposed losses and
modules, we conduct an ablation study in Table III. We use
grid search to select the hyperparameters λC and λid during
training where the value of λC is selected from 0.1, 0.01,
0.001 and 0.0001, and the value of λC is selected from 0.1,
0.01, 0.001 and 0.0001. In (1), we use the ResFace64 model
as the baseline, which is trained by ArcFace Loss. In (2)
and (3), we compare LS256 and proposed LS1 . It can be
seen that their accuracy is very close to each other. In (4),
we added LC on the basis of (3). The results show that L1
loss is better than L2 loss for the output-constraint loss. In
(5), we added Lid on the basis of (3). The results show
that the effect of triplet loss is slightly better than that of
contractive loss. In (6), LC and Lid are added at the same
time. The combination of L1 output-constraint loss and triplet
loss gives the best results. In (7), we can get ProbFace by
adding all modules, including LC , Lid and multi-layer feature
fusion, which can get the most stable performance. In addition,
we are able to analyze the results from the perspective of
different datasets. The quality of LFW and CFP-FF data sets
is higher, so the improvement of probabilistic embedding is not
apparent. For large-pose datasets, the quality of CPLFW, CFP-
FP, and Vgg2FP varies greatly, so the results of probabilistic
embedding are significantly better than the baseline. In large-
age data sets CALFW and AgedDB, the data age changes
greatly, but the image quality is still good, so the result
of LS256 is lower than the baseline. At the same time, our
ProbFace will not be diminished and the accuracy in CALFW
will be better. In the experiment, the best hyperparameters
are λC set to 0.001 and λid set to 0.0001. In subsequent
experiments, the hyperparameter settings will remain the same.
C. Comparison with State-Of-The-Art
In Table IV, we compare the results with state-of-the-art
methods. The base models are resface64 and resface64(0.5).
The training data set is MS-Celba-1M. The results of the com-
parison algorithms in the table come from published papers
and models. Among them, FaceNet [12] is one of the important
early ones. It is trained with Triplet loss and has an accuracy
of 99.63% in LFW. CenterFace [61] and SphereFace [31]
have the lower results since they are trained on small dataset
CASIA Webface [3]. In the results of ArcFace method [15],
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TABLE III: Ablation experiment. The base model is ResFace64. OC denotes output-constraint loss. C denotes uncertainty-aware
contrastive loss. T denotes uncertainty-aware Triplet loss. MF denotes multi-layer feature fusion.
No Method
OC Iden. Limited Large-age Large-pose
AvgL2 L1 C T MF LFW CFP-FF CALFW AgeDB30 CPLFW CFP-FP Vgg2FP
(1) Baseline 99.80 99.80 95.93 97.93 92.53 98.04 94.92 96.99
(2) LS256 99.82 99.77 95.85 97.52 92.80 98.33 95.22 97.04
(3) LS1 99.80 99.76 95.87 97.35 93.01 98.29 95.26 97.05
(4)
LS1 X 99.83 99.83 96.05 97.98 92.92 98.27 95.32 97.17
+Lid X 99.85 99.83 95.97 97.87 93.12 98.21 95.40 97.18
(5)
LS1 X 99.83 99.80 95.87 97.42 92.88 98.40 95.30 97.07
+Lid X 99.80 99.76 95.87 97.35 93.08 98.29 95.36 97.07
(6)
LS1 X X 99.83 99.84 96.00 97.93 92.85 98.16 95.32 97.13
+Lid X X 99.85 99.84 96.03 97.83 92.90 98.34 95.44 97.18
+Lid X X 99.85 99.83 95.98 97.96 93.12 98.36 95.36 97.21
X X 99.85 99.83 96.05 97.93 93.17 98.39 95.36 97.22
(7) ProbFace X X X 99.85 99.80 96.02 97.90 93.53 98.41 95.34 97.26
TABLE IV: Comparison with the state-of-the-art methods on LFW, CFP-FF, CFP-FP and AgeDB30.
Methods Training Data LFW CFP-FF CFP-FP AgeDB30
FaceNet [12] 200M 99.63 - - -
CenterFace [61] 0.7M 99.28 - 76.52 -
SphereFace [31] 0.5M 99.42 - 89.14 -
CosFace [13] 5M 99.73 - 89.88 -
MobileFaceNet,ArcFace [15] 5.8M 99.50 - 88.94 95.91
LResNet50E-IR,ArcFace [15] 5.8M 99.80 - 92.74 97.76
LResNet100E-IR,ArcFace [15] 5.8M 99.77 - 98.27 98.28
IR-50,Pytorch,ArcFace [62] 5.8M 99.78 99.69 98.14 97.53
IR-152,Pytorch,ArcFace [62] 5.8M 99.82 99.83 98.37 98.07
SphereFace-PFE [25] 4.4M 99.82 99.70 97.56 96.93
ResFace64 5.8M 99.80 99.80 98.04 97.93
ResFace64-PFE 5.8M 99.82 99.77 98.33 97.52
ResFace64-ProbFace 5.8M 99.85 99.83 98.41 97.90
ResFace64(0.5) 5.8M 99.72 99.76 97.50 97.63
ResFace64(0.5)-PFE 5.8M 99.82 99.74 97.90 97.43
ResFace64(0.5)-ProbFace 5.8M 99.82 99.83 97.93 97.57
LResNet100E-IR can get highest accuracy on AgeDB30. In
addition, we compare the re-implementation results of ArcFace
based on Pytorch [62], including two backbone networks, IR-
50 and IR-152. In SphereFace-PFE, the training data is a
cleaned version of MS-Celeba-1M, but the data is smaller, so
the accuracy is slightly lower than our base model ResFace64.
Compared with PFE method, our proposed ProbFace method
has more stable results on all 4 datasets. In the case of the
small base model ResFace(0.5), the improvement in the use
of ProbFace is more obvious, and the accuracy can achieve to
97.93% on CFP-FP. Table IV reports the comparison results
with state-of-the-art methods on IJB-B dataset. In Figure 6, we
show the ROC curves of 1:1 verification protocol on the IJB-B.
The IJB-B dataset contains a variety of face images, resulting
in a wide range of quality variations. Both can achieve good
performance when using probabilistic embedding methods,
including PFE and proposed ProbFace. In comparison, the
improvement of ProbFace is higher than that of PFE. At
the same time, compared to the large model ResFace64, the
improvement effect of using ProbFace on the small model
ResFace64(0.5) is more obvious since the small model is more
difficult to handle low-quality images.
D. Risk-controlled Face Recognition
In a face recognition system with controllable risks, the
algorithm will reject the input image if the model is unsure,
ensuring that the performance of the system can be controlled
when faced with complex recognition scenarios. Table VI
gives risk-controlled experiments by rejecting some samples
on CFP-FP and Vgg2FP. We use two methods to calculate the
filtering score: 1) Add: σ21 +σ
2





them, σ1 and σ2 are the uncertainties of the images to be
compared. We remove the image pairs with higher uncertainty
scores dependent on the rejection ratio. As can be seen from
the table, ProbFace can achieve better results than PFE. In
most experimental results, the results of the Add method are
slightly better than the Max method, since the optimization in
the MLS loss is the addition of the two uncertainties. In actual
deployment, it is more convenient to use the Max method. You
can directly use the score of a single image to select whether
to reject, as opposed to the Add method, which requires two
images to determine the rejection score. More experimental
results can refer to the appendix.
E. Runtime comparison
The use of MLS metric can boost the recognition perfor-
mance, but also brings more calculations. Table VII gives the
comparison results of runtime by cosine, S256 and our S1
under 1:1 protocol and 1:N protocol of LFW. The code for
the calculation of cosine and MLS is written using Python
Numpy library. All experiments are conducted on a computer
with 3.7GHz 6-cores Intel i7-8700K CPU and 32GB memory.
In the 1:1 protocol, the similarity scores between the given face
pairs are calculated. From the results, we can see that there are
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TABLE V: Comparison with the state-of-the-art methods on IJB-B with 1:1 verification protocol.
Methods Training Data IJB-B (TPR@FPR) Avg1e-5 1e-4 1e-3 1e-2
VGG2-ResNet50,ArcFace [15] 5.8M 80.38 89.76 94.37 97.55 90.52
MS1MV2-ResNet100,ArcFace [15] 5.8M 90.42 94.67 96.20 97.61 94.73
SphereFace-PFE [25] 4.4M 87.71 93.11 95.90 97.44 93.54
ResFace64 5.8M 84.93 93.74 96.29 97.74 93.18
ResFace64+PFE 5.8M 90.58 94.38 96.12 97.42 94.63
ResFace64+ProbFace 5.8M 90.86 94.52 96.51 97.71 94.90
ResFace64(0.5) 5.8M 74.04 84.34 91.03 95.30 86.18
ResFace64(0.5)+PFE 5.8M 89.06 93.84 95.86 97.28 94.01
ResFace64(0.5)+ProbFace 5.8M 88.95 93.91 96.12 97.55 94.13
TABLE VI: Results of 1:1 verification with rejection on CFP-FP and Vgg2FP where r denotes the rejection rate.
Dataset Method Filter Type r=0.0 r=0.1 r=0.2 r=0.3 r=0.4 r=0.5
CFP-FP
ResFace64-PFE
Add 98.28 98.44 98.96 99.22 99.45 99.51
Max 98.29 98.46 98.89 99.12 99.52 99.63
ResFace64-ProbFace
Add 98.41 99.33 99.50 99.63 99.81 99.83
Max 98.41 99.32 99.61 99.69 99.74 99.77
ResFace64(0.5)-PFE
Add 97.90 98.41 98.84 98.94 99.36 99.49
Max 97.90 98.40 98.96 99.24 99.48 99.51
ResFace64(0.5)-ProbFace
Add 97.93 99.06 99.25 99.29 99.43 99.46
Max 97.93 99.00 99.25 99.33 99.50 99.57
VGG2fp
ResFace64-PFE
Add 95.38 95.96 96.50 96.66 96.90 96.88
Max 95.36 95.98 95.88 96.37 96.63 96.72
ResFace64-ProbFace
Add 95.38 96.18 96.68 96.89 97.07 97.16
Max 95.38 96.22 96.35 96.66 96.73 96.80
ResFace64(0.5)-PFE
Add 94.84 95.64 96.13 96.46 96.93 97.04
Max 94.84 95.29 95.80 96.29 96.67 97.00
ResFace64(0.5)-ProbFace
Add 95.00 96.22 96.38 96.86 97.03 97.08
Max 95.00 95.87 96.18 96.37 96.97 97.03
only 6000 pairs in LFW 1:1 protocol, so that the runtime of
3 methods are all short, where S1 is close to cosine, and S256
is the longest. In the 1:N protocol, face images are separated
into gallery set and probe set, and then the similarity scores
between the images of the two sets are calculated. We can
see that the number of comparisons in the 1:N protocol is
comparatively large. Cosine metric and our S1 metric can use
matrix multiplication to get the result in 1 second, while the
S256 takes 26 seconds.
TABLE VII: The results of runtime comparison of different
match methods.
Protocol No. Images No. Matches Method Time(s)








Probe: 10,090 S256 26.619
S1 0.251
F. Visualization
Finally, we provide the visualization results of the effect
of uncertainty on the feature map base on Grad-CAM [63].
Grad-CAM is designed for classification tasks and cannot be
directly used in our uncertainty estimation task. Therefore,
we modify the output part of grad-cam and use the gradient
of −σ2 to perform back-propagation to obtain a visual image.
In this way, the highlighted parts in the feature map indicate
which areas can reduce the uncertainty (σ2) of the input face
image. It can be seen from the figure that the activation of
high-quality face images is concentrated on the face area,
suggesting that clear features can be identified. Low-quality
ones are more scattered, suggesting that it is difficult to locate
effective information to minimize the uncertainty.
V. CONCLUSION
In this work, we propose a robust probabilistic face embed-
dings (ProbFace) method to improve the recognition accuracy
of PFE in unconstrained environments. In order to speed up
the matching of face pairs, we simplify the calculation of the
MLS metric by correcting cosine metric based on uncertainty.
In order to solve the problem that the range of the uncertainty
is too large, a constraint term is added to penalize the variance
of the uncertainty. An uncertainty-aware identification loss
function is proposed to preserve the identity information
by considering both the positive sample pairs and negative
sample pairs. Additionally, we use multi-layer fusion module
to use both low-level and high-level features to enhance the
ability of uncertainty predictions. Comprehensive experiments
demonstrate that the proposed ProbFace can achieve better
and robust performance than PFE in large-pose and large-age
benchmarks and risk-controlled face recognition settings.
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Fig. 6: ROC curves of 1:1 verification protocol on the IJB-B.
The accuracy of TPR@FAR=0.001 is given in brackets.
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APPENDIX
A. Additional Results on Risk-Controlled Face Recognition
Table VIII and IX report the results of 1:1 verification with
rejection for CFP-FP and Vgg2FP based on ResFace64 and
ResFace64(0.2) base model respectively. In the experiment, we
added comparisons of the recognition results under different
matching methods and different filter types. It can be seen from
the results that the recognition accuracy of MLS is still higher
than that of Cosine under risk-controlled settings. However, as
the low-quality face images are gradually filtered out, the gap
between the two gradually decreases.
Figure 8 and 9 show the accuracy vs rejection curve
on LFW, CPLFW, CPF-FP and Vgg2FP dataset based on
ResFace64 and ResFace64(0.2) base model respectively. As
can be seen from the figures, ProbFace and MLS have obtained
comparable results on the LFW dataset. On the Vgg2FP
dataset, ProbFace has better results than PFE. And on the
CPLWF and CFP-FP datasets, the results of ProbFace are
significantly better than PFE.
B. Visualization
Figure 10 displays the data of 4 individuals in the MS-
Celeb-1M dataset. The images are sorted in ascending order
of uncertainty from left to right. It can be seen from the
figure that good-quality images are close to frontal images,
medium-quality pictures have more angles and changes, and
poor-quality images have the largest changes and are harder
to distinguish.
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TABLE VIII: Results of 1:1 verification with rejection on CFP-FP and Vgg2FP based on ResFace64 model.




Add 98.04 98.51 98.96 99.12 99.60 99.57
Max 98.04 98.56 98.98 99.24 99.48 99.60
MLS
Add 98.28 98.44 98.96 99.22 99.45 99.51
Max 98.29 98.46 98.89 99.12 99.52 99.63
ProbFace
Cosine
Add 98.04 99.05 99.34 99.61 99.79 99.83
Max 98.04 98.87 99.41 99.65 99.74 99.80
MLS
Add 98.41 99.33 99.50 99.63 99.81 99.83




Add 94.94 95.84 96.25 96.77 96.77 97.00
Max 94.94 95.76 95.98 96.40 96.63 96.72
MLS
Add 95.38 95.96 96.50 96.66 96.90 96.88
Max 95.38 95.98 95.88 96.37 96.63 96.72
ProbFace
Cosine
Add 94.94 96.04 96.48 96.91 97.00 97.08
Max 94.94 95.95 96.08 96.57 96.70 96.56
MLS
Add 95.38 96.18 96.68 96.89 97.07 97.16
Max 95.38 96.22 96.35 96.66 96.73 96.80
TABLE IX: Risk control experiment by filtering out part samples on CFP-FP and Vgg2FP based on ResFace64(0.5) model




Add 97.50 98.35 98.68 98.98 99.38 99.51
Max 97.50 98.21 98.79 99.12 99.40 99.51
MLS
Add 97.90 98.41 98.84 98.94 99.36 99.49
Max 97.90 98.40 98.96 99.24 99.48 99.51
ProbFace
Cosine
Add 97.50 98.76 99.02 99.29 99.48 99.49
Max 97.50 98.60 99.00 99.33 99.48 99.54
MLS
Add 97.93 99.06 99.25 99.29 99.43 99.46




Add 94.24 95.29 95.80 96.29 96.67 97.00
Max 94.24 95.09 95.60 96.23 96.90 96.88
MLS
Add 94.84 95.64 96.13 96.46 96.93 97.04
Max 94.84 95.29 95.80 96.29 96.67 97.00
ProbFace
Cosine
Add 94.24 95.42 96.05 96.43 96.53 96.88
Max 94.24 95.24 95.73 96.20 96.73 96.68
MLS
Add 95.00 96.22 96.38 96.86 97.03 97.08
Max 95.00 95.87 96.18 96.37 96.97 96.88
(a) (b) (c) (d)
Fig. 8: Accuracy vs rejection curve on different datasets based on ResFace64 (a) LFW. (b) CPLFW. (c) CPF-FP (d) Vgg2FP.
(a) (b) (c) (d)
Fig. 9: Accuracy vs rejection curve on different datasets based on ResFace64(0.5) (a) LFW. (b) CPLFW. (c) CPF-FP (d)
Vgg2FP.
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Fig. 10: Examples visualization of 4 individuals in MS-Celeb-1M dataset
