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1. PRELIMINARIES 
Let ,I be a positive integer. Put k= 2,? + 1 and v =41-t 3. Let A be a 
(0, 1) matrix of order u such that 
AA’= (1-t l)Z+ AJ (1) 
and that 
A+A’+I=J, (2) 
where t denotes the transposition, and Z and J are the identity matrix and 
all one matrix of order u, respectively. Let % be the set of all (0, 1) matrices 
A satisfying (1) and (2). Let A, and A2 be two matrices of ‘U. Then A, is 
equivalent to A, if there exists a permutation matrix P of order v such that 
A2 = P’AI P. This is a true equivalence relation and we call each equiva- 
lence class and customarily each representative of the class a Hadamard 
tournament. 
We are interested in the existence problem of Hadamard tournaments: 
Does there exist a Hadamard tournament of order v = 42 + 3 for every A? 
PROPOSITION 1. If there exist Hadamard tournaments for all even 1, then 
there exist Hadamard tournaments for all 2. 
ProoJ Let A be the least odd integer such that there does not exist a 
Hadamard tournament of order 4A + 3. Then since 
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is a Hadamard tournament, we have that A> 1. Put II = 2~ + 1. Then by 
our assumption if /J is even, and by the minimality of A if p is odd, there 
exists a Hadamard tournament Ai of order 4~ + 3. Then 
where J, and j, denote all one matrix and all one row vector of size 4~ + 3, 
respectively, is easily seen to be a Hadamard tournament of order 41+ 3. 
This contradiction proves Proposition 1. 
Hence from now on we assume that I is even. 
Now let A be a Hadamard tournament of order u = 4A + 3. Put B = A 
(mod 2). Then B is a matrix over GF(2), the binary field. From (1) and (2) 
we obtain that 
BB’= I (3) 
and that 
B+B’+I=J, (4) 
where we are abusing the notation Z and J, but we believe that there will 
be no confusion in doing so. 
Let Q,(2) be the group of orthogonal matrices of degree u over GF(2). 
Then by (3) B belongs to Q,(2). Let the bi be the row vectors of B, where 
15 is u. Then we have that (bi, bi) = 1 and (bi, b,) = 0 for i #j, where ( ) 
denotes the usual inner product. Let wt(a) denote the Hamming weight, 
namely the number of l’s of a binary vector a. Then the above equations 
show that wt(b;) is odd, where 1 5 is u, and that the bi are pairwise 
orthogonal. In particular, we have that BJ= J. Multiplying B to both sides 
of (4) we get 
B2+Z+B=J. (5) 
Comparing (5) with (4) we have that B2= B’ and that B3 =I. Namely B 
has order three. 
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Now put -v = N’m, where m is a square-free negative integer. Since v = 
41+ 3 with 1 even, we have that m = 5 (mod 8). So the principal ideal (2) 
in the quadratic number field Q(A), where Q denotes the field of rational 
numbers, is prime. Furthermore, if o is the ring of integers in Q(A), then 
o/(2) = GF(4). Now the spectrum of A is 
k -UP)+W&h, -W+W$?2) 
k k 
3 
where the first row 
their multiplicities. 
(mad(2)) and (-(l/2) + (N 
Hence the spectrum of B is 
Spec(B) = (:: f’ F), (6) 
where GF(4)= (0, 1, w, w’}. 
Now it is not difficult to show that there exists an element B of order 
three in G,(2) satisfying (6). Here we note the following fact. 
PROPOSITION 2. For an element B of Q,(2) (4) is equivalent to (6). 
Proof Suppose that an element B of Q,(2) satisfies (6). Then B has 
order three, and hence BZ = B’. So we have that (B + B’ + I) B = B + B’ + I. 
Now j is the only eigenvector of B corresponding to the eigenvalue 1. 
Hence we only need to show that any row vector of B + B’ + Z is not zero. 
However, the Hamming weight of every row vector of B + B’ + I is odd. 
Now suppose that B satisfies (4) and let a be an eigenvector of B corre- 
sponding to the eigenvalue 1 which is distinct from 0 and j. Since either 
wt(a) or wf(a + j) is even, we may assume that wt(a) is even. This 
contradicts (4) and we get (6). 
Though it is not easy to recover a Hadamard tournament A from B such 
that B = A (mod 2), it is still easy to give sufficient conditions for B in 
order to recover a Hadamard tournament A such that B = A (mod 2): 
(I) The diagonal elements of B are zero. 
(II) Let the bi be the row vectors of B, where 1 5 is v. Then 
wt(b,)=k for 1 siiv. 
(III) wt(bi+bi)=k+l for 1 si#jSu. 
Condition (III) is equivalent under condition (II) to the following. Let 
a and b be two binary vectors of the same size, and let a * b be the number 
of coordinate positions where both a and b have 1. Then it is easy to see 
that 
wt(a + b) = wt(a) + wt(b) - 2a * b. 
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So condition (III) is equivalent to the fact that b, * bj = 1 for i #j. Now if 
A is a (0, 1) matrix such that A (mod 2) = B, then it is immediate to see 
that A is a Hadamard tournament of order u. 
Now the main purpose of the present paper is to show that 
(i) the set of matrices B in Q,(2) satisfying (6) is a conjugacy class 
23 of Q,(2); 
(ii) the subset 23, of ‘B consisting of matrices B in 23 such that B has 
zero diagonal is not empty; and 
(iii) the set of matrices D in Q,(2) such that wt(d,)= 1 (mod 4), 
where 15 is v and the di are the row vectors of D, is a subgroup 2B of 
Q”(2) of index 2k- 1(2k - 1). Moreover 23, is contained in (m and it is a 
conjugacy class of %B. 
The main point of our consideration is the fact that further analyses of 
B3, will hopefully solve the existence problem for Hadamard tournaments 
either affirmatively or negatively. 
We note that for the case where u is a prime power there exists a 
Hadamard tournament of quadratic residue type and that there are many 
non-prime power v’s such that there exist Hadamard tournaments of order 
0 (see Cl]). 
2. A CONJUGACY CLASS IN Q,(2) 
It is difficult for us to find a handy picture of a Sylow 3-subgroup of 
Q,(2). For this reason we move over to a symplectic group SpZk(2) of 
degree 2k over GF(2). Here a binary matrix S of degree 2k belongs to 
&!&(2) if and only if S’c/,S= ck, where ck = diagonal (a,, . . . . ak) with 
a, =(‘f A) for 1 sisk. 
Let V be the space of row vectors of size u over GF(2) and the ei the 
standard basis vector of V so that (e,, e,) = c!I~,~, where 6,,, denotes the 
Kronecker delta for 12 i, jj u. Put U, =el +e,, u2 =el + e3, a3 = 
e, +e, +e, +e,, u4 =el +e2 +e3 +e5, . . . . u2k-I = el + “’ +e2kel +e2k 
and u2k =el + ‘.. +e2k-, +e2k+,. Moreover put U’= (u:, ai, . . . . 
‘:k-1, uik, jr). Then we have that U’U = (A i,) and UU’ = (p y). Hence 
U-l = U’UU’. The following is a famous fact. 
PROPOSITION 3. For every element W of Q,(2) it holds that U -’ WU = 
(i “,), where S 1s an element of S&2). Converdy for every ekment s of 
Sp2k(2), W= U(h “,)U-’ belongs to Q”(2). In other words, the conjugation 
by U is an isomorphism from Q,(2) onto Sp,,(2). 
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Proof Let W be an element of Q”(2). Then we may put U ~’ WU= 
(A “,), because we have that U-r WUei = ei and that er U-’ WU = e,. Since 
W’W=Z, U-‘(A ‘&) U’U(A i)U-‘=I, and thus (A &!,,)=(A i,). Namely 
92, S = 2,. Conversely if S is an element of Spzk( 2) and W = U( A “,) U - ‘, 
then W’W = U-‘(A “,,) U’U(h “,)U-’ = U-‘(A “,,)(A &)(h “,)U-’ = 
U-T:, ik )U-‘=I. 
Remark. Choose W = B, where B satisfies (6). Then since U ~ ‘JU = 
(A z), (4) implies that S + S* + Z= 0. Hence in this case S has no eigen- 
value 1. 
Now we are going to construct a Sylow 3-subgroup 6, of ,91~~(2) using 
an induction argument on 1. We proceed with an arithmetical emma. 
LEMMA 1. Zf 1= 3’, then r + 1 is the exact exponent of 3 in 2*‘- ‘. 
Proof Since (p(3’+ ‘) = 21, w ere h cp denotes the function of Euler, 
22’= 1 (mod 3r+ ‘). If 22’= 1 (mod 3rf2), then there exists an integer a such 
that 2 = a3 (mod 3’+*). This implies that 2 = a (mod 3) and 2 = 8 (mod 3*), 
which is a contradiction. 
Here we notice that 
ISp*1(2)1 = 2’2 n (22’- 1). 
Isis/ 
(7) 
Let I= a, + 3a, + . . . + 3’a,, where ai = 0, 1, or 2 for 0 s i 5 r - 1 and 
a, = 1 or 2, be the triadic presentation of 1. 
Put T= ( : A). Then by (7) it is easy to see that 
6, = CT), 
6, =diagonal (G,,, 6,) 
6, =diagonal (G,, G,, 6,) 
where Zi denotes the binary identity matrix of degree i; 
6, =diagonal(G,, Gr), . . . . 
6, =diagonal(G,, G,, G3) 
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and that either 
6, = diagonal (Gx,-l, G3,-l, G,,-I) 7 
where 1=3’and s=2.3’-l, or 
6, =diagonal (Gi,,, . . . . G,, . . . . G,, . ..) for I> 3’. 
--_5 
a, a, “0 
PROPOSITION 4. Let S be an element of 6, such that Spec(S) = (y’ 7’). 
Then S = diagonal ( Tb’, . . . . Tbl), where 15 bi 2 2 and 15 i 5 1. 
Proof: We use an induction argument on the degree. Deny the proposi- 
tion. Then we may assume that 1= 3’ and that 
Then 
UlU2U3 0 0 
S3’ 0 U2U3Ul 0 = i3r, 
0 0 u3 u1 u2 
which implies that U, 17, U, = U, U, U, = U3 U, U2 = I,,-, . 
Put x2 =x1 U, and x3 =x1 U;‘, where x1 is any non-zero vector of size 
3’-‘. Then 
(x1,x*,x3) = (x3 u3, Xl u, 9 x2 U,), 
where xjU3 =x1, x,U, =x2, and x2U2=xlU,U2=x3U3U,U2=x3. So 
S has eigenvalue 1. This is a contradiction. 
PROPOSITION 5. The S’s in Proposition 4 form a conjugacy class in 
SP2,(2). 
Proof: Since (y A)(: i)(y A) = (y k), all of diagonal ( Tbl, . . . . Tb'), where 
1 5 bi 5 2 and 1 5 i 5 Z; are conjugate in Sp,,(2). 
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PROPOSITION 6. Put TI = diagonal (a,, . . . . a,), where u, = T for 
i = 1, . . . . 1. Then the centralizer of T, in Sp,,(2) is isomorphic to the unitary 
group U,(4) of degree 1 over GF(4), the quatenary field. 
Proof: Since T2= T+Z,, we may put GF(4)= (0, Z,, T, T2}. Let an 
element X of Sp,,(2) belong to the centralizer of TI and put X= (Xi,,), 
where deg(X,, j) = 2 for 1 5 i, j 5 1. Then it follows that Xi, jT = TX,,,. So 
X,j = 0, Z2, T, or T2. Since X is symplectic, XC, X= Cr. So we have that 
C1..,bjIXf(i,a)~,(a,b)X(h,j)=C,(i,j). Since ,I?,(i,j)=O for i#j and 
= (T A) for i = j, we have that C ,5.1,X’(i,a)(~~)x(a,j)=Ofor i#jand 
=(y A) for i=j. Thus 1 lsall C?~)-X’(i, a)((: A) X(a,j)=O for i#j and - - 
= Z2 for i = j. This shows that X is unitary. 
Here we note that 
1 U,(4)] = 2((12-‘)/2) n (2’- (- l)i). (8) 
lli<l -- 
From Propositions 46, (7), and (8) we obtain the following proposition. 
PROPOSITION 7. The B’s satisfying (6) form a con&guy class $3 of Q,(2) 
of size 
2W2+W) -y<k12*‘+1) n (22’+1-1). (9) 
ljisk 
The size (9) is prime to three. So B satisfying (6) belongs to the center of 
some Sylow 3-subgroup of Q,(2). 
3. CONDITION Z AND A SUBGROUP OF Q,(2) 
Let W be a binary matrix. Then the numbers of 1 in the diagonal of W 
and in W will be called the diagonal and total weights of W and will be 
denoted by dwt( W) and twt( W), respectively. 
PROPOSITION 8. If B is an element of 23, then dwt(B) = 0 (mod 4). 
Proof: Let C be a (0, 1) matrix such that C (mod 2) = B. Then we have 
that 
t1 u12 ... Ul” 
cc’= u21 t2 ... u2u 
! i 
) 
. . . . . . . . . . . . 
U”1 U”2 ... tu 
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where ti = wt(bj) is odd and all uti are even. Hence we have that 
(det C)2 = det(CC’) z t, t2 . . . t, (mod 4). 
Therefore the number of i’s such that ti = 3 (mod 4) equals an even 
number, say 2e. Put v = 2e +f: Now the total weight of B is counted 
modulo 4 in two ways: 
lsF,U ti=vk+dwt(B)z2e+f=v (mod4). 
- - 
In our case v z vk E 3 (mod 4). Hence we have that dwt(B) E 0 (mod 4). 
Let Sym(v) denote the group of all permutation matrices of degree v. 
Clearly Sym(v) is a subgroup of Q,(2). 
PROPOSITION 9. There exists an element B of 8 such that dwt(B)=O. 
ProoJ Deny the proposition and let B be an element of !B such that 
dwt( B) is the least. Then dwt(B) is positive, and by Proposition 8 and 









Further put B = (‘I B2 Bj J where the degrees of B, and B, are equal to 4 and 
v - 4, respectively. Now we have that N4B1 N,(l, 1) = (B,( 1, 1) + 
B,(2, l)+B,(3, l))+(B,tl, 2)+B,(2,2)+B,(3,2))+(B,(l, 3)+B,(2, 3)+ 
Bit37 3)). Since B,(i, j) + B,(j, i) = 1 for i#j, we have that 
N4 B, N4( 1, 1) = 0. Similarly we have that N4 B, N4(i, i) = 0 for i = 2, 3, and 
4. Since N(4) BN(4) = (“;:A: “;T), we have that dwt(N(4) BN(4))< 
dwt(B). This contradicts the minimality of dwt(B). 
Let b, be the set of elements B of 23 such that dwt(B) = 0. 
Remark. Let B be an element of 23, and C a (0, 1) matrix such that C 
(mod 2) = B. Then from (4) we have that C + C’+ I= J. Namely C is an 
incidence matrix of a round robin tournament. 
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PROPOSITION 10. Let B be an element of !Z!JO. Then it holds that 
wt(b,) z 1 (mod 4), where the bi are the row vectors of B for 1 5 i 5 u. 
Proof: Deny the proposition. Then, under the action of Sym(u), we may 
assume that wt(b,) = r = 3 (mod 4). Since B(u, u) =O, we may assume 
further that b, = (j,, O,+,), where ji and Oi denote the all one and zero 
vectors of size i, respectively. Since the bj are pairwise orthogonal, we have 
that r < v. Put 
B, 4 
B= B3 B, , 
( 1 jr 0 
where B, is the principal submatrix of B of degree r. Then we have that 
twt(B,) = (;) E 1 (mod 2). On the other hand, by the orthogonality with 
the last row vector, twt(B,) must be even. This contradiction proves the 
proposition. 
PROPOSITION 11. The normalizer N(BO) of 23,, in Q”(2) coincides with 
the set H(u) of elements D of Q,(2) such that wt(di) E 1 (mod 4), where the 
d, are the row vectors of D for 1 5 is v. 
Proof: Let B be an element of bO. Then we have that DBD’(i, i) = 
C,,.,.,,D(i,r)B(r,s)D’(s,i) = C16r<s~vD(i,r)D(i,~)=(wf:d,))=0 or 
1, as wt(di) = 1 (mod 4) or = 3 (mod 4). 
Now let w be a positive integer and Q,(2) the group of binary 
orthogonal matrices of degree w. Further let H(w) be the set of elements D 
of Q,(2) such that wt(di) E 1 (mod 4), where the di are the row vectors of 
D for lsisw. 
PROPOSITION 12. If D is an element of H(w), then the sum of any distinct 
four row vectors of D has weight diuisible by four. 
Proof Under the action of Sym(w) it suffices to show that 
WC _ _ ,Ii14di)=0 (mod4). Now put 
e,). 
Among the ei let ai have weight i for 0 5 i 5 4. Then by the assumption we 
have that 
a, +2a, +3a, +4a, -0 (mod 4). 
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By the orthogonality of d,, . . . . d, we have that 
az+3a,+6a4-0 (mod 2). 
Hence we have that a, -3a, --a, +a, =w~(C,,~~,~~)=O (mod4). 
PROPOSITION 13. H(w) is a subgroup of Q,(2). 
Proof: Let W be the space of binary row vectors of size w. Then we 
show that H(w) coincides with the stabilizer of a subset W, of W in Q,(2), 
where W, is the set of vectors u of W such that w?(u) 5 1 (mod 4). 
Now let D be an element of H(w) and A a subset of { 1,2, . . . . w} such 
that Id1 = 1 (mod 4). Then by the pairwise orthogonality of the di and by 
Proposition 12 we have that 
(mod 4). (10) 
Since uD is the sum of Iwt(o)) row vectors of D, (10) shows that W,,D is 
contained in W,. On the other hand, if W,D is contained in W,, for an 
element D of Q,(2), then eiD belongs.to W,, where the ei are the standard 
basis vectors of W for 1 5 i 5 w. So we have that wt(di) E 1 (mod 4) for 
lsisw. 
PROPOSITION 14. H(w) is transitiue on W, unless w E 1 (mod 4). If w = 1 
(mod 4) then H(w) is transitive on W, - {jw}. 
Proof: Put M(r) = (7 /,), where M, = J, -I, and r E 2 (mod 4). 
Then M(r) belongs to H(w). We have that wt(e,M(r)) = r- 1. If w = 
4m + 1, we must have that r 5 4m - 2. Actually j, is an invariant vector for 
Q,(Z). Since Sym(w) is contained in H(w), we get the proposition. 
PROPOSITION 15. The index ofH(o) in Q,(2) equals 2k-1(2k- 1). 
Proof. We note that 1 W, 1 = (7) + (;‘) + . . . . Then we recall the classical 
formulae (see [2], p. 19). 
(4;)+(y)+ . . . +(4m4m3)=24”-‘; (11.0) 
(4,:,)+(4,:1)+ . . . +(~~:)=24~-‘+(-1)“22”~1; (11.1) 




(,,:3)+(y+3)+ . . . +(~~:)=24”+‘+i-1)“2’“. 
Further we note that 
24+l+(-l)mp-I-l 
(22,- 1)(22m-l+ 1) for m even, 
(22”+ 1)(22m-l- 1) for m odd. 
(11.3) 
(12) 
Now let h(w) denote the order of H(w). Then, using formulae 
(1 l.O)-( 11.3) and (12) and applying Proposition 14 we get 
h(u)/h(~-8)=2~~-~~(2~+ l)(22k-2- 1) 
x (2 2k--4- 1)(22k-6- 1)(2’+“- 1). (13) 
Then since JQ,CWff(~)l lWYW~-f3h = NAGWL(2)l l~,dW~(~-8)l, 
using (7) and (13) and applying an induction argument on 1 we get the 
proposition. 
PROPOSITION 16. It holds that 
pBol= IB1/(2k-‘(2k- 1)) 
=2W-k+2)/2 I-I (22’+ 1) 
IzizZ(k- 1)/2 
x n (22’+‘-1). 
iiiS(k-3)/Z 
ProoJ Reversing the procedure in the proof of Proposition 9, we obtain 
elements of B of positive diagonal weights from elements of 8,. Let wi be 
the number of elements of 23 with diagonal weights i, where i = 0 (mod 4). 
So w. = Ido I. Then, under the action of Sym(u), it is easy to see that w4 = 
G)wo, W8 = (g)wo, . . . . and w,-~ = (“V3)wo. Hence by (11.3) and Proposi- 
tion 7, (9) we obtain the proposition. 
PROPOSITION 17. 23, is a conjugacy class of N(Bo). 
Proof Let B be an element of 23, and C(B) the centralizer of B in 
Q,(2). We calculate the index of C(B) n N(2Jo) in Q,(2) in two ways. First 
by Proposition 7 we have that [Q,(2) : C(B)] = 1231. Second by Proposi- 
tions 15 and 16 we have that [Q,(2) : N(23,)] =2k-1(2k- 1) and 
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[N(!&,) : C(B) n N(B,)] 5 123(/(2”p’(2k - 1)). Hence we see that C(B) is 
contained in N(!B,), and that [N(23,) : C(B) n N(%,)] = 123, I.
The subgroup ‘11) of Q,(2) mentionaed in Section 1 equals N(%,,). 
Remark. By Propositions 4, 5, and 16 we see that there exist precisely 
\233,1 orthogonal round robin tournaments of order v, where we say a 
round robin tournament T is orthogonal if the inner products of all pairs 
of its row vectors are even. 
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