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Abstract
The classical biophysical Morris-Lecar model of neuronal excitability predicts that upon stimulation
of the neuron with a sufficiently large constant depolarizing current there exists a finite interval
of the current values where periodic spike generation occurs. Above the upper boundary of this
interval there is a four-stage damping of the spike amplitude: 1) minor primary damping, which
reflects a typical transient to stationary state, 2) plateau of nearly undamped periodic oscillations,
3) strong damping, and 4) reaching a constant stationary asymptotic value Vst of the neuron po-
tential. We have linearized the Morris-Lecar model equations at the vicinity of Vst and have shown
that the linearized equations can be reduced to a standard equation for exponentially damped har-
monic oscillations. Importantly, all coefficients of this equation can be explicitly expressed through
parameters of the original Morris-Lecar model, enabling direct comparison (i.e. without any fitting)
of the numerical and analytical solutions for the neuron potential dynamics at later stages of the
spike amplitude damping. This allows to explore quantitatively the applicability boundary of linear
stability analysis that implies exponential damping.
Keywords: neuronal dynamics, Morris-Lecar model, constant current stimulation, periodic spiking,
damped oscillations
21. Introduction
The Morris-Lecar model [1, 2] is a classical biophysical model of spike generation by the neuron, which takes
into account the dynamics of voltage-dependent ion channels and realistically describes the spike waveform. The
model predicts that upon stimulation of the neuron with a sufficiently large constant depolarizing current Istim,
there exists a finite interval of Istim values where periodic spike generation occurs [2–5]. Numerical simulations have
shown that in the Morris-Lecar model the cessation of periodic generation of spikes above the upper boundary of
this interval (i.e. at Istim > Imax in Fig. 1) occurs through a damping of the spike amplitude, arising with a delay
inversely proportional to the value of Istim [6]. In particular, the damped dynamics can be divided into four successive
stages: 1) minor primary damping, which reflects a typical transient to stationary dynamic state, 2) plateau of nearly
undamped periodic oscillations, which determines the aforementioned delay, 3) strong damping, and 4) reaching a
constant stationary asymptotic value Vst of the neuron potential. As the last two stages resemble the well-known
exponentially-damped harmonic oscillations, we tackled to find an analytical description for these.
In this paper, we have linearized the Morris-Lecar model equations at the vicinity of the asymptote Vst. The
resulting equations have been then reduced to an inhomogeneous Volterra integral equation of the second kind. In
turn, the latter has been transformed into an ordinary differential equation of the second order with a time-dependent
coefficient at the first-order derivative. As this time dependence was just an exponential decay with the small pre-
exponential factor, we considered its asymptotic value and analytically solved the final equation. In order to verify
the analytical solution found, we have compared it with the numerical solution obtained using the standard MATLAB
tools for systems of ordinary differential equations (see Supplementary Material, which contains the MATLAB codes
and generated data used for the Figures).
As the result, we have accurately shown that the linearized system of equations of the Morris-Lecar model can be
reduced to a standard equation of exponentially damped harmonic oscillations for the neuron potential. Since all
coefficients of this equation are explicitly expressed through parameters of the original Morris-Lecar model, one can
directly (i.e. without any fitting) compare the numerical and analytical solutions for dynamics of the neuron potential
at last two stages of the spike amplitude damping (left graphs in Fig. 2 and Fig. 3). The results allow a quantitative
study of the applicability boundary of linear stability analysis that implies exponential damping.
2. Standard Morris-Lecar model
As phase plane analysis of the Morris-Lecar (ML) model is extensively described in the most of textbooks on math-
ematical neuroscience (e.g., [7–11]), we omit it and provide only basic facts on the model, and its formal description.
Qualitatively, the classical two-dimensional ML model [1, 2] (cf. [12]) couples dynamics of the transmembrane
potential V of the neuron with dynamics of the transmembrane conductance w of potassium ions. Spikes represent
characteristic pulses of V (see the gray inset in Fig. 1, in the range from Imin to Imax). In the ML model the rate of
change of V depends on the current value of w in such a way that dynamics of w provides a negative feedback with
respect to the dynamics of V . In turn, the rate of change of w is proportional to the difference between the current
value of w and some "asymptotic" value w∞, which nonlinearly depends on V . As a result, w tends to reach w∞,
which is changed itself in time due to dynamics of V . If one neglects the relaxation of w to w∞, i.e. assumes that it
occurs instantly, then the generation of spikes in the ML model does not occur. The upper value of the stimulating
current, Imax, above which the continuous periodic generation of spikes stops, corresponds to the onset of a fast
(compared to the rate of change of V ) relaxation of w to w∞.
Quantitatively, standard equations of the ML model for dynamics of the neuronal potential V and for relaxation
dynamics of the normalized conductance w of potassium ions are given by{
CmdV/dt = −Iion(V,w) + Istim,
dw/dt = (w∞(V )− w)/τ(V ),
(1)
where the total sum of ion currents
Iion(V,w) = gCa ·m∞(V ) · (V − VCa) + gK · w · (V − VK) + gL · (V − VL), (2)
Istim is an external stimulating current, and the constituent functions
m∞(V ) =
1
2
[1 + tanh((V − V1)/V2)] , (3)
w∞(V ) =
1
2
[1 + tanh((V − V3)/V4)] , (4)
τ(V ) = τmax/ cosh((V − V3)/(2V4)). (5)
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Figure 1. Dependence of spike generation frequency (averaged over fixed time interval of 20000 ms) on constant stimulating
current Istim and, on the gray inset, typical examples of dynamics of the neuron potential in the corresponding ranges of Istim
values for the Morris-Lecar model with the 1st excitability type [2]. Spikes are characteristic pulses of the neuron potential (see
the gray inset in the range from Imin = 40 µA/cm
2 to Imax = 116.1 µA/cm
2).
For numerical simulations we have used the following values of the ML model parameters corresponding the 1st
neuronal excitability type [2]: Cm = 20 µF/cm
2, gCa = 4 mS/cm
2, gK = 8 mS/cm
2, gL = 2 mS/cm
2, VCa = 120 mV,
VK = −84 mV, VL = −60 mV, V1 = −1.2 mV, V2 = 18 mV, V3 = 12 mV, V4 = 17.4 mV, τmax = 14.925 ms. These pa-
rameters result in the resting potential value Vrest = −59.47 mV, which is the solution of equation Iion(V,w∞(V )) = 0
and is very close to VL value. The initial conditions for all numerical simulations of the ML model in this paper are
as follows: V (t = 0) = Vrest, w(t = 0) = w∞(Vrest).
3. Linearization of the Morris-Lecar equations at large constant stimulation
In what follows, we consider the case Istim > Imax and seek a solution for the potential in the form V (t) = Vst+U(t),
where Vst is the stationary potential value determined from equation Iion(Vst, w∞(Vst)) = Istim and U(t→ +∞) = 0.
In addition, we assume that for any moment of time t the condition |U(t)| ≪ |Vst| holds. Given this, we expand
w∞(V ) and m∞(V ) into a Taylor series up to the linear term with respect to U :
w∞(Vst + U) ≈ w∞(Vst) +
dw∞(Vst)
dV
U = a+ b · U,
m∞(Vst + U) ≈ m∞(Vst) +
dm∞(Vst)
dV
U = p+ q · U,
where a = w∞(Vst), b = dw∞(Vst)/dV , p = m∞(Vst), q = dm∞(Vst)/dV .
Next, we exactly solve the linearized ML equation on w, assuming that τ(V ) = const = τ(Vst) ≡ τ ,{
τdw/dt = a+ bU(t)− w,
w(t = t0) = w0.
(6)
4Its general solution has form
w(t) = a+W0(t) + b exp(−
t
τ
)
t∫
t0
exp(
t′
τ
)
U(t′)
τ
dt′, (7)
where W0(t) = (w0 − a) exp(−(t− t0)/τ).
We find value w(t0) = w0 in a local extremum point of the potential V (t = t0) = V0 = Vst+U0, which is determined
by condition dV
dt
(t = t0) = 0. One gets
w0 =
Istim − gCa ·m∞(V0) · (V0 − VCa)− gL · (V0 − VL)
gK · (V0 − VK)
. (8)
Further, writing explicitly the equation on U and neglecting nonlinear terms, we obtain a linear integro-differential
equation for the potential U
dU
dt
= −G(t)−A(t)U −B exp(−
t
τ
)
t∫
t0
exp(
t′
τ
)
U(t′)
τ
dt′, (9)
where coefficients A(t), B, and G(t) are as follows:
A(t) = [gCa(p+ q(Vst − VCa)) + gK(a+W0(t)) + gL]/Cm ≡ A+A0(t),
A = [gCa(p+ q(Vst − VCa)) + gKa+ gL]/Cm,
A0(t) = gKW0(t)/Cm ≡ AK exp(−(t− t0)/τ), AK = gK(w0 − a)/Cm,
B = gKb (Vst − VK) /Cm,
G(t) = A0(t)(Vst − VK) = B((w0 − a)/b) exp(−(t− t0)/τ).
Integrating by parts, we obtain
dU
dt
= G1(t)−A1(t)U(t) +B exp(−
t
τ
)
t∫
t0
exp(
t′
τ
)
dU
dt′
dt′, (10)
where G1(t) = −G(t) +BU(t0) exp(−(t− t0)/τ) and A1(t) = A(t) +B.
Further, given that U(t) = U(t0)+
t∫
t0
(dU/dt′)dt′, one can reduce the previous equation on U to an integral equation
for its derivative f(t) = dU/dt,
f(t) = G2(t) +
t∫
t0
K(t, t′)f(t′)dt′, (11)
where G2(t) = G1(t)−A1(t)U(t0) = G3+G4 exp(−(t− t0)/τ), G3 = −(A+B)U(t0), G4 = U(t0)(−AK +B)−B(w0−
a)/b, and
K(t, t′) = −A1(t) +B exp(−
(t− t′)
τ
) = −(A+B)−AK exp(−
(t− t0)
τ
) +B exp(−
(t− t′)
τ
). (12)
The resulting equation (11) for f(t) is an inhomogeneous Volterra integral equation of the second kind. Twice
differentiating both sides of Eq. (11) with respect to t, we obtain that the integral equation (11) is equivalent to
ordinary differential equation of the second order
d2f
dt2
+ (2γ +AK exp(−(t− t0)/τ))
df
dt
+
(
−
AK
τ
exp(−(t− t0)/τ) + ω
2
0
)
f(t) = 0, (13)
where constants 2γ = A+ 1/τ and ω2
0
= (A+B)/τ have been introduced.
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Figure 2. Left graph: The gray curve is a numerical solution for dynamics of neuron potential V (t) in the Morris-Lecar model
with the 1st excitability type at Istim = 116.3 µA/cm
2 > Imax = 116.1 µA/cm
2. The red curve is an analytical solution of
the linearized system of equations of the Morris-Lecar model with initial conditions taken at the point of a local maximum of
the potential (t0 = 693.3 ms, V0 = 16.35 mV). Right graph: The corresponding numerical (gray) and analytical (red) solutions
for w(t). Parameters of the analytical formulas for this example are as follows: Vst = 9.28 mV, a = 0.42, ω0 = 262.1 Hz,
γ = 21.3 Hz, ω = 261.2 Hz, 1/τ = 67.2 Hz, η = 0.08, χ = 0.17, 2γ/|AK | = 6.78, U0 = 7.07 mV, a/w0 = 1.04, Wa = 0.05, and
Wc = −0.02, where the last five parameters depend on t0 and V0 values.
Returning to potential U and allocating the full derivative, we have
d2U
dt2
+ (2γ +AK exp(−(t− t0)/τ))
dU
dt
+ ω20U = const. (14)
Assuming that potential U(t) and all its derivatives tend to zero at t→ +∞, one gets const = 0. Finally, we obtain
d2U
dt2
+ (2γ +AK exp(−(t− t0)/τ))
dU
dt
+ ω2
0
U = 0, (15)
with initial conditions
U(t = t0) = U0 = V0 − Vst,
dU
dt
(t = t0) = 0. (16)
4. Analytical solution of the linearized equations
Assuming that w0 ≈ a and neglecting the time-dependent parameter in Eq. (15), we arrive at
d2U
dt2
+ 2γ
dU
dt
+ ω20U(t) = 0. (17)
Given the initial conditions (16), the solution of Eq. (17) has form
U(t) = U0 exp(−γ(t− t0))
[
cos(ω(t− t0)) +
γ
ω
sin(ω(t− t0))
]
, (18)
with angular frequency ω =
√
ω2
0
− γ2 and oscillation period T = 2pi/ω. This solution describes exponentially-
damped harmonic oscillations and corresponds well with the numerical result (left graph in Fig. 2 and two left graphs
in Fig. 3). It is worth noting that ω0 and γ are independent of t0 and V0. Therefore the dependencies ω0(Istim),
γ(Istim), and ω(Istim) are relatively universal and, moreover, these can be continued in the range Istim < Imax (Fig. 3,
right graph), though in this case there is no correspondence between the numerical and analytical solutions.
One can also obtain an explicit solution for w(t) by substituting U(t) into Eq. (7):
w(t) = a+ (w0 − a+ w1) exp(−(t− t0)/τ) + w1 exp(−γ(t− t0)) [− cos(ω(t− t0)) +H sin(ω(t− t0))] , (19)
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Figure 3. Left graph: Quantitative evaluation of the correspondence between the numerical and analytical solutions at Istim
= 116.3 µA/cm2 (see left graph in Fig. 2): dependencies for S = 1
n
∑
n
i=1 |Vst + U(ti) − V (ti)| (blue circles, left scale) and
R2 =
∑
n
i=1
(Vst+U(ti)−Vmean)
2
∑
n
i=1
(V (ti)−Vmean)
2 (green squares, right scale) on different values of t0 and V0. Here Vmean =
1
n
∑
n
i=1 V (ti) and
{ti}
n
i=1 is the set of time moments ti > t0, for which numerical solution V (ti) is known. As one can see from the lower graph,
an approximate empirical condition of the good correspondence is V0 < 2Vst. Right graph: Analytical dependencies of ω0, γ,
and ω on the value of constant stimulating current Istim, with superimposed spiking frequency from Fig. 1.
where w1 = bU0A/B and H = ω
2
0
/(ωA)− γ/ω.
Using auxiliary trigonometric transformations, one can write functions U(t) and w(t) in a more compact form.
Denoting
cos(η) =
1√
1 + (γ/ω)2
= ω/ω0, sin(η) =
γ/ω√
1 + (γ/ω)2
= γ/ω0, (20)
we get
U(t) = U0 exp(−γ(t− t0))
cos(ω(t− t0)− η)
cos(η)
, (21)
where η = arctan(γ/ω) is the inverse function of tan(η) = γ/ω. This expression for U(t) is completely equivalent to
the previous solution (18).
In turn, introducing notations
s = (1 − γτ)/(ωτ), cos(χ) = 1/
√
1 + s2, sin(χ) = s/
√
1 + s2, (22)
we obtain a compact solution for w(t),
w(t) = a+Wc exp(−(t− t0)/τ) +Wa exp(−γ(t− t0)) sin(ω(t− t0) + χ− η), (23)
where χ = arctan(s), quantity Wa = (bU0/(ωτ))
√
1 +A/B determines the amplitude of the damped oscillations of
w(t) (see Fig. 2, right graph), and Wc = (w0 − a)−Wa sin(χ− η).
5. Conclusion
We have shown analytically, and confirmed numerically, that for the Morris-Lecar neuron model upon stimulation
by large constant depolarizing current the later stages of spike amplitude damping can be accurately reduced to
exponentially damped harmonic oscillations. The results may be useful as a complementary to bifurcation analysis, in
particular, for shaping the applicability boundary of linear perturbation method, which implies exponential damping,
in studies of dynamical state stability.
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