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1 : ( )v D. M. Titterl’ngton (D\infty ment Of Statistioe, University ofGlasgow, $\mathrm{U}\mathrm{K}$)





$|\Omega|$ $\Omega=\{1,2, \cdots, |\Omega|\}$ , $\vec{f}$ $\vec{g}$
$i$
$g$: .
$\vec{f}=$$\prime 1$ , $\vec{g}=$ (1)
$0$ , $\sigma^{2}$ . $\tilde{f}$
$\vec{g}$
$P(g \urcorner f^{\prec}, \sigma)\equiv(\frac{1}{\sqrt{2\pi}\sigma})^{|\Omega|}\exp(-\frac{1}{2\sigma^{2}}\sum_{:\in\Omega}(f_{1}-g_{i})^{2})$ (2)
. $ij$ $N$ , $\tilde{f}$
$\exp(-\frac{1}{2}\alpha\sum(f_{i}-f_{j})^{2})$
$P(f \tilde{|}\alpha)\equiv:\frac{1j\in N}{\int\exp(-\frac{1}{2}\alpha\sum_{*j\in N}(z_{1}-z_{j}\rangle^{2})dz}$. (3)
. , $\vec{g}$ $\tilde{f}$
$\exp(-\frac{1}{2\sigma^{2}}\sum(f_{1}-g:)^{2}-\frac{1}{2}\alpha\sum(f_{i}-f_{j})^{2})$
$P( \tilde{f|}\vec{g},\alpha, \sigma)\equiv..\frac{1\in\Omega J’\in N}{\int\exp(-\frac{1}{2\sigma^{2}}\sum_{*\in\Omega}(z_{1}-g|)^{2}-\frac{1}{2}\alpha\sum_{j\in N}(z_{*}-z_{j})^{2})d_{Z}^{arrow}}::$.
(4)
.
$garrow$ $(\alpha, \sigma)$ , $\vec{f}$ $\vec{g}$
$\mathcal{P}(\tilde{f,}g\urcorner\alpha,\sigma)\equiv \mathcal{P}(\tilde{g}|\vec{f}, \sigma)P(f\vec{|}\alpha)$ (5)
$\mathcal{P}(g\urcorner\alpha,\sigma)=\int P(z\tilde{g}|arrow,\alpha,\sigma)d$? (6)
. $P(\vec{g}|\alpha, \sigma)$ $\alpha$ $\sigma$ (Marginal
Likelihood) .
$\mathcal{P}(\tilde{g}|\alpha, \sigma)$ $\alpha$ $\sigma$ $\hat{\alpha},\sigma\wedge$
EM . EM $\alpha(f,)$ $\sigma(t,)$
.
$(\alpha(t+1), \sigma(t+1))$ $=$ argmaxQ $(\alpha,\sigma|\alpha(t),$ $\sigma(t),g)arrow$ (7)
$\alpha,\sigma$
$Q(\alpha, \sigma|\alpha(t),$ $\sigma(t),\vec{g})$ $\overline{\approx}$ $\int P(z\urcorner\vec{g}, \alpha(t),$ $\sigma(t))l\mathrm{n}P(z^{arrow},g\urcorner\alpha, \sigma)dz^{arrow}$ (8)
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( $8\rangle$ $\alpha$ $\sigma$




$\sum_{ij\in}J(f_{1}-f_{j})^{2}P(\vec{f|}\alpha(t+1))d\vec{f}=\sum_{1j\in N}\int(f_{i}-f_{j})^{2}P(\vec{f|}\vec{g},\alpha(t),$ $\sigma(t))d\tilde{f}$ (11)
$\sigma(t+1)^{2}=\frac{1}{|\Omega|}\sum_{i\in\Omega}\int(f_{\dot{*}}.-g_{i})^{\mathit{2}}P(\vec{f|}\text{ } \alpha(f,),$
$\sigma(f,))d\tilde{f}$ (12)
$k\mathrm{A}^{\mathrm{a}}\dot{\eta}\Psi,t^{}.**\text{ }h\text{ }$ .
(11)-(12) .
$\alpha(t+1)^{-1}=\frac{1}{|\Omega|}\mathrm{B}(\sigma(t)^{2}C(I+\alpha(t\rangle\sigma(t)^{2}C)^{-1})$
$+ \frac{1}{|\Omega|}\dot{g}^{d}C\mathrm{r}(I+\alpha(t)\sigma(t)^{\mathit{2}}C)-1_{\vee}g$ , (13)
$\sigma(t+1)^{2}=\frac{1}{|\Omega|}\mathrm{n}(\sigma(t)^{2}(I+\alpha(t)\sigma(t)^{2}C))$
$+ \frac{1}{|\Omega|}g^{\lrcorner \mathrm{r}}\alpha(t)^{2}\sigma(t)^{4}(c(I+\alpha(t)\sigma(t)^{2}C)^{-1})^{2}\vec{g}$. (14)
(11)-(12)
[6]. – .
, , EM 1 .




$(\alpha(0), \sigma(0))arrow(\alpha(1), \sigma(1))arrow(\alpha(2), \sigma(2))arrow(\alpha(3),\sigma(3))arrow\cdots$
. , $\alpha^{\mathrm{t}}$
$\sigma$ – . $\alpha^{\phi}$ $\sigma$ .
, EM “ ” $t$ .
, $P(f\vec{|}\alpha)$
$K$ $f\tilde{(}k$ ) $(k=1,2, \cdots, K)$ . $\vec{f}(kk)$ $L$
(k, $l$ ) $(l=1,2, \cdots, L)$ . $KL$ $g(arrow k, l)$ EM
$(\alpha(t+1;k,l),$ $\sigma(t+1;k, l))$ $=$
$\arg\max_{\alpha,\sigma}Q(\alpha,\sigma|\alpha(t;k,l), \sigma(t;k, l),\vec{g}(k,l))$ (15)





. (a) $\vec{f.}(\mathrm{b})$ $\tilde{g}(\sigma=40)$ . $(\mathrm{c})$ $\hat{\tilde{f}}(\hat{\alpha}=0.000713, \mathrm{a}=37.624)$ .
(d) (LooPy Belief Propagation; LBP) $\wedge f^{\sim}(\hat{\alpha}=0.000584,8=36.228)$ . $(\mathrm{e})$
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Figllre 2: $1(\mathrm{b})$ $\tilde{g}$ $\mathrm{E}\mathrm{M}$ 6 ’‘ }\breve \acute $(\sigma(t),\alpha(f,))$
$(t=0,1,2, \cdots)$ . EM $\sigma(0)=100,$ $\alpha(0)=0.00010$ . (a)
(Exact $\mathrm{S}\mathrm{o}\mathrm{l}\tau \mathrm{l}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\rangle$ , (LOoPy Belief Propagation; LBP). (b) (Exact Sollltion),
– (Generalized Belief Propagation).
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. $KL$
$\overline{\alpha}(t,)=\frac{1}{KL}\sum_{k=1}^{K}\sum_{l=1}^{L}\alpha(t;k, l).\overline{\sigma}(t)=\frac{1}{KL}\sum_{k=1l}^{K}\sum_{=1}^{L}\sigma(t;k, l)$ (16)
, $P(\vec{g}|\alpha^{\mathrm{s}}, \sigma^{\mathrm{t}})$ $g\prec$
.
$\alpha^{\mathrm{t}}$
$\sigma$ $\vec{g}$ $P(g\urcorner\alpha., \sigma^{l})$
$( \overline{\alpha}(t+1),\overline{\sigma}(t+1))=\arg\max_{\alpha,\sigma}\int Q(\alpha, \sigma|\overline{\alpha}(t),\overline{\sigma}(t),\vec{g})P(\tilde{g}|\alpha^{\mathrm{r}},$$\sigma.\rangle$ $d\tilde{g}$ (17)
. (17) $\int Q(\alpha, \sigma|\overline{\alpha}(t),\overline{\sigma}(t),\vec{g})P(\vec{g}|\alpha^{2}, \sigma)dg\sim$ $\alpha$ $\sigma$
$[ \frac{\theta}{\theta\alpha}\int Q(\alpha, \sigma|\overline{\alpha}(t),\overline{\sigma}(t),\tilde{g})P(g\urcorner\alpha^{\mathrm{t}}, \sigma^{\mathrm{t}})d\tilde{g}]_{\alpha=\alpha(t+1),\sigma=\sigma(t+1)}=0$ , (18)
.
$[ \frac{\theta}{\theta\sigma}\int Q(\alpha,\sigma|\overline{\alpha}(t),\sigma(t),\vec{g})P(\vec{g}|\alpha^{*}, \sigma^{\mathrm{t}})d\vec{g}]_{\alpha=\alpha(t+1\rangle,\sigma=\sigma(t+1)}=0$, (19)
$\sum_{\dot{*}j\in N}\int(f_{*}$
.
$-f_{j})^{2}P(f \vec{|}\alpha(t+1))d\vec{f}=.\sum_{*j\in N}\int(\int(f_{1}-f_{j})^{2}\mathcal{P}(\vec{f|}\vec{g},\alpha(t),$ $\sigma(t))d\tilde{f})\mathcal{P}(\tilde{g}|\alpha., \sigma.)d\vec{g}$ $(20\rangle$
$\sigma(t+1)^{2}=\frac{1}{|\Omega|}.\cdot\sum_{\in\Omega}\int(\int(f_{1}-g:)^{\mathit{2}}P(f\tilde{|}\vec{g},\alpha(t),$$\sigma(t,))d\vec{f})P\{\vec{G}=g|\sim\alpha’, \sigma.\}d_{\mathit{9}}^{\sim}$ (21)




$- \frac{1}{|\Omega|}(\frac{1}{\alpha^{l}})\mathrm{h}(I+\alpha\sigma^{*\mathit{2}}C\rangle$ $((I+\overline{\alpha}(t)\overline{\sigma}(t)^{2}C)^{-1})^{\mathit{2}}$ (22)
$\sigma(t+1)^{2}=\frac{1}{|\Omega|}\overline{\sigma}(t)^{\mathit{2}}?\mathrm{Y}(I+\overline{\alpha}(t)\sigma(t,)^{\mathit{2}}C)^{-1}$
$- \frac{1}{|\Omega|}(\frac{\overline{\alpha}(t)^{2}\overline{\sigma}(t\rangle^{4}}{\alpha^{l}})\mathrm{R}C(I+\alpha\sigma’ C2)((I+\overline{\alpha}(t)\overline{\sigma}(t)^{2}C)^{-1})^{2}$ (23)







$-1$ $(ij\in N)$ .
$0$ $(\mathrm{o}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{w}\mathrm{i}\epsilon \mathrm{e})$
(24)
, (20)- (21) , , (17)
.
Step 1: $\overline{\alpha}(0),\overline{\sigma}(0)$ , $tarrow \mathrm{O}$ .
Step 2: $(a, b)$ .
$arrow(^{\frac{3}{4a}+_{\overline{4}\sigma \mathrm{T}^{1}\iota \mathrm{J}^{f}}+(t)-\alpha(t)}-\alpha(t)\frac{\alpha_{3}}{4a}+*4\sigma t+\alpha(t))^{-1}$ . (25)
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Step $S:(\alpha(t+1), \sigma(t+1)$ .
$\overline{\alpha}(t+1)arrow\frac{1}{4}(a-b+\frac{1}{|N|}\prime \mathrm{b}\frac{I+\alpha^{l}\sigma^{\mathrm{s}2}C}{\alpha^{l}(I+\overline{\alpha}(t)\sigma(t)^{2}C)^{\mathit{2}}})^{-1}$, (26)
$\overline{\sigma}(t+1)arrow(a+\frac{1}{|\Omega|}\mathrm{h}\frac{\alpha(t)^{2}(I+\alpha^{l}\sigma^{\mathrm{r}2}C)}{\alpha^{*}(I+\overline{\alpha}(t,)\sigma(t)^{2}C)^{2}})^{1/\mathit{2}}$ . (27)
Step 4: $a(t)$ $\sigma(t,)$ , $tarrow t+1$ Step 2 .
– (17) .
Step 1: $\tilde{\alpha}(0),\overline{\sigma}(0)$ , $tarrow \mathrm{O}$ .
Step 2: $(a, b)$ .
$arrow\dot{\Psi}(|\overline{\alpha}(t),$ $\theta(t))$ . (28)
Step 3: $\overline{\sigma}(t+1)$ $\rho_{d}$ .
$\sigma(t+1)arrow(a+\frac{1}{|\Omega|}\mathrm{h}\frac{\overline{\alpha}(\mathrm{f},)^{2}(I+\alpha^{l}\sigma^{l2}C)}{\alpha^{l}(I+\overline{\alpha}(t)\overline{\sigma}(t)^{2}C)^{2}})^{1/2}$ , (29)
$\mathrm{r},arrow\frac{1}{4}(a-b+\frac{1}{|N|}\mathrm{h}\frac{I+\alpha\sigma’ C2}{\alpha^{l}(I+\overline{\alpha}(t)t(t)^{2}C)^{2}}.)^{-1}$ . (30)
Step 4: $\overline{\alpha}(t+1)$ .
$=\tilde{\Psi}(|\overline{\alpha}(t+1),$ $0)$ , (31)
Step 5: $\overline{\alpha}(f,)k\overline{\sigma}(\dagger,)$ , $tarrow t,$ $+1$ Step 2 .
Step 2 $\vec{\Psi}(|\alpha,$ $\sigma)$ .
$\tilde{\Psi}(|\alpha,$ $\sigma)\equiv((\alpha+\frac{1}{4\sigma^{\mathit{2}}}-\frac{1}{4\tau,}+\frac{x}{2(x_{-}^{\mathit{2}}-1J^{2})})$
$- \frac{1}{2}(\alpha-\frac{y}{x^{2},-y^{2}}))^{-1}$ . (32)
, , (17)
$(\overline{\alpha}(0),\overline{\sigma}(0))arrow(\overline{\alpha}(1), \sigma(1))arrow(\overline{\alpha}(2),\sigma(2))arrow(\overline{\alpha}(3),\overline{\sigma}(3))arrow\cdots$
3 1 . $(\alpha.,\sigma.)$
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Figure 3: EM ’3)| x }\breve \acute A $6j\grave \text{ }/\backslash /\backslash \text{ }-j-$ $\mathrm{f}\not\in \text{ }\}^{}.k^{\backslash }$ }) $\text{ }(\sigma(t),\alpha(t))(t=0,1,2, \cdots)\text{ }\#\text{ }$.
/\ ‘/‘’ -\nearrow -- $t\sigma,$ $\alpha \text{ }\propto \text{ }|\mathrm{g}|\mathrm{X}\sigma=40,$ $\alpha’=0.00070$ , EM $\text{ }’\mathrm{s}\mathrm{J}^{1}$) X }\breve \acute k*}f 6 $ffl\mathfrak{U}\mathrm{f}\mathrm{f}$}$\mathrm{h}\sigma(0)=100$ ,
$\alpha(0)=0.00010\text{ }\#\text{ }$. $(\mathrm{a})\mathrm{R}\lambda[]\mathrm{h}\text{ }\mathrm{f}\mathrm{f}\mathrm{l}\text{ },$ $\mathrm{B}\lambda|\mathrm{h}\text{ }\#\text{ }$ (Bethe $\grave{1}\mathrm{E}|\mathrm{k}\backslash \lrcorner$ ) . $(\mathrm{b})\mathrm{R}\mathit{9}\mathrm{L}\}\mathrm{h}\text{ },$ $\mathrm{f}\mathrm{i}*\}\mathrm{h}-\text{ }$
$l\mathrm{b}\text{ }*\iota f_{arrow}’\text{ }\ulcorner \mathrm{r}\text{ }$ ( - $F-\Phi\theta*\text{ }$).
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Table 1: (Exact), (Loopy Behhef Propagation; LBP), (Gen-
eralized Belief Propagation; GBP) EM $(\sigma(t), \alpha(f,))(t=0,1,2, \cdots)$
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