Abstract: In this paper, we study systems in the plane having a critical point w i t h pure imaginary eigenvalues, and we search for e ective conditions to discern whether this critical point is a focus or a center in the case of it being a center, we look for additional conditions in order to be isochronous. We wish to stress that the essential di erences between the techniques used in this work and the more usual ones are basically two: the elimination of the integration constants when we consider primitives of functions (see also Remark 3.2) and the fact that we maintain the complex notation in the whole study. Thanks to these aspects, we reach with relative ease an expression of the rst three Liapunov constants, v 3 , v 5 and v 7 , and of the rst two period ones, p 2 and p 4 , f o r a general system. As far as we k n o w, this is the rst time that a general and compact expression of v 7 has been given. Moreover, the use of a computer algebra system is only needed in the computation of v 7 and p 4 . These results are applied to give a classi cation of centers and isochronous centers for certain families of di erential equations. 
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INTRODUCTION.
In the Qualitative Theory of planar di erential equations, the problem of determining whether a critical point with pure imaginary eigenva l u e s i s a c e n t e r o r a w eak focus is known as the center-focus problem.
The solution of the center-focus problem for a particular system involves the knowledge of the sign of the so-called return map, P( ), in some neighbourhood of the origin. This sign can be studied by computing the terms of the series expansion of P( ) which can be obtained recurrently and are generically called the Liapunov constants. They are usually denoted by v 2i+1 , for i 2 N, and will be de ned accurately afterwards.
There exist several ways to compute the Liapunov constants but all of them run into troubles from some particular v i on. These troubles are mainly due to the large amount of computations that are involved which break down the capacity of the computers.
The method we present is a development of 10]. Its main advantages are:
(1) Until the last step we do not need to write the constants in terms of the coefcients of the system. Most of the methods to compute such constants use the coe cients from the rst step on, thereby increasing the di culties in handling the formulas. (2) It maintains the algebraic structure of the constants and helps to detect relations that avoid some further unnecessary computations. (3) The treatment in complex coordinates leads obviously to the shortening of the expressions. This is not only an aesthetic advantage, but also a practical one because in many particular cases it implies a reduction of the total number of operations.
In the supposition that we h a ve c haracterized the centers, it is also interesting to know whether the cent e r i s i s o c hronous or not. A progressive w ay to nd isochronicity conditions for centers is by computing the terms of the series expansion of the period function, that is to say, the so-called period c onstants. They are usually denoted by p 2i , for i 2 N, and will also be de ned afterwards.
In this paper, we obtain a general shortened expression of v 3 In Section 2 we g i v e the main statements: the expressions of these Liapunov (Theorem A) and period (Theorem B) constants. Section 3 is devoted to their proofs.
To illustrate the use of Theorems A and B we w i l l e n unciate in this introduction four results that are straightforward applications of them. They will be proved in the last section (Section 4).
Our rst application is the study of a system derived from the Fitzhugh model for the nerve impulse. There are also other reasons to study this system. In 15], Lloyd proposed new lines to be studied in the eld of Li enard equations one of them, is to give information about the systems _ x = F(x);y _ y = g(x), with F(x) and g(x) polynomials of degree n and m, respectively. Observe that the next system corresponds to the n = 3 , m = 4 case. THEOREM 1. Consider the system _ x = ;y + ax 2 + bx 3 _ y = x + dx 2 + gx 3 + hx 4 (1)
where a b d g h 2 R. Then, (a) the origin of (1) As we said above, an interesting particular case of system (1) The Lotka-Volterra model written as a Hamiltonian system is the same as system (3) with c = 0 . The system (3) was considered in 8] to study the number of limit cycles that can appear. To k n o w the cyclicity of the origin, the Liapunov constants are needed. In 8], the last Liapunov constant that can vanish for the origin of (3), which is v 7 , is computed in a numerical way. Here, we g i v e the exact expression, as a result of Theorem A, and so we conclude that no more than three limit cycles can be obtained in a neighbourhood of the critical point for systems (3) . Summing up, we h a ve t h a t : THEOREM 4. The origin of the system (3) is a weak focus of order at most three.
MAIN RESULTS.
We a r e i n terested in systems such that the origin is a critical point with pure imaginary eigenvalues. Such systems can be written in complex coordinates as:
where F k (z z) are homogeneous polynomials of degree k.
To state the main results, we need to introduce the following notation for system (4) From the proof of our results it will be clear that the proposed method allows to compute (with a reasonable e ort) v 3 , v 5 and p 2 without any computer algebra system.
NOTATION AND PROOF OF THE BASIC RESULTS.
First of all, we need to clarify the main notation as well as the de nitions of the constants.
3.a. De nitions.
We start making the change of variables given by r 2 = zz and = arctan Im(z) Re(z) , t o transform equation (4) 
where S k ( ) = e ;i F k (e i e ;i ). Note that (6) is only de ned for r small enough.
Following 2] we denote by r( ) the solution of (6) that takes the value when = 0. Then, it can be expanded as: r( ) = + u 2 ( ) 2 + u 3 ( ) 3 + : : : with u k ( 0 ) = 0 f o r k 2:
Let P( ) = r(2 ) be the return map de ned on the = 0 axis. The values u k (2 ), for k 2, control the behaviour of the solutions of (6) near the origin. We w i l l s a y that the system (6) has a center at the origin if and only if u k (2 ) = 0, for all k 2. On the other hand, it has a focus if there exists a k such that u k (2 ) 6 = 0 .
It is well-known that the rst non-vanishing u k (2 ) has an odd subscript, k = 2 m+1. We will say that v 2m+1 = u 2m+1 (2 ) is the m-th Liapunov constant.
In principle, the purpose is to obtain the functions u k ( ) a n d e v aluate them at = 2 . When substituting the solution r( ) i n to equation (6), we get some recurrent relations among the u k ( ). The e ect of this process is displayed in Proposition 3.1.
Assuming that (6) has a center at the origin, the period function, T( ), at is de ned as the time spent b y the closed orbit r( ) to turn once around the origin. In polar coordinates, we h a ve that 
Let us now e n ter into the proof (we only prove Theorem A since Theorem B can be proved in a similar way).
3.b. Proof of Theorem A.
The rst step consists of substituting the expression of r( ) i n to the di erential equation (6) , obtaining a general relation among the derivatives u 0 k ( ) and the previous u j ( ):
It is not di cult to prove that Remark 3.2. In fact, the computation of the Liapunov constants consists of evaluating the latest expressions at = 2 , s u p p osing that the previous constants vanish. Sincẽ R i ( ) = R 0 R i (') d' has a term independent of , that arises from the evaluation of a primitive of R i ( ) at = 0 , the successive integration steps that appear in the statement of Proposition 3.1 could be shortened if this independent term vanished. In the following proposition we prove that theR i ( ) can be changed b y t h ê R i ( ), which have already been de ned as primitives of R i ( ) without independent term, see (7) . This fact makes easier the e ective computation of the constants, and settles one of the di erences between the technique that we use and the usual one. Among the above last six integrals, the rst one is the v 7 of the statement, the second, third, fth and sixth ones vanish under the hypothesis v 5 = v 3 = 0, while the fourth one also vanishes since v 3 = 0 implies thatR 3 (2 ) = R 3 (0).
At this point, the problem of the computation of the functions u j ( ) has been reduced to the computation of the functions R j ( ), which are easier to be expressed in terms of the coe cients, but not easy enough.
We de ne the following polynomials in e i , which will act as the link between the R j ( ) and the coe cients of the system: S k ( ) = e ;i F k (e i e ;i ) T k ( ) = ;iŜ k ( )
Their relation with R j ( ) is displayed in the next result:
LEMMA 3.4. The following assertions hold:
(a) R n = R e (S n ) ; n;2 X k=1 Im(S k+1 )R n;k :
(b) Consider the trigonometric polynomials U n ( ), f o r n 1, s u c h t h a t R n ( ) = Re(U n ( )). Then, U n = S n + i 2 n;2 X k=1 U n;k (S k+1 ; S k+1 ):
Moreover, the polynomials U n ( ) can be e x p r essed a s U n ( ) = X n ( ) + Y n ( ), where Re(Y n ( )) = 0 and
Proof. Recall that R k = Re(X k ). Here, we wish to write alsoR 2 andR 3 as the real part of some polynomial. We m ust resort, then, to the de nitions of T k and W k given in (8 We substitute the X k in the above expressions according to the equalities provided in Lemma 3.4(b) and we distribute the result by degrees. Finally, applying Proposition 3.3 the theorem is obtained.
From the expressions of Theorem 3.5, the computation of the constants in terms of the coe cients is reduced to substitute the expressions given in (8) . It is very important that the computation of the integrals that appear in the statements can be done in a v ery easy way. Observe that all their integrands are functions of the form C + f(e i e ;i ), where f(e i e ;i ) is a sum of non-constant trigonometric polynomials. So, when integrating from 0 to 2 , w e obtain 2 C. Then, we can take a d v antage of the option of some computer algebra systems that allows to isolate the coe cients of some especi c degree to avoid the step of integration. For instance, the command Coe cient List of Mathematica has been useful in our work. The computations of v 3 , v 5 and p 2 can be easily done (without computer algebra systems).
Proof of Theorem A. The formulas of v 3 and v 7 arise directly from the operations indicated in Theorem 3.5, without any substitution (in v 3 because it is not necessary, and in v 7 by di culties beyond our goals). On the contrary, v 5 has been computed and afterwards we h a ve used more explicitly the fact that v 3 = 0. Then, of course, the formula we p r o vide for v 5 is a little bit shorter than the one that could be obtained directly from Theorem 3.5.
