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We propose a hybrid Monte Carlo (HMC) technique applicable to high-dimensional multivariate
normal distributions that effectively samples along chaotic trajectories. The method is predicated on
the freedom of choice of the HMC momentum distribution, and due to its mixing properties, exhibits
sample-to-sample autocorrelations that decay far faster than those in the traditional hybrid Monte
Carlo algorithm. We test the methods on distributions of varying correlation structure, finding that
the proposed technique produces superior covariance estimates, is less reliant on step-size tuning,
and can even function with sparse or no momentum re-sampling. The method presented here is
promising for more general distributions, such as those that arise in Bayesian learning of artificial
neural networks and in the state and parameter estimation of dynamical systems.
I. INTRODUCTION
The Hybrid Monte Carlo (HMC) technique has
gained attention over the past few decades as an ef-
ficient algorithm for sampling from high-dimensional
probability distributions [1, 2]. An extension of
the Metropolis-Hastings Markov Chain Monte Carlo
(MCMC) method [3, 4], it has recently shown promise in
computational neuroscience and machine learning, where
one wishes to sample from high-dimensional and complex
posterior distributions that often arise in artificial neural
network models [5–7].
HMC builds upon the traditional Metropolis-Hastings
method by extending the target distribution to include
an auxiliary “momentum” distribution, effectively cast-
ing the sampling technique as a mechanical system. Sam-
ples are collected by motion along the physical trajecto-
ries of this system, and due to approximate energy con-
servation are accepted with high probability, even for
well-separated points in the target distribution. HMC
has been shown to be quite effective in sampling from a
wide array of high-dimensional distributions, often sig-
nificantly outperforming traditional MCMC [1, 2].
Still, there are issues affecting HMC performance.
First, since dynamical motion retains the system on
curves of constant energy, and these curves can fail to in-
clude criticial sections of the full distribution, momenta
variables must often be resampled at every step [1, 2].
While necessary, this resampling can induce unwanted
sample-to-sample correlations, slowing convergence. An-
other is that the step size of the dynamical integration
can reproduce periodicities of the system, effectively re-
turning the same points through many iterations [2].
Adaptive mechanisms have been developed to confront
this issue, but often tests runs may be needed to deter-
mine the optimal algorithm specifications [8]. Various
improvements related to these issues and others, such as
step-size tuning, alternative integrators, and increasing
acceptance rates have been proposed in recent studies [9–
13].
In this paper, we introduce an adaptation of HMC that
exploits the freedom in the choice of momentum distri-
bution to effectively sample from high-dimensional cor-
related normal distributions along highly mixing, chaotic
trajectories. As is characteristic of chaotic systems, auto-
correlations decrease exponentially, producing statistics
of superior accuracy when compared to traditional HMC
for a wide range of algorithm parameters. Importantly,
due to the strong mixing properties of the sampling rou-
tine, it is more robust to algorithmic fine-tuning than
traditional HMC.
The proposed algorithm has been developed at this
stage for multivariate normal distributions. Current
state-of-the-art sampling techniques of multivariate nor-
mals require inversion and QR decomposition of precision
matrices, which can be intractable for high-dimensions,
particularly when the correlation matrix has little known
structure [14]. In that regard, we expect the technique
as is to be of immediate relevance. On the other hand,
the proposed method sets a template for which to de-
velop similar techniques for more general distributions,
particularly those relevant to the estimation of dynami-
cal systems and artificial neural networks.
The paper proceeds as follows. In the following section,
we give a review of traditional HMC. Next, we briefly
review the notion of the ergodic hierarchy and the mo-
tivation for chaotic sampling. The proposed HMC al-
gorithm is then described, followed by results on various
correlation matrix structures. Prospects for more general
distributions is discussed in the concluding section.
II. HYBRID MONTE CARLO: OVERVIEW
In HMC, the support of the target distribution is ex-
tended from the D-dimensional space upon which the
physical problem is defined, X, to a D+D-dimensional
space, {X,P}. The auxiliary P variables hold no physical
significance, and are only a device to increase minimally-
correlated motion in the target space, without sacrificing
acceptance probabilty.
We assume the target distribution can be written as
a kernel divided by the normalization factor: p(X) =
1
ZΠ(X) ≡ 1Z exp (−U(X)). We assume only that we can
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2evaluate the kernel Π(X), or equivalently, the potential
energy U(X) for arbitrary points in the support.
In HMC, we extend this kernel to p(X,P) =
Π(X)Ξ(P), where Ξ(P) ≡ exp(−K(P)) is the momen-
tum distribution. The kernel of the joint density is
therefore exp(−(K + U)) = exp (−E(X,P)), whereby K
takes the role of a kinetic energy, E(X,P) assumes the
role of the Hamiltonian (often this equals the total en-
ergy of the system), and P are the auxiliary momenta.
Since the joint distribution is separable in X and P, then
any faithful sampling technique of the joint distribution
will independently produce faithful distributions of both,
without having to perform any final marginalization. As
the X variables are the only variables of physical signif-
icance, they are retained at the close of the algorithm,
while P are discarded.
A tacit but critical requirement of HMC is that sam-
pling from Ξ(P) be simple and inexpensive. The typi-
cal form of Ξ(P) is a product of independent Gaussians
with zero means and covariances that are either unity
or, if possible, some inverse scaling of the corresponding
X variables [2]. Being a product of univariate normal
distributions, Ξ(P) can be sampled using well-developed
techniques [15]. HMC then uses this as a crutch to sam-
ple from the more complex Π(X). Indeed, if sampling
from Ξ(P) were prohibitive, HMC would add no benefit
over traditional Monte Carlo. Though this point is rarely
discussed, it will be central in this work.
The joint density endowed with the particular struc-
ture just described, the HMC algorithm proceeds as fol-
lows. We begin with an initial guess of X0, drawn from
any distribution, and a guess for P0 sampled from its
correct distribution, Ξ(X). Next, candidates for the sub-
sequent sample, X1 and P1 are generated by integrating
X0 and P0 forward using Hamilton’s equations of motion
derived from the function E(X,P) [16]:
X˙ =
dE
dP
P˙ = − dE
dX
(1)
Integrating this set of differential equations from
(X0,P0) for some finite time gives the candidate point
(X∗,P∗). The candidate is accepted or rejected based
on the ratios of probabilities between steps, pi =
exp(−(E(X∗,P∗)− E(X0,P0))), much like the standard
Metropolis algorithm, but using the joint distribution in-
stead of the target distribution alone. The candidate is
accepted with probability min(1, pi). Next, the momenta
is again resampled from its correct distribution, and the
algorithm repeats.
The D+D-dimensional support {X,P} is a symplec-
tic manifold, preserving key quantities along any integral
curve of Hamilton’s equations, Eqs. 1 [16, 17]. One of
these is the Hamiltonian E, which results in high accep-
tance probabilities. Another is phase space area, which
means that the distribution is not deformed by HMC al-
gorithm. Clearly the first criterion is desirable, while the
second is necessary [2] (this latter condition can actu-
ally be relaxed by introducing appropriate scale factors,
see [12, 18]).
For practical cases of interest, the differential equa-
tions of motion cannot be solved analytically, and prop-
agating X0 and P0 forward requires numerical integra-
tion. This introduces errors into the estimates of X and
P, and therefore deviations of the system from its true
trajectory. These errors can accumulate without bound,
even for numerical integration of analytically solvable
systems such as the harmonic oscillator [17]. For physi-
cal systems, this implies that the estimate of the system
degrades appreciably over long integration times. For
HMC, it implies that phase space areas will shrink or di-
late as more samples are collected, deforming the target
distribution. In other words, symplectic symmetry is lost
when discretizing Hamilton’s equations.
There are, however, a class of integrators known as
symplectic, or geometric integrators, which bound the
errors on X and P at every step, such that these er-
rors do not accumulate in time [17]. Furthermore, they
preserve phase space areas at each step exactly. Many
common integrators are not symplectic; among these are
the first-order Euler scheme, the second-order trapezoidal
rule, and the fourth-order Runge-Kutta method. Others,
such as the midpoint rule, are symplectic. Symplectic in-
tegrators to arbitrary order, of differing schemes, have
been systematically constructed over the years [17]. The
second-order symplectic leapfrog, or Verlet, integrator is
used almost universally in HMC algorithms and varia-
tions thereof [2].
The benefit of the HMC sampling technique is its large
reduction in sample correlation. In traditional Monte
Carlo, the sampler moves from point to point using ran-
dom walks, so searches can take considerable time to
adequately explore the state space. In constrast, HMC
allows the exploration of distant points X by also allow-
ing motion in the fictitious P space; however, it retains
high acceptance probability by moving along curves of
nearly constant energy, which is guaranteed for Hamil-
tonian flows. The caveat “nearly” arises from the fact
that the discretization errors spoil the exact preservation
of the energy, whereby the rejection criteria is needed.
Nonetheless, as the Verlet scheme is a second-order inte-
grator, the acceptance criteria can still be near unity up
to appreciable step sizes.
III. ERGODICITY, MIXING AND
CORRELATIONS
Proposal samples in HMC are gathered by numeri-
cally integrating Hamilton’s equations forward in time.
Though this motion can more effectively search state
space than random walks alone, there are gradations to
how “effective” this search can be. can As a simple il-
lustration, consider first applying the HMC algorithm
to a 2D Gaussian distribution with diagonal covariance
3matrix: Σ11 = σ
2
1 ; Σ22 = σ
2
2 . For this distribution the
Hamiltonian is:
E(X,P) =
x21
2σ21
+
x22
2σ22
+
p21
2
+
p22
2
Using Hamilton’s equations for this system, the motion
is that of two uncoupled oscillators of unequal frequency:
x˙ = px
y˙ = py
p˙x = −x/σ21
p˙y = −y/σ22
→ x(t) ∼ cos(t/σ1)
→ y(t) ∼ cos(t/σ2)
The motion of this oscillator in the xy or xpx plane de-
pends upon the relationship between the frequencies 1/σ1
and 1/σ2. If the ratio is rational, the curve generated
will execute a repeating motion that closes upon itself
indefinitely [16]. For irrational ratios, the frequencies are
incommensurate, and the motion will arrive arbitrarily
close to any point on the energy manifold; this is known
as ergodic motion, or quasiperiodicity [16].
The idea that the dynamical trajectory can traverse
arbitrarily close to another point in the support suggests
that ergodic systems densely sample the target distribu-
tion. But from the standpoint of randomness, ergodicity
alone is a relatively weak condition. Other types of dy-
namical motion can produce behavior that is in a sense
“more random” than ergodicity.
A precise quantification of these ideas is encapsu-
lated in a classification known as the ergodic hierarchy.
Though there is some disagreement about whether the
rungs of this hierarchy can really be defined in terms of
“randomness” per se [19], there is nevertheless a well-
defined delineation based on the behavior of the correla-
tions under forward mappings [19, 20]. For our purposes,
the correlation is defined as the sample autocorrelation:
C(τ) = lim
N→∞
N∑
k
f(tk − τ)f(tk) (2)
Ergodic systems occupy the lowest rung of the ergodic
hierarchy. They are characterized by the equivalence
of time averages and spatial averages [19, 20]. The in-
tuition behind this is that, for a long enough time, a
single dynamical trajectory produces the same statistics
as an ensemble of samples. However, ergodic systems
may exhibit long-lived correlations which can make the
time for these statistics to converge unacceptably long;
they do not necessarily require C(τ) itself approach zero
asymptotically. As an example, we show the autocorre-
lation function C(τ) for the uncoupled 2D oscillator with
ω1/ω2 = pi, in Figure 1. For comparison, we also show
in Figure 1 the autocorrelation function for a 2D coupled
oscillator with
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Figure 1. Left Autocorrelation function for 2D uncoupled
quasiperiodic oscillator; ω2/ω1 = pi. Right Autocorrelation
function for a coupled 2D oscillator.
E(x,p) =
x21
2
+
x22
2
− x1x2
σ12
+
p21
2
+
p22
2
where σ12 = 1/
√
2. Though these systems are both
ergodic, significant autocorrelations persist indefinitely.
Above ergodicity on the ergodic hierarchy are “mix-
ing” systems [19, 20]. In mixing systems, correlations
necessarily decay to zero:
lim
τ→∞
∑
τ
C(τ) = 0 (3)
Many mixing systems can also be classified as chaotic,
characterized by the existence of positive Lyapunov ex-
ponents, which quantify the speed at which nearby tra-
jectories diverge in time [16, 21]. For mixing and chaotic
systems, it is generally the case that the autocorrelations
not only die to zero, but do so at an exponential rate (this
distinction is not entirely clear-cut; as such, the correla-
tion decay rate is often studied for particular classes of
systems on an individual basis [19, 22]). If the Hamilto-
nian dynamics in an HMC sampler were truly mixing, we
would expect a strong decay of autocorrelations arising
from the dynamical step alone. Such a sampler would be
far less sensitive to the correlating effects of momentum
re-sampling, as well as to ill-chosen initializing guesses
of the routine; in traditional routines this latter effect
necessitates a “burn-in” period [2].
IV. INDUCING CHAOS VIA NON-CANONICAL
KINETIC ENERGY TERMS
A. (2+2) Dimensions
To this end, we point to the freedom in the choice of
Ξ(P) = exp(−K(P)). Indeed, since the potential en-
ergy is fixed from the target distribution, any attempt
at producing different dynamics will necessarily have to
be done either with added position variables or via the
momentum alone.
To fix ideas, we first consider sampling from a 2D
Gaussian with covariance Σ = I. There are many choices
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Figure 2. Top Row Typical phase plots in the x-y plane of the
(2+2)D uncoupled oscillator (left) and the (2+2)D Hamilto-
nian chaotic system (right). The lower plots show the loga-
rithm of the Fourier transforms of x for these two systems,
respectively. The broad continuous component in the lowest
plot is a signature of chaotic dynamics.
of K(P) which exhibit chaotic regimes [23], but there is
benefit in simplicity. The following choice is ideal:
U(X) = x2/2σ2x + y
2/2σ2y
K(P) = p2xσ
2
x/2 + p
2
yσ
2
y/2 + p
2
xp
2
yσ
2
xσ
2
y/2
The system is chaotic for a large section of initial condi-
tions [23]. A typical trajectory in x-y space is plotted in
Figure 2, alongside the discrete Fourier transform (DFT)
of the first variable. As is indicative of chaotic systems,
the absolute value of the DFT exhibits a broad continu-
ous component. For this particular example, the global
Lyapunov exponents, which we calculated using the Os-
eledec Theorem [24], are {−0.013, .0.018, 0.439,−0.437}.
As for all Hamiltonian systems, they exist in plus-minus
pairs; this is a consequence of the invariance of phase
space area. Importantly, the maximal exponent is non-
negligible and positive, indicating chaotic dynamics [21].
As a comparison, the phase plot and DFT for a canonical
momentum distribution, p2x/2 + p
2
y/2, are also shown in
Figure 2.
In HMC, the computational benefit of the quadratic
kinetic energy is that the momentum randomization step
amounts to sampling from a univariate normal distri-
bution, for which dedicated quick and efficient random
number schemes exist [15]. On the other hand, no such
guarantee exists for an arbitrary kinetic energy of high
dimension; if the sampling routine is more expensive than
the traditional Monte Carlo method, or cannot effectively
scale to higher dimensions, then the benefit of HMC has
been lost.
Fortunately, for the system described, momenta can be
sampled with the acceptance-rejection method [25]. The
2D kinetic energy of this chaotic system is bounded be-
low by the separable quadratic function σ2xp
2
x/2+σ
2
yp
2
y/2,
whereby the kernel Ξ(P) is bounded above by product
of two univariate Gaussian kernels of variance 1/σ21 and
1/σ22 , respectively. This product therefore give a legiti-
mate proposal distribution [25]. We calculate the rejec-
tion rate by dividing the integrals of the target kernel
Ξ(P) and the proposal kernel, Ξ∗(P) ≡ exp(−σ2xp2x/2 −
σ2yp
2
y/2): ∫
Ξ(P)dP ≈ 2.70141√
σxσy∫
Ξ∗(P)dP =
pi√
σxσy
The acceptance rate is 2.7/pi = 85.9%, so that only
two proposals are necessary to adequately sample from
Ξ(P).
One common limitation of rejection sampling is that
acceptance rates fall exponentially with dimension [25].
Fortunately, we can easily adapt this particular coupling
for arbitrarily high dimensions as we now discuss.
B. Arbitrary Dimensions
We now consider the general problem. We wish to
sample from a Gaussian distribution of dimension D and
known precision matrix Σ−1. Assume for the time being
that D is even. Guided by 2D example, we propose the
following kinetic energy function:
K(P) =
D∑
i even
1
2Σ−1i,i
p2i +
1
2Σ−1i+1,i+1
p2i+1
+
1
2Σ−1i,i Σ
−1
i+1,i+1
p2i p
2
i+1
This form effectively generalizes the 2D momenta cou-
pling to D/2 pairs. This particular form also inversely
scales P to X to an appreciable degree, without having
5to explicitly invert the precision matrix. This prevents
massive differences of scale between the P˙ and the X˙
equations, which can push the system out of the chaotic
regime. Finally, the momentum resampling can be done
as proposed above, via rejection sampling upon univari-
ate Gaussian proposal distributions:
Ξ∗(P) =
D∏
i
exp(−p2i /2Σ−1i,i )
Since each pair of momenta is sampled separately with
acceptance probability 86% per pair, the number of P
samples needed to randomize the momentum scales only
linearly with the dimension, i.e. ∼ D samples from a
univariate Gaussian.
If the target distribution is defined in an odd number
of dimensions, the pairwise momenta coupling presented
above can be used for any D−1 of the dimensions, while
the kinetic energy term of the remaining term is chosen
as the usual uncoupled kinetic energy term:
K(pD) =
1
2Σ−1D,D
p2D
Though this last term is on its own non-chaotic, we ex-
pect that for high-dimensional distributions the coupling
of the last dimension to the others via correlations in the
target multivariate normal will nonetheless induce high
mixing in the last dimension as well.
V. METHODS
A. Covariance and Precision Matrices
We tested these ideas on 100-dimensional multivari-
ate normal distributions of varying correlation structure:
either uniformly random correlations, or Toeplitz-type
correlations.
For uniform correlations, covariance matrices were gen-
erated by choosing the elements of a DxD matrix from a
uniform distribution between some |α| < 1. For 100 di-
mensions, α was about 0.15. This matrix, Σ, is then sym-
metrized via Σ→ 12 (Σ + ΣT ) and its diagonals were set
to unity. Its eigenvalues were calculated to ensure pos-
itive semi-definiteness; if not, the process was repeated.
Finally, it was inverted to create the precision matrix,
Σ−1.
For Toeplitz-type correlations, we generated both “lin-
ear” and “geometric” types. Geometric Toeplitz matrices
were built beginning with:
A =
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 α α2 ... αD−2 αD−1
α 1 α α2 ... αD−2
. . .
. . .
. . .
αD−2 α 1 α
αD−1 αD−2 ... α2 α 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
where α is chosen uniformly between -1 and 1. A was
slightly randomized via:
A→ A · N (1, α/3)
Next, A was symmetrized and its diagonal was reset
to unity to generate Σ. Its eigenvalues were determined
to ensure that it retained positive semi-definiteness fol-
lowing the multiplicative randomization. Finally Σ was
inverted to generated the precision matrix Σ−1.
Linear Toeplitz matrices were generated similarly, but
instead beginning with:
A =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 α α2 ...
α
D−2
α
D−1
α 1 α α2 ...
α
D−2
. . .
. . .
. . .
α
D−2 α 1 α
α
D−1
α
D−2 ...
α
2 α 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Given any of these three correlation structures, the
target kernel to be sampled is:
Π(X) = exp(−E(X))
= exp(−XΣ−1X/2) = exp(−xiΣ−1ij xj/2)
B. Traditional HMC with Scaling
Traditional hybrid Monte Carlo samples were gener-
ated using the following momentum kernel, which is a
product of D univariate Gaussians:
Ξ(P) =
D∏
i
exp
(
1
2Σ−1i,i
p2i
)
The scaling factors Σ−1i,i are known to improve the
performance of traditional HMC particularly for ill-
conditioned covariance matrices [2]. Here too we have
found that the scaled form vastly outperforms the un-
scaled kernel K(P) =
∑D
i exp(−p2i /2), so we will use
the scaled form only for comparison against the proposed
method.
Traditional HMC proceeds as follows. It initializes as
the following:
1. Choose X0 from some prior distribution.
2. Sample P0 from Ξ(P), equivalent to sampling from
D univariate Gaussians with zero mean and vari-
ances Σ−11,1,Σ
−1
2,2, ...,Σ
−1
D,D.
The following steps are then repeated iteratively for
N − 1 steps:
61. Generate new proposal samples X∗ and P∗ by nu-
merically integrating Hamilton’s equations forward
from {Xn,Pn} for L steps, using a Stormer-Verlet
symplectic integrator with a timestep of h.
2. Calculate exp(∆E) ≡ exp(−K(P∗) − U(X∗) +
K(Pn) + U(Xn)). Sample γ uniformly from [0, 1].
If γ < exp(−∆E), then set X∗ → Xn+1; otherwise,
set Xn → Xn+1. This is equivalent to accepting
{P∗,X∗} with probability min(1, exp(−∆E)).
3. Randomize the momenta by sampling Pn+1 from
Ξ(P).
K such routines are run in parallel, and the pooled
N ·K samples from these runs are then used to calculate
statistics, which is compared to the generating correla-
tion matrix Σ to assess the accuracy of the results.
C. HMC with Chaotic Mixing
The HMC algorithm proposed in this paper proceeds
in a similar fashion. The difference lies in the momentum
kernel, which is:
Ξ(P) =
D∏
i even
exp
(
1
2Σ−1i,i
p2i
)
exp
(
1
2Σ−1i+1,i+1
p2i+1
)
× exp
(
1
2Σ−1i,i Σ
−1
i+1,i+1
p2i p
2
i+1
)
≡
∏
i even
Ξi(pi, pi+1)
The algorithm is initialized as follows:
1. Choose X0 from some given (prior) distribution.
2. [Rejection sampling] For each even dimension i,
individually sample pi and pi+1 from univariate
Gaussian distributions of mean zero and vari-
ance Σ−1i,i and Σ
−1
i+1,i+1, respectively. Then, use
the chosen pi and pi+1 to sample γi uniformly
from [0, exp(−p2i /2Σi,i − p2i+1/2Σi+1,i+1)]. Accept
pi, pi+1 if γ < Ξi(pi, pi+1), i.e. if γ lies within
the envelope of the pdf of the target distribution
at the sampled value pi, pi+1. If rejected, repeat
again. Since the acceptance ratio probability is
85.6%, only 2-3 samples per even dimension i will
be needed to produce an accepted set of pi, pi+1
(this can be done in parallel). This sampling step
produces P0.
The same steps as in the traditional HMC are then
iterated N − 1 times, using instead the form of the mo-
mentum kernel indicated here. The momentum random-
ization at the end of each step is performed using the
same rejection sampling routine as noted in the initial-
ization step. We will refer to this method as “Chaotic
Hybrid Monte Carlo,” or “CHMC.”
D. Calculation Details
The efficacy of CHMC was tested by comparing the
statistics of the samples against a typical, scaled hybrid
Monte Carlo algorithm. We define a single run as a HMC
or CHMC sampling by K = 100 initial conditions (“walk-
ers”) upon a 100-dimensional Gaussian target kernel, de-
fined as:
Π(X) = exp(−XΣ−1X)
We use N = 2000, L = 50, and h ∈
{0.01, 0.05, 0.1, 0.15, 0.2, or 0.25}. The estimated covari-
ance matrix Σˆ(n) was calculated as a function of sample
step n by calculating the covariance of all n ·K samples
up to that sample. This allows us to see how the rate
at which estimates improve as more samples are taken.
We then compared this to the actual covariance of the
target kernel by considering the mean squared errors of
the off-diagonal and on-diagonal elements separately:
MSEoff(Σˆ(n)) =
∑
i 6=j(Σˆij(n)−Σij)2
D(D − 1)
MSEon(Σˆ(n)) =
∑
i(Σˆii(n)−Σii)2
D
Finally, this was averaged over 50 different matrices for
each of the three types of correlation matrices considered.
VI. RESULTS AND DISCUSSION
Mean squared error data for both HMC and CHMC
sampling are shown in Figure 3. For all three covariance
structures, CHMC vastly outperforms HMC for nearly
all step sizes h. An idea of the reduction in computa-
tion time can be ascertained by following a particular
error value horizontally, noting when each of the curves
intersects it. We give an indication of this in Figure 4,
where we plot the number of samples needed for the off-
diagaonal elements to reach an MSE of less than 1e-4
for different step sizes h. On average, a computational
savings between 5x and 10x is found for CHMC over tra-
ditional HMC.
We also note that the error estimates for CHMC gener-
ally improve asymptotically for larger h, while for HMC,
the ideal step size is problem-dependent. It is known that
for traditional HMC, a poorly chosen step size can cause
the sampling trajectory to get “stuck” in a submanifold
of the target distribution– despite P randomization. This
often necessitates trial runs to determine the “ideal” step
size, or to adaptively change the step size throughout the
sampling procedure. The strong mixing properties pro-
vided by the P-coupling in the CHMC method make the
sampling routines far less susceptible to these drawbacks.
We show a particular instance of a poor step size in Fig-
ure 5, where Σ improves steadily for CHMC as more
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Figure 3. Covariance matrix MSE of off-diagonal elements (upper row) and on-diagonal elements (lower row), as a function
of total number of samples collected. HMC is indicated by the solid orange/red lines, while CHMC is indicated by the dotted
blue lines. The data is shown for various values of step size h, from 0.01 (light blue/light orange) to 0.25 (dark blue/ dark red).
The left column is for the uniform-type, middle column is for Toeplitz-linear, and right column is for Toeplitz-geometric.
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Figure 4. Number of collected samples needed to reach an
off-diagonal MSE < 1e-4 for uniform, Toeplitz-linear, and
Toeplitz-geometric correlation matrices, respectively, for all
step sizes h.
samples are taken, but there is virtually no improvement
for traditional HMC after 500 steps.
An interesting feature of CHMC is that covariance esti-
mates improve with sample size even without momentum
re-sampling. To illustrate this, we compute the MSE for
Toeplitz-Linear covariance matrices in which the covari-
ance matrices were drawn simply by Hamiltonian dynam-
ics alone. That is, Pn+1 is treated just as Xn+1; it is set
to P∗ if γ < exp(−∆E), and Pn otherwise – it is not
re-sampled at every step from Ξ(P).
The covariance matrix errors via sampling without
P randomization are shown in Figure 6. While tradi-
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Figure 5. MSE of off-diagonal elements for a particular Σ of
the Toeplitz-Linear type; h = 0.2. HMC is shown in solid red,
while CHMC is shown by the dotted blue line.
tional HMC estimates show little to no improvement af-
ter about 500 samples, CHMC estimates improve steadily
as more and more samples are collected. This produces,
after 2000 samples, off-diagonal MSE estimates nearly 2
orders of magnitude lower. Still, comparing to Figure 3,
it is seen that the estimates are not quite as accurate as
those produced by CHMC with momentum re-sampling,
so this step may still be necessary to improve accuracy. In
addition, if one wishes to adapt the method for other dis-
tributions, particularly those with nonzero higher-order
moments, fat tails, or for which rare samples are impor-
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Figure 6. Toeplitz-linear correlation matrix MSE of off-
diagonal elements and on-diagonal elements, respectively, ver-
sus samples collected n for sampling without momentum ran-
domization. HMC is indicated by the solid orange/red lines,
while CHMC is indicated by the dotted blue lines. The data
is shown for various values of step size h, from 0.01 (light
blue/light orange) to 0.25 (dark blue/dark red).
tant, momentum sampling may still be necessary.
The steady reduction in MSE for CHMC sampling
without P randomization is intimately related to expo-
nential decay of autocorrelation that is a signature of
highly mixing (as opposed to simply ergodic) systems.
This distinction can be belied by phase plane projections
alone. This is readily seen in Figure 7, an example of a
(4+4)D system with off-diagonal correlations chosen uni-
formly from [-0.9,0.9]. The phase plane projection looks
nearly as disordered for the canonical momentum ker-
nel as for the chaotic one. Nevertheless, the correlations
(here, averaged for 100 walkers in each system) decay to
zero considerably faster for CHMC. This rapid decay un-
derlies the steady improvement in accuracy for CHMC,
even without momentum resampling.
VII. SUMMARY AND FUTURE DIRECTIONS
We have shown that a non-canonical choice of momen-
tum kernel in a hybrid Monte Carlo scheme can more ef-
fectively sample mutivariate normal distributions of var-
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Figure 7. Top row 2D Phase portrait projections for a (4+4)D
system with canonical momentum kernel (left) and chaotic
momentum kernel (right). Bottom row Autocorrelations for
the respective systems, averaged over all 4 position variables
and over 100 different initial conditions.
ious correlation structure. The kernel effectively couples
momenta in pairs via quartic interaction terms, giving
rise to dynamical trajectories that are chaotic and highly
mixing. A key to the computational effectiveness of this
momentum distribution is that it can be sampled with re-
jection sampling, and this method can be scaled to arbi-
trary dimensions without sacrificing acceptance probabil-
ity. This scheme is shown to give computational savings
up to ten times for various covariance matrix structures.
In addition, we have shown that effective sampling can
be done in the HMC scheme even without momentum
resampling.
The most obvious extension moving forward is appli-
cability to more general distributions. On the one hand,
it is not hard to produce Hamiltonian systems of appre-
ciable dimension that exhibit chaos; on the other hand,
the prevalance of such chaotic behavior is highly sytem-
dependent and often hard to characterize [21]. For ex-
ample, the Hamitonian system H = p2x/+p
2
y/2+x
2y2/2,
closely related to the sytem in this paper and long consid-
ered an analytic candidate for globally chaotic dynamics,
was eventually shown to exhibit a stable island occupy-
ing a tiny fraction of phase space [26]. For the purposes
of HMC, the goal should therefore center on finding mo-
mentum kernels that reduce, as much as possible, the
prevalance and size of invariant KAM tori, opening up
the available initial conditions for chaotic motion [21].
Despite these difficulties, it is conceivable that general
schemes could be made for other common distributions
of particular functional forms. One promising extension
of this method is in sampling high-dimensional integrals
that arise in state and parameter estimations of geophysi-
cal and fluid models in data assimilation [27–30]. In such
problems, many of the dynamical models involve vari-
9ables that appear at most quadratically in the argument
of a Gaussian error term, producing quartic potentials:
U(X = {xa(n)}) ∼ Rf
∑
a,n
(xa(n+ 1)− fa(x(n)))2
+Rm
∑
l,n
(xl(n)− yl(n))2
fa(x(n)) ∼
∑
b,c
Cabcxb(n)xc(n) +
∑
b
Dabxb(n)
Here fa is the dynamical forward mapping and xa(n) rep-
resent the state of the system’s ath component at discrete
time n. The first term of the potential energy enforces
model dynamics, while the second incorporates measure-
ment errors from the data yl(n). Since the dynamics is
limited to quadratic couplings for many models of in-
terest, developing the appropriate momentum distribu-
tions for generic quartic potential energies would be of
great use in these data assimilation contexts. On the
other hand, the presence of cubic and quartic couplings
among the position variables may be sufficient to render
the HMC routine chaotic with a canonical momentum
kernel alone. Further studies would be needed to char-
acterize the Lyapunov spectrum for such systems and to
investigate whether the maximal positive exponent could
be tuned with more exotic momentum distributions.
Finally, we anticipate that the ideas presented in this
paper may be of use in estimating the parameters of
Bayesian posteriors that arise in artificial neural net-
work models. These parameters typically include synap-
tic weights wh connecting nodes to one another and bi-
ases θi dictating response thresholds. In these models,
it has proven convenient and fruitful to represent wh
and θi as random variables with Gaussian distributions
whose statistics are in turn controlled by hyperparame-
ters τ, τw, τθ. In these cases, the potential energy function
assumes the following schematic form [5]:
U(X = {wh, θk}) ∼ −τ
∑
c
(y
(c)
i − vO,(c)(wh, θk))2/2
− τw
∑
h
w2h/2− τθ
∑
k
θ2k/2
Here, vO,(c) indicates the network output due to the cth
input vI,(c); it is a nonlinear function of the network
parameters, while y(c) are the c measurements. Further
work is needed to characterize whether the Hamiltonian
system with a canonical kinetic energy
∑
i p
2
i /2 already
exhibits chaotic behavior, and if so how sensitively
this behavior depends on the network architecture and
strength of the hyperparameters. If a quadratic kinetic
energy is found to produce dynamics with zero or
small Lyapunov exponents, we expect that momentum
couplings such as those investigated here to be of benefit.
A deeper characterization of momenta distributions that
effectively sample these target distributions opens up
many promising avenues of future study.
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