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Abstract: In this paper, we present a structurally flat triangular form which is based on the
extended chained form. We provide necessary and sufficient conditions for an affine input system
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1. INTRODUCTION
The concept of flatness was introduced in control theory by
Fliess, Le´vine, Martin and Rouchon, see e. g. Fliess et al.
(1992, 1995), and has attracted a lot of interest in the
control systems theory community. The flatness property
allows an elegant systematic solution of feed-forward and
feedback problems, see e. g. Fliess et al. (1995). Roughly
speaking, a nonlinear control system
x˙ = f(x, u)
with dim(x) = n states and dim(u) = m inputs is flat,
if there exist m differentially independent functions yj =
ϕj(x, u, u1, . . . , uq), uk denoting the k-th time derivative of
u, such that x and u can be parameterized by y and its time
derivatives. In contrast to the static feedback linearization
problem, which is completely solved, see Jakubczyk and
Respondek (1980), Nijmeijer and van der Schaft (1990),
there are many open problems concerning flatness. Re-
cent research in the field of flatness can be found in
e. g. Scho¨berl et al. (2010), Schlacher and Scho¨berl (2013),
Li et al. (2013), Scho¨berl and Schlacher (2014), Nicolau
and Respondek (2014), Kolar et al. (2015), Nicolau and
Respondek (2017).
Structurally flat triangular forms are of special interest
in the problem of finding flat outputs for nonlinear con-
trol systems. Systems that are static feedback lineariz-
able can be transformed into Brunovsky normal form,
see Jakubczyk and Respondek (1980). Normal forms for
systems that become static feedback linearizable after a
one-fold prolongation of a suitably chosen control can
be found in Nicolau and Respondek (2019) (a complete
solution of the flatness problem of this class of systems can
be found in Nicolau and Respondek (2017)). In Bououden
et al. (2011), a structurally flat triangular form for a class
of 0-flat systems is proposed. A structurally flat implicit
triangular form for 1-flat systems is presented in Scho¨berl
and Schlacher (2014). The flatness problem for two-input
driftless systems has been solved in Martin and Rouchon
(1994). There, it is shown that a two-input driftless system
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is flat, if and only if it is static feedback equivalent to the
so called chained form (also referred to as Goursat normal
form). In Li et al. (2013) an extension of the chained
form to a triangular form, referred to as extended chained
form, is considered. In Silveira et al. (2015) geometric
necessary and sufficient conditions for a two-input affine
input system (AI-system) to be static feedback equivalent
to this extended chained form are derived. Conditions for
the case with m ≥ 2 inputs are provided in Li et al. (2016),
Nicolau et al. (2014) and Nicolau (2014).
In this paper, we confine ourselves to AI-systems with
two inputs. We present a triangular form based on the
extended chained form and derive necessary and sufficient
conditions for an AI-system to be static feedback equiv-
alent to this triangular form. This provides a sufficient
condition for an AI-system to be flat. The proposed tri-
angular form contains the (extended) chained form as a
special case.
2. NOTATION
Let X be an n-dimensional smooth manifold, equipped
with local coordinates xi, i = 1, . . . , n. Its tangent bundle
and cotangent bundle are denoted by (T (X ), τX ,X ) and
(T ∗(X ), τ∗
X
,X ). For these bundles we have the induced
local coordinates (xi, x˙i) and (xi, x˙i) with respect to the
bases {∂xi} and {dx
i}, respectively. We make use of the
Einstein summation convention. By dω we denote the
exterior derivative of a p-form ω. The k-fold Lie derivative
of a function ϕ along a vector field v is denoted by Lkvϕ.
Let v, w be two vector fields. We denote their Lie bracket
by [v, w]. Let furthermore D1, D2 be two distributions.
By [v,D1] we denote the distribution spanned by the Lie
bracket of v with all basis vector fields of D1, and by
[D1, D2] the distribution spanned by the Lie brackets of
all possible pairs of basis vector fields of D1 and D2. The
i-th derived flag of a distribution D is denoted by D(i) and
defined by D(0) = D and D(i+1) = D(i) + [D(i), D(i)] for
i ≥ 0. The i-th Lie flag of a distribution D is denoted by
D(i) and defined byD(0) = D andD(i+1) = D(i)+[D,D(i)]
for i ≥ 0. The involutive closure of D is denoted by D, it is
the smallest involutive distribution containing D and can
be determined via the derived flag. We write C(D) for the
Cauchy characteristic distribution of D. It is spanned by
all vector fields v which belong to D and satisfy [v,D] ⊂ D
and is always involutive. Cauchy characteristics allow us
to find a basis for a distribution which is independent of
certain coordinates. Since C(D) is involutive, it can be
straightened out such that C(D) = span{∂x1 , . . . , ∂xnc},
with nc = dim(C(D)). From [C(D), D] ⊂ D, it follows
that in these coordinates, there exists a basis for D which
is independent of the coordinates (x1, . . . , xnc). An AI-
system
x˙ = a(x) + bj(x)u
j , j = 1, . . . ,m , (1)
is characterized by the drift vector field a = ai(x)∂xi
and the input vector fields bj = b
i
j(x)∂xi , j = 1, . . . ,m,
i = 1, . . . , n on the state manifold X . Throughout, we
assume that these vector fields and all functions we deal
with are smooth. Given two AI-systems, we call them
static feedback equivalent, if they are equivalent via a
diffeomorphism x¯ = Φ(x) on the state space and an
invertible feedback transformation u¯j = gj(x) +mjk(x)u
k.
The equivalent system reads
˙¯x = a¯(x¯) + b¯j(x¯)u¯
j , j = 1, . . . ,m .
3. KNOWN RESULTS
In this section, we summarize some known results from the
literature which are of particular importance for character-
izing our triangular form. Throughout, we assume all dis-
tributions to have locally constant dimension, we consider
generic points only. In particular, we call a system static
feedback equivalent to a certain normal form, even though
the transformation into this form may exhibit singularities.
A system is static feedback linearizable, if it is static
feedback equivalent to a linear controllable system, in par-
ticular to the Brunovsky normal form. The static feedback
linearization problem has been solved in Jakubczyk and
Respondek (1980) and Hunt and Su (1981). The geometric
necessary and sufficient conditions read as follows. For (1),
define the distributions Di+1 = Di + [a,Di], i ≥ 1, where
D1 = span{b1, . . . , bm}. Anm-input AI-system (1) is static
feedback linearizable if and only if all the distributions Di,
i ≥ 1 are involutive and Dn−1 = T (X ).
The flatness problem for two-input driftless systems
x˙ = b1(x)u
1 + b2(x)u
2 (2)
has been solved in Martin and Rouchon (1994). There, it
is shown that (2) is flat, if and only if it is static feedback
equivalent to the chained form
x˙1 = u2, x˙2 = x3u2, · · · , x˙n−1 = xnu2, x˙n = u1 . (3)
The input vector fields of a system in chained form read
b1 = ∂xn , b2 = ∂x1 + x
3∂x2 + . . .+ x
n∂xn−1 . (4)
The geometric necessary and sufficient condition for (2)
to be static feedback equivalent to the chained form is
dim(D(i)) = 2 + i, i = 0, . . . , n− 2 with D = span{b1, b2}.
In Murray (1994) it is shown that locally around a point
of the state space at which the additional regularity
condition dim(D(i)) = 2 + i on the Lie flag of D holds,
the transformation into chained form does not exhibit
singularities. A system in chained form is obviously flat
with the top variables (x1, x2) forming a possible flat
output. For a comprehensive analysis of the flatness of
systems static feedback equivalent to the chained form,
a characterization of all their x-flat outputs and their
singularities, we refer to Li and Respondek (2012).
In Li et al. (2013) an extension of the chained form to the
triangular form (referred to as extended chained form)
x˙1 = u2
x˙2 = x3u2 + a2(x1, x2, x3)
x˙3 = x4u2 + a3(x1, x2, x3, x4)
...
x˙n−1 = xnu2 + an−1(x1, . . . , xn)
x˙n = u1 .
(5)
is considered. In Nicolau (2014) and Silveira et al. (2015)
geometric necessary and sufficient conditions for an AI-
system
x˙ = a(x) + b1(x)u
1 + b2(x)u
2
to be static feedback equivalent to (5) are provided. Those
read as dim(D(i)) = dim(D(i)) = 2 + i, i = 0, . . . , n − 2
with D = span{b1, b2}, i. e. that for a(x) = 0, the system
is static feedback equivalent to the chained form (3) and
[a, C(D(i))] ⊂ D(i) , i = 1, . . . , n− 3 , (6)
which assures that the drift is compatible with the chained
form. Thus, every flat output of the driftless system
obtained by setting a(x) = 0, is also a flat output
of (5). For a comprehensive analysis of the flatness of
systems static feedback equivalent to the extended chained
form, a characterization of their flat outputs and their
singularities, we refer to Li et al. (2016) or Nicolau (2014).
Transformations to the (extended) chained form can be
found in the literature. However, for our purposes, a
different procedure for successively transforming a system
into the (extended) chained form is beneficial (will be used
in the proof of the main theorem) which is described in
Appendix A.
4. FLAT TRIANGULAR FORM BASED ON THE
EXTENDED CHAINED FORM
In the following, we consider the structurally flat triangu-
lar form
x˙1 = f1(x1, x
1
2, x
2
2)
x˙2 = f2(x1, x2, x
1
3,1, x
1
3,2)
x˙3 = f3(x3, u
1, u2)
(7)
with the x1-subsystem being in Brunovsky normal form
f1 :
x˙11,1 = x
2
1,1 x˙
1
1,2 = x
2
1,2
x˙21,1 = x
3
1,1 x˙
2
1,2 = x
3
1,2
...
...
x˙
n1,1
1,1 = x
1
2 x˙
n1,2
1,2 = x
2
2 ,
(8)
the x2-subsystem being essentially in extended chained
form
f2 :
x˙12 = x
1
3,2
x˙22 = x
3
2x
1
3,2 + a
2
2(x1, x
1
2, . . . , x
3
2)
...
x˙n2−12 = x
n2
2 x
1
3,2 + a
n2−1
2 (x1, x2)
x˙n22 = x
1
3,1
(9)
and the x3-subsystem again being in Brunovsky normal
form
f3 :
x˙13,1 = x
2
3,1 x˙
1
3,2 = x
2
3,2
x˙23,1 = x
3
3,1 x˙
2
3,2 = x
3
3,2
...
...
x˙n33,1 = u
1 x˙n33,2 = u
2 .
(10)
The triangular form (7) consists of three subsystems. The
x1-subsystem is in Brunovsky normal form, it consists of
two integrator chains of arbitrary lengths n1,1 ≥ 0 and
n1,2 ≥ 0. In total, it consists of n1 = n1,1+n1,2 ≥ 0 states.
The x2-subsystem is essentially in extended chained form
(the minor difference is that the drift of the x2-subsystem
may also depend on the states x1), we assume n2 ≥ 3.
The top variables x12 and x
2
2 of the x2-subsystem act as
inputs for the x1-subsystem. The x3-subsystem is again
in Brunovsky normal form, it consists of two integrator
chains of equal length n3 ≥ 0. The top variables x
1
3,1 and
x13,2 act as inputs for the x2-subsystem (for n3 = 0, the
x3-subsystem does not exist and in the x2-subsystem x
1
3,1
and x13,2 are replaced by u
1 and u2). In conclusion, the
x3-subsystem and the x2-subsystem form an endogenous
dynamic feedback for the x1-subsystem. The x3-subsystem
in turn is an endogenous dynamic feedback for the x2-
subsystem. The total number of states of (7) is given by
n = n1+ n2+2n3. As a motivating example, consider the
model of an induction motor
θ˙ = ω
ω˙ = µψdIq −
τL
J
ψ˙d = −ηψd + ηMId
ρ˙ = npω +
ηMIq
ψd
I˙d = vd
I˙q = vq ,
(11)
see also Chiasson (1998), Nicolau and Respondek (2013),
Scho¨berl (2014). This system is not static feedback lin-
earizable, but it is known to be flat with (θ, ρ) forming a
possible flat output. In contrast to a reduced order model
discussed in Silveira et al. (2015), the system (11) is not
static feedback equivalent to the extended chained form.
However, it is static feedback equivalent to the triangular
form (7) with n1 = 1, n2 = 3 and n3 = 1. Indeed, applying
a suitable state and input transformation, (11) takes the
form
f1 : x˙
1
1,1 = x
1
2
f2 :
x˙12 = x
1
3,2
x˙22 = x
3
2x
1
3,2 + npx
1
2 +
τL
J x
3
2
x˙32 = x
1
3,1
f3 : x˙
1
3,1 = u¯
1 x˙13,2 = u¯
2 .
(12)
Remark 1. The system (11) becomes static feedback lin-
earizable after a one-fold prolongation of a suitably chosen
control. Thus, it is also static feedback equivalent to nor-
mal forms presented in Nicolau and Respondek (2019).
5. CHARACTERIZATION OF THE TRIANGULAR
FORM
The following theorem provides necessary and sufficient
conditions for an AI-system to be static feedback equiv-
alent to the triangular form (7) and thus provides a suf-
ficient condition for an AI-system to be flat. We again
assume all distributions to have locally constant dimension
and omit discussing singularities coming along with flat
outputs of (7) or singularities in the problem of transform-
ing a given system into the form (7). We consider generic
points only, regularity conditions are omitted. Consider a
two-input AI-system
x˙ = a(x) + b1(x)u
1 + b2(x)u
2 (13)
and let us define the distributions Di, i = 1, . . . , n3 + 1
where D1 = span{b1, b2} and Di+1 = Di+[a,Di], with the
smallest integer n3 such that Dn3+1 is not involutive. All
these distributions are invariant with respect to invertible
feedback transformations (this can be shown the same
way as in the proof of Proposition 7.1 in Nicolau and
Respondek (2016b)).
Theorem 2. The AI-system (13) is static feedback equiva-
lent to the triangular form (7) if and only if the following
conditions are satisfied:
(a) C(Dn3+1) = Dn3 .
(b) The derived flags of the non involutive distribution
Dn3+1 satisfy
dim(D
(i)
n3+1
) = dim(Dn3+1) + i , i = 1, . . . , n2 − 2,
with the smallest integer n2 such that D
(n2−2)
n3+1
=
Dn3+1.
(c) The drift satisfies the compatibility conditions 1
[a, C(D
(i)
n3+1
)] ⊂ D
(i)
n3+1
, i = 1, . . . , n2 − 3 , (14)
dim(Dn3+1 + [a,D
(n2−3)
n3+1
]) = dim(Dn3+1) + 1 . (15)
(d) The distributions Gi+1, i ≥ 0 are involutive, where
Gi+1 = Gi + [a,Gi] and G0 = Dn3+1.
(e) Gs = T (X ) holds for some integer s.
All these conditions are easily verifiable and require dif-
ferentiation and algebraic operations only. A proof of this
theorem is provided in Section 5.3. In the following, we
outline the meaning of the individual conditions. Consider
a system of the form (7). The main idea of Theorem 2
is to characterize the individual subsystems separately
and have additional conditions which take into account
their coupling. The static feedback linearizable subsys-
tem (10) is characterized by the involutive distributions
D1, . . . , Dn3 , we have Dn3 = span{∂x3}. Item (a) is cru-
cial for the coupling of the x2-subsystem with the x3-
subsystem, it guarantees that the x2-subsystem indeed
allows an AI representation with respect to its inputs x13,1
and x13,2. The associated input vector fields of the x2-
subsystem are bc1 = ∂xn2
2
and bc2 = ∂x12 + x
3
2∂x22 + . . . +
xn22 ∂xn2−1
2
, which are structurally of the form (4). We have
Dn3+1 = span{∂x3, b
c
1, b
c
2} and Dn3+1 = span{∂x3 , ∂x2}.
Item (b) therefore reflects the fact that the x2-subsystem
is essentially in (extended) chained form. Condition (14)
of item (c) assures the compatibility of the drift of the x2-
subsystem with its chained structure. Although the drift
vector field of (7) does not only consist of the drift vector
field a2 = a
2
2∂x2
2
+ . . .+ an2−12 ∂xn2−1
2
of the x2-subsystem,
there still applies a compatibility condition analogous to
(6) for the extended chained form. Condition (15) of item
1 If Dn3+1 = T (X ), the condition (15) and the items (d) and
(e) have to be omitted. In this case, the system is static feedback
equivalent to (7) with n1,1 = n1,2 = 0 if and only if all the other
conditions of the theorem are met. (If additionally n3 = 0 holds, only
item (b) and condition (14) remain, which then match the conditions
for static feedback equivalence to the extended chained form.)
(c) is crucial for the coupling of the x2-subsystem with
the x3-subsystem. The items (d) and (e) characterize the
static feedback linearizable x3-subsystem.
5.1 Determining flat outputs
For determining flat outputs of a system which is static
feedback equivalent to (7), there is no need to actually
transform the system into the form (7). Flat outputs are
determined directly from the distributions involved in the
conditions of Theorem 2. We have to distinguish between
three cases regarding the lengths of the integrator chains
of the x1-subsystem in a corresponding representation in
the form (7). Namely, the cases that 1) both integrator
chains have at least a length of one, i. e. n1,1, n1,2 ≥ 1,
2) both integrator chains have length zero, i. e. n1 = 0,
3) one of the integrator chains has length zero, the other
length n1 ≥ 1. We can easily test which case applies. If
we have dim(G1) = dim(Dn3+1) + 2, both chains have at
least length one, if Dn3+1 = T (X ), both have length zero,
if dim(G1) = dim(Dn3+1)+1, one chain has length zero. In
the following, we discuss these three cases in more detail.
Case 1: If n1,1, n1,2 ≥ 1, i. e. both integrator chains of
the x1-subsystem have at least length one, flat outputs
of (7) are determined from the sequence of involutive
distributions of Theorem 2 item (d) in the same way as
linearizing outputs are determined from the sequence of
involutive distributions involved in the test for static feed-
back linearizability (see e. g. Jakubczyk and Respondek
(1980), Nijmeijer and van der Schaft (1990)).
Case 2: If both chains have length zero (no x1-subsystem
exists), the problem of finding flat outputs of (7) is in
fact the same as finding flat outputs of a system which
is static feedback equivalent to the chained form. This
problem is addressed in Li and Respondek (2012). In this
case, flat outputs are all pairs of functions (ϕ1, ϕ2), which
meet L = (span{dϕ1, dϕ2})⊥ ⊂ D
(n2−3)
n3+1
, with D
(n2−3)
n3+1
of
Theorem 2 item (b). In Li and Respondek (2012), Theorem
2.10, a method for constructing such a distribution L
is provided. The distribution L is not unique, one has
to choose one function ϕ1 whose differential dϕ1 6= 0
annihilates C(D
(n2−3)
n3+1
). Once such a function has been
chosen, the distribution L is uniquely determined by this
choice and can be calculated, and in turn a possible second
function ϕ2, which together with ϕ1 forms a possible flat
output, can be calculated. Equivalent to the method for
determining L provided in Li and Respondek (2012), once
a function ϕ1 whose differential annihilates C(D
(n2−3)
n3+1
) has
been chosen, the annihilator of L can also be calculated via
L⊥ = (D
(n2−3)
n3+1
)⊥ + span{dϕ1}.
Case 3: Here, the x1-subsystem determines one com-
ponent ϕ1 of a flat output. This function is obtained
by integrating G⊥s−1, i. e. by finding a function ϕ
1 such
that span{dϕ1} = G⊥s−1, with Gs−1 of Theorem 2, item
(d). A possible second component ϕ2 is obtained by inte-
grating the integrable codistribution L⊥ = (D
(n2−3)
n3+1
)⊥ +
span{dLsaϕ
1}. A function ϕ2 whose differential dϕ2 to-
gether with {dϕ1, dLaϕ
1, . . . , dLsaϕ
1} spans the codistri-
bution L⊥, is a possible second component. In this case,
the distribution L is uniquely determined by the function
Lsaϕ
1, which is imposed by the x1-subsystem.
5.2 Remarks and limitations
As already mentioned, the triangular form (7) contains
the (extended) chained form as a special case. A system
in chained form (3) can be rendered static feedback lin-
earizable by a (n− 2)-fold prolongation of the control u2.
The same applies to a system in extended chained form
(5) and analogously, a system in the triangular form (7)
becomes static feedback linearizable by a (n2 − 2)-fold
prolongation of the control u2. Therefore, the case n2 = 3
is covered by Nicolau and Respondek (2013). The case
n2 = 4 is covered by Nicolau and Respondek (2016a) if
additionally Dn3+1 6= T (X ) holds, i. e. if n1 ≥ 1. Our
geometric characterization of (7) provided by Theorem
2 is not subject to restrictions on n1 or n2. An obvious
restriction of the triangular form (7) is however that the
integrator chains of the x3-subsystem are supposed to have
equal lengths. Even though the case where the lengths
differ by at most one seems to be tractable, we do not
discuss it in this contribution.
5.3 Proof of Theorem 2
The following two lemmas are of particular importance for
the sufficiency part of the proof.
Lemma 3. Let D be a distribution. Every characteristic
vector field of D, i. e. every vector field c ∈ C(D) is also
characteristic for its derived flagD(1), i. e. C(D) ⊂ C(D(1)).
An immediate consequence of Lemma 3 is that the
Cauchy characteristic distributions C(D(i)), i ≥ 0 form
the sequence of nested involutive distributions C(D) ⊂
C(D(1)) ⊂ C(D(2)) ⊂ . . .
Lemma 4. If a d-dimensional distribution D satisfies
dim(C(D)) = d − 2 and dim(D(i)) = d + i, i = 1, . . . , l
with l such that D(l) = D, then the Cauchy characteristics
C(D(i)) satisfy dim(C(D(i))) = d − 2 + i and C(D(i)) ⊂
D(i−1), i = 1, . . . , l− 1.
Lemma 4 is based on a similar one in Cartan (1914), see
also Martin and Rouchon (1994), Lemma 2.
Necessity. We have to show that a system of the form
(7) fulfills the conditions of Theorem 2. The drift vector
field of (7) reads a = f1 + x
1
3,1b
c
1 + x
1
3,2b
c
2 + a2 + a3 where
f1 = x
2
1,1∂x1
1,1
+ . . .+ x12∂xn1,1
1,1
+ x21,2∂x1
1,2
+ . . .+ x22∂xn1,2
1,2
,
bc1 = ∂xn2
2
, bc2 = ∂x12+x
3
2∂x22+ . . .+x
n2
2 ∂xn2−1
2
, a2 = a
2
2∂x22+
. . .+ an2−12 ∂xn2−1
2
and a3 = x
2
3,1∂x1
3,1
+ . . .+ xn33,1∂xn3−1
3,1
+
x23,2∂x1
3,2
+ . . .+ xn33,2∂xn3−1
3,2
. The input vector fields of (7)
are given by b1 = ∂xn3
3,1
and b2 = ∂xn3
3,2
. The distributions
defined right before Theorem 2 are thus given by
D1 = span{∂xn3
3,1
, ∂xn3
3,2
}
D2 = span{∂xn3
3,1
, ∂xn3
3,2
, ∂
x
n3−1
3,1
, ∂
x
n3−1
3,2
}
...
Dn3 = span{∂xn3
3,1
, ∂xn3
3,2
, . . . , ∂x1
3,1
, ∂x1
3,2
︸ ︷︷ ︸
∂x3
}
Dn3+1 = span{∂x3 , b
c
1, b
c
2} .
Item (a): Since the input vector fields bc1, b
c
2 of the x2-
subsystem are independent of the states x3, C(Dn3+1) =
Dn3 indeed holds.
Item (b): The derived flags of the non involutive distri-
bution Dn3+1 are given by
D
(i)
n3+1
= span{∂x3 , ∂x1
2
+ x32∂x2
2
+ . . .+ xn2−i2 ∂xn2−i−1
2
,
∂xn2
2
, . . . , ∂
x
n2−i
2
} , i = 0, . . . , n2 − 2 ,
where D
(n2−2)
n3+1
= Dn3+1 = span{∂x3 , ∂x2} and thus, the
condition dim(D
(i)
n3+1
) = dim(Dn3+1) + i, i = 1, . . . , n2 −
2 is met. Since bc1 and b
c
2 are independent of x3, the
derived flags are solely determined by bc1 and b
c
2, which
are structurally of the form (4).
Item (c): This item consists of two conditions taking
into account the drift of the system. The condition (14)
corresponds to the compatibility condition (6) of the
extended chained form (5). The condition (15) is crucial
for the coupling of x2-subsystem with the x3-subsystem.
The Cauchy characteristic distributions of the derived flags
D
(i)
n3+1
are given by
C(D
(i)
n3+1
) = span{∂x3 , ∂xn2
2
, . . . , ∂
x
n2−i+1
2
},
for i = 1, . . . , n2 − 3. That the compatibility condition
(14), i. e. [a, C(D
(i)
2 )] ⊂ D
(i)
2 , i = 1, . . . , n2 − 3 is indeed
met, follows from
[∂
x
n2−i+1
2
, a] = (x13,2 + ∂xn2−i+1
2
an2−i)∂
x
n2−i
2
mod C(∆
(i)
1 )
for i = 1, . . . , n2 − 3. The condition (15) follows from
Dn3+1+[a,D
(n2−3)
n3+1
] =
Dn3+1 + span{[a, ∂xn2
2
], . . . , [a, ∂x3
2
]
︸ ︷︷ ︸
∈D2
, [a, bc2]
︸ ︷︷ ︸
/∈D2
} ,
again with bc2 = ∂x12 + x
3
2∂x22 + x
4
2∂x32 + . . .+ x
n2
2 ∂xn2−1
2
.
Item (d) and (e): The distributions Gi follow as
G0 = Dn3+1 = span{∂x3 , ∂x2}
Gi = span{∂x3 , ∂x2 , ∂xn1,1
1,1
, . . . , ∂
x
n1,1−i+1
1,1
,
∂
x
n1,2
1,2
, . . . , ∂
x
n1,2−i+1
1,2
} , i ≥ 1 ,
where any ∂xk
1,j
, j = 1, 2 with k ≤ 0 has to be omitted.
These distributions are involutive and we have Gs = T (X )
for s = max{n1,1, n1,2}.
Sufficiency. We have to show that an AI-system which
meets the conditions of Theorem 2 can be transformed into
the triangular form (7). Due to space limitations, we only
give a sketch of the proof, which consists of several steps.
The steps are demonstrated on Example 1 in Section 6.
Consider a system which meets the conditions of Theorem
2. Due to Lemma 3, the Cauchy characteristics of the de-
rived flags of Dn3+1 form the sequence of nested involutive
distributions C(D
(1)
n3+1
) ⊂ . . . ⊂ C(D
(n2−3)
n3+1
). We thus have
the following sequence of nested involutive distributions
D1 ⊂ . . . ⊂ Dn3 ⊂ C(D
(1)
n3+1
) ⊂ . . . ⊂
C(D
(n2−3)
n3+1
) ⊂ Dn3+1 ⊂ G1 ⊂ . . . ⊂ Gs = T (X ) .
(16)
Remark 5. Regarding the dimensions of these distribu-
tions, note that C(Dn3+1) = Dn3 implies that dim(Di) =
2i, i = 1, . . . , n3 + 1. Because of item (a) and (b), the
distribution Dn3+1 meets the conditions of Lemma 4 and
thus, dim(C(D
(i)
n3+1
)) = 2n3 + i. By the definition of n2,
we have dim(Dn3+1) = 2n3 + n2. For the distributions
Gi, we have either dim(G1) = dim(Dn3+1) + 2 and 1 ≤
dim(Gi+1) − dim(Gi) ≤ 2 or dim(G1) = dim(Dn3+1) + 1
and dim(Gi+1) = dim(Gi) + 1 for i = 1, . . . , s− 1.
The transformation of (13) into the form (7) is done in the
following six steps.
Step 1: Straighten out all the distributions (16) simul-
taneously. In such coordinates, the system (13) takes the
form
x˙1 = f1(x1, x
1
2, x
2
2, x
3
2)
x˙2 = f2(x1, x2, x
1
3, x
2
3)
x˙3 = f3(x1, x2, x3, u
1, u2) ,
(17)
with rank(∂(x1
2
,x2
2
,x3
2
)f1) ≤ 2 and rank(∂(x1
3
,x2
3
)f2) = 2,
i. e. the system is already decomposed into three subsys-
tems. The x1-subsystem and the x3-subsystem are already
in a triangular form, known from the static feedback lin-
earization problem (see e. g. Nijmeijer and van der Schaft
(1990)), the inputs u1, u2 of course occur affine in f3. That
f1 is independent of the states (x1, x
4
2, . . . , x
n2
2 ) is implied
by condition (14) of item (c), evaluated for i = n2 − 3,
i. e. [a, C(D
(n2−3)
n3+1
)] ⊂ D
(n2−3)
n3+1
.
Step 2: Transform the x1-subsystem into Brunovsky
normal form by successively introducing new coordinates
from top to bottom. In the prior to last step, the system
reads
f1 :
x˙11,1 = x
2
1,1 x˙
1
1,2 = x
2
1,2
x˙21,1 = x
3
1,1 x˙
2
1,2 = x
3
1,2
...
...
x˙
n1,1
1,1 = ϕ
1(x¯1, x
1
2, x
2
2, x
3
2) x˙
n1,2
1,2 = ϕ
2(x¯1, x
1
2, x
2
2, x
3
2)
x˙2 = f¯2(x¯1, x2, x
1
3, x
2
3, x
3
3)
x˙3 = f¯3(x¯1, x2, x3, u
1, u2) ,
with x¯1 = (x
1
1,1, . . . , x
n1,1
1,1 , x
1
1,2, . . . , x
n1,2
1,2 ). The functions
ϕj(x¯1, x
1
2, x
2
2, x
3
2), j = 1, 2 of the x1-subsystem determine
the desired top variables for the x2-subsystem. These
functions meet dx¯1 ∧ dϕ
1 ∧ dϕ2 6= 0. For the system
to be static feedback equivalent to the triangular form
(7), the top variables of the x2-subsystem have to form
a flat output of the x2-subsystem which is compatible
with its (extended) chained form. It can be shown that
item (c) implies that the functions ϕj(x¯1, x
1
2, x
2
2, x
3
2) satisfy
L = (span{dx¯1, dϕ
1, dϕ2})⊥ ⊂ D
(n2−3)
n3+1
, which in turn
implies that they indeed form a flat output compatible
with the (extended) chained form 2 .
Step 3: Introduce the functions ϕ1, ϕ2 as the top vari-
ables of the x2-subsystem, i. e. apply the state transfor-
mation x¯j2 = ϕ
j , j = 1, 2, with all the other coordinates
left unchanged. This completes the transformation of the
x1-subsystem to Brunovsky normal form.
2 This case corresponds to Case 1 in Section 5.1. In Case 2, there
does not exist an x1-subsystem which determines the desired top
variables for the x2-subsystem, any two functions ϕ1, ϕ2 which form
a compatible flat output of the x2-subsystem can thus be chosen
as the top variables. In Case 3, i. e. in case that the x1-subsystem
consists only of one integrator chain, the x1-subsystem determines
only one function ϕ1. In this case, there always exists a second
independent function ϕ2 which together with ϕ1 forms a compatible
flat output of the x2-subsystem.
In the following Steps 4 and 5, the x2-subsystem is trans-
formed into (extended) chained form following essentially
the procedure described in Appendix A.
Step 4: Normalize the first equation of the x2-subsystem
such that ˙¯x12 = x
1
3,2. Based on item (a) and Lemma
4 applied to Dn3+1, it can be shown that after this
normalization, the x2-subsystem reads
f2 :
˙¯x12 = x
1
3,2
˙¯x22 = b
2
2(x¯1, x¯
1
2, x¯
2
2, x
3
2)x
1
3,2 + a
2
2(x¯1, x¯
1
2, x¯
2
2, x
3
2)
x˙32 = b
3
2(x¯1, x¯
1
2, x¯
2
2, x
3
2, x
4
2)x
1
3,2 + a
3
2(x¯1, x¯
1
2, x¯
2
2, x
3
2, x
4
2)
...
x˙n2−12 = b
n2−1
2 (x¯1, x¯2)x
1
3,2 + a
n2−1
2 (x¯1, x¯2)
x˙n22 = g(x¯1, x¯2, x
1
3, x
1
3,2) .
The triangular dependence of the functions ai2 on the
states of the x2-subsystem follows from evaluating the
condition (14), i. e. [a, C(D
(i)
n3+1
)] ⊂ D
(i)
n3+1
, i = 1, . . . , n2−
3, in these coordinates.
Step 5: Successively introduce the functions bi2 as new
states of the x2-subsystem and complete the transfor-
mation of the x2-subsystem into extended chained form
by subsequently normalizing its last equation such that
˙¯xn22 = x
1
3,1.
Step 6: Transform the x3-subsystem into Brunovsky
normal form by successively introducing new coordinates
from top to bottom and applying a suitable static feed-
back.
6. EXAMPLES
Example 1. Based on the following academic example,
we demonstrate the transformation into the triangular
form (7) by following the six steps of the sufficiency part
of the proof of Theorem 2. Consider the system
x˙1 = x4 + 1 x˙5 = x4(x7 − x8)
x˙2 = x3x4 − x5 x˙6 = x7
x˙3 = x7 − x8 x˙7 = u1
x˙4 = x6(x7 − x8 + x1) x˙8 = u2 .
(18)
The input vector fields are given by b1 = ∂x7 and b2 = ∂x8 ,
the drift is given by
a = (x4 + 1)∂x1 + (x
3x4 − x5)∂x2 + (x
7 − x8)∂x3+
x6(x7 − x8 + x1)∂x4 + x
4(x7 − x8)∂x5 + x
7∂x6 .
The distribution D1 = span{b1, b2} is involutive, the
distribution
D2 = D1 + [a,D1]
= span{∂x8 , ∂x7 , ∂x6 , ∂x3 + x
6∂x4 + x
4∂x5}
is not involutive, so we have n3 = 1. We have C(D2) = D1,
thus, item (a) is met. The derived flags of D2 are given by
D
(1)
2 = span{∂x8 , ∂x7 , ∂x6 , ∂x4 , ∂x3 + x
4∂x5}
D
(2)
2 = span{∂x8 , . . . , ∂x3} = D2 .
Thus, item (b) is met with n2 = 4. The drift vector field
a satisfies the compatibility condition (14) of item (c),
which we do not present in detail here. Also the condition
(15) of item (c) is met. Evaluating item (d) yields the
distribution G1 = D2 + [a,D2] = T (X ), i. e. item (d) is
met and item (e) is met with s = 1. Therefore, according
to Theorem 2, the system is static feedback equivalent to
the triangular form (7). Since dim(G1) = dim(D2) + 2,
the x1-subsystem in a corresponding triangular from (7)
consists of two integrator chains, since s = 1, both of these
integrator chains have length one. According to Section
5.1, Case 1, flat outputs of (18) which are compatible with
the triangular form (7) are all pairs of functions (ϕ1, ϕ2)
which satisfy span{dϕ1, dϕ2} = G⊥0 = (D2)
⊥. We have
(D2)
⊥ = span{dx1, dx2}. A possible flat output is thus
e. g. ϕ1 = x1, ϕ2 = x2. In the following, we transform (18)
into the triangular form (7) by following the six steps of
the sufficiency part of the proof of Theorem 2.
Step 1: In this example, the distributions
D1 ⊂ C(D
(1)
2 ) ⊂ D2 ⊂ G1 = T (X ) ,
which correspond to the sequence (16), are already
straightened out, (18) is therefore structurally already in
the form (17). Indeed, renaming the states according to
x11 = x
1, x21 = x
2, x12 = x
3, x22 = x
4, x32 = x
5, x42 = x
6,
x13 = x
7 and x23 = x
8, we obtain
f1 :
x˙11 = x
2
2 + 1
x˙21 = x
1
2x
2
2 − x
3
2
f2 :
x˙12 = x
1
3 − x
2
3
x˙22 = x
4
2(x
1
3 − x
2
3 + x
1
1)
x˙32 = x
2
2(x
1
3 − x
2
3)
x˙42 = x
1
3
f3 :
x˙13 = u
1
x˙23 = u
2 .
Step 2 and 3: The x1-subsystem is already in Brunovsky
normal form, except for a normalization of the ”inputs”
of the integrators. To be consistent with the notation in
the proof, we only have to rename the states of the x1-
subsystem according to x11,1 = x
1
1 and x
1
1,2 = x
2
1. To
normalize the ”inputs” of the integrators, we introduce
x¯12 = x
2
2 + 1 and x¯
2
2 = x
1
2x
2
2 − x
3
2 and obtain
f1 :
x˙11,1 = x¯
1
2
x˙11,2 = x¯
2
2
f2 :
˙¯x12 = x
4
2(x
1
3 − x
2
3 + x
1
1,1)
˙¯x22 =
x42(x¯
2
2+x
3
2)
x¯1
2
−1
(x13 − x
2
3 + x
1
1,1)
x˙32 = (x¯
1
2 − 1)(x
1
3 − x
2
3)
x˙42 = x
1
3 .
Step 4: Normalizing the first equation of the x2-
subsystem, i. e. introducing x13,2 = x
4
2(x
1
3−x
2
3+x
1
1,1) results
in
f2 :
˙¯x12 = x
1
3,2
˙¯x22 =
x¯22+x
3
2
x¯1
2
−1
x13,2
x˙32 =
x¯12−1
x4
2
x13,2 + x
1
1,1(1 − x¯
1
2)
x˙42 = x
1
3
f3 :
x˙13 = u
1
x˙13,2 =
x13x
1
3,2
x4
2
+ x42(u
1 − u2 + x¯12) .
Step 5: Next, we successively introduce the components
of the ”input” vector field belonging to the ”input” x13,2
of the x2-subsystem as new coordinates. We start with
x¯32 =
x¯22+x
3
2
x¯1
2
−1
. After one more such steps, the x2-subsystem
reads
f2 :
˙¯x12 = x
1
3,2
˙¯x22 = x¯
3
2x
1
3,2
˙¯x32 = x¯
4
2x
1
3,2 − x
1
1,1
˙¯x42 = −(x¯
4
2)
2x13
and we complete the transformation of the x2-subsystem
into extended chained form by normalizing its last equa-
tion, i. e. by introducing x13,1 = −(x¯
4
2)
2x13, resulting in
f2 :
˙¯x12 = x
1
3,2
˙¯x22 = x¯
3
2x
1
3,2
˙¯x32 = x¯
4
2x
1
3,2 − x
1
1,1
˙¯x42 = x
1
3,1
f3 :
x˙13,1 =
2(x13,1)
2
x¯4
2
− (x¯42)
2u1
x˙13,2 =
x¯12−x
1
3,1x
1
3,2+u
1
−u2
x¯4
2
Step 6: The last step is to transform the x3-subsystem
into Brunovsky normal form. This is accomplished by
applying a suitable static feedback such that x˙13,1 = u¯
1
and x˙13,2 = u¯
2.
Example 2. Consider again our motivating example, the
model of an induction motor (11). The input vector fields
are given by b1 = ∂Id and b2 = ∂Iq , the drift is given by
a = ω∂θ + (µψdIq −
τL
J )∂ω + (−ηψd + ηMId)∂ψd+
(npω +
ηMIq
ψd
)∂ρ .
In the following, we apply Theorem 2 to show that this sys-
tem is indeed static feedback equivalent to the triangular
form (7). The distribution D1 = span{b1, b2} is involutive,
the distribution
D2 = D1 + [a,D1]
= span{∂Id , ∂Iq , ∂ψd , (ψd)
2µ∂ω + ηM∂ρ}
is not involutive, we have n3 = 1. Because of C(D2) = D1,
item (a) is satisfied. In this example, we have
D
(1)
2 = span{∂Id , ∂Iq , ∂ρ, ∂ψd , ∂ω} = D2 ,
i. e. the first derived flag of D2 is already its involutive
closure, and thus n2 = 3. Since n2 = 3, condition
(14) of item (c) does not occur. Condition (15) is met,
in fact we have D2 + [a,D2] = T (X ). Item (d) and
(e) are met with G1 = T (X ). Therefore, according to
Theorem 2, the system is static feedback equivalent to
the triangular form (7). Since dim(G1) = dim(D2) +
1, the x1-subsystem in a corresponding triangular form
(7) consists only of one integrator chain, since G1 =
T (X ), i. e. s = 1, this chain has length one. Thus,
according to Section 5.1, Case 3, flat outputs compatible
with the triangular form (7) are all pairs of functions
(ϕ1, ϕ2) which satisfy L⊥ = span{dϕ1, dLaϕ
1, dϕ2} =
D⊥2 + span{dLaϕ
1} and span{dϕ1} = (D2)
⊥. We have
(D2)
⊥ = span{dθ}, thus ϕ1 = ϕ1(θ). Furthermore, we
have Laϕ
1(θ) = ω∂θϕ
1(θ) thus L⊥ = D⊥2 +span{dLaϕ
1} =
span{dθ, dω, dρ}. Therefore, ϕ2 = ϕ2(θ, ω, ρ), chosen such
that dϕ1 ∧ dLaϕ
1 ∧ ϕ2 6= 0. A possible flat output is thus
e. g. ϕ1 = θ, ϕ2 = ρ. The transformation into the form (12)
can be derived systematically by following the six steps of
the sufficiency part of the proof of Theorem 2.
7. CONCLUSION
We have presented a structurally flat triangular form
together with necessary and sufficient conditions for a
two-input AI-system to be static feedback equivalent to
the proposed triangular form. This provides a sufficient
condition for an AI-system to be flat. Future research is
devoted to the case where the integrator chains of the x3-
subsystem differ in length.
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Appendix A. SUPPLEMENTS
In the following, we state a procedure for transforming
a driftless system (2) into chained form (or extended
chained form if a drift is present), provided it is possible,
i. e. provided the system meets the corresponding condi-
tions stated in Section 3. According to Li and Respondek
(2012) Theorem 2.3, a pair of functions (ϕ1, ϕ2) forms a
flat output of a driftless system static feedback equivalent
to the chained form, if and only if dϕ1 ∧ dϕ2 6= 0, L =
(span{dϕ1, dϕ2})⊥ ⊂ D(n−3) and a regularity condition
holds 3 . Assume we have a pair of functions (ϕ1, ϕ2), which
meets the conditions from above (and thus forms a flat
output of the considered system). We can transform the
3 The sufficiency part of the proof of this theorem is done construc-
tively and results in a chained form with the components of the flat
outputs as top variables. Here, we essentially replicate the sufficiency
part of their proof, though argue differently in some places.
system into chained form such that these functions occur
as top variables by the following successive procedure.
Note that the distribution D = span{b1, b2} spanned by
the input vector fields of a system which is static feed-
back equivalent to the (extended) chained form, meets the
conditions of Lemma 4. We start by straightening out the
Cauchy characteristics
C(D(1)) ⊂ C(D(2)) ⊂ . . . ⊂ C(D(n−3)) (A.1)
of the derived flags of D = span{b1, b2}, such that
C(D(i)) = span{∂xn , . . . , ∂xn+1−i}, i = 1, . . . , n − 3.
Simultaneously, we straighten out L = (span{dϕ1, dϕ2})⊥
by introducing the components of the flat output as new
coordinates, i. e. x¯j = ϕj , j = 1, 2 (this is always possible
since L ⊂ D(n−3) implies C(D(n−3)) ⊂ L, see Li and
Respondek (2012)). Next, we apply a static feedback to
normalize the first equation, i. e. ˙¯x1 = u¯2. After that, we
have a representation of the form
˙¯x1 = u¯2
˙¯x2 = b¯22(x¯
1, x¯2, x3)u¯2
x˙3 = b¯32(x¯
1, x¯2, x3, x4)u¯2
...
x˙n−1 = b¯n−12 (x¯
1, x¯2, x3, . . . , xn)u¯2
x˙n = b¯n1 (x¯
1, x¯2, x3, . . . , xn)u¯1 + b¯n2 (x¯
1, x¯2, x3, . . . , xn)u¯2.
(A.2)
Next, we successively introduce the functions b¯i2 as new
coordinates from top to bottom, i. e. in the first step
x¯3 = b¯22(x¯
1, x¯2, x3) with all the other coordinates left
unchanged, and so on, until in the last step, we complete
the transformation to chained form by applying a static
feedback to normalize the last equation.
The procedure is based on the special structure (A.2),
which the system takes after applying the above described
state and input transformation. In the following, we ex-
plain why the system indeed takes this structure. For
that, we first show that since Lemma 4 applies to the
distribution D, we have D(i) = span{b¯2} + C(D
(i+1)),
i = 0, . . . , n − 4, i. e. the derived flags D(i) are composed
of the one-dimensional distribution spanned by the vector
field b¯2 and the Cauchy characteristic distributions of
their next derived flags (from which it also follows that
the input u¯1 can only occur in the very last equation of
(A.2)). To show this, note that b¯2 has a component in
the ∂x¯1-direction. Thus, it cannot belong to any of the
Cauchy characteristics C(D(i+1)) = span{∂xn , . . . , ∂xn−i},
i = 0, . . . , n − 4. However, because of b¯2 ∈ D, it be-
longs to all the derived flags D(i). Furthermore, because
of Lemma 4, we have dim(C(D(i+1))) = dim(D(i)) − 1,
i = 0, . . . , n − 4. Thus, span{b¯2} completes C(D
(i+1))
to D(i). Furthermore, by construction we have L =
(span{dϕ1, dϕ2})⊥ ⊂ D(n−3) and we also have b¯2 /∈ L.
Thus, D(n−3) = span{b¯2}+L. In conclusion, we therefore
have D(i) = span{∂xn , . . . , ∂xn−i , b¯2}, i = 0, . . . , n− 3 and
thus, ∂xj b¯
k
2 = 0 for k + 2 ≤ j ≤ n, k = 2, . . . , n − 2,
and ∂xj b¯
k
2 6= 0 for j = k + 1, k = 2, . . . , n − 1 follows.
This exactly describes the triangular dependence of the
functions b¯i2, i = 2, . . . , n − 1 on the states of the system,
which enables us to successively introduce these functions
as new states.
