A fundamental mathematical model of the flow field and surface deformation caused by an impinging jet in a top blown reactor has been developed. The results have been validated against water model experiments. More specifically, the predicted penetration depth has been found to agree well with surface deformation measurements and predictions using analytical equations. Furthermore, the predictions of the location of a vortex have been found to agree fairly well with PIV measurements. Calculations were also done to compare the widely used standard k-e model against the realizable extension of the standard k-e model to calculate the turbulent conditions of the flow. It was found that the penetration depth caused by the impinging jet on the liquid surface is relatively unaffected by the choice of turbulence model employed. However, when the main re-circulation loop in the bath was investigated there was a clear distinction in the flow fields produced when the two different turbulence models were used.
Introduction
In many metallurgical processes involving an oxygen-jet impinging onto a steel bath surface, a good understanding of the underlying fluid dynamics is desirable in order to optimize the involved kinetics such as decarburization. Important parameters are the penetration depth and the shape and magnitude of the velocity field. There have been several experimental reports on the subject for instance. [1] [2] [3] [4] [5] [6] Also some numerical or Computational Fluid Dynamics (CFD) reports have been reported. [7] [8] [9] [10] Turkdogan found correlations between the formed cavity and the jet flow rate as well as correlations between surface tension and critical jet impact pressure to cause splashing when various liquids were used. 1) In a paper by Molloy the oscillatory nature of the impinging jet system was investigated. He named three different mechanisms associated with the impact of the jet onto the liquid surface: dimpling, splashing and penetrating.
2) Kumagai and Iguchi categorized different patterns generated in a fluid due to an impinging jet.
3) Nordquist et al. investigated the effect different lance height, bath height and nozzle diameters had on the penetration depth in top blown water models. 4) Banks et al. investigated the pressure distribution, cavity profiles and associated velocity profiles for round and planar jets. 5) Chatterjee and Bradshaw related the critical depth of depression of a liquid surface deformed by an impinging jet to cause splashing, to the properties of the liquid. 6) Szekely and Asai presented a computational model of a jet impinging onto a liquid surface, using a predetermined shape of the surface as a boundary condition. 7) Nguyen and Evans investigated the effect the nozzle-topool diameter ratio had on the deformation of the liquid surface caused by an impinging jet, using a computational model. 8) Zhang et al. modeled a combined blown case where a top jet as well as a submerged jet was employed. 9) Nakazono et al. described a numerical analysis of a supersonic O 2 -jet impinging on a liquid iron surface containing carbon.
10) The calculations were performed under vacuum and addressed surface chemistry.
From a numerical point of view the difficulties with a jet impinging onto a liquid surface are many. For instance, the nozzle radius to cylinder radius ratio is very small most likely forcing the computational grid to be highly non-uniform, the jet axial velocity is very high and the flow is a two phase flow and splashing is possible. Furthermore, large differences in gas and liquid parameters such as viscosity and density exist. Finally, turbulence modeling must be able to predict the spreading rate of the jet as well as the re-circulation in the bath.
The focus of this paper is to develop a general mathematical model of a top-blown bath, in which predictions are verified with physical modeling data. This research effort should be seen as a first important step in getting a better overall understanding of phenomena involved in a topblown converter such as the Linz-Donawitz-(LD) converter.
In the first part of the paper, the mathematical model of a top-blown bath as well as the analytical equations for prediction of the penetration depth is described. Thereafter, data of the center-line decay of the jet, penetration depth and bath vortex are presented. Finally, the usefulness of these data on an increased knowledge for a top-blown process is discussed.
Theoretical Model

Numerical Assumptions
The computational domain can be seen in Fig. 1 
Transport Equations
The following form is used for transport of property f:
where r is the density, u is the mean velocity vector, when using a turbulence model based on Reynolds Averaging, G is the diffusion coefficient and S f is the source term, as can be seen in Table 1 . For the assumptions (A-F) given above the conservation equations can also be seen in Table 1 . The size of the numerical domain is listed in Table 2 .
Turbulence Model Formulation
The standard k-e model 11) was compared to the realizable extension of the k-e model, 12) as well to a slightly modified form of the standard k-e model. The realizable model is supposed to predict the spreading rate of axissymmetric (round) jets more accurately than the standard k-e model. 12) The difference is that C m is no longer constant, but a function of the mean strain and rotation rates, the angular velocity of the system rotation, and the turbulence fields, k and e. The modification to the standard k-e model was done by changing one of the empirical constants as seen in Table 3 . When considering the equations for turbulent kinetic energy, k, and turbulent dissipation, e, it is seen in Table 1 that a decrease of the C e2 constant would result in a smaller destruction of e and therefore reducing k, and eventually the effective viscosity. This would lead to less spreading of the jet and consequently to a deeper penetration depth. To summarize; the following three turbulence models were tested:
The transport of k and e is given by substituting k and e into Eq. (1), where the necessary terms can be seen in Table  1 .
Computational Domain and Boundary Conditions
The computational domain (mesh or grid) was created in a structured non-uniform way, i.e. quadrilateral cells with increased resolution around the surface area. Discretization of the computational domain was performed with the PRESTO! scheme for the pressure and a second-order upwind-scheme for the transport equations. Pressure and velocity were coupled using the SIMPLEC or the PISO scheme.
13) The volume of fluid (VOF) scheme was used to track the interface of the two fluids, air and water. 14) Modeling data can be seen in Table 3 . The main part of the calculations was performed on Intel based computers with Linux OS (Slackware), although some simulations on Windows OS (2000) were also performed. The inlet velocities were varied between 52, 90, 106 and 133 m/s to match flow rates in a previous experimental article. 15) At these relatively low velocities the gas was assumed to be incompressible. The mesh was created in the following manner; first a gas-only Table 1 . Conservation equations. Table 2 . Geometrical data of model. analysis of the jet was performed to find a mesh independent solution of the jet as well as to analyze different turbulence models. The computational domain for the jet was created in a rectangular manner with an axial length of 50 nozzle diameters (D n ) and a radial length of 20D n . The structured meshes that were tested ranged from 4 000-64 000 cells. When a good resolution was found it became the basis for the resolution of the two-phase mesh. The 28 000 cell structured mesh that were used in the twophase simulations incorporated the resolution of the jet area found in the previous jet analysis.
• Inlet and Outlet As an inlet condition, fully developed flow was assumed in the nozzle. The inlet turbulence quantities, k and e, were calculated using the following empirical relations (5) where I is the turbulence intensity, Re is Reynolds number at the inlet, U ref is the mean velocity at the inlet, l is the turbulence length scale and L is the characteristic length of the inlet (i.e. diameter). For the outlet, a pressure outlet condition was chosen with zero pressure gauge.
• Walls A no-slip condition was applied to all walls and a standard wall function was used to model the mean velocities close to the wall.
11,13)
Analytical Equations for Penetration Depth Caused by an Impinging Round Jet
A number of analytical equations that describe the penetration depth of an impinging jet are present in the literature, most of these reviewed in the work by Nordquist et al. 4) The ease of use, relatively good results and number of experiments determined which equations, from Nordquist's review, that were chosen as comparison with the present model predictions.
From classical theories 16) the centerline velocity of a round free jet can be expressed as: (6) where U inlet is the jet velocity at the nozzle orifice, U c is the centerline velocity at distance z from the nozzle and D n is the nozzle diameter. The parameter K 2 is a constant that has been experimentally determined to have values ranging from 5.13 to 7.9. 5, 17) It should be noted from Eq. (6) that as z goes to zero, U c goes to infinity. This means that the expression should not be used close to the nozzle exit; U c ϭU inlet should be used instead. In a text by Folsom and Ferguson a value of 8D n was used as a break-point between using Eq. (6) and U c ϭU inlet . 17) The penetration depth caused by an impinging round jet is described by 
.(9)
H c is the depth of the cavity, H L is the distance between the nozzle and the undisturbed bath surface, b * is a constant with equal to 2K 2 2 . The variable g is the specific weight of the liquid expressed as r liq g. Furthermore, g is the gravitational constant, r gas and r liq is the density of the gas and the liquid, respectively.
Results and Discussion
The overall goal with the present study is to develop a general fundamental mathematical model of a top-blown bath. Special attention has been paid to the effect of choice of turbulence model on the result, as described in Sec. 2.
The following three models were used: i) a standard k-e model, ii) a modified k-e model and iii) a realizable k-e model.
Below three different areas will be treated: i) the gas jet, ii) the penetration depth and iii) the fluid flow in the bulk. For each case, the mathematical predictions are first compared to semi-analytical relations or physical modelling results. Thereafter, it is visualized how the model can provide typical information on velocity and turbulence data. Finally, a discussion is made regarding the usefulness of the research results in industrial applications.
Gas Jet
Initially, the centerline velocity was studied. Model predictions were compared to semi-analytical calculations using Eq. (6). In Fig. 2 below the centerline velocity of a free round jet has been plotted. Data from both the fundamental model as well as the semi-analytical model are given. As was shown in Eq. (6), a variation of the K 2 constant will influence the centerline velocity predictions. Thus, the data includes semi-analytical calculations using the maximum and minimum values of K 2 presented by Banks and Chandrasekhara 5) as well as by Folsom and Ferguson. 17) Also, plotted in the figure are three numerical simulations where i) the standard k-e model, ii) the realizable k-e model and iii) a modified k-e model have been used for an inlet velocity of 52 m/s. The modification to the standard k-e model was to change the C e2 parameter value from 1.92 to 1.78. This value was chosen so that the effect would be noticeable but not too large. Clearly it was possible to modify the standard k-e model to better fit the semi-analytical data of the jet. This was not pursued further; instead it was used as a starting point for the two phase simulations where the penetration depth was investigated. Overall, the results in Fig. 2 show that all three fundamental model predictions lie within the range of the semi-analytical predictions for the chosen vales of K 2 .
The similarity, of the velocity profiles, of the different jets was also investigated at three different axial positions. The width, b, of the jet is defined as Figure 3 shows the velocity profile for the standard k-e turbulence model at three different locations. From the figure it appears that the velocity profiles of the jets are reasonably similar, at least in regions not close to the nozzle inlet (Ͼ10D n ). This is a positive result, since similarity is assumed when deriving Eq. (6) and hence also Eqs. (7) and (8) . 5, 17, 18) Thus, these particular numerical modeling results support the validity of the semi-analytical equations. In Fig.  4 , the velocity profile is plotted at the distance 20D n from the nozzle exit and using data from the three different turbulence model simulations. This information can be useful since it is evident that the velocity profiles are not identical for different types of turbulence models. The use of the standard-and the modified k-e models result in similar velocity profiles, while the use of the realizable k-e model show slightly different velocity profiles than the other predictions. It is important to remember that although we have the velocity profile in Figs. 3 and 4 , they show no information about the magnitude of the velocity field or the width of the jets. Therefore, an axial velocity contour plot using the realizable k-e model can be seen in Fig. 5 .
Assuming that a higher jet centerline velocity at the surface will lead to a deeper penetration, looking at Fig. 2 , the standard k-e model and the realizable k-e model was expected to give sufficiently good results when comparing the penetration depth calculated with Eq. (7) or (8) using a K 2 value of 5.13. 18) To reach the penetration depth corresponding to a K 2 value of 7.9, 5) the modified k-e model was expected to give better values.
From the above analysis it was found that all turbulence models were suitable, however, there are also other effects that need to be taken into account before selecting the most appropriate turbulence model as will be shown below.
Surface Deformation
With similarity found in the jets, Fig. 3 , and with the centerline velocity comparison, Fig. 2 , the model could be extended to investigate the penetration depth caused by the jet momentum on the liquid bath surface.
The rate of axial momentum flow of the jet is proportional to U 2 inlet assuming that the convective momentum flux is much greater than the molecular momentum flux. Consequently an increase in inlet velocity will give a much larger force acting on the fluid surface. Therefore, it is of interest to investigate how a change in inlet velocity affects the penetration depth. Figure 6 shows the predicted penetration depth at four different gas velocities: 52 m/s, 90 m/s, 106 m/s and 133 m/s. Three of the cases represent predictions using the fundamental mathematical model with the three different turbulence models. Furthermore, four cases represent predictions using the analytical Eqs. (7) and (8) including the two different values of K 2 of 5.13 and 7.9. The general tendency for all predictions is that the penetration depth increases with increasing flow rate, as expected. Regardless of inlet velocity the modeled penetration depth is greatest for the modified k-e model and smaller for the standardand realizable k-e models respectively. Overall, the present numerical model seems to correspond better to Eq. (8) rather than Eq. (7) indicating that the cavities formed are deep cavities. 5) When the gas jet impinges onto the liquid surface it is not only important to consider the depth of the cavity, but the entire cavity. Figure 7 illustrates the predicted shape of the cavity using the three different turbulence models for an inlet velocity of 52 m/s. When determining the width of the cavity, it was found that, for an inlet velocity of 52 m/s, the standard k-e model produced the largest lip-to-lip diameter, followed by the realizableand the modified k-e model. However, no experimental data were available for verification of the model predictions for these experimental conditions.
Once again, following the above discussion it is difficult to see which turbulence modeling approach is better to use when considering the penetration depth and width alone. However, with the present model the modified k-e model experienced increasingly longer simulation times, with increasing inlet velocities, in comparison to the standard k-e model and the realizable k-e model. The longer simulation time is probably attributed to the larger deformation of the free surface. The shape of the cavity formed with the modified method at the higher flow rate was sharper, like an arrowhead, rather than blunt. Thus, without a more thorough investigation of all the constants present in the modified method it can not be recommended for this type of systems and since the standard and realizable methods both produce solutions within literature data they are recommended instead.
Vortex Analysis
An experimental study of the vortex in the bulk for a topblown vessel has been presented in a previous article.
15 ) The flow fields were captured using a Particle Image Velocimetry (PIV) system. The main re-circulation loop formed in the bath was investigated by placing a cross-hair over the center of the loop, see Fig. 8 for illustration. Simulations were done for conditions similar to those used in the above mentioned experimental study in order to see how well predictions agreed with the PIV results. Inlet velocities of 90, 106 and 133 m/s were simulated. The axial velocity distribution was plotted against radial position. A comparison between the experimental and the numerical results was made as illustrated in Tables 4 and 5 as well as in Fig. 9 . From the tables it can be seen that for a 90 m/s inlet velocity, the absolute value of the error in predicting the vortex position in comparison to the experimental results is 24 % ISIJ   Fig. 6 . Verification of predictions using fundamental model with predictions using semi-analytical model at different gas velocities. Fig. 7 . Penetration depth caused by an impinging jet. From bottom to top is modified k-e model (1.78KE), standard k-e model (sKE) and realizable k-e model (rKE). Fig. 8 . PIV images of the flow field produced by an impinging air jet onto a water surface. 15) To the left in each image is the axis of symmetry and to the right is the wall boundary. There are three cases; a) 90.2 m/s (283 cm in the radial direction and 10 % for the axial direction for the modified k-e model. The corresponding absolute values of the errors for the realizable k-e model are 3 % in the radial direction and 4 % in the axial direction. For an inlet velocity of 106 m/s, the absolute values of errors are also lower for the realizable k-e model (rϭ8% and zϭ7%) than for the modified k-e model (rϭ14 % and zϭ9%).
In Fig. 9 it is seen that the realizable k-e model gives reasonably good results for the axial velocities far from the wall (Ͻ0.07 m from the axis), and good agreement for the radial position of the vortex. However, closer to the wall (Ͼ0.07 m from the axis), the numerical model gives a much higher axial velocity than the experimental PIV values. The reason for this relatively large discrepancy is not entirely known. One possible reason can be related to that the experimental system is not really axis-symmetric and therefore it is possible that an azimuthal velocity component is hidden in the PIV velocity field.
The general shape of the vortex can be visualized with a streamfunction plot. Figures 10-12 show such plots over the different turbulence models and inlet velocities. It should be noted that the figures are slightly capped (zoomed in) such that a clearer image of the main vortex and surface can be seen. In Fig. 10 , the contours are shown for predictions using the standard k-e model at three different inlet velocities of 90, 106 and 133 m/s, respectively. It can be seen that with an increasing gas flow, the small vortex close to the cavity becomes more confined to a smaller region. Furthermore, that the liquid farther down in the vessel becomes more stirred as expected due to the increased momentum from the gas jet. However it will be showed later that the flow is actually reversed for the case of 106 and 133 m/s. In Fig. 11 , the contours of the streamfunction are shown for predictions using the modified k-e model both for a 90 m/s and a 106 m/s inlet velocity. The location of the vortex in the bulk is moved closer to the wall when the inlet velocity is increased to 106 m/s. Since the simulation time increased dramatically between 90 m/s and 106 m/s for this particular model it was deemed too time consuming to make a 133 m/s simulation.
The predicted streamfunction contours using the realizable k-e model at three different inlet velocities of 90, 106 and 133 m/s, respectively, are shown in Fig. 12 . For the two lowest gas flows the location of the vortex is found to move slightly more away from the wall and slightly upwards towards the surface when the inlet velocity is increased from 90 to 106 m/s. The results for the highest inlet velocity of 133 m/s are similar to the results for the predictions using the standard k-e model in Fig. 10 .
From the plots in Figs. 10-12 it is seen that the shape of the vortex is unsatisfactory for the standard k-e model at all inlet velocities and for the realizable k-e model at an inlet velocity of 133 m/s. Further examination of the flow field shows that the standard k-e model predicts a counterclockwise motion of the bath at a jet inlet velocity of 10 and 133 m/s, see Fig. 13 ; this does not correspond well to the PIV flow fields of Fig. 8 .
Thus, the overall conclusion based on the results in Tables 4 and 5 and Figs. 10-12 is that the realizable k-e model gives a more reasonable position and shape of the vortex for a larger number of flow rates than the modified k-e model does. Furthermore, that the standard k-e model does not give reasonable predictions of the fluid flow in the vessel.
Metallurgical Discussion
As mentioned in the introduction, the focus of this paper is to develop a general mathematical model of a top-blown bath. With this model it is possible to predict the penetration depth of the liquid. It was shown in Fig. 6 that the predicted depth of the cavity is in fairly good agreement with the semi-analytical data. This gives an indication that the general mathematical model can be used to predict the cavity.
In an industrial LD-process it is important to understand the phenomena that take place in the cavity since it is here the majority of the decarburization takes place when oxygen in the jet reacts with carbon in the iron. Here it can be said that the decarburisation rate is proportional to the reaction area, A r , as follows:
From a practical point of view, it would be of interest to increase the decarburization rate in order to increase the productivity. It is the author's belief that if the current mathematical model is extended to also include a treatment of the thermodynamics it would be possible to model decarburization of iron in a top-blown bath in the near future. In this way, a mathematical model of a top-blown bath would be possible to use in combination with experimental data from laboratory experiments and plant experiments to increase the understanding of the mechanisms of decarburization in the penetration zone.
During top blowing in a LD-converter it would also be of interest to know how the decarburization of the iron can be 
