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OBSTACLE PROBLEMS GENERATED BY THE
ESTIMATES OF SQUARE FUNCTION
I. HOLMES, A. VOLBERG
Abstract. In this note we give the formula for the Bellman function
associated with the problem considered by B. Davis in [16] in 1976. In
this article the estimates of the type ‖Sf‖p ≤ Cp‖f‖p, p ≥ 2, were con-
sidered for the dyadic square function operator S, and Davis found the
sharp values of constants Cp. However, along with the sharp constants
one can consider a more subtle characteristic of the above estimate. This
quantity is called the Bellman function of the problem, and it seems to
us that it was never proved that the confluent hypergeometric function
from Davis’ paper (second page) basically gives this Bellman function.
Here we fill out this gap by finding the exact Bellman function of the
unweighted Lp estimate for operator S. We cast the proofs in the lan-
guage of obstacle problems. For the sake of comparison, we also find the
Bellman function of weak (1, 1) estimate of S. This formula was sug-
gested by Bollobas [2] and proved by Osekowski [24], so it is not new,
but we like to emphasize the common approach to those two Bellman
functions descriptions.
1. Obstacle problems for unweighted square function
operator: Burkholder–Gundy–Davis function
Recall that h
J
denotes the normalized in L2 Haar function supported on
interval J . Let now g be a test function on an interval I, then
g = 〈g〉I1I +
∑
J∈D(I)
∆Jg
with ∆
J
g = (g, h
J
)h
J
. The square function of g is the following aggregate:
Sg(x)
def
=
( ∑
J∈D(I)
x∈J
(∆
J
g)2(x)
)1/2
.
Marcinkiewicz–Paley inequalities [20] relate the norms of g−〈g〉
I
and Sg,
claiming that for certain situations these norms can be equivalent.
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Let W (t) be the standard Brownian motion starting at zero, and T be
any stopping time. Below ‖f‖α stands for Lα norm.
D. Burkholder [14] P. Millar [21], A. A. Novikov [23], D. Burkholder and
R. Gundy [15], B. Davis [16], found the following norm estimates
(1.1) cα‖T 1/2‖α ≤ ‖W (T )‖α, 1 < α <∞, ‖T 1/2‖α <∞;
(1.2) ‖W (T )‖α ≤ Cα‖T 1/2‖α, 0 < α <∞.
Davis [16] found the best possible values of constants above.
It was explained in [16] that the same sharp estimates (1.3) and (1.4)
below hold with W (T ) replaced by an integrable function g on [0, 1], and
T 1/2 replaced by the dyadic square function of g.
More precisely, Davis proved that
cα‖Sg‖α ≤ ‖g‖α, 2 ≤ α <∞;(1.3)
‖g‖α ≤ Cα‖Sg‖α, 0 < α ≤ 2.(1.4)
with the same constants as above, and these constants are sharp in those
ranges of α and β. Inequality (1.4) with the same sharp constant as in (1.2)
but for the range β ≥ 3 was proved by G. Wang [29]. In the range β ∈ (2, 3)
the sharp constant in (1.4) is not known to the best of our knowledge. The
same can be said about (1.3) in the range α ∈ (1, 2). Notice also that
Wang’s results are proved for square functions of conditionally symmetric
martingales. So Wang’s setting is more general than the dyadic setting
presented here.
Our reasoning here first follows the original proof by B. Davis of estimates
(1.1), (1.3). based on the construction of a corresponding Bellman function.
Davis considers two problems: 1) the continuous one, where stopping time
serves as the replacement of the square function operator, 2) and a discrete
one, concerning the dyadic square function operator S itself.
For the continuous problem he defines the Bellman function (on page 699
of [16] it is called v(t, x)). But he seems to be leaving the finding of the
Bellman function for the estimate of S outside of the scope of his paper.
We just fill out this small gap in the present note. This is done by Theorem
1.8, the main part is Section 1.5.
But first we wish to cast the proofs in the language of obstacle problems.
To prepare the ground we start with explanation what are obstacle problems
related to square function estimates.
1.1. Obstacle problems related to square function estimates. We
will always work with functions on some interval I, and T def= T (I) is the
class of test functions. We say that f ∈ T if f is constant on each dyadic
interval from DN (I) for some finite N .
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The main players will be an “arbitrary” function O : R × R+ → R (an
obstacle) and a function U : R × R+ → R, U ≥ O, satisfying the following
inequality
(1.5) 2U(p, q) ≥ U(p+ a,
√
a2 + q2) + U(p− a,
√
a2 + q2) .
We will call this the main inequality, functions U satisfying the main in-
equality will be precisely Bellman functions of various estimates concerning
square function operator.
Of course the existence of U majorizing O and satisfying (1.5) is not at
all ensured.
Notice that (1.5) is invariant under taking infimum.
Definition 1.1. We call the smallest U satisfying the main inequality and
majorizing O the heat envelope of O.
We would like to find the heat envelope of some specific O.
Theorem 1.2. Let U satisfy main inequality (1.5). Then for any f ∈ T (I)
(1.6) 〈U(f,
√
q2 + (Sf)2)〉
I
≤ U(〈f〉
I
, q) .
Here is a corollary relating the main inequality with square function esti-
mates.
Corollary 1.3. Let U satisfy main inequality (1.5). Then for any f ∈ T (I)
(1.7) 〈U(f, Sf)〉
I
≤ U(〈f〉
I
, 0) .
Before proving Theorem 1.2, we wish to answer the question, when, given
O, one can find a finite valued function majorizing O and satisfying the main
inequality.
Theorem 1.4. Let
(1.8) U(p, q)
def
= sup
f∈T (I)
〈f〉
I
=p
〈O(f,
√
q2 + S2f)〉I .
If this function is finite valued, then it satisfies the main inequality.
Now we wish to formulate results that can be considered as converse to
Theorem 1.2. They concern the obstacle problem for (1.5).
As was already mentioned, by this we understand finding U satisfying
(1.5) and majorizing a given function (obstacle) O : R × R+ → R. It turns
out that one can give “simple” conditions necessary and sufficient for the
solvability of the obstacle problem.
Theorem 1.5. Let an obstacle function O, and a function F : R → R sat-
isfying F (p) ≥ O(p, 0) be given. A finite valued function U satisfying
• main inequality (1.5)
• U ≥ O
• U(p, 0) ≤ F (p)
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exists if and only if
(1.9) 〈O(f, Sf)〉
I
≤ F (〈f〉
I
) , ∀f ∈ T .
It will be especially important to use this result with one special F : F = 0.
Theorem 1.6. Given an obstacle function O, to find U satisfying main
inequality (1.5) and such that U ≥ O and U(p, 0) ≤ 0, it is necessary and
sufficient to have
(1.10) 〈O(f, Sf)〉
I
≤ 0, ∀f ∈ T .
Proof of theorem 1.2. Below by Ek we denote the expectation with respect
to σ-algebra generated by dyadic intervals of family Dk. We first prove
Theorem 1.2. Let f ∈ T , and let N be such that f is constant on each
J ∈ DN (I). Let us consider two siblings ℓ+, ℓ− ∈ DN (I) with the same
father ℓ ∈ DN−1(I).
Denote p
def
= 〈f〉
ℓ
and let 〈f〉
ℓ+
= p+ a), then 〈f〉
ℓ− = p− a, and f(x) =
p±a for all x ∈ ℓ± correspondingly. Notice that for all x ∈ ℓ, |∆ℓf(x)| = |a|,
and put q1
def
=
√
S2f(x)− a2, where x ∈ ℓ± (the value Sf(x) is the same
for all x ∈ ℓ). By the main inequality we have∫
ℓ+
U(f(x),
√
q2 + S2f(x)) dx+
∫
ℓ−
U(f(x),
√
q2 + S2f(x)) dx =
|ℓ|
(
1
2U(p + a,
√
q2 + a2 + q21) +
1
2U(p+ a,
√
q2 + a2 + q21)
)
≤
|ℓ|U(p, q) =
∫
ℓ
U(f1(x),
√
q2 + S2f1(x)) dx,
where f1
def
= EN−1f . We can continue now by recursion. We denote fk
def
=
EN−kf , k = 1 . . . N . So fN(x) = E0f = 〈f〉I1I . Notice that SfN = 0
identically, and after repeating the above recursion N +1 times we come to
(1.11)
∫
I
U(f(x),
√
q2 + S2f(x)) dx ≤ |I|U(〈f〉
I
, q),
which is the claim of the theorem. 
Proof of Theorem 1.4. It is clear by its definition and by rescaling, that U
does not depend on the interval I, where test functions are defined. There-
fore, given the data (p+ a,
√
a2 + q2), we can find a function f+ optimizing
U(p+ a,
√
a2 + q2) up to ε, and we can think as well that it lives on I+.
Similarly, given the data (p − a,
√
a2 + q2), we can find a function f− opti-
mizing U(p− a,
√
a2 + q2) up to ε, and we can think as well that it lives on
I−.
Concatenate functions f± on I± to the following function:
f(x) =
{
f+(x), x ∈ I+
f−(x), x ∈ I−
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Since 〈f〉
I
= p, we have
U(p, q) ≥ 〈O(f,
√
q2 + S2f)〉
I
= 12〈O(f,
√
q2 + S2f)〉I+ + 12 〈O(f,
√
q2 + S2f)〉I−
= 12〈O(f+,
√
q2 + a2 + S2f+)〉I+ + 12 〈O(f−,
√
q2 + a2 + S2f+)〉I−
≥ 12U(p + a,
√
a2 + q2)− ε+ 12U(p + a,
√
a2 + q2)− ε .
As ε is an arbitrary positive number we are done. 
Now we prove Theorem 1.5.
Proof. First we prove the “if” part. We are given an obstacle O and a
function F such that F (p) ≥ O(p, 0). We defined
U(p, q) = sup
f∈T (I)
〈f〉
I
=p
〈O(f,
√
q2 + S2f)〉I .
It is obvious that U(p, q) ≥ O(p, q), one just plugs the constant function
f = p1
I
.
It is also clear that U(p, 0) ≤ F (p). Indeed,
U(p, 0) = sup
f∈T (I)
〈f〉
I
=p
〈O(f, Sf)〉
I
≤ F (〈f〉
I
) = F (p)
by assumption (1.9). Hence U(p, 0) is finite valued.
The fact that function U defined as above satisfies the main inequal-
ity (1.5) follows from Theorem 1.4. Then by (1.5) it is finite valued.
Now we prove the “only if ” part. We need to prove that
〈O(f, Sf)〉
I
≤ F (〈f〉
I
)
if there exits a majorant U of O satisfying the main inequality and satisfying
U(p, 0) ≤ F (p). This is easy:
〈O(f, Sf)〉
I
≤ 〈U(f, Sf)〉
I
≤ U(〈f〉
I
, 0) ≤ F (〈f〉
I
),
where the second inequality follows from Corollary 1.3 we have 
The following theorem sums up the results of this section.
Theorem 1.7. There exists a finite valued function U majorizing O and
satisfying the main inequality if and only if U from (1.8) is finite valued.
Moreover, if U is finite valued, then the infimum of functions U majorizing
O and satisfying the main inequality is equal to U .
Proof. We already saw in Theorem 1.4 that U from (1.8) (if finite valued)
is one of those functions U that majorize O and satisfy the main inequality.
On the other hand, for any function U that majorize O and satisfy the
main inequality we know from Theorem 1.2 that for any test function f and
any non-negative q the following holds
U(〈f〉I , q) ≥ 〈U(f,
√
q2 + S2f)〉I ≥ 〈O(f,
√
q2 + S2f)〉I .
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Take now the supremum over test functions in the right hand side. By
definition we obtain U(〈f〉
I
, q). Theorem is proved. 
We will consider the following examples.
Example 0. Davis function that gives the proof of (1.3) for α ≥ 2. Here
the obstacle function will be
(1.12) O0(p, q) = c
α
α|q|α − |p|α,
where the best value of cα was found by Davis [16].
Example 1. Bolloba´s function. Here the obstacle function will be
(1.13) O1(p, q) = 1q≥1 − C|p|,
where the best value of C was suggested by B. Bolloba´s [2]. This was verified
by A. Ose¸kowski [24], see also [19].
Example 2. Bolloba´s function. Here the obstacle function will be
(1.14) O2(p, q) = 1p2+q2≥1 −C|p|,
where the best value of C was suggested by B. Bollobas [2] and also verified
by A. Ose¸kowski [24], see also [19].
Example 3. Bellman function associated with the Chang–Wilson–Wolff
theorem.
(1.15) O3(p, q;λ) = 1[λ,∞)(p)1[0,1](q) .
Function U is not fully known in the case. It is “almost” found in [22].
1.2. Davis obstacle problem. In this section we want to find the minimal
value cα for which there exists a functionU : R
2 → R that solves the problem
with the obstacle function of Example 0, i. e.,
(1.16) U(p, q)
def
= sup{〈cαα
(
q2 + (Sf)2
)α/2 − |f |α〉I : 〈f〉I = p} .
In other words, we want to find the heat envelope of O0. Let α ≥ 2 and let
β = αα−1 ≤ 2 be the conjugate exponent of α. Let
Nα(x)
def
= 1F1
(
−α
2
,
1
2
,
x2
2
)
=
∞∑
m=0
(−2x2)m
(2m)!
α
2
(α
2
− 1
)
· · ·
(α
2
−m+ 1
)
(1.17)
= 1− α
2
x2 +
α
12
(α
2
− 1
)
x4 . . .
be the confluent hypergeometric function. Nα(x) satisfies the Hermite dif-
ferential equation
N ′′α(x)− xN ′α(x) + αNα(x) = 0 for x ∈ R(1.18)
with initial conditions Nα(0) = 1 and N
′
α(0) = 0. Let cα be the smallest
positive zero of Nα.
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Set
(1.19) uα(x)
def
=
−
αcα−1α
N ′α(cα)
Nα(x), 0 ≤ |x| ≤ cα;
cαα − |x|α, cα ≤ |x|.
Clearly uα(x) is C
1(R) ∩ C2(R \ {cα}) smooth even concave function. The
concavity follows from Lemma 1.9 on the page 8 and the fact that N ′α(cα) <
0. Finally we define
(1.20) U(p, q)
def
=
{
|q|αuα
( |p|
|q|
)
, q 6= 0,
−|p|α, q = 0.
In this section we are going to prove the following result.
Theorem 1.8. FunctionU from (1.16) is equal to U written above in (1.20).
For the first time the function U(p, q) appeared in [16]. Later it was also
used in [29, 30] in the form u˜(p, t) = U(p,
√
t), t ≥ 0. Since want to prove
that
U = U ,
at first we will verify the following properties:
(1.21) U(p, q) ≥ |q|αcαα − |p|α, (p, q) ∈ R2,
(1.22) 2U(p, q) ≥ U(p + a,
√
a2 + q2) + U(p − a,
√
a2 + q2), (p, q, a) ∈ R3.
When these two properties get proved, Theorem 1.7 ensures that
(1.23) U ≤ U .
This inequality is the most difficult part of Theorem 1.8.
We called (1.21) the obstacle condition, and (1.22) the main inequality.
The infinitesimal form of (1.22) is
(1.24)
1
q
Uq + Upp ≤ 0 ,
which follows from the main inequality by expanding it into Taylor’s series
with respect to a near the origin and comparing the second order terms.
First we check (1.24). On domain p/q ∈ (−cα, cα), q > 0, this follows
from (1.20) and the first line of (1.19). Moreover, on this domain we have
equality Uq/q + Upp = 0, which easily follows from (1.18). On the comple-
mentary domain, where |p| ≥ cαq, we have
1
q
Uq + Upp = α(c
α
αq
α−2 − (α− 1)|p|α−2)
= αqα−2cα−2α
(
c2α − (α− 1)
( |p|
cαq
)α−2)
< 0,
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because α ≥ 2 and, as we will see below in Lemma 1.9, cα ≤ 1. In fact, we
need more, we need also to check that in the sense of distributions (1.24) is
also satisfied, but this calculation we leave for the reader.
Inequality (1.24) guarantees that
Xt = U(W (t),
√
t) is a supermartingale for t ≥ 0.
In fact, using Itoˆ’s formula, we get
dX(t) =
1
2
√
t
∂U
∂q
dt+
1
2
∂2U
∂p2
dt+
∂U
∂p
dW (t),
and therefore (1.24) implies that dX(t)− ∂U∂p dW (t) ≤ 0, so X(t) is a super-
martingale.
Finally, the supermartingale property gives us the second inequality below
E(T
α
2 cαα − |BT |α)
(1.21)
≤ EU(BT ,
√
T ) ≤ U(0, 0) = 0,
which yields (1.3).
Now we are going to prove that U(p, q) is the minimal function with
properties (1.21) and (1.22).
The next step is to go from infinitesimal version (1.24) to finite difference
inequality (1.22). For that we need several lemmas.
Lemma 1.9. The minimal positive root cα of Nα has the following proper-
ties.
1) The estimate 0 < cα ≤ 1 is valid for α ≥ 2.
2) cα is decreasing in α > 0.
3) N ′α(t) ≤ 0, N ′′α(t) ≤ 0 on [0, cα] for α > 0.
Proof. Consider Gα(t)
def
= e−t
2/4Nα(t). Notice that the zeros of Gα and Nα
are the same. It follows from (1.18) that
G′′α +
(
α+
1
2
− t
2
4
)
Gα = 0, Gα(0) = 1 and G
′
α(0) = 0.(1.25)
Besides we know that the solution is even. Consider the critical case α = 2.
In this case G2(t) = e
−t2/4(1 − t2) and the smallest positive zero is s2 = 1.
Therefore it follows from the Sturm comparison principle that 0 < cα < 1
for α > 2 (see below). Moreover, the same principle applied to Gα1 and Gα2
with α1 > α2 implies that Gα1 has a zero inside the interval (−sα2 , sα2).
Thus we conclude that cα is decreasing in α.
To verify that N ′α, N ′′α ≤ 0 on [0, cα], first we claim that
Nα2 ≥ Nα1 on [0, sα1 ]
for α1 > α2 > 0. Indeed the proof works in the same way as the proof of
Sturm’s comparison principle. For the convenience of the reader we decided
to include the argument. As before, consider Gαj = e
−t2/4Nαj . It is enough
to show that Gα2 ≥ Gα1 on [0, sα1 ]. It follows from (1.25) that G′′α2(0) >
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G′′α1(0). Therefore, using the Taylor series expansion at the point 0, we
see that the claim is true at some neighborhood of zero, say [0, ε) with ε
sufficiently small. Next we assume the contrary, i.e., that there is a point
a ∈ [ε, sα1 ] such that Gα2 ≥ Gα1 on [0, a], Gα2(a) = Gα1(a) and G′α2(a) <
G′α1(a) (notice that the case G
′
α2(a) = G
′
α1(a), by the uniqueness theorem
for ordinary differential equations, would imply that Gα2 = Gα1 everywhere,
which is impossible). Consider the Wronskian
W = G′α1Gα2 −Gα1G′α2 .
We have W (0) = 0 andW (a) = Gα1(a)(G
′
α1(a)−G′α2(a)) ≥ 0. On the other
hand, we have
W ′ = (α2 − α1)Gα1Gα2 < 0 on [0, a),
which is a clear contradiction, and this proves the claim.
It follows from (1.17) that
N ′′α = −αNα−2,(1.26)
and inequalities Nα−2 ≥ Nα ≥ 0 on [0, cα] imply that
N ′′α ≤ 0 on [0, cα] .
Since N ′α(0) = 0, and N ′′α ≤ 0 on [0, cα], we must have N ′α ≤ 0 on [0, cα]. 
Lemma 1.10. For any p ∈ R, the function
t 7→ U(p,
√
t) is convex for t ≥ 0 .(1.27)
Proof. Without loss of generality, assume that p ≥ 0. We recall that
U(p,
√
t) = tα/2uα(p/
√
t). Since α ≥ 2, the only interesting case to con-
sider is when p/
√
t < cα (otherwise t
α/2 is convex). In this case we have
U(p,
√
t) = καt
α/2Nα(p/
√
t), where κα is a positive constant. In particular,
by (1.18) we have U(p,
√
t)t +
1
2U(p,
√
t)pp = 0. Using (1.26), we obtain
U(p,
√
t)t = −U(p,
√
t)pp
2
= −κα
2
t
α
2
−1N ′′α(p/
√
t) =
ακα
2
t
α−2
2 Nα−2(p/
√
t).
Therefore, it would be enough to show that for any γ ≥ 0, the function
x−γNγ(x) is decreasing for x ∈ (0, sγ+2). Differentiating, and using (1.18)
again, we obtain
d
dx
(
Nγ(x)
xγ
)
=
N ′′γ (x)
xγ+1
,
which is nonpositive by Lemma 1.9. 
The next lemma, together with Lemma 1.10 and (1.24), implies that
U(p, q) satisfies (1.22).
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Lemma 1.11 (Barthe–Mauery [1]). Let J be a convex subset of R, and let
V (p, q) : J ×R+ → R be such that
Vpp +
Vq
q
≤ 0 for all (p, q) ∈ J × R+;(1.28)
t 7→ V (p,
√
t) is convex for each fixed p ∈ J.(1.29)
Then for all (p, q, a) with p± a ∈ J and q ≥ 0, we have
2V (p, q) ≥ V (p + a,
√
a2 + q2) + V (p− a,
√
a2 + q2).(1.30)
The lemma says that the global finite difference inequality (1.30) is in fact
implied by its infinitesimal form (1.28) under the extra condition (1.29).
Proof. The argument is borrowed from [1].
Without loss of generality assume a ≥ 0. Consider the process
Xt = V (p+W (t),
√
q2 + t), t ≥ 0.
HereW (t) is the standard Brownian motion starting at zero. It follows from
Itoˆ’s formula together with (1.28) that Xt is a supermartingale. Indeed, by
Itoˆ’s formula we have
Xt = X0 +
∫ t
0
Vp dW (t) +
1
2
∫ t
0
(
Vpp +
Vq√
q2 + t
)
dt
and notice that the drift term is negative. Let τ be the stopping time such
that W (τ) hits a or −a, i. e.
τ = inf{t ≥ 0: W (t) /∈ (−a, a)}.
The supermartingale property of Xt and concavity (1.29) yield the fol-
lowing chain of inequalities:
V (p, q) = X0 ≥ EXτ = EV (p+W (τ),
√
q2 + τ)
= P (W (τ) = −a)E(V (p− a,
√
q2 + τ)|W (τ) = −a)
+ P (W (τ) = a)E(V (p+ a,
√
q2 + τ)|W (τ) = a)
= 12
(
E(V (p − a,
√
q2 + τ)|W (τ) = −a)
+ E(V (p+ a,
√
q2 + τ)|W (τ) = a)
)
≥ 12
(
V
(
p− a,
√
q2 + E(τ |W (τ) = −a))
+ V
(
p+ a,
√
q2 + E(τ |W (τ) = a)))
= 12
(
V
(
p− a,
√
q2 + a2
)
+ V
(
p+ a,
√
q2 + a2
))
.
Notice that we have used P (W (τ) = a) = P (W (τ) = −a) = 1/2,
E(τ |W (τ) = a) = E(τ |W (τ) = −a) = a2, and the fact that the map
t 7→ V (p,√t) is convex together with Jensen’s inequality. 
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1.3. Majorization of the obstacle function. We have finished the proof
of inequality (1.22). Now we are going to check (1.21) from page 7. Let
κα = − αc
α−1
α
N ′α(cα)
.
Function καNα in the first line of (1.19) is equal to function g
def
= cαα− xα
at x = cα. To prove that καNα ≥ g on [0, cα], thus, it is enough to prove
καN
′
α ≤ g′ on this interval. At point cα these derivatives coincide by the
choice of κα. Notice that κα > 0 and that N
′
α and g
′ are negative. Therefore,
to check that −καN ′α ≥ −g′ it is enough to show that function −N ′α/xα−1
is decreasing on [0, cα], i. e.
(1.31)
(−N ′α
xα−1
)′
≤ 0 .
But ( N ′α
xα−1
)′
=
xN ′′α − (α− 1)N ′α
xα
=
N ′′′α
xα
,
where the last equality follows from (1.18).
On the other hand, from (1.17) it follows that N ′′′α = −αN ′α−2. This
expression is positive by Lemma 1.9. Hence (1.31) is proved. This proves
that
uα ≥ cαα − |x|α, x ∈ [−cα, cα].
We conclude that the function U from page 7 majorizes the obstacle:
(1.32) U(p, q) ≥ cαα|q|α − |p|α .
1.4. Why constant cα is sharp? The example, which show that the value
cα given on page 6 cannot be replaced by larger value is based on results of
A. Novikov [23] and L. Shepp [27]. Introduce the following stopping time
Ta
def
= inf{t > 0: |W (t)| = a√t+ 1}, a > 0.
It was proved in [27] that ET
α/2
a <∞ if a < cα and that Etα/2cα =∞, α > 0.
This gives us that Et
α/2
a →∞, when a→ cα−. From here we get
lim
a→cα−
E(Ta + 1)
α/2
ET
α/2
a
= 1 .
By definition of Ta we have |W (Ta)| = a
√
Ta + 1, and hence
lim
a→cα−
E|W (Ta)|α
ET
α/2
a
→ cαα .
Now it follows immediately that the best constant in (1.1) cannot be larger
than cα defined on page 6. Davis in [16] extended this estimate for the case
of dyadic square function estimate (1.3).
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1.5. Why U from page 7 is the smallest function satisfying (1.21)
and (1.22)? We know that on {(p, q) : q ≥ 0, |p|α ≤ cααqα}
(1.33) |q|αcαα − |p|α ≤ U(p, q) ≤ U(p, q) .
Indeed, we proved that U satisfies the main inequality and that it majorizes
the obstacle |q|αcαα−|p|α. We also proved thatU is the smallest such function
(this is true for any obstacle whatsoever). Hence, (1.33) is verified.
But now we want to demonstrate that the Bellman function is already
found: U = U . To do that we need to work a little bit more.
By definition on page 6 U is homogeneous of degree α. We introduce
b(p)
def
= U(p, 1), b(p)
def
= U(p, 1). Thus we need to prove that
(1.34) b(p) = b(p), p ∈ [−cα, cα].
One can easily rewrite (1.22) in terms of b: for all x± τ ∈ [−cα, cα] the
following holds:
(1.35) 2b(x) ≥ (1 + τ2)α/2
(
b
( x+ τ√
1 + τ2
)
+ b
( x− τ√
1 + τ2
))
.
Since by construction U(p, q) = 0 if |q|αcαα − |p|α = 0 we conclude that
b(±cα) = b(±cα) = 0.
Combining (1.22) with a simple observation thatU by definition increases
in q, we can conclude that function U is concave in p for every fixed q, b is
concave.
Let us recall that for any concave function f the following holds (see e.g.
[17]):
(1.36) f(x+h) = f(x)+ f ′(x)h+
1
2
f ′′(x)h2+ o(h2), h→ 0, for a.e. x .
Then (1.36) and inequality (1.35) implies that b′′−xb′+αb ≤ 0 a.e. But
function b is concave. In particular, it is everywhere defined and continuous,
and its derivative b′ is also its distributional derivative, and it is everywhere
defined decreasing function.
Let (b)′′ denote the distributional derivative of decreasing function b′.
Thus it is a non-positive measure. We denote its singular part by symbol
σs. Hence, in the sense of distributions
(1.37) (b)′′ − xb′ dx+ αb dx = (b′′ − xb′ + αb) dx+ dσs ≤ 0 .
Lemma 1.12. Let α > 0. Let even non-negative concave function v defined
on [−cα, cα] satisfy v(±cα) = 0. Let v satisfy v′′−xv′+αv ≤ 0 on (−cα, cα)
pointwisely and in the sense of distributions. Assume also that v have finite
derivative at cα: v
′(cα) > −∞. Then v′′ − xv′ + αv = 0 on (−cα, cα)
pointwisely and in the sense of distributions. Also v = cu for some constant
c.
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Proof. Let u
def
= uα from (1.19). It is C
2 function and u′′ − xu′ + αu = 0 on
[−cα, cα]. Denote
g
def
= v′′ − xv′ + αv .
Function v is concave, so its second derivative is defined a.e., and we assumed
that g ≤ 0.
Consider everywhere defined function
w
def
= v′u− u′v .
Its derivative is defined almost everywhere, and let us first calculate it a.e.:
w′ = v′′u− u′′v = (g + xv′ − αv)u − (xu′ − αu)v = gu+ xw .
Also in distributional sense
(w)′ = (v)′′u− u′′v dx = (gu + xw) dx + u dσs .
Hence,
(1.38)
d
dx
e−x
2/2w = gue−x
2/2, for almost every x ,
and
(1.39)
(
e−x
2/2w
)′
= gue−x
2/2 dx+ ue−x
2/2 dσs, in distribution sense .
Measure σs is non-positive, therefore, these two inequalities (1.38), (1.39)
mean that for any two points 0 < a < b < 1 we have
e−b
2/2w(b)− e−a2/2w(a) ≤
∫ b
a
gue−x
2/2 dx,
moreover, the inequality is strict, if σs(a, b) 6= 0.
Let us tend b to 1. Looking at the definition w = v′u− u′v and using the
assumptions of lemma, we conclude that e−b
2/2w(b)→ 0. Hence,
(1.40) e−a
2/2w(a) ≥
∫ 1
a
(−g)ue−x2/2 dx .
Again the inequality is strict if σs(a, 1) 6= 0.
Now let us tend a → 0. By smoothness and evenness u′(a) → 0. But
u(a) > 0 and v′(a) ≤ 0 for a. e. a > 0. Therefore,
lim sup
a→0+
e−a
2/2w(a) ≤ 0 .
Combining this with (1.40) we conclude that∫ 1
a
(−g)ue−x2/2 dx ≤ 0
with the strict inequality if σs(0, 1) 6= 0. The strict inequality is of course
leads to contradiction (recall that −g ≥ 0, u > 0), so we conclude that σs is
a zero measure on (0, 1). But also even a non-strict inequality implies that
g = 0 a.e.
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We conclude from (1.38), (1.39) that e−x
2/2w(x) is constant on (0, 1).
But we already saw that this function tends to 0 when x tends to 1. Thus,
identically on (0, 1)
u′v − v′u = w = 0 .
This means that v/u = const. Lemma is proved.

Now it is easy to prove (1.34): b = b. Choose v = b, the assumptions on
ordinary differential inequality is easy to verify, see (1.37). Of course this
function vanishes at ±cα. Also by the definition of b it is clear (see (1.19),
(1.20)) that
b′(cα) = −αcα−1α > −∞ .
We are left to see that the same is true for b′(cα).
Recall that b(·) = U(·, 1), b(·) = U(·, 1), then by (1.33) we definitely
know that
cαα − |x|α ≤ b(x) ≤ b(x), x ∈ [−cα, cα] .
The functions on the left and on the right vanish at cα and have the same
derivative −αcα−1α at Cα. Hence, b is in fact differentiable at cα (the left
derivative exists), and its (left) derivative satisfies
b′(cα) = b′(cα) = −αcα−1α > −∞ .
But now Lemma 1.12 says that b = const · b. Since we have the above
relationship on derivatives, the constant has to be 1. We proved (1.34).
This gives
U = U,
where U was defined in (1.19), (1.20). We found the Bellman function U for
Burkholder–Gundy–Davis inequality, and we completely solved the obstacle
problem with the obstacle O(p, q) = cααq
α − |p|α, α ≥ 2.
1.6. When obstacle coincides with its heat envelope. The next corol-
lary immediately follows from the previous proposition, and it describes one
possibility when the heat envelope coincides with its obstacle
Corollary 1.13. Let O(p, q) be C2(R× [0,∞)) obstacle such that
Opp +
Oq
q
≤ 0 and
t 7→ O(p,
√
t) is convex.
Then the heat envelope U of O satisfies U(p, q) = O(p, q).
The next proposition says that if O satisfies “backward heat equation”
then the convexity assumption t 7→ O(p,√t) is necessary and sufficient for
main inequality (1.5).
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Proposition 1.14. Let O(p, q) ∈ C4(R× [0,∞)) be such that
Opp +
Oq
q
= 0
for all (p, q) ∈ R× (0,∞). Then the following conditions are equivalent
(i) The map t 7→ O(p,√t) is convex for t ≥ 0.
(ii) 2O(p, q) ≥ O(p+ a,
√
q2 + a2) +O(p− a,
√
q2 + a2) for all p, a ∈ R
and all q ≥ 0.
Proof. The implication (i) ⇒ (ii) follows from Lemma 1.11. It remains to
show the implication (ii)⇒ (i). By Taylor’s formula as a→ 0 we have
O(p+ a,
√
q2 + a2) +O(p− a,
√
q2 + a2)
= 2O(p, q) +
(
Opp +
Oq
q
)
a2 +
(
Opppp + 6
Oppq
q
+ 3
Oqq
q2
− 3Oq
q3
)
a4
12
+ o(a4)
Since Opp +
Oq
q = 0 we see that
Opppp + 6
Oppq
q
+ 3
Oqq
q2
− 3Oq
q3
= 2
(
Oq
q3
− Oqq
q2
)
.
Therefore,
0 ≥ O(p+ a,
√
q2 + a2) +O(p − a,
√
q2 + a2)− 2O(p, q) =
=
(
Oq
q
−Oqq
)
a4
6q2
+ o(a4).
Thus we obtain that
Oq
q −Oqq ≤ 0. On the other hand the latter inequality
is equivalent to the fact that t→ O(p,√t) is convex. 
2. Bolloba´s function
This part of the present article is taken from [19]. We put it here because
the solution of the obstacle problem(s) in this section and the solution of
the obstacle problem in the previous section have so much in common, and
at the same time, they have essential differences. So we include the current
section for the sake of comparison.
The classical Littlewood–Khintchine inequality states that
(2.1)
( n∑
k=1
a2k
)1/2 ≤ L ∫ 1
0
∣∣ n∑
k=1
akrk(t)dt
∣∣,
where {rk(t)} are Rademacher functions. It was one of Littlewood’s prob-
lem to find the best value for constant L. The problem was solved by
S. Szarek [28], see also [18]. The sharp constant is L =
√
2.
B. Bolloba´s [2] considered the following related problem, which we for-
mulate in the form convenient for us. The problem of Bolloba´s was: what
is the best value for the constant B for the following inequality
(2.2) λ
∣∣{t ∈ (0, 1): Sf(t) ≥ λ}∣∣ ≤ C‖f‖1 ?
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Consider xn
def
=
∑n
k=1 akrk(t). If we denote λ
def
=
(∑n
k=1 a
2
k
)1/2
= Sxn(x)
(obviously Sxn is a constant function), we get
( n∑
k=1
a2k
)1/2
= λ
∣∣{t ∈ (0, 1): Sxn(t) ≥ λ}∣∣ ≤
C
∫ 1
0
∣∣ n∑
k=1
akrk(t)
∣∣dt .(2.3)
This says that
√
2 = L ≤ B. On the other hand, D. Burkholder in
[14] proved that B ≤ 3. B. Bolloba´s in [2] conjectured the best value of
B, and in 2009 A. Ose¸kowski [24] proved this conjecture. We will give a
slightly different proof by solving the obstacle problem and finding the heat
envelopes of two obstacles:
O1(p, q) = 1q≥1 − C1|p|,(2.4)
O2(p, q) = 1p2+q2≥1 − C2|p|.(2.5)
We are interested in the smallest possible values of C1 and C2 such that
these functions have (finite) heat envelopes. The reader will see, in partic-
ular, that C1 = C2 = C and that the heat envelopes of these two functions
coincide.
Define the following Bellman function:
(2.6) B(x, λ)
def
= inf{〈|ϕ|〉
J
: 〈ϕ〉
J
= x; S2Jϕ ≥ λ a. e. on J}.
Some of the obvious properties of B are:
• Domain: ΩB def= {(x, λ) : x ∈ R; λ > 0};
• B is increasing in λ and even in x;
• Homogeneity: B(tx, t2λ) = |t|B(x, λ);
• Range/Obstacle Condition: |x| ≤ B(x, λ) ≤ max{|x|,√λ};
• Main Inequality:
(2.7) 2B(x, λ) ≤ B(x− a, λ− a2) +B(x+ a, λ− a2), ∀ |a| <
√
λ.
• B is convex in x, and so it is easy to see that B is minimal at x = 0:
(2.8) B(0, λ) ≤ B(x, λ), ∀ x,
therefore we can use that B is increasing in λ and also use the
minimality at x = 0 to obtain from (2.7) that B is non-decreasing
in x for x ≥ 0, and non-increasing in x for x ≤ 0;
• Greatest Subsolution: If B(x, λ) is any continuous non-negative
function on ΩB which satisfies the main inequality (2.7) and the
range condition B(x,
√
λ) ≤ max{|x|,
√
λ}, then B ≤ B.
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2.1. Bellman induction.
Theorem 2.1. If B is any subsolution as defined above, then B ≤ B.
Proof. We must prove that B(x, λ) ≤ 〈|ϕ|〉
J
for any function ϕ on J with
〈ϕ〉
J
= x, |J | = |{x ∈ J : S2Jϕ(x) ≥ λ}|. As before, we may assume that
there is some dyadic level N ≥ 0 below which the Haar coefficients of ϕ are
zero.
If λ ≤ (∆
J
ϕ)2, then by the range/obstacle condition above
B(x, λ) ≤ max{|x|,
√
λ} ≤ max{|x|, |∆Jϕ|} ≤ 〈|ϕ|〉J ,
and we are done. Otherwise, put λJ± = λ−(∆Jϕ)2 > 0, xJ± = 〈ϕ〉J± . Then
by the main inequality:
|J |B(x, λ) ≤ |J−|B(xJ− , λJ−) + |J+|B(xJ+ , λJ+).
If λJ− ≤ (∆J−ϕ)2, it follows as before that |J−|B(xJ− , λJ−) ≤
∫
J− |ϕ|, and
otherwise we iterate further on J−.
Continuing this way down to the last level N and putting λI
def
= λ −
(∆I(1)ϕ)
2− . . .− (∆
J
ϕ)2 for every I ∈ DN (J), where I(1) denotes the dyadic
father of I, the previous iterations have covered all cases where λI ≤ 0, and
we have (with xII)
(2.9) |J |B(x, λ) ≤
∑
I∈DN (J)
λI≤0
∫
I
|ϕ|+
∑
I∈DN (J)
λI>0
|I|B(xI , λI).
Now note that for all I ∈ DN (J) we must have λI ≤ (∆Iϕ)2 just because
S2Jϕ(x) ≥ λ everywhere on J , so we use condition the range/obstacle con-
dition as before to obtain B(xI , λI) ≤ max{|xI |, |∆Iϕ|} ≤ 〈|ϕ|〉J . Finally,
(2.9) becomes:
|J |B(x, λ) ≤
∑
I∈DN (J)
∫
I
|ϕ| =
∫
J
|ϕ|.
This finishes the proof of the claim
B ≤ B .

2.2. Finding the candidate for B(x, λ). We introduce
b(τ)
def
= B(τ, 1) .
Using homogeneity, we write
√
λb(τ) =
√
λB
(
x√
λ
, 1
)
= B(x, λ) , where τ =
x√
λ
.
Then b : R→ [0,∞), b is even in τ , and from (2.8):
(2.10) b(0) ≤ b(τ), ∀ τ.
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Moreover, b satisfies
(2.11) b(τ) = |τ |, ∀ |τ | ≥ 1 .
We are looking for a candidate B for B. We will assume now that B is
smooth. We will find the candidate under this assumption, and later we will
prove that thus found function is indeed B. Using again Taylor’s formula,
the infinitesimal version of (2.7) is
(2.12) Bxx − 2Bλ ≥ 0.
In terms of b, this becomes
(2.13) b′′(τ) + τb′(τ)− b(τ) ≥ 0.
Since b is even, we focus next only on τ ≥ 0.
Let symbol Φ denote the following function:
Φ(τ)
def
=
∫ τ
0
e−y
2/2 dy .
Put
Ψ(τ) = τΦ(τ) + e−τ
2/2, ∀ τ ≥ 0.
The general solution of the differential equation
z′′(τ) + τz′(τ)− z(τ) = 0, τ ≥ 0
is
z(τ) = CΨ(τ) +Dτ .
Note that
(2.14) Ψ′(τ) = Φ(τ), Ψ′′(τ) = e−τ
2/2 .
Since b(τ) = τ for τ ≥ 1, see (2.11), a reasonable candidate for our function
b is one already proposed by B. Bollobas [2]:
(2.15) b(τ)
def
=
{
Ψ(τ)
Ψ(1) , 0 ≤ τ < 1
τ, τ ≥ 1.
In other words, a candidate for B is
(2.16) B(y, λ) =

√
λ
Ψ
( |y|√
λ
)
Ψ(1) ,
√
λ ≥ |y|,
|y|,
√
λ ≤ |y| .
Our first goal will be to go from differential inequality (2.12) to its finite
difference version (1.5).
Lemma 2.2. The function B defined in (2.16) satisfies the finite difference
main inequality (the analog of (2.7)):
(2.17) 2B(y, λ) ≤ B(y − a, λ− a2) +B(y + a, λ− a2) .
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We already saw in Lemma 1.11 that under some extra assumptions of
convexity one can derive the finite difference inequalities from their differen-
tial form (infinitesimal form). Unfortunately, this approach will not work for
function B defined in (2.16). This function exactly misses the extra property
(1.29) of Lemma 1.11. In fact, we deal now with convexity paradigm rather
than concavity conditions of Lemma 1.11, so the right analog of property
(1.29) for B in the above formula would be
λ→ B(y, λ) is a concave function for every fixed y .
But it is obvious that our candidate B does not have this property. This
is why the proof of Lemma 2.2 requires direct calculations. This requires
splitting the proof into several cases. One of them was considered in [2], but
other cases were only mentioned there.
Proof of Lemma 2.2. By symmetry we can think that x ≥ 0. Case 1) will be
when both points x± t, λ− t2) lie in Π (i. e. they lie over parabola λ = x2).
Case 1). We follow [2]. Put
(2.18) X(x, τ)
def
=
x+ τ
(1− τ2)1/2 , τ ∈ [0, x], x ∈ [0, 1) .
In our case (2.17) can be rewritten as (τ
def
= a/
√
λ, x = y/
√
λ):
(2.19) 2Ψ(x) ≤ Ψ(X(x, τ)) + Ψ(X(x,−τ)),
which is correct for τ = 0. Let us check that
(2.20)
∂
∂τ
(Ψ(X(x, τ)) + Ψ(X(x,−τ))) ≥ 0 .
Using (2.14), we get the equality
∂
∂τ
(Ψ(X(x, τ)) + Ψ(X(x,−τ))) = 1
1− τ2 (Φ(X(x, τ)) − Φ(X(x,−τ)))
xτ
1− τ2 (Φ(X(x, τ)) + Φ(X(x,−τ))) −
τ
(1− τ2)1/2 (X(x, τ))Φ(X(x, τ))
+X(x,−τ))Φ(X(x,−τ))) − τ
(1− τ2)1/2 (e
−X(x,τ)2/2 + e−X(x,−τ)
2/2) .
After plugging (2.18) this simplifies to
∂
∂τ
(Ψ(X(x, τ)) + Ψ(X(x,−τ))) = (Φ(X(x, τ)) − Φ(X(x,−τ)))
− τ
(1− τ2)1/2 (e
−X(x,τ)2/2 + e−X(x,−τ)
2/2) .
But τ
(1−τ2)1/2 =
1
2(X(x, τ)−X(x,−τ)), so to prove (2.20) one needs to check
the following inequality.
(2.21) −
∫ X(x,τ)
X(x,−τ)
e−s
2/2ds ≥ 12 (e−X(x,τ)
2/2 + e−X(x,−τ)
2/2) .
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This inequality holds because in our case 1) we haveX(x,−τ) ∈ [−1, 1],X(x, τ) ∈
[−1, 1], and function s→ e−s2/2 is concave on the interval [−1, 1]. (It is easy
that for every concave function on an interval, its average over the interval
is at least its average over the ends of the interval.)
Case 2). Now suppose that the left point (x− t, λ− t2) lies on parabola.
By homogeneity we can always think that λ = 1. We continue to consider
by symmetry x ≥ 0 only. If (x− t, 1− t2) is such that (x− t)2 = 1− t2 then
we need to show that
2
Ψ(x)
Ψ(1)
≤ 2t(2.22)
Clearly 0 ≤ t ≤ 1, 0 ≤ x ≤ t. From (x − t)2 = 1 − t2 we obtain that
t−√1− t2 def= x(t) ≥ 0, so t ≥ 1√
2
, and the inequality (2.22) simplifies to
x(t) ≤ Ψ−1(Ψ(1)t), 1√
2
≤ t ≤ 1.
The left hand side is convex and the right hand side is concave. Since at
t = 1 and t = 1√
2
the inequality holds then it holds on the whole interval
[1/
√
2, 1].
So we proved that if the left point already left Π (and then automatically
the right point also already left it), the desired inequality holds.
Case 3). It remains to show that if the right point already left Π but
the left point is in Π, then (2.17) still holds. Again by homogeneity we can
always think that λ = 1. Then the required inequality amounts to
2Ψ(x) ≤
√
1− t2Ψ
(
t− x√
1− t2
)
+Ψ(1)(x+ t)
where either
√
1− t2 − t ≤ x ≤ t ≤ 1 or √1− t2 − t ≤ t ≤ x ≤ 1 . It is the
same as to show
Ψ
(
t− x√
1− t2
)
+
t− (2Ψ(x)Ψ(1) − x)√
1− t2
Ψ(1) ≥ 0(2.23)
for all 0 ≤ x ≤ 1 if
√
2−x2−x
2 < t <
x+
√
2−x2
2 . The left inequality says that
the right point already crossed parabola ∂Π and the right inequality says
that the left point is still inside Π.
Let as show that the derivative in t of the left hand side of (2.23) is
nonnegative. If this is the case then we are done. Ψ is increasing (see (2.14)),
and since xt ≤ 1 therefore t 7→ Ψ
(
t−x√
1−t2
)
is increasing as a composition of
two increasing functions. By the same logic, to check the monotonicity of
the map t 7→ t−(
2Ψ(x)
Ψ(1)
−x)√
1−t2 it is enough to verify that t(
2Ψ(x)
Ψ(1) − x) ≤ 1. The
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latter inequality follows from the following two simple inequalities
Ψ(x) ≥ Ψ(1)x, 0 ≤ x ≤ 1(2.24) (
x+
√
2− x2
2
)(
2Ψ(x)
Ψ(1)
− x
)
≤ 1, 0 ≤ x ≤ 1(2.25)
Indeed, to verify (2.24) notice that
(2.26)
d
dx
Ψ(x)
x
=
xΦ(x)−Ψ(x)
x2
= −e
−x2
2
x2
< 0,
therefore Ψ(x)x ≥ Ψ(1) when 0 ≤ x ≤ 1.
To verify (2.25) it is enough to show that
Ψ(x)
Ψ(1)x
≤ 1
x2 + x
√
2− x2 +
1
2
If x = 1 we have equality. Taking derivative of the mapping
x→ Ψ(x)
Ψ(1)x
− 1
x2 + x
√
2− x2 −
1
2
we obtain
2
x2
− e−x22
2Ψ(1)
+
x+ 1−x
2√
2−x2
(x+
√
2− x2)2
 ≥ 0
To prove the last inequality it is the same as to show that
√
2− x2 + x(2− x2)
x
√
2− x2 + 1− x2 ≤ Ψ(1)e
x2
2 .
For the exponential function we use the estimate e
x2
2 ≥ 1 + x22 . We esti-
mate
√
2− x2 from above in the numerator by √2(1 − x24 ), and we esti-
mate
√
2− x2 from below in the denominator by (1 − √2)(x − 1) + 1 (as
x→ √2− x2 is concave). Thus it would be enough to prove that
√
2(1− x24 ) + x(2− x2)√
2x(1− x) + 1 ≤ Ψ(1)
(
1 +
x2
2
)
, 0 ≤ x ≤ 1
If we further use the estimates Ψ(1) > 2928 , and
41
29 <
√
2 < 1712 (for denomi-
nator and numerator correspondingly), then the last inequality would follow
from
29
240
· 246x
4 − 486x3 + 233x2 − 12x− 8
29 + 41x− 41x2 ≤ 0
The denominator has the positive sign. The negativity of 246x4 − 486x3 +
233x2−12x−8 ≤ 0 for 0 ≤ x ≤ 1 follows from the Sturm’s algorithm, which
shows that the polynomial does not have roots on [0, 1]. Since at point x = 0
it is negative therefore it is negative on the whole interval. 
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2.3. Finding B. Since it is easy to verify that B satisfies the range condi-
tion B(x, λ) ≤ max{|f |,
√
λ}, we have then that B is a subsolution of (2.17),
and so, by Theorem 2.1
B ≤ B .
Now we want to prove the opposite inequality
(2.27) B ≤ B .
Lemma 2.3. Let even functions b and b defined on [−1, 1] satisfy b(1) =
b(1) = 1, and b′′ + xb′ − b = 0, b ∈ C2, b being a convex function such that
b′′ + xb′ − b ≥ 0 on (−1, 1) in the sense of distributions. Then b ≤ b.
Proof. If b were in C2 as well, then this would be very easy. In fact, con-
sider a(x)
def
= b(x) − b(x). At end points it is zero, and a′′ + xa′ − a ≥ 0.
Assume that function a is strictly positive somewhere, then it should have
a maximum, where it is positive. Let it be x0. Then a(x0) > 0, a
′(x0) = 0.
So a′′(x0) ≥ a(x0) > 0. Then x0 cannot be maximum, so we come to a
contradiction.
If b is not C2, we still consider a(x)
def
= b(x) − b(x), which is still a
continuous function on [−1, 1] equal to 0 at the endpoints. If it is posi-
tive somewhere, it should have a positive maximum, let s0 be a point of
maximum.
Since b is assumed to be convex, function a′ is of bounded variation, and
as such it is the sum of f and g, where f is a continuous function and g is
a jump function. Notice that 1) all jumps are positive, as they came only
from b, and b) g is continuous everywhere except the countable set of jump
points.
As a′ is a function of bounded variation it has one-sided limits at any
interior point. Let a′(s0±) be right and left limits correspondingly. Since
all the jumps are positive we have
a′(s0+) ≥ a(s0−).
But s0 is a point of maximum of a, so a
′(s0−) ≥ 0, a′(s0+) ≤ 0. All together
may happen only if a′(s0+) = a′(s0−) = 0. But this means that s0 is not a
jump point.
By continuity at s0, a
′ is small near s0, but a(s0) > 0, so we can choose
a small neighborhood of s0, where |sa′(s)| < 12a(s).
Since a′′ + sa′ − a ≥ 0, in this neighborhood of s0 we have
a′′ ≥ a− sa′ > 12a ≥ 0
in the sense of distributions. But a convex function cannot have maximum
strictly inside an interval. We come to a contradiction.
Lemma is proved. 
We found the Bellman function B, the formula is given in the following
theorem.
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Theorem 2.4.
(2.28) B(x, λ) =

√
λ
Ψ
( |x|√
λ
)
Ψ(1) , x
2 ≤ λ,
|x|, x2 ≥ λ .
Let us introduce an obstacle function defined on R2.
(2.29) O(x, λ)
def
=
{
|x|, x2 ≥ λ
∞, x2 < λ .
Theorem 2.5. Function B is the largest function satisfying the finite dif-
ference inequality such that it is majorized by the obstacle function O(x, λ):
(2.30) B(x, λ) ≤ O(x, λ) .
Moreover,
(2.31) B(x, λ) = max
(√
λ
Ψ( x√
λ
)
Ψ(1)
, |x|
)
.
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