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Abstract
We study the class of higher-dimensional Kundt metrics admitting
a covariantly constant null vector, known as CCNV spacetimes. We
pay particular attention to those CCNV spacetimes with constant
(polynomial) curvature invariants (CSI). We investigate the exis-
tence of an additional isometry in CCNV spacetimes, by studying
the Killing equations for the general form of the CCNV metric. In
particular, we list all CCNV spacetimes allowing an additional non-
spacelike isometry for all values of the lightcone coordinate v, which
are of interest due to the invariance of the metric under a translation
in v. As an application we use our results to find all CSI CCNV
spacetimes with an additional isometry as well as the subset of these
spacetimes in which the isometry is non-spacelike for all values v.
1 Introduction
In this paper we will study the N-dimensional CCNV spacetimes, which are
defined as metrics admitting a covariantly constant null vector (CCNV ). We
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say a spacetime is a constant scalar invariant spacetime (CSI) if all of the
polynomial scalar invariants constructed from the Riemann tensor and its
covariant derivatives are constant. Those spacetimes for which all of these
polynomial scalar invariants vanish will be called V SI. In particular, we
discuss the subset of CCNV spacetimes which are also CSI or V SI.
Previously it was shown that the higher-dimensional V SI spacetimes with
fluxes and dilaton are solutions of type IIB supergravity [5]. Those V SI
spacetimes in which supersymmetry is preserved admit a CCNV as such
they are CCNV spacetimes. Similarly CSI spacetimes have been shown to
be solutions of supergravity [6] as well, however there is less known about
the conditions these CSI spacetimes must satisfy in order to preserve some
supersymmetry. Unlike V SI spacetimes, the CSI spacetimes do not have a
canonical form for the metric tensor.
A necessary (but not sufficient) condition for supersymmetry to be pre-
served is that the spacetime admits a Killing spinor and hence a null or
timelike Killing vector. In the case of CCNV spacetimes we know their
metrics must belong to the Kundt class because they contain a null vector
which is geodesic, non-expanding, shear-free and non-twisting; namely, the
covariantly constant null vector ℓ. Using this fact, we will study the curva-
ture of a general CCNV spacetime, from which we will find conditions on
the transverse space in order for a CCNV spacetime to be CSI.
With the connection components determined, we examine the existence
of an additional Killing vector in a general CCNV spacetime. Supposing
it admits another Killing vector we find constraints on the metric functions
H , We, mie and the Killing vector components. The result of this analysis
determines the three general forms an additional Killing vector can take in
a CCNV spacetime, we consider the Killing Lie Algebra generated by ℓ and
X . Lastly we require the Killing vector to be null or timelike for all values of
v; this eliminates the more general cases, leaving only Killing vectors whose
component along the null vector n is constant. We use this new result to
find timelike or null Killing vectors in a CSI CCNV spacetime.
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2 CSI, V SI and CCNV spacetimes
2.1 Kundt Metrics and CCNV spacetimes
Given a spacetime possessing a covariantly constant null covector ℓa, it must
be geodesic, non-expanding, shear-free and non-twisting
ℓαℓβ;α = ℓ
α
;α = ℓ
α;βℓ(α;β) = ℓ
α;βℓ[α;β] = 0. (1)
The null vector will be surface forming since it is geodesic and twist-
free, thus there exists locally an exact null one-form ℓ = du. Choosing local
coordinates (u, v, xe) where ℓ = du, we use a coordinate transformation and
a null rotation to turn the metric into the form
ds2 = 2du
(
dv +H(u, v, xe)du+ Wˆe(u, v, x
f)dxe
)
+ gef(u, v, x
g)dxedxf .
The conditions that ℓ is non-expanding and shear-free leads to the constraint
that g˜ef,v = 0 and so we are left with
ds2 = 2du
(
dv +Hdu+ Wˆedx
e
)
+ gef(u, x
g)dxedxf . (2)
Metrics of this form possess a null vector satisfying (1) and will be called
higher-dimensional Kundt metrics since these generalize the four-dimensional
Kundt metrics [2].
The coordinate transformations that preserve the Kundt form of the met-
ric are:
1. (u′, v′, x′e) = (u, v, f e(u; xf)), and Jef ≡ ∂f
e
∂xf
.
H ′ = H + geff
e
,uf
f
,u − Wˆf (J−1)fe f e,u Wˆ ′e = Wˆf (J−1)fe − geff f,u
g˜′ef = g˜hl (J
−1)
h
e (J
−1)
l
f
2. (u′, v′, x′e) = (u, v + h(u, xg), xe)
H ′ = H − h,u Wˆ ′e = Wˆe − h,e g′ef = gef
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3. (u′, v′, x′e) = (g(u), v/g,u(u), x
e)
H ′ =
1
g2,u
(
H + v
g,uu
g,u
)
Wˆ ′e =
1
g,u
Wˆe g˜
′
ef = gef .
Choosing the coframe {ma}
m1 = n = dv +Hdu+ Wˆedx
e, m2 = ℓ mi = mi edx
e (3)
where mi emif = gef and miem
e
j = δij , we may rewrite the connection coef-
ficients Lab = ℓ(a;b) as
ℓ(α;β) = L11ℓαℓβ + L1i(ℓαm
i
β +m
i
αℓβ). (4)
Since ℓ is covariantly constant it is immediately a Killing vector and so L11
and L1i vanish. Setting L11 to zero we find H,v = 0. In order to find con-
straints from L1i = 0 we must assume that m
i
e is upper-triangular - this is
always possible in thanks to the QR decomposition. Setting L13 = 0 we find
that Wˆ3,v = 0. Using this we can inductively show that Wˆi,v = 0. Thus we
find that in order for ℓ to be a Killing vector the metric must be independent
of the light-cone coordinate v, and our metric takes the form
ds2 = 2du(dv +H(u, xe)du+ Wˆe(u, x
f)dxe) + gef(u, x
g)dxedxf . (5)
Due to the v-independence, ℓ = ∂v must be a covariantly constant null vector.
In general, if there exists a null vector ℓ that is a CCNV then from the
Ricci identity ℓαRαβγδ = 0. The Riemann tensor must be of type II or less
and have the following boost-weight decomposition in the aforementioned
coframe
Rαβγδ = Rijklm
i
{αm
j
βm
k
γm
l
δ} + 4R2jklℓ{αm
j
βm
k
γm
l
δ}
+4R2j2lℓ{αm
j
βℓγm
l
δ}. (6)
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2.2 CSI Spacetimes
We call a Lorentzian manifold for which all scalar curvature invariants con-
structed from the Riemann tensor and its covariant derivatives are constant
a CSI spacetime, while those Lorentzian manifolds with vanishing scalar
curvature invariants will be called V SI spacetimes. Clearly V SI ⊂ CSI,
and the set of all locally homogeneous spacetimes, H, is another subset of
the CSI spacetimes.
Let us denote by CSIR the set of all reducible CSI spacetimes that can
be built from V SI and H by (i) warped products (ii) fibered products, and
(iii) tensor sums. Similarly we denote by CSIF those spacetimes for which
there exists a frame with a null vector ℓ such that all components of the
Riemann tensor and its covariant derivatives in this frame have the property
that (i) all positive boost weight components (with respect to ℓ) are zero and
(ii) all zero boost weight components are constant. Finally, we denote by
CSIK , those CSI spacetimes that belong to the (higher-dimensional) Kundt
class (2), the so-called Kundt CSI spacetimes. By construction CSIR is at
least of Weyl type II, and by definition CSIF and CSIK are at least of Weyl
type II.
In the Riemannian case, a manifold with constant scalar invariants is
immediately homogeneous, (CSI ≡ H). This is not true for Lorentzian
manifolds; we may find examples of CSI spacetimes which consists of com-
binations of homogeneous spaces and a certain subclass of Kundt spacetimes
in [2]. Interestingly, for every CSI spacetime there is a homogeneous space-
time (not necessarily unique) with precisely the same constant invariants.
This suggests that CSI spacetimes can be constructed from homogeneous
spacetimes H and V SI spacetimes using warped and fibered products (e.g.,
CSIR).
In [2] it is conjectured that a spacetime is CSI, if and only if, there exists
a null frame in which the Riemann tensor and its derivatives can be brought
into one of the following forms: either
1. the Riemann tensor and its derivatives are constant, in which case we
have a locally homogeneous space, or
2. the Riemann tensor and its derivatives are of boost order zero with
constant boost weight zero components at each order. This implies
that Riemann tensor is of type II or less.
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Assuming that the above conjecture is correct and that there exists such a
preferred null frame, it was then conjectured that if a spacetime is CSI,
then the spacetime is either locally homogeneous or belongs to the higher
dimensional Kundt CSI class, and if a spacetime is CSI it can be constructed
from locally homogeneous spaces and V SI spacetimes. This construction can
be done by means of fibering, warping and tensor sums. From the results
above and these conjectures, it is plausible that for CSI spacetimes that are
not locally homogeneous, the Weyl type is II, III, N or O, and that all
boost weight zero terms are constant.
2.3 V SI Spacetimes
There is more known about the subclass of CSI spacetimes in which all cur-
vature invariants vanish, the V SI spacetimes. From [1] we have the following
theorem:
Theorem 2.1 (V SI Theorem). All curvature invariants of all orders van-
ish in an N-dimensional Lorentzian spacetime if and only if there exists an
aligned, non-expanding, non-twisting, shear-free, geodesic null direction ℓα
along which the Riemann tensor has negative boost order.
To be precise, there exists a null vector ℓ such that
ℓα;β = L11ℓαℓβ + L1iℓαm
i
β + Li1m
i
αℓβ.
If we choose a frame including ℓ as a basis vector, the Riemann tensor
will be of type III, N or O, this implies that all V SI spacetimes belong to the
generalized Kundt class. In fact it was shown in [3] that there is a canonical
form for the metrics of V SI spacetimes:
ds2 = 2du(dv +Hdu+ Wˆedx
e) + δefdx
edxf , (7)
where the metric functions satisfy certain constraints that will be discussed in
the next subsection. The authors of [3] go further by classifying all higher-
dimensional V SI spacetimes according to their Weyl type, Ricci-type and
whether Wˆ3 has v-dependence or not.
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2.4 Supergravity and CSI Spacetimes
A subset of Ricci type N V SI spacetimes, the higher-dimensional pp-wave
spacetimes, have been studied in the literature, and are known to be exact
solutions in string theory [8, 9, 10], in type IIB supergravity with an R-R five-
form [11], and with NS-NS form fields as well [12]. The pp-wave spacetimes
are of Weyl type N. However there are Ricci type N solutions of Weyl type
III, like the string gyratons and in fact all Ricci type N V SI spacetimes are
solutions to supergravity [5].
Moreover in [5] it was shown that there are V SI spacetime solutions
of type IIB supergravity which are of Ricci type III, assuming appropriate
source fields are provided. In order for a V SI spacetime to be of Ricci
type III, the dilaton, φ, must be a function of u and the metric will have
v-dependence. However, no null or timelike Killing vectors can exist in a
V SI spacetime if the metric is dependent on v [5], thus the Ricci type III
spacetimes do not preserve supersymmetry. While the Ricci type N, Weyl
type III solutions can be reduced to Weyl type N, the Ricci type III solution
can only have Weyl type III.
In four dimensions V SI spacetimes are known to be exact string solutions
to all orders in the string tension α′, even in the presence of additional fields
[13]. Similarly it can be shown that higher-dimensional supergravity solutions
supported by the proper fields (for example, the dilaton scalar field, Kalb-
Ramond field, and form fields) are also exact solutions in string theory using
arguments from [8, 11, 12]. Thus it can be analogously argued that the V SI
supergravity spacetimes are exact string solutions to all orders in the string
tension α′ in the presence of the appropriate fields, and so it is to be expected
that the special V SI supergravity solution introduced in [5] will be as well.
From this we conclude that the Ricci type III solution may be of relevance
to string theory.
Since the Ricci type III IIB-supergravity solutions do not preserve super-
symmetry, this leads to the question of what are the necessary conditions to
preserve supersymmetry? In a number of supergravity theories (e.g. D= 11
[14], type IIB [15]), in order to preserve some supersymmetry, it is necessary
that the spacetime admits a Killing spinor ǫA which then yields a null or
timelike Killing vector from its Dirac current xα = ǫ¯A
′
γαAA′ǫ
A where the γαAA′
are the higher dimensional analogues of the gamma matrices.
In the case of N-dimensional V SI spacetimes, the existence of Killing
vectors depends on whether the components of the metric are independent
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of the light-cone coordinate v. This requirement leads to the conclusion that
all V SI spacetime solutions to type IIB supergravity preserving some super-
symmetry are of Ricci type N, Weyl type III(a) or N [3]. Such spacetimes
include not only pp-waves but also spacetimes of Weyl type III(a), an exam-
ple of which is the string gyratons [18]. Weyl type III(a) spacetimes like the
vacuum solution or NS-NS solutions only preserve some of the supersymme-
try.
It is known that AdSd × S(D−d) (in short AdS × S) is an exact solution
of supergravity (and preserves the maximal number of supersymmetries for
certain values of (D, d) and for particular ratios of the radii of curvature of
the two space forms. Such spacetimes (with d = 5, D = 10) are supersym-
metric solutions of IIB supergravity (there are analogous solutions in D = 11
supergravity) [16]: AdS×S is an example of a CSI spacetime [2]. There are
a number of other CSI spacetimes known to be solutions of supergravity and
admit supersymmetries; namely, generalizations of AdS×S (for example, see
[17]) and (generalizations of) the chiral null models [9]. The AdS gyraton
(which is a CSI spacetime with the same curvature invariants as pure AdS)
[19] is a solution of gauged supergravity [20] (the AdS gyraton can be cast
in the Kundt form [6]).
Other known CSI spacetimes have been investigated as solutions of su-
pergravity. For example, we can consider the product manifolds of the form
M×K, whereM is an Einstein space with negative constant curvature andK
is a (compact) Einstein-Sasaki spacetime. The warped product of AdS3 with
an 8-dimensional compact (Einstein-Kahler) space M8 with non-vanishing
4-form flux are supersymmetric solutions of D=11 supergravity [17], while
in [21] supersymmetric solutions of D = 11 supergravity, where M is the
squashed S7, were given.
A class of CSI spacetimes which are solutions of supergravity and pre-
serve supersymmetries, were built from a V SI seed and locally homogeneous
(Einstein) spaces by warped products, fibered products and tensor sums [2],
yielding generalizations of AdS × S or AdS gyratons [6]. In particular, solu-
tions obtained by restricting attention to CCNV and Ricci type N spacetimes
were considered, some explicit examples of CSI supergravity spacetimes were
constructed by taking a homogeneous (Einstein) spacetime, (MHom, g˜) of
Kundt form and generalizing to inhomogeneous spacetimes, (M, g) by in-
cluding arbitrary Kundt metric functions (by construction, the curvature
invariants of (M, g) will be identical to those of (MHom, g˜)); a number of
5D examples were given, in which ds2hom was taken to be Euclidean space or
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hyperbolic space [22].
3 Curvature
3.1 Riemann tensor components
As a note the frame indices a, b, c, d range from 1 toN , i, j, k, l, h lie between 3
and N and m,n, p, q ∈ [4, N ]. Equivalently the coordinate indices α, β, γ, δ ∈
[1, N ], e, f, g ∈ [3, N ] and r, s, t, v ∈ [4, N ].
The Riemann tensor components of the metric (5) were found in [25] using
the Cartan Structure equations. To summarize we first choose the following
null coframe
ω1 = ℓ = du.
ω2 = n = dv +Hdu+ Wˆedx
e. (8)
ωi = mi = mi edx
e, miemif = g˜ef .
We then defined the matrix-valued connection-one form, Γab = Γ
a
bcω
c, satis-
fying the Cartan Structure equations
dωa = −Γab ∧ ωb = Γabcωb ∧ ωc, (9)
Θab = dΓ
a
b + Γ
a
c ∧ Γcb = 12Rabcdwc ∧ wd. (10)
Exterior differentiation of the above coframe gives
dn = (H,e − Wˆe,u)m ej mj ∧ ℓ+ 2Wˆ[e,f ]m ei m fj mj ∧mi
dℓ = 0 (11)
dmi = mi e,um
e
j ℓ ∧mj +mi e,fm e[jm fk]mk ∧mj.
We compare this with the first Cartan Structure equation and solve the
resulting system of linear equations involving the connection components to
find that:
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Γ2i2 = Ji = (H,e − Wˆe,u)m ei , (12)
Γ2ij = −1
2
Aij − B(ij), (13)
Γij2 =
1
2
Aij −B[ij], (14)
Γijk = −1
2
[Dijk +Djki +Dkji] (15)
where, the above tensors, A,B,D are defined to be:
Dijk = 2mie,fm
e
[jm
f
k] , (16)
Aij = 2Wˆ[e,f ]m
e
i m
f
j , (17)
Bij = mie,um
e
j . (18)
From the second Cartan Structure equation, we have that the non-zero com-
ponents of the Riemann tensor are R2ij2 R2ijk and Rijkl, displayed below in
terms of A, B, D and the connection components of the transverse metric:
R2ij2 = Ji,em
e
j + [
1
2
Aij +B(ij)],u + [
1
2
Aik +B(ik)]B
k
j (19)
−JkΓkij +
∑
k
[
1
2
Akj +B(kj)][
1
2
Aki −B[ki]]
R2ijk = −[1
2
Aik +B(ik)],em
e
j + [
1
2
Aij +B(ij)],em
e
k (20)
+[Ail + 2B(il)]m
l
[e,f ]m
e
j m
f
k − [
1
2
Alj +B(lj)]Γ
l
ik
+[
1
2
Alk +B(lk)]Γ
l
ij
(21)
Rijkl = [Γijhm
h
e],f (m
f
k m
e
l −m fl m ek )− ΓihlΓhjk + ΓihkΓhjl. (22)
3.2 Ricci Tensor Components
Contracting the first and third indices of the Riemann tensor, we obtain the
non-zero components of the Ricci tensor
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R22 =
∑
i
[−Ji,em ei − ({
1
2
Aii}+B(ii)),u − (1
2
Aik +B(ik))B
ki (23)
+JkΓ
k
ii − (
1
2
Aki +B(ki))(
1
2
Aki − B[ki])]
R2i =
∑
j
[(
1
2
Aji +B(ji)),em
e
j − (B(jj)),em ei (24)
−(Ajl + 2B(jl))ml [e,f ]m ej m fi + (
1
2
Alj +B(lj))Γ
l
ji
−(1
2
Ali +B(li))Γ
l
jj]
Rij =
∑
k
[(Γkilm
l
e),f(m
f
k m
e
j −m fj m ek )− ΓkljΓlik + ΓklkΓlij ]. (25)
By (13) this yields
∑
i
Γ2ii = −Bii = −gij∂ugij, but from the definition of
Bij we have the identity Bij + Bji = −miemjf∂ugef . Consequently we have
that
2R2i = −(gjk∂ugjk)|i −Ail|l + (Bil +Bli)|l. (26)
We note that by contracting Bij + Bji = −miemjf∂ugef . with mi emjf gives
B ji + B
j
i = −gik∂ugki in terms of coordinate indices. This can be used to
express the last term of (26) in terms of a divergence over the coordinate
index j.
4 Criteria for CCNV spacetimes to have con-
stant curvature invariants
It has been shown that the line-element (5) for a spacetime admitting a
covariantly constant null vector has a Riemann curvature tensor with the
following boost weight decomposition:
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Rαβγδ =
0︷ ︸︸ ︷
Rijklm
i
{αm
j
βm
k
γm
l
δ} +
−1︷ ︸︸ ︷
R2jklℓ{αm
j
βm
k
γm
l
δ} + (27)
−2︷ ︸︸ ︷
R2j2lℓ{αm
j
βℓγm
l
δ} .
We note from (22) that only the curvature tensor of the transverse metric
contributes to the boost-weight 0 components of the curvature tensor.
In order to take the covariant derivative of (28), we first consider the
covariant derivative of the frame components Rabcd:
∇ǫRabcd = ℓ ǫD2Rabcd +mi ǫDiRabcd (28)
where Da denotes the derivative of a function with respect to the frame
vectors {mi} and we have used the v-independence of (5) to set D1Rabcd = 0.
The covariant derivatives of the frame one-form, ℓ is ∇ǫℓα = 0, while for the
remaining frame one-forms mi,
∇ǫmiα = Γlinml αmnǫ + Γli2ml αℓǫ + Γ2ilℓαml ǫ + Γ2i2ℓαℓǫ . (29)
Thus (28) and (29) imply that ∇ does not raise boost weight because
covariant differentiation does not introduce the null vector n into the ex-
pressions; as a result ∇ǫRαβγδ will contain frame components whose highest
boost weight is 0 and these will correspond only to the covariant derivative
of the curvature of the Riemannian transverse space. Using an inductive ar-
gument, this can be shown to hold for any number of covariant derivatives of
the Riemann tensor. Let the kth covariant derivative of (28) be represented
symbolically as∇kR, then we can say that∇kR has frame components whose
highest boost weight is zero and ℓ contracted with any index of∇kR vanishes;
i.e., ∇kR · ℓ = 0.
It now follows that all curvature invariants of (5) will be completely equiv-
alent to the curvature invariants of the transverse space. Therefore, if we
impose the CSI condition on (5), we are requiring the transverse space to
be a CSI Riemannian metric. From a theorem of [23] we conclude that the
transverse metric is locally homogeneous, which establishes the following,
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Lemma 4.1. A generalized Kundt metric admitting a CCNV is CSI if and
only if the transverse metric is locally homogeneous.
Now, consider the Ricci invariant r2 = RabR
ab = RijR
ij , where the second
equality follows from the form of the Ricci tensor (24)-(25), which shows that
the boost weight 0 components arise solely from the transverse metric. Since
r2 =
∑
i,j(Rij)
2 is a sum of squares, we have that if r2 = 0 then Rij = 0. A
theorem of [24] states that a homogeneous Riemannian space that is Ricci-flat
is flat. Therefore, combining these with Lemma (4.1) gives the result:
Proposition 4.2. If a generalized Kundt metric admitting a CCNV is CSI
and RabR
ab = 0 then the metric is V SI.
Although Rαβγδℓ
α = 0 = Rαβℓ
α, it does not follow that Cαβγδℓ
α = 0.
More precisely, if we consider the decomposition of the Riemann tensor into
its trace and trace-free parts we obtain
C1bcd =
1
(N−2)
(η1dRbc − η1cRbd) + 1(N−1)(N−2) (η1cηbd − η1dηbc)R . (30)
It is clear that there will exist boost weight 0 and -1 components of Weyl
with projections along ℓ that do not vanish, namely
C1212 =
−R
(N − 1)(N − 2) , C1i2j =
−Rij
N − 2 +
Rδij
6
, C12i2 =
R2i
N − 2 . (31)
Assuming the conditions in proposition (4.2) are satisfied then the Weyl
components in (31) vanish and furthermore Cijkl = 0 as well [24]. The
remaining non-vanishing Weyl components of the V SI metric are C2jkl and
C2j2l.
5 CCNV spacetimes admitting an additional
isometry
The Killing equations for X = X1n+X2ℓ+Xim
i are:
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D1X1 = 0 (32)
D2X1 +D1X2 = 0 (33)
D3X1 +D1X3 = 0 (34)
DmX1 = 0 (35)
D2X2 +
∑
i
JiXi = 0 (36)
DiX2 +D2Xi − JiX1 −
∑
j
(Aji +Bij)Xj = 0 (37)
DjXi +DiXj + 2B(ij)X1 − 2
∑
k
Γk(ij)Xk = 0 . (38)
To start, we make a coordinate transformation to eliminate Wˆ3 in (5)
(u′, v′, x′i) = (u, v + h(u, xk), xi), h =
∫
Wˆ3dx
3. (39)
This choice of coordinates will be useful in order to write down the metric
functions and Killing covector components themselves or determining equa-
tions for them. For any point in the manifold we may rotate the frame,
setting X3 6= 0 and Xm = 0. This can be done by taking the spatial part of
the Killing form X = X1n +X2ℓ+Xim
i and choosing
m3 =
1
χ
Xim
i χ =
√∑
i
X 2i . (40)
Using Gram-Schmidt orthonormalization it is possible to determine the re-
maining vectors for the frame basis. This is a local orthogonal rotation so
the form of our metric remains unchanged while X is now
X = X1n +X2ℓ+ χm
3. (41)
Henceforth it will be assumed that the matrix mie is upper-triangular, due
to the QR decomposition.
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The frame derivatives are
ℓ = D1 = ∂v
n = D2 = ∂u −H∂v (42)
mi = Di = m
e
i (∂e − Wˆe∂v)
Thus (32) – (35) imply that the Killing vector components are of the form:
X1 = F1(u, x
e)
X2 = −D2(X1)v + F2(u, xe) (43)
X3 = −D3(X1)v + F3(u, xe).
The remaining Killing equations ((36)- (38) involve Aij and Ji, if we define
Wi = m
e
i Wˆe, we may write Γ2i2 = Ji and Aij in terms of frame derivatives
Ji = DiH −D2Wi −BjiW j (44)
Aij = D[jWi] +Dk[ij]W
k. (45)
From the commutation relations
[D1, Da] = 0
[D2, Dj] = JjD1 −
∑
i
BijDi (46)
[Dk, Dj] = AkjD1 + 2
∑
i
Γi[kj]Di .
applied to the Killing equations the following can be derived:
DaD3X1 = Γ3naD3X1 = 0, a = 2, 3, ...N (47)
This leads to two cases either D3X1 = 0 or Γ3n2 = Γ3n3 = Γ3nm = 0 and X1
is linear in x3. Supposing there exists another Killing vector X we will find
further constraints on its components Xa as well as the metric functions We
and mie in the ensuing subcases.
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5.1 Case 1: D3X1 = 0
Equation (35) implies X1 must be independent of all spacelike coordinates.
Using equation (36) and the definition of F2 from (43), we have that X1 must
be of the form
X1 = c1u+ c2. (48)
If c1 6= 0 we may always use a type (3) coordinate transform from Section 2.1
to set X1 = u, while if c1 = 0 we may choose c2 = 1 by scaling all coordinates
by c2 in both cases the functions F2, F3, H and We in the new coordinate
system are just the original functions multiplied by constants.
Equations (47) are identically satisfied, and (36)-(38) reduce to:
c1H +D2F2 + J3F3 = 0 (49)
−J3X1 +D3F2 +D2F3 −B33F3 = 0 (50)
c1Wn − JnX1 +DnF2 − (A3n +Bn3)F3 = 0 (51)
B33X1 +D3F3 = 0 (52)
2B(3n)X1 +DnF3 − Γ3n3F3 = 0 (53)
2B(nm)X1 − 2Γ3(nm)F3 = 0 . (54)
Setting c1 = c2 = F3 = 0, X reduces to a scalar multiple of the known Killing
covector ℓ. We must consider the possibility where F3 vanishes.
5.2 Subcase 1.1: F3 = 0
Setting F3 = 0 in equations (52)-(54) imply that B(ij) = 0. Rewriting this
as B(ij) = m
e
i m
f
j gef,u, the metric is independent of u. By virtue of the
upper-triangular form of mie we see it must be independent of u also.
Assuming c1 6= 0, we make the appropriate coordinate transformation to
set X1 = u, equation (49) yields H algebraically:
H = −D2F2.
Solving the resulting differential equation from (51), Wm is expressed as:
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Wm =
1
u
[∫
−Dm(uD2F2 + F2)du+Bm(xe)
]
.
Taking (50) with J3 = D3H we see that
D2D3(uF2) = 0,
implying that F2 must be of the form
F2 =
f2(x
e)
u
+
g2(u)
u
.. (55)
We rewrite the equations of H and Wm in terms of these two functions
H =
f2(x
e)
u2
− g
′
2(u)
u
+
g2(u)
u2
(56)
Wm =
Bm(x
e)
u
(57)
where g′ denotes the derivative of g with respect to u
If c1 = 0, F2 must be independent of u, we rescale our coordinates so that
X1 = 1, the equations for H and Wn are
H = F2(x
e) + A0(u, x
r) (58)
Wn =
∫
DnA0du+ Cn(x
e). (59)
In either case, the only requirement on the transverse metric is that it be in-
dependent of u. The arbitrary functions in this case are F2 and the functions
arising from integration.
5.3 Subcase 1.2: F3 6= 0
As a consequence of the upper triangular form of mie the system of equations
(49) – (54) decouples in the following order. Beginning with equation (52),
we may reduce this to an equation for m33 in terms of F3
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m33,u
m33
= − 1
X1
D3F3, (60)
whose solution is
m33 = −
∫
1
X1
F3,3du+ A1(x
3, xr). (61)
Next, consider the diagonal components of (54) followed by the off-diagonal
components to find the determining equation for mnr
mnr,u = −mnr,3 F3
m33X1
, (62)
while equation (53) reduces to
m3r,u = −F3,r
X1
− m3[r,3]m
3
3 F3
X1
. (63)
With the transverse metric now determined and assuming c1 6= 0, we
again choose coordinates so that u′ = c1u+ c2, equations (49) and (50) lead
to the form of H
H = −D2F2 − D2(F
2
3 )
2u
− F3D3F2
u
− F3D3(F
2
3 )
2u2
. (64)
The form of Aij expressed in frame derivatives (45), along with equations
(53) and (54) simplify (51) to become the determining equation for the Wn
D2(uWn) + F3D3Wn +Dn(F2 − uH) = 0 . (65)
Given F2(u, x
e) and F3(u, x
e), we treat the equations (64) and (65) as con-
straining equations for H and the Wn.
If c1 vanishes, rescale to make c2 = 1, from (49) and (50) F2 satisfies the
equation
D2F2 + F3D3F2 +
1
2
D2(F
2
3 ) +
1
2
F3D3(F
2
3 ) = 0. (66)
The metric function H may be written as
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H =
∫
m33D2F3dx
3 + F2 +
1
2
F 23 + A2(u, x
r). (67)
The only equation for Wn is
F3D3Wn +D2Wn = Dn(H). (68)
If c2 6= 0 the equation for mie holds, however if X1 = 0 they simplify. The
equations (60) and (62) become
F3,3 = 0, (69)
mnr,3 = 0. (70)
A constraint on the function m33 arises from equation (50)
D2log(m33) = −D3F2
F3
−D2log(F3). (71)
From (51) Wn is found
Wn = −
∫
m33DnF2
F3
dx3 + En(u, x
r), (72)
while equation (49) gives H
H = −
∫
m33D2F2
F3
dx3 + A3(u, x
r). (73)
There are two further subcases to consider, expanding and simplifying
equation (53)
m3r,3
F3
=
(
m33
F3
)
,r
(74)
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and so, either m3r is a function of x
3 or not. If m33,r 6= 0 we may integrate
(74) for m3r
m3r =
∫ (
m33
F3
)
,r
F3dx
3 +Gr(u, x
s). (75)
Thus the above along with (69) and the requirement that mmr,3 = 0 are the
only conditions on the matrix mie. If m3r is independent of x
3 then we must
have Dn
(
m33
F3
)
= 0. implying
m33,r = 0. (76)
Substitutingm33(u, x
3) into (71) yields a differential equation, whose solution
is
m33 =
1
F3
∫
−F2,3du+ A4(x3). (77)
5.4 Case 2: Γ3ia = 0
To investigate what constraints these requirements give, we expand the ex-
pressions for the connection coefficients in question:
Γ3n2 = W[3,f ]m
3
3 m
f
n −m3e,um en +mn3,um 33 ,
Γ3ni =
−1
2
m3[e,f ]m
e
n m
f
i +mn[f,3]m
f
i m
3
3 +mi[f,3]m
f
n m
3
3 .
These constraints lead to the following facts about the metric functions
Lemma 5.1. The vanishing of Γ3ia imply the metric functions of (5) must
satisfy the following constraints
Wˆ[3,r] = m3[3m
3
r],u (78)
m3[3,r] = 0 (79)
m3[r,s] = 0 (80)
grs,3 = 0. (81)
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Proof. To begin the proof consider Γ3n2, using the upper-triangular form for
mie this simplifies to be
Wˆ[3,r]m
3
3 m
r
n −m3e,um en = 0.
Multiplying through by mn s, we note that m
e
n m
n
s = δ
e
s −m e3 m3 s and
so the above equation becomes
Wˆ[3,s]m
3
3 = m3s,u −m33,um3sm 33 .
Dividing through by m 33 = m
−1
33 leads to the desired identity
Wˆ[3,s] = m3s,um33 −m33,um3s.
To show the next identity take Γ3n3 , the upper-triangular form leads to the
simpler expression
m3[r,3]m
r
n m
3
3 = 0.
Since m rn is invertible, (79) follows from this identity. Finally, taking Γ3np
m3[e,f ]m
e
n m
f
p +mnr,3m
r
p m
3
3 +mpr,3m
r
n m
3
3 = 0.
From the above identity m3[3,r] = 0 this simplifies to be
m3[r,s]m
r
n m
s
p = −(mnf,3m fp +mpf,3m fn )m 33 (82)
but mnf,3m
f
p +mpf,3m
f
n = m
r
n m
s
p grs,3. Substituting this into the left-
hand side we have
m3[r,s]m
r
n m
s
p = −m rn m sp grs,3m 33 .
The matrix m3[r,s] is anti-symmetric and grs is symmetric, by symmetrizing
the above we find (80) and (81) hold.
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Equations (79) and (80) imply that m3e = M,e for some M(u, x
k) which
will be at least a function of the spatial coordinate x3, otherwise the compo-
nent m33 vanishes and the matrix mie is no longer invertible. Interestingly,
the matrix components mnr will be independent of x
3 due to (81) and the
fact that mnr,3m
r
p is upper triangular, since for n < p we have
m rn m
s
p grs,3 = mnr,3m
r
p = 0.
In addition, the requirement that grs,3 = mnr,3 = 0 give further constraints
on M ; by expanding the metric grs = mirm
i
s and differentiating we see
that
grs,3 = (M,rM,s),3 + (mnrm
n
s),3 = 0. (83)
Choosing s = r this becomes M,r3M,r = 0 and so M must be a function of
x3 and possibly coordinate u. The vanishing of m3r = M,r along with (78)
and (45) imply that A3n = 0. This equation will be particularly helpful in
the subsequent cases as an equation for the Wn = m
e
nWˆe, which in expanded
form is
−D[3Wn] +W kDk3n = 0. (84)
However, by looking at the definition of Dk3n we see that it vanishes.
Collecting the above results we have the following proposition
Proposition 5.2. The vanishing of Γ3ia imply the upper-triangular matrix
mie arising from the transverse metric of (5) takes the form,
m33 = M,3(u, x
3), m3r = 0, mnr = mnr(u, x
r). (85)
While Wn must satisfy
D3(Wn) = 0. (86)
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The remaining Killing equations are then:
D2X2 + J3X3 = 0 (87)
D3X2 +D2X3 − J3X1 − B33X3 = 0 (88)
DnX2 − JnX1 = 0 (89)
D3X3 + B(33)X1 = 0 (90)
DnX3 + 2B(3n)X1 = 0 (91)
B(mn)X1 = 0. (92)
From equation (92) we have two subcases to consider. Either X1 = 0 or
B(mn) = 0.
5.5 Case 2.1: X1 = 0, B(mn) 6= 0
If F3 = 0, F2 becomes a constant and so X is some scaling of ℓ, we will
assume that F3 6= 0. From the third equation (89)
DnF2 = m
e
n F2,e = 0.
Multiplying by mn f so that m
e
n m
n
f = δ
e
f −m e3 m3 f
F2,r = m
3
3 m
3
rF2,3. (93)
By Proposition (5.2) we see that m3 r = 0 and so the left hand side vanishes
implying that F2 is independent of all spacelike coordinates except possibly
x3.
Thus the remaining components of X will be the following arbitrary func-
tions,
X2 = F2(u, x
3) (94)
X3 = F3(u). (95)
Expanding equation (88) we find that the constraining equation for m33 is
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m33,u
m33
=
−D3F2 −D2F3
F3
. (96)
While from (87) we have
H = −
∫
m33D2F2
F3
dx3 + A5(u, x
r). (97)
Thus, (97) and (96) are equations for H and m33. The only constraint given
for the Wn comes from Proposition (5.2), i.e, they are all independent of
x3. This is just Case 1.2 with X1 = 0 and the additional constraints in
Proposition (5.2).
5.6 Case 2.2: B(mn) = 0, X1 6= 0
Thanks to Proposition (5.2), we may repeat a similar calculation as Case 1.1
except with B(np) to show that for n < p the vanishing of B(np) implies
mnr,u = 0. (98)
Furthermore, by proposition (5.2), the special form ofmie implies thatm
3
r =
0, the only non-zero component of the tensor B is B33.
Since v ∈ (−∞,∞) we may expand the Killing equations into orders of v,
using (43) and the definition of the frame derivatives (42), to find a system
of equations for F1.
D2D2F1 + J3D3F1 = 0 (99)
D3D2F1 +D2D3F1 −B33D3F1 = 0 (100)
DnD2F1 = 0 (101)
D3D3F1 = 0 (102)
DnD3F1 = 0. (103)
Along with another system of equations involving F2 and F3
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HD2F1 +D2F2 + J3F3 = 0 (104)
HD3F1 +D3F2 +D2F3 − J3F1 − B33F3 = 0 (105)
DnF2 +WnD2F1 − JnF1 = 0 (106)
D3F3 +B33F1 = 0 (107)
WnD3F1 +DnF3 = 0. (108)
To begin, the special form of mie from Proposition (5.2) along with equa-
tion (103) lead to the conclusion that F1 must be independent of x
3 or xr
. Note that if F1,3 = 0 then we have Case 1, with the added constraints
Γ3n2 = Γ3mi = 0. The analysis is not difficult, Case 1.23 may be omitted
since m3r = 0 while in Case 1.21 and 1.22, equation (62) is satisfied imme-
diately, (63) now implies that F3,r = 0. Only equation (61) still holds, these
cases are given in the table at the end of this section
It will be assumed that F1,3 6= 0, then by expanding equation (102) the
following relation between F1 and m33 is found
m33,3
m33
=
F1,33
F1,3
. (109)
Rewriting the term D2D3(F1) in (100) using the commutation relations (46)
with i = 3 as
D2D3F1 = D3D2F1 − B33D3F1 (110)
this is substituted into (100) yielding
2(D3D2F1 − B33D3F1) = 0. (111)
The expanded form of (111) gives another relation between m33 and F1
m33,u
m33
=
F1,3u
F1,3
. (112)
Thus m33(u, x
3) is entirely defined by F1.
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We may solve for H and the Wn algebraically from (105) and (108)
H =
D3D2F1
D3(F1)2
F3 − D
2
2F1
D3(F1)2
F1 −
2D(2F3)
D3F1
(113)
Wn = −DnF3
D3F1
. (114)
Notice that by integrating (107), F3 is of the form:
F3 =
∫
m33F1D3D2F1
D3F1
dx3 + A6(u, x
r) (115)
Substituting (114) and (113) into (104) and (106) yields several equations
for F2
D2F2 − D2F1D3F2D3F1 = D2(F3D2F1D3F1 )−
F3D3(D2F1)2
2(D3F1)2
+ F1D2(D2F1)
2
2(D3F1)2
(116)
D3(F1)D3(F1DnF2) = D3(F1D2F1)DnF3. (117)
Hence F2(u, x
e) must depend on the choice of the arbitrary functions F1(u, x
3)
and A6(u, x
r).
5.7 Summary of Results
We have considered the possibility of an additional Killing form in a CCNV
spacetime, where the metric functions H , Wˆi and gef . Given the arbitrary
form of the CCNV metric in equation (5), we used a coordinate transfor-
mation (39) to eliminate Wˆ3; this is done to simplify the constraints on the
metric functions. Next the null frame (8) was rotated so that m3 is parallel
with the spatial part of X . Due to the QR decomposition it is always pos-
sible to treat the matrix, mie as an upper-triangular matrix, this is assumed
through-out the paper.
The first four equations (32) – (35) imply that the components of the
Killing co-vector are given by (43). By applying the commutator relations
for the frame derivatives (42) to the Killing equation splits the analysis into
two simpler cases, depending on whether D3X1 = 0 or Γ3m2 = Γ3mj = 0.
While the first case requires that X1 is independent of x
3, the implications
of Γ3m2 = Γ3mj = 0 lead to the constraints on the Wn and the matrix mie
given in Proposition (5.2). Both cases are summarized in the tables below.
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Case X1 F2 F3 mie H Wn
1.11 u (55) 0 mie,u = 0 (56) (57)
1.12 1 F2,u = 0 0 mie,u = 0 (58) (59)
1.21 u F2 F3 (61) – (63) (64) (65)
1.22 1 (66) F3 (61) – (63) (67) (68)
1.23 0 F2 F3 (70), (71) (73) (72)
m3r,3 6= 0 (75)
1.24 0 F2 F3 (70), (77) (73) (72)
m3r,3 = 0
Table 1: Summary of analysis in Case 1
5.8 Killing Lie Algebra
In (5.7) we found that there are only three particular forms for the Killing
vector in those CCNV spacetimes admitting an additional Killing vector,
depending on the choice of X1. The three cases depend on whether X1 is
linear in u, X1 is a constant or X1 is a function of u and x
3. The remaining
functions involved with X2 and X3 are functions of u and x
e, satisfying the
appropriate equations in the above two tables . We will label those spacetimes
admitting an additional Killing vector by its type; using (43) we may write
the three possible types for the Killing vector X as
XA = cn+ F2(u, x
e)ℓ+ F3(u, x
e)m3
XB = un+ [F2(u, x
e)− v]ℓ+ F3(u, xe)m3
XC = F1(u, x
3)n + [F2(u, x
e −D2F1v]ℓ+ [F3 −D3F1v]m3.
To see if these spacetimes admit even more Killing vectors we will examine
each case and consider the commutator with ℓ. Using the frame formalism,
the commutator of two vector-fields X = Xaea, Y = Y
beb is
[X, Y ] = Xaea(Y
b)− Y aea(Xb) + 2XaY cΓb[ac] (118)
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Case X1 F2 F3 mie H Wn
2.1 0 F2,r = 0 F3,e = 0 (71) (73) (72)
2.21 u (55) 0 mie,u = 0 (56) (57)
2.22 1 F2,u = 0 0 mie,u = 0 (58) (59)
2.23 u F2 F3,r = 0 (61), (98) (64) (65)
2.24 1 (66) F3,r = 0 (61), (98) (67) (68)
2.25 0 F2 F3,e = 0 (71), (98) (73) (72)
2.26 F1,r = 0 (116) (115) (112), (109), (113) (114)
(117) (98)
Table 2: Summary of Case 2, where Proposition (5.2) implies D3(Wn) = 0
and mie takes the special form (85)
When Y = ℓ we have that Y c = δc1 and from (46) Γ
b
1a = 0 so the commutator
is
[X, ℓ] = −ℓ(Xb). (119)
Thus in the Type A spacetimes there are no other required Killing vectors
except ℓ and X . Similarly in the Type B spacetimes, the commutator of ℓ
and X is
[XB, ℓ] = −ℓ (120)
this is just a scaling of a known vector so we may conclude in general that
Type B Spacetimes contain no additional Killing vectors other than ℓ and
X .
The most general case is more interesting because the commutator of X
and ℓ yields a new Killing vector
YC = [ℓ,XC] = D2F1ℓ+D3F1m3. (121)
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Clearly this will be a space-like Killing vector for all choices of F since its
magnitude is |YC| = (D3F1)2 > 0. The commutator of YC with ℓ vanishes
because F1 is a function of u and x
3, however the commutator of YC and XC
cannot in general be set to zero. A quick calculation gives ZC = [XC , YC ]
ZC = [F3D3D2F1 −D3F1D3F2 + (D2F1)2]ℓ
−(D3F1)2n+ [D2F1D3F1]m3 (122)
Thus because we assumed F1 6= 0 and D3F1 6= 0 we may never set ZC = 0
due to the coefficients of n. The Type C spacetimes admit at least one
additional spacelike Killing vector.
6 CSI CCNV spacetimes possessing an addi-
tional Killing vector
In section 4 it was shown that if a CCNV spacetime has constant scalar
curvature invariants to all orders its transverse metric gef must be locally
homogeneous. Applying this result we may write down the constraints for
a CSI CCNV spacetime to admit an additional Killing vector by choosing
an appropriate locally homogeneous Riemannian manifold for the transverse
space gef . This choice may affect the components of the Killing vector X .
Due to the local homogeneity of gef one may perform a coordinate trans-
formation so that the matrixmie is independent of u. Looking at the tables in
section 5.7 we note that Cases 1.11 - 1.13 and 2.21 - 2.23 already require that
mie be independent of u and there are no constraints on the Killing vector
components involving mie. Therefore the CSI spacetimes are the subcases
of these cases where the transverse metric is a locally homogeneous. The
remaining cases are more interesting since they involve a non-zero spatial
component of X .
6.1 Case 1
In Case 1.2 equation (60) implies that
F3,3 = 0 (123)
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while from (62)
mnr,3 = 0. (124)
The remaining equations (62), (60), (63) arose from (53), this may be rewrit-
ten as a differential equation for F3
Dn(logF3) = Γ3n3. (125)
It is possible to derive even more constraints on the transverse space through
the commutation relations [Di, Dn] applied to F3(u, x
r). To start, we note
that because of (46) and the u-independence of mie, [D2, Dn](logF3) becomes
DnD2(logF3) = 0. (126)
Next we consider [D3, Dn], since D3(logF3) = 0 and D3(m
r
n ) = 0 the com-
mutator is
[D3, Dn](logF3) = D3(Γ3n3) = 0.
However using (46) with k = 3 we find that
[D3, Dn](logF3) = Γ
m
[3n]Dm(logF3).
Thus we find two new constraints on the connection coefficients arising from
the transverse metric
D3(Γ3n3) = 0 (127)
Γm[3n]Γ3m3 = 0. (128)
With k, j > 3 in (46) we find that
[Dn, Dm](logF3) = 2Γ
p
[nm]Γ3p3
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whereas from (125) we have that
[Dn, Dm](logF3) = DnΓ3m3 −DmΓ3n3.
Equating the two gives another constraint on the transverse space,
Γp[nm]Γ3p3 = DnΓ3m3 −DmΓ3n3. (129)
Thus if we require the Killing vector to have a spatial component the connec-
tion coefficients arising from the transverse metric must satisfy the equations
(124), (127), (128) and (129). We will assume such a transverse metric has
been found in order to continue with the analysis.
Reconsidering (63) and solving form3r,3 leads to another differential equa-
tion
m3r,3 = F3
(
m33
F3
)
,r
(130)
and two possibilities, either m3r,3 vanishes or not.
If m3r,3 6= 0 we may integrate the above equation to find an expression
for m3r
m3r =
∫ (
m33
F3
)
,r
F3dx
3 +Br(x
s). (131)
Differentiating with respect to u we must have
(
F3,r
F3
)
,u
= 0. (132)
So that F3 is of the form
log(F3) = g3(u) + f3(x
r). (133)
The form of log(F3) above agrees with the differential equation given in
(125) and (126), where we expect f3 is determined by the Γ3n3. In this
32 D. McNutt, A. Coley, N. Pelavas
case, (124) and (131) are the only equations for the transverse metric so far.
The remaining constraints on the metric functions will vary for each subcase
depending on the choice of X1 = c1u+ c2.
If c1 6= 0, we see that H is given by
H = −1
u
(uD2F2 + F3D3F2 + F3D2F3). (134)
While the Wn satisfy the determining equation
D2(uWn) + F3D3Wn +Dn(F2 − uH) = 0 . (135)
If c1 = 0, F2 is no longer arbitrary it must satisfy the following equation
D2F2 + F3D3F2 + F3D2F3 = 0 (136)
H may be written as
H = F2 +
∫
m33D2F3dx
3 + A1(u, x
r), (137)
and the equation for Wn is now
D2Wn + F3D3Wn = DnF2 −DnH. (138)
If c1 = c2 = 0 then X1 vanishes, we know that this turns (61) – (63) into
the same set of differential equations (123), (124) and (125).
The remaining metric functions H and the Wn are
H = −
∫
m33D2F2
F3
dx3 + A2(u, x
r), (139)
Wn = −
∫
m33DnF2
F3
dx3 + En(u, x
r). (140)
If m3r,3 = 0 we find the following expression for m33
Dn
(
m33
F3
)
= 0. (141)
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.
This leads to the following equality
Dn(logm33) = Dn(logF3) = Γ3n3 (142)
Expanding this out we find the constraint,
m33,3m
3
r = (m
2
33),r (143)
The equations for the metric functions follow as above in the various cases
arising from X1 = c1u+ c2.
6.2 Case 2
If mie,u vanishes, Case 2.1 and Case 2.26 are now the same case. Due to
Proposition 5.2, equations (62) (60) (63) imply that
F3,e = 0. (144)
¿From (71) we find the familiar equation for F2:
F2,3 = −m33F3,u. (145)
The metric function H is given by equation (97) and Wn may be arbitrary
functions of u and xr.
In Cases 2.24 - 2.26 the vanishing of mie,u causes (61) and (63) to imply
F3,e = 0. (146)
So F3 is only a function of u. With this in mind the equations for the
remaining metric functions are the same as in (6.1), m3r,3 = 0, with the
additional constraints from Proposition (5.2).
In Case 2.27, equation (112) now implies
F1,u3 = 0. (147)
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The function F1 must be of the form
F1 = g1(u) + f1(x
3) (148)
g1 is an arbitrary function of u however, f1 satisfies the differential equation
in (109)
D3(logm33) = D3log(f1,3).
Letting c3 be arbitrary constant we have by integrating that
f1 = m33 + c3 (149)
Combining (148) and (149) yields
F1 = m33 + g1 + c3 (150)
¿From (115), F3 must be a function of u and x
r, the equations (116) and
(117) are
D2F2 − D2F1D3F1D3F2 = (
D2
2
F1
D3F1
)F3 +
D2F1
D3F1
D2F3 +
F1D2F1D
2
2
F1
D3F
2
1
, (151)
D3(F1DnF2) = D2F1DnF3. (152)
Assuming g′1 6= 0, dividing through (151) by g
′
1
f˙1
it is possible to solve for
D2F3, while dividing from g
′
1 in (152) we have DnF3, hence it is possible to
solve for F3 entirely in terms of F2 and g
′
1.
Simplifying (113) and (114) we find that,
H = − D
2
2F1
D3(F1)2
F1 − D2F3
D3F1
− D3F2
D3F1
(153)
Wn = −DnF3
D3F1
. (154)
IfD2F1 6= 0, dividing (151) by this then substituting this into the equation
for H gives,
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H = (
D22F1
D3F1
)F3 −D2F2. (155)
We note that F2 may be entirely an arbitrary function of u and x
3.
6.3 Summary of Constraints
As in the previous section we summarize our results for the existence of an
additional null Killing covector in a CSI CCNV spacetime. In order for a
CCNV spacetime to be CSI, we found in section 4 that the transverse space
must be locally homogeneous. This allows one to choose a coordinate chart
locally such that
mie,u = 0
so that many of the differential equations given in the previous section are
simpler. The results of this analysis are summarized below in the two tables.
In all cases the transverse metric is locally homogeneous, although it should
be noted that in subsection (6.1), if F3 6= 0 then the transverse space must
satisfy the following constraints
mnr,3 = 0
D3(Γ3n3) = 0
Γm[3n]Γ3m3 = 0
Γp[nm]Γ3p3 = DnΓ3m3 −DmΓ3n3. (156)
We also remind the reader that if m3r,3 = 0 equation (143) holds, so that m33
is independent of xr. In the second case the matrix mie, related to the locally
homogeneous transverse metric, must satisfy (85) in Proposition (5.2).
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Case X1 F2 F3 H Wn
1.11 u (55) 0 (56) (57)
1.12 1 F2,u = 0 0 (58) (59)
Table 3: Summary of Killing equations analysis in Case 1 for a CSI CCNV
spacetime, when F3 = 0
Case X1 F2 F3 H Wn
1.21a u F2 (133) (134) (135)
1.22a 1 (136) (133) (137) (138)
1.23a 0 F2 F3 (139) (140)
m3r,3 6= 0 (131)
Table 4: Summary of Killing equations analysis in Case 1 for a CSI CCNV
spacetime, when F3 6= 0 and m3r,3 6= 0
7 Application: Non-spacelike isometries
The metric for CCNV spacetimes (5) must be independent of v, varying
this coordinate value leaves the metric unchanged. With regards to the set
of CCNV spacetimes admitting an additional Killing vector, a good question
to ask is: which of these spacetimes admit a non-spacelike Killing vector for
all values v? In [25] this was considered for CSI CCNV spacetimes, however
the approach taken differs from the one presented in this paper.
While the frame was rotated so that the Killing covector X has one
spatial component X3 and the matrix mie is upper-triangular, a coordinate
transformation was made to eliminate H instead of W3. Regardless of these
coordinate changes, the equations (32) – (35) lead to the same form for the
Killing covector components given in (43). The non-spacelike requirement
for the Killing vector field maybe written as
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Case X1 F2 F3 H Wn
1.21b u F2 F3,3 = 0 (134) (135)
1.22b 1 (136) F3,3 = 0 (137) (138)
1.23b 0 F2 F3,3 = 0 (139) (140)
Table 5: Summary of Killing equations analysis in Case 1 for a CSI CCNV
spacetime, when F3 6= 0 and m3r,3 = 0
D3(X1)
2v2 + 2(D2(X1)X1 −D3(X1)F3)v + F 23 − 2X1F2 ≤ 0
Since v ∈ (−∞,∞) this implies that D3(X1) must vanish and either X1 is
independent of u or X1 = 0. Thus either X1 is constant or it vanishes en-
tirely. This requirement along with the u independence of mie from the CSI
condition lead to a simpler set of equations for the remaining components of
X , as such the commutator relations were ignored in [25] and the analysis
was done using the coordinate basis instead of the frame formalism. As such
the results of [25] agree with the results given in this paper, but only as
special subcases of 1.1 and 1.2 in the Table 7.2 given below.
Instead of the labour intensive approach given in [25] we may use the re-
sult of the previous section to find an answer to the question of non-spacelike
Killing vectors in CCNV spacetimes. Since X1 must be constant from the
non-spacelike requirement we have that Cases 1.11, 1.21, 2.21, 2.23 and 2.26
are no longer admissible. In the remaining cases the only constraint left is
for F2 and F3 is
F 23 − 2X1F2 ≤ 0. (157)
Hence we will divide the analysis into two cases depending on whether the
vector is timelike or null.
7.1 Timelike Killing vector fields
If we allow X to be a timelike Killing vector field, we have the constraint
that
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Case X1 F2 F3 H Wn
2.1 0 F2,r = 0 F3,e = 0 (73) (72)
mie,u = 0
2.21 u (55) 0 (56) (57)
F2,3 6= 0
2.22 1 F2,u = 0 0 (58) (59)
2.23 u F2 F3,e = 0 (134) (135)
2.24 1 (136) F3,e = 0 (137) (138)
2.25 (150) (151) F3,3 = 0 (153) (154)
(152)
Table 6: Summary of Case 2 for a CSI CCNV spacetime - Proposition (5.2)
implies D3(Wn) = 0 and mei takes the special form (85)
F 23 < 2c2F2 (158)
and so the cases with X1 = 0 (1.23,1.24,2.1 and 2.25) are no longer valid
since F3 is a real-valued function and with F
2
3 < 0. which is impossible and
so these cases will be disregarded. In the remaining cases (1.12, 1.22, 2.22
and 2.24) equation (158) is an additional constraint on F3 and F2. Thus the
Killing vector field X will always be of the form
n + F2(u, x
e)ℓ+ F3(u, x
r)m3. (159)
The requirement that F 23 < 2F2 does not affect the equations in the various
cases.
7.2 Null Killing vector fields
If X is null, and c2 6= 0 we can rescale n so that (157) implies that 2F2 = F 23 ,
from which we naturally find the helpful identity
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Da(F2) = Da(F3)F3. (160)
If F3 vanishes as in Case 1.12, F2 must vanish as well, so X takes the form
X = n. (161)
the remaining equations for the metric functions are now
H = A0(u, x
r) (162)
Wn =
∫
Dn(A0)du+ Cn(x
e). (163)
The transverse metric is unaffected by (157).
In Case 1.22, X is now
X = n+
F 23
2
ℓ+ F3m
3 (164)
taking equation (66) we find a differential equation for F3
D2(F3) +D3(F3)F3 = 0. (165)
This allows us to rewrite H as
H = A2(u, x
r). (166)
The constraining equation for the Wn is
D2(Wn) +D3(Wn)F3 = Dn(A2). (167)
We may rewrite (60) in a simpler form using (165)
m33,u
m33
=
D2(F3)
F3
. (168)
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This may be integrated to find m33 in terms of F3, assuming m33,u = 0,
however this is more useful as a differential equation.
The remaining two equations (62) and (63) are unchanged.
If c2 = 0, then X1 vanishes entirely and (157) implies that
F 23 = 0. (169)
If X1 = F3 = 0 then the Killing equations (49) – (54) implies F2 must be
constant. That is, our Killing covector is a scalar multiple of ℓ, so we will
disregard this as well as Case 2.1 and 2.25.
The remaining cases 2.22 and 2.24 are just a repetition of the above equa-
tions with the added constraints that Proposition (5.2) holds and mmn,u = 0.
In the first case where F3 = 0, this changes the Wn
Wn =
∫
Dn(A0)du+ Cn(x
r). (170)
No other metric functions are affected. When F3 6= 0, the additional con-
straints imply that (62) is satisfied trivially and (63) becomes
F3,r = 0. (171)
Lastly since D3(Wn) = 0, equation (167) implies
Wn = −
∫
Dn(A2)du+ A7(x
r). (172)
We summarize these results in the following table.
If we wish to find CSI CCNV spacetimes admitting Killing vectors which
are non-spacelike for all values of v, the above table will be helpful. The CSI
CCNV spacetimes are the subcases of the above cases, where the transverse
space is locally homogenous, allowing for a choice of coordinates where mie
is independent of u.
In case 1.1 and 2.1, none of the equations are affected by the vanishing of
mie,u, while in case 1.2 and 2.2 equation (168) is no longer applicable, instead
we look to (61) which implies that
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Case X1 F2 F3 mie H Wn
1.1 1 0 0 mie,u = 0 (162) (163)
1.2 1 1
2
F 23 F3 (168), (63) (166) (167)
(62)
2.1 1 0 0 mie,u = 0 (162) (170)
(85)
2.2 1 1
2
F 23 F3,r = 0 (168), (85) (166) (172)
mnr,u = 0
Table 7: Constraints on CCNV metric in order to allow null isometry.
F3,3 = 0. (173)
Unlike the previous cases, where no other function is affected by our
choice of coordinates, in case 1.2 (63) implies
mmr,3 = 0. (174)
From (62) we find the following differential equation for F3
Dn(logF3) = Γ3n3. (175)
The remaining constraints on the metric functions follows as in section 6
where the Killing vector X is of type A with some minor modifications due
to F2 =
1
2
F 23 . We will do a simple example to illustrate.
7.3 A simple example
To simplify matters, we will assume that the transverse space is locally homo-
geneous and that Γ3n3, m3r,3 both vanish. By Lemma 4.1 this will be a CSI
CCNV spacetime and since (124), (127), (128) and (129) are all satisfied, it
will also admit a null Killing vector X of the form
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X = n +
F 23
2
ℓ+ F3m
3 (176)
For brevity we will only consider the simpler subcase where it is assumed
that the components m3r are independent of x
3. Expanding Γ3n3 in terms of
the transverse space frame matrix
Γ3n3 = m3[r,3]m
r
n m
3
3 = −m33,rm rn m 33 (177)
Then by multiplying this by mnr we find that
m33,r = 0. (178)
This and equation (143) then implies that
m33,3m
3
r = 0. (179)
So that either m33,3 or m
3
r must vanish. If m
3
r = 0, the matrix mie will take
the form
m33 = m33(x
3)
m3r = 0 (180)
mnr = mnr(x
r).
On the other hand, if m33,3 = 0, it will be a constant, say M33, and then the
matrix mie is of the form
m33 =M33
m3r = m3r(x
r) (181)
mnr = mnr(x
r).
In either case, the choice does not affect the remaining metric functions and
Killing vector components.
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Noting (123) in (125), we may multiply by mns to see that F3 is at most
a function of u. However, from equation (168) we see that it must be a
constant. By requiring X to be null, we obtain F2 =
F 2
3
2
, and so (136) gives
no new information. The Killing vector may then be written as
n+
1
2
ℓ+m3, (182)
subtracting the known Killing vector 1
2
ℓ we find the spacelike Killing vector,
Y = n +m3. The metric function H is found to be an arbitrary function of
u and xr by (166), while Wn is determined by the linear partial differential
equation in (167)
D3Wn +D2Wn = DnH. (183)
Rewritting the above in coordinate form
Wˆr,3 + Wˆr,u = H,r. (184)
Applying the method of characteristics, the solution is written as
Wˆr =
1√
2
∫
L
H(u, xr)ds+ g(x3 − u) (185)
where g is an arbitrary function of one variable and L is the characteristic
line segment from the u-axis to an arbitrary point (x30, u0).
Thus we have found that in the subset of CSI CCNV spacetimes where
m33,r and Γ3n3 both vanish, there are no null Killing vectors other than ℓ.
However, these spacetimes always admit the space-like Killing vector
Y = n+m3. (186)
8 Conclusions
In this paper we have discussed the possibility of spacetimes with a covari-
antly constant null vector (CCNV ) ℓ admitting an additional Killing vector
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distinct from ℓ. Of particular interest are the set of CNNV spacetimes with
constant scalar curvature invariants (CSI CCNV spacetimes) containing an-
other Killing vector X . Taking the general form for a CCNV metric (5) we
calculated the connection coefficients and Riemman tensor components. In
doing so we found criteria for a CCNV spacetime to be CSI; the transverse
metric of (5) must be locally homogeneous.
With the connection coefficients calculated, we analyzed the Killing equa-
tions for a CCNV metric. By performing a coordinate transform to eliminate
Wˆ3 and another to rotate the frame so that m3 is aligned with the spatial
component of X , the equations simplify sufficiently in order to have expres-
sions or equations for the metric functions (H , Wˆn, mie) in terms of the
Killing vector components, Xa. Thus we found all of the CCNV spacetimes
which admit a Killing vector X and determined the three different forms X
may take; depending on whether X1 is constant, linear in u or a function of
u and x3. These results are summarized in the two tables in section 5. We
examined the Killing Lie Algebra arising from {ℓ,X}. The first two cases
have closed Lie Algebras (in fact, they commute). However, the last case
may or may not be closed depending on the choice of X1(u, x
3).
By requiring that the transverse metric gef is locally homogeneous, it is
possible to make a coordinate transform so that it is independent of u (i.e.
gef,u = 0), this causes the Bij = mie,um
e
j to vanish in the equations for the
metric functions in section 5, and so we find additional constraints on the
Wˆn, H . However, the equations involving mie and Xa must be reconsidered
and the choice of transverse space may affect the choice of the Killing vector
components Xa. In particular, if X has a non-zero spatial component, X3
and Proposition (5.2) in subsection 5.4 does not hold, the transverse space
must satisfy the following constraints
mnr,3 = 0
D3(Γ3n3) = 0
Γm[3n]Γ3m3 = 0
Γp[nm]Γ3p3 = DnΓ3m3 −DmΓ3n3.
But if X3 = 0, we may choose gef to be any locally homogeneous space or if
Proposition (5.2) holds the transverse space must be locally homogenous and
of the form (85). The tables at the end of section 6 summarize our results.
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As an application of sectons 5 and 6 we studied the set of CCNV space-
times admitting a special Killing vector, X , that is non-spacelike for all values
of the coordinate v. This requirement forces X to be of type A; that is, X1
is constant. As an illustration we presented a very simple example, a CSI
CCNV spacetime admitting a null Killing vector where the transverse space
satisfies m3r,3 = 0 and Γ3n3 = 0, in which the additional null Killing vector
will be n (up to the addition of a spacelike Killing vector).
References
[1] A. Coley, R. Milson, V. Pravda and A. Pravdova, Class. Quant. Grav.
21, 5519 (2004).
[2] A. Coley, S. Hervik and N. Pelavas, CSI spacetimes, Class. Quant. Grav.
23, 3053 (2006).
[3] A. Coley, A. Fuster, S. Hervik and N. Pelavas, Class. Quant. Grav. 23,
7431 (2006) [gr-qc/06110119].
[4] V. Pravda, A. Pravdova, A. Coley and R. Milson, Class. Quant. Grav.
19, 6213 (2002).
[5] A. Coley, A. Fuster, S. Hervik and N. Pelavas, JHEP 32 (2007)
[hep-th/0703256v1].
[6] A. Coley, A. Fuster and S. Hervik, Supergravity solutions with constant
scalar invariants, [hep-th/0707.0957v1]
[7] A. Coley, R. Milson, V. Pravda and A. Pravdova, Class. Quant. Grav.
21, L35 (2004).
[8] D. Amati and C. Klimcˇ´ık, Phys. Lett. B 219, 443 (1989); G.T. Horowitz
and A.R. Steif, Phys. Rev. Lett.
[9] G. T. Horowitz and A. A. Tseytlin, Phys. Rev. D 51, 2896 (1995).
[10] J. G. Russo and A. A. Tseytlin, Nucl. Phys. B 448, 293 (1995);
A. A. Tseytlin, Class. Quant. Grav. 12, 2365 (1995).
[11] R.R. Metsaev, Nucl. Phys. B625, 70 (2002); R. R. Metsaev and
A. A. Tseytlin, Phys. Rev. D 65, 126004 (2002).
46 D. McNutt, A. Coley, N. Pelavas
[12] J. G. Russo and A. A. Tseytlin, JHEP 0204, 021 (2002) &0209, 035
(2002); M. Blau, J. Figueroa-O’Farrill, C. Hull and G. Papadopou-
los JHEP 0201, 047 (2002); P. Meessen, Phys. Rev. D 65, 087501
(2002); J. Maldacena and L. Maoz, JHEP 0212, 046 (2002); M. Blau,
J. Figueroa-O’Farrill, C. Hull and G. Papadopoulos JHEP 0201,047
(2002).
[13] A.A. Coley, Phys. Rev. Lett. 89, 281601 (2002).
[14] J. M. Figueroa-O’Farrill, P. Meessen and S. Philip, Class. Quant. Grav.
22, 207 (2005).
[15] E. J. Hackett-Jones and D. J. Smith, JHEP 0411, 029 (2004).
[16] A. Kumar and H. K. Kunduri, Phys. Rev. D 70 (2004) [hep-th/104006]
.
[17] J. Gauntlett, O.A.P. Mac Conamhna, T. Mateos, D. Waldram, Phys.
Rev. D74, 106007 (2006) .
[18] V. Frolov and F. Lin, Phys. Rev. D 73 104028 (2006).
[19] V. P. Frolov and A. Zelnikov, Phys. Rev. D 72 (2005) [hep-th/104005] .
[20] M. Caldarelli, D. Klemm, E. Zorzan, Class.Quant.Grav. 24 1341 (2007)
[hep-th/0610126] . See also [hep-th/0411153].
[21] M.J. Duff, H. Lu, C.N. Pope and E. Sezgin, Phys. Lett. B 371, 206
(1996).
[22] V. Cardoso, O. J. C. Dias and J. P. S. Lemos,Phys. Rev. D 70 (2004) ,
[hep-th/024002v2].
[23] F. Pru¨fer, F. Tricerri, L. Vanhecke, Trans. Am. Math. Soc. 348, 4643
(1996).
[24] D. V. Alekseevskii and B. N. Kimmel’fel’d, Functional Analysis and Its
Applications, 9, No. 2, 97-102 (1975).
[25] D.D. McNutt, ”‘Higher Dimensional Spacetimes admitting a covariantly
Constant Null vector”’, Masters thesis (2008).
