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SUMMARY
The objective of this thesis is to introduce and formalize a framework to guarantee
task satisfaction for a robotic system, subject to a variety of constraints such as collision
avoidance with obstacles, inter-agent collision avoidance in the case of swarm robotic type
applications, connectivity constraints, and actuator constraints. In particular, this thesis is
aimed at guaranteeing task satisfaction for complex specifications such as motion planning
type problems for robotic systems such as autonomous vehicles and multi-robot systems.
To do this, we make use of a recently developed tool known as control barrier functions. In
addition, one of the major focus of this work is on the synthesis of controllers with real-time
implementation capabilities that are amenable to deployment on actual robotic systems.
The synthesized controllers are embedded in an optimization framework known as a
quadratic program, and hence feasibility of this program is an important issue that must
be addressed when executing complex, safety-critical tasks. This thesis will provide tech-
niques to address certain infeasibility scenarios which are not tackled in existing barrier
function-based methods. In addition, existing literature asserts certain assumptions which
are restrictive when dealing with complex task specifications. For example, a robot navi-
gating an unknown environment has no knowledge of the obstacles in the domain. Hence,
using the traditional barrier function-based framework is difficult since the unsafe regions
are unknown. We will illustrate such scenarios, and provide frameworks to guarantee task
satisfaction of the specification.
In addition to the algorithmic and theoretical contributions, we also implement our
techniques on differential drive robots in order to validate the efficiency and advantages of
the proposed methods. Algorithmic implementation insights and results are also discussed






Robotic systems such as the Boston dynamics SpotMini [1], Amazon’s warehouse robots [2],
or autonomous vehicles are tasked with executing complex behaviors while respecting a
wide range of physical and environmental constraints. Hence, controllers with formal
guarantees on task and constraint satisfaction are required for such applications. In par-
ticular, for safety-critical behaviors such as lane changing for autonomous vehicles, it is
imperative that the safety constraints are satisfied during execution of the task, since other-
wise it could lead to disastrous consequences. Similarly, motion planning tasks for systems
such as robotic manipulators [3], personal assistants [4], and quadrotors [5] involves com-
plex specifications to be satisfied by the system. Safety critical systems such as the power
grid [6] and automation floors [2] rely on distributed controllers in order to function in the
desired manner. These controllers are again tasked with satisfying complex specifications.
Hence, failure of these controllers can lead to a collapse of the safety critical infrastructure.
All these examples of existing technologies clearly illustrate the importance and need for
control synthesis frameworks that guarantee safety, while satisfying the task at hand.
This dissertation will provide fundamental results aimed at task execution with con-
straint satisfaction. We provide techniques to synthesize controllers that guarantee task
satisfaction without the need to perform computationally difficult methods such as abstrac-
tions of the state space. In particular, the emphasis is on the synthesis of controllers that are
amenable to real-time implementation on actual robotic systems. To achieve this, we use
tools from dynamical systems theory coupled with efficient convex optimization programs.
This chapter will provide mathematical background on these tools.
1
1.2 Mathematical Background
As discussed earlier, the main topic of this thesis is on the notion of safe task execution
for robotic systems. To that end, this section will provide background on the tools used to
address this objective. In particular, we discuss methods to guarantee safety and reacha-
bility, the formal task specification language, and the structure of the optimization-based
controller.
Control Barrier Functions
Consider a continuous time, control-affine dynamical system of the form
ẋ = f(x) + g(x)u , (1.1)
where f ∶ D → Rn and g ∶ D → Rn×m are locally Lipschitz continuous vector fields,
x ∈ D ⊂ Rn is the state of the system, and u ∈ Rm is the control input applied to the system.
Here, D is the compact domain in which the system operates.
Now, consider a set C = {x ∈ D ∣ h(x) ≥ 0} defined as the super-zero level set of a
function h. Given an initial condition x(0) ∈ C, we are interested in rendering C forward
invariant. That is, the system trajectory is constrained to stay within C for all time. This
is shown in Fig 1.1, where we see a robot that is avoiding an obstacle while trying to
reach the desired goal region. In this case, the desired safe set is all points outside of the
ellipsoidal obstacle. More formally, we are interested in guaranteeing safety for the system
by ensuring that x(t) ∈ C for all t ≥ 0.
Below, we formalize zeroing control barrier functions (ZCBFs), which guarantee for-
ward invariance of a desired safe set in the state space. This tool will be used to address the
safety constraints that are expected to be satisfied by the system. Before we introduce the
notion of ZCBFs, we define an extended class K function [7] α ∶ R → R as a function that
is strictly increasing and α(0) = 0.
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Figure 1.1: A differential drive robot moving towards a goal region, while avoiding the
ellipsoidal obstacle. In this case, the set C = {x ∈ R2 ∣ h(x) ≥ 0} is the safe set i.e. the set
of all positions of the robot outside the ellipse.
Definition 1 (Definition 3, [8]). [Zeroing Control Barrier Function (ZCBF)] A continu-
ously differentiable function h ∶ D → R is a zeroing control barrier function (ZCBF) if
there exists a locally Lipschitz extended class K function α such that for all x ∈ D,
sup
u∈Rm
{Lfh(x) +Lgh(x)u + α(h(x))} ≥ 0 (1.2)
where Lfh(x) = ∂h(x)∂x f(x) and Lgh(x) =
∂h(x)
∂x g(x) are the Lie derivatives of h along f
and g respectively. ◻
Let Σ ⊆ D be a safety set defined as Σ = {x ∈ D ∣ h(x) ≥ 0} where h ∶ D → R is a
ZCBF. The set of control inputs that satisfy (1.2) at any given state x ∈ D is then defined as
UΣ(x) = {u ∈ Rm ∣ Lfh(x) +Lgh(x)u + α(h(x)) ≥ 0}. (1.3)
One can guarantee forward invariance of desired sets under the existence of a valid
ZCBF as formalized in the following proposition.
3
Proposition 1 (Corollary 1, [8]). If h is a ZCBF, then any continuous feedback controller
satisfying u ∈ UΣ(x) renders the set Σ forward invariant for the system (1.1).
Proposition 1 provides necessary and sufficient conditions for constraining the system
trajectory to stay within the safe set Σ. Typical forward invariance constraints that one can
encounter when dealing with robotic systems include collision avoidance with obstacles,
connectivity maintenance and inter-robot collision avoidance in swarms of robots, or auto-
motive applications such as adaptive cruise control (ACC) where the vehicle must maintain
a minimum safe distance and speed from the vehicle ahead.
In addition to guaranteeing safety, ZCBFs also guarantee asymptotic convergence to the
safe set if the system starts outside the set. However, since we are interested in task execu-
tion and motion planning type applications where one could have a sequence of tasks that
need to be executed in finite time, we require finite time convergence guarantees. Hence,
we now define finite time convergence control barrier functions, first introduced in [9],
which guarantee finite time convergence to desired sets in the state space.
Definition 2 (Finite Time Convergence Control Barrier Function (FCBF)). A continuously
differentiable function h ∶ D → R is a finite time convergence control barrier function if
there exist parameters ρ ∈ [0,1) and γ > 0 such that for all x ∈ D,
sup
u∈Rm
{Lfh(x) +Lgh(x)u + γ ⋅ sign(h(x)) ⋅ ∣h(x)∣ρ} ≥ 0 (1.4)
where Lfh(x) = ∂h(x)∂x f(x) and Lgh(x) =
∂h(x)
∂x g(x). ◻
Let Γ ⊆ D be a target set defined as Γ = {x ∈ D ∣ h(x) ≥ 0} where h ∶ D → R. Let the
set of control inputs that satisfy (1.4) at any state x ∈ D be given by
UΓ(x) = {u ∈ Rm∣Lfh(x) +Lgh(x)u + γ ⋅ sign(h(x)) ⋅ ∣h(x)∣ρ ≥ 0} (1.5)
If h is a valid FCBF, then there exists a control input u that drives the state of the system
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x to the target set {x ∈ D ∣ h(x) ≥ 0} in finite time, as formalized next.
Proposition 2 (Proposition III.1, [9]). If h is a FCBF for (1.1), then, for any initial condi-
tion x0 ∈ D and any continuous feedback control u ∶ D → Rm satisfying u ∈ UΓ(x) for all
x ∈ D, the system will be driven to the set Γ in a finite time 0 < T <∞ such that x(T ) ∈ Γ,
where the time bound is given by T = ∣h(x0)∣
1−ρ
γ⋅(1−ρ) . Moreover, Γ is forward invariant so that
the system remains in Γ for all t ≥ T .
ZCBFs and FCBFs will form the basis for our control synthesis methodology. The
advantage of the above results is that one can encode them in computationally efficient,
convex optimization programs that will allow us to translate the above theoretical guaran-
tees into actual robotic platforms. To that end, next we discuss the structure of the convex
optimization program which uses the barrier functions as constraints.
Quadratic Program based controller
Given a FCBF or ZCBF h, the constraints (1.3) and (1.5) are affine in the control input u,
and hence they can be conveniently encoded as affine constraints in a quadratic program
(QP). Hence this formulation is amenable to efficient online computation of feasible control
inputs, and thus a good control strategy that can be deployed on actual robotic platforms.
In particular, for fixed x ∈ D, the requirement that u ∈ UΓ(x) and/or u ∈ UΣ(x) becomes a




s.t u ∈ UΓ(x) and/or u ∈ UΣ(x).
(1.6)
We note that (1.6) can encode both finite time reachability as well as forward invariance
requirements as constraints. This QP when solved, returns the point-wise in time, minimum
power control law that drives the system to the goal set Γ in finite time and/or guarantees
forward invariance of the safe set Σ. We will reference this idea of a QP based controller
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throughout this thesis in the context of our theoretical framework.
Remark 1. We note that multiple ZCBFs and multiple FCBFs can be encoded as separate
constraints in the QP. In this case, we solve a single QP with multiple barrier function
constraints. For example, see [8], [9].
Given the controller structure, and the techniques to guarantee safety and reachability,
the next step is to formally define the specification language which captures a wide range
of robotic tasks that the system has to satisfy. This is detailed below.
Linear Temporal Logic
Complex and rich system properties can be expressed succinctly using linear temporal
logic (LTL). The power of LTL lies in the wealth of tools available in the model checking
literature [10] which can be leveraged for the synthesis of controllers in the continuous
domain. LTL formulas are developed using atomic propositions which label regions of
interest within the state space. These formulas are built using a specific grammar. LTL
formulas without the next operator are given by the following grammar [10]:
φ = π ∣ ¬φ ∣ φ ∨ φ ∣ φUφ (1.7)
where π is a member of the set of atomic propositions denoted by Π, and φ is a proposi-
tional formula that represents an LTL specification. Since we deal with continuous time
systems in this work, the use of the “next” operator (◯) lacks meaningful interpretation,
and hence, this operator is not included in our framework. Nonetheless, a large class of
motion planning specifications (for example, the class of specifications proposed in [11])
do not require the next operator. In particular, finite time reachability specifications can be
encoded in our proposed work.
We use the standard graphical notation for the temporal operators including 2 (“Al-
ways”), 3 (“Eventually”), 32 (“Persistence”) and 23 (“Recurrence”). From the negation
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(¬) and the disjunction (∨) operators, we can define the conjunction (∧), implication (→),
and equivalence (↔) operators. We can thus derive for example, the eventually (3) and al-
ways (2) operators as 3φ = ⊺Uφ and 2φ = ¬3¬φ respectively. Below we provide informal
interpretations of these operators with respect to an LTL formula φ.
• 3φ is satisfied if φ is satisfied sometime in the future. That is, φ is satisfied at some
point of time in the future.
• 2φ is satisfied if φ is satisfied for all time. That is, φ is satisfied for all time.
• 32φ is satisfied if φ becomes satisfied at some point of time in the future and then
remains satisfied for all time.
• 23φ is satisfied if φ is satisfied infinitely often at various points of time in the future.
1.3 Thesis Outline
Below we provide an outline of the chapters in this thesis.
• Chapter 3: In this chapter, we introduce the framework for translating a given user
defined specification into a sequence of barrier certificate-based controllers. The
specification is formally defined in linear temporal logic (LTL). We describe a class
of LTL specifications which capture a wide range of complex behaviours expected
from a robotic system. Then, we provide algorithms which translate such a speci-
fication to a sequence of reachability objectives which are then encoded as barrier
certificate-based controllers. We also provide formal guarantees that the synthesized
trajectories from the framework satisfy the given task specification. We discuss tech-
niques to smoothly transition between different reachability objectives, and provide
guarantees on continuity of the control law as well
• Chapter 4: In this chapter, we illustrate a complex, multi-robot task where different
behaviors of robots are encoded using barrier functions, and we propose a frame-
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work that smoothly transitions between different graph structures required for each
behavior. We discuss the key assumptions of this framework and the one presented in
Chapter 3 which must be addressed when such techniques are used for safety-critical
applications
• Chapter 5: Enforcing reachability and safety constraints using barrier certificates
can prove to be strict in certain scenarios, and hence in this chapter, we provide two
techniques to alleviate infeasibiliy scenarios associated with traditional control bar-
rier function based methods. We provide motivating examples along with theoretical
results to showcase the advantages of our proposed approaches
• Chapter 6: When dealing with complex systems with differential constraints (non-
holonomic systems), then one has to account for such complexities in dynamics while
synthesizing controllers. In this chapter, we introduce a new finite time control bar-
rier function which can be used to satisfy both position and orientation reachability
requirements for a differential drive robot. We show that traditional finite time bar-
rier function techniques fail when considering such a system for this kind of task,
and provide techniques to guarantee feasibility and task satisfaction for the system
• Chapter 7: Traditional control barrier functions guarantee safety for the system
state, which is a point in the state space. However, in reality, robotic systems have a
volume associated with them. Hence, in this chapter, we introduce “Extent-Compatible
Control Barrier Functions” which guarantee safety for the shape of the robotic sys-
tem in addition to its state. We provide two approaches to enforce such a safety
constraints along with simulation and robotic implementation results
• Chapter 8: A key assumption that is prevalent in barrier functions literature is that
the robotic system has complete knowledge of the safe sets i.e. complete knowledge
of the barrier function that guarantees safety. However, this is a restrictive assumption
as we show in this chapter with a simple path planning task. We thus propose a data-
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driven approach wherein the robotic system learns the barrier function using sensory
inputs from the environment. Implementation results are provided which show the




In this chapter, existing research and state-of-the art methods in control barrier functions,
temporal logic based control of robotic systems, and machine learning based approaches
to barrier functions, are discussed. We provide a brief history of control barrier functions,
followed by a detailed literature survey.
2.1 Control Barrier Functions
Brief History
As motivated earlier, the requirement of safety is critical for all systems. Safety in the
context of continuous time dynamical systems has been studied since the early 1940’s.
Nagumo in his seminal work [12] provided necessary and sufficient conditions for invari-
ance of desired sets in the state space. In particular, given a dynamical system ẋ = f(x)
where x ∈ Rn is the state, the requirement that the system is forward invariant within a
desired set C ∶= {x ∈ X ∣h(x) ≥ 0} is satisfied by using Nagumo’s theorem which provides
necessary and sufficient conditions for set invariance by evaluating the time derivative of
the smooth function h on the boundary of the set C. That is,
C is forward invariant ⇐⇒ dh(x)
dt
≥ 0 for all x ∈ ∂C (2.1)
where ∂C = {x ∈ Rn∣h(x) = 0} is the boundary of the desired set.
Then, in the early 2000’s, “Barrier Certificates” were introduced in order to certify
safety in the context of nonlinear [13] and hybrid systems [14]. The authors in [13] and [14]
discussed the use of barrier functions in order to certify that a system would never enter an
unsafe set in the state space. In particular, the authors also explored the necessity of barrier
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certificates detailed in [15] and also discussed the application of barrier certificates in the
stochastic framework [16].
This idea of barrier certificates was then extended onto the control theoretic setting by
[17]. Given a safe set S in the state space defined by the smooth function h, the condition
for safety is
∃ u ∈ Rm s.t dh(x,u)
dt
≥ 0 Ô⇒ S is forward invariant (2.2)
Subsequently, the idea of uniting the stability property from Lyapunov functions and the
invariance property from barrier functions was combined together to form the “Control
Lyapunov Barrier Function” as discussed in [18]. However, the constraints in these works
are much stronger than necessary. Hence, this led to the development of the modern version
of control barrier functions introduced first in [19] and [20]. Given a safe set C ⊂ Rn, the
barrier function constraint which enforces forward invariance is given by
∃ u ∈ Rm s.t dh(x)
dt
≥ −α(h(x)) Ô⇒ C is forward invariant (2.3)
where α is a locally Lipschitz extended class K function.
This modern version of the barrier function constraint is the one used in this thesis. Sub-
sequent research in barrier functions is distributed over a wide range of domains ranging
from automotive applications, multi-robot tasks, autonomous vehicles, and robotic manip-
ulators. Below, we discuss literature pertinent to each of these applications.
Control Barrier Functions for Automotive Applications
Control barrier functions (CBFs) have been widely applied to problems in the area of auto-
motive control. The authors in [19] relaxed the earlier formulation of the barrier certificate
constraint (2.2). In particular, [19] first used the barrier function constraint in a quadratic
program (QP) to generate the control action which guaranteed satisfaction of the constraint.
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The QP formulation, by virtue of its convex cost and affine constraints in the control law,
resulted in superior computational advantages. Subsequently, in [8], the authors introduced
zeroing control barrier functions (ZCBFs) along with robustness properties associated with
the safety set. That is, upon perturbation, the system converges back to the safe set asymp-
totically. Again, this was shown with a case study in the context of adaptive cruise control.
The authors in [21] validate the previously described controllers on actual robotic hardware
consisting of scaled down model cars. Driver assist features such as adaptive cruise control
(ACC) are implemented in the car models. Recently, the authors in [22] have used CBFs
to address the issue of autonomous vehicles merging at an intersection subject to safety
constraints. The authors decompose the merging problem into a sequence of subproblems
each characterized by a separate QP with barrier function constraints.
Control Barrier Functions for Robotic Systems
In the domain of robotics, control barrier functions (CBFs) have been used extensively in
recent years. In particular, they have been used in the context of multi-agent systems to
guarantee collision avoidance between robots [23], [24], [25]. Given a minimum distance
to be maintained between the robots, the safety set is encoded as the super zero level-set
of a zeroing control barrier function (ZCBF) [8]. The authors then use a QP based con-
troller with the control barrier functions as affine constraints in the control law, in order to
guarantee forward invariance of this safety set. This in turn implies that the robots never
collide. Such a framework has also been applied to quadrotors [23] where the safety set is
considered to be a super ellipsoid which allows quadrotors to avoid collisions. In [26], the
authors combine ideas from reinforcement learning (RL) with discrete time barrier func-
tions in order to control a brushbot. The authors in [27] also discuss the use of Sum of
Squares (SOS) programming to synthesize control barrier functions which maximize the
volume of the invariant set within which the system is rendered forward invariant. The
authors in [28] address the issue of composability of multiple objectives using barrier func-
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tions. In particular, the authors use tools from non-smooth analysis in order to guarantee
the existence of a controller which satisfies the objectives for a multi-agent system. In our
paper [29], barrier functions that guarantee safety not just for the system state (center of
mass) of the robot but also its volume are introduced.
In addition to safety, finite time control barrier functions (FCBFs), first introduced in
[9], guarantee finite time convergence to desired sets in the state space as opposed to ze-
roing control barrier functions which only guarantee asymptotic converge to desired sets.
Recently, [9], [30], [31], [32], have explored finite time control barrier functions for finite
time reachability specifications. In [9] and [30], finite time barrier functions were used to
achieve smooth transitions between different behaviors in a multi-agent system. The key
objective in [9] and [30] was to ensure composability of different behaviors in order to
ensure that the graph formation is ready for the next desired behavior. In [32], the authors
proposed a method for the composition of multiple finite time barrier functions in order to
mitigate infeasibility issues associated with the QP based controller. The authors in [31]
developed a fully automated framework for the control of mobile robots under temporal
logic specifications, using barrier functions. Similar to [9], the authors in [33] use finite
time barrier functions for achieving graph formations which are r-robust. This allows for
the robots to achieve formations even in the presence of malicious robots.
Control barrier functions have also been used in the context of energy aware control
for robotic swarms and prioritization of tasks in robotic swarms. In particular, [34] used
control barrier functions in order to ensure that the energy levels of the system was never
depleted beyond a certain minimum threshold. This allows for execution of robotic tasks
over long periods of time during which conservation of energy levels is of key importance.
In [35], the authors use barrier functions to develop a prioritization scheme for tasks to be
performed by robotic swarms. This is useful in situations when one would require some
robots to ignore tasks in order to conserve energy and later prioritize other tasks.
Very recently, the authors in [36] have used control barrier functions with reinforcement
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learning in order to render systems safe during the learning process. However, the authors
consider affine barrier functions and assume that the barrier is provided to the system. As
part of our future work, we propose to overcome this limitation by using tools in machine
learning to compute the barrier function for arbitrary sets in real time.
Control Barrier Functions for High Relative Degree Systems
Traditional barrier function formulations assume that the control input u shows up in the QP
constraint (1.3) after taking one derivative of the barrier. That is, the authors in previously
described papers assume that the barrier functions are of relative degree one. However,
when using these techniques for complex system dynamics, especially with non-holonomic
systems, this assumption proves to be restrictive. This is because when the control input u
vanishes from the constraint (1.3), then there is no way to apply a control that guarantees
safety. Hence, the authors in [37], introduce a technique based on back-stepping in order to
generate barrier functions of high relative degree. Similarly, the authors in [38] introduce a
framework for synthesizing higher order barrier functions which is more generalized than
the previously discussed backstepping based paper. In this thesis, we discuss a specific
example of an infeasibility scenario where the barrier function is not of relative degree one,
and we utilize the structure of the proposed barrier function in order to alleviate this issue.
2.2 Temporal Logic based Control of Mobile Robots
Mobile robotic systems are expected to execute specifications which can be decomposed
into finite horizon tasks (reachability, persistence) and infinite horizon tasks (safety, persis-
tence, recurrence). In order to capture such specifications, linear temporal logic (LTL) is a
commonly used specification language. Given a specification in LTL, one can synthesize
robot trajectories using the tools available in model checking literature [10]. LTL based
control of robotic systems has been of extensive research in recent years. Among exist-
ing works, one of the main steps in LTL based control of robots is the construction of a
14
finite abstraction of the original system (see [39], [40], [41], [42]). This abstraction is a
graph that captures the different behaviors of the system. Given such an abstraction of the
dynamical system and an LTL specification, controllers can be automatically constructed
using an automata based approach [10], [43], [44], [41]. However, abstracting the system
is computationally expensive especially with complex dynamics and specifications. Hence,
methods to alleviate this expensive procedure have been explored. For example, [45], [46],
[47] uses mixed integer linear programs (MILPs) in order to generate the control action by
adopting an abstraction free technique. In the context of this thesis, we focus on abstraction
free techniques for the control of robotic systems subject to temporal logic specifications.
Recently, barrier functions have been used in conjunction with temporal logic. The au-
thors in [48] discuss the use of time varying control barrier functions for signal temporal
logic tasks (STL). In [48], the authors use a discretization free approach. Time varying bar-
rier functions are used for satisfying finite time reachability and invariance specifications.
The authors in [49], [50], [51] propose control approaches for STL tasks. Discrete time sys-
tems are considered by the authors and the methods result, even for single-agent systems,
in computationally difficult mixed integer linear programs (MILPs). Control frameworks
for the discrete time non-deterministic setup have been presented in [52]. Learning based
approaches coupled with temporal logic have appeared in [53], [54], [55]. The authors
in [56] present a method to obtain satisfaction guarantees for continuous time multi-agent
systems under a fragment of STL tasks. For single agent systems, such continuous time
guarantees have been presented in [57], where a non-convex optimization problem may
have to be solved.
2.3 Barrier Functions and Machine Learning
In recent years, there has been a growing interest in using tools from the machine learning
community to address technology gaps in barrier function-based methods. Indeed, the ad-
vantages of model-free approaches help alleviate certain assumptions in existing literature.
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In particular, the combination of learning based techniques with barrier functions has made
their applicability more widespread and has garnered interest in the industry as well.
An imitation learning based approach was adopted by the authors in [58] in order to
synthesize valid control barrier functions using trajectories and control inputs obtained
from an expert provided dataset. The authors in [59] similarly use a neural network trained
over a dataset of expert trajectories in order to synthesize valid barrier functions. These
approaches however rely on a dataset of expert trajectories being available, which is quite
restrictive, and does not necessarily hold in the real world. In contrast to the above ap-
proaches, the techniques discussed in this thesis are more suited for the case where an
expert dataset is not available, and one has to synthesize the barrier functions during run-
time. Barrier functions and machine learning was combined in a different context in the
paper [60] where barrier functions guaranteed safety in a reinforcement learning framework
during the exploration prcess. One of the major challenges in reinforcement learning is to
guarantee safety for the system during the learning process, and hence barrier functions
were rightfully used for this requirement. The authors in [61] used the Dataset Aggrega-
tion (DAgger) algorithm and proposed a novel approach for learning uncertainties in the
system model which affects the evolution of a control barrier function. The functionality




Safe Robotic Task Execution
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CHAPTER 3
FROM TASK SPECIFICATIONS TO CONTROLLERS: A TEMPORAL LOGIC
AND BARRIER FUNCTIONS APPROACH
In this chapter, we present an architecture for the control of robotic systems subject to linear
temporal logic specifications using control barrier functions, which addresses some of the
challenges associated with the examples discussed in Chapter 1. In particular, we propose
an abstraction-free framework which provides computational advantages over other tempo-
ral logic based control techniques. We provide an automatic framework to translate a given
task into a sequence of barrier certificate-based controllers, and provide formal guarantees
that the synthesized trajectories from the controller satisfy the given task.
Zeroing control barrier functions (ZCBFs) guarantee asymptotic convergence to desired
sets [8]. However, since we focus on motion planning specifications, we require finite
time reachability guarantees. Recently, [9], [32] have introduced finite time control barrier
functions for finite time reachability specifications. In [9], finite time barrier functions were
used to achieve smooth transitions between different behaviors in a multi-agent system.
The key objective in [9] was to ensure composability of different formation behaviors by
making sure that the multi-agent communication graph is appropriate for the next desired
formation, whereas in [32], a method for the composition of multiple finite time barrier
functions was introduced. Barrier functions have also been introduced in hybrid systems
theory [62] to guarantee forward invariance of hybrid inclusions.
Finite and infinite horizon specifications which are useful for mobile robotic systems
can be conveniently encoded using linear temporal logic (LTL). The power of LTL origi-
nates from the wealth of tools available in the model checking literature [10] which allows
for generating trajectories for the robots given a specification in temporal logic. LTL based
control of robotic systems has been well studied and standard methods first create a fi-
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nite abstraction of the original dynamical system [39], [40], [41], [42]. This abstraction
can informally be viewed as a labeled graph that represents possible behaviors of the sys-
tem. Given such a finite abstraction, controllers can be automatically constructed using
an automata-based approach [41], [10], [43], [44]. However, abstracting the state space is
computationally expensive especially with complex system dynamics and specifications.
In the presented framework in this chapter, we avoid the difficulties associated with
computation of any automaton from the specification or a discretization of the state space.
Since CBFs can be conveniently encoded within a QP, the controller is amenable to real
time implementations without the need for an abstraction of the state space or the system
dynamics. Other authors have explored discretization free techniques as well. The authors
in [48] discuss the use of time varying control barrier functions for signal temporal logic
tasks (STL). In [63], the authors use time-varying barrier functions for control of coupled
multi-agent systems subject to STL tasks. In both [48] and [63], the authors do not al-
low for repetitive tasks, a specification which can be captured by our proposed framework.
The authors in [49], [50], [51] discuss control methods for STL tasks. However, the meth-
ods proposed result in computationally expensive mixed integer linear programs. Control
methods in the discrete time non-deterministic setting have been explored by [52]. Learn-
ing based frameworks are discussed by the authors in [53], [54], [55]. Control techniques
for continuous-time multi-agent systems given fragment of STL tasks has been presented in
[56]. The authors in [57] discuss a similar continuous time method. However, a non-convex
optimization problem may have to be solved.
In this chapter, we propose a barrier function-based controller framework to synthesize
system trajectories that satisfy a given user defined specification. In particular, the proposed
framework automatically translates the user defined specification formalized in a subset of
LTL to a sequence of barrier function-based quadratic programs. The approach adopted in
this chapter is a discretization free approach which alleviates some of the computational is-
sues arising from abstraction based control of mobile robots [39, 40, 41, 42, 43, 44]. Then,
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we provide formal guarantees that the proposed controller framework produces a system
trajectory that satisfies the given specification. The proposed family of LTL specifications
in our work can capture more complex specifications than the fragment considered in [48,
63]. In addition, our guarantees are different from other chapters on temporal logic based
control using barrier functions [48, 63] in that we characterize the family of trajectories
that satisfy the given specification, and then prove that the proposed controller indeed pro-
duces a trajectory that belongs to the set of satisfying trajectories. The trajectory generated
by the proposed CBF based controller is analyzed and the guarantees of CBFs translate to
guarantees on the system trajectory.
3.1 Problem Setup
We consider a continuous time mobile robotic system in control-affine form as in (1.1). We
assume that the domain X contains regions of interest which are labeled by a set of atomic
propositions Π = {π1, π2, π3, . . . , πn} with the labeling function L ∶ X → 2Π so that π ∈ Π
is true at x ∈ X if and only if π ∈ L(x). These regions may overlap and need not constitute
a partition or cover of X . For each σ ∈ 2Π, we have L−1(σ) = {x ∈ X ∣ σ = L(x)}. Let
Πaug = {π1, π2, . . . , πn, π1, π2, . . . , πn} be the augmented set of atomic propositions where
we define πi = ¬πi for all i ∈ {1,2, . . . , n}. The set Πaug is also called the set of literals
[10]. Thus, we identify ¬πi = πi for all i ∈ {1,2, . . . , n}. In addition, define
S(Πaug) = {J ⊂ Πaug ∣π ∈ J Ô⇒ ¬π /∈ J for all π ∈ Πaug} (3.1)
P (Πaug) = {J ⊂ Πaug ∣ (πi ∈ J)⊕(πi ∈ J) for all i ∈ {1,2, . . . , n}} (3.2)
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where ⊕ is the exclusive disjunction operator. Observe that P (Πaug) ⊂ S(Πaug). A subset
of Πaug belongs to the family S(Πaug) if it does not contain an atomic proposition and
its negation simultaneously, and it further belongs to P (Πaug) if it contains each atomic
proposition exclusive-or its negation.
We consider a fragment of LTL, denoted by LTLrobotic, which is a modification of
the fragment considered in [64]. Our proposed fragment covers a large class of motion
planning tasks, such as the ones discussed in [11], expected from a robotic system.
Definition 3 (Fragment of LTL). The fragment LTLrobotic is defined as the class of LTL
specifications of the form
φ = φglobe ∧ φreach ∧ φrec ∧ φact (3.3)
where φglobe = 2ψ1, φreach = ⋀
j∈I2
3ψj2, φrec = ⋀
j∈I3
23ψj3 and φact = 32ψ4. Here I2 and I3
are finite index sets and ψ1, ψ
j
2 for all j, ψ
j
3 for all j and ψ4 are propositional formulas of
the form ψi = ⋀
π∈Ji
π with Ji ∈ S(Πaug) for all i ∈ {1,4}, ψji = ⋀
π∈Jji
π with J ji ∈ S(Πaug) for
all i ∈ {2,3} and for all j ∈ Ii. ◻
Below we provide informal definitions of the specifications appearing in the above def-
inition.
• φglobe: This type of specification captures properties that must hold throughout the
execution of the system. For example, collision avoidance with obstacles must hold
at all times when a robot is navigating in the workspace.
• φreach: Specifications of this form capture finite time reachability requirements for the
system. For example, a robot must reach a region of interest within a finite time.
• φrec: This recurrence specification captures, for instance, scenarios where the system
must visit regions infinitely often. For example, a robot must visit room A and room
B infinitely often.
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• φact: This type of specification captures persistence requirements. For example, a
robot must reach a region and then stay within the region for all time.
As compared to [64], we additionally incorporate reachability specifications (3) with-
out increasing the system complexity due to the abstraction free nature of our proposed
framework. We do not include response-to-environment specifications (2(A Ô⇒ 3B))
since time-varying or reactive system specifications are not considered in the context of our
proposed barrier function framework. With regard to other widely used fragments, our pro-
posed fragment allows for persistence (32) which cannot be expressed by the Generalized
Reactivity (GR(1)) fragment or computation tree logic (CTL) [65]. Our proposed fragment
also allows for repetitive tasks (φact and φrec) which cannot be captured by the fragment
considered in very recent work on barrier function based control using temporal logic [48,
63]. A wide range of robotic tasks such as path planning, environmental monitoring, long-
duration autonomy, and coverage can be expressed using our proposed fragment.
For any propositional formula ψ omitting temporal operators (e.g., a conjunction of
literals), we define the proposition set, denoted JψK, as the set of all states that satisfy ψ.
That is,
JψK = {x ∈ X ∣ L(x) ⊧ ψ} (3.4)
where L(x) ⊧ ψ signifies that ψ is true under the evaluation for which all and only propo-
sitions in L(x) ⊂ Π are true.
We assume that for each atomic proposition π ∈ Π, there exists a continuously differen-
tiable function h ∶ X → R such that JπK = {x ∈ X ∣hπ(x) ≥ 0}. In this chapter, similar to the
assumption in [8], we assume that Lghπ(x) ≠ 0 for all x ∈ X . We ignore the measure-zero
set {x ∈ X ∣hπ(x) = 0}, and identify JπK = {x ∈ X ∣hπ(x) < 0} for each π ∈ Π. Thus we
define hπ(x) = −hπ(x) for all π ∈ Π.
The fragment LTLrobotic encompasses a class of specifications which cover properties
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such as finite time reachability, persistence, recurrence, and invariance. These properties
are useful to express a number of common robotic system specifications.
Recall that for any σ ∈ 2Π, L−1(σ) = {x ∈ X ∣σ = L(x)}. We define a trace as a
sequence of sets of atomic propositions. The trace of a trajectory x(t) of a continuous
time dynamical system is defined as the sequence of propositions satisfied by the trajectory.
As formalized in [66], an infinite sequence σ = σ0σ1 . . . where σi ⊆ Π for all i ∈ N is the
trace of a trajectory x(t) if there exists an associated sequence t0t1t2 . . . of time instances
such that t0 = 0, tk → ∞ as k → ∞ and for each m ∈ N, tm ∈ R≥0 satisfies the following
conditions:
• tm < tm+1
• x(tm) ∈ L−1(σm)
• If σm ≠ σm+1, then for some t′m ∈ [tm, tm+1], x(t) ∈ L−1(σm) for all t ∈ (tm, t′m),
x(t) ∈ L−1(σm+1) for all t ∈ (t′m, tm+1), and either x(t′m) ∈ L−1(σm) or x(t′m) ∈
L−1(σm+1).
• If σm = σm+1 for some m, then σm = σm+k for all k > 0 and x(t) ∈ L−1(σm) for all
t ≥ tm.
The last condition of the above definition implies that a trace contains a repeated set
of atomic propositions only if this set is then repeated infinitely often. This is useful to
capture for example, a stability condition of the system. By forbidding repetitions in other
cases, we ensure that a particular trajectory possesses a unique trace. This exclusion is
without loss of generality since we only consider LTLrobotic specifications without the next
operator. We now define the problem statement that is addressed in this chapter.
Problem Statement 1. Given a specification in LTLrobotic as in (3.3) which is to be satis-
fied by a continuous time robotic system with dynamics as in (1.1), synthesize a point-wise
minimum norm controller as in (1.6) which produces a system trajectory whose trace sat-
isfies the given specification.
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We are interested in generating system trajectories using controllers of the form (1.6),
which guarantee satisfaction of the given LTLrobotic specification. As a secondary objective,
we are interested in achieving the stated task by expending minimum power, point-wise in
time. These objectives are captured by the problem statement. Note that a key requirement
in order to address the above objective is feasibility of the controller. This is taken as an
assumption in this chapter, however we touch upon this and other standard assumptions in
subsequent chapters of the thesis.
3.2 Synthesis and Analysis of Quadratic Program-Based Controller
In this section, we detail the theoretical framework which provides formal guarantees that
the quadratic program (QP) based controller indeed produces a system trajectory that sat-
isfies the given specification. We also describe the methodology to synthesize the barrier
funtion based QP controller given an LTLrobotic specification.
3.2.1 Lasso Type Constrained Reachability Objectives
It is well established that if there exists a trace that satisfies a specification belonging to
the fragment LTLrobotic, then there exists a trace which satisfies the specification in lasso
or prefix-suffix form ([10], pp 272), where a trace σ is in lasso form if it is comprised of
a finite horizon prefix σpre and a finite horizon suffix σsuff that is repeated infinitely often.
Both σpre and σsuff are finite sequences of sets of atomic propositions such that the trace σ
is equal to the prefix followed by an infinite repetition of the suffix. Such a lasso-type trace
is denoted as σ = σpre(σsuff)ω, where ω denotes infinite repetition. Atomic propositions of
a continuous time dynamical system are subsets of the domain, and, hence, it is possible
to interpret such lasso traces as sequences of constrained reachability problems in lasso
form, which forms the basis of our control synthesis methodology. This is formalized in
the following definitions.
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Definition 4 (Constrained reachability objective). Given a target set Γ ⊂ X and a safety
set Σ ⊂ X , the constrained reachability objective, denoted by R(Σ,Γ), is defined as the
reachability problem to be solved so that the state of the system reaches the set Γ in finite
time while remaining in Σ until it reaches Γ. ◻
The constrained reachability objective for a system (1.1) is solved from a given ini-
tial condition in Σ if a control policy is found which drives the state of the system to Γ
while remaining in Σ until it reaches Γ. For example, a reachability objective denoted by
R(B,A) signifies that the system must reach region A in finite time while staying in region
B until it reaches regionA. The constrained reachability objective implies finding a control
policy that solves the above objective successfully. The main intuition of our framework is
that given a reachability objective R(Σ,Γ), one can encode the safety set Σ using zeroing
barrier functions, and the target set Γ using finite time barrier functions.
In order to encode complex objectives such as recurrence and persistence, we need
to capture repetitive behavior, and hence, below we formally define a “Lasso Type Con-
strained Reachability Sequence” which can enncode complex objectives as a sequence of
reach-avoid problems.
Definition 5 (Lasso Type Constrained Reachability Sequence). A lasso-type constrained
reachability sequence is a sequence of constrained reachability objectives in lasso form
such that each subsequent safety set is compatible with the prior goal set. That is, a lasso-
type constrained reachability sequence has the form
Rlasso = (R1R2 . . .Rp)(Rp+1,Rp+2 . . .Rp+`)
ω
, (3.5)
where p > 0, ` ≥ 1, and each Rj = R(Σj,Γj) for some Γj,Σj ⊂ X satisfying Γj ⊆ Σj+1 for
all j ∈ {1,2, . . . , p + ` − 1} and Γp+` ⊆ Σp+1. The sequence (R1R2 . . .Rp) is a finite horizon
prefix objective and (Rp+1,Rp+2 . . .Rp+`) is a finite horizon suffix objective that is repeated
infinitely often. ◻
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The lasso-type constrained reachability sequence is considered feasible if each con-
stituent reachability objective is solved successfully in sequence. For example, consider
the task specification, “The robot must first visit region A, then region B, while avoiding
the obstacle C. The lasso-type reachability sequence that satisfies this task is given by
Rlasso = (R1R2)(R3)
ω
where R1 = R(C,A), R2 = R(C,B) and R3 = R(C,∅). Note that if p = 0, then the finite
prefix has length zero and the lasso sequence is then given by
Rlasso = (R1,R2 . . .R`)
ω
. (3.6)
A reachability objective Ri is said to be solved successfully if the state of the system x(t) ∈
Γi ∩Σi for some t ∈ (0,∞) and for any i ∈ {1,2, . . . , p + `}.
By the preceding discussion, if there exists a trace that satisfies a given LTLrobotic
specification, then there exists a lasso-type constrained reachability sequence which, if
feasible, guarantees that the system satisfies the LTLrobotic specification. One can view the
lasso type reachability sequence as a bridge between the LTLrobotic specification and the
set based approach of our proposed controller. The lasso-type reachability sequence is akin
to lasso runs that one would encounter in an automata-based approach to control synthesis.
3.2.2 Construction Of Lasso-type Reachability Sequence
Consider a LTLrobotic specification φ as in (3.3). Given φ, our first objective is to gen-
erate the lasso-type constrained reachability sequence of the form (3.5). To do this, we
formally define a lasso template. Given a LTLrobotic specification φ, a lasso template is an
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enumeration of the form
O2 ∶ {1,2, . . . , k}→ I2 (3.7)
O3 ∶ {1,2, . . . , `}→ I3 (3.8)
where the index sets I2 and I3 are as per Definition 3 and k = ∣I2∣ and ` = max{∣I3∣,1}.
Note that it is computationally straightforward to obtain some lasso template simply by
arbitrarily enumerating the elements of the index sets I2 and I3. A lasso-type reachability
sequence of the form (3.5) or (3.6) is constructed using Algorithm 1. The LTLrobotic spec-
ification, and the lasso template O2 and O3 are the inputs to Algorithm 1. The output is a
lasso-type constrained reachability sequence of the form (3.5) or (3.6).
3.2.3 Synthesis of Quadratic Program based Controller
We next encode the reachability objectives as finite time and zeroing control barrier
functions in a QP. This is described in Algorithm 2. Each Γi is encoded with FCBFs
with (1.5) or (5.6) as constraint(s) whereas each Σi is encoded with ZCBFs with (1.3)
as constraint(s) in the QP. The designer is free to choose a locally Lipschitz α function for
(1.3). In order to solve a particular reachability objectiveRi(Σi,Γi) where i ∈ {1,2, . . . , n},
we solve a QP as in (1.6). Note that solving a QP in real time is typically done in a few
milliseconds, and hence Algorithm 2 is amenable to real time implementation on robotic
platforms. The next step is to provide theoretical guarantees that the trajectory generated
by the barrier certificates based controller in Algorithm 2 indeed satisfies the specification.
The next section builds the required machinery and provides a formal guarantee that if
the QP from Algorithm 2 is feasible, then the trace of the system trajectory satisfies the
specification.
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Algorithm 1 Lasso-type Reachability Sequence Generator
Input : φ, O2, O3
Output: Rlasso
1: if J4 ≠ ∅ then
2: p← k + 1
3: if k ≠ 0 then
4: Γi = JψO2(i)2 K for all i = 1,2, . . . , p − 1
5: Σi = Jψ1K for all i = 1,2, . . . , p − 1
6: end if
7: Γp = Jψ4K
8: Σp = Jψ1K
9: Γp+i = JψO3(i)3 K for all i = 1,2, . . . , `
10: if J1 = ∅ then
11: Σp+i = Jψ4K for all i = 1,2, . . . , `
12: else
13: Σp+i = Jψ1K ∩ Jψ4K for all i = 1,2, . . . , `
14: end if
15: Ri = Ri(Σi,Γi) for all i = 1,2, . . . , p + `
16: return Rlasso as in (3.5)
17: else
18: p← k
19: if p ≠ 0 then
20: Γi = JψO2(i)2 K for all i = 1,2, . . . , p
21: Γp+i = JψO3(i)3 K for all i = 1,2, . . . , `
22: Σi = Jψ1K for all i = 1,2, . . . , p + `
23: Ri = Ri(Σi,Γi) for all i = 1,2, . . . , p + `
24: return Rlasso as in (3.5)
25: else
26: Γp+i = JψO3(i)3 K for all i = 1,2, . . . , `
27: Σp+i = Jψ1K for all i = 1,2, . . . , `
28: Ri = Ri(Σi,Γi) for all i = 1,2, . . . , p + `




Algorithm 2 Quadratic Program based Controller
Input : Rlasso
1: if p ≠ 0 then
2: for i = 1,2, . . . , p do
3: Encode Γi with FCBFs
4: Encode Σi with ZCBFs
5: while x ∉ Γi do




10: while true do
11: for i = p + 1, . . . , p + ` do
12: Encode Γi with FCBFs
13: Encode Σi with ZCBFs
14: while x ∉ Γi do




3.2.4 Analysis Of Trajectory Generated by QP Controller
Observe that there is a one-to-one correspondence between elements of P (Πaug) and sub-
sets of Π. Let ι ∶ 2Π → P (Πaug) ⊂ 2Πaug be the canonical bijective mapping for a subset
σ ∈ 2Π with the corresponding mapping ι(σ) ∈ P (Πaug) given by,
π ∈ σ ⇐⇒ π ∈ ι(σ) and π /∈ σ ⇐⇒ π ∈ ι(σ). (3.9)
For notational convenience, we do not explicitly differentiate between a subset σ ⊂ Π and
its mapping ι(σ) ∈ P (Πaug).
Given Algorithm 2, we now provide formal guarantees which prove that the QP from
Algorithm 2 indeed produces a system trajectory which satisfies the system specification.
This is done by leveraging the formalism of LTL and the guarantees of control barrier
functions. To that end, below we formalize the set of all system trajectories that satisfy a
given LTL specification, based on the user define lasso template (3.7).
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Definition 6 (Descendant). Given a LTLrobotic specification φ with a lasso template O2
and O3, a descendant of the lasso template is any infinite length sequence of the form
σ = {σ1,1σ1,2 . . . σ1,n1}{σ2,1σ2,2 . . . σ2,n2} . . .{σp,1σp,2 . . . σp,np} . . . , (3.10)
where σi,j ∈ P (Πaug) for all i = 1,2, . . . , j = 1,2, . . . , ni and
1. J1 ⊆ σi,j for all i ∈ {1,2, . . . , p} and for all j ∈ {1,2, . . . , ni}
2. JO2(i)2 ⊆ σO2(i),nO2(i) for all i ∈ {1,2, . . . , k}
3. J4 ⊆ σp,np
4. JO3(i)3 ⊆ σm,nm where m = p + d` + O3(i) for all d ∈ {0,1,2 . . .} and for all i ∈
{1,2, . . . , `}
5. J1 ∪ J4 ⊆ σi,j for all i ∈ {p + 1, . . .} and for all j ∈ {1,2, . . . , ni}. ◻
Intuitively, a descendant σ of a given template is a sequence of atomic propositions
visited by the system such that it respects the safety sets Σi and also reaches the target sets
Γi in a finite time for all i ∈ {1,2, . . . , p+ l}. Consider the example discussed before, where
a robot must first visit region A, then region B while avoiding the obstacle C. The lasso
template for this task is O2(1) = A, O2(2) = B. Given this template, one valid instantiation
of the descendant (3.10) is
σ = {{Ā, B̄, C̄}{A, B̄, C̄}}{{Ā, B̄, C̄}{Ā,B, C̄}}{{Ā,B, C̄}}
ω
,
which satisfies the conditions of Definition 6. In (3.10), each set σi = {σi,1σi,2 . . . σi,ni}
corresponds to the ith constrained reachability objective in the lasso sequence (3.5) or (3.6)
and the set σp = {σp,1σp,2 . . . σp,np} is the last constrained reachability objective in the finite
prefix part of the lasso sequence after which the sequence switches to the suffix.
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Proposition 3. Given a lasso template for a LTLrobotic specification φ as in (3.3), any
descendant σ of this template is such that σ ⊧ φ.
Proof. Let φ = φglobe ∧ φreach ∧ φrec ∧ φact be a specification as in (3.3). Let O2 and O3
be a lasso template for the specification. Let σ be a descendant of the lasso template as in
Definition 6.
We provide a proof by construction by considering four individual cases for the speci-
fication φ. Then, since conjunction preserves the results from these cases (Fig 5.2, pp 236
[10]), we combine them to provide a proof for the entire fragment of LTL.




πm, where πm ∈ Πaug. Thus we have
J1 = {π1, . . . , πn}, JO2(i)2 = {∅} for all i ∈ {1,2, . . . , k}, J
O3(i)
3 = {∅} for all i ∈ {1,2, . . . , `}
and J4 = {∅}. A descendant trace of the template is as per Definition 6. Thus, from
condition 1 in Definition 6 , we observe that J1 = {π1, . . . , πn} ⊆ σi,j for all i ∈ {1,2, . . .}
and for all j ∈ {1,2, . . . , ni}. Hence, we can conclude that σ ⊧ φglobe.




πm where πm ∈ Πaug. Thus we have
J1 = {∅}, JO2(i)2 = {∅} for all i ∈ {1,2, . . . , k}, J
O3(i)
3 = {∅} for all i ∈ {1,2, . . . , `} and
J4 = {π1, . . . , πn}. A descendant trace of the template has a closed form expression as in
Definition 6. Thus, from condition 3 in Definition 6, we have J4 ⊆ σp,np , and from condition
5 in Definition 6, we observe that J4 = {π1, . . . , πn} ⊆ σi,j for all i ∈ {p + 1, p + 2, . . .} and
for all j ∈ {1,2, . . . , ni}. Hence, we can conclude that σ ⊧ φact.
Case 3: Suppose φ = φreach = ⋀
j∈I2
3ψj2. Thus we have J1 = {∅}, J
O3(i)
3 = {∅} for
all i ∈ {1,2, . . . , `} and J4 = {∅}. A descendant trace of the template has a closed form
expression as in Definition 6. Thus, from condition 2 in the definition, we observe that
J
O2(m)
2 = {π1, . . . , πn} ⊆ σO2(m),nO2(m) for all m ∈ {1,2, . . . , k}. Hence, we can conclude
that σ ⊧ φreach.
Case 4: Suppose φ = φrec = ⋀
j∈I3
23ψj3. Thus we have J1 = {∅}, J
O2(i)
2 = {∅} for
all i ∈ {1,2, . . . , k} and J4 = {∅}. A descendant trace of the template has a closed form




3 = {π1, . . . , πn} ⊆ σm,nm for all m = p+ dl +O3(q), for all d ∈ {0,1,2 . . .} and for all
q ∈ {1,2, . . . , `}. Hence, we can conclude that σ ⊧ φrec.
Thus, by combining the results from Cases 1, 2, 3 and 4 with conjunction [10] (Fig
5.2, pp 236 [10]), we can conclude that σ satisfies φ = φglobe ∧ φreach ∧ φrec ∧ φact. That is,
σ ⊧ φ. ∎
Next we state Theorem 1 which provides a theoretical guarantee that if Algorithm 2 is
feasible, then the trace of the resulting system trajectory satisfies the specification.
Theorem 1. Given a LTLrobotic specification φ and a lasso template O2 and O3, let Rlasso
be the lasso-type constrained reachability sequence as in (3.5) generated from Algorithm
1. If Algorithm 2 is feasible, then the trace of the system trajectory x(t) satisfies φ.
Proof. As per Algorithm 2, each Σi is encoded as constraint(s) with ZCBFs for all i ∈
{1,2, . . . , p + `}. From Proposition 1, this guarantees forward invariance of the atomic
propositions that need to remain true or need to remain false. Since the QP from Algorithm
2 is feasible, conditions 1 and 5 from Definition 6 are satisfied. Since each Γi is encoded
as constraint(s) with FCBFs for all i ∈ {1,2, . . . , p + `}, from Proposition 2 (Theorem 6
can also be used, as is discussed in Chapter 5) we can guarantee finite time convergence to
atomic propositions that need to be reached in finite time. This satisfies conditions 2, 3 and
4 of Definition 6. Thus, all conditions in Definition 6 are satisfied. Since the QP is feasible,
we conclude that Algorithm 2 generates a descendant σ of the lasso template.
From Proposition 3, we know that given a lasso template, any descendant σ of the lasso
template is such that it satisfies the specification. From the previous analysis, we know
that the QP from Algorithm 2 produces a descendant of the lasso template. The mapping
ι being bijective and combining Proposition 3 with the previous analysis, we can conclude
that QP from Algorithm 2 produces a trace of the trajectory of the system that satisfies the
given specification. That is, ι−1(σ) = σ ⊧ φ. ∎
Note that while Algorithm 2 and Theorem 1 assume that the QP (1.6) is feasible, one
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can always use the technique of relaxing the QP as is discussed in Chapter 5, for feasibility.
In that case, although feasibility of the controller is more likely, Theorem 1 may no longer
hold since the relaxation parameters ε can be non-zero so that the corresponding atomic
propositions are no longer satisfied. However, such a situation is beyond the scope of this
thesis.
3.3 Framework Implementation Results
In this section, we provide a case study implemented in the Robotarium multi-robot testbed
at Georgia Tech [67]. The Robotarium consists of differential drive mobile robots which
can be programmed using either MATLAB or Python.
Consider a team of three robots: one surveillance robot (R3) and two attack robots (R1
and R2). The surveillance robot needs to collect information regarding the position of two
targets, and then return back to the base. Once the information has been relayed to the base
by the surveillance robot, the attack robots must visit the targets infinitely often. In addition
to this, the attack robots must stay connected with each other at all times, and all the robots
must avoid a danger zone where they can be attacked.
Let D ⊂ R2 be the workspace for each robot and let D×D×D ⊂ R6 be the domain of the


















where p1i ∈ R and p2i ∈ R represent the position of the robot, φi ∈ (−π,π] represents
its orientation, vi ∈ R and ωi ∈ R are the linear and angular velocity inputs to the robot
respectively. Denote xi = [p1i pi2 φi]
T
, and x̄i = [p1i pi2]
T
. For implementation purposes
in the Robotarium and theoretical reasons associated with the unicycle robot as discussed
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in [68], we use the NID technique discussed in [69] to control the differential drive robots
as a single integrator model. The NID technique allows for control over both input to a
differential drive robots as discussed in [68].
Target 1 is labelled as A, target 2 is labelled as B the base is labelled as C, and O
is the danger zone (obstacle). The set of atomic propositions is given by Π = {πri , πri} ∪
{πconn, πconn} for all i ∈ {1,2,3} and r ∈ {A,B,C,O}. The regions A, B, C are defined as
Jπri K = {x ∈ D3∣hr(xi) ≥ 0} for all r ∈ {A,B,C,O} and for all i ∈ {1,2,3}. For each Jπri K
with i ∈ {1,2,3}, r ∈ {A,B,C,O}, let
πri =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if x̄i ∈ r
0 otherwise.
(3.11)
This means πri = 1 if and only if agent i is in region r. The additional connectivity
constraint that must be maintained by R1 and R2 is given as hconn(x) ≥ 0 where
hconn(x) = d2conn(x) − ∣∣x̄2 − x̄1∣∣2, (3.12)
where dconn ∶ D×D×D → R is the connectivity distance between the two agents that needs
to be maintained, and ∣∣x̄2 − x̄1∣∣ is the inter-agent distance. We consider
d2conn(x) = (p12 + δ1)2 + δ2, (3.13)
where δ1 and δ2 are constants. The connectivity set corresponding to the proposition πconn
is defined as JπconnK = {x ∈ D3∣hconn(x) ≥ 0}. Such a constraint captures a situation in
which the robots have poor connectivity in certain areas of the workspace, which requires
them to maintain a closer distance with each other. In areas where the robots have strong
connectivity, they are free to maintain a larger distance from each other.
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The LTLrobotic specification for the task described previously is given by
φ = (3πA3 ∧3πB3 ∧3πC3 ) ∧23(πA1 ∧ πB2 ) ∧23(πC1 ∧ πC2 ) ∧2(πconn ∧ ¬πO1 ∧ ¬πO2 ∧ ¬πO3 ).
(3.14)




where Σi = JπconnK ∩ Jπ1OK ∩ Jπ2OK ∩ Jπ3OK for i = 1,2,3,4,5, Γ1 = JπA3 K, Γ2 = JπB3 K,






Figure 3.1: A still shot of the trajectories for the robots R1, R2 and R3 for the specification
φ as in (3.14). Observe that R1 moves temporarily away from target 1 temporarily in order
to satisfy the connectivity constraint dictated by (3.12) and (3.13), but Theorem 6 results
in feasible solutions at those points. From the figure, we observe that the robots maintain
connectivity and avoid the danger zone at all times.
(corresponding to each reachability objective) that needs to be solved for guaranteed task
satisfaction, with the objectives in the suffix part of the lasso sequence solved for infinitely
many iterations.
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Table 3.1: Average computation time for each quadratic program
Initial Condition QP 1 QP 2 QP 3 QP 4 QP 5
of Robots (ms) (ms) (ms) (ms) (ms)
Case 1 2.4 3.3 2.9 4.3 2.1
Case 2 2.3 2.1 2.0 4.0 2.0
Case 3 2.6 2.2 2.0 4.1 2.1
Case 4 2.4 2.2 1.8 3.5 2.0
Case 5 2.2 2.0 1.8 3.7 2.0
Next, we use Algorithm 2 to generate the pointwise controller for the system. Each
reachability objective Ri(Σi,Γi) for all i ∈ {1,2,3,4,5} is encoded as a QP and is solved
sequentially. In particular, if Ui(x) is the set of feasible control laws that satisfies all the





s.t u ∈ Ui(x).
(3.15)
From Theorem 1 we conclude that these trajectories indeed satisfy the specification φ.
The switching between the current reachability objective to the next is automatic. It occurs
when the state of the system reaches the desired set of states. That is, the switching from
reachability objective i to objective i + 1 occurs when x ∈ Γi for all i ∈ {1,2,3,4}.
As is discussed in [68], the computation complexity of strongly convex QPs, a class to
which the proposed controller belongs to, is O((m + d)3) where m is the number of deci-
sion variables, and d is the number of constraints in the QP. This is the complexity of most
commonly used solvers. We performed the experiment for multiple initial conditions of the
robots, and recorded the average computation time for each QP in the lasso sequence. This
is summarized in table 3.1. As can be seen, each QP is solved in milliseconds due to the
capabilities of modern day QP solvers. This highlights one of the main advantages of our
proposed work which is a discretization free approach amenable to real-time implementa-
tion.
At all times, R1 and R2 stay connected as per the distance dictated by (3.12) and avoid the
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danger zone, as seen in Fig 3.1. Thus, we see that by solving this sequence of constrained
reachability objectives, the multi-agent system satisfies the specification. Fig 3.1 is a still
shot of the experiment conducted on the Robotarium testbed at Georgia Tech [67] 1
3.4 Smooth Transition Between Quadratic Programs
Suppose the system of interest is an omnidirectional robot with single integrator dynamics
ẋ = u, where x ∈ R2 is the state, and u ∈ R2 is the control input applied to the robot.
Consider a domain D ⊂ R2 containing two regions of interest- region A and region B.
Let A = {x ∈ D ∣ hA(x) ≥ 0} and B = {x ∈ D ∣ hB(x) ≥ 0}, where hA ∶ R2 → R and
hB ∶ R2 → R are continuously differentiable functions. Suppose the task to be satisfied
by the robot is to visit region A first followed by region B. Adhering to the methodology
suggested in the earlier sections, one can formulate this task as a sequence of two QPs




where Γ1 = {x ∈ D ∣ hA(x) ≥ 0} and Γ2 = {x ∈ D ∣ hB(x) ≥ 0}. Using our proposed
framework, we solve the reachability objectivesR1 andR2 using two independent quadratic
programs described below.







⋅ u ≥ −γ ⋅ sign(hA(x)) ⋅ ∣hA(x)∣ρ
where γ > 0, and ρ ∈ [0,1). This QP is solved until the system reaches A.
Quadratic Program 2: Next, the QP constraint is switched to a new one to reflect the
1Video of Robotarium experiment -https://youtu.be/EK1Zxcg-eSE
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Figure 3.2: The control input generated for the sequence of tasks discussed in Example 1.
The sudden switching of the reachability constraint from QP 1 to QP 2 yields a disconti-
nuity in the control law as is seen here. In Section 3.6, we show that using our proposed
framework, a continuous control input is obtained.







⋅ u ≥ −γ ⋅ sign(hB(x)) ⋅ ∣hB(x)∣ρ
where γ > 0, and ρ ∈ [0,1).
The sudden change in the constraint yields a discontinuous control law as illustrated in
Fig 3.2. A similar example of this problem is discussed in [70] and [71]. Hence, discretely
switching from one QP to the next creates discontinuities in the control input to the robot,
which is undesirable. To address this problem, we propose a new barrier function constraint
with time dependent coefficients which guarantee continuity of the control law. Instead
of solving a sequence of QPs with discrete transitions, we propose a single QP which
smoothly transitions between different barrier function constraints.
To that end, consider a continuous time mobile robotic system in control affine form
as in (1.1). We assume that there exists a sequence of tasks to be executed by the system.
Below, we provide a formal definition for a task.
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Definition 7. Given a target set Γ ⊂ D and a safety set Σ ⊂ D, the task T(Γ,Σ) is defined as
the reachability problem requiring that the system reach Γ in finite time, while staying in Σ
for all time. ◻
Define T = {T(Γ1,Σ), . . . ,T(Γn,Σ)} where each T(Γi,Σ) is a task that the system must
satisfy in finite time and each sequential task is distinct, i.e., T(Γi,Σ) ≠ T(Γi+1,Σ) for all i.
Informally, each task T(Γi,Σ) consists of reachability and invariance constraints. In-
variance constraints are assumed to be global constraints which do not change between
consecutive tasks; however, the reachability constraints are distinct between tasks. These
constraints are encoded in a QP which is solved until the system reaches the target set
Γi. Suppose there exists m finite-time barrier functions and each target set Γi for the task
T(Γi,Σ) is characterized as the intersection of some subset of the m barrier functions. Let
I = {1,2, . . . ,m} be the index set for the finite-time barrier functions. Given a target set
Γi for a task i, the following definition formalizes the finite-time barrier functions which
characterize Γi.
Definition 8 (Reachability Set Map). The reachability set map ∆ ∶ {Γ1,Γ2, . . . ,Γn} →
2I yields the finite-time barrier functions characterizing the target set such that Γi =
⋂
∀j∈∆(Γi)
{x ∈ D ∣ hj(x) ≥ 0} for all i ∈ {1,2, . . . , n}. ◻
Next, we formalize the problem statement addressed in this chapter.
Problem Statement 2. Given a system in control-affine form as in (1.1), and a sequence
of tasks T = {T(Γ1,Σ), . . . ,T(Γn,Σ)}, synthesize a continuous controller such that the system
satisfies each T(Γi,Σ) within a finite time, while smoothly transitioning between sequential
tasks.
3.5 Barrier Function Based Smooth Task Transition
Smoothly transitioning between tasks requires a transition function which gradually winds
down the weight(s) of the constraint(s) corresponding to an accomplished task in the quadratic
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program (QP) while ramping up the weight(s) of the constraint(s) of the successive task. In
this section, we propose a framework to achieve this.
QP Based Algorithm
Consider a sequence of n reachability tasks represented as T = {T(Γ1,Σ), . . . ,T(Γn,Σ)},
and m finite time barrier functions indexed by the set I. Introduce transition function
αi ∶ R≥0 → R≥0 for all i ∈ I. Then, for all t ≥ 0, we formulate a time varying feedback























where αi(t) is determined from Algorithm 4 for all i ∈ I, and γ > 0. The first constraint
captures the reachability part of each task specification, whereas the second constraint rep-
resents the safety requirements to be satisfied by the system. The last constraint represents
actuator limits where M > 0. This optimization problem must be solved point-wise in time
i.e. in a sampled-data fashion.
We construct Algorithm 3 and Algorithm 4, which use (3.17) to generate the control
inputs required to satisfy the given sequence of reachability tasks for the system. Algorithm
3 utilizes the function characterized in Algorithm 4. In particular, Algorithm 3 is executed
for all t ≥ 0. The transition functions αi(t) for all i ∈ I and for all t ≥ 0 are chosen as per
Algorithm 4 point-wise in time. The functions κ↑ ∶ R≥0 → R and κ↓ ∶ R≥0 → R are strictly
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increasing and decreasing continuously differentiable functions, respectively. Assuming
Ti is the time instant at which the robot reaches target set Γi, the functions κ↑ and κ↓ are
chosen such that κ↑(t − Ti) ∣t=Ti= 0 and κ↓(t − Ti) ∣t=Ti= 1. Choices for κ↑ and κ↓ include
functions such as sine, cosine, hyperbolic tangent, sigmoid, etc.
Algorithm 3 Smooth Transition Between Sequential Reachability Tasks
Input : hi for all i ∈ I, γ > 0
1: for i ∈ {1, . . . , n} do
2: Ti ← 0
3: s← 0
4: while x /∈ Γi do
5: Compute-α(t, Ti, x, i, s)
6: Solve the QP (3.17)
7: Apply u(t, x) to the system
8: end while
9: Ti ← t
10: s← 1
11: while αk < 1 & αj > 0 ∀ k ∈ ∆(Γi+1), j ∈ ∆(Γi) do
12: Compute-α(t, Ti, x, i, s)
13: Solve the QP (3.17)
14: Apply u(t, x) to the system
15: end while
16: end for
Algorithm 4 Compute Transition Function α
Input : t, Ti, x, i, s
1: if s = 0 then
2: αj ← 1 for all j ∈ ∆(Γi)
3: αk ← 0 for all k ∈ I ∖∆(Γi)
4: else if s = 1 then
5: αj ← κ↓(t − Ti) for all j ∈ ∆(Γi)
6: αl ← κ↑(t − Ti) for all l ∈ ∆(Γi+1)
7: end if
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3.5.1 Continuity of QP-based Controller & Reachability Task Satisfaction Guarantee
The following theorem provides a composite barrier function constraint which allows for
smooth task transition.
Lemma 1. Consider a task T(Γ,Σ) with the target set Γ defined as Γ = ⋂
i∈P
{x ∈ D ∣ hi(x) ≥ 0}
where P = {1,2, . . . , k}, with each barrier function hi bounded. That is, hi(x) ≤Mi for all
x ∈ D where Mi > 0. If there exists a continuous controller u ∶ D → Rm such that for all
x ∈ D and for all t ≥ 0,
∑
i∈P




then there exists a time instance 0 < T <∞ such that x(T ) ∈ Γ.
Proof. By contradiction, suppose for some x(0) ∈ D/Γ, the control law that satisfies (3.18)
is such that there does not exist a time 0 < T < ∞ so that x(T ) ∈ Γ. Hence we have
min
i∈P




for all t ≥ 0. Since tanh(x) < 0 for all x < 0, we have for all t ≥ 0
tanh( − ln(∑
i∈P
exp(−hi(x(t)))) = −β < 0





hi(x(t)) ≥ γ ⋅ β (3.19)





hi(x(t)) ≥ γ ⋅ β ⋅ t +∑
i∈P
hi(x(0))
Observe that as t→∞, ∑
i∈P
hi(x(t))→∞. However, this is a contradiction since the barrier




Mi for all t ≥ 0. Hence there
exists a 0 < T <∞ such that x(T ) ∈ Γ. ∎
The following theorem reformulates the constraint (3.18) taking into account the tran-
sition periods of the transition functions given a sequence of n tasks to be executed by the
system.
Theorem 2. Consider m bounded finite-time barrier functions, i.e., hi(x) ≤ Mi for all
x ∈ D and where Mi > 0 for all i ∈ {1,2, . . . ,m}. Given a sequence of tasks T ∶=
{T(Γ1,Σ), . . . ,T(Γn,Σ)} with the corresponding transition functions αj(t) chosen according
to Algorithm 4 for all j ∈ ∆(Γi), for all i ∈ {1, . . . , n}, and for all t ≥ 0, if u ∶ R≥0×D → Rm
















then there exists a sequence of finite time instances 0 < T1 < T2 < . . . < Tn < ∞ such that
x(Ti) ∈ Γi for all i ∈ {1, . . . , n} i.e. the task sequence T is solved.
Proof. The proof is analogous to the proof of Lemma 1. Consider the first task T(Γ1,Σ1).
From Lemma 1 we know that there exists a finite time 0 < T1 < ∞ such that x(T1) ∈ Γ1.
Suppose by contradiction, for some x(T1) ∈ D/Γ2, the constraint (3.20) is satisfied for all





({αi(t)hi(x(t))}) < 0. Following a proof
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methodology similar to Lemma 1, we can prove that there exists a finite time 0 < T2 < ∞
such that x(T2) ∈ Γ2. Following a successive proof by induction for tasks 3 to n, we can
thus conclude that there exists a sequence of finite time instances 0 < T1 < T2 < . . . < Tn <
∞ such that x(Ti) ∈ Γi for all i ∈ {1,2, . . . , n} i.e. the task sequence T is solved. ∎
Since we are interested in guaranteeing continuity of the controller, the following theo-
rem proves that the proposed controller (3.17) as used in Algorithm 3 is continuous.
Theorem 3. If Algorithm 1 is feasible for all t ≥ 0, then the control input, computed by
solving (3.17), applied to the system is continuous.
Proof. Consider an indicator variable for the time, θ with θ̇ = 1. Considering the new state
of the system as x̂ = [x θ]
T

















The reformulated inequality is now the barrier function constraint (3.18) for the new time
invariant system with the augmented state x̂. Similarly, the constraint u(x) ∈ Usafe(x) can
be reformulated in terms of the new state. These constraints are quasi-convex in the control
u for all x̂ ∈ Rn+1 and the cost is quasi-convex. In addition, the input is constrained over
a compact set (third constraint in (3.17)). However, since αi(x̂) for all i ∈ I is chosen
point-wise in time as per Algorithm 4, the continuity of the controller must be established
by analyzing the transition phase, reachability phase, and the time instant at which the tran-
sition between phases occurs as per Algorithm 3. Since all the assumptions of Proposition
8 in [73] are satisfied, the controller computed from Algorithm 3 is continuous for the en-
tirety of the transition and the reachability phase. Since the functions κ↑ and κ↓ are chosen
such that, κ↑(t−Ti) ∣t=Ti= 0 and κ↓(t−Ti) ∣t=Ti= 1, the constraint (3.20) does not suffer from
discontinuities when switching between the reachability and the transition phase. Thus, the
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controller computed as per Algorithm 3 is continuous for all t ≥ 0. ∎
3.6 Smooth Task Transition Implementation Results
In this section, we present the implementation2 of the theoretical framework of smooth
barrier function transitions, in the Georgia Tech Robotarium [67].
Consider a differential drive mobile robot with dynamics
ẋ = v ⋅ cos(φ)
ẏ = v ⋅ sin(φ)
φ̇ = ω
where x ∈ R and y ∈ R are the position coordinates of the robot, φ ∈ [−π,π) is the orien-
tation, v ∈ R is the linear velocity input, and ω is the angular velocity input. Denote x̃ =
[x y φ]
T
, x̂ = [x y]
T







Let u = [v ω]
T
be the input vector to the robot. The experiment was conducted on the
Robotarium multi-robot testbed at Georgia Tech. For more details on the hardware speci-
fications and platform setup, please refer [67]. Since the differential drive robot model is
non-holonomic which leads to controllability issues, we use a technique known as the Near
Identity Diffeomorphism (NID) to control the robot, as detailed in [67].
The workspace consists of four regions of interest - three goal regions (A, B and C)
and an obstacle O. Fig. 3.3 illustrates the domain of interest. Here, the robot must initially
visit region A, followed by region B and ultimately region C while avoiding the obstacle.
The sequence of tasks is given by T = {T(ΓA,ΣO),T(ΓB ,ΣO),T(ΓC ,ΣO)}, where ΓA = {x̃ ∈ D ∣
h1(x̃) ≥ 0}, ΓB = {x̃ ∈ D ∣ h2(x̃) ≥ 0}, ΓC = {x̃ ∈ D ∣ h3(x̃) ≥ 0}, and ΣO = {x̃ ∈ D ∣
2https://github.com/gtfactslab/2020_ContinuousTaskBarriers
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h4(x̃) ≥ 0}, where each hi ∶ D → R for all i ∈ {1,2,3,4} is a continuously differentiable
function. For regions A, B and C, the functions are given by h1(x̃) = 1− (x̂−CA)TPA(x̂−
CA), h2(x̃) = 1 − (x̂ − CB)TPB(x̂ − CB) and h3(x̃) = 1 − (x̂ − CC)TPC(x̂ − CC) where
PA, PB, and PC are diagonal matrices with the inverses of the dimensions of the ellipsoids
as the non-zero entries, and CA, CB and CC are the centers of each ellipsoidal region. The
obstacle is modeled using a weighted polarLp function as described in [74] with parameters
p = 6, σ = (0.7,0.2), θκ = π2 , c = 1 and θ0 = sign(κ) ⋅ π2 .
At each time step t, Algorithm 1 is executed and the control input is applied to the
















Lfh4(x̃(t)) +Lgh4(x̃(t))u(t, x̃(t)) ≥ −γh4(x̃(t))3
∣∣u∣∣∞ ≤ 10
where Lfhi(x̃(t)) = ∂hi(x̃(t))∂x̃ f(x̃) = 0 and Lghi(x̃(t)) =
∂hi(x̃(t))
∂x̃ g(x̃) for all i ∈
{1,2,3,4}. The average time to solve the QP was between 3ms to 7ms. The increasing and
decreasing functions in Algorithm 4 are chosen as κ↑ = sin2(t−Ti) and κ↓(t) = cos2(t−Ti)
respectively, where Ti is the recorded time instant at which the robot reaches region i.
Fig. 3.4 demonstrates the continuous change in the solution space as the robot is executing
the QP. Observe that the discontinuous switching in the control input is avoided due to the
modified constraint in (3.20). This is in contrast to the discontinuities shown in Fig 3.2
where the traditional discrete QP switching method was used. A video of the implementa-
tion is provided.3
3Video of the implementation- https://youtu.be/eKhXiJkQH8w
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Figure 3.3: A still shot of the implementation of Algorithm 3 conducted on the Robo-
tarium. The robot first visits region A, followed by region B, and lastly region C, while
avoiding the obstacle.
Figure 3.4: The control input u generated in the Robotarium simulator for the task speci-
fication as discussed in the experimental setup. Observe that the control generated by our
framework is continuous, which is in contrast to Fig 3.2.
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3.7 Concluding Remarks
In this chapter, a framework for translating a given used defined specification into a se-
quence of barrier-certificate based controllers was discussed. We provided algorithms that
automatically convert a given task in LTL to a sequence of reachability problems encoded
as quadratic programs with the barrier functions as constraints. We provided a formal guar-
antee that solving such a sequence of reachability objectives produces a system trajectory
that satisfies the given specification.
We also proposed a barrier function-based method to ensure smooth transition between
different reachability tasks in the lasso sequence. A new composite barrier function con-
straint was introduced by endowing individual barrier functions with time varying transition
functions, which allow for smooth transitions between different objectives. In order to facil-
itate real-time implementation capabilities, we proposed an algorithm which incorporates
the proposed barrier function constraint. Lastly, we proved that the proposed controller is
continuous. We provided robotic implementation results for both the synthesis framework,
and the method to smoothly transition between different objectives.
Next, we describe a complex multi-robot scenario executed using barrier function based
controllers. We discuss the solution methodology, and discuss some of the key assumptions
in these approaches, and provide solutions for the same in the remainder of this thesis.
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CHAPTER 4
SECURING A BUILDING: OBSERVATIONS FROM A COMPLEX
MULTI-ROBOT SCENARIO
In this chapter, a complex multi-robot scenario, where behaviors of the robots are char-
acterized using barrier function-based constraints, is detailed. There are two objective of
this chapter: First is to illustrate the level of complex task specifications that can be ac-
complished using barrier certificate-based controllers, and secondly to show some of the
key assumptions that are prevalent in barrier function-based techniques which must be ad-
dressed when using such controllers for safety-critical functions. This chapter will serve as
a technical motivation for the remainder of the work in this thesis.
Introduction
From a motion controls perspective, one notable requirement is given by the need to define
actions capable to solve team-wise objectives on the basis of locally available informa-
tion. For instance, different extensions of the consensus equation have been used to arrive
at locally defined controllers with provable, global convergence properties [75]. In this
way, it is possible to construct coordinated controllers for the solution of motion control
problems, such as rendezvous [76] [77], cyclic pursuit [78], formation control [79] [80],
coverage [81] [82], leader-based control [83], and flocking [84].
For the correct execution of the controllers mentioned, a sufficiently rich set of infor-
mation needs to be available to the robots. Representing the flow of information between
the robots through graphs, with vertices and edges being respectively the robots and the
pair-wise ability of sharing information, those conditions can be encoded in terms of par-
ticular graphs that need to exist between the robots. For example, rendezvous requires
a spanning out-branching tree [83], cyclic-pursuit requires a cyclic graph [78], formation
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control a rigid graph [83], and a Delaunay graph is required for most of coverage control
problems [81].
Even though the coordinated behaviors mentioned above can address a number of dif-
ferent tasks, they have limited utility in the context of real-world missions, which can
rarely be represented as single tasks. However, the utility of these behaviors can be greatly
expanded if they are sequenced together. But, for a construction like this to work, it is nec-
essary that the required information is available to the robots as they transition from one
behavior to the next.
As such, the problem of composing different behaviors, can be recast in terms of the
ability of the robots to establish the interactions needed at each stage of a mission. In par-
ticular, when the communication between agents depends on their relative configurations
(e.g. relative distance or orientation), realizing a certain communication structure directly
affects the configuration of the system, which in turn, affects the execution of the mission
itself. In order to overcome this coupling, we separate the problem of generating a sequence
of behaviors that corresponds to the solution of a mission objective (e.g. [85]) from their
composition. In this work we focus on the problem of designing a composition framework
given a sequence of coordinated behaviors. Although the focus of this chapter is confined
to motion control tasks, our framework is applicable to other forms of autonomous collab-
oration where desired interaction structures between the robots are required by the mission,
e.g., sharing of resources in heterogeneous teams [86] or coordinated manipulation [87].
The contribution of this chapter are twofold. Firstly, extending the results in [9], we
propose a fully decentralized framework for composing a given sequence of multi-robot
coordinated behaviors. Secondly, responding to the lack of established large-scale sce-
narios for the testing of multi-robot techniques, we propose a scenario called Securing a
Building, which is rich and complex enough to capture many challenges and objectives of
real-world implementations. The significance of our framework is demonstrated through
implementation of the Securing a Building scenario on a team of mobile robots.
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4.1 Problem Statement
We denote the state of a team of n homogeneous mobile robots operating in a d-dimensional
and connected domain D as x(t) = [x1(t)T , . . . , xn(t)T ]T ∈ D ⊂ Rdn where xi(t) ∈ Rd is
the position of robot i at time t. As part of the coordinated nature of the behaviors being
performed by the robots, each robot executes a control protocol which depends on the
state of the subset of robots with which it interacts. We assume robots can communicate
if the distance between them is less or equal to a sensing threshold ∆ ∈ R>0. Thus, the
list of possible interactions between agents are described by a time-varying, undirected,
proximity graph G(t) = (V,E(t)), where V = {1, . . . , n} is the set of nodes representing
the robots and E(t) is the set of interacting pairs at time t, where
E(t) = {(i, j) ∈ V × V ∣ ∥xi(t) − xj(t)∥ ≤ ∆}. (4.1)
For each robot i = 1, . . . , n, we denote the set of available neighbors at time t as Ni(t) =
{j ∈ V ∣ (i, j) ∈ E(t)}, which depends on the position of the robots at time t.
The ensemble dynamics of the multi-agent system is described by
ẋ = f(x) + g(x)u (4.2)
where f and g are continuous locally Lipschitz continuous functions and u = [uT1 , . . . , uTn ]T ∈
U ⊂ Rm is the vector of inputs, which depends on the particular behavior being executed.
At all times, the control input u in (4.2) is given by a controller U , which can be defined as
a state feedback law U ∶ D ↦ U or by a combination of both external parameters and state
feedback law U ∶ D×Θ↦ U , where Θ is a space of parameters appropriate for the behavior.
For instance, the controller corresponding to a weighted consensus belongs to the first case.
On the other side, a leader-follower protocol where followers maintain prescribed inter-
agent distances is described by a controller that depends on both state feedback (followers’
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control) and exogenous parameters (leader’s goal) (see Section 4.3 for examples).
We represent a mission by an ordered sequence of M coordinated behaviors
π = {B1, . . . ,BM}. (4.3)
The kth behavior in π is defined by the pair
Bk = {Uk, Gk}, (4.4)
where Uk represents the coordinated controller described above and Gk is the interaction
graph required by behavior Bk to function properly. We assume the list of behaviors π to
be fixed and available to all robots. We will use the term behavior to refer to a generalized
multi-robot controller in the form (4.4) and to task as the objective of the controller.
Each behavior requires a certain interaction structure between the robots (i.e., pairs
of robots that need to be neighbors). With reference to (4.4), we describe an interaction
structure via the graph Gk = (V,Ek). Thus, denoting by t⊢k and t⊣k the starting and ending
times for behavior k, the robots’ configuration needs to satisfy Gk ⊆ G(t) for all t ∈ [t⊢k , t⊣k].
In other words, as shown in Fig. 4.1, the interaction structure required by each behavior
needs to be a spanning graph of the graph induced by the state of the agents during the
interval of time the behavior is executed. At this point, given a list of behaviors constituting
the mission π and the corresponding multi-robot controllers, we want to design a procedure
that enables robots to assemble and maintain the communication graph required by each
behavior.
Problem Statement 3. Given an ordered sequence of coordinated behaviors denoted by
π = {B1, . . . ,BM}, where each Bk = {Uk, Gk} can be completed by the robots in finite-time,
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design a feedback control policy to compose the behaviors such that
G(t) ⊇
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Gk t ∈ [t⊢k , t⊣k]
Gk ∪ Gk+1 t ∈ (t⊣k , t⊢k+1)
∀k = 1, . . . ,M − 1. (4.5)
4.2 Composition of Coordinated Behaviors
In addition to the list π, transitions between behaviors need to be synchronized, i.e., for
each behavior Bk, k = 1, . . . ,M , robots must 1) start assembling Gk+1 only after all robots
have completed Bk and 2) start executing Bk+1 only after condition Gk+1 ⊆ G(t) is satisfied.
We assume the existence of a discrete counter σ ∈ [1, . . . ,M] which indicates the active
behavior and a binary signal
η(σ) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 if Gk ⊆ G(t)
0 o.w.
(4.6)
which describes whether the interaction structure required by behavior Bσ is available. In
this section, we assume both signals to be controlled by a supervisor and made available to
the robots at all times, e.g., through a dedicated static communication network. In the next
section, we discuss the extension to a fully distributed framework.
Following from the communication modality assumed for the robots, communication
constraints can be expressed in terms of relative distance between the robots. In other
words, behavior Bk can be correctly executed if, for all t ∈ [t⊢k , t⊣k], all the distances be-
tween pairs in Ek are below the proximity threshold ∆. To this end, a convenient pair-wise
connectivity FCBF can be defined as
hcij(x) = ∆2 − ∥xi − xj∥2, (4.7)
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Figure 4.1: Schematic representation of the behaviors sequencing framework. Behavior
Bk is executed during the blue portion of the timeline and Bk+1 is executed during the
orange portion. Sequential execution of behaviors requires each agent to reach a spatial
configuration such that the desired graph is a spanning graph of the communication graph,
i.e., Gk ⊆ G(t⊢k) and Gk+1 ⊆ G(t⊢k+1) respectively.
and we note that if ∥xi−xj∥ ≤ ∆, then hcij(x) ≥ 0. In addition, the edge-level and ensemble-
level connectivity constraint sets for behavior Bk are
Ccij = {x ∈ D ∣hcij(x) ≥ 0} (4.8)
Cck = {x ∈ D ∣hcij(x) ≥ 0, ∀(i, j) ∈ Ek}. (4.9)
Following the definition given in (1.4), the admissible set of control inputs that guaran-
tees finite-time convergence to Cck is:
Kck(x) = {u ∈ U ∣ ḣcij(x) + ᾱρ,γ(hcij(x)) ≥ 0,
∀(i, j) ∈ Ek} (4.10)
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Theorem 4. Denoting with x0 the initial state of the system with dynamics (4.2), any con-
troller U ∶ D ↦ U such that U(x0) ∈ Kck(x0) for all xo ∈ D, will drive the system to Cck
within time
Tk = max(i,j)∈Ek ∣hcij(x0)<0
{ 1
γ(1 − ρ) ∣h
c
ij(x0)∣1−ρ} . (4.11)
Proof. Consider all pairs of agents i and j, such that (i, j) ∈ Ek. If hcij(x0) ≥ 0, i.e., agents i
and j are within communication distance, the forward invariance property of U , guarantees
that i and j will stay connected. In this case, the state will reach Ccij , within time Tij = 0.
On the other side, consider hcij(x0) < 0. Any U(x0) ∈ Kck(x0) satisfies the finite-time




γ(1 − ρ) ∣h
c
ij(x0)∣1−ρ. (4.12)
Since every communication constraint Ccij will be reached within time Tij , the total time
required to drive x(t) to Cck is upper bounded by
Tk = max(i,j)∈Ek ∣hcij(x0)<0
Tij. (4.13)
∎
When selecting control inputs from set (4.10), the system (4.2) will satisfy requirements
for behavior Bk in finite time.
Finite-Time Convergence Control Barrier Functions
Once behavior Bk−1 is completed, robots are required to converge to the set Cck before
behavior Bk can start. Under the lead of the external supervisor, the change of behavior
is communicated to the robots through the signal σ, which transitions from k − 1 to k
once Bk−1 is completed. Now, although finite-time convergence to Cck can be achieved by
selecting any control input in Kck(x), we seek to minimally perturb the execution of the
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behavior just concluded, namely Bk−1. This can be accomplished by solving a problem
similar to the one proposed in [19], which we adapt to our framework. Denoting with
ûk = Uk(x) the nominal control input from behavior Bk, during transition between Bk−1
and Bk the actual control input to the robots u∗ is defined as
u∗ = arg min
u∈U




ij +Lg hcij u + ᾱρ,γ(hcij) ≥ 0, (4.15)
for all (i, j) ∈ Ek−1 ∪Ek. Once all required edges Ek are established (i.e., η = 1), edges in
Ek−1 are no longer necessary. At this point, under the effect of the controller Uk, the list of
constraints in (4.15) is substituted with
Lf h
c
ij +Lg hcij u + ᾱρ,γ(hcij) ≥ 0, (4.16)
for all (i, j) ∈ Ek. Since the cost function is convex and the inequality constraints (4.15)
and (4.16) are control affine, the problem can be solved in real-time. In conclusion, because
of the finite-time convergence and forward invariance properties of the above formulation,
if Bk−1 can be completed and a solution to (4.14-4.15) (or (4.14-4.16)) exists, robots will
converge to the configuration required by Bk, and maintain it throughout its execution.
Remark 2. The solution of (4.14-4.15) (or (4.14-4.16)) is contingent upon the existence
of a control input capable to solve all constraints. In other words, Kck(x) ∩Kck+1(x) (or
Kck(x)) should not be empty for all times. For this, it is necessary that a robot’s configu-
ration that satisfies all constraints of the problem exists. However, this is not sufficient as
the progress towards the desired configuration might be obstructed by constraints on the
actuators or deadlock configurations. Although we do not address this directly, it is pos-
sible to mitigate feasibility issues by considering, for example, constraints relaxation, sum
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of squares barrier functions, or pre-defined back-up controllers (see [88] and references
therein).
Initial Constraints
In addition to the communication constraints considered above, certain missions might
require additional conditions to be met before each behavior can start. For example, during
the exploration tasks it might be desirable for one robot to always stay within range of
communication with a human-operator, or to maintain a minimum distance from an unsafe
area. Assuming Bk requires a number of distinct sk of such constraints, we encode the
entire set of initial conditions through a list of barrier functions hs`(x), with ` = 1, . . . , sk:
Csk = {x ∈ D ∣ hs`(x) ≥ 0, ∀` = 1, . . . , sk}. (4.17)
Following this definition, we define a set of admissible control inputs similar to the one
in (4.10) that will drive the state of the system to the desired set within finite time:
Ksk(x) = {u ∈ U ∣ ḣs`(x) + ᾱρ,γ(hs`(x)) ≥ 0 , ∀` = 1, . . . , sk}. (4.18)
The set of controls satisfying both communication and initial conditions constraints can
thus be obtained by intersection of set (4.18) and (4.10):
Kk(x) =Kck(x)⋂Ksk(x). (4.19)
We note that the results in Theorem 4 and the formulation of minimally invasive con-
troller in (4.14) still holds valid by considering the set Kk(x) instead of Kck(x) as the set
of admissible control inputs.
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4.3 Distributed Composition of Behaviors
The composition framework discussed in the previous section reduces to the team-wise
minimum norm controller (4.14), which is not directly solvable by individual robots. In
addition to this, a centralized supervisor is needed in order to synchronize behavior tran-
sitions. In this section, we formulate a decentralized solution to problem 3 which can be
implemented by the robots using only information from their neighbors. Furthermore, we
also include those additional constraints necessary for the safe operations of the robots, e.g.,
inter-agent collisions and obstacles avoidance [89]. The formulation is derived following
the approach described in [90], which we adapt here to our framework.
4.3.1 Distributed Finite-Time Convergence Control Barrier Functions
The limitation in solving problem (4.14) in a distributed fashion is represented by the fact
that knowledge of dynamics, input û, and state x for the entire team need to be available.
In addition, solution of (4.14), provides the control inputs for the entire team, which are
unnecessary to the individual robots.
In order to develop the correct decentralized formulation of (4.14), we first define a
decomposition of the dynamics (4.2). We denote by Di ⊂ Rd and Ui ⊂ Rm configuration
space and set of feasible controls for agent i respectively. In addition, by denoting with
f̄ , ḡ ∶ Di ↦ Rd the node-level terms of the control affine dynamics of agent i, the ensemble
dynamics can be written as:







where ui ∈ Ui is the ith robot’s control input, ⊗ is the Kronecker product, and 1n and In are
vector of ones and identity matrix of size n respectively.
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Let’s consider two sequential behaviors Bk−1 and Bk. Upon completion of Bk−1, for all
edges (i, j) ∈ Ek, robots’ configuration should satisfy
ḣcij(xi, xj) + ᾱρ,γ(hcij(xi, xj)) ≥ 0. (4.21)
From the ith robot’s point of view, the set of constraints that need to be satisfied in order to
execute the new behavior are
ḣcij(xi, xj) + ᾱρ,γ(hcij(xi, xj)) ≥ 0 , ∀j ∈N ik, (4.22)
where we recall that N ik is the set of neighbors to robot i required by behavior Bk. However,
since constraint (4.22) appears exactly twice across the team of robots, it can be relaxed by










where dependence from xi and xj is omitted for clarity.
Theorem 5. Denoting with x0 = [xT0,1, . . . , xT0,n]T the initial state of a multi-agent system
with dynamics described as in (4.20), any controller Ui ∶ D∣N
i
k ∣
i ↦ Ui such that Ui(x0) ∈Kc,ik
for all x0 ∈ D∣N
i
k ∣




γ(1 − ρ) ∣h
c
ij(x0,i, x0,j)∣1−ρ} . (4.25)
Proof. From Proposition 2, agents i and j, with (i, j) ∈ Ek, will satisfy hcij ≥ 0 in finite
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time if
ḣcij + ᾱρ,γ(hcij) ≥ 0. (4.26)
Considering the node level dynamics in (4.20), the constraint (4.26) reduces to
∂hcij
∂xi
(f̄ + ḡui) +
∂hcij
∂xj
(f̄ + ḡuj) + ᾱρ,γ(hcij) ≥ 0
2Lf̄h
c
ij +Lḡhcij ui +Lḡhcijuj + ᾱρ,γ(hcij) ≥ 0
(4.27)





In addition, as discussed in Theorem 4, constraint (4.27) will still be satisfied at time
Tij ≤
1
γ(1 − ρ) ∣h
c
ij(x0,i, x0,j)∣1−ρ. (4.29)
The same argument can be repeated for all pairs (i, j) ∈ Ek, and condition Gk ⊆ G(t)





Applying the same design principle described in Section 4.2, the minimally invasive
control action can be computed by each robot as
u∗i = arg min
ui∈Ui




ij +Lḡ hcij ui +
ᾱρ,γ(hcij)
2
≥ 0, ∀j ∈N ik−1 ∪N ik. (4.32)
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ij +Lḡ hcij ui +
ᾱρ,γ(hcij)
2
≥ 0, ∀j ∈N ik, (4.33)
which remains active until Bk is completed.
We note that, in order for agent i to respect (4.33), the only external information needed
is the state of all current neighbors, i.e. xj for all j ∈ N ik. On the other side, in order
to respect (4.32), robots need to have access to the state of the future neighbors. This
requirement can be satisfied through a state estimation scheme (e.g. EKF [91]), which in
turn requires knowledge of robots’ dynamics (known for homogeneous teams) or network
localization techniques [92].
Remark 3. The ability of each robot to have access to an estimate of their future neighbors’
state does not eliminate the necessity of establishing neighborhood relationships. In fact, a
certain proximity structure between robots might be required by desired controllers’ perfor-
mance that cannot be met through state estimations, or by collaboration tasks that require
physical interaction between the robots, e.g. collaborative manipulation [87], sharing of
resources [86].
4.3.2 Additional Constraints
In addition to the proximity constraints discussed above, additional limitations might be
imposed on the robots’ configuration by the mission and the environment. For illustra-
tive purposes, we consider inter-robots collisions and obstacle avoidance. Following the
approach described in [89], we encode each pair-wise separation condition through the
following barrier certificate
haij(x) = ∥xi − xj∥2 −D2a (4.34)
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and the minimum separationDa between the robots is satisfied if haij(x) ≥ 0, for all physical
neighbors j ∈N i(t).
Similarly, avoidance of fixed obstacles can be introduce by considering M ellipsoidal
regions of the domain, described by centers o = [oT1 , . . . , oTM]T . For every agent-obstacle
pair (i,m) we define a pairwise barrier function as






am, bm > 0. (4.36)
The object avoidance constraints are satisfied if hoim(x) ≥ 0, for all i ∈ V andm ∈ {1, . . . ,M} =
IM .
Collecting all the constraints, we expand the problem formulation in (4.14) to





ij +Lg hcij ui +
ᾱρ,γ(hcij)
2
≥ 0, ∀j ∈N ik
Lf h
s
ij +Lg hsij ui + α(hsij) ≥ 0, ∀j ∈N i(t)
Lf h
o
im +Lg hoim ui + α(hsij) ≥ 0, ∀m ∈ IM
(4.37)
where α is a locally Lipschitz extended class-K function and the first constraint is re-
placed by (4.32) during transitions. In conclusion, if there exists a set of control inputs
u = [u1, . . . , uN] that simultaneously satisfies all constraints in (4.37), for all behaviors
k = 1, . . . ,M , Problem 3 will be solved by the robots.
Decentralized Behaviors Sequencing
For the correct execution of the behaviors sequencing, each robot should start assembling
a new graph only after all other robots have completed the current behavior. Similarly, a
new behavior should start once all robots satisfy the neighbors’ requirements for it. Now,
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we describe a decentralized strategy that allows execution of these two transitions without
the need of a supervisor, nor synchronization between the robots.
With reference to Fig. 4.2, at any given time, each robot’s mode of operation is de-
scribed by a binary variable αi that describes whether robot i is assembling the graph for
an upcoming behavior (αi = 1) or executing a behavior (αi = 0). Without loss of generality,
assume robots’ initial configuration satisfies the communication requirements for the first
behavior, which is then executed (αi = 0). Once all robots have completed the first behav-
ior, they start assembling the graph required by the following one (αi = 1), while minimally
perturbing the behavior just concluded. Once the new graph is satisfied G2 ⊆ G(t), robots
start behavior B2 and exit from assembly mode (αi = 0). This process repeats, until no
successive behavior exists.
A correct execution of this process requires robot to agree on when to perform transi-
tions αi = 0→ 1 and αi = 1→ 0. To this end, we take inspiration from the consensus-based
algorithm described in [93] and we note that this choice is not central to the contribu-
tion of this chapter. For each robot, we define a binary variable available only to robot
i, st,i ∈ {0,1} that denotes whether robot i itself has completed its current task st,i = 1
(st,i = 0 if robot has not completed its current task). In addition, we introduce a variable











where σ+i represent the variable’s value after the update. Owing to the diffusion of σ1, . . . , σN
throughout the network, we can interpret σi’s as local measures of the team-wise comple-
tion of a task. As proved in [93], if st,i = 1 for all i = 1, . . .N (i.e., all robots are capable
to complete the current behavior), by following (4.38), limt→∞ σi = 1, for all i = 1, . . .N .
Therefore, robot i starts assembling a new communication graph once the value of σi is
close enough to 1 (see [93] for a discussion on how to choose the switching threshold). A
similar process is used for the transition αi = 1 → 0, where we replace st,i and σi with sa,i
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and ηi respectively. The distributed sequencing procedure is summarized in Algorithm 5.
Algorithm 5 Distributed Composition of behaviors
1: π ← {B1, . . . ,BM}
2: k = 1
3: αi ← 0
4: while k <M + 1 do
5: for j ∈Ni(t) do
6: {Xi,Σi,Hi}← {Xi,Σi,Hi}⋃{xj, σj, ηj}
7: end for
8: ûi ← Uk(xi,Xi)
9: if αi = 0 then
10: if Task Complete then
11: se ← 1
12: else
13: se ← 0
14: end if
15: σi ∶= se 1∣N i
k
∣+1(∑j∈Ni(t) σj + 1)
16: if σi > σ̄ then
17: αi ← 1
18: k ← k + 1
19: end if
20: else
21: if Task Complete then
22: sa ← 1
23: else
24: sa ← 0
25: end if
26: η ∶= sa 1∣N i
k
∣+1(∑j∈Ni(t) ηj + 1)
27: if η > η̄ then
28: αi ← 0





We implemented the distributed sequencing framework on the Robotarium [67], on a team
of 5 differential drive robots. For this example, controllers are designed assuming a single


















Figure 4.2: Representation of the distributed sequencing framework and information flow.
At all times, each robot’s state is in either behavior execution (αi = 0) or graph
assembly (αi = 0) modes. Switching between the two modes is triggered by the variables
σi and ηi whose values is continuously) updated through (4.38). When a switching between
graph assembly and behavior execution occurs, a new behavior is started.
sition between two behaviors, where B1 is a cyclic-pursuit behavior and B2 is a formation
assembly with leader. Cyclic-pursuit behavior is obtained through the following controller:
ûi = ∑
j∈N i1
R(φ) (xj − xi) ∀ i = 1, . . . ,5,
where R(φ) ∈ SO(2) is the rotation matrix of angle φ, which is related to the desired cycle
radius. Importantly, for this behavior to work, the communication graph G1 must be a cycle
graph. Considering robot 1 as leader, the formation control behavior can be achieved with
û1 = ∑
j∈N i2
((∥xi − xj∥2 − θ2ij)(xi − xi)) + γg(xg − xi)
ûi = ∑
j∈N i2
(∥xi − xj∥2 − θ2ij)(xj − xi) i = 2, . . .5
where θij ∈ R+ is the desired inter-robot distance, xg ∈ D is the leader’s goal, and γg ∈ R+
the corresponding proportional gain. In the case of formation control, it is known that the
Euclidean embedding of G2 must be a rigid framework (see for instance [83] and references




Figure 4.3: Overhead screen-shots from experiments on the Robotarium. Five robots ex-
ecute two behaviors in sequence (cyclic-pursuit and formation). In figure, green patches
represent robots that have completed their task, black rings represent robots that have all
neighbors needed for the following task, and green lines represent edges that are available
in the current communication graph. From (a) to (b) robots complete the first behavior.
During second behavior, additional edges (2,5) and (3,5) are required (red dashed line
represent missing edges). From (c) to (d), robots 2,3,5 reduce their distance below the
communication threshold. After the new graph is complete (d), robots initiate the second
behavior (e) and complete it (f).
(a). Once completed (b) (green patches represent robots that have completed their current
behavior), robots start assembling G2 (c), after which B2 is executed until ∥ûi∥ is below a
pre-defined threshold (d-f).
In Fig. 4.4 we can observe the value of the two consensus variables σi and ηi for all
robots during the behavior transition. Background colors represent the time intervals during
which the two behaviors were executed, while the darker region in the middle corresponds
to the assembly of the new graph. We observe the assembly and task variables ηi and σi
approaching the value 1 simultaneously for all robots, thus triggering a synchronized start
of the successive phase.
The robustness of our technique was tested by simulating uniformly distributed delays
between the robots. Results for this case are shown in Fig. 4.5 where we observe that
although convergence of ηi and σi is no longer monotonic, robots still reach agreement on
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when to switch to the successive phase.
Finally, in order to show the benefits of the minimally invasive approach, we compare
it with an alternative technique inspired by [94], where, upon collective completion of a
behavior, robots execute rendezvous until the communication graph required by the suc-
cessive behavior is assembled. As shown by the simulation results for a sequence of 7
behaviors (Fig. 4.6), the mean of the input’s norm when considering our framework (red
solid line) is always lower than the one obtained using the rendezvous as glue behavior. Im-
portantly, since transitions between behaviors occur faster in the minimally invasive case,
the lower control effort cannot be attributed to a more relaxed choice of controller gains.
Figure 4.4: Task and assembly consensus variables σi and ηi for i = 1, . . . ,N during a
transition between two behaviors.
Figure 4.5: Task and assembly consensus variables σi and ηi for i = 1, . . . ,N during a
transition between two behaviors with communication delays.
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Figure 4.6: Control input comparison between the minimally invasive sequencing frame-
work proposed in this chapter (red) and a sequencing based on rendezvous as gluing be-
havior (blue). Solid lines represent the mean of the control input across all robots, while
shaded regions represent the interval between minimum and maximum control input.
4.4 Case Study: Securing a Building
The objective of this section is to describe the Securing a Building mission, which will
be used as testing scenario for the composition framework. We describe now the main
structure and objective of the mission, while we deconstruct it into coordinated behaviors
in the next subsection.
4.4.1 Mission Overview
In the Securing a Building mission, a group of robots are deployed in an urban environment
to identify an unknown target building and rescue a subject located inside. Based on [95],
we decompose this mission into the following 4 phases:
FIND - First, the robots are tasked with identifying the target building by means of
surveillance of the perimeters of all the buildings. For efficient exploration, robots can
be broken into sub-teams. Each team reports collected information at the base after each
building has been investigated. Once the target building has been identified, the robots
reunite and prepare for the next phase.
ISOLATE - The robots isolate the target building by patrolling its perimeter. To achieve
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this, the robots are divided into two subgroups - the security agents responsible for bound-
ary protection and the maneuvering agents tasked with entering the building.
RESCUE - During the rescue phase, the security agents keep patrolling around the
building. In the meanwhile, the maneuvering agents enter the building, clear the rooms,
and seize positions as they maneuver through the building to find the subject to be rescued.
Once the subject has been located, the robots transport it to the safe zone.
FOLLOW-THROUGH - As the interior of the building is being cleared, individual
robots are left inside as beacons, while the remaining robots from the maneuvering agents
leave the building, gather on the outside with the security agents, and report back to the
base station.
A number of arguments support the choice of the Securing a Building mission as an
ideal scenario for testing multi-robot techniques and algorithms. First, the requirement of
spatially diverse functionalities that cannot be provided by single robots naturally requires
the use of multi-robot systems. Second, the final goal of the mission, namely rescuing the
subjects of interest, reflect the fact that general real-world missions cannot be accomplished
with single controllers. Lastly, thanks to its modularity, techniques focusing on specific
aspects of the mission can be integrated and tested without influencing the overall structure
of the mission (see the Appendix for details).
4.4.2 Securing a Building Through Composition of Behaviors
We deconstruct the Securing a Building mission through ordered sequences of coordinated
behaviors. The process is summarized in Fig. 4.7. We refer to behaviors in terms of their
main objectives, acknowledging that different implementations can be used to achieve the
same results. We highlight these behaviors in parenthesis.
FIND Robots initially coordinate with the operator at the base station (rendezvous). After
that, robots are divided into different search teams, each assigned with a list of buildings
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Figure 4.7: Mission design chart showing how coordinated behaviors are composed to-
gether to tackle the Securing a Building mission. The four bold titles are the mission phases
and the large boxes below them indicate specific agent roles and associated behaviors. The
arrows in the chart indicate the transitions between different behaviors. We note that he
choice of controllers that produces the behaviors in the chart is not unique.
to investigate (task allocation). Subsequently, all the teams investigate their own lists of
buildings. First team of robots travels to the vicinity of a building (leader-follower), then
start to survey the exterior of the building (perimeter patrol), and return to the base (leader-
follower). This process repeats until the target building is discovered.
ISOLATE Robots gather near the base (rendezvous), then are divided into security and
maneuvering agents (task allocation). After traveling from the base to the vicinity of the
target building (go-to-goal), security agents protect the building’s perimeter (cyclic pur-
suit), until the end of the RESCUE phase. Meanwhile, the maneuvering agents locate the
building’s entrance, by following its perimeter (perimeter patrol). Once the entrance has
been found, the maneuvering agents gather at the entrance (rendezvous) and create a for-
mation (formation control) before entering.
RESCUE The maneuvering agents enter the building in formation (formation control)
and cover the interior area (area coverage). Once the location of the subject to rescue
is identified, the robots form a circular closure around the subject (cyclic pursuit). Then,
the robots transport the subject to the safety zone, while maintaining the circular closure
around the subject (containment control).
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FOLLOW-THROUGH Maneuvering agents spread (scatter) over the interior of the
building. To signify that the area has been cleared, few robots are left inside the building as
beacons (persistent coverage). The rest of the maneuvering agents and the security agents
reunite outside the building (rendezvous). At last, they return to the base (leader-follower).
4.4.3 Results
We tested the behavior composition framework described in Section 4.3 on the Securing
a Building mission, which was executed on the Robotarium [67]. In Fig. 4.8, we dis-
play selected snapshots of the mission obtained by a camera mounted on the ceiling. In
the experiment, 8 differential-drive robots, indexed 1, . . . ,8 are deployed in a simulated
urban environment composed of 6 buildings, blue polygons indexed 1, . . . ,6. In this exper-
iment, we simulate a maximum sensor range ∆ = 0.5m. Because of the different spatial
scales between FIND/ISOLATE phases and RESCUE/FOLLOW-THROUGH phases, the
entire mission is divided in two parts. In the first part (Fig. 8.2a to Fig. 4.8d) the experi-
ment is performed at a neighborhood-level scale. The remaining two phases are executed
in a zoomed-in environment, which focuses on the one building of interest (Fig. 4.8d to
Fig. 4.8f).
During FIND phase (Fig. 8.2a and 8.2b), two groups of robots TEAM1 ∶ {1,2,3,4} and
TEAM2 ∶ {5,6,7,8} investigates preassigned lists of buildings, leaving some agents near
the base station (the purple filled dot in the top right corner) if destination building cannot
be reached without breaking the connectivity constraints. The red polygon in Fig. 8.2b
and 4.8c is the target building after being identified by TEAM1. During the ISOLATE phase
(Fig. 4.8c), maneuvering agents look for the entrance, while the security agents secure the
outer perimeter.
During the RESCUE phase (Fig. 4.8d to 4.8e), the agents inside the building, i.e.
TEAM1, localize the target (red dot) using Voronoi coverage (Fig. 4.8d) and escort it to




Figure 4.8: Overhead screen-shots from experiments on the Robotarium. A team of eight
robots is divided in TEAM1 ∶ {1,2,3,4} and TEAM2 ∶ {5,6,7,8}. Because of the differ-
ent spatial scales between FIND/ISOLATE phases and RESCUE/FOLLOW-THROUGH
phases the mission is executed on two different environments. Each team is assigned with
a list of three buildings to inspect sequentially. FIND: (a) perimeter patrol of buildings 2
and 5; (b) building 4 is identified as the target building, while TEAM1 waits for TEAM2 to
return to base. ISOLATE: (c) TEAM2 secures perimeter of building, while TEAM1 inspects
exterior of building, searching for the entrance. RESCUE: after entering the building,
TEAM1 performs domain coverage of the building until target (red dot) is identified (d); af-
ter this, (e) robots escort target to safe location (red circle). FOLLOW-THROUGH: finally,
two robots are left as beacons inside the building while all remaining robots return to base
(f).
inside the building, while remaining robots return to the base (Fig. 4.8f).
4.5 Key Assumptions in Barrier Function-based Frameworks
When using quadratic programs of the form (1.6) in order to execute complex tasks such
as the one described in this chapter, we need to account for failure modes and scenarios
such as infeasibility type situations which can lead to a dissatisfaction of the task specifica-
tion. Hence, the following are some key observations and assumptions that are inherently
embedded in standard barrier function-based quadratic programming approaches. Such as-
sumptions need to be addressed when executing complex tasks such as the one described
in this chapter.
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• Feasibility of QP: This is a prevalent assumption in many existing barrier function
based works, and is an important point that must be addressed when one uses these
frameworks for safety-critical tasks. The next chapter (Chapter 5 and Chapter 6) will
describe some techniques to relax the barrier function constraints while guaranteeing
feasibility.
• Negligence of System Volume: Traditional barrier function formulations guarantee
safety of the system state. However, in reality, systems have a volume associated with
them. Hence, providing formal guarantees on safety of the system volume is impor-
tant. We discuss a special class of control barrier functions introduced in Chapter 7
that guarantee safety of the system volume.
• Known Environments: In the above detailed example, we assumed knowledge of
the location and shape of the obstacle i.e. complete knowledge of the barrier func-
tion (1). However, in many scenarios, this need not necessarily be true. We discuss
such an instance in Chapter 8, and provide a general framework to synthesize con-







RELAXED BARRIER CERTIFICATE FORMULATIONS
In the previous two chapters, we described frameworks where each reachability and/or
invariance constraint was encoded separately in quadratic programs using finite time and/or
zeroing control barrier functions. In addition, the quadratic program was strict; that is, no
relaxation of the constraints was introduced. Such optimization based approaches might
turn out to be too strict in certain scenarios, and hence, in this chapter we discuss techniques
to relax the constraints and the quadratic programs.
Given a task specification, in this section we focus on scenarios where using existing
methods in literature [8], [9], [96] will render the controller infeasible, and provide solu-
tions for the same. The first section discusses Theorem 6 which appeared in our conference
paper [32], while the second section proposes a relaxed formulation of the QP based con-
troller in scenarios where the invariance constraints encoded by zeroing barrier functions
are in conflict.
5.1 Composite Finite Time Control Barrier Functions
Consider two robots R1 and R2 as shown in the workspace in Fig 5.1. Suppose R1 is
sensing information from R2 and hence must always stay within the sensing radius of R2.
Suppose we have two regions of interest A, and B. Let D represent a corridor in the state
space (denoted by the dotted lines in Fig 5.1) whereR1 must maintain a very small distance
of connectivity with R2. This could represent, for example, an area with very poor network
connectivity and hence the robots must resort to communication over small distances. Let
the specification for the multi-agent system be given as φ = 3(πA1 ∧πB2 )∧2πconn where πA1
is the proposition that is true when R1 is in A, πB2 is the proposition that is true when R2 is
in B, and πconn is the proposition that is true when the robots must maintain connectivity
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at all times. In other words, R1 must visit A, R2 must visit B and R1 must always stay
connected with R2. The workspace is as shown in Fig 5.1.
Figure 5.1: Representative trajectories for R1 and R2 that satisfy the specification φ =
3(πA1 ∧ πB2 ) ∧2πconn. The area with less connectivity is the corridor D. Observe that R1
and R2 need to maintain a small distance of connectivity within the corridor D.




s.t LfhA(x1) +LghA(x1)u ≥ −γ ⋅ sign(hA(x1)) ⋅ ∣hA(x1)∣ρ
LfhB(x2) +LghB(x2)u ≥ −γ ⋅ sign(hB(x2)) ⋅ ∣hB(x2)∣ρ
Lfhconn(x) +Lghconn(x)u ≥ −α(hconn(x))
(5.1)
where α is a locally Lipschitz extended class κ function, γ > 0, ρ ∈ [0,1), x1 is the state
of R1, x2 is the state of R2, x = [x1 x2] is the total state of the system, hA is the FCBF
which represents A, hB is the FCBF which represents B, and hconn is the ZCBF which
dictates the connectivity radius to be maintained by R1 with R2. Note that [9] considers
only reachability tasks and not more general LTL tasks. In addition, [9] requires multiple
reachability specifications to be encoded as separate constraints in a QP, as discussed above.
However, this QP becomes infeasible at the point when R1 and R2 reach the corridor
D. This is because the first constraint in (5.1) dictates that R1 make progress towards A,
but the third constraint dictates that R1 move closer to R2 and hence move away from A.
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This leads to an empty solution space thus rendering the QP infeasible. This shows that the
above formulation of encoding multiple reachability objectives as individual constraints is
too restrictive.
In light of the above scenario, we propose a method in which we compose multiple
FCBFs. By ensuring that the total sum of the finite time barrier functions is always increas-
ing, we can allow for decrease in the values of some of the individual barrier functions
thereby allowing some robots to move away from their desired sets temporarily. This pro-
vides a larger solution space for the QP. This is formalized in the following theorem.
Theorem 6. Consider a dynamical system in control-affine form as in (1.1). Given Γ ⊂ X




{x ∈ X ∣ hi(x) ≥ 0}
and for i = {1,2,3, ..., q′} with q′ < q, hi(x) is bounded i.e. hi(x) < Mi for all x ∈ X , for
Mi > 0.1 If there exists a collection {αi}q
′
i=1 with αi ∈ R>0, parameters γ > 0, ρ ∈ [0,1) and




{αi(Lfhi(x)+Lghi(x)u(x))}+γ ⋅sign(min{h1(x), h2(x), . . . , hq′(x)}) ≥ 0 (5.2)
Lfhi(x) + Lghi(x)u(x) + γ ⋅ sign(hi(x)) ⋅ ∣hi(x)∣ρ ≥ 0 , ∀ i ∈ {q′ + 1, . . . , q} (5.3)
then under the feedback controller u(x), for all initial conditions x0 ∈ D, there exists
0 < T <∞ such that x(T ) ∈ Γ.
Proof. By contradiction, suppose for some x0 ∈ X /Γ the control law u(x) that satis-
fies (5.2) and (5.3) is such that there does not exist a finite time 0 < T < ∞ so that
x(T ) ∈ Γ. In particular, then for all t > 0, min{h1(x(t)), h2(x(t)), . . . , hq(x(t))} < 0,
where x(t) is the solution to (1.1) initialized at x(0) under the control law u(x). By
1If all the functions are bounded, then q′ = q and so we will have only (5.2) as a constraint in the QP
∀i ∈ {1,2, . . . , q}
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(5.3) for all t > Ti = ∣hi(x0)∣
1−ρ
γ(1−ρ) , we have hi(x(t)) ≥ 0 for all i = {q′ + 1, . . . , q} by
Proposition 1. To that end, if we define T ′ = max
i=q′+1,...,q
{Ti}, then for all t > T ′ we have,
























{αihi(x(t))}→∞. But this is a contradiction since hi(x(t))








αiMi. Thus, there exists a




{x ∈ X ∣ hi(x) ≥ 0}. ∎
Theorem 6 allows a system to reach an intersection of multiple regions in the state space
using a single barrier certificate constraint. In contrast, [9] proposes a more restrictive
solution to the constrained reachability problem with desired level sets being individually
defined by multiple FCBFs in a QP. In particular, [9] proposes the set of control laws U
given by
U(x) = {u ∈ Rm ∣ Lfhi(x) +Lghi(x)u + γ ⋅ sign(hi(x)) ≥ 0 , ∀i ∈ {1, . . . , q}}. (5.5)
Note that this is equivalent to taking q′ = 0 in Theorem 6. Define





{x ∈ X ∣ hi(x) ≥ 0}. We then formulate the following corollary.
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αi ≥ 1, the set U(x) defined in
(5.6) is a superset to the set U(x) defined in (5.5). That is, U(x) ⊆ U(x) for all x ∈ X /Γ̂.
Proof. Note that for q′ = 0 and q′ = 1, it follows that U(x) = U(x). Now, for any q′ ∈
{2, . . . , q − 1}, consider any u(x) ∈ U(x) applied to the system (1.1). Hence, we have that
Lfhi(x) +Lghi(x)u(x) ≥ −γ ⋅ sign(hi(x(t))) ≥ γ
αi(Lfhi(x) +Lghi(x)u(x)) ≥ αi ⋅ γ
for all i ∈ {1,2, . . . , q} since x ∈ X /Γ̂. Summing the inequalities for the barrier functions








αi ⋅ γ ≥ γ




αi ≥ 1. This implies u(x) satisfies
(5.2) since sign(min{h1(x), h2(x), . . . , hq′(x)}) < 0 for all x ∈ X /Γ̂, and Lfhi(x) +
Lghi(x)u(x) ≥ −γ ⋅ sign(hi(x(t))) for all i ∈ {q′ + 1, . . . , q} which implies u(x) also
satisfies (5.3). Hence, u(x) ∈ U(x). Thus the corollary follows. ∎
The choice of αi is user dependent, and in general we choose αi = 1 for all i =
1,2, . . . , q′. Corollary 1 is meant to characterize the condition at which Theorem 6 re-
sults in a larger feasible solution space than traditional methods. Theorem 6 allows for
additional directions of evolution for the system state thereby resulting in a more relaxed
approach to the finite time reachability problem.
In particular, the significance of this result can be seen from the plots in Fig 5.2 ob-
tained from the experimental case study in Chapter 3. In Chapter 3 Section 3.3, we used
Theorem 6 in order to guarantee feasibility. Fig 5.2 illustrates the significance of Theo-
rem 6. Observe that since we enforce that the sum of the barrier functions must increase,
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robot 1 is able to move away from target 1, without leading to an infeasible solution. Note
that infeasibility occurs if one were to encode the constraints as per existing literature since
that requires that robot 1 keep moving towards target 1 at all time instants. In the code
repository2, we provide a simple example to illustrate such an infeasibility scenario which
reinforces the significance of Theorem 6.
X: 12.39
Y: -47 X: 13.73
Y: -51.2
Figure 5.2: The figures above show the progress of robot 1 towards goal region A, the
progress of robot 2 towards goal region B, and the total sum of the progress of the robots.
Observe that the sum total of the barrier functions is increasing, which guarantees feasibil-
ity, even though robot 1 moves away temporarily from A. This is a result of the application
of theorem 6 in the QP
5.2 Prioritization of Zeroing Control Barrier Functions
In this section, we introduce a methodology for prioritizing different ZCBFs. In particular,
our proposed formulation is similar to [97] where different tasks represented by multiple
ZCBFs are prioritized for a multi-agent system. In particular, we stipulate that the perfor-
2Code for Robotarium experiment- https://bit.ly/37QkOBS
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mance objective dictated by the FCBFs must never be relaxed, and hence, they are encoded
as hard constraints (i.e. constraints which must never be violated), whereas the ZCBFs can
be relaxed and hence, they are encoded as soft constraints (i.e. constraints which could
potentially be violated). Our proposed method is different from [97] in the sense that, in
addition to the ZCBFs, we also incorporate FCBFs which are treated as hard constraints in
the QP based controller.
Consider the following motivating example. Suppose we have a goal region G = {x ∈
X ∣hG(x) ≥ 0} where hG ∶ X → R is a FCBF, encapsulated by an obstacle O = {x ∈
X ∣hO(x) ≤ 0} where hO ∶ X → R is a ZCBF. Suppose the specification for the robot is
φ = 3G ∧2¬O. By following the method proposed in existing works such as [98], [99],




s.t LfhG(x) +LghG(x)u ≥ −γ ⋅ sign(hG(x)) ⋅ ∣hG(x)∣ρ
LfhO(x) +LghO(x)u ≥ −α(hO(x))
(5.7)
where γ > 0, ρ ∈ [0,1) and α is a locally Lipschitz extended class κ function.
However, since the goal is encapsulated by the obstacle, the two constraints are in
conflict and hence the QP will be infeasible. In order to tackle scenarios such as the one
above, we propose a relaxed formulation of the QP similar to the one in [8], [97].
Consider p ZCBFs and n FCBFs. Let P be the index sets for the zeroing barrier func-
tions. Some or all of the ZCBFs may be in conflict with the composite FCBF. The general-













Lfhi(x) +Lghi(x)u(x) ≥ −αi(hi(x)) − εi , ∀i ∈ P
(5.8)
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where Ξ = [ε1, ε2, . . . , εp]
T
∈ Rp, W ∈ Rp×p is a diagonal matrix with the diagonal elements
as (w1,w2, . . . ,wp) where wi ∈ R>0 is a weight associated with the the slack variable εi for
all i ∈ {1,2, . . . , p}, and αi is a locally Lipschitz extended class κ function. The weight
matrix W allows one to encode the notion of “priority” for the barrier functions. For
example, if the weight wi corresponding to the slack variable εi is large, then the ith ZCBF
has higher priority over other constraints.
Remark 4. Similar to the discussion in Remark 2 in [8], if the reachability and invariance
constraints are not in conflict, then with an appropriate choice of the weight matrix W ,
we will have εi ≈ 0 for some i ∈ {1,2, . . . , q}. Also, note that we extend the formulation
provided in [8] from two constraints to multiple constraints.
The relaxed QP returns a control law that allows the system to reach the desired level set
in a finite time while minimally violating the invariance constraints if there is a conflict with
the FCBF. This type of relaxed controller is useful when trying to find minimally violating
control strategies for conflicting LTL specifications [100]. We present the following case
study which uses the relaxation based controller (5.8).
Example
Consider an omnidirectional robot with dynamics ẋ = u where x ∈ X ⊂ R2, and u ∈
R2. Let D ⊂ X be a compact domain in the state space. The workspace is as shown
in Fig 5.3. Suppose we have two unsafe regions A and B and a goal region C. Let C
be contained within A and B. Suppose the specification to be satisfied by the robot is
φ = 3C ∧ 2(¬A ∧ ¬B). From Fig 5.3, we observe that satisfaction of φ is impossible
without entering the regions A or B. However, suppose that region A has greater priority
than region B and hence violation of B is allowed to some extent.
With this additional flexibility, we can employ the proposed QP as in (5.8) with the
weights wA ∈ R>0 set to be a large value and wB ∈ R>0 set to be a small value. We then
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Figure 5.3: A family of trajectories for the robot generated by the relaxed QP (5.8). By
changing the values of the entries in the weight matrix W , one can encode the notion of
priority for different regions in the state space as can be seen from the various trajectories.
solve (5.8) which gives us a family of trajectories (depending on the values of the weights
wA and wB) of the robot as shown in Fig 5.3. Observe that with different weights wA
and wB for the regions in the QP, we obtain a different trajectory. This allows one to also
encode the notion of priority in the QP.
5.3 Concluding Remarks
In this chapter, two techniques to relax traditional barrier function formulations were pre-
sented. In the first technique, we composed multiple finite time barrier functions into single
constraint, which allows for a larger solution space than the traditional method of encoding
each constraint separately in a quadratic program. We illustrate the usefulness of the result
in reference to the implementation results presented in the earlier chapter. The next tech-
nique details a relaxed quadratic program structure, where slack variables are introduced in
order to prioritize the zeroing barrier function constraints. We provide simulation results to
show a family of trajectories that result from such a weighting of constraints.
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CHAPTER 6
WEIGHTED POLAR FINITE TIME CONTROL BARRIER FUNCTIONS
Introduction
In this chapter, we consider the problem of a unicycle robot converging to a region of in-
terest with a desired heading angle within a finite time using control barrier functions. This
problem has applications in multi-agent systems. For example, in caging [101], a team of
agents must surround an object of interest in order to apply contact forces to the surface of
the object and transport it from one point to another. In formation control based surveillance
[102], a group of agents must converge to a terminal level sets and then perform patrolling
around this desired region. In [103], the authors discuss a game between intruders and
defenders where the intruders score points if they reach the target that is being defended by
the defenders. This requires the defenders to detect the intruders and perform surveillance
effectively. In these applications, it is preferable to have a control policy which guarantees
finite time convergence to desired regions with a reasonable bound on the heading angles
of the robots.
In the traditional finite time barrier function formulations, the barrier function is only a
function of the position of the virtual control point of the robot. This is convenient when
the finite time reachability requirement is restricted to the position of the CoM. However,
if one requires stricter convergence guarantees such as convergence to a terminal level set
with a desired angle, then using the barrier functions suggested in [9] and [32] will not
work. In such a situation, it becomes imperative to consider a FCBF defined in the entire
state of the system and not just the position. In this chapter, a new finite time control barrier
function is introduced for differential drive mobile robots (unicycle dynamics) inspired by
the generalization of the weighted Lp norm in [104] in order to incorporate the entire state
of the system.
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The weighted Lp norm has been recently used for collision avoidance between two
full body objects in [104], [105], [5], [106]. In [5], the distance between two quadrotors
is defined by measuring the weighted Lp distance of the center of mass of each robot.
Here, the orientation of the robot is ignored. In [105], more geometric settings of collision
detection are introduced where the distance involves the orientation of both objects and
is used to plan a collision avoidance trajectory for a snake robot in [106]. In [104], a
weightedLp method for collision checking is extended to bendable 3D objects (non convex)
where the surface is approximated by the one level set of the so-called weighted polar Lp
function. In this chapter, a modification to the weighted polar Lp function is considered
which enables us to define a nonconvex terminal level set with orientation constraints. The
super zero level set of the proposed barrier function not only captures desired goal positions
but also provides a desired angle of arrival for the robot.
We adopt a QP based framework [19] which incorporates the barrier functions as con-
straints. One of the main difficulties associated with a barrier functions based QP is proving
feasibility at all points in the state space. In the case of single integrator dynamics as con-
sidered in [98], [99], [9], feasibility is assured due to the simple dynamics. However, when
one considers complex nonholonomic systems such as the unicycle dynamics, then prov-
ing feasibility is not straightforward. If the framework suggested in [98], [99], [9], [32] is
used, then we will encounter points of singularity in the state space where the constraints
are invariant to the control. This happens when the Lie derivative of the FCBF along the
actuation vector field vanishes. When the system enters such sets, the QP becomes infea-
sible. In this chapter we identify the condition at which the Lie derivative vanishes. Then,
we characterize the appropriate value of the control parameter that must be used in order
to eliminate a vanishing Lie derivative condition. This has two important implications.
First, this leads to the conclusion that the candidate Lp functions are indeed valid finite
time control barrier functions. Second, the QP based controller always returns a feasible
solution.
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The contributions of this chapter are three fold. First, we introduce a new class of finite
time control barrier functions for unicycle robots in the planar space. Our proposed work
incorporates the full state of the system as opposed to [98], [9], [32] where only a part of the
state is abstracted in the barrier function. This allows us to accomplish stricter convergence
specifications such as converging to the desired level set with a desired heading angle.
Second, since these barrier functions cannot be used directly with the dynamics in a QP
framework due to the existence of the singular sets where the QP is infeasible, we leverage
the structure of the proposed FCBF which guarantees feasibility of the QP. Last, we detail
a control architecture that allows for finite time convergence to a level set at the desired
terminal angle.
6.1 Problem Setup
In this chapter, we consider a differential drive mobile robot with the unicycle dynamics
ẋ = v ⋅ cos(φ)
ẏ = v ⋅ sin(φ)
φ̇ = ω
(6.1)
where x, y ∈ R are the x and y coordinates of the robot, φ ∈ (−π,π] is the heading, v ∈ R
is the linear velocity, and ω ∈ R is the angular velocity. Denote the domain of the state
space as X ⊂ R3. Let X = [x y φ]
T
∈ X ⊂ R3 be the entire state of the robot. Then the
























where R(φ) ∈ R2×2 is the standard rotation matrix,
L̄ ∈ R2×2 is a diagonal matrix with (1,0) as its diagonal elements, and e2 = [0 1]
T
is the
standard basis vector in the y direction. Define x̄ = [x y]
T
∈ R2. We define the control
that is applied to the robot as u = [v ω]
T
∈ R2. We assume that the linear velocity is
bounded as ∣v∣ ≤ vmax where vmax ∈ R>0.
Let G = {X ∈ X ∣ h(X) ≥ 0} be a region of interest which is defined as the super
zero level set of a function h ∶ X → R. We require that the robot converge to G in a finite
time with a desired heading angle given by φterm ∈ (−π,π]. We now formally define the
problem statement that is addressed in this chapter.
Problem Statement 4. Given a differential drive mobile robot with unicycle dynamics as
in (6.1), synthesize a finite time control barrier function such that
1. A QP based feedback controller with the finite time barrier function as the constraint
allows the robot to converge to the desired level set G with a desired angle of arrival
φterm within a finite time T ∈ (0,∞).
2. The QP based controller returns a feasible solution.
6.2 Weighted Polar Lp Functions
In this section, a weighted polar Lp function introduced in [104] is recapped. A level set of
the function is used to analytically represent contours or surfaces of bent objects. The idea
is to appropriately use a coordinate transformation between the Cartesian system and the
polar system to retrieve the surface equation represented by the weighted Lp norm in each
domain.
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The polar coordinates of x̄ transformed by the mapping Γ are given by:
RΓ(x̄) =
√






Definition 9 (Weighted Polar 2D Lp function (Definition 3 in [104])). Let κ ≠ 0 and σ =
(σ1, σ2) be an element-wise positive vector. The σ,κ weighted polar 2D Lp function Ω ∶
R2 → R is the positive definite function












where θ0 = sign(κ) ⋅ π2 , and p is even.
An example plot of Ω is shown in Fig 6.1 where σ = (2,1), κ = 0.3927 and p = 10
are chosen in the example. These values have been chosen arbitrarily for representation
purposes. As it is graphically shown in the Fig 6.1, the value function is a positive definite
function (Lemma 1 in [104]). Different level sets are shown in Fig 6.1 where the contours
projected on the x − y plane correspond to different levels. By using the level set of the
function, an analytic contour equation for a bending rectangle is achievable and κ corre-
sponds to the constant curvature of the bending. A detailed derivation of the weighted polar
Lp function and its use in optimal path planning can be found in [104]. In this chapter, the
terminal level set is defined as the level set of a modified weighted polar Lp function, which
















Figure 6.1: The level sets of Ω(x̄) for p = 10, κ = 0.3927, σ = (2,1). Observe that the
function is positive definite and Ω(x̄) = 0 at x̄ = [0 0]T .
6.3 Near Identity Diffeomorphism
The unicycle kinematics model is nonlinear and nonholonomic. Hence, the robot cannot
move sideways instantaneously, but must rotate and then move. The approach adopted in
this chapter is to control a virtual point which is not at the center of mass but a point apart
from it. The new coordinate which is centered at the virtual point can be obtained via the
near identity diffeomorphism discussed in [69]. We control a point at a distance l ahead of
the centre of mass and in the direction of the heading. This is as shown in Fig 6.2.
Let r = [rx ry]
T
∈ R2 be the new virtual point which is controlled. That is,






, l ∈ R>0, and e1 = [1 0]
T






Figure 6.2: The differential drive mobile robot with the centre of mass x̄ and the virtual
control point r orthogonal to the wheels.
along the x direction. Hence we have





The dynamics of r are then given by













Denote the total state of the robot as r̃ = [r φ]
T
























Let g̃(r) = [R(φ)L eT2 ]
T
. Moving forward, we will consider this virtual point as the state
of the robot and use these dynamics for the analysis of the Lie derivatives and the gradients.
Weighted Polar Lp Barrier Functions
Consider the original state of the robot X = [x y φ]
T
. We consider the following candi-
date weighted Lp function Υ ∶ X → R:
















where φ and φterm are wrapped to (−π,π], p is even and µ ∈ R>0 is a design parameter. We
will see later that µ influences the error bound on the angle of convergence to the terminal
level set.
We define the set of points at which the Lie derivative of (6.8) in the direction of the
actuation vector field g vanishes. More formally, we have the following definition.
Definition 10 (Singular set). A singular set of the system as in (6.1) is defined as S = {X ∈
X ∣ LgΥ(X) = 0}, where LgΥ(X) = ∂Υ(X)∂X g(X) is the Lie derivative of (6.8) along the
direction of the actuation vector field g.
Since Υ is smooth in the domain X and the dimension of S is strictly less than 3,
the singular set is measure zero. As µ is also a control parameter, the singular set can be
eliminated by choosing a specific value of µ.
Before considering a proper choice of µ, the following lemma shows that the singular
set S is always nonempty for any µ ∈ R>0 if the original state equation in (6.1) is used
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instead of (6.7).
Lemma 2. Consider the weighted polarLp function as in (6.8). Let S = {X ∈ X ∣LgΥ(X) =
0} where LgΥ(X) = ∂Υ(X)∂X g(X) is the Lie derivative of Υ along g as in (6.1). Then the set
S is non empty for any µ ∈ R>0
Proof. Define α(X) = ((RΓ(x̄)−cσ2 )
p
+ ( θΓ(x̄)−θ0σ1 )
p
+ µ ⋅ ( ∣κ∣⋅(φ−φterm)σ3 )
p
) ∈ R>0. The Lie





























The Lie derivative, LgΥ, at X is given by:
LgΥ(X) = α(X)
1−p
p ⋅ (−Ω(x̄)p−1∇Ω(x̄)R(φ)L̄ −Ψ(φ)eT2 )
LgΥ(X) = 01×2 implies that ∇Ω(x̄)R(φ)e1 = 0 and φ = φterm holds since L̄ is singular.
This condition implies that LgΥ(X) = 01×2 if the heading is equal to the desired heading
φterm, and at that point, the gradient of Ω is orthogonal to the heading. Since there always
exists a point X ∈ X such that the gradient ∇Ω(x̄) is orthogonal to the heading in X , if the
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heading of X is equal to φterm then X ∈ S. Hence, there does not exist a µ ∈ R>0 such that
S is empty. This concludes the proof. ∎
Lemma 1 proves that there exists no value of µ for which the singular set S as in
Definition 10 is empty. This is a problem with regard to QP feasibility becauseLgΥ(X) = 0
for any X ∈ X will cause violation of (1.4) and will render the QP infeasible at X . Hence,
the control of the differential drive robot will be considered not with the kinematics in (6.1)
but with the NID in (6.7) in order to render S empty.
Condition for Vanishing Lie Derivative
We observe that (1.4) is the condition that must be satisfied for the function Υ to be a finite
time convergence control barrier function. This requires the Lie derivative Lg̃Υ along g̃
to be non zero at each point in the state space. That is, Lg̃Υ(r̃) ≠ 0 for all r̃ ∈ X . The
following Lemma characterizes the condition at which the Lie derivative is zero in the state
space.
Lemma 3. Consider the unicycle robot with the near identity diffeomorphism kinematics
as in (6.7). The singular set S in Definition 10 is nonempty only if
∇ΩT (r) + Ψ(φ)R(φ)e2
lΩ(r)p−1 = 0 (6.10)
holds, where Ψ(φ) = µ∣κ∣
p(φ−φterm)p−1
σp3
for all r̃ ∈ X .




















p (−Ω(r)p−1∇Ω(r)R(φ)L −Ψ(φ)eT2 ) (6.11)
Suppose Lg̃Υ(r̃) = 0. Then we have
0 = −Ω(r)p−1∇Ω(r)R(φ)L −Ψ(φ)eT2 (6.12)
Since R(φ)L is nonsingular,
∇Ω(r)T = −Ψ(φ)R(φ)e2
lΩ(r)p−1 (6.13)
holds, and the lemma follows. ∎
Observe that the contrapositive of Lemma 3 indicates that if ⟨∇Ω(r),R(φ)e1⟩ ≠ 0 or
∣∣∇ΩT (r)∣∣ ≠ ∣Ψ(φ)∣lΩ(r)p−1 , then ∣∣Lg̃Υ(r̃)∣∣ is not equal to zero at r̃. This means that if we pick the
value of the control parameter µ such that ∣∣∇ΩT (r)∣∣ ≠ ∣Ψ(φ)∣lΩ(r)p−1 , then we have Lg̃Υ(r̃) ≠ 0
for all r̃ ∈ X .
6.4 Weighted polar Lp Barrier Functions
Consider the weighted polar Lp function as in (6.8). We prove that it is a valid finite time
convergence control barrier function in order to provide a formal guarantee for convergence
to the terminal level set at the desired angle. Note that it is sufficient to check if there exists
at least one u = [v ω]
T
∈ R2 such that (1.4) is satisfied. To do this, we require a compact
domain that encapsulates the zero level set of the weighted polarLp function. The following
theorem provides a characterization of a new domain local to the initial condition r̃0 of the
robot.
Theorem 7. Let r̃0 = [r0 φ0]
T
∈ X be the initial configuration of the robot. Define
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∂G = {r̃ ∈ X ∣Υ(r̃) = 0}. Then, there exists ε1 > 0, ε2 ∈ (0, ∣κ∣), µ ∈ (0, µ̂max], D ∶= M/N
where r̃0 ∈ D and
M ∶= {[r φ]
T
∈ X ∣ ∣κ∣ −Ω(r) ≤ ε2} (6.14)
N ∶= {[r φ]
T
∈ X ∣ ∣κ∣ −Ω(r) < −ε1}, (6.15)
such that ∂G ⊂ D.
Proof. We choose ε1 > 0 to be large enough such that Υ(r̃0) ≥ −ε1. This is possible since




Observe that this implies that Ω(r0) ≥ −ε1, and so r̃0 ∈N c where N c is the complement of
N .
Now, pick ε2 ∈ (0, ∣κ∣), then
Υ(r̃) = ∣κ∣ − ((∣κ∣ − ε2)p + µ ⋅












holds for any r̃ ∈ ∂M . Now pick




for some δ̄ ∈ (0,1) defined as
δ̄ = 1 − (∣κ∣ − ε2)
p
∣κ∣p .






Then from the choice of ε1 > 0, ε2 ∈ (0, ∣κ∣) and µ ∈ (0, µ̂max), the supremum of Υ on N c




and therefore, the intersection ∂G ∩Dc is empty. Hence ∂G ⊂ D. ∎
Now, having clearly defined the domain, we prove that there is no singular set (Defini-
tion 10) within the domain D for a fixed µ which uses Theorem 7.
Theorem 8. There exists a uniform upper bound µmax > 0, such that if µ ∈ (0, µmax], then
∣∣Lg̃Υ(r̃)∣∣ > 0 for all r̃ ∈ D.
Proof. Observe that D is compact in X since N is open, and Υ is continuously differen-








Note that Ω(r) ≠ 0 for all r̃ ∈ D since Ω is positive definite and [0 0]
T
/∈ D. Now, pick







, where β > 1 (6.18)
Now suppose that if r̃ ∈ D, then by its definition in (6.9), Ψ(φ) = 0 if and only if
φ = φterm since µ > 0. Observe that if Ψ(φ) = 0, then ∣∣Lg̃Υ(r̃)∣∣ ≠ 0 since ∣∣∇Ω(r)∣∣ ≠ 0.
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And so it is enough to prove that ∣∣Lg̃Υ(r̃)∣∣ ≠ 0 for φ ≠ φterm.















since R(φ) is a unitary matrix. Now, pick
µ < min{µ∗, µ̂max}, (6.19)






since β > 1. By invoking the contrapositive of Lemma 3, ∣∣Lg̃Υ(r̃)∣∣ ≠ 0 holds for all r̃ ∈ D.
Hence, the upper bound min{µ∗, µ̂max} suffices the requirement. ∎
Next, we show that the weighted polar Lp function is indeed a valid finite time control
barrier function in D.
Theorem 9. In the domain D with the desired level set G = {r̃ ∈ X ∣Υ(r̃) ≥ 0}, the weighted
polar Lp function Υ renders (1.4) true for all r̃ ∈ D and there exists a finite time 0 < T <∞
such that Υ(r̃(T )) ∈ G.
Proof. Let D be the domain as defined in Theorem 7. Pick µ as proposed in Theorem 8.
Then, from Theorem 8, we have Lg̃Υ(r̃) ≠ 0 for all r̃ ∈ D. Now for all r̃ ∈ D, pick





This gives us Lg̃Υ(r̃)u + γ ⋅ sign(Υ(r̃)) ⋅ ∣Υ(r̃)∣ρ = 0. Hence, for all r̃ ∈ D, there exists a
u ∈ R2 such that (1.4) is satisfied. Thus in the domain D, Υ is a valid finite time control
barrier function. Note that since we wrap φ, φterm in (6.8), r̃ remains in D. Since ∂G ⊂ D,
invoking Proposition 2, and the fact that Υ is positive definite, there exists T ∈ (0,∞) such
that r̃(t) ∈ D for all t ∈ [0, T ) and Υ(r̃(T )) ∈ G. ∎
6.5 Bound on Angle of Convergence
Since we are interested in the robot converging to the desired level set with the desired
heading angle, it is imperative that the error between the final heading and the desired
heading be minimum. This error can be controlled by the design parameter µ. This is
formalized in the following proposition.
Proposition 4. Given a domain D as defined in Theorem 7 and a desired level set G =
{r̃ ∈ X ∣Υ(r̃) ≥ 0} ⊂ D with Υ as the associated weighted polar Lp barrier function, any
continuous controller u ∶ D → R2 such that u(r̃) ∈ U as in (1.5), drives the robot to G in a
finite time 0 < T <∞. Moreover, the angle of convergence of the robot to the desired level








where φterm ∈ (−π,π] is the desired heading angle.
Proof. Since Υ is a finite time control barrier function, from Proposition 2, the robot con-
verges to G in a finite time 0 < T < ∞. That is, we have Υ(r̃) ≥ 0 for all t ≥ T . Since the
robot is also within the 2D level set Ω(r) we have Ω(r) =m ⋅ ∣κ∣ where 0 <m ≤ 1. That is,
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we have
0 ≤ ∣κ∣ − (mp ⋅ ∣κ∣p + µ ⋅ ∣κ∣
p
σp3
⋅ (φ(T ) − φterm)p)
1
p
⇐⇒ mp ⋅ ∣κ∣p + µ ⋅ ∣κ∣
p
σp3
⋅ (φ(T ) − φterm)p ≤ ∣κ∣p
⇐⇒ mp + µ
σp3
⋅ (φ(T ) − φterm)p ≤ 1
⇐⇒ µ
σp3
⋅ (φ(T ) − φterm)p ≤ (1 −mp)
Let ξ = 1 −mp. Note that ξ < 1. Hence we have
(φ(T ) − φterm)p ≤
ξ ⋅ σp3
µ



















≤ φ(T ) ≤ φterm +
σ3
µ1/p
and hence the theorem holds. ∎
Note that by setting µ in (6.8) to be large, we can obtain a final terminal angle which is
almost equal to the desired terminal angle as long as ∣∣Lg̃Υ(r̃)∣∣ ≠ 0 for all r̃ ∈ D. The next
section details the QP based controller which uses the weighted polar Lp barrier function
as the constraint. In particular, this QP based controller returns a feasible solution over all
points in the domain D.
Quadratic Program Based Controller Synthesis
We adopt a QP based controller which incorporates the weighted polar Lp finite time barrier
function as a constraint, and returns the minimum energy control law point wise in the state
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˙̃r ≥ −γ ⋅ sign(Υ(r̃)) ⋅ ∣Υ(r̃)∣ρ
(6.22)
where γ > 0, ρ ∈ [0,1), and Υ ∶ D → R is the weighted polar Lp barrier function of the
form




















where µ1 ∈ R≥0, µ2 ∈ R>0 are design parameters.
Since the primary aim of the proposed work is to converge to the desired level set at a
desired heading angle, we choose µ1 = 1 and µ2 ∈ R>0 to be a large value so that the error
bound is small as per Proposition 4. However, since this choice of µ2 could potentially
violate (6.19), there is a possibility that the robot enters the singular set S as defined in
Definition 10. The QP will then be infeasible. Therefore, we propose Algorithm 1 which
guarantees feasibility of the QP as well as small value of error on the final heading angle.
The algorithm implements a two stage controller preemptively when ∣∣Lg̃Υ(r̃)∣∣ < δ where
δ ∈ R>0 is a small number. We define this as a deadlock situation. At t = 0, DeadLock= 0.
The following subsections describe each stage in more detail.
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Algorithm 6 QP Based Controller
Input : Lg̃Υ(r̃)
Output: u(r̃)
1: if DeadLock = 1 then
2: Pick µ1 = 1, µ2 such that (6.19) holds
3: while Υ(r̃) < 0 do
4: Solve the QP as in (6.22)
5: end while
6: Pick µ1 = 0, µ2 > 0 to be large
7: while Υ(r̃) < 0 do
8: Solve the QP as in (6.22)
9: end while
10: else
11: Pick µ1 = 1, µ2 > 0 to be large
12: Solve the QP as in (6.22)
13: if ∣∣LgΥ(r̃)∣∣ < δ then
14: DeadLock ← 1
15: else
16: DeadLock ← 0
17: end if
18: end if
Stage 1: Convergence to the desired level set
In this stage, we choose µ1 = 1 and µ2 as in (6.19). Then for all r̃ ∈ D, the weighted polar
Lp barrier function is given as


















Then, the QP as in (6.22) is solved in order to converge to the desired level set within a
finite time 0 < T1 <∞. This signifies the end of stage 1. The next goal is to converge to the
desired heading angle. This is discussed in stage 2.
101
(a) Workspace (b) Initial configuration
(c) Intermediate configuration (d) Final configuration
Figure 6.3: In (b), the robots initialize around the target level set described by (6.8) with
the parameters in the case study. Using the QP based controller in Algorithm 1, the robots
converge to the terminal level set in the direction of the gradient of the level set as seen in
(d).
Stage 2: Convergence to the desired heading angle
As mentioned before, the value of µ2 as in (6.19) is small and hence the bound on the error
on the terminal angle of convergence as per Theorem 2 is large. Since we require the robot
to be aligned towards the desired heading angle, we choose µ1 = 0 and µ2 = µlarge > 0 (a
large value). Then for all r̃ ∈ D, the weighted polar Lp barrier functions is given as
Υ(r̃) = ∣κ∣ − (µlarge ⋅ (








The fact that (6.25) is a valid barrier function is proved in Proposition 5. Again, the QP
as in (6.22) is solved and the robot converges to the desired terminal angle in a finite time
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0 < T2 <∞ within an error formalized in Proposition 5.
Proposition 5. Given a desired terminal angle φterm ∈ (−π,π], µ1 = 0, µ2 = µlarge > 0
with Υ as the weighted polar Lp barrier function as in (6.25), any continuous controller













within a finite time 0 < T <∞.
Proof. For all r̃ ∈ D, observe that if µ1 = 0, then from (6.11) we have Lg̃Υ(r̃) ≠ 0 for all
φ ≠ φterm. Similar to the argument in Theorem 9, Υ is a finite time barrier function. Hence,
Υ(r̃) ≥ 0 for all r̃ ∈ D, t ≥ T where 0 < T <∞ which yields
0 ≤ ∣κ∣ − (µlarge ⋅ ∣κ∣
p
σp3





⋅ (φ(T ) − φterm)p ≤ 1
⇐⇒ (φ(T ) − φterm)p ≤
σp3
µlarge
















and thus the theorem holds. ∎
6.6 Implementation Results
Consider a team of 6 differential drive mobile robots indexed by the set I = {1,2, . . . ,6},
and dynamics as in (6.1). Since we use the NID, we consider the virtual point r̃i ∈ X for
all i ∈ I where r̃i is the total state of agent i and ri = [rix riy]
T
. Let G = {r̃ ∈ R3∣Υ(r̃) ≥ 0}
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for all i ∈ I be the terminal level set defined as the super level set of the weighted polar Lp
barrier function parametrized by σ = (0.7,0.2, π20), µ = 100, κ = 1.220, and RΓ, θΓ are as in
(6.4), φi,term is the gradient direction for all i ∈ I.
Figure 6.4: The heading of agent 1 converges within the error bound as in Proposition 4
We require the agents to protect an asset which lies within the terminal level set de-
scribed by (6.8) as shown in Fig 6.3a. The agents are equipped with wide field of view
(FOV) sensors. The agents must converge to the terminal level set and align themselves in
the direction of the gradient vector to the level set so that any incoming threat is detected
by at least one agent. Using expressions for the gradient computation in [104], we deter-
mine the gradient vector at each point in the state space, and that is the desired terminal
angle φi,term. At the same time, the agents must also avoid collisions with each other. The
collision avoidance barrier certificate is given by
hsafety(ri) = ∣∣ri − rj ∣∣22 − d2safe for all i ∈ I, j ∈Ni
where dsafe ∈ R>0 is a safety radius and Ni is the set of all agents that lie within the
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neighborhood of agent i.
By solving a decentralized QP as in (6.22) with the additional collision avoidance bar-
rier functions online and point wise, the agents converge to the terminal level set in the
direction of the gradient as shown in Fig. 3. The red arrows indicate the desired heading,
the black arrows indicate the final heading of the robots, and the green lines are the FOV
for the robots. Observe that no intrusion is possible since an intruder will be detected by
at least one agent. We chose µ = 100 which is large. Hence, from Proposition 4, the er-
ror on the final angle of convergence is also very small. Fig. 4. shows the evolution of
the heading for agent 1. Observe that the heading converges to within the bound as per
Proposition 4. No deadlocks were detected since (6.13) was always violated. We pro-
vide a video of the experiment (https://youtu.be/oTLoJNgs3bo) conducted on
the Robotarium multi-robot testbed at Georgia Tech [67].
6.7 Concluding Remarks
In this chapter, we introduced a new finite time control barrier function inspired by the
weighted Lp norm. This function encodes the full state of the unicycle, as opposed to ex-
isting methods in literature. We also proved that existing methods cannot be used directly
since there exist singular sets in the state space. We characterized the condition for the
singular sets and determined the expression for the control parameters in order to eliminate
these sets. We proposed a QP based controller which returns feasible solutions. We pro-




Barrier Functions for Volume
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CHAPTER 7
EXTENT-COMPATIBLE CONTROL BARRIER FUNCTIONS
In the previous two chapters, we discussed techniques for guaranteeing feasibility for the
quadratic program-based controller. This involved composing multiple barrier functions,
relaxing the constraints in the program using slack variables, and leveraging the structure of
a special class of barrier functions. In this chapter, we focus on a very practical limitation
of traditional barrier function based methods.
Traditional CBF based approaches ignore the physical dimensions of the system and
the emphasis is on the forward invariance of a single point defining the system state. The
volume (or extent) of the system is not explicitly incorporated in the formulation of the
constraints in the QP. In this chapter, we propose a CBF based method for imposing safety
constraints on a control-affine dynamical system with extent. We guarantee safety of the
system using a modified CBF constraint which ensures that the extent set always remains
within the safe set. We first propose implementing the resulting constraint using a sum-of-
squares (SOS) optimization program [107]. Since SOS programs can be computationally
difficult for high dimensional systems and are only applicable when the safe and extent sets
can be represented as polynomials, we next prove that the guarantee on system safety can
be retained by considering only a finite set of sampled points on the boundary of the extent
set, and we propose a QP based controller using the sampled points. Lastly, the proposed
framework is validated both in simulations as well as on a robotic platform.
We note that, in principle, a system’s extent can instead be accommodated by shrinking
the safe set appropriately [108]. However, CBF-based methods rely on characterizing the
safe set as a level-set of a function that is known in closed form. Obtaining such a closed
form function to accommodate a system’s extent is generally not possible. An important
exception is when the system’s extent and safe set can be represented as balls in the same
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normed space. This feature is implicitly exploited in, e.g., [109], which proposes a CBF
based method to avoid collisions between teams of quadrotors. This method requires the
volume of each agent to be identical and collision avoidance is then achieved by virtue of
the fact that every agent’s volume corresponds to identical balls in a normed space. Here,
we propose a method that does not require such restrictive assumptions. Compared to the
very recent work in sensor based navigation [110] which only considers strongly convex
unsafe sets, our method can be extended to account for non-convex sets as well by using
recent results by [111]. The latest work by [112] uses a hybrid controller and a computa-
tionally expensive partition of the configuration space of the robot. This is avoided in our
work since barrier function based techniques do not require a partition of the configuration
space.
7.1 Problem Statement
Given a ZCBF, [73, Theorem 6] guarantees that the system state will remain within the safe
set C when control inputs are chosen according to u(x) ∈ U(x) for all x ∈ D. This notion
of safety, however, disregards the extent of the system. To that end, we define a notion of
system safety that includes the physical volume of the system. We encapsulate this notion
of volume with an extent function.
Definition 11 (Extent Function). An extent function E ∶ D × D → R is a continuously
differentiable function such that:
1. E(x) = {y ∈ D ∣ E(x, y) ≤ 0} is nonempty for all x ∈ D,
2. ∂∂yE(x, y) ≠ 0 for all (x, y) such that E(x, y) = 0, and
3. for all δ > 0, there exists ε > 0 such that for all x ∈ D, if E(x, y) ≤ ε then
inf ŷ∶E(x,ŷ)=0 ∥y − ŷ∥ ≤ δ.
Condition 2 is essentially a regularity condition on the extent function E that prevents
it from becoming “flat” at the boundary. This is analogous to the regularity assumption on
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Figure 7.1: A motivating example, where a differential drive robot with a system volume
covered by an extent set must stay within the ellipsoidal safe set when a nominal unsafe
controller tries to drive it outside. This chapter proposes controller frameworks to guarantee
safety of the system including its volume under such situations. The image is from a
Robotarium [67] implementation of the framework introduced in this chapter, which we
also describe in Section 8.5.
h as is made in, e.g., [113]. Technically, this type of regularity condition is important for
barrier-based methods since such methods rely on certain gradient functions being nonzero.
Given an extent function, the set E(x) above defines the extent of the system when the state
of the system is x ∈ D, and ∂E(x) = {y ∈ D ∣ E(x, y) = 0} denotes the extent boundary. We
aim to ensure that the extent of the system is contained within the safe set for all time, i.e.,
E(x(t)) ⊆ C for all t ≥ 0 along trajectories of (1.1). An example of such a problem setup is
shown in Fig. 7.1.
Problem Statement 5. Given a control affine dynamical system as in (1.1) with extent func-
tion E(x, y), synthesize a controller which guarantees E(x(t)) ⊆ C for all t ≥ 0 whenever
E(x(0)) ⊂ C.
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7.2 Extent-Compatible Control Barrier Functions (Ec-CBF)
Given a system of the form (1.1) we now introduce extent-compatible control barrier func-
tions (Ec-CBFs) which are analogous to ZCBFs, but guarantee that the entire extent set
remains within the safe set under the action of a suitable control input.
Definition 12 (Extent-Compatible Control Barrier Function (Ec-CBF)). A continuously
differentiable function h is an extent-compatible control barrier function (Ec-CBF) for the
system (1.1) with extent function E if ∂∂xh(x) ≠ 0 for all x such that h(x) = 0 and there
exists locally Lipschitz class K functions α1 and α2 such that for all x ∈ D with E(x) ⊆ C
and for all y ∈ C, defining
M(x, y, u) ∶= ∂E(x, y)
∂x
(f(x) + g(x)u) + α1(E(x, y)) + α2(h(y)) ,
it holds that supu∈Rm{M(x, y, u)} ≥ 0.
Given an Ec-CBF h, for all x ∈ D, define the set
U(x) = {u ∈ Rm ∣ M(x, y, u) ≥ 0 for all y ∈ C} . (7.1)
Assuming that the extent of the system initially begins inside the safe region, choosing a
control input u(x) ∈ U(x) at any given state x ∈ D guarantees that E(x(t)) ⊆ C for all t ≥ 0,
as formalized in the following theorem.
Theorem 10. Consider system (1.1) with initial state x(0), an extent function E, and an
Ec-CBF h with associated safe set C = {x ∈ D ∣ h(x) ≥ 0} ⊂ D. If E(x(0)) ⊂ C, then any
continuous feedback controller u ∶ D → Rm such that u(x) ∈ U(x) for all x ∈ D guarantees
that E(x(t)) ⊆ C for all t ≥ 0.
Proof. Suppose by contradiction that the assumptions of the theorem hold but there exists
a time t′ > 0 such that E(x(t′)) /⊆ C, that is, the system is unsafe at time t′. This means
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there exists a point y′ ∈ D such that E(x(t′), y′) ≤ 0 and h(y′) < 0. In fact, we can further
assume E(x(t′), y′) < 0. Indeed, if E(x(t′), y′) = 0, then because ∂∂yE(x(t′), y′) ≠ 0 by
the definition of extent function, for small enough ε, it holds that E(x(t′), y′′) < 0 and
h(y′′) < 0 where y′′ = y′ − ε ∂∂yE(x(t′), y′), and we could consider y′′ instead of y′. Since
the system is assumed to be initialized in safe conditions with E(x(0)) ⊂ C, and since
trajectories are continuous, there must exist an earliest time t′′′ and a point y′′′ when the
system just becomes unsafe, i.e., there exists 0 < t′′′ ≤ t′ and y′′′ ∈ D such that h(y′′′) = 0
and E(x(t′′′), y′′′) < 0.
Let w(t) = E(x(t), y′′′), i.e., w(t) is the value of the extent function at the point
y′′′ over time. Since the system is assumed to be initially safe, it holds that w(0) =
E(x(0), y′′′) ≥ 0, and by construction, w(t′′′) = E(x(t′′′), y′′′) < 0. But, for all t ≥ 0,




≥ −α1(w(t)) − α2(h(y′′′))
= −α1(w(t)) ,
where the first inequality holds since h is an Ec-CBF and the second equality follows
because −α2(h(y′′′)) = 0.
Now, consider the initial value problem η̇(t) = −α1(η(t)) with η(0) = w(0). Note that
η(0) ≥ 0 since w(0) ≥ 0. The comparison lemma [7, Lemma 3.4] then implies w(t) ≥
η(t) ≥ 0 for all t ≥ 0. But this contradicts that w(t′′′) < 0. Hence, E(x(t)) ⊆ C for all
t ≥ 0. ∎
Observe that the only feature of α2 used in the proof of Theorem 10 is that α2(0) = 0.
The additional properties on α2 imposed in Definition 12 are useful for practical imple-
mentation and exploited in Theorem 12.
Remark 5. From the proof of Theorem 10, we observe that supu{M(x, y, u)} ≥ 0 from
Definition 12 only has to hold for y ∈ D such that E(x, y) is in a neighborhood of 0. Part
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3) in Definition 11 ensures that for a small enough neighborhood, such y must be arbitrarily
close to the boundary ∂E(x).
7.3 Minimally Invasive Quadratic Program Controller
In the scenario where a system designer would like to employ some unsafe nominal feed-
back control policy k ∶ D → Rm on the system (1.1) with extent, we propose incorporating
(7.1) as a constraint at runtime to obtain a minimally invasive quadratic program (QP)
based controller using a Ec-CBF, similar to the technique proposed in [19] for ZCBFs. In
particular, we propose a quadratic program based controller of the form
uQP(x) = arg min
u∈U(x)
∥u − k(x)∥22 . (7.2)
For fixed x, U(x) is defined from (7.1) and requires a given inequality to hold for all y,
leading to an infinite number of linear constraints on u. In the remainder of this section, we
present two approaches to obtaining computationally tractable programs that retain safety
guarantees.
7.3.1 Optimization Over Sum-of-Squares Polynomials
We recast (7.2) as a sum-of-squares (SOS) optimization problem in the independent vari-
able y. Recall that x is the state of the system and y is any point in the domain D.
Definition 13 (Sum-of-Squares (SOS) Polynomials). A polynomial s(y) is a sum-of-squares
polynomial if it can be written as s(y) = ∑`i=1 pi(y)2 for some natural number ` where
each pi(y) is a polynomial. Let Σ[y] denote the set of all SOS polynomials. Note that if
s(y) ∈ Σ[y], then s(y) ≥ 0 for all y ∈ Rn.
Theorem 11. Consider system (1.1) with initial state x(0), an extent function E, and an
Ec-CBF h with associated safe set C = {x ∈ D ∣ h(x) ≥ 0} ⊂ D. Further assume E(x, y)
and α1(E(x, y)) are polynomial in y for any fixed x and that h(y) and α2(h(y)) are
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polynomial in y. Let k ∶ D → R be a continuous nominal controller and suppose E(x(0)) ⊂
C. If the set
Ũ(x) = {u ∈ Rm ∣ ∂E(x, y)
∂x
(f(x) + g(x)u)+α1(E(x, y)) + α2(h(y)) − s(y)h(y) ∈ Σ[y]
for some s(y) ∈ Σ[y]}
is non-empty for all x ∈ D, then the solution x(t) of system (1.1) with
u(x) = uSOS(x) ∶= arg min
u∈Ũ(x)
∥u − k(x)∥22 (7.3)
is such that E(x(t)) ⊆ C for all t ≥ 0.
Proof. For each x, the optimization problem (7.3) is feasible by hypothesis, and the fact
that u ∈ Ũ(x) implies
∂E(x, y)
∂x
(f(x) + g(x)u) + α1(E(x, y)) + α2(h(y)) − s(y)h(y) ≥ 0
for all y ∈ Rn, since the left hand side of the inequality is required to be an SOS polynomial.
We know that s(y) is an SOS polynomial and hence s(y) ≥ 0 for all y ∈ Rn. Next, observe
that s(y)h(y) ≥ 0 for all y ∈ C since s(y) is a SOS polynomial, and for all points of the
safe set, i.e., y ∈ C, we have h(y) ≥ 0 as per the definition of the safe set characterized by




(f(x) + g(x)u) + α1(E(x, y)) + α2(h(y)) ≥ 0
for all y ∈ C, i.e., u ∈ U(x) as defined in (7.1). In addition, since for all x ∈ D, the constraint
in Ũ(x) is convex in u, ∥u∥ is convex in u, and k is continuous in x, using [73, Proposition
8], we conclude that the controller is continuous. From Theorem 10, E(x(t)) ⊆ C for all
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t ≥ 0. ∎
To implement the SOS controller in, e.g., SOSTOOLS [107], the degree of the SOS
decision polynomial s(y) in the constraint defining Ũ(x) is fixed a priori. In addition, the
quadratic cost in (7.3) is recast in epigraph form to obtain an equivalent problem with linear
cost and an additional semidefinite constraint via Schur complement [114]; in particular, the
initial formulation (7.3) is equivalent to
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The above SOS approach allows us to adopt a tractable method to guarantee safety
for the system. However, this approach has two drawbacks. First, it requires extent sets
and safe sets to be defined by polynomial functions. Second, with increasing system di-
mensionality, SOS programs are known to become computationally difficult. Hence, we
next propose a computationally efficient sampling based approach as an alternative that
accommodates arbitrary extent functions and barrier functions.
7.3.2 A Sampling Based Approach to Set Invariance with Extent
In this subsection, we propose an alternative relaxation of (7.2) which retains the compu-
tational advantages of the original QP formulation for ZCBFs. The intuition is to enforce
the constraint in (7.1) on the boundary of the extent set, but only for a finite number of
sampled points. To obtain a finite number of sampled points, we discretize the boundary of
the extent set ∂E(x). The following theorem guarantees safety by introducing a constraint
on the control input for each sampled point.
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Theorem 12. Consider system (1.1) with initial state x(0), an extent function E, and an
Ec-CBF h with associated safe set C = {x ∈ D ∣ h(x) ≥ 0} ⊂ D. Further assume that
the domain D is bounded, E(x) is bounded for all x ∈ D, let M > 0 be a bound on the
magnitude of the control input, and for some τ > 0 let ∂Eτ(x) ⊂ ∂E(x) be a finite set such











(f(x) + g(x)u)∣∣ . (7.5)
Consider the set
Û(x) = {u ∈ Rm ∣ ∥u∥ ≤M and
∂E(x, y∗)
∂x
(f(x) + g(x)u) + γ ⋅ h(y∗) ≥ (B + γA)τ
holds for all y∗ ∈ ∂Eτ(x)}
where γ > 0 is a constant. Let k ∶ D → R be a continuous nominal control input. If for all
x ∈ D the set Û(x) is non-empty and E(x(0)) ⊂ C, then the solution x(t) to the system (1.1)
with u = usampled(x), where
usampled(x) = arg min
u∈Û(x)
∥u − k(x)∥22 , (7.6)
is such that E(x(t)) ⊆ C for all t ≥ 0. Moreover, the controller usampled(x) is continuous
with respect to x for all x ∈ D.









(y∗) denotes an open ball with radius 3τ4 centered around y∗. Choose ε > 0 such
that for all x, Ē(x) = {y ∈ D ∣ ∣E(x, y)∣ ≤ ε} ⊆ B. Such a choice of ε is possible due to part
3 of the definition of the extent function (Definition 11). Clearly ∂Eτ(x) ⊂ ∂E(x) ⊂ Ē(x).
From the mean value theorem, for all y ∈ Ē(x) and y∗ = arg minȳ∈∂Eτ (x) ∣∣ȳ − y∣∣, it follows
that







) (f(x) + g(x)u) ≤ B∥y∗ − y∥ (7.8)
whenever ∣ u ∣≤M . Now, observe that ∣∣y∗−y∣∣ ≤ 3τ/4. Multiplying (7.7) with −γ and (7.8)
with −1 and then adding the inequalities yields
∂E(x, y)
∂x




(f(x) + g(x)u) + γ ⋅ h(y∗) − (B + γA)3τ/4
≥ (B + γA)τ/4
for any u ∈ Û(x) where the last inequality follows from the definition of Û(x).
Choosing α1(s) = (B + γA)τ/(4ε)s and α2(s) = γs, for any u ∈ Û(x), we have
M(x, y, u) ≥ 0 for all y such that ∣E(x, y)∣ ≤ ε where M is as in Definition 12, and
therefore, in accordance with Remark 5, h is a Ec-CBF and usampled(x) ∈ U(x) for all
x ∈ D. Since for all y∗ ∈ ∂Eτ(x), in the definition of Û(x), the constraint
∂E(x, y∗)
∂x
(f(x) + g(x)u) + γ ⋅ h(y∗) ≥ (B + γA)τ
is convex in u, ∣ u ∣ is convex in u and k is continuous in x, using [73, Proposition 8],
we conclude that the controller usampled(x) is continuous. Thus, from Theorem 10, the
extent set E(x) is contained within the safe set for all t ≥ 0 and for all x ∈ D such that
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Example 1.
Figure 7.2: A motivating example, where a differential drive robot with a system volume
covered by an extent set must stay within the ellipsoidal safe set when a nominal unsafe
controller tries to drive it outside. This chapter proposes controller frameworks to guarantee
safety of the system including its volume under such situations. The image is from a
Robotarium [67] implementation of the framework introduced in this chapter, which we
also describe in Section 8.5.
E(x(0)) ⊆ C; that is, E(x(t)) ⊆ C for all t ≥ 0. ∎
The constants (7.4) and (7.5) are interpreted as Lipschitz constants for functions ap-
pearing in the definition of Ec-CBF. Whenever the domain D is bounded, as is usually the
case in practice, such constants will exist. Moreover, the constant τ must be chosen small
enough so that Û(x) is nonempty and, as we show in the following example, choosing τ to
be large can result in unwanted conservatism.
Consider the system ẋ = u, where x = [x1 x2]
T
∈ R2 is the system state and u ∈ R2 is a
bounded control input such that ∣∣u2∣∣ ≤M whereM = 1. We takeE(x, y) = (x1−y1)2+(x2−
y2)2 − 1 and encode the safety constraint with the safe function h(y) = −y1. This problem
setting is depicted in Fig. 7.2. We take Lipschitz constants A = 1 and B = 2 satisfying (7.4)
and (7.5). Observe that for this specific choice of extent function, the constants can be
determined although the domain is unbounded. In practice, systems operate in a compact
domain, and hence, the constants A and B exist and can be computed.
To demonstrate the conservatism with few sampled points, we consider a sampling
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2), (x1 ± 1/
√
2, x2 ∓ 1/
√




2. The controller (7.6) then has
four constraints,
√
2(−u1 ± u2) − γ (x1 −
√
2) ≥ (B + γA)τ , (7.9)
√
2(u1 ± u2) − γ (x1 +
√
2) ≥ (B + γA)τ . (7.10)
In the instance that x1 = −(Bγ + A)τ , the only feasible solution is (u1, u2) = (−γ,0) with
γ ≤M , which will effectively steer the system away from the barrier. Observe that γ plays
a key role in the behavior of the system. A higher value of γ will allow for the system to
get closer to the barrier, but once the system is close to the boundary, a more aggressive
control action, i.e., u1 = γ is applied.
Intuitively, the sampling-based technique essentially covers the boundary of the extent
set with balls around the discretized points, and ensures that the balls do not ever cross over
into the unsafe set, as is visualized in Fig 7.2.
7.4 Experimental Results
In this section, we present a case study1 of the proposed framework implemented in the
Robotarium testbed [67] on a differential drive robot with dynamics
ẋ1 = v ⋅ cos(φ) , ẋ2 = v ⋅ sin(φ) , φ̇ = ω ,
where x1 ∈ R, x2 ∈ R are the position coordinates of the robot, φ ∈ [−π,π) is the orientation,
and v ∈ R and ω ∈ R are the linear velocity input and angular velocity input. Define
x̂ = [x1 x2]
T
, and x = [x1 x2 φ]
T
. The Robotarium domain D is defined by x1 ∈
[−1.6,1.6], x2 ∈ [−1,1] and φ ∈ [−π,π). We consider an ellipsoidal safe set C = {x̂ ∈ R2 ∣
1Code – https://github.com/gtfactslab/ExtentCBF
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Table 7.1: Average computation time for the controllers in the case study








h(x̂) ≥ 0} where h(x) = 1 − x̂TPsafex̂ with Psafe = diag(1−2,0.8−2) ∈ R2×2, and the extent
set as a fourth-order superellipse described by the extent function
E(x, y) = (7.5)4(∆1 cos (φ) + ∆2 sin (φ))4 + (10)4(−∆1 sin (φ) + ∆2 cos (φ))4 − 1 ,
(7.11)
where ∆i = (xi − yi) for i = 1,2.
We take the nominal control as unom = [1 0.4]
T
, with a simulation horizon of 1000
iterations. We compare the trajectories generated from the SOS-based approach and the
sampling-based approach in Fig 7.4. For this particular choice of nominal control input,
the SOS-based controller makes slower progress along the desired trajectory; this is be-
cause, once the robot gets closer to the safe set boundary, the safe input velocities becomes
small. For the sampling based controller, we take γ = 0.4 and considered 50, 100, 500, 1000
and 2000 samples. The average time required to compute the control law for the controllers
is shown in Table 7.1. In fact, even with 5000 sampled boundary points, the average com-
putation time of the QP (7.6) was 56.3 milliseconds, suggesting that the sampling-based
method is well-suited for real-time implementation.
In Fig. 7.3, we plot the minimum value of the Ec-CBF evaluated over all sampled
points for cases in Table 7.1. Thus, to generate this plot, we considered 50, 100, 500, and
2000 sampled points on the boundary. Observe that all the values are strictly positive, thus
implying that none of the sampled points have violated the safe set.
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Figure 7.3: Minimum value of the Ec-CBF h(y) evaluated for 50, 100, 500, and 2000
sampled points (i.e. for all y ∈ ∂Eτ(x)) on the boundary of the extent set. Observe that
all values for each case are strictly positive, thus implying that none of the sampled points
cross into the unsafe region.
Figure 7.4: A collection of trajectories for the sampling-based controller, generated with
different number of samples. Observe that more number of samples reduces the conser-
vatism, which allows the robot to approach the boundary more closely. The SOS-based
trajectory is included for reference.
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The nature of the robot trajectory is influenced by the number of sampled points con-
sidered. In Fig. 7.4, we show how the trajectories for the robot differ with 50, 100 and 2000
sampled points. As expected and per our discussion in Example 1, we observe that there
is larger conservatism when lower number of samples are considered. The robot does not
venture close to the boundary of the safe set. However, with large number of samples, we
observer that the robot gets very close to the boundary. From Table 7.1, we note that there
is not a significant increase in computation times for large number of sampled points, and
hence, one can safely use the sampling-based controller to avoid conservatism.
From the above discussion, we observe that using the sampling-based controller results
in a computationally efficient controller which guarantees safety. To showcase this, we
implemented2 the sampling-based technique on the Robotarium testbed as in Fig 7.1. In
particular, we considered 500 samples for the implementation. As can be seen, the trajec-
tory of the robot is such that safety of the system volume is guaranteed over the period of
the entire experiment. The average computation time for the QP was 5.1 milliseconds.
7.5 Concluding Remarks
This chapter presents a barrier function based method for ensuring the safety of a control-
affine dynamical system that incorporates its physical volume, i.e., its extent. The first
resulting controller design relies on a sum-of-squares based optimization program. Since
sum-of-squares programs can be computationally difficult, a sampling based method is
also presented. The proposed sampling based controller is shown to retain the guarantee








LEARNING CONTROL BARRIER FUNCTIONS FOR PATH PLANNING TASKS
In this section, a key assumption prevalent in barrier function-based approaches is discussed-
complete knowledge of the barrier function. This is a fairly restrictive assumption, espe-
cially when such frameworks are to be used in the context of autonomous systems operating
in unknown environments. To that end, this chapter will present a framework that synthe-
sizes barrier functions using sensor inputs from the environment.
Introduction
Autonomous vehicles [115], industrial robots, and multi-robot systems [116] deployed in
uncertain domains are often tasked to respect safety-critical constraints while advancing
a given task [117]. When operating in unknown and dynamic environments with insuffi-
cient advanced information regarding the workspace, controllers which translate sensory
information from the environment into safe control actions are of paramount importance.
Control barrier functions (CBFs) are level-set functions used to provide formal safety guar-
antees for controlled dynamical systems. Given a possibly unsafe nominal control policy,
barrier function based quadratic programs (QPs) generate a safe control action at each time
instant. The control actions are minimally invasive in the sense that the nominal control pol-
icy is modified only when it will result in violation of a safety constraint. Barrier function
based real-time controllers in robotics support collision avoidance for multi-robot motion
[118], task allocation for robotic swarms [97], and motion planning [32].
A key assumption commonly imposed is that the robotic system has complete knowl-
edge of the unsafe state space regions. Leveraging the knowledge translates to formal safety
guarantees arising from its translation to CBFs. In practice, this assumption need not hold
and limits more widespread application of barrier functions. As a motivating example, con-
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sider an autonomous robot operating in an environment for which it has no knowledge of
the obstacle boundaries. If these boundaries are to be as level-sets of smooth functions, the
process of finding closed-form barrier functions for these obstacles is not straightforward.
Without the functions, one cannot leverage the safety guarantees that CBFs provide. Thus,
this chapter describes a support vector machine (SVM) approach to CBF synthesis from
sensor measurements. In particular, sensory information obtained from the environment
defines the set of safe and unsafe samples and is used for training the SVM classifier.
Learning algorithms, or data-driven synthesis methods, for ensuring safety have been
explored in several contexts. The most prevalent has been to establish stable state space
regions meeting safety specifications by identifying a control Lyapunov function (CLFs)
compatible with given CBFs. Techniques for doing so include sum-of-squares (SOS) meth-
ods [119] and neural network designs [120], with the aim of identifying the largest possible
stable region within the safe region. When attempting to learn baseline control policies for
a given task, reinforcement learning methods cannot guarantee safety as the exploration
process demands executing unsafe control inputs. Employing pre-specified barrier func-
tions during the action policy exploration and keeping track of the safety interventions to
influence the explored policies, can provide the necessary safety guarantees [121]. Inves-
tigations more closely aligned with barrier function synthesis using tools from machine
learning include the use of kernel machines [122] to synthesize occupancy map functions
for navigation and planning purposes [123, 124]. Occupancy map level-sets can distinguish
safe and unsafe regions. This potential use was further explored in the context of percep-
tron algorithms, where the resulting classifier function provided a mechanism to synthesize
non-colliding trajectories through space [125]. Emphasis was on improving the run-time
of global mapping relative to existing kernel machine methods. Our aim is to explore how
these machine learning constructs can be used to synthesize CBFs in a manner that the
learned function provides the necessary safety guarantees.
The contributions of this chapter are as follows: First, we present a SVM approach
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for the synthesis of a barrier function from a training dataset consisting of safe and unsafe
samples obtained from sensor measurements. We describe offline and online training meth-
ods. Second, a formal guarantee on correct classification of unsafe regions is provided for
both the methods. We show that in the offline method, the system is rendered safe for an
under-approximated (conservative) safe set. A similar guarantee holds locally in the online
approach. The proposed framework is implemented in a ROS-based simulator with a Li-
DAR equipped omnidirectional robot. Evaluation metrics for the trajectories generated by
the proposed CBF synthesis framework quantify how well they match the ideal case where
the CBF is known. To the best of our knowledge, this is the first chapter addressing the
problem of CBF synthesis from sensed environmental data.
8.1 Problem Setup
Consider an affine in control, robotic system as in (1.1) evolving in D ⊂ R2 and equipped
with LiDAR sensors that provide depth information. By virtue of the depth measurement
vector zt ∈ RN>0 at time t, whereN is the total number of samples, the robot can detect unsafe
state space regions. Regarding the LiDAR sensor, denote by θres the angular resolution
(increment angle) of the measurements. This is the angle between two consecutive light
rays emitted from the sensor. We make the following assumption in order to account for
spatial variations in the nature of the workspace: assume that the resolution of the LiDAR
sensor is high enough to capture the spatial profile of the environment from a given offset
distance, i.e., the LiDAR has a sufficiently small increment angle θres. Sensors such as the
ones from Velodyne [126] with increment angles as small as 0.08○ are capable of satisfying
the above assumption. Hence, it is reasonable to assume such sensor resolution capabilities.
Let k ∈ C(D;Rm) be a user-defined nominal feedback control policy to be followed
by the robot. Examples of such policies include proportional (go-to-goal) control or MPC
based policies [127]. The state space is assumed to contain unknown unsafe regions. That
is, there exist p unsafe sets in the state space defined as Ci = {x ∈ D ∣ hi(x) ≤ 0hi ∈
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C(D;R)} for all i ∈ {1,2, . . . , p}, such that hi are unknown ZCBFs. The safe region is
D/ ∪pi=1Ci.
Since there is no a priori knowledge of the unsafe sets, data obtained from the Li-
DAR sensor must be used to synthesize the unknown barrier functions hi ∶ D → R,
i ∈ {1,2, . . . , p}, to render the system safe while minimally deviating from the nominal
feedback policy k. In conjunction with the robot’s state, the measurements obtained from
the on-board depth sensors provide the location of points on the boundary of the unsafe
sets, and hence are points x ∈ D for which h(x) = 0. To learn the unsafe regions and follow
the nominal policy safely, a framework for the synthesis of barrier functions is required
with guarantees on safety of the system, as formalized by the problem statement:
Problem Statement 6. Consider the affine in control, robotic system in (1.1) and the unsafe
sets Ci ⊂ D, i ∈ {1,2, . . . , p}. Given the nominal feedback control policy k ∶ D → R and
LiDAR measurements zt obtained at any time instant t ≥ 0, formulate a barrier function
synthesis framework which either
1. Learns the unsafe region ⋃pi=1Ci offline given a dataset of safe and unsafe samples
from the domain, or
2. Learns the unsafe region online using instantaneous measurements zt, as the system
traverses the domain.
8.2 Control Barrier Functions Synthesis Framework
This section describes the methodology for obtaining the training dataset, the control bar-
rier function synthesis framework, and two QP based approaches which utilize the synthe-
sized barrier function to guarantee safety.
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Support Vector Machines
The learning approach to be used for barrier function specification via-a-vis the unsafe
regions will be support vector machine (SVMs), namely kernel SVMs [122]. Suppose
a dataset T = {(x1, y1), (x2, y2), . . . , (xN , yN)} is provided where xi ∈ Rn is an n di-
mensional vector and y ∈ Y = {−1,1} is a label associated with the vector xi for all
i ∈ {1,2, . . . ,N}. Using the dataset, the linear SVM algorithm determines an affine de-
cision boundary function f̂(wTx + b), where x ∈ Rn is a training sample, w ∈ Rn are
coefficients and b ∈ R is a bias term, which translates the sample x into a corresponding
label y ∈ Y that belongs to one of the two classes i.e. +1 or −1. When the data is not
separable by a hyperplane in the native space, a non-linear mapping transforming the data
into a higher dimensional space with better separability properties may be used. This chap-
ter makes use of such a mapping, via a kernel function, to facilitate separation of unsafe
obstacle regions from safe regions.
Since the domain D consists of states which are either safe or unsafe, their separation
can be cast as a binary SVM classification problem. However, it is imperative that unsafe
states be classified as unsafe, whereas all the safe states need not strictly be classified as















s.t yi ⋅ (wφ(xi) + b) ≥ 1 − ξi
ξi ≥ 0, for all i ∈ {1,2, . . . ,N} , (8.1)
where C+,C− > 0 are constants penalizing misclassification of the positive and negative
samples, and φ ∶ Rn → Rd is a non-linear mapping into a higher dimensional space. In
practice, the dual of the above optimization problem is solved by using a kernel function
127
kφ to bypass the need to explicitly define φ [122]. We use the Gaussian kernel,




where σ > 0 is the bandwidth of the kernel (and is a hyper parameter).
Observe that in (8.1) there are two separate costs for the positive and negative classes.
Unequal costs permit a greater bias towards correctly classifying one class over the other.
In particular, having C− = ∞ and ∞ > C+ > 1 induces a hard margin classification for
the unsafe states and allows for some misclassification for the safe states. This outcome is






Each entry [M]ij of the matrix represents the cost of classifying a sample as label j when
it truly belongs to label i. The penalty for classifying a truly safe (or unsafe) state as safe
(or unsafe) is zero. It is undesirable to classify a truly unsafe state as safe, motivating a
high penalty for C−. Since safe states being classified as unsafe do not compromise safety,
the penalty C+ may be smaller. The optimization problem (8.1) provides compliance (in
favor of safety) to measurement errors and noise in the sensor data which can affect the
generated decision boundary. The mixed hard/soft margin classification is what supports
the theoretical safety guarantees of the system as discussed in the following subsections.
8.2.1 Training Dataset Generation
This section details the training data generation process suited to binary SVM classification
per (8.1). A pictorial example for obtaining the training data from a LiDAR sensor at a
particular time instant is shown in Fig. 8.1. Below we provide a detailed explanation for
generating the dataset.
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Generating meaningful data for the kernel SVM from the LiDAR sensor requires con-
verting the scalar variables into world Cartesian coordinates by means of a laser scan
transform g ∶ R × D → R2, whose main input is the laser scan measurements in polar
coordinates and the current robot state (for mapping from the robot frame to the world
frame). Assume that if the sensor detects an unsafe region, then the output from the sen-
sor is a finite depth reading, else it is infinite. In particular, given a measurement vector
zt = [z1t z2t . . . zNt ]
T
∈ RN at time t with N samples, define F ⊂ I = {1, . . . ,N} to be
the index set of the finite scan measurements. Define O− = ⋃i∈F{g(zit;xt)} as the set of un-
safe samples. O− represents points on the boundary of the unsafe set detected by the sensor
which is used to populate a dataset of negative labeled samples T − = ⋃i∈F{(g(zit;xt),−1)}.
To obtain the positive samples from the environment, each g(zit;xt) ∈ O− is projected ra-
dially backwards along the line segment joining the state of the robot x(t) and the point
g(zit;xt), by a finite distance d ∈ R>0. Define
ẑit = g(zit − d;xt) ∈ R2 (8.3)
for all i ∈ {1,2, . . . ,N} where d > 0 is the finite offset distance. Define the set of positive
samples as O+ = ⋃i∈F{ẑit}, with the dataset for positive labeled samples constructed as
T + = ⋃i∈F{(ẑit,+1)}. Collecting the set of positive and negative labeled samples generates
the training dataset T = T + ∪ T −. The training dataset T contains all unsafe samples and
corresponding safe samples for training the SVM classifier. The procedure is summarized
in Algorithm 7.
8.2.2 Barrier Function Synthesis with Kernel-SVMs
To improve the ability to capture unsafe region boundaries, the point data is transformed
by a fixed set of Gaussian kernels of the form (8.2) using a sparse set of grid points over
the domain D. This provides a first kernel machine layer that behaves like an approximate
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C = {x 2 D | h(x)  0}
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Safe Sample
<latexit sha1_base64="GTflzDNGpwfrHy3ScOjce+Kelco=">AAAB+3icbZDLSgMxFIYz9VbrbaxLN8EiuCozIuiy6MZlpfYC7VAy6Zk2NHMhOSMtQ1/FjQtF3Poi7nwb03YW2nog8PH/5yQnv59IodFxvq3CxubW9k5xt7S3f3B4ZB+XWzpOFYcmj2WsOj7TIEUETRQooZMoYKEvoe2P7+Z++wmUFnH0iNMEvJANIxEIztBIfbvcQ5hg1mAB0AYLEwmzvl1xqs6i6Dq4OVRIXvW+/dUbxDwNIUIumdZd10nQy5hCwc19pV6qIWF8zIbQNRixELSXLXaf0XOjDGgQK3MipAv190TGQq2noW86Q4YjverNxf+8borBjZeJKEkRIr58KEglxZjOg6ADoYCjnBpgXAmzK+UjphhHE1fJhOCufnkdWpdV1/DDVaV2m8dRJKfkjFwQl1yTGrknddIknEzIM3klb9bMerHerY9la8HKZ07In7I+fwAda5R5</latexit><latexit sha1_base64="GTflzDNGpwfrHy3ScOjce+Kelco=">AAAB+3icbZDLSgMxFIYz9VbrbaxLN8EiuCozIuiy6MZlpfYC7VAy6Zk2NHMhOSMtQ1/FjQtF3Poi7nwb03YW2nog8PH/5yQnv59IodFxvq3CxubW9k5xt7S3f3B4ZB+XWzpOFYcmj2WsOj7TIEUETRQooZMoYKEvoe2P7+Z++wmUFnH0iNMEvJANIxEIztBIfbvcQ5hg1mAB0AYLEwmzvl1xqs6i6Dq4OVRIXvW+/dUbxDwNIUIumdZd10nQy5hCwc19pV6qIWF8zIbQNRixELSXLXaf0XOjDGgQK3MipAv190TGQq2noW86Q4YjverNxf+8borBjZeJKEkRIr58KEglxZjOg6ADoYCjnBpgXAmzK+UjphhHE1fJhOCufnkdWpdV1/DDVaV2m8dRJKfkjFwQl1yTGrknddIknEzIM3klb9bMerHerY9la8HKZ07In7I+fwAda5R5</latexit><latexit sha1_base64="GTflzDNGpwfrHy3ScOjce+Kelco=">AAAB+3icbZDLSgMxFIYz9VbrbaxLN8EiuCozIuiy6MZlpfYC7VAy6Zk2NHMhOSMtQ1/FjQtF3Poi7nwb03YW2nog8PH/5yQnv59IodFxvq3CxubW9k5xt7S3f3B4ZB+XWzpOFYcmj2WsOj7TIEUETRQooZMoYKEvoe2P7+Z++wmUFnH0iNMEvJANIxEIztBIfbvcQ5hg1mAB0AYLEwmzvl1xqs6i6Dq4OVRIXvW+/dUbxDwNIUIumdZd10nQy5hCwc19pV6qIWF8zIbQNRixELSXLXaf0XOjDGgQK3MipAv190TGQq2noW86Q4YjverNxf+8borBjZeJKEkRIr58KEglxZjOg6ADoYCjnBpgXAmzK+UjphhHE1fJhOCufnkdWpdV1/DDVaV2m8dRJKfkjFwQl1yTGrknddIknEzIM3klb9bMerHerY9la8HKZ07In7I+fwAda5R5</latexit><latexit sha1_base64="GTflzDNGpwfrHy3ScOjce+Kelco=">AAAB+3icbZDLSgMxFIYz9VbrbaxLN8EiuCozIuiy6MZlpfYC7VAy6Zk2NHMhOSMtQ1/FjQtF3Poi7nwb03YW2nog8PH/5yQnv59IodFxvq3CxubW9k5xt7S3f3B4ZB+XWzpOFYcmj2WsOj7TIEUETRQooZMoYKEvoe2P7+Z++wmUFnH0iNMEvJANIxEIztBIfbvcQ5hg1mAB0AYLEwmzvl1xqs6i6Dq4OVRIXvW+/dUbxDwNIUIumdZd10nQy5hCwc19pV6qIWF8zIbQNRixELSXLXaf0XOjDGgQK3MipAv190TGQq2noW86Q4YjverNxf+8borBjZeJKEkRIr58KEglxZjOg6ADoYCjnBpgXAmzK+UjphhHE1fJhOCufnkdWpdV1/DDVaV2m8dRJKfkjFwQl1yTGrknddIknEzIM3klb9bMerHerY9la8HKZ07In7I+fwAda5R5</latexit>
LiDAR Rays
<latexit sha1_base64="8SuBVq8W5QfZpxv4ezNDsu+cQhg=">AAAB+nicbZC7TsMwFIadcivllsLIYlEhMVUJQoKxXAYGhlLRi9RGleM6rVXHiewToAp9FBYGEGLlSdh4G9w2A7T8kqVP/zlH5/j3Y8E1OM63lVtaXlldy68XNja3tnfs4m5DR4mirE4jEamWTzQTXLI6cBCsFStGQl+wpj+8nNSb90xpHsk7GMXMC0lf8oBTAsbq2sUOsEdIb/jVeQ3XyEiPu3bJKTtT4UVwMyihTNWu/dXpRTQJmQQqiNZt14nBS4kCTgUbFzqJZjGhQ9JnbYOShEx76fT0MT40Tg8HkTJPAp66vydSEmo9Cn3TGRIY6PnaxPyv1k4gOPNSLuMEmKSzRUEiMER4kgPuccUoiJEBQhU3t2I6IIpQMGkVTAju/JcXoXFcdg3fnpQqF1kcebSPDtARctEpqqBrVEV1RNEDekav6M16sl6sd+tj1pqzspk99EfW5w/bkZO5</latexit><latexit sha1_base64="8SuBVq8W5QfZpxv4ezNDsu+cQhg=">AAAB+nicbZC7TsMwFIadcivllsLIYlEhMVUJQoKxXAYGhlLRi9RGleM6rVXHiewToAp9FBYGEGLlSdh4G9w2A7T8kqVP/zlH5/j3Y8E1OM63lVtaXlldy68XNja3tnfs4m5DR4mirE4jEamWTzQTXLI6cBCsFStGQl+wpj+8nNSb90xpHsk7GMXMC0lf8oBTAsbq2sUOsEdIb/jVeQ3XyEiPu3bJKTtT4UVwMyihTNWu/dXpRTQJmQQqiNZt14nBS4kCTgUbFzqJZjGhQ9JnbYOShEx76fT0MT40Tg8HkTJPAp66vydSEmo9Cn3TGRIY6PnaxPyv1k4gOPNSLuMEmKSzRUEiMER4kgPuccUoiJEBQhU3t2I6IIpQMGkVTAju/JcXoXFcdg3fnpQqF1kcebSPDtARctEpqqBrVEV1RNEDekav6M16sl6sd+tj1pqzspk99EfW5w/bkZO5</latexit><latexit sha1_base64="8SuBVq8W5QfZpxv4ezNDsu+cQhg=">AAAB+nicbZC7TsMwFIadcivllsLIYlEhMVUJQoKxXAYGhlLRi9RGleM6rVXHiewToAp9FBYGEGLlSdh4G9w2A7T8kqVP/zlH5/j3Y8E1OM63lVtaXlldy68XNja3tnfs4m5DR4mirE4jEamWTzQTXLI6cBCsFStGQl+wpj+8nNSb90xpHsk7GMXMC0lf8oBTAsbq2sUOsEdIb/jVeQ3XyEiPu3bJKTtT4UVwMyihTNWu/dXpRTQJmQQqiNZt14nBS4kCTgUbFzqJZjGhQ9JnbYOShEx76fT0MT40Tg8HkTJPAp66vydSEmo9Cn3TGRIY6PnaxPyv1k4gOPNSLuMEmKSzRUEiMER4kgPuccUoiJEBQhU3t2I6IIpQMGkVTAju/JcXoXFcdg3fnpQqF1kcebSPDtARctEpqqBrVEV1RNEDekav6M16sl6sd+tj1pqzspk99EfW5w/bkZO5</latexit><latexit sha1_base64="8SuBVq8W5QfZpxv4ezNDsu+cQhg=">AAAB+nicbZC7TsMwFIadcivllsLIYlEhMVUJQoKxXAYGhlLRi9RGleM6rVXHiewToAp9FBYGEGLlSdh4G9w2A7T8kqVP/zlH5/j3Y8E1OM63lVtaXlldy68XNja3tnfs4m5DR4mirE4jEamWTzQTXLI6cBCsFStGQl+wpj+8nNSb90xpHsk7GMXMC0lf8oBTAsbq2sUOsEdIb/jVeQ3XyEiPu3bJKTtT4UVwMyihTNWu/dXpRTQJmQQqiNZt14nBS4kCTgUbFzqJZjGhQ9JnbYOShEx76fT0MT40Tg8HkTJPAp66vydSEmo9Cn3TGRIY6PnaxPyv1k4gOPNSLuMEmKSzRUEiMER4kgPuccUoiJEBQhU3t2I6IIpQMGkVTAju/JcXoXFcdg3fnpQqF1kcebSPDtARctEpqqBrVEV1RNEDekav6M16sl6sd+tj1pqzspk99EfW5w/bkZO5</latexit>
Robot
<latexit sha1_base64="fqrrt5W+L/tf/zfRbbrl+IjHEZw=">AAAB83icbZBNS8NAEIY39avWr6pHL4tF8FQSEfRY9OKxiq2FJpTNdtIu3WTD7kQsoX/DiwdFvPpnvPlv3LY5aOsLCw/vzDCzb5hKYdB1v53Syura+kZ5s7K1vbO7V90/aBuVaQ4trqTSnZAZkCKBFgqU0Ek1sDiU8BCOrqf1h0fQRqjkHscpBDEbJCISnKG1fB/hCfM7FSqc9Ko1t+7ORJfBK6BGCjV71S+/r3gWQ4JcMmO6nptikDONgkuYVPzMQMr4iA2gazFhMZggn908oSfW6dNIafsSpDP390TOYmPGcWg7Y4ZDs1ibmv/VuhlGl0EukjRDSPh8UZRJiopOA6B9oYGjHFtgXAt7K+VDphlHG1PFhuAtfnkZ2md1z/Ltea1xVcRRJkfkmJwSj1yQBrkhTdIinKTkmbySNydzXpx352PeWnKKmUPyR87nD6W9khE=</latexit><latexit sha1_base64="fqrrt5W+L/tf/zfRbbrl+IjHEZw=">AAAB83icbZBNS8NAEIY39avWr6pHL4tF8FQSEfRY9OKxiq2FJpTNdtIu3WTD7kQsoX/DiwdFvPpnvPlv3LY5aOsLCw/vzDCzb5hKYdB1v53Syura+kZ5s7K1vbO7V90/aBuVaQ4trqTSnZAZkCKBFgqU0Ek1sDiU8BCOrqf1h0fQRqjkHscpBDEbJCISnKG1fB/hCfM7FSqc9Ko1t+7ORJfBK6BGCjV71S+/r3gWQ4JcMmO6nptikDONgkuYVPzMQMr4iA2gazFhMZggn908oSfW6dNIafsSpDP390TOYmPGcWg7Y4ZDs1ibmv/VuhlGl0EukjRDSPh8UZRJiopOA6B9oYGjHFtgXAt7K+VDphlHG1PFhuAtfnkZ2md1z/Ltea1xVcRRJkfkmJwSj1yQBrkhTdIinKTkmbySNydzXpx352PeWnKKmUPyR87nD6W9khE=</latexit><latexit sha1_base64="fqrrt5W+L/tf/zfRbbrl+IjHEZw=">AAAB83icbZBNS8NAEIY39avWr6pHL4tF8FQSEfRY9OKxiq2FJpTNdtIu3WTD7kQsoX/DiwdFvPpnvPlv3LY5aOsLCw/vzDCzb5hKYdB1v53Syura+kZ5s7K1vbO7V90/aBuVaQ4trqTSnZAZkCKBFgqU0Ek1sDiU8BCOrqf1h0fQRqjkHscpBDEbJCISnKG1fB/hCfM7FSqc9Ko1t+7ORJfBK6BGCjV71S+/r3gWQ4JcMmO6nptikDONgkuYVPzMQMr4iA2gazFhMZggn908oSfW6dNIafsSpDP390TOYmPGcWg7Y4ZDs1ibmv/VuhlGl0EukjRDSPh8UZRJiopOA6B9oYGjHFtgXAt7K+VDphlHG1PFhuAtfnkZ2md1z/Ltea1xVcRRJkfkmJwSj1yQBrkhTdIinKTkmbySNydzXpx352PeWnKKmUPyR87nD6W9khE=</latexit><latexit sha1_base64="fqrrt5W+L/tf/zfRbbrl+IjHEZw=">AAAB83icbZBNS8NAEIY39avWr6pHL4tF8FQSEfRY9OKxiq2FJpTNdtIu3WTD7kQsoX/DiwdFvPpnvPlv3LY5aOsLCw/vzDCzb5hKYdB1v53Syura+kZ5s7K1vbO7V90/aBuVaQ4trqTSnZAZkCKBFgqU0Ek1sDiU8BCOrqf1h0fQRqjkHscpBDEbJCISnKG1fB/hCfM7FSqc9Ko1t+7ORJfBK6BGCjV71S+/r3gWQ4JcMmO6nptikDONgkuYVPzMQMr4iA2gazFhMZggn908oSfW6dNIafsSpDP390TOYmPGcWg7Y4ZDs1ibmv/VuhlGl0EukjRDSPh8UZRJiopOA6B9oYGjHFtgXAt7K+VDphlHG1PFhuAtfnkZ2md1z/Ltea1xVcRRJkfkmJwSj1yQBrkhTdIinKTkmbySNydzXpx352PeWnKKmUPyR87nD6W9khE=</latexit>
Unsafe Set
<latexit sha1_base64="/PReYWI+RsaP7m8rZPtHU6Ncbq8=">AAAB+nicbZDLSgMxFIYz9VbrbapLN8EiuCozIuiy6MZlRXuBtpRMeqYNzWSG5Ixaxj6KGxeKuPVJ3Pk2ppeFtv4Q+PjPOZyTP0ikMOh5305uZXVtfSO/Wdja3tndc4v7dROnmkONxzLWzYAZkEJBDQVKaCYaWBRIaATDq0m9cQ/aiFjd4SiBTsT6SoSCM7RW1y22ER4xqynDQqC3gOOuW/LK3lR0Gfw5lMhc1a771e7FPI1AIZfMmJbvJdjJmEbBJYwL7dRAwviQ9aFlUbEITCebnj6mx9bp0TDW9imkU/f3RMYiY0ZRYDsjhgOzWJuY/9VaKYYXnUyoJEVQfLYoTCXFmE5yoD2hgaMcWWBcC3sr5QOmGUebVsGG4C9+eRnqp2Xf8s1ZqXI5jyNPDskROSE+OScVck2qpEY4eSDP5JW8OU/Oi/PufMxac8585oD8kfP5A3VDlBw=</latexit><latexit sha1_base64="/PReYWI+RsaP7m8rZPtHU6Ncbq8=">AAAB+nicbZDLSgMxFIYz9VbrbapLN8EiuCozIuiy6MZlRXuBtpRMeqYNzWSG5Ixaxj6KGxeKuPVJ3Pk2ppeFtv4Q+PjPOZyTP0ikMOh5305uZXVtfSO/Wdja3tndc4v7dROnmkONxzLWzYAZkEJBDQVKaCYaWBRIaATDq0m9cQ/aiFjd4SiBTsT6SoSCM7RW1y22ER4xqynDQqC3gOOuW/LK3lR0Gfw5lMhc1a771e7FPI1AIZfMmJbvJdjJmEbBJYwL7dRAwviQ9aFlUbEITCebnj6mx9bp0TDW9imkU/f3RMYiY0ZRYDsjhgOzWJuY/9VaKYYXnUyoJEVQfLYoTCXFmE5yoD2hgaMcWWBcC3sr5QOmGUebVsGG4C9+eRnqp2Xf8s1ZqXI5jyNPDskROSE+OScVck2qpEY4eSDP5JW8OU/Oi/PufMxac8585oD8kfP5A3VDlBw=</latexit><latexit sha1_base64="/PReYWI+RsaP7m8rZPtHU6Ncbq8=">AAAB+nicbZDLSgMxFIYz9VbrbapLN8EiuCozIuiy6MZlRXuBtpRMeqYNzWSG5Ixaxj6KGxeKuPVJ3Pk2ppeFtv4Q+PjPOZyTP0ikMOh5305uZXVtfSO/Wdja3tndc4v7dROnmkONxzLWzYAZkEJBDQVKaCYaWBRIaATDq0m9cQ/aiFjd4SiBTsT6SoSCM7RW1y22ER4xqynDQqC3gOOuW/LK3lR0Gfw5lMhc1a771e7FPI1AIZfMmJbvJdjJmEbBJYwL7dRAwviQ9aFlUbEITCebnj6mx9bp0TDW9imkU/f3RMYiY0ZRYDsjhgOzWJuY/9VaKYYXnUyoJEVQfLYoTCXFmE5yoD2hgaMcWWBcC3sr5QOmGUebVsGG4C9+eRnqp2Xf8s1ZqXI5jyNPDskROSE+OScVck2qpEY4eSDP5JW8OU/Oi/PufMxac8585oD8kfP5A3VDlBw=</latexit><latexit sha1_base64="/PReYWI+RsaP7m8rZPtHU6Ncbq8=">AAAB+nicbZDLSgMxFIYz9VbrbapLN8EiuCozIuiy6MZlRXuBtpRMeqYNzWSG5Ixaxj6KGxeKuPVJ3Pk2ppeFtv4Q+PjPOZyTP0ikMOh5305uZXVtfSO/Wdja3tndc4v7dROnmkONxzLWzYAZkEJBDQVKaCYaWBRIaATDq0m9cQ/aiFjd4SiBTsT6SoSCM7RW1y22ER4xqynDQqC3gOOuW/LK3lR0Gfw5lMhc1a771e7FPI1AIZfMmJbvJdjJmEbBJYwL7dRAwviQ9aFlUbEITCebnj6mx9bp0TDW9imkU/f3RMYiY0ZRYDsjhgOzWJuY/9VaKYYXnUyoJEVQfLYoTCXFmE5yoD2hgaMcWWBcC3sr5QOmGUebVsGG4C9+eRnqp2Xf8s1ZqXI5jyNPDskROSE+OScVck2qpEY4eSDP5JW8OU/Oi/PufMxac8585oD8kfP5A3VDlBw=</latexit>
Figure 8.1: A particular instantiation of a training dataset obtained from measurements
from a LiDAR sensor for a given unsafe set. The red points indicate unsafe samples which
represent the boundary of the unsafe set whereas the green points indicate the safe samples
obtained by the transformation dictated by equation (8.3). The red dashed lines indicate
the LiDAR rays emanating from the sensor onboard the robot.
Algorithm 7 Training Dataset Generator
Input : Laser Scan Measurement zt and Robot State xt
Output: Training Dataset T
1: Identify F ⊂ {1, . . . ,N}
2: T − = ⋃
i∈F
{(g(zit;xt),−1)}
3: ẑit = g(zit − d;xt), ∀i ∈ F
4: T + = ⋃
i∈F
{(ẑit,+1)}
5: T ← T − ∪ T +
6: Return T
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Hilbert space occupancy map [123] and roughly captures the different safe and unsafe re-
gions of the state space. Passing the vector output of this Hilbert space to the kernel SVM
generates a second layer that can refine the boundary to better separate the safe and unsafe
regions. The solution to the hard/soft margin kernel SVM in (8.1) defines the parameters
for a non-linear decision boundary separating the training data (the output layer of the full
classification network). Evaluating the two-layer classifier model for x ∈ D outputs a pos-
terior probability describing the likelihood that the sample x ∈ D belongs to a particular
class i.e., safe or unsafe. The posterior probabilities obtained from the model are then con-
verted into margin scores which define a signed level-set function and provide the barrier
function we seek. The barrier function approximator is thus a two hidden layer Gaussian
kernel neural network. This entire procedure is summarized in Algorithm 8. By virtue of
the methodology used to generate the training data in Algorithm 7, and the biased-penalty
hard margin SVM optimization problem (8.1), the synthesized barrier function correctly
classifies the unsafe samples. This is formalized in Proposition 6.
Proposition 6. Given a training dataset T obtained from Algorithm 7, if Algorithm 8 is
used to synthesize the barrier function ĥ, then the unsafe samples O− are such that ĥ(x) < 0
for all x ∈ O−.
Proof. By the method presented in Algorithm 7 to generate the training dataset T , we have
that the set O− consists of points on the boundary of the unsafe set. From the kernel-
SVM approach used in Algorithm 8, a function ĥ is generated which classifies the safe and
unsafe samples. Since the optimization problem (8.1) is a hard margin SVM for the unsafe
samples and RBF kernels have universal function approximation capabilities (Theorem 2,
[129]), we can guarantee that ĥ(x) < 0 for all x ∈ O− and thus the proposition follows. ∎
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Algorithm 8 Kernel-SVM based Barrier Function Synthesis
Input : Training Dataset T
Output: Estimated Barrier Function ĥ
1: THS ←Map samples in T to Hilbert space
2: Cl ← Train kernel SVM classifier (8.1) using THS
3: ĥ ← Recover signed distance function from Cl and the first Gaussian kernel layer
mapping
4: Return ĥ
8.3 Offline Barrier Function Synthesis & Control
Here, we discuss the offline approach to CBF synthesis using Algorithm 7 and Algorithm 8.
Per the problem setup in Section 8.1, we consider the workspace consisting of p unsafe
regions characterized by ZCBFs hi, i ∈ {1,2, . . . , p}. We assume that there exists an oracle
which provides a set of unsafe samples corresponding to the boundary of each unsafe sets
i ∈ {1,2, . . . , p} in the state space by means of a LiDAR sensor which are dense enough
to cover the true boundary of the obstacles. For example, this oracle can be a “mapping”
robot that navigates the domain and gathers data about the safe and unsafe regions.
Once Algorithm 7 generates the requisite training data using the oracle, executing Al-
gorithm 8 leads to a ZBF estimate. Note that a single ZCBF ĥ ∈ C1(D;R), whose zero
level-set captures the boundaries between safe and unsafe regions, is obtained as opposed
to p different ZCBFs characterizing the unsafe sets. With the synthesized barrier function
ĥ, we then implement a QP controller with (1.3) as the constraint. Capturing all the unsafe
sets with a single function means that the QP involves only one constraint which reduces
the computational complexity involved in computing the control input. The QP is solved,
and the control is applied, until the system completes the specified task associated to the
nominal controller. The entire offline barrier function synthesis and control methodology
is formalized in Algorithm 9. In the algorithm, the initial loop from t = 0 to t = T where
T < ∞, indicates the time period when the training data is gathered for generating the
barrier function.
Recall that the increment angle of the LiDAR sensor is given by θres. Intuitively, as
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Algorithm 9 Offline SVM-based QP controller
Input : Nominal controller k
1: T ← ∅
2: for t ∈ [0, T ] do
3: zt ← LaserScanMeasurement
4: Tt ← TrainingDataGenerator(zt, xt)
5: T ← T ∪ Tt
6: end for
7: ĥ← BarrierEstimator (T )
8: while Goal is not reached do




s.t Lf ĥ(x) +Lgĥ(x)u(x) ≥ −α(ĥ(x))
10: u← u∗(x)
11: Solve (1.1), update state x(t)
12: end while
θres → 0, the LiDAR sensor captures the true nature of the boundary of the unsafe region.
Hence, using Proposition 6, we can guarantee that Algorithm 8 synthesizes a barrier func-
tion whose level-sets are over-approximations of the true unsafe regions. That is, denote
Ŝ = {x ∈ D ∣ ĥ(x) ≤ 0} where Ŝ ∶ D → R as the unsafe region estimated by Algorithm 8.




{x ∈ D ∣ hi(x) ≤ 0} is the true unsafe region
characterized by the unknown barrier functions hi for all i ∈ {1,2, . . . , p}. In practice, this
statement holds true for high resolution LiDAR sensors. The degree of over-approximation
depends on a number of factors which include the distance d ∈ R>0 with which the positive
samples are generated in Algorithm 7. Next, we provide a formal guarantee that Algo-
rithm 9 guarantees safety of the system.
Theorem 13. Suppose S ⊂ Ŝ and the controller from Algorithm 3 is used. Then given any
x(0) ∈ Ŝc where Ŝc = {x ∈ D ∣ ĥ(x) ≥ 0}, the robot trajectory is such that x(t) ∈ Ŝc for all
t ≥ 0.
Proof. From Algorithm 9, the QP enforces the barrier function constraint (1.3) with ĥ as
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(a) (b)
Figure 8.2: Trajectories generated for the robot in a five obstacle scenario. The robot must
reach a goal region (red circle) which is known a priori. Three different trajectories are
shown- the ground truth trajectory (dashed green), the offline kernel-SVM based controller
trajectory (dotted blue), and the online kernel-SVM based controller trajectory (dash-dotted
purple). For the initial condition on the left, the trajectories show high correlation values
(Roffline = 0.9992, Ronline = 0.9777, Roffline-online = 0.9734) and small Fréchet distance values
(Foffline = 0.0469, Fonline = 0.0822, Foffline-online = 0.0853) which indicate that the trajectories
are highly similar to the ground truth trajectory. For the figure on the right, the trajectories
once again show high correlation values (Roffline = 0.9627, Ronline = 0.8085, Roffline-online =
0.8946) and small Fréchet distance values (Foffline = 0.0665, Fonline = 0.0840, Foffline-online =
0.1334). Observe that estimated unsafe set is an over-approximation of the true unsafe
sets, and hence Algorithm 9 guarantees collision free trajectories in the offline case, as per
Theorem 13.
the ZCBF. Since the cost function of the QP is quasi-convex in u, the constraints are quasi-
convex in u and the nominal policy k is continuous, from Proposition 8 in [73] we have that
the generated control u is continuous. Hence from Theorem 1 and by assumption S ⊂ Ŝ,
we have that the set Ŝc = {x ∈ D ∣ ĥ(x) ≥ 0} is rendered forward invariant. That is, we
have that x(t) ∈ Ŝc for all t ≥ 0. ∎
8.4 Online Barrier Function Synthesis & Control
When access to the full set of unsafe samples from the environment is not available, a real-
time barrier function synthesis method is preferable. Here, we describe an online approach
to synthesizing barrier functions, based on Algorithm 10. For online ZCBF synthesis, the
set of unsafe samples covering the boundary of all the unsafe regions is not known a priori.
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Algorithm 10 Online SVM-based QP controller
Input : Aggregate Flag δ, Nominal controller k
1: T ← ∅
2: while Goal is not reached do
3: zt ← LaserScanMeasurement
4: Tt ← TrainingDataGenerator(zt)
5: if δ = 1 then
6: T ← T ∪ Tt
7: else
8: T ← Tt
9: end if
10: ĥ← BarrierEstimator (T )




s.t Lf ĥ(x) +Lgĥ(x)u(x) ≥ −α(ĥ(x))
12: u← u∗(x)
13: Solve (1.1), update state x(t)
14: end while
Hence, at time t = 0, the system is initialized with no information regarding the state space,
except the nominal feedback control policy. At each time instant t, the system obtains
the depth measurement zt and generates the training dataset T via Algorithm 7. Then,
Algorithm 8 synthesizes a local barrier function. Implementing the QP controller generates
the control input at time instant t. In the next time instant, the same procedure repeats and
a new barrier function is synthesized based on the updated sensor measurements.
Two variations of the online barrier function synthesis method can be implemented. In
the first method, the depth sensor data for all previous time instances is deleted, and the
QP is solved with only the immediately sensed measurements. The barrier function ap-
proximates the true safe region only locally i.e., in a neighborhood around the state xt of
the robot. In the second method, samples from the previous time instant are aggregated
with the samples from the current time instant, with Algorithm 8 implemented with the
incremented set. The two cases synthesize different barrier function at each time instant.
For the data-aggregation case, the estimate of the barrier improves as the number of sam-
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ples characterizing the unsafe regions increases. Advantages and drawbacks exist for both
approaches. In the data aggregation case, one needs to continuously update the dataset
with new measurements and this exhaustive data collection process can become compu-
tationally expensive unless one resorts to efficient ways to store data [130]. For the non
data aggregation case, computation is faster but the estimate of the barrier function does
not improve iteratively as the robot traverses the domain. Both procedures are described in
Algorithm 10.
Define the sensing range of the sensor as Br(x) = {x ∈ D ∣ ∥x − x∥ ≤ r}, where r ∈ R>0
is the sensing range of the robot. Similar to the discussion in the previous subsection, it can
be guaranteed that if θres → 0, then locally, Algorithm 8 synthesizes a barrier function whose
level-set over approximates the true unsafe region. That is, denote Ŝr(x) = {x ∈ Br(x) ∣
ĥ(x) ≤ 0} where ĥ ∶ D → R is the estimated ZCBF from Algorithm 8. Then, as θres → 0, we





Br(x) ∣ hi(x) ≤ 0} is the true unsafe region. In the online case, a statement similar to
Theorem 13 cannot be made since the robot does not have access to the full set of samples
that characterize the entire boundary of the unsafe set and hence, there is no guarantee that
globally in the domain the generated level-sets are over-approximations of the true unsafe
regions. However, since the robot dynamics are locally Lipschitz continuous, safety holds
locally as seen in Fig 8.2.
8.5 Implementation Results
This section describes and discusses simulation results from a path planning perspective
conducted on the “Simple Two Dimensional Robot (STDR) simulator”1 which allows one
to generate different maps and simulate synthetic LiDAR data. Two environments were
created for use in STDR. The first environment contains five ellipsoidal obstacles scattered
throughout a 3.2 x 2 workspace domain. The second environment of the same size contains
1http://wiki.ros.org/stdr_simulator
136
more general obstacles whose shape cannot be characterized easily by level-sets of closed-
form polynomials. In both cases, the robot has no a priori knowledge of the environment
and follows a nominal controller that drives it towards a goal point. More formally, we
consider a robot with dynamics ẋ = u, where x ∈ D ⊂ R2 is the position of the robot and
u ∈ R2 is the control input. The nominal feedback control policy for all x ∈ D is given
by k(x) = δ ⋅ (x−xgoal)∣∥x−xgoal∣∥ , where δ ∈ R>0, and xgoal ∈ D is a desired final goal position for
the robot. Informally, the robot must follow k(x) as close as possible while avoiding the
unknown obstacles in the workspace. The robot must reach a goal region which is defined
as G = {x ∈ D ∣ ∥x − xgoal∥ ≤ 0.1}. For the first scenario, depicted in Fig. 8.2, we obtain
ground truth data using a grid-based solution, which is a common approach to compute the
true signed distance to the obstacles. The signed distance function corresponds to the true
barrier function characterizing the obstacles.
8.5.1 Evaluation Metrics
Comparison of the trajectory outcomes for the different implementations involves two eval-
uation metrics: the correlation coefficient (R) and the Fréchet distance (F ). These metrics
capture both the evolutionary mismatch between trajectories, as well as the Euclidean dis-
tance mismatch. The combination of both these metrics provides a means to evaluate the
outcomes of the proposed algorithms.
Correlation Coefficient
Informally, the correlation coefficient between two trajectories captures the change in one
trajectory with respect to the other. That is, one can obtain information regarding the flow
of one trajectory with respect to the other. Typically, two trajectories are said to be highly
correlated if they have a correlation coefficient greater than 0.7 [131]. In our work, we
will consider 0.90 to be the threshold for high correlation between two trajectories. We
make use of the correlation coefficient to develop an intuition regarding the nature of the
137
Figure 8.3: An implementation in the STDR simulator where the robot has to navigate
the unknown environment to reach a goal region (red circle). Offline kernel-SVM based
controller and online kernel-SVM based controller trajectories for two different initial con-
ditions (green crosses) are shown. The obstacles O1, O2 and O3 are such that they cannot
be easily characterized by closed form polynomials, and hence, using the traditional CBF
formulation is difficult. However, using Algorithm 9 and Algorithm 10, we can generate
trajectories such that the robot remains safe.
trajectories generated by the offline and online kernel-SVM based approaches compared
with the ground truth data.
Fréchet Distance
Informally, the Fréchet distance provides a measure of the Euclidean distance mismatch
between two trajectories. While the correlation coefficient provides information regarding
the flow of two trajectories, the Fréchet distance provides an explicit degree of mismatch
between the two. A lower Fréchet distance indicates less mismatch between the two trajec-
tories. In particular, F = 0 implies that the two trajectories are identical. Lower values of
F between two trajectories implies less Euclidean distance mismatch.
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8.5.2 Simulation Results
We first consider the five obstacle scenario shown in Fig. 8.2. Two different initial condi-
tions for the robot are considered. Three different trajectories are plotted in each figure.
The green dashed trajectory indicates the ground truth trajectory obtained when the barrier
function for each obstacle is known a priori. A QP of the form (1.6) is solved to generate
this trajectory. The blue, dotted trajectory is generated from the offline kernel-SVM based
barrier estimation approach as discussed in Algorithm 9. The purple, dash-dotted trajectory
is generated using Algorithm 10 which is the online kernel-SVM based barrier function es-
timation method. Observe that in both the cases, the robots avoid the obstacle and follow
the nominal control policy as close as possible. In the second scenario, we consider a situa-
tion where the obstacle shapes are such that finding the closed form expressions for the bar-
rier functions is not straightforward. This setting is as shown in Fig. 8.3. The pink, dashed
trajectories are generated using the offline kernel-SVM based barrier function approach as
discussed in Algorithm 9, whereas the green, dash-dotted trajectories are generated using
the online kernel-SVM based barrier function method described in Algorithm 10. A video
of the simulations results is also provided2.
8.5.3 Discussion & Analysis
Table 8.1 compares the correlation coefficient for both the online and offline approaches
against the ground truth trajectory in the first scenario. In addition, the online method is
also compared to the offline case. On average, we obtain correlation coefficient values
> 0.90, which shows a high similarity between the ground truth trajectory and the barrier
estimated trajectory. In particular, note that the average correlation between the offline
kernel-SVM approach and the ground truth trajectory is greater then 0.98. We then pro-
vide Fréchet distances which measures the degree of mismatch in terms of the Euclidean
distance between two 2D trajectories. The smaller the Fréchet distance, the smaller the
2https://youtu.be/-XiaR7QchtQ
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mismatch between the two trajectories. Table 8.2 shows the Fréchet distances between
trajectories for the five obstacle scenario. Observe that on average, we obtain distances
< 0.10 for each case, which shows that the Euclidean distance mismatch between the tra-
jectories is small. A key inference from the above data is that Roffline is very high and Foffline
is very small, which shows that the offline kernel-SVM estimated barrier function closely
replicates the true barrier functions.
8.6 Concluding Remarks
This chapter presented a supervised machine learning based approach to automated synthe-
sis of control barrier functions. A kernel-SVM based method classifies the set of safe and
unsafe samples, and generates the desired barrier (level-set) function. A formal guarantee
on zero misclassification of unsafe samples is provided along with guarantees on safety of
the robot. The proposed framework was evaluated based on the comparison between the
generated trajectories and ground truth data. Experimental simulations using the proposed
framework were conducted on an omnidirectional robot in a ROS-based simulator using
synthetic LiDAR data.
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Table 8.1: Correlation Coefficients for Five Obstacle Scenario (Values close to 1 indicate
high correlation)
Case Offline SVM Online SVM Offline SVM
vs Ground Truth vs Ground Truth vs Online SVM
1 0.9992 0.9777 0.9734
2 0.9627 0.8085 0.8946
3 0.9997 0.9709 0.9694
4 0.9889 0.9466 0.9195
5 0.9954 0.9442 0.9447
6 0.9991 0.9882 0.9870
7 0.9800 0.9865 0.9811
8 0.9692 0.7601 0.5886
9 0.9880 0.8718 0.8665
10 0.9997 0.9899 0.9874
Average 0.9881 0.9244 0.9112
Table 8.2: Fréchet Distance for Five Obstacle Scenario (Smaller values indicate less mis-
match between trajectories)
Case Offline SVM Online SVM Offline SVM
vs Ground Truth vs Ground Truth vs Online SVM
1 0.0469 0.0822 0.0853
2 0.0665 0.0840 0.1334
3 0.0276 0.0446 0.0468
4 0.0582 0.1444 0.1232
5 0.0660 0.1563 0.1341
6 0.0308 0.0392 0.0266
7 0.1197 0.1296 0.0479
8 0.0496 0.0759 0.0652
9 0.0578 0.1368 0.1119
10 0.0389 0.0327 0.0369




A wide range of robotic tasks can be cast as a sequence of operations that must be executed
successfully and safely for the task to be satisfied. A simple, yet powerful, example of such
a task is lane keeping, where the ego vehicle needs to switch lanes while not colliding with
the vehicles ahead or the incoming vehicles in the adjacent lane. Performing such safety
critical functions is difficult since we need robust control systems and formal guarantees
on safety and task satisfaction. The results in this thesis were aimed to address such a
requirement.
In Chapter 3, we proposed a framework for task execution for a robotic system using
a combination of zeroing barrier functions and finite time barrier functions. The task was
formalized using a tool from formal methods called “Linear Temporal Logic (LTL)”. LTL
allows for one to capture complex system specifications succinctly. By decomposing the
LTL specification into a sequence of reachability problems consisting of target and safety
sets, we converted the high level specification into a series of sub-problems that needed to
be solved. Then, these sets were encoded using zeroing barrier functions and finite time
barrier functions and solved successively. We provided formal guarantees on satisfaction
of the given specification as well.
In Chapter 4, we discussed a complex multi-robot scenario where control barrier func-
tions were used in order to smoothly transition between different graph formations corre-
sponding to different behaviors. We provided a centralized and decentralized approach to
the problem solution. Then, we discussed key assumptions prevalent in barrier function-
based methods which can be problematic when using the frameworks in Chapter 3 and
Chapter 4 for safety-critical applications. Hence, the subsequent chapters in the thesis pro-
vided techniques to address such assumptions.
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The first assumption in the frameworks presented earlier pertain to the feasibility of the
optimization program that encodes the barrier functions. Thus in Chapter 5, we illustrated
scenarios where the quadratic programs are infeasible, and provided relaxation methods
to increase likelihood of feasibility. Along similar lines, in Chapter 6, we presented a
higher dimensional barrier function in order to satisfy both position and angular orientation
reachability constraints for a differential drive robot. We showed how such tasks can lead
to infeasibility of the quadratic program and proposed a new class of barrier functions to
resolve the same.
The second assumption relates to the fact that traditional zeroing barrier functions guar-
antee safety for the system state, which is a point in the state space. However, in reality,
since systems have a physical volume associated with them, safety for the volume also
needs to be enforced. Hence, in chapter 7, we introduced “Extent-Compatible Control Bar-
rier Functions” which guarantee safety for the system state as well as the volume. In par-
ticular, computationally efficient techniques capable of implementation on actual robotic
systems were discussed.
The final assumption addresses the fact that in prevalent barrier function-based meth-
ods, the system has complete knowledge of the unsafe sets in the domain which may not
necessarily be true. We provide a real-life, path planning example to illustrate such a sce-
nario. In Chapter 8, we propose a machine learning and data-driven approach to synthesize
control barrier functions. Sensory input from the environment is utilized in order to syn-
thesize a decision boundary i.e. the barrier function. In order to show the workings of the
framework, we detailed a path planning task consisting of an omni-directional robot.
There are a number of potential future research directions one could take with regard
to the results presented in this thesis. First, the translation of the presented theory to more
complex system dynamics and hardware is quintessential for large scale deployment. In
particular, systems such as autonomous vehicles will involve a lot more sensors which
would need to be integrated efficiently with the frameworks presented in this thesis. Since
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such applications involve a lot of data, there are avenues for research in combining embed-
ded processing technology with the techniques presented in this thesis. Second, one could
investigate more efficient ways for storing data for the machine learning based approach to
barrier function synthesis. Since SVMs are computationally expensive when dealing with
large amounts of data and we use a hard margin formulation, the framework could benefit
from a learning algorithm that leads to faster barrier function synthesis. This would be par-
ticularly useful for the online barrier function synthesis algorithm presented in Chapter 8.
To conclude, there are a number of interesting research directions that can be investi-
gated in order to deploy the techniques presented in this thesis on large scale systems such
as autonomous vehicles. With the growing dependency of such systems on sensors and
data, an efficient combination of data driven techniques with the frameworks presented in
this thesis will result in controllers which guarantee task satisfaction and safety.
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