Many high and steep slopes are formed in the open pit mining process, whose stability will directly affect the construction and safety. Therefore, it is particularly important to detect and eliminate rough errors of slope monitoring data. This paper proposes an improved two-layer extreme learning machine (TELM) based on particle swarm optimization (PSO) to establish monitoring slope model. In particular, the parameters of the first layer of the whole algorithm are obtained by particle swarm optimization algorithm, and the parameters of the second layer are calculated through a new solution method. First, some basic principles and concepts of extreme learning machine are introduced, and the algorithm thought, basic principles and related derivation of the improved two-layer extreme learning machine in this paper are emphatically discussed. A better mapping relationship between the input space and the output space is found through the parameter solution method, which improves the precision of the algorithm. Then, the data collection and traditional gross error elimination methods are studied. Finally, in order to test the ability of the two hidden layer extreme learning machine to solve the slope monitoring problem, the algorithm is applied to the gross error elimination of the slope data. The experimental results show that compared with the traditional gross error elimination method and ELM algorithm, the proposed method has higher precision, stronger robustness, and more practicability.
I. INTRODUCTION
In recent years, with the need for social development, the mining of mineral resources has continued, and the stability of the slope has been greatly influenced as the excavation depth has deepened [1] - [3] . In particular, the mining process of large open pit mines can form many steep slopes, which are formed by blasting or destruction of large equipment. The internal structure of the slope rock has been destroyed, and the external natural conditions and the impact of the The associate editor coordinating the review of this manuscript and approving it for publication was Juan Liu . blasting vibrations will make the original stable slope unstable [4] (as shown in Figure 1 ). Its changing characteristics mainly include the falling rocks, collapses, landslides and so on [5] . All these changes will pose a great danger to the safe production of open-pit mines [6] , [7] , and thus, it is very important to monitor slope stability in real time and make timely and accurate forecasts [8] .
Safety monitoring and real-time forecast of slope engineering are always an important and difficult subject in geotechnical engineering. The accuracy of monitoring data is the key factor to correctly analyze the development and stability of slope deformation. However, in fact, the monitoring instrument is affected by many factors such as human operation, climatic conditions and external interference, and the original monitoring data often contains noise. If it is directly used for forecasting and inversion analysis, it will inevitably affect the reliability of the analysis. Although traditional noise analysis methods improve data quality to a certain extent, they all have their own defects, and there is not a good service monitoring of similar engineering practice. Therefore, this paper aims at providing a slope engineering researchers with a new means of gross error elimination, not only to overcome the flaws of traditional methods, but also to have its own unique advantages, to help them get higher quality of monitoring data, thus the development of slope deformation and stability analysis for a more accurate judgment. This paper also provides reference for data processing of monitoring engineering in other fields.
The TCA2003 measuring robot + Geocom monitoring method has been widely used in various current high precision monitoring projects and has been widely recognized. However, due to the impact of system error and random errors on the monitoring data during monitoring, the data quality is not ideal. It cannot effectively and accurately reflect the actual slope movement situation, and it cannot provide accurate and timely forecast, which are necessary in open-pit mine slope monitoring data processing and analysis [9] .
Influenced by environment and equipment failures, all kinds of landslide monitoring the data noise problems are outstanding. How to dynamically locate and effectively eliminate the landslide deformation monitoring data of gross error has become one of the bottlenecks to enhance the reliability of engineering [10] . At present, there are two main methods to eliminate the coarse difference of slope monitoring data: (1) Gross error detection based on hypothesis testing, identification and correction, such as data exploring methods, etc. This method assumes that the observed value contains coarse difference, and calculates the rough estimation and statistical quantity one by one according to the mean drift model. However, due to the influence of the uncertainty of rough difference and the limitation of the mean spread effect of the least square method [11] , [12] , the overall quality of the data declines and the local characteristic values are seriously damaged. (2) Robust estimation, that is, the monitoring data quality is controlled by strictly controlling the deviation among the measured value and the estimated value [13] . However, the robust estimation weight function is obtained by finite residual error fitting, so it is difficult to obtain the accurate estimate. Moreover, this method has the disadvantages of complex algorithm structure and poor timeliness, so it is not suitable to eliminate the roughness difference of slope deformation monitoring data caused by the time-varying system and environment. The traditional coarse difference elimination methods, such as wavelet de-noising, pauta criterion and MMD clustering method, are used to remove the coarse difference for a single data type. Due to over-reliance on the mutational smoothing relationship of a single characteristic curve (such as blasting vibration) [14] , it is difficult to find the coarse difference accurately in simple fitting model.
As the external characterization of slope failure process under the combined action of disaster factors (terrain, rock characteristics, blasting vibration, etc.) and environment, there is a significant correlation between the monitoring data of slope deformation characteristics and the factors influencing the landslide process. These correlations are important for restraining and guiding the location and elimination of coarse difference in monitoring data of landslide deformation. However, the existing coarse difference detection methods for single variable data analysis fail to make full use of the correlation between landslide impact factors and cannot effectively detect the rough difference under the comprehensive influence of multiple factors [15] - [17] .
This paper proposes a coarse difference localization and elimination method based on particle swarm optimization combined with two-layer extreme learning machine and integrated learning. Make full use of the slope monitoring data collected by the TCA2003 measuring robot. First, feature extraction and transformation on the collected original data are carried out. Then, based on the TELM algorithm, 60 different gross error elimination models are established, and the parameters of these models are optimized by using PSO algorithm. For any group of detection data at any monitoring distance input to 60 models at the same time and get the output results of 60 models. Finally, calculate the mean variance for 60 groups of results, and the final coarse difference elimination results were obtained. The results show that the model has the advantages of stable performance, short processing time and high precision.
II. DATA COLLECTION AND LABELING
Data from the saddle thousand mine site by robot TCA2003 measurement sampling to get the main point of the slope of the horizontal angle alpha, vertical angle beta and slant distance s through to the mining slope real-time monitor to get a lot of monitoring data, to training the model, and the model validation. Slope landslide and field data collection are shown in Figure 1 . The data collection process is shown in Figure 2 . The data of this paper is the 3-dimensional monitoring data obtained by the TCA2003 measurement robot to monitor the mine slope [9] , and the meaning is: azimuth angle (horizontal angle), zenith distance (vertical angle) and oblique distance. If the site between k1 and monitoring point A vertical angle for the beta, the site of k1 and monitoring point A increment is x, y ( Figure 3 ).
The coordinates of the monitoring point A are calculated as follows:
where, S stands for the slope, α is the horizontal angle, β is the vertical angle.
Using the error transfer theory, we get:
Furthermore, the error analysis theory is used to analyze m 2
x :
The same is true for m 2 y analysis:
where, ρ = 206265 (the number of seconds per radian). Because k1 and k2 are the control points, so by forcing the center, this means that m 2 x k1 , m 2 y k1 and m 2 α ; Therefore, the mean square error of m 2 α = 2 m 2 α . According to the adjustment of the multi-period actual monitoring data, the accuracy of the vertical and azimuth angles is almost the same, that is m α ≈ m β = m, then we get the final error expression.
According to the requirements of the engineering survey method (2007), the maximum RMSE (Root Mean Square Error) of the rock slope monitoring points shall be 6 mm, i.e. m L = m 2
x + m 2 y ≤6 mm. On the basis of the data collected on site according to the above formula pretreatment to add tags, although the exact effect can be obtained, but because of the large amount of data, the artificial calculation takes a long time to get accurate results, and each calculation can eliminate influence of one of the biggest data in the data.
The data used in this study is obtained from the field collection for the original data after artificial calculation by adding corresponding information label by the above method, two classification model of information for the label 1 (indicates that the data is not gross error data, needs to retain) and 2 (indicates that the data is gross error data, need to weed out). Three classification model of information label (1 means that the data is not gross error data, needs to retain, 2 indicates that it will not gross error data, which needs to retain) and 3 indicates that the data is gross error data, need to weed out), the above label information as a model of the expected output.
III. THE METHOD AND APPLICATION OF CLASSICAL COARSE ERROR ELIMINATION
A. 3MAD AND THE CLASSICAL CLUSTER ANALYSIS 1) 3MAD METHODS In the variable data vector collected, the data of the formula (6) is the error data.
In the formula, x i is the sample data of elements in data vector x, i = 1, 2, . . . , N ; x med for the data vector median value of each data of x. median(·) data to calculate the median value. In 3MAD algorithms, when the data vector x follows the normal distribution, S MAD = C n × S is the unbiased estimation of the standard deviation.
Where,
When there are abnormal large errors in the data matrix, x med can reflect the center position of the data more accurately than the mean value. In 3δ methods, the average value of the data is used, so in general, the 3MAD algorithm is faster and more accurate than the 3δ algorithm to eliminate the single variable large error in the data.
2) MMD CLUSTER ANALYSIS
The clustering analysis algorithm is used to represent the data of the same variable at different times of the same variable in the form of column vectors, and the different variables are merged into the data matrix. This method takes into account all the data in the data matrix and finds the Euclidean distance between each data in the column vector and other data in the same column. Euclidean algorithm calculates the distance between all variable data. We represent the column vectors in the matrix as the distance between each data in X i = {x 1i , x 2i , . . . , x di } (i = 1, 2, . . . , N ). The distance among each data in X i and the other data in the same vector is expressed as d ji .
The above x ji , x ki represents two different data in the same column vector.
The minimum value of the distance between the data in each column is denoted by
Finally, the minimum distance vector (l 1 , l 2 , . . . , l N ) of all the column vectors is obtained, and the average l mmmd is calculated. According to the standard of l mmmd , the data coarse error is removed according to the 3MAD method.
B. 3MAD-MMMD GROSS ERROR ELIMINATION METHOD
The classical MMMD coarse error elimination method is mainly used to eliminate the coarse data of multivariate, and the effect of the single variable coarse difference data is weak. If the MMMD clustering analysis algorithm is used to test the multivariable gross error data, the 3MAD algorithm is first used to detect the gross error data in single variable, which can solve this problem to some extent. In order to make the data more accurate and reliable, an integrated algorithm based on clustering analysis, 3MAD-MMMD, is proposed. The specific steps of 3MAD-MMMD method are as follows:
Assuming that the original data matrix of soft measurement modeling is X M ×N , M represents the measurement sampling frequency, and N represents the number of measurement variables.
1) First, the 3MAD method was used to detect the error of single variable in each column of X. As long as one variable has a fault error at the time of t , the whole group variable data of t time is excluded from the sample of soft measurement modeling. That is, the i data element in x ij exceeds the error boundary, and the whole row is removed, and finally the new variable data matrix X M 1×N is obtained.
2) Then, the minimum distance between each data in the data matrix X M 1×N is obtained by using Euclidean formula, and the median value l mmmd of its minimum distance is obtained.
3) Finally, the MMMD method takes l mmmd as the standard, and according to the distance d ji between each data, the data of the measured variables is divided into two categories:
When
Subsequently, the data of error was deleted, and the normal matrix X M 2×N for modeling was obtained.
C. THE APPLICATION OF TRADITIONAL COARSE-DIFFERENCE METHOD IN DEFORMATION MONITORING DATA PROCESSING
The data used in the model are all from the monitoring data of many slope monitoring points in the mining process of the saddle thousand mines, with 102 sets of data. First, the data is judged, and the data points that should be excluded from this group data are: 23, 65, 81 ∼ 91. According to the data of this group, 3MAD, MMD and 3MAD-MMMD method were used respectively to eliminate the data roughness, and the removal effect of Figure 4 and Figure 5 were obtained. In figures 4 and figure 5 , the abscissa represents the number of the monitoring point, and the ordinate represents the error size. Here, only the error size of the culling point is shown. Table 1 is the data mean square error comparison table after the coarse difference of the monitoring data of the openpit slope monitoring data using three methods respectively. As can be seen from Figure 4 and Table 1 , the 3MAD method and MMD method can only eliminate a small number of single variable large errors, and the data mean square error after elimination cannot meet the requirements of the engineering measurement method. Can be seen from Figure 5 and Table 1 , the improved new gross error elimination method (3MAD-MMMD method) better incorporates the advantages of two methods, can effectively eliminate the single variable gross error, and at the same time also has a certain effect for multivariable gross error elimination. However, as can be seen from table 1, these methods are not suitable for the data coarse error of open mine slope monitoring.
In the application of the traditional coarse error elimination method (such as the 3MAD and MMD), only one single variable coarse difference can be removed at a time. It requires repeated manual calculations to completely eliminate the coarse data in the data. Thus, the calculation is large, and the correlation between variables is not considered. The neural network model is too simple and easily falls into local optimum. Based on the shortcomings and limitations of the above methods, this paper adopts the two-layer extreme learning machine classification method to eliminate the coarse differences of data.
IV. TWO-LAYER EXTREME LEARNING MACHINE A. EXTREME LEARNING MACHINE
Artificial neural network research has experienced 50 years of development and has made many significant theoretical results. However, as a result of the large-scale system, the large amount of data and high dimensional data that contain high uncertainty, the neural network's recognition speed is slow and it is difficult to meet practical requirements. In the field of data mining and intelligent control, although using the neural network control method can identify the highly complicated and nonlinear system and solve the high complexity and uncertainty of the object modeling problem, its real time capability is very poor, and the learning time is too long.
To enhance the performance of the construction of network, the ELM neural networks of the connection between the hidden layers and the output layers does not need to be iterative [18] - [21] . The characteristics of the algorithm are reflected in the selection process of the neural network parameters. The parameters of the hidden layer's nodes are randomly selected without adjustments in the training process. We just need to set the number of neurons in the hidden layer. The external weight of the neural network (i.e., the output weight) is obtained by minimizing the least squares solution [22] , [25] , [27] , which finally becomes the M-P generalized inverse of a matrix [23] , [24] . In this way, no iteration steps are required to set the network's parameters, which greatly reduce the adjustment time of network's parameters. Compared with the typical machine learning algorithm, this algorithm has the advantages of fast training speed and can be solved by using the least square principle [26] .
The data used in the model are all from the monitoring data of many slope monitoring points in the mining process of the saddle thousand mines, with 102 sets of data. The ELM method was adopted to remove the coarse difference between the two and three classifications respectively, as shown in the Figure 6 and Figure 7 . The data are divided into 3 types. Due to the labels of 0s and 1s, we do not need to remove the data. The division of the data makes the model more accurate and better preserves the point differences. Thus, the model does not need to consider the two types of tag classification accuracy. The accuracy of the model mainly considers the accuracy of the data classification labeled 2. After the data coarse error was removed by the ELM model, 11 points were eliminated accurately, and the accuracy rate was 84.5%. Seven points were deleted, and the false alarm rate was 8.0%. After the elimination, the mean square error reached 6.239 mm. Compared with the ELM model of the dichotic classification, the three classification ELM model has higher accuracy.
B. TWO-LAYER EXTREME LEARNING MACHINE
In 1997, Tamura and Tateishi, through many theoretical derivations and experimental tests in an identical experimental environment, proved that compared to the single layer feedforward network, to fulfill the requirements of the precision of the same ideal or error, the two-layer extreme learning machine [28] was used. Figure 8 shows the structure of the neural network.
For this pair of hidden layer feed forward neural networks, we try to draw lessons from the traditional ELM algorithm introduced earlier in this paper. The first hidden layer includes random weights and bias. The parameters of the second hidden layer are calculated by a new method. The proposed algorithm is an improved algorithm based on the two-hidden-layer architecture. We call this algorithm the two-layer extreme learning machine (TELM) [28] , [39] - [41] . The flow chart of the TELM is shown in Figure 9 .
Given any N independent training samples X (x i , y i ) (i = 1, 2, . . . , N ), there are 2L hidden nodes (that is, each layer of the hidden layer has L neurons, and W H is the square matrix, which can guarantee the uniqueness of the second layer's parameters). When the activation function is denoted by g(x) , the weight W between the input layer and the first hidden layer and the bias B of the first hidden layer are randomly initialized. According to the schematic diagram of the TELM in Figure 9 , we can list the following equation:
where, W H represents the weight between the first hidden layer and the second hidden layer. The symbol H represents the actual output matrix of the first layer. B1 is the bias of the second layer. H1 is the expected output matrix of the second layer. Then, the desired output matrix of the second layer can be calculated by the following equation (10) .
where, β + represents the generalized inverse matrix of the output weight β.
In line with the previous text, we also use the orthogonal projection method here. Specifically, if β T β is of full rank, then β + = β T β −1 β T . Conversely, if ββ T is of full rank, then β + = β T ββ T −1 . We define such an augmented matrix as W HE = [B 1 W H ]. The concrete calculation formula is as follows:
In the above formula (11) , the symbol H + E represents the M-P generalized inverse matrix of the augmented matrix H E . H E is composed of the output matrix H of the first layer and the column vectors composed of N scalar elements 1, namely, H E = [I H] T , and g −1 (x) is the inverse function of the g(x) .
Next, we can get the actual output of the second layer of the TELM.
To sum up, for a given N, training sample X (x i , y i ) (i = 1, 2, . . . , N ), 2L hidden nodes, and activation function with g(x) said conditions [29] , [30] , the TELM algorithms can be broadly summed up in the following eight steps.
(1) Initialization weight and bias. To simplify the calculation, we defined two augmented matrices, namely, the augmented matrix W IE = [B W] of the first hidden layer's parameters and the augmented matrix X E = I X of the input matrix.
(2) Calculate the output matrix H = g (W IE X E ) of the first layer.
(3) According to the traditional ELM method, the initial value of the weight β = H + T between the second hidden layer and the output layer is calculated.
(4) Calculate the expected output matrix
However, in addition to the above specified TELM algorithmic process, there are two areas that need special attention.
To ensure the reversibility of the W HE , H 1 should be normalized to [−0.9, 0.9]. Of course, in order to ensure the consistency of the final network output value.
C. THE APPLICATION OF TELM ALGORITHM IN THE COARSE ERROR ELIMINATION 1) APPLICATION OF TWO CLASSIFICATION MODELS
In addition, in the simulation experiment, we typically set the number of hidden nodes uniformly in the interval [4] , [40] . That is, starting from the number of nodes is 4 and testing every two nodes, until the number of hidden nodes grows to 36, so as to explore the trend of the fitting error or classification accuracy of the algorithm. We take the average value of the program running 20 times as the criterion to judge whether the result of fitting or classification is good or not, and take the training time and test time as the criterion to measure the training speed and test speed of the algorithm.
Based on the data of the previous model, the coarse difference of monitoring data in the open pit is removed, and the running results are shown in Figure 10 .
As seen from Figure 10 , the accuracy of the coarse error was 84.5%, and the false alarm rate was 3.4%. The mean square error of the data was 6.387 mm. Compared with the single-layer ELM two classification model, the two-layer ELM model was significantly better than the single-layer ELM in the coarse difference removal. It is stored in the trained model parameters and applied to various other groups of data. The results show that the cross validation results did not achieve the desired effect. Through the analysis of the data and the model, we get the following conclusion. Different data sets with different levels of data from the formula of the artificial processing method under the same angle error in the measurement of the different distance can produce different errors, and the model does not consider this question. This problem is fully considered and resolved by the next optimization algorithm.
2) APPLICATION OF THREE CLASSIFICATION MODELS
The same data are used for the coarse error elimination, and the operation effect is shown in Figure 11 .
When the data are divided into three categories, the model does not need to consider the accuracy of these two categories of labels because the labels 0 and 1 are not required to be excluded. The accuracy of the model mainly considers the accuracy of the data classification labeled 2. As seen in Figure 11 , the accuracy of the data deletion was 92.31%, the false alarm rate was 9.09%, and the error of the excluded data was 5.924 mm. In comparison with the previous single hidden layer, the effect was significantly improved. In the same way, we will continue to apply the parameters of the model to other data sets for cross-validation. We will also refer to the problem before, and then we will propose an optimization model for this problem.
It can be seen from table 2 that although the training time of the two hidden layer ELM model is three times that of the single-layer ELM, the test time is not much different. The accuracy of the ELM model and the data mean square error are better than that of the single layer ELM model. The test time for the data was only 0.01 seconds apart. In addition, the TELM recognizes the False Rate (False Acceptance Rate, FAR the probability of the individual error identification into right) below the ELM's ability to recognize the False Rate. The TELM boomed, and the ELM rejected (False Rejection Rate, individual FRR correct identification into error probability). In addition, we note that the TELM's rate of admission is relatively low, which means that it is very unlikely that the system will mistake the wrong object for the right object. From this point of view, it also proves that the method of coarse error elimination based on the TELM is feasible. In addition, it also proves the practicability of the TELM algorithm.
V. IMPROVED TELM ALGORITHM BASED ON PSO A. PARTICLE SWARM OPTIMIZATION ALGORITHM
In the particle swarm optimization algorithm [31] , many simple entity particles are placed in the search space of the problem, and the target function's values of each particle's location are evaluated. Each particle determines the next move with some random perturbation according to the optimal location of the history and the optimal location of the entire population. In the end, the particle swarm as a whole looks like a flock of birds searching for food, and is likely to move to the best advantage of the target function.
PSO is an optimization algorithm based on an iterative mode [32] , which was originally used for continuous spatial optimization. The PSO calculation process is as follows [33] .
A group is composed of M particles in the D spatial at a certain speed. Each particle in the search considers his search based on the history of the best point and within the group or the history of other particles best point in the neighborhood. The location is the solution on the basis of this change. The i-th particle of the swarm is composed of three D vectors, and the 3 vectors are:
Current location: x i = (x i1 , x i2 , · · · , x iD ); Best location in history: p i = (p i1 , p i2 , · · · , p iD );
where i = 1, 2, · · · , n , the best location for the entire particle swarm is p g = p g1 , p g2 , · · · , p gD .
For each particle, it is represented by the following equation:
where, c 1 , c 2 are two nonnegative constants that usually have the value of 2. The two constants let each particle in the population have the ability of self-summarization and to learn from the excellent individual, and each particle can be near the global optimal point. rand() is a random value in the range [0, 1] . V max is the maximum speed set by the user, and the movement speed of all particles in the population is limited to a range of [−V max , V max ]. When all the particles in the group are members of the neighborhood, the global version of the particle swarm optimization is obtained as a local version of the particle swarm optimization when some members of the group form a neighborhood [34] . In the local versions, there are generally two ways to construct the neighborhood. One is based on adjacent particles of the index number, and the other is based on neighboring particles. The neighborhood definition strategy of the PSO algorithm is called the topological structure of particle swarm. This article focuses on the global version.
B. PSO-TELM ALGORITHM
In this study, we use the PSO to optimize the TELM input weights and thresholds. The TELM input weights and threshold values are used as particles of the PSO in order to train the sample of the mean square error (RMSE) that functions as a PSO algorithm [35] - [38] . The smaller the RMSE is, the more precise the forecast is, and the more optimal the input weights and thresholds are. The algorithm steps of TELM based on particle swarm optimization algorithm optimization are as follows.
(1) Initialize the weight and threshold value of the random training and the reference weight and the threshold range as the particle velocity and position optimization range, respectively.
(2) Choose the appropriate parameters, including the population size M, the largest number of iterations T, the inertia weight ω, the omega learning factors c1 and c2, and the particle dimension D.
(3) Determine the fitness function, calculate the appropriate value of each particle, and calculate the individual extreme value and global extreme value of each particle.
(4) Update the velocity and location of each particle. (5) Iterate the process until the stop condition is reached (the maximum number of cycles) and the optimal TELM parameter is obtained. The algorithm's flow is shown in Figure 12 .
C. DATA PREPROCESSING BASED ON L 2 NORM As mentioned above, it is not ideal to apply the training model to other different distance monitoring data. To solve this problem, this paper adopts the idea of the Euclidean distance in the clustering method to process the data in order to reduce the influence of the data on the model. The specific treatment methods are as follows. The Euclidean distance calculation formula is:
x j − x i 2 (j = 1, 2, · · · , n).
(1) Consider the influence of single variable: Use the Euclidean formula to obtain the Euclidean distance of each dimension data in the original data matrix X (x i , y i , z i ) , and obtain a new matrix X 1 x i , y i , z i .
(2) Consider the influence of multiple variables: Use the Euclidean formula to find the Euclidean distance of any two dimensions in the original data matrix X (x i , y i , z i ) , and obtain a new matrix X 2 x i , y i , z i . Finally, the Euclidean formula is used to find the Euclidean distance of any three dimension data in the original data matrix X (x i , y i , z i ) , and a new matrix X 3 x i is obtained.
Finally, the three data matrices obtained through the above processing are combined into a new matrix X x i , y i , z i , x i , y i , z i , x i and replace the original matrix as the input to the model. After the data are processed, the difference of orders of magnitude at different distances disappears, and the gap between the monitoring points and data dimensions becomes more obvious, which is more favorable for later processing. 
D. APPLICATION OF THE OPTIMIZATION ALGORITHM
The data size of the four groups is 98 × 3,102 × 3, 64 × 3 and 65 × 3, respectively from the observation data at different monitoring distances. Through experiments, we finally determined the appropriate parameters of the PSO algorithm, including the population size M (as 12), the largest number of iterations T (as 100), the inertia weight ω (as 1), the omega learning factors c1 and c2 (c1 = c2 = 2), and the particle dimension D (as 3). For the TELM network, we chose Sigmoid as the activation function, and the number of hidden layer nodes is 20. The experiments were performed under Windows 10, Intel i5-7200 CPU, 2.7GHz, 8GB RAM, NVIDIA M150 graphics card, 2GB GDDR5 graphics memory, and MATLAB 2014b software. The accuracy rate and false alarm rate in the table 3 are calculated in the same way as in table 2.The previous training data and test data were also used for the PSO-TELM model training, and the prediction results of the normal prediction and cross-validation results are listed below and shown in the Figure 13 .
We can see from Figure 13 that the accuracy of the coarse error of the model after optimization is more than 98%, and the false alarm rate is no more than 3%. Table 3 lists the best model locations for different data sets.
By comparison, it can be found that the PSO-TELM model with data preprocessing has a higher accuracy of the gross error rejection and a lower false alarm rate. It can be seen that the data preprocessing model based on Euclidean distance can better eliminate the data in the order of magnitude of the gap and the correlation between different dimensions is more obvious.
By optimizing the network model with different initial weights, we get 60 different PSO-TELM models, numbered 1, 2 . . . 60. Then, different test data are input into 60 models As can be seen from the table, under different distances, the data set of 60 models shows that the fitness of each is not identical. Therefore, after validation, data without a label may not have optimal results, and you need to address the output.
There is a difference due to different data sets (monitoring slope distance). The fitness of the models is different. Based on mean variance method, this paper takes the optimization training 60 PSO-TELM model and applies it to the forecast. This will get prediction matrix, where each row represents a model to predict the output. For the prediction matrix T, the new matrix T = (a 1 , a 2 , · · · , a n ) 1×n is obtained by the mean of the column, and the mean s and the variance d of the matrix T are obtained. If the element in T is satisfied by a i − s > d, (i = 1, 2, · · · n) , the data are required to be deleted, and the label is 2. The remaining data that do not meet the criteria are the retention data, and the label is 1. The previous training and test data were also used for the PSO-TELM model training, and the prediction results of the 60-group average -variance of the normal prediction and cross validation are listed below. They are as shown in the Figure 14 .
It can be seen from the comparison between Figure 13 and Figure 14 that the accuracy of the coarse difference after the mean -variance treatment can still reach 98%, and the false reporting rate is no more than 3%. However, when excluding the gross error data set, the rate of false positives can significantly improve so that it can be input to the model's datasets before inspection of the mean square error (RMSE) dataset. As a result, this model can greatly reduce the rate of false positives.
It can be seen from the comparison between Table 5 and Table 3 , that the PSO-TELM mean variance processing model with data preprocessing has higher accuracy and applicability. As long as it is initially judged whether or not a set of data contains a gross error, the effect of Figure 14 (c) can be avoided.
Support vector machine (SVM) [42] is an intelligent algorithm based on statistical theory. The algorithm can solve problems such as small samples and nonlinearities.
Monarch butterfly optimization (MBO) [43] is a natureinspired algorithm. The algorithm is based on the migration of Monarch Butterfly. The authors conducted experiments on multiple benchmark questions to verify the performance of the algorithm. Whale optimization algorithm (WOA) [44] is also a nature-inspired algorithm. The WOA mimics the social behavior of humpback whales. Zhou et al. [45] proposed an improved WOA (IWOA) algorithm to optimize the extreme learning machine (IWOA-ELM). The experimental results show that the IWOA algorithm has stronger search capability than the WOA algorithm. In this study, the proposed method was compared with SVM, IWOA-ELM, and MBO optimized TELM (MBO-TELM). The comparison results are shown in Table 6 . It can be seen that the performance of PSO-TELM, MBO-TELM, and IWOA-ELM are basically equal. SVM algorithm has the worst performance. For the L 2 norm form of the data, the accuracy of PSO-TELM, MBO-TELM, and IWOA-ELM are 100%, the false alarm rate of IWOA-ELM, and the RMSE of PSO-TELM are the lowest. For the meanvariance form of the data, the highest classification accuracy rate is the IWOA-ELM algorithm, which is 88.5%. The MBO-TELM algorithm has the lowest false alarm rate and RMSE values, which is 1.26% and 5.642%, respectively. For the training time, SVM algorithm training time is faster than the other three algorithms.
VI. CONCLUSION
In the process of open-pit mining, slopes change with time. Preventing accidents in the process of mining requires the monitoring of open-pit slopes by analyzing the monitoring data for mining safety. To obtain effective and accurate monitoring data, this paper proposes an ELM classification algorithm to eliminate coarse differences in data. The ELM algorithm does not have the restriction of data dimensions, which can realize the coarse differences of single variable data, and can also complete the coarse differences of multivariable data. The experimental results demonstrate the TELM three classification model has a good effect on the gross error elimination in the mine slope monitoring data. Compared with the typical method of gross error elimination, the ELM model can provide more accurate mine slope monitoring data. Aimed at the existing problems of the single-layer ELM and TELM models, we address the data preprocessing algorithms and the corresponding optimization. The PSO-TELM model is proposed, and the output results are meanvariance adjusted to address the final prediction results that are obtained. After cross-validation of multiple sets of data, the accuracy of the coarse error of the model can reach more than 98%, the false alarm rate is not exceed 3%, and the mean square error of the data is completely consistent with the relevant standards. In addition, the final model has universality, which can be used to address coarse differences in data under different orders of magnitude.
DONG XIAO received the Ph.D. degree in control theory and control engineering from Northeastern University, Shenyang, China, in 2009. Since 2006, he has been a Professor with the College of Information Science and Engineering, Northeastern University. His research interests include neural networks, extreme learning machine algorithm, partial least-squares algorithm, and modified median minimum distance algorithm.
HONGZONG LI is currently pursuing the bachelor's degree in automation with Northeastern University, Shenyang, China, in 2019. His research interests include computer science, neural networks, and pattern recognition.
BA TUAN LE was born in Viet Tri, Phu Tho, Vietnam. His research interests include intelligence information process, artificial neural networks, extreme learning machine, remote sensing exploration, and spectral analysis technique.
SHENGYONG ZHANG received the bachelor's degree in automation from Northeastern University, Shenyang, China, in June 2016, where he is currently pursuing the master's degree with the College of Information Science and Engineering. His research interests include neural networks, ELM Algorithm, and machine learning. His research direction is based on machine learning data processing.
JICHUN WANG received the Ph.D. degree in control theory and control engineering from Northeastern University, Shenyang, China, in 2017. She is currently with the Faculty of Science, Shenyang Jianzhu University. Her research interests include singular systems and neutral singular systems.
DAKUO HE received the Ph.D. degree in control theory and control engineering from Northeastern University, Shenyang, China, in 2002.
Since 2012, he has been a Professor with the College of Information Science and Engineering, Northeastern University. His research interests include modeling, control, and optimization in complex industrial systems.
XIAORUI FU is currently pursuing the bachelor's degree with the School of Information Science and Engineering, Northeastern University, Shenyang, China. His research interests include fuzzy time series, and deformation prediction of high and steep slopes. VOLUME 7, 2019 
