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Abstract 
 
     A solution to the problem of AMB control with reduced electrical power losses will 
be presented in this thesis. The proposed control solution will be founded on the 
integrator backstepping technique, which decouples the rotor stabilization problem from 
the bias flux design problem. It further allows for the easy redesign of the control law to 
compensate for uncertainties in the AMB system. A class of nonlinear controllers will 
be developed that reduces the AMB power losses in comparison to standard fixed-bias 
controllers, while containing no control singularity. Control laws will be presented for 
the standard AMB operating mode where both electromagnets are active at all times, as 
well as for the “energy-saving” operating mode where only a single electromagnet is 
active at any given time. 
       The main contribution of this work is the development of a smart bias flux, and 
function of the rotor position and velocity. General conditions motivated by physical 
and mathematical properties are developed for the functional form of the bias, ensuring 
the reduction of power losses and the avoidance control singularities without affecting 
the closed-loop system stability. Simulation results also illustrate the interesting role the 
smart bias plays in stabilizing the rotor. Note that while the power loss discussion in this 
thesis is focused on ohmic losses, the proposed control strategies also help reduce eddy 
current- and hysteresis-induced losses due to their proportionality to the magnetic flux. 
 
 
Chapter 1
Introduction
1.1 Background and Motivation
Active magnetic bearings (AMBs) are experiencing an increased use in many rotat-
ing machines (e.g., compressors, milling spindles, flywheels, etc.) as an alternative
to conventional mechanical bearings such as fluid film and rolling element bearings.
An AMB provides a non-contact means of supporting a rotating shaft through an
attractive, magnetic levitation force. The magnetic force is generated/controlled
by passing an electric current through a coil wound around a stator made of fer-
romagnetic material (i.e., an electromagnet). See Figure 1-1 for an illustration
of a one degree-of-freedom (DOF) AMB. Due to the non-contact nature of the
bearings and rotor, AMBs have the unique ability to suspend loads with no fric-
tion, eliminate wear, allow the operation of rotors at higher speeds, and operate
under environmental conditions that prohibit the use of lubricants. Furthermore,
since AMBs can be actively controlled, they oﬀer other advantages over mechanical
bearings such as eliminating rotor vibration through active damping, adjusting the
stiﬀness of the suspending load, compensating for rotor misalignment and changes
1
Figure 1-1: Top view of the active magnetic bearing system.
in rotor speed, and providing an automatic rotor balancing capability. See [4] and
the references therein for previous work on AMB control.
Typically, an AMB is operated by introducing a high, fixed electric current (or
magnetic flux)1 in each electromagnet, which is referred to as the bias current. This
procedure facilitates the design of the AMB “control” current, which is superim-
posed on the bias current. Specifically, this conservative practice allows the system
to be modeled by a controllable linear system; thus, enabling the application of
standard linear control design techniques. For example, [9] designed an optimal
controller to regulate the rotor position while [3] proposed a H∞ robust controller.
In [10], Q-parameterization theory was used to stabilize the rotor position and
evaluate noise rejection and robustness to parametric uncertainty. Later in [11], a
Q-parameterization controller was proposed to automatically balance the rotor of
a vertical-shaft AMB system.
Although the bias current facilitates the control synthesis, it increases electrical
1In the AMB, electric current and magnetic flux are equivalent states of the system. Therefore,
we will refer to these state variables interchangeably throughout the thesis for convenience.
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power losses in the AMB system which may cause rotor heating and aﬀect the
machine eﬃciency. That is, AMB electrical power losses are proportional to the
current passing through the coils of the electromagnet (e.g., ohmic loss ∝ I2,
rotating hysteresis loss ∝ I, and eddy current loss ∝ I2 where I denotes the
current [22]). While lowering or eliminating the bias current is desirable in order to
minimize power losses, it enhances the AMB system nonlinearities and may lead to
a control singularity (i.e., unbounded voltage control inputs) as was shown in [14].
As is clear from this discussion, the design of AMB controllers that reduce electrical
power losses is a theoretically-challenging problem. A brief review of some research
related to this problem is provided next. Fixed low-bias nonlinear controllers
using the integrator backstepping technique [6] were proposed in [14, 15, 16] with
no discussion about their implication on power losses. In [5], a gain-scheduled
linear controller was developed with a low bias current. A low-bias control scheme
was recently proposed in [19] using the small-gain theorem. Zero-bias control
approaches can be found in [1, 7, 20]. Unfortunately, these zero-bias results have
the common drawback of potentially producing unbounded voltage conTrol inputs.
1.2 Research Objective
The objective of this research is to solve the problem of AMB control with reduced
electrical power losses in a realistic and mathematically-rigorous manner. Specifi-
cally, we seek the synthesis of control laws with the following three attributes: i)
regulates the rotor position to zero, ii) eliminates the steady-state bias flux, and
iii) contains no control singularity. The foundation for the control designs of this
3
research is the nonlinear AMB control structure proposed in [14] using the integra-
tor backstepping design approach. In the last decade, the backstepping technique
[6] has received much attention since it provides the framework for attacking many
inherently nonlinear control problems. One of the main advantages of the backstep-
ping family of design tools is the proviso for systematic, desirable modifications of
the control structure such as compensation for parametric uncertainty or elimina-
tion of state measurements (i.e., adaptive backstepping and observed backstepping
[6]). Fortunately, the structure of the nonlinear AMB dynamics facilitates the ap-
plication of this technique. More importantly, the backstepping method allows
one to explicitly identify the source of the control singularity in AMB systems;
thereby, providing a starting point for the design of control schemes aimed at over-
coming this problem.2 Another important feature is that it decouples the rotor
stabilization problem from the bias design problem.
1.3 Thesis Organization
In Chapter 2,3 we present an initial solution to the above-described control problem
by introducing a time-varying bias flux in the form of an exponentially decaying
function of time in the control structure of [14]. In the steady state, this will
produce zero bias flux and hence, reduce the AMB power losses. The proposed
controller is shown to ensure the exponential stability of the closed-loop system
with the rate of convergence dependent on the control gains. This fact facilitates
2In [14], the control singularity was avoided by setting the bias current to a positive constant
which could be made arbitrarily small. Therefore, this solution does not address the above
attribute ii).
3The result presented in Chapter 2 recently appeared in [12].
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the avoidance of the control singularity by allowing us to force the rotor position
and velocity to converge to zero faster than the bias flux. The basic premise
behind the proposed control/bias flux design can be physically explained as follows.
After the rotor is centered in the bearing system, there is no need for the AMB
electromagnets to apply forces on the rotor; thus, the electromagnets can be de-
energized by turning oﬀ the bias flux. We apply this solution to two diﬀerent
modes of operation of the AMB system. First, we consider the standard AMB
mode of operation where both electromagnets are active at any given time. We
will refer to this operating mode as “full-flux” (FF). Next, we will consider the
mode of operation commonly known as “complementary-flux” (CF) [20] where
only one electromagnet is active at any given time. As explained in [20], this
reduces the total flux in the AMB system (and hence, helps reduce the power
losses) since the electromagnets do not produce counteracting forces. Unlike what
is normally presented in the literature, we provide a rigorous treatment of the
CF mode of operation inclusive of a stability analysis, switching strategy, and
circuit implementation. A numerical simulation study is conducted to illustrate the
performance of the proposed controller for the two operating modes in comparison
to a standard constant-bias controller with respect to their regulation performance,
ohmic power losses, and energy dissipated.
The method proposed in Chapter 2 suggests that the exponential-bias design is
theoretically restricted to controllers that ensure exponential stability and hence,
not applicable to cases of asymptotic or bounded stability that commonly occur
5
with adaptive or robust controllers. Problems may also arise during the practical
implementation of the control strategy due to sensor noise and/or inaccuracy.
These eﬀects may cause the rotor position and velocity not to be zero in the steady
state; however, the bias will still approach zero (due to its dependence on time
only) possibly leading to a control singularity. This indicates that the bias design
of Chapter 2 is a solution to an idealized closed-loop AMB system. However, it
provides an insight into its generalization to the more realistic scenario where sensor
noise/inaccuracy may be present and the stability result is not exponential. With
this in mind, the main purpose of Chapter 34 is generalize the bias design proposed
in Chapter 2 by developing a smart bias flux for the FF mode of operation. The
word “smart”5 is used to denote the fact that the bias varies on-line in a manner
that reduces AMB power losses and avoids control singularities without aﬀecting
the stability of the closed-loop system. This is accomplished by a novel design of
the bias flux as a direct function of the rotor position and velocity. We formulate
general conditions, motivated by both physical and mathematical properties, that
the functional form of the smart bias should satisfy to meet the aforementioned
objectives. A simple, specific expression for the bias function is presented satisfying
the given conditions. The proposed bias design can also be used with adaptive and
robust versions of the control law to deal with parametric uncertainties in the AMB
model. Finally, simulation results are presented to validate the performance of the
proposed smart-bias controller for the FF mode of operation.
4The result presented in Chapter 3 appeared in [13].
5The term “smart bias” was also suggested in [8] to denote the general concept of a time-
varying bias current.
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In Chapter 4, we extend the smart-bias design to the CF mode of operation.
The developments in this chapter are based on a robust version of the backstepping
controller. The CF operating mode will dictate new conditions on the functional
form of the smart bias. Based on these conditions, a new bias design is proposed.
Simulation results are included illustrating the performance of the smart-bias con-
troller for the CF mode of operation.
We conclude the thesis in Chapter 5 with some remarks and recommendations
for future work.
Throughout this thesis, we will utilize the following notations. Let z ∈ Rn,
then kzk denotes the standard Euclidean norm. Let the ∞-norm of the function
f(t) : R+ → R be defined as kf(t)k∞ , sup
t
|f(t)|. If kf(t)k∞ < ∞ (i.e., the
function is bounded for all time), we say f(t) ∈ L∞.
7
Chapter 2
Exponential-Bias Design
This chapter is organized as follows. In Section 2.1, we present the electromechan-
ical model of AMB system. The problem statement is presented in Section 2.2. In
Section 2.3, we formulate the AMB control law for the FF operating mode. The
extension of the proposed controller to the CF operating mode is given in Section
2.4. To validate the performance of the proposed controllers, simulation results
are shown in Section 2.5.
2.1 AMB System Model
The nonlinear electromechanical model of the AMB system shown in Figure 1-1
can be subdivided into the mechanical subsystem dynamics, the magnetic force
equation, and the electrical subsystem dynamics. The mechanical subsystem is
given by
mx¨ =
2X
i=1
Fi(φi) (2.1)
where m is the rotor mass, x(t) ∈ R represents the position of the rotor center,
φi(t) ∈ R is the magnetic flux in the ith electromagnet, and Fi (φi) ∈ R denotes
8
the force produced by the ith electromagnet given by [14, 21]
Fi =
(−1)i+1 φ2i
µoA
, i = 1, 2 (2.2)
with µo being the permeability of air, and A being the cross-sectional area of the
electromagnet. The electrical subsystem is governed by the following equations
[14, 21]
N φ˙i +
2
³
go + (−1)i x
´
+ l
µoAN
Riφi = vi , i = 1, 2 (2.3)
where N denotes the number of coil turns in the electromagnet, go is the nominal
air gap, Ri is the resistance of the ith electromagnet coil, l is a constant dependent
on the length of the flux path and the relative permeabilities of the magnetic
circuit, and vi(t) ∈ R is the voltage control input of the ith electromagnet.
Remark 2.1 In the formulation of (2.2) and (2.3), we have made the common
assumptions that fringing and leakage are negligible and the magnetic circuit is
linear. Under these assumptions, it is not diﬃcult to see that the relationship
between the current and flux, is given by [21]
Ii =
2
³
go + (−1)i x
´
+ l
µoAN
φi , i = 1, 2 (2.4)
where Ii(t) ∈ R is the current in the ith electromagnet.
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2.2 Problem Statement
The control objective is threefold and can be stated as follows. Design a voltage-
level control law for the nonlinear AMB model represented by (2.1)-(2.3) that i)
regulates the rotor position to zero (i.e., x(t) → 0 as t → ∞), ii) reduces the
steady-state ohmic power losses in the bearing system, and iii) contains no control
singularity. We will address the control problem for two modes of operation of the
AMB system. First, we will consider the standard FFmode of operation where both
electromagnets in Figure 1-1 are active at any given time. We will then consider
the CF mode of operation where only one electromagnet is active at any given
time. In the control design that follows, we will assume that all system parameters
in (2.1)-(2.3) are known and that the rotor position, rotor velocity, and magnetic
fluxes are measured.
To facilitate the control design, we define following variable r(t) ∈ R represent-
ing the weighted sum of the rotor position and velocity [18]
r , x˙+ αx (2.5)
where α is a positive, constant control gain. In addition, we define the flux tracking
error ηi(t) ∈ R, i = 1, 2 as
ηi , φdi − φi (2.6)
where φdi(t) ∈ R represents the desired magnetic flux which is yet to be specified.
10
Ohmic power losses, denoted here by Pl(t), have the form
Pl ,
2X
i=1
I2i Ri (2.7)
Using (2.4), Pl can be written in the terms of the magnetic flux as follows
Pl =
1
(µoAN)
2
"
2X
i=1
³
2
³
go + (−1)i x
´
+ l
´2
φ2iRi
#
(2.8)
In the steady state (i.e., when x(t) = 0), the above equation will simplify to
(Pl)ss =
(2go + l)
2
(µoAN)
2
2X
i=1
(φi)
2
ssRi (2.9)
where (·)ss denotes the steady-state value of the variable. From (2.9), it is obvious
that in order to reduce (Pl)ss we must reduce (φi)ss. As a result, we can restate
our second control objective as to ensure that the closed-loop system operates with
zero bias flux in the steady state.
2.3 Control Formulation for FF Mode
2.3.1 Regulation Design and Analysis
We begin by rewriting the mechanical subsystem equation of (2.1) in terms of (2.5)
as follows
mr˙ = mαx˙+
2X
i=1
Fi(φdi)−
2X
i=1
(Fi(φdi)− Fi(φi))
= mαx˙+
2X
i=1
(−1)i+1 φ2di
µoA
−
2X
i=1
(−1)i+1
µoA
(φdi + φi) ηi (2.10)
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where the term
2P
i=1
Fi(φdi) was added and subtracted to the right-hand side, and
then (2.2) and (2.6) were used. Based on the form of (2.10), we design the desired
flux φdi(t) as
1
φdi =
p
µoA
s
1
2
µ
(−1)i+1 fd +
q
f2d + γ
2
o
¶
(2.11)
where γo(t) ∈ R is a diﬀerentiable, non-negative signal related to the desired bias
flux to be designed in Subsection 2.3.2, and fd(t) ∈ R denotes the desired net force
given by
fd = −mαx˙− kmr (2.12)
with km being a positive, constant control gain. After substituting (2.11) and
(2.12) into (2.10), we get the following closed-loop mechanical subsystem
mr˙ = −kmr −
2X
i=1
(−1)i+1
µoA
(φdi + φi) ηi (2.13)
The backstepping design procedure mandates that we now formulate the dy-
namics of the variable ηi(t). To this end, we take the time derivative of (2.6),
multiply the resulting equation by N , and then substitute for N φ˙i(t) from (2.3) to
obtain
N η˙i = Ωi +
2
³
go + (−1)i x
´
+ l
µoAN
Riφi − vi (2.14)
1The desired flux signal φdi is designed to satisfy the following equation
2P
i=1
Fi(x,φdi) = fd.
See [14] for more details.
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where the term Ωi(x, x˙,φi, γo, γ˙o) ∈ R is defined as
Ωi , N
∂φdi
∂fd
f˙d +N
∂φdi
∂γo
γ˙o (2.15)
Note that the partial derivatives in (2.15) can be calculated from (2.11) as follows
∂φdi
∂fd
=
1
4
s
2µoA
(−1)i+1 fd +
p
f2d + γ
2
o
Ã
(−1)i+1 + fdp
f2d + γ
2
o
!
(2.16)
and
∂φdi
∂γo
=
1
4
s
2µoA
(−1)i+1 fd +
p
f2d + γ
2
o
γop
f2d + γ
2
o
(2.17)
while f˙d(t) can be written from (2.12) and (2.1) as
f˙d =
−mα− km
m
2X
i=1
Fi(φi)− kmαx˙ (2.18)
From (2.14) and (2.13), we design the control input as
vi = Ωi +
2
³
go + (−1)i x
´
+ l
µoAN
Riφi + keiηi −
(−1)i+1
µoA
(φdi + φi) r (2.19)
where kei is a positive, constant control gain. After substituting (2.19) into (2.14),
we obtain the following closed-loop electrical subsystem
N η˙i = −keiηi +
(−1)i+1
µoA
(φdi + φi) r (2.20)
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To analyze the stability of the closed-loop AMB system, we use the following
non-negative function
V , 1
2
mr2 +
1
2
N
2X
i=1
η2i (2.21)
Note that V (t) can be bounded as follows
1
2
λ1 kξk2 ≤ V ≤ 1
2
λ2 kξk2 (2.22)
where
ξ , [r η1 η2]T , λ1 , min{m,N}, λ2 , max{m,N} (2.23)
After taking the time derivative of (2.21) along (2.13) and (2.20), we obtain the
following expression
V˙ = −kmr2 −
2X
i=1
keiη
2
i ≤ −λ3 kξk2 ≤ −
2λ3
λ2
V (2.24)
where (2.22) was used and
λ3 , min {km, ke1, ke2} (2.25)
After solving the diﬀerential inequality of (2.24) [17], we can show that the state
vector ξ(t) defined in (2.23) is globally exponentially stable in the sense that
kξ(t)k ≤
r
λ2
λ1
kξ(0)k exp
µ
−λ3
λ2
t
¶
(2.26)
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where (2.22) was used. Since x(t) is related to r(t) according to the stable linear
system given by (2.5), we can use standard arguments [17] to show that
|x(t)| ≤ ζp exp (−σt) and |x˙(t)| ≤ ζv exp (−σt) (2.27)
where the ζ’s denote some positive constants and
σ , min
½
λ3
λ2
,α
¾
(2.28)
The above result proves the regulation control objective was achieved. The bound-
edness of the remaining signals during closed-loop operation will be shown subse-
quently during the control singularity analysis.
2.3.2 Ohmic Power Loss Analysis
Motivated by the goal to minimize the steady-state ohmic power losses, we design
the bias flux γo(t) defined in (2.11) as follows
γo = a exp (−bt) (2.29)
where a and b are some positive constants.2 To prove this, we use the fact that
the controller designed in the previous subsection ensures that r(t), x(t), x˙(t), and
ηi(t) converge to zero exponentially fast; thus, we can consider from (2.6) that
φi(t) = φdi(t) after a brief transient period. As a result, we can use (2.9) and
2In the next subsection, we show how b should be selected relative to the control gains and
system parameters to prevent a control singularity.
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(2.11) to write the steady-state ohmic power losses as
(Pl)ss =
µ
2go + l
µoAN
¶2 2X
i=1
(φdi)
2
ssRi (2.30)
=
(2go + l)
2
2µoAN
2
2X
i=1
µ
(−1)i+1 (fd)ss +
q
(fd)
2
ss + (γo)
2
ss
¶
Ri (2.31)
Substituting (2.12), (2.26), (2.27), and (2.29) into (2.31) gives
(Pl)ss =
(R1 +R2) (2go + l)
2
2µoAN
2
(γo)ss = 0 (2.32)
2.3.3 Control Singularity Analysis
From the above analysis, it seems we could set γo(t) ≡ 0 to reduce Pl(t) for all
time instead of using (2.29). However, this would lead to a control singularity as
shown next. Note that the control input vi(t) in (2.19) contains the term Ωi. From
(2.15), (2.16), (2.17), and (2.18), we can see that
lim
fd→0
Ωi =
(−1)i+1N
4
s
2µoA
γo
"Ã
(−1)i+1 + fdp
f2d + γ
2
o
!
×
Ã
−mα− km
m
2X
i=1
Fi(φi)− kmαx˙
!
+ γ˙o
#
(2.33)
which indicates that vi(t) would blow up if γo ≡ 0.
To avoid this control singularity, we will allow the rotor to be regulated at a
faster rate than the bias flux decay; thus, we impose the following condition on
16
the constant b of (2.29)
b < 2σ (2.34)
where σ was defined in (2.28). In order to mathematically illustrate how (2.34)
prevents the control singularity, we need to analyze the boundedness of the term
Ωi in face of (2.29) and (2.34). To this end, we will only analyze a single term
within (2.15) since similar arguments can be applied to the remaining terms. In
particular, we will look at the term
Λ , x˙q
(−1)i+1 fd +
p
f2d + γ
2
o
fdp
f2d + γ
2
o
(2.35)
where all constants have been left out for convenience. The boundedness of (2.35)
is established in the following lemma.
Lemma 2.1 Λ(t) of (2.35) is bounded for all time by
|Λ| ≤ ζvp
ζda
(2.36)
where ζd is some positive constant, and ζv and a were defined in (2.27) and (2.29),
respectively.
Proof First, from (2.12) and (2.27), it is clear that
|fd| ≤ ζf exp (−σt) (2.37)
17
where ζf is some positive constant. Applying (2.29) and (2.34) to (2.37) gives
|fd| ≤ ζf exp (−bt) ≤
ζf
a
γo (2.38)
The inequalities of (2.38) will be exploited in the following.
Note that (2.35) can be upper bounded by
|Λ| ≤ |x˙|q
(−1)i+1 fd +
p
f2d + γ
2
o
(2.39)
Next, we show that a positive constant ζd exists such that the denominator of
(2.39) can be lower bounded as
(−1)i+1 fd +
q
f2d + γ
2
o ≥ ζdγo (2.40)
A suﬃcient condition for (2.40) is given by
− |fd|+
q
f2d + γ
2
o ≥ ζdγo (2.41)
Rewriting (2.41) as q
f2d + γ
2
o ≥ |fd|+ ζdγo (2.42)
and then squaring both sides of (2.42) yields
f2d + γ
2
o ≥ f2d + ζ2dγ2o + 2 |fd| ζdγo (2.43)
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The above inequality simplifies to
γo ≥ ζ2dγo + 2 |fd| ζd (2.44)
since γo(t) > 0 from (2.29). Using (2.38), a suﬃcient condition for (2.44) is given
by
γo ≥ ζ2dγo +
2ζf
a
γoζd (2.45)
which can be rearranged into
ζ2d + 2
ζf
a
ζd − 1 ≤ 0 (2.46)
Solving (2.46) for ζd produces
0 < ζd < −
ζf
a
+
sµ
ζf
a
¶2
+ 1 < 1 (2.47)
This result indicates that any ζd satisfying (2.47) will ensure that (2.40) holds.
Finally, substituting (2.27), (2.40), and (2.38) into (2.39) yields
|Λ| ≤ |x˙|p
ζdγo
≤ ζv exp (−σt)p
ζda exp (−2σt)
≤ ζvp
ζda
(2.48)
Remark 2.2 An analysis similar to the one used in the proof of Lemma 2.1 can
be applied to the other terms of (2.15) to show that Ωi(t) ∈ L∞; thus, indicating
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that the proposed control law for vi(t) does not contain a singularity. To illustrate
that all other closed-loop signals remain bounded, first note that due to (2.26) and
(2.27), we know from (2.12) that fd(t) ∈ L∞. Due to (2.29), we now know from
(2.11) that φdi(t) ∈ L∞. Therefore, since ηi(t) ∈ L∞ from (2.26), we can use (2.6)
to show that φi(t) ∈ L∞. Now, we can use (2.2) to conclude that Fi(t) ∈ L∞,
and then (2.1) to conclude that x¨(t) ∈ L∞. Finally, we can use (2.3) to show that
φ˙i(t) ∈ L∞.
2.4 Control Formulation for CF Mode
In this section, we modify the backstepping design presented in Section 2.3 such
that the AMB system can be operated in the CF mode. In particular, this mode
will impose the restriction that only electromagnet 1 or electromagnet 2 in Figure
1-1 can be operational at any given time. The key to the AMB operation in this
mode is knowing when to switch from one electromagnet to the other such that
closed-loop system is always stable. In the following, we explain the proposed
switching strategy along with the control scheme.
An electric circuit representation of the proposed CF mode of operation is
shown in Figure 2-1. In this circuit, Li and EMF i represent the inductance and
back-emf voltage of the ith electromagnet, respectively, the voltage supply v(t)
denotes the single control input that will be switched between the two electro-
magnets, Si is an ideal switch connected to the ith electromagnet, and Rci is a
”control” resistor associated with the ith electromagnet. The decision on which
electromagnet is active will be based on the direction of the desired force fd(t)
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Figure 2-1: Electric circuit representation of the CF mode of operation.
Table 2.1: Switching Logic
S1 S2 Electromagnet 1 Electromagnet 2
If fd > 0 0 2 on oﬀ
If fd < 0 1 0 oﬀ on
If fd = 0 1 2 oﬀ oﬀ
defined in (2.12). Specifically, the proposed switching logic is shown in Table 2.1
where the numbers 0, 1, and 2 represent the position of the switches in Figure
2-1. The switch positions indicate if the electromagnets are “on” or “oﬀ”, i.e.,
connected to the voltage supply or the control resistor.
Note that as a result of the switching logic in Table 2.1, the equations repre-
senting the AMB electrical subsystem will diﬀer for each of the three cases. As
such, a separate analysis is needed for each case as shown in the following.
Case 1: fd > 0
In this case, electrical subsystem will have the form
N φ˙1+
2 (go − x) + l
µoAN
R1φ1 = v N φ˙2+
2 (go + x) + l
µoAN
(R2 +Rc2)φ2 = 0 (2.49)
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Note that v1(t) = v(t) and v2(t) = 0 since electromagnet 2 is inactive. As a
result of the backstepping procedure of Subsection 2.3.1, the control input v(t) is
designed as in (2.19) and (2.15) with i = 1, but with the following new definition
for the desired flux φd1(t)
φd1 =
p
µoA
p
fd + γo (2.50)
where fd(t) and γo(t) are given by (2.12) and (2.29), respectively. The partial
derivatives in (2.15) will now have the form
∂φd1
∂fd
=
∂φd1
∂γo
=
1
2
s
µoA
fd + γo
(2.51)
The formulation of the closed-loop systems follows as in Subsection 2.3.1.
Specifically, the substitution of (2.50) and φd2(t) = 0 (since electromagnet 2 is
inactive) into (2.10) yields the following closed-loop mechanical subsystem
mr˙ = −kmr + γo −
1
µoA
(φd1 + φ1) η1 −
1
µoA
φ22 (2.52)
The closed-loop electrical subsystem is given by (2.20) with i = 1. The stability
analysis uses the same nonnegative function of (2.21). The derivative of (2.21)
along (2.52), (2.20) with i = 1, and the second equation of (2.49) yields
V˙ = −kmr2 + rγo −
1
µoA
rφ22 − ke1η21 −
2 (go + x) + l
µoAN
(R2 +Rc2)φ
2
2 (2.53)
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If we let
km = kp + kn Rc2 = Rp2 +Rn2 (2.54)
where kp, kn, Rp2, and Rn2 are some positive constants, and then apply the fact
that go ± x(t) ≥ 0 (due to physical constraints) to (2.53), we obtain
V˙ ≤ −kpr2−ke1η21−
(R2 +Rp2) l
µoAN
φ22+
£
rγo − knr2
¤
− 1
µoA
µ
Rn2l
N
− |r|
¶
φ22 (2.55)
After completing the squares on the bracketed term of (2.55), we have
V˙ ≤ −kpr2 − ke1η21 −
(R2 +Rp2) l
µoAN
φ22 +
γ2o
4kn
for Rn2 ≥
N
l
|r(t)| (2.56)
Applying (2.22) and (2.23) to (2.56) produces
V˙ ≤ −2λ3
λ2
V +
γ2o
4kn
for Rn2 ≥
N
l
|r(t)| (2.57)
where λ3 is now set to
λ3 = λ31 , min
½
kp, ke1,
(R2 +Rp2) l
µoAN
¾
(2.58)
After substituting (2.29) into (2.57) and solving the diﬀerential inequality, we
obtain
V (t) ≤

V (0) + a
2
8kn
³
λ3
λ2
− b
´

 exp(−2bt) for Rn2 ≥
N
l
|r(t)| (2.59)
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where (2.34) was used with λ3 of (2.58). Finally, applying (2.22) and (2.23) to
(2.59) gives
kξ(t)k ≤ κ(ξ(0)) exp(−bt) for Rn2 ≥ N
l
κ(ξ(0)) (2.60)
where the constant κ is defined as
κ ,
vuutλ2
λ1
kξ(0)k2 + a
2
4knλ1
³
λ3
λ2
− b
´ (2.61)
From (2.5), (2.23), and (2.60), we can easily show that [17]
|x(t)| ≤ ζp exp (−bt) and |x˙(t)| ≤ ζv exp (−bt) for Rn2 ≥
N
l
κ(ξ(0))
(2.62)
where the ζ’s denote some positive constants. This result indicates semi-global
exponential regulation of the rotor position and velocity.
Case 2: fd < 0
The electrical subsystem now has the form
N φ˙1 +
2 (go − x) + l
µoAN
(R1 +Rc1)φ1 = 0 N φ˙2 +
2 (go + x) + l
µoAN
R2φ2 = v
(2.63)
where v1(t) = 0 and v2(t) = v(t) since electromagnet 1 is inactive. The control
design and stability analysis are similar to Case 1 with the electromagnet 1-related
quantities being replaced with the electromagnet 2-related quantities and vice-
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verse. In particular, the control input v(t) is designed as in (2.19) and (2.15) with
i = 2 and φd2(t) set to
φd2 =
p
µoA
p
−fd + γo (2.64)
where fd(t) and γo(t) are given by (2.12) and (2.29), respectively. After substituting
(2.64) and φd1(t) = 0 into (2.10), we obtain the closed-loop mechanical subsystem
mr˙ = −kmr − γo +
1
µoA
φ21 +
1
µoA
(φd2 + φ2) η2 (2.65)
The closed-loop electrical subsystem is given by (2.20) with i = 2. The derivative
of V (t) of (2.21) along (2.65), (2.20) with i = 2, and the first equation of (2.63)
produces
V˙ ≤ −kpr2 −
(R1 +Rp1) l
µoAN
φ21 − ke2η22 +
γ2o
4kn
for Rn1 ≥
N
l
|r(t)| (2.66)
after the manipulations described in Case 1, where Rc1 = Rp1 + Rn1 with Rp1
and Rn1 being some positive constants. Further manipulations on (2.66) yield the
result of (2.60) and (2.62) with a condition on Rn1 (instead of Rn2) and λ3 in (2.61)
set to
λ3 = λ32 , min
½
kp,
(R1 +Rp1) l
µoAN
, ke2
¾
(2.67)
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Case 3: fd = 0
The electrical subsystem becomes
N φ˙1+
2 (go − x) + l
µoAN
(R1 +Rc1)φ1 = 0 N φ˙2+
2 (go + x) + l
µoAN
(R2 +Rc2)φ2 = 0
(2.68)
Since both control inputs are set to zero in this case (hence, φd1(t) = φd2(t) = 0),
the dynamics of the variable r(t) will simply be
mr˙ = −kmr +
φ21
µoA
− φ
2
2
µoA
(2.69)
where we have used the fact from (2.12) that mαx˙ = −kmr. The derivative of
(2.21) along (2.68) and (2.69) will lead to
V˙ ≤ −kmr2 −
2X
i=1
(Ri +Rpi) l
µoAN
φ2i for Rni ≥
N
l
|r(t)| , i = 1, 2 (2.70)
after the manipulations described in Case 1. Applying (2.22) and (2.23) to (2.70)
produces
V˙ ≤ −2λ3
λ2
V for Rni ≥
N
l
|r(t)| , i = 1, 2 (2.71)
where λ3 is now set to
λ3 = λ33 , min
½
km,
(R1 +Rp1) l
µoAN
,
(R2 +Rp2) l
µoAN
¾
(2.72)
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After solving (2.71) and then using (2.22) and (2.23), we obtain
kξ(t)k ≤
r
λ2
λ1
kξ(0)k exp
µ
−λ3
λ2
t
¶
for Rni ≥
N
l
r
λ2
λ1
kξ(0)k , i = 1, 2 (2.73)
which will lead to a result similar to (2.62) but with conditions on both shunt
resistors.
Remark 2.3 The above stability results along with arguments similar to those
utilized in Subsections 2.3.2 and 2.3.3 can now be followed to show that the pro-
posed CF mode control strategy ensures zero steady-state ohmic power losses, no
control singularity, and the boundedness of all signals in each of the three cases.
Note that the ohmic power loss equation will now have to include the resistors Rc1
and Rc2. For example, for Case 1, Pl = I21R1 + I
2
2 (R2 +Rc2). Furthermore, the
condition on the bias flux parameter b of (2.29) now has to be written as
b < min
½
λ31
λ2
,
λ32
λ2
,
λ33
λ2
,α
¾
(2.74)
where λ31, λ32, and λ33 were defined in (2.58), (2.67), and (2.72), respectively.
2.5 Simulation
The proposed FF and CF mode controllers were numerically simulated for an AMB
system having the following parameters
m = 2 kg, go = 10−3 m, l = 1.25× 10−5 m, R1 = R2 = 1 Ω,
A = 4× 10−4 m2, N = 300, µo = 4π × 10−7 H/m. (2.75)
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In all simulations, the initial rotor position was x(0) = −0.2 × 10−3 m while the
initial rotor velocity and initial magnetic fluxes were set to zero. Both controllers
were simulated with the following control parameters
α = 1, km = 10, ke1 = ke2 = 1000, a = 0.1, b = 1 (2.76)
while the control resistors in the CF mode were set to Rc1 = Rc2 = 100 Ω. For
comparison purposes, we also simulated the FF controller with a constant bias;
i.e., all control parameters were set as in (2.76) with the exception of b = 0.
Figures 2-2, 2-3, and 2-4 show the rotor position x(t), magnetic fluxes φ1(t),φ2(t),
and voltage control inputs v1(t), v2(t) of the exponential-bias FF controller, exponential-
bias CF controllers, and constant-bias FF controller, respectively. A comparison
of the ohmic power losses Pl(t) of the three control schemes is shown in Figure 2-5.
To further assess the performance of the three controllers, we also calculated the
energy dissipated by the AMB system, defined as
Ed ,
Z tf
0
Pl(t)dt (2.77)
where Pl(t) was defined in (2.8), and tf = 12 sec denotes the final simulation time.
The energy dissipation results are shown in Table 2.2. These results confirm that
the proposed exponential-bias FF controller reduces the ohmic power losses and
energy dissipation of the AMB system in comparison to the standard constant-
bias approach without aﬀecting the regulation performance. Moreover, further
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Figure 2-2: Performance of the exponential-bias FF controller.
reduction can be achieved via the CF mode of operation also without aﬀecting the
regulation performance.
Remark 2.4 Note that the bias flux parameter b in (2.76) was set to a value
that does not satisfy the condition of (2.34) or (2.74). This indicates that due to
the conservative nature of the Lyapunov stability analysis used in calculating σ of
(2.28), (2.34) is just a suﬃcient condition to avoid the control singularity.
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Table 2.2: Energy Dissipated
Controller Ed (J)
Exponential-bias FF 0.0144
Exponential-bias CF 0.0019
Constant-bias FF 0.1144
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Chapter 3
Smart-Bias Design for FF Mode
In this chapter, we address the problem of controlling an AMB system with reduced
power losses in the FF mode of operation in a more general framework. This
chapter is organized as follows. In Section 3.2, we present an improved bias design
which does not explicitly depend on the exponential bound on the rotor position
and velocity. The results of a simulation study are provided in Section 3.3.
3.1 Discussion
The solution proposed in Chapter 2 is based on forcing the rotor position and
velocity to zero at a faster rate than the bias flux. This method requires the expo-
nential stability of the closed-loop system with a rate of convergence dependent on
the control gains; hence, it is not applicable to cases of asymptotic and bounded
stability which typically occur when designing adaptive and robust controllers, re-
spectively. Also, due to the dependency of (2.29) on time only, problems may arise
during implementation due to sensor noise/inaccuracy. These eﬀects may cause
x(t) 6= 0, x˙(t) 6= 0, x¨(t) 6= 0, and fd(t) 6= 0 in the steady state; however, (2.29)
will still approach zero. An analysis of the term Ωi defined in (2.15) under these
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conditions shows that it could become unbounded (i.e.,
¯¯¯¯
lim
γo→0
Ωi
¯¯¯¯
=∞).
The above discussion indicates that the exponential bias proposed in Chap-
ter 2 is based on an idealized AMB system. However, it provides an insight
into the generalization of the bias design to the non-ideal scenario where sen-
sor noise/inaccuracy may be present and the stability result is not exponential. As
such, we will generalize the desired bias design of Chapter 2 by developing a smart
bias flux. That is, the desired bias flux will vary on-line in a manner that reduces
AMB power losses and avoids control singularities without aﬀecting the closed-loop
stability. Since (2.29) is indirectly dependent on x(t) and x˙(t) because of (2.27),
this indicates that the desired bias flux should be a function of the rotor states, i.e.,
γo(x, x˙). In the following, we will provide general conditions that γo(x, x˙) should
satisfy to ensure a singularity-free AMB controller, the boundedness of all closed-
loop signals, and the reduction of ohmic power losses. To simplify the presentation,
we will consider a model-based control strategy (i.e., all AMB model parameters
are assumed known) like the one formulated in Chapter 2. However, although
the model-based controller ensures an exponentially stable closed-loop system, the
exponential bound on the rotor position and velocity will not be explicitly used in
the bias design as in Chapter 2. As a result, the control formulation can be easily
extended to the case of parametric uncertainty.
3.2 Bias Design and Analysis
The following theorem states the conditions the bias function should satisfy to
meet the control objectives outlined in Section 3.1.
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Theorem 3.1 Let γo(x, x˙) have the following properties:
1. γo (x, x˙) ≥ 0 and first-order diﬀerentiable;
2. γo (x, x˙) ∈ L∞ if x(t), x˙(t) ∈ L∞;
3.
¯¯¯¯
x˙
√
γo
¯¯¯¯
,
¯¯¯¯
x¨
√
γo
¯¯¯¯
,
¯¯¯¯
¯ ∂γo∂x√γo
¯¯¯¯
¯ ,
¯¯¯¯
¯ ∂γo∂x˙√γo
¯¯¯¯
¯ ∈ L∞;
4. γo (x, x˙)→ 0 if and only if x(t), x˙(t)→ 0.
Then, the control law given by (2.19), (2.11), and (2.12) ensures that x(t), x˙(t),
and ηi(t), i = 1, 2, are exponentially regulated to zero. In addition, (2.19) and all
other closed-loop signals are bounded for all time, and (Pl)ss = 0 where (Pl)ss was
defined in (2.32).
Proof. Since Property 1 satisfies the conditions stated in (2.11), we know the
stability analysis delineated in Subsection 2.3.1 of Chapter 2 holds. Due to (2.27),
we know x(t), x˙(t) ∈ L∞; hence, Property 2 is satisfied. We can now follow the
signal chasing arguments described in Remark 2.2 of Chapter 2 to prove that fd(t),
φdi(t), φi(t), Fi(t), and x¨(t) are bounded for all time. We still need to show that
vi(t) of (2.19) is bounded. To this end, note that the right-hand side of (2.33) can
be upper bounded by
¯¯¯¯
lim
fd→0
Ωi
¯¯¯¯
≤ N
4
s
2µoA
γo
"
2
Ã
mα+ km
m
¯¯¯¯
¯
2X
i=1
Fi(φi)
¯¯¯¯
¯+ kmα |x˙|
!
+ |γ˙o|
#
≤ ζ1
¯¯¯¯
x¨
√
γo
¯¯¯¯
+ ζ2
¯¯¯¯
x˙
√
γo
¯¯¯¯
+ ζ3
¯¯¯¯
γ˙o√
γo
¯¯¯¯
(3.1)
where (2.1) was used and ζi, i = 1, 2, 3 are some positive constants. Also note that
γ˙o(x, x˙) =
∂γo
∂x
x˙+
∂γo
∂x˙
x¨ (3.2)
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hence, ¯¯¯¯
γ˙o√
γo
¯¯¯¯
≤
¯¯¯¯
¯ ∂γo∂x√γo
¯¯¯¯
¯ |x˙|+
¯¯¯¯
¯ ∂γo∂x˙√γo
¯¯¯¯
¯ |x¨| (3.3)
Substituting (3.3) into (3.1) yields
¯¯¯¯
lim
fd→0
Ωi
¯¯¯¯
≤ ζ1
¯¯¯¯
x¨
√
γo
¯¯¯¯
+ ζ2
¯¯¯¯
x˙
√
γo
¯¯¯¯
+ ζ3
Ã¯¯¯¯
¯ ∂γo∂x√γo
¯¯¯¯
¯ |x˙|+
¯¯¯¯
¯ ∂γo∂x˙√γo
¯¯¯¯
¯ |x¨|
!
. (3.4)
From (3.4), it is clear that Property 3 ensures Ωi(t) ∈ L∞; hence, from (2.19),
vi(t) ∈ L∞. From (2.3), we can now show that φ˙i(t) ∈ L∞. Finally, after substi-
tuting Property 4 into (2.32), it is obvious that (Pl)ss = 0.
Remark 3.1 Property 4 of Theorem 3.1 is primarily motivated by the physical
observation that if the rotor is perfectly centered in the bearing system (i.e., x(t) =
x˙(t) = 0), then there is no need for the electromagnets to apply forces on the rotor.
Therefore, the electromagnets can be de-energized by turning oﬀ the bias flux.
Another motivation for Property 4 is the mathematical fact that γo (x, x˙) → 0
implies fd(t) → 0 where fd(t) was defined in (2.12). This avoids the scenario
previously discussed where
¯¯¯¯
lim
γo→0
Ωi
¯¯¯¯
=∞.
In the following lemma, we propose a specific form for γo(x, x˙) that satisfies
Theorem 3.1.
Lemma 3.1 Let γo(x, x˙) be designed as
γo(x, x˙) = x
2 + x˙2 (3.5)
then Theorem 2.1 holds.
36
Proof. It is straightforward to see that (3.5) satisfies Properties 1, 2, and 4
of Theorem 3.1. We now proceed to show that all boundedness statements of
Property 3 are also satisfied by (3.5). First,
¯¯¯¯
x˙
√
γo
¯¯¯¯
=
¯¯¯¯
x˙√
x2 + x˙2
¯¯¯¯
≤
¯¯¯¯
x˙√
x˙2
¯¯¯¯
≤ 1 (3.6)
thus,
¯¯¯¯
x˙
√
γo
¯¯¯¯
∈ L∞. Next, from (3.5) we have that
∂γo
∂x
= 2x and
∂γo
∂x˙
= 2x˙ (3.7)
which gives ¯¯¯¯
¯ ∂γo∂x√γo
¯¯¯¯
¯ =
¯¯¯¯
2x√
x2 + x˙2
¯¯¯¯
≤ 2
¯¯¯¯
x√
x2
¯¯¯¯
= 2 (3.8)
thus,
¯¯¯¯
∂γo/∂x√
γo
¯¯¯¯
∈ L∞. A similar analysis can be performed to show that
¯¯¯¯
∂γo/∂x˙√
γo
¯¯¯¯
∈
L∞. To prove the last boundedness statement, we first write
¯¯¯¯
x¨
√
γo
¯¯¯¯
=
¯¯¯¯
x¨√
x2 + x˙2
¯¯¯¯
≤
¯¯¯¯
x¨
x˙
¯¯¯¯
(3.9)
Now, from (2.12) and (2.5), we have that
fd = −β1x˙− β2x (3.10)
where βi, i = 1, 2 are some positive constants. Taking the time derivative of (3.10)
and then solving for x¨ produces
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x¨ = − 1
β1
f˙d −
β2
β1
x˙ (3.11)
After substituting (3.11) into (3.9), we get
¯¯¯¯
x¨
√
γo
¯¯¯¯
≤
¯¯¯¯
¯−
1
β1
f˙d − β2β1 x˙
x˙
¯¯¯¯
¯ ≤ 1β1
¯¯¯¯
¯ f˙dx˙
¯¯¯¯
¯+ β2β1 (3.12)
The right-hand side of (3.12) can be rewritten as
¯¯¯¯
x¨
√
γo
¯¯¯¯
≤ 1
β1
¯¯¯¯
¯¯¯ dfddt
dx
dt
¯¯¯¯
¯¯¯+ β2
β1
=
1
β1
¯¯¯¯
∂fd
∂x
¯¯¯¯
+
β2
β1
(3.13)
Since
∂fd
∂x
= β2 from (3.10), we have that
¯¯¯¯
x¨
√
γo
¯¯¯¯
≤ 2β2
β1
(3.14)
thus,
¯¯¯¯
x¨
√
γo
¯¯¯¯
∈ L∞.
Remark 3.2 Note that the time derivative of (3.5), which is required by the
control, is only a function of the measurable states x(t), x˙(t), and φi(t), i = 1, 2
since
γ˙o = 2xx˙+ 2x˙x¨ = 2xx˙+ 2x˙
2X
i=1
(−1)i+1 φ2i
mµoA
(3.15)
upon use of (2.1) and (2.2).
Remark 3.3 In the case that the system parameters m in (2.1) and Ri in (2.3)
are not known precisely, an adaptive (or robust) backstepping controller can be
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designed yielding asymptotically stable (or uniformly ultimately bounded) rotor
position and velocity [17]. These controllers can be combined with the bias design
of (3.5) to reduce ohmic power losses. An analysis similar to the one used in the
proof of Lemma 3.1 can be followed to show that no control singularity exists.
3.3 Simulation
A simulation study was conducted to illustrate the performance of the proposed
smart-bias controller, represented by (2.19), (2.11), (2.12), and (3.5), in comparison
to the standard constant-bias controller. For this purpose, we considered the AMB
system specified in Section 2.5 of Chapter 2 with the same system parameters and
initial conditions. The control gains, which were tuned by trial-and-error, were set
to the following values
α = 1, km = 10, ke1 = ke2 = 1000 (3.16)
The desired bias flux was set to γo = 0.1 in the constant-bias controller as in chap-
ter 2. Figures 3-1 and 2-4 show the rotor position x(t), magnetic fluxes φ1(t),φ2(t),
and voltage control inputs v1(t), v2(t) of the smart-bias controller and constant-
bias controller, respectively. A comparison of the ohmic power losses Pl(t) of the
two control schemes is shown in Figure 3-2. Note that the smart-bias controller
produces zero power loss in the steady state similarly to the exponential-bias con-
troller of Chapter 2. We also calculated the energy dissipated by the AMB system
as defined by (2.77) with tf = 12 sec. The energy dissipation results are shown
in Table 3.1. The simulation results clearly show that the proposed smart-bias
39
0 2 4 6 8 10 12
−0.2
−0.15
−0.1
−0.05
0
0.05
m
m
Rotor Position
0 2 4 6 8 10 12
−1
0
1
2
3
x 10−5
W
b
Magnetic Fluxes
0 2 4 6 8 10 12
−2
−1
0
1
 Voltage Inputs 
v
sec
Figure 3-1: Performance of smart-bias controller.
controller reduces the ohmic power losses and energy dissipation of the AMB sys-
tem in comparison to the standard constant-bias approach, without aﬀecting the
regulation performance nor producing unbounded voltages.
Table 3.1: Energy Dissipated
Controller Ed (J)
Smart-Bias 0.0084
Constant-Bias 0.1144
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Chapter 4
Smart-Bias Design for CF Mode
In this chapter, a control scheme will be proposed that combines the advantages
of both the smart-bias concept and the CF mode of operation. In addition, unlike
Chapters 2 and 3, we will consider here that the rotor mass m and coil resistance
Ri, i = 1, 2, are not known precisely. This is motivated by the fact that the coil
resistance may vary with temperature. Variations in the rotor mass may occur,
for example, when changing the tools of a milling spindle. The above assumption
will lead to the design of a robust-like backstepping controller to compensate for
the parametric uncertainty. A new functional form for the smart bias γo(x, x˙) will
be required to ensure the rotor stabilization and boundedness of the control law.
4.1 Regulation Design and Analysis
The control scheme of this chapter will utilize the same switching logic described in
Section 2.4 of Chapter 2 for the CF mode. As such, a separate analysis is provided
in the following for each of the three cases in Table 2.1.
Case 1: fd > 0
We begin by considering the open-loop mechanical subsystem dynamics origi-
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nally derived in (2.10), which is repeated here for convenience
mr˙ = mαx˙+
2X
i=1
(−1)i+1 φ2di
µoA
−
2X
i=1
(−1)i+1
µoA
(φdi + φi) ηi (4.1)
After substituting φd1(t) of (2.50) and φd2(t) = 0 into (4.1), we obtain
mr˙ = mαx˙+ fd + γo −
1
µoA
(φd1 + φ1) η1 −
1
µoA
φ22 (4.2)
where γo(x, x˙) ≥ 0 is the diﬀerentiable smart bias yet to be designed. We now
design fd(t) as
fd = −mˆαx˙− kmr − knp (αx˙)2 r (4.3)
where mˆ is a constant, best-guess estimate of the uncertain rotor mass, km and knp
are positive, constant control gains, and the third term in (4.3) is the robust term
of the desired force (i.e., compensates for the mismatch between m and mˆ). After
substituting (4.3) into (4.2), we get the following closed-loop mechanical subsystem
mr˙ = −kmr + m˜αx˙− knp (αx˙)2 r + γo −
1
µoA
(φd1 + φ1) η1 −
1
µoA
φ22 (4.4)
where m˜ , m− mˆ denotes the mass estimation error.
We now proceed to develop the electrical subsystem dynamics based on (2.49).
To this end, we take the time derivative of (2.6) for i = 1, multiply through by N ,
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and then substitute for N φ˙1(t) from the first equation of (2.49) to obtain
N η˙1 = N
∂φd1
∂fd
f˙d +N
∂φd1
∂γo
γ˙o +
2 (go − x) + l
µoAN
R1φ1 − v (4.5)
where from (2.50)
∂φd1
∂fd
=
∂φd1
∂γo
=
1
2
s
µoA
fd + γo
(4.6)
from (4.3), (2.5), and (2.1)
f˙d =
∂fd
∂x
x˙+
∂fd
∂x˙
x¨ =
∂fd
∂x
x˙+
∂fd
∂x˙
1
m
2X
i=1
(−1)i+1 φ2i
µoA
(4.7)
∂fd
∂x
= −kmα− knpα3x˙2
∂fd
∂x˙
= −mˆα− km − 2knpα3x˙x− 3knpα2x˙2 (4.8)
and
γ˙o =
∂γo
∂x
x˙+
∂γo
∂x˙
x¨ =
∂γo
∂x
x˙+
∂γo
∂x˙
1
m
2X
i=1
(−1)i+1 φ2i
µ0A
(4.9)
We now rewrite (4.5) in the following condensed form
N η˙1 =W1 + Y1θ1 − v (4.10)
where the known terms W1(x, x˙, γo) ∈ R and Y1(x, x˙,φ1,φ2, γo) ∈ R1×2, and the
unknown vector θ1 ∈ R2×1 are defined as
W1 , N
∂φd1
∂fd
∂fd
∂x
x˙+N
∂φd1
∂γo
∂γo
∂x
x˙ (4.11)
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Y1 ,
"
N
µ
∂φd1
∂fd
∂fd
∂x˙
+
∂φd1
∂γo
∂γo
∂x˙
¶ 2X
i=1
(−1)i+1 φ2i
µoA
2 (go − x) + l
µoAN
φ1
#
(4.12)
and
θ1 ,
·
1
m
R1
¸T
(4.13)
Based on the form of (4.10) and (4.4), we design the control input v(t) as
v =W1 + Y1θˆ1 + ke1η1 + knp kY1k2 η1 −
1
µoA
(φd1 + φ1) r (4.14)
where θˆ1 contains constant, best-guess estimates of the uncertain parameters in
θ1, i.e.,
θˆ1 ,
·
1
mˆ
Rˆ1
¸T
(4.15)
and the fourth term in (4.14) is the robust term of the control law. After substi-
tuting (4.14) into (4.10), we get the following closed-loop electrical subsystem
N η˙1 = −ke1η1 + Y1θ˜1 − knp kY1k2 η1 +
1
µoA
(φd1 + φ1) r (4.16)
where θ˜1 , θ1 − θˆ1.
To analyze the stability of the closed-loop system, we again use the same non-
negative function defined (2.21). Taking the derivative of (2.21) along (4.4), (4.16),
and the second equation of (2.49) produces
V˙ = −kmr2 + m˜αx˙r − knp (αx˙)2 r2 + rγo −
1
µoA
rφ22
−ke1η21 + η1Y1θ˜1 − knp kY1k2 η21
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−2 (go + x) + l
µoAN
(R2 +Rc2)φ
2
2 (4.17)
We now let km = kp + knb and Rc2 = Rp2 + Rn2 where kp, knb, Rp2, and Rn2 are
some positive constants, and then apply the fact that go ± x(t) ≥ 0 to (4.17) to
obtain
V˙ ≤ −kpr2 − ke1η21 −
(R2 +Rp2) l
µoAN
φ22
+
£
m˜αx˙r − knp (αx˙)2 r2
¤
+
h
|η1| kY1k
°°°θ˜1°°°− knp kY1k2 |η1|2i+ £rγo − knr2¤
− 1
µoA
µ
Rn2l
N
− |r|
¶
φ22 (4.18)
After completing the squares on the bracketed terms of (4.18), we have
V˙ ≤ −kpr2−ke1η21−
(R2 +Rp2) l
µoAN
φ22+
m˜2
4knp
+
°°°θ˜1°°°2
4knp
+
γ2o
4knb
for Rn2 ≥
N
l
|r(t)| .
(4.19)
Motivated by the form of (4.19), we will impose the following condition on the
smart bias
γo(x, x˙) ≤ β (4.20)
where β is some positive constant. Applying (2.22), (2.23), (2.58), and (4.20) to
(4.19) produces
V˙ ≤ −2λ3
λ2
V + ² for Rn2 ≥
N
l
|r(t)| (4.21)
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where the positive constant ² is defined as
m˜2
4knp
+
°°°θ˜1°°°2
4knp
+
γ2o
4knb
≤
m˜2 +
°°°θ˜1°°°2
4knp
+
β2
4knb
, ² (4.22)
Applying Lemma A.5 of [17] to (4.21) gives
V (t) ≤ V (0) exp
µ
−2λ3
λ2
t
¶
+
λ2²
2λ3
µ
1− exp
µ
−2λ3
λ2
t
¶¶
for Rn2 ≥
N
l
|r(t)|
(4.23)
Using (2.22) and (2.23) in (4.23) yields
kξ(t)k ≤
s
λ2
λ1
kξ (0)k2 exp
µ
−2λ3
λ2
t
¶
+
λ22²
2λ1λ3
µ
1− exp
µ
−2λ3
λ2
t
¶¶
for Rn2 ≥
N
l
κ(ξ(0))
(4.24)
where the constant κ is defined as
κ ,
s
λ2
λ1
kξ (0)k2 + λ
2
2²
2λ1λ3
(4.25)
The stability result of (4.24) ensures that r(t) and ηi(t), i = 1, 2, are semi-globally
1
uniformly ultimately bounded (SGUUB) in the sense that
lim
t→∞
|r(t)| , |ηi(t)| ≤
s
λ22²
2λ1λ3
for Rn2 ≥
N
l
κ(ξ(0)) (4.26)
where (2.23) was used. From (2.5) and (4.24), it is not diﬃcult to show that x(t)
1In a semi-global stability result, a control gain often has to be adjusted according to the
“size” of the initial conditions.
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is also SGUUB, i.e., [2]
lim
t→∞
|x(t)| ≤
s
λ22²
2λ1λ3α2
for Rn2 ≥
N
l
κ(ξ(0)) (4.27)
Case 2: fd < 0
After substituting φd1(t) = 0, φd2(t) of (2.64), and (4.3) into (4.1), we obtain
mr˙ = −kmr + m˜αx˙− knp (αx˙)2 r − γo +
1
µoA
φ21 +
1
µoA
(φd2 + φ2) η2 (4.28)
To develop the electrical subsystem dynamics, we now use (2.63). To this end,
we take the time derivative of (2.6) for i = 2, multiply through by N , and then
substitute for N φ˙2(t) from the second equation of (2.63) to obtain
N η˙2 = N
∂φd2
∂fd
f˙d +N
∂φd2
∂γo
γ˙o +
2 (go + x) + l
µoAN
R2φ2 − v (4.29)
where from (2.64)
∂φd1
∂fd
=
∂φdi
∂γo
=
1
2
s
µoA
−fd + γo
(4.30)
f˙d was defined in (4.7), and γ˙o was defined in (4.9). We now rewrite (4.29) in the
following condensed form
N η˙2 =W2 + Y2θ2 − v (4.31)
where the known terms W2(x, x˙, γo) ∈ R and Y2(x, x˙,φ1,φ2, γo) ∈ R1×2, and the
48
unknown vector θ2 ∈ R2×1 are defined as
W2 , N
∂φd2
∂fd
∂fd
∂x
x˙+N
∂φd2
∂γo
∂γo
∂x
x˙ (4.32)
Y2 ,
"
N
µ
∂φd2
∂fd
∂fd
∂x˙
+
∂φd2
∂γo
∂γo
∂x˙
¶ 2X
i=1
(−1)i+1 φ2i
µoA
2 (go + x) + l
µoAN
φ2
#
(4.33)
and
θ2 ,
·
1
m
R2
¸T
(4.34)
Based on the form of (4.31) and (4.28), we design the control input v(t) as
v =W2 + Y2θˆ2 + ke2η2 + knb kY2k2 η2 +
1
µoA
(φd2 + φ2) r (4.35)
where θˆ2 contains constant, best-guess estimates of the uncertain parameters in
θ2, i.e.,
θˆ2 ,
·
1
mˆ
Rˆ2
¸T
(4.36)
After substituting (4.35) into (4.31), we get the following closed-loop electrical
subsystem
N η˙2 = −ke2η2 + Y2θ˜2 − knp kY2k2 η2 −
1
µoA
(φd2 + φ2) r (4.37)
where θ˜2 , θ2 − θˆ2.
Taking the derivative of (2.21) along (4.28), (4.37), and the first equation of
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(2.63) produces after some manipulations
V˙ ≤ −kpr2−ke2η22−
(R1 +Rp1) l
µoAN
φ21+
m˜2
4knp
+
°°°θ˜2°°°2
4knp
+
γ2o
4knb
for Rn1 ≥
N
l
|r(t)|
(4.38)
where Rc1 = Rp1 + Rn1 with Rp1 and Rn1 being some positive constants. Further
manipulations on (4.38) yield the SGUUB result of (4.24)-(4.27) with a condition
on Rn1 (instead of Rn2), λ3 set to (2.67), and
² =
m˜2 +
°°°θ˜2°°°2
4knp
+
β2
4knb
(4.39)
Case 3: fd = 0
After substituting φd1(t) = φd2(t) = 0 into (4.1), the dynamics for r(t) will be
mr˙ = −kmr − knp (αx˙)2 r +
φ21
µoA
− φ
2
2
µoA
(4.40)
where we have used the fact from (4.3) that mαx˙ = −kmr − knp (αx˙)2 r. The
derivative of (2.21) along (4.40) and (2.68) will lead to (2.70). Now, the analysis
presented in Case 3 of Section 2.4 can be followed, leading to the result of (2.73).
Remark 4.1 Note from (4.26), (4.27), (4.22), (2.58), and (4.39) that the steady-
state bound of the SGUUB result can be made arbitrarily small by increasing the
value of the control gains knp, knb, kp, kei, Rpi, and α. Also, if the parameters
are exactly known, the control law of (4.14) and (4.35) can be modified such that
mˆ = m, θˆi = θi, and knp = 0. In this case, (4.22) and (4.39) reduce to ² = β2/4knb.
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Remark 4.2 Based on (4.20) and the above stability results, we can use standard
signal chasing arguments (see Remark 2.2 of Chapter 2) to show that the signals
x˙(t), fd(t), φdi(t), φi(t), Fi(t), and x¨(t) are bounded for all time in all three cases.
The boundedness of v(t) will be shown subsequently during the control singularity
analysis.
4.2 Bias Design and Singularity Analysis
In this section, we state the conditions the bias function should satisfy in the CF
mode of operation to ensure a singularity-free controller.
Theorem 4.1 Let γo(x, x˙) have the following properties:
1. 0 ≤ γo (x, x˙) ≤ β and first-order diﬀerentiable;
2.
¯¯¯¯
x˙
√
γo
¯¯¯¯
,
¯¯¯¯
¯ ∂fd∂x˙ x¨√γo
¯¯¯¯
¯ ,
¯¯¯¯
¯ ∂γo∂x√γo
¯¯¯¯
¯ ,
¯¯¯¯
¯ ∂γo∂x˙√γo
¯¯¯¯
¯ ∈ L∞;
3. γo (x, x˙)→ 0 if and only if x(t), x˙(t)→ 0.
Then, the control law given by (4.14) (or (4.35)) is bounded for all time.
Proof. Property 1 ensures that the conditions necessary to validate the stability
result of Section 4.1 are satisfied. We now need to analyze the “troublesome” terms
in (4.14) and (4.35), viz., the terms containing fd and γo in the denominator. After
inspecting (4.6), (4.8), (4.11), (4.12), (4.14), (4.30), (4.32), (4.33), and (4.35), we
group these terms in the following variable
Ωi , N
∂φdi
∂fd
∂fd
∂x
x˙+N
∂φdi
∂γo
∂γo
∂x
x˙+N
µ
∂φdi
∂fd
∂fd
∂x˙
+
∂φdi
∂γo
∂γo
∂x˙
¶ 2X
i=1
(−1)i+1 φ2i
µoA
1
mˆ
(4.41)
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Based on (4.41) and (4.8), it is not diﬃcult to see that
¯¯¯¯
lim
fd→0
Ωi
¯¯¯¯
≤
¡
ζ1 + ζ2 |x˙|2
¢ ¯¯¯¯ x˙
√
γo
¯¯¯¯
+ ζ3
¯¯¯¯
¯ ∂fd∂x˙ x¨√γo
¯¯¯¯
¯+ ζ4 |x˙|
¯¯¯¯
¯ ∂γo∂x√γo
¯¯¯¯
¯+ ζ5 |x¨|
¯¯¯¯
¯ ∂γo∂x˙√γo
¯¯¯¯
¯ (4.42)
where (2.1) was used, and ζi, i = 1, ..., 5 are some positive constants. From (4.42),
we can see that Property 2 along with the fact that x(t), x˙(t) ∈ L∞ guarantee that
Ωi(t) ∈ L∞ and hence, v(t) ∈ L∞.
Remark 4.3 Unlike in Theorem 3.1, we cannot prove in the CF mode of operation
that (Pl)ss = 0, where Pl was defined in (2.8), because of the SGUUB result on
x(t), x˙(t), and ηi(t). That is, due to (4.26), we cannot state that lim
t→∞
φi(t) = φdi(t);
thus, (2.30) does not hold. In addition, due to (4.26) and (4.27), the steady-state
value of φdi(t) cannot be proven to be zero. Instead, (Pl)ss will be bounded by
a constant dependent on the bounds of (4.26) and (4.27), which can be made
arbitrarily small as explained in Remark 4.1. In the following lemma, we propose
a specific form for γo(x, x˙) that satisfies Theorem 4.1.
Lemma 4.1 Let γo(x, x˙) be designed as
γo(x, x˙) = β tanh
¡
x2 + x˙2
¢
(4.43)
then Theorem 4.1 holds.
Proof. It is straightforward to see that (4.43) satisfies Properties 1 and 3 of
Theorem 4.1. We now proceed to show that all boundedness statements of Property
2 are also satisfied by (4.43). First, note that
tanhu =
exp(u)− exp(−u)
exp(u) + exp(−u) =
exp(2u)− 1
exp(2u) + 1
(4.44)
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The Maclaurin series of exp(2u) is given by
exp(2u) = 1 + 2u+
4u2
2!
+ ... (4.45)
hence, from (4.43), we have that
1
√
γo
=
1√
β
s
exp (2 (x2 + x˙2)) + 1
exp (2 (x2 + x˙2))− 1 =
1√
β
1√
x2 + x˙2
s
exp (2 (x2 + x˙2)) + 1
2 + 4(x
2+x˙2)
2!
+ · · ·
≤ 1√
β
1√
x2 + x˙2
r
exp (2 (x2 + x˙2)) + 1
2
≤ ζ0√
x2 + x˙2
(4.46)
where ζ0 is some positive constant since x(t), x˙(t) ∈ L∞. Next, from (4.43) and
(4.44), we have that
∂γo
∂x
=
4βx exp (2 (x2 + x˙2))
(exp (2 (x2 + x˙2)) + 1)2
and
∂γo
∂x˙
=
4βx˙ exp (2 (x2 + x˙2))
(exp (2 (x2 + x˙2)) + 1)2
(4.47)
hence,
¯¯¯¯
∂γo
∂x
¯¯¯¯
≤ 4β |x| exp (2 (x
2 + x˙2))
exp (4 (x2 + x˙2))
= 4β |x| exp ¡−2 ¡x2 + x˙2¢¢ ≤ 4β |x|(4.48)¯¯¯¯
∂γo
∂x˙
¯¯¯¯
≤ 4β |x˙| . (4.49)
Based on (4.46), we have that
¯¯¯¯
x˙
√
γo
¯¯¯¯
≤
¯¯¯¯
ζ0x˙√
x2 + x˙2
¯¯¯¯
≤ ζ0 (4.50)
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thus,
¯¯¯¯
x˙
√
γo
¯¯¯¯
∈ L∞. From (4.46) and (4.48), we have that
¯¯¯¯
¯ ∂γo∂x√γo
¯¯¯¯
¯ ≤
¯¯¯¯
4ζ0x√
x2 + x˙2
¯¯¯¯
≤ 4βζ0 (4.51)
thus,
¯¯¯¯
∂γo/∂x√
γo
¯¯¯¯
∈ L∞. A similar analysis can be done using (4.49) to show that¯¯¯¯
∂γo/∂x˙√
γo
¯¯¯¯
∈ L∞. Finally, we can use (4.7) to write
¯¯¯¯
¯ ∂fd∂x˙ x¨√γo
¯¯¯¯
¯ =
¯¯¯¯
¯ f˙d − ∂fd∂x x˙√γo
¯¯¯¯
¯ ≤
¯¯¯¯
¯ f˙d√γo
¯¯¯¯
¯+
¯¯¯¯
¯ ∂fd∂x x˙√γo
¯¯¯¯
¯ ≤
¯¯¯¯
¯ ζ0f˙d√x2 + x˙2
¯¯¯¯
¯+
¯¯¯¯
∂fd
∂x
ζ0x˙√
x2 + x˙2
¯¯¯¯
≤ ζ0
¯¯¯¯
¯ f˙dx˙
¯¯¯¯
¯+ ζ0
¯¯¯¯
∂fd
∂x
¯¯¯¯
= 2ζ0
¯¯¯¯
∂fd
∂x
¯¯¯¯
(4.52)
From (4.8), we know that
∂fd
∂x
∈ L∞; hence, from (4.52),
¯¯
∂fd
∂x˙ x¨
¯¯p|γo| ∈ L∞.
4.3 Simulation
A simulation study was conducted to illustrate the performance of the smart-bias
robust controller in the CF mode of operation, represented by (4.14) (or (4.35)),
(2.50) (or (2.64)), (4.3), and (4.43). We again considered the AMB system specified
in Section 2.5 of Chapter 2 with the same system parameters and initial conditions.
The parameters of the robust controller were set to
α = 1, km = 10, ke1 = ke2 = 1000, knp = 20, β = 0.1, mˆ = 0.5m kg,
Rˆ1 = 0.5R1 Ω, Rˆ2 = 0.5R2 Ω, Rc1 = Rc2 = 100 Ω
(4.53)
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Table 4.1: Energy Dissipated
Controller Ed (J)
Smart-Bias 4.2002× 10−5
Constant-Bias 1.0× 10−3
where the values for m, R1, and R2 were given in (2.75). For comparison purposes,
we also simulated a constant-bias version of the robust CF controller, with the
desired bias set to γo = 0.1.
Figures 4-1 and 4-2 show the rotor position x(t), magnetic fluxes φ1(t),φ2(t),
and voltage control inputs v1(t), v2(t) of the smart-bias controller and constant-bias
controller, respectively. The ohmic power losses Pl(t) of the two control schemes are
shown in Figure 4-3. The energy dissipated by the AMB system for each controller,
as defined by (2.77) with tf = 12 sec, is shown in Table 4.1. It is interesting to note
that, despite the analysis of Section 4.1 only ensuring a SGUUB stability result
for x(t), the rotor position converged to zero in the simulation. This fact can be
explained though by the conservative nature of Lyapunov-based stability analyses.
A important consequence of this result is the zero steady-state power loss of the
AMB system as seen from Figure 4-3.
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Figure 4-1: Performance of the robust CF controller with smart-bias.
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Figure 4-2: Performance of the robust CF controller with constant-bias.
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Figure 4-3: Comparison of ohmic power losses.
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Chapter 5
Conclusions and Future Work
A solution to the problem of AMB control with reduced electrical power losses
was presented in this thesis. The proposed control solution was founded on the
integrator backstepping technique, which decouples the rotor stabilization prob-
lem from the bias flux design problem. It further allows for the easy redesign of
the control law to compensate for uncertainties in the AMB system. A class of
nonlinear controllers was developed that reduces the AMB power losses in com-
parison to standard fixed-bias controllers, while containing no control singularity.
Control laws were presented for the standard AMB operating mode where both
electromagnets are active at all times, as well as for the “energy-saving” operating
mode where only a single electromagnet is active at any given time.
The main contribution of this work was the development of a smart bias flux,
function of the rotor position and velocity. General conditions, motivated by phys-
ical and mathematical properties, were developed for the functional form of the
bias, ensuring the reduction of power losses and the avoidance control singularities
without aﬀecting the closed-loop system stability. Simulation results also illus-
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trated the interesting role the smart bias plays in stabilizing the rotor. Note that
while the power loss discussion in this thesis was focused on ohmic losses, the
proposed control strategies also help reduce eddy current- and hysteresis-induced
losses due to their proportionality to the magnetic flux.
Recommendations for future work include the design of an adaptive version of
the smart-bias controller of Chapter 4. An experimental validation of the proposed
smart-bias control strategies is also necessary to complement the theoretical and
numerical results of this work.
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