Motion sensors in smart wristbands/watches have been widely used to sense users' level of movement and animation. Some studies have further recognised activity contexts using these sensors, such as walking, sitting and running. However, in applications requiring understanding of more complex activities such as interactions with other people or objects, it is necessary to recognise the fine-grained arm action during user interactions with other people or objects. A method to recognise a set of arm actions on a fine-grained level (e.g. checking the wristband, drinking water etc.) is proposed. Motion signals from the accelerometer and gyroscope are transformed into the frequency domain using the short-time Fourier transform. Then, the action patterns are represented by the motion spectrum mixture model and action dynamics are modelled by continuous density hidden Markov models. Tested on a dataset collected from 23 subjects, the method shows satisfying performance and efficiency.
Introduction: Human arms play an important role, not only in manipulating objects and interacting with other people, but also in expressing body language and intentions. Recognising fine-grained arm actions can aid in understanding steps during human object interactions (e.g. cooking) or the context of human activities (e.g. smoking). Its application to self-quantisation and assistive techniques for cognition can greatly help people to achieve performance goals or expunge bad habits. Action recognition can be achieved using computer vision methods [1, 2] . However, their common challenges are occlusions that may occur in the arm regions and relatively high computation complexity. Emergence of wearable inertial measurement units (IMUs) greatly facilitates the sensing of actions from motion signals. The accelerometer and the gyroscope in IMUs can provide movement and orientation information about the arms. Several studies have already utilised IMU signals to analyse high-level activities [3, 4] (e.g. walking, running and sitting) in contrast to fine-grained actions. Some other methods have been developed to recognise posed gestures drawing different digits and symbols in the air, but not for natural arm actions [5, 6] . The RisQ method [7] detects the hand-to-mouth smoking action. However, owing to the drift accumulated over time from sensor noises, it is hard to apply their trajectory reconstruction method in continuous recognition.
In contrast to previous works, we present a fine-grained arm action recognition method to continuously recognise natural arm actions in daily life using a single IMU sensor which can be pervasively integrated into smart watches or smart wristbands. Similar to speech and facial expressions, arm actions are reasonably assumed to follow the Markov process and their dynamics can be modelled by continuous density hidden Markov models (CDHMMs). Novel motion spectrum mixture models (MSMMs) built on accelerometer and gyroscope signals are proposed to represent the frequency feature distributions of arm actions. Extensive experiments on the database with 23 subjects have demonstrated that the proposed method is effective and efficient. An average recognition rate of 97.1% has been achieved in distinguishing six fine-grained actions on signal segments. An accuracy of 91% has been achieved for recognising the six actions in continuous motion signal sequences.
Motion spectrum mixture model: Discrete-time signals from the accelerometer and gyroscope are loaded, namely {a(t)} and {g(t)}. Each signal sample is represented as a(t) = (a
T and g(t) = (g 
where n is the index inside the window and k is the frequency component. 
Fig. 2 Depiction of automatic continuously labelling arm actions on both accelerometer and gyroscope signals
Upper plot depicts results of accelerometer signals where X-axis is time and Y-axis is g. Lower plot depicts results on gyroscope signals where X-axis is time and Y-axis is radians/s. Colour is indicative of respective arm actions: drinking: drinking water; walking: natural arm actions when walking; watching: watch checking; shaking: shaking hands; waving: waving hands; and picking: picking up phone. Labels are identical for two plots. Labels above X-axis are from odd steps and labels below are from even steps in sliding window scheme
In the frequency domain, some components in the high band include the sensor noises, whereas some components in the low band contain the relative slow motion or static status occurring in the body rather than arm actions. Thus, we only used components in the mid-band to form a matrix of filtered spectrum S ′x a over time, where the columns represent discrete time and the rows represent frequency components. The magnitude of the filtered spectra (i.e. S 
where s a is the feature instance as a column in S ′ a . Following the same principle, another MSMM is built for gyroscope signal for the action.
CDHMM recogniser: CDHMMs are generative models that provide the likelihood for a signal sequence given an action hypothesis. The finegrained arm actions are relatively transient, either being non-repetitive or being a period of repetitive actions. Thus, we divide these actions into three stages, namely the onset, peak and offset phrases. Thus, we set three corresponding hidden states in the hidden Markov model (HMM). Each state has been associated with a continuous density output probability function for an input feature instance s (i.e. s a or s g ). The emission probability of s is given by b j (s) = p s| j , where j represents the MSMM corresponding to the state j. The probabilities of state transitions in CDHMM are given in the non-negative transition matrix A where a ij = P(q t+1 = j|q t = i), s.t. During the training stage, we train a pair of CDHMMs on each type of arm action for the accelerometer and the gyroscope. Labelled motion spectra from one type of signal are used to estimate the HMM parameters, including the prior probabilities p, the transition probability matrix A and the emission probability density functions {b}. The Baum-Welch algorithm [8] iteratively maximises the likelihood of the training data with respect to its parameters to yield the optimal ones.
To recognise the arm action represented by S Experimental results: To test the proposed method, we have collected six types of daily arm actions from 23 subjects, including waving arms, watch checking, drinking, picking up phones from a table, shaking hands and natural arm actions when walking. We implemented an Android App on the Samsung Smartwatch to collect the signals from the onboard IMUs at about 100 Hz sampling rate. Before collection, the subjects were requested to wear the smart watch on their dominant hand.
In the first session, each subject had performed six types of actions 20 times with manual segmenting marks in-between two actions. Then in the second session they performed these actions continuously for 10 minutes free of action order, times of each action (minimum one per action) and interval between two actions. To test the effectiveness of the proposed method, we have first conducted an experiment on the motion data collected in the first session. A five-fold person-independent cross-validation approach was performed. In each fold, 80% data were used for estimating the parameters in MSMM and HMM, whereas 20% data were used for evaluating the method's performance. The results are depicted as the confusion matrix in Table 1 . Each row represents the average recognition results of the motion signals in an input action type into output types across five folds. The values on the diagonal are the recognition rates, and the values outside the diagonal are the misclassified rates. The method achieved the best recognition rate of 98.9% when recognising natural arm actions during walking, and achieved the lowest rate of 95.6% when recognising waving hands. The average recognition rate for all six actions was 97.1%. We have also conducted tests on 23 pieces of signals collected continuously in the second session. The MSMMs and HMMs have been trained with all the signals from the first session. A sliding window method has been adopted to segment the signal sequences, where the length of the window was set to L = 300 and the incremental step size was set to L/2. The results of the proposed method are presented in the third row in Table 2 and compared with the other two existing methods, namely dynamic time warping (DTW) [5] and short-time Fourier transform (SFT) [10] . The average accuracies over the six actions are 78.1 and 86.4% and 91%, respectively. The improvement of the proposed method over the other two methods is probably because of the effectiveness of MSMM representation and the approach of modelling action dynamics using the onset, peak and offset stages. Since the proposed method used the mid-band frequency components, it is tolerant to motion sensor drift in the low-band frequency domain and sensor noise in the high-band frequency domain. It took 0:35 s to recognise fine-grained actions in a step of the sliding window covering 3 s on average using a computing platform with 2.3 GHz central processing unit and 2 GB random access memory. The results from the three methods have been presented in three rows. The values present the average accuracy of recognising actions across all subjects. DTW refers to the method in [5] , computing the distances between two actions using DTW distance. SFT refers to the method in [10] , which extracted statistical features in the time domain to represent actions and adopted multilayer neural networks for classification. The action label is identical to those used in Table 1 .
Conclusion: This Letter presented a method to continuously recognise fine-grained arm actions using a single wrist-worn IMU sensor. Experimental results demonstrate the effectiveness of the proposed method, which outperformed the DTW-and SFT-based methods. 
