Morphological images of cells contain extensive information, which help biologists to infer the type and state of cells to some degree based on their morphology.
Introduction
Cell categorization is essential for elucidating the function of each cell population. This task is usually undertaken by detecting the expression of marker genes/proteins under a fluorescence microscope or by flow cytometry. These florescent based analysis tools usually can use up to 12 colors by their limitation of fluorescence overlap (Autissier et al., 2010) , though improvements for increasing the number of usable channels are still underway. Cytometry using time-of-flight (CyTOF) considers large number (up to 42) of parameters compared with conventional flow cytometry analysis, and thus it can precisely analyze the details of cell populations using intracellular and extracellular markers (Bendall et al., 2011; Kay et al., 2016) . In addition, gene expression data obtained by single-cell RNA-seq is also useful for cell-classification (Han et al., 2018; Treutlein et al., 2014) .
Alternatively, morphological observation of cells using a microscope is widely performed in the field of cell biology. We can obtain extensive information regarding cell features from their morphology; thus, biologists can then infer the type and state of cells with a certain degree of accuracy by comparing the images obtained from microscopic observations and standard morphological findings for cells. However, it is difficult to discriminate the cells with similar morphologies using only cell bright-field image.
Currently, machine learning (ML) is used for data classification, for instance, in gene expression data profiling (Singh et al., 2016; Alipanahi et al., 2015) . Moreover, Convolutional Neural Network (CNN), a neural network architecture, is an extremely potent tool in the field of image classification (Krizhevsky et al., 2012; Simonyan and Zisserman, 2014) , and it has already been employed in many generally usable web applications, including Google, Facebook, and Twitter (LeCun et al., 2015) .
The concept of image-based cell classification using ML has already been conceived by many researchers and is expected to be applied to cell biological analysis (Grys et al., 2017; Kan, 2017; Caicedo et al., 2017; Doan M et al., 2018) . However, there is almost no report presenting experimental data of discrimination accuracy of cells with similar morphology using bright-field image based ML. To build a high-quality model for discrimination on CNN, it is required to obtain a large quantity of high quality images (Bengio et al., 2013) . In this respect, imaging flow cytometer is very useful for obtaining a large quantity of images for CNN (Han et al., 2016) . Additionally, using imaging flow cytometer, we can easily obtain over thousand dimensional data even from grayscale digital image of single-cell.
In this study, we combined imaging flow cytometry (IFC) analysis and CNN to classify different populations of cells using their morphological features. As a result, the classification accuracy of human hematopoietic tumor-derived cell lines with similar morphology using image-based ML was greatly exceeded compared with classification accuracy by biologists. This indicates that the image-based cell discrimination system is useful for cell biological research.
Results and discussion
Human hematopoietic tumor-derived cell lines could be discriminated based on their bright-field images using CNN First, we collected bright-field images of 10 different human hematopoietic tumor cell lines (including acute myeloid leukemia, chronic myeloid leukemia, B-cell acute lymphoblastic leukemia, and myeloma; listed in Table S1 ) using IFC (90,000 images per group) (Figures 1 and S1 ). Each pixel of these digital images of cells was defined by a numerical value from 0 to 255 (8-bit, grayscale) reflecting its brightness (48 × 48 pixels/image) ( Figure 2A ). Therefore, we tested whether these multi-dimensional data could be used for cell-classification using CNN. We prepared training and test data ( Figure 3A ), and then, extracted features from training images obtained for each cell line and train a model (deposited in https://figshare.com/s/0ff584cb070cd03164aa) for automatic discrimination by CNN ( Figure 3B ). The accuracy of classification for each cell line was increased according to the increasing number of images for training (Figures 2B and C) . As shown in Figure 2B , the classification accuracy for each cell line gradually increased until epoch (the number of iterations of passes through the entire training set) 40. Finally, the results from this system achieved over 90% accuracy for discrimination of the 10 hematopoietic tumor cell lines ( Figures 2C and D) . These results suggest that each bright-field image contains a sufficient amount of information to distinguish each cell type.
Among the 10 hematopoietic tumor cell lines, and regardless of hematopoietic tumor type, it seemed that some could be accurately classified using the CNN algorithm while some could not ( Figure 2D ). Therefore, we attempted to separately discriminate three different cell lines with good (HP50-2, HP100-1, and K562) or poor classification accuracy (EoL-1, NALM-6, and U266). The results demonstrated that the classification accuracy for the former group was about 97%, whereas that for the latter group was about 84% (Table 1) . This revealed that some of the cell lines were easy and others were difficult to distinguish using CNN.
The classification accuracy of cells by CNN were far superior to those by biologists
Next, we examined whether the classification accuracy of these cell lines using this system was superior or inferior to that performed by biologists. The results revealed that biologists found it difficult to identify these cell lines using only bright-field images (success rates 8%-35%) (Table S2 ). In addition, it took approximately three hours to train a model for CNN using 9.0 × 10 5 cells; however, it took ≤10 s to discriminate 3.0 × 10 4 cells using the trained data. Alternatively, it took approximately 30 minutes to 1 hour to discriminate 100 cells by biologists. Even after repeated training, the accuracy with which biologists could classify these cell lines did not improve at all (Table S2 ).
To elucidate why this system can discriminate cell types with such high accuracy, the features extracted from each single-cell were compressed into two dimension (2D) by t-Distributed Stochastic Neighbor Embedding (t-SNE) (van der Maaten and Hinton 2018). In the 2D plot produced by this approach, the extracted features of 10 different hematopoietic tumor cell lines were segregated ( Figure 4A ). Furthermore, the raw pixel data of images of these cell lines were mixed with each other, and they were inseparable ( Figure 4B ). The extracted features of EoL and U266, which were difficult to discriminate from each other by CNN, were partially overlapped. Hence, the accuracy of classification between these cell lines was lower compared with that for the other cell lines, as shown in Figure 2D and Table 1 .
Concluding remarks
Collating the obtained findings together, the combination of IFC and CNN is a powerful tool for cell-classification and easily processes a large number of samples with high discrimination accuracy. In addition, this system has the merit that once the models of features of each cell population have been established, they can be readily used for subsequent analysis. Moreover, a more robust discrimination system could be established by adding images acquired in a later experiment. It is suggested that the issue of how to collect a huge number of images for model training is key for establishing a high-performance system for discriminating cell populations using CNN.
Application of IFC for image acquisition of floating cells is expected to be employed in
ML.
Currently, ML is also expected to be applicable to pathological diagnosis (Kourou et al., 2015; Doan M et al., 2018) . It has been reported that the discrimination of skin cancers can be performed with dermatologist-level accuracy using CNN (Esteva et al., 2017) . Generally, images of pathological regions are used for CNN. However, the system established in this study uses images of single cells to train a model for CNN. Therefore, it is theoretically possible to obtain images and features of over 1.0 × 10 single hematopoietic cells from one hematopoietic tumor sample using a combination of IFC and CNN. This novel cell discrimination method could be widely applied to research in the field of cell biology as well as to diagnoses of clinical hematopoietic tumors.
Materials and methods Reagents
All hematopoietic tumor cell lines were obtained from RIKEN BioResource Research
Center and American Type Culture Collection. The details of each cell line are listed in Table S1 . The cells were cultured in RPMI1640 (Nacalai Tesque, Kyoto, Japan) plus 10% fetal calf serum (Biofill, Elsternwick, Victoria, Australia) supplemented with 1×
Non-Essential Amino Acid Solution (Thermo Fisher Scientific K.K., Tokyo, Japan), and 1 mM sodium pyruvate (Thermo Fisher Scientific K.K.) until they reached semi-confluence.
Image recording
The bright-field images of single cells from each cell line were recorded using an 
Processing of cell images of each cell line
The recorded cell images were exported in 8-bit grayscale TIFF format using IDEAS software (version 6.2). The images not including cells in the field and extremely deformed cells were manually excluded from the analyses. The randomly chosen 
t-Distributed Stochastic Neighbor Embedding (t-SNE)
t-SNE was performed using extracted features (128 features/image) and raw digital images (2,304 data) of each set of 3,000 images/group by R (version 3.4.1) with the Rtsne (version 0.13) package. These data were compressed into 2D and visualized in a scatter plot.
Classification of each cell line by biologists
To test the classification accuracy for 10 classes of hematopoietic tumor cell lines, two biologists were trained using 140 images of each class of cell line as shown in Figure S1 .
For each test, 100 randomly chosen images generated from the data for model training of CNN were used. Each biologist classified the cells by referring to the training data.
The test was repeated three times with the test data being changed each time.
Data availability
Python code for CNN, csv format data for model training and variation, and trained model were deposited in the website (https://figshare.com/s/0ff584cb070cd03164aa).
