We present the projected Rayleigh statistic (PRS), a modification of the classic Rayleigh statistic, as a test for non-uniform relative orientation between two pseudovector fields. In the application here this gives an effective way of investigating whether polarization pseudo-vectors (spin-2 quantities) are preferentially parallel or perpendicular to filaments in the interstellar medium. For example, there are other potential applications in astrophysics, e.g., when comparing small-scale orientations with largerscale shear patterns. We compare the efficiency of the PRS against histogram binning methods that have previously been used for characterising the relative orientations of gas column density structures with the magnetic field projected on the plane of the sky. We examine data for the Vela C molecular cloud, where the column density is inferred from Herschel submillimetre observations, and the magnetic field from observations by the Balloon-borne Large-Aperture Submillimetre Telescope in the 250-, 350-, and 500-µm wavelength bands. We find that the PRS has greater statistical power than approaches that bin the relative orientation angles, as it makes more efficient use of the information contained in the data. In particular, the use of the PRS to test for preferential alignment results in a higher statistical significance, in each of the four Vela C regions, with the greatest increase being by a factor 1.3 in the South-Nest region in the 250-µm band.
INTRODUCTION
Directional data, i.e. quantities that have an orientation, arise frequently and across many disciplines, from the study of bird migration patterns (e.g., Cochran et al. 2004 ) to meteorology and the direction of wind and wave currents (e.g., Bowers et al. 2000) . The diversity of directional statistics is evidenced by its direct application in military science (e.g., Mahan 1991) and handwriting analysis (e.g., Bahlmann 2006) . A common question of interest is the characterisation of the relative orientations between two sets of overlapping directional data, i.e. determining whether or not there is statistical alignment, and more specifically whether or not the two sets of directions are preferentially parallel Soler et al. (2013) describe the histogram of relative orientations (HRO) method, which characterises the column density orientation by its gradient, and the magnetic field through polarization data. Polarization is characterised by pseudo-vectors, which are vector-like quantities that are invariant under 180 degree rotations. Formally, they are spin-2 quantities. The alignment of the pseudo-vector fields is then analysed through the use of a shape parameter (the HRO statistic) defined by the differences of areas computed from the histogram of relative angles. This method was used in Planck Collaboration XXXII, (2016) to determine that the B ⊥ field inferred from the Planck 353-GHz (850-µm) polarization data at 10 arcmin resolution are predominantly parallel to filamentary structures in the diffuse interstellar medium (ISM) contours. Furthermore, Planck Collaboration XXXV, (2016) determined that within ten nearby (d < 450 pc) Gould Belt molecular clouds, the relative orientations of the column density, N H inferred from the Planck dust emission maps, and the B ⊥ inferred from the Planck 353-GHz polarization maps at 10 arcmin resolution changed progressively from preferentially parallel to perpendicular with increasing N H . Soler et al. (2017) examined the relationship between the magnetic field and column density morphology by applying the HRO statistic to the magnetic field inferred from the Balloon-borne Large-Aperture Submillimetre Telescope for Polarimetry (BLASTPol) observations in three different wavelength-bands (250, 350, and 500 µm) for the Vela C molecular cloud.
In this paper, we present an alternative to the HRO statistic, which we call the projected Rayleigh statistic (PRS). As with the HRO statistic, the PRS can be used to test for preferentially parallel or perpendicular alignment, in a modification of the classic Rayleigh test widely used in circular statistics (see e.g., Batschelet 1981; Glimm 1996; Mardia & Jupp 1999) . We compare the two approaches using simulated models, and for the Vela C region using the same BLASTPol and Herschel observations, as described in Soler et al. (2017) . From our results, we argue that the PRS is the optimal statistic for this type of analysis, although with open issues regarding the choice of weighting scheme. The PRS can also be applied to the investigation of alignment between small and large-scale orientations, for example, investigating individual galaxy or binary system orientation within larger elliptical structures or clusters. Therefore, we suggest that the PRS has the potential for broad application in astronomy.
OBSERVATIONS
In this work, we use two data sets: the Stokes I, Q and U observations obtained during the 2012 flight of BLASTPol (Galitzki et al. 2014) ; and the total column density maps derived from the Herschel satellite dust-continuum observations (Pilbratt et al. 2010) . We specifically use the BLASTPol polarization and Herschel column density maps of the Vela C molecular cloud already presented in Soler et al. (2017) , where these objects are described in detail. The diffuse Galactic emission contribution to the polarization maps was subtracted according to the intermediate method described in Fissel et al. (2016) .
The magnetic field pseudo-vectors, B ⊥ λ , for each polarization band (characterised by its central wavelength λ) were inferred from the polarization angle given by
The polarization angle determines the direction of the polarization pseudo-vector,P λ , and we infer the magnetic field orientation by assuming that it is perpendicular to the polarization field (Hildebrand 1988) . The gradient map of the column density was obtained using the Gaussian derivatives method described in Soler et al. (2013) , convolving with a 5 × 5 Sobel kernel.
The Vela C region
The BLASTPol and column density maps used in this study are of the Vela C molecular cloud, one of four sub-regions of the Vela Molecular Ridge, which lie in the Galactic plane at distances of approximately 700 pc to 2 kpc (Murphy & May 1991; Liseau et al. 1992) . The total molecular mass of the Vela Molecular Ridge is approximately 5 × 10 5 M (May et al. 1988; Yamaguchi et al. 1999; Netterfield et al. 2009 ). The Vela C region in particular is considered to be a rare example of a nearby and massive cloud in an early evolutionary stage (Baba et al. 2004; Netterfield et al. 2009; Soler et al. 2017) . Hill et al. (2011) describes five further subdivisions of the Vela C cloud, each having distinct characteristics, which they name the North, Centre-Ridge, Centre-Nest, South-Ridge, and South-Nest. The overlap of the BLASTPol and column density maps used in this study contain the latter four of these regions. Figure 1 shows the Herschel-derived column density map of Vela C, with the four sub-regions labelled and the magnetic field derived from the BLASTPol data superimposed.
CHARACTERISING RELATIVE ORIENTATIONS
We would like to find an efficient (and, ideally, optimal) statistic with which to characterise the relative alignment of the magnetic field and column density structures. The question we are adressing in its most general form can be stated as follows: given two vector fields U and V, are their relative orientations entirely random, or do they tend to align in some fashion? For example, U might encode the orientation of all the cows on Earth, and V might be the Earth's magnetic field, and the question would be whether cows' orientations are random with respect to the magnetic field. To answer the problem, one would first calculate the relative angles between each vector in U with respect to the vector in V at the same position. This would yield a set of angles with a range from [0, 2π), and the question is then equivalent to determining how these angles are distributed in that range. Figure 1 . Column density of the Vela C molecular cloud, inferred from the Herschel observations, with labelled sub-regions as defined by Hill et al. (2011) . The faded cyan lines indicate the magnetic field projected on the plane of the sky, taken to be orthogonal to the BLASTPol 500-µm polarization pseudo-vectors. The column density, N H , is reported in units of cm −2 . The lines were generated using Matplotlib.pyplot's streamplot function (Hunter 2007) .
interested only in the alignment of the vectors, and not the parity of the alignment. In the example of the cows, we might want to first examine their relative orientation with the Earth's magnetic field, not whether their heads tend to point North or South. In these cases, any relative angle φ is equivalent to φ + π. This can be achieved by first taking the tangent of the relative angles, and then taking the inverse tangent, since tan φ = tan(φ + π). So for any vector u ∈ U and the corresponding v ∈ V, we can calculate their relative angles according to
This yields a set of angles {φ i } with range [− π 2 , π 2 ]. Note that, as implemented, the norm in Eq. 2 carries a sign.
To decide whether two sets of orientations have a tendency to be either parallel or perpendicular to each other, we introduce the histogram of relative orientations method first presented by Soler et al. (2013) , as well as describing a new statistical method, which we call the projected Rayleigh statistic.
The histogram of relative orientations
An obvious way to investigate the underlying distribution of a sample of angles is to plot a histogram of that sample. Soler et al. (2013) and Soler et al. (2017) describe what they call the HRO approach, a technique for analysing the relative orientations of interstellar magnetic fields and emission morphologies in molecular clouds. As shown by simulations of magneto-hydrodynamic turbulence, the relative orientation between the magnetic field and column density structures is related to the magnetization in a molecular cloud (Soler et al. 2013) . The HRO technique involves characterising the magnetic field direction via sky polarization data, and the molecular cloud orientation through the gradient of the column density and then calculating their relative orientation angles. The analysis of the resulting set of relative angles is carried out by plotting a histogram of angles, the HRO, and analyzing its shape. In particular, Soler et al. (2013) define the HRO "shape parameter" of a set of angles {φ i } with range [− π 2 , π 2 ] as ζ ≡ A c − A e , where A c is the area of the central region of the histogram (−22.5 • < φ < 22.5 • ) and A e is the area of the edge regions (−90 • < φ < −67.5 • and 67.5 • < φ < 90 • ). The shape parameter is then defined by normalizing by the total area, and also restricting the range of {φ i } to be [0, π 2 ], mapping all angles to their absolute values.
As in Soler et al. (2017) we normalize the parameter, but allow the angles to take the full range [− π 2 , π 2 ]; this does not imply any loss of generality, since we are unconcerned with the sign of the alignment, so φ is equivalent to −φ. Thus, the shape parameter is defined as
A value of ζ > 0 implies a preference towards parallel alignment, whereas ζ < 0 implies perpendicular alignment. In the case of random alignment, we expect ζ to be close to 0, with an uncertainty we can calculate. The uncertainty in ζ, σ ζ , is given by
as derived in Soler et al. (2017) . While simple in form and execution, this shape parameter cannot be the optimal statistic for characterising relative orientations. For one thing, it entirely ignores angles in the ranges of −67.5 • < φ < −22.5 • and 22.5 • < φ < 67.5 • , and so will be insensitive to large parts of the data. In particular, it will be completely blind to even very strong 45 • preferential alignment. This problem can, of course, be resolved by simply changing the selected areas since the choice of angle ranges is arbitrary, but any HRO-like statistic must suffer from the intrinsic deficiencies of binning, namely, that binning weights all data in the same bin equally, and so fails to utilise the full power of the data. We suggest, therefore, that a more optimal statistic for analyzing relative orientations would not involve any binning of the angles, and next we describe just such an approach.
The projected Rayleigh statistic
Given a set {θ i } of n angles, with a range of [0, 2π] , to determine whether or not the angles are uniformly distributed, one might use the Rayleigh test, which uses the Rayleigh statistic defined as
(see e.g., Batschelet 1981; Glimm 1996; Mardia & Jupp 1999) .
The Rayleigh statistic is related to a random walk, characterising the distance from the origin if one were to take unit steps in the direction determined by each angle. The expectation value of a random walk in two dimensions is zero, and so any significant deviation from the origin would indicate some sort of preference in the angles. The Rayleigh statistic can be used to test for the non-uniformity of a set of angles, and has already been applied many times in astrophysics when testing for periodicity (e.g., Gibson et al. 1982; Scott 1991 ; Pierre Auger Collaboration 2011) or modulation of data (e.g., section 6.6 of Planck Collaboration XVI, 2016).
For our purposes, we begin with a set of axial data, {φ i },
To test against uniformity of these data, we can first convert the axial data to angular data by mapping each angle, φ i , to twice itself, i.e. φ i → θ i = 2φ i . This method of angle doubling is a common technique for converting axial data to circular data, in order to utilise the rich field of circular statistics (Batschelet 1981; Mardia & Jupp 1999) . Having doubled our angles, we can simply apply the Rayleigh statistic defined above to test against uniformity, as did Burda et al. (2009) in their analysis of the relative orientations of cows with magnetic fields. However, for the astrophysical applications we have in mind, we are interested in something slightly more specific than a test against uniformity. In particular, we are interested in whether alignment tends to be preferentially parallel (corresponding to φ = 0), or preferentially perpendicular (φ = − π 2 or π 2 ), as well as the statistical strength of that alignment. When we multiply our axial data by 2, parallel orientation corresponds to θ = 0 while perpendicular orientation corresponds to θ = π. Thus, with θ = 0 corresponding to the xaxis, the quantity of interest is the horizontal distance moved in our hypothetical random walk. Durand & Greenwood (1958) describe what they call the V statistic, which computes just this quantity. The V test is also discussed, under a different name, by Mardia & Jupp (1999) . In its most general form, the V statistic is used in tests for uniformity against an alternative with specified mean direction. Here, we take the specified direction to be θ = 0, and we rename the V statistic to the more intuitive "projected Rayleigh statistic (PRS)". Then, for a set of n angles
Thus, Z x 0 indicates strong parallel alignment, while Z x 0 indicates strong perpendicular alignment. As a test of the statistical significance of relative alignment, we can investigate the probability distribution of the PRS when each φ i (or equivalently θ i ) is uniformly distributed. Assuming that the angles are independently and uniformly distributed, it follows that every cos θ i is independently and identically distributed, with a mean of 0. Also, for uniformly distributed θ i , cos 2 θ i has a mean of 1 2 . Therefore, each cos θ i is independently and identically distributed with mean µ = 0 and σ 2 = 1 2 . By the central limit theorem, it follows that n i cos θ i / √ n is distributed as N (0, 1 2 ) in the limit that n → ∞, where N (µ, σ 2 ) is the normal (or Gaussian) distribution with mean µ and variance σ 2 .
The asymptotic limit of the PRS distribution is, therefore, the standard normal distribution. For a general distribution of angles the variance in Z x (in the high-n limit) is simply the variance of each cos θ i / 1/2, which can be estimated as
We take this value to be the uncertainty in the PRS. That is, the uncertainty estimated for a single PRS measurement reflects the dispersion of the relative angles. The Rayleigh test is equivalent to the likelihood ratio test against von Mises alternatives (see Section 3.4 for a description of the von Mises distribution), the likelihood ratio test being optimal by the Neyman-Pearson lemma (Mardia & Jupp 1999) . Therefore, the PRS is necessarily more powerful than the HRO shape parameter, and indeed any other test, when testing against alternatives to von Mises distributions with known mean. The optimality of the Rayleigh statistic in this case is also discussed in Durand & Greenwood (1958) . It should be noted that if the shape of the underlying distribution of angles is known, then one could always find a better test for that specific distribution. However, as a test for orientation in general, the PRS is clearly optimal.
An additional advantage of using the PRS is the ability to implement a weighting scheme. Whereas binning methods may need to reject noisy data, the PRS can still utilise these data by weighting them accordingly. Thus, the PRS can be modified to use the full power of the data, including the noisy parts. The weighted projected Rayleigh statistic can be defined as
where w i is the weight for the angle θ i . The weighted PRS for uniformly distributed relative angles follows the same distribution as the PRS, namely, the standard normal distribution. In general, the weights will be related to the noise in individual data samples, as we discuss in Sect. 4 for a particular example. The form of the weights can be tuned for each specific application.
The PRS and HRO distributions for uniform relative angles
In order to utilise the HRO and PRS methods as tests of orientation in real data we must have a description of their probability distributions under the conditions of purely random relative orientations. In Section 3.2 we derived the asymptotic form of the PRS as the number of angles n approaches infinity. However, we have not determined the size at which n is "large enough", and, in any case, we should check the results with numerical simulations. We compute the PRS and HRO shape parameter for N = 100,000 times for different samples of n angles drawn from a population uniformly distributed on [− π 2 , π 2 ]. We use this to determine the empirical probability distribution functions (PDFs). The top panel of Fig 2 shows the distributions of the PRS and the HRO shape parameter for n = 5000, fitted to an exactly normal distribution. This verifies that the PRS is distributed according to the standard normal distribution, and that the HRO shape parameter is also normally distributed. Since for statistical tests, we are typically more concerned with the tails of the distribution we also compare the empirical cumulative distribution functions (CDFs) with the exactly normal CDFs and find very good agreement (bottom panel of Fig. 2) . We find that n > 5000 yields 0.01 as an upper bound on the difference between the empirical and theoretical CDFs for both the PRS and HRO shape parameter. Applying the Kolmogorov-Smirnov test, we find that this bound would occur with 70 per cent frequency given the hypothesis that the two distributions are the same. Thus, there is no significant difference between the empirical distributions and the hypothesized normal distributions. In the analyses that follow, we use samples of relative angles with size n > 5000 to ensure that the distributions of the PRS and HRO shape parameter are normal. For smaller sample sizes, the PDF histograms could still be used, but the statistical significance would need to be computed using numerically generated PDFs of both statistics, rather than just assuming Gaussian distributions.
It is important to note that while Z x is distributed according to N (0, 1) for any sufficiently large number of angles, n, we find that ζ is distributed according to N (0, σ 2 ζ (n)), where the variance σ 2 ζ (n) is dependent on n. Therefore, in the analyses that follow, when we determine the statistical significance of ζ we recompute and fit the probability distribution of ζ for the appropriate n to determine the variance.
Statistical power
The power of a test statistic is defined as the probability that it rejects the null hypotheses given that the alternative hypothesis is true. We are interested in examining and comparing the statistical power of the PRS, Z x , and the HRO shape parameter, ζ. To do so, we take N samples of size n from a population distributed non-uniformly on [− π 2 , π 2 ]. For each sample, we calculate both Z x and ζ and define a detection to be a value with statistical significance greater than a threshold, say > 5σ. Then the statistical power is simply the fraction of the N samples in which that statistic is deemed a detection.
Here we verify numerically that the PRS is more powerful than the HRO shape parameter as a test against von Mises alternatives. The von Mises distribution is a probability distribution of a random variable in the range of [−π, π). It is a close approximation of the wrapped normal distribution, and can be thought of as a circular analogue of a Gaussian distribution (Glimm 1996; Mardia & Jupp 1999) . It is defined as
where I 0 (κ) is the modified Bessel function of order 0. Here, the parameter µ is the mean of the distribution, and 1/κ characterises the dispersion, which is analogous to σ 2 for the normal distribution. As κ decreases to 0, the distribution continuously deforms to the uniform distribution on [−π, π) (Mardia & Jupp 1999). We are interested in a population distributed on [− π 2 , π 2 ], rather than the full circle, so we simply divide all of our sample angles by 2. Figure 2 . Top: Empirical PDFs of the PRS, Z x (left) and HRO shape parameter, ζ (right). These are derived from 100,000 evaluations of the statistic on samples of angles (n = 5000) drawn from a uniform distribution. They are fit with a Gaussian for comparison to the exact normal PDFs expected for high n. Bottom: The respective empirical CDFs, compared to those expected for high n.
Since, for small κ, the von Mises distribution approaches a uniform distribution, we can vary κ in order to examine the relative power of the statistics. The top panel of Fig. 3 shows the statistical power of both statistics for varying κ, for thresholds of 3, 4 and 5σ. Both powers converge to 0 as the distribution becomes increasingly uniform, i.e. for small κ, while as κ increases both powers increase to the maximum, 1. However, the figure shows that the power of the PRS increases more quickly to 1, and decreases more slowly to 0. The largest difference between the two statistics occurs for intermediate values of 1/κ, with the PRS accurately detecting non-uniformity 24 per cent more of the time. The bottom panel of Fig. 3 shows the statistical powers calculated in the same way, but fixing κ to be 0.05, and allowing the number of sample angles to increase. The value κ = 0.05 characterises a von Mises distribution that is very close to uniform, and so a large sample size is required for both statistics to consistently pick out its non-uniformity. As the sample size increases, we find that the sensitivity of the PRS increases more quickly than the HRO shape parameter, showing that it is more sensitive at picking out orientation effects. For the case of a 4σ detection threshold, the statistical power of the PRS first comes to within 0.01 of 1 for samples of size 33000, as opposed to 39000 for the HRO statistic. We have shown that for a sufficiently large number of angles the PRS and the HRO shape parameter follow normal distributions, for a simple model of uniformly distributed relative angles, and for two uncorrelated pseudo-vector fields. As a test against the uniformity of the relative angles for the simulated data, the PRS has greater statistical power than the HRO shape parameter. We now apply and compare the two statistics for the BLASTPol polarization and Herschel derived column density observations of the Vela C molecular cloud.
APPLICATION TO SKY POLARIZATION
Soler et al. (2017) have applied the HRO method to study the relative orientations of the magnetic field inferred from BLASTPol observations and the iso-column density contours (orthogonal to the gradient of the column density) inferred from Herschel observations of the Vela C Molecular Cloud (see Section 2). For comparison, we apply the PRS and the HRO statistic to the same data.
Given that the resolution of the BLASTPol observations (3.0 arcmin FWHM) is smaller than the resolution of the Herschel observations (35.2 arcsec FWHM), we are comparing large-scale orientations with smaller-scale cloud features traced by the column density. One could also simply use the BLASTPol observations for Stokes I as a proxy for column density in order to have both polarization and column density data at the same scale. However, we prefer to use the higher resolution Herschel data since this gives a better estimate of the gradient of the column density. We also use the Herschel -derived column density for consistency with Soler et al. (2017) .
Calculating the relative angles
With the polarization pseudo-vector P λ taken to be perpendicular to the magnetic field B ⊥ , we can calculate the angle, φ, between the magnetic field and the tangent to the N H contours as
where, as implemented, the norm carries a sign (Soler et al. 2017) . The gradient of the column density was computed using a 5 × 5 Sobel kernel. We mask pixels where the polarization signal-to-noise ratio is less than 3, where the polarization intensity is defined by P λ ≡ U 2 λ + Q 2 λ . This technique has previously been applied to analyses involving the polarization angle (e.g., Vaillancourt & Matthews 2012; Soler et al. 2017 ) and has been shown to reduce the uncertainty in polarization angle to negligible (Serkowski 1958; Naghizadeh-Khouei & Clarke 1993) .
Note that one should also ensure that the sample angles are independent (i.e. that the individual pixels are not small compared with the beamsize); however, we keep all the pixels for consistency with Soler et al. (2017) . For the comparison of the BLASTPol and Herschel observations, each gradient vector provides an independent measurement of the iso-NH contours, therefore the statistical significance is given by those observations, independent of the scale at which we sample the magnetic field. Thus, we do not expect a significant difference between analyses performed on data with and without a sampling correction. Moreover, since we are only comparing the relative performance of the HRO and PRS approaches there is no benefit to the added complexity.
Comparing statistics in the Vela C molecular cloud
The overlap between the N H map derived from the Herschel observations and the BLASTPol observations used in this study contains four of the sub-regions defined by Hill et al. (2011) , as can be seen in Fig. 1 . In order to compare the (2011), for each of the BLASTPol 250-, 350-, and 500-µm observations. The statistical significance, on the y axis, is simply the signal given in units of the relevant σ; in these units, the error bars correspond to uncertainties of ±1σ. The red bars with circle markers correspond to the PRS, while the blue bars with triangle markers correspond to the HRO statistic. The yellow, green, and black marker colours correspond to the 250-, 350-and 500-µm observations, respectively. The number of relative pixels available in the South-Nest, South-Ridge, Centre-Nest, and Centre-Ridge is n = 45000, 31500, 21000, and 50625, respectively. The horizontal grey dashed lines correspond to 0σ and a common conservative detection limit of 5σ. The greatest increase in significance occurs for the South-Nest region in the 250-µm band, with the PRS having a greater significance by a factor of 1.3 statistical power of the PRS and the HRO shape parameter as applied to polarization data, we compute them separately for rectangular regions centred around each of these subregions, and for the three different submillimetre bands. The results are summarized in Fig. 4 . We find that, as anticipated, the PRS tends to produce a stronger signal for the same amount of alignment between the column density gradient and the polarization pseudo-vector when compared with the HRO shape parameter. In particular, the PRS results have higher statistical significance when the alignment is greater. The difference between the two statistics in all three BLASTPol wavebands is largest for the South-Nest and Centre-Ridge regions, for which the greatest number of relative angles exist. The greatest increase in significance occurs for the South-Nest region in the 250-µm band, with the PRS resulting in 31 per cent greater significance. In addition to the PRS being more sensitive to alignment between the column density gradient and polarization in general, we further note that its sensitivity increases as the number of pixels with useful polarization data increases.
We also examine the relative orientations for varying column densities for each of the four sub-regions of the Vela C molecular clouds (as in Soler et al. 2017) . For each of the four sub-regions, we bin the column density into 15 bins, such that each bin has the same number of relative angles available. For each bin, we then calculate the PRS. Figure 5 shows the results of these calculations, and can be compared to Fig. 9 in Soler et al. (2017) , which does the same calculations with the HRO shape parameter. Using the PRS, in all four sub-regions we confirm that with increasing column density the iso-column density contours become increasingly perpendicular to the magnetic field.There is a value of the column density at which both the PRS and HRO shape parameter are close to zero, and the alignment switches from preferentially parallel to perpendicular. We find that the values of column density at which the alignment switches from preferentially parallel to perpendicular recovered using the PRS and the HRO shape parameter are consistent. Furthermore, when using the PRS the uncertainties are reduced, so that in regions of column density where the relative orientations are increasingly uniform the PRS can still detect whether the orientations are preferentially parallel or perpendicular. This is expected, given that the uncertainties in Soler et al. (2017) correspond to those estimated from the variance in the histogram counts and therefore, overestimate the dispersion with respect to an homogeneous distribution of angles, which is precisely what the Z x uncertainties are representing. In Appendix A, we use the PRS to re-analyse the relative orientation between the N H structures and magnetic field, inferred from the Planck 353-GHz polarization observations, towards 10 Gould Belt molecular clouds, which was originally carried out using the HRO shape parameter in Planck Collaboration XXXV, (2016).
The physical conditions responsible for the observed change in relative orientation between the column density and polarization (taken here to characterise the direction of the magnetic field projected on the plane of the sky) are related to the degree of magnetisation of the molecular clouds (Hennebelle 2013; Soler et al. 2013) . These trends in relative orientation between column density structures and the magnetic field have been examined via simulations of molecular clouds (e.g., Soler et al. 2013; Chen et al. 2016 ) and have been found to be in agreement with the classical picture of molecular cloud formation, in which the cloud forms following the compression of background gas by the passage of the Galactic spiral shock or an expanding supernova shell, and the compressed gas cools flowing down the magnetic field lines to form a self-gravitating mass (Mestel 1965; Mestel & Paris 1984) . More detailed discussion of the physical significance of these results can be found in Soler et al. (2017) .
In this work, we use the PRS to test whether the relative orientation is preferentially parallel or perpendicular. We note, however, that a measurement of Z x would not be relevant for testing for a preferred relative orientation of 45 • . As discussed elsewhere (e.g., Durand & Greenwood 1958; Aneshansley & Larkin 1981) , it is possible to check whether the orientation prefers some non-trivial angles (i.e. that is not along the x-axis) by checking the projection along the y-axis, i.e. Z y . We leave a comparison of Z x and Z y , and considerations on the relative orientation from 3-dimensional vectors projected on to the plane of the sky for a future study. 
Polarization bias
We can improve the application of the PRS to polarization data by being slightly more sophisticated in our approach to the uncertainty in polarization angle. Previously, we reduced the effect by considering only the angles calculated for pixels in which the polarization intensity signal-to-noise ratio (S/N), P/σ P , was greater than 3. Montier et al. (2015) suggest, however, that this choice of threshold might not be appropriate for every measurement, and, in any case, we would still like to utilise even low S/N data in order to access the full power of the data.
To do this, we use Eq. 8 for the weighted PRS, adopting the uncertainty in P in place of the angle uncertainty. In principle, it would be better to use the variance in polarization angle as the weight. However, in practice this is a non-linear, but monotonic, function of the polarization (see Montier et al. 2015) . Hence, there is no real benefit in adding complexity, and we simply use P/σ P as a proxy. Here we are also assuming that the variance in the N H gradient angle is small compared to the variance in the polarization angle, so that the noise in the relative angles is dominated by the polarization noise. For more general applications of the PRS this will not be true, and noise from both sets of orientations being compared must contribute to the weighting.
We calculate the relative angles for every pixel, regardless of their polarization intensity S/N, and then calculate the PRS applying lower weights in Equation 8 to lower S/N data. A maximum S/N threshold must be chosen above which all angles are weighted the same, since otherwise a small number of points with very high S/N will dominate. Figure 6 shows the weighted PRS calculated for the entire Vela C molecular cloud for various choices of this maximum S/N threshold. Three different weighting schemes were chosen: the weights (up to the threshold) were taken to be either w = P/σ P , w = (P/σ P ) 2 , or they were taken to be 0 for all pixels in which S/N < 3 and 1 otherwise (i.e. w = H(P/σ P − 3), where H(x) is the Heaviside step function). This latter scheme is equivalent to our previous method of simply ignoring pixels in which the S/N was less than 3. Figure 6 shows the PRS calculated for different maximum S/N thresholds for the entire Vela C region (shown in Fig. 1 ). There is a significant increase in the reported alignment when all of the relative angles are being utilised and weighted according to the polarization intensity S/N, compared to when data in which the S/N<3 are rejected. The largest improvement occurs when the maximum S/N threshold is approximately 18, and for the scheme in which the weights are taken to be the S/N squared, with an improvement of approximately 10 per cent. Beyond this threshold the improvement is rapidly lost as the crucial information is lost in the weight coming from the few high S/N pixels.
In order to utilise all polarization data available, we suggest the use of a scheme in which the terms of the PRS are weighted according to the square of the polarization intensity S/N, up to some maximum threshold. We find that a threshold of S/N=18 is best for this particular data set; however, the appropriate choice of threshold will, in general, depend on the S/N distribution and should be determined for each analysis individually.
We have focused our analysis on the statistical errors in the polarization data. However, in the Vela C observations, the larger uncertainty in polarization angle is due to the uncertainty in separating the diffuse polarized emission from dust in the foregrounds and backgrounds from the polarized dust emission from the Vela C molecular cloud. Further in- Fig. 1 ), which includes a total of 325000 pixels.
vestigation should be conducted into the effects on the PRS values of the different diffuse ISM subtraction methods presented in Fissel et al. (2016) , as was done for the HRO shape parameter in Soler et al. (2017) . This would help to understand the amplitude of the systematic uncertainties due to component separation.
CONCLUSIONS
We have presented a robust and efficient method for determining whether two pseudo-vector fields tend to align, either preferentially perpendicular, or preferentially parallel. Our approach uses the projected Rayleigh statistic, which performs better than binning statistics that have previously been used. We find that as a test against the uniformity of the distribution of relative angles the PRS is more statistically powerful, and, in particular, loses sensitivity slower than the HRO shape parameter as the distribution of angles approaches uniformity. The sensitivity of the PRS (compared to the HRO shape parameter) also improves faster with larger sample sizes.
This study was motivated by the astrophysical problem of characterising the relative alignment of the magnetic field projected on the plane of the sky and the orientations of structures in the interstellar medium. When applying the two statistics to the magnetic field inferred from BLASTPol polarization data and column density inferred from Herschel observations, for various sub-regions of the Vela C molecular complex, we find that, indeed, the projected Rayleigh statistic reports a higher statistical significance for the correlations. Using the polarization intensity signal-to-noise ratio as a proxy for the polarization angle noise in a weighting scheme, we find that we can further improve the significance.
In addition to what we have already discussed, one might also be interested in examining the scale over which the correlation in orientation occurs. For example, one could use either or both of the PRS or the HRO shape parameter to construct a cross-correlation function for different displacements, with what we have measured here being the zero lag value of this function. The full cross-correlation function could then be used to determine the scale at which the pseudo-vector fields become effectively de-correlated. However, this is somewhat complicated by the fact that the column density structures and polarization fields themselves have auto-correlations. Thus any analysis of scale must somehow distinguish between the effects of structures in each field individually, and of actual de-correlation between the two fields. This was not attempted in this work, but may be a direction for future investigation.
Beyond magnetic fields and the interstellar medium, many astronomical phenomena include orientation effects. The method presented here may be applied to analysing these effects, by examining preferences between various types of orientation data. For example, the relative orientations of individual galaxies within larger scale structures may be characterised with this method. Binary systems also have orientations characterised by their orbital planes, which may be aligned with larger scale orientations as well. Thus, the method presented here has the potential for a broad range of applications in astronomy.
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