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1 
Introductory survey 
One of the first approximations of quantum chemistry in the logical and 
historical sense is the Born-Oppenheimer approximation. In this approx-
imation, one factorizes the wavefunction of a molecular system into an 
electronic function and a function having the positions of the nuclei of 
the molecule as arguments. The electronic problem can be solved for 
fixed positions of the nuclei, leading to the concept of a potential energy 
surface. In the second step of the Born-Oppenheimer approximation one 
can then use this potential energy surface for the study of the dynamics 
of the molecule. 
A field where dynamical studies are particularly interesting is the field 
of van der Waals systems. \^an der Waals systems are weakly bonded 
complexes of molecules, kept together by van der Waals forces, and they 
thus have a minimum in the potential energy surface that is very shallow 
and often governed by the size of the dispersion interaction. Further-
more, in a van der Waals system the constituting molecules keep their 
identity to a fair extent, and large amplitude motions of the monomers 
are possible. 
Success in the second step of the Born-Oppenheimer approximation 
for van der Waals systems depends (among many other things we will not 
discuss) on a very accurate representation of the intermolecular potential 
energy function, and this again is obtained by accurate solutions of the 
electronic structure problem. This thesis will be concerned with such so-
lutions, and will in particular address the problem of calculating accurate 
molecular electronic properties, that determine the size and shape of the 
van der Waals intermolccular potential energy surface. 
In the early days of quantum chemistry, most of the intellectual and 
computational effort of quantum chemists was aimed at the accurate cal-
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dilation of molecular electronic correlation energies. Only more recently 
accurate numerical results for molecular properties have become avail-
able. Many of these are calculated with the finite-field method, where the 
molecular system is placed in a perturbing field and the correlated molec-
ular energies are differentiated numerically with respect to the strength 
of the perturbing field. In this thesis, we will not follow this route. We 
will develop and discuss the calculation of molecular properties with ex-
plicit (analytic) formulae that can be programmed directly and yield the 
molecular property without numerical differentiations. 
This approach is the more interesting, because such explicit formulae 
can be developed with time-dependent perturbation theory, yielding the 
required property as a function of the frequency of the perturbing field. 
Apart from the interest frequency-dependent properties have in their own 
right, this allows for a fairly easy computation of the van der Waals dis-
persion interactions by the Casimir-Polder relation, where one needs the 
frequency-dependent multipole polarizabilities of the molecular system 
as a function of imaginary frequency. 
The main problem that we will address in this thesis is thus the accu-
rate calculation of frequency-dependent molecular properties, including 
a study of the effects of electron correlation. As an important side-step 
we also discuss the calculation of molecular hyperpolarizabilities as a 
function of the frequency of the perturbing field starting from a multi-
configurational Hartree-Fock wavefunction. 
We now proceed to give a short description of the contents of the 
several chapters of this thesis. 
Chapter 2 contains a general introduction to time-dependent pertur-
bation theory and the correlation methods used in the rest of this the-
sis. We focus the attention to recent theoretical developments that have 
enabled us to derive many of the formulae presented in this thesis. Par-
ticularly, we discuss the Hartree-Fock method, the multi-configurational 
Hartree-Fock method and the many-body perturbation theory. The lat-
ter two methods introduce the possibility to include the effects of electron 
correlation in the wavefunction, where, particularly, the MCSCF method 
allows for an extension toward open shells. 
Chapter 3 was previously published by H. Hettcma and P.E.S Wormer 
(J. Chem. Phys. 93, 3389 (1990)). It contains a derivation of time-
dependent coupled Hartree-Fock (TDCHF) theory for a high-spin re-
stricted, half open-shell state, together with some applications. It forms 
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a straightforward extension of the closed-shell TDCHF theory, it is still 
based on a single determinant and does not include electron correlation. 
Not surprisingly, closed-shell TDCHF theory is a special case of the for-
mulae presented in this chapter. 
In the following chapters, we focus attention on some post-Hartree-
Fock methods that allow for the implementation of electron correlation 
effects. In our group, many-body perturbation theory (AIBPT) has been 
extensively used as a computational procedure for the inclusion of elec-
tron correlation effects in molecular polarizability calculations. During 
the research for this thesis, a new analysis of the existing formulae al-
lowed us to speed up the computer code for the MBPT polarizability 
calculations by roughly three orders of magnitude, giving access to nu-
merical possibilities that were out of previous reach. Chapter 4 contains 
an accurate description of our new computational implementation of the 
MBPT response theory. This work lias originally appeared as a paper 
by P.E.S. Wormer and H. Hettema, (J. Chem. Pliys. 97, 5592 (1992)). 
Most of the numerical results presented in Chapters 5, 6 and 7 have 
been produced by the program desciibed in Chapter 4. These chapters 
were published previously by A.J. Thakkar, H. Hettema and P.E.S Wor-
mer (J. Chem. Phys. 97, 3252 (1992)), P.E.S. Wormer, H. Hettema 
and A.J. Thakkar (J. Chem. Phys. to be published) and by H. Het-
tema, P.E.S. Wormer and A.J. Thakkar (Mol. Phys., submitted). These 
chapters contain numerical results for the noble gases (Chapter 5), the 
noble-gas Ho systems (Chapter 6) and a series of diatomics (Chapter 7), 
including a study of electron correlation and the dependence of the van 
der Waals coefficients on the stretching coordinate of the diatom. The Ho 
calculations were done using the method of Visser, Jacobs and Wormer 
previously developed in our group, in which the polarizabilities are cal-
culated from effective CI states. 
Chapter 8 is a first exploration of some possible improvements of 
our MBPT method. In section 4.3 we analyze our MBPT method in 
detail, showing that it can be described as a fully consistent treatment 
of the differentiated second order correlation energy contribution to the 
polarizability using 'uncoupled' orbitale. The effect of this is that one 
does not include the 'dressing' effects that result from repeated Fock 
iterations when the molecule is placed in a perturbing external electric 
field. In Chapter 8 we remedy this deficiency for molecular multipole 
moments, and take all 'dressing' effects into account. The effects of 
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'dressing' are investigated numerically for a number of systems treated 
in the previous chapters. 
An alternative method for the calculation of molecular correlation en-
ergies and correlated molecular properties, for open-shell systems the only 
one in existence to date, is the multi-configurational self consistent field 
(MCSCF) method. (We see the configuration interaction (CI) method 
as a special case of the MCSCF method.) The theory describing the 
analytic calculation of molecular properties for an MCSCF wavefunction 
was developed through the eighties, and computationally implemented 
recently. 
Chapter 9 addresses the calculation of polarizabilities and dispersion 
energy parameters by using the multi-configurational self-consistent field 
method for the oxygen molecule. 
Chapter 10 describes the derivation and implementation of hyperpo-
larizabilities for a multi-configurational self-consistent field wavefunction. 
This work has been published earlier by H. Hettema, H.J. Aa. Jensen, 
P. J0rgensen and J. Olsen (J. Chem. Phys. 97, 1174 (1992)), and the 
program described here has already been used extensively in the com-
putation of molecular hyperpolarizabilities. Another application is the 
computation of perturbational effects on polarizabilities, using a double 
perturbation theory. An example of this is for instance the analytic cal-
culation of the derivatives of the polarizability with respect to the nuclear 
coordinates. 
Chapter 11 describes an application of the theory described in Chap-
ter 10, and presents a numerical denial of the experimental claim of 
anomalous dispersion for the hyperpolarizability of neon. The letter 
we published as an answer to this claim (H.J.Aa. Jensen. P. J0rgensen, 
H. Hettema and J. Olsen, Chem. Phys. Lett. 187, 387 (1991)) forms the 
core of this chapter, but is preceded by a short historical introduction 
where some of the experimental and theoretical work preceding this letter 
is discussed. 
Chapter 12, finally, discusses an extension of our methods to more 
general open-shell systems, and gives an application to the hydroxyl rad-
ical, an experimentally well-characterized system. The method we use is 
the so-called 'supersymmetry' method, in which one optimizes one state 
out of a degenerate set with the restriction that the orbitals entering the 
MCSCF wavefunction remain adapted to the symmetry of the molecule. 
It is shown that such restrictions in the orbital part of the wavefunction 
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can be implemented in existing codes quite straightforwardly, and greatly 
enhance the applicability of the MCSCF energy and property codes. 

2 
Time-dependent perturbation theory of 
molecular properties for wavefunctions 
including electron correlation 
2.1. Introduction 
In this chapter our aim is to provide an introduction to the following 
chapters of this thesis as well as a context for the discussion of the math­
ematical expressions and computational results presented in later chap­
ters. Our presentation will be conservative to a large extent, in that it 
will follow expositions of existing literature. 
The aim of the mathematics in this thesis is the analytic calculation 
of correlated molecular properties, which are properties in which the ef­
fects of electron correlation are taken into account. Molecular properties 
describe the response of a molecular system placed in a perturbing field, 
and thus can be calculated with perturbation theory. In this thesis, we 
will consider electric fields only, but the theory can be easily extended 
to magnetic fields as well. The perturbing field is a small perturbation 
added to the total molecular Hamiltonian H0 
H = H0+aV, (2.1) 
where α is a formal perturbation parameter and V is an electric potential. 
We introduce the necessary definitions in the places where the multipole 
expansion of V (the regular solution of Laplace's electrostatic equation) 
is used, and denote a multipole moment by Q. 
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From the partitioning in Eq. (2.1), the calculation of molecular prop­
erties can be seen to be related to the evaluation of the perturbed molec­
ular energies. Likewise, to evaluate the electron correlation contribution 
to the molecular property, we have to consider the evaluation of the per­
turbed molecular correlation energy. 
The development of methods for the evaluation of correlation ener­
gies has long been the main goal of much quantum chemical effort 1 - 1 5 . 
The commonly used Hartree-Fock method describes the electron inter­
action in an averaged manner, by introducing an effective one-electron 
operator (the Fock operator). Post Hartree-Fock methods mostly take 
the Hartree-Fock wavefunction as a first estimate of the exact molecu­
lar wavefunction, and include electron correlation effects by mixing this 
wavefunction with several other configurations. The problem of finding a 
correlated wavefunction then reduces to finding appropriate expressions 
for the calculation of the mixing coefficients. 
The electric properties such as moments and polarizabilities are gen­
erally defined as derivatives of the perturbed molecular energies 
«""^(^L· (2-2) 
For η = 1, one computes the dipole moment Q^\ for η = 2 one gets the 
polarizability and for higher η the first (second,...) hyperpolarizabilities. 
Definitions for these properties are for instance given by Buckingham 1 6. 
Defining the correlation energy in the common way by1 
-EOorr = E - -EHF, (2.3) 
one can split the property likewise and get a Hartree-Fock and an electron 
correlation contribution to Q^n\ The differentiation of Eq. (2.2) can be 
done numerically, in which case one only needs to evaluate the molecular 
energy in the presence of a small perturbing external field. This requires 
only a minor addition to the existing computer codes for the evaluation 
of molecular energies. 
Most of the computational data indicating the effects of electron cor­
relation on molecular properties have been determined by this so-called 
finite field method. The main disadvantage of this method is that it be­
comes rather expensive if a large number of molecular properties has to 
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be calculated, since each property requires at least one extra correlation 
energy calculation. Each of these correlation energies have to be deter­
mined very accurately in order to obtain reliable estimates for higher 
order properties. A more principled objection to the method is that 
at present it cannot be extended to calculations of frequency-dependent 
properties, and, indeed, since most molecular electric properties are mea­
sured at a certain frequency, comparison of theory and experiment is no 
longer straightforward, but is done by extrapolation of experimentally 
determined properties to zero frequency. 
Instead of computing the molecular properties by numerical differ­
entiation, we will consider analytic expressions for correlated molecular 
properties. The analytic approaches that we will pursue in this thesis 
make extensive use of the methods that have been developed for molec­
ular energies. In this thesis, we will use the many-body perturbation 
theory (MBPT) and multi-configurational self-consistent field (MCSCF) 
method as approximate methods for the inclusion of electron correlation. 
In MBPT, the electron correlation is treated as a perturbation, so in order 
to develop an MBPT formalism for molecular properties one has to per­
form a double perturbation theory with the electron correlation and the 
external electric field as perturbations. The MBPT and MCSCF meth­
ods were implemented with efficient algorithms during the last decade so 
that fast computer codes for the evaluation of the molecular correlation 
energy are now available 7 , 1 2 ' 1 3. In order to evaluate frequency-dependent 
properties, we furthermore consider time-dependent perturbation theory, 
in which the external field depends on time. 
In the development of our analytic theories, we will sometimes use 
an alternative definition of a molecular property, which starts from the 
expectation value 
4
 (Φ|Φ) ' [¿A) 
where |Φ) is the electronic wavefunction. This definition of the first 
order property is equivalent to the one given in Eq. (2.2) if the Hellmann-
Feynman theorem is satisfied. A discussion of the calculation of molecular 
properties in relation to the Hellmann-Feynman theorem has been given 
in Helgaker and J0rgensen 1 7. 
Analytic theories for molecular properties have been developed quite 
considerably throughout the last three decades. The well-known coupled 
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Hartree-Fock (CHF) method has been used extensively in the compu-
tation of molecular geometry gradients, polarizabilities and hyperpolar-
izabilities, including the frequency-dependence of the latter properties. 
The method was very carefully analyzed by Caves and Karplus18 using 
diagrammatical methods. 
A nice feature of the coupled Hartree-Fock method is that its ana-
lytic expressions for the computed properties, when implemented in a 
computer program, yield the same results as the finite field Hartree-Fock 
method, but with increased generality, in that it allows the calculation 
of frequency-dependent properties. The multi-configurational response 
theory we will discuss in this thesis, is a multi-configurational extension 
of the coupled Hartree-Fock method. It shares with this method the at-
tractive feature that the computed property can also be obtained from 
a finite-field MCSCF calculation. Our MBPT property theory is set up 
via a double perturbation theory, and here the different definitions of the 
molecular properties may yield different results; however we analyse the 
problems related to these definitions in detail in Chapter 4. In contrast 
to the MBPT method, the MCSCF method is applicable to open shells. 
The outline of this introductory chapter is as follows. In the second 
section, we will consider the HF model and the MCSCF and MBPT 
methods for electron correlation. In the section 3, we will discuss some 
details of time-dependent perturbation theory, and in sections 4 and 5 
we will discuss the setup of the perturbation theory for the electronic 
wavefunctions described in section 2. 
2.2. Electron correlation methods 
In this thesis, second quantization will be used throughout in order to 
represent our equations and final formulae. Many of the equations to be 
discussed can be expressed in this way as simple products of integrals 
and density matrices, the latter describing all the specific information 
pertaining to the electronic state of the molecule considered. The use of 
second quantization in MBPT allows furthermore an easy transformation 
(and derivation) of all the expressions in diagrammatical language, an 
approach that we will also follow in our discussion of MBPT polarizability 
calculations. 
Second quantization methods have been discussed by many authors; 
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we mention the expositions by Paldus and Cizek2, Lindgren and Morri­
son
3
, Paldus 5, and J0rgensen and Simons8. These references also co\'er 
diagrammatical methods. We further refer to the lecture notes by Olsen1 9 
and the introduction in the book by Szabo and Ostlund 2 0 . We will ad­
here to the common definitions in using labels i,j,k,l for doubly occu­
pied orbitals, a,b,c,d for unoccupied (or virtual or secondary) orbitals, 
p, q, r, s, t, и for general orbitals and in, η for partially occupied orbitals. 
The Hamiltonian in second quantization is represented by 
H
 = Σ
 Η
Ρ4αΙσα4σ + g Σ 9PqrsO.\,<Ta\.a,aaalaqa (2.5) 
pqa pqrsaa' 
in terms of spin orbitals. Performing the spin integrations, it may be 
written, for spin-independent operators as 
tí = у
 j tlpq-EJpq Τ" Τ / ^ Qpq;rs€pq;rsi \ — ·®) 
pq pqrs 
where hpq and gpq-rs are the one- and two-electron integrals 
hpq = {p\h\q) (2.7a) 
9pq;rs = (pq\rs) ( 2 - 7 b ) 
where we use Mulliken (charge cloud) notation in the two-electron in-
tegral. Epq and epq ; r i are defined in terms of the second quantization 
creation and annihilation operator pair 
Ч ~ / „ a p a a q c 
σ 
^pq\rs — J-Jpq-L-Jrs Oqr-L-Jps V ^J 
= Σ
α
Ρ°
α
™'
α
^'
α4σ 
σσ' 
where the sum over σ is over spin. 
We will assume real orbitals, which is possible for systems with Hamil-
tonians that contain electric interactions only. In order to introduce 
some useful notation, we first give a short discussion of the Hartree-Fock 
method, using the technique of unitary rotations in a predefined orbital 
space. 
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2.2.1. The Hartree-Fock method 
In the derivation of the Hartree-Fock method, one approximates the 
wavefunction by one Slater determinant. We consider unitary orbital 
rotations of the form 
|0нг) = ехр(к) |0) (2.9) 
where |0) is a single Slater determinant with an arbitrary set of orthonor­
mal orbitals and к is an antihermitian operator defined by 
k
 = Σ
 К
РЯ(ЕРЯ - ЕЯР) ( 2 Л 0 ) 
where the parameters Kpq are real. We also define 
E;q = Epq-Eqp. (2.11) 
An alternative way of writing the above generator of orbital rotations is 
in terms of general p, q 
κ = Σκ
ρΐί
Ε
Ρ4 (2.12) 
p<? 
and introducing the restriction that npq = — Kqp. Where necessary, we 
will switch between these notations. 
The Hartree-Fock energy is obtained by expansion of the exponentials 
in 
£ H F = ( 0 H F | # | 0 H F ) 
= ( 0 | е х р ( - к ) Я е х р ( к ) | 0 ) , 
that is, 
(2.13) 
E
aF = {0\H\0)-^(0\[E^H]\0)Kpq 
p>q 
+ 1ηΈΈ(°Κ4ΛΕ^Η}}\0)κΡ4κΓί + 
(2.14) 
p>qr>s 
Differentiating with respect to all parameters npq and requiring that 
the first derivative at the expansion point vanishes 
dE
m 
дк 
= 0 (2.15) 
к=0 
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yields the well-known Brillouin theorem for | 0 H F ) 
(OHF | [£ P - , Я ] | 0 Н Г > = 0, for all ρ > q (2.16) 
which is a necessary and sufficient condition for | 0 H F ) to be a Hartree-
Fock wavefunction. We denote the set of к parameters of the Hartree-
Fock state which satisfies Eq. (2.16) by к0. Inserting the expression for 
E~q, and using (0|JF^9|0) = ( 0 | F P 9 | 0 ) it is easy to rewrite the Brillouin 
theorem to 
2 ( 0 n F | F p < 7 - J P < ? p | 0 „ F ) = 0 (2.17) 
where we have defined the Fock operator 
Ρ
Ρ4 = Σα\σ\α4σ,Η\. (2.18) 
σ 
It is also easy to derive the following expression for the Fock operator by 
the use of Eq. (2.5) and the commutator expression [α
ρ σ
, Eqr] = 6pqara, 
Fp4 = J2(Q\h\r)Epr + J2(qt\rs)ept.rs (2.19) 
г rsi 
and for the Fock matrix 
Fpq = (0 |F P , |0) = Y^{q\h\r)Dpr + J2(qt\rs)Dpt.rs (2.20) 
г г st 
where we have defined the density matrices D
vq and dpq.¡rs 
Dpq = (0 |£ p q | 0 ) (2.21a) 
dpq;rs = (0 |e p q ; r i | 0 ) . (2.21b) 
A Hartree-Fock wavefunction which satisfies the Brillouin theorem 
also satisfies the Hellmann-Feynman theorem.(See e.g. Ref. 17). This is 
shown by partitioning the Hamiltonian into a field-independent Hamil-
tonian H0 and an external perturbation aV and differentiating the per-
turbed energy with respect to the formal perturbational strength param-
eter a, remembering that the orbitals also depend on a at a = 0, i.e. 
к = к(а) and к(0) = «о, 
±EM«,°) ={0(К0)\ \0Ы)+(дЕіІК'а)^) . (2.22) da Q=o \ σκ UQ / a=o 
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By inserting Eq. (2.15) in the second term, it follows that this term 
is zero and the Hellmann-Feynman theorem is fulfilled. We note that 
this proof of the validity of the Hellmann-Feynman theorem holds for all 
variational wavefunctions. A thorough discussion of the calculation of 
molecular properties and the Hellmann-Feynman theorem for correlated 
wavefunctions is for instance given by Helgaker and Jorgensen17. 
The Fock operator defined above is an effective one-electron operator, 
in which the two-electron interaction is treated in an averaged way. Hence 
the Hartree-Fock function contains no electron correlation. In the next 
two parts of this section, we will outline some methods to include electron 
correlation in the wavefunction. 
2.2.2. The M C S C F method 
A natural extension of the Hartree-Fock method is the MCSCF method, 
where the electronic wavefunction is constructed from a linear combina-
tion of Slater determinants and optimizing the orbitals and expansion co-
efficients simultaneously. This leads to the multi-configurational self con-
sistent field (MCSCF) method. The use of MCSCF has greatly increased 
since the development and implementation of quadratically convergent 
algorithms. The MCSCF method has recently been extensively discussed 
by for instance Roos9 '15, Shepard10, Werner11 and Jensen, Àgren and 
Olsen12. 
From a CI wavefunction one requires that it is optimal with respect 
to the CI coefficients, but the orbitals entering the CI wavefunction are 
not optimized. This relationship implies that concepts developed in the 
context of CI technology are used in MCSCF calculations. Examples 
of these are for instance the direct-CI technology, which today is also a 
part of most MCSCF computer codes. The main goal of the MCSCF 
method in relation to the CI method is the provision of a more com-
pact wavefunction than a CI wavefunction, since one has reason to hope 
that the additional orbital optimization will allow for relatively short CI 
expansions. 
The necessary condition for an MCSCF state is that the energy is 
a stationary point on the surface spanned by the orbital and CI opti-
mization parameters. The second order MCSCF optimization algorithm 
used in this work has been described in detail for instance by Jensen 
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et α/. 1 2 , 1 4 . Efficient MCSCF procedures reformulate the optimization 
problem in terms of repeatedly solving an eigenvalue problem or a set of 
linear equations, so as to use direct algorithms. This allows for large CI 
expansions in the wavefunction, in contrast to previous methods which 
evaluated and stored the Hessian matrix directly. We will now shortly 
discuss the optimization principles of MCSCF theory, focusing attention 
on the aspects that will later return in our discussion of response theory. 
In the MCSCF method one considers a wavefunction which is a linear 
combination of orthonormal Slater determinants or configuration state 
functions (CSF's) \μ) 
μ 
and writes the optimization problem as 
IOMCSCF ) = ехр(Я) exp(S)|0) (2.24) 
where the generator of the state rotation operator S is defined by 
5 = £S»<0| - S;|0)H (2.25) 
μ 
and the orbital rotation parameters are defined by Eq. (2.10). The initial 
set \μ) remains orthonormal if the initial orbitals are orthonormal, since 
the unitarity of the ехр(к) and exp(S) operators ensures that such will 
remain the case throughout the optimization procedure. 
The success of the MCSCF method depends on the development of 
a second-order (quadratically convergent) optimization scheme. One ex­
ample of such an optimization scheme is the Newton Raphson scheme, 
which performs very well if the energy can be written approximately 
as a second-order expansion in the wavefunction parameters around the 
minimum. Far from convergence this is generally not the case, and the 
Newton-Raphson step needs modification. An example of such a modi­
fied approach is the restricted step approach as implemented in the norm 
extended optimization (NEO) algorithm discussed in detail by Jensen et 
α/. 1 2 · 1 4 . 
It is not our intention to go into this derivation in detail, however, we 
sketch the main lines of the argument, referring to the original literature 
for details. In the NEO algorithm, one retains the ехр(к) parametriza-
tion, but writes the CI part of the wavefunction as a linear combination 
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of determinants or CSF's, thus parametrizing the total MCSCF wave-
function as 
| 0 M C S C F ) = ε χ ρ ( κ ) ^ ο μ | μ ) (2.26) 
μ 
One now aims at a minimization of the energy 
where 
e(c, к) = ^с
м
(// |ехр(-Я)Яехр(«) | і/)с„ (2.28) 
and 
*{ο) = Σ<?„ (2.29) 
ν 
is a norm condition. Again, one makes the requirement that the optimal 
wavefunction is stable with respect to first order variations, i.e. that the 
gradient of the wavefunction in the parameter space vanishes. 
We start by making a second order Taylor expansion of the energy in 
the parameter space around the expansion point XSk\ of the kth iteration, 
defining first a step vector 
4
 = ( C " K C < " ) (2-3 0> 
where к is a vector of orbital rotation parameters, with a composite index 
(rs). We write the energy expansion in terms of Δ 
£ ( 2 ) = E(X) + gTA + \ΔΤΗΔ. (2.31) 
Assuming that the CI parameters are normalized at this expansion point 
(i.e. s(c) = 1), we get for the gradient vector elements appearing in the 
above expansion 
9μ = 2((0\Η\μ)-Ε(Χ)αμ) (2.32a) 
0 ( „ ) = <О|[Д-,Я]|О) (2.32b) 
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and for the Hessian matrix elements in the expansion we get 
Я £ „ = (2(μ\Η\ν) - Ε(Χ)6μν) - 2ομ9ι/ - 2αυ9μ (2.33а) 
HZrs) = 2(0\[Ε-„Η]\μ) - 2cßg{ra) (2.33b) 
H%q)Árs) = ( 0 | [ Е - , £ ? - , Я ] | 0 ) (2.33c) 
where the symmetrized commutator in the last expression is defined8 by 
[A, B, H] = ί([Λ, [Β, Η}} + [В, [А, Η]]). (2.34) 
The requirement for an optimal MCSCF wavefunction is that the gradi­
ent terms, Eqs. (2.32) are zero. Since the MCSCF method is variational, 
it satisfies the Hellmann-Feynman theorem, just as Hartree-Fock. This 
is discussed in detail by Helgaker and J0rgensen1 7. 
2.2.3. Many-Body perturbation theory 
The many-body perturbation method is an efficient method to inves­
tigate correlation effects for closed shell molecules. The theory origi­
nates from the thirties 2 1 and has since been developed in diagrammatical 
l a n g u a g e 2 , 3 , 5 - 7 ' 1 3 , 2 2 , 2 3 . It has been used extensively for the investigation 
of correlation effects for a large number of molecules. Since the MBPT 
method is very suitable for use as a black-box procedure, it has been 
implemented in a large number of quantum chemical program packages. 
In this section we outline the idea of the MBPT method in order to 
provide an introduction to section 4 of the present chapter and Chapters 
4 and 8 of this thesis. Excellent reviews of the MBPT method can be 
found in the literature. As a non-exhaustive list of examples we may 
mention the lecture notes by Paldus 5, the review paper of Paldus and 
Cizek2, the books by Lindgren and Morrison3, McWeeny4, and and the 
exposition of Bartlett 6 . A recent discussion of its applications is given 
by Urban, Cernusák, Kellö and Noga13. 
Most discussions on MBPT proceed in terms of spin orbitals rather 
than space orbitals, and write the Hamiltonian in normal ordered form, 
taking the Hartree-Fock energy as the zero point for the energy. The 
definition of the normal ordered operator Лдг reads for an operator A 
AN = A-{0aF\A\0nr). (2.35) 
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The electron correlation is treated as a perturbation with the Fock oper­
ator as the zeroth order Hamiltonian, i.e. the Hamiltonian is partitioned 
as 
HN = FN + VN (2.36) 
which defines the perturbation V;v as Η Ν — FN- This partitioning is 
commonly called the Moller-Plesset partitioning 2 1. The Hartree-Fock 
problem is assumed to be solved; the sum of the orbital energies is E^ 
and serves as the zeroth order energy. 
The starting point for the many-body perturbation theory is the time 
independent Schrödinger equation written in the form 
(E^ - FN)\V) = (VN - £согг)|Ф) (2.37) 
and by defining the resolvent 
R = QWr^F-N
Q ( 2
·
3 8 ) 
where Q is a projector onto the orthogonal complement of |0HF ) one can 
write the MBPT expansion of the wavefunction formally as 
| Φ ) = Σ [R(VN - E c o r r C k e d | 0 H F > . (2.39) 
n=0 
It can be shown that a number of terms cancel and that only the so-
called linked terms survive. This is indicated by the suffix 'linked' in 
Eq. (2.39). The corresponding correlation energies through every order 
η in the perturbation are given by the asymmetric energy expression 
£corr = (0 H F|Vjv |*>. (2.40) 
In principle, it is possible to generate expressions for the energy contri­
butions through every order in the perturbation. Practically, the energy 
expansion is mostly stopped at fourth order. The energies can be eval­
uated using Slater's rules for the evaluation of matrix elements. This 
tedious task is in the context of MBPT mostly tackled by the use of dia­
grammatic methods. We will not discuss the construction and evaluation 
of diagrams in this chapter, but rather refer the reader to the literature. 
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2.2.4. S t a t i c a n d dynamic cor re la t ion 
In many discussions in the recent literature, the difference between MC-
SCF and other correlation methods is discussed in terms of static and 
dynamic correlation. It is useful to stress at the outset that in any basis 
set expansion method full configuration interaction (full CI) yields an ex-
act description of the wavefunction within the basis set. It is well-known 
that full CI is not feasible for most systems of chemical interest, and 
hence every quantum chemist has to be satisfied with some approximate 
description of the wavefunction. That is, the CI or MBPT expansions 
are usually truncated at some level of approximation. 
It is well known that the Hartree-Fock method is not capable of de-
scribing the creation and destruction of chemical bonds. The reason for 
this is that the Hartree-Fock wavefunction contains covalent and ionic 
structures with equal weight, a fact wich is often stressed in the intro-
ductions to Valence Bond theory. The way to overcome this problem is 
to allow for more electronic configurations with a flexible weight in the 
wavefunction, thus leading to a Valence Bond, MCSCF or CI wavefunc-
tion. Of these, some extensions of the VB method (see e.g. chapter 7 
of Ref. 4) and MCSCF also allow for orbital relaxation together with 
the optimization of the wavefunction. The mixing of configurations at 
all the internuclear distances allows for a correct separation of the total 
molecule into constituting fragments. Correlation effects that result from 
such configuration mixing in the wavefunction are commonly called static 
correlation effects. They are included in the wavefunction by performing 
a full valence complete active space (CAS) calculation. 
In contrast to this, there is a correlation effect which is the result of 
the fact that uncorrected wavefunctions do not correctly describe the 
Coulomb hole. Such correlation effects are designated dynamic correla-
tion effects. In almost all practical applications, only the sum of these 
two effects is included in the calculated correlation energy, since it is im-
possible to separate the correlation energy into a static and a dynamic 
contribution. The distinction is thus to some extent practical, but not 
well-defined. 
The experience with MCSCF calculations, performed during the last 
decade, has shown that small active spaces do generally have enough 
flexibility for the efficient description of chemical processes, but do not 
lead to experimental accuracy in the calculated properties. Generally, 
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this has been attributed to the lack of description of dynamical correla-
tion and has been remedied by performing additional (multi-reference) 
CI calculations. The MCSCF results described in this thesis (for in-
stance in Chapter 9) are obtained by considering additional dynamical 
correlation effects via the restricted active space (RAS) procedure. The 
wavefunctions have been designed such that they also include a part of 
the dynamical correlation effects. 
2.3. Frequency-dependent molecular properties 
In the remainder of this chapter, we will discuss the computation of cor-
related molecular properties using the MCSCF and MBPT method for 
the inclusion of electron correlation. We will use perturbation theory to 
define the molecular properties, considering the behaviour of the molec-
ular electronic wavefunction when the molecule is placed in a perturbing 
field. The properties computed from this perturbation theory may also 
be called response functions, since they describe the response of a phys-
ical system to a physical perturbation such as an electric or magnetic 
field. Measurements of response functions are usually carried out by 
frequency-dependent fields, today mostly by the use of lasers. Thus, we 
would like to have our response property as a function of frequency in 
order to compare the computed values to experimental ones. The conse-
quence of this is that we have to develop a time-dependent perturbation 
theory. Time-dependent perturbation theory has been developed imme-
diately afer the formulation of quantum mechanics. As far back as 1927, 
the problem of the interaction between matter and fields led Dirac to its 
formulation in the variation of constants form. 
In this section and the following sections, we will study and ap-
ply semi-classical time-dependent perturbation theory. We will treat 
the molecular system quantum-mechanically and the field classically. 
This means that the total Hamiltonian H will be partitioned in a time-
independent part Ho and a time-dependent perturbation V(t), multiplied 
with a formal perturbational strength parameter a 
H = H0+aV{t) (2.41) 
and we will not explicitly introduce the Hamiltonian of the field, as is 
done in quantum-electrodynamics. This latter approach is discussed in 
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detail for instance in the books by Heitler24, Loudon25 and Craig and 
Thirunamachandran26. 
2.3.1. Some theorems of t ime-dependent perturbation theory 
The variational principle corresponding to the time-dependent Schrödin-
ger equation was first formulated by Frenkel27. Other forms of this varia-
tional principle have been discussed by McLachlan and Ball28 and Löwdin 
and Mukherjee29. Sadlej30 considered the stationary state formulation of 
time-dependent perturbation theory, which also allows for a formulation 
of a variational principle. Dalgaard31 has considered the time-dependent 
Hartree-Fock approximation including quadratic response functions us-
ing the generalized Ehrenfest theorem as a variational principle. Time-
dependent perturbation theory is also discussed by Langhoff, Epstein and 
Karplus32. Although there seem to be many possibilities, in many cases 
they can be shown to lead to the same equations. In his book, Epstein33 
shows that under certain conditions variational wavefunctions satisfy 
three theorems: the Frenkel variational principle, the time-dependent 
Hellmann-Feynman theorem and the Ehrenfest equation. We will show 
that the Frenkel variational principle and the 'Ehrenfest' theorem used 
in the work of Olsen and J0rgensen34, which we will use throughout, are 
equivalent. 
We assume for the exact case that the spectrum of the unperturbed 
operator Ho is complete, i.e. the unperturbed problem reads for a refer-
ence state |0) 
tfo|0) = £0 |0). (2.42) 
The remaining states are defined by 
H0\n) = En\n) (2.43) 
and, using the resolution of the identity, the time-dependent perturbed 
wavefunction can be written 
|Φ(ί,α)> = |0)(0|Φ(*)> + Σ Н Н * ( 0 ) (2-44) 
π>0 
where we have implicitly defined the time-dependent coefficients a
n
(t) = 
(η |Φ( ί ) ) . This method is similar to the variation of constants method 
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introduced by Dirac (see e.g. Ref. 35). We follow a different, but 
equivalent3 6 parametrization of the time-dependent wavefunction and 
write it as an exponential ansatz 
| Ф ( / , а ) ) = е х р [ і Р ( і ; а ) ] | 0 ) . (2.45) 
By defining the excitation / deexcitation operators 
An \ / » < 0 | 
л - J Vlo)H (2.46) 
the operator Ρ is written as 
P(t, α) = Σ pn(t\ a)A
n
 + P*(t; α)Λ_
η
. (2.47) 
n > 0 
The sum is restricted so as not to include η = 0 since this term will give 
rise to a phase factor in the wavefunction. Separating this phase factor 
from the total wavefunction has no influence on the computed properties. 
Quite generally, a variation of the wavefunction may now be written 
as 
¿|Φ) = ί ^ Λ
η
| Φ ) 6 Ρ
η
 + Λ_„ |Φ>6Ρ· . (2.48) 
тг>0 
The time-dependent variation principle is given by Frenkel2 7 in the 
form: 
Ке(6щ(н0 + а (і)-і^)\Ъ)=0 (2.49) dt. 
which is usually rewritten to 
¿ (Ф | (н0 + aV(t) - i^\ |Ф) + г ^ ( Ф | 6 Ф ) = 0. (2.50) 
This form of the variational principle can be shown to yield the time-
dependent Schrödinger equation and its complex conjugate. A form in 
which both terms are identically zero has been studied by Lowdin and 
Mukherjee. 
By inserting the expression for the varation of the wavefunction into 
Frenkel's variational principle we get for arbitrary variations βΡ^^',ο) 
the generalized Ehrenfest theorem for Afc 
(Φ|Λ* |Φ) + (Ф|Л/ь|Ф) = г(Ф| [H0 + aV(t),Ak] |Ф). (2.51) 
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where by Л^ we denote a member of {Λ
η
, Λ_
η
}. 
We have now shown that the ansatz we have made for the exact 
wavefunction leads to the equality of the Frenkel variational principle 
and the Ehrenfest theorem. 
2.3.2. Frequency-dependent properties 
Frequency-dependent properties are obtained by solving the perturbed 
Schrödinger equation by perturbation theory. Such a procedure has been 
described by Langhoff, Epstein and Karplus32. An alternative route is 
to use the ansatz made above for the wavefunction and require that 
Ehrenfest's theorem holds through all orders of the perturbation. This 
is the route followed by Olsen and J0rgensen34 and the one we wish to 
follow in this subsection. We give a short discussion of the expressions 
obtained for an exact wavefunction, and refer to Olsen and J0rgensen34 
for a more detailed discussion. 
We recall that the zeroth order equations read 
(0|[Afc,#o]|0) = 0, |fc| = l , 2 , . . . (2.52) 
which derives from the condition that the zeroth order wavefunction 
is variational. Of course, for exact wavefunctions the condition is ful-
filled trivially, but for approximate wavefunctions, such as the truncated 
MBPT wavefunction, this may not be the case. 
We start by expanding the wavefunction 
| φ ) = |0(°)) + |0 ( 1 ) ) + |0 ( 2 ) ) + ·-· (2.53) 
and the corresponding expansion in the parameters P
n
(t) 
P
n
(t) = aP^(t) + a2P?\t) + ••• (2.54) 
from which the expansion of the wavefunction immediately follows by 
expanding the exponential in Eq. (2.45). Through second order we get 
for the wavefunctions 
|o ( 0 )) = |o) 
]>0 n > 0 
(2.55) 
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The parameters P> of the perturbed functions \0^) are now deter­
mined by requiring Ehrenfest's theorem (Eq. 2.51) to hold for a set of 
operators Ak through all powers of the perturbation. Gathering like pow­
ers of a, the perturbation equations are seen to be, for the terms linear 
in a 
^{
г
·(0 |Λ f c |n)p( 1 )-г(rг |Λ f c |0)P 7 : ( 1 , 
- ( 0 | [ Л
ь
Я о ] | п ) р ( 1 ) + ( п | [ Л
ь
Я 0 ] | 0 ) Р ^ 1 ) } = (2-56) 
-i(0|[Afc,V(<)]|0) 
which reduces straightforwardly for Л_^ = |0)(fc| to 
гр£1} - (Ek - E0)PÍl) = -г(к\ (ф) (2.57) 
and for Afc = |A- > < 01 to 
-г\Р£(1) - (Ek - Po)P; (1 ) = i(0\V(t)\k) (2.58) 
as given in Eqs. (2.35) and (2.36) by Olsen and J0rgensen34. 
For the second order the equation becomes 
^2{г(0\А
к
\п)Р^-г(п\А
к
\0)Р;(2) 
-(0\[Ak,Ho}\n)pW + (n\[Ak,H0]\0)pW*}= { 2 щ 
^{(0\[А
к
, (і)]\п)Р^-(п\[А
к
, (і)]\0)Р^*}. 
n>0 
This equation may also be reduced, and the result is given in Eq. (2.40) 
of Olsen and Jorgensen34. The equations for Pk may be solved, yielding 
the time-dependence of the parameters P(t) through each order in the 
perturbation. For a discussion of their solutions we again refer to Olsen 
and J0rgensen34. 
The response functions are defined by considering the expansion co­
efficients of the expectation value of an operator A. A is assumed to 
be time-independent in the Schrödinger picture. We will use the nota-
tion Lük — Ek — EQ. The integration of the first order equation yields 
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the polarizability, the solution of the second order equation the hyper-
polarizability. We write the time-dependent perturbation in terms of its 
Fourier components 
/
oo 
ν
ω
βχρ[(-ίω + €)ί]άω. (2.60) 
-oo 
The polarizability is determined as the factor of exp[(—ιω + e)t] in the 
expectation value. The first order perturbed expectation value is given 
in terms of the first order perturbed wavefunction by 
<A) ( 1 ) = (0 ( 1 ) |A |0) + (0 |A |0 ( 1 ) ) . (2.61) 
By Eqs. (2.57) and (2.55) the polarizability is seen to become a sum over 
states expression 
f—' Ι ωχ - uk + ie üJx+bjk + ie J 
fc>0 
In the same procedure, the hyperpolarizability β is given by 
kT>o {u>i + ω2 - u!k + 2ΐ€)(ω2 - ωη + ie) 
| (0\V»>\n)[{n\V»>\k) - 6kn(0\V»>\0)](k\A\0) 
(ωχ + ω2 + bjk + 2ie){u2 + ωη + ie) 
(0\ ^\к)[(к\А\п) - 6kn(0\A\0)](n\V^\0) 
(ωχ + Lük + ίε)(ω2 - ωη + ie) 
(0\А\к)[(к\ »>\п)-6
кп
(0\ »'\0)](п\ »Ч0) 
(ωχ + ω2 - шк + 2іе)(и>х - ωη + ie) 
| ( 0 | V " | n ) [(n\V^\k) - 6kn(0\V«*\0)] (k\A\0) 
(ωχ +ω2+ωί(. + 2¿e)(u>i + ωη + ie) 
(0\V*\k) [(k\A\n) - ¿fcn(0|A|0)] (n\V»> \0)
λ 
(ω2 + ω/, + ΐ€)(ωχ - ωη + ie) У 
(2.63) 
where ω
σ
 is defined as ωχ + ω2 and is the frequency label on the oper­
ator A. The theory of non-linear properties is discussed for instance by 
Bogaard and Orr 3 7 . In the argot of response theory, the polarizability is 
+ 
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related to the linear response function ((А; ))
Ші
 and the hyperpolariz-
ability to the quadratic response function (( A; Ші, Ш2 ))
ωι iU,2. 
The time-dependent perturbed equations have to be solved through 
first order in order to compute the polarizability. The determination 
of the first hyperpolarizability β needs in principle the solution of the 
second order time-dependent perturbed equation for its computation. 
Olsen and J0rgensen3 4 have shown that the solution of the first order 
equation is sufficient to evaluate the hyperpolarizability β for an MCSCF 
wavefunction. This is in accordance with the well-known 2n + 1 theorem 
from static perturbation theory, which states that a 2n + 1 property may 
be evaluated if the perturbed wavefunction is determined through n t h 
order. 
The quadratic response function also yields rather straightforwardly 
the two-photon excitation moment and expectation values of operators 
between excited states, as discussed by Olsen and J0rgensen3 4 and in 
Chapter 10. 
2.4. M B P T response functions 
In this section and in Chapter 4, we will discuss the derivation of response 
functions for an MBPT wavefunction. The theory was derived previously 
by Wormcr and Rijks3 8 and has been used by Rijks3 9. It is rederived in 
Chapter 4. Here, our intention is to place our method in the proper 
context. 
The MBPT polarizability calculations are based on a double pertur­
bation theory to solve the exact time-dependent Schrödinger equation. 
We define 
|Ψ(/))=β-* £ ( ° · Ο ) ί Ω(0|<Ηί)} (2-64) 
where \φ(ί)) is the time-dependent function that we want to calculate. 
Our zeroth order problem is the unperturbed Hartree-Fock problem, de­
fined in terms of our double perturbation theory by 
F y v | 0 ( o ' o ) ) = J E ( o ' o ) | 0 ( ° ' O ) ) (2.65) 
where F^ is the Fock operator in normal ordered form. The solution of 
this equation defines .E^0 '0). 
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The response functions are calculated by a perturbation expansion 
of \<f>(t))- The correlation operator дг and the external field are intro­
duced as perturbations. The polarizability о'
л
'
г т
, (ω) is identified as the 
coefficient of F^ cos ut appearing in the expectation value: 
( В Д І Й , | а д ) = М ^ Ш > . (2,6) 
In Figure 2.1, we present all diagrams that contribute to the double per­
turbation expansion of the MBPT polarizability. We list them under six 
main headings: UCHF, TDCHF and Α
λ
 to A4. UCHF refers to the un­
coupled Hartree-Fock polarizability, and is represented by the diagram 
without two-particle vertices. TDCHF refers to the diagrams in the ex­
pansion that have the 'bubble' form and that are summed to infinite 
order in the TDCHF approach. The diagrams Αχ through A4 are the 
'true' correlation diagrams. The A
n
 nomenclature will also be adopted 
in Chapter 4, where we discuss an algorithm to evaluate the 'true' corre­
lation terms in detail, generally with an n 5 t h algorithm (where η is the 
dimension of the orbital basis set). 
Essentially, our method can be summarized as follows: we compute 
the TDCHF polarizability, and add all 'true' correlation diagrams that 
contain the fluctuation potential through second order to this TDCHF 
polarizability. The correlation terms of Fig. 2.1 can, as shown in Chap­
ter 4, also be derived by repeated insertions of UCHF perturbed orbitals 
in the appropriate expression for the MP2 energy. 
Two problems arise in the MBPT method for the calculation of fre­
quency-dependent properties. The first is the often mentioned distinction 
between 'true' and 'apparent' correlation, the second the violation of the 
Hellmann-Feynman theorem. We deal with them in order. 
The polarizabilities computed by our procedure contain 'true' (Ai-
A4) and 'apparent' (TDCHF) correlation contributions. In the introduc­
tion of the distinction, Sadlej4 0 discussed the perturbation expansion of 
molecular properties, and considered electron correlation effects in detail 
using MBPT. The argument starts by putting up a double perturbation 
theory, like we have done here, and analyzing all the terms arising from 
this perturbation theory diagrammatically. 
In contrast to this double perturbation theory, Sadlej also considered 
the electron correlation effects on a finite field perturbed Hartree-Fock 
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wavefunction. As has been shown in the diagrammatic analysis of cou­
pled perturbed Hartree-Fock (CPHF) theory by Caves and Karplus 1 8, 
one can relate the unperturbed and the finite field perturbed SCF Or­
bitals by the summing all the 'bubble' diagrams and their appropriate 
exchange versions to infinite order. The 'bubble' type insertions of the 
two-electron vertex are the result of repeated iterations in the finite field 
Hartree-Fock process4 1. A differentiation of the Hartree-Fock energy 
computed with these orbitals will lead to a 'coupled', but uncorrelated 
value for the molecular property. Hence Sadlej's proposal to call such in­
sertions of the two-electron vertex 'apparent' correlation. We give a more 
detailed discussion and calculation of the effects of apparent correlation 
for molecular multipole moments in Chapter 8 of this thesis. 
We now turn to the problems related to the Hellmann-Feynman the­
orem. In section 4.3 of this thesis we show that the expressions for the 
multipole moment that we use can be derived from a differentiation of 
the MP2 energy and are given by the second order expansion (in the 
correlation potential) of the expectation value 
Q(2,l)
 =
 (ф^0)
 + ф(1,0)+ф(0,0^щщф(2,0)+ф(1,0) + ф(0,0)) ( 2 g ? ) 
where the first order terms (in the correlation potential) are zero by virtue 
of the M0ller-Plesset theorem. Our method thus satisfies the Hellmann-
Feynman theorem through second order in the correlation potential. 
Alternative methods for the calculation of properties based on the 
MP2 electron correlation description have been given by Helgaker and 
J0rgensen 1 7 ' 4 2 . These authors have considered the differentiation of a 
variationally stable functional (the 'Lagrangian' in their terminology), 
and considered the nuclear displacement as a perturbation. Their result­
ing expressions are, for the first order, equivalent to ours, provided we 
include the dressing of the perturbation. Rice and Handy 4 3 devised a 
method for the calculation of frequency-dependent polarizabilities such 
that their static polarizability is equal to the value computed by a nu­
merical differentiation of the perturbed MP2 energy. 
2.5. M C S C F response functions 
We now summarize the derivation of linear response functions in the 
MCSCF approximation, where we refer to Olsen and J0rgensen3 4 for 
2.5: MCSCF response functions 29 
UCHF 
O 
TDCHF 
<>> <3> o o o o o 
<*=>> < 2 > <*2> <2S> 
Type A, 
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г 
Type A3 
< ^ > 
Type A4 
Figure 2.1 Hugenholtz skeletons of the diagrams entering the polarizability 
consistent through second order in the correlation potential. The nomenclature 
of the different types of diagrams is explained in the text. Dots represent two-
electron vertices, crossed circles represent the multipole operator. 
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details. The derivation of MCSCF may be conveniently done by the 
Ehrenfest theorem or the Frenkel variatonal principle, since MCSCF is a 
variational method. 
In order to use this variation principle we have to define the variations 
in the wavefunction. In analogy to the derivation for an exact state from 
section 3, our MCSCF time-dependent state is parametrized by 
|Ö) = exp(t'K) exp(z5)|0) (2.68) 
where, generalizing the definitions used in the optimization, we have 
defined 
« = Σ (кРя(і)Е
Р
я + «¿„(Osi,) (2-69) 
P><? 
and 
5 = £ s „ ( i ) | n ) < 0 | + S*n(t)\0)(n\. (2.70) 
n>0 
The time-dependence is gathered in the parameters Kpq and Sn. In the 
rest of this section, we will drop the explicit time-dependence in the 
notation of these parameters. Let us define the shorthand notation 
q3 = Epq 
4j pq
 (2.71) 
RÌ = \n)(o\ 
Rn = \0)(n\ 
where we collected the orbital indices {p, q\p > q} into a 'supermatrix 
index ' j . 
In order to simplify the notation of the linear transformations, we 
write, cf. Eqs. (5.19) of Olsen and J0rgensen34 
d 
k
 = Σ
 а
і°°> 
j=-d (2.72) 
s = Σ
 aJ°c, 
3 = -d 
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where d is the total dimension of the orbital and configuration space. We 
introduce a superoperator О corresponding to an operator O, which is 
recursively defined by 
0°A = A 
ÔnA = [ 0 , Ô ( n - 1 U ] . 
(2.73) 
Using the calculus of variations, we can write a variation in the MC-
SCF state as 
¿|(j) = i 2_" (exp(ik)q exp(iS)\0)SK,j + exp(ik)q3 exp(¿5)|0)<5/t* 
+ t 2_] f ехр(гк)ехр(г5)і?|
г
|0)55„ + ехр(гк) exp(i'S)i?
n
|0)65* 
Using the definitions for transformed states 
q3 = ехр(гк)<^ exp( —г'к) 
R
n
 — ехр(г'к) ехр(г5)і?,
г
 exp(—iS) exp(—гк) 
(2.74) 
(2.75) 
an arbitrary first order variation of the time-dependent MCSCF wave-
function is seen to become 
¿|Ò) = Σ (q]\Ö)6K3+q3\Q)6K;)+^(Rn\Ö)6S*n + RUÖ)6Sn) , 
j η 
(2.76) 
which is also given by Olsen and J0rgensen3 4 [as Eq. (5.35)]. We may 
consider all these variations as independent. Putting these into the ex­
pression for the Frenkel variational principle, we get the set of equations 
d_ 
di 
( (ÖfolÖ) \ 
(Ö|ßn |Ö> 
<ök>) 
\(~0\RÍ\0)J 
( Ф\Ш \ 
(0|Д„|0) 
(ök]|ö) 
V(Ö|Ä|Ö)/ 
— г 
( 0 | [ Л
п
, Я 0 + ^ ] | 0 ) 
(ο\$,Η0 + νψ) 
\(Ô\[RIH0 + V<}\Ô); 
, (2.77) 
which we can use as the master equations of our perturbation theory. 
These equations have the formal structure of the Ehrenfest theorem. 
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The perturbation theory is now initiated by considering a perturba­
tion expansion in the parameters of the MCSCF wavefunction 
« = «(!) + «(2) + · · • 
S = 5 ( 1 ) + S ( 2 ) + · · · 
(2.78) 
and requiring that Ehrenfest's theorem holds through all orders of the 
perturbation. 
2.5.1. Time-independent response theory 
We will now first summarily discuss time-independent perturbation the­
ory. This, of course, amounts to putting the time-independent part of 
the Ehrenfest theorem to zero, leaving a 'perturbed Brillouin condition' 
/ (0\[д,,Н0 + ]\0)\ 
(Ò\[Rn,H0 + V]\Ò) 
( 0 | $ , Я 0 + ]|0) 
\(Ò\[RlHo + V]\Ò)J 
= 0. (2.79) 
We will retain the very general parametrization of the time-dependent 
wavefunction, but note in passing that the parameters must, for the 
time-independent case, be purely imaginary in order to retain the anti-
symmetry of the rotation operators. 
The perturbed Brillouin condition may be rewritten to yield 
/ (0\exp(—iS)[qj, exp(—ik)(HQ+ V)exp(ik)]exp(iS)\0) \ 
(0|[Л
п
,ехр(—ш)ехр( —iS)(H0 + )ехр(г5)ехр(г'к)]|0) 
(0|ехр(-г5)[с],ехр(-гк)(Яо + ^)ехр(гк)]ехр(г'5)|0) 
\(0|[ДІ,ехр(-ік)ехр(-»5)(Яо + )ехр(і5)ехр(іА)]|0)/ 
and evaluated using the operator expansion 
= 0 
(2.80) 
ехр(-»А)Яехр(іЛ) = J ^ ^—¡-(AnB) (2.81) 
га=0 
where we have used the definition of the superoperator [Eq. (2.72)]. 
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We may now, as an example, evaluate the equation above through first 
order in the perturbation. Through first order, the operator expansion 
exp(—iÁ)B ехр(г'Л) = г[Я, A], and thus in a straightforward manner we 
obtain the first order response equation 
/ (0|[5„[Яо,к]]|0) + (0|[[длЯ0],5]|0) ^ 
(0|[Д
п
,[Яо,«]]|0) + (0|[Д
п
,[Яо,5]]|0) 
(0|[с],[Яо,к]]|0) + (0|[[9;,Яо],5]|0) 
(0|[ДІ,,[Яо,к]]|0) + (0|[ігІ,[Яо,5]]|0)/ 
f (о\Іъ, ]\о) \ 
(o\[Rn,no) 
\(o\[Rlv]\o)J 
This simple example is illustrative in several respects. Firstly, it shows 
us that, on inserting the definitions for the operators к and 5, we may 
define a 'response' matrix (which we will call E'2 ' here without further 
clarification; but see Chapter 10), which has the structure 
(2.82) 
E l 2 ' = A B* 
В 
A* 
where the submatrices A and В are defined as 
A = / <0|[С|,[Яо,9;]]|0) <0|[[д г,Я0],і4]|0) 
(0|[іг„,[Я0,9;]]|0) (0\[Rn,[Ho,Rl)]\0) 
f (0|[c„[#o ) 9 j]] |0) (0 |[[ 9 г,Я 0],Я т] |0) \ 
(0|[Л
п
,[Я0 > 9,]]|0) (0\[Rn,[Ho,Rm}}\0)J 
(2.83) 
(2.84а) 
(2.84Ь) 
and the perturbation vector 
V = 
/(0 | fe ,V] |0>\ 
(o\[Rn,v]\o) 
(0\[ЯІ, ]\0) 
\(0|[ЯІ, ]|0)/ 
(2.85) 
These matrices can be set up explicitly and the corresponding problem 
can be solved to give the (real) solution vector X which contains the κ 
and S parameters 
E ' 2 1(X)=V. (2.86) 
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This can be used subsequently in the calculation of the static polarizabil-
ity with the expression 
((A;V)) = -^A^Xj. (2-87) 
j 
where the vector A' 1 ! is defined by 
A[;] = -(0\[OOj+OC],A}\0). (2.88) 
Secondly, the example shows us that direct solution of Eq. (2.85) is 
not feasible computationally. For large configuration spaces, especially 
the configuration part of the explicit A and В matrices can become pro­
hibitively large and the matrices become too big to solve the linear equa­
tion immediately on a computer. The structure of the problem shows 
us, however, that we are not really interested in the matrices A and B, 
except as a means to compute the property vector X. This property is 
defined by the linear system of equations Eq. (2.85). It may be imple­
mented on a computer using a direct algorithm equivalent to the one 
used in the MCSCF wavefunction optimization. 
Such direct procedures are discussed extensively in Olsen and J0r-
gensen3 4, in J0rgensen, Jensen and Olsen4 4 and in Olsen, Jensen and 
Jdrgensen 4 5. In order to derive a simple computational procedure, a total 
trial vector N is divided in an orbital trial vector °7V and a configuration 
trial vector C7V 
/ ~ \ 
(2.89) 
A direct linear transformation of E' 2 ' with an orbital trial vector then 
yields 
/ < ( % „ Я ( Л ' ) ] | 0 ) \ 
(і |Я(А') |0> / Ejk°Nk = — 
V 
<0|[9],Я(А")]|0) 
- < 0 | Я ( Л ' ) | і ) 
(2.90) 
where we have defined the one-index transformed Hamiltonian by con­
sidering the commutator 
Я ( А ) — / J^mn^miii-ffo] (2.91a) 
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= Σ Кч
е
РЯ + ö Σ (PV\rs)e pq\TS (2.91b) 
РЧ 
p<?;rs 
and where the transformed integrals are defined 
hpq — 2_^ \Kpthtq — K-tqhpt) 
t 
(pq]rs) = Y2{Kpt{tq\rs) - Kiq{pt\rs) 
t 
+ K
rt(pq\ts) - Kts(pq\rt)} 
(2.92a) 
(2.92b) 
In the same way, a linear transformation with a configuration trial vector 
is seen to be 
Σ
Ε
^
Ν
* = 
/(0£ | [ g j,tfo]|0)+ ((%,, #o]|O f i)\ 
O'ltfoio*) 
(0L\[ql,Ho]\0) + (0\[q},Ho]\0R) 
-(QL\H0\J) \ ) 
- ( 0 | Я 0 | 0 ) s 0 
VW 
(2.93) 
where we have defined the modified states 
i°R) = - Σ s«Rn\°) a n d (°Li = Σ<°κ 5 « β ») · (2.94) 
The calculation of these modified states is discussed by Olsen and J0r-
gensen . 
These linear transformations can be carried out using the same direct 
CI and orbital gradient techniques as in the wavefunction optimization, 
which are for an MCSCF wavefunction for instance described in detail 
by Jensen et al.12,14. 
In chapter 10 we will discuss similar direct transformations that in­
volve transformations of E ^ on two vectors which are needed in the 
evaluation of the quadratic response function. There the general defini­
tion of £ ' t n + 1 i will be presented. 
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2.5.2. Frequency-dependent perturbation theory 
In the previous section, we have discussed how to compute static prop­
erties with the MCSCF method. In this section, we will discuss the 
calculation of frequency-dependent properties. We first discuss the solu­
tion of the linear response equation, and next the determination of the 
linear response function from this solution. 
The theory is initiated by also considering the terms in the Ehrenfest 
theorem describing the time-evolution of the MCSCF state. The equa­
tions are worked out in Olsen and J0rgensen, and involve tedious, but 
straightforward algebra. The equations governing the time-development 
of the MCSCF wavefunction can be obtained by evaluating 
| (0 |0] |0)-(0 |ό/ |0> (2.95) 
for a general excitation operator 03 — 00j + 0Cj [cf. Eq. (2.72)]. This 
can be done by using the definitions of the transformed operators; see 
Eq. (5.36) of Ref. 34. The tedious algebra needed in the evaluation of 
this part of the equation leads to the definition of the matrix ¿>'n+1', 
describing the metric of the operator space. This matrix is also given 
explicitly in Chapter 10. 
Through first order in the perturbation, the response equation reads 
¿Sj?a<2) - E^a™ = -iV]l\ (2.96) 
The equation may be rewritten in the Fourier transformed space to give 
(E™ - u>S™)Nv(ω) = VM (2.97) 
where ω is the frequency of the external perturbation. The solution vector 
N of the linear response equation determines the frequency-dependent 
polarizability. 
The linear response equation may be solved using the generalized 
Davidson algorithm as described in detail by Olsen, Jensen and J0rgen-
44 
sen
4 4
. For an orbital trial vector, the linear transformation with 5 ' 2 ' gives 
/{0\[q3,k]\0y 
^2S3k°Nk = 
ж;,« ( 2 · 9 8 ) 
\ -<0 |A | j> 
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where the operator к is the orbital rotation operator from Eq. (2.69). 
A linear transformation with a configuration trial vector gives 
E S A = 
/ - ( o ^ | o ) - < o y o R ) \ 
- ( О ^ |
С
; І О ) - ( О | 7 ; І О Я ) 
V - s ; У 
(2.99) 
The linear response property is now determined by expanding the 
expectation value of an operator A (see Chapter 10) and is defined in 
terms of the solution vector 
((Α;Β))
ω
 = -ΣΑ\ι]Ν?. (2.100) 
j 
This description completes our introductory chapter. 
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3 
Frequency-dependent polarizabilities and 
Van der Waals coefficients of half-open 
shell systems in the time-dependent 
coupled Hartree-Fock approximation 
3.1. Introduction 
Time-dependent response properties play an important role in many 
physical phenomena, such as the dispersion of light, Raman scattering 
and laser cooling. The response of a molecule to multipolar electric fields 
is usually described by frequency-dependent polarizability tensors. Most 
of these tensors are difficult to measure; in general only their traces arc 
experimentally accessible. Therefore, there is a need for reliable calcula-
tions of the components of dynamic molecular polarizability tensors. 
The time-dependent coupled Hartree-Fock (TDCHF) method can be 
used to calculate such properties. As a computational scheme it has 
several advantages. In the first place, it provides a fully self-consistent 
solution to the first order equation of time-dependent perturbation the-
ory. Secondly, just as time independent Hartree-Fock, TDCHF is size-
extensive. Furthermore, the formalism is not very complicated and com-
putationally not overly demanding. Thus, TDCHF provides a good start-
ing point for the study of time-dependent effects in quantum chemistry. 
For closed shell systems, TDCHF theory has been described exten-
sively, and a host of calculations can be found in the literature. A review 
of the theory can be found in the well-known article of Langhoff, Epstein 
and Karplus,1 and some applications are for instance given by Visser, 
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Wormer and Stam2. For open-shell systems, however, the situation is 
radically different. The a priori attractiveness of TDCHF theory still 
holds, but numerical data are scarce. Still, response properties of open-
shell systems are important, not only in their own right, but also since 
they yield rather simply the Van der Waals attraction by the open-shell 
monomer, just as they do in the case of closed-shell systems. Since dimers 
containing open-shell monomers are of abundance in interstellar clouds, 
they are being studied intensively. 
In this chapter, we study the feasibility of the open-shell TDCHF 
method by applying it to some simple half-open shell molecules. In such 
molecules, we have a 'closed-shell' part, where all orbitals up to a certain 
level are doubly occupied, followed by an 'open-shell'. In the half-open 
shell case, all degenerate orbitals in the open-shell are singly occupied by 
electrons with parallel spin. This reference state is an eigenfunction of 
the total spin angular momentum S2 and is totally symmetric under the 
spatial symmetry group. 
For convenience sake we give a brief derivation of TDCHF theory in 
the form that we need it, specializing the more general MCSCF work of 
Dalgaard3 and Olsen and J0rgensen4 to the case of a single configuration. 
Alternative formulations have been presented by McWeeny5'6. Our final 
formulas, given explicitly in this chapter, may be compared with similar 
work by Matsen and Nelin7 on the HF stability condition. 
The derivation is based on a unitary operator, acting on a half-open 
shell reference state and describing the time dependence of the perturbed 
orbitals. Writing this unitary operator in exponential form and expand-
ing the exponent in a perturbational manner, we obtain a time-dependent 
perturbation theory. Since the time-dependent orbitals are obtained by 
a unitary transformation of the (orthonormal) unperturbed orbitals, the 
perturbed set is also orthonormal. We thus have a unit normalized per-
turbation theory. As has been pointed out by Langhoff et al.1, differences 
with intermediate normalized theory are to be expected in the second or-
der wavefunction. We will restrict ourselves to the computation of first-
order wavefunctions, where differences in normalization are not present. 
Finally, we will apply the theory to the calculation of frequency-de-
pendent polarizabilities and the subsequent calculation of Van der Waals 
coefficients for the hydrogen and nitrogen atoms and the diatomics CN, 
NH and OH + . We have chosen the hydrogen and nitrogen atoms as 
test cases, because reliable semiempirical data are available8 for the dis-
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persion interactions between these atoms. The CN radical is present 
in interstellar clouds and hence its Van der Waals interaction—especially 
with the hydrogen atom—is of potential astrophysical interest. Not much 
is known yet of the interactions of the isoelectronic systems OH + and NH 
with closed shell monomers such as noble gases or the hydrogen molecule. 
Combining the data presented in this chapter with earlier closed-shell 
resul ts 2 ' 9 - 1 1 from this laboratory, we are able to obtain accurate long 
range potentials for dimers containing CN, NH and OH + . These po-
tentials are needed in the calculation of the scattering and rovibrational 
states of the dimers. 
3.2. Theory 
We present an outline of the theory, following to a large extent Dal-
gaard12. Starting from Frenkel's variation principle we derive an exact 
form of the time-dependent Hartree-Fock (TDCHF) equation, which is 
subsequently solved with the help of perturbation theory. 
The solution of the exact time-dependent Schrödinger equation satis-
fies Frenkel's variation principle, 
* ( Ф | Я - і ^ | Ф ) + і ^ < Ф | О Ф ) = 0 . (3.1) 
We will make a variational ansatz for the wavefunction Ф, write it as 
a single configuration state function (CSF) and consider unitary varia­
tions in the Orbitals ('orbital rotations'). A first order variation of the 
wavefunction is written as 
<5Φ = (1 + Δ ) Φ - Φ = ΔΦ, (3.2) 
where the anti-hermitean operator Δ is given in terms of the U(n) (uni­
tary group) generators £,_,(<) 
η 
Δ = Σ *0-ΜΟ· (3.3) 
Since U(η) is a real, n2-dimensional Lie group, the χ,-j's are real and 
independent parameters. We consider first order variations, so that only 
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infinitesimal xl} 's arise and accordingly only terms linear in the xl}- must 
be retained. The time-dependence of the orbitals i and j entails the time 
dependence of the U(n) generators. The LtJ(t) can be written in terms 
of the more commonly used generators E{} (t) of the general linear group 
GL(n) as 
t) + E3t(t)) iii>j; 
)-Ejt(t)) iîi<j. [ ό Λ ) ί 0
 Ь'ОМ 
The operator Etj(t) can be expressed in terms of the creation and anni­
hilation operators in second quantized form 
El}(t) := ¿ al(t)aja(t), (3.5) 
°=-h 
where the sum over σ is over different spins. 
Substituting Eq. (3.2) into Frenkel's variational principle and using 
the independence of the infinitesimal {xjj}'s, we obtain 
(Ф|[Я - г - , Ь
ІЗ
(І)]\Ф) + г-(Ф\Ьф)\Ф) = 0, for all i, j = 1 , . . . , п. 
(3.6) 
This equation is the exact form of the TDHF equation and formally bears 
resemblance to Ehrenfest's theorem for the evolution of time-dependent 
one-particle operators. The indices г and j in Eq. (3.6) refer to the exact 
time-dependent HF orbitals. 
Equation (3.6) will be solved by a perturbational approach. To this 
end we assume that our hamiltonian Η may be separated into a time-
independent and a time-dependent part, 
Я = Я
( 0 )
 + V(t). (3.7) 
We write the wavefunction as 
|Ф) = е Д ^ | 0 ) (3.8) 
where |0) is a CSF, consisting of yet undetermined time-independent 
orbitals. The unitary group generators pertaining to these orbitals are 
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designated by L . All time dependence is thus gathered in the anti-
hcrmitean operator A(t). We now make a perturbation expansion of 
Mt) 
A(t) = A ( 1 ) (0 + A™(t) + · · ·. (3.9) 
Since A(t) is an anti-hermitean operator, eA^ is unitary. Hence, if the Or-
bitals contained in |0) are orthonormal, then so are the perturbed orbitals 
obtained by application of eA<-1\ Transformation of L by expÂ(i) gives 
Ljj^t). Expanding the exponentials in this transformation to first order, 
we find 
ι ^ μ ' 1 1 , ^ ] . (зло) 
Insertion of L\ and L ' into the basic equation (3.6) leads to the zeroth 
order equation 
<0|[^ 0 ),Я(°)] |0) = 0 (3.11) 
and the first order equation 
( 0 | [ ^ 0 \ [ Я ( ° ) , і ( ^ ] ] | 0 ) -
г
( 0 | ^ [ ^ 0 \ і ( 1 ) ] | 0 ) = - ( 0 | Й ° ) , ^ ) ] | 0 ) . 
(3.12) 
The zeroth order equation is the generalized Brillouin condition 1 3 for 
time-independent orbitals. We assume this condition to hold for our 
zeroth order time-independent orbitals, which is equivalent to assuming 
that these orbitals are the solution of the time-independent Hartree-Fock 
equation derived from H^°\ Note that we do not assume the zeroth or­
bitals to be canonical, although in practical calculations they usually are. 
The first order equation is essentially the same as reported by Dalgaard,1 2 
apart from our commutators being in a different order. This fact, how­
ever, is of no importance since the Brillouin condition, Eq. (3.11), holds. 
Under the latter condition one may also symmetrize the commutators, 
which is sometimes done in this c o n t e x t 3 - 6 . 
Introduction of the explicit expressions for L\ , as given in Eq. (3.4), 
enables us to write the first order equation in terms of the GL(n) gen-
erators E . Given that A(t) is antihermitean, we may write it in the 
form 
Mt) = j > f c / ( t ) 4 ( 0 ) - c«(o e4?]· (3-13) 
k>l 
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The coefficients ctJ(t) are in general complex. Note that the summation 
over the pair k,l is now restricted, and in the same way the pair i,j, 
appearing in the TDHF equation, can be made to satisfy the restriction 
г > j . We may introduce the latter restriction, because Δ in Eq. (3.3) 
may also be written in a form analogous to Eq. (3.13), which leads to 
г > j and complex coefficients xiy Alternatively, the explicit form of Li: 
may be inserted into Eq. (3.6), leading to two equations. Interchange 
of ι and j in one of them followed by some elementary mathematical 
manipulations then leads to an equation of the same form as Eq. (3.12), 
but with Ll} everywhere replaced by EtJ. As explained in the Appendix, 
in the case of a half open-shell the coefficients c2 J with i,j 6 {closed} 
or г, j G {open} or i,j € {virtual} are not determined by Eq. (3.6) and 
may then be taken to be zero. 
From now on, we will drop the superscript (0) on the .E^'s. Introduc-
ing Eq. (3.13) for A into the first order equation, we see that it is useful 
to define: 
-A|j;fc/ 
Bij-kl 
^>ij;kl 
Aj;fc/ 
vXJ{t) 
= <0|[Я
Ч
,[Я<°\4]]|0> 
= -<0|[Е
Ч)[Л<°\£?ы]]|0) 
= <o|[stJ>4]|o) 
= (0\[EtJ,EkÍ]\0) 
= (0\[EtJ,V(t)]\0) 
(3.14a) 
(3.14b) 
(3.14c) 
(3.14d) 
(3.14e) 
so that Eq. (3.12) becomes a matrix equation in terms of matrices A, B, 
S, D and V. This matrix equation can then be solved for с 
In our case of a half-open shell explicit expressions for the matrices 
S and D can be easily derived, whereas the derivation of expressions for 
elements of A and В is more tedious, but feasible. First we write out 
the hamiltonian in a second quantized form. Using the i i^ 's, we get the 
well-known expression1 4 
Я = ^2(p\h\q)Epq + - ^2(pq\rs)[EpqErs - 6qrEps] (3.15) 
pq pqrs 
and in the same way we write the time-dependent perturbation as 
V(t) = Y^{p\v{t)\q)Epq. (3.16) 
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This then leads to a set of equations, which, after writing out the commu­
tators, can completely be analyzed in terms of the one and two particle 
density matrices and the common one- and two-electron integrals (p\h\q), 
{p\v(t)\q) and {pq\rs). 
The derivation of explicit expressions for A and В is now straight­
forward in all stages. First we work out all commutators, gett ing four 
terms for the one electron part and, defining the two-electron operators 
°pq'trs •— ¿-Jpqi-Jrs ^qr^psi V / 
we get sixteen terms containing these. Thus, the problem is reduced to 
the computation of one- and two-electron density matrices (Ol-Ep^O) and 
(0|ePq ; rs |0). Using the formalism given by Wormer and P a l d u s 1 5 - 1 7 we 
find expressions for these density matrices in terms of the orbital occu-
pation numbers n. For the two-electron operator, we have to distinguish 
the 'direct' case from the 'exchange' case, the latter leading to an odd 
number of intersections of the particle lines attached to the operator ver-
tices in the appropriate diagrammatic representation of the two-electron 
density. For details we refer to references just ment ioned 1 5 - 1 7 . We get. 
three terms: 
(0|£PQ|0) = Spqnp (3.18a) 
(OleJ^lO) = 6pq6rsnp(nr - δ
ρΓ
) (3.18b) 
(0|e e p x 9;ir g e |0) = 6qr6pa6prnrnaera, (3.18c) 
where eTS — —1 for 7', s € {open} (i.e nr = ns = 1) and —^ in other 
cases. Equation (3.18b) refers to the 'direct' case, and (3.18c) to the 
corresponding 'exchange' case. Note that the exchange case only occurs 
if ρ φ г; this fact is expressed by the appearance of the complement of 
the Kronecker delta 6pr, with 6pr := 1 — δρτ. 
Next follows some tedious bookkeeping to obtain expressions for Aij-^i 
and Bij.^ki- We have to gather all terms arising from the triple commuta­
tors and the subsequent application of Eq. (3.18). In order to represent 
the final formulas in a condensed form, we define a j , г element of the 
Fock operator as 
Fji:=ij\h\i)+ Σ npl(PP\Ji) - Ì(JP\PÌ)} (3-19) 
pe{occ} 
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Table 3 .1 . Expressions for the TDCHF matrix elements A and В 
Км =
 6ÄF,k + \ Σ,€{ορ«.](»ρ|ρ*)] - 6,t[FJt + è Epe{Ope„}0p|p0] 
+ {kl\ji)-(jl\ki) 
<;,« = (*'іл) 
Км =
 6ÁF,k - \ Σ,
€{
θ
ρ«„)(«ρ|ρ*)] - W,i - \ Epe{ope„,üp|p0] 
+(«Іл)-ЫІ*0 
А™$= 6,1 Ep e {ope„}Hp*0 + 2(*Ф0 - 0/|Ь) 
>C« = ¿ ' * Σ
Ρ 6 { Ο Ρ 6 „ } Ο Ρ Ι Ρ Ο + 2(W|JO - Ыіь) 
^ C u = 2*,/Я* - 26*FJI + 4(A-i|7«) - 2(ji|fcz) 
¿Ο7=0·Ι*0-0* | ί«) 
* £ Ϊ Τ = Μ Σ 1 > € ( „ Ρ . „ , Ο Ρ Ι Ρ * ) - 0 · | / * ) 
B."%7=(j«|ífc)-0*|Zi) 
^ % в , с = 2(jt|/fc) - θ * Ι Ό 
*,";£ie=20*|Zfc)-o*|iO 
B:}yÏ=4(ji\lk)-2(jk\h) 
where {осе} = {closed} U {open}. In this manner we finally get equations 
for coefficients labelled by pairs i,j and k,l referring to closed-open (c-
o), closed-virtual (c-v) and open-virtual (o-v) orbital pairs. We are thus 
left with nine possibilities, which, due to symmetry in the pairs i,j and 
fc, /, reduce to six different expressions for the matrix elements required. 
These are given in Table 3.1. 
The matrices (A + B) and (A - B) also appear in the Thouless sta­
bility condition, 1 8 which states that they are positive definite whenever 
| 0 ) is the lowest energy solution of Eq. (3.11). The A and В matrices 
have been derived by Matsen and Nelin7 for open-shell electronic systems 
a n d used for the study of the Hartree-Fock stability within the Hiickel-
Hubbard model. So, we can compare our equations to corresponding 
expressions in Ref. 7. The first noticeable difference is that our expres­
sions are valid for the half-open shell (single Slater determinant) case 
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only, whereas Matsen and Nelin suggest a more general applicability of 
their equations. Furthermore the expression for the matrix B , given in 
Table 3.1, differs at one point from the one given in Ref. 7: we find that 
the integral (jk\li) appears in the matrix element Bvc'v° with a factor 
1, whereas Matsen and Nelin find a factor | . It must be n o t e d that 
the similarity between TDCHF and the Thouless stability condition was 
further elaborated by Nelin,19 who developed a time-dependent theory, 
but gave no detailed applications. 
The perturbation vector V(<) may be worked out to give 
ад) = [п,-п,](гК*)|Л, (3.20) 
and the metric matrix S yields 
5,j,fc/ = ^3^гк\пг - n3]. (3.21) 
We note that the matrix D, Eq. (3.14), is identically zero, which m a y be 
seen by working out the commutator in its definition, use of Eq. (3.18a) 
and recalling the restrictions imposed on the pairs i,j, and k, I. 
By defining (z|u(i)|j) := vt](t) we see that the perturbation vector 
V(i) may be written as V(<) = Sv(i). 
Recasting Eq. (3.12)-with LtJ replaced by E.,j-'mto matrix form and 
using the definitions in Eqs. (3.13) and (3.14) yields 
Ac + Bc* - г — Sc = - S v ( i ) (3.22) 
where с is a vector of length r?
c
 χ n0 + nc χ nv + n0 χ n v , the d imension 
of the problem. Here n
c
 represents the number of closed orbitals, n0 the 
number of open orbitals and n
v
 the number of virtual orbitals. 
The resulting matrix equation is solved as described in the work of 
Visser et al.,2 which we briefly summarize. Assuming that the p e r t u r b a ­
tion vector v(i) is real and writing с = χ + гу we may add and s u b t r a c t 
Eq. (3.22) and its complex conjugate. Eliminating у we find 
[A + B]x + [S(A - B ) " 1 S ] ^ x = - S v ( i ) (3.23) 
This set of coupled differential equations can be uncoupled by solving 
the generalized eigenvalue problem, 
(A + B)C = [S(A - B ) " 1 S ] C E 2 
C T [ S ( A - B ) - 1 S ] C = 1 
4 8 3: Polarizabilities and Van der Waals coefficients of half-open shell systems 
T h e required solution can be expressed in terms of the matrix C. Putting 
x(<) = xo COS(Í^/) and v( i ) — Vo cos(ut) we may rewrite Eq. (3.23) with 
t h e help of Eq. (3.24) and on solving Eq. (3.23) for x0 , we find: 
x0 = - C [ E 2 - c ^ l l - ^ S v o . (3.25) 
Expressions for the frequency dependent polarizabilities are very similar 
t o those presented in Ref. 2. We define the vector Qlm with components 
(p\Qlm\q), where Qlm is the m-component of the / t h order multipole op-
erator (a solid harmonic), and put v0 — Qlm- The expression for the 
frequency dependent polarizability becomes: 
a(u)*m, = 2 ( (Q ' m ) T SC)[E2 - u4}~l(CTS < & ) (3.26) 
where the only difference with the closed-shell TDCHF is the introduc-
t ion of the metric matrix S. In the same way as reported earlier, we 
calculate the Van der Waals coefficients from the frequency-dependent 
polarizabilities by numerical integration of the Casimir-Polder integral10. 
We may expand the isotropic frequency dependent dipole polarizabil-
i ty in ω2 
<*И = η Ε ω 
2Jt 
У liJ 
fc=0 Lm= —1 
Σ (-r^ ,-«(-2fc - 2) (3.27) 
T h e expression between square brackets is a rotationally averaged Cauchy 
moment . It is easy to generalize the definition of Cauchy moments to 
negative k. Especially 5(0), which according to the Thomas-Reiche-
K u h n sum-rule equals the total number of electrons is of importance. 
T h e TRK sum-rule holds in an exact TDCHF scheme, as is shown for 
instance in Ref. 3 for the general MC-TDHF case. Note that S(-2) is 
t h e isotropic static polarizability. 
We will end this section by briefly defining the dispersion coefficients 
presented below2 0. In the case of two interacting linear molecules the 
dispersion coefficients C„ALBL yield a dispersion energy E¿\sp, 
^¡.ρ = Σ Σ ^r-^LALBL(fA,fB,R), (3.28) 
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where 
Λί
"~
ΐ(
'
Λ
·""*
>
-„RS"* "' " ) (3.29) 
x CLM\{rA)Cl?B{tB)CLM{R). 
Неге гд,гв and R are unit vectors along the axis of molecule A, along the 
axis of molecule В and along the vector pointing from the center of mass 
of A to that of B, respectively. A unit vector is determined uniquely by 
two polar angles. The function Cjfa is a spherical harmonic normalized 
to \/ 2L+1' The quantity in round brackets is a Wigner 3j-symbol. In 
the case that one system, say A, is an atom, only the terms with LA — 0 
survive in the expansion of Eq. (3.29), and L B = L. For two atoms only 
LA = L B = L = 0 gives a nonvanishing contribution. 
3.3. Computational details 
The integral and SCF parts of the calculations were performed with the 
Atmol set of programs 2 1 . As is apparent from the expressions for the A 
and В matrix elements given in Table 3.1, it is necessary to perform a 
transformation of the one- and two-electron integrals to a basis of un­
perturbed (SCF) MO's. We must also transform the Fock matrix and 
compute the matrix elements [K]ij = ^2(ip\pj), with ρ G {open}, which 
appear in several of the expressions in Table 3.1. These matrices are 
calculated by a specialized version of the Atmol 4-index transformation 
program and stored on file. In the next step the A + В and A — В ma­
trices are computed and the generalized eigenvalue problem, Eq. (3.24), 
is solved. Frequency dependent polarizabilities are calculated according 
to Eq. (3.26) in a grid of frequencies and from these the dispersion coeffi­
cients are calculated, in the manner described in Ref. (10). Furthermore, 
we also calculate the isotropic dipole Cauchy moments up to and includ­
ing 5(—6). Due to the TRK sum-rule the zeroth moment 5(0) must equal 
the total number of electrons. The deviation of 5(0) from this number 
gives an indication of the completeness and the quality of the basis sets 
used, since the theoretical relationship holds exactly. 
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Table 3.2. Basis set information. Only exponents of polarisation 
functions are given explicitly. 
H(10s,6p,2d) C(13s,8p,3d,2f) N(13s,8p,3d,2f) 0(13s,8p,3d,2f) 
p-functions d-functions d-functions d-functions 
23.103031 0.6 0.9 1.0 
4.2359155 0.2 0.3 0.33333 
1.1850565 0.0675 0.1 0.11111 
0.4070989 
0.15S0884 
0.0651095 
d-functions f-functions f-functions f-functions 
0.28 0.2 0.3 0.3 
0.06 0.0675 0.1 0.1 
Most of our basis sets are derived from those recently reported by 
Partridge 2 2 . We used his (10s) set for hydrogen and his (13s,8p) sets 
for the second row atoms. No contractions were used, except in the cal­
culation on the CN radical. In the case of the nitrogen atom we also 
considered some other bases than those of Partridge. All the basis sets 
were augmented with polarization functions. In the case of hydrogen a 
(6p, 2d) set and for the second row atoms a (3d, 2f) set was added to 
the Partridge basis. Since p-GTO's that give maximum overlap with the 
s-orbitals yield the best dipole polarizability of the Η-atom, we took the 
s-exponents from Ref. 23 for the six hydrogen p-orbitals. Exponents of 
the two d-functions were taken from Ref. 2. For the second row atoms the 
exponents of the polarization functions were found by assuming a factor 
of three between subsequent exponents. Maximization of the finite-field 
dipole and quadrupole moment as a function of the largest exponent-
which thus is the only degree of freedom-yields the results given in Ta­
ble 3.2. 
Since computations on the nitrogen atom in different basis sets can be 
found in the literature, we considered the effect of several of these basis 
sets on the polarizability of this atom. Basis 1 is the augmented Partridge 
basis that we just described. Basis 2 has the same s and ρ orbitals as 
basis 1, but instead has five d exponents, taken from Fowler, Olsen and 
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J0rgensen2 4. Basis 3 has the same five d exponents as basis 2, but with 
the s and ρ orbitals taken from van Duijneveldt2 5. Basis 4 is the same 
one as basis 3, but with diffuse s and ρ functions added. The exponents 
of the s functions are 0.05 and 0.016 and of the p-orbitals 0.03 and 0.01. 
Basis 5 is the basis used by Fowler et. αί24. In the calculations on CN 
and NH we have taken basis 1. For CN we contracted the innermost 6s-
and 4p-orbitals, yielding a total of 104 orbitals for this molecule. 
For the diatomics we performed calculations at the equilibrium dis­
tances, with the center of mass at the origin. For NH and CN exper­
imental bond lengths were used, while for O H + we used the numerical 
Hartree-Fock value of Adamowicz26. 
Since most of molecular properties given in this work depend on the 
atomic coordinates, we give these explicitly in Table 3.3. Furthermore 
we have collected in this table some first and second order properties by 
which the quality of our molecular basis sets may be assessed. 
3.4. Results and discussion 
In this section we report and discuss results of ab initio calculations per­
formed with the theory developed in Sec. 2. As stated in the introduction, 
we present Cauchy moments and Van der Waals coefficients for the fol­
lowing half-open shell systems: the hydrogen and nitrogen atom and the 
radicals CN, NH and O H + , the latter two molecules being isoelectronic. 
The augmented (10s, 6p, 2d) Partridge basis of hydrogen gives an 
5(0) value of 1.000023 au. and a static dipole polarizability S(—2) of 
4.498793OQ. If we compare this to the exact values of 1 and | , respec­
tively, we see that this basis gives nearly exact results. Of course, there 
is no correlation in the Η-atom and so the only error made in this case is 
due to the non-complete basis. Cauchy moments for the hydrogen atom 
are presented in Table 3.4 and interaction coefficients with the N-atom 
and the molecules in Tables 3.5 and 3.6, respectively. 
We have performed a series of TDCHF calculations on the nitrogen 
atom to establish the quality of different basis sets. Results are presented 
in Table 3.4. It is apparent that the use of only three d orbitals (in basis 
1) instead of five (in basis 2) makes no major difference in the calculated 
properties. Basis set 5, used by Fowler et α/.,24 gives second order prop­
erties in good agreement with our best results, except for the sum rule 
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Table 3.3. Properties of CN, NH and 0 H + . All quantities are 
in atomic units and the second order properties are traces of 
the appropriate 3 x 3 tensors. 
coordinates0 
E(SCF) 
Qi 
Ql 
Q3 
Q* 
Qb 
S(0) 
S(-2) 
S(-4) 
S(-6) 
CN 
-1.0217 
1.1926 
-92.218901711 
0.9061c 
0.7894 
2.2952 
-4.3112 
-0.2132 
12.3055 
18.1890 
1086.8149 
333686.1065 
NH 
-0.1317 
1.8297 
-54.9776146 
0.6355d 
0.5002d 
1.8927°" 
4.8021'' 
10.4744 
7.9294 
9.3655 
63.0802 
2013.1605 
OH + 
-0.1125 
1.7857 
-75.0013839e 
0.9112 
1.4544 
3.7667 
7.4095 
14.1486 
7.8445 
3.7501 
15.7516 
613.6720 
All molecules are lying in the z-direction. For CN, the upper 
number is the z-coordinate of the N atom, the lower that 
of the С atom. For NH and O H + , the first coordinate is 
the coordinate of the N or О atom, the second one is the 
coordinate of the H atom. 
Value from Ref. 28: E = -92.37035 au. CASSCF with Or­
bitals 3σ — 6σ, 1π — 2π active. SCF result from Ref. (29): 
E = —92.222242 au. Both values obtained at an internu­
clear separation of 2.20 au. Our internuclear separation is 
2.2143 au. 
Value from Ref. 28: 0.5175 au. at an internuclear separation 
of 2.2 au. 
From the numerical HF calculation in Ref. 27 the following 
values were obtained: Q\ : 0.6334 au., Q2 : 0.4991 au., Q3 : 
1.8916 au., and Q4 : 4.7009 au. 
Value from Ref. 22: E = -75.00254693 au. 
5(0). Basis 4, the largest of our nitrogen bases, is indeed the basis that 
gives the most balanced description of the wavefunction. For instance, 
the dipole polarizability S(—2) = 7.354a¡) is in good agreement with the 
RHF result of 7.365 Op computed by Werner and Meyer27. Voegel, Hinze 
and Tobin found 7.436 dg in a numerical HF procedure,28 which again 
reasonably compares to our result. The results presented in Table 3.4 
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Table 3.4. Properties of hydrogen and nitrogen All quantities are 
in atomic units For Nitrogen five different basis sets are compared 
See text for details 
E(SCF) 
S(0) 
S(-2) 
S(4) 
S(-6) 
H 
-0 49999933 
1 00002 
4 49879 
26 4924 
169 656 
N(l) 
-54 4008112 
6 95968 
7 08114 
26 3474 
150 242 
N(2) 
-54 4008112 
7 03829 
7 08272 
26 4635 
152 536 
Continued 
E(SCF) 
S(0) 
S(-2) 
S(-4) 
S(-6) 
N(3) 
-54 4007899 
7 02470 
7 15524 
27 2665 
158 472 
N(4) 
-54 4400792 
6 99966 
7 35447 
30 7670 
193 903 
N(5) 
-54 3946742 
5 90G93 
7 36624 
30 7339 
193 152 
also show that the TRK sum-rule does not give a definitive judgment on 
the quality of a basis set This can be seen from the results obtained in 
basis 5, which yields good Cauchy moments but has the largest error in 
5(0) of all the basis sets considered. Generally, it may be expected that 
a good multi-purpose basis set also yields a good TRK sum rule. 
In Table 3.5 we list CQ and Cg coefficients for the nitrogen atom in 
interaction with itself, the H atom and H2 molecule, respectively. The 
general trend established from the results in Table 3.4 is here confirmed: 
bases 4 and 5 give the best results in comparison to the semi-empirical 
estimates of Margoliash and Meath 8 . This indicates that not only the 
static polarizability, but also the ω dependence of the polarizability is 
described the most accurately in bases 4 and 5. Furthermore, compar­
ison with the semi-empirical values shows that correlation effects play 
only a minor role in the response properties of the N-atom. This is in 
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Table 3.5. Dispersion coefficients of the nitrogen atom in five 
different basis sets with itself, the Hydrogen atom and H2 respec­
tively. All quantities are in atomic units. 
L (1) (2) (3) (4) (5) Literature1 1 
N-N 
0 23.222 23.238 23.469 23.944 24.033 24.10 
0 465.67 466.31 472.38 478.48 475.01 -
H-N 
0 12.014 12.017 12.087 12.236 12.259 12.26 
0 231.72 231.88 233.59 235.37 234.36 -
H 2-N 
0 16.707 16.712 16.801 16.982 17.014 17.00 
2 3.697 3.698 3.721 3.771 3.778 -
0 311.73 311.95 314.14 316.26 314.93 -
2 174.44 174.51 175.57 177.29 177.25 -
4 4.63 4.63 4.67 4.76 4.77 -
a D.J. Margoliash and W.J. Meath, J . Chem. Phys. 68,1426 
(1978). 
agreement with the findings of Fowler et α/.,24 who performed both RHF 
and CASSCF calculations for this atom. 
For NH, we find an SCF energy of —54.97761 au., which is slightly 
higher than the large STO-basis value of —54.97806 au. reported by Cade 
and Huo 2 9 . The quality of our calculation can further be assessed by 
comparison of the expectation values of the Q™ multipole operators. 
These are presented in Table 3.3. The values given for NH compare very 
well with those given by Laaksonen et ai, who performed a numerical 
RHF calculation3 0. These latter authors obtained a value of —54.978429 
au. for the energy, which is below the value of Cade and Huo. The Cauchy 
moments of the dipole operator are also given in Table 3.3. We see that 
the value of 5(0) is close to the number of electrons in the NH radical so 
that the basis passes the TRK test. 
We may compare our O H + results to those obtained by Adamowicz 
by a numerical SCF method 2 6 . The energy found in his procedure is 
— 75.00255 au. and further he reports a dipole polarizability component 
along the bond of 4.497 a 3 , which compares very well to our results of 
—75.00138 au. and 4.488 a3,. Other computed properties for O H + are 
C6 
C8 
C6 
C6 
C9 
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Table 3.6. C„ dispersion coefficients 
of the H atom with half-open shell di­
atomic systems. Hydrogen is system 
A; all quantities are in atomic units. 
LA η CN NH O H
+ 
0 6 25.994 15.511 7.3369 
2 6 6.508 2.822 1.6748 
1 7 13.477 22.493 12.667 
3 7 -4.890 25.022 11.587 
0 8 677.79 348.29 127.63 
2 8 910.69 429.16 165.99 
4 8 -65.60 57.80 26.86 
given in Table 3.3. 
It is difficult to gauge the quality of our CN monomer results, as 
we were not able to find comparable data in the literature. However, 
considering the fact that our basis sets are reliable, it is likely that our 
results are of near HF limit quality. CASSCF results may be found in 
Ref. 31, and they show a small deviation from our results in the energy, 
but a large deviation in the calculated dipole moment. Pacansky and 
Liu 3 2 performed an SCF calculation with an energy comparable to ours. 
Although it is not time consuming to compute the dispersion co­
efficients of any pair of monomers for which we have the frequency-
dependent polarizabilities, we shall restrict our attention to dimers con­
taining the Η atom and the hydrogen molecule. The reason for this choice 
is that hydrogen is abundant in interstellar clouds. Dispersion coefficients 
of other dimers are available from the authors upon request. The neces­
sary frequency-dependent polarizabilities for H2 were calculated from the 
effective spectra given in Ref. 9. Since these spectra were obtained from 
a solution of the exact first-order time-dependent perturbation equation 
in a full CI basis they are of high quality, the main error in the polar­
izabilities being caused by the truncation of the effective spectra 9. The 
polarizabilities of the Η-atom are obtained in the basis discussed above. 
The Van der Waals coefficients up to and including C% for CN, NH 
and O H + in interaction with the Η-atom are given in Table 3.6 and with 
the H 2 molecule Table 3.7. In order to keep the length of Table 3.7 
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Table 3.7. C
n
 dispersion coefficients of H2 with 
different open shell molecules. H2 is system A, 
all quantities are in atomic units. 
LA 
0 
0 
2 
2 
2 
2 
0 
0 
2 
2 
2 
2 
2 
0 
0 
0 
2 
2 
2 
2 
2 
4 
4 
l a 
0 
2 
0 
2 
2 
2 
1 
3 
1 
1 
3 
3 
3 
0 
2 
4 
0 
2 
2 
2 
4 
0 
2 
L 
0 
2 
2 
0 
2 
4 
1 
3 
1 
3 
1 
3 
5 
0 
2 
4 
2 
0 
2 
4 
6 
4 
6 
η 
6 
6 
6 
6 
6 
6 
7 
7 
7 
7 
7 
7 
7 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
CN 
35.937 
8.812 
8.040 
0.184 
0.493 
5.324 
16.410 
-6.170 
-0.650 
3.240 
-0.118 
-0.275 
-4.610 
916.46 
1265.89 
-82.78 
419.78 
10.02 
-38.65 
246.61 
-69.75 
10.30 
8.66 
NH 
21.549 
3.848 
4.778 
0.080 
0.213 
2.298 
31.895 
33.133 
-0.972 
4.850 
0.594 
1.387 
23.233 
468.52 
589.68 
79.06 
237.46 
4.27 
-20.05 
114.01 
55.33 
6.01 
3.65 
O H + 
10.445 
2.334 
2.202 
0.046 
0.124 
1.339 
18.119 
15.735 
-0.543 
2.707 
0.271 
0.631 
10.574 
172.65 
232.12 
37.82 
104.64 
1.79 
-8.36 
47.71 
25.32 
2.47 
1.94 
within reasonable bounds, we have restricted it as follows: all C% and C-j 
coefficients are given, but only C% anisotropy values are tabulated that 
are larger than a 0.5% of the maximum C% value. 
3.5. Summary and conclusions 
We have reported a TDCHF method for the calculation of frequency-de­
pendent polarizabilities and Van der Waals coefficients for half-open shell 
systems and applied it to two atoms and three molecules. As is apparent 
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from our atomic results, the TDCHF method yields good results. In 
the case of the hydrogen atom this is not surprising, since for this one-
electron atom our method is essentially exact. For the nitrogen atom, 
however, the agreement with semi-empirical values is amazingly good, 
which indicates that true correlation effects are negligible for the response 
properties of this atom. For the diatomics we expect that our results are 
not too far from the HF limit, but since to our knowledge there are no 
literature values for the van der Waals coefficients, we have no way of 
estimating the size of the true correlation effects. If we may go by our 
earlier experience with the closed TDCHF method, the remaining errors 
will generally not exceed the 10% mark. 
We have used mainly basis sets recently reported by Partridge and 
found that they are adequate for the calculation of second order prop-
erties, although from our calculation on the nitrogen atom it may be 
concluded that the corresponding Van Duijneveldt basis yields a better 
polarizability and frequency dependence. From our calculation on the 
nitrogen atom we may conclude also that the TRK sum rule is not a 
conclusive measure of the quality of the basis set. Nevertheless we be-
lieve that a good multi-purpose basis set must yield reasonable values for 
this sum rule. 
Altogether, the TDCHF method proves to be a rather reliable and 
easily applicable tool for the computation of time dependent molecular 
properties, also for half-open shell systems. 
As is discussed in the Appendix, an extension of the method to general 
open shells will lead to the occurrence of non-redundant variables that 
mix CSF's of different spatial symmetry. Removal of these variables 
will increase the complexity of the method considerably, so that in our 
opinion a more viable generalization will be a CASSCF or a CI approach. 
However, in the latter case we must be aware of the unlinked cluster 
problem33. 
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Appendix 
In this Appendix we show that a number of first order coefficients arising 
from perturbation theory are redundant in the case of a half-open shell 
CSF. 
We divide the η-dimensional basis of unperturbed orbitals into three 
sets of dimension n
r
, n0 and ηυ, which are denoted by {closed}, {open} 
and {virtual} respectively, where η = n
c
 + n0 + nv. Consider the set of 
CSF's Ф
г
 of spin S that have 2n
c
 electrons occupying the n
c
 orbitals in 
{closed} and that do not contain the orbitals in {virtual}. Evidently, 
every element Ф
г
 is invariant under unitary transformations of the ele­
ments of {virtual} among themselves, or in other words Φι carries the 
totally symmetric irreducible representation (irrep) ( 0 n t ) of U(n
v
). 
Furthermore every Ф
г
 carries the one-dimensional irrep (2Пс) oÎU(nc), 
which means that each Ф
г
 transforms with det(£/c)~ under a transforma-
tion Uс G U{n
c
) acting on the orbitals in {closed}. 
Since Ф
г
 is an antisymmetric iV-electron eigenfunction of S2 it belongs 
to the irrep 1 4 
(2*N-s,l2S,0n-iN-s) of U(n). (3.A1) 
In order to determine the behavior of Ф
г
 under the group U(n0) that 
unitarily transforms the orbitals in {open} among themselves, we ob­
serve that a CSF with spin S can be constructed by antisymmetrizing 
the product \C) ® |О
г
), where \C) is a 2n
c
-electron closed-shell ket con­
sisting of orbitals from {closed} and \О
г
) is an iV0-electron CSF of spin S 
consisting of orbitals from {open}. Since the antisymmetrizer commutes 
with U(n) and its subgroups, it preserves the transformation properties 
of \C) ® \О
г
). Hence the CSF thus constructed belongs to the the irrep 
(2n<)®(2ÌN°-s,l2S,0n°-ìN°-s)® (0n"), N0 = N-2nc, (3.A2) 
of the outer product group U(nc) χ U(n0) χ U(nv). 
The subduction of the irrep (Al) to this subgroup of U(n) is mul­
tiplicity free,34 so that by Frobenius' reciprocity theorem the antisym-
metrization of \C) ® \О
г
) leads to a uniquely determined clement in the 
irrep (Al). Therefore, we may conclude that Ф
г
 belongs to the irrep (A2) 
of the outer product subgroup of U(n). 
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Write now [cf. Eq. (3.13) of the main text] 
Γ "
c
 1 
Uс = e x p | Y2 cijE*3 - c*]Eji 
ι>) = 1 
n
c
 + n0 
Uо = expl Y2 cijEii - C*i3E3i 
l > J > n c 
η 
U
v
 = expl Σ cijEij - C*]EJI • 
i>J>n
c
+n0 
The determinant of a unitary matrix is of unit modulus, so that the 
first order equation, Eq. (3.12), is invariant under U(n
r
). Since the co­
efficients с
г] with nc > г > j in (A3) only appear in the determinant 
of U
c
 they do not appear in the first order equation and hence are un­
determined. It is convenient to choose them zero. Evidently, the first 
order equation is also invariant under U(n
v
) and hence the ctJ with 
i > j > n
c
 + η0 are also undetermined. 
The CSF Ф
г
 does not belong to a one-dimensional irrep of U(n0) 
in the case of a general open-shell however, so that the open-open co­
efficients c,j, г, j € {open}, enter the first order equation through the 
more-dimensional matrix irrep of U(n0). The matrix elements in this ir-
rep are homogeneous polynomials of order N0 in the one-electron matrix 
elements of U0. Via these polynomials the open-open orbital coefficients 
enter the first order expression in a far from trivial manner. 
In a CASSCF the whole basis of the irrep (A2) is included in the 
variational wavefunction and hence the CASSCF wavefunction is invari-
ant under a rotation of the open-shell orbitals among themselves and the 
open-open coefficients are redundant. 
As a simple alternative to a CASSCF approach the first order equa-
tion can be averaged over the partners of the irrep (A2), in the manner 
suggested by Roothaan35 for spatial symmetry groups. Then again the 
open-open coefficients become redundant, but it is doubtful whether this 
averaging leads to a reliable computational scheme, as one averages with 
equal weight over CSF's of different spatial symmetry. 
In the present work we have restricted ourselves to the half open-
shell case where n0 = N0 = 25. The irrep ( l 2 5 ) is the one-dimensional 
antisymmetric irrep of U(n0) with matrix det(i70). This determinant, 
(3.A3) 
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being a phase factor, drops out off the first order equation and the open-
open coefficients are also redundant, so that only the closed-open, closed-
virtual and open-virtual coefficients remain to be determined. 
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4 
Many-body perturbation theory of 
frequency-dependent polarizabilities 
and van der Waals coefficients 
4.1. Introduction 
With the advent of far-infrared laser spectroscopy of Van der Waals 
molecules in molecular beams 1 , 2 ' 3 a tool has become available that probes 
very sensitively intermolecular potential energy surfaces4. In principle 
one can obtain an energy surface from a rovibrational spectrum by first 
guessing a parametrized surface and then solving the rovibrational prob­
lem. Comparison of the solution with experiment will then suggest an 
improved set of energy parameters and by repeating the process one can 
converge to an intermolecular interaction that fits the experimental spec­
trum. However, there are problems with this approach: in the first place 
it is known that a reliable surface for interacting molecules requires very 
many parameters; secondly, the number of lines measured is usually too 
small to establish all parameters unambiguously, and finally the solution 
of the rovibrational problem with a realistic surface is so expensive that 
one cannot afford many cycles in the iterative procedure. Thus, there is 
a great need for computational methods that establish reliably at least 
some of the parameters. 
In this chapter we describe a method to compute surfaces accurately 
in the asymptotic region where intermolecular overlap is negligible. Our 
approach starts with the computation of frequency-dependent polariz­
abilities as a function of ιω, after which we obtain dispersion coefficients 
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very simply via the Casimir-Polder relation5. 
At the coupled Hartree-Fock level of theory one obtains isotropic 
second-order time-dependent properties of reasonable quality for both 
closed-shell and high-spin states6 ,7 . Errors in the isotropic polarizabil-
ities and dispersion coefficients are on the order of 10%. Errors in the 
corresponding anisotropic values may be much larger, however, and are 
very basis set dependent. For instance, the finite field SCF method in a 
moderate size basis applied to NH3 gives the wrong sign for the anisotropy 
of the dipole polarizability8. So, already at the SCF level large basis sets 
are required. 
One can improve the results by considering the effects of electron 
correlation. Several of the existing electronic correlation methods have 
been extended so that they can be applied to the evaluation of linear 
response functions. We mention the multi-configurational self-consistent 
field (MCSCF), the coupled cluster and the many body perturbation the-
ory (MBPT) method. Olsen and J0rgensen9 formulated an MCSCF lin-
ear response theory, which has been implemented as an extension to the 
Sirius program10 ,11. Equations for MCSCF quadratic response properties 
were derived a few years ago9 and have very recently been implemented as 
an addition to Sirius12. Dalgaard and Monkhorst13 have derived equa-
tions for the coupled cluster method, as have Koch and J0rgensen14. 
Wormer and Rijks15 formulated an MBPT method for molecules in the 
presence of a monochromatic electric field. Their method resembles the 
recent method of Rice and Handy16, who considered a M0ller-Plesset 
second-order (MP2) quasi-energy of a molecule perturbed by two fields: 
a static and a monochromatic (time-dependent) one. 
In this chapter we give an improved derivation of the work of Ref. 15, 
which is based on a double perturbation theory with the electron cor-
relation operator and a time-dependent external field simultaneously 
perturbing the time-independent Hartree-Fock reference state. Second-
order correlation terms that are not accounted for by the time-dependent 
coupled Hartree-Fock (TDCHF) method (the so-called 'true correlation' 
terms17) are computed and added to the TDCHF values (which include 
only 'apparent correlation'). This derivation will show that the difference 
between true and apparent correlation is not as clear cut as it is often 
thought to be. Some Pauli exclusion principle violating (EPV) diagrams 
can be classified both as true and apparent. 
Our approach is aimed at polarizabilities on the imaginary axis and 
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will not give the correct global characteristics of these functions on the 
real axis, since we introduce a double set of poles: TDCHF and MBPT 
poles. The latter are simply static orbital energy differences. Here we 
differ from Rice and Handy 1 6 , who designed their method such that they 
only obtain TDCHF poles. 
We will present the final formulas in a computationally tractable form 
and show that the evaluation of most of the terms scales with the number 
of orbitals as n 5 ; only a few terms scale as n 6 . Since very large basis sets 
are needed for the properties that we are interested in, the dependence 
on η is an important factor in the success of any correlation method. 
In Sec. 3 we will discuss briefly an alternative derivation of our the­
ory for the static case. This derivation will show that our method can 
be looked upon as a generalization of a static procedure consisting of 
the following steps: (i) Compute the finite-field SCF multipole polariz-
ability. (ii) Compute the second-order correlation contributions to the 
expectation value of the appropriate multipole moment (the first-order 
contribution is zero). Use for that purpose orbitals that are first-order 
in the external field, (iii) Differentiate this correlation contribution with 
respect to the external field, (iv) Add the result of (i) and (iii). 
In Sec. 5 we give numerical results for the calculation of the frequency-
dependent polarizabilities of ammonia, water and argon, and from these 
we compute the van der Waals coefficients for the complexes H9O-H2O 
and Ar NH3. We have chosen to study water because of the importance 
of the water-water interaction for practically all branches of science. The 
ΑΓ-ΝΗ3 system was chosen because of the rovibrational spectra recently 
measured in Berkeley1 and in Nijmegen2 '3. 
Dispersion forces in the water dimer were studied very recently by 
Rybak, Jeziorski and Szalewicz18 with a method that is remotely related 
to ours. One of the main differences is that the present work is based on 
the multipole (l/R) expansion of the potential, which Rybak et al. do not 
employ. Use of the multipole expansion makes the calculations consider­
ably cheaper since the monomers can be considered separately. Thus, we 
can afford much larger atomic orbital basis sets and higher-order corre­
lation effects. Our two monomers are simultaneously correlated through 
second order in the Moller-Plesset correlation potential and to infinite or­
der in the TDCHF bubble diagrams and we have g-orbitals in our bases. 
Furthermore we obtain surfaces as expansions in known angular func­
tions, which is very convenient in further applications of the potential. 
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On the other hand, the major problem with the multipole expansion is 
well known: it diverges in the region of non-negligible overlap and there 
is no well-established prescription to damp it in this region. Also in the 
the long range it is not always evident how many terms must be included, 
we stop usually at R~10 terms, because higher dispersion terms require 
at least / = 5 orbitale for a reliable description. Note, however, that such 
a polarization basis is also necessary in supermolecule calculations if the 
correct asymptotic limit is required. 
4.2. M B P T Frequency-dependent polarizabilities 
In this section we present our formulas for correlation corrections to the 
frequency dependent polarizability. Our derivation is based on double 
perturbation theory with a time dependent and a time-independent per­
turbation. The latter is the correlation potential дг in normal product 
form with respect to the Fermi vacuum 1 9 ' 2 0 . The zeroth-order operator 
is the Fock operator F^ of the time-independent problem, so that in a 
hole-particle formalism the unperturbed problem reads, 
^
( 0
'
0 ) ) = £ ( 0 ' 0 ) | 4 > ( 0 ' 0 ) ) (4.1) 
We follow the perturbation theory of Langhoff, Epstein and Karplus 2 1 in 
treating the time-dependent perturbation and consider arbitrary multi-
poles Ql
m
 — Σ
α
 ^aSl
m
(f
a
). The function Sl
m
(r
a
) is a real solid harmonic, 
normalized to 4π/(2/ + 1), which depends on the coordinate fQ of point 
charge ZQ. We hit the molecule by a monochromatic multipolar wave 
Я
( 1 )(і) = Ь (е^ + e-¿u"), (4.2) 
where 
W := FlmQlm = WN + (ф^ЛО1^0**) (4.3) 
and F^ is the field strength. We may rewrite the time-dependent Schrö-
dinger equation by making the ansatz21 
|Φ(ί)> = β - " Ε ( 0 , 0 ) ι α ( θ μ ( 0 ) (4.4) 
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It is easily shown21 that 
-iR(t)t 
a(t) = r , (4.5) 
<*(0W0>* 
where R(t) is a real function. Since it appears as a phase it does not 
concern us any further. The Schrödingcr equation gets the form of an 
eigenvalue equation 
[H - і^]\ф(і)) = АЕ(і)\ф(і)) with H = FN + VN + H^\t). (4.6) 
The quasi-energy is given by 
АЕ(і) = (ф^\Н\ф(і)). (4.7) 
The exact wave function is expanded in a double perturbation series, 
which through first-order in W¡y and infinite order in V¡y reads 
ф(і) = J2 [Ф(к,0) + Φ(Ιί,1)(ω)β,ωί + φ^ι){-ω)ε-ιωί^. (4.8) 
A:=0 
The intermediate normalization condition 
(ф^\ф^)=6
к
^0 (4.9) 
implies that we expand the perturbation corrections to the wave function 
in the orthogonal complement of ф(0,0\ Defining a resolvent on this space 
R{u) := {FN + ω)~1, (4.10) 
we derive easily the following corrections through second order in Vyv, 
| 0 ( 1 ' о ) ) = -Д(О) ) |</>(О'О)) (4.11a) 
|^ 2 ' °)> = R(0)VNR(0)VN |<¿(0'0>) (4.11b) 
\φί0·1)(±ω) ) = -R(±u)WN |<A(0'0) ) (4.11c) 
\φί1'1\±ω)) = -R(±u)WN | 0 ( 1 ' o ) ) - R(±u)VN \φ^\±ω)) 
(4.11d) 
\φ(2'1\±ω)) = -R(±u)WN |^2-°>) - R(±u)VN \φ{1Λ\±ω)) 
+ ΑΕ^°^(±ω)\φ^1\±ω)). (4.11e) 
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Since our Hamiltonian is invariant under the substitutions ω —• —ω 
and t —• — t, the expectation value of Ql
m
, (which we take to be in normal 
product form) with respect to Φ(ί) is a symmetric function of ω and t. 
Thus, the terms linear in F^ in this expectation value are of the form 
(/(ω) + f (—ω)) costai. The factor multiplying cosut is the frequency 
dependent 2'-2' -pole polarizability α(ω)^
 m
,. 
Numerator and denominator of the expectation value of Ql
m
, are ex­
panded by expanding corresponding bras and kets and collecting all terms 
of the same perturbation order. Terms of order к in V)v and of order / 
in WN are designated by Q^k^ and S^k^ in, respectively, the numerator 
and the denominator. Then 
(Ф(() |А|Ф(()) = (АШ1 
^ Q(0,0)
 + Q ( 1 , 0 ) + Q ( 0 , 1 ) + Q(2,0) + Q ( 1 , 1 ) + Q(2,l) 
~ 5(0,0) + S^1'0) + S*0·1) + 5(2'°) + S*1·1) + 5Í2 '1) 
« Q(0,D + g(2,0)
 + Q(1,1) + Q(2 ,1) _ g(0,l)5(2,0) 
(4.12) 
Noting that 5(·0'0^ = 1, we expanded the denominator up to and including 
second order in V/v and first order in W^ and used Q(°'°) = ζΚ1 '0) = 
5(1,0) _ 5(0,1) _ Q j
n 0pder to obtain the total expectation value of the 
operator we must add its Fermi vacuum expectation value—i.e. its HF 
contribution—to Eq. (4.12). The time independent part of (4.12) is the 
usual second order correlation contribution of the permanent moment, 
(4.13) Q(
2
-°) = (ф™\сЪ\ф™) + <*<2'°>tó,|*<0-0>) 
+ <*<1'°>|QÏ,|*(1'0)>. 
We obtain an unlinked contribution from 
5(2,0)
 = ^(1,0)^(1,0)) = (0(о,о) |
К д г
д(
О
)2ад(о,о)) (4 . 1 4 ) 
The time-dependent terms in Eq. (4.12) appearing with exp(iu)t) are 
+ (ф^\-и)\С^\ф^))е^ (4.15a) 
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Q<i.i)=(<0(o^)|QS i f |0(i.i)(w)> 
+ <*(1'1)(-")tó'l*(0'0)> 
+ < * ( м ) л і * ( о л ) и > 
+ ( ^ ° ' 1 ) ( -o ; ) tó | ^ 1 ' 0 ) >)e i w < (4.15b) 
Q™ =((Φ™№·\Φ12Λ)(«)) 
+ {Ф™{-и>)\Се
т
.\Ф™) 
+ (Ф{2'0)юиФ{0Л)ч) 
+ {Φί0'1\-ω)\0'ή.\φ™) 
+ (Φ(ι>0)\<ΐί>\Φ(1Λ)Π) 
+ ( ^ 1 ' 1 ) ( - w ) t ó , | ^ 1 ' 0 ) > ) e < w t (4.15c) 
Note that the factors of exp(iu>t) in Eq. (4.15) are invariant under the 
substitution ω —• —ω. Since the very same terms arise from Eq. (4.12) 
with exp(—iuit), we find that indeed the time dependence is given by 
COSCJÍ. Substitution of Eqs. (4.11) into expressions (4.15) yields the fre-
quency dependent polarizability up to and including terms in Vfi: 
-QÌ,R(u)Qlm + Q^,R(u:)VNR(u)QlTn 
-Q^,R(u)VNR(u)VNR(u)Qlm - VNR(0)Ql^R(u)QlmR(0)VN 
+Qlm,R(u;)QlmR(0)VN + VNR(0)Qlm, R(u)Qlm 
-VNR(0)VNR(0)Qln,R(u>)Qlm - Q^R^Q^R^VMR^VV 
-VNR(0)Qi,R(u)VNR(uJ)QlTn 
-Qln,R(u>)VNR(u)QlmR(0)VN^°V) 
+ same terms with ω —* —ω. 
(4.16) 
Since the Hartree-Fock ground state is real and all operators in Eq. (4.16) 
are Hermitian, the order in the operator products may be reversed. 
Expression (4.16) contains І -electron operators. In order to reduce 
it to one containing only integrals over (unperturbed) molecular orbitals, 
different routes can be taken. One obvious route is the expression of 
the reduced resolvent R(LJ) in a basis of Slater determinants, followed by 
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repeated application of the Slater-Condon rules. In our opinion a much 
more convenient approach proceeds by the aid of Hugenholtz/Goldstone 
diagrams; see Refs. 22 and 23. In these references it is shown that the 
unlinked terms containing the factors AE^2,0^ and 5^2,0^ cancel against 
the other unlinked terms arising in Eq. (4.16). For an outline of the 
diagrammatic method one may for instance consult the work of Cizek 
and Pal dus19. 
Caves and Karplus24 have shown that the TDCHF approach leads 
diagrammatically to an infinite summation of 'bubble' diagrams. Since 
we are looking for a correction to TDCHF we must remove all bubble 
terms from Eq. (4.16), including the uncoupled HF polarizability Q^·0'1^. 
The terms of zeroth- and first-order in V¡\r are accounted for by TDCHF 
(as are a few of the second-order terms), so we omit these. 
We will now list the non-TDCHF terms contributing to the sym-
metrized polarizability {ot{iu>)^
 m, + а ( ш )
т
' ,
 m
) / 2 and to that end group 
the 48 different second-order (in Vjv) Hugenholtz diagrams into 4 differ­
ent contributions Ai,..., A4 which—when summed—yield the required 
correction to the TDCHF polarizability. The 48 Hugenholtz diagrams 
together with the corresponding Goldstone versions can be found in 
Ref. 22. We use the convention that i, j , к . . . run over occupied Or­
bitals, a, b, с . .. run over virtual orbitals, and p, q, r, . . . run over ar­
bitrary orbitals. The corresponding spin-orbitals are given by capital 
letters. Denominators containing differences of unperturbed orbital en­
ergies are written as Δ
α ι
· := et — ea. We define the quantity 
: =
 2(ai\bj) - (aj\bi) ^
 ; = ( ( 1 ) r ( 2 ) | i _ | ( 1 ) e ( 2 ) ) 
Δ
α 2 + ¿\bj Г12 
(4.17) 
and the matrix 
F
at-bj :=-^2[(bc\ki)Pak.C} + (bi\kc)Paj.ck 
ck
 + {ac\kj)Pbk.ci + (aj\kc)Pbl-ck] ^ jg) 
+ Y^(ki\lj)P
ak.M + J2(ac\bd)pcr,dj-
kl cd 
Note that it takes n 6 operations to compute the matrix F, but note also 
that the matrix is independent of the multipoles and the frequency ω, so 
that it has to be calculated only once. This is indeed a great saving. For 
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instance, in the case of the water dimer, where we calculate dispersion 
coefficients through d o , wre need G6 different H2O polarizabilities at 11 
frequencies. 
The first contribution is then 
M = 4 Σ F*i;bjx 
aibj 
A6i((i |Qi„|fl>(jfc|b> + {i\QU°)U\Qlm\b)) 
(4.19) 
Defining 
v~-= Σ 
-Σ 
(A^ + u*)(Aaí + Abj) 
bb((i\Qlm\b)(b\Qln,\*) + (i\QUb)(b\QLW)) 
(Δ&+"2) 
ba,{{i\Qlm\J)U\QÍA") + ( t ó b O ü l Q t » ) 
(4.20) 
( Δ ' + w 2 ) 
we find the second contribution 
¿ 2 = 4 £ Y^(ac\bj)Pct.bj - ^2(ki\bj)Pak.bj 
. cbj kjb 
Vai_ 
Δ
β Ι
· ' 
(4.21) 
This is an n 5 term. 
The following auxiliary quantities can be evaluated by n 5 algorithms, 
Γ*:=Σ 
abt 
Sbc : = Σ 
^ - Σ 
(ai|òJb)(2(a*|bj) - (aj|6¿)) 
Δ
αΐ
· + A 6 j 
аог
 J 
(at|bfe)(2(o»|bj)-(aj|W)) 
(Δ
α ί
 + Δ6,)(Δα2 + Δ6*) 
(a t | c j ) (2(a i |b j )-(q j |b t ) ) 
Δ
αΐ
· + Abj 
(ai\cj){2(ai\bj) - (aj\bi)) 
{A
ai + Abj)(Aai + AC}) ' 
aij 
(4.22a) 
(4.22b) 
(4.22c) 
(4.22d) 
a i j 
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In terms of these the third contribution is, 
\j\QM(c\QUk) + U\QL.\c)(c\Ql
m
\k) 
cjfc 
*{ 
Δ 2 +CJ2 
AC JAc f c - u ; J j f c — r ^ 5 — : — ñ \- -I ; д «} 
-*Σ 
Ьск Ι 
(c\Ql
m
\k)(k\QUb) + (c\QÍ,\k)(k\Q'm\b) 
(4.23) 
t AbfcAcfc - υ
2 
+ 5 L A òfc 
The last contribution is written in terms of the following vectors in-
dexed by (а, г) < (b,j). As a matter of fact these vectors are wave func­
tions that are first-order, both in the correlation and in the external field. 
See Fig. 1 for their diagrammatic representation. Their evaluation is an 
,5 
η process. 
-Σ 
tu~< 
к 
Σ 
с 
• (k\Q'Jj) (ai\bk) 
А
а г
 + Abk 
(k\Ql
m
\i) (ak\bj) 
A
a J b + AÒJ 
• (k\Qlm\i) (аг\акУ 
A
a t + Aa¿ 
(b\Qlm\c) (ai\cj) 
Δ
β
, + ACJ 
| (a\Qlm\c) (bj\ci) 
Abj + А
с г 
(a\QlJc) (ai\ci) 
А
а г
 + А
с г 
if (а, г) φ (b,j), 
otherwise. 
(4.24) 
'ή (а, г) φ (b,j), 
otherwise. 
(4.25) 
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g + 
u + iv 
χ + iy + 
Figure 4.1 Goldstone diagrams represent ing t h e first-order correlated, first-
order externally perturbed wavefunctions of Eqs . (4.24)-(4.29). T h e interaction 
with the external field is represented by a crossed circle. T h e denominators to 
the left of this one-particle vertex are ω-dependent . 
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-Σ 
^Ьк 
AL + ^ 2 
(b\Ql
m
\k) (ai\kj) 
(a\QlJk) (bj\b) 
к 
-Σ 
afe 
Agfc 
AL + ^ 2 
( a | Q ^ ) (аг |Ь) 
ω 
к
 L Δ
 г
. + ^ 'òfc 
vm := < 
ω 
(b\Ql
m
\k) (ai\kj) 
•(a\Ql
m
\k)(bj\b) 
Σ 
AL + ^ 
(a\Ql
m
\k) (ai\ki) 
X
m
 :
= < 
A 
Δ 2 +ω2 
if (а,г) ^ (ò,j) , 
otherwise. 
(4.26) 
if (a, г) φ (b,j), 
otherwise. 
(4.27) 
if (а,г) φ (b,j), 
otherwise. 
(4.28) 
if (а, г) φ (b,j), 
„ і ^ і
Ч
, „ і . , ,~.,,^
w
 otherwise. 
Δ - 4- ω 2 
(4.29) 
In order to present concisely the contribution from these vectors, we 
define the following weighted contractions 
Ут
 :
= S 
^ Σ 
с 
Σ 
с 
^ Σ 
( C I Q ^ I J ) (аг|И 
(c\Ql
m
\i) (bj\ac) 
Δ 2 +
ω
2 
v i ' 
Δ 2 +
ω
2 
α» 
(cIQÍnIO М а с ) 
<c|Q<Jj) (аг|Ьс) 
• <
С
| б & | « > № < 0 
(c\QÌn\l) (аг\ас) 
*-
s:
= Σ 
А
а г
 + A6j 
( a , » ) > ( 6 , j ) ( Δ α ΐ + Δ ^ )
2
 +
 ω
2 ta^bjSat,bj, (4.30a) 
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tos:= Σ - ω 
( a , i ) > ( 6 j ) 
(Δ
αΐ
 + Δ 0 ; ) 2 + ω 2 ^at,6j*a2,bj ι 
t-s:= £ Δ α ΐ + Afej 
( a , « ) > ( b , j ) 
( Δ
α ! + Δ 0,)2 + α>· 
7*ai\b}Saj\bf> 
t o s : = 
( a , i ) > ( b , j ) 
(4.30b) 
(4.30c) 
(4.30d) 
so that the final contribution to the symmetrized polarizability can be 
written as 
A, = 4 
+4 
+4 
+4 
- 4 
+4 
+4 
+4 
+4 
2(C + g™<) · (4 + gì») - (4' + gl·) · (4 + iL) 
2(um, + xm,) · (4 + giJ - Л + xm.) · (4 + g|„) 
2(u
m
 + x'
m
) · (4- + gm') - («L + О · (4' + gm') 
2(u'
m
, + x
m
, ) · (u'TO + x m ) - ( u m , + x m , ) · ( u m + x m ) 
2(v
m
, + y
m
.) · (Vl
m
 + yL) - ÌylL + Ут») · (vin + Yin) 
2(v
ra
, + yL,) о (f
ro
 + g
m
) - (v
m
, + y
m
,) о ( 4 + g | j 
2(vi„ + y
m
) о (4 , + g
m
,) - (v
m
 + y
m
) о ( 4 , + g
m
,) 
2(u
m
, + x'
m
,) о (v
m
 + y
m
) - (u
m
, + x
m
.) о (v
m
 + y
m
) 
2(u'
m
 + х
та
) о (v
m
, + y
m
, ) - (u
ra
 + x{j о (vTO, + ym,) 
(4.31) 
The evaluation of these contractions is an n 4 algorithm. 
It may be observed that in the equations for A\ to A4 the summations 
are unrestricted, i.e., the fact is not taken into account that the spin-
orbitals occur only once in every bra and ket when the resolvent ϋ(ω) is 
expressed in a basis of Slater determinants. We seem to include contribu­
tions from EPV diagrams. However, at this point there is a undetermi-
nacy in the theory. In a consistent MBPT formalism all EPV diagrams 
cancel mutually, whereas in the diagrammatic analysis of the TDCHF 
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TDCHF type 'True' correlation type 
Hugenholtz diagrams 
Goldetone diagrama 
ι (+) * ι ι ι (-) 
F i g u r e 4.2 An example of ' true' and 'apparent' correlation diagrams that be­
come undistinguishable when they are EPV, i.e., if ƒ = A'. In that case the 
two diagrams cancel mutually. 
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method 2 4 some EPV diagrams do appear. So it is debatable whether 
we must include the EPV terms that arise from bubble diagrams. This 
point is exemplified in Fig. 2, where we find some 'apparent' correlation 
diagrams side by side with closely related 'true' correlation diagrams 1 7. 
Also the overall sign ( — ) l + h of the Goldstone diagrams is shown (the 
number of hole lines h = 3 is odd in the cases of Fig. 2, the number of 
closed loops / varies). If we take К — I in both sets of diagrams, we see 
that they cancel each other. This exhibits two points: (i) EPV 'true' and 
'apparent' correlation diagrams are undistinguishable, and (ii) if we take 
the above formulas as they stand, the second-order EPV TDCHF terms 
will be cancelled. In the next section we will give a derivation that also 
yields this cancellation, but since the theory is undetermined, we will 
study this point from the numerical point of view. We therefore present 
the formulas for the second-order EPV bubble diagrams. 
With the auxiliary quantity 
Gael '•— /
 J 
{2(ai\jb)-(ab\ji))(ci\bj)
 | {(ab\ji) - (ai\jb))(bi\cj) 
Abj + Aci Abj + Aci 
(4.32) 
the first bubble EPV contribution can be written as 
В = ^G
aci[{i\Ql\a){i\QUc) + {i\QUa){i\Qlm\c)) 
л л 2 ( 4 · 3 3 ) 
Δ
α ΐ
·Δ„ + ω2 
гас 
(Αΐ
ί + ωη(Αΐ + ωη-
Define 
G'aik •= 5 Z 
bj 
(2(ak\jb)- (ab\kj))(ai\bj) ((ab\kj) - (ak\jb))(aj\bi) 
Δ 6 ί + Aai Abj + Ааг 
then the second bubble EPV contribution is, 
B 2 = 453G; | . f c (<i |g l m | o>(fc tó , | a> + (i|QÍ,,|a>(A!|Q<m|a>) 
AaiAafc + ω2 
X
 (Α2
αι
 + ω2)(Α2
α
, + ω2Υ 
(4.34) 
ifco 
(4.35) 
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The restriction in the sum (4.35) is due to the fact that some EPV terms 
would be accounted for twice if both sums (4.34) and (35) would run 
freely. This can happen for the terms with a = с and i = к. Since these 
terms are already taken into account in sum (4.34), they are explicitly 
excluded in sum (4.35). Defining 
(ai\bj) 
HÍai\bj · — Δ
α ΐ
 + Abj 
(4.36) 
and 
F
rka •= Е [ № И 0 - (bk\aJ))Q
ai;bj + {(bk\aj) - (bj\ak))QarM 
jb 
F?2 =^Г 1 
ika ' / j )b (Abj + Aak) 
[{2{bj\ak) - (bk\aj))Q
at.bj + {(bk\aj) - (bj\ak))Qaj.bl 
we may write the third bubble EPV contribution as 
B^ = 2Y^\{i\Ql
m
\a){a\Ql,\k) + {i\Ql,\a){a\QlJk) 
(4.37) 
\ka 
r 1 / A
a t A „ f c - c ^ 
Define finally 
Kt •= E[(2(CÎ'I^') - (CJ\bi))Q^bj + {(bi\cj) - (ci\bj))QaJ.bl 
1 
(4.38) 
jb 
Fh? γ 
-
1
 гас / , 
jb (Abj + Асг) 
[{2(ci\bj) - (cj\bi))Q
at.bj + {(bi\cj) - (ci\bj))QayM 
then the last bubble EPV becomes 
B,=2Y\{c\QlJi){i\QU^) + {c\QUi){i\QlJa) 
гас 
А
аг
А
сі
-ш
2
 hi h2 
x
 гас ' " m
1
 гас (Αΐ + ωη\ Al+ω* 
(4.39) 
(4.40) 
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Again we need to be careful not to take into account some of the EPV 
terms twice. Hence there is a correction in Eq. (4.38), where we restrict 
the sum by imposing г φ к. 
To end this section we point out that in the earlier results of Rijks et 
al.22,23 the terms B\,..., B± have been included. 
4.3. Static double perturbation theory 
In order to put our method in a different perspective and to relate it 
to existing procedures for calculating static polarizabilities, we sketch an 
alternative derivation for the special case ω = 0. The time-independent 
analysis of this section will be based on uncoupled HF orbitale, but could 
equally well be given in terms of coupled HF orbitals. The use of coupled 
HF orbitals is tantamount to 'dressing' the one-electron interaction with 
an infinite series of RPA-type correlation diagrams 1 7 . Since the dressed 
one-electron interaction is linear in the field the discussion of this section 
holds equally well for coupled HF orbitals. However, we have chosen to 
use the 'bare' interaction in the discussion because our computational 
method is based on it. It is possible to extend the formalism of Sec. 2 to 
coupled HF orbitals but this would increase the cost of the calculations 
considerably, since the one-electron interactions are then ω dependent. 
We first observe that for ω = 0 our perturbation theory becomes ordinary 
Rayleigh-Schrödinger perturbation theory (RSPT), so that we may use 
the usual RSPT expressions. Quite generally we may define a first order 
static multipole moment as the first derivative of the exact energy of the 
system (in the field FlmQlm) at Flm = 0, 
~dE(Flmy ML = dFL (4.41) 
If we separate the energy into a Hartree-Fock energy plus a correlation 
contribution, M.lm is split likewise in a Hartree-Fock and a correlation 
part. We will consider finite-field SCF and we recall that in the static 
case TDCHF is the same as finite-field SCF. 
In order to find the correlation contribution to the moments Ailm we 
start from the approximate M0ller-Plesset second order (MP2) correla-
tion energy 
EMP2 = (4>w\VR{0)V\(j>W), (4.42) 
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where ф^ is of zeroth order in V/v ала in principle of infinite order 
in WN- Consider arbitrary spin-orbitals Ρ and Q with corresponding 
orbital energies, both perturbed up to first-order in W^ 
l
ep^eP + F
l
m
(P\Ql
m
\P) 
1 | P ) = | P ) + ^ E | Q ) i Œ ) . (4-43) 
The quantities not preceded by a superscript are of zeroth-order in W^. 
The MP2 energy in terms of these uncoupled Hartree-Fock quantities is 
¿ W A ) - т ^ і Д д , + і Д
Я І
 '
 ( 4
·
4 4 ) 
I,J,A,B ^ A I + A B J 
where 
(PQWRS) = <JP(l)Q(2)|rr21 |Ä(l)5(2)> - ( P ( l ) Q ( 2 ) | r - 4 5 ( l ) í ( 2 ) ) 
(4.45) 
and 
1AAI = 1eI-1eA. (4.46) 
With orbitals perturbed to first order the numerator of the MP2 energy 
is of eighth order in the field, but is, of course, incomplete as higher than 
first-order contributions from the orbitals are lacking. Under differentia-
tion of EMP2 with respect to the field at F^ = 0, only the terms survive 
that are first-order in the field. The expansion of the denominator to 
first order is 
1 1 
1AAI + 1ABJ AAI + ABj 
, AA\Qlm\A) + (B\Qlm\B) 
+ F
^ ( Δ
Λ / + Δ Β , ) 2 ( 4 · 4 7 ) 
(I\Ql
m
\I) + (J\Ql
m
\J) 
(AAI + ABJy -J 
If we substitute (4.43) into (4.44) two kinds of first-order terms are ob­
tained: the first kind arises from the first-order terms in the numerator 
and the zeroth-order terms in the denominator of Eq. (4.44). The second 
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kind consists of the zeroth-order numerator terms multiplied by the first-
order terms of Eq. (4.47). All the terms of the second kind will cancel 
against some terms of the first kind. In order to clarify this, we consider 
temporarily only terms due to the substitution of 1\I). If the sum in 
this orbital is split into one over occupied and virtual orbitals, we get as 
terms of the first kind 
і ы V іШт\К){М\\АВ)(АВ\\и) 
4
 m
,Ìb,aL AKI(AAI + ABJ) 
(IJ\\AB)(AB\\KJ)(K\Qlm\I)^ 
Δ Λ ' / ( Δ
Λ / + ABJ) / 4 4 g ) 
l w v - r(I\Ql
m
\C)(CJ\\AB)(AB\\IJ) 
4 m
uXs,c ACI(AAI + ABJ) 
(IJ\\AB)(AB\\CJ)(C\Ql
m
\I)] 
ACi{AAI + ABJ) J ' 
We rewrite the first term of Eq. (4.48) 
+ \Fl
m
 Σ (I\Ql
m
\K)(KJUB)(AB\\IJ)x 
1 / 1 1 ^ 
4 
I,J,K,A,B 
AK¡\AAI + ABj AAK + ABj 
= -\Flm Σ {I\Qlm\K){KJ\\AB){AB\\IJ)x 4 
I, J, Κ, A, В 
(Α
Α
ι + ABj)(AAK + ABj) 
=
 _ 1 ,
 v
 (I\QlJK)(KJ\\AB)(AB\\IJ) 
4 т
і^л,в (AAI + ABJ)(AAK + ABJ) 
(4.49) 
+ \*Σ 
(I\QlJI)(IJ\\AB)(AB\\IJ) 
- I.J,A,B (¿Ai + ABJy 
The very last term of Eq. (4.49) cancels against the term containing 
(I\Qlm\I) that occurs among the terms of the second kind. In the same 
way, the restrictions in the expansions of the orbitals 1\J), X\A) and 
1\B) lead to cancellations against terms of the second kind. 
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The expression for the MP2 contribution to the moment M.
m
 becomes 
then 
(AOMP2 = Q<2'0) = 4 Σ 
+ 
— 
+ 
1 
2 
1 
2 
1 
2 
Σ 
I,J,A,B,C 
Σ 
I,J,K,A,B 
Σ 
(KJ\\AB)(I\Q1JK)(AB\\IJ) 
(C\Ql
m
\I)(AB\\CJ)(IJ\\AB) 
ACi(AAI + ABJ) 
(A\QlJK)(KB\\IJ)(IJ\\AB) 
AAK(AAI + ABJ) 
(IJ\\CB)(C\Q1JA)(AB\\IJ) 
I,J,A,B,C (ΔΑΙ + ABJXACJ + ABJ) • 
(4.50) 
The diagrams corresponding to this expression are given in Fig. 3 and 
are the same as those given by Sadlej1 7. 
Although the MP2 energy is derived from a wavefunction that is first-
order in Vjv, differentiation gives all the second-order (in V)v) contri­
butions to the multipole moment. This also means that the following 
equality holds through V$, cf. Eqs. (4.13) and (4.41): 
(dEuJïiFL)) =(ф^+ф^+ф^\С1
т
\Фі0'0)+Фіи0)+Ф{2'0)) 
V Ötm J F ' =0 
1
 tr» 
(4.51) 
so, the Hellmann-Feynman theorem is satisfied up to and including sec-
ond order in the correlation. 
We will present values for the correlated multipole moments, which 
can be evaluated by n5 algorithms. We have used the following formulas, 
jab 
pp
 0 V - _ H N _ p 
ijb J 
Fph _ 0 y ^ jbk\ij) 0 v ^ ( b Q | c j ) p 
*ai - ~ 2 L · ~T F*3\bk + 2L· ~л Рь«:ч> 
, , <-*αι , *-*αι 
jkb jbc 
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(θ ι (Ü) 
(iv) В 
Figure 4.3 Brandow diagrams representing the second order correlation con­
tributions to the multipole moment. Also the mirror images of terms (ii) and 
(iii) must be included. The diagrams correspond to the four respective terms 
of Eq. (4.50). 
where Ρ
α
ιφ3 is defined by Eq. (4.17). The multipole moment in terms of 
these quantities is 
(Ml
m
)MP2 = £fU(i|QÎJ*) + EFcPa(c|Ç>!» 
гк ca 
+ 24£^{a\QlJi). (4.53) 
Returning now to polarizabilities, we start from the expression for 
(Mlm)u?2 given in Eq. (4.50), substitute the uncoupled HF orbitals of 
Eq. (4.43) and differentiate the moment to the external field. This yields 
the correlation correction to be added to the finite-field SCF value of the 
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static polarizability, 
'д{МШІ.)и?2 
ι,I' 
al _ dFL 
(4.54) 
FL=0 
We worked out all the non-vanishing terms of Eq. (4.54), wrote them 
down diagrammatically and found that they are exactly the static forms 
of the 48 Hugenholtz diagrams which arose from Eq. (4.16). In order 
to test our program we used Eq. (4.54) by differentiating numerically 
Eq. (4.50). 
Note finally that the Pauli principle does not play a role in the deriva­
tions of this section. The MP2 energy, written in terms of antisymmetric 
integrals, satisfies the exclusion principle and also the orbital expansions 
do not violate this principle. So, the derivation of this section suggest 
that we correct the finite-field SCF values by Αι,..., Aj of Eqs. (4.19), 
(4.21), (4.23), and (4.31), respectively, and do not add the EPV bubble 
diagrams B
x
 to B4 [Eqs. (4.33), (4.35), (4.38), and (4.40)]. Below we 
will present numbers illustrating the importance of these terms. These 
numbers are obtained by the use of 'bare' interactions. Use of 'dressed' 
interactions will change the magnitudes of the different terms, but does 
not resolve the choice between methods with or without inclusion of 
4.4. Computat ional details 
In this section we present the details of the calculations on Ar, NH3 
and H2O. With the methods described above, the multipole moments 
and polarizabilities of ammonia and water are computed through second-
order in the correlation. Using the moments and polarizabilities, we 
calculate the induction and dispersion coefficients by means of equations 
presented earlier 2 3 ' 2 5 . The Casimir-Polder integral, appearing in these 
equations, is computed by a 10-point Gauss-Chebyshev quadrature, so 
that every polarizability must be computed for 10 different ω-values. We 
routinely compute also the static polarizabilities. 
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4.4.1. Basis se t s a n d geometr ies 
For the integral evaluation, SCF, and 4-index transformation the At-
mol 2 6 suite of programs was used. All calculations are based on spherical 
gauss type orbitals (GTO's). 
The Ar basis set was used earlier in a TDCHF study of the poten­
tial energy surface of the Аг-НгО complex2 7. It is a primitive basis of 
(13s Юр 5d 3/ 3g) contracted to [9s 7p bd 3/ 3g] yielding a basis of 
dimension 103. 
For the H2O calculations we used 157 basis functions2 8: a primitive 
(14s 9p Ad 3/ lg) basis contracted to [10s 7p Ы 3/ lg] on oxygen and a 
(9s 3p 3d If/7s 3p 3d If) basis on hydrogen. The oxygen (13s, 8p) basis 
set of Van Duijneveldt2 9 was extended with a diffuse s- (a
s
 = 0.07419) 
and p-orbital (ap = 0.0492); all GTO exponents are in b o h r - 2 . The six 
most compact s-orbitals were contracted in a [4,2] contraction and the 
four most compact p-orbitals in a [2,2] contraction. The four d-functions 
have exponents 4.0, 1.21887, 0.36102, 0.10, the three f-functions have 
1.0, 0.3, 0.1, and ag = 0.16. The hydrogen basis set is derived from an 8s 
set 2 9, with the four most compact orbitals contracted in a [2,2] contrac­
tion. A diffuse s-orbital with exponent 0.0292 was added. The ρ orbitals 
have exponents 1.5, 0.4, 0.1, and the d exponents are 1.2, 0.3, 0.075. 
The f-orbital has exponent 0.1. 
The OH distance is 1.8088 ao and the HOH angle is 104.52°, as in an 
earlier study on the Аг-НгО complex.2 7 The origin was kept on the center 
of mass with the oxygen atom on the positive z-axis and the protons in 
the xz-plane, in accordance with the geometry used in Ref. 27. 
For NH3 the bases N(12s 8p 3d If) contracted to [10s 7p 3d If] and 
H(7s 2p Id) contracted to [6s 2p Id]. The resulting 104-dimensional am­
monia basis is a more loosely contracted version3 0 of basis A of Diercksen 
and Sadlej3 1 with a/ = 0.25. This basis set supports an accurate cal­
culation of CQ and to some extent of Cs, but not of the higher van der 
Waals coefficients, since g-orbitals on N and f-orbitals on Η are lacking. 
The center of mass was kept at the origin with the N atom lying on 
the positive z-axis and one of the protons in the iz-plane. The NH 
bond makes an angle 112.5" with the three-fold symmetry axis, which 
corresponds to an HNH angle of 106.27°. The experimental 3 2 angle is 
106.67°. The NH bond distance is 1.9132 a<,. 
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4.4.2. Computational requirements 
All calculations were performed on an IBM RS/6000 Model 320 work­
station with 32MB main memory. The CPU times quoted below refer to 
this machine. The timings will show that the evaluation of the correla­
tion contribution to the polarizability using the MBPT method can be 
done with large basis sets on this modest computer. 
We have put no restrictions on the correlating orbitals; all orbitals, 
including those in the core, are included. Point group symmetry is used: 
only symmetry unique components of the polarizabilities are computed. 
The correlation contribution to the permanent moments of water are 
evaluated in about three minutes of CPU time with the help of Eqs. (4.51) 
and (4.52). 
The major part of the CPU time necessary to evaluate the correlation 
contribution to the polarizability is spent on the contributions A\ and 
A\. This is because A\ is evaluated by an n 6 process, and indeed about 
90% of the time spent on A\ is in the evaluation of the matrix elements 
of F in Eq. (4.18). The contributions to A4 are obtained by contracting 
the wavefunctions of Eqs. (4.20)-(4.29), see Eq. (4.31). Although the 
evaluation of these wavefunctions is an n 5 process, the wavefunctions 
depend on the (/, m) quantum numbers of the multipoles and also on the 
frequency ω, so that a large number of them have to be calculated. 
For argon the total computer resources needed are about 40 CPU 
minutes and 15MB of memory space. The water calculation required 
9 CPU hours and 10MB of memory space. The argon atom, with its 
18 electrons, requires more memory than water with its 10 electrons, as 
the required array size scales with the number of occupied and virtual 
orbitals squared. 
4.5. Results and discussion 
In Sec. 2 we defined the following contributions to the polarizability: 
Ai, i = l . . . , 4 , [Eqs. (4.19), (4.21), (4.23), and (4.31)] and Д , i = 
1,...,4 [Eqs. (4.33), (4.35), (4.38), and (4.40)]. In the present section 
method A will refer to $ Z i = 1 Ai and hence this method does not include 
corrections for the bubble EPV diagrams Bi. Method A + В refers to 
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Table 4 . 1 . Argon properties. All values in a.u. See the main text for the 
definition of the correlation methods A and A + B. 
Energies 
SCF 
-526.807189 
Static polarizabilities 
T D C H F 
a\l 10.736 
all 50.973 
аЦ 548.88 
MP2 
-0.414391 
MBPT 
A 
11.120 
53.160 
568.53 
Argon-Argon dispersion coefficients 
C 6 61.947 
C 8 1564.5 
C 1 048506. 
65.334 
1666.0 
51697. 
A+B 
11.369 
53.366 
570.49 
68.456 
1711.7 
52699. 
Literature 
-526.8175° - 0.7066 
Literature 
11.17°, 11.08d 
64.30e, 64.20 s 
a. Ref. 33, numerical SCF. 
b. Ref. 34, estimate of the MP2 limit in the correlation energy, 
с Ref. 35, CCSD(T) value corrected for core correlation. 
d. Ref. 36, value from dipole oscillator strength distribution. 
e. Ref. 47, value from dipole oscillator strength distribution. 
f. Ref. 48, value from dipole oscillator strength distribution. 
The energies and first and second order properties for the three sys­
tems argon, water, and ammonia are given and compared to literature 
values in Tables 4.1 to 4.3. 
4.5.1. Argon 
Argon results are presented in Table 4.1. Our SCF energy is с 0.01 a.u. 
higher than the Hartree-Fock limit calculated by Froese-Fischer33. We 
recover about 60% of the limit of the MP2 energy estimated by Termath, 
Klopper and Kutzelnigg3 4. Note here that our basis is primarily meant to 
describe the polarization of argon; a much larger basis would be needed 
to describe reliably the ground state correlation energy as well. 
Although the differences are not large between method A and method 
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5 , the static dipole-dipole polarizability obtained by method A agrees 
best with accurate literature values. The computed dipole polarizability 
is close to the CCSD(T) value of Rice et. al.35 (which includes an esti­
mated correction for the core correlation effect) and to the half-empirical 
value of Kumar and Meath 3 6 . 
4.5.2. H 2 0 
The results for the H2O molecule are presented in Table 4.2. A list 
of multipole moments and polarizabilities together with references to 
experimental data can be found in Bulski et. α/.27 and Maroulis3 7. Our 
SCF and MP2 energies are of a good quality: the SCF energy is close to 
the SCF limit estimate (see, e.g., Ref. 38 ) and the MP2 energy is about 
90% of the estimated MP2 energy limit 3 8. 
The dipole moment 0.7277 a.u. is in good agreement with the vahie 
0.725 ± 0.005 estimated by Maroulis3 7 and in very good agreement with 
the experimental value of 0.7268 a.u. due to Clough et. αΡ°. The 
quadrupole moment QQ is close to the old value measured by Verhoeven 
and Dymanus 4 1 . The correlation correction to QQ is surprisingly small. 
The computed Q\ value falls outside the experimental error bars 4 1 , so 
that the reliability of this number is open to discussion. Note in this 
respect that the SCF value is closer to experiment than the MP2 value. 
An extensive review of the literature values of the static dipole polar­
izabilities is given by Maroulis3 7. We list here only part of these values. 
Our TDCHF results are close to the finite field SCF values that Maroulis 
obtained with his largest basis set Wb. The SDQ-MP4 value obtained 
by Maroulis for aj
x
 _
λ
 is not particularly close to either of our numbers, 
with both our methods yielding a value that seems to be on the low side. 
This has the consequence that our isotropic values are also somewhat too 
low. Since method A + В generally seems to overshoot, its average value 
falls now within the conservatively estimated error bars for the averaged 
dipole polarizability3 7, whereas method A gives the corresponding num­
ber just outside these error bars. Maroulis' SDQ-MP4 anisotropy seems 
to be better reproduced by the values of method A, although all the 
values are too low. In any case, addition of second order correlation to 
T D C H F gives a large improvement for the static polarizabilities with the 
remaining errors being at most 3%. 
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Table 4.2. Properties (in a.u.) of H 2 0 . See Eq. (50) for definition of the MP2 
moments and main text for the definition of correlation methods A and A + В 
for the computed polarizabilities. 
Energies 
Multipol 
L 
1 
2 
3 
2 
3 
SCF 
-76.066810 
,e moments 
M 
0 
0 
0 
2 
2 
SCF 
-0.7792 
-0.1038 
1.9379 
2.1333 
-3.5833 
Static polarizabilities 
*oo 
*l\ 
a
1
-
1
.-
a 
"2Î 
< 
«ïi 
«
2
-Ί-
η
2 2 
" 2 2 
л
2 2 
" 2 0 
η
2 2 
" 1 1 
η
2 2 
" 0 0 
ai2,. 
η
2 2 
" - 2 -
1 
•1 
1 
•2 
T D C H F 
8.510 
9.174 
7.891 
8.525 
-1.959 
-2.717 
-7.143 
-1.822 
40.732 
1.228 
46.425 
37.149 
38.043 
37.604 
MP2 
-0.320580 
MP2 
0.05146 
0.00005 
0.36365 
-0.23248 
-0.35704 
M B P T 
A 
9.470 
9.988 
8.910 
9.456 
-2.598 
-2.737 
-7.760 
-2.498 
45.407 
1.707 
51.254 
42.018 
43.356 
42.777 
Total 
-0.7277 
-0.1037 
2.3016 
1.9008 
-3.9403 
A+B 
9.624 
10.108 
8.961 
9.565 
-2.633 
-2.853 
-7.843 
-2.509 
45.947 
1.843 
51.375 
42.368 
43.398 
42.809 
Literature 
-76.0658 a ,-0.3605 6 
Literature 
0.7268 ± 0.0004e 
0 . 1 0 ± 0 . 0 2 d 
2.205 ± Q№d 
Literature 
9.64e, 9.75', 9.77» 
9.81 e, 10.00', 10.02» 
9.59e, 9.56', 9.64» 
9.68e, 9.77' 9.81» 
9 .64±0.14 A 
9.6420' 
-2.194' 
- 3 . 4 3 3 ' 
-7 .785 ' 
-2.062 ' 
a. Ref. 38: SCF value. 
b. Ref. 38: Explicitly correlated MP2 energy. 
c. Ref. 40: Experimental value. Conversion factor: 1 Debye = 
d. Ref. 41: Experimental value. 
e. Ref. 43: Calculated with СЕРА. 
f. Ref. 37: MP2 values. 
g. Ref. 49: MP2 values, 
h. Estimate of Ref. 37. 
i. Ref. 50: value from dipole oscillator strength distribution, 
j . Ref. 42: CI value 
0.394487 a.u. 
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The dipole-quadrupole polarizabilities for H2O are compared in Ta­
ble 4.2 to earlier values of John et. al.42, who used a smaller basis and 
the single-double CI method. We also present values for the quadrupole 
polarizabilities of Но О in this Table. 
4.5.3. N H 3 . 
We consider the SCF and MP2 energy in Table 4.3. Our SCF energy is in 
reasonable agreement with the best value of Klopper and Kutzelnigg3 8, 
and our MP2 approach recovers about 80% of the MP2 energy limit 3 8. 
In the calculations we have used a more loosely contracted and spher­
ical version of the basis set A of Diercksen and Sadlej3 1 (D&S). Also our 
ammonia geometry differs slightly from theirs (the HNH angles differ by 
0.40°). These facts explain that our SCF dipole is 0.0075 a.u. lower than 
the corresponding value of D&S. This also means that the origin of the 
difference between the respective MP2 values for the dipole lies primarily 
in the SCF number. A further small discrepancy is caused by the fact 
that we have used the second order formula (4.50), whereas D&S differ­
entiate twice the MP2 energy computed with finite field orbitals. Since 
D&S show that the MP2 method yields the main part of the correlation 
correction to the dipole moment, the present MP2 dipole can be expected 
to be an accurate number. 
Our SCF and MP2 quadrupole are respectively 0.033 a.u. and 0.090 
a.u. higher than the corresponding ones of D&S. The small disagreement 
between the MP2 corrections must be attributed either to the use of 
finite field orbitals by ΌL·S or to the greater flexibility in our basis. The 
analysis of D&S indicates that third and fourth order correlation raises 
the quadrupole by 0.040 a.u., so that our MP2 value differs somewhat 
fortuitously only by 0.0050 a.u. from the MP4 value of ΌL·S. As remarked 
by D&S, their basis set is not flexible enough to provide reliable estimates 
of the octupole and higher properties. Since we have used essentially the 
same basis, the same remark applies also to our results. 
We can also compare static polarizabilities with the work of D&S. 
Their and our SCF values of Q¿¿ differ by 0.05 a.u. and the SCF u p -
values agree within rounding errors. For аЦ D&S found at the MP2 
level a value of 15.73 a.u.; their full MP4 value is 15.66 a.u. We find 
14.67 a.u. in method A and 14.84 a.u in method A + B. So, our result 
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T a b l e 4 .3 . Properties (in a.u.) of N H 3 . See Eq. (4.50) for definition of the MP2 
moments and main text for the definition of correlation methods A and A + В for the 
calculated polarizabilities. 
Energies 
SCF 
-56.2198510 
Multipole moments 
L M SCF 
1 0 -0.64452 
2 0 -2.11891 
3 0 2.50499 
3 3 4.25962 
Static polarizabilities 
T D C H F 
all 13.277 
a\\ 12.769 
&f 12.938 
Δ α ' 0.508 
all 0.413 
a\\ -5.345 
all 75.629 
a\\ 70.967 
a\\ 79.916 
аЦ - 7.068 
MP2 
-0.2605413 
MP2 
0.03396 
-0.04088 
0.01763 
-0.08482 
MDPT 
A 
14.668 
13.591 
13.950 
1.077 
-0.492 
-5.705 
83.236 
76.207 
88.105 
- 7.118 
Literature 
-56.22285", 
Total 
-0.61056 
-2.15979 
2.52262 
4.17480 
A+B 
14.841 
13.784 
14.136 
1.057 
-0.441 
-5.783 
84.072 
76.493 
88.259 
- 5.783 
-0.32065 6 
Literature 
-0 .5995 c ,-0 .5898 i 
-0.5789 e 
-2.250 e ,-2.210' ' 
Literature 
15.66d 
13.73d 
14.37* 
1.93d 
77.01», 90.48'' 
71.52", 78.96'' 
80.84», 95.88¿ 
a. SCF result from Klopper et. al. Ref. 38. 
b. MP2-R12/A result from Klopper et. al. Ref. 38. 
c. МР2 result from Diercksen and Sadlej; Ref. 31. 
d. MP4 value from Diercksen and Sadlej; Ref. 31. 
e. Ref. 39, Experimental value. 
f. Definitions used are à = \(аЦ +2a\{) and Δ α = аЦ 
g. SCF value from Diercksen and Sadlej; Ref. 31. 
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disagrees with the ΌL·S value. Moreover, contrary to our experience so 
far, method A + B seems to perform better. The correlated values for a\\ 
show better agreement. Method A: 13.59, method A + B: 13.78, MP2: 
13.74, MP4: 13.73, all values in a.u. In order to see if we could explain 
the relatively large difference in the MP2 values of аЦ we computed the 
correlated dipole moment by means of finite field orbitals and differen­
tiated this moment with respect to the field. It can be shown that this 
procedure gives diagrammatically the 'dressing' of one of the external 
field vertices by an infinite series of bubbles. Our results from this calcu­
lation are аЦ = 14.82 and a\\ = 13.52 a.u., and we see that the operator 
dressing cannot explain the fairly large disagreement between the ΌL·S 
value of аЦ and ours. As pointed out in Sec. 3 the differentiation of the 
moment gives a few terms that the differentiation of the energy does not 
give. This fact or the differences in the basis must be responsible for the 
disagreement. 
In Table 4.3 we also present quadrupole-quadrupole polarizabilities 
and compare these with the corresponding numbers of D&S. In order 
to facilitate comparison with the D&S numbers, which are given in the 
Buckingham4 4 convention, we present the following formulas which are 
derived under the assumption of Сз symmetry. The negative m-values 
refer to sine type harmonics and the positive values to cosine types, 
2,2 _ 2,2 _ 4 Г -Л(С - - C ì 
" - 2 , - 2 — "2,2 ~ ^^xy\xy — *\^xx\xx Λ^ζζ-,ζζ) . . 
2,2 _ 2,2 _
 Α Γ 
&— Ι _ ι — ^1,1 — ^^xz\xz 
—rv
2
'
2
 — л ·
2
'
2
 — AC — —AC 
" — 2 , - 1 — "2 ,1 — ϊ υ ι ι ; υ — ^^yy\xz· 
Note that D&S present values for C
xy-tXy, which are redundant, but do 
not give C X I ; T 2 values, so that we can compare only three out of the four 
linear independent components. Again we find a larger disagreement 
with the work of D&S than might be expected from the close similarity 
of bases and methods. It is quite conceivable that we find here yet another 
illustration of the sensitivity of polarizabilities for АО basis sets. 
4.5.4. Van der Waals coefficients 
General expressions for the van der Waals coefficients are given by Van 
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Table 4.4. Correlation effects on the most important Van der Waals coefficients for 
the H2O-H2O complex. 
LA 
0 
2 
1 
3 
0 
2 
1 
3 
0 
1 
KA 
0 
2 
0 
2 
0 
2 
0 
2 
0 
0 
LB 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
KB 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
L 
0 
2 
1 
3 
0 
9 
1 
3 
0 
2 
η 
6 
6 
7 
7 
8 
8 
9 
9 
T D C H F 
39.437 
3.065 
79.552 
33.841 
947.39 
162.27 
2514.9 
2394.6 
10 26507. 
10-5162. 
A 
46.443 
3.003 
102.16 
36.55 
1141.7 
134.6 
3275.3 
2742. 
33441. 
-7236. 
A + B 
47.623 
3.207 
104.58 
38.11 
1161.6 
141.9 
3335.4 
2809.5 
33855. 
-7376. 
Lit.a 
48.794 
3.178 
170.01 
40.32 
1227.5 
170.5 
5357.2 
3062.4 
32357. 
-17818. 
a. Ref. 45, method AB in a 91-dimensional basis. 
der Avoird, Wormer, Mulder and Berns 2 5 and in Ref. 45. We will present 
induction and dispersion coefficients for the complexes Ar-Ar, H2O-H2O, 
and ΑΓ-ΝΗ3 that are computed as described in these references. The 
coefficients are for use in the following expression for the long range 
energy, 
10 , 
\K=S^ — V^
 CLAKALBKBL ST ( LA LB L 
Z ^
 Rn Z ^
 u
« Z ^ I M A MB M 
n=6 LA,KA МА,МвМ
 Ч 
LB.'<B^ 
x DLMAAKA"*Y
DMBBKB("BYCLM(n), 
(4.56) 
where the quantity between large brackets is a Wigner 3j-symbol, и>д and 
ω в are the Euler angles of monomers A and B, D^
 κ
(ω) is a Wigner D-
matrix in the convention of Ref. 46 and Ο^(Ω) is a spherical harmonic 
function normalized to 47r/2L + 1. The quantity Ω refers to the polar 
angles of the vector R that points from the mass center of A to the mass 
center of B. R is its length. Note that the angular function can be 
reduced considerably if one of the monomers, say A, is an atom. Since 
then LA — К A = 0, the 3j-symbol shrinks to a phase times \/y/2L + 1. 
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This factor may be incorporated into the definition of the Van der Waals 
coefficient, cf. Ref. 27. 
Both methods, A and B, overcorrect a little the TDCHF value for 
the C§ coefficient of Ar-Ar, which lies below the most reliable literature 
values 4 7 , 4 8 , see Table 4.1. Again method A is more accurate and over­
shoots by only 1.5%. Since the higher polarization function space is less 
saturated than the s- p- d-space, the errors in C& and Сю are probably 
larger, but nevertheless we believe our values obtained by method A to 
be the most accurate ones published to date. 
Wc expect our basis set for H2O to support rather reliable calcula­
tions of the van der Waals coefficients for the water dimer up to and 
including Сю- This is confirmed by the isotropic Ce obtained by method 
A, which is only 2.3% higher than the accurate value 45.37 a.u. of Zeiss 
and Meath 5 0 , They obtained this number from an empirical dipole os­
cillator strength distribution. In Table 4.4 we illustrate the importance 
of correlation and basis set for dispersion coefficients. A true correlation 
effect of as much as 20 % is found in the first C7. Note also that this 
coefficient is extremely basis dependent: by going from a 91-dimensional 
water basis to the present 157-dimensional one, it drops from 170.01 to 
104.58 a.u. (in method A + B)\ We wish to reiterate that this is not an 
artifact of the multipole expansion, supermolecule calculations will show 
the same sensitivity in the long range. 
In order to keep the number of H0O-H2O coefficients within reason­
able limits, Tables 4.5 and 4.6 are reduced by deleting all coefficients that 
are smaller than the largest value of the same η by a certain percentage 
and furthermore by using the symmetry relationship 
QLAKALBI<BL __ [\nQLBKBLAI<AL _ I \ L Q L B K BLAKAL ГЛ ry\ 
An additional requirement, following from the symmetry of the wa­
ter molecule, is that К A and KB must be even in order to obtain a 
non-vanishing coefficient. Since the leading dispersion coefficients are an 
order of magnitude larger than the corresponding induction coefficients, 
Table 4.6 contains only induction coefficients through η = 8. Note, 
however, that the anisotropic induction coefficients are not smaller than 
their dispersion counterparts. Finally, we decided, because of space lim­
itations, to present in Table 4.5 only dispersion coefficients obtained by 
method A. We believe this to be a theoretically sounder method and 
also it seems to give somewhat better results than method A + B. 
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Table 4.5. Selected dispersion coefficients (a.u.) of H2O-H2O computed by 
method A. A coefficient C^AKALB!<BL X% smaller in absolute value than the 
largest with the same η is discarded, where χ = 1 for Ce and Ci\ χ = 5 for Cg 
and Cg; and χ — 10 for Сю. 
LA KA LB KA L η LA KA LB KA L η 
0 
2 
2 
2 
2 
2 
1 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
0 
1 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
4 
4 
4 
1 
2 
2 
0 
-2 
2 
-2 
2 
2 
0 
-2 
2 
-2 
0 
2 
-2 
-2 
0 
0 
2 
2 
0 
0 
-2 
0 
2 
-2 
2 
-2 
0 
0 
2 
2 
2 
-2 
0 
2 
0 
-2 
2 
0 
0 
0 
2 
2 
2 
0 
1 
1 
0 
0 
0 
2 
2 
2 
2 
2 
2 
0 
1 
0 
0 
0 
1 
1 
3 
3 
3 
3 
3 
3 
0 
0 
0 
0 
1 
1 
0 
0 
0 
-2 
-2 
2 
0 
0 
0 
0 
0 
0 
-2 
2 
-2 
2 
-2 
2 
0 
0 
0 
0 
0 
0 
0 
-2 
-2 
0 
-2 
0 
2 
0 
0 
0 
0 
0 
0 
0 
2 
2 
4 
4 
4 
1 
3 
3 
3 
3 
3 
5 
5 
5 
5 
5 
5 
0 
2 
2 
2 
2 
4 
4 
6 
6 
6 
6 
6 
6 
4 
4 
4 
1 
3 
3 
6 
6 
6 
6 
6 
6 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
8 
8 
8 
8 
δ 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
9 
9 
9 
46.443 
3.003 
3.003 
0.52 
0.52 
0.52 
102.16 
-4.70 
-4.70 
36.55 
-28.39 
36.55 
6.96 
6.96 
-5.40 
-5.40 
6.96 
6.96 
1141.7 
-186.8 
134.6 
71.5 
134.6 
-68.8 
-68.8 
-116.3 
90.3 
-70.2 
-116.3 
90.3 
-116.3 
98.7 
-111.5 
98.7 
3275.3 
-240.8 
-240.8 
3 
3 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
0 
1 
3 
3 
3 
3 
3 
3 
4 
4 
4 
-2 
0 
2 
-2 
-2 
2 
2 
-2 
0 
2 
-4 
-4 
-2 
-2 
-2 
0 
0 
0 
2 
2 
2 
4 
4 
-4 
4 
0 
0 
-2 
0 
2 
-2 
2 
2 
-2 
0 
2 
0 
0 
0 
2 
2 
2 
2 
1 
1 
1 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
0 
0 
0 
1 
1 
1 
1 
3 
3 
3 
0 
0 
0 
0 
0 
0 
-2 
2 
-2 
2 
0 
0 
0 
-2 
2 
-2 
0 
2 
—2 
0 
2 
-2 
0 
2 
-2 
2 
0 
0 
0 
0 
0 
0 
0 
-2 
-2 
2 
0 
0 
0 
3 
3 
3 
5 
5 
5 
5 
5 
5 
5 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
5 
5 
0 
2 
4 
4 
4 
6 
6 
6 
4 
4 
4 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
9 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
2742.0 
-1976.4 
2742.0 
188.9 
188.8 
188.8 
188.9 
-216.2 
244.3 
-216.2 
-184.0 
-184.0 
-403.0 
313.2 
-403.0 
454.7 
-353.4 
454.7 
-403.0 
313.2 
-403.0 
-184.0 
-184.0 
299.7 
299.7 
33441. 
-7236. 
-5980. 
4308. 
-5980. 
-4308. 
-4301. 
-4308. 
6413. 
-7048. 
6413. 
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Table 4.6. Selected induction coefficients (in a.u.) of the H2O-H2O dimer 
computed with MP2 multipole moments and static polarizabilities from 
method A. A coefficient С ^ л ^ А І в к в і x% smaller in absolute value than 
the largest with the same η is discarded, where χ = 1 for Ce and Ci and 
χ = 5 for Cg. 
LA 
0 
2 
2 
2 
1 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
0 
2 
2 
2 
2 
3 
3 
KA 
0 
0 
0 
0 
0 
0 
0 
- 2 
0 
2 
- 2 
- 2 
0 
0 
2 
2 
0 
- 2 
0 
2 
0 
- 2 
2 
L B 
0 
0 
2 
2 
0 
1 
1 
0 
0 
0 
2 
2 
2 
2 
2 
2 
0 
0 
0 
0 
2 
1 
1 
KA 
0 
0 
- 2 
_ 2 
0 
0 
0 
0 
0 
0 
- 2 
2 
- 2 
2 
- 2 
2 
0 
0 
0 
0 
0 
0 
0 
L 
0 
2 
2 
4 
1 
1 
3 
3 
3 
3 
5 
5 
5 
5 
5 
5 
0 
2 
2 
2 
4 
2 
2 
η 
6 
6 
6 
6 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
7 
8 
8 
8 
8 
8 
8 
8 
5.0076 
11.1974 
0.1393 
1.5044 
-4.451 
3.997 
-19.938 
43.774 
-4.532 
43.774 
6.610 
6.610 
-0.684 
-0.684 
6.61 
6.61 
110.93 
174.45 
-206.22 
174.45 
12.86 
17.65 
17.65 
LA 
3 
3 
3 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
* л 
- 2 
2 
- 2 
0 
0 
2 
2 
2 
- 4 
- 2 
0 
2 
4 
- 4 
- 4 
- 2 
- 2 
0 
0 
2 
2 
4 
4 
LB 
1 
1 
3 
3 
3 
3 
3 
3 
0 
0 
0 
0 
0 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
А'л 
0 
0 
- 2 
- 2 
0 
- 2 
0 
2 
0 
0 
0 
0 
0 
- 2 
2 
- 2 
2 
- 2 
2 
- 2 
2 
- 2 
2 
L 
4 
4 
6 
6 
6 
6 
6 
6 
4 
4 
4 
4 
4 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
η 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
-91.12 
-91.12 
-157.49 
16.31 
-12.86 
-157.49 
124.20 
-157.49 
91.88 
135.76 
-113.40 
135.76 
91.88 
17.33 
17.33 
21.31 
21.31 
-17.29 
-17.29 
21.31 
21.31 
17.33 
17.33 
For the ΑΓ-ΝΗ3 complex we present the van der Waals coefficients up 
to and including Cs in Table 4.7, the ammonia basis being inadequate 
for the computation of higher dispersion coefficients. Even for the po-
larizability a^
m
,, which contributes to the Ce coefficients, g-orbital(s) 
are required. However, its components are relatively small and do not 
affect the accuracy of the C$ coefficients too much. In Table 4.8 the 
corresponding induction coefficients are listed. 
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Table 4.7. Van der Waals coefficients (a.u.) 
for the complex Ar-NHe with Ar as monomer 
A. 
LB 
0 
2 
1 
3 
3 
3 
0 
2 
4 
4 
4 
KB 
0 
0 
0 
- 3 
0 
3 
0 
0 
- 3 
0 
3 
η T D C H F 
6 69.170 
6 -1.864 
7 -88.926 
7 76.215 
7 62.579 
7 -76.215 
8 1917.5 
8 153.9 
8-289.4 
8 -61.3 
8 289.4 
A 
75.216 
-0.359 
-105.70 
78.78 
59.95 
-78.78 
2115.0 
342.8 
-303.0 
-79.3 
303.0 
A+B 
78.143 
-0.484 
-108.98 
82.68 
63.35 
-82.68 
2165.3 
348.5 
-318.4 
-77.5 
318.4 
4.6. Summary and conclusions 
We have presented a method for correcting TDCHF frequency-dependent 
polarizabilities and van der Waals coefficients by 'true' second-order cor­
relation. The approach is based on a double perturbation theory with 
one perturbation being the monochromatic external electric field and the 
other the M0ller-Plesset correlation potential. 
The final formulas are given in the form in which they are imple­
mented in our new computer code, which is almost three orders of magni­
tude faster than our earlier code. Calculations are now possible for closed 
shell molecules in basis sets large enough to give accurate values for the 
van der Waals coefficients. For instance, for the water molecule a basis 
(including a g-orbital) of dimension 157 was used and the complete sec­
ond order correlation contribution for 66 polarizability components and 
11 frequencies was computed on a RS/6000-320 work station in about 9 
hours of CPU time. 
As we noted in Sec. 2, a fully consistent MBPT treatment of corre­
lation effects yields a cancellation of all the exclusion principle violating 
(EPV) terms. The TDCHF method, on the other hand, includes terms 
that from the point of view of MBPT are EPV, although from the point 
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Table 4.8. Induction coefficients for ΑΓ-ΝΗ3 obtained from 
(i) the SCF moments combined with TDCHF polarizabili­
ties, (ii) MP2 moments combined with polarizabilities from 
method A, and (iii) MP2 moments with polarizabilities from 
method A + B. 
LB 
0 
2 
1 
3 
0 
2 
4 
4 
4 
KB 
0 
0 
0 
0 
0 
0 
- 3 
0 
3 
η 
6 
6 
7 
7 
8 
8 
8-
8 
8 
SCF 
4.4597 
9.9723 
-91.421 
-93.099 
125.24 
80.14 
-118.16 
37.35 
118.16 
A 
4.2382 
9.4770 
-93.482 
-95.197 
129.28 
90.89 
-116.18 
54.46 
116.18 
A+B 
4.1454 
9.2694 
-91.434 
-93.112 
127.35 
90.50 
-113.63 
53.27 
113.63 
of view of TDCHF they are not, of course. Since it is thus not a priori 
clear whether these terms must be included, we computed polarizabili­
ties with ('method A + 5 ' ) and without ('method A') the TDCHF EPV 
terms. On the whole, method A seems to give the more reliable results, 
with both methods giving large improvements to TDCHF. Since in an 
exact theory all the EPV terms are absent, we believe A to be the better 
method. 
We have also given an n 5 expression for multipole moments correct 
to second order in the correlation. For water and ammonia the moments 
obtained by this formula are close to the experimental values, and we 
may conclude that MP2 seems to account for the majority of the cor­
relation effects on the multipoles. From the correlated moments and 
polarizabilities we obtain rather simply correlated induction coefficients. 
In all our calculations we found that large basis sets, including many 
polarization functions, are required. We believe that further quantitative 
improvement of our results will be found sooner in the use of larger bases 
than in better correlation methods. 
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5 
Ab initio dispersion coefficients for inter­
actions involving rare gas atoms 
5.1. Introduction 
Knowledge of the interaction potentials between pairs of 'rare' gas atoms 
(Rg) has evolved dramatically from crude two-parameter models of the 
Lennard-Jones era to highly refined multi-parameter representations that 
predict correctly a large body of experimental data 1 ' 2 . The focus of 
current research has shifted to Rg-molecule interactions, and potential 
energy surfaces of high quality are available for Rg-Нз and Rg-HX (hy­
drogen halide) interactions3. 
This progress has been due partly to the incorporation of accurate dis­
persion, or van der Waals, coefficients, and their associated damping func­
tions, into the potential functions that are fitted to either experimental 
data or ab initio calculations or both. Reliable semi-empirical estimates 
are available for the isotropic dipole-dipole Ce dispersion coefficients for 
a large number of interactions 4 - 8 , and more recently for anisotropic 
Се coefficients9 - 1 1. However, reliable information on higher multipole 
dispersion coefficients is very scarce. Highly accurate ab initio results 
are available for atomic hydrogen1 2, helium 1 3 and molecular hydrogen 1 4. 
More recently, good quality results have become avai lable 1 4 - 1 7 for a few 
larger systems. 
The higher dispersion coefficients avai lable 8 ' 1 8 - 2 2 for interactions in­
volving Аг, Кг and Xe are of uncertain reliability. Reliable estimates of 
these quantities would be very useful since interactions involving rare gas 
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atoms are of primary importance to studies of intermolecular forces. The 
purpose of this chapter is to report calculations of the dynamic dipole, 
quadrupole and octopole polarizabilities of Ne, Ar, Кг and Xc using both 
time-dependent coupled Hartree-Fock 2 3 - 2 5 (TDCHF) and many-body 
perturbation theory (MBPT) methods 1 7 . These frequency-dependent 
polarizabilities are used to compute two-body and nonadditive three-
body dispersion coefficients for interactions among Ne, Ar, Кг and Xe. 
Moreover, combining the present results with previous calculat ions 1 2 - 1 6 
enables us to obtain anisotropic dispersion coefficients for interactions 
involving one of Ne, Ar, Kr or Xe and one of H, He, H2, N2, HF or 
CO. Some of our results are already being used in the construction of 
improved Rg-Rg interaction potentials2 6. 
Some methodological details are supplied in section 2. The dispersion 
coefficients are presented in section 3. Hartree atomic units are used 
throughout. 
5.2. Methods 
Excellent descriptions of the time-dependent coupled Hartree- Fock (TD­
CHF) method are available23, as are contemporary applications to dis­
persion coefficients24'25. The many-body perturbation theory (MBPT) 
method used is one formulated by Wormer and Rijks2 7 for molecules in 
the presence of a monochromatic electric field. Following Wormer and 
Hettema 1 7 , we exclude the TDCHF exclusion principle violating (EPV) 
terms that were included in the earlier work2 7. This method amounts 
to a generalization of the following procedure for computing a static 
polarizability: Compute the second-order correlation correction to the 
expectation value of the pertinent multipole moment with uncoupled 
Hartree-Fock orbitale that are first-order in the external field, differen­
tiate this correction with respect to the field, and add the result to the 
finite-field SCF polarizability. 
Polarizability and dispersion coefficient calculations are highly sensi­
tive to the quality of the basis sets used. Therefore, we have taken some 
care to optimize reasonably large basis sets of 115 to 130 spherical Gaus­
sian type-functions (GTF) for calculation of static polarizabilities at the 
coupled Hartree-Fock (CHF) level. The basis sets for Ne, Кг and Xe 
were constructed by starting with published substrates 2 8 ' 2 9 , adding dif-
5.2: Methods 
Table 5.1. Gaussian basis sets. 
Neon 
(17sl2p) from Ref.29 contracted to [10s8p] 
+ s(0.102, 0.044) 
+ p(0.056, 0.025) 
+ d(6.48, 2.16, 0.72, 0.24, 0.08) 
+ f(0.72, 0.24, 0.08) 
+ g(0.522, 0.174, 0.05S) 
Argon 
(14sl lp) contracted to [10s8p] from Ref.21 
+ s(228.3) 
+ p(11.8) 
+ d(4.803195, 1.501, 0.469063, 0.146582, 0.045807) 
+ f(1.2, 0.48, 0.192, 0.0768) 
+ g(0.9, 0.3, 0.1) 
Krypton 
(20sl5p9d) from Ref.29 contracted to [10s8p4d] 
+ s(0.060) 
+ p(0.040, 0.016) 
+ d(0.281, 0.117, 0.048) 
+ f(0.780, 0.293,0.111, 0.041) 
+ g(0.209, 0.083) 
Xenon 
(15sl lp6d) contracted to [10s8p4d] from Ref.28 
+ s(0.0536, 0.0213) 
+ p(0.0519, 0.020S, 0.0083, 0.0033) 
+ d(0.422S, 0.1432, 0.0485) 
+ f(0.3, 0.1,0.033,0.011) 
+ g(0.135, 0.060) 
fuse functions in an even- tempered manner, and adding d-, f- and g-type 
polarization functions with exponents chosen to maximize the dipole cx\, 
quadrupole 0-3 > a n d octopole аз polarizabilities respectively. For Ar, we 
began with a basis set designed for polarizabilities2 1, added tight func­
tions to improve the substrate, added a tight d-GTF shell, and enlarged 
and reoptimized the f- and g-GTF. Table 5.1 details these basis sets. 
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We found that g-type G T F contribute almost nothing to the a2 of 
krypton and xenon even though these atoms have occupied d- orbitals. 
A rationalization for this can be found in our earlier work3 0. 
The quality of our basis sets can be judged from Table 5.2 which shows 
that our (TD)CHF static polarizabilities αχ, a2 and a3 respectively are 
within 0.7%, 1.0% and 1.2% of purely numerical CHF calculations3 1. The 
latter were carried out with a frozen core for krypton and xenon. This 
explains why some of our values for krypton and xenon are slightly larger 
than the numerical CHF values. However, it is not clear to us why we 
obtained an a2 for argon that is 0.35% larger than the numerical CHF 
value. The basis set for xenon is our poorest one; its greatest deficiencies 
are in the (s,p) substrate. 
5.3. Results and discussion 
5.3.1. Static polarizabilities 
Table 5.2 contains a comparison of our MBPT static polarizabilities with 
previous correlated calculations and with experiment. The rare gas atoms 
are reasonably well described by a single determinant, and second-order 
MBPT calculations recover most (>75%) of the correlation corrections 
to αχ which are themselves only about 15% and 5% of the CHF values 
in neon and the heavier rare gases respectively. Except for αϊ of kryp­
ton, our MBPT values are in good agreement with previous second-order 
MBPT calculat ions 3 0 ' 3 2 , 3 4 , 3 5 keeping in mind that we have correlated all 
the electrons and that core-valence correlation generally lowers the po­
larizabilities in these systems 3 5. The main difference between our a\ for 
Кг and previous work 3 0 ' 3 1 , 3 5 arises from the fact that our TDCHF value 
is about 0.11 a.u. larger. Our MBPT a-^ are in almost perfect agreement 
with experiment for Ne and Ar, and are too high by 2.5% and 4% for Кг 
and Xe respectively. 
The major uncertainty in the polarizability calculations for the heav­
ier atoms is the size of the relativistic correction. Comparison 3 0 ' 3 5 of 
relativistic random-phase approximation (RRPA) values3 6 with the non-
relativistic CHF values3 1 suggests that relativistic corrections for « i are 
only +0.01 a.u. and -0.13 a.u. for Кг and Xe respectively, and those for 
a2 are -1.3 a.u. and -8.3 a.u. respectively for Кг and Xe. However, the 
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Table 5.2. Comparison of static polarizabilities. 
Method 
Neon 
TDCHF° 
Num.CHF6 
MBPT a 
CCSD(T)C 
D0SD d 
Argon 
TDCHF" 
Num.CHF0 
MBPT" 
FF - MP4e 
CCSD(T) ' 
D0SD d 
Krypton 
TDCHF a 
Num.CHF6 
MBPT" 
FF - MP4" 
C C S D ( T / 
DOSD* 
Xenon 
TDCHF" 
Num.CHF6 
MBPT" 
FF - MP4S 
CCSD(T) / 
D 0 S D d 
Û ] 
2.3754 
2.377 
2.6557 
2.69 
2.669 
10.735 
10.76 
11.062 
11.23 
11.21 
11.08 
16.575 
16.46 
17.214 
17.08 
17.16 
16.79 
26.968 
27.06 
28.223 
27.76 
27.99 
27.16 
a. This work 
b. Numerical coupled Hartree-Fock, Ref. 31. 
c. Coupled cluster singles and doubles with a triples correction, Ref. 32. 
d. Constrained dipole oscillator strength distribution, Ref. 33. 
e. Finite-field 4th order many-body perturbation theory, Ref. 34. 
f. Coupled cluster singles and doubles with a triples correction, Ref. 35. 
g. Finite-field 4th order many-body perturbation theory, Ref. 30. 
6.4009 
6.422 
7.3276 
7.52 
34.122 
34.27 
42.068 
50.385 
50.21 
51.862 
53.58 
525.17 
531.3 
536.38 
95.982 
95.55 
99.296 
99.86 
1246.67 
1260 
1272.64 
214.67 
212.6 
223.29 
216.5 
3560.0 
3602 
3640.6 
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Table 5.3. Comparison of moments of the dipole oscillator strength distribution 
(DOSD). The upper values are T D C H F calculations and the lower ones are empirical 
ones from Ref. 33. 
Atom 
Ne 
Ar 
Кг 
Xe 
5(0) 
9.977 
10.00 
16.70 
ÏS.OO 
20.57 
36.00 
24.09 
54.00 
S ( - l ) 
3.633 
3.801 
8.638 
8.768 
11.51 
12.33 
15.37 
17.31 
5 ( - 2 ) 
2.375 
2.069 
10.74 
11.08 
16.57 
16.79 
26.97 
27.16 
S ( - 3 ) 
2.046 
2.533 
15.78 
16.78 
28.26 
29.23 
54.95 
56.39 
S ( - 4 ) 
2.097 
2.886 
25.27 
27.91 
52.51 
56.32 
121.1 
129.6 
5 ( - 5 ) 
2.412 
3.686 
43.35 
49.99 
104.0 
116.8 
283.2 
318.4 
S ( - 6 ) 
2.996 
5.063 
78.84 
95.06 
215.9 
256.7 
692.9 
824.7 
first-order perturbative relativistic corrections to а
г
 at the CHF level are 
- 0.08 a.u. and -0.59 a.u. for Kr and Xe respectively3 5. More accurate 
determinations of these relativistic corrections that lower the polarizabil-
ities would be very useful. 
5.3.2. D O S D M o m e n t s 
We computed some moments of the dipole oscillator strength distribution 
(DOSD) at the TDCHF level. These are formally defined by the sum over 
states expression: 
S(fc) = £ ƒ „ £ £ (5.1) 
in which En and fn respectively are the excitation energy and oscillator 
strength for the transition from the ground state to state n. The TDCHF 
S(k) are compared writh empirical values33 in Table 5.3. The TDCHF 
moments S(k) with к < —2 are in poor agreement with experiment. 
Moreover, the TDCHF moments violate the Thomas-Reiche-Kuhn sum 
rule 5(0) = N by large amounts for Kr and Xe even though the corre­
sponding S(—2) = αϊ values are very close to the numerical CHF limits 3 1. 
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This is convincing evidence that satisfaction of the Thomas-Reiche-Kuhn 
sum rule is not a useful criterion to judge the suitability of a basis set 
for polarizability calculations. 
5.3.3. Atom-atom dispersion coefficients 
The multipole expansion of the second-order interaction energy between 
a pair of neutral S-state atoms is given by 
ΔΕ = -C6R~
6
 - C8R-
8
 - C10R-
10
 - . . . (5.2) 
where the C
n
 are van der Waals or dispersion coefficients. TDCHF and 
MBPT values of Ce, Cs, and Сю are listed in Table 5.4 which also in­
cludes some interactions between H or He and one of the other rare gases. 
The dispersion coefficients for the latter interactions were calculated by 
combining our dynamic polarizabilities with the exact 1 2 dynamic polar-
izabilities for H and very accurate ones 1 3 for helium. 
Comparison of the TDCHF and MBPT values in Table 5.4 shows that 
correlation effects on these dispersion coefficients average to about 9%. 
The largest correlation effects are found for interactions involving neon; 
the single largest effect is 30% in Сю for Ne-Ne. The dimensionless ratio 
defined by 
Cedo . . 
X -
 П
2 I 5 · 3 ) 
has an average value of 1.21, at both the TDCHF and MBPT levels, 
for all the interactions except those involving hydrogen in which case it 
averages to 1.28. These values are rather close to the respective values 
of 49/40(=1.225) and 35/27(=1.296) predicted by Thakkar and Smith 1 9 
many years ago on the basis of simple harmonic oscillator and hydrogenic 
models. Both the TDCHF and MBPT ratios for interactions involving 
Xe seem a little low. 
We turn next to a comparison with the empirical Ce values of Kumar 
and Meath 7 that are expected to be accurate to within 1%. Our TDCHF 
values are consistently smaller and our MBPT values are consistently 
larger than the DOSD values of C&. The TDCHF values have an average 
deviation of 5.8% with a maximum of 14% for Ne-Ne. The MBPT values 
are significantly better with an average deviation of 2.9% and a maximum 
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deviation of 5.7% for Xe-Xe. In fact, if we exclude the MBPT values 
for Kr-Kr, Kr-Xe and Xe-Xe, then the MBPT CQ'S have an average 
deviation from the DO SD values of only 2.0%. There are many estimates 
but very few accurate values of C% and Сю in the literature. We begin 
by comparing our results with the most commonly used semiempirical 
values8. All but four of our values are within the semiempirical bounds 
of Standard and Certain 8, but always closer to the upper bounds. The 
four exceptions are the MBPT Сю values for H-Ne, He-Ne and Ne-Ne, 
and the MBPT Cs for Η-Ne; they are all higher than the semiempirical 
upper bounds 8 . This is quite easy to understand when one realizes that 
the bounds 8 are based on data that include CHF static polarizabilities 
which are smaller than the correlated ones, and that correlation effects 
are greatest for Ne. 
Krauss, Regan and Konowalow22 calculated Сб, Cg and Сю coeffi­
cients for all the rare gas interactions. Their values were obtained from 
one-term Sellmeier-type representations of the dynamic multipole polar­
izabilities. The two parameters in each representation are the CHF static 
polarizability in the given basis set, and an energy parameter that is ob­
tained variationally by maximizing that part of the dispersion coefficient 
that arises from the given pair of multipoles. Thus their dispersion co­
efficients should be approximations to the TDCHF values. Our TDCHF 
dispersion coefficients for Ne-Ne, Ne-Ar, and Ar-Ar are about 6% higher 
than theirs partly because of their approximations and partly because of 
basis set differences. A comparison between their values and our TDCHF 
results is not straightforward for interactions involving Кг or Xe because 
they used effective core potentials for these atoms. We merely note that 
our TDCHF Сб, Cs and Сю values differ from theirs by an average of 
8.0%, 5.1% and 4.4% respectively. Larger differences are found between 
our MBPT values and their results. We note that their Ce values2 2 differ 
from the DOSD ones7 by an average of 7.6%. Thus, we think that our 
dispersion coefficients, particularly the MBPT ones, are more reliable 
than theirs. 
We turn next to comparison with previous TDCHF calculations of 
dispersion coefficients. Knowles and Meath 3 7 obtained TDCHF values 
of C 6 = 5.454a.u., Cs = 74.107a.u. and d o = 1208.2a.u. for Ne-
Ne. Our respective TDCHF values are 1.0% higher, and 0.9% and 2.6% 
lower because of basis set differences. Unfortunately, they did not cite 
their static polarizability values which could, by comparison with the 
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Table 5.5. Nonadditive three-body dispersion coefficients. A(n) means 
A χ 10". The DOSD values are from Ref. 7. 
Method 
T D C H F 
MBPT 
DOSD 
T D C H F 
MBPT 
DOSD 
T D C H F 
MBPT 
DOSD 
T D C H F 
MBPT 
DOSD 
^111 
3.079 
4.123 
3.9S3 
1.614(2) 
1.739(2) 
1.728(2) 
5.125(2) 
5.657(2) 
5.240(2) 
1.843(3) 
2.082(3) 
1.858(3) 
Z\\2 
8.259 
1.140(1) 
7.892(2) 
8.512(2) 
3.101(3) 
3.416(3) 
1.529(4) 
1.721(4) 
Zn3 
4.384(1) 
6.515(1) 
7.976(3) 
8.541(3) 
3.872(4) 
4.214(4) 
2.423(5) 
2.686(5) 
Zl22 
2.215(1) 
3.151(1) 
3.871(3) 
4.177(3) 
1.881(4) 
2.068(4) 
1.271(5) 
1.427(5) 
^222 
5.942(1) 
8.711(1) 
1.904(4) 
2.057(4) 
1.144(5) 
1.257(5) 
1.059(6) 
1.186(6) 
numerical CHF values3 1, help to assess the quality of their basis set 
relative to ours. Knowles and Meath 2 1 also obtained TDCHF values of 
C6 = 61.47a.u., C8 = 1539a.u. and Cw = 46613a.u. for Ar-Ar. Our 
respective TDCHF values are about 0.6%, 0.9% and 1.0% higher than 
theirs because we used an improved version of their basis set. 
Finally we compare our dispersion coefficients with previous corre­
lated calculations. The old MBPT results of Doran 2 0 are known to be 
in e r ror 1 5 ' 3 0 ' 3 4 . Rijks and Wormer1 5 obtained MBPT values of C% = 
Зб.Оа.и. and 92.2a.u. for He-Ne and Ne-Ne respectively. Our MBPT 
Cg values, which are within 2% of their values, are likely to be more ac­
curate than theirs because they used a variant of MBPT in which some 
exclusion principle violating terms are included 1 7. They 1 5 also obtained 
C 1 0 values of 522 a.u. and 1492 a.u. for He-Ne and Ne-Ne respectively. 
Their Сю values are too low because their basis set was not rich enough 
in g-type G T F as indicated by their low TDCHF and MBPT values of 
Q3 = 30.80a.u. and 37.87 a.u. respectively (cf. Table 5.2). 
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5.3.4. Nonaddit ive three-body coefficients 
We follow Bell's convention 3 8 · 8 ' 1 2 for non-additive three-body coefficients 
Zijk- The three subscripts denote the three interacting multipoles; thus 
ΖU2 is the dipole-dipole-quadrupole coefficient. Note that, in this con­
vention, the Axilrod-Teller- Muto 3 9 triple-dipole coefficient ν = 3Zm. 
Our values are listed in Table 5.5 which also includes DOSD values7 of 
Z
ni. The TDSCF values are lower than the DOSD values by an average 
of 8% with a maximum of 23% for Ne. The MBPT values are signifi­
cantly better; they are higher than the DOSD vahies by an average of 
6% with a maximum of 12% for Xe. There are not many estimates for 
the higher order Zi3k· The old results of Doran
2 0
 are in error. Most of 
our values are within the semiempirical bounds of Standard and Certain 8 
but a few are higher than their upper bounds for the same reasons as in 
the case of the higher two-body dispersion coefficients. 
5.3.5. Atom-diatom dispersion coefficients 
Next we turn to anisotropic dispersion coefficients for the rare gas atoms 
interacting with Σ-state diatomic molecules. We use the LLM conven­
tion so that our C
n
L dispersion coefficient corresponds to a term, in the 
multipole of the interaction energy, of the form 
-C
nLPL(cose)R-n (5.4) 
where R and θ are the spherical polar coordinates of the rare gas atom 
with respect to an origin at the centre of mass of the diatom, and with 
the z-axis taken as the high symmetry axis of the diatom. The sense of 
the z-axis in CO and HF respectively is such that О and H lie on the 
positive z-axis. 
First consider the rare gas atoms interacting with H2 at a bond length 
of 1.449 a.u. which is the expectation value of the internuclear distance 
in the ground rovibronic state of H2. High quality, full configuration 
interaction, dynamic polarizabilities of H2 taken from the work of Visser 
et al.14 were combined with our MBPT dynamic polarizabilities to obtain 
the results listed in Table 5.6. Our Ceo values are 1.2%, 0.4%, 2.5% and 
3.1% greater than the DOSD values1 1 of 8.091, 27.64, 39.44 and 58.72 a.u. 
for H2-Ne, Ar, Кг and Xe interactions respectively. Our Сбг/Сво ratios of 
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T a b l e 5.6. Dispersion coefficients for H 2-Rg interactions. The 
values are for a H2 bond length of 1.449 a.u. which is the mean 
internuclear distance in the ground rovibrational state of H 2 . 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
N e - H 2 
8.1914 
130.04 
2610.7 
0.7527 
36.19 
868.58 
0.590 
1.4 
3.69 
A r - H 2 
27.757 
588.81 
15539 
2.72 
134.99 
4223 
2.50 
27 
8.3 
K r - H 2 
40.413 
975.45 
29289 
4.028 
206.55 
7269.0 
3.817 
56.3 
11 
X e - H 2 
60.539 
1807.8 
64764 
6.1577 
339.0 
14294 
6.07 
134 
13 
0.0919, 0.0981, 0.0997 and 0.1017 are less than 2% higher than the DOSD 
values1 1 of 0.0901, 0.0971, 0.0986 and 0.1005 for the interactions of H 2 
with Ne, Ar, Kr, and Xe respectively. They are also in good agreement 
with other calculations 4 0 , 4 1 . 
Next consider the rare gas atoms interacting with N2, HF and CO at 
their equilibrium bond lengths of 2.068 a.u., 1.7325 a.u. and 2.132 a.u. 
respectively. The MBPT dynamic polarizabilities of the diatomics were 
taken Rijks and Wormer 1 5 and combined with our MBPT ones to obtain 
the dispersion coefficients listed in Tables 5.7-5.9. 
Table 5.7 displays the N2-Rg dispersion coefficients. Our Ceo coef­
ficients are 2.6%, 1.7%, 3.5% and 3.8% higher than the DOSD values1 1 
of 20.97, 68.69, 97.28 and 143.4 a.u. for the N 2 -Ne, Ar, Кг and Xe in­
teractions respectively. Our CQO/C&Q anisotropy ratios of 0.1226, 0.1299, 
0.1316 and 0.1339 are roughly 21% higher than the DOSD values1 1 of 
0.0999, 0.1074, 0.1087 and 0.1104 for the interactions of N 2 with Ne, 
Ar, Kr, and Xe respectively. This is consistent with Rijks and Wormer's 
static dipole polarizability for N 2 being too large. 
Table 5.8 lists the dispersion coefficients for the HF-Rg interactions. 
Our Ceo values are 5.8%, 4.6%, 11% and 6.2% greater than the DOSD 
values7 of 10.87, 34.73, 47.00 and 71.89 a.u. for HF-Ne, Ar, Кг and 
Xe interactions respectively. As noted earlier1 5, correlation increases the 
magnitude of all the dispersion coefficients for HF-Ne as can be seen by 
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T a b l e 5.7. Dispersion coefficients for N 2-Rg interactions. The 
values are for the equilibrium bond length (2.068 a.u.) of N2. 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
N e - N 2 
21.525 
504.7 
12431 
2.639 
424.32 
15135 
-9.693 
2170 
-70.2 
A r - N 2 
69.843 
2028.8 
63406 
9.0758 
1406.5 
62278.5 
-40.70 
6642.3 
-294.3 
K1-N2 
100.67 
3224.5 
112510 
13.25 
2055.3 
100203 
-62.50 
9260.0 
-451.36 
X e - N 2 
148.84 
5632.3 
230700 
19.92 
3124.5 
178568 
-100.1 
12784 
-721.75 
T a b l e 5.8. Dispersion coefficients for HF-Rg interactions. The 
values are for the equilibrium bond length (1.7325 a.u.) of HF. 
η 
6 
8 
10 
7 
9 
6 
8 
10 
7 
9 
8 
10 
9 
10 
L 
0 
0 
0 
1 
1 
2 
2 
2 
3 
3 
4 
4 
5 
6 
H F - N e 
11.502 
184.51 
3406.7 
-13.905 
-323.81 
0.8336 
46.694 
1234.4 
-3.9679 
-214.81 
11.43 
407.27 
-27.62 
59.80 
H F - A r 
36.334 
792.43 
20128 
-46.341 
-1399.3 
2.817 
162.98 
5495.8 
-13.593 
-781.78 
39.213 
1622 
-94.22 
204 
H F - K r 
52.053 
1291.9 
37678 
-67.140 
-2288.3 
4.088 
244.5 
9201.9 
-19.80 
-1190 
57.13 
2558 
-137.1 
297.0 
H F - X e 
76.336 
2341.6 
82325 
-99.910 
-4167.6 
6.0951 
389.7 
17424 
-29.68 
-1939.8 
85.7 
4413.7 
-205.2 
444.6 
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T a b l e 5.9. Dispersion coefficients for CO-Rg interactions. The 
values are for the equilibrium bond length (2.132 a.u.) of CO. 
η 
6 
8 
10 
7 
9 
6 
8 
10 
7 
9 
8 
10 
9 
10 
L 
0 
0 
0 
1 
1 
2 
2 
2 
3 
3 
4 
4 
5 
6 
C O - N e 
23.075 
592.1 
1G065 
57.554 
2719.8 
2.736 
571.503 
23036 
-1.792 
1250.9 
-20 66 
4037.3 
-49.90 
-204 
C O - A r 
75.806 
237S.3 
79784 
205.96 
10897 
9.4192 
1946.8 
94859.8 
-8.141 
4283.1 
-84.77 
13007 
-211 
-830.7 
C O - К г 
109.63 
3769.5 
139930 
303.87 
17165 
13.74 
2858.9 
152097 
-12.81 
6227.0 
-129.8 
18397 
-326.2 
-1271.2 
CO-X 
162.8 
6549.9 
282700 
463.09 
29500 
20.6 
4363.1 
269299 
-21.15 
9258.2 
-207.6 
25924 
-527.6 
-2030.8 
comparison of our MBPT values with previous T D C H F values. 
Table 5.9 displays the CO-Rg dispersion coefficients. Our Ceo values 
are 5.4%, 4.8%, 6.8% and 7.3% smaller than the DOSD values4 2 of 21.9, 
72.3, 103 and 152 for СО-Ne, Ar, Кг and Xe interactions respectively. We 
attribute these relatively large discrepancies to the fact that the MBPT 
polarizabilities of Rijks and Wormer1 5 include some exclusion principle 
violating terms that we now think should be omitted 1 7 . These calcula­
tions are repeated with larger basis sets and the more recent variant of 
M B P T we have developed in Chapter 4 in the next chapter. 
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6 
Intramolecular bond length dependence of 
the anisotropic dispersion coefficients for 
H^-rare gas interactions 
6.1. Introduction 
The potential energy surfaces for van der Waals atom diatom interac­
tions are the focus of much current research1. The prototypes for such 
interactions are the Ho-rare gas atom systems. Potential energy sur­
faces which reproduce many properties of the Нг-гаге gas dimers are 
now available 2 - 4 . The least well known aspect of the Нг-гаге gas in­
teractions is their dependence on the bond length of H2. An important 
ingredient in previous a t t e m p t s 2 - 4 to obtain the intramolecular vibra­
tional dependence of the potential energy surfaces for these systems was 
our unpublished calculation of the H2 bond length dependence of the 
anisotropic Ce dispersion coefficients5. Recently, an improved version of 
that 5 semiempirical calculation was published6. However, the higher or­
der dispersion coefficients for b^-rare gas interactions are much less well 
known. Accurate values are available for Нг-Не at three bond l e n g t h s 7 - 9 
of H2. For the other Ho-rare gas interactions, we have just reported mod­
erately accurate values for a single bond length9, and rough estimates are 
available for two other bond lengths 1 0 . 
The purpose of this paper is to report ab initio calculations of the 
anisotropic Ce, Cg and Cm dispersion coefficients for the Нг-гаге gas 
interactions at eight values of the H2 bond length. These coefficients 
should help the construction of even more accurate representations of the 
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three dimensional potential energy surfaces for the Нг-гаге gas dimers. 
A brief description of the method used is given in section 6.2 and the 
results are presented and discussed in section 6.3. Hartree atomic units 
are used throughout. 
6.2. Methods 
The frequency dependent dipole (αϊ), quadrupole (аг), octopole (аз), 
dipole-octopole (азі) , hexadecapole-quadrupole (042) and diatriacon-
tapole-dipole (»51) polarizabilities of H2 were computed at eight bond 
lengths between lao and 4ao by variational perturbation theory using full 
configuration interaction (CI) leading to effective states as in Ref. 8. The 
one particle basis set consisted of (6s3p3d) spherical Gaussian type func­
tions (GTF) at each atom and (lp2f'2g) GTF at the bond midpoint. This 
95 G T F basis set is an uncontracted version of Meyer's basis set 1 1 sup­
plemented by 2g G T F at the bond midpoint as recommended by Meyer, 
Hariharan and Kutzelnigg7. 
The frequency-dependent polarizabilities for helium were taken from 
earlier variational perturbation calculations using pseudo states that de­
pend explicitly on the interelectronic coordinate 1 2. The frequency de­
pendent polarizabilities for neon, argon, krypton and xenon were taken 
from our earlier work9 based upon the many body perturbation the­
ory (MBPT) method of Wormer and Rijks1 3 but with the time depen­
dent coupled Hartree-Fock (TDCHF) exclusion principle violating (EPV) 
terms excluded1 4. 
6.3. R e s u l t s and d i s c u s s i o n 
6.3.1. Properties of H 2 
Properties of H2 that have been calculated from wave functions that 
explicitly include dependence on the interelectronic distance can be used 
as a check on the quality of our basis set. Our energies, and quadrupole 
(Q2) and hexadecapole (Q 4 ) moments of H 2 are listed in Table 6.1. The 
energies are between 0.7 and 4.4 m-hartrees above the most accurate 
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Table 6.1. Energies (E), quadrupede (Q2) and hexade-
capole (Q4) moments of H2 as a function of bond length 
(r) . 
r/a0 
1.00 
1.20 
1.40 
1.449 
1.65 
2.00 
3.00 
4.00 
E/EH 
-1.1201 
-1.1615 
-1.1718 
-1.1716 
-1.1638 
-1.1369 
-1.0566 
-1.0147 
Q2/eag 
0.2542 
0.3505 
0.4540 
0.4800 
0.5874 
0.7658 
1.0062 
0.6412 
Qt/eat 
0.0767 
0.1508 
0.2693 
0.3063 
0.4926 
0.9548 
2.8333 
1.3684 
calculations available1 5. The quadrupole moments are smaller than the 
most accurate values available1 6 , 1 7 by no more than 1% except at r = 4ao 
where our value is 7% smaller than that of Poll and Wolniewicz16. The 
reason for this discrepancy is unclear; however, the bond midpoint basis 
functions that we use may be less appropriate at bond lengths as large 
as 4αο· Our hexadecapole moments Q 4 are lower than the more accurate 
values of Komasa and Thakkar 1 7 by amounts ranging from 0.8% to 4% 
for r < 2αο· Our Q4 values for r — 3ao and 4ao differ from those of Karl, 
Poll and Wolniewicz18 by 5.4% and 62%. The discrepancy at r = 4a0 is 
quite distressing; we attribute it to the unsuitability of the bond midpoint 
GTF in our basis at that distance. 
Table 6.2 lists the tensor invariants of our static dipole (αϊ) , quadru­
pole (02) and octopole (α-з) polarizabilities. The invariants for D^h 
symmetry can be defined in terms of the usual components as follows: 
ο ι = (Q'IO + 2огц)/3 
Δ(*ι = Л 1 0 - Огц 
Û'2 = (Q'2O + 2α-2ΐ + 2 α 2 2 ) / 5 
Δ ι ΰ ' 2 = (θ20 + û2i — 2 а 2 г ) 
ДзС г = (3θί20 — 4t*2l + Û22)/4 
Ö3 = (с зо + 2 ^ 3 ! + 2 α 3 2 + 2 α 3 3 ) / 7 
Δ ι α 3 = (2α 3ο + 3 α 3 ι - 5 α 3 3 ) / 1 0 
(6.1а) 
(6.1b) 
(6.1c) 
(6.1d) 
(6.1e) 
(6.1f) 
(6.1g) 
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Table 6.2 
r/a0 
1.00 
1.20 
1.40 
1.449 
1.65 
2.00 
3.00 
4.00 
. Static polarizabilities 
Q i 
3.624 
4.377 
5.208 
5.423 
6.338 
8.013 
11.82 
11.71 
Aai 
0.7545 
1.212 
1.814 
1.984 
2.776 
4.464 
8.926 
7.294 
of H2 as a function of bond length (г). 
Οί-Ι 
9.494 
12.42 
15.92 
16.87 
21.13 
29.96 
63.87 
103.8 
A ] Q 2 
2.495 
4.464 
7.456 
8.376 
13.06 
25.54 
105.8 
253.4 
Δ2Ο2 
-0.00014 
0.07313 
0.1848 
0.2207 
0.4218 
1.092 
7.232 
16.17 
Continued... 
r/a0 
1.00 
1.20 
1.40 
1.449 
1.65 
2.00 
3.00 
4.00 
Q-3 
57.20 
80.96 
111.0 
119.4 
157.5 
240.9 
613.5 
1184. 
Δ ι α 3 
3.498 
7.405 
13.80 
15.83 
26.37 
56.35 
300.1 
922.0 
Δ 2 α 3 
0.2892 
0.8121 
1.479 
1.686 
2.894 
7.621 
75.29 
3S7.2 
Δ 3 α 3 
0.2084 
0.2455 
0.3694 
0.4140 
0.6818 
1.822 
19.49 
61.63 
Δ 2 α 3 = (За-зо + o¿31 - 7 α 3 2 + 3α 3 3 )/14 
Δ 3 α 3 = (10α 3 0 - 15α3 1 + 6 α 3 2 - α 3 3 )/32 
(6.1h) 
(6.1І) 
where we have used the abbreviated notation or/TO = o
lj
nm
 for the polariz-
ability components defined elsewhere8. The invariants are determined to 
within a scale factor by group theoretical arguments 1 9 . The scale factors 
chosen above for the dipole polarizability invariants are standard in the 
l i terature 2 0 . The invariants of the quadrupole polarizability are essen­
tially those used in some earlier work2 1: ö 2 = 2C, Δ1Ο2 = Δ-iC and 
Δ2(*2 = &2C. We are unaware of any previous use of the invariants of 
the octopole polarizability except the mean value. 
Our mean dipole polarizabilities ΟΊ do not differ by more than 0.9% 
6.3: Results and discussion 121 
Table 6.3. Static polarizabilities for the 
гаге-gas atoms consistent with the dynamic 
polarizabilities used to compute the disper­
sion coefficients. The polarizabilities a ¿ are 
in units of e2alLE'¡^1. 
Atom 
He" 
Ne6 
Ar* 
Kr6 
Xe6 
Q ] 
1.3831 
2.6557 
11.062 
17.214 
28.223 
<*2 
2.4434 
7.3276 
51.862 
99.296 
223.29 
a. Explicitly correlated value from Ref. 12. 
b. MBPT value from Ref. 9. 
from the most accurate values of Bishop and Lam22. Our dipole polariz-
ability anisotropics agree with their values to better than 0.5% except at 
r = 4α
υ
 where the discrepancy is 2%. This is one more piece of evidence 
that our basis set is inadequate at r — 4αο· Our dynamic dipole polariz­
abilities at real frequencies (not tabulated) are within 1% of the accurate 
values of Bishop, Pipin and Cybulski2 3, Similarly our static and dynamic 
quadrupole polarizabilities are within 1.3% of their accurate values 2 3. 
6.3.2 Dispersion and induction energies 
We adopt the LLM convention so that the multipole expansion of the 
dispersion energy is given by the Legendre expansion: 
^ ' - Σ Σ ^ " " "
 (6
'
2) 
n=3 L=0 
in which C
n
L is a dispersion coefficient that depends on the H2 bond 
lenth r, R is the magnitude of the intermolecular vector from the centre 
of mass of H2 to the atom, θ is the angle between the molecular axis of 
H2 and the intermolecular vector, and Pi is a Legendre polynomial. A 
derivation along the lines followed by Pack 2 4 shows that the correspond-
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ing expansion of the induction energy is given by: 
СЮ GO OO /~\ r\ M+*A 
U=2l'A=2lB = l LA = \U-l'A\ 
(6.3) 
where 
(Л - 2l'A)\(A - 2г,4)!(А)!(Л - 2LA + 21ВЩ + lB)\ 
(Л + 1)![(А - Ζ
Α
)!]2[(Δ _ /'
Л
)!]2(А _ £ л ) ! ( А _ L A + / ß ) ! ( 2 / f l ) ! 
(6.4) 
in which Л := /д + 1\ + ¿Л) Q/ and Qi> are multipole moments of the 
diatiomic molecule, a ι is the 2'-pole polarizability of the atom and the 
sums over Ід, l'A and L A run in steps of 2. Collecting terms in Eq. (6.3) 
enables the induction energy to be written as 
Eind
 = - Σ Σ ¿ι—- (6-5) 
n=\ L = 0 
where the first few r-dependent induction coefficients are given by 
C $ = f (Q2)2c*i (6.6a) 
Cfô = y(Q2)2a, (6.6b) 
Citi = ^ ) 2 « ! (6.6c) 
C Ì U = 7(Q2)2<*2 (6.6d) 
50 
С І Й = — Q2(Q2Q-2 + Q4c*i) (6.6e) 
C i U = ^ ( 2 9 7 Q 2 a 2 + 360Q 4 ai) (6.6f) 
35 
Q U = ΤΤ<?2ί?4αι (6.6g) 
The induction coefficients can be calculated easily from the above equa­
tions using the multipole moments of H2 from Table 6.1, and the static 
polarizabilities of the rare gases listed in Table 6.3. 
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Table 6.4. Anisotropic dispersion coefficients C„L (in units of 
EHCQ) for гІ2~Не interactions as a function of the H2 bond length 
г (in units of do). 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
r= 1.0 
3.0231 
36.988 
595.44 
0.1710 
5.8679 
102.79 
0.0807 
2.4 
1.10 
r = 1.2 
3.4627 
44.775 
761.15 
0.2537 
9.9085 
190.61 
0.231 
11.13 
2.17 
r= 1.4 
3.9151 
53.465 
956.37 
0.3517 
15.659 
323.95 
0.4763 
23.87 
3.08 
r = 1.449 
4.0268 
55.721 
1008.4 
0.3777 
17.366 
364.6 
0.5540 
27.8 
3.27 
Continued... 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
r= 1.65 
4.483 
65.453 
1239.1 
0.49109 
25.756 
569.44 
0.9640 
50.07 
4.27 
r = 2 . 0 
5.2442 
84.016 
1707.2 
0.70159 
46.5599 
1109 
2.116 
129.5 
7.79 
r = 3 . 0 
6.6631 
143.06 
3486.8 
1.0873 
160.89 
4761.71 
8.563 
1107.4 
50.67 
r = 4.0 
6.5544 
200.97 
5774.2 
0.82484 
359.13 
12726.5 
19.13 
5043.20 
219.8 
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Table 6.5. Anisotropie dispersion coefficients C„¿ (in 
units of ЕцаЦ) for Нг-Ne interactions as a function of the 
H2 bond length г (in units of ao). 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
S 
10 
8 
10 
10 
r= 1.0 
6.2125 
89.982 
1634 
0.3433 
12.675 
260.4 
0.163 
4.7 
2 
r= 1.2 
7.0862 
107.76 
2052.6 
0.50665 
21.2 
472.62 
0.463 
23 
4.41 
r = 1.4 
7.9819 
127.39 
2538.9 
0.6990 
33.22 
790.76 
0.947 
50.7 
6.24 
r= 1.449 
8.2024 
132.45 
2667.7 
0.7500 
36.77 
887.3 
1.100 
59.13 
6.7 
Continued... 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
г = 1.65 
9.1021 
154.16 
3234.3 
0.97144 
54.149 
1370.9 
1.90 
106.5 
8.6 
r = 2 . 0 
10.597 
194.98 
4367.1 
1.381 
96.853 
2631 
4.160 
273.5 
15.6 
r = 3 . 0 
13.366 
319.92 
8519 
2.121 
327.92 
10907.9 
16.68 
2278 
99.46 
r = 4 . 0 
13.152 
435.76 
13630 
1.608 
726.065 
28521 
37.797 
10298 
431.8 
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T a b l e 6.6. Anisotropic dispersion coefficients C„i (in units of Επο.ζ) 
for Нг-Аг interactions as a function of the H2 bond length г (in units 
of a 0 ) . 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
r = 1.0 
20.524 
408.18 
10105 
1.203 
47.253 
1313 
0.570 
25 
7.5 
r = 1.2 
23.682 
486.38 
12413 
1.805 
78.839 
2326 
1.65 
96.3 
15 
r= 1.4 
26.96 
572.01 
15039 
2.526 
123.22 
3819 
3.43 
201 
21 
τ= 1.449 
27.773 
593.99 
15727 
2.72 
136.30 
4269 
4.003 
233 
22 
Continued. .. 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
r= 1.65 
31.112 
687.68 
18720 
3.566 
200.18 
6509.2 
7.027 
415.7 
29.4 
r = 2 . 0 
36.734 
861.28 
24553 
5.161 
356.3 
12263 
15.63 
1051 
54.6 
r = 3 . 0 
47.403 
1361.3 
44323 
8.1898 
1186.1 
48364.8 
64.73 
8402.0 
376.9 
r = 4 . 0 
46.62 
1766 
66111 
6.2333 
2575 
121735 
141.1 
36658.3 
1633 
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Table 6.7. Anisotropic dispersion coefficients C
n
L (in units of EHOQ) 
for Нг-Кг interactions as a function of the H2 bond length г (in units 
of a0) 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
r= 1 0 
29 694 
677 94 
19300 
1 764 
72 712 
2302 
0 837 
42 3 
11 
r= 1 2 
34 362 
806 26 
23540 
2 66 
120 9 
4036 
24 
151 
21 
r= 1 4 
39 225 
946 29 
28324 
3 733 
188 41 
6572 7 
5 083 
314 
30 2 
τ= 1 449 
40 433 
982 15 
29571 
4 022 
208 26 
7334 3 
5 93 
364 7 
32 4 
Continued 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
r= 1 65 
45 406 
1134 6 
34975 
5 2946 
305 0 
11116 
10 5 
648 0 
42 7 
r=2 0 
53 815 
1415 2 
45384 
7 7041 
540 28 
20753 
23 4 
1626 
80 2 
r=3 0 
69 897 
2201 
79345 
12 356 
1774 5 
79856 7 
97 80 
12712 
565 5 
r= 4 0 
68 741 
2793 4 
114510 
9 4223 
3808 8 
197261 
211 
54526 7 
24519 
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Table 6.8. Anisotropic dispersion coefficients C
n
i (in units of EHCLQ) 
for Нг-Хе interactions as a function of the H2 bond length г (in units 
of do). 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
7·= 1.0 
44.113 
1261.1 
43259 
2.67 
121 
4638.5 
1.3 
76.7 
16 
r= 1.2 
51.243 
1496 
52382 
4.036 
199.6 
8025.2 
3.70 
258 
31.3 
r = 1.4 
58.704 
1751.1 
62574 
5.7015 
309.1 
12927 
7.80 
531.0 
44.9 
т= 1.449 
60.563 
1816.3 
65218 
6.1505 
341.2 
14391 
9.10 
617.0 
48.3 
Continued... 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
г = 1.65 
68.235 
2092.1 
76603 
8.1344 
496.76 
21628 
16.1 
1094 
63.5 
r = 2 . 0 
81.278 
2594.6 
98216 
11.922 
871.53 
39864 
36.23 
2717 
121 
r = 3 . 0 
106.49 
3940.4 
165130 
19.39 
2786.5 
147840 
153.8 
20397 
881.83 
r = 4 . 0 
104.73 
4830.9 
227850 
14.83 
5852.42 
354515 
328.8 
84813 
3825.2 
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6.3.3. Dipole-dipole dispersion coefficients 
Tables 6.4-6.8 list our dispersion coefficients for interactions of Нг with 
He, Ne, Ar, Kr and Xe respectively. A comparison with values obtained 
from semiempirical, constrained, dipole oscillator strength distributions2 5 
(DOSD) can best be made with our values at r = 1.449ao, which cor­
responds to the average value of the H 2 bond length in its ground rovi-
brational state. Our values of Ceo are only 1.4%, 0.5%, 2.5% and 3.1% 
greater than the constrained DOSD values2 5 of 8.091, 27.64, 39.44 and 
58.72 a.u. for Нг-Ne, Ar, Kr, and Xe respectively. Our C^/CQQ ratios 
of 0.0914, 0.0979, 0.0995 and 0.1016 are only 1.5%, 0.9%, 0.9% and 1.1% 
higher than the constrained DOSD values2 5 of 0.0901, 0.0971, 0.0986 and 
0.1005 for Ho-Ne, Ar, Kr and Xe respectively. 
A more extensive comparison is possible with our earlier work6 based 
on ab initio effective D O S D 6 ' 1 2 for H2 and He, and semiempirical con­
strained D O S D 2 6 for Ne, Ar, Кг and Xe. We find average differences of 
only 0.8%, 1.9%, 1.0%, 2.9% and 3.4% in the C 6 0 coefficients for H 2 -He, 
Ne, Ar, Кг, and Xe interactions at H2 bond lengths r < 3a<). Similarly, 
we find average differences of only 1.1%, 0.6%, 0.9%, 2.2% and 3.5% in 
the CG2 coefficients for H2-He, Ne, Ar, Кг, and Xe interactions at H2 
bond lengths r < 3αο· The larger discrepancies for Нг-Кг and Xe in­
teractions are probably due to both basis set deficiencies and neglect of 
relativistic effects in our MBPT calculations9 for Кг and Xe. 
Much more serious discrepancies occur at a H 2 bond length of 4ao for 
which the present C%2 coefficients differ from our earlier ones6 by 6.1%, 
6.6%, 5.5%, 8.0% and 9.0% for Я 2 - Н е , Ne, Ar, Kr, and Xe interactions 
respectively. Since we have already noted, in section 3.1, discrepancies 
between properties of H2 at r = 4ao calculated in this work and more 
accurate values, we conclude that all our calculations at r = 4ao are 
suspect. 
6.3.4 Higher dispersion coefficients 
Our C
n
L dispersion coefficients for Нг-Не at r = 1.449ao can be com­
pared with earlier correlated ab initio calculations7 , 8. The current cal­
culations are in generally better agreement with those of Visser, Wormer 
and Jacobs 8 than those of Meyer, Hariharan and Kutzelnigg7. All three 
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calculations are in close agreement except for C&4, Сю,4 and Сю,б· The 
discrepancies of these higher angular terms with the earlier results of 
Visser et al8 are due to the fact that we included g-GTF in our basis set 
whereas they did not. However, the reason for these discrepancies with 
the work of Meyer et af is unclear because they used essentially the same 
basis set. Moreover, as pointed out by Meyer et al, basis functions of 
even higher angular momentum are necessary for a complete description 
of C*io,4 and Сwβ', hence, our values, and all other currently available 
values, of these two quantities should be treated with caution. 
Our higher van der Waals coefficients for the interactions of Ne, Ar, 
Кг and Xe with Ho at r = 1.449αο are in very close agreement with our 
own earlier ab initio calculations9 except for CIO,L and C$,4- For the 
latter, the current results are more accurate because the present basis 
set for H2 includes g-GTF whereas our previous work9 used the dynamic 
polarizabilities of Visser et als which were computed from a basis set 
that did not contain any g-GTF. 
Our higher dispersion coefficients for H2 at r = 1.449ao are in rea­
sonable agreement with earlier semiempirical estimates of Matías and 
Varandas10. Almost all our Сб,о> Ce,o, and Сю,о values are within their 
non-rigorous 'bounds' . Our Сю,о for H2~Ne is larger than their upper 
'bound' because the latter is based upon a CHF octopole polarizability 
of Ne which is too small9. The anisotropic coefficients of Matias and 
Varandas 1 0 are less reliable. 
In conclusion, we caution prospective users of our results that the C„¿ 
for H2 at r = 4ao are unreliable, and that the Сю,4 and Сю,б coefficients 
are not as accurate as the others. Nevertheless, we believe that the 
dispersion coefficients we have calculated for r < 3ao should prove useful 
in the construction of more accurate three-dimensional potential energy 
surfaces for the interaction of Ho with rare gas atoms. 
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7 
Intramolecular bond length dependence of 
the anisotropic dispersion coefficients for 
interactions of rare gas atoms with N2, 
CO, Ob, HCl and HBr 
7.1. Introduction 
The potential energy surfaces for van der Waals atom-diatomic interac-
tions are the focus of much current research1. Potential energy surfaces 
which reproduce a variety of properties are now available for the inter-
actions of rare gases with molecular hydrogen2, nitrogen3 '4 oxygen4 - 6 
and hydrogen halides 7 - 9 . Many of these surfaces are two-dimensional; 
they have explicit dependence on the intermolecular distance and angle 
but treat the diatomic molecule as rigid. The diatomic molecule's bond 
length is fixed at either its equilibrium value or its mean value in the 
rovibrational state of interest. However, the dependence of the potential 
surface on the diatomic molecule's stretching coordinate is very impor-
tant because it determines the rates of vibrational relaxation in gases, 
for example. 
Anisotropic dispersion and induction coefficients as a function of the 
diatomic bond length are important ingredients in obtaining accurate 
three-dimensional surfaces. Such coefficients are known accurately only 
for H2-rare gas interactions10,11. The purpose of this chapter is to re-
port ab initio, electron correlated calculations of anisotropic dispersion 
and induction coefficients for the interactions of rare gas atoms with N2, 
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CI2, CO, HCl and HBr as a function of the intramolecular bond length. 
Hartree atomic units are used throughout. 
7.2. Methods 
The dynamic dipole (αϊ) , quadrupole (0-2)1 dipole-quadrupole (o^i), and 
dipole-octopole (0-31) polarizabilities at imaginary frequencies were com­
puted for N2, CI2, CO, HCl and HBr over a range of bond lengths wide 
enough to span the turning points of the ν = 0, J = 0 rovibrational state. 
For N2, the dynamic octopole (аз), hexadecapole-quadrupole ((X42) and 
diatriacontapole-dipole (051) polarizabilities were also computed. These 
computations employed the many-body perturbation theory (MBPT) 
method of Wormer and Rijks1 2 omitting time dependent coupled Hartree-
Fock (TDCHF) exclusion principle violating (EPV) terms 1 3 . One-parti­
cle basis sets of spherical harmonic Gaussian-type functions (GTF) care­
fully optimized for polarizabilities were used. Valence triple zeta basis 
sets augmented by diffuse and polarization functions for the CI and Br 
atoms were taken from Archibong and Thakkar's work on polarizabili­
t ies 1 4 . The extended basis sets for C, N and О are all built upon the 
(16sllp) sets of Partr idge 1 5 , 1 6 contracted to [8s6p] and augmented by 
a diffuse s and p-GTF. Then d- and f-GTF polarization functions were 
added to maximize the dipole and quadrupole polarizabilities. A single 
set of g-GTF was added to the basis set for the N atom because octopole 
polarizabilities were computed for N2. The extended basis set for H was 
constructed by contracting the (6s) basis set of Koga and Thakkar 1 7 , 
adding a diffuse s-GTF, the p-GTF of Hettema and Wormer 1 8 and the 
d-GTF of Maroulis 1 9. 
The frequency dependent polarizabilities for helium were taken from 
earlier variational perturbation calculations using very accurate pseudo 
states that depend explicitly on the interelectronic coordinate 2 0 . The 
dynamic polarizabilities for neon, argon, krypton and xenon were taken 
from our earlier MBPT work 2 1. 
7.3: Monomer properties 
Table 7.1. Basis sets of spherical harmonic G T F . Ex­
ponents in parentheses. 
H (7s4p2d)/[5s4p2d], 27 C G T F . 
(6s) from Ref. 17 contracted to [4s] 
+ s(0.0313) 
+ (4p) from Ref. 18 
+ (2d) from Ref. 19 
С (17sl2p3d2f)/[9s7p3d2f], 59 C G T F . 
(16sl lp) from Ref. 15,16 contracted to [8s6p] 
+ s(0.038) 
+ p(0.026) 
+ d(0.7, 0.22, 0.069) 
+ f(0.46, 0.12) 
N (17sl2p5d3flg)/[9s7p5d3flg],85 C G T F . 
(16sl lp) from Ref. 15,16 contracted to [8s6p] 
+ s(0.052) 
+ p(0.036) 
+ d(2.4, 0.9, 0.3, 0.1, 0.033) 
+ f(0.9, 0.3, 0.1) 
+ g(o.i) 
O (17sl2p3d2f)/[9s7p3d2f], 59 C G T F . 
(16sl lp) from Ref. 15,16 contracted to [Ss6p] 
+ s(0.067) 
+ p(0.041) 
+ d(0.85, 0.267, 0.084) 
+ f(0.329, 0.086) 
CI (Ils8p4d3f)/[6s5p4d3f), 62 C G T F from Ref. 14. 
Br (14sllp8d3f)/[7s6p5d3f], 71 C G T F from Ref. 14. 
7.3. Monomer properties 
Tables 7.2-7.7 list multipole moments (QL) and tensor invariants of static 
polarizabilities (Û;L) for N2, CI2, CO, HCl, HBr, and the rare gas atoms, 
respectively. The molecules are placed on the z-axis with the origin at the 
centre of mass and the lighter atom at positive z. The conversion factors 
to SI units are eaj¡ « 1.60217733 χ 1 ( Г 1 9 С x (5.29177249il0- 1 1 m) L for 
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T a b l e 7.2. Quadrupole (Q2) and hexadecapole (Q4) moments and static 
dipole ( α ϊ ) , quadrupole (a2) and octopole ( α 3 ) polarizability invariants of N 2 
as a function of bond length (r). 
r/a0 
Q2/eal 
Qi/eal 
äile^alEJj1 
A a j / e 2 ^ ^ - 1 
â2/e2alE]ji 
А
іа2Іе
2
а
л
0Еп
1 
А2а21е
2
а*Е]11 
а з / е 2 ^ ^ - 1 
Аюз/е^аІЕа1 
Д г а з / е 2 ^ ^ 1 
Д з а з / е 2 ^ " 1 
Present work 
1.968 
-1.228 
-6.503 
10.62 
3.254 
73.86 
101.2 
-14.47 
710.7 
319.9 
20.73 
-2.019 
2.068 
-1.138 
-6.801 
11.05 
3.535 
77.96 
108.1 
-15.83 
769.2 
342.3 
14.83 
4.478 
2.168 
-1.048 
-7.042 
11.41 
3.651 
82.28 
115.8 
-17.38 
834.3 
367.6 
3.545 
14.60 
SDQ-MBPT4" 
2.074 
-1.113 
-6.76 
11.68 
4.65 
80.74 
126.1 
-18.90 
Expt. 
-1.09 ±0.07* 
-8.0 ± 2.4е 
11.74¿ 
4.59d 
a. Finite field 4th order SDQ-MBPT, Ref. 25. 
b. Electric field gradient induced optical birefringence, Ref. 26. 
c. Infrared collision induced absorption, Ref 27. 
d. Constrained dipole oscillator strength distribution, Ref. 28. 
QL and e2alLE~Hx « 5.887891 χ 1 0 - 2 1 C 2 J _ 1 χ (5.29177249xl0- n m) 2 L 
for a ¿ . The invariants for Doch and COc symmetry are related to the 
usual components by: 
ä 1 = (a1o + 2 a u ) / 3 (7.1a) 
Δ Ο Ί = α
: 0 - « и (7-lb) 
Ö2 = (a-20 + 2a.'2i + 2a22)/5 (7.1c) 
AiC*2 = (û20 + a 2 1 — 2CÏ22) ( 7 - l d ) 
A2a2 = (3û.'2o - 4a2i + ûf2o)/4 (7.1e) 
ä 3 = (a-30 + 2a3 1 + 2a<32 + 2a:33)/7 (7.1f) 
Δ ι α 3 = ( 2 a 3 0 + 3a 3 i - 5a 3 3 )/10 (7.1g) 
Δ 2 α 3 = ( 3 a 3 0 + аз і - 7 a 3 2 + 3or33)/14 (7.1h) 
Δ 3 α 3 = (10α 3 0 - 15а 3 1 + 6а-32 - а 3 з)/32 (7.1і) 
where we use an abbreviated notation a.\
m
 = а ^
т
 for the polarizability 
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Table 7.3. Quadrupole {Q2) moments and static dipole (сц) and quadrupole 
(02) polarizability invariants of Ch as a function of bond length (r) . 
Q2¡ta\ 
Q f 1 e 2 a ^ £ ^ 1 
Aai/e^alEZ1 
a2/e2a40EZr 
Aia2/e2atE^ 
А2а2/е
2
а
4
0Е^ 
3.65 
2.115 
30.59 
16.91 
334.1 
580.7 
-136.2 
Present woi 
3.757 
2.328 
31.38 
18.43 
345.2 
614.7 
-136.3 
:k 
3.87 
2.538 
32.30 
20.26 
357.8 
653.2 
-136.9 
SDQ-MBPT4" 
3.757 
2.265a 
30.76a 
16.86a 
339.06 
617.76 
-132.1 6 
Expt. 
2.40 ± 0.12е 
30.35a" 
a. Finite field 4th order SDQ-MBPT, Ref. 14. 
b. Finite field 4th order SDQ-MBPT, Ref. 29. 
c. Electric field gradient induced optical birefringence, Ref. 26. 
d. Refractive index data of Ref. 30 extrapolated in Ref. 31. 
components defined elsewhere22. The invariants are determined to within 
a scale factor by group theoretical arguments 2 3 . The scale factors chosen 
above follow past usage n ' 2 4 · 2 5 . The quadrupole polarizability invariants 
are related to the Buckingham convention 2 4 , 2 5 by <S2 = 2C\ Δ ido = Δι С 
and Δ2θ-2 = А2С. 
There have been many previous electron correlated calculations of the 
static polarizabilities and multipole moments of these diatomic species, 
particularly N 2 , CO and HCl. No attempt is made to review them 
all. Instead, the quality of our calculations is appraised by compari­
son with recent, representative correlated calculations and experiments 
where ava i lab le 1 4 ' 1 9 ' 2 5 - 4 9 . References to work that we do not cite can be 
found in the papers we refer to. 
In a comparison with experimental values, the reader should bear in 
mind that relativistic effects are expected to be small 5 0 in the molecules 
we consider. The constrained dipole oscillator strength distribution (DO-
SD) άι correspond to electronic values and only zero-point averaging of 
our calculations is necessary to make a valid comparison. However, pure 
vibrational effects51 can be significant52 for the longitudinal component 
of the polarizability in the heteronuclear diatomics CO, HCl and HBr; 
therefore a comparison with experimental Ααχ for these molecules is not 
straightforward. Since the calculation of static monomer properties for 
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comparison with experiment is not the primary objective of this work, 
we have not delved into these subtleties. Instead, we rely heavily on 
previous correlated calculations for calibration purposes. 
Consider N2- Table 7.2 shows that our moments Qi and Q\ at r = 
2.068ao are in good agreement with previous finite field 4th-order MBPT 
calculations 2 5 and with experiment 2 6 ' 2 7 However, our mean dipole po-
larizability and anisotropy Δ Ο Ί respectively are 6% and 23% lower than 
the values obtained from a constrained dipole oscillator strength dis­
tribution (DOSD) 2 8 . Discrepancies of 3.4%, 14% and 16% respectively 
are seen between our quadrupole polarizability invariants Ö2, Д І О ^ І and 
A2í*2and their finite field SDQ-MBPT4 counterparts25. One particle 
basis set effects are not responsible for these discrepancies; our very ex-
tensive basis set predicts time-dependent Hartree-Fock (TDHF) values 
in agreement with many previous calculations at equivalent levels of the-
ory. Thus, the problem lies with our treatment of electron correlation to 
second order, although Maroulis and Thakkar's finite field, second order 
MBPT calculations25 are in better accord with the DOSD values. This 
can be understood as follows. In the static limit our MBPT method12 '13 
can be described as coupled Hartree- Fock (CHF), or finite-field SCF, plus 
the second order MBPT2 correlation contribution evaluated with orbitale 
that are perturbed by, but not coupled to, the external field. Using the 
argot of many-body response theory, one may say that we use an 'un-
dressed' multipole interaction, whereas finite-field MBPT uses a 'dressed' 
perturbation which allows coupling of the orbitals to the field53'54. Use 
of the dressed interaction in our theory is both numerically and theoret-
ically equivalent to finite field MBPT calculations of the static response 
properties55. 
Tables 7.2-7.6 and figure 1 show that our moments Q¿, calculated as 
expectation values, are in generally good agreement with previous finite 
field MBPT or coupled cluster (CC) calculations, and experiment where 
available. An egregious exception is the dipole moment of CO which is 
difficult to calculate because of its small magnitude and change of sign 
upon inclusion of electron correlation32. There are larger discrepancies 
between our static polarizabilities and previous finite field MBPT or CC 
calculations because of our use of an 'undressed' multipolar field, as dis-
cussed above. Figure 1 illustrates that these discrepancies are less than 
6% for the mean polarizabilities ά'ι and 0:2. However, tables 7.2-7.6 and 
figure 2 show that they are noticeably larger for the anisotropic invari-
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Table 7.6. Dipole (Qi), quadrupole ( Q 2 ) and octopole (Q3) moments, and static 
dipole ( α ϊ ) and quadrupole ( a 2 ) polarizability invariants of HBr as a function of 
bond length (r). All quantities are with respect to the centre of mass; the H atom 
is on the positive z-axis. 
r / a 0 
Qi/ea2, 
Q2/eal 
Qi/eal 
ái/e2al 
Δ α ι / e 2 
d2/e2a¡) 
Д , а 2 / е 
Δ 2 α 2 / β 
F - 1 
, 2 г - 1 
ET,1 
а0г,н 
г / 7 4 Р _ 1 
а0£уН 
Present work 
2.48 
0.3087 
2.801 
3.051 
23.48 
0.6496 
164.8 
22.10 
12.86 
2.67 
0.3260 
3.061 
4.221 
24.36 
2.330 
174.8 
53.13 
24.30 
2.91 
0.3512 
3.412 
5.955 
25.66 
4.894 
191.2 
107.2 
44.60 
Other theory 
2.673 
3.0726 
23.98° 
1.84a 
Expt. 
0.3311a0.3218c 
3.08 ± 0.10a' 
23.71£ 
2 . 5 ± 0 . 6 / 
a. Finite field full 4th order MBPT, Ref. 45. 
b. Averaged coupled pair functional (ACPF), Ref. 46. 
c. Spectroscopic measurements, Ref. 47. 
d. Molecular beam electric resonance Stark-Zeeman spectra, Ref. 48. 
e. Constrained dipole oscillator strength distribution, Ref. 44. 
f. Molecular beam electric resonance Stark-Zeeman spectra, Ref. 49. 
Figure 7.1 Percent deviations of MBPT monomer properties from previous 
correlated calculations of Q\ ( + ), Q 2 (squares), and cv2 (*); and constrained 
DOSD values of αχ (circles). 
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ants, particularly for Δ α ι where the discrepancies range between 9% and 
30%. 
The static polarizabilities of the rare gas atoms listed in Table 7.7 have 
been discussed in detail in our earlier work2 1. Here we merely remark 
that our MBPT ö i are in nearly perfect agreement with the constrained 
DOSD values44 for Ne and Ar, but differ from the DOSD values for Кг 
and Xe by 2.5% and 4% respectively. 
Since our static αχ for HCl is in good agreement with the DOSD 
value4 4, it is interesting to examine the frequency dependenceö^u;). Our 
imaginary frequency polarizability was fit to a rational function and an-
alytically continued to the real axis. It is compared in figure 3 with its 
DOSD counterpart computed from a pseudospectral representation56. 
The two curves agree with each other within 1% for Ь.и>/Ец < 0.18. 
7.4. Induct ion coefficients 
We adopt the LLM convention so that the multipole expansion of the 
induction energy for the interaction between a neutral, Σ-state diatomic 
molecule and a neutral, 5-state atom is given by 1 1 : 
oo oo oc Ci Ci η 'л + Ά 
- Σ Σ Σ Д & : , Σ ь%.рьл«*п («) 
lA = ll'A = llB = l LA = \lA-l'A\ 
where 
(Λ - 2Γ
Α
)!(Λ - 21
А
Щ)!(Λ - 2LA + 21В)Ц + hV-
(Л + 1)![(Δ - Ζ
Α
)!]2[(Δ _ Г
А
)[Щ _
 ЬА
Щ _LA + lB)\(2lB)\ 
(7.3) 
in which A :— IA + l'A + LA, Qt and Qi> are multipole moments of the 
diatiomic molecule, оц is the 2'-pole polarizability of the atom, R is the 
magnitude of the intermolecular vector from the centre of mass of the 
diatomic to the atom, θ is the angle between the z-axis defined earlier and 
the intermolecular vector, and P¿ is a Legendre polynomial. Collecting 
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Figure 7.2 Percent deviations of MBPT monomer polarizability anisotropics 
from previous correlated calculations: Δ α ι ( + ) , Д і а г (squares), and Δ2£*2 
n 
21 
α(ω) 
19 
17 
MBPT 
-1 1 r г-
ω 
0.1 0.2 
Figure 7.3 Dynamic isotropic dipole polarizability α(ω) for HCl at real 
frequencies ω. MBPT calculations shown as ( + ) values and values from 
a pseudo state representation 5 6 of the constrained DOSD of Ref. 44 
shown as open squares. 
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T a b l e 7.7. Static dipole and quadrupole polar-
izabihties for the rare gas atoms consistent with 
the dynamic polarizabilities used to compute dis­
persion coefficients. 
Atom 
Hea 
Ne6 
Ar6 
Kr6 
Хе
ь 
α ϊ 
1.3831 
2.6557 
11.062 
17.214 
28.223 
0¡2 
2.4434 
7.3276 
51.862 
99.296 
223.29 
a. Explicitly correlated value from Ref. 20. 
b. MBPT value from Ref. 21. 
terms enables Eq. (7.2) to be rewritten as: 
n = 6 1 = 0 
The induction coefficients appearing above vanish unless η + L is even. 
The non-zero coefficients through η = 8 can be expressed in terms of the 
static polarizabilities a ι of the atom and the multipole moments Q¿ of 
the diatomic molecule as follows: 
C $ = < ? $ = (Qi)2ai (7.5a) 
Oft = 1^9ψ^λ
 (7.5b) 
СТІ = Щ^ (7.5c) 
C&d = jj(Qi) 2a 2 + f(Q2) 2*i ( 7- 5 d) 
чй i l 
C$ = jQiQ3ai+2(Q1)2a2 + j-(Q2)2a1 (7.5e) 
2D Q 
С*Й = jQiQzai + j(Q2)2ai (7.5f) 
The η = 6, 7,9 coefficients vanish for homonuclear diatomic-atom inter­
actions for which the η = 10 coefficients are given by: 
Cïodo = 7(Q2)2<*2 (7.6a) 
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een 
C?0d¿ = jQ2(Q2Ct2+Q4CX1) (7.6b) 
CÍ'¿d4 = ^ (297Q 2 a 2 + 360Q4ai) (7.6c) 
Cr¿d6 = -QiQ^ (7.6d) 
We do not present lengthy tables of induction coefficients because 
C % through η = 8 for interactions of Cl 2, CO, HCl and HBr with 
the rare gases, and through η = 10 for N2-rare gas interactions, can be 
calculated easily from Eqs. (7.5)-(7.6) using the multipole moments of 
the diatomic molecules in Tables 7.2-7.6, and the static polarizabilities 
of the rare gases in Table 7.7. The resulting induction coefficients can be 
converted from atomic to SI units using EHO-Q ~ 4.3597482 χ 1 0 - 1 8 J χ 
(5.29177249 x 1 0 _ 1 1 ? n ) n . 
7.5. Dispersion coefficients 
The multipole expansion of the dispersion energy for the interaction be­
tween a neutral, Σ-state diatomic molecule and a neutral, S-state atom 
is given by the Legendre expansion: 
n=6 L = 0 
in which the dispersion coefficient CUÍL vanishes if η + L is odd. If the 
diatomic molecule is centrosymmetric then the Cn ,¿ vanish for odd n. 
The Cn,L dispersion coefficients can be expressed as linear combinations 
of Casimir-Polder integrals involving the product of a pair of imaginary 
frequency polarizabilities57. These integrals were evaluated numerically 
using a Gauss-Chebyshev quadrature57. Tables 7.8-7.12 list dispersion 
coefficients for interactions of N2 , Cl2, CO, HCl and HBr with the rare 
gases. 
A comparison of our Ce,o coefficients, at the diatomic molecule's equi-
librium bond length (r/aO = 2.068, 2.14, 2.4008645 and 2.67 for N2 , CO, 
HCl and HBr respectively) with constrained DOSD values is presented in 
table 7.13. Figure 4 shows that the differences never exceed 5.3%. They 
144 7: Ab initio dispersion coefficients 
T a b l e 7.8. Anisotropic dispersion coefficients C
n<i,/EHO.Q forN2-rare 
gas atom interactions as a function of bond length r. 
L 
0 
0 
0 
2 
2 
2 
4 
4 
6 
0 
0 
0 
2 
2 
2 
4 
4 
6 
0 
0 
0 
2 
2 
2 
4 
4 
6 
η 
6 
8 
10 
6 
8 
10 
8 
10 
10 
6 
8 
10 
6 
8 
10 
8 
10 
10 
6 
8 
10 
6 
8 
10 
8 
10 
10 
N 2-He 
9.5226 
210.62 
4903.4 
0.76496 
189.38 
6110.64 
-5.737 
1008.6 
-50.73 
9.7617 
219.17 
5184.1 
0.80463 
201.85 
6555.97 
-4.823 
1140.3 
-52.53 
9.9479 
227.56 
5472.8 
0.81133 
215.86 
7050.64 
-3.713 
1283.3 
-52.78 
N 2-Ne 
Γ : 
19.757 
478.99 
12187 
1.547 
395.30 
14081 
-10.93 
2057 
-97.1 
Г : 
20.232 
497.58 
12842 
1.625 
421.52 
15102 
-9.070 
2337 
-100 
Г : 
20.6 
515.58 
13510 
1.637 
450.729 
16234 
-6.820 
2641 
-100 
N2-Ar 
= 1.968α0 
63.795 
1910.4 
61207 
5.3259 
1301.4 
57955.8 
-44.67 
6339.7 
-391.6 
= 2.068α0 
65.515 
1982.3 
64192 
5.6192 
1385.4 
62025.4 
-38.60 
7262.3 
-409.1 
= 2.168α0 
66.865 
2050.3 
67178 
5.6738 
1478.6 
66548.1 
-31.1 
8270.0 
-415.5 
Na-Kr 
91.856 
3026.5 
107930 
7.7802 
1892.5 
93105.4 
-68.03 
8842.0 
-595.05 
94.4 
3138.8 
112990 
8.2189 
2013.8 
99567.6 
-59.43 
10190 
-623.65 
96.404 
3244.1 
117990 
8.3039 
2147.7 
106741 
-48.73 
11665 
-636.07 
Nj-Xe 
135.61 
5260.2 
219500 
11.70 
2848.8 
165397 
-107.9 
12190 
-940.58 
139.5 
5451.6 
229260 
12.39 
3029.7 
176685 
-95.43 
14243 
-990.20 
142.58 
5627.8 
238770 
12.53 
3226.9 
189180 
-79.83 
16498 
-1015.5 
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Table 7.9. Anisotropie dispersion coefficients С„,і/Ена^ 
for C12- гаге gas atom interactions as a function of bond 
length r. 
L 
0 
0 
2 
2 
4 
0 
0 
2 
2 
4 
0 
0 
2 
2 
4 
η 
6 
8 
6 
8 
8 
6 
8 
6 
8 
8 
6 
8 
6 
8 
8 
СЬ-Не 
23.162 
786.02 
3.040 
1139.12 
-17.61 
23.484 
810.29 
3.183 
1211.09 
-11.56 
23.820 
837.02 
3.338 
1290.61 
-5.460 
Ch-Ne 
г = 
47.348 
1719.0 
6.0101 
2341.8 
-34.37 
г = r
e 
47.977 
1770.1 
6.2847 
2488.8 
-22.6 
г = 
48.633 
1826.2 
6.5799 
2651.1 
-10.8 
С12-Аг 
: 3.65αο 
159.04 
6580.0 
22.07 
7947.39 
-132.4 
= 3.757α, 
161.45 
6764.6 
23.20 
8453.86 
-86.37 
= 3.87α0 
163.99 
6967.5 
24.43 
9014.17 
-39.70 
СЬ-Кг 
231.17 
10225 
32.75 
11629 
-200 
3 
234.78 
10505 
34.48 
12373 
-130 
238.62 
10812 
36.39 
13197 
-59.0 
СЬ-Хе 
345.55 
17236 
50.289 
17618 
- 3 1 3 
351.20 
17688 
53.066 
18752 
- 2 0 3 
357.22 
18184 
56.143 
20008 
-91.0 
are largest for N2-rare gas interactions. For the other diatomics, the dis­
crepancies are larger for interactions with Kr and Xe than with Ne and 
Ar. This is consistent with the quality of our static dipole polarizabilities 
for the rare gas atoms 2 1 . 
The MBPT anisotropy ratios Сб,2/Сб,о are roughly 35% smaller than 
constrained DOSD values2 8 for interactions of N2 with Ne, Ar, Кг and 
Xe. This is consistent with the 23% error in our MBPT value of Δα-χ for 
N 2 (cf. section 7.3). There is no other reliable data with which the rest 
of our dispersion coefficients can be compared. 
On the basis of the comparisons in section 7.3 and above, we think 
that our dispersion and induction coefficients will be more reliable for 
interactions of the rare gases with HCl, HBr and CI2 than with N2 or 
CO. Apparently, our MBPT treatment is not sufficient to deal with the 
7 Ab initio dispersion coefficients 
Table 7.10. Anisotropic dispersion coefficients Cn ¡,/EHO.Q 
for CO rare gas atom interactions as a function of bond 
length г The С atom is on the positive ζ axis 
L 
0 
0 
1 
2 
2 
3 
4 
0 
0 
1 
2 
2 
3 
4 
0 
0 
1 
2 
2 
3 
4 
0 
0 
1 
2 
2 
3 
η 
6 
8 
7 
6 
8 
7 
8 
6 
8 
7 
6 
8 
7 
8 
6 
8 
7 
6 
8 
7 
8 
6 
8 
7 
6 
8 
7 
CO He 
10 310 
250 75 
28 896 
0 8515 
255 69 
-1 105 
-10 74 
10 579 
256 91 
28 755 
0 9816 
265 04 
-0 8629 
-10 39 
10 866 
263 39 
28 6S3 
1 126 
274 91 
-0 5896 
-9 897 
11 218 
271 23 
28 706 
1 310 
286 90 
-0 234 
CO Ne 
r -• 
21 297 
562 16 
57 655 
1 727 
526 813 
-2 056 
-20 60 
Γ : 
21 835 
576 03 
57 376 
1 985 
546 745 
-1575 
-19 84 
r • 
22 407 
590 61 
57 237 
2 270 
567 769 
-1 031 
-18 83 
г 
23 106 
608 26 
57 292 
2 634 
593 309 
-0 325 
CO Ar 
= 2 00α0 
69 639 
2245 4 
206 45 
5 8607 
1787 8 
-9 143 
-83 57 
= 2 07α0 
71 551 
2302 1 
205 41 
6 8052 
1855 9 
-7 435 
-8147 
= 2 14α0 
73 597 
2362 1 
204 86 
7 8522 
1928 1 
-5 492 
-78 40 
= 2 22α0 
76 119 
2435 4 
204 97 
9 1929 
2016 6 
-2 95 
СО Кг 
100 61 
3549 8 
304 63 
8 510 
2617 6 
-14 28 
-127 5 
103 42 
3640 7 
303 07 
9 910 
2718 9 
-1178 
-124 7 
106 43 
3737 1 
302 24 
1146 
2826 7 
-8 924 
-120 5 
ПО 16 
3855 1 
302 37 
13 46 
2959 1 
-5 182 
CO-Xe 
149 20 
6142 9 
464 34 
12 70 
3969 6 
-23 38 
-203 0 
153 47 
6303 9 
46195 
14 84 
4129 4 
-19 61 
-199 4 
158 06 
6475 4 
460 64 
17 23 
4300 0 
-15 29 
-193 6 
163 74 
6685 8 
460 79 
20 29 
4510 33 
-9 608 
4 8 - 9 157 - 1 7 32 - 7 3 60 - 1 1 3 8 -184 0 
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T a b l e 7.10. Continued 
L 
0 
0 
1 
2 
2 
3 
4 
η 
6 
8 
7 
6 
8 
7 
8 
CO-He 
11.599 
279.62 
28.867 
1.518 
299.76 
0.170 
-8.207 
CO-Ne CO-Ar 
г = 2.30α0 
23.863 78.864 
627.11 2514.1 
57.620 206.04 
3.044 10.713 
620.697 2112.3 
0.4759 -0.038 
-15.39 -67.20 
CO-Kr 
114.22 
3982.3 
303.92 
15.72 
3102.7 
-0.884 
-104.7 
CO-Xe 
169.95 
6913.7 
463.08 
23.77 
4739.79 
-3.06 
-170.9 
strong electron correlation associated with the triple bond in N2 and CO. 
For N2-rare gas interactions, we recommend using the constrained DOSD 
values2 8 of CG,O and Сб,2 along with our higher order coefficients. For 
CO-rare gas interactions, we recommend using the constrained DOSD 
Сб,о listed in table 7.13, parametrizing Ce,2 and using our higher order 
coefficients. 
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7: Ab initio dispersion coefficients 
Table 7 . 1 1 . Anisotropic dispersion coefficients С
П:
і/Ена^ 
for HCl-rare gas atom interactions as a function of bond 
length г. The H atom is on the positive г-axis. 
L 
0 
0 
1 
2 
2 
3 
4 
0 
0 
1 
2 
2 
3 
4 
0 
0 
1 
2 
2 
3 
4 
0 
0 
1 
2 
2 
3 
η 
6 
8 
7 
6 
8 
7 
8 
6 
8 
7 
6 
8 
7 
8 
6 
8 
7 
6 
8 
7 
8 
6 
8 
7 
6 
8 
7 
H Cl-He 
12.458 
255.42 
9.701 
0.0300 
-12.52 
1.998 
8.22 
12.877 
268.57 
13.743 
0.2473 
16.32 
3.3272 
14.13 
13.328 
284.05 
18.536 
0.491 
52.88 
4.9483 
22.063 
13.804 
302.06 
24.108 
0.756 
98.06 
6.871 
HCl-Ne 
Γ = 
25.520 
581.73 
19.960 
0.076 
-21.198 
4.042 
16.53 
Γ = 
26.355 
610.34 
28.113 
0.505 
37.879 
6.672 
28.26 
Γ = 
27.248 
643.70 
37.717 
0.984 
112.233 
9.861 
43.92 
Γ = 
28.187 
682.13 
48.821 
1.502 
203.581 
13.627 
HCl-Ar 
2.008654α0 
85.220 
2391.9 
65.89 
0.0792 
-111.4 
13.807 
57.40 
2.208654α0 
88.217 
2505.7 
94.11 
1.6533 
99.6 
23.438 
99.97 
2.408654α0 
91.477 
2638.6 
128.02 
3.4427 
368.5 
35.321 
157.80 
2.608654α0 
94.954 
2791.7 
167.96 
5.4153 
702.5 
49.59 
НСІ-Кг 
123.69 
3831.2 
95.41 
0.031 
-177.1 
20.09 
83.8 
128.11 
4010.5 
136.64 
2.366 
137.1 
34.36 
146.8 
132.93 
4219.4 
186.47 
5.03 
538.6 
52.065 
232.8 
138.11 
4459.8 
245.45 
7.99 
1038.3 
73.420 
HCl-Xe 
184.53 
6769.4 
141.91 
-0.13 
-295.8 
30.04 
126.0 
191.26 
7078.0 
203.94 
3.45 
194.5 
51.92 
222.3 
198.66 
7436.2 
279.47 
7.58 
822.3 
79.23 
354.6 
206.63 
7847.0 
369.51 
12.17 
1605.45 
112.395 
4 8 32.297 64.02 233.33 345.6 529.4 
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Table 7.11. Continued 
L 
0 
0 
1 
2 
2 
3 
4 
η 
6 
8 
7 
6 
8 
7 
8 
HCl-He 
14.296 
322.77 
30.455 
1.035 
152.63 
9.089 
45.090 
HCl-Ne HCl-Ar 
r = 2.S08654a0 
29.153 
725.92 
61.407 
2.046 
313.363 
17.9495 
89.03 
98.587 
2966.2 
213.97 
7.524 
1107.7 
66.219 
328.77 
HCl-Kr 
143.54 
4733.1 
313.76 
11.17 
1646.0 
98.448 
489.0 
HCl-Xe 
215.05 
8312.1 
474.45 
17.16 
2559.36 
151.52 
752.9 
Table 7.12. Anisotropic dispersion coefficients С
Пі
ь/Еца.ц 
for HBr-гаге gas atom interactions as a function of bond 
length r. The Η atom is on the positive z-axis. 
L 
0 
0 
1 
2 
2 
3 
4 
0 
0 
1 
2 
2 
3 
4 
0 
0 
1 
2 
2 
3 
4 
n 
6 
8 
7 
6 
8 
7 
8 
6 
8 
7 
6 
8 
7 
8 
6 
8 
7 
6 
8 
7 
8 
HBr-He 
16.840 
403.73 
23.935 
0.361 
33.46 
4.9347 
24.58 
17.294 
422.77 
29.761 
0.6172 
82.752 
6.9474 
35.703 
17.893 
450.93 
38.211 
0.9615 
159.06 
9.8993 
53.283 
HBr-Ne 
г = 
34.287 
902.31 
48.670 
0.7339 
74.667 
9.8399 
48.923 
r = 
35.182 
942.72 
60.304 
1.234 
174.24 
13.79 
70.790 
r = 
36.357 
1001.9 
77.094 
1.906 
327.6 
19.55 
105.2 
HBr-Ar 
2.48α0 
116.41 
3662.1 
165.68 
2.45 
211.4 
35.15 
175.8 
: 2.67α0 
119.73 
3821.2 
207.23 
4.35 
574.04 
50.031 
257.8 
2.91α,, 
124.15 
4054.4 
268.25 
6.941 
1138.4 
72.116 
388.87 
НВг-Кг 
169.65 
5825.0 
241.56 
3.52 
295.3 
51.751 
259.4 
174.59 
6073.3 
302.83 
6.364 
836.96 
74.017 
381.77 
181.20 
6436.6 
393.26 
10.27 
1681.8 
107.21 
578.57 
НВг-Хе 
254.50 
10179 
362.56 
5.179 
425 
78.639 
395.0 
262.11 
10600 
455.84 
9.597 
1271 
113.17 
584.7 
272.35 
11212 
594.50 
15.72 
2592 
165.0 
891.3 
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Table 7.13. Comparison of MBPT (upper) and constrained DOSD 
(lower) dipole-dipole dispersion coefficents Ce,o/'EHCLQ- Our MBPT 
values correspond to the equilibrium bond lengths: г/αθ = 2.068, 
2.14, 2.400S645 and 2.67 for N 2 , CO, HCl and HBr respectively. The 
DOSD values are computed from pseudo spectra in Refs. 38,56. 
N 2 
CO 
HCl 
HBr 
He 
9.7G17 
10.23 
10.8GC 
10.71 
13.328 
13.35 
17.294 
17.00 
Ne 
20.232 
20.95 
22.407 
21.88 
27.248 
27.05 
35.182 
34.39 
Ar 
65.515 
68.64 
73.597 
72.30 
91.477 
91.21 
119.73 
116.9 
Кг 
94.4 
97.20 
106.43 
102.6 
132.93 
129.9 
174.59 
167.0 
Xe 
139.5 
143.3 
158.06 
151.7 
198.66 
192.8 
262.11 
248.8 
с 
о 
> 
φ 
тз 
φ 
Ci-
Figure 7.4 Percent deviations of MBPT isotropic dipole-dipole dispersion co­
efficients Ce,o from constrained DOSD values 3 8 , 5 6 N2-X ( + ) , CI2-X (squares), 
HC1-X (*), and HBr-X (circles). 
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8 
'Dressed' and 'undressed' multipole mo-
ments: the effects of true and apparent 
correlation in diatomic molecules 
8.1. Introduction 
The inclusion of electron correlation effects is often of importance for the 
theoretical prediction of molecular properties, such as molecular multi-
pole moments. The commonly used Hartree-Fock (HF) model does not 
include electron correlation, but is able to yield molecular multipole mo-
ments as a simple expectation value. Very often these expectation values 
can conveniently be used as a first assessment of the experimental mul-
tipole moment, since electron correlation effects usually do not exceed 
10% of the total value. For some cases, such as the carbon monoxide 
molecule, electron correlation effects are known to change even the sign 
of the computed property and the HF expectation value is no longer a 
reliable estimate of the 'true' value. 
Often, the electronic correlation corrections to molecular multipole 
properties are evaluated using a perturbational approach, where the 
Hamiltonian is split into a field-independent Hamiltonian Ho and a per-
turbation W — FQlm, linear in an external field F. The operator Qlm 
is the multipole operator. After the (approximate) calculation of the 
eigenvalue E of Ho + W an nth order property may be defined as 
wjw-è(£i) • 
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The most straightforward way to obtain [Qln] is by numeric differen-
tion of the perturbed energy E. Using the common expression for the 
correlation energy 
•ΕΌΟΓΓ = Ε — Ειιγ (8.2) 
one can split the property likewise and get a Hartree-Fock and a correla­
tion contribution to Q^n\ A first order HF property obtained from the 
numerical differentiation of the HF energy is the same as the expectation 
value since HF satisfies the Hellmann-Feynman theorem for perturbing 
electric fields, provided the basis is field-independent. 
The main advantage of this method to evaluate the multipole moment 
is that it is easy to implement: one only needs computer code to evaluate 
the molecular energy. The disadvantage of this method is that it requires 
a number of separate energy calculations for each property in order to 
perform the numerical differentiation. Especially for calculations includ­
ing electron correlation, the large number of four-index transformations 
required can inhibit the evaluation of molecular properties with basis 
sets sufficiently large to give a reliable description of the required prop­
erty. Also, for higher order properties, the finite differentiation requires 
a very accurate assessment of the correlation energy in order to give re­
liable results. Furthermore, the extension of the finite field method to 
frequency-dependent properties is at present not possible. 
Hence, it is much more attractive to implement analytical formulae 
for the correlation contribution to the molecular property. In previous 
chapters of this thesis, we have done so using many-body perturbation 
theory (MBPT) to describe the electronic correlation. In these calcula­
tions we have used a method that in its static limit can be described as 
a differentiation of the MP2 energy evaluated with uncoupled orbitals. 
In the finite field method, one performs the initial HF calculation in the 
presence of a small perturbing field and thus obtains coupled orbitals 
(that are 'relaxed' with respect to the external field). 
From an a priori point of view, one should thus opt for relaxed or­
bitals, since these are expected to describe the best starting point for 
the subsequent property calculation. The relaxation leads, in diagram­
matic form, to a dressing of the multipole operator with an infinite series 
of 'bubbles'. In this chapter, we will use this relationship to describe a 
method where these dressing effects are included in an analytic fashion 
for the multipole moments of closed shell systems. The importance of 
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dressing has frequently been stressed in the literature, but only a limited 
number of studies on these effects have been reported 1. 
8.2. Theory 
We will first discuss some theory that has been used in previous chap­
ters, now, however, \vith the dressing of the multipole in view. In this 
theoretical section, we will use the labels i,j,k,l for occupied orbitals, 
a, b, c, d for virtual orbitals, and use capital letters to denote spinorbitals; 
i.e. Ρ :— ρσ. 
The diagrams and formulae needed for the evaluation of the MP2 
correlation contribution to the multipole moment 2 have been given in 
Chapter 4. We will use this derivation of the multipole moment formulas, 
and refer to Fig 4.3 for the diagrammatic representation of the multipole 
moment. In this section, we will first argue that coupled Hartree-Fock 
(CHF) theory defines the occupied-virtual blocks of the dressed multipole 
operator, and then show in a diagrammatic fashion how the remaining 
blocks can be obtained. 
Most, but not all of the derivations in the literature have been given 
in the context of the derivation of MP2 geometrical derivatives. We 
mention the papers of Pople, Krishnan, Schlegel and Binkley3, Sadlej4, 
Handy and Schaefer5, J0rgensen and Helgaker6 and Rice and Handy 7 for 
previous derivations of the present formulae. 
We will refer to the state perturbed in the external field by putting 
a tilde above all the quantities defining this state. We now consider the 
perturbed Hartree-Fock state |0) in the presence of an external (one-
particle) perturbation. The total Hamiltonian is accordingly partitioned 
into Η := HQ + W, and the Brillouin condition may be evaluated as 
(Ö|[£- ,Я] |0) + (Ö\[E;q,W]\Ö) = 0 (8.3) 
where we have defined 
Ers = Ers — EST (8.4) 
where the Ers are written in second quantization 
Ers = Ύ^αΙ
σ
α$σ. (8.5) 
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For W = 0, this equation yields the normal unperturbed Hartree-Fock 
equation. We will assume this equation to be solved. 
Molecular properties can now be obtained from the perturbed equa­
tion by considering its expansion through several orders of the external 
perturbation. An expansion of the wavefunction and orbital energy in 
the external perturbation may be obtained by expanding the exponential 
| 0 ) = e x p ( - / i ) | 0 ) (8.6) 
where we have defined 
к = ^2к
га
Е~. (8.7) 
Inserting this expansion into the perturbed Brillouin condition, we obtain 
the CHF equations through first order in the external perturbation. For 
the zeroth order, our equation is the Brillouin condition referring to the 
unperturbed state. The first order equation is seen to be 
^(0\[E;qi[E-tHo]]\0)Kra = - < 0 | [ S - , W ] | 0 ) (8.8) 
from which we can obtain the coefficients K
rs
. Equation (8.8) is the 
standard equation used in CHF theory and a method for its solution 
has been described8 for instance in Chapter 3. The uncoupled (non-
relaxed) solution for the к is obtained by partitioning the unperturbed 
Hamiltonian into a Fock operator and a correlation potential 
H0 = F + V (8.9) 
and solving Eq. (8.8) using the Fock operator as an approximate HQ. 
The uncoupled problem has the solution 
( Q ) _ (g\w\i) 
where the superscript (0) indicates that the coefficient is zeroth order in 
the apparent correlation (no relaxation of the orbital). The term D " in 
the denominator is defined Df = e
a
 — e¿. 
(8.10) 
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1 te, p i 
Figure 8.1 Definition of the occupied-virtual blocks of the dressed multipole 
operator, using the CHF solution. The pictorial representation is in Drandow 
skeletons and is done by an iterative definition of the dressed multipole inter­
action. 
The CHF problem is seen to be solved with the help of the solution 
of the generalized set of equations (where we refer to Chapter 3 for the 
appropriate definitions of the matrices involved) 
(A + B)C = [S(A - B ) " 1 S ] C E 2 
C T [ S ( A - B ) - 1 S ] C = 1. 
(8.11) 
The (frequency-independent) rotation parameters к
гз
 describing the re­
laxed orbitale are obtained from the equation 
K = - C E - 2 C T S W . (8.12) 
We may define a dressed interaction operator, having the virtual-occu­
pied matrix elements 
Wti := -K
aiD* (8.13) 
and we see that from the perturbational Brillouin condition, which gives 
rise to the CHF equations, only the virtual-occupied blocks of the dressed 
interaction operator are defined. 
As can be seen from the diagrams for the MBPT expression for the 
multipole moment presented in Chapter 4 (Fig. 4.3), we also need the 
occupied-occupied and virtual-virtual blocks of the dressed perturbation 
matrix. As is well known, the most efficient formulation of many-body 
perturbation theory proceeds on the condition that canonical Hartree-
Fock orbitals are used for the uncorrelated state, and hence requires that 
Fpq = 6pq€p. (8.14) 
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X X 
Figure 8.2 Brandow skeletons showing the factorization of the MP2 correlation 
contribution to the multipole moments for the occupied-occupied and virtual-
virtual blocks. 
J0rgensen and Helgaker 6 have analysed the perturbation expansion of 
this equation in detail, using an algebraic formulation based on a La-
grangian form of coupled M0ller-Plesset theory. 
Sadlej4 has considered a double perturbation theory of molecular one-
electron properties. His analysis shows that a certain class of property 
diagrams can be summed to infinite order, thus yielding the 'true' cor-
relation contribution to the molecular property. Rather than following 
the somewhat tedious algebraic approach, we simply replace the 'bare' 
interactions in the diagrams of Fig. 4.3 by dressed interactions, thus 
summing the class of 'apparent' correlation contributions to the multi-
pole moment through infinite order. (For multipole moments, this class 
is designated by 'a ' for the virtual-occupied and '6' for the occupied-
occupied and virtual-virtual blocks of the interaction operator in Fig. 3 
of Sadlej4.) The terms involving the occupied-virtual blocks of the mul-
tipole operator are easily evaluated using the TDCHF solution for the 
dressed multipole operator as given in Eq. (8.12) and Fig. 8.1. The 
class of multipole diagrams involving the occupied-occupied and virtual-
virtual blocks of the dressed interaction operator (class 'b ' of Fig. 3 from 
Sadlej4) are given in Fig. 8.2. Also the mirror images where the 'bubble' 
extends to the left must be included. We show the factorization of the 
two time-ordered versions of the diagram involving the occupied-occupied 
or virtual-virtual blocks of the multipole operator. Taking into account 
> " 
* * \ 
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the two time-ordered versions, we get the factorization 
' - + - = - x - . (8.15) (X + Y) \X Y J X Y 
This factorization then allows for the definition of a dressed multipole 
interaction operator. The matrix elements of this operator are given by 
j0rgensen and Helgaker6. 
We give diagrammatic representations of the dressed multipole inter-
action operator in Fig. 8.3. From these, we get the following expressions 
for the complete dressed multipole interaction 
Wi = - KatD? (8.16a) 
Wîb =Wab - ^ [4(ab|ic) - (ac\ib) - (cb\ai)} - f (8.16b) 
К =
W
v - Σ Ш\ка) - (кіЬа) - {ia\jk)] -g± (8.16c) 
ak k 
We have now defined the MP2 extension to the dressed interaction op­
erator. 
8.3. Results and discussion 
We describe calculations on the diatomics H2, HCl and CO. We have 
used 9 , 1 0 the basis sets and geometries of Chapters 6 and 7. In our calcu­
lations, we have consistently correlated all electrons, which is in contrast 
to most literature values, where only valence electrons are correlated. 
8.3.1. H 2 
For H2, we make a comparison to our previous full-CI (FCI) values9. 
In Table 8.1 we give the results of these calculations. At all distances 
considered, the MP2 method recovers about 80% of the FCI energy. We 
compare the quadrupole moment in the dressed and undressed MP2 for­
malism with previous FCI calculations. The undressed MP2 correlation 
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Figure 8.3 Diagrammatic representation (in Goldstone diagrams) of the occu-
pied-occupied and virtual-virtual blocks of the dressed multipole operator. The 
diagrams shown in this figure translate immediately into Eq.s (8.15b) and 
(8.15c). 
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Table 8.1. One-electron properties of H2. The quadrupole mo­
ments are given in dressed and undressed form and compared to 
the full-CI (FCI) values from Chapter 6. 
R 
Energies 
SCF 
FCI 
MP2 
Quadrupole 
SCF 
FCI 
MP2 
Undressed 
Dressed 
1.2 
-1.1240348 
-1.1615044 
-1.1543566 
moments 
0.3739 
0.3505 
0.3628 
0.3597 
1.4 
-1.1329373 
-1.1718384 
-1.1639667 
0.4924 
0.4540 
0.4752 
0.4701 
1.449 
-1.1323012 
-1.1716040 
-1.1635236 
0.5231 
0.4800 
0.5040 
0.4984 
1.65 
-1.1226354 
-1.1638174 
-1.1547337 
0.6543 
0.5874 
0.6262 
0.6176 
Correlation corrections to the quadrupole moment 
FCI -0.0234 -0.0384 -0.0430 -0.0668 
Undressed -0.0111 -0.0173 -0.0191 -0.0281 
Dressed -0.0142 -0.0223 -0.0247 -0.0367 
contribution is in all cases about 50% of the FCI correlation contribution, 
and in the dressed form about 60%. This shows that a good description 
of the energy does not ensure a description of the property with the same 
quality. Furthermore, this behaviour does not vary with a variation of 
the internuclear distance. 
8.3.2. HCl 
Calculations on the multipole moments and polarizabilities of HCl were 
reported by Maroulis 1 1 ' 1 2 , using the MBPT method through fourth order 
limited to singly, doubly and quadruply intermediate states (SDQ-MP4). 
In these values, the Ισ orbital on CI was kept frozen and the remaining 
16 electrons were correlated. We summarize our values in Tables 8.2 
through 8.4 and compare them to these literature values. 
Correlation energies and dipole moments are presented in Table 8.2. 
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Table 8.2. Correlation energies and dipole moments of HCl at the different dis­
tances. Moments are given in dressed and undressed form and compared to litera­
ture values. The equilibrium geometry is at R = 2.40865a.u. 
R 
This work 
E(MP2) 
Literature 
Έ ( Μ Ρ 2 ) 
E(SDQ-MP4) -
Dipole moments 
SCF 
Undressed 
Dressed 
Literature 
M P 2 a 
SDQ-MP4" 
Experiment 
2.008645 
-0.247739 
-0.257649 
-0.272897 
-0.3794 
-0.3565 
-0.3507 
-0.3521 
-0.3521 
2.208645 
-0.247465 
-0.258682 
-0.274037 
-0.4221 
-0.3942 
-0.3911 
-0.3914 
-0.3875 
2.408645 
-0.247919 
-0.259952 
-0.275472 
-0.4684 
-0.4344 
-0.4351 
-0.4337 
-0.4240 
0.4301 ±0.0002 
Correlation corrections to the dipole moment 
Undressed 
Dressed 
a. From Ref. 11 
b. From Ref. 17 
0.0229 
0.0286 
0.0279 
0.0309 
0.0340 
0.0333 
2.608645 
-0.249003 
-0.261458 
-0.277224 
-0.5174 
-0.4758 
-0.4813 
-0.4784 
-0.4603 
0.0416 
0.0360 
2.808645 
-0.250564 
-0.263197 
-0.279310 
-0.5683 
-0.5172 
-0.5290 
-0.5247 
-0.4948 
0.0512 
0.0394 
Our MP2 correlation energies are above those of Maroulis1 1, due to the 
fact that we used a small basis set optimised for the calculation of molec­
ular properties. The effects of dressing the dipole moment are about 20% 
of the total contribution at the shortest internuclear distance considered, 
but at the equilibrium geometry the effect of dressing on the total mul­
tipole moment becomes negligibly small. At this distance, the undressed 
dipole is somewhat closer to the SDQ-MP4 value of Maroulis and the 
experiment. At longer distances the dressing has the effect of lowering 
the correlation contribution to the dipole moment. The derivative of the 
correlation contribution with respect to the internuclear distance is very 
sensitive to dressing: the undressed derivative at R = 2.408645a.u. is 
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Table 8 .3. Quadrupede moments of HCl at the different distances. Moments 
are given in dressed and undressed form and compared to literature values. 
R 
SCF 
Undressed 
Dressed 
Literature 
MP2" 
SDQ-MP4" 
Experiment 
2.008645 
2.2351 
2.1665 
2.15S5 
Correlation corrections to 
Undressed 
Dressed 
-0.06S7 
-0.0766 
2.208645 
2.5096 
2.4339 
2.4350 
the quadru] 
-0.0757 
-0.0746 
2.408645 
2.8192 
2.7323 
2.7448 
2.78 
2.72 
2.78 ±0 .09 
pole moment 
-0.0869 
-0.0745 
2.608645 
3.1605 
3.0566 
3.0830 
-0.1040 
-0.0775 
2.808645 
3.5304 
3.4009 
3.4445 
-0 .1294 
-0.0859 
a. From Ref. 12. 
b. Ref. 18. 
0.033 a.u. and the dressed derivative is 0.013 a.u. Since the dressing 
has the effect of including orbital relaxation with respect to the perturb-
ing field, we conclude that this orbital relaxation is very sensitive to the 
internuclear distance. 
Comparison of our values to the literature values of Maroulis reveals 
that the dressed MP2 moments are close to the finite field MP2 moments, 
as they must, and that the overall agreement with SDQ-MP4 is quite 
close. This sustains the well-known conclusion from other work that 
MP2 recovers the main portion of the electron correlation effects. 
Quadrupole moments are given in Table 8.3. In contrast to the un-
dressed electron correlation contribution to the quadrupole moment, the 
dressed correlation correction to the quadrupole moment is almost con-
stant over the whole range of internuclear distances. The undressed 
quadrupole moment correction varies by a factor of about 2. At the 
equilibrium distance, both values for the quadrupole moment fall well 
within the experimental error bars, although the dressed multipole seems 
to be a little closer. Our final MP2 value is close to the SDQ-MP4 value 
computed by Maroulis12. Again, it is the derivative of the quadrupole 
moment with respect to the internuclear separation that is most sensitive 
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Table 8.4. Octopole moments of HCl at the different distances. Moments 
are given in dressed and undressed form and compared to literature values. 
R 
SCF 
Undressed 
Dressed 
Literature 
MP2 a 
SDQ-MP4 a 
2.008645 2.20S645 
-1.5714 -2.5732 
-1.7234 -2.7019 
-1.8993 -2.9027 
Correlation corrections to the octopoli 
Undressed 
Dressed 
a. From Ref. 
-0.1521 -0.1287 
-0.3279 -0.3296 
12. 
2.408645 
-3.8006 
-3.8857 
-4.1174 
4.20 
3.92 
; moment 
-0.0851 
-0.3169 
2.608645 
-5.2639 
-5.2754 
-5.5448 
-0.0115 
-0.2809 
2.808645 
-6.9730 
-6.8668 
-7.1820 
0.1063 
-0.2090 
to dressing. 
Octopole moments are presented in Table 8.4. Here, undressed mo-
ments are markedly closer to Maroulis' SDQ-MP4 value than the dressed 
MP2 values. Since the dressed MP2 value is close to Maroulis' finite field 
MP2 value, the differences in basis set do not play an important role here. 
Dressing plays an important role, although the SDQ-MP4 value cancels 
the effects of dressing on the MP2 level considerably. So, fortuitously the 
undressed MP2 method gives good results in this case. 
8.3.3. C O 
The dipole moment of CO is a well-known test case for electron corre-
lation methods, since Hartree-Fock is known to yield the wrong sign for 
the dipole moment in any reasonable basis set. Many calculations on 
the multipole moments of CO have been reported. Amos13 considered 
the distance dependence of the multipole moments of CO in the SDCI 
approxiation. Using the finite field method, Diercksen and Sadlej14 com-
puted the multipole moment through fourth order in MBPT. They also 
used the SDCI method as a first assessment of the correlated value of the 
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Table 8.5. Dipole moments of CO at various distances and 
comparison to literature values. The equilibrium geometry is 
at R = 2.14a.u. 
R 
SCF 
Undressed 
Dressed 
Literature 
MP2° 
MP4° 
SD-CI6 
MP2C 
SDQ-MP4C 
2.00 
0.0246 -
0.2377 
0.1899 
0.1950 
0.1749 
Correlation corrections 
Undressed 
Dressed 
0.2131 
0.1652 
2.07 
-0.0442 
0.2099 
0.1530 
0.1573 
0.1354 
2.14 
-0.1153 
0.1857 
0.1175 
0.1211 
0.0983 
0.1019 
0.1119 
0.0580 
2.22 
-0.19S7 
0.1635 
0.0790 
0.0820 
0.0602 
to the dipole moment 
0.2541 
0.1972 
0.3010 
0.2327 
0.3622 
0.2778 
2.30 
-0.2842 
0.1484 
0.0436 
0.0457 
0.0282 
0.4326 
0.3278 
a. Recalculated to our internuclear separation, using Table 9 
of Ref. 14. 
b. Ref. 13, calculated at R = 2.132a.u. 
с Ref. 16, calculated at R = 2.132221a.u. 
multipole moment. Maroulis and Thakkar 1 5 considered the quadrupole 
moments and quadrupole polarizabilities of CO using the finite-field cou­
pled cluster (CC) method. Maroulis1 6 studied the multipole moments of 
CO quite recently. We compare our results with these literature values 
in Tables 8.5-8.8. 
Dipole moments are presented in Table 8.5. Our dressed MP2 values 
are consistently a little below the MP2 values of Diercksen and Sadlej 1 4. 
The dressed MP2 method gives most of the correlation contribution to 
the dipole moment, as can be concluded from comparison with the MP4 
values, or the SDCI value of Amos 1 3 . The undressed values are consis­
tently too high. This shows that in this case the dressing is an important 
contribution to the total value of the dipole moment. 
The CO quadrupole and octopole moments are given in Tables 8.6 and 
8.7. The quadrupole moments we calculated are in good agreement with 
the literature values. Without dressing, the quadrupole moment is too 
high, when dressing is included, it is in good agreement with experiment. 
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Table 8.6. Quadrupede moments of CO at various distances and 
comparison to literature and experiment. 
R 
SCF 
Undressed 
Dressed 
Literature 
MP2" 
MP4" 
CCD+STCCCD) 0 
MP2 C 
SDQ-MP4C 
Experiment 
2.00 
-1.6670 
-1.6543 
-1.6212 
2.07 
-1.6010 
-1.5919 
-1.5607 
-1.5900 
-1.6004 
2.14 
-1.5294 
-1.5238 
-1.4941 
-1.5021 
-1.5195 
-1.502 
-1.49 
-1.48 
-1 .5 
2.22 
-1.4407 
-1.4391 
-1.4097 
-1.3937 
-1.4331 
2.30 
-1.3449 
-1.3473 
-1.3159 
Correlation corrections to the quadrupole moment 
Undressed 0.0127 0.0091 0.0056 0.0015 -0.0024 
Dressed 0.0458 0.0403 0.0353 0.0310 0.0290 
a. Ref. 14, calculated at internuclear distances of 2.03,2.132 and 
2.234 au. 
b. Ref.15, calculated at an internuclear distance of 2.312 221 a.u. 
с Ref.16, calculated at an internuclear distance of 2.312 221 a.u. 
d. Ref. 19. 
It might be noted that in this case the uncertainty in the experimental 
values is much higher than the difference in the computed value of the 
quadrupole moment obtained by different electron correlation methods. 
(See e.g. Table 4 of Maroulis and Thakkar, Ref. 15.) 
One may assess the effects of the dressing on the anisotropy of the 
dip ole polarizability by using the simple Unsold approximation to the 
(static) polarizability anisotropy, 
Л а = а
г г
- а
І Х
* Д ( Q ¿ - ( Q ¿ ) 2 ) (8.17) 
where Δ is the average excitation energy and Q\ and Q% are the elec­
tronic dipole and quadrupole moment respectively. Using the previ­
ously calculated value for the undressed dipole polarizability anisotropy, 
Δ α = 4.430a.u.10, and the value for the undressed electronic contribution 
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Table 8 .7. Octopole moments of CO. 
R 
SCF 
Undressed 
Dressed 
Literature 
SD-CI0 
MP2Ò 
SDQ-MP46 
2.00 
4.0330 
3.5452 
3.20SG 
2.07 
4.2314 
3.7165 
3.3340 
3.672 
2.14 
4.4179 
3.8791 
3.4391 
3.903 
3.49 
3.59 
2.22 
4.6158 
4.0557 
3.5307 
4.107 
2.30 
4.7976 
4.2250 
3.5870 
Correlation corrections to the octopole moment 
Undressed -0.4877 -0.5149 -0.5388 -0.5601 -0.5726 
Dressed -0.8244 -0.8974 -0.9788 -1.0851 -1.2106 
a. Ref. 14. Calculated at an internuclear separation of 2.030, 
2.132 and 2.234 a.u. 
b. Ref. 16, internuclear separation 2.132221 a.u. 
to the dipole and quadrupole moments, we can calculate Δ = 3.896a.u., 
and using this Δ with the dressed quadrupole moment we may estimate 
the dressed dipole polarizability anisotropy to be Aad R* 4.418a.u. This 
shows that even though the effects of dressing on the dipole moment are 
considerable, the effects of dressing on the dipole polarizability may be 
small. 
The octopole moments in undressed form show good agreement with 
the SDCI values of Diercksen and Sadlej, which were computed as ex­
pectation values using unperturbed orbitals. We believe the MP2 values 
to be more accurate, especially since Diercksen and Sadlej present the 
values of the octopole moments as estimates. Our values also compare 
well with the MP2 values of Maroulis1 6. His more extensive calculations 
show that most of the correlation effects are recovered in the MP2 model. 
8.4. Conclusions 
In this chapter, we have discussed the dressing of the multipole operator, 
and found that the effects of dressing can, but need not, be consider­
able. In many of the cases we considered here, the dressed multipole 
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moments show good agreement with experiment or other theoretical cal-
culations. The undressed moments are noticably better already than the 
corresponding HF values, which are often differing from the reference 
values by about 10%. The general trend from our calculations is that 
dressed moments are better. 
In cases where we are only interested in the value of an individual 
moment, undressed moments (which are computationally cheaper) may 
be used to make a reliable estimate of the value of the multipole moment. 
In cases where we are interested in the multipole moment as a function 
of the nuclear coordinates (for instance in the ab initio study of infrared 
spectra), the effects of dressing are noticable. Since a dressed procedure 
is more consistent, it may be expected that the dressed moments perform 
significantly better. To assess this in detail, however, a more elaborate 
study, where the wavefunction of the nuclei is also taken into account, is 
necessary. 
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9 
Frequency-dependent polarizabilities and 
van der Waals coefficients of O2 in the 
multi-configurational self-consistent field 
approximation 
9.1. Introduction 
Potential energy surfaces of the Oo molecule in interaction with atoms 
and molecules are of great interest for the spectroscopy of van der Waals 
molecules containing O2, such as the complexes Не-Ог, Ne-Ог and Ar-
O 2 1 - 3 . Other areas of interest are the solid state of O2, which also 
requires an accurate potential energy surface for the theoretical study of 
its dynamical behaviour4 or the study of transport properties. 
The long-range part of the potential energy surfaces can be obtained 
by first computing the frequency-dependent polarizabilities of the mo­
nomers and subsequently using the Casimir-Polder5 equation. Via this 
relationship, it is possible to obtain the van der Waals dispersion coeffi­
cients, which describe the potential energy surface in the region where the 
electronic wavefunctions of the different monomers have negligible over­
lap. The induction energy is another contribution to the second-order 
long range intermolecular potential energy surface. It is quite easily ob­
tained from the static polarizabilities and the multipole moments of the 
constituting monomers. 
Electron correlation usually affects the computed value of the mo­
nomer polarizability quite considerably. For closed-shell systems, one 
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can use fruitfully the Moller Plesset (MPn) theory to compute corre­
lation effects on the energy. The MP2 formalism has been extended 
to the computation of frequency-dependent polarizabilities6 , 7 and yields 
good results for complexes containing the noble gases8 and a series of 
diatomics9. 
The computation of correlation effects in open-shell systems is at 
present not possible by MP/i theory, but such calculations are feasible by 
a multi-configurational approach: either CI or MCSCF. 
In an earlier study Rijks, van Heeringen and Wormer1 0 computed 
the frequency dependent dipole polarizabilities for the O2 molecule by 
a single-double-triple configuration interaction (SDT-CI) method. They 
obtained the wavefunction perturbed by a harmonic electric field in the 
space spanned by the single, double and triple excitations constructed 
from unperturbed orbitals. Prior to this work a similar procedure was 
explored in a paper by Visser, Wormer and Jacobs 1 1 , but no triple exci­
tations were included in the CI wavefunction. A subsequent analysis by 
Wormer and Rijks showed that in SD-CI certain unlinked clusters yield 
large contributions to the polarizability which are cancelled by inclusion 
of triples 1 2. This analysis showed also that the use of orbitals that are 
relaxed in the external time-dependent field would avoid the occurrence 
of these clusters. 
In this paper, л е will use the both the time-dependent coupled Har-
tree-Fock (TDCHF) and the multi-configurational time-dependent cou­
pled Hartree-Fock ( A I C T D H F ) 1 3 - 1 5 method to compute the frequency-
dependent polarizabilities for the O2 molecule. The O2 molecule is one of 
the earliest to which these methods have been applied 1 4 ' 1 5 . It has been 
established by the work of Albertsen, J0rgensen and Yeager 1 4 , 1 5 that the 
dipole polarizability along the axis of the molecule is too high in the 
T D C H F approximation and that correlating the wavefunction even with 
a small active space lowers the computed polarizability by about 35%. 
In this work, we consider the van der Waals coefficients of complexes 
involving O2 up to and including C%. We will consider a few different 
active spaces: a normal valence CAS (2p-CAS) and a restricted active 
space devised to include some of the dynamic correlation effects. 
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9.2. Method and computational details 
We will first discuss the computational method. The theory of the cal­
culation of polarizabilities in the MCTDCHF approximation has been 
discussed in a paper by Olsen and J0rgensen1 3, to which we refer for 
further details. The computational implementation has been discussed 
by J0rgensen, Jensen and Olsen 1 6 ' 1 7 . The method we use is essentially 
the same as the one given by Fowler et al.18, and was inspired by the 
method of Visser et α/.19. 
9.2.1. Method 
In order to compute the van der Waals coefficients by calculation of the 
Casimir-Polder integral we have to evaluate the multipole polarizability 
on an integration grid of several imaginary frequencies. Details on the 
grid and the numerical integration are given by Rijks et al.20. We define 
a multipole operator by Ql
m
 — Σ
α
 Z
a
Sl
m
(rQ) where Slm(fQ) is a real solid 
harmonic in Racah normalization. 
We consider the linear response function for two arbitrary multipole 
operators Ql
m
 and Ql
m
, 
¿L· = -ÍQLQÍA = QLT (W-cos™)-1 Qi;, (9.1) 
where the matrices E'2 ' , S'2' and the vector Qj^, related to the pertur-
bation operator, V(t) = FJnQlm cos(u>t) are defined in Ref. 13. The linear 
response function is minus the multipole polarizability. 
We now make an expansion of this expression in powers of ω to get 
— 1 °° 
(EW-USW)' = E l 2 r 1 ] T t y i ( s [ 2 ] E [ 2 r 1 ) n (9.2) 
71 = 0 
from which we may rewrite the response function in powers of ω 
-((QLQD) = Q ^ E W ^ Q ^ + ^ Q ^ E M - ^ W E M ^ Q L 
+
 W
2 Q l 1 / E i 2 ] " 1 s [ 2 l E [ 2 r 1 S t 2 ] E [ 2 r 1 Q j ; , + . . . 
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which is the same as Eq. 9 in the paper by Fowler et al.18. The above 
expansion is equal to an expansion of the response function in its Cauchy 
moments 
*1,' = Е5~2*~ )* (9·4) 
fc=0 
This series converges for cases where ω is smaller than the lowest excita­
tion energy of the system. 
In this method of computing the frequency-dependent polarizabilities, 
Cauchy vectors are defined recursively by 1 8 
λ
μ·]
 =
 S ^ E ' ^ ' A ^ 1 ! (9.5) 
with 
λΜ = Ql
m
 (9.6) 
initiating the sequence. This procedure is implemented quite easily com­
putationally. The first step consists of determining the solution vector X 
of the linear equation 
E' 2 'X = λΙ°Ι (9.7) 
after which λ'1 ' may be determined by performing a linear transformation 
with S'2' on X. The higher vectors are determined in the same fashion. 
Further details concerning this algorithm have been given in the papers 
by J0rgensen, Jensen and Olsen 1 6 , 1 7 and Fowler et al.is. 
The van der Waals coefficients were computed for only one value of 
the internuclear distance. We performed 2p-CAS multipole moment and 
static dipole polarizability calculations at 4 additional internuclear dis­
tances which allow us to estimate the vibrational effects. We assume that 
the vibrational wavefunction is harmonic and that the molecule is in its 
vibrational ground state, which leads us to the equations of Pandey and 
Santry 2 1 . The vibrationally averaged contribution to the polarizability is 
obtained in first order perturbation theory by calculating the expectation 
value of the electronic property over the vibrational wavefunction. 
and for the dipole polarizability 
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Table 9.1. Exponents of the polarization functions. 
_s Ρ d f g 
0.1258925 0.1258925 0.1258925 0.3162278 0.5011872 
0.0478630 0.0501187 0.0501187 0.1258925 
0.0151356 0.0199526 
0.0060256 
where ωο is the frequency of the harmonic vibration and μ is the reduced 
mass of the vibrational system. In the expression for the vibrational 
correction to the polarizability, we have used that the dipole moment of 
the centrosymmetric molecule is zero, so that the remaining terms in the 
expressions of Pandey and Santry vanish. 
9.2.2. C o m p u t a t i o n a l deta i l s 
Our van der Waals coefficient calculations were performed at an internu­
clear distance of 2.2819 au, which was the distance used by Rijks et al.10 
and Visser et al.11. Two additional multipole moment and static polariz­
ability calculations were performed at steps of 0.05 a.u. on either side of 
this point in order to create a five-point grid for estimating vibrational 
effects. 
We used the correlation consistent polarization valence triple zeta 
(cc-pVTZ) basis set substrate of Dunning 2 2 which consists of a set of 
[I0s,5p,2d,lf] primitive functions, which are contracted using general con­
traction to (4s,3p,2d,lf). This basisset was then augmented with diffuse 
functions, according to the recipe used by Chong and Langhoff in their 
study of the O H - ion 2 3 . Our basisset consists of 164 functions for O2. 
The polarization functions are given explicitly in Table 9.1. 
We have performed calculations at the Hartree-Fock (HF) level and at 
the MCSCF level with two active spaces. The first active space consisted 
of all 2p orbitals with 8 electrons active. It will be denoted 2p-CAS. The 
second active space was a restricted active space (RAS) consisting of the 
2s-shell σ-orbitals in RASI, the 2p-shell σ and π orbitals in RAS2, and 
finally the 3-shell (σ, π, δ) orbitals with the 3a
u
 excluded in RAS3 with 
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Table 9.2. Energies and multipole moments of O2. 
HF 2p - CAS RAS Literature 
E(MCSCF) -149.655714 -149.7548S5 -150.045401 -150.101987°; 
-150.089196; 
(Ql)c -0.315392 -0.264063 -0.27137 a; -0.3146 e 
-0 .299 ' ; -0.25» 
(Q*)h +4.402622 +4.408699 4.38466d 
a. Ref. 25. 
b. Ref. 24. 
c. Nuclear contribution Q(2,0) = 4Л 2 = 20.82827 
d. Ref. 10. 
e. Ref. 11. 
f. Experimental value; Ref. 26. 
g. Experimental value; Ref. 27. 
h. Nuclear contribution Q(4,0) = R4 = 27.1136 
a total of 12 active electrons. We allowed single and double excitations 
from RASI and single and double excitations to RAS3. This calculation 
will be denoted RAS. This choice of active spaces allows us to estimate 
the effects of dynamic correlation i.e. the improvement of RAS on the 
2p-CAS calculation. 
For reliable polarizability calculations, one must have a good con­
vergence of the original (time-independent) wavefunction. In all cases, 
the MCSCF wavefunction was converged to at least 1 0 - 7 . The algo­
rithm to compute the frequency dependent polarizabilities as a function 
of imaginary frequency ίω outlined above is stopped when the frequency-
dependent polarizabilities have converged. In all cases, the polarizabil­
ities have converged to within 10% of the value at the largest ίω value. 
Since the polarizability at this gridpoint contributes about 10% to the 
van der Waals coefficients and ίω goes monotonically to zero for large ίω, 
we estimate the errors resulting from the convergence of our algorithm 
to be of the order of 1%. 
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Table 9 .3 . Static polarizabilities of O2. 
HF 2p-CAS RAS Literature 
11.914 9.6S 10.22 9.76a 9.256 
10.66c 10.59á 
13.272 7.09 7.157 7.22a 6.396 
62.11 C0.92 
29.94 28.51 
74.01 71.27 
a. Ref. 10. 
b. Ref. 14. 
с Refractivity measurement of Ref. 33. 
d. S ( - 2 ) value from constrained DOSD, Ref. 29. 
9.3. Results and discussion 
9.3.1. M u l t i p o l e m o m e n t s and static polarizabilities 
Our energies and multipole moments are given in Table 9.2. Our RAS en­
ergy lies close to the estimated full-CI limit of Ahlrichs2 4, and the recent 
value of McLean et al25. For the Qo o u r 2p-CAS value is close to the one 
computed by Visser et α/.11 who used SD-CI. Our RAS value lies below 
the 2p-CAS value and below the experimental value of Buckingham et 
al.26, but approaches the experimental value of Cohen and Birnbaum 2 7 
and is not far from the SDT-CI calculation of Rijks et al.10. The hex-
adecupole moment Q4, is also close to the previously calculated value of 
Rijks et al.10. These multipole moments enter the expressions for the 
induction energies, in the manner given in Chapter 6 of this thesis. 
Our static polarizabilities are given in Table 9.3 where they are com­
pared to other calculations and experiment. From earlier MCSCF calcu­
lat ions 1 4 , 1 5 , it is known that the static dipole polarizability azz is too 
high in the HF approximation. The value is considerably changed by 
performing a CAS calculation with only the 2p orbitals active and then 
changes very little. Our best values for the dipole polarizabilities, ob­
tained in the RAS calculation, are very close to the values a = 10.78 
and Δ α = 7.43 measured at 632.8 nm by Bridge and Buckingham 2 8: at 
this frequency we obtain (with the RAS wavefunction) a = 10.39a.u. 
Δ α 
V 2 2 
*00 
v22 
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Table 9.4. Cauchy moments for the 2p-CAs and RAS wave-
functions. A(n) means A χ 10". The experimental values are 
from Ref. 29. 
2p-CAS 
c ( - 2 * ) 
>J ΣΧ Si7
n) ni-2k) 
•Эа 
Expt. 
7.322186(0) 
1.165057(1) 
2.912646(1) 
9.472423(1) 
3.761511(2) 
1.762656(3) 
9.396835(3) 
1.440986(1) 
6.186600(1) 
4.696688(2) 
4.165410(3) 
3.826784(4) 
3.545022(5) 
3.291100(6) 
9.684745(0) 
2.838905(1) 
1.759739(2) 
1.451619(3) 
1.300671(4) 
1.193425(5) 
1.103298(6) 
1.059(1) 1.0600(1) 
3.475(1) 3.697(1) 
2.371(2) 1.320(2) 
2.196(3) 4.80(2) 
2.276(4) 
2.475(5) 
2.768(6) 
RAS 
к si;2*» ,(-2fc) o(-2fc) Expt. 
1 7.833918(0) 1.499286(1) 1.022023(1) 1.059(1) 1.0600(1) 
2 1.398818(1) 6.704004(1) 3.167213(1) 3.475(1) 3.697(1) 
3 3.982573(1) 5.209946(2) 2.002153(2) 2.371(2) 1.320(2) 
4 1.516403(2) 4.680275(3) 1.661185(3) 2.196(3) 4.80(2) 
5 7.225343(2) 4.335768(4) 1.493425(4) 2.276(4) 
6 4.050470(3) 4.043599(5) 1.374870(5) 2.475(5) 
7 2.512308(4) 3.777239(6) 1.275828(6) 2.768(6) 
and Δ α = 7.447a.u. Our agreement with S(—2) values from constrained 
DOSD d a t a 2 9 is of the same quality. The difference between our values 
and the older MCTDCHF values of Albertsen et ai14 (who performed a 
2p-CAS calculation like ours) must be attributed to our improvements in 
the basis set. The effects of electron correlation are much less significant 
for the quadrupole polarizabilities, where the values change by no more 
than 5% upon including electron correlation. 
9.3.2. C a u c h y m o m e n t s 
In Table 9.4 we present our results for the Cauchy moments of the dipole 
polarizability for the 2p-CAS and RAS calculations and compare them 
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T a b l e 9 .5 . O2-O2 dispersion coefficients on the different levels of 
approximation and a comparison to the SDT-CI values of Rijks et 
al10. 
LA 
0 
0 
2 
2 
2 
2 
0 
0 
0 
2 
2 
2 
2 
2 
2 
2 
4 
4 
4 
4 
/О 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
LB 
0 
2 
0 
2 
2 
2 
0 
2 
4 
0 
2 
2 
2 
4 
4 
4 
0 
2 
2 
2 
KB 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
L 
0 
2 
2 
0 
2 
4 
0 
2 
4 
2 
0 
2 
4 
2 
4 
6 
4 
2 
4 
6 
η 
6 
6 
6 
6 
6 
6 
8 
8 
8 
S 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 
HF 
64.740 
32.642 
32.642 
1.776 
4.747 
51.271 
1735.9 
2586.2 
-306.2 
2586.2 
66.2 
-201.0 
1493.9 
-12.6 
-29.1 
-686.3 
-306.2 
-12.6 
-29.1 
-686.3 
2p-CAS 
54.598 
20.315 
20.315 
0.767 
2.051 
22.150 
1565.5 
2450.0 
-171.9 
2450.0 
46.5 
-181.5 
1150.0 
-5 .2 
-13.7 
-277.9 
-171.9 
-5 .2 
-13.7 
-277.9 
RAS 
δδ-δοθ
4 
21.176 
21.176 
0.768 
2.054 
22.180 
SDT-СГ 
58.49 
21.97 
21.97 
0.836 
2.234 
24.14 
a. Ref. 10. 
b. Other literature values are: 
(1) C 6 = 62.01, from constrained DOSD in Ref. 29. 
(2) C6 = 45.9 ± 6.9, from Ref. 31. 
(3) C(, = 44.2 from refractivity measurement data, Ref. 32. 
to the constrained DOSD values of Zeiss and Meath 2 9 . In all our cal­
culations, we have converged only the lowest Cauchy moments, and the 
higher moments can be expected to be represented more poorly. Also 
the three lowest moments calculated with the RAS wavefunction, how­
ever, are too low: they differ from the experimental values by 3.5%, 8.8% 
and 15.5%. This indicates that the frequency-dependence of our results 
will differ from the DOSD frequency-dependence. This will also have its 
effects on the calculated van der Waals coefficients. 
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Table 9.6. Dispersion coefficients of O2 with the noble 
gases. O2 is computed on the 2p-CAS level, the polar­
izabilities of the noble gases are computed at the MBPT 
level (see Ref. 8). 
L η He Ne AT Kr Xe_ 
0 6 8.S9G2 18.577 59.091 84.838 124.79 
2 6 3.2081 6.436 22.684 33.344 50.58 
0 8 170.83 397.25 1591.3 2535.3 4450.4 
2 8 377.21 805.32 2G08.6 3807.3 5803.3 
4 8 -25.93 -50.34 -197.0 -298.0 -469.0 
9.3.3. Van der Waals coefficients 
All van der Waals coefficients are presented in the LLL convention. De­
tails concerning these conventions may be found in the paper by Visser, 
Wormer and Stam 3 0 . We present the Ο2-Ο2 van der Waals coefficients in 
Table 9.5. In comparison to the constrained DOSD value our calculated 
value for the isotropic CQ coefficient is 4.6% too low, which is consistent 
with the discrepancy found in the Cauchy moments. Our RAS value for 
the isotropic C§ is very close to the extrapolated value of Rijks et al.i0, 
who used a different method, but a much smaller basis: the remain­
ing discrepancy should thus be due to a too approximate a treatment 
of electron correlation effects in both methods. The anisotropy values 
also compare very well to the results of Rijks et al.10. The old value of 
Langhoff, Gordon and Karplus 3 1 for the isotropic Ce is very close to the 
recent estimate of Hohm and Kerl 3 2, but since these authors used only 
a one-term approximation to the van der Wraals coefficients, their result 
should be interpreted as a first estimate. 
We present the van der Waals coefficients of O2 in interaction with the 
noble gases in Tables 9.6 and 9.7. The frequency-dependent polarizabili­
ties of the noble gases were taken from earlier work8, and are calculated 
at the MP2 level. In Table 9.6 we report the van der Waals coefficients of 
0 2 with the noble gases with the polarizabilities of Oo calculated on the 
2p-CAS level; in Table 9.7 the O2 dipole polarizabilities are calculated on 
the RAS level. Prospective users of our results best combine the Ce val-
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Table 9.7. Dispersion coefficients of O2 with the noble 
gases. O2 is computed on the RAS level, the polarizabil-
ities of the noble gases are computed at the MBPT level 
(see Ref. S). 
L 
0 
2 
η 
6 
6 
He 
9.2078 
3.2069 
Ne 
19.196 
6.436 
Ar 
61.326 
22.680 
Kr 
88.139 
33.345 
Xe 
129.83 
50.60 
nes of Table 9.7 with the higher van der Waals coefficients of Table 9.6 in 
order to get the most reliable estimate of the long-range energies of these 
complexes. In atom-diatom complexes, where there is only L or M, it 
is more customary to present the van der Waals coefficients in the LLM 
convention. The conversion factor for these van der Waals coefficients 
is 3 0 
c
" = Ж+Тс< ( 9 Л 0 ) 
9.3.4 Vibrational contributions 
We present calculations for the 2p-CAS multipole moments and the po-
larizabilities at several internuclear distances in Table 9.8. These data 
allow us to estimate the effects of vibrational averaging and the vibra­
tional contributions to the multipole moments and polarizabilities. 
The five energies may be fitted to a parabola with a minimum at R = 
2.302a.u. The square deviation of the fit is on the order of 10 - 8 a.u . We 
obtain a value of ω0 — 0.00726 a.u. (1593.4 c m - 1 ) , which compares well 
to the experimental value of 1580.2 c m - 1 3 4 . The estimated vibrational 
contributions to the multipole moments and polarizabilities are seen to 
become for 1 6Οο (with a reduced mass of 14578 a.u., computed from the 
data in Ref. 35) 
(Ql)v = -0.0004 
(Qi)
v
 = 0.0337 
(<*„)„ = 0.0011 
(a
xx
)
v
 = 0.0071 
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Table 9.8. Energies, multipole moments and dipole polariz­
abilities of O2 at several internuclear distances calculated with 
the 2p-CAS wavefunction. 
Д E Ql Q* azz a„ a 
2.1819 -149.74940901 -0.4552 4.210 7.151 13.43 9.243 
2.2319 -149.75331032 -0.3852 4.287 7.236 13.91 9.461 
2.2819 -149.75488453 -0.3154 4.403 7.322 14.41 9.685 
2.3319 -149.75454587 -0.2460 4.554 7.410 14.91 9.911 
2.3819 -149.75264397 -0.1771 4.739 7.498 15.42 10.14 
where the second derivatives of the properties are also obtained by a fit 
to a parabolic form. With the exception of (Qo)
v
, these estimates are an 
order of magnitude smaller than the effects of the dynamic correlation 
as can be seen from the difference in the 2p-CAS and RAS values in 
Tables 9.2 and 9.3. 
9.4. Conclusion 
Our calculations show good agreement with the previous calculations of 
Rijks et al.10. Since these authors used an entirely different method, 
the source of remaining errors is largely the approximate treatment of 
electron correlation in both methods. Dynamic correlation effects change 
the value of the calculated van der Waals coefficients by about 10% in 
the O2-O2 case, but still our van der Waals coefficients differ from the 
accurate DOSD values by a few percent. We have performed the first 
calculations of the C$ coefficients. The estimated effects of the vibrational 
contributions to the calculated properties are seen to be negligible. 
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10 
Quadratic response functions for a multi-
configurational self-consistent field wave-
function 
10.1. Introduction 
The continued development of laser technology has caused an increased 
interest in nonlinear spectroscopy1. Nonlinear processes can be described 
in terms of quadratic and higher response functions2 which may be deter-
mined using time-dependent perturbation theory. An effective formula-
tion is obtained by parametrizing the time-development of the reference 
state in terms of unitary transformations and using Ehrenfest's theo-
rem to determine the time development. An important feature of such a 
formulation is that it is straightforward to extend the derivation of the re-
sponse functions for an exact state to response functions for approximate 
states2 '3. 
In a previous paper, we have derived the linear, quadratic, and cu-
bic response functions for both an exact and a multi-configuration self-
consistent field (MCSCF) state2. We have implemented the linear re-
sponse function for an MCSCF state4 '5 in a 'direct' fashion6 (in the 
sense of direct CI7) and obtained an MCSCF linear response program 
that can be applied to cases where we have large configuration spaces 
and large orbital basis sets. The MCSCF linear response program also 
allows us to determine the poles of the linear response function, which 
give the excitation energies, and the residues, which give the transition 
matrix elements2. 
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In a sequence of papers we have demonstrated the potential of the lin­
ear response program. The range of molecular properties we have calcu­
lated includes the calculation of electronic excitation energies, transition 
moments, frequency dependent polarizabilities and long-range interac­
tions. 
In the previous paper 2 we derived the formal expressions for the 
quadratic response function for an MCSCF state including the calcula­
tion of the residues which determine the second order transition matrix 
elements and transition matrix elements between excited states. In this 
paper we describe an efficient implementation of the MCSCF quadratic 
response function and its residues. The quadratic response program is 
completely compatible with the linear response program 6 and has the 
same strengths and weaknessess as the MCSCF linear response program. 
In order to describe the implementation of the MCSCF quadratic re­
sponse function and to establish some notation we first briefly review the 
derivation of Ref. 2. We give the expressions for the MCSCF quadratic 
response function and its residues and demonstrate how these expressions 
may be brought in a computationally tractable form. We report sample 
calculations of hyperpolarizabilities of the Ne atom and of two photon 
transition matrix elements for Ne and H2. The Ne hyperpolarizability 
calculations are in a short form described in Ref. 8 and are particularly 
interesting since they show no anomalous negative dispersion in contrast 
to a recent experiment by Shelton9. 
There is a growing interest in the calculation of frequency-dependent 
hyperpolarizabilities. Early theoretical derivations and calculations of 
the higher order response functions on the Hartree-Fock level were pre­
sented by Sekino and Bartlett 1 0 . We further refer to the recent papers of 
Parkinson and Oddershede 1 1, Rice and Handy 1 2 , Sekino and Bartlett 1 3 
and Kama and Dupuis 1 4 , where references to and summaries of the re­
cent literature can be found. In none of the previous reported appli­
cations the dispersion (frequency dependence) of the hyperpolarizabil­
ity has been calculated on a correlated level. In the present paper a 
frequency-dependent, correlated value is obtained for the first hyperpo­
larizability /3. The value for the second hyperpolarizability 7 can then be 
obtained by differentiation to a static field. So, for the second hyperpo­
larizability β and also for higher hyperpolarizabilities with two dynamic 
perturbations, correlated dispersion is obtained in this work. In the same 
way, the quadratic response function for a Coupled Cluster state recently 
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derived by Koch and J0rgensen3 yields dispersion on a correlated level. 
The structure of this paper is as follows. In the next section we briefly 
review the theory of response functions for an exact state to identify the 
molecular properties that can be determined from the quadratic response 
function. In section 3 we give expressions for the quadratic response func­
tion and its residues for an MCSCF state, and we demonstrate how it can 
be efficiently implemented. We have found some typographical misprints 
in the previous paper - , which have been corrected here. Section 4 con­
tains our sample calculations, and in section 5 we give some concluding 
remarks. 
10.2. Theory of response functions for an exact 
state 
In this section, we review the theory of response functions for an exact 
state in order to establish the notation. For a detailed derivation of all 
expressions, the reader is referred to Ref. 2. In exact theory, we describe 
the response of the exact state to a perturbation of the form 
/
+0O 
άων
ω
 exp(-tw + e)t (10.1) 
-oc 
where 6 is a real positive infinitesimal. We assume that the eigenvalues 
and -functions of the Born-Oppenheimer Hamiltonian HQ are explicitly 
known for the reference state, 
Яо|0) = £o|0) (10.2) 
and for the complementary set of eigenstates 
Ho\n) = En\n) (10.3) 
where the set {\n)} is orthogonal to |0). We use time-dependent pertur-
bation theory to determine the time evolution of |0). Following Ref. 2, 
we write the time dependent state |0) as 
|Ö) = exp(¿ а Р(/)) |0)ехр(2гР 0 я ) (10.4) 
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where we also define 
| 0 ) = е х р (
г
а
Р ( 0 ) | 0 ) (10.5) 
where ехр(2гР0 л) is a common phase factor and where aP(t) is given by 
aP(t) = Σ[Ρ
η
\η)(0\ + P;\0)(n\]. (10.6) 
η 
Essential in the theory is that we require that Ehrenfest 's theorem holds 
for the time dependent state |0) with respect to all excitation-deexcita-
tion operators Λ, which are elements of the set {|fc)(0|; |0)(fc|}. Using 
Eqs. (10.4) and (10.5) we find that we may eliminate the phase factor so 
that Ehrenfest's theorem also holds for |0), 
(Ö|A|Ö) + (0|Λ|0) = -г(б|[Л, HQ + V*]\Ö). (10.7) 
The perturbation expansion is generated by expanding aP(t) in a power 
series 
aP{i) = aP(t)(l) + α Ρ ( ί ) ( 2 ) + . . · (10.8) 
and hence, by expanding the exponential, we have implicitly generated 
a power series expansion of the wavefunction. The perturbed functions 
ΙΟ
1
-"-
1) are now determined by requiring' Ehrenfest's theorem to hold in 
all powers of the perturbation. 
The response functions are defined by considering the expansion coef­
ficients of the expectation value of an operator A. Through second order 
in V1 we have 
A
av
(t) = (Ö|A|Ö) 
= (ομ|ο) 
/
+00 
¿ ^ ( ( Λ ^ Κ + ,,θχρί-ζω! +e)í 
-i I-+OCJ I-+OC 
+ - άω, άω2((Α-ν^,ν^))ωι+ίΐ,ω2+ίΐ 
^ J — VG J — OO 
x exp(—i'jji — iu-2 + 2e)t 
where 
«Λ; V " )>«, + .« 
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is the linear response function and 
({A;Vu\V»>))„1+iCtU2+ie 
is the quadratic response function. In Eq. (10.9) we have neglected re­
sponses which are higher than second order in the perturbation. 
Using the notation uk = Ek—Eo, the linear response function becomes 
^ ^
к + й . Е ( Ш и и ! Г ^ _ 1 £ І Г 2 Ш 1 і Ш і (10.10) 
and the quadratic response function reads 
( ( А ; Г ' , Г » ) )
и і + і з д + і ( = 
y - r(o\A\k)[(k\v^\n) -б
кп
(о\ ^\о)](п\ ^\о) 
fct>o (u;1+u2-uk + 2ie)(u2-ujn + ie) 
| (0 |V" ' |n> [<n|V^ |fe> - ¿fcn(0|V^ |0)] (fe|^|0) 
(wi + u>2 + ujk + 2ie)(u2 + ω
η
 + ie) 
(0\V»> \k) l(k\A\n) - «5fcn(0|A|0>] (n\V^\0) 
+ 
+ 
(ωι + и
к
 + ιε)(ω2 - ωη + ie) 
(0\А\к) l(k\V"i\n) - 6
кп
(0\ »*\0)] (η\γωί IQ) 
(ωχ +ω2- u;fc + 2гс)(и>і - ωη + ie) 
{o\v»>\n)[(n\v»*\k) - б
ы
(о\ ш*\о)](к\А\о) 
(wi + LÜ2 + uk + 2ie)(u>i + ω
η
 + ie) 
(0\V»'\k) [(k\A\n) - ¿ы(0 |Л |0) ] (n\V»> |0) }· (ωο + Lük + ie)(ui - ω
η
 + ie) 
(10.11) 
The linear response function describes the frequency dependent polariz-
ability (FDP) a, and the quadratic response function describes the first 
frequency dependent hyperpolarizability β when A is the dipole operator 
and the external field is a time dependent electric field. 
A residue analysis of the linear and quadratic response functions yields 
first and second order transition moments. For the quadratic response 
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function, we can take the residue at ω2 —> c j m , and evaluate it at —u\\ 
lim {ω2 - ит)((А- ш\ ^))^1+іі^+іе = 
у ^ г {0\А\к)[{к\ -^ \т) - 6
кт
{0\ -^ |0)] 
_ (0\У-^\к)[(к\А\т)-6
кт
(0\А\0)}}l(mìv^ì0) 
(10.12) 
from which we can identify the second order transition matrix element 
between |0) and \m), which is given in curly brackets. Note that in 
Eq. (10.12) the frequency is —u\. Taking the residue at ω2 —+ — ит leads 
to the adjoint of Eq. (10.12). Taking the double residue at L>\ —• — ω*., 
ω 2 -> w m , we get 
- lim (ωγ+íük) lim (ω2 - шт)((А; Ші, V"2 ))Ші+іе,ш,+іе = 
U ) l — • — Шк « J - t U
m 
(0\ -^\к) [(к\А\т) - 6 f c m(0|A|0)] (т\ "-\0), 
(10.13) 
from which we can identify the transition moment between the excited 
states | к) and |?n). Taking the double residue at ω ι —• ш
к
 and ω2 —• 
—u>m, we get the adjoint of Eq. (10.13). 
We will discuss in detail the evaluation of the quadratic response 
function and its residues in the MCSCF approximation. 
10.3. Response functions in the MCSCF 
approximation 
In this section, we discuss the evaluation of quadratic response func­
tions in the MCSCF approximation. We refer to Ref. 2 for details. For 
convenience, we recapitulate some of the earlier theory, mainly in sub­
sections 1 and 2. We correct the misprints in Ref. 2 here, especially in 
the final formulas describing the hyperpolarizability and the residues of 
the quadratic response function. In subsection 3 we describe in detail 
the formulas resulting from the linear transformations necessary to eval­
uate the quadratic response functions. In subsection 4 we describe the 
intricacies connected to programming the resulting expressions in detail. 
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Throughout this section we will use the Einstein summation convention 
of summing over repeated indices. 
10.3.1. Parametrization of the t ime development of an M C S C F 
state 
We assume that the unperturbed form of the wavefunction is an MCSCF 
state, which can be written as 
\0) = ^С
д0\фа) (10.14) 
where \ф
д
) is a set of configuration state functions (CSF's). In |0), we 
can vary the orbitals and the configuration expansion coefficients Cgo-
We characterize such variations as rotations, the generators of which are 
given by the following annihilator/creator pairs 
ql = 5Ζ«Ϊ.αί = Eki\ ql/ = ^2a]ak = Eik (10.15) 
with к > I for orbital rotations and 
4 = H(0|; я„ = |0)(п| (10.16) 
for configuration rotations. The symbols q* and W without subscripts 
stand for vectors consisting of ql and R'
n
, respectively. We include only 
the non-redundant orbital operators 1 5 , 1 6 . 
We require that |0) satisfy the generalized Brillouin condition 
\(0\[Ri,Ho]\0))-\o) ( 1 0 Л 7 ) 
that is, we assume that |0) is optimized with respect to orbital rotations 
and state rotations. 
We now write the time development of |0) analogous to the derivation 
for the exact case as 
|Ö) = exp[t'/i(/)] exp[i'S(i)]|0) (10.18) 
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where ехр[гк(^)] describes orbital rotations 
n(t) = K
u
ql + K*
v
q
u
, 
and exp[¿S(í)] describes state rotations 
S(t) = SnRt + S*nRn, 
where the parameters к and S depend on the time. 
The operators are collected in a гол vector 
T=(tî,t) = (qî,rf,q,R) 
and the amplitudes in a column vector 
(10.19) 
(10.20) 
(10.21) 
ß 7 S 
к* 
\s*J 
(10.22) 
It is often convenient to describe the time development in a more 
general basis 
0 = (<t,<)X (10.23) 
where the transformation matrix 
X = 'X °-x* 2X 'X* (10.24) 
is chosen to conserve the adjoint structure of the basis. In this basis the 
rotation parameters become 
a = X -i I 7 
7* 
(10.25) 
and the adjoint nature of 7 is thus conserved in a. We use Oj for a 
general rotation operator; 0Cj for the configuration part {R,R<} of Oj 
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and 00] for the orbital rotation part {q,(f} of Oj. In Ref. 2 (Eq. 5.19) 
it has been shown that we can write 
«(<) = Σ aJ°o} 
j=-d 
d 
S(t) = £
 ajOCj 
] = -d 
(10.26) 
where the dimension d is the total dimension of the space of configuration 
and orbital rotation operators. We introduce a superoperator O, which 
is defined by 
OA = [0,A] (10.27) 
The time development is determined by imposing Ehrenfest's theorem 
on the set of rotation operators in the time-transformed orbital basis (see 
Eq. (5.20) of Ref. 2) 
Ät T+ = 
Я 
\Rj 
(10.28) 
The evaluation of Ehrenfest's theorem for this set of operators with re­
spect to the time dependent AiCSCF wavefunction (18) is straightforward 
but tedious and is described in detail in Eq's 5.20 - 5.50 of Ref. 2. The 
resulting series of coupled equations is (Eq. (5.49) of Ref. 2) 
W II· v^a/ H, 
Ew-sfeïLА Π *. - - Σ<ο"4.ΐί... Π <•". 
η = 1 μ = - η = 0 μ = 1 
- £>У + 1 / ^ ( е х р і - і ^ + ie))t)V^l ¡ J α1μ 
η = 0 J - ° ° μ = 1 
(10.29) 
where a refers to a combined set of orbital and configuration parameters. 
The expressions for all the quantities involved were given implicitly in 
Ref. 2 and are given below explicitly. 
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r
[ n + l] is defined as 
bjh...i
n
 -
t r A t m 
fc 
°ΙΐΙ°«Λ Π <ч*о 
μ = 1 \ß=k+l 
|o)+ 
<0| Π ôeifi 
μ = 1 μ = k+l 
|o)l·; 
< ? [ η + 1 ) a s 
ς [ " + ΐ ] _ 
(10.30) 
n - l 
¿^ kUn-k)\ 
1 Г fc+1 
k=0 μ=2 
fc+1 
°ί· Π <4°«, 
ν
μ=Η-2 
+ ( - ) ( п - 1 ) ( о | П о с , 
μ = 2 
° U Π à0ìo0h 
,ß=k+2 
+ (-) ("-1)(o 
fc+1 
° І П < ч Π <чо
вІІ 
μ = 2 \ u = f c + 2 
|ο> 
|ο>ί 
+ (ο| 
μ=· 
10); 
and, finally, Vf,, is defined as 
τ / ω ι [ η + 1 ] _ 
(10.31) 
Σ 
fc=0 
(-)' 1 
(k\(n - k)\) 
к 
<οιΠ<4 
μ = 1 
(o| ° Ι Π < 4 Π Ο°'»νωι 
μ = 1 \ μ = *:+1 
|ο)+ 
°1[ Π οο,ν 
μ = fc+l 
ωι |ο) 
(10.32) 
10 3 Response functions in the MCSCF approximation 193 
In terms of these quantities, the first order equation becomes 
iS^à™ - E^a^ = -iV™ (10.33) 
and the second older equation reads 
i S ^ - E$a™ = . s g U i 1 ^ + гВ?Ы»а® + V™a™ (10.34) 
where the relation between V^ " and V./n
 t is given in Eq.s (5.47) 
and (5.48) of Ref. 2. 
10.3.2. Response functions in the M C S C F approximation 
We now give the expressions for the linear and quadratic response func­
tions in the MCSCF approximation. The expectation value of an oper­
ator A is, in the MCSCF appioximation, written as (0 |Л |б) , which, by 
defining A¡ ¡ as 
4:1 /. = Σ w^kv^ Π Κ Π àotA ю) (10.35) 
Jfc = 0 ' V ' " μ = 1 \M = fc+l / 
can be written as 
oo η (оно) = x;(onAf; , ,„гк (10·36) 
n=0 μ=1 
(see Eq. (5.86) in Ref. 2). In Ref. 2 it is described how the first and second 
order equations in Eq. (10.33) and (10.34) can be solved. We denote the 
Fourier transforms of the solution vectors a^\t) and a^2\t) by f^\uji) 
and f(2\u)i,uj2) respectively By comparison with the response function 
expansion of the expectation value, and on introducing the solution of 
the first and second order equations, in the basis where E¡ and S ¡ are 
simultaneously diagonal we find 
/ j % i ) = '
 λ
 ^ (10.37) 
J
 wi - sgn(j)cjj +ie 
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and 
f(2) 
ί)Δ){ω1ίω2) = 
{i{sgn(/m) [Ef
m
 + Ef
ml - Sfin(^ + it) - S^lt(u2 + ie) 
+ ^{ 5 8п(0[^ [ 2 , Л ( 1 ) ^) + ^ [ 2 ] Л ( 1 ) (-і)]}}х 
ω ι + ω2 - sgn(j)uj + 2¿e 
(10.38) 
the response functions in the MCSCF approximation can be defined2. 
We have symmetrized the expression for ƒ]" (ωι,ω2) in ω\ and ω2. 
The linear response function is seen to be 
{(A;V-))=^{j)ff\ul)Af (10.39) 
and the quadratic response function becomes 
((Α;νωι,νω>)) = 
P(l,2){sgnUk)AfÍf^\u1)fí1\u2) + sgn(j)A[;]ff)(u1^2)} 
(10.40) 
We have previously described the evaluation of the linear response func-
tion in detail6. In this paper we concentrate on the quadratic response 
function. Using the notation В for Ші and С for V^2, and introducing 
the explicit expressions for f^\ui) and f(-2\u)i,u2) we may write the 
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quadratic response function 
((A; В,С))
Ші
+і
е>и,2+и = 
flW(.4W
 + .4g)cW 
Sffllí Ί k ) 
(ω
λ
 - sgn(j)ujj + ie){u2 - sgn(fc)wjt + г'е) 
+ sgn(j/m) χ 
4 [ l ] ^ттІЗ] . J?(31 e[3] /, . , ,·,χ ς[3] , , · Λ R [ l ] r [ l ] 
(ω
λ
 + ω 2 - sgn(j)Lüj + 2U)(ωi - sgn(Z)o>/ + ie)(u2 - s g n ( ? n ) u ; m + ге) 
4 [ 1 ] Г [ 2 ] д [ 1 ] 
+ sgn(j/) 
+ sgn(jl) 
(ωι + ω2 - sgn(j)cjj + 2ге)(ш]_ - sgn(/)cj; + ie) 
¿"jffcj" 
(ωι + ω2 - sgii(j)Uj + 2ie)(u2 - sgn(/)cj; + ie) 
(10.41) 
as also given in Ref. 2. We can identify the second order moment by 
taking the residue of the quadratic response function at u>2 —• ω f and by 
comparing the residue to Eq. (10.12): 
f < 0 | A | j ) ( Q - | V - " - ( 0 | V - > 4 0 ) ) l / ) ! 
Ι ω j — ω f + ω\ 
(0|v^|j)(OV-(0l4|0))|/h _ 
Uj — Lü\ i 
S 8 „ ( J ) B W ( л «
 + д М ) 
Ь*.-ч»0>,) ( 1 0 · 4 2 ) 
+ sgn(j0 (ω/ - wi - sgn( j )^) (-u; i - sgn(O^) 
+ sgn(i): — ; / (ω/ -ωχ -sgn(j)wj) 
and the transition moment between excited states by taking the residue 
of the quadratic response function at ω\ —> — ω9 and с^ з —» ω/, and then 
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comparing the residue to Eq. (10.13) 
(g\A- (0\A\0)\f) = -i-i'ïl, + Λ?-,) 
« • Ц Ц " ( ¿ £ i „ + $}-, + » . f f i . / - „,!$_,) (10.43) 
(ωf - Ug - sgiiijpj) 
The calculation of the quadratic response function and its residues may 
be performed in a similar manner, since they contain the same matrices. 
In order to evaluate the quadratic response function and its residues 
it is convenient to work in the basis represented by the elementary oper­
ators. To do so, we use (Ref. 2; Eq. 6.6) 
~
f}9] ^ = -ЧГЕ™ - CSM)-1 eg (10.44) 
4» -sgn(j)C 
where С is a constant to rewrite the above equations. 
The quadratic response function may be expressed in terms of the 
solution vectors of three linear response equations 
it 
; ν α (
ω ι
+ ω 2 ) = 
- 1 ( 4 £ [ 2 ] _ ( c J i + u ) 2 ) e 5 [ 2 ] j eA[l] 
jv V ) = ( e £ [ 2 1 - ui esM)_1 *B№ ( 1 0 · 4 5 ) 
Nc{u2) = (е£І2) -ω2 e S t 2 ] ) " l e C W 
Inserting these solution vectors into Eq. (10.41) gives for the hyperpolar-
izability 
((А;В,С))
Ы1„ = Nffa+ub) eB^Nt(u2) 
+ ΝΪ(ω
ι
+ω2)βΟ[$ΝΪ(ω1) 
+ Λ Γ > 1 ) ( « Λ ^ + е4})щ(и2) 
- N;(UI + ω2) (*Efm + e 4 3 ¿ - " i esfL - "2 'S^) x 
А', )і ,<;>2). 
(10.46) 
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The second order transition moment beUveen the reference state |0) and 
the final state | ƒ ) may be expressed in terms of the two solution vectors 
N°(uif - ωι) and Ν^
η
(—ωι) and the eigenvector Хц 
Г ( 0 И і ) О - | ( Б - ( 0 | Д | 0 ) ) | / )
 | ( 0 | Д | і ) О - | ( А - ( 0 | А | 0 ) ) | / ) 1 _ 
\ (uj - ω f + ωι ) {bJj -ωι) J 
- Nf{uf - ωι) 'B^Xtf - Ν*(-ωι) ( £A[¡} + e Ag1) Xlf 
+ Ν°(ω;-ωι)χ 
( ed?L + eEfL - "ι 'S% - ω/ 'Sf^Nti-uM,. 
(10.47) 
The transition matrix element between excited states (g\ and | / ) may 
be expressed in terms of the solution vector Nj(uif — ω9) and the eigen-
solutions Xij and X
m
-g 
(g\A\f) - 6gf(0\A\0) = - ('A™ V Ag ! ) Xj.gXlf 
+ Nf(u,f - ω9) ( « £ $ , , + 'Ef¿n + ω9 'Sf^ - ω{ 'Sf^) XlfXm.g. 
(10.48) 
The evaluation of the quadratic response function requires three first or­
der linear response equations to be solved in accordance with the common 
2n + \ rule in perturbation theory (cf. Eq. 10.45). To evaluate the residue 
in Eq. (10.47) we require two linear response equations to be solved and 
one eigensolution to be determined. The transition moment between ex­
cited states, given in Eq. (10.48) requires one linear response equation to 
be solved and the determination of two eigensolutions. The evaluation 
of both the quadratic response function and its residues requires linear 
transformations of E^ and 5' 3 ' with two solution vectors and A^ and 
VW with one solution vector. 
10.3.3. Evaluation of the linear transformations. 
From the above recapitulation, we see that a number of linear transfor­
mations has to be carried out which do not enter in the evaluation of 
the linear response function. We now introduce the shorthand notation 
1Nk = Nk(u>i). In the following we describe the multiplication of E-kt 
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on xNk and 2Nt; sj,|71 on lNt and 2Nm; A1?/ on Nt and v)f on Nh A 
solution vector of a first order problem has the general structure 
, ¿ = 1 , 2 . (10.49) 
10.3.3.1. The linear transformation of E^ on two vectors 
Ізі The explicit expression for E
 kl is 
JS?¿ = *<0|[ot,[Oei,[0OI)^]]]|0) + i(0|[OÍJ,[Oot,[0.„Ho]]]|0> 
+ (0|[ОІ
л
,[0
С4)[0опЯо]]]|0> + (0|[Ое„[ОІ,[Оо„Яо]]]|0> 
+ і(0|[ОІ
і
,[Ос1,[Ос„Яо]]]|0) + і(0|[0Ск,[Ос1)[ОІ і,Яо]]]|0> 
(10.50) 
We now have to multiply E
 kl on two vectors
 1iV, 2N. As is apparent 
from the previous subsection, this multiplication always appears as a 
symmetrized product {E^
 kl + £''І[.)ЛГА,.І /. 
For the case that 0 ] j = q}, we get 
(^1ÏÏ,+^1) lNk 2Ni = £f¿ ^ , *Nl + 2 $ *Nk *Nt = 
*<0|[<7j, [ (^^ í + Ч Ы , [(2«i9? + 2«;<7í), Яо]]]|0) 
+ ШЪ, [(2«fc4 + V,9fc). К1«/?? + Чи),Яо]]]|0) 
+ (Ol^Skfíl + 'S'.R,), fe[(W + 2к'
т
\ Яо]]]|0) 
+ (0|[(25fci?í + 2S[.i?,) ,[rfW + 1к{9/),Яо]]]|0) 
+ ^ОІК^ДІ + lS'kRk), [fStf] + 25;Л(), \q„ Я0]]]|0) 
+ И0|[( 25,4 + 25[.i?,), [(^tfj + іЗД), [д„Яо]]]|0> 
(10.51) 
We now define the transformed Hamiltonian 
Я 0 ( к ) = [(«;<?/ + Kfiqi),Ho], (10.52) 
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the doubly transformed Hamiltonian 
H0(1K,2K) = [{lKkql + 49fc),[(2Kfc9fc +2K'kqk),H0]], (10.53) 
and the transformed states 
\0R) =-SkR¡\0); (0L\ = (Q\(SkRk) (10.54) 
to evaluate the above as 
(¿?
к
\+Е$)^
к
Щ = 
і (0 | [^,Я 0 ( 1 к, 2 к)] |0) + і(0|[д,-,Яо(2к,1к)]|0) 
+ (0" | [^,Яо( 1 к)] |0) + (0|[д
і
,Яо(1к)]|02 Л) (10.55) 
+ (01¿|[rVj, Я0(2к)]|0) + (0|[д,-,Я0(2«)]|01А> 
+ <0 1 %,,Яо] |0 2 Я ) + ( 0 2 ^ , Я о ] | 0 1 * ) 
We will in the next subsection see that the transformed and doubly 
transformed Hamiltonian has the form of a normal Hamiltonian, but 
with one-index transformed integrals without the permutational symme­
try between the indices which is the result of using real integrals in the 
second quantized form of the electronic Hamiltonian. 
In the same way, we derive for Οί3 — q ' : 
і(0|[д|,Яо(1Ас,2«)]|0) + і(0|[г4,Я 0( 2к, 1к)]|0) 
+ (02L\[q],H0{iK)]\0) + (0\[q],H0(íK)]\02R) (10.56) 
+ (01£|[г4,Яо(2«)]|0) + (0|[4,Яо(2к)]|01й) 
+ (OíL\[q],H0]\02R) + (02L\[q],H0)\0ìR) 
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For the case where Ol^ ~ Rj we get 
(4ÏI+451)1 д '* 2 N ' = 4 3 ¿ l j v * *N' + EfiiiN"liV< = 
i(0\[Rj, [Ск,д\ + \kqk), [(2«/9J + 2κ'ι4ι), Я0]]]|0) 
+ i(0|[ñi, [(2KfcJ + Ч д , ) , [(XçJ + Xfl), Я0]]]|0) 
+ ( o p J ? [ ( ^ , η ί + ^[.i?,), [ ( 2 K ; 5 J + 2 К ; 9 / ) , Яо]]]|о) 
+ {0\[Rj, [(25,i?í + 2S[.i?,), К1«/?? + Х<7<), Яо]]]|0> 
+ І ( 0 | [ Я ; , [ ( !S ,4 + ]5[.i?,), К 2 ^л? + 2S;'i?;), tfo]]]|0) 
+ і(0|[і?,, [ ( 2 5 , 4 + 2S'kRk), iCS^j + »ЗД), Я0]]]|0) 
(10.57) 
which, using the definitions of the transformed Hamiltonian above can 
be evaluated as 
І ( ^ | Я О ( 1 К , 2 К ) | 0 ) + І ( І | Я О ( 2 А С , 1 К ) | 0 > (10.58) 
+ 0-|Я0(1к)|02Я) + 0-|Яо(2/с)|01А), 
The last two terms in Eq. (10.57) give zero. This is in accordance with 
the fact that at a stationary point of a CI calculation the third derivative 
of the energy with respect to the configuration expansion coefficients 
vanishes. 
The case where 0Cj = R¡ may be evaluated as 
(4ΐ+4ΐΙ) ΐ Λ*2 Λ ' ' = 
- i(0|tf0(42/c)|j) - ьЩНоСк^ф) (10.59) 
-(02L\HOCK)\J)-(0IL\HO(2K)\J) 
For a full vector we may thus evaluate the symmetrised version of E^ 
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on two vectors as 
?[3] , ir[3] ч 1 
( (0\[
д],Н0(1кГ-к)}\0) \ / <0|[д,-,Яо(2/с, ^ Ц О ) 
ι .1 rr /О 1 ч I « \ 
1 
2 
(і|Я0(Ч2к)|0) 
\ -(0|Я0( 2к)|і) У 
1 
+
 2 
(¿ІЯоС^/Оіо) 
(OlbJ.Ho^K/^HO) 
V -(0\Ho(2K^K)\j) 
+ 
+ 
/ (0*%„Η0(ικ)]\0) + (0\[4},Ηο(*κ)]\0™) \ 
( і | Я 0 ( ^ ) | 0 2 А ) 
(0^|[гу|,Яо(1к)]|0) + (0|[ ( 7},Яо(1к)]|02 А) 
V -(O2LWK)\J) J 
/(0 1 і | [ ( / л Яо( 2 к)] |0 ) + ( 0 | [ д л Я о ( 2 к ) ] | 0 1 А ) \ 
(ЛЯо( 2 к) |0 1 Д ) 
ν 
( 0 1 і | [ ^ , Я 0 ( 2 к ) ] | 0 ) + (0|[(7},Яо(2к)]|О іД> 
+ 
- ( 0 ^ | Я 0 ( 2 к Ж ) 
/ ( 0 ^ | [ ^ , Я о ] | 0 2 А ) + ( 0 2 ^ | [ ^ , Я о ] | 0 1 Л ) \ 
о 
(0^|[4,Яо]|02Я) + (02^|[5},Яо]|01Л) 
о 
/ 
V / 
(10.60) 
This expression has been given in a somewhat modified form in Ref. 2. It 
may be evaluated using a generalization of the techniques for evaluating 
an MCSCF gradient, which will be described in section 3.4. 
10.3.3.2. The linear transformation of S^ on two vectors 
[31 We now evaluate S
 lm, which has not been discussed previously. The 
explicit expression for S
 lm is 
5 ; І = і {0 |К,[О
с
,
п
,О
с
, ] ] | 0 )- і (0 | [О^, [О
О т
,О
о
, ] ] | 0 ) 
- *(0 |[ot ,[O-.,Oo,]]|0> - (0 | [O C m ,[o | j ) C > c l ]] |0) 
-(o\[oCm,[ol,ool}]\o)-(o\[ol,[oCm,ool))\o) 
-*(0|[OJ [O
em)Oei]]|0) 
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For the case where j corresponds to an orbital excitation 00j = Qj, we 
get 
s
[?L 1 д г < 2 д г - = * { № „ [C-SnrRÍ + 2s'mRm), CSLR] + ^ д д а ) 
- (0|[ ? J, K2KmqÍ + 2K'mQm), Скід} + хк^/)]]|0>} 
- (0|[(25
m
i?t
n
 + 2S'
m
R
m
), [Qj, eStf] + 'SIRINO) 
- (0|[( 25
n !i?t l +
 2S'
m
R
m
), fo, Ск
ід
] + lK'igi)]]\0) 
(10.62) 
We may пол work out all terms in turn. The first term equals zero. The 
second term cannot be written more simply, and the third term yields, 
by using the definition of transformed states in Eq. (10.54), 
-<0|[(2S
m
i4 + 2S'
m
R,„), [qJ% CSiRJ + 'SlRtMO) = 
( 0 2 L k J | 0 l f i ) + ( 0 1 ¿ | ^ | 0 2 « ) + ( 1 5 í 2 5 ; + 15 / '25 /)(0|9j |0) 
The last term yields 
-<0|[(2Smi?tn + 2S'mRm), [Qj, ( V/J + ^ Ц О ) = 
- (o2LH, C1 W + v/fy/)]|o) - (<%„ CKiq} + Vuoilo2«) 
(10.64) 
so that the result becomes 
SfL *Nl *Nm = - * ( < f c [(2«n,¿ + 2>4<7m), ( W + í^íOHIO) 
+ (02L\qj\0ltì) + <0 lL |gj |02*) + (15 /25[ + 15 ; '25z)(0|?j |0) 
- (&L\[qJt?Kiq] + lK\qiW) - (0|[9j, {xKlq\ + ικ?
ι9ι)]\&*) 
t t 
In the same way, when 00) = q], the total result is 
(10.65) 
SfL 'Ni !Λ™ = - + <0|[ryj", [(2K,71¿ + Vm9ra), [(^gj + Ч^ЩО) 
+ (02 I |ct|01 A) + (01¿|5J|02/Í) + fSfSl + 15/'25/)(0|gj|0) 
(02L\[q], CKKIÌ + ^ig/illO) - (0|[9ΐ, CKIQÏ + ^'MW™) 
(10.66) 
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For the case where j corresponds to a state excitation operator 0C] = Rj, 
we get 
sfL 1W 2Nm = - H 0 | [ ^ , [(2«m9¡L + Vm9m), ilKiq] + '«MW) 
- <0|[Д„ [ ( 2 S
m
4, + 25;,Äm), e ml + ^'іЯі)]]\0) 
- і(0|[Д,, [(2SmRÌ + 2S'mRm), ('SIR} + ^ І і Ш О ) 
(10.67) 
The first term can be simplified to 
-i(0|[AJ-,[(2Km¿+2«'m9m),(1«Ig/ + 1«Í9/)]]|0)= , i n r o . 
(10.68) 
and by making use of the definitions already given for the transformed 
states, the second term can be seen to yield 
-<0 | [ЛІ, [(2SmRÍ + 2S'mRm), (VyJ + ^ííiffllO) = 
(10.69) 
-
 2 5 ; ( О К УІ + ,91)іо> - ( J K 1 « / ^ + 1 « ;Ф)ІО 2 Я ) 
The last term gives 
-*(о|[я,-, [(2s
m
Rt + 2s'
m
R
m
), Cstf} + 'sMm = 
+ ¿2SJ(0|0 iyí) + ¿1SJ<0|02*) (10.70) 
= 0; 
so that the total result becomes 
sfL lNi 2Nm = -Hi l [ ( 2 «m¿ + 2<nQmh ( W + хк'лі№) 
-
 25;(0|( VvJ + lK\gi)\Q) - (JlCmqi + ^иДО 2 *) 
(10.71) 
In the same way, for О J, = i?L we get 
SfL lW 2Nm = +i(0|[(2K,„9¡L + Vm9m), Cm} + ^'mW) 
- Щ(0\Стя} + 'тіЩ + (02L\emì + lmi)\j) 
(10.72) 
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И 1ЛТ.2 The total resulting gradient from S
 lm Ni ~Nm can be seen to give 
л t 
ç[3] 1 ]\T, 2 / v _ -1 
+ 
/ (ü|fe, [(2κ
η ι ?Ι + Vmçm), ( W + 1«ί^)]]|0)\ 
{m2KmgÌ + 2K'mqm),(^iqì + 1K'lqi)]\0) 
№ι], [(2Km¿ + Vm7m), (^J" + f ì l l i o ) 
V -(0|[(2к
т
дІ + 2<1дт),(1к/7/ + 1к;9,)]|і) У 
/ (o2L|fo, Г W + 1«í«f)]|o> + (Olfe, ?Kig} + X<z;)]|o2*) \ 
(j|(1« í5 t t + 1«Í9i)|02A> 
(02L\[g], (^gj + lK'iqi)}\0) + (0|[gí, ( 1 J + X9,)]|02Ä> 
-(0 2 і | ( 1к ;г7/ + 1 к; д / )Іі) 
/ < 0 " Ы 0 1 Л ) + <01£Ы02 Я)\ 
o 
(02L|gj|0 lñ) + (OlL|fyj|02*) 
o / V 
/ Ï N 
2 5
і
(0 |( 1 к ; д/ + 1 ^ ) | 0 ) 
o 
V ^ O K ^ + X^IO)/ 
/(Oki|o)\ 
V o J 
(10.73) 
We note that Eq. (10.73) is not symmetric in vector lN and vector 2N. 
10.3.3.3. The linear transformation ofV^ and A^ on a vector 
for V\f is 
M We now discuss the multiplication of VK' on one vector. The expression 
2] . 
í 1 S 
^
[f] = -[(0|[Oct [OOi,V-]]|0) + <0|[oJ j,[oc„n]|o) 
L
 + \ , (10.74) 
+ (0|[Oj [о
О1,У-]]|0> + (0 | [О С 1 , [О1,,т |0> 
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Before we consider the four possibilities for 03 we first define a trans­
formed one-electron operatoi 
(к) = [(кід} + к'
іді
), ] (10.75) 
For OÒ, = qj we get 
^
2)iV< = -[(0|[g„r-(K)]|0) + (0L |fe,mO) + (0|[gJ,niOn)] 
it 
and for 0\3 = ç ' we get 
(10.76) 
VJ}]Ni = - \(0\[q],i~{K)]\0) + ( 0 : | [ д | , Г ] | 0 ) + ( 0 | [ 9 | , Щ 0 Я ) 
For ОX =Rj, 
VpNi = - [<J|V-(«)|0> + S,(0|F-|0) + 0 1 ^ | 0 Я ) ] . 
and for oX = R] , 
V¡?Ni = - [-(0|V-(K)|J) + 5; (0 |V- |0) - (0L\V"\j)} 
so that the total gradient becomes 
f(v\[qj,V"(K)]\o)\ 
roí ΟΠ / ω(*) |ο) 
V}f]Ni = - + Л ' 
(0|[ryJ,T-(K)]|0) 
V -(0\V«(K)\J) J 
/(oL\lqj,v»}\o) + (o\[qjiv»]\oR)\ Omo*) 
(0L\[q},V"}\0) + (0\[q],V«}\0R) 
-(oL\V"b) 
/°\ 
0 
\s>/ 
- <0|V-|0> 
(10.77) 
(10.78) 
(10.79) 
(10.80) 
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In the same way, using the expression for Af¿, 
A™ = ï(0\[OOj,[OOk,A]}\0) + (0\[OCj,[OOk,A})\0) 
+ i(0|[OCj,[öCfc,A]]|0) 
we find, using the previous definitions 
A(0 | [ 9 j , -4 (K) ] |0 ) \ 
- ^ = j « 
(0\A(K)\J) 
(0\[qjtA{K)]\0) 
V ( J | A ( K ) | 0 > / 
/ ° 
, 1 ~{0L\A\j) 
'2 0 
V ои|о*) 
ί°Λ 
+ H0|A |0) % 
\SjJ 
(10.81) 
(10.82) 
10.3.4. Computat ional implementation 
In this subsection, we discuss the implementation of the expressions 
above, especially the one for the E^ term multiplied on two vectors, 
which was given in Eq. (10.60). The orbital part of this linear trans­
formation is formally equivalent to evaluating a gradient of an orbital 
rotation, but now with transformed Hamiltonians and states. We use 
the technology of linear transformations discussed earlier. We start with 
the form of the Hamiltonian in second quantization 
Ho — 2_^ "pqEpq + 2_j 'lpqrsepqrs 
pq pqrs 
where we have used the common definitions 
bpq — /
 J
 apgaqo 
(10.83) 
(10.84) 
10.3: Response functions in the MCSCF approximation 207 
and 
Zpqrs — EpqErs — 6qrEps. (10.85) 
If we now consider the Hamiltonian HQ(K), we get 
ÌJ
 . . , (10.86) 
= ¿_i 'Xpq Ч ~^ L^t 'lpqrsepqrs 
pq pqrs 
where the one-index transformed integrals hpq and h"^qrs are defined as 
hpq = ¿_^(Kl>Jliq ~ K 'VV') 
4^ -> ·> о ^ 1 0 · 8 7 ) 
'''pqrs = / ,(Kpi'li(irs ' ^ri'lpqis ~ Kisllpqri ~ Kiq'lpirs) 
i 
In the same л ау, we can define the doubly one-index transformed inte­
grals, by operating again with an orbital operator on HQ(K), 
H0{ κ , ' κ ) = 2_^[ K-ijEij,H0( к)} 
ij 
= Σ
 к
РЯ
Е
РЧ + Σ hPqrse 
_ . - 2 (10.88) 
pqrs 
pq pqrs 
where the doubly one-index transformed integrals can be determined 
using Eqs. (10.87). The one-index transformed integrals possess only the 
symmetry that particle 1 and particle 2 can be interchanged, all other 
permutation symmetry is lost. 
We consider now a generalized Hamiltonian Λ', which is written as 
A
' = Σ
 к1яЕРя + Σ кпг>еРяг* (10-89) 
pq pqrs 
where the integrals kj)q and Щ can be the transformed integrals defined 
above. 
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We will determine the elements of a gradient with the operator K. 
Inspection of the previous formulas leads us to consider, for the orbital 
part of the linear transformations 
F
mn
 = (L\[E
nm
,K]\R) (10.90) 
where (L\ and \R) can be either the reference state wavefunction or one 
of the transformed states defined above. We denote inactive orbitale by 
i, j , k, Z, active orbitals by t,u,v,w,x,y and secondary orbitals by a, b, c, d. 
General indices of the orbitals are m,n,p,q,r,s. Following a standard 
procedure, we define generalized one- and two-particle density matrices 
Dpq = (L\Epq\R) ( 1 0 9 1 ) 
We assume that the density matrices are real. From Eq. (10.90) we find 
F,nn = fL· - fl
n
 (10.92) 
with fL· a n d fL· defined as 
f7\m^^2(L\al[ama,K]\R) 
(10.93) 
fin = Х^(£|[л',і]а
т<т|іг) 
Evaluating the commutators gives straightforward expressions in terms 
of density matrices 
f1 - У^ k1 D 4- V k2 fi 
Juni — / , "Ίηρ-^ηρ Τ" /
 j ^mpqr
u
npqr 
Jmiì ~ / _, kpn-L^rnp + /
 у
 ^pqrn^mrqp 
ρ pqr 
The possible states {L\ and \R) differ only in the occupation of the active 
orbitals. This has the consequence that the density matrix elements 
which contain inactive or secondary orbital indices simplify as 
D,p = Dpi = 2διρ 
D
ap = Dpa=0
 v
 ' 
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and 
Λ - = Λ__._ = w._n._ -Л_. П._ (10.96) ^ipqr — ^qnp — LVipLJ qT Отгиqp 
™O.pqr — Uqrap — U 
Introducing generalizations6'17 of the inactive Fock matrix F ' , 
j 
the active Fock matrix 
^ = Σι
2
*?™ - klv^D^ (10·98) 
and the Q matrices 
^РЧ
 =
 / J k
x v w p d x v w q 
IZ (10.99) 
XV w 
we may express all elements of the gradient in terms of these Fock ma­
trices as 
F
ai = 2F¿l(L\R) + 2FaAl 
Fia = -2FtIa(L\R)-2FlAa 
Fu = 2FU(L\R) + 2FA - £ F^Dxt - QA 
(10.100) 
Flt = -2F!t(L\R) - 2FA + J > / X A * + Q* 
X 
Fta = J2FLDxt-QÏt 
X 
Fat = Y,F¿TDiT+QBt 
χ 
F
ut = +J2 FLDix + QBui - Σ FlxiDxu - Qt 
X X 
The configuration terms of the transformations in Sec. 3.3 are evalu­
ated using the CI technology described previously6. We may work out 
individual terms of (L|A'|J?) as 
(L\K\R) = J^F,', + Α·,1,] + £>ƒ„£>*„ + h Σ bîyuvdxyuv (10.101) 
г xy xyuv 
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The second and third term may be calculated with direct CI technology. 
The one-electron integrals (the inactive Fock matrix elements) may not 
be symmetric and the two-electron integrals may only have permutation 
symmetry between particle 1 and particle 2. 
We have implemented the above formulas in the following manner. 
First, the linear response solution vectors and the eigensolutions deter­
mining the quadratic response property are evaluated using the linear 
response program described earlier6. The solution vectors are stored on 
disk. Subsequently, using the solution vectors, the gradients given in 
Eq.'s (10.60), (10.73), (10.80), and (10.82) are calculated and combined 
with the solution vectors according to Eq.'s (10.46) — (10.48). This gives 
all separate contributions to the required quadratic response property. 
The integral transformations of Eq.'s (10.60), (10.80), and (10.82) are 
performed explicitly. Our program has at the moment only the require­
ment that the computer memory must be large enough to keep 4£ vectors 
in core. The disk space required to perform the one-index transforma­
tions must also be available. 
10.4. Calculations 
In this section we describe the results of correlated calculations of the 
quadratic response function and its residues. 
For Ho we have calculated the parallel two-photon transition moment 
directly between the Λ ^ Σ * and the (E< F)1^ states, as well as the 
dipole transition moments between these two states and the ten low­
est states of ιΣι+ symmetry. The transition moments have been used 
to calculate the two-photon transition moment as a sum-over-states ex­
pression for comparison. For the neon atom we have computed the two 
photon transition matrix elements between the 1Se ground state and the 
1De(2p5, 3p) state as well as the Electric Field induced Second Harmonic 
Generation (ESHG) hyperpolarizability 7 by a numerical differentiation 
of the hyperpolarizability /3. Some of the results on the hyperpolarizabil­
ity of Ne have been discussed briefly in Ref. 8. 
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Table 10.1. The MP'2 natural orbital occupation numbers > 10 5 for H2 
at the internuclear distance of 1.4011 au. 
Од 7Г
Ц
 6g a
u
 Жд йц 
1.979341 0.002752 0.000109 0.009296 0.000238 0.000022 
0.003848 0.000124 0.000283 0.000025 
0.000307 0.000029 0.000036 
0.000120 0.000012 0.000023 
0.000034 
0.000011 
10.4.1. Ή.2 two-photon matrix element calculations 
For H2, we have used the (9s 6p 3d) cartesian gaussian hydrogen basis 
of Parkinson and Oddershede1 1. The Ho calculations were performed at 
the internuclear distance 1.4011 a.u. at the Hartree-Fock level and at 
two CAS levels. The two CAS spaces were chosen from an analysis of 
the MP2 occupation numbers, which we give in Table 10.1. A clear shell 
structure is observed in the MP2 occupation numbers, and the CAS 1 
space is defined as (2 1 0 1 0 0) and the CAS 2 space as (4 2 1 2 1 
0), where the numbers in parenthesis designate the number of active 
orbitals of Gg, 7TU, Sg, ση,πα, and 6U symmetry, respectively. The CAS 1 
level represents a gap around 1 0 - 3 in the MP2 occupation numbers, and 
the CAS 2 represents a gap around 1 0 - 4 . 
The two-photon transition transition matrix elements are calculated 
between the Α"*Σ+ and the (E, F)1^ states, using the formulas in Sec. 3 
Eqs. (10.47), and the results are given in Table 10.2. Our Hartree-Fock 
results are identical to those of Parkinson and Oddershede 1 1 . 
Eq. (10.47) shows that the two-photon matrix elements are symmetric 
in ωι and ω f—ωχ. This symmetry is displayed by the Hartree Fock results 
in Table 10.2. Since the frequencies of computation were chosen with 
respect to the position of the Hartree Fock pole, the other columns do 
not exhibit this symmetry. Table 10.2 shows that the correlation effects 
are the smallest for ω ι ~ ω/ — ω\. When u>i is approaching ω f the effect 
of correlation increases; this is mainly due to the correlation shift of the 
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Table 10.2. The zz component of the two-photon 
transition moment of H2 between the Χ ιΈ* ground 
state and the (E.F) Χ Σ + excited state at an internu­
clear distance of 1.4011 a.u. All values are in atomic 
units. 
H F a CASI CAS2 
Exc. Ener. 
Frequency 
0.0596235 
0.1192470 
0.178S705 
0.23S4940 
0.2981175 
0.3577410 
0.4173G45 
0.476988 
47.0547 
20.1609 
14.1942 
12.8167 
14.1942 
20.1G09 
47.0547 
0.481423 
42.1825 
20.1059 
14.5847 
13.1884 
14.4677 
19.4698 
38.7919 
0.481702 
50.4743 
21.2496 
14.8792 
13.3518 
14.6382 
20.4059 
45.3913 
a. Parkinson and Oddershcde; Ref. 11. 
excitation energy ω/. 
In the second column of Tables 10.3 and 10.4 the single photon tran­
sition moments are given between the A r l E+ and the ten lowest 1 Σ + 
states calculated using linear response. In the third column the sin­
gle photon transition moments are given between the (E, . F ^ E * state 
and the same ten 1 Σ+ states calculated using quadratic response (Sec. 3 
Eqs.(10.48)). Correlation usually changes the value of the transition mo­
ment by 2 — 4%. Inserting the values for the transition moments and 
excitation energies in the sum-over-states expression given in Eq. (10.12) 
we can identify the individual contributions from the ten lowest states, 
and by summing them up we arrive at values which agree well with the 
directly calculated two-photon transition moment. This is an illustration 
of the internal consistency of the theory. The H2 results used here are 
part of a larger investigation1 8, where vibrational effects on two-photon 
transition moments л ііі be analyzed. 
10.4.2. Detai ls of the neon calculations 
We have employed the basis set used by Maroulis and Thakkar 1 9 
when not otherwise specified. Extensive basis set calculations by Taylor 
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Table 10.3. Two-photon matrix elements between Χ ιΈ^ and 
the (E,F) ' Σ+ excited state summed up from individual sum over 
states contributions for the Hartree-Fock case. The sum over state 
contributions are determined for the ten lowest states of 1 Σ„ sym­
metry. The calculations were carried out at the equilibrium geom­
etry R = 1.4011 a.u. The energy between the ground state and the 
(E,F) J Σ J" excited state is ω f = 0.476988 a.u. and the frequency 
parameter is ωχ = 0.23S494 a.u. All quantities are in atomic units. 
State no. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Sum 
(ΑΊ--ΙΑ-) 
-0.9G111 
-0.41429 
0.28405 
0.41645 
0.37798 
0.31758 
-0.31477 
-0.17S90 
0.10238 
0.05574 
(k\:\(E,F)) 
2.83991 
-2.40619 
1.01120 
0.82043 
0.41611 
0.17247 
0.16324 
-0.25306 
0.10105 
-0.02618 
ЫкМ
гі
а 
0.46537 
0.53708 
0.56329 
0.60077 
0.67723 
0.74981 
0.90254 
1.16642 
1.44646 
2.06943 
-24.06152 
6.67727 
1.77243 
1.88625 
0.71697 
0.21424 
-0.15476 
0.09758 
0.01713 
-0.00159 
-12.83606 
a. M„ = <A>|fc>(fc|r|(S,F)> {z^òjT^ + ^ г ) 
b. Quadratic response two-photon matrix element: -12.8167 
et al.20 show that this basis set is a good one particle basis for evaluating 
the second hyperpolarizability of the Ne atom. We have investigated 
the basis set convergence of our two photon transition moment between 
the 1Se ground state and the 1De(2p5,3p) state by adding an additional 
diffuse orbital in each of the s, p, and d shells with an exponent of 
0.16991, 0.10001, and 0.10001, respectively. The exponents were selected 
to continue the geometric series for the diffuse orbitals in the different 
shells. 
Table 10.5 lists the MP2 natural orbital occupation numbers. Based 
on these we selected three computational levels, of which the first is the 
SCF level. The next level is a CAS space including the 2s, 2p, 3s, 3p and 
3d orbitals (the CAS 3 shell level), or a configuration space consisting of 
all singles and doubles from the 2s and 2p into the 3s, 3p, and 3d orbitals 
(the SD RAS 3 shell level). On the third level we employ a configuration 
space consisting of all singles and doubles from the 2s and 2p into the 3s, 
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Table 10.4. Two-photon matrix elements between .Y 'EJ" and the 
(E,F) 1 Σ+ excited state summed up from individual sum over states 
contributions for the CAS 1 case. The contributions are determined for 
the ten lowest states of Έ * symmetiy at the equilibrium geometry R = 
1.4011a.u. The energy between the ground state and the (E,F) Χ Σ 9 
excited state is ω/ = 0.4S1423 a.u. and the frequency parameter is ωι = 
0.238494 a.u. See Table 3 for a definition of М
г г
. All quantities are in 
atomic units. 
State no. (X\;\k)(k\z\(E,F)) +-LM„ 
0.9S3SS 
0.30S3G 
-0.2GG62 
-Ü.3918G 
-0.3G356 
-0.30S77 
-0.31930 
0.18912 
-0.02461 
-0.0131G 
-2.75S36 
2.34G29 
-0.97395 
-0.S3SG3 
-0.455S2 
-0.20993 
-0.03G48 
-0.29455 
-0.G7533 
-0.11949 
0.46770 
0.54446 
0.57133 
0.G0812 
0.68470 
0.75690 
0.90870 
1.15699 
1.22851 
1.31416 
-23.68071 
6.10961 
1.56038 
1.77816 
0.74278 
0.25008 
0.03476 
-0.12130 
0.03358 
0.00292 
-13.2897" 
a. Quadratic response two-photon matrix element: -13.1884 
3p, 3d, 4s, 4p, 4d, and 4f orbit als (the SD RAS 4 shell level). Finally we 
performed a few calculations with a CAS space including the 2s, 2p, 3s, 
and 3p orbitals (the CAS 2s2p3s3p level) in order to compare our results 
with previous calculations by Jaszunski and Yeager21. 
The evaluation of 7 with the quadratic response program can be car-
ried out using a finite difference on the computed β. The field strength 
used in the finite difference approach was 1 0 - 4 a.u. We discuss the con­
vergence of our calculations with respect to the field strength and the 
convergence thresholds for the zeroth order wavefunction and the linear 
response equations in the next subsection. 
With these choices, we can estimate the effects of the correlation in 
the MCSCF calculations. This estimation is based on a consideration 
of the shell structure in the MP2 natural orbital occupation numbers. 
Since it is apparent from the data given in Table 10.5 that the higher 
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Table 10.5. The MP2 natural orbital occupation numbers 
> 1 0 - 5 for Ne with the Is orbital frozen. 
Shell no. s ρ d f 
1 
2 
3 
4 
5 
2.000000 
1.990994 
0.007029 
0.00025S 
0.000031 
1.979817 
0.012779 
0.000434 
0.000059 
0.003801 
0.000375 
0.000044 
0.000182 
orbitals are increasingly less important to describe the correlation effects, 
we assume that: 
(i) carrying out a CAS (as opposed to an SD RAS) on the 4 shell 
level will change all the properties in the same direction and with 
the same magnitude as performing a CAS on the 3 shell level (as 
opposed to a SD RAS calculation on the 3 shell level); 
(ii) adding further shells will not change the property with more than 
half of the value obtained in adding the 4 shell to the 3 shell; 
(iii) the uncertainty is the sum of the values of (i) and (ii). 
When we use these assumptions to compute the properties, we get the 
estimation expression for the molecular property 
Q (estimate) 
= Q(SDRAS4shell) 
+ (<2(CAS3shell) - Q(SDRAS3shell)) 
+ * (Q(SDRAS4shell) - Q(SDRAS3shell)) 
± (Q(CAS3shell) - Q(SDRAS3shell)) 
+ ¿ (Q(SDRAS4shell) - Q(SDRAS3shell)). 
(10.102) 
10.4.3. Convergence requirements 
questions of convergence limits arise ι 
tions, namely the convergence of the wave 
Two s e in quadratic response calcula-
 function and the convergence 
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Table 10.6. Electric field induced second harmonic generation (ESHG) 
convergence studies. The β value is the second harmonic generation (SHG) 
for the field strength Fz. 
wave function 
convergence 
0.4 χ 1 0 " 9 
1.1 x 1 0 " 9 
2.7 χ 10~9 
linear response 
convergence 
0.2 χ 1 0 - 8 
0.2 χ I O " 8 
0.2 χ I O - 8 
field strength β 
Fz 
10~4 0.01032819 
2.0 χ 10~4 0.02065644 
I O " 3 0.1032900 
E S H G = £ 
103.2819 
103.2822 
103.2900 
of the linear response vectors and excitation vectors. The accuracy of a 
molecular property from a quadratic response calculation is linear both 
in the wave function accuracy and in the accuracy of the linear response 
and excitation vectors. Convergence in the linear response equations 
below the convergence of the wave function is therefore a waste of ef­
fort, and we generally use a threshold for the MCSCF gradient which is 
slightly lower than the threshold for the linear response vectors and the 
excitation vectors. 
For the neon ESHG calculations we carried out an investigation of the 
sensitivity of the ESHG polarizabilities to the field strength used in the 
finite difference calculation. The goal was to obtain two decimal places 
in the ESHG polarizabilities. The calculations were performed at the 
Hartree-Fock level in a reduced basis consisting of 8s, 6p, and 3d basis 
functions. The results are summarized in Table 10.6. 
The field strength has to be sufficcntly small such that higher order 
terms do not interfere in the finite difference differentiation. The entries 
in the table show that Fz = 1 0
- 4
 will give two decimal places in the 
calculated hyperpolarizability. This choice means that we require six 
decimal places in the calculated /3's. Based on this choice we used 3 χ 
I O - 7 as the convergence in the solution of the linear response equations. 
This very sharp convergence was obtained without problems with our 
programs. 
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Table 10.7. Two photon transition moments of Ne between the ' S e 
ground state and the first excited state of 1 De symmetry. The A operator 
is the ι dipole operator. The В operator is the y dipole operator carrying 
the frequency. All values are in atomic units. 
Ex с Ener. 
Frequency 
0.085625 
0.17125 
0.256875 
0.3425 
HF 
0.738881 
29.4490 
5.7455 
3.5255 
2.9663 
CAS 
3 shell 
0.700454 
32.5068 
6.1563 
3.8314 
3.3265 
SD RAS 
3 shell» 
0.706363 
32.2379 
6.0984 
3.7833 
3.2665 
(0.706177) 
(32.8735) 
(6.0686) 
(3.7563) 
(3.2434) 
SD RAS 
4 shell 
0.704482 
34.5364 
6.2544 
3.8702 
3.3450 
a. The values in parenthesis are obtained with the basis set extended 
with one diffuse orbital of s, p, and d symmetry (see text). 
10.4.4. N e two-photon matrix e lement calculat ions 
The two-photon matrix elements for the transition between the 1Se 
ground state and the first excited state of lDe symmetry have been cal­
culated previously by Moccia and Rizzo 2 2. We summarize our results in 
Table 10.7. Our value for the excitation energy is at the RPA level the 
same as the value of Moccia and Rizzo 2 2 . 
The correlated calculations recover about 60% of the electron correla­
tion in the excitation energy. The SD RAS 4 shell value is 0.704482 a.u. 
The extrapolated value, using Eq. (10.102) is 0.6936 ± 0.0068 a.u., which 
is to be compared with an RPA value of 0.738881 and an experimen­
tal value of 0.685022. The correlation effects on the two-photon matrix 
elements are considerable for small frequencies and smaller for large fre­
quencies mainly because for small frequencies the position of the pole has 
an important effect on the computed values. We see that at the highest 
frequency the correlation contribution is about 10-15 %. 
To examine the stability toward extensions in the basis we carried out 
calculations at the SD RAS 3 shell level with one diffuse s, p, and d func­
tion added to the basis (see Sec. 4.2). The results of these calculations 
are given in parenthesis after the SD RAS 3 shell results in Table 10.7. 
The results clearly show that the basis of Maroulis and Thakkar 1 8 is 
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Table 10.8. The vaiious contributions to the two photon tran­
sition moments of Ne. The values are given at the frequency 
0.3425 au. The characterization of the individual contributions is 
described in Eq. (10.47) of the text. 
Contribution 
AWB 
AWC 
Total result 
HF 
-0.0684 
1.6719 
0.6814 
0.6814 
2.9663 
CAS 
3 shell 
0.0008 
1.7014 
0.9054 
0.71S9 
3.3265 
SD RAS 
3 shell 
0.0686 
1.6453 
0.7989 
0.7537 
3.2665 
SD RAS 
4 shell 
0.1643 
1.6132 
0.8248 
0.7427 
3.3450 
adequate for the description of the two photon matrix element. 
In Table 10.8 we give the individual contributions to the two-photon 
matrix element of Ne at the frequency 0.3452 au. Especially interesting 
here is to see that there the way in which the i?' 3 ' and 5 ' 3 ' term contribute 
to the two-photon matrix element is not systematic. We see that the main 
contribution in all cases is from the operator terms B^2' and A^2K The 
E^3' and 5'31 terms are in some cases even negligible. 
The two-photon transition amplitudes between the * Se ground state 
and the 1De(2p5, Зр1) excited state have also been calculated by Moc-
cia and Rizzo 2 2 . They obtained a value of 3.84 in the Random Phase 
Approximation (RPA) in a sum over state approach at the frequency 
CJI = %u)f . The excitation energies and the transition moments between 
the l Se ground state and the intermediate 1 P ° states are in this approach 
identical to the numbers we would obtain in the SCF linear response (or 
TDCHF) approach. Moccia and Rizzo2 2 in their sum over state approach 
used an expression for the transition moment beUveen the intermediate 
1P° states and the 1De(2p5,3p1) state where they neglected the £ Я 
and S^l terms in Eq. (10.48). This cannot explain the large difference 
between our SCF value and the value reported by Moccia and Rizzo2 2, 
since the contribution from the E1'3' and S'3 ' terms is only 0.07 au (see 
Table 10.8). A more plausible explanation is the difference in the basis 
sets used in the two calculations. 
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10.4.5. N e hyperpolarizability calculations 
There has recently been a considerable interest in the hyperpolarizabil­
ity of the Ne atom. This interest is mainly motivated by the fact that 
correlation contributions to the hyperpolarizability of the Ne atom are 
considerable and the fact that a recent analysis of experimental data 
by Shelton9 has indicated that the frequency dependence (dispersion) of 
the hyperpolarizability of the Ne atom is not a monotonically increasing 
function of the frequency. We here give the full details of the calcula­
tions of the Ne ESHG hyperpolarizability we have previously reported in 
Ref. 8. 
For an atom, the first, non-vanishing hyperpolarizability is the second 
hyperpolarizability. It is described by a tensor 7 I l i l 2 i X 3 i X 4(cj ( T;a;1,cj2,<^3)· 
where :ri,X2) ^ З і ^ specify the components x,y and ζ of the dipole op­
erator. We will restrict ourselves to the case where all operators refer to 
the ζ direction and we omit the х\,Х2,хз, and x^ndiccs. 
The expression for the atomic hyperpolarizability can be expanded in 
0,2,23,24 
ωΐ=ωΙ+ω\+ωΙ+ωΙ (10.103) 
to give, for small u>~L 
Ί
(ω
σ
,ω1,ω2,ω3) = 7 ( 0 ; 0,0,0)[1 + Αω\ + Βω\) (10.104) 
where Л is a constant for all processes determined by 7. For example, 
Electric Field induced Second Harmonic Generation (ESHG) is described 
by the tensor j(—2ω;ω,ω, 0) and is thus, using Eq. (10.103), character­
ized by ω\ = 6ω2. 
By analysis of available experimental data Shelton9 determined a 
static value for y(0; 0,0,0) = 119.2 au; A = -9.267 a.u. and В = 160.10 
a.u. The anomaly in the data is represented by the large negative value 
of A, which leads to a minimum of 7 = 100.4 a.u. at ω\ = 0.028566 a.u. 
Using experimentally derived values for the moments of the oscillator 
strength distribution, Bishop2 5 has shown that the only negative contri­
bution to 7 has a size of 0.38 a.u., and concluded that "It is clear that 
theory will never be able to reproduce the anomalous dispersion Shelton 
has obtained". 
Many calculations on the hyperpolarizability of Ne have been carried 
out to establish the static value of 7. They have been reviewed by Taylor 
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Table 10.9. Comparison 
hyperpolarizability of the Γ 
atomic units. 
Cernusak et al.; Ref. 26 
SCF 
MP4 
Maroulis and Thakkar; Ref. 
SCF 
CCD+S(CCD) 
CCD+ST(CCD) 
Estimate 
Taylor et al.; Ref. 20 
SCF 
CCSD 
CCSD(T) 
Estimate 
Chong and Langhoff; Ref. 27 
M C P F 
Jaszunski and Yeager; Ref. 21 
MC2s3s2p3p quadruple exc 
This work 
CAS 2s2p3s3p 
3 shell CAS 
SD RAS 3 shell 
SD RAS 4 shell 
Estimate 
Experiment 
' the static polarizability and 
atom. All values given are in 
Q γ 
2.37 63.9 
2.712 104.6 
2.38 70.8 
2.6528 106.1 
2.6983 113.9 
2.698 ±0.037 114±9 
2.377 68.68 
2.643 102.2 
2.690 111.0 
111±4 
104.7 
2.6231 86.5 
2.628 
2.598 
2.564 
2.594 
2.643 ±0.049 
96.38 
94.64 
89.90 
93.09 
99±6 
2.669° 
101±8 b 
116±2C 
a. Ref. 28. 
b. Ref. 29. 
c. Ref. 9. 
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et al.20 and Jensen et al.s. We now discuss them very briefly. Cernusák 
et al.26 obtained a value of 104.6 a.u. in MBPT(4), with a 7(HF)= 63.9 
a.u. with contributions of 31.9 a.u., —15.3 a.u. and 24.0 a.u. for second, 
third and fourth order of perturbation theory. As demonstrated by Tay-
lor et al.20 the basis set of Cernusák et al.26 could not properly describe 
the hyperpolarizability of Ne. Maroulis and Thakkar19 have performed 
Coupled Cluster calculations and found 98.6 a.u. in the CCD approxi-
mation, 106.1 a.u. in the CCD+S(CCD) approximation and 113.9 a.u. in 
the CCD+ST(CCD) approximation. They estimate the value of 7 to 
be 114 ± 9 a.u. Taylor et al.20 have performed extensive calculations, 
using a great variety of basis sets and various ways to include triples 
into the CCSD wavefunction. On the basis of their extensive computa-
tions, their best estimate of 7 is 119 ± 4 a.u. The error limit of Taylor et 
al. seems mainly motivated by a consideration of the effect of including 
triples in the CCSD wravefunction. Their value is a little higher than the 
value of Maroulis and Thakkar19 although the error bars give a consid-
erable overlap. The inclusion of triples in a perturbative fashion in the 
CCSD calculations raises the computed hyperpolarizability by 10 — 15 
a.u. Chong and Langhoff27 have in the MCPF approximation computed 
a value for the 7 of Ne of 104.7 a.u. We summarize the above men-
tioned calculations in Table 10.9 and compare them to the results we 
have obtained for the static value of a and 7. 
The only MCSCF value available is the value of Jaszunski and Yea-
ger21 whose estimate of the static value of 7 is 86.5 a.u. By considering 
the Kerr experiment, which is described by 7(—ω; ω, 0,0), Jaszunski and 
Yeager have also determined a value for A in Eq. (10.104) above. They 
found it to be approximately 2.4 a . u . - 2 . 
With the quadratic response program we have described in this paper 
we are able to evaluate the Second Harmonic Generation (SHG) tensor 
for Neon in the presence of an electric field. By one numerical differenti­
ation we can thus calculate 7(—2ω;ω,ω,0). Our calculations exhibit no 
anomalous behavior of the 7. 
We have computed the electric field induced second harmonic genera­
tion (ESHG) hyperpolarizability of Ne at all the experimental frequencies 
given by Shelton9 at the SCF level and at the CAS 3 shell level. Our 
frequency dependent results are summarized in Table 10.10, where they 
are also compared to the experimental data of Shelton9. The expansion 
coefficients in Eq. (10.104) are A = 2.311 a.u. and В = 4.043 au. for the 
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Table 10.10. The frequency dependent Hartree Fock 
and CAS 3 shell hyperpolarizabilities for the Ne atom 
and the experimental values of Shelton9. 
Frequency 
0.0 
0.034544 
0.043S23 
0.065625 
0.076641 
0.088559 
0.093215 
HF 
68.75 
69.99 
70.52 
73.02 
74.68 
76.84 
77.80 
CAS 3 shell 
94.64 
96.40 
97.37 
101.25 
103.84 
107.23 
108.75 
Experirr 
111.1 
109.9 
102.7 
109.3 
114.5 
SCF and A = 2.551 a.u., В = 5.897 a.u. for the CAS 3 shell calculation. 
Correlation effects thus changes the value of A by 10 %. 
The linear response properties we have calculated are of a reasonable 
quality and lead by Eq. (10.102) to an estimate of the frequency inde­
pendent polarizability of 2.643±0.049 a.u., which is to be compared with 
the experimental value of 2.069 of Kumar and Meath 2 8 . Our CAS 3 shell 
value of 2.598 a.u. is lower than the 2.623 a.u. of Jaszunski and Yeager21, 
who used a configuration space consisting of all single, double, triple and 
quadruple excitations from the 2s and 2p orbitals into the 3s and 3p Or­
bitals and the basis of Cernusák et al.26. A CAS 2s2p3s3p calculation in 
the basis of Ref. 20 gave 2.628 a.u. This shows that adding the 3d shell 
to the CAS space lowers the computed polarizability. Even though close 
accuracy is obtained with the experimental value in the CAS 2s2p3s3p 
calculation this can only be viewed as accidental, since this choice of ac-
tive space cannot be rationalized in terms of occupation numbers. There 
is thus no systematic way to extend the calculation in order to judge its 
accuracy. 
The frequency independent hyperpolarizability in the CAS 2s2p3s3p 
calculation is 96.38 au. and it is 94.64 au. in the 3shell CAS calculation. 
This again show's the danger of drawing conclusions from CAS calcula-
tions where the configuration space is not chosen in a systematic way. 
Jaszunski and Yeager21 obtained a frequency independent hyperpolar-
izability of 86.5 au. using a configuration space of the same quality as 
the CAS 2s2p3s3p and the basis of Cernusák et al.26. This basis thus 
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Table 10.11. The hyperpolarizability for the Ne atom in atomic units. 
Frequency 
0.0 
0.076641 
CAS 3 shell 
94.64 
103.84 
SD RAS 3 shell 
89.90 
98.49 
SD RAS 4 shell 
93.09 
101.81 
Estimate 
99±6 
109±7 
Table 10.12. The various contributions to the frequency dependent hyper­
polarizability 7(—2ω;ω,ω,0) in atomic units for the Ne atom at a frequency 
of 0.076641 a.u. All values have been divided by the field. The characteri­
zation of the individual contributions is described by Eq. (10.46). 
HF CAS 3 shell SD RAS 3 shell SD RAS 4 shell 
EPI, 5 И 
BW 
ci2) 
A^Nb 
AWNC 
-8.93 
28.78 
28.78 
13.02 
13.02 
-14.85 
40.84 
40.84 
18.51 
18.51 
-8.37 
36.84 
36.84 
16.59 
16.59 
-8.42 
37.97 
37.97 
17.15 
17.15 
74.67 103.85 98.49 101.82 
cannot adequately describe the hyperpolarizability as also demonstrated 
by Taylor et al.20. 
In Table 10.11 we give results that allow us to estimate the hyperpo­
larizability of Ne as 99 ± 6 a.u. using Eq. (10.102). This estimate for 
gamma is consistent with the estimate of Maroulis and Thakkar 1 9 and 
the estimate of Taylor et al.20, although both these estimates are higher. 
In Table 10.12 we have again given the individual contributions to 
the hyperpolarizability β in the presence of an electric field, dividing the 
individual contributions by strength of the field. Again we see that the 
contribution from the E^ and S'3 ' term varies significantly and that the 
contribution of these terms to the total value of the hyperpolarizability 
is considerable. 
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10.5. Summary and conclusions 
We have derived computationally tractable expressions for the quadratic 
MCSCF response function and its residues and implemented these ex-
pressions in a computer program. The quadratic response function deter-
mines the hyperpolarizability and its residues determine the two-photon 
matrix elements and the matrix elements beUveen excited states. As is 
apparent from our formulas, the calculation of the quadratic response 
function and its residues follows a similar procedure and requires the 
same type of linear transformations as the evaluation of the linear re-
sponse function. This technology of linear transformations can easily 
be implemented in a direct fashion, as described in section 3.3 and 3.4. 
Once the eigensolutions and linear response solution vectors have been 
determined, the linear transformations we have described lead straight-
forwardly to the properties determined by the quadratic response func-
tion and its residues. 
Our program only needs to store vectors of the length of the non-
redundant variables. In the current implementation we need at most to 
keep 4¿ vectors in memory. The present implementation of the program 
is therefore able to handle large orbital and configuration cases. 
Sample calculations on Ne and the H2 molecule indicate that corre-
lation effects can be considerable. For H2 we found them roughly to be 
10%, for neon they can be as large as 50%. Our Ne calculations further 
show that correlation changes the dispersion of the hyperpolarizability 
significantly. 
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11 
The hyperpolarizability dispersion of Ne is 
not anomalous 
11.1. Sketch of the problem 
For some years a discrepancy has existed between the theoretical and 
experimental value of the static hyperpolarizability of the neon atom. In 
this chapter we present computational results obtained by the method 
from Chapter 10, which were published earlier in the form of a letter. 
Section 2 of this chapter is the text of this letter (Chem. Phys. Lett. 187, 
387 (1992)). In this introductory section, we sketch the problem, referring 
to section 2 for references. Section 3 contains a summary of some recent 
developments. 
Hyperpolarizabilities are difficult to measure, but also difficult to 
calculate accurately. Calculations are usually done with the finite-field 
method, which provides a value for the static hyperpolarizability by nu-
merical differentiation. Experiments are done using, for instance, the 
technique of electric field induced second harmonic generation (ESHG) 
or third harmonic generation (THG), and thus measure the hyperpolar-
izability as a function of the frequency of the perturbing field. These 
experiments may be repeated at several frequencies, after which extrap-
olation to zero frequency yields an estimate of the static value that can 
be compared to calculations. 
Electron correlation effects are important in the study of hyperpo-
larizabilities. In 1985, Cernusák, Diercksen and Sadlej9 calculated the 
static hyperpolarizability of Ne with the finite field MBPT4 method. 
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They found 104.6, considerably higher than the experimental value re-
ported afterwards, which estimated the value to be 84 ± 9 a.u. In 1989, 
Maroulis and Thakkar13 calculated the hyperpolarizability of Ne with the 
finite field coupled cluster doubles and approximated singles and triples 
(CCD-t-ST(CCD)) method and found 113.9 ± 9.1 a.u.; even higher than 
the previous calculation of Cernusákeí al.9. In a large study on basis set 
effects, also using the CCD+ST(CCD) method Taylor et al.11 computed 
a still larger value of 119 ± 3 a.u. A linear extrapolation of the experi-
mental values to zero frequency did not give values so large. Therefore, 
Shelton1 performed additional measurements at small frequencies, and 
used a non-linear (parabolic) extrapolation. This exhibited that the cal-
culated static values of the hyperpolarizability could be made to agree 
with the experiment, provided one allowed for a minimum at non-zero 
frequency in the hyperpolarizability vs. ω curve. The additional mea­
surements at small frequencies of the perturbing field strengthened this 
conclusion. 
It did not take long before Bishop pointed out that this shape of 
the hyperpolarizability vs. ω curve could not be explained by theory. 
Our contribution to this debate consisted in performing calculations that 
mimicked the experiment almost perfectly: with the quadratic response 
program that was just developed we could calculate the second-harmonic 
generation of Ne in the presence of a small perturbing electric field. Our 
calculations included electron correlation and we found no anomalous 
dispersion. Later calculations with the MBPT method, which also in­
cluded electron correlation effects, did not show anomalous dispersion 
either, consistent with our calculations. 
11.2. The hyperpolarizability dispersion of N e 
is not anomalous 
In recent electric field induced second harmonic generation (ESHG) mea­
surements, Shelton 1 ' 2 has observed an anomalous dispersion at infrared 
frequencies of the ratio between the hyperpolarizability of Ne and He. 
When ab initio values3 were used to describe the dispersion of He, the 
same anomalous dispersion was found also for Ne. The atomic hyperpo-
11.2: The hyperpolarizability dispersion of Ne is not anomalous 229 
larizability is4 (a.u.) 
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where Σ ρ implies a summation over the 24 terms generated by permut­
ing the frequencies with their associated spatial subscripts, \m) is an 
electronic excited state wave function, \g) is the electronic ground state 
wave function, и>
тд
 is the excitation energy between the two states, μ
α 
is the a component of the electric dipole moment operator and μ
α
 = 
ßa — (g\^a\g)· At small frequencies the hyperpolarizability in Eq. (11.1) 
can be expanded in a power series in ω\ — ω2, + ω\ + ω\ + ω\. The 
expansion of the dispersion of the hyperpolarizability is°'6 
7 « » ( - ω
σ
; ω ι , α ; 2 , ω 3 ) = 7 « „ ( 0 ; 0 , 0 , 0 ) ( 1 + Λω^ + βα; ί ) (11.2) 
where we put ω\ = 0,u>2 = LO^ — ω and ω
σ
 = 2ω to describe ESHG. 
For Ne Shelton2 determined yzzzz(0; 0,0,0) = 119.2 au, A = 9.267a.u. 
and В = 160.10 a.u. Bishop5 recognized that only the second term in 
Eq. (11.1) could give a negative dispersion. Expanding this term in a 
power series in ω\ he found that the expansion coefficient proportional 
to ω\ becomes 
7 « « ( 0 ; 0,0,0)D = - Ì ( 3 5 _ 4 5 _ 3 + 75_ 2 5_ 5 ) (11.3) 
where the constant D has the effect of A in Eq. (11.2) in the expansion 
of the second term in Eq. (11.1) and where the sum rules Sk are defined 
as 
s
-
k
 - V M0^ ( } 
Using experimental7 values for S-k Bishop found 
7 « « ( 0 ; 0,0, 0) = -45.4a.u. (11.5) 
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and from the value of 7 „ „ ( 0 ; 0,0,0) = 119.2 au of Shelton2 Bishop7 
obtained D = —0.38 a.u. Since D constitutes the only negative con-
tribution to A in Eq. (2) Bishop concluded that "theory will never be 
able to reproduce [the size of] the anomalous dispersion that Shelton has 
obtained". 
Extensive theoretical calculations have been carried out for the fre-
quency independent hyperpolarizability of Ne. Cernusák et al.9 have ob-
tained a value of 104.6 au, using many body perturbation theory (MBPT) 
to fourth order. Jaszunski and Yeager10 obtained 86.5 a.u. in a mul-
ticonfiguration linear response (MCLR) calculation, using the basis of 
Cernusák et al.9. The MCLR value was obtained with a configuration 
space consisting of all single, double, triple, and quadruple excitations 
from the 2s and 2p orbitals to the 3s and 3p orbitals. Taylor et af.11 sug-
gest that the 3d orbital needs to be included in the active space before 
the major correlation effects are included in the MCLR approach. Tay-
lor et al.10 also demonstrated that the basis of Cernusákeí al.9 could not 
properly describe the hyperpolarizablity. Taylor et α/.obtained 89.3 a.u. 
in the coupled cluster single double (CCSD) approach with the basis of 
Cernusákeí α/.and a value of 108.7 au in a carefully optimized basis set. 
Adding various forms of perturbative triples corrections to the CCSD 
results increased the hyperpolarizability by 10 — 15 a.u. A calculation of 
Chong and Langhoff12 exhibits the same tendency. The CCSD results of 
Taylor et al.11 were in close agreement with earlier results of Maroulis and 
Thakkar 1 3 who used coupled cluster doubles (CCD) including single and 
triple corrections. Taylor et al.11 obtained a value of 109.4 au for the hy­
perpolarizability in the CCSD approach using the basis of Alaroulis and 
Thakkar 1 3 . The negative dispersion Shelton has observed1 , 2 has not been 
found in Hartree-Fock calculations. Shelton suggested that the negative 
dispersion is caused by correlation1. Since the expansion in Eq. (11.2) 
holds for all processes connected to the hyperpolarizabilities we can also 
compute values for A and В by considering the Kerr experiment which is 
described by η {ω; ω, 0, 0). Jaszunski and Yeager10 determined the expan­
sion coefficient for the Kerr experiment, using a finite difference technique 
to differentiate the MCLR frequency dependent polarizability. They did 
not find a negative dispersion, they found a coefficient A in Eq. (2) of 2.4 
a.u. The frequencies considered by Jaszunski and Yeager1 0 in their finite 
difference polarizability calculations1 4 were к χ 0.004 a.u.; к = 0,1,2,.. . . 
Jaszunski and Yeager10 could not determine directly the expansion coef-
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Table 11.1. The hyperpolarizabihty fZzzz(—2ω;0,ω,ω) 
of Ne in a.u. 
Frequency 
0.0 
0.034544 
0.043823 
0.065625 
0.076641 
0.088559 
0.093215 
a. Table III in 
HF 
68.75 
69.99 
70.52 
73.02 
74.68 
76.84 
77.80 
Ref. 2. 
CAS 3-shell 
94.64 
96.40 
97.37 
101.25 
103.84 
107.23 
108.75 
Experiment' 
119(±3) 
111.1 
109.9 
102.7 
109.3 
114.5 
ficicnts for the ESHG experiment since two frequencies are different from 
zero and a straightforward finite difference technique on polarizabilities 
can give only one frequency different from zero. 
In Ref. 15 we have described how the MCLR approach can be ex­
tended to include the calculation of the quadratic response function and 
in Ref. 16 we have described an efficient implementation of the quadratic 
response function. With a quadratic response program available we can 
calculate the hyperpolarizabihty of Ne at two frequencies different from 
zero, using a straightforward finite difference technique. We can there­
fore determine the hyperpolarizabihty at exactly the frequencies where 
the ESHG experiments 1 ' - were carried out and compare directly with the 
measured values. Our implementation of the quadratic response function 
is based on the direct techniques described in Ref. 17 and we are there­
fore able to treat very large configuration spaces and to correlate much 
higher than Jaszunski and Yeager10. Our calculations show that the hy-
perpolarizability of Ne has no negative dispersion. Our estimate of the 
frequency independent hyperpolarizabihty is 99(±6), challenging the ex­
perimental result of 119(±3) a.u. of Shelton 1 ' 2 . The value 119(±3) is 
outside the region of 101 (±8) reported in a earlier Kerr experiment at 
633 nm by Buckingham and Dunmur 1 8 . Below we describe in detail the 
results of our calculations. 
We have used the basis of Maroulis and Thakkar 1 3 with all Cartesian 
d and ƒ components in all the reported calculations as the basis set stud­
ies of Taylor et al.11 showed that this basis could properly describe the 
hyperpolarizabihty. In Table 11.1 we have given the hyperpolarizabil-
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Table 11.2. The hyperpolarizability ·/(—2ω; Ο,ω,ω) of Ne in a.u. 
Frequency 
0.0 
0.076641 
SCF 
68.75 
74.68 
CAS 3-shell 
94.64 
103.84 
SD RAS 3-shell 
89.90 
98.49 
SD RAS 4-shell 
93.09 
101.81 
ity at the frequencies used in the experiments by Shelton 1 '2 at the SCF 
level and with a CAS space consisting of 2s, 2p, 3s, 3p and 3d orbitals 
(the 3-shell CAS level). In Table 11.1 we have also given the values of 
Shelton2. The anomalous dispersion in the experimental results is not 
found in the calculations. The suggestion of Shelton1 that the negative 
dispersion is caused by correlation is thus not correct. The expansion 
coefficients in Eq. (11.2) are A = 2.311 a.u., В = 4.043 a.u. for the SCF 
and A = 2.551 a.u., В = 5.897 a.u. for the CAS SCF calculations. The 
positive dispersion is thus found to be larger in the correlated calculation 
than in the SCF calculation. 
To investigate the effect of adding additional correlating orbitals we 
carried out calculations at the frequencies 0.0 a.u. and 0.076641 a.u. with 
the configuration spaces, consisting of all singles and doubles (SD RAS 
SCF) from the 2s and 2p orbitals into the 3s, 3p, and 3d orbitals (the 3-
shell SD RAS level) and into the 3s, 3p, 3d, 4s, 4p,4d and 4f orbitals (the 
4-shell SD RAS level). These choices of configuration space are justified 
from the shell structure of the natural orbital occupation numbers 1 8 and 
are consistent with the natural orbital occupation numbers we have found 
in MP2 and MCSCF calculations. The results of the above described SD 
RAS calculations are reported in Table 11.2 together with the 3-shell 
CAS calculations. The 3-shell SD RAS calculations have the same active 
orbitals as the 3-shell CAS calculations. From Table 11.2 it is seen that 
the 3-shell SD RAS value for the hyperpolarizability is about 5 a.u. lower 
than the 3 shell CAS value. We are presently unable to carry out the 
4-shell CAS calculations. The 4-shell SD RAS calculation gives 93.09 
a.u. for the hyperpolarizability. Assuming that the effect of carrying out 
a CAS is of the same size for the 3-shell case as for the 4-shell case adds 
4.74 a.u. to the SD RAS 4-shell value. From considerations of the shell 
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Table 11.3. Sum rules S(Jfc) for Ne. 
S(k) 
- 2 
- 3 
- 4 
- 5 
CAS 3-shell 
2..5Э8 
2..397 
2..634 
3..239 
SD RAS 3-shell 
2.564 
2.340 
2.567 
3.099 
SD RAS 4-shell 
2.594 
2.388 
2.618 
3.210 
Estimate 
2.642І0.049 
2.471І0.081 
2.711±0.093 
3.406І0.196 
Experiment" 
2.669 
2.533 
2.886 
3.686 
a. Ref. 7. 
structure it is unlikely that adding further shells will increase the hyper­
polarizability with more than half the change observed when the 4-shell 
was added resulting in a further increase of 1.60 a.u. in the value for the 
hyperpolarizability. The basis set studies of Taylor et α/.11 indicate that 
the contribution from g, h and higher angular momentum functions is 
small and furthermore cancels core correlation effects to a large extent. 
A conservative estimate of the frequency independent hyperpolarizabil­
ity is thus 99.43(±6.34) a.u. The CCSD hyperpolarizability limit was 
estimated by Taylor et al}1 to 109 a.u. When triple corrections were 
considered at various levels the hyperpolarizability increased between 10 
and 15 a.u. This raises the question of the reliability of CCSD with triple 
corrections for calculating hyperpolarizabilities. 
To emphasize the reliability of our calculations we report in Table 11.3 
the sum S(k), к = 2,3,4, 5 at the 3-shell CAS, 3-shell SD RAS and 4-shell 
SD RAS levels and the experimental results7. Using the same reasoning 
as above described by the formula 
4-shell SD RAS+(3-shell CAS - 3-shell SD RAS)+ 
i(4-shell SD RAS - 3-shell SD RAS) 
with uncertainty 
±(3-shell CAS-3-shell SD RAS) + \(4-shell SD RAS-3-shell SD RAS) 
we estimate the sum rules as 5 ( - 2 ) = 2.643 ± 0.049, 5 ( - 3 ) = 2.471 ± 
0.081, 5 ( - 4 ) = 2.711 ± 0.093 and 5 ( - 5 ) = 3.406 ± 0.196. This results 
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in a value for 7ZZZ2(0; 0,0, 0)D of 41.57 a.u. with an upper limit of 44.75 
a.u. to be compared with the experimental negative estimate of Bishop6 
of 45.40 a.u. 
To conclude, our calculations show that the Ne hyperpolarizability 
has no anomalous dispersion and that our estimate of the static value of 
the hyperpolarizability is 99(±6) a.u. 
11.3. Recent developments 
Since the publication of our letter, there have been some new develop-
ments that deserve attention. The paper of Taylor et al.20 was extensively 
revised, leading to a new estimate of the CCSD(T) static hyperpolariz-
ability of 111(±4) a.u. This to a large extent invalidates our remark 
on approximate triples in CCSD calculations. A new value of Shelton 
has been presented. He estimates the static hyperpolarizability to be 
108(±2) a.u.21. Another correlated frequency-dependent calculation of 
Rice22 has been published in the meantime, that gives 110.4 a.u. for 
the static value of the hyperpolarizability, and also exhibits no anoma-
lous dispersion. With these new results, the debate on the anomalous 
hyperpolarizability dispersion of Ne has come to an end. 
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12 
Response calculations for degenerate 
states: the OH radical 
12.1. Introduction 
In earlier chapters of this thesis we have reported calculations for atomic 
and molecular systems with a spatially non-degenerate ground state. In 
this chapter, we will focus attention on calculations for degenerate ground 
states with the multi-configurational self-consistent (MCSCF) method. 
We will restrict ourselves to static (time-independent) perturbations, al-
though our method may be extended to time-dependent perturbations 
as well. 
A problem in the description of a spatially degenerate ground state is 
that the energy and response calculation is usually carried out in a lower 
symmetry than the true point group symmetry of the molecule. This is 
due to the fact that most ab initio codes only employ the (abelian) point 
group D2h and its subgroups. The wavefunction is then adapted to the 
lower abelian symmetry, but not to the true point group symmetry of the 
molecule. To overcome this problem in MCSCF optimization one has two 
possibilities: (i) a simultaneous optimization of all the different states us-
ing the same orbitals for all the states (this approach is often referred 
to as state-averaged MCSCF); or (ii) at the start of the calculation as-
signing the orbitals to the irreps (irreducible representations) of the true 
molecular point group. In (ii) one subsequently prevents breaking of the 
symmetry of the orbitals via an averaging procedure and optimizes just 
one state of the degenerate set. The second procedure, initiated in the 
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paper of Bagus and Wahlgren1 and applied to MCSCF by Bauschlicher 
and Taylor2, is the one we will follow here. We will denote this approach 
the 'supersymmetry' approach. 
The definition of static response functions has been discussed for the 
state-averaged approach by Bak et al.3, following the work of e.g. Lengs-
field, Saxe and Yarkony4. The calculation of response functions has to our 
present knowledge not been discussed for the supersymmetry approach. 
For MCSCF energy and wavefunction optimization, the supersym-
metry approach has been amply treated by Bauschlicher and Taylor2. 
We also refer to a paper by McWeeny and Kutzelnigg5 and the books 
by Davidson6 and McWeeny7 for details. In Ref. 5 and 6 it is shown 
that in order to retain the full symmetry of the higher (true) group 
of the molecular system when the wavefunction is optimized in a lower 
(abelian) group, one projects out the totally symmetric component (with 
respect to the true group) of the density matrix and uses this component 
in the construction of natural orbitals. It has been shown 5 '6 that this 
procedure yields symmetry adapted orbitals that are the closest to the 
'true' natural orbitals in a least scjuare sense. 
In section 2 we outline some aspects of degenerate perturbation the-
ory, the perturbation being the interaction with a static external electric 
field. In section 3 we discuss methods to keep the orbitals adapted to the 
symmetry of the true point group of the molecule and in section 4 we 
report some pilot calculations on the OH radical. At present we have not 
implemented our derivation from section 2 completely; hence our com-
putational results will be more restricted than the theory presented in 
section 2. 
12.2. Theory for an exact state 
In this section, we sketch the perturbation theory for an exact (i.e. 
an exact eigenstate of Ho), degenerate ground state. We will follow 
closely the notation of Ref. 8, but focus on a time-independent devel-
opment. Our aim is to formulate degenerate perturbation theory in 
terms of the variation-perturbation theory related to the development 
of response functions from previous chapters. Our derivation, although 
time-independent, can be extended to a time-dependent treatment in a 
straightforward manner. 
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We partition the total molecular Hamiltonian in a molecular Hamil-
tonian HQ and a perturbation V, where the perturbation operator V is 
the interaction with an external electric field. 
We define a reference state |0j ) as the degenerate solution of the 
zeroth order equation 
Яо|СМ = £о | (М. (12.1) 
The remaining states are defined by 
H0\n) = En\n) 
We define |0) in terms of the ground state wavefunctions 
|ο) = $>;>^ (12·3) 
and assume that J^ c*cj = 1 a n d (0, |0j ) = 6%y Below we shall discuss 
how to obtain the coefficients c3 by perturbation theory. In degenerate 
Rayleigh-Schrödinger perturbation theory the coefficients ct are deter-
mined by diagonalizing the first order perturbation matrix. This may, or 
may not, lift the degeneracy. 
We write the perturbed wavefunction in terms of a unitary rotation 
|0) = exp[iP]|0) (12.4) 
where the state rotation operator is defined as 
^ = Е(р»іпИ°і+рпіо)н) 
n>0 
= Σ(ΡηΚ + PnA-n) 
n>0 
with an implicit definition of the operators Λ
η
. We require that the 
perturbed wavefunction satisfies a variational condition with respect to 
the operator Л^ 
<0 | [Л
ь
Яо + а ]|0) = 0 (12.6) 
which is the time-independent version of the equation we have used in 
Chapter 2 to derive time-dependent perturbation theory. V is the per­
turbation operator, multiplied with a formal perturbational strength pa­
rameter a. Making a perturbation expansion of the parameters p
n 
Р „ = р
(
п
0 )
 + ар (
я
1 )
 + а Ч 2 ) + · · · (12.7) 
(12.2) 
(12.5) 
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we get, up to and including the first order in the perturbation 
(0|[Л
ь
#о]|0) = 0 
-(0|[Afc, V]\0) = J2 («(0|[А,, H0]\n)p^ - i(n\[Ak, H0]\0)p^') 
(12.8) 
First we consider the zeroth order equation. Inserting the expression for 
the zeroth order wavefunction, we get 
^ < с , ( О
г
| [ Л
ь
Я 0 ] | 0 , ) = 0 (12.9) 
υ 
which is trivially fulfilled since (0
г
|[Л^, #о]|0_, ) = 0 for all г, j . By substi­
tution of the operators Λ
η
 = |0){n| and Λ_
η
 = | n ) ( 0 | in the first order 
equation, we derive expressions for p
n 
l p(i) = Ы \0) 
iPn
 - (E
n
 - Eo) 
In terms of these parameters, the first order perturbed wavefunction may 
be written 
\0^)=ιαΣ\η)ρ^ (12.11) 
n>0 
Evaluating the expansion of the perturbed energies in powers of a 
E = (Q\Ho + aV\Ö) (12.12) 
we get for the first order energy 
£ ; 1 = а ( 0 | У | 0 ) - г а ^ ( ( 0 | [ Л
п
, Я о ] | 0 ) р 1 1 1 ) + ( 0 | [ Л _ п , Я 0 ] | О К ( 1 ) ) 
n>0 
(12.13) 
The second term vanishes if the zeroth order equation is fulfilled. Defining 
a matrix V^1^ with elements 
™ = (0,\ \03) (12.14) 
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the first order energy may be written 
E^a^c^V^ (12.15) 
The expression for the first order energy may be used to determine the 
coefficients с
г
 λ-ariationally, thus lifting the degeneracy. This leads to the 
equation 
V ( 1 ) c = ec (12.16) 
If the matrix V^1^ is a multiple of the unit matrix, the degeneracy is not 
lifted in first order, but it may be lifted in second order. The second 
order energy is seen to become 
Ε2 = «*Σ{-ί(0\[Α
ηί
ν]\0)ρ£) 
n > 0 
fc>
° +(0 | [Л_
ь
[Л
п
,Яо]] |0)р( 1 1 ^ ( 1 ) 
-г(0 | [Л_
П 1 У]|0)К ( 1 ) 
-^(0\[А
к
,[А-п,Н0]]\0)р^р^ 
+ (0 | [Л_ь[Л-
п
,Яо]] |0 )К ( 1 ) ^ ( 1 ) } 
- га' £ (<0|[Л
п
,Я0]|0)р£° + (0|[Л_П1 Я 0 ] | 0 ) К ( 2 ) ) 
71>0 
(12.17) 
which, assuming that the zeroth and first order equation have been 
solved, yields simply 
7 l > 0 
The second order energy Eo may be written, like the first order energy, 
as 
Ε2 = α
2
Σ<εΧ? (12.19) 
и 
with 
l / (2) ^ v ( o , | i 
E
n
 — EQ vf =
 (°.^>нт)
 (1,20) 
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Through second order, the degeneracy may be lifted by the solution of 
the eigenvalue problem for the V^2 ' matrix. 
Now we discuss the OH radical, which is the subject of this chapter. 
In the OH radical, the ground state is twofold degenerate, with com­
ponents which can be denoted | П
Г
) , | П
У
) . We assume that we have a 
homogeneous perturbing electric field and that the molecule axis is the 
г-axis. For the case where the field is along the ζ axis, the |Π
Χ
 ) and |П
У
) 
states remain degenerate through all orders of the perturbation. If the 
field is perpendicular, it is arbitrary in which direction in the xy plane 
we take the field. We take the χ direction. The dipole moments in both 
the χ and у directions are zero, that is, W^1' is zero and we consider 
V^2). By symmetry this matrix is diagonal and the diagonal elements 
differ, so that in second order \Tl
x
) and | П
у
) are no longer degenerate. 
The diagonal elements are 
^ ( П
д
И п ) ( п И П
д
) ^ ( П
у
| х | п ) ( п | х | П
у
) 
¿— En- E0 ¿-Ί En-E0 У • > 
п>0 п υ η > 0 η υ 
Since the \П
Х
) and |П
У
) states are connected by a rotation in space, we 
have the equality 
у ^ \^х\У\'Ч\п\и\1^/ _ y ^ ^iiy μ | » A l p i n a / , ^ ^ s 
^
-
ί Ε
η
 — En •^-ί Ε
η
 — En 
η > 0 υ η > 0 η υ 
and we see that we can calculate the diagonal elements of the ЛЛ2) matrix 
if we compute the components xx and yy of the polarizability for the \HX ) 
state. 
12.3. Theory for MCSCF states 
In this section, we sketch the theory of MCSCF optimization and re­
sponse calculations for degenerate ground states, following the exposition 
given by Bauschlicher and Taylor2. 
12.3.1. M C S C F optimization 
The procedure of Bauschlicher and Taylor2 starts from the one-electron 
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density matrix. We define a density matrix in second quantization by 
dpq = (0\Epq\0) (12.23) 
where the Epq are the generators of the unitary group 
^ = Σ ° ! Λ - ( 1 2 · 2 4 ) 
σ 
and |0) is the MCSCF wavefunction. In the MCSCF optimization we 
expand |0 ) in terms of trial wavefunctions 
|О
г
) = е х р ( - к ) ^ с
м
| ^ ) . (12.25) 
μ 
It is sufficient to optimize only one state |0¿) from the degenerate set. 
We expand |0¿) in CSF's \φ' ) that transform according to the same row 
(г) of the same irrep as |0¿ ). The other partners in the irrep are described 
by the same CI coefficients cß. 
Since we want to preserve the symmetry of |0¿) we allow in the rota-
tion operator к 
K = 5 > p q £ - (12.26) 
p>q 
with E~q = Epq — Eqp only totally symmetric pq combinations. This 
means that (i) ρ and q (which are orbital labels) must transform as basis 
functions for the same row of the same irreducible representation of the 
group and (ii) different pq combinations of equivalent partners in the 
irrep must have the same coefficient npq. These conditions ensure that 
the rotation operator is totally symmetric, and the orbital rotations mix 
only orbitals of the same symmetry type (note: they do not mix partners 
in the irrep). 
The OH radical provides a case in point. When we choose to opti­
mize the |Πχ) state of OH, we include e.g a Ε
πχπ
> rotation in the set of 
orbital rotation parameters, ant at the outset we know that the π
χ
 and 
TTy orbitals in OH must remain equivalent in order to maintain the С,»,, 
symmetry of the molecule. The E-Kx-K< rotation is not totally symmet­
ric, but the linear combination Ε
πχπ
> + Ε
π π
> is. We require that this 
operator gets one parameter κ
τπ
· in the optimal wavefunction. 
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In practical calculations, the wavefunction is optimized in a lower 
symmetry than the true symmetry of the molecule, since most ab initio 
codes employ abelian symmetry groups. The combinations pq are then 
chosen to be members of the totally symmetric representation of the 
abelian group, but may include non-totally symmetric representations of 
the true point group of the molecule. These components in the density 
matrix cause the lowering of the symmetry in the calculation. When the 
density matrix is subsequently used in the calculation of natural orbitals, 
the natural orbitals are adapted to the symmetry of the lower abelian 
subgroup. The procedure of Bauschlicher and Taylor2 aims at a removal 
of the components of lower symmetry from the density matrix via a 
projection procedure, and thus retains the full symmetry of the molecule 
in the resulting natural orbitals. 
Following Davidson6, Bauschlicher and Taylor2 project the one elec­
tron density matrix onto its totally symmetric component d° with 
d° = iq- 1 Σ RdR~1 ( 1 2 · 2 7 ) 
ReG 
and subsequently prove that for d° 
(¿ο)μα,„6 = scabri-1 ¿ d^c (12.28) 
c = l 
where μ, и label the irreps and а, о, с the rows of the irrep. Bauschlicher 
and Taylor develop a similar averaging procedure for the two-electron 
density matrix. Adaptation of this latter matrix is more difficult, how­
ever. As Bauschlicher and Taylor point out, this adaptation may be by­
passed in a second-order optimization scheme. In their procedure, they 
explicitly symmetrize the matrix elements of the Hessian, which they also 
evaluate explicitly. 
In a second order optimization procedure such as the NEO algorithm 
in SIRIUS 9, one attempts to find the optimal solution for the wavefunc­
tion by performing linear transformations of the kind 
Lb = σ (12.29) 
where L is a matrix related to the Hessian matrix and the gradient vector. 
The averaging may be described with a projection operator P\ we then 
get 
PLPb = Р(ЦРЪ)) (12.30) 
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which corresponds to the way the averaging is implemented. 
In our implementation of the symmetry adaptation, in every micro-
iteration of the MCSCF procedure the trial vector b and the linearly 
transformed vector σ are adapted to the full symmetry, by using our 
knowledge of the pq combinations that should be degenerate. These 
combinations are selected and averaged, thus removing all non totally 
symmetric components. Also the density matrix (Eq. 12.23) is symmetry 
adapted if natural orbitals are required. We present details concerning 
our computational implementation in section 12.3.3. 
12.3.2. Response calculations 
We now discuss the implementation of symmetry and equivalence require­
ments in response calculations. The first problem we have to address is 
the definition of the reference state in the response calculation. Our ref­
erence state is one component out of the degenerate set, optimized with 
the restriction that the orbitals are adapted to the ' true' point group 
symmetry of the molecule. This requirement allows us to identify the 
reference state as a pure component of the degenerate set. The response 
functions thus are the diagonal elements of the V^2^ matrix. 
The problem to be solved in response theory has the s tructure 8 , 1 0 
( E [ ? - AS';1) X = V „ (12.31) 
where the matrices have been labelled by the component index. We 
have used the common definitions for the E' 2 ' matrix, and label with the 
degeneracy index г 
Ε
' » 4 Β · : ì"„) < ΐ 2 · 3 2 > 
where the submatrices A and В are defined as 
B,, = 
suDmainces A. ana a are aennea as 
_ ( (0
г
\[д.,[Н0,чІ}]\0г) (0 г | [ [^ ,Я о ] , і4] |0 г )А , . , 
- {(оМпЛНсяІШг) (о 1 | [д п , [я 0 ,яу |о г )у ' (í¿-óóa> 
'(0,|[<ζμ,[#ο,?„]]|0,) < 0 г | [ [ ^ , Я о ] , Д т ] | 0 г ) А 
(о
г
| [я
п
,[я 0 ,с,]] |о г ) <о г | [д п , [Яо,д ш ]] |о г ) ; {U-Óób) 
and the remaining matrices are indexed in a similar manner (see for 
definitions of the remaining matrices Refs. 8 and 10). 
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We solve the linear equation describing the response problem in an 
iterative manner. The iterative solution of this linear set of equations 
is described in Ref. 10. The problem is solved in the symmetry of the 
perturbation vector V. 
In order to maintain the symmetry and equivalence requirements in 
response calculations the same procedure as followed in the MCSCF opti­
mization can be followed. Operators which transform as the totally sym­
metric representation of the true point group fall also in the totally sym­
metric representation of the abelian subgroup in which we perform our 
calculation. For such operators the information from the wavefunction 
optimization procedure is sufficient to remove the unwanted components 
from the calculation. For operators which transform as a non-totally 
symmetric representation of the true point group, additional supersym-
metry information is required. At present, this is not included in our 
program and its use is restricted to symmetric operators. We are thus at 
present not able to compute the matrix elements defined in Eq. (12.21). 
12.3.3. Computational implementation 
We now proceed with a short description of the implementation of the 
above procedure. 
In wavefunction and energy optimizations we need the symmetry in­
formation pertaining to the 'true' point group of the molecule in order 
to set up the averaging procedure for the density matrices and linear 
transformations. We obtain this information by considering the matrix 
of the kinetic energy operator in the basis of the initial orbitals which 
must transform according to the irreps of the true point group. These 
may be the orbitals diagonalizing the Τ + V matrix or a set of orbitals 
from a previous calculation. By a comparison of the diagonal elements of 
the Τ matrix we obtain information about the degenerate orbitals in the 
orbital set, by comparison of the non-diagonal elements the information 
concerning phases. We take care that all sets of degenerate orbitals have 
the same phase. 
This symmetry information can be used in response calculations if 
we have a perturbation operator which is totally symmetric in the true 
point group of the molecule. For perturbations of other symmetry, we 
do at present not construct the projection procedure which allows us to 
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symmetry adapt the response problem. 
12.4. Computational details and results 
In this section, we report exploratory calculations on the polarizabilities 
of the OH radical, using the symmetry adapted and the symmetry bro­
ken approach. We will calculate energies, multipole moments and for a 
restricted set of wavefunctions also static azz polarizabilities. 
12.4.1. Computational details 
We performed our calculations at an internuclear distance of 1.8342 ao, 
which is the distance used in the calculations by Cade and H u o 1 1 . Our 
basis set for О was the same as the one used in the calculation on O2 
reported in Chapter 9, with the exception of the g orbital. For H, 
we took the (5s) contracted to [3s] substrate of Dunning 1 2 , added an 
s-function with an exponent of 0.03237, 4 p-functions with exponents 
(1.649, 0.344,0.2118, 0.1156) and 3 d-functions with exponents (1.262, 
0.3, 0.09412). The coefficients of our innermost two p-orbitals and the 
d-orbital are comparable to the correlation-consistent ρ and d exponents 
of Dunning 1 2 . 
We performed calculations at the Hartree-Fock and 2p-CAS level, 
using 'supersymmetry' and we compare these results to a symmetry-
broken solution. 
12.4.2. Results and discussion 
Our energies and multipole moments are presented in Table 12.1 for the 
full symmetry calculation (denoted С gov) and the symmetry broken (C2V) 
wavefunctions. As we expect, breaking of the symmetry gives a small 
lowering in the energy, indicating that the symmetry adapted solution 
is a saddle point. Our calculated energies compare well to previously 
calculated values. 
The effects of symmetry breaking are very small in the calculated 
dipole moments (Ql), but larger in the quadrupole moments. Our val­
ues for the dipole moment are comparable to the calculated values of 
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Table 12.1. Calculated properties of OH and comparison 
to other calculated values. 
E 
H F 
2p-CAS 
Ql 
HF 
2p-CAS 
Ql 
HF 
2p-CAS 
Q\ 
HF 
2p-CAS 
HF 
2p-CAS 
ί-Όου 
-75.41537371 
-75.48300875 
0.6919 
0.6293 
1.2836 
1.2775 
0.7413 
0.8377 
8.2215 
Civ 
-75.41697 523 
-75.48416895 
0.6917 
0.6294 
1.2872 
1.2813 
0.8236 
0.8786 
7.3578 
8.244 
Literature 
-75.42083" 
0.685o 
0.654e 
0.6548'' 
1.391e 
7.5416 
9.42e 
a. Ref. И . 
b. Ref. 13. 
c. Ref. 14. 
d. Experimental value of 1.660D, given in Ref. 15. 
Adamowicz1 3, who used numerical Hartree-Fock, the value of Esposti 
and Werner 1 4, who used finite field coupled electron pair theory (CEPA) 
and the experimental value. Compared to the correlated calculations, 
our 2p-CAS values are too low. 
The differences in the Q\ values in going from the C^v to the Ci
v 
calculations describe the breaking of the symmetry of the molecule. The 
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differences in the tabulated values are mainly the effect of the symmetry 
breaking in the inactive orbitals. 
Our calculated azz polarizabilities compare reasonably well to ear­
lier calculations. Our calculation of the C<x>
v
 HF polarizability has not 
converged, and we left it out of our table. The remaining value com­
pares well to the numerical Hartree-Fock value of Adamowicz1 3. Again, 
our 2p-CAS correlated value is lower than the finite field СЕРА value of 
Esposti and Werner. 
It is further noted that the effects of lowering the symmetry from 
Coov to Ci
v
 in our calculation has but little effect on the calculated 
dipole moments and polarizabilities. The most marked effects are found 
in the Q\ values, which are directly sensitive to the symmetry lowering. 
12.5. Concluding remarks 
In this chapter, we have introduced the 'supersymmetry' method in MC-
SCF response calculations, and described how the method can be imple­
mented for perturbations that transform as the totally symmetric repre­
sentation of the abelian subgroup of the molecular system. An extension 
of the method to include also non-totally symmetric perturbations is in­
dicated. 
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Samenvatting 
Het onderwerp van dit proefschrift is de ontwikkeling en toepassing van 
ab initio methoden voor de berekening van frequentieafhankelijke po-
lariseerbaarheden en vanderwaals coëfficiënten. In Hoofdstuk 2 wordt 
een korte inleiding gegeven, waarin enkele van de in dit proefschrift ge-
bruikte electronencorrelatiemethoden worden geïntroduceerd en er wordt 
een samenvatting gegeven van voor dit proefschrift relevant eerder on-
derzoek. 
In Hoofdstuk 3 wordt de tijdsafhankelijke Hartree-Fock methode af-
geleid en toegepast voor half-open schil systemen. In Hoofdstuk 4 wordt 
de Hartree-Fock methode uitgebreid en aan de termen die voorkomen 
in de Hartree-Fock polariseerbaarheid worden de zg. echte-correlatie ter-
men toegevoegd. Dit werk bouwt voort op eerder in onze groep verricht 
onderzoek, maar analyseert de methode uitgebreider en beschrijft een 
veel snellere versie van het resulterende computerprogramma. De hoofd-
stukken 5 en 7 zijn een toepassing van dit programma. Hoofdstuk G 
beschrijft berekeningen aan H?, die tot op zekere hoogte eerder in onze 
groep uitgevoerd werk aanvullen. Hoofdstuk 8 vormt een eerste aanzet 
tot een verbetering van onze methode uit Hoofdstuk 4. 
Hoofdstuk 9 beschrijft berekeningen aan de polariseerbaarheden van 
het O2 molecuul, uitgevoerd met de tijdsafhankelijke multi-configuratio-
nele Hartree-Fock methode. In Hoofdstuk 10 wordt deze methode uit-
gebreid tot de berekening van frequentie-afhankelijke hyperpolariseer-
baarheden, en deze uitbreiding wordt toegepast in Hoofdstuk 11 op het 
vraagstuk van de experimenteel waargenomen anomale dispersie van de 
hyperpolariseerbaarheid van het Ne atoom. In Hoofdstuk 12 wordt de 
tijdsafhankelijke multi-configurationele Hartree-Fock methode wat nader 
uitgewerkt voor de berekening aan moleculen met ontaarde grondtoes-
tanden. Alhoewel de problemen die hieraan kleven nog lang niet zijn 
opgelost, is het met de huidige stand van theorie al mogelijk om zinvol 
enige berekeningen te doen. 
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STELLINGEN 
behorende bij het proefschrift 'The calculation of correlated frequency-
dependent polarizabilities and van der Waals coefficients' door Hinnc 
Hettema. 
1. In discussies over 'echte' en 'schijnbare' correlatie effecten is het on-
derscheid tussen diagrammatische expansies van dimcer energieën en 
mono meer eigenschappen essentieel. De bewering van Rybak, Jczior-
ski en Szalewicz dat de indeling in 'echte' en 'schijnbare' correlatie 
ongelukkig is verwaarloost dit onderscheid en is daarom onjuist. 
S. Rybak, B. Jeziorski en K. Szalewicz, J. Chein. Phys. 95, G576 (1991). 
2. De bewering van Hart en Rappé dat de i ? _ ö afhankelijkheid van de 
van der Waals interactie geen 'sacred law of physics' is, is waar, maar 
gebaseerd op onzinnige argumenten. De daarop volgende afleiding 
van de Morse potentiaal als meest geschikte functionele vorm voor 
deze wisselwerking is onjuist. 
J.R. Hart on A.K. Rappé, J. Chem. Phys. 97, 1109 (1992). 
3. Het is bijzonder problematisch om met behulp van evolutionaire epis-
temologie een positie in te nemen in het realisme-relativismc debat. 
Gangbare evolutionair epistemologische argumenten voor een realis-
tische positie in dit debat doen veelal een te zwaar beroep op een naief 
vertromven in Darwin's evolutietheorie. 
F.M. Wukctits, Evolutionary Epistemologi/ and its implications JOT Humankind, 
New York (1990). 
P. Münz, Phil. Soc. Sci. 17. G7 (19S7). 
4. Fcyerabends korte autobiografie in 'Farewell to reason' maakt zijn 
visie op de ontwikkeling van de wetenschap wel consistenter, niet 
aantrekkelijker. 
P.K. Feyerabend, Farewell to reason. London (19S7), pagina 315. 
•5. Lakatos' bewering dat de atoomtheorie van Bohr startte vanuit een 
inconsistent atoommodel verdraait de historische feiten in zoverre dat 
Bohr zich om de door Lakatos genoemde stralings-instabiliteit pas in 
een relatief laat stadium van de ontwikkeling van zijn model zorgen 
heeft gemaakt. Lakatos' reconstructie van Bohr's 'initial problem' is 
daarom slechts gedeeltelijk juist: weliswaar speelde de stabiliteit van 
het Rutherford atoom een grote rol bij de ontwikkeling van Bohr's 
atoommodel, maar deze stabiliteitsproblemen betroffen in eerste in-
stantie de mechanische instabiliteit van een met, meerdere electroncn 
bezette baan. 
I. Lakatos, 'Falsification and the methodology of scientific research programmes', in 
Criticism and the growth of knowledge, Eds. I. Lakatos and A. Musgrave. Cambridge 
(1970). 
A. Pais. Niels Bohr's times, in physics, philosophy and polity, Oxford (1991). 
6. De voorgeschreven omvang van de manuscriptcommissie voor de be-
oordeling van universitaire proefschriften van de Katholieke Univer-
siteit Nijmegen doet vermoeden dat de opstellers van het promotiere-
glement geen vertrouwen hebben in het benoemingsbeleid van de eigen 
instelling. 
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