The hydrodynamic characterization of the epikarst, the shallow part of the unsaturated zone in karstic systems, has always been challenging for geophysical methods. This work investigates the feasibility of coupling time-lapse refraction seismic data with petrophysical and hydrologic models for the quantitative determination of water storage and residence time at shallow depth in carbonate rocks. The Biot -Gassmann fluid substitution model describing the seismic velocity variations with water saturation at low frequencies needs to be modified for this lithology. I propose to include a saturation dependent rock-frame weakening to take into account water-rock interactions. A Bayesian inversion workflow is presented to estimate the water content from seismic velocities measured at variable saturations. The procedure is tested first with already published laboratory measurements on core samples, and the results show that it is possible to estimate the water content and its uncertainty. The validated procedure is then applied to a time-lapse seismic study to locate and quantify seasonal water storage at shallow depth along a seismic profile. The residence time of the water in the shallow layers is estimated by coupling the time-lapse seismic measurements with rainfall chronicles, simple flow equations and the petrophysical model. The daily water input computed from the chronicles is used to constraint the inversion of seismic velocities for the daily saturation state and the hydrodynamic parameters of the flow model. The workflow is applied to a real monitoring case and the results show that the average residence time of the water in the epikarst is generally around three months, but it is only eighteen days near an infiltration pathway.
Introduction
Understanding the flow and transport properties through the unsaturated zone of karst systems has always been a great challenge in hydrology. Traditional problems such as borehole positioning or karstification intensity and infiltration potential mapping (Kavouri et al., 2011) require the identification of targets like perched aquifers or preferred infiltration pathways. More recently the development of unconventional hydrocarbon resources is drawing major concerns about groundwater management and protection. When the exploration is targeting formations overlain by karstified surface carbonates, the concerns are even more serious because of the intrinsic vulnerability of the karstic aquifers to contaminant. It is therefore all the more important to find or develop the techniques which can monitor the saturation state of the unsaturated layer. The vadose zone of the karst plays a major role in water recharge and distribution to the deep saturated zone through the low-permeability volume (LPV). It is the focus of many studies using geochemical or isotopic tracers sampled in cave drips (Arbel et al., 2010; Peyraube, Lastennet and Denis, 2012) , but geophysical methods have been seldom used for this purpose. Time-lapse gravity measurements (Jacob et al., 2009) or magnetic resonance soundings (Mazzilli et al., 2012) have been attempted, but the former deliver only non-localised water balances, and the weak response of the later is difficult to interpret quantitatively. Valois (2011) used time-lapsed electrical and seismic tomographies (respectively ERT and SRT) and showed that electrical and acoustical properties of the epikarst are changing after rainfall. Variations in electrical resistivity and seismic velocity were easily observed in field data and on the inverted models, but penetration depth, resolution and repeatability were much better for SRT than ERT. In the present paper I extend this work and show that quantitative estimates of water content can be inverted from the seismic time-lapse data in karstic hydrogeophysics. Quantitative time-lapse analysis is already used for hydrocarbons recovery (Landrø, 2002; Veire, Borgos and Landrø, 2007) or for CO 2 injection monitoring (Ivanova et al., 2012) , and I investigate its applicability in karstic hydrology. I review first the saturation-related properties of rocks and introduce a model of saturation -velocities relationship taking into account the specificities introduced by the interaction of water with carbonates at shallow depth. This model is used to invert time-lapse seismic velocities for saturation parameters within a Bayesian framework. The effectiveness of the procedure is tested first on existing laboratory data available in the literature, and then a real case application for temporary water storage mapping is presented. Going one step further, I present an inversion workflow coupling time-lapse seismic measurements with simple hydrologic modelling, and show that the residence time of the water inside the epikarst can be estimated locally from seismic velocities.
Modelling water saturation effects in carbonates
I review in this section the dependencies of the seismic compression and shear waves velocities V p , V s upon the variable saturation S w . The seismic response of a medium is characterised by the bulk modulus, K, the shear modulus, , and the bulk density, , which are related to seismic velocities through the fundamental equations 2 = + 4 3 ,
When replacing air by water in the pore space, seismic velocity is normally computed using effective medium theories (Mavko, Mukerji and Dvorkin, 2009 ) and the quasi static equation for fluid saturation effects (Gassmann, 1951; Biot, 1956a) . The bulk modulus K is replaced at any saturation by K sat defined by
where K dry is the dry-rock modulus, K fl the bulk modulus of the water-air mixture, K 0 is the rock frame modulus, and  is the total porosity. The shear modulus  is invariant during fluid substitution. When air and water are mixed at fine scale (this scale issue is discussed later in this section), the fluid bulk modulus is described by the Reuss average
with K w and K a the moduli of water and air respectively.
The model predicts that Vp velocity decreases with saturation (trend A in Figure 1 ) before a sharp increase near full saturation, while Vs decreases monotonically. The linear decrease is mainly a density effect (increasing water content) and does not exceed 15% in general. The Biot-Gassmann model provides a robust fluid prediction tool as long as the main assumptions behind the theory are satisfied. I discuss now two of them, which are the most critical for the lithology considered in this work.
The first requirement is that there is no interaction between the rock frame and the fluid, an assumption, which is obviously false during water saturation of carbonates. Several authors (Clark, Tittmann and Spencer, 1980; Cadoret, 1993) pointed out that during the initial introduction of moisture the velocity drops sharply by a few percent (B in Figure 1 ) for different types of samples.
This apparent softening of the rock has been attributed to various mechanisms such as the dissolution of cement coating the grains, or the disruption of cohesive forces between very dry surfaces. From a chemical point of view, Vanorio, Scotellaro and Mavko (2008) showed on carbonates samples that after 10 days of immersion in cold (10°C) carbonated water at room pressure, the saturated Vp and Vs ultrasonic velocities are smaller than the values predicted by the Gassmann model. Moreover, after drying the samples, measurable changes in the microstructure of the samples occurred; porosity and permeability increased by 3%, and up to 400mD respectively. A circulation of an aqueous CO 2 -rich solution leads with time to a decrease in elastic moduli by up to 60% at room pressure (Vanorio, Nur and Ebert, 2011) , while the decrease is smaller (5%) at higher pressure (Grombacher, Vanorio and Ebert, 2012) . Most of the rock weakening is taking place during the early stages of water circulation and the effect is levelling off with time. The conclusion of all these experiments is that it is expected to observe large velocity variations (at least 30 %?) when the saturation of the epikarst changes, because the confining pressure is small and the water reactive surface is large in this highly fractured shallow layer. It is therefore necessary to include these chemo-mechanical mechanisms in the description of saturation effects.
An equivalent form of equation (3) is (Mavko et al., 2009) 
where K Φ is the pore space compressibility. If the rock weakening is originating from a change in the rock frame properties, I can add an extra compliance
and because K fl is much smaller than K 0 and K 0 * for air-water mixtures,
In the same way, if the porosity increases (dissolution), writing *=+d and substituting in (5) yield the same kind of relation. I therefore do not attempt to describe exactly the rock softening with a model using some microstructural parameters (eg some kind of reverse diagenetic trend using the contact-cement model of Dvorkin and Nur (1996) , but introduce instead a single extra saturationdependent compliance 1/K chem to take into account all possible rock weakening chemo-mechanical effects. For the sake of simplicity I define K chem by
where F chem is a simple mathematical function increasing from 0 to a maximum value describing the levelling off above a threshold saturation arbitrarily set to 0.2 (see Figure 2 ). I proceed in the same way with the shear modulus, using the same function
Note that according to Gassmann theory we will have  sat = µ 0 *. The model uses a single parameter chem to describe the chemo-mechanical effects on the elastic moduli K and µ. This is certainly a crude approximation but I want to keep the model simple and tractable for inversion purposes. Figure 2 shows that smaller value of chem yield larger chemical compliance; the parameter will describe at least qualitatively the reactivity of the rock to water.
The second main requirement is that air and water should be mixed at fine scale to compute the bulk modulus of the mixture. Complex saturation patterns are common in carbonate rock, owing to their fabric heterogeneities. Sharma et al. (2013) studied several examples of natural and forced saturation, and showed that up to 44% of the pore volume was not invaded during natural (benchtop) imbibition, while up to 20% was still unsaturated after the forced (pressure) saturation stage. Some samples of the Cadoret (1993) study used in this paper show some departures from the Gassmann trend and differences in velocities between saturation by depressurization and desaturation by simple drying. When heterogeneities (patches) occur in rocks at mesoscopic scale (size larger than grain size but smaller than the seismic wavelength, i.e. a few metres inside the epikarst), and if the seismic frequency is high enough, pressure gradients build up between patches and wave-induced fluid flow (WIFF) takes place in the pore space to equilibrate the pressure of the passing seismic wave (Biot, 1956a (Biot, , 1956b Odé, 1979a, 1979b; Mavko and Jizba, 1991) .
WIFF is now considered a major cause of seismic attenuation and velocity dispersion in porous media (Pride, Berryman and Harris, 2004; Müller, Gurevich and Lebedev, 2010) , even for the low (10 Hz -occur because of the complexity of porosity in carbonates rocks (Cadoret, Mavko and Zinszner, 1998; Adam et al., 2009) , the non-uniform (patchy) partial saturation (Toms, Müller an Gurevich, 2007) , or the presence of water-saturated cracks in a porous rock frame. It is beyond the scope of this paper to report on the saturation-related seismic attenuation effects; this topic has been discussed for the data used in this work in Galibert et al. (2014) . We focus here on the velocity dispersion effect because I plan to invert the velocities for the water content. Several theories are available in the literature to model the effects of WIFF (see Müller et al. (2010) for a review). As an example, Figure   1 displays the velocity curve obtained using the dual porosity model of Chapman (2003) modified to take in account the chemo-mechanical effect at low saturation. We can see that the velocity starts to increase at partial saturation (C in Figure 1 ), when the squirt flow between pores and cracks takes place. Such kind of models requires the parameterization in some way of the microstructure of the rock, which is not easy to achieve. In this work I simplify the problem by considering that patchy saturation occurs even with a small amount of water, and I just replace the effective fluid modulus of Eq. 4 by the Voigt average (Mavko et al., 2009) 
In such a case, the velocity will increase monotonically with saturation (dashed line in Figure 1 ). I have described a model providing a proxy between seismic velocities of carbonates and their water storage capabilities described by porosity and saturation. In the following sections the accuracy of the model is checked against experimental data available in the literature, and I present two realcase applications in the study of the vadose zone in karstic systems.
Validation of the model
I validate first the modified Biot -Gassmann model using the experimental data provided by the reference work of Cadoret (1993) . This dataset consists of benchtop velocity measurements at sonic frequencies of 1 kHz or 2 kHz with resonant bar (1 m long cylindrical samples) and controlled partial water saturation, for several carbonates lithologies. The samples were chosen homogenous enough to limit high frequency rock stiffening complications; porosity values were computed from X-rays tomography maps on small-size plugs. Cadoret's work used sonic frequencies of 1 kHz or 2 kHz, but I
anticipate that the conclusions of the inversion tests will be valid in the lower frequency band of the field seismic records. The modified Biot -Gassmann model m and probabilistic Bayesian inversion (Tarantola, 2004) are used to invert the experimental data d (measured seismic velocities Vp and Vs in the dry and partially saturated states) for the vector of rock properties m=(,S w ,, chem). Writing
Bayes theorem,
I compute P(m|d) the posterior probability density (PPD) over the model space, from P(d|m) the likelihood (misfit, including data uncertainty) and P(m) the prior knowledge about the solution. In practice the quantity P(d) on the right-hand side of equation (12) is regarded as a normalization factor (Bachrach, 2006) and dropped in the calculations. The results can be displayed using m*, the a posteriori most probable set of parameters (MAP); however the benefit of Bayesian framework is that uncertainties for a given parameter m i can be studied by computing P(m i |d), the marginal probability density distribution of parameter m i knowing data d. The uncertainties can be described by a credibility interval computed from such marginal distributions. In the same way, joint probability density maps can be used to study any possible correlations for a couple of parameters. Within this framework, it is possible to handle this nonlinear problem and calculate the most likely values of porosity and saturation given the seismic velocities (Bachrach, 2006) . The solutions space is sampled with a Markov Chain Monte Carlo (MCMC) approach using 40000 random draws of the parameter vector m for homogenous saturation and pure calcite mineralogy. Figure 3a displays the joint a posteriori probability distribution between S w and ; the black dot represents the measured solution with a horizontal error bar indicating the porosity heterogeneity.
The distribution shows that it is impossible to accurately determine each parameter; the highest probability trend (smaller misfit, darkest area in the figures) follows a constant S w (water content) trend (dotted lines). This is an expected result, for the model is based on Gassmann equation, which
shows that at partial saturation the velocity decreases mostly because the bulk density increases while adding water to the pore space. Consequently, I will invert from now only for water content S w and chemical compliance Chem.
I proceed in the following way to introduce some a priori knowledge in the inversion and to sample the model space. Firstly, I determine from all measurements for all samples of Cadoret (1993) two functions S1(Vs) and S2(Vs), where Vs is the measured shear waves velocity at any partial saturation; these functions provide upper and lower bounds for the S w solutions. This step is performed only once. For real field data, such bounds could be computed from samples taken in the area in order to better fit with local lithology. Nevertheless in this paper I used the same bounds for the field examples discussed in the following sections of the paper. In the next step, for any set of velocities (Vp, Vs) (dry, wet) to be inverted, I determine S min and S max from S1, S2, and Vs in the wet state. For each value of S drawn from the MCMC sampling of this interval I generate several (,S) values and combine with the random sampling of the Chem values to get the 40000 solutions used to build the probability distributions.
By this way I attempt to solve the ambiguity near full saturation (two different saturations for the same Vp value, see Figure 1 ). When computing the probability distribution, the misfit term may include or not the Vs value in the wet state. In the latter case, it is possible to use only some rough estimate for this Vs value to set the bounds; this is particularly useful when dealing with field data because Vs is seldom available for both dry and wet states. Figure 3b displays the joint probability distribution between S w and chem for the same saturation as Figure 3a . We can see now that S is estimated separately from the chemical compliance value; there is a prominent probability peak close to the experimental value (dashed line). The 95% credibility interval (dotted lines) describes the uncertainty associated with this estimation. Note that the chemical compliance is displayed as 1/chem to show increasing chemical effect (see Figure 2 ).
I compare in Figure 3c the estimated water content with the value computed from the measured porosity and partial saturations. We can see that it is possible to estimate correctly the water content with its uncertainty provided by the error bars; for saturation values close to 100%, it is nevertheless necessary to include Vs wet in the misfit function to get correct values. We can draw the same conclusion from the results for all samples available in Cadoret's work; therefore I claim that the two parameters model is describing correctly the water saturation effects for homogenous saturation. Figure 3c suggests that a small bias toward higher water content may exist; one possible explanation for this bias is that the experimental porosity value is too low. Porosity has been computed from small plugs, which are usually cut away from macro porosity heterogeneities for obvious reason of plugs quality. I used in the example shown an average porosity of 0.3 computed on several plugs, but values of 0.34 or higher are found; it is therefore possible that the plugs average may not be representative of the 1m long sample used in velocity measurements.
I conclude this section by discussing the critical issue of the dry sample requirement. It is necessary to have Vp and Vs values for the dry state in order to perform the calculation. This requirement is somewhat easy to meet for a laboratory experiment where samples can be oven-dried, but for velocities measured in the field, it may be difficult to record; it is always expected to have at least some moisture (bound water) in the ground. Figure 3d displays the same comparison as Figure 3c , but the velocities measured at 7% saturation have been used for the inversion instead of the correct dry velocities. If I replace in Figure 3d S by S, the water content variation, the result is still acceptable. In other words, for field velocity measurements, I consider that the inversion is robust enough (at least up to 10% residual water) to estimate water content variations if it is possible to identify the driest state between the two measurements. The most secure way to find this state is to look at the Vs data and choose the state with the highest Vs velocity. In the following sections, I show two real cases using this approach applied to time-lapse seismic surveys shot for hydrologic purposes in southern France.
Water content estimation in the epikarst
The first example deals with the mapping of the temporary water storage locations inside the epikarst. Valois (2011) The water content S w in April is estimated for each cell of the velocity model using the October measurements as dry reference (if some residual water was present in October, it is rather the variation in water content, see previous discussion). The input data are Vp and Vs velocities provided by independent traveltimes inversions. The stochastic inversion is carried out independently in each cell using 10000 random draws to build the probability function (considering here only homogenous saturation). The estimated variations in water content are displayed at the bottom of Figure 4 . The results have been slightly smoothed to attenuate the blurry aspect generated by the stochastic inversion process. The picture shows that at the end of the wet season (April) the water is stored mainly inside a near-surface layer bound at depth by an irregular limit (dashed line in Figure 4 bottom). This layer which is less than 10m-thick is in good agreement with the seven metres of highly fractured epikarst found in boreholes located a few metres off-line from the middle of the profile.
The water storage area is thicker at the foot of the slope, suggesting that some water is flowing This artificial recharge of water was probably still present in the epikarst during the October survey.
Estimating water residence time
The previous example showed that it is possible to map the saturation in the epikarst. I show now that the geophysical quantities (the velocities) can be converted to hydrodynamic parameters using a simple hydrologic model of the epikarst and the actual volume of water (the rainfall) entering the system. I invert now for p=(,Ch, epk), i.e. respectively total porosity, chemical interaction, and the epikarst parameters defined hereafter, by fitting the velocities predicted by the petrophysical model to the time-lapse experimental values, knowing the water quantity S w . I use in this work data collected during the study of the Durzon karst system; details about the geological and hydrogeological setting are found in Bruxelles (2001) and Jacob et al. (2008) . The vadose zone, which is at least 100m-thick, has been periodically monitored by geophysical methods since the year 2006 (Jacob et al., 2008; Valois, 2011; Galibert et al., 2014) . This paper uses the results of four seismic surveys (both 2D and 3D) shot between 2009 and 2012. The 150m x 150m area studied in this work is sitting on outcropping middle Jurassic dolostones; three boreholes indicate that the thickness of the epikarst is 7m, calcite is commonly sealing fractures in the upper LPV, and a sinkhole with a cave entrance has developed inside the dolostones.
The main outcome of the time-lapse study of the epikarst by Valois (2011) was that this unit must be divided into two sub-units when considering the response to rainfall events. There is an upper layer where seismic velocity markedly decreases with rainfall, and a deeper one showing some increase during the same elapsed time. Hydrogeologists (Bakalowicz, 1979; Perrin, Jeannin and Zwahlen, 2003) have already described this duality and they conceptually divide the unsaturated zone in two layers; the epikarst, the uppermost weathered layer of the karstic system with substantially enhanced porosity and permeability (Klimchouk, 2004) , and the underneath infiltration zone corresponding to the unsaturated part of the LPV. It is the result of the interactions between water, carbonates and carbon dioxide (CO 2 ); at shallow depth in the epikarst, CO 2 is continuously fed by the atmosphere or by the roots of the vegetation, leading to rock dissolution, while some calcite precipitation occurs at the top of the LPV. I postulate that the observations of Valois (2011) are the geophysical response to these complex interactions, and investigate the possibility to use velocity measurements as a proxy to the transit time of water through the upper unsaturated zone. In karst hydrology, reservoirs models are commonly used at the catchment scale to model spring hydrographs (Fleury, Plagnes and Bakalowicz, 2007; Bailly-Comte et al., 2010; Tritz, Guinot and Jourde, 2011; Ke, Shu and Chen, 2013) ; it is a convenient way to hide the complexity of the flow through the karst system while still providing useful insight with simple equations. Following this approach, the epikarst is conceptualized using a two reservoirs model to reflect the duality underlined by Valois (2011) ; the goal is to take advantage of the local information provided by the seismic to estimate locally the parameters describing the transfer function of the epikarst. I assume that I know from the seismic refraction results the geometry of the two layers ( Figure 5 ) involved in the model and I build upon this assumption. The top surface layer is generally thin (at most a few metres, thickness E1), its velocity V1 is very low and seems to be negatively correlated to the shortterm cumulative rain. The second layer is thicker (thickness E2) with intermediate velocity V2
apparently positively correlated to the rain. The third layer is much faster and velocity variations with time are smaller and complex to interpret. The base of the epikarst (higher porosity layer) corresponds to the limit between layer 2 and 3 in the studied example; we call the first layer "Soil"
because it is including the pedologic cover, and the second layer will be "Epikarst", albeit it is actually the lower epikarst. The associated hydrologic conceptual model is made of two reservoirs ( Figure 5 ); input to the upper (soil) reservoir is the effective rain, i.e. the balance between rainfall R and predicted evapo-transpiration (PET), and the output is Q1. The volume of water H1 residing in the reservoir is therefore given by the balance equation
with the condition dH1/dt = 0 when H1=0. In practice the equation is discretized with an explicit
Euler method using a daily time step because R and PET data are provided by a nearby weather station on a daily basis (in mm or l/m3, as usual in hydrology, hence the name water "height"). The output (discharge) Q1 from the soil reservoir is modelled according to a classical linear law of discharge through a porous outlet (Maillet, 1906) . In this case the discrete form of the daily volume of water leaving the reservoir is finally given by
where T1 is the recession constant of the flow exponential decay with time , usually given in days, H1
is the water height in the reservoir expressed in mm and the constant h1 has been introduced to describe some non-linearity; it is a threshold, the minimal water height necessary to trigger the discharge. The water height H1 for day n is computed from the effective rain and the previous height,
The discharge Q1 is the input to the deeper epikarst reservoir, which is described by the same law,
The decay constants T1 and T2 are describing the flow through respectively the epikarst reservoir and the underneath low-permeability volume (LPV), while the thresholds h1 and h2 are describing flow delays for respectively the soil and the epikarst reservoir. Fleury et al. (2007) split the discharge into fast and slow discharges. This conceptual partition can be related to the division of the pore space into well-connected ("open fractures") and less-connected ("vuggy") porosity commonly described in carbonates. I choose not to model this partition because the time delays between the geophysical measurements largely exceed the short-term delay involved in fast discharge.
Nevertheless at least one measurement was made very shortly after a flood event and some insight into fast transmission could be gained.
Finally we can compute for each layer the water saturation Sw(n) from the daily water height H(n) and the thickness e. I assume that total porosity  is homogenous over the considered rock volume and we have for a surface area of 1 m 2 ,
when H is given in mm (l/m 2 ). It is necessary to define the initial state (water height) of each layer to run the model; I assign full saturation (Sw=1) to the layers in January 1996, when temporary lakes and streams appeared in the vicinity of the survey location (Bruxelles and Caubel, 1996) . I use daily R
and PET values from a Meteo-France weather station located 15 km to the south of the site. Once the daily saturation is computed, the final step of the forward model is to compute the seismic velocities from Sw,  and the elastic properties of the rock frame using the modified Gassmann The quantity R(n) for a single layer or the two layers is computed from the daily water volume H(n) and the discharge Q(n) (expressed in mm/day) by finding the necessary time (in days) to drain completely the upper layers, namely for the two reservoirs,
, with ∆t= 1day .
Figure 6 displays also the computed seismic velocity time serie from the MAP solution and the experimental data for both the soil and the lower reservoir. The columns M1, M2 and H1 of Table 1 display the results for three different locations chosen according to surface morphology features and type of seismic velocity variations.
The results for the soil reservoir indicates that porosity is significant, between 0.24 and 0.40, and the mixing of water and air is at a fine scale because permeability is large enough to yield homogenous saturation; consequently seismic velocity decreases with saturation and this decrease is large because there is a very significant chemical weakening of the rock frame when introducing water in the pores. The situation at M2 is completely different; porosity is much lower, the saturation is patchy, an indication of lower permeability and velocity increases with saturation. This specific behaviour is logically related to the presence of clay in the soil reservoir at this location. For the deeper reservoir, the saturation model fitting the data is always the patchy model, in response to the permeability drop occurring at the base of the epikarst, and chemical weakening is almost insignificant. Despite the differences in thickness and saturation type, the average residence time at locations M1, M2 and H1 inside the model is always larger than three months, with a decrease during high flow events and an increase during dry periods. It is possible to make the inversion at a finer spatial scale; namely for location X108 in Table 1 a local layered model is built from velocities and thicknesses extracted locally from time-lapse seismic tomography velocity sections. In this case the horizontal analysis scale is about one seismic wavelength, i.e. five to ten metres. Location X108 was chosen because it is located just outside the rim of a sinkhole, there is a cave entrance nearby, and a low velocity anomaly is present and extends inside the LPV (Galibert et al., 2014) . The result at this location is peculiar, in the sense that saturation is always homogenous throughout the model, even at depth, an indication that permeability is higher than in previous locations, and consequently the decay constants and the residence time are much smaller. Location X108 is likely a preferred infiltration pathway through the LPV.
Discussion
I review now some of the main issues involved in the uncertainties affecting the results of the inversions. The first cause of uncertainty is the precision in the input velocity data, which is itself the result of an inversion procedure. Confidence intervals can be defined when using least-square fitting for standard refraction, but it is not straightforward for tomographic inversion. In the latter case I
simply ran a few inversions with randomly perturbed travel times and computed separately an average standard deviation over all cells of the low velocity layer and its substratum. From these tests I set the velocity uncertainty to 5% and this value was incorporated in the Bayesian inversion.
Another source of uncertainty is the petrophysical model itself, because I made several simplifying assumptions in order to get a tractable model. The most critical issue is perhaps the dry-rock properties needed to perform Gassmann fluid substitution. The robustness of the model was tested against residual saturation, but the model is likely to fail for residual water in excess of 10%. I used coarse determinations of Vs velocities from surface waves to find the driest measurement and choose a single representative value of dry Vp for each layer. Lastly, the model does not handle the most complicated porosity patterns, when the saturation switches from homogenous to patchy during imbibition (strong dual porosity). The model handles homogenous or patchy saturations, not a combination of both. I postulate this case is quite unlikely to happen at seismic frequencies at least in the highly permeable epikarst.
Regarding the hydrologic conceptual model used in the previous section, the water input to the epikarst is not accurately known. The actual evapotranspiration may be quite different from the predicted PET, and fast infiltration is not considered, therefore the daily volume of water entering the system could be overestimated. The epikarst model is simpler than that of Fleury et al. (2007) or Tritz et al. (2011) because it is desirable to limit the number of parameters to fit, given the scarcity of the data; most of the complexity introduced by hydrogeologists is generally motivated by the need to allow non-linearity to model the hydrograph at the outlet, which is not the goal in the present work.
One other point is that I assume implicitly a pure vertical flow through the epikarst, but the actual flow may be quite different with some lateral component toward the nearest vertical pathway through the LPV.
Despite all the shortcomings that may exist, the model is able to provide useful insight to the water transfer at shallow depth. It is not within the scope of this work to discuss in details the hydrologic significance of the results for each location; this paper only shows that they are consistent with local surface geologic features and the general functioning of epikarst and LPV. The results show that the velocities decrease after rainfall in the uppermost high permeability layer of the epikarst, in agreement with the theoretical framework (Gassmann, 1951; Biot, 1956a) of partial saturation in porous rocks at low frequencies. Likewise lower permeability clayey sands or the layer overlying the LPV exhibits the patchy saturation behaviour (the P-waves velocity increases after the rain) because air pockets are trapped and their size is greater than the maximum size allowed at seismic frequencies to consider iso-stress conditions, a prerequisite for the fine-scale mixing effective fluid model in Biot-Gassmann theory. In any cases the shallow layers are not fully saturated, in agreement with geochemical data showing that the unsaturated zone is an atmospheric-open system (Aquilina, Ladouche and Dörfliger, 2006; Peyraube et al., 2012) . The results show too that the main epikarstic water buffer resides near the base of the low velocity layer where the permeability drops (Perrin et al., 2003) , and it is possible to provide quantitative estimates of water volumes. The computed values of residence times in the epikarst (several months) are well within the estimations commonly reported by geochemical tracers (Aquilina et al., 2006) , but coupling a simple hydrologic model with the geophysical measurements allow to spatially locate these values. The provided example of short residence time at X108 corresponds in the field to a nearby sinkhole and vertical cave, two surface morphologic features indicating fast infiltration. The seasonal variability of the transit time through the epikarst found in this work is in agreement with classical hydrologic investigations using the analysis of piezometric levels (Delbart et al., 2014) . Nevertheless these studies consider the unsaturated zone as a whole, while the present results indicate that this variability originates from the epikarst.
It is not the first time that simple hydrological modelling is coupled to geophysical measurements in karst studies. Deville et al. (2013) attempted to invert for the parameters of a simple two reservoirs model from three years gravimetric time series, but reported that it was difficult to correlate the results with surface geological features. Mazzilli et al. (2013) showed with the same data that the assimilation of gravity information was actually degrading the prediction of the terminal spring discharge using a rather complex two reservoirs model with temporary secondary outlets. This failure is probably related among other reasons to the fact that gravimetric measurements provide a global water budget and it is difficult to infer the vertical localization of the water storage. Using seismic data overcomes this limitation because the results are intrinsically spatially localized with a theoretical resolution related to the wavelength, and this work shows that the results are strongly correlated to surface morphology. It seems therefore possible to use seismic velocities in the shallow layers of the karst as quantitative proxies for temporary water storage volumes and transfer rates, two hydrologic variables which in turn could be used for larger scale hydrologic modelling or the mapping of karstification intensity and infiltration potential during environmental studies (Kavouri et al., 2011) .
I conclude the discussion with a few words about the underlying LPV. The present work uses only first breaks seismic data as input (actually the velocities inverted from first breaks), which is suitable for the study of the shallow low velocity layer and its fast basement. Reliable velocity models for the deeper karst are difficult to build with traveltimes only (Galibert et al., 2014) , and it is necessary to use the amplitudes of the seismic wavefield to achieve this goal. Seismic attenuation is theoretically a better proxy for the study of the deep partially saturated LPV, because WIFF-related attenuation is enhanced by the low permeability of the medium and its partial saturation. Consistent increase of attenuation with saturation has been observed for the seismic data used in this paper (Galibert et al., 2014) and the result was confirmed with borehole measurements. However, extracting reliable and quantitative attenuation information is still challenging, and models are not yet very tractable and robust to relate attenuation to permeability and partial saturation.
Conclusions
Estimating 
