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Abstract
The focus of the thesis is to develop e cient numerical schemes for quadratic and locally
Lipschitz decoupled forward-backward stochastic di↵erential equations (BSDEs). The terminal
conditions satisfy weak regularity conditions. Although BSDEs have valuable applications in the
theory of financial mathematics, stochastic control and partial di↵erential equations, few e cient
numerical schemes are available. Three algorithms based on Monte Carlo simulation are developed.
Starting from a discrete time scheme, least-square regression is used to approximate conditional
expectation. One benefit of these schemes is that they require as an input only the simulations of
an explanatory process X and a Brownian motionW . Due to the use of distribution-free tools, one
requires only very weak conditions on the explanatory process X, meaning that these methods can
be applied to very general probability spaces. Explicit upper bounds for the error are obtained.
The algorithms are then calibrated systematically based on the upper bounds of the error and the
complexity is computed. Using a time-local truncation of the BSDE driver, the quadratic BSDE
is reduced to a locally Lipschitz BSDE, and it is shown that the complexity of the algorithms for
the locally Lipschitz BSDE is the same as that of the algorithm of a uniformly Lipschitz BSDE.
It also is shown that these algorithms are competitive compared to other available algorithms for
uniformly Lipschitz BSDEs.
In the first chapter, the key issue of the global error due to discrete time approximation is han-
dled in the Brownian setting. A priori estimates for the martigale integrand Z are obtained using a
representation theorem. These estimates are the basis of the error analysis - there is no use of BMO
techniques. Using non-uniform time-grids, whose time-points are more concentrated at the end of
the time interval, one is able to obtain comparable convergence rates as in the uniform Lipschitz
driver setting, and distinct conditions are given under which the convergence rate is weaker. Then,
a novel discrete time approximation of the BSDE using Malliavin weights is constructed and the
approximation error is analyzed. In the second chapter, a numerical algorithm based on multistep
forward dynamical programming is developed. This is similar to the Bender-Denk scheme, except
that there are no Picard iterations and the theory is extended to the locally Lipschitz continuous
BSDEs. The lack of Picard iterations also allows a refinement of the complexity analysis. In the
third chapter, variance reduction techniques are used to improve the e ciency of the algorithm of
the second chapter. The BSDE is decomposed into a system of a linear BSDE and a nonlinear
BSDE with zero terminal condition. It is shown that it more e cient to solve the system numeri-
cally than to solve the original BSDE numerically. The main focus of the chapter is to develop a
multilevel algorithm for the approximation of the linear BSDE. The use of multilevel is novel in
the context of BSDEs. The e ciency of the multilevel algorithm is higher than that of algorithm
of the second chapter, leading to further improvement in the overall e ciency of the BSDE ap-
proximation. However, the validity of the results for the multilevel scheme are restricted to the
uniformly Lipschitz continuous terminal condition and driver, and it is restricted to the probability
space generated by the Brownian motion. In the fourth and final chapter, a novel algorithm based
on the Malliavin weights discrete time approximation from the first chapter scheme is developed
and analyzed. It proves to be more e cient than the algorithm of the second chapter and is not
restricted to the Lipschitz continuous terminal condition.
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Zussamenfassung
Der Fokus dieser Dissertation liegt darauf, e ziente numerische Methode fu¨r ungekoppelte
lokal Lipschitz-stetige und quadratische stochastische Vorwa¨rts-Ru¨ckwa¨rtsdi↵erenzialgleichungen
(BSDE) mit Endbedingungen von schwacher Regularita¨t zu entwickeln. Obwohl BSDE viele An-
wendungen in der Theorie der Finanzmathematik, der stochastischen Kontrolle und der partiellen
Di↵erenzialgleichungen haben, gibt es bisher nur wenige numerische Methoden. Drei neue auf
Monte-Carlo-Simulationen basierende Algorithmen werden entwickelt. Die in der zeitdiskreten
Approximation zu lo¨senden bedingten Erwartungen werden mittels der Methode der kleinsten
Quadrate na¨herungsweise berechnet. Ein Vorteil dieser Algorithmen ist, dass sie als Eingabe nur
Simulationen eines Vorwa¨rts-
prozesses X und der Brownschen Bewegung beno¨tigen. Da sie auf modellfreien Abscha¨tzungen auf-
bauen, beno¨tigen die hier vorgestellten Verfahren nur sehr schwache Bedingungen an den Prozess
X. Daher ko¨nnen sie auf sehr allgemeinen Wahrscheinlichkeitsra¨umen angewendet werden. Fu¨r
die drei numerischen Algorithmen werden explizite maximale Fehlerabscha¨tzungen berechnet. Die
Algorithmen werden dann auf Basis dieser maximalen Fehler kalibriert und die Komplexita¨t der Al-
gorithmen wird berechnet. Mithilfe einer zeitlich lokalen Abschneidung des Treibers der BSDE wer-
den quadratische BSDE auf lokal Lipschitz-stetige BSDE zuru¨ckgefu¨hrt. Es wird gezeigt, dass die
Komplexita¨t der Algorithmen im lokal Lipschitz-stetigen Fall vergleichbar zu ihrer Komplexita¨t im
global Lipschitz-stetigen Fall ist. Es wird auch gezeigt, dass der Vergleich mit bereits fu¨r Lipschitz-
stetige BSDE existierenden Methoden fu¨r die hier vorgestellten Algorithmen positiv ausfa¨llt.
Im ersten Kapitel werden globale Fehlerabscha¨tzungen fu¨r zeitdiskrete Approximationen von BSDE
in Brownschen Kontext behandelt. Basierend auf einem Darstellungssatz fu¨r den Martingal In-
tegranden Z werden neue a priori Abscha¨tzungen hergeleitet. Die a priori Abscha¨tzungen bilden
die Grundlage der Fehleranalyse und BMO Methoden werden nicht verwendet. Mithilfe ungle-
ichma¨ßiger Zeitgitter, deren Zeitpunkte am Ende des betrachteten Zeitintervalls dichter sind, wird
eine vergleichbare Konvergenzrate wie im Lipschitz-stetigen Fall erreicht, und es werden explizite
Bedingungen dafu¨r angegeben, wann die Konvergenzrate schlechter ist. Zum Schluss des Kapi-
tels wird eine neuartige zeitdiskrete Approximation der BSDE entwickelt, die auf der Verwendung
von Malliavin-Gewichten basiert, und die Fehlerabscha¨tzung fu¨r diese neue Approximation wird
berechnet. Im zweiten Kapitel wird ein auf der ”multistep forward” dynamischen Programmierung
basierendes numerisches Verfahren entwickelt. Dieses Verfahren weist A¨hnlichkeiten zum Bender-
Denk Algorithmus auf aber es beno¨tigt keine Picard-Iterationen. Da keine Picard-Iterationen
verwendet werden, la¨sst sich die Komplexita¨tsanalyse verfeinern. Im dritten Kapitel werden Var-
ianzreduktionsmethoden angewendet, um die E zienz des im zweiten Kapitel entwickelten Algo-
rithmus zu verbessern. Die BSDE wird in ein aus einer linearen BSDE mit Null-Treiber und einer
nichtlineare BSDE mit Null-Endbedingung bestehendes System zerlegt. Es wird gezeigt, dass es
e zienter ist, das System von BSDE numerisch zu lo¨sen als die urspru¨ngliche BSDE numerisch
zu lo¨sen. Der Hauptfokus des Kapitels liegt darauf, eine Multilevel Methode zur Approxima-
tion von BSDE zu entwickeln. Im Kontext von BSDE wurden Multilevel Methoden bisher nicht
verwendet. Der Multilevel Algorithmus ist e zienter als der im zweiten Kapitel vorgestellte Al-
gorithmus, was zu einer weiteren Verbesserung der E zienz der Approximation von BSDE fu¨hrt.
Die Methoden dieses Kapitels beschra¨nken sich auf BSDE mit Lipschitz-stetigen Endbedingungen
und Treibern sowie auf den von der Brownschen Bewegung erzeugten Wahrscheinlichkeitsraum. Im
vierten Kapitel wird ein neuer Algorithmus entwickelt, der auf der im ersten Kapitel vorgestellten,
auf Malliavin-Gewichten basierenden, zeitdiskreten Approximation aufbaut. Es wird gezeigt, dass
dieser Algorithmus numerisch e zienter ist als der im zweiten Kapitel vorgestellte Algorithmus.
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1 Discrete time approximations of locally Lipschitz and quadratic
backward stochastic di↵erential equations
1.1 Introduction
Let T > 0 be a fixed terminal time and (⌦,FT , {Ft},P) a filtered probability space, where {Ft : 0 
t  T} is the filtration generated by a q-dimensional (q   1) Brownian motion W and satisfying
the usual conditions of right-continuity and completeness. The focus of this chapter will be on
the approximation by discrete time processes of the pair of R⇥ (Rq)>-valued, where (Rq)> is the
space of q-dimensional real valued row vectors, predictable processes (Y, Z) that solve a backward
stochastic di↵erential equation (BSDE) of the form
Yt =  (XT ) +
Z T
t
f(s,Xs, Ys, Zs)ds 
Z T
t
ZsdWs. (1.1.1)
where   : Rd ! R and f : [0, T ) ⇥ Rd ⇥ R ⇥ (Rq)> ! R, and X is the solution of the Rd-valued
(d  q) stochastic di↵erential equation (SDE)
Xt = x0 +
Z t
0
b(s,Xs)ds+
Z t
0
 (s,Xs)dWs, (1.1.2)
where b : [0, T ]⇥ Rd ! Rd,   : [0, T ]⇥ Rd ! Rd⇥q, and x0 is a fixed vector in Rd.
BSDEs have a myriad of applications, notably in the theory of mathematical finance, stochastic
control, and partial di↵erential equations. Although the theory and applications of BSDEs has
grown rapidly over the last twenty years, the development of e cient numerical methods is a more
recent topic of research.
The existence and uniqueness of the BSDE (1.1.1) is highly dependent on coe cients b and  
of the SDE and on the terminal condition   and the driver f of the BSDE, as is the quality of
the numerical schemes used to approximate them. The majority of work in the field of numerical
methods for BSDEs has been in the setting where the terminal condition   and the driver f are
Lipschitz continuous in (x, y, z) uniformly in t. A good overview can be found in [GL10]. More
recently, several authors have started to develop numerical methods to handle BSDEs satisfying
weaker conditions. An important extension has been to quadratic BSDEs, where the driver f
is allowed to satisfy a quadratic growth in z: [IDR10] considered the setting where the terminal
condition   is bounded and Lipschitz continuous, and [Ric11] considers the setting in which   is
bounded but only Ho¨lder continuous. The case of the BSDE with quadratic driver f is particularly
interesting in financial mathematics. It has applications in, for example, utility optimization in
incomplete markets [REK00][HIM05]. On the other hand [GM10] considered the setting in which
driver f is globally Lipschitz continuous but the terminal condition   is allowed to satisfy very
weak regularity conditions. [GGG12] extend the work of [GM10] in that they consider terminal
conditions that depend on finitely many points along the path of X, so  (XT ) is replaced by
 (Xt1 , . . . , XtL) in (1.1.1) above.
In this chapter, the framework of [GM10] is extended to the BSDE where the driver is locally
Lipschitz continuous in (x, y, z) and locally bounded at 0. To be precise, let f : [0, T ] ⇥
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Rd ⇥ R ⇥ (Rq)> ! R be continuous and assume there exist constants ✓L, ✓c 2 (0, 1] and finite
Lf , Cf   0 such that, for all t 2 [0, T ) and (x, y, z), (x0, y0, z0) 2 Rd ⇥ R⇥ (Rq)>,
|f(t, x, y, z)  f(t, x0, y0, z0)|  Lf |x  x
0|+ |y   y0|+ |z   z0|
(T   t)(1 ✓L)/2 , |f(t, x, 0, 0)| 
Cf
(T   t)1 ✓c
(1.1.3)
The coe cients of the SDE b and   are bounded, twice continuously di↵erentiable in x, with
bounded and Ho¨lder continuous derivatives, and 12 -Ho¨lder continuous in t. Additionally,   is
uniformly elliptic. We will work with terminal conditions   in the function space
L2,↵ :=
n
g : Rd ! R : E[g(XT )2] + sup
t2[0,T )
E[|g(XT )  E[g(XT )|Ft]|2]
(T   t)↵ <1
o
.
for some regularity parameter ↵ 2 (0, 1]. It is clear that [↵2(0,1]L2,↵ contains the Ho¨lder continuous
functions. This space is rather natural for the generalization beyond classically Lipschitz and
Ho¨lder continuous terminal conditions, and it has been studied in [GM10] and [GG11], amongst
others.
The class of locally Lipschitz continuous BSDEs with terminal conditions in
S
↵2(0,1] L2,↵ is
a very large class of BSDEs. Of course, the usual BSDEs with uniformly Lipschitz continuous
terminal condition and driver are contained in this class. Moreover, it turns out that if (Y, Z)
satisfy the BSDE (1.1.1) with quadratic driver f (under some usual conditions) and bounded,
Ho¨lder continuous terminal condition  , it is possible to apply a time local truncation of the driver
that reduces it to a locally Lipschitz driver of the form (1.1.3) without a↵ecting the solution of the
BSDE; see Section 1.3.1. Therefore, a successful numerical method for locally Lipschitz BSDEs
will also work well for quadratic BSDEs.
At this point, it is useful to give a brief comparison between the assumptions of this chapter
and those of [Ric11]. Firstly, whilst this chapter requires a uniformly elliptic condition on  , this
condition is relaxed in [Ric11]. Secondly, the coe cient   =  (t) is only allowed to depend on t in
[Ric11], whereas we are able to incorporate a dependence on x.
An important result of Chapter 1, Theorem 1.5.1, is not necessarily associated to numerical
schemes, but will be used extensively and is a corner stone of our analysis. We prove a represen-
tation theorem, showing that Z has a version Z which satisfies
Zt = Et[ (XT )HtT +
Z T
t
f(s,Xs, Ys, Zs)H
t
sds] for all t 2 [0, T ) almost surely,
where the processes Htr are the so called Malliavin weights
Hsr =
1
r   s
  Z r
s
(  1(t,Xt)DsXt)>dWt
 >
where   1(·) is a right-inverse of the matrix  (·), and D·Xt is the Malliavin derivative of Xt. This
is an extension of the results of [MZ02, Theorem 4.2], who work in the setting where   and f
are uniformly Lipschitz continuous. Rather conveniently, the representation of Zt does not require
the derivatives of   and f , which will allow us to take advantage of the fact that   is in the
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space L2,↵ and the the driver f is locally Lipschitz continuous and bounded as in (1.1.3) but not
di↵erentiable. The representation (1.5.1) leads to stability results - so called a priori estimates -
on the di↵erence of two BSDEs E[|Zt   Z¯t|2] in Proposition 1.4.2. This is in addition to the usual
time-averaged a priori estimates on
R T
0 E[|Zt   Z¯t|2]dt as in, for example, [EKPQ97, Proposition
2.1]. This leads to (Corollary 1.4.4) the bounds E[|Zt|2]  C(T   t)
 
(2✓c^↵ 1
 
/2, for a time t
independent constant C, when the terminal condition   is in L2,↵. A generalization of the a priori
estimates using conditional expectations in Lemma 1.4.5 allows the partial calibration of the time
local truncation of the quadratic driver in Remark 1.4.7. Namely, if the terminal condition   is
bounded and ↵-Ho¨lder continuous, then the time local truncation reduces the quadratic driver to
a locally Lipschitz continuous driver with ✓L = ↵.
The first step to finding a good numerical method for the BSDE (1.1.1) is to find a suitable
discrete-time process for the approximation. This means setting a time-grid ⇡ = {0 = t0 < · · · <
tN = T} with N + 1 time points and finding piecewise constant adapted processes (Y ⇡, Z⇡) given
by
Y ⇡t :=
N 1X
i=0
Y ⇡i 1[ti,ti+1)(t), Z
⇡
t =
N 1X
i=0
Z⇡i 1(ti,ti+1](t)
where Y ⇡i and Z
⇡
i are Fti -measurable random variables. This process consists of two parts: first,
finding a suitable time-grid, and second, computing the random variables (Y ⇡i , Z
⇡
i )0i<N . If Y
and Z are in suitable square integrable spaces, the natural measure for the error of the discrete
approximation is
max
0iN 1
E[|Yti   Y ⇡i |2] +
N 1X
i=0
Z ti+1
ti
E[|Zt   Z⇡i |2]dt. (1.1.4)
A rather natural approximation (Y ⇡, Z⇡) is based on the so called One-step Dynamical Program-
ming (ODP) equation:
YN =  (XT ), Zi =
1
ti+1   tiE[Yi+1(Wti+1  Wti)
>|Fti ],
Yi = E[Yi+1 + f(ti, Xti , Yi+1, Zi)(ti+1   ti)|Fti ] (1.1.5)
for i 2 {0, . . . , N 1}. The ODP and its implementation has been frequently studied [Zha04][BT04]
[LGW06]. We shall develop numerical methods for BSDEs based on the ODP time discrete ap-
proximation (1.1.5) in Chapters 2 and 3. In the case where the driver f is uniformly Lipschitz, one
can show using the methods of [GL06, Theorem 1] that the error of this scheme (1.1.4) is bounded
above by C|⇡| + CE(⇡) for some constant C, that does not depend on the time-grid ⇡ (or the
number of points in it N), and the values
|⇡| = max
0iN 1
(ti+1   ti), Z¯i := 1
ti+1   tiE[
Z ti+1
ti
Ztdt|Fti ], E(⇡) :=
N 1X
i=0
Z ti+1
ti
E[|Zt   Z¯i|2].
(1.1.6)
The quantity E(⇡) is often called the L2-regularity. In fact, in [GL06], one assumes that the
terminal condition be Lipschitz continuous, but in fact this does not play a role in our formulation
of the ODP (1.1.5) because we are not approximating the SDE X. If we wish to incorporate
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discrete time approximations (Xi)i of X, we require that it satisfies the conditions
E[| (XT )   (XN )|2]  CX |⇡|, E[|Xti  Xi|2]  CX |⇡| 8i 2 {0, . . . , N}
for a constant CX that is independent of N and the size of the time increments of ⇡. Discrete time
approximations of SDEs are not the topic of this thesis, rather we assume that such a suitable
approximation is available. The book of [KP92] is a good reference for the approximation of SDEs.
It is also easy to generalize [GL06, Theorem 1] to the locally Lipschitz driver satisfying (1.1.3):
one must simply select the time increments su ciently small to compensate for the dependence
on time in the Lipschitz coe cient Lf (T   ti)(✓L 1)/2, but otherwise proceed as for the uniformly
Lipschitz case. Therefore, it is useful to obtain an upper bound for E(⇡) to determine an upper
bound for the error of the ODP scheme (1.1.5). In fact, determining an upper bound for E(⇡) that
converges to 0 as |⇡|! 0 is a challenging task that has been studied in many works. For example,
it was shown in the pioneering work of [Zha04, Theorem 3.1] that E(⇡)  C|⇡| in the case of the
uniformly Lipschitz continuous terminal   condition and driver. In [GM10], the authors extend
the results of [Zha04, Theorem 3.1] to the case where the terminal condition   is a function in L2,↵
and the driver f is uniformly Lipschitz continuous. They make use of a special class of time-grid
 
⇡( )N = {ti = T   T (1  i/N)1/  : i = 0, . . . , N} :   2 (0, 1]
 
and demonstrate [GM10, Theorem 3.3] that for   2 L2,↵ and   < ↵, there is a constant C  , which
depends on   but not on N , such that E(⇡( )N )  C N 1. This time-grid appears to be optimal:
using the uniform time-grid ⇡N = {ti = T i/N : i = 0, . . . , N} one can only obtain E(⇡N )  CN ↵
for some constant C independent of N . In fact, it is not even possible to obtain the optimal bound
with ⇡(↵)N [GM10, Section 1.2].
In this chapter, the results of [GM10] are extended to the locally Lipschitz and locally bounded
driver f satisfying (1.1.3). This implies that we are also treating the quadratic BSDE with bounded,
Ho¨lder continuous terminal condition. The time-grids ⇡( )N again play an important role. Unlike in
the case of uniformly Lipschitz continuous driver f , we are not able to obtain the optimal rate of
convergence N 1 of E(⇡( )N ) for all ↵, ✓L and ✓c. By first of all applying the techniques of [GM10]
directly, we show in Proposition 1.6.2 that if   < (2 ) ^ ↵,
E(⇡( )N )  CN 1 + CN (1 (↵+✓L)^1)/  1
where   = (↵2 ^ ✓c + ✓L2 ) ^ ✓c. The constant C does not depend on N , but may depend on  . The
optimal rate of convergence N 1 is obtained if ↵ + ✓L   1. In the special case where ✓L = ↵,
which is the case of interest for the quadratic BSDE, this implies that the optimal rate N 1 is
obtained for ↵   1/2. These conditions can be extended with the help of the a priori estimates
and the additional assumption that the terminal condition has exponential moments. In Theorem
1.6.6, we show that if   < (2 ) ^ ↵, then
E(⇡( )N )  CN 1 + CN 2+(3✓L/4 1)(1+ N )/(2 )(ln(N) _ 1)
where  N   1[3,1)(N) ln ln(N)/ ln(N). The constant C does not depend on N . Now 7 +2✓L   4
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is su cient to obtain the optimal convergence rate N 1. In the special case ↵ = ✓L and ✓c = 1,
which is associated with the quadratic BSDE, this implies that the optimal rate of convergence is
obtained for ↵   4/9, which is an improvement of the result from Proposition 1.6.2. The results of
Theorem 1.6.6 require higher integrability conditions on the terminal condition and may impose
more constraints on the parameter ✓c than Proposition 1.6.2, so it is useful to have both the results
of Proposition 1.6.2 and Theorem 1.6.6.
It is interesting to observe that, just as for the uniformly Lipschitz continuous driver f , the
use of the time-grids ⇡( ) appears to substantially improve the numerical resolution of the locally
Lipschitz BSDE, in the sense that a better rate of convergence is obtained for E(⇡). A rather
di↵erent, but also non-uniform, time-grid was used in [Ric11, Theorem 4.17] to study quadratic
BSDEs. In that work, the author is able to report an error bound C⌘N ↵+⌘, for any ⌘ > 0 and
constant C⌘ depending possibly on ⌘ but not on N , for his approximation scheme.
Our techniques are dependent on a priori estimates derived from the point-wise representation
(1.5.1) of Zt. There is no use of BMO estimates. This means that it may be possible to extend
these methods to study the numerical resolution of quadratic BSDEs with unbounded terminal
condition [BH08]. Since [BH08] require the terminal condition to have exponential moments, the
results of Theorem 1.6.6 will apply in this context. Moreover, our methods do not require special
smoothing of the terminal condition and seem quite capable of handling functions in
S
↵2(0,1] L2,↵.
It may be possible to extend these methods to the degenerate setting: indeed, [Zha05, Theorem
5.2] gives a representation theorem in just such a setting.
In the final part of this chapter, we propose a novel discrete-time scheme based on the repre-
sentation with Malliavin weights of Zt. This takes the form
Yi := E[ (XN ) +
N 1X
j=i+1
fj(Xj , Yj , Zj)(tj+1   tj)|Fti ], (1.1.7)
Zi := E[ (XN )HiN +
N 1X
j=i+1
fj(Xj , Yj , Zj)H
i
j(tj+1   tj)|Fti ] (1.1.8)
for i 2 {0, . . . , N   1}, where (Xi)i is a suitable discrete time approximation of the SDE X and
(Hij)i,j is a suitable discrete approximation of the Malliavin weights (H
s
r )s,r. It turns out that the
error of the approximation (1.1.4) cannot be controlled by the L2-regularity E(⇡) alone, as for the
ODP scheme (1.1.5), but additionally requires control of the more complicated terms
⇣N 1X
j=0
R tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2
⌘2
+
N 2X
i=0
⇣ N 1X
j=i+1
R tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2ptj   ti
⌘2
(ti+1   ti).
We use again the time-grids ⇡( )N , and compute in Theorem 1.7.6 that, if   < (2 ) ^ ↵ ^ ✓L, then
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the error of the Malliavin weights scheme is bounded above by
CN 1 + C
N 1X
i=0
Z ti+1
ti
E[|Zt   Zti |2]dt+ C
 
N 2  +N (1 3✓L/4)/(2 ) 2
 
(ln(N) _ 1)
where   = (↵2 ^ + ✓L2 )^✓c. This is discussed in Remark 1.7.7. Exponential bounds of the terminal
condition are essential for this result. The constant C does not depend on N , but it may depend
on  . In the special case where ↵ = ✓L and ✓c = 1, which includes the quadratic BSDE, this
implies that the optimal rate of convergence CN 1 of the approximation error is obtained only
for ↵ greater than 1/2. Therefore, the optimal rate of convergence achieved for fewer values of ↵
than for the ODP scheme.
The reason that we are interested in the scheme with Malliavin weights (1.1.8) is that it ap-
pears to be quite suitable for computational purposes. In fact, it seems that this scheme may be
more e cient on the numerical, rather than time-discretization level, than the ODP scheme 1.1.5
when the conditional expectations are approximated by Monte Carlo least-squares regression. The
algorithm based on the Malliavin weights scheme is investigated in great detail in Chapter 4.
1.1.1 Notation and conventions
Let n, k, and l be non-zero integers whose value may change depending on the context.
The conditional expectation E[·|Ft] is denoted by Et[·] and the norm
p
E[| · |2] by k · k2.
For any Euclidean space E, B(E) denotes the Borel measurable sets in E, and the Lebesgue
measure on the measurable space
 
E,B(E)  is denoted by m. For a B(E)-measurable function f ,
the integralm(f) of f with respect to the Lebesgue measure is denoted by
R
E f(x)dx. L2(E; (R
k)>)
denotes the space of B(E)-measurable functions f : E ! (Rk)> such that RE |f(t)|2dx is finite.
L2(FT ) is the space of random variables that are square integrable with respect to E. For any
sub- -algebra G ⇢ FT , L2(G) ⇢ L2(FT ) is the space of square integrable G-measurable random
variables.
The measure m⇥ P on the measurable space  [0, T )⇥ ⌦,B([0, T ))⌦ FT   denotes the product
measure of m and P. L2([0, T ] ⇥ ⌦) is the space of B
 
[0, T )
  ⌦ FT -measurable processes that are
square integrable with respect to m⇥P. L2([0, T )⇥⌦;Rk) denotes the processes in L2([0, T )⇥⌦)
taking values in Rk. For two processes X and Y in L([0T ) ⇥ ⌦;Rk), Y is said to be a version
of X if X = Y m ⇥ P-a.e. P ⇢ B([0, T ]) ⌦ FT is the predictable  -algebra, generated by the
continuous, adapted processes, and H2 is the subspace of L2([0, T ]⇥⌦) containing only predictable
processes. For p   2, Sp is the subspace of H2 of continuous processes Y such that kY kSp :=
E[sup0sT |Ys|p]
1
p is finite for all Y 2 Sp; k · kSp is a norm for this space.
We will consider terminal conditions of the form  (XT ), where x 7!  (x) is in the space of
fractionally smooth functions, L2,↵. To be precise,   : Rd ! R is a measurable function and there
14
exists a constant ↵ 2 (0, 1] such that K↵( ) <1, where
K↵( )2 := E[| (XT )|2] + sup0t<T Vt,T ( )
2
(T t)↵
for Vt,T ( )2 := E[| (XT )  Et[ (XT )]|2].
)
(1.1.9)
We remark that any ↵-Ho¨lder continuous function g belongs to L2,↵. In fact, it may be the case
that the fractional smoothness of an ↵-Ho¨lder continuous function g is better than ↵, i.e. that
there there is a   2 (↵, 1] such that g 2 L2,  ; an explicit example is given in [GGG12, Section 2,
page 2087] for examples. We refer to [GM10] for further discussion of and references for the space
L2,↵.
We identify the space of k⇥ n dimensional, real valued matrices with Rk⇥n. For any vector or
matrix A, A> denotes its transpose. For any two vector V and U , the dot product V >U is denoted
by V · U . In stochastic integrals where the integrator V is Rk valued and integrand U is (Rk)>-
valued, we write
R
UtdVt to mean
Pk
i=1
R
Ui,tdVi,t. In particular, the stochastic integral
R
ZtdWt
means
Pq
l=1
R
Zl,tdWl,t. When the integrator V is Rk valued and integrand U is (Rn⇥k)>-valued,
we write
R
UtdVt to mean the Rn-valued random variable whose i-th component is
R
Ui,tdVt, where
Ui is the i-th row of U .
For any vector x 2 Rn, |x| is the vector 2-norm, defined by (Pni=1 |xi|2)1/2, and for any matrix
A, |A| is the matrix 2-norm, defined by max|x|=1 |Ax|, where |Ax| is the vector 2-norm of the vector
Ax.
Let   2 (0, 1] and A(·) be a function in the domain [0, T ) ⇥ Rl taking values in Rk⇥n (resp.
Rk). We say that A(t, ·) is  -Ho¨lder continuous uniformly in t with Ho¨lder constant LA if, for all
(x, y) 2 (Rl)2 and t 2 [0, T ), |A(t, x)   A(t, y)|  LA|x   y|  ; in the case that   = 1, we say that
A(t, ·) is Lipschitz continuous uniformly in t with Lipschitz constant LA. Likewise, we say that
A(·, x) is  -Ho¨lder continuous uniformly in x with Ho¨lder constant LA if, for every (t1, t2) 2 [0, T )2
and x 2 Rl, |A(t1, x) A(t2, x)|  LA|t1  t2|  . We say that A(t, ·) is continuously di↵erentiable if
the partial derivative @xjAu,v(t, x) (resp. @xjAu(t, x) ) of the (u, v)-th component Au,v(t, x) (reps.
u-th componentAu(t, x)) ofA(t, x) exists and is continuous for every (u, v) 2 {1, . . . , k}⇥{1, . . . , n},
j 2 {1, . . . , l} and (t, x) 2 [0, T )⇥Rl. If A(t, ·) takes values in Rk and is di↵erentiable, we define by
rxA(t, ·) the Rk⇥l valued function whose (u, v)-th component is @xvAu(t, ·). If A(t, ·) takes values
in (Rk)> and is di↵erentiable, we define by rxA(t, ·) the Rl⇥k-valued function whose (u, v)-th
component is @xuAv(t, ·). Define by kAk1 the infinity norm
max
u,v
sup
(t,x)2[0,T )⇥Rl
|Au,v(t, x)| (resp. max
u
sup
(t,x)2[0,T )⇥Rl
|Au(t, x)|).
We will make use of a conditional version of Fubini’s theorem, stated in Lemma 3.6.2. In order
to simplify notation throughout this chapter, we write
R T
0 Et[fs]ds :=
R T
0 Ft(·, s)ds, where Ft is
the process defined in Lemma 1.8.1.
For a given time-grid ⇡ = {0 = t0 < . . . < tN = T}, define the i-th time-increment by
 i := ti+1  ti. For a parameter   2 (0, 1], the time grids ⇡( )N are those with N time-points whose
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i-th time point is ti = T   T (1  i/N)1/  for i 2 {0, . . . , N}.
At several points, it will be necessary to apply a mollification procedure to continuous functions.
The following definitions will come in handy.
Definition 1.1.1. Let M > 0 and R > 0 be finite, and n a non-zero integer. A mollifier is
a smooth function   : Rn ! [0,1) with compact support on {x :2 Rn : |x|  1} such thatR
Rn  (x)dx = 1 and limM!1(RM)
n (RMx) =  (x) for all x 2 Rn, where  (x) is the Dirac delta
function. Let  R,M : Rn ! [0,1) be the function x 7! (RM)n (RMx).
An example of a mollifier is  (x) = e 1/(1 |x|)1|x|<1. The following lemma demonstrates how
a mollifier can be used to generate a smooth function from a continuous one, and shows that all
continuous functions can be approximated by smooth functions.
Lemma 1.1.2. Let F : Rn ! R be continuous, and define the function FM (x) :=
R
Rn F (x  
y) M (y)dy. Then the function FM (x) is smooth and limM!1 FM (x) = F (x) for all x 2 Rn.
The proof is standard, but we include it for completeness.
Proof. Let ER,M be the compact support of  R,M . Fix x 2 Rn.
|F (x)  FM (x)| = |
Z
Rn
(F (x)  F (x  y)) R,M (y)dy| 
Z
ER,M
|F (x)  F (x  y)| R,M (y)dy.
Since supz,y2ER,M |y   z| converges to zero as M increases to infinity, the result follows from the
continuity of F .
1.1.2 Assumptions
The following assumptions will hold throughout this chapter.
(Ab, ) The coe cients of the SDE (3.1.2) satisfy the following properties.
(i) (t, x) 2 [0, T ]⇥Rd 7! b(t, x) is Rd-valued, measurable and uniformly bounded. Moreover,
b(t, ·) is twice continuously di↵erentiable with uniformly bounded derivatives and Ho¨lder
continuous second derivative, and b(·, x) is 1/2-Ho¨lder continuous uniformly in x.
(ii) (t, x) 2 [0, T ]⇥Rd 7!  (t, x) is Rd⇥q-valued, measurable and uniformly bounded. More-
over,  (t, ·) is twice continuously di↵erentiable with uniformly bounded derivatives and
Ho¨lder continuous second derivative, and  (·, x) is 1/2-Ho¨lder continuous uniformly in
x.
(Au.e.)  (·) satisfies a uniformly elliptic condition: there exists some finite  ¯ > 0 such that, for any
⇣ 2 Rd, ⇣> (t, x) (t, x)>⇣    ¯|⇣|2 for all (t, x) 2 [0, T ]⇥ Rd.
(A ) The terminal condition   : Rd ! R of the BSDE (y, z) in (3.1.1) is measurable and there is
an ↵ 2 (0, 1] such that  (XT ) 2 L2,↵.
(Af ) The driver f : [0, T )⇥ Rd ⇥ R⇥ Rq ! R satisfies (1.1.3).
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In what follows, unless otherwise explicitly stated, we shall term a finite, non-negative real
value depending only on x0, the bounds of b and   and their partial derivatives,  ¯, ✓L, ✓c, Lf , Cf ,
K↵( ) and T a constant and denote it by C. If the time-grid ⇡( ) is in use, a constant will also
be allowed to depend on the parameter  .
The following assumptions will be needed for interim results only hold when specifically stated.
(A@f ) The driver (t, x, y, z) 7! f(t, x, y, z) is continuously di↵erentiable with respect (x, y, z) for all
t 2 [0, T ), and the partial derivatives are bounded by Lf (T   t)(✓L 1)/2.
(Ab ) The function   is uniformly bounded in the sense that | (x)|  K for some K   0.
(Aexp ) The terminal condition has exponential bounds in the sense that there is a finite C⇠ > 0 such
that E[e| (XT )|]  C⇠.
If (Aexp ) is in force, a constant C will also be allowed to depend on E[exp(| (XT )|)].
In the proofs below, it will be necessary to compute a right-inverse to the matrix  (·), i.e.,
for every (t, x) 2 [0, T ) ⇥ Rd, it will be necessary to find a (q, d)-dimensional matrix   1(t, x)
such that  (t, x)  1(t, x) = Id. In the case where the dimensions d and q are equal, this is
uniquely defined by usual matrix inverse of  (t, x), whose existence is guaranteed by the uniform
ellipticity condition (Au.e.). If the dimensions d and q are not equal,   1(t, x) is defined by
the pseudoinverse  (t, x)>
 
 (t, x) (t, x)>
  1
; this is well defined because the uniform ellipticity
condition (Au.e.) guarantees the existence of the inverse of   >. In both cases, the right-inverse
is uniformly Lipschitz continuous. The following lemma is critical for showing this.
Lemma 1.1.3. Let ⇠ > 0 be finite and A : Rn ! Rl⇥l be symmetric and such that ⌘>A(x)⌘   ⇠|⌘|2
for all x 2 Rn and ⌘ 2 Rl. Then, for every x 2 Rd, the matrix A(x) is invertible and |A 1(x)| 
1/⇠. Moreover, if x 7! A(x) is  -Ho¨lder continuous,then it’s inverse x 7! A 1(x) is also  -Ho¨lder
continuous.
Proof. Due to the condition ⌘>A(x)⌘   ⇠|⌘|2, it follows that A(x) is positive definite for every
x 2 Rn. This implies that the singular values of A(x) are all greater than ⇠ [GVL96, Theorem
8.1.2], and so A(x) is invertible. Using the singular value decomposition of A(x) to construct the
inverse as in [GVL96, Section 5.5.4], the maximal sigular value of A 1(x) is less than 1/⇠ and
so, using [GVL96, Section 2.5.2] combined with the singular value decomposition of A 1(x), the
matrix 2-norm of A 1(x) is equal to its maximal singular value, i.e. |A 1(x)|  1/⇠ for all x 2 Rd.
Now, let x and y be elements in Rd. Since A 1(y) A 1(x) is equal to
 A(x) 1 A(y) A(x) A(y) 1,
it follows that
|A 1(y) A 1(x)|  |A 1(x)||A(y) A(x)||A 1(y)|  LA
⇠2
|x  y|  ,
where LA is the Ho¨lder constant of A. ⇤
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Lemma 1.1.4. The right inverse matrix  (t, ·) 1 is Lipschitz continuous uniformly in t and
  1(·, x) is 1/2-Ho¨lder continuous uniformly in x. Its Lipschitz (resp. Ho¨lder) constant depends
k k1, krx k1 and  ¯ only, but not on (t, x). Moreover, k  1k1  k k1/ ¯.
Proof. Let t 2 [0, T ) be fixed, and define A : [0, T )⇥ Rd ! Rd⇥d by A(t, x) =  (t, x) (t, x)>.
It can be computed directly that   1(·) =  (·)>A 1(·), whether or not d equals q. It follows
from uniform ellipticity (Au.e.) and Lemma 1.1.3 that |A 1(t, x)|  1/ ¯ for all (t, x) 2 [0, T )⇥Rd.
Due to the di↵erentiability condition (Ab, ) on  (t, ·),  (t, ·) is Lipschitz continuous uniformly
in t with Lipschitz constant krx k1, and, using additionally the equality A(t, x)   A(t, y) =
 (y)( (t, x)>    (t, y)>) + ( (t, x)   (t, y)) (t, x)>, A(t, ·) is Lipschitz continuous uniformly in t
with Lipschitz constant 2k k1krx k1. Using Lemma 1.1.3, it follows that A 1(t, ·) is Lipschitz
continuous uniformly in t with Lipschitz constant 2k k1krx k1/ ¯2. For any (x, y) 2 (Rd)2,
 (t, x) 1    (t, y) 1 is equal to   (t, x)>    (t, y)> A 1(t, x) +  (t, y)> A 1(t, x)   A 1(t, y) .
and therefore
| (t, x) 1    (t, y) 1|  krx k1
 ¯
|x  y|+ 2k k1krx k1
 ¯2
|x  y|.
The proof that   1(·, x) is 1/2-Ho¨lder continuous is essentially the same and we do not include it.
⇤
1.2 Malliavin calculus
We recall briefly some properties and definitions of Malliavin calculus which can be found in [Nua06,
Chapter 1.2, Chapter 2.2].
Define C1p (Rm) to be the space of functions taking values in R which are infinitely di↵erentiable
such that all partial derivatives have at most polynomial growth, and denote byW (h) :=
R T
0 htdWt
the Itoˆ integral of the (Rq)>-valued, deterministic function h 2 L2([0, T ); (Rq)>). Let R ⇢ L2(FT )
be the subspace containing all random variables of the form
F = f(W (h1), . . . ,W (hm)), f 2 C1p (Rm), hi 2 L2([0, T );Rq) 8m 2 N.
Define the derivative operator D : R 7! L2([0, T ]⇥ ⌦) by
DtF :=
mX
i=1
@if(W (h1), . . . ,W (hm))hi(t).
The derivative operator is extended to D1,2 ⇢ L2(FT ), the closure of R in L2(FT ) under the norm
kFk1,2 := kFk2 +
✓
E[
Z T
0
|DtF |2dt]
◆1/2
,
Define by D1,2(Rk) (resp. D1,2((Rk)>)) by the space of random variables F = (F1, . . . , Fk)>
(resp. F = (F1, . . . , Fk)) such that Fi 2 D1,2 for each i 2 {0, . . . , k}. The Mallivin derivative DF
is denoted by the Rk⇥q- (resp. Rq⇥k-) valued process whose i-th row (resp. column) is DFi (resp.
(DFi)>).
18
The following lemma, termed the chain rule of Malliavin calculus, is proved in [Nua06, Propo-
sition 1.2.3].
Lemma 1.2.1 (Chain rule). Let (F1, . . . , Fm) 2 (D1,2)m. For any continuously di↵erentiable
function f : Rm ! R with bounded partial derivatives, and F = f(F1, . . . , Fm) 2 D1,2, the random
variable f(F ) 2 D1,2 and Df(F ) =Pmi=1 @if(F )DFi = rxf(F )DF .
Remark. In the case that F takes values in (Rm)>, the result of Lemma 1.2.1 hold with Df(F ) =
rxf(F )(DF )>. In the case that f takes values in (Rk)>, applying Lemma 1.2.1 component-wise
yields that f(F ) is in D1,2((Rk)>) and Df(F ) = (DF )>rxf(F ).
For the space
dom( ) := {u 2 L2([0, T ]⇥ ⌦; (Rq)>) : 9c 2 R s.t 8F 2 D1,2 |E[
Z T
0
(us ·DsF )ds]|  ckFk22 }
define the Skorohod integral operator   : dom( ) ! L2(⌦) as the dual operator to the Malliavin
derivative in the sense that
E[
Z T
0
(us ·DsF )ds] = E[F  (u)].
The following Lemma, relating the Skorohod integral to Itoˆ’s integral, is given in [Nua06,
Proposition 1.3.11]
Lemma 1.2.2 (Skorohod integral versus Itoˆ integral). If u 2 dom( ) is adapted,  (u) = R T0 usdWs,
the Itoˆ integral of u.
The following Lemma, termed the integration by parts formula of Malliavin calculus, is proved
in [Nua06, Chapter 1.3.1 (4)].
Lemma 1.2.3 (Integration by parts). Suppose that u 2 dom( ) and F 2 D1,2 are such that
E[F 2
R T
0 |us|2ds] <1. Then, the integration by parts formula holds:Z T
0
(us ·DsF )ds = F  (u)   (Fu).
This following result is used and proved in the proof of [MZ02, Theorem 4.2]. We include the
proof here in greater detail for the convenience of the reader.
Lemma 1.2.4. Let u 2 dom( ). Then, for all t 2 [0, T ), Et[ (1(t,T ](·)u)] = 0.
Proof. Let F be Ft-measurable, square integrable random variable. We will show that
E[F  (1(t,T ](·)u·)] = 0, whence the proof is completed by taking F = 1A for any A 2 Ft. Using
[Nua06, Theorem 1.1.1], it su ces to prove that E[Hm
 
W (h)
 
 (1(t,T ](·)u·)] = 0 for the Hermite
polynomial Hm(·) of degree m for any m   0 and h(·) of the form h˜(·)1[0,t](·) for any bounded h˜ 2
L2([0, T ]; (Rq)>). Suppose first that m   1. The chain rule, Lemma 1.2.1 - yields DsHm
 
W (h)
 
=
Hm 1
 
W (h)
 
h(s) for every s 2 [0, T ]. Using the definition of the Skorohod integral,
E[Hm
 
W (h)
 
 (1(t,T ](·)u·)] = E[
Z T
t
usDsHm
 
W (h)
 
ds] = E[
Z T
t
usHm 1
 
W (h)
 
h(s)ds] = 0
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as required. The case m = 0 is simpler, because H0
 
W (h)
 
is 1 and so its Malliavin derivative is
0. ⇤
Remark 1.2.5. Suppose that the process u takes values in Rq⇥k is such that u>i is in dom( ) for
each i 2 {0, . . . , k}, where ui is the i-th column of u. The Skorohod integral of u, denoted by  (u),
is defined by
 (u) :=
 
 (u>1 )
>, . . . ,  (u>k )
> . (1.2.1)
In the case where u is adapted, Lemma 1.2.2 implies that  (u) is equal to (
R T
0 u
>
t dWt)
>. The
integration by parts formula, Lemma 1.2.3, is applied column-wise in the case of matrix valued u.
It follows that, if F 2 D1,2 and u satisfy E[|F |2 R T0 |ut|2dt] is finite, thenZ T
0
(DsFus)ds = F  (u) +  (Fu)
where DsFus is understood as a matrix-matrix multiplication, and the Skorohod integrals are
defined in the multidimensional sense of equation (1.2.1).
Finally, we define the space
L21 :=
⇢
u 2 L2([0, T ]⇥ ⌦) : ut 2 D1,2 m  a.e.,
9 measurable version of (s, t,!) 7! Dsut(!) s.t.
E[
Z T
0
Z T
0
|Dsut|2dsdt] <1
 
.
1.2.1 SDEs and Malliavin calculus
We recall some standard properties on the Malliavin calculus applied to the SDE X defined in
(1.1.2).
Lemma 1.2.6. The random variables Xr - the marginals of the process X - are in D1,2(Rd) for
each r 2 [0, T ]. For all s, (DsXt)t s solves the linear SDE
DsXt = 1[s,T ](t)
n
 (s,Xs) +
Z t
s
rxb(r,Xr)DsXrdr +
qX
j=1
Z t
s
rx j(r,Xr)DsXrdWj,r
o
.
where  j(·) is the j-th column of  (·). Moreover, for every p   2, there is a constant Cp depending
only on krxbk1, k k1, krx jk1, T and p such that E[supsrT |DsXr|p]  Cp.
Proof. The relation to the SDE is proved in [Nua06, Theorem 2.2.1]. The bound is proved
using the proof method of [RY99, Theorem IX.2.4] (essentially using Gronwall’s inequality). ⇤
The Malliavin derivative pocess (DsXt)0stT is related to the gradient process rX and its
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inverse rX( 1), which are respectively defined by the SDEs
rXt = Id +
Z t
0
rxb(r,Xr)rXrdr +
qX
j=1
Z t
0
rx j(r,Xr)rXrdWj,r,
rX( 1)t = Id +
Z t
0
rX( 1)r (rx (r,Xr)2  rxb(r,Xr))dr  
qX
j=1
Z t
0
rX( 1)r rx j(r,Xr)dWj,r,
where  j is the j-th column of  . The notation and results of [Pro05, p325 - 327] are required to
make the connection between the SDEs: for a Rd⇥d-valued continuous semimartingale (Zt)t, recall
that the left (resp. right) stochastic exponential E(Z)t is the solution to the linear SDE
E(Z)t = Id +
Z t
0
E(Z)rdZr
⇣
resp. ER(Z)t = Id + (
Z t
0
E(Z)>r dZ>r )>
⌘
.
Now, taking the Rd⇥d-valued, continuous semimartingales (Wt)t given by
Wt =
Z t
0
rxb(r,Xr)dr +
qX
j=1
Z t
0
rx j(r,Xr)dWj,r.
it follows that
rXt = ER(W)t, rX( 1)t = E( W+ <W >)t, (1.2.2)
where <W > is the quadratic variation process of W.
Lemma 1.2.7. For every p   2, rX and rX( 1) are in Sp, and there is a constant Cp de-
pending only on krxbk1, krx jk1, T and p such that krXkSp + krX( 1)kSp  Cp. Moreover,
krX( 1)t  rX( 1)s k22  C|t   s| for (t, s) 2 [0, T ]2. The processes (rXt)t and (rX( 1)t )t satisfy
rXtrX( 1)t = Id for all t a.s. Moreover, for all 0  s, t  T ,
DsXt = rXtrX( 1)s  (s,Xs)1[s,T ](t) a.s.
Proof. That rX and rX( 1) are in Sp, and the bounds, can be proved using the proof
method of [RY99, Theorem IX.2.4] (essentially using Gronwall’s inequality). That rXtrX( 1)t is
the identity for all t almost surely follows immediately from [Pro05, Chapter 5 Theorem 48]. To
prove the second property, observe from (1.2.2) that rXt = rXs + (
R t
s (rXr)>W>r )>. Using the
invertibility property, it follows that (rXtrX( 1)s  (s,Xs))t s solves the SDE
Xt =  (s,Xs) + (
Z t
s
 Xr >W>r )>.
If one expands out the definition ofWr, one sees that the process
 rXtrX( 1)s  (s,Xs)1[s,T ](t) t s
solves the same linear SDE as (DsXt)t s given in Lemma 1.2.6, whence the result follows from the
uniqueness of solutions of linear SDEs. ⇤
A direct consequence of Lemma 1.2.7 is the following result.
Lemma 1.2.8. For any p   2, it holds that sups E[supsrT |DsXr|2]1/2  C.
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1.2.2 FBSDEs and Malliavin calculus
Definition 1.2.9. Let " 2 [0, T ) and define f (")(t, x, y, z) := f(t, x, y, z)1[0,T ")(t). Let (Y ("), Z("))
be the solution of the BSDE
Y (")t =  (XT ) +
Z T
t
f (")(s,Xs, Y
(")
s , Z
(")
s )ds 
Z T
t
Z(")s dWs. (1.2.3)
Additionally, let (y, z) be the solution of the BSDE with zero driver yt =  (XT )  
R T
t zsdWs and
(y("), z(")) the solution of the BSDE with zero terminal condition
y(")t =
Z T
t
f (")(s,Xs, ys + y
(")
s , zs + z
(")
s )ds 
Z T
t
z(")s dWs. (1.2.4)
Since f (")(t, x, y, z) is Lipschitz continuous uniformly in t with Lipschitz constant Lf"(✓L 1)/2,
the solutions of the BSDEs in Definition 1.2.9 exists in S2 ⇥ H2 and are unique for all " 2
[0, T ) [EKPQ97, Theorem 2.1]. The introduction of the BSDEs in Definition 1.2.9 is localization
technique used extensively in [GM10], and we shall frequently take advantage of it throughout this
work. We shall also make use of the decomposition (Y ("), Z(")) = (y + y("), z + z(")), which is
standard in BSDE literature [GM10].
We now briefly outline some Malliavin calculus and path properties of the BSDEs (y, z) and
(y("), z(")). The results are proven in [GM10] and shall be used extensively throughout this work.
We first treat the linear BSDE (y, z). This BSDE is strongly related to the linear PDE
0 = @tu+
1
2
Pd
i,j=1(  
>)i,j @
2
@xi@xj
u+
Pd
i=1 bi
@
@xi
u,
u(T, x) =  (x).
)
(1.2.5)
The following Lemma relates the linear BSDE (y, z) to the PDE in (1.2.5) and gives some bound-
edness properties for the function u and its derivatives.
Lemma 1.2.10. Let (Ab ) be in force. Then u(t, x) = E[ (XT )|Xt = x] is a classical solution of
the PDE (1.2.5). u, rxu, r2xu, r3xu, @tu, @trxu exist and are continuous. There is a constant
C such that |rxu(t, x)|  Ck k1(T   t) 1/2 and |r2xu(t, x)|  Ck k1(T   t) 1 for all (t, x) 2
[0, T )⇥ Rd. Moreover,  u(t,Xt), (rxu(t,Xt) (t,Xt))>  is the solution to the linear BSDE (y, z).
Proof. The existence of u and its partial derivatives is standard [GM10, Introduction, part
(c)]. To prove the boundedness of the rxu and r2xu, observe from the proof of [GM10, Lemma
1.1] that
rxu(t,Xt) = Et[g(XT )H(1)t,T ], r2xu(t,Xt) = Et[ (XT )H(2)t,T ]
where H(1)t,T and H
(2)
t,T are random variables satisfying
Et[|H(1)t,T |2]  C(T   t) 1, Et[|H(2)t,T |2]  C(T   t) 2.
The proof is now completed using the Cauchy-Schwartz inequality combined with the boundedness
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of  . ⇤
The following Lemma is a direct consequence of the existence and boundedness of the partial
derivatives of u, given in Lemma 1.2.10, and the chain rule, Lemma 1.2.1.
Lemma 1.2.11. Let (Ab ) be in force. Then, for all s  t,
Dsyt = rxu(t,Xt)DsXt and Dszt = (DsXt)>U(t,Xt), (1.2.6)
for U(t, x) := r2xu(t, x) (t, x) +
dX
j=1
(rxu)j(t, x)rx >j (t, x), (1.2.7)
where (rxu)j is the j-th component of rxu, and  >j is the j-th row of  . Moreover, zt = Dtyt for
all t, and
Dsyt = rxu(t,Xt)rXtrX( 1)s  (s,Xs) and Dszt =
 rXtrX( 1)s  (s,Xs) >U(t,Xt). (1.2.8)
Proof. The representation zt = Dtyt holds because Lemma 1.2.6 yields that DtXt =  (t,Xt).
Finally, (1.2.8) follows from (1.2.6) and Lemma 1.2.7. ⇤
We move onto the non-linear BSDE (y("), z(")).
Lemma 1.2.12. Let (A@f ) and (Ab ) be in force. Then (y
(")
t , z
(")
t ) 2 L21⇥L21, and that, for every
0  s < T , (Dsy(")t , Dsz(")t )stT is a version of the solution of the linear BSDE
Q(s)t =
Z T
t
f (")x (⇥r)DsXr + f
(")
y (⇥r)(rxu(r,Xr)DsXr +Q(s)r )dr
+
Z T
t
f (")z (⇥r)U(r,Xr)
>DsXr +
qX
j=1
f (")j,z (⇥r)(P
(s)
j,r )
>dr  
qX
j=1
Z T
t
(P (s)j,r )
>dWj,r
(1.2.9)
where P (s)j is the j-th column of P
(s), f (")j,z (·) is the j-th component of f (")z (·), ⇥r := (r,Xr, Y (")r , Z(")r ),
and the function U(·) defined in equation (1.2.7) of Lemma 1.2.11. Moreover, z(")t = Dty(")t m⇥
P  a.e.
Proof. The proof is analogous to [GM10, Lemma 2.2]. It is only necessary to update the
bounds on the partial derivatives of f (")(t, ·) from (A@f ) and the bounds on the partial derivatives
of u from Lemma 1.2.10. ⇤
There is a strong relationship between (Dsy
(")
t , Dsz
(")
t )t s and the solution of the linear BSDE
ry(")t =
Z T
t
f (")x (⇥r)rXr + f (")y (⇥r)(u(r,Xr)rXr +ry(")r )dr
+
Z T
t
f (")z (⇥r)U(r,Xr)
>rXr +
qX
j=1
f (")j,z (⇥r)(rz(")j,r )>dr  
qX
j=1
Z T
t
(rz(")j,r )>dWr.
(1.2.10)
where rz(")j is the j-th column of rz("), f (")j,z (·) is the j-th component of f (")z (·), and the function
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U(·) defined in equation (1.2.6) of Lemma 1.2.11.
Lemma 1.2.13. Let (A@f ) and (Ab ) be in force. Then, for all s 2 [0, T ),
Q(s)t  
 1(s,Xs)rXs = ry(")1[s,T )(·) and
 
  1(s,Xs)rXs
 >
P (s) = rz(")1[s,T )(·)
in L2([0, T )⇥ ⌦), whence
(Dsy
(")  1(s,Xs)rXs,
 
  1(s,Xs)rXs
 >
Dsz
(")) = (ry(")1[s,T )(·),rz(")1[s,T )(·)) m⇥ P  a.e.
(1.2.11)
Proof. Using the representationDsXr = rXrrX( 1)s  (r,Xr)1[s,T ](r) of Lemma 1.2.7, whence
it follows that DsXr  1(s,Xs)rXs = rXr1[s,T ](r). Substitute this into (1.2.9) to determine
(1.2.11).
⇤
The following representations and a priori estimates will be useful.
Lemma 1.2.14. Let (A@f ) and (Ab ) hold. Define ⇥r = (r,Xr, Y
(")
r , Z
(")
r ), and set
a(")r := rxf (")(⇥r) +ryf (")(⇥r)rxu(r,Xr) +rzf(⇥r)U(r, x)>,
b(")r := ryf (")(r,Xr, Y (")r , Z(")r ), c(")r := rzf (")(r,Xr, Y (")r , Z(")r ). (1.2.12)
where U(r, x) is defined in (1.2.7) in Lemma 1.2.11. Then there a constant C such that
ka(")r k2  C1[0,T ")(r)(T   r)(↵+✓L 3)/2 (1.2.13)
There exists a unique solution (U ("), V (")) 2 S2 ⇥H2 of the BSDE
U (")t =
Z T
t
a(")r + U
(")
r (b
(")
r Id +rxb(r,Xr) +
qX
j=1
c(")j,rrx j(r,Xr))dr
+
Z T
t
qX
j=1
(V (")j,r )
>(c(")j,rId +rx j(r,Xr))dr  
qX
j=1
Z T
t
(V (")j,r )
>dWj,r (1.2.14)
where  j(·) is the j-th column of  (·), c(")r,j are the j-th component of c(")r , and V (")j,r is the j-th
column of V (")r . There is a (possibly di↵erent) constant C such that, for any 0  t < T and " > 0,
E[ sup
tr<T
|U (")r |2] +
Z T
t
kV (")r k22dr  Ck
Z T "
t
|a(")r |drk22 
C
"1 (✓L+↵)^1
. (1.2.15)
Moreover, z(") and rz(") satisfy
z(")t = U
(")
t  (t,Xt) m⇥ P  a.e. (1.2.16)
(V (")j,t )
> = (rz(")j,t )>  1(t,Xt)  U (")t rx j(t,Xt) m⇥ P  a.e. (1.2.17)
where rz(")j,t is the j-th column of rz(")t .
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Proof. From [GM10, Lemma 1.1], krxu(t,Xt)k2  C(T   t)(↵ 1)/2 and kr2xu(t,Xt)k2 
C(T   t)(↵ 2)/2. Therefore,
(
Z T "
0
ka(")r k2dr)2 <
C
"1 (✓L+↵)^1
<1.
This is the second inequality in (1.2.15). Additionally, for all t 2 [0, T ), |b(")t | + maxj |c(")j,t | 
C(T   t)(✓L 1)/2 almost surely. The first inequality in (1.2.15) and the existence and uniqueness
of the solution now follow from Lemma 1.8.3.
The proofs of (1.2.16) and (1.2.17) are given in [GM10, Theorem 2.1]. The inclussion of the local
Lipschitz continuity assumptions (1.1.3) make no di↵erence, because the driver f(t, x, y, z)1[0,T ")(t)
is Lipschitz continuous uniformly in t in (x, y, z) with Lipschitz coe cient Lf"(✓L 1)/2. ⇤
1.3 Applications
1.3.1 Quadratic BSDE
Assume that q = d. Consider a quadratic growth driver satisfying
|f(t, x, y, z)|  L (1 + |y|+ |z|2),
|f(t, x, y, z)  f(t, x0, y0, z0)|  L (1 + |z|+ |z0|)(|x  x0|+ |y   y0|+ |z   z0|)
for any (t, x, x0, y, y0, z, z0) 2 [0, T ] ⇥ Rd ⇥ Rd ⇥ R ⇥ R ⇥ (Rd)> ⇥ (Rd)> and for a given finite
L   0. Assume additionally that the terminal function   is Ho¨lder continuous and bounded.
Then [DG06, Theorem 2.1] yields that the continuous-time BSDE is given by Yt = u(t,Xt) and
Zt = rxu(t,Xt) (t,Xt) where u is the unique solution to the semi-linear PDE @tu(t, x)+Lu(t, x)+
f(t, x, u(t, x),rxu(t, x) (t, x)) = 0 with u(T, x) =  (x). Moreover, there exist constants ✓ 2 (0, 1]
and Cu 2 R+ such that
(T   t)(1 ✓)/2|ru(t, x) (t, x)|  Cu, 8(t, x) 2 [0, T )⇥ Rd.
Now, set 't : ⇣ 2 R 7! 't(⇣) = sign(⇣)min
 |⇣|, Cu
(T t)(1 ✓)/2
 
and define the new driver f¯(t, x, y, z) :=
f
 
t, x, y,'t(z1), . . . ,'t(zd)
 
. Observe that f¯(t,Xt, Yt, Zt) = f(t,Xt, Yt, Zt), thus the BSDE with
driver f and f¯ have the same solution. Notice also that 't(·) is 1-Lipschitz continuous and bounded
by Cu
(T t)(1 ✓)/2 , hence f¯(ti, Xti , y, z) satisfies (1.1.3) with Cf = L, ✓c = 1, Lf = L(T
(1 ✓)/2 +
2
p
dCu), ✓L = ✓. One may argue that the construction of f¯ depends on the knowledge of Cu and
✓. In Remark 1.4.7 of Section 1.4, we demonstrate that ✓ is in fact equal to the Ho¨lder exponent
↵, whereas Cu can be expressed in terms of Cf , Lf , T , ✓c, ✓L, and the bound and Ho¨lder constant
of  .
1.3.2 BSDE decomposition and proxy methods
Consider the case ✓L = 1, and assume we explicitly know (v(t, x),rv(t, x) (t, x)), the solution to
the linear parabolic equation @tv(t, x) + L˜v(t, x) + f˜(t, x) = 0; the di↵usion process associated to
L˜, the terminal condition and the driver may have changed to produce an analytical solution. v
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is called proxy in [BGM09]. It is then natural to numerically compute the residual (Y 0t , Z
0
t ) :=
(Yt   v(t,Xt), Zt  rv(t,Xt) (t,Xt)). It solves a BSDE with terminal function  (.)  v(T, .) and
driver
f0(t, x, y, z) := f(t, x, y + v(t, x), z +rv(t, x) (t, x))  f˜(t, x) + (L  L˜)v(t, x).
The new driver f0 is uniformly Lipschitz w.r.t. y and z. If v(T, .) is ✓ -Ho¨lder continuous (✓  2
(0, 1]), then usual PDE estimates on the parabolic operator L˜ give supt<T (T t)(
k ✓ 
2 )+ |r(k)x v(t, x)| 
Cv (k = 0, 1, 2), from which (1.1.3) is satisfied for f0 with ✓c =
1+✓ 
2 .
To complete this example, we mention that in the case L˜ = L, v(T, .) =  (.) and f˜ = 0. This
has been investigated numerically in, for example, [BS12], where they include the solution v(t, ·) as
part of the numerical approximation of (Y 0, Z0) and demonstrate that this may be more e cient
than using a na¨ıve method.
In general, even when no proxy is available, it is still useful to use the decomposition v(T, ·) =
 (·), L˜ = L of the BSDE and to approximate v(t, ·) and rv(t, ·) at t < T . The numerical
schemes for (Y 0, Z0) are much better behaved due to zero terminal condition; this phenomenon
is investigated in Chapter 3. Moreover, approximation of (v(·),rv(·)) can be performed using a
multilevel technique; see Chapter 3. This technique incorporates variance reduction and can be
performed using parallel computing, leading to high e ciency of the overall method.
1.4 A priori estimates
Define the Malliavin weights
Hsr =
1
r   s
  Z r
s
(  1(t,Xt)DsXt)>dWt
 >
, 0  s < r  T (1.4.1)
where DsXt is the Malliavin derivative of Xt at s defined in Section 1.2.1. It was shown in Lemma
1.1.4 that |  1(t, x)| is uniformly bounded in (t, x). The following constant appears throughout
this chapter
CM := k  1k21k k21krXk2S4krX( 1)k2S4 . (1.4.2)
The following result is used in the proof of [GM10, Lemma 1.1]; we include it here for com-
pleteness.
Lemma 1.4.1. For any 0  s  r  T ,
Es[|Hsr |2] 
CM
r   s
Moreover, for every p   2, there is a finite Cp   0 depending only on p, krxbk1, maxj krx jk1,
and T such that kHsrkp  Cp(r   s) p/2.
Proof. Observe, using Lemma 1.2.7 and the fact that (s  r)2|Hsr |2  
R r
s |  1(t,Xt)DsXt|2dt
is a (local) martingale, that
Es[|Hsr |2] = (r   s) 2Es[
Z r
s
|  1(t,Xt)DsXt|2dt]  k k1k 
 1k1
(r   s)2 Es[
Z r
s
|rXtrX( 1)s |2dt].
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Moreover, since rXtrX( 1)s = Id + (
R t
s
 rXurX( 1)s  >W>u )>, as shown in the proof of Lemma
1.2.7, and since the partial derivatives of b and   are uniformly bounded, it can easily be shown
that Es[|rXtrX( 1)s |2] is less than or equal to krXk2S4krX( 1)k2S4 , whence the result follows.
The bound on kHsrkp is proved as above, using the Burkholder-Davis-Gundy inequality. ⇤
We now state and prove a priori results on the solutions of BSDEs with drivers satisfying
(1.1.3).
Proposition 1.4.2. Let  1, 2 2 L2(FT )and (!, t, y, z) 7! f1(!, t, y, z), f2(!, t, y, z) be P⌦B(R)⌦
B((Rq)>)-measurable functions for which there are constants (✓1,L, ✓2,L) 2 (0, 1]2 and (Lf1 , Lf2) 2
(0,1)2 such that
|fi(!, t, y, z)  fi(!, t, y0, z0)|  Lfi{|y   y
0|+ |z   z0|}
(T   t)(1 ✓i,L)/2 m⇥ P  almost everywhere,
and fi(!, t, 0, 0) 2 H2 for i 2 {1, 2}. Let (Yi, Zi) be a solution to the FBSDE with terminal
condition  i and driver fi(t, y, z) (i = 1, 2 respectively).
Define
 Yt := Y1,t   Y2,t,  Zt := Z1,t   Z2,t,
 ft := f1(t, Y1,t, Z1,t)  f2(t, Y1,t, Z1,t),    :=  1    2.
Then there is a constant C depending only on T , Lf2 , and ✓2,L such that
sup
0tT
k Ytk22 +
Z T
0
k Ztk22dt  Ck  k22 + Ck
Z T
0
    ft   dtk22 (1.4.3)
Moreover, suppose that Zi,t := Et[ iHtT +
R T
t fi(r, Yi,r, Zi,r)H
t
rdr] for all t 2 [0, T ) almost surely.
Then there is a (possibly di↵erent) finite constant C   0 depending only on T , CM , Lf2 , and ✓2,L
such that
k Ztk2  CVt,T (  )p
T   t + C
Z T
t
k frk2p
r   t dr + Ck  k2(T   t)
✓L/2 for all t 2 [0, T ), (1.4.4)
where Vt,T (  ) := k    Ei[  ]k2.
Proof. In what follows, C depends only on T , Lf2 , CM and ✓2,L, and its value may change
from line to line.
Using the definition of the BSDE (1.1.1),
 Yt +
Z T
t
 ZsdWs =   +
Z T
t
 fsds+
Z T
t
f2(s, Y1,s, Z1,s)  f2(s, Y2,s, Z2,s)ds.
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Using (1.1.3) and Ho¨lder’s inequality,
k Ytk22 +
Z T
t
k Zsk22ds
 3k  k22 + 3k
Z T
t
 fsdsk22
+ 3k
Z T
t
f2(s, Y1,s, Z1,s)  f2(s, Y2,s, Z2,s)dsk22
 3k  k22 + 3k
Z T
t
| fs|dsk22 + 3L2f2k
Z T
t
| Ys|+ | Zs|
(T   s)(1 ✓2,L)/2 dsk
2
2
 3k  k22 + 3k
Z T
t
| fs|dsk22
+ 3L2f2
Z T
t
1
(T   s)1 ✓2,L ds
Z T
t
{k Ysk22 + k Zsk22}ds
 3k  k22 + 3k
Z T
t
| fs|dsk22 + 3L2f2(T   t)✓2,L
Z T
t
{k Ysk22 + k Zsk22}ds (1.4.5)
Setting t0 = (T   1/(6L2f2)1/✓2,L)_ 0 ensures that 3Lf2(T   t0)✓2,L  1/2, and, on the other hand,
that T   t0  1. Integrating (1.4.5) over (t0, T ), we obtainZ T
t0
k Ytk22 + k Zsk22ds  6k  k22 + 6L2f2k
Z T
t0
| fs|dsk22 (1.4.6)
Substituting (1.4.6) into (1.4.5) then yields
sup
t0t<T
k Ytk22  6k  k22 + 6k
Z T
t0
| fs|dsk22
and this gives the result in the interval [t0, T ].
In the interval [0, t0), the function (y, z) 7! f2(!, t, y, z) is m ⇥ P Lipschitz continuous with
Lipschitz constant L = Lf (T   t0)(✓2,L 1)/2. It then follows from [EKPQ97, Proposition 2.1] that
sup
0t<t0
k Ytk22 +
Z T
t0
k Zsk22ds  Ck Yt0k22 + Ck
Z t0
0
| fs|dsk22
and the proof of (1.4.3) is complete by substituting the bounds on k Yt0k22 from above.
Next, we prove (1.4.4). Using the representation Zi,t = Et[ iHtT +
R T
t fi(r, Yi,r, Zi,r)H
t
rdr], it
follows from Minkowski’s inequality, the Cauchy-Schwarz inequality, and Lemma 1.4.1 that
k Ztk2  CVt,T (  )p
T   t + C
Z T
t
k frk2p
r   t dr + C
Z T
t
k Yrk2 + k Zrk2
(T   r)(1 ✓2,L)/2pr   tdr. (1.4.7)
Defining ⇥r = k Yrk2 + k Zrk2 and recalling (1.4.5), it follows that
⇥t  Ck  k2 + CVt,T (  )p
T   t + C
Z T
t
k frk2p
r   t dr + C
Z T
t
⇥r
(T   r)(1 ✓2,L)/2pr   tdr. (1.4.8)
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Applying Lemma 1.8.6 with ut = ⇥t and
wt = Ck  k2 + CVt,T (  )p
T   t + C
Z T
t
k frk2p
r   t dr,
it follows that
⇥r  Cwt + C
Z T
t
wr
(T   r)(1 ✓2,L)/2pr   tdr + C
Z T
t
⇥r
(T   r)(1 ✓2,L)/2 dr
whence it follows from Lemma 1.8.7 thatZ T
t
⇥r
(T   r)(1 ✓2,L)/2pr   tdr  C
Z T
t
wr
(T   r)(1 ✓2,L)/2pr   tdr
Substituting this into (1.4.7) and applying Lemma 1.8.5 leads to
k Ztk2  CVt,T (  )p
T   t + C
Z T
t
k frk2p
r   t dr + C
Z T
t
wr
(T   r)(1 ✓2,L)/2pr   tdr
=
CVt,T (  )p
T   t + C
Z T
t
k frk2p
r   t dr + C
Z T
t
Vr,T (  )
(T   r)(2 ✓2,L)/2pr   tdr
+ C
Z T
t
R T
r k fsk2(s  r) 1/2ds
(T   r)(1 ✓2,L)/2pr   t dr + Ck  k2(T   t)
✓2,L/2
=
CVt,T (  )p
T   t + C
Z T
t
k frk2p
r   t dr + C
Z T
t
Vr,T (  )
(T   r)(2 ✓2,L)/2pr   tdr
+ C
Z T
t
k fsk2{
Z s
r
(s  r) 1+✓2,L(r   t) 1/2dr}ds+ Ck  k2(T   t)✓2,L/2.
The proof is completed by observing that Vr,T (  ) is non-increasing. ⇤
One can adapt the proof of [EKPQ97, Theorem 2.1] to prove the existence and uniqueness of
the locally Lipschitz BSDE.
Corollary 1.4.3. There exists a unique pair of process (Y, Z) in S2⇥H2 solving the BSDE (1.1.1)
with terminal condition  (XT ) 2 L2(FT ) and driver f satisfiying the locally Lipschitz continuous
and boundedness of (1.1.3).
Proof. Let ( , ) be in H2 ⇥H2, and define the random function
f(r, y, z) = f(r) := f(r,Xr, r, r).
The function f is predictably measurable and satisfies assumptions (H1)-(H5) of [BDH+03, Section
4]. Since f takes no argument in (y, z), it is only necessary to check (H1): using Minkowski’s
inequality, the Cauchy-Schwarz inequality, and the local Lipschitz continuity and boundedness
(1.1.3), it follows that
k
Z T
0
|f(r)|drk2 
Z T
0
kf(r,Xr, 0, 0)k2dr + Lf (E[
Z T
0
{| r|2 + | r|2}dr])1/2(
Z T
0
dr
(T   r)1 ✓L )
1/2 <1.
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Thanks to [BDH+03, Theorem 4.2], there exists a unique solution (Y ( , ), Z( , )) to the BSDE
Y ( , )t =  (XT ) +
Z T
t
f(r)dr  
qX
j=1
Z T
t
Z( , )j,r dWj,r.
in H2 ⇥ H2. The function ⌅ : H2 ⇥ H2 ! H2 ⇥ H2 mapping ( , ) to (Y ( , ), Z( , )) is well
defined. In fact, Y ( , ) is in S2. As in the proof of [EKPQ97, Theorem 2.1], we prove that ⌅ is a
contraction.
For k 2 {1, 2}, let ( k, k) 2 H2 ⇥H2 and define the BSDE (Yk, Zk) := ⌅( k, k). Define the
di↵erences  Y = Y1   Y2,  Z = Z1   Z2,    =  1    2 and   =  1    2. It then follows exactly
as in (1.4.5) that
k Ytk22 +
Z T
t
k Zrk2dr  k
Z T
t
|f(r,Xr, 1,r, 1,r)  f(r,Xr, 2,r, 2,r)|drk22
 L2f (T   t)✓L
Z T
t
{k  rk22 + k  rk22}dr
for all t 2 [0, T ). Setting t0 = (T 1/(4L2f )1/✓L^1)_0 ensures, on the one hand, that L2f (T t0)✓L 
1/4, and, on the other hand, that T   t0  1. Integrating the above inequality on the interval
t 2 [t0, T ) then yieldsZ T
t0
{k Yrk22 + k Zrk22}dr 
1
4
Z T
t0
{k  rk22 + k  rk22}dr,
k Ytk2  1
4
Z T
t0
{k  rk22 + k  rk22}dr for all t 2 [t0, T ).
On the interval [0, t0), the function f(t, x, ·) is Lipschitz continuous with a uniform Lipschitz
constant for all (t, x), so we proceed as in the proof of Theorem [EKPQ97, Theorem 2.1] to show
that, for su ciently large ⌘ > 0,Z t0
0
e⌘r{k Yrk22 + k Zrk22}dr  e⌘t0k Yt0k2 +
1
2
Z t0
0
e⌘r{k  rk22 + k  rk22}dr
Combining this with the above estimates on
R T
t0
{k Yrk22 + k Zrk22}dr and k Yt0k2 then yieldsZ T
0
e⌘r{k Yrk22 + k Zrk22}dr 
1
2
Z T
0
e⌘r{k  rk22 + k  rk22}dr
where ⌘r = ⌘(r ^ t0). This is su cient to prove that ⌅ is a contraction. ⇤
The a priori estimates (1.4.4) allow us to determine bounds on the second moments of Zt.
Corollary 1.4.4 (Moment bounds). Assume that f satisfies (1.1.3), and Zt = Et[ (XT )HtT +R T
t f(r,Xr, Yr, Zr)H
t
rdr] for all t 2 [0, T ) almost surely. Then there is a constant C such that, for
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all t 2 [0, T ),
sup
0tT
kYtk2  C, and kZtk2  C
(T   t)(1 ↵)/2 +
C
(T   t)(1 2✓c)/2 + C(T   t)
✓L/2. (1.4.9)
Moreover, for all t 2 [0, T ),
kf(s,Xs, Ys, Zs)k2  C
(T   s)1 ((2✓c)^↵+✓L)/2 +
C
(T   s)1 ✓c . (1.4.10)
Proof. In what follows, C is a constant that depends only on Lf , CM , ✓L, ✓c, Cf , T and
K↵( ) whose value may change from line to line.
Apply (1.4.4) from Proposition 1.4.2 with (Y1, Z1) = (0, 0) and (Y2, Z2) = (Y, Z) to obtain (for
all t 2 [0, T ))
kZtk2  CVt,T ( )p
T   t + C
Z T
t
kf(r,Xr, 0, 0)k2p
r   t dr + Ck k2(T   t)
✓L/2
 C
(T   t)(1 ↵)/2 + C
Z T
t
dr
(T   r)1 ✓cpr   t + C(T   t)
✓L/2
and the (1.4.9) follows. Combining the local Lipschitz continuity and boundedness of f in (1.1.3)
and the bounds in (1.4.9) leads to (1.4.10). ⇤
It is also possible to generalize the a priori estimates (1.4.4) of Proposition 1.4.2 using condi-
tional expectations; for simplicity, the following proposition is stated in the setting that fi(t, y, z)
is fi(t,Xt, y, z) and  i is  i(XT ) for i 2 {1, 2}.
Lemma 1.4.5. Let x 7!  1(x), 2(x) be measurable functions such that
 
 1(XT ), 2(XT )
  2 
L2(FT )
 2
. Additionally, let (t, x, y, z) 7! f1(t, x, y, z), f2(t, x, y, z) be functions satisfying
|fi(t, x, y, z)  fi(t, x0, y0, z0)|  Lfi
|x  x0|+ |y   y0|+ |z   z0|
(T   t)(1 ✓i,L)/2 , |fi(t, 0, 0, 0)| 
Cfi
(T   t)1 ✓i,C
with parameters (Lfi , Cfi) 2 (0,1)2 and (✓i,L, ✓i,C) 2 (0, 1]2 (i = 1, 2 respectively), and denote by
(Yi, Zi) the solution to the FBSDE with terminal condition  i(XT ) and driver fi(t, x, y, z) (i = 1, 2
respectively). Then there is a finite constant C   0 depending only on T , Lf2 and ✓2,L such that,
for all s < t,
Es[ Y 2t ]  CEs[  2] + C
  Z T
t
Es[ f2r ]1/2dr
 2
(1.4.11)
Moreover, suppose that Zi,t := Et[ i(XT )HtT +
R T
t fi(r,Xr, Yi,r, Zi,r)H
t
rdr] for all t 2 [0, T ) almost
surely (i = 1, 2). Then there is a (possibly di↵erent) finite constant C   0 depending only on T ,
CM , Lf2 , and ✓2,L such that,
Es[| Zt|2]1/2  CEs
⇥
(    Et  )2]1/2p
T   t + C
Z T
t
Es[ f2r ]1/2p
r   t dr + CEs[  
2]1/2(T   t)✓L/2
(1.4.12)
31
for all t 2 [0, T ) almost surely.
The proof of Lemma 1.4.5 is the analogous to the proof of Proposition 1.4.2; the only di↵erence
is that one must use the conditional version of the Minkowski, Cauchy-Schwarz, and Ho¨lder in-
equalities and the conditional Fubini’s theorem (Lemma 1.8.1). Lemma 1.4.5 is particularly useful
when the terminal condition is bounded and Ho¨lder continuous, because this allows us to make
almost sure estimates on |Zt|.
Corollary 1.4.6. Assume that f satisfies (1.1.3), for some ↵ 2 (0, 1],   is bounded and ↵-Ho¨lder
continuous, and Zt = Et[ (XT )HtT+
R T
t f(r,Xr, Yr, Zr)H
t
rdr] for all t 2 [0, T ) almost surely. Then
there is a constant C such that
|Zt|  Ck k1
(T   t)(1 ↵)/2 +
C
(T   t)(1 2✓c)/2 + Ck k1(T   t)
✓L/2 for all t 2 [0, T ) almost surely.
Proof. The proof is analogous to the proof of Corollary 1.4.4, but we use Lemma 1.4.5 in the
place of Proposition 1.4.2. ⇤
Remark 1.4.7. We can use Corollary 1.4.6 to specify the coe cient ✓L of the quadratic BSDE
in Section 1.3.1. In particular, since ✓c = 1 in this case, we see that |Zt|  C(T   t)(↵ 1)/2, so it
su ces to set ✓L = ↵.
Recall (Y ("), Z(")) from Definition 1.2.9 in Section 1.2.2, the BSDE with terminal condition
 (XT ) and driver f (")(t, x, y, z) := f(t, x, y, z)1[0,T ")(t). The following corollary of Proposition
1.4.2 will be used extensively throughout this chapter; it provides a stability results between the
BSDEs (Y, Z) and (Y ("), Z(")) that are controlled by ".
Corollary 1.4.8. Let   := (✓c^↵2+ ✓L2 )^✓c. Suppose that Z = Et[ (XT )HtT+
R T
t f(s,Xs, Ys, Zs)H
t
sds]
and Z(")t = Et[ (XT )HtT +
R T
t f
(")(s,Xs, Y
(")
s , Z
(")
s )Htsds] for all t 2 [0, T ) almost surely. Then
there is a constant C such that
sup
0tT
kYt   Y (")t k22 +
Z T
0
kZt   Z(")t k22dt  C"2  , (1.4.13)
kZt   Z(")t k2  C
Z T
t_(T ")
ds
(T   s)1  ps  t (1.4.14)
for all t 2 [0, T ). In particular, (Y ("), Z("))! (Y, Z) as "! 0 in S2 ⇥H2.
Proof. In what follows, C may change from line to line.
It follows from (1.4.3) in Proposition 1.4.2 that
sup
0tT
kYt   Y (")t k22 +
Z T
0
kZs   Z(")s k22ds  C
⇣Z T
T "
kf(s,Xs, Ys, Zs)k2ds
⌘2
. (1.4.15)
Substituting (1.4.10) into (1.4.15) combined with
⇣ R T
T "
ds
(T s)(1  )
⌘2
 C"2  completes the proof
of (1.4.13). Next, it follows from (1.4.4) that
kZt   Z(")t k2  C
Z T
t_(T ")
kf(s,Xs, Ys, Zs)k2p
s  t ds for all t 2 [0, T ).
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Substituting (1.4.10) above proves (1.4.14). ⇤
To end this section, we present a mollification procedure that will be used frequently to allow
us to extend results under the assumptions (A@f ) and (Ab ) to the same results without these
assumptions.
Corollary 1.4.9. Let M > 0 and t 7! Rt > 1 be finite for all t 2 [0, T ). Define  M (x) :=
 M _  (x) ^  (x) and, recalling the function  R,M from Definition 1.1.1,
fM (t, x, y, z) :=
Z
Rd⇥R⇥(Rq)>
f(t, x  x0, y   y0, z   z0) Rt,M (x0, y0, z0)d(x0, y0, z0),
and let (YM , ZM ) be the solution of the BSDE with terminal condition  M (XT ) and driver fM (t,Xt, y, z).
Then  M satisfies (Ab ), fM satisfies (A@f ), and (YM , ZM )! (Y, Z) as M !1 in S2 ⇥H2.
Proof. Applying Proposition 1.4.2 with (Y1, Z1) = (Y, Z) and (Y2, Z2) = (YM , ZM ), it follows
that there is a constant C   0 such that
kY YMk2S2+
Z T
0
kZt ZM,tk22dt  Ck (XT )  M (XT )k22+C(
Z T
0
kf(t,Xt, Yt, Zt) fM (t,Xt, Yt, Zt)k2dt)2.
for a constant C that does not depend onM . Since  M (x)!  (x) and fM (t, x, y, z)! f(t, x, y, z)
as M ! 1 for all (t, x, y, z) 2 [0, T ) ⇥ Rd ⇥ R ⇥ (Rq)>, it follows that  M (XT ) !  (XT ) and
fM (t,Xt, Yt, Zt) ! f(t,Xt, Yt, Zt) - Lemma 1.1.2 - for all t almost surely as M ! 1. Therefore
(YM , ZM )! (Y, Z) as M !1 in S2 ⇥H2 follows from the dominated convergence theorem.
Suppose that F : Rn ! R is a Lipschitz continuous function with Lipschitz constant L. Then
for any (x, x0) 2 (Rn)2, it follows from the definition of  R,M and the properties of convolutions
that
|FM (x)  FM (x0)| 
Z
Rn
 R,M (y)|f(x  y)  f(x0   y)|dy  L|x  y|
so FM (x) is also Lipschitz continuous with Lipschitz constant L. Since FM (·) is smooth, this
implies that the partial derivatives of FM are absolutely bounded by L. Therefore, the partial
derivatives of fM (t, x, y, z) are bounded by Lf (T   t)(✓L 1)/2. ⇤
The following Lemma follows directly from Proposition 1.4.2.
Corollary 1.4.10. Let M > 0 be finite, define the function  M (x) :=  M _  (x) ^M , and let
(Y¯M , Z¯M ) be the solution to the BSDE with terminal condition  M (XT ) and driver f(t,Xt, y, z).
Then  M satisfies (Ab ), and there is a constant C such that
kY   Y¯MkS2 +
Z T
0
kZt   Z¯M,tk22dt  Ck (XT )   M (XT )k22.
If additionally Z¯M,t is equal to Et[ M (XT )HtT +
R T
t f(s,Xs, Y¯M,s, Z¯M,s)H
t
sds] for all t 2 [0, T )
almost surely, there is a (possibly di↵erent) constant C such that
kZt   Z¯M,tk2  Ck (XT )   M (XT )k2p
T   t for all t 2 [0, T ).
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1.5 Representation theorem
Theorem 1.5.1. Suppose that   2 L2,↵ and (t, x, y, z) 7! f(t, x, y, z) satisfies (1.1.3). Then, there
is a predictable version Z of Z which satisfies
Zt = Et[ (XT )HtT +
Z T
t
f(s,Xs, Ys, Zs)H
t
sds] for all t 2 [0, T ) P  a.s. (1.5.1)
where Hts are the Malliavin weights given in (1.4.1).
Proof. In the following, we C is a constant whose value may change from line to line.
To start with, assume (A@f ) and (Ab ), and recall (Y ("), Z(")), the BSDE (1.2.3) defined
is Section 1.2.2. We will use the results of Section 1.2.2 - in particular, the representation of
the Malliavin derivatives (D·y("), D·y(")) of Lemma 1.2.13 and Lemma 1.2.11 - to determine the
representation formula for (Y ("), Z(")).
To make use of (1.2.11), we make some computations on the Malliavin derivative of f(⇥r). By
the chain rule Lemma 1.2.1,
Dvf
(")(⇥r) = f
(")
x (⇥r)DvXr + f
(")
y (⇥r)DvY
(")
r + f
(")
z (⇥r)(DvZ
(")
r )
>
= f (")x (⇥r)DvXr + f
(")
y (⇥r)(rxu(r,Xr)DvXr +Dvy(")r )
+ f (")z (⇥r)(U(r,Xr)
>DvXr + (Dvz(")r )
>)
for all 0  v  r. We use the representation (1.2.11) (with s = v) to show that for all 0  v  r,
Dvf
(")(⇥r) 
 1(v,Xv)rXv = f (")x (⇥r)rXr + f (")y (⇥r)(rxu(r,Xr)rXr +ry(")r )
+ f (")z (⇥r)(U(r,Xr)
>rXr + (rz(")r )>) m⇥ P  a.e.
Since the expression on the right hand side is independent of v, we can integrate over v 2 (t, r) to
obtain
1
r   t
Z r
t
Dvf
(")(⇥r) 
 1(v,Xv)rXvdv = f (")x (⇥r)rXr + f (")y (⇥r)(rxu(r,Xr)rXr +ry(")r )
+ f (")z (⇥r)(U(r,Xr)
>rXr + (rz(")r )>) m⇥ P  a.e.
(1.5.2)
We address the integral expression above by applying the integration by parts rule of Malliavin
calculus (Lemma 1.2.3) with u· =   1(·, X·)rX· and F = f (")(⇥r). It has been shown in [MZ02,
Theorem 4.2], (  1(·, X·)rX·) 2 dom( ). We still need to prove
E[|f (")(⇥r)|2
Z T
t
|  1(u,Xu)rXu|2du] <1 dr   a.e. (1.5.3)
Since rXs 2 Sp for all p   2 and   is uniformly elliptic, we have that
R T
t |  1(u,Xu)rXu|2du 2
L4(FT ). We would like to apply the Cauchy-Schwarz inequality, but we cannot assume a priori
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that f (")(⇥r) 2 L4(FT ). We use (1.1.3) to obtain the decomposition
|f (")(⇥r)|  Cf
"1 ✓c
+
Lf
"(1 ✓L)/2
(|Y (")r |+ |Z(")r |)
whence it is su cient to show that Y (")r , Z
(")
r 2 L4(FT ). Lemma 1.4.5 implies that
|Y (")r |  CEr[| (XT )|2]1/2 + C.
But   is bounded, so we have that E[|Y (")r |4]  Ck k1 <1 as required. Lemma 1.2.11 and 1.2.12
give us that Z(")r = DrY
(")
r = Dryr +Dry
(")
r m⇥ P  a.e. We treat Dryr and Dry(")r separately.
Setting s = r and applying [GM10, (A.2) in Lemma A.1] to the nonlinear BSDE (1.2.9),
E[|Dry(")r |4]  CE[
⇣Z T "
r
Lf |DrXv|(1 + |rxu(v,Xv)|+ |r2xu(v,Xv)|)(T   v)(✓L 1)/2dv
⌘4
]
 Ck k1E[suprvT |DrXv|
4]
"8
<1
follows from the bounds of the derivatives of f ("), the bounds on the derivatives of u in Lemma
1.2.10 and the bounds on E[suprvT |DrXv|4] from Lemma 1.2.8.
Using that Dryr = rxu(r,Xr) (r,Xr) and the bounds of the derivatives of u from Lemma
1.2.10, E[|Dryr|4]  Ck k1/"2 < 1. Hence, we have shown that Z(")r 2 L4(FT ). This concludes
the proof of (1.5.3). We can now apply integration by parts (Remark 1.2.5) to obtainZ r
t
Dvf
(")(⇥r) 
 1(v,Xv)rXvdv
= f (")(⇥r) (1[t,r](·)  1(·, X·)rX·)    
 
1[t,r](·)f (")(⇥r)  1(·, X·)rX·
 
= f (")(⇥r)(
Z r
t
(  1(v,Xv)rXv)>dWv)>    
 
1[t,r](·)f (")(⇥r)  1(·, X·)rX·
 
(1.5.4)
where the first Skorohod integral in the first equality equals the Itoˆ integral because (  1(v,Xv)rXv)
is adapted (Remark 1.2.5).
We now return to (1.2.10) and apply the conditional expectation Et[·] combined with the
conditional Fubini’s theorem, Lemma 1.8.1, to obtain
ry(")t =
Z T
t
Et[f (")x (⇥r)rXr + f (")y (⇥r)(u(r,Xr)rXr +ry(")r )]dr
+
Z T
t
Et[f (")z (⇥r)(U(r,Xr)>rXr + (rz(")r )>)]dr
where the integrals on the right hand side have the meaning given in Lemma 1.8.1. Due to the
m⇥ P equality of (1.5.2) and (1.5.4), we can write
ry(")t =
Z T
t
Et[f (")(⇥r)
  R r
t ( 
 1(v,Xv)rXv)>dWv
 >
r   t ]dr +
Z T
t
Et[ 
 
1[t,r](·)f (")(⇥r)  1(·, X·)rX·
 
]
r   t dr
and, since the conditional expectation of the Skorkhod integral in the second integral is 0 for almost
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every r (Lemma 1.2.4), we obtain
ry(")t = Et[
Z T
t
f (")(⇥r)
  R r
t ( 
 1(v,Xv)rXv)>dWv
 >
r   t dr].
We can now return to the representation (1.2.11) to see that Dty
(")
t = Et[
R T
t f
(")(⇥r)Htrdr] m ⇥
P  a.e. Finally, since zt = Et[ (XT )HtT ] m⇥ P  a.e., we have that
Z(")t = Et[ (XT )HtT +
Z T
t
f (")(r,Xr, Y
(")
r , Z
(")
r )H
t
rdr] m⇥ P  a.e. (1.5.5)
To complete the proof for (Y ("), Z(")), define by Z(") the predictable projection [JS03, Theorem
2.28] of the process (X (")t :=  (XT )HtT +
R T
t f
(")(r,Xr, Y
(")
r , Z
(")
r )Htrdr)t2[0,T ), and observe from
(1.5.5) that Z(")t = Z(")t m⇥ P-almost everywhere.
Define by Z the predictable projection [JS03, Theorem 2.28] of the process (Xt :=  (XT )HtT +R T
t f(r,Xr, Yr, Zr)H
t
rdr)2[0,T ). We take the version of Z(") given by the the predictable represen-
tation of the process (X (")t :=  (XT )HtT +
R T
t f
(")(r,Xr, Y
(")
r , Z
(")
r )Htrdr)t2[0,T ). We show first
that kZ(")t   Ztk2 ! 0 as " ! 0 for almost all t 2 [0, T ). Since kZ(")t k22 is bounded above by
C(T   t)↵^(2✓c) 1 for all t and " - see the following paragraph for more details - this implies, by
the dominated convergence theorem, that Z(") ! Z in H2. On the other hand, Z(") ! Z in H2
was determined in Corollary 1.4.8, and therefore Zt = Zt m⇥ P  a.e., which completes the proof
under the assumptions (A@f ) and (Ab ).
We first need some intermediate bounds. Analogously to Corollary 1.4.4, the following bounds
on the second moments of Y (") and Z(") hold:
sup
0rT
kY (")r k22  C, and kZ(")r k22 
C
(T   r)1 ↵^(2✓c) for all r 2 [0, T ).
We will use the notation   := (↵2 ^ ✓c + ✓L2 ) ^ ✓c hereafter. It follows analogously to (1.4.10) that
kf(r,Xr, Y (")r , Z(")r )k2 
C
(T   r)1   for all r 2 [0, T ). (1.5.6)
Fix t 2 [0, T ) and ⌘ > 0. Using the representation formula
Z(")t = Et[ (XT )HtT +
Z T
t
f (")(r,Xr, Y
(")
r , Z
(")
r )H
t
rdr],
it follows from Minkowski’s inequality, the Cauchy-Schwarz inequality, and Lemma 1.4.1 that
kZ(")t   Ztk2 = kEt[
Z T
t
 
f (")(r,Xr, Y
(")
r , Z
(")
r )  f(r,Xr, Yr, Zr)
 
Htrdr]k2
 kEt[
Z T
t
 
f (")(r,Xr, Y
(")
r , Z
(")
r )  f(r,Xr, Y (")r , Z(")r )
 
Htrdr]k2
+ C1/2M
Z T
t
kf(r,Xr, Y (")r , Z(")r )  f(r,Xr, Yr, Zr)k2p
r   t dr. (1.5.7)
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Taking " < (T   t)/2 and using (1.5.6), it follows that
kEt[
Z T
t
 
f (")(r,Xr, Y
(")
r , Z
(")
r )  f(r,XrY (")r , Z(")r )
 
Htrdr]k2  C1/2M
Z T
T "
kf(r,Xr, Y (")r , Z(")r )k2p
r   t dr
 C
1/2
Mp
T   t  "
Z T
T "
kf(r,Xr, Y (")r , Z(")r )k2dr 
p
2CMp
T   t
Z T
T "
dr
(T   r)1   =
p
2CM" p
T   t .
Taking " < ⌘1/ (T   t)1/(2 )/(2CM )1/(2 ) is su cient to bound the above term by ⌘. On the other
hand, let   < (T   t)/2
Z T
t
kf(r,Xr, Y (")r , Z(")r )  f(r,Xr, Yr, Zr)k2p
r   t dr
 C1/2M
R T
t+  kf(r,Xr, Y (")r , Z(")r )  f(r,Xr, Yr, Zr)k2drp
 
+ C1/2M
Z t+ 
t
kf(r,Xr, Y (")r , Z(")r )  f(r,Xr, Yr, Zr)k2p
r   t dr (1.5.8)
To bound the first integral term in (1.5.8), we observe that
|f(r,Xr, Y (")r , Z(")r )  f(r,Xr, Yr, Zr)|  Lf{|Yr   Y (")r |+ |Zr   Z(")r |}(T   r)(✓L 1)/2.
Applying Ho¨lder’s inequality,
C1/2M
Z T
t+ 
kf(r,Xr, Y (")r , Z(")r )  f(r,Xr, Yr, Zr)k2dr
 C1/2M Lf
⇣Z T
0
dr
(T   r)1 ✓L
⌘1/2⇣
sup
0sT
kYs   Y (")s k22 +
Z T
0
kZr   Z(")r k22dr
⌘1/2
Using that (Y ("), Z(")) ! (Y, Z) in S ⇥ H2 as " ! 0 (Corollary 1.4.8), set " su ciently small
so that the above is bounded above by
p
 ⌘. To bound the second integral term in (1.5.8), use
(1.4.10) and (1.5.6) to show that
C1/2M
Z t+ 
t
kf(r,Xr, Y (")r , Z(")r )  f(r,Xr, Yr, Zr)k2p
r   t dr
 C
1/2
M
(T   t   )1  
Z t+ 
t
drp
r   t 
21  C
(T   t)1  
p
 
and set   su ciently small so that the above is bounded above by ⌘. Therefore, we have shown that
for almost every t 2 [0, T ) and every ⌘ > 0, there is a su ciently small " such that kZ(")t  Ztk2 < 3⌘.
In other words, E[|Z(")t   Zt|2]! 0 as "! 0 for every t, as required.
To prove the result without (A@f ) and (Ab ), recall the mollified BSDE (YM , ZM ) from Corol-
lary 1.4.9. Since  M satisfies (Ab ) and fM satisfies (A@f ), there is a predictable version ZM
of ZM satisfying ZM,t = Et[ M (XT )HtT +
R T
t fM (r,Xr, YM,r, ZM,r)H
t
rdr] for all t 2 [0, T ) almost
surely. Now, we can use analogous to the above arguments, together with the point-wise con-
vergence of fM to f and  M to  , and the convergence of (YM , ZM ) to (Y, Z) in S2 ⇥ H2 from
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Corollary 1.4.9, to complete the proof in the general case. ⇤
1.6 Convergence rate of the L2-regularity
For a given time-grid ⇡ := {0 = t0 < . . . < tN = T}, recall the definition of the L2-regularity given
by
E(⇡) :=
N 1X
i=0
Z ti+1
ti
kZt   Z¯tik22dt, Z¯ti :=
1
 i
Et
⇥ Z ti+1
ti
Ztdt
⇤
. (1.6.1)
Following on from Section 1.5, we work with the version of Z given by (1.5.1) in Theorem 1.5.1,
i.e.
Zt = Et[ (XT )HtT +
Z T
t
f(s,Xs, Ys, Zs)H
t
sds] for all t 2 [0, T ) almost surely.
Since (Z¯ti)i is the projection of Z onto the space of adapted discrete processes with nodes on ⇡
under the scalar product (u, v) = E
R T
0 (us · vs)ds, it follows that
E(⇡) 
N 1X
i=0
Z ti+1
ti
kZt   Ztik22dt.
In the case of uniformly Lipschitz drivers ✓L = 1, [GM10] determine that FBSDEs with terminal
conditions in L2,↵ satisfy E(⇡( ))  CN 1 for the time-grids ⇡( ) = {0 = t0 < . . . < tN = T}
given by ti := T   T (1  i/N)1/  and   < ↵. We also define
  := (✓c ^ ↵
2
+
✓L
2
) ^ ✓c. (1.6.2)
Recall the BSDE (Y ("), Z(")) from Definition 1.2.9 in Section 1.2.2. Since the representation
Theorem 1.5.1 applies to Z("), we work with the version of Z(") given by
Z(")t = Et[ (XT )HtT +
Z T
t
f (")(s,Xs, Y
(")
s , Z
(")
s )H
t
sds] for all t 2 [0, T ) almost surely.
The following lemma decomposes the L2-regularity of Z into the L2-regularity of Z(") and terms
controlled by ".
Lemma 1.6.1. Let   2 (0, 1]. Then there is a constant C such that for all N > 1
E(⇡( )N ) 
N 1X
i=0
Z ti+1
ti
kZs   Ztik22ds  C
N 1X
i=0
Z ti+1
ti
kZ(")s   Z(")ti k22ds+ CN 2 /  + C"2 
 
1 + ln(N)
 
.
Proof. In what follows, C may change in value from line to line.
Recall from Corollary 1.4.8 that
R T
0 kZs   Z(")s k22ds  C"2  . Using the bound (1.4.14) with
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t = ti for every i 2 {0, . . . , N   1} gives
N 1X
i=0
kZti   Z(")ti k22 i  C
N 1X
i=0
⇣Z T
ti_(T ")
ds
(T   s)1  ps  ti
⌘2
 i
 C
⇣Z T
tN 1_(T ")
ds
(T   s)1  ps  tN 1
⌘2
 N 1
+ C
N 2X
i=0
⇣Z T
ti_(T ")
ds
(T   s)1  
⌘2  i
tN 1   ti
 C(   1/2N 1 )2 N 1 + C"2  + C"2 
Z tN 2
0
ds
tN 1   s
 CN 2 /  + C"2  1 + ln(N) 
because  N 1 = TN 1/  . ⇤
In the following proposition, we obtain a convergence rate for the L2-regularity E(⇡) when
⇡ is a time grid of the form ⇡( ). We do not use the results of Section 1.4. We will obtain a
more precise convergence rate under stronger assumptions later in Theorem 1.6.13, but this first
result will serve, for pedagogical purposes, to show that the results of Section 1.4 are useful for the
estimation of the L2-regularity.
Proposition 1.6.2. Let 0 <   < (2 )^↵. There is a constant C depending only on Lf , CM , ✓L,
✓c,  , Cf , K↵( ), and T , but not on N , such that for all N > 1,
E(⇡( )N )  CN 1 + CN
 
1 (↵+✓L)^1
 
/  1.
Proof. In what follows, C may change in value from line to line.
To start with, assume (A@f ) and (Ab ).
Recall the BSDEs (y("), z(")) from Definition 1.2.9 and (U ("), V (")) from (1.2.14) in Section
1.2.2. It was stated in Lemma 1.2.14 that z(")t = U
(")
t  (t,Xt) and (V
(")
j,t )
> = (rz(")j,t )>  1(t,Xt) 
U (")t rx j(t,Xt)
m⇥P a.e. for all i 2 {1, . . . , q}, where V (")j (resp. rz(")j ) is the j-th column of V (") (resp. rz(")),
and  j is the j-th column of  . In the proof of [GM10, Theorem 3.1], the authors show that for
any i and s 2 [ti, ti+1),
kz(")s   z(")ti k2  C
Z s
ti
ka(")r k2dr + C
Z s
ti
kV (")r k2dr + C 1/2i . (1.6.3)
Using (
R T
0 ka(")r k2dr)2 +
R T
0 kV (")r k22dr  C" 1+(✓L+↵)^1 from (1.2.15) in Lemma 1.2.14, it follows
from Jensen’s inequality that
N 1X
i=0
Z ti+1
ti
kz(")s   z(")ti k22ds 
C
N
+
Cmax0iN 1 i
"1 (✓L+↵)^1
 C
N
+
C
N"1 (✓L+↵)^1
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where maxi i  CN 1 follows from (1.8.4) in Lemma 1.8.4. Combining this estimate with
N 1X
i=0
Z ti+1
ti
kzs   ztik22ds  CN 1,
shown in [GM10, Theorem 1.3], Z(") = z + z("), and, the results of Lemma 1.6.1, it follows that
E(⇡( )N ) 
N 1X
i=0
Z ti+1
ti
kZs   Ztik22ds  CN 2 /  + C"2 
 
1 + ln(N)
 
+
C
N"1 
 
(✓L+↵)^1
  + C
N
.
The proof under (A@f ) and (Ab ) is completed by taking " = N 1/  and noticing that 2 /  > 1.
In order to prove the general result, recall the BSDE (YM , ZM ) from Corollary 1.4.9, and it
satisfies the L2 regularity result of the proposition statement because its terminal condition satisfies
(Ab ) and its driver satisfies (A@f ). Moreover, [GM10, Lemma 3.1] yields K↵( M )  K↵( ).
Therefore, working with the version of ZM given by
ZM,t = Et[ M (XT )HtT +
Z T
t
fM (r,Xr, YM,r, ZM,r)H
t
rdr] for all t 2 [0, T ) almost surely,
the result is extended to (Y, Z) using
E(⇡( )N ) 
N 1X
i=0
Z ti+1
ti
kZs   ZM,sk22ds+
N 1X
i=0
kZti   ZM,tik22 i + CN 1 + CN
 
1 (↵+✓L)^1
 
/  1,
and letting M !1 with Corollary 1.4.9. ⇤
Remark. The proof method of Proposition 1.6.2 is in the spirit of [GM10, Theorem 3.1], where
the authors make use of Lemma 1.2.14 to bound
R T
0 kV (")r k22dr by C
R T
0 ka(")r k22dr. Since the driver
f is uniformly Lipschitz (i.e. ✓L = 1) in [GM10], there is an "-uniform bound
R T
0 ka(")r k22dr  C,
and it follows from Jensen’s inequality that
P
i
R ti+1
ti
kz(")s   z(")ti k22ds is bounded by Cmaxi i.
According to Proposition 1.6.2, the optimal rate of convergence CN 1 is obtained for ↵+✓L   1.
In the case ↵ = ✓L, this implies that ↵   1/2 is required. In the remainder of this section, we show
that it is possible to slightly improve the rate of convergence under (Aexp ) by using a refined a
priori estimates on kV (")t k2. This a priori estimate will be very important in Section 1.7.
Proposition 1.6.3. Suppose that (A@f ) and (Ab ) are in force. There exists version of V (") and
a constant C such that for any " 2 (0, T ] and severy t 2 [0, T ), kV (")t k2  C (t, ", ✓L), where
 (t, ", ✓L) := k k1
Z T "
t
dr
(T   r)(3 ✓L)/2pr   t . (1.6.4)
Remark 1.6.4. The integral in (1.6.4) exists and is bounded by C" (1 ✓L)/2(T   t)(↵ 1)/2.
Proof. In what follows, C depends only on Lf , the bounds on b and   and their partial
derivatives,  ¯, CM , ✓L, ✓c, Cf , and T , but not on ", whose value may change from line to line.
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For all (t, x) 2 [0, T )⇥ Rd, define the FBSDE
X(t,x)s = x+
R s
t b(r,X
(t,x)
r )1(t,T ](r)dr +
R s
t  (r,X
(t,x)
r )1(t,T ](r)dWr,
y(",t,x)s =
R T
s F (r,X
(t,x)
r , y
(",t,x)
r , z
(",t,x)
r )dr  
R T
s z
(",t,x)
r dWr
)
(1.6.5)
where F (t, x, y, z) = f (")(t, x, u(t, x)+y,rxu(t, x) (t, x)+z). Note that the BSDE (y("), z(")) from
Section 1.2.2 is equal to (y(",0,x0), z(",0,x0)) because (y, z) is equal to
 
u(·, X·),rxu(·, X·) (·, X·)
 
and X is equal to X(0,x0). Since f (")(t, ·) is Lipschitz continuous for all t 2 [0, T ], F (t, ·) is also
Lipschitz continuous for all t 2 [0, T ): for all (x, y, z), (x0, y0, z0) 2 Rd ⇥ R⇥ Rq
|F (t, x, y, z)  F (t, x0, y0, z0)|  C1[0,T ")(t)
"(1 ✓L)/2
(|x  x0|+ |y   y0|+ |z   z0|)
+
C1[0,T ")(t)
"(1 ✓L)/2
(|u(t, x)  u(t, x0)|+ |rxu(t, x) rxu(t, x0)|)
 C1[0,T ")(t)
"(3 ✓L)/2
(|x  x0|+ |y   y0|+ |z   z0|)
where the last inequality follows from the fact that u(t, ·) and rxu(t, ·) are di↵erentiable, and their
derivatives are bounded by C(T   t) 1/2 and C(T   t) 1 respectively, Lemma 1.2.10.
Let H(t,x,s)r :=
1(t,T ](s)
r s (
R r
s  
 1(r,X(t,x)r )DsX
(t,x)
r )>dWr)> where DsX(t,x) is the Malliavin
derivative of X(t,x) evaluated at time s, as defined in Section 1.2.1. One can show analogously
to Theorem 1.5.1, with X(t,x) replacing X and H(t,x,s)r replacing Hsr , that there is a predictable
version Z of z(",t,x) such that
Zs = Es[
Z T
s
F (r,X(t,x)r , y
(",t,x)
r , z
(",t,x)
r )H
(t,x,s)
r dr] for all s 2 [t, T ) almost surely; (1.6.6)
we work with this version of z(",t,x) from hereon. Moreover, there is a continuous function z(") :
[0, T )⇥ Rd ! Rq given by
z(")(t, x) = E[
Z T
t
F (r,X(t,x)r , y
(",t,x)
r , z
(",t,x)
r )H
(t,x,t)
r dr] (1.6.7)
for all (t, x) 2 [0, T ) ⇥ Rd and z(")t = z(")(t,Xt) for all t 2 [0, T ) almost surely. The proof of this
can be found in [MZ02, Theorem 4.2]; the conditions of [MZ02, Theorem 3.1] are satisfied because
the terminal condition of the BSDE (y("), z(")) is zero.
Fix s 2 [t, T ). Using the representation (1.6.7) of z(",t,x), it follows that
kz(",t,x1)s   z(",t,x2)s k2  kEs[
Z T
s
F (r,X(t,x1)r , y
(",t,x1)
r , z
(",t,x1)
r )H
(t,x1,s)
r dr]
  Es[
Z T
s
F (r,X(t,x2)r , y
(",t,x2)
r , z
(",t,x2)
r )H
(t,x1,s)
r dr]k2
+ kEs[
Z T
s
F (r,X(t,x2)r , y
(",t,x2)
r , z
(",t,x2)
r )(H
(t,x1,s)
r  H(t,x2,s)r )dr]k2
=: A1 +A2.
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We start with an estimate for A2. Using Fubini’s theorem, Lemma 1.8.1, and the Cauchy-Schwarz
inequality, it follows that
A2 
Z T
s
kF (r,X(t,x2)r , y(",t,x2)r , z(",t,x2)r )k4kH(t,x1,s)r  H(t,x2,s)r k4dr
Using the same techniques as in the proof of Lemma 1.4.1, but replacing the Itoˆ isometry with the
Burkholder-Davis-Gundy inequality,
kH(t,x1,s)r  H(t,x2,s)r k4  C4
k  1(s,X(t,x1)s )    1(s,X(t,x2)s )kS8E[supsuT |DsX(t,x1)u |8]1/8p
r   s
+ C4
k  1k1E[supsuT |DsX(t,x1)u  DsX(t,x2)u |8]1/8p
r   t .
where C4 is the constant coming from the BDG inequality. The function   1(t, ·) is Lipschitz
continuous uniformly in t with Lipschitz constant as given in Lemma 1.1.4. X(t,x) solves a linear
BSDE for all (t, x), and, as for DsX in Lemma 1.2.6, DsX(t,x) also solves a linear SDE for all
(t, x). One can then use the proof method of [RY99, Theorem IX.2.4] (essentially using Gronwall’s
inequality) to show that
kX(t,x1)s  X(t,x2)s kS8 + E[ sup
suT
|DsX(t,x1)u  DsX(t,x2)u |8]1/8  C|x1   x2| (1.6.8)
for all s 2 [t, T ). Moreover, E[supsuT |DsX(t,x1)u |8]1/8  C. Using (1.6.8), it follows that
kH(t,x1,t)r  H(t,x2,t)r k4  C|x1   x2|/
p
r   t.
In order to find a bound for kF (r,X(t,x2)r , y(",t,x2)r , z(",t,x2)r )k4, we show that y(",t,x2)r and z(",t,x2)r
are in L4(Fr). Once this has been shown, we take advantage of the local Lipschitz continuity and
boundedness (1.1.3) of f , and the uniform bounds on u and its partial derivatives from Lemma
1.2.10, in order to show that
|F (r,X(t,x2)r , 0, 0)|  |f(r,X(t,x2)r , 0, 0)|+ Lf
|u(r,X(t,x2)r )|+ k k1|rxu(r,X(t,x2)r )|
(T   r)(1 ✓L)/2
 Cf
(T   r)1 ✓c +
Ck k1
(T   r)(3 ✓L)/2 
Ck k1
(T   r)(3 ✓L)/2 (1.6.9)
It follow from the triangle inequality, the local Lipschitz continuity (1.1.3) and the inequality (1.6.9)
that
kF (r,X(t,x2)r , y(",t,x2)r , z(",t,x2)r )k4  kF (r,X(t,x2)r , 0, 0)k4 + Lf
ky(",t,x2)r k4 + kz(",t,x2)r k4
(T   r)(1 ✓L)/2
 Ck k1
(T   r)(3 ✓L)/2 + Lf
ky(",t,x2)r k4 + kz(",t,x2)r k4
(T   r)(1 ✓L)/2 . (1.6.10)
To show that show that y(",t,x2)r and z
(",t,x2)
r are in L4(Fr), apply Lemma 1.4.5 with (Y1, Z1) = (0, 0)
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and (Y2, Z2) = (y(",t,x2), z(",t,x2)), combined with inequality (1.6.9) to obtain that
|y(",t,x2)r |  C
R T "
r Er[|F (u,X(t,x2)u , 0, 0)|2]1/2du  Ck k1
R T "
r (T   u)(✓L 3)/2du,
|z(",t,x2)r |  C
R T "
r Er[|F (u,X(t,x2)u , 0, 0)|2]1/2(u  r) 1/2du
 Ck k1
R T "
r (T   u)(✓L 3)/2(u  r) 1/2du
9>>>>>>=>>>>>>;
(1.6.11)
for all r 2 [t, T ), where we have used (1.6.9). Therefore,
kF (r,X(t,x2)r , y(",t,x2)r , z(",t,x2)r )k4 
Ck k1
(T   r)(3 ✓L)/2 + Ck k1
R T "
r (T   u)(✓L 3)/2(u  r) 1/2du
(T   r)(1 ✓L)/2 .
Combining the above estimates and Lemma 1.8.5, it follows that
A2  Ck k1|x1   x2|
 Z T "
s
dr
(T   r)(3 ✓L)/2pr   s +
Z T "
s
R T "
r (T   u)(3 ✓L)/2(u  r) 1/2du
(T   r)(1 ✓L)/2pr   s dr
 
= Ck k1|x1   x2|
 Z T "
s
dr
(T   r)(3 ✓L)/2pr   s +
Z T "
s
R u
s (u  r)✓L/2 1(r   s) 1/2dr
(T   u)(3 ✓L)/2 du
 
 Ck k1|x1   x2|
Z T "
s
dr
(T   r)((3 ✓L)/2pr   s .
Now, we estimate A1. Using the conditional Fubini’s theorem, Lemma 1.8.1, and the Cauchy-
Schwarz inequality,
A1  k
Z T "
s
Es[|F (r,X(t,x1)r , y(",t,x1)r , z(",t,x1)r )  F (r,X(t,x2)r , y(",t,x2)r , z(",t,x2)r )|2]1/2Es[|H(t,x1,s)r |2]1/2drk2
Analogously to Lemma 1.4.1, Es[|H(t,x1,s)r |2]1/2  C(r   t) 1/2, therefore Minkowski’s inequality
implies
A1  C
Z T "
s
kF (r,X(t,x1)r , y(",t,x1)r , z(",t,x1)r )  F (r,X(t,x2)r , y(",t,x2)r , z(",t,x2)r )k2p
r   s dr.
Define (Y (",t,x), Z(",t,x)) := (u(·, X(t,x)· ) + y(",t,x),rxu(·, X(t,x)· ) (·, X(t,x)· ) + z(",t,x)). By applying
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Minkowski’s inequality and the Lipschitz continuity of f (")(r, ·), A1 is bounded by
C
Z T "
s
kX(t,x1)r  X(t,x2)r k2 + kY (",t,x1)r   Y (",t,x2)r k2 + kZ(",t,x1)r   Z(",t,x2)r k2
(T   r)(1 ✓L)/2pr   t dr
 C
Z T "
s
kX(t,x1)r  X(t,x2)r k2 + k k1ku(r,X(t,x1)r )  u(r,X(t,x2)r )k2
(T   r)(1 ✓L)/2pr   t dr
+ C
Z T "
s
krx k1krxu(r,X(t,x1)r ) rxu(r,X(t,x2)r )k2
(T   r)(1 ✓L)/2pr   t dr
+ C
Z T "
s
ky(",t,x1)r   y(",t,x2)r k2 + kz(",t,x1)r   z(",t,x2)r k2
(T   r)(1 ✓L)/2pr   t dr
Using the di↵erentiability of u(s, ·) and the boundedness of its partial derivatives from Lemma
1.2.10, and the bound kX(t,x1)r  X(t,x2)r k4  C|x1   x2| obtained from [RY99, Theorem IX.2.4], it
follows that
ku(r,X(t,x1)r )  u(r,X(t,x2)r )k2  kX(t,x1)r  X(t,x2)r k4kR(u, r,X(t,x1)r , X(t,x2)r )k4 
Ck k1|x1   x2|
(T   r) 1/2 ,
krxu(r,X(t,x1)r ) rxu(r,X(t,x2)r )k2  kX(t,x1)r  X(t,x2)r k4kR(rxu, r,X(t,x1)s , X(t,x2)s )k4 
Ck k1|x1   x2|
(T   r) 1
for all r 2 [t, T ), where R(g, r, x, x0) is the remainder from the Taylor expansion of g(r, x) g(r, x0).
Therefore, denoting by ⇥r := ky(",t,x1)r   y(",t,x2)r k2 + kz(",t,x1)r   z(",t,x2)r k2, the final bound on A1
is
A1  Ck k1|x1   x2|
Z T "
s
dr
(T   r)(3 ✓L)/2pr   t + C
Z T "
s
⇥r
(T   r)(1 ✓L)/2pr   tdr.
From the bounds on A1 and A2, it follows that
kz(",t,x1)s   z(",t,x2)s k2  Ck k1|x1   x2|
Z T "
s
dr
(T   r)(3 ✓L)/2pr   s + C
Z T "
s
⇥r
(T   r)(1 ✓L)/2pr   sdr
Since y(",t,x)s = Es[
R T
s f
(")(r,X(t,x)r , Y
(",t,x)
r , Z
(",t,x)
r )dr], one can show analogously that
ky(",t,x1)s   y(",t,x2)s k2  Ck k1
Z T "
s
dr
(T   r)(3 ✓L)/2 + C
Z T "
s
⇥r
(T   r)(1 ✓L)/2 dr,
whence it follows that
⇥s  Ck k1|x1   x2|
Z T "
s
dr
(T   r)(3 ✓L)/2pr   s + C
Z T "
s
⇥r
(T   r)(1 ✓L)/2pr   sdr
for all s 2 [t, T   "). Applying Lemma 1.8.6 with wr = Ck k1|x1   x2|
R T "
r (T   u)(✓L 3)/2(u 
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r) 1/2du and ur = ⇥r, it follows that
⇥s  Ck k1|x1   x2|
Z T "
s
dr
(T   r)(3 ✓L)/2pr   s
+ Ck k1|x1   x2|
Z T "
s
R T "
r (T   u)(✓L 3)/2(u  r) 1/2du
(T   r)(1 ✓L)/2pr   s dr + C
Z T "
s
⇥r
(T   r)(1 ✓L)/2 dr
= Ck k1|x1   x2|
Z T "
s
dr
(T   r)(3 ✓L)/2pr   s
+ Ck k1|x1   x2|
Z T "
s
R u
s (u  r)✓L/2 1(r   s) 1/2dr
(T   u)(3 ✓L)/2 du+ C
Z T "
s
⇥r
(T   r)(1 ✓L)/2 dr
 Ck k1|x1   x2|
Z T "
s
dr
(T   r)(3 ✓L)/2pr   s + C
Z T "
s
⇥r
(T   r)(1 ✓L)/2 dr,
where we have used Lemma 1.8.4 to bound the integral
R u
s (u   r)✓L/2 1(r   s) 1/2dr by C(u  
s)(✓L 1)s/2. Then, applying Lemma 1.8.7 to bound the integral
R T "
s ⇥r(T   r)(✓L 1)/2dr, final
bound on kz(",t,x1)s   z(",t,x2)s k2 for all t 2 [0, T ), (x1, x2) 2 (Rd)2, and s 2 [t, T ) is
kz(",t,x1)s   z(",t,x2)s k2  Ck k1|x1   x2|
Z T "
s
dr
(T   r)(3 ✓L)/2pr   s
+ Ck k1|x1   x2|
Z T "
s
R T "
r (T   u)(✓L 3)/2(u  r) 1/2du
(T   r)(1 ✓L)/2 dr
 Ck k1|x1   x2|
Z T "
s
(T   r)(✓L 3)/2(r   s) 1/2dr (1.6.12)
In particular, this implies that the function z(")(t, ·) is Lipschitz continuous with Lipschitz
constant Ck k1
R T "
t (T   r)(✓L 3)/2(r   s) 1/2dr. Using a standard mollification procedure, we
can assume that z(")(t, ·) is in fact continuously di↵erentiable with partial derivatives bounded by
Ck k1
R T "
t (T   r)(✓L 3)/2(r  s) 1/2dr. Hence, using the chain rule Lemma 1.2.1, the Malliavin
derivative of z(")t can be expressed as
Dsz
(")
t = (DsXt)
>rxz(")(t,Xt)
Recalling from Lemma 1.2.13 that rz(")t =
 
  1(s,Xs)rXs
 >
Dsz
(")
t , it follows from Lemma 1.2.7
that rz(")t = (rXt)>rxz(")(t,Xt). This implies that krz(")t k2   (t, ", ✓L), thanks to the uniform
bound on on rxz(t, ·) and the bound krXkS2  C. Now, using Lemma 1.2.14,
k sup
sr<T
U (")r k2  C
Z T "
s
ka(")r k2dr  C
Z T "
s
dr
(T   r)(3 ↵)/2   (s, ", ✓L),
and (V (")j,t )
> = (rz(")j,t )>  1(t,Xt) U (")t rx j(t,Xt) from Lemma 1.2.14, we conclude that kV (")t k2 
 (s, ", ✓L) as required. ⇤
In order to make use of Proposition 1.6.3, it is is necessary decompose the L2-regularity of Z
into the L2-regularity of an intermediate process ZM , which satisfies the hypotheses of Proposition
1.6.3 and a small error term.
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Lemma 1.6.5. Assume that (Aexp ) is in force. Recall the BSDE (YM , ZM ) defined in Corollary
1.4.9. Take the version of ZM satisfying ZM,t = Et[ M (XT )HtT +
R T
t fM (s,Xs, YM,s, ZM,s)H
t
sds]
for all t 2 [0, T ) almost surely. For M = 2 log(N) and Rt su ciently large, there is a constant C
depending only on Lf , CM , ✓L, and T , but not on N , such that for all N > 1
E(⇡( )N ) 
N 1X
i=0
Z ti+1
ti
kZs   Ztik22ds  C
N 1X
i=0
Z ti+1
ti
kZM,s   ZM,tik22ds+ CN 1.
Proof. Recall the BSDE (Y¯M , Z¯M ) from Corollary 1.4.10, and take the version of Z¯M satisfying
Z¯M,t = Et[ M (XT )HtT +
R T
t fM (s,Xs, Y¯M,s, Z¯M,s)H
t
sds] for all t 2 [0, T ) almost surely. The
corollary also states that there is a constant C such thatZ T
0
kZs Z¯M,sk22ds  Ck (XT )  M (XT )k22, kZti Z¯M,tik2 
Ck (XT )   M (XT )k2p
T   ti 8ti 2 ⇡.
It follows from Markov’s exponential inequality that
k (XT )   M (XT )k22 =
Z 1
M2
P(k (XT )k22   x)dx  2C⇠
Z 1
M4
e 
p
xdx = 2C⇠(1 +M
4)e M
4
.
Taking M = (1 +  )1/4 log(N)1/4 for   2 (0, 1] su ciently large so that N   log(N)  1, it follows
that there is a (possibly di↵erent) constant C depending such that
N 1X
i=0
Z ti+1
ti
kZs   Z¯M,sk22ds+
N 1X
i=0
kZti   Z¯M,tik22 i  CN 1.
The triangle inequality yields the error decomposition
N 1X
i=0
Z ti+1
ti
kZs   Ztik22ds 
N 1X
i=0
Z ti+1
ti
kZs   Z¯M,sk22ds+
N 1X
i=0
kZti   Z¯M,tik22 i
+
N 1X
i=0
Z ti+1
ti
kZM,s   Z¯M,sk22ds+
N 1X
i=0
kZM,ti   Z¯M,tik22 i
+
N 1X
i=0
Z ti+1
ti
kZM,s   ZM,tik22ds.
Applying Proposition 1.4.2 with (Y1, Z1) = (Y¯M , Z¯M ) and (Y2, Z2) = (YM , ZM ), it follows that
there is a (possibly di↵erent) finite C   0 depending only on Lf , ✓L CM , and T such thatZ T
0
kZM,t   Z¯M,tk22dt  C
Z T
0
kf(t,Xt, Y¯M,t, Z¯M,t)  fM (t,Xt, Y¯M,t, Z¯M,tk22dt,
kZM,ti   Z¯M,tik2  C
Z T
ti
kf(t,Xt, Y¯M,t, Z¯M,t)  fM (t,Xt, Y¯M,t, Z¯M,t)k2p
t  ti dt 8ti 2 ⇡.
Using the definition of the function  R,M , in Definition 1.1.1, and the definition of fM , it follows
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that
|f(t,Xt, Y¯M,t, Z¯M,t)  fM (t,Xt, Y¯M,t, Z¯M,t)|

Z
Rd⇥R⇥(Rq)>
|f(t,Xt, Y¯M,t, Z¯M,t)  f(t,Xt   x, Y¯M,t   y, Z¯M,t   z)| Rt,M (x, y, z)d(x, y, z)
 Lf
(T   t)(1 ✓L)/2
Z
{|x|2+|y|2+|z|2R 2t M 2}
(|x|+ |y|+ |z|) Rt,M (x, y, z)d(x, y, z). 
3Lf
(T   t)(1 ✓L)/2RtM
Setting M = (1+  )1/4 log(N)1/4 as above, and the parameter Rt to be equal to LfN1/2M 1(T  
t)(✓L 1)/2 ensures that
R T
0 kZM,t  Z¯M,tk22dt  CN 1 and kZM,ti   Z¯M,tik2  CN 1/2(T   ti)1/2,
whence the result follows. ⇤
We now come to the main result of this section, where a convergence rate for the L2 regularity
is computed with the aid of Proposition 1.6.3.
Theorem 1.6.6. Assume that (Aexp ) is in force. Suppose that 0 <   < (2 ) ^ ↵. There is a
constant C such that for all N ,
E(⇡( )N ) 
N 1X
i=0
Z ti+1
ti
kZs   Ztik22ds  CN 1 + CN 2+(3✓L/4 1)(1+ N )/(2 )(ln(N) _ 1) (1.6.13)
where  N   1[3,1)(N) ln ln(N)/ ln(N).
Proof. In what follows, C may change from line to line.
To start with, we assume that (A@f ) and (Ab ) are in force. Recall (1.6.3). From the bounds
ka(")r k2  C(T r)(↵+✓L 3)/2 in the proof on Lemma 1.2.14 the first sum
PN 1
i=0
R ti+1
ti
(
R t
ti
ka(")r k2dr)2dt
is bounded above by
C
N 2X
i=0
Z ti+1
ti
  R t
ti
dr
(t r)(1 ✓L)/2
 2
(T   t)2 ↵ dt+ C
Z T
tN 1
  R t
tN 1
dr
(t r)1 ✓L/2
 2
(T   t)1 ↵ dt
 C
N 2X
i=0
Z ti+1
ti
(t  ti)1+✓L
(T   t)2 ↵ dt+ C
Z T
tN 1
(t  tN 1)✓L
(T   t)1 ↵ dt
 C
N 2X
i=0
 1+✓Li
(T   ti+1)1  
Z ti+1
ti
dt
(T   t)1+  ↵ + C 
✓L+↵
N 1 . (1.6.14)
Using (1.8.5) from Lemma 1.8.4,  i i+1  C for i < N   1, which, combined with (1.8.4), yields
max
0iN 2
 1+✓Li
(T   ti+1)1    C max0iN 1
 1+✓Li
(T   ti)1   < CN
 1 ✓L .
Additionally,   < ↵ implies that  ↵+✓LN 1 = CN
 (↵+✓L)/   CN 1. Substituting these results into
(1.6.14) gives
N 1X
i=0
Z ti+1
ti
(
Z t
ti
ka(")r k2dr)2dt  CN 1. (1.6.15)
The refined estimates kV (")r k2  C (r, ", ✓L) dr   a.e. from Proposition 1.6.3 are used to bound
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PN 1
i=0
R ti+1
ti
(
R t
ti
kV (")r k2dr)2dt. Using Lemma 1.8.5 and Jensen’s inequality,
N 1X
i=0
Z ti+1
ti
⇣Z t
ti
 (r, ", ✓L)dr
⌘2
dt
= Ck k1
N 1X
i=0
Z ti+1
ti
⇣Z t
ti
nZ T "
r
du
(T   u) 3 ✓L2 pu  r
o
dr
⌘2
dt
 Ck k1 1
"1 3✓L/4
N 1X
i=0
Z ti+1
ti
⇣Z t
ti
nZ T "
r
du
(T   u)1 ✓L/8pu  r
o
dr
⌘2
dt
 Ck k1 1
"1 3✓L/4
N 1X
i=0
Z ti+1
ti
⇣Z t
ti
dr
(T   r)
 
1 ✓L/4
 
/2
⌘2
dt
 Ck k1(max0iN 1 i)
2
"1 3✓L/4
Z T
0
dr
(T   t)1 ✓L/4 dt 
Ck k1N 2
"1 3✓L/4
(1.6.16)
where we have used (1.8.4) in Lemma 1.8.4 for the bound max0iN 1 i  CN 1. Substituting
(1.6.15) and (1.6.16) into (1.6.3) finally yields
N 1X
i=0
Z ti+1
ti
kz(")s   z(")ti k22ds  CN 1 +
Ck k1N 2
"1 3✓L/4
. (1.6.17)
Then, using Z(") = z(")+z, Lemma 1.6.1, and
PN 1
i=0
R ti+1
ti
kzs ztik22ds  CN 1, shown in [GM10,
Theorem 1.3], it follows that
N 1X
i=0
Z ti+1
ti
kZs   Ztik22ds  CN 1 + Ck k1N 2"3✓L/4 1 + CN 2 /  + C"2 
 
1 + ln(N) _ 1 .
Let   2 [0, 1] and set " = N (1+ )/(2 ) su ciently large so that N   ln(N)  1; for N 2 {1, 2}, it
is su cient to take   = 0, and for N > 2,   = ln ln(N)/ ln(N). Recalling further that 2  <  , this
implies that, under (Ab ) and (A@f ),
N 1X
i=0
Z ti+1
ti
kZs   Ztik22ds  CN 1 + Ck k1N 2+(3✓L/4 1)(1+ )/(2 ).
Recall the BSDE (YM , ZM ) from Corollary 1.4.9. The terminal condition and driver of (YM , ZM )
satisfy assumptions (Ab ) and (A@f ), respectively, and it follows that
N 1X
i=0
Z ti+1
ti
kZM,s   ZM,tik22ds  CN 1 + CMN 2+(3✓L/4 1)(1+ )/(2 ).
The proof is complete by takingM = 2 log(N)_1, Rt su ciently large and applying Lemma 1.6.5.
⇤
Remark 1.6.7. Thanks to Theorem 1.6.13, the L2-regularity of Z converges to zero with the
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optimal rate CN 1 if
8  + 3✓L/(1 +  N )   4 + 2  ln ln(N)1N 3
ln(N)
.
Since ln ln(N)/ ln(N) is bounded above by 1 and  N is bounded above by 0.5, it su ces that
7  + 2✓L   4. This is a di↵erent set of conditions to those imposed by Proposition 1.6.2. To take
a specific example, let ↵ = ✓L and ✓c = 1 (whence   = ↵), the case related to the quadratic BSDE
(Section 1.3.1). It follows that   = ↵ and the optimal rate of convergence is obtained for ↵   4/9.
This is a slight improvement on Proposition 1.6.2, which required that ↵   1/2, but the result
requires more constraints on the integrability of  (XT ) and may depend on ✓c.
1.7 Discrete time approximation using Malliavin weights
In this section, we assume that, for each N , we are given Markov chains (Xi)0iN , (rXi)0iN
and (rX( 1)i )0iN on the time-grid ⇡( )N such that
max
i
kXti  Xik4 +max
i
krXti  rXik4 +max
i
krX( 1)ti  rX( 1)i k4  CXN 1/2, (1.7.1)
max
i
kXik4 +max
i
krXti  rXik4 +max
i
krX( 1)i k4  CX , (1.7.2)
k (XT )   (XN )k22  CXN 1, (1.7.3)
for some constant CX independent of N . From now on, a constant C is additionally allowed to
depend on CX . We will also need the driver f to be
1
2 -Ho¨lder continuous in its time parameter:
for all (x, y, z) 2 Rd ⇥ R⇥ (Rq)> and (t, t0) 2 [0, T ]2,
|f(t, x, y, z)  f(t0, x, y, z)|  Lf |t  t0|1/2 (1.7.4)
We use the following discrete-time approximation - built with the Markov chain approximations
of X, rX and rX( 1) - of the Malliavin weights (1.4.1):
Hij :=
1
tj   ti
  j 1X
k=i
(  1(tk, Xk)rXkrX 1i  (ti, Xi))> Wk
 >
(1.7.5)
We propose the following discrete approximation (Yi, Zi)0,iN 1 of (Y, Z), the BSDE (1.1.1),
on the time-grid ⇡( )N : for i = 0, . . . , N   1, set fi(x, y, z) := f(ti, x, y, z), and define recursively
YN =  (XN ), ZN = 0, and
Yi := Ei[ (XN ) +
PN 1
j=i+1 fj(Xj , Yj , Zj) j ],
Zi := Ei[ (XN )HiN +
PN 1
j=i+1 fj(Xj , Yj , Zj)H
i
j j ].
9>=>; (1.7.6)
where Ei[·] := Eti [·]. In the remainder of this section, we will estimate the error
EM (N) := max
0iN 1
E[|Yti   Yi|2] +
N 1X
i=0
Z ti+1
ti
E[|Zt   Zi|2]dt. (1.7.7)
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associated to the Malliavin weights scheme (1.7.6). Following on from the representation of Theo-
rem 1.5.1, we work with the version of Z such that
Zt = Et[ (XT )HtT +
Z T
t
f(s,Xs, Ys, Zs)H
t
sds] for all t 2 [0, T ) almost surely.
It is in fact be su cient to bound
ED(N) := max
0iN 1
E[|Yti   Yi|2] +
N 1X
i=0
E[|Zti   Zi|2] i. (1.7.8)
because the Young’s inequality yields
EM (N)  2
N 1X
i=0
Z ti+1
ti
E[|Zt   Zti |2]dt+ 2ED(N) (1.7.9)
and we may use the results of Proposition 1.6.2 or Theorem 1.6.13 to bound the first term.
Before we start with the estimation of ED(N), we require some preliminary results.
Lemma 1.7.1. There is a constant C such that, for all N and t 2 [ti, ti+1],
k  1(ti, Xti)    1(ti, Xi)k4 + k  1(t,Xt)    1(ti, Xti)k4  CN 1/2.
Proof. Since   1(t, ·) is Lipschitz continuous uniformly in t and   1(·, x) is 1/2-Ho¨lder con-
tinuous uniformly in x, from Lemma 1.1.4, the result follows from (1.7.1) combined with the usual
bound kXt  Xtik4  C
p
t  ti for all t 2 [ti, ti+1]. ⇤
The next Proposition is based on Lemma 1.7.1 and is important for the discretization estimates
later.
Proposition 1.7.2. Let (Ab ) be in force. There is a constant C such that, for all N and
i 2 {0, . . . , N   1},
kHtitj  Hijk2 
CN 1p
tj   ti , kH
i
jk2 
Cp
tj   ti , (1.7.10)
kEi[ (XT )(HtiT  HiN )]k2 
Ck k1N 1p
T   ti (1.7.11)
k
N 1X
j=i+1
Ei[fj(Xtj , Ytj , Ztj )(Htitj  Hij)] jk2  CN 1/2k k1
 
1 _ (T   ti)(✓L^(2 ) 1)/2
 
(1.7.12)
Proof. In what follows, C may change from line to line.
For any j > i and t > ti, define
N tit :=  
 1(t,Xt)rXtrX( 1)ti  (ti, Xti) and N ij :=   1(tj , Xj)rXjrX( 1)i  (ti, Xi).
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Observe the decompositions into telescopic sums
N tit  N titj =   1(t,Xt)(rXt  rXtj )rX( 1)ti  (ti, Xti)
+ (  1(t,Xt)    1(tj , Xtj ))rXtjrX( 1)ti  (ti, Xti),
N titj  N ij =   1(tj , Xtj )rXtjrX( 1)ti ( (ti, Xti)   (ti, Xi))
+   1(tj , Xtj )rXtj (rX( 1)ti ) rX( 1)i ) (ti, Xi)
+   1(tj , Xtj )(rXtj  rXj)rX( 1)ti  (ti, Xi)
+ (  1(tj , Xtj )    1(tj , Xj))rXjrX( 1)ti  (ti, Xi)
it follows from Lemma 1.7.1, the boundedness and Lipschitz continuity of   and   1 (Lemma
1.1.4), the bounds (1.7.1) and (1.7.2), and the Cauchy-Schwarz inequality that for any j > i and
t 2 [tj , tj+1],
kN tit  N titj k22 + kN titj  N ijk22  CN 1. (1.7.13)
Define Hˆij :=
1
tj ti
 Pj 1
k=i(N
ti
tk)
> Wk
 >
. To show (1.7.10), apply Itoˆ’s isometry, the inequality
(1.7.13), and Lemma 1.4.1:
kHtitj  Hijk22  2kHtitj   Hˆijk22 + 2kHij   Hˆijk22
= 2
Pj 1
k=i
R tj+1
tj
kN tit  N titkk22dt
(tj   ti)2 + 2
Pj 1
k=i kN titk  N ikk22 k
(tj   ti)2 
CN 1
tj   ti ,
kHijk2  kHtitj  Hijk2 + kHtitj k2 
Cp
tj   ti .
The estimate (1.7.11) is obtained from the estimate (1.7.10) and the bound on  (x):
kEi[ (XT )(HtiT  HiN )]k2  k k1kHtiT  HiNk2  Ck k1N 1(T   ti) 1/2.
For (1.7.12), use Lemma 1.4.5 with (Y1, Z1) = (0, 0) and (Y2, Z2) = (Y, Z) combined with the
bounds on  (x) and the local bound on f of (1.1.3) to obtain the bounds
|Yt|  Ck k1+C
Z T
t
dr
(T   r)1 ✓c , |Zt| 
Ck k1p
T   t+C
Z T
t
dr
(T   r)1 ✓cpr   t for all t 2 [0, T ) a.s.
This implies, from the local Lipschitz continuity and boundedness of f in (1.1.3) that
|fj(Xtj , Ytj , Ztj )| 
Ck k1
(T   tj)1 ✓L/2+
C
R T
tj
(T   r)✓c 1(r   tj) 1/2dr
(T   tj)(1 ✓L)/2 +
C
(T   tj)1 ✓c 
Ck k1
(T   tj)1 (2✓c)^✓L/2
where the integral
R T
t (T r)✓c 1(r tj) 1/2dr is bounded above by C(T tj)(2✓c 1)/2 using Lemma
1.8.5. Combining this with the estimate (1.7.10) and the local Lipschitz continuity of f in (1.1.3)
k
N 1X
j=i+1
Ei[fj(XtjYtj , Ztj )(Htitj  Hij)] jk2 
N 1X
j=i+1
Ck k1N 1/2 j
(T   tj)1 (2 )^✓L/2ptj   ti
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and apply Lemma 1.8.5. ⇤
Lemma 1.7.3. For all ti, tj 2 ⇡ such that ti  tj and r 2 [tj , T ],
Ei[f(r,Xr, Yr, Zr)Htir ] = Ei[f(r,Xr, Yr, Zr)Htitj ]. (1.7.14)
Moreover,
Ei[
Z T
ti
f(r,Xr, Yr, Zr)H
ti
r dr] = Ei[
N 1X
j=i+1
fj(Xtj , Ytj , Ztj )H
ti
tj j ] + Ei[
Z ti+1
ti
f(r,Xr, Yr, Zr)H
ti
r dr]
+ Ei[
N 1X
j=i+1
Z tj+1
tj
(f(r,Xr, Yr, Zr)  fj(Xtj , Ytj , Ztj ))Htitjdr].
(1.7.15)
Proof. The arguments are the same as for the proof of Theorem 1.5.1, except that in (1.5.2)
the integral with respect to dt is over v 2 [ti, tj ]:
1
tj   ti
Z tj
ti
Dvf
(")(⇥r) 
 1(v,Xv)rXvdv
= f (")x (⇥r)rXr + f (")y (⇥r)(u(r,Xr)rXr +ry(")r )
+ f (")z (⇥r)(U(r,Xr)rXr +rz(")r ) m⇥ P  a.e.
The relation (1.7.15) is now straightforward to obtain. ⇤
Lemma 1.7.4. There is a constant C   0 such that, for all N and i 2 {0, . . . , N   1},
kEti [
Z ti+1
ti
f(r,Xr, Yr, Zr)H
ti
r dr]k2 
Z ti+1
ti
Cdr
(T   r)1  pr   ti , (1.7.16)
k
N 1X
j=i+1
Eti [(f(tj , Xtj , Ytj , Ztj )  fj(Xj , Yj , Zj))Htitj ] j 1k2
 CN 1/2 + C
N 1X
j=i+1
kYtj   Yjk2 + kZtj   Zjk2
(T   tj)(1 ✓L)/2ptj   ti  j , (1.7.17)
k
N 1X
j=i+1
Eti [
Z tj+1
tj
(f(r,Xr, Yr, Zr)  f(tj , Xtj , Ytj , Ztj ))Htitjdr]k2
 CN 1/2 + C
N 1X
j=i+1
R tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2ptj   ti . (1.7.18)
Proof. In what follows, C may change from line to line.
Using Lemma 1.4.1 and the moment bounds kYtk2  C and kZtk2  C
 
1_ (T   t)(2✓c^↵ 1)/2 
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of Corollary 1.4.4,
kEti [
Z ti+1
ti
f(r,Xr, Yr, Zr)H
ti
r ]drk2

Z ti+1
ti
 kf(r,Xr, Yr, Zr)  f(r,Xr, 0, 0)k2 + kf(r,Xr, 0, 0)k2 kHtir k2dr
 C
Z ti+1
ti
dr
(T   r)1  pr   ti
Similarly,
k
N 1X
j=i+1
Eti [
 
fj(Xtj , Ytj , Ztj )  fj(Xj , Yj , Zj)
 
Htitj ] j 1k2
 C
N 1X
j=i+1
kXtj  Xjk2 + kYtj   Yjk2 + kZtj   Zjk2
(T   tj)(1 ✓L)/2ptj   ti  j 1
 C
N 1X
j=i+1
kYtj   Yjk2 + kZtj   Zjk2
(T   tj)(1 ✓L)/2ptj   ti  j
For (1.7.18), the t-Ho¨lder continuity of f in (1.7.4), the Cauchy-Schwarz inequality, Minkowski’s
inequality, and Ho¨lder’s inequality are needed:
k
N 1X
j=i+1
Eti [
Z tj+1
tj
 
f(r,Xr, Yr, Zr)  fj(Xtj , Ytj , Ztj )
 
Htitjdr]k2
 C
N 1X
j=i+1
R tj+1
tj
kf(r,Xr, Yr, Zr)  fj(Xr, Yr, Zr)k2drp
tj   ti
+ C
N 1X
j=i+1
R tj+1
tj
kfj(Xr, Yr, Zr)  fj(XtjYtj , Ztj )k2drp
tj   ti
 C
N 1X
j=i+1
R tj+1
tj
p
r   tjdrp
tj   ti + C
N 1X
j=i+1
R tj+1
tj
{kXr  Xtjk2 + kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2ptj   ti
⇤
We see in (1.7.18) of Lemma 1.7.4 the appearance of the terms
N 1X
j=i+1
R tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2ptj   ti
In the following proposition, we obtain a bound that is intrinsically related to approximation error
caused by these terms. Proposition 1.6.3 will be essential in the proof of this result.
Proposition 1.7.5. Let (Aexp ) be in force and suppose that 0 <   < (2 ) ^ ↵ ^ ✓L. There is a
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constant C such that, for all N ,
⇣N 1X
j=0
R tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2
⌘2
+
N 2X
i=0
⇣ N 1X
j=i+1
R tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2ptj   ti
⌘2
 i
CN 1 + CN (1 3✓L/4)/(2 ) 2(ln(N) _ 1). (1.7.19)
Proof. We will prove the bounds for
N 2X
i=0
⇣ N 1X
j=i+1
R tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2ptj   ti
⌘2
 i
The bounds for ⇣N 1X
j=0
R tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr
(T   tj)(1 ✓L)/2
⌘2
are obtained analogously. Moreover, we will only prove the result for the terms in Z. The bound
for the terms in Y are also obtained analogously.
In what follows, C may change from line to line.
We first prove the result under (A@f ) and (Ab ), and then obtain the general result by means
of mollification. Recall the BSDE (Y ("), Z(")) from Definition 1.2.9 in Section 1.2.2. The triangle
inequality yields kZt   Ztik2  kZt   Z(")t k2 + kZti   Z(")ti k2 + kZ(")t   Z(")ti k2. This implies that
N 1X
j=i+1
R tj+1
tj
kZr   Ztjk2dr
(T   tj)(1 ✓L)/2ptj   ti 
N 1X
j=i+1
R tj+1
tj
{kZt   Z(")t k2 + kZti   Z(")ti k2 + kZ(")t   Z(")ti k2}dr
(T   tj)(1 ✓L)/2ptj   ti .
To bound the terms in Z   Z("), recall the bound (1.4.14) from Corollary 1.4.8 gives
kZt   Z(")t k2  C
Z T
t_(T ")
dr
(T   r)1  pr   t 8 t 2 [0, T ).
For j  N   2, the bound on kZt   Z(")t k2 implies thatZ tj+1
tj
kZt   Z(")t k2dt  C
Z tj+1
tj
R T
T "(T   r)  1drp
tN 1   t dt  C"
  j  C" 
Z tj+1
tj
dtp
tN 1   t .
Direct computation of the integral term yieldsZ tj+1
tj
dtp
tN 1   t = 2
 
(tN 1   tj)1/2   (tN 1   tj+1)1/2
 
 2
n tN 1   tj
(tN 1   tj)1/2  
tN 1   tj+1
(tN 1   tj)1/2
o
=
2 j
(tN 1   tj)1/2
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Combining the above bounds and applying Lemma 1.8.5 implies that
N 2X
j=i+1
R tj+1
tj
kZt   Z(")t k2dt
(T   tj)(1 ✓L)/2ptj   ti  C"
 
N 2X
j=i+1
 j
(tN 1   tj)1 ✓L/2ptj   ti 
C" 
(tN 1   ti)(1 ✓L)/2 .
(1.7.20)
For the outstanding term, j = N   1, we implement Lemma 1.8.5 to show thatZ T
tN 1
kZt   Z(")t k2dt  C
Z T
tN 1
nZ T
t
(T   r)  1(r   t) 1/2dr
o
dt  C 1/2+ N 1 ,
whence it follows that R T
tN 1
kZt   Z(")t k2dt
 (1 ✓L)/2N 1
p
tN 1   ti
  
 +✓L/2
N 1p
tN 1   ti (1.7.21)
Combining (1.7.20) and (1.7.21), it follows that
N 2X
i=0
✓ N 1X
j=i+1
R tj+1
tj
kZt   Z(")t k2dr
(T   tj)(1 ✓L)/2ptj   ti
◆2
 i
 C"2 
N 2X
i=0
 i
(tN 1   ti)1 ✓L + C 
2 +✓L
N 1
N 2X
i=0
 i
tN 1   ti  C"
2  + CN 2
 
1 + ln(N)
 
(1.7.22)
where we have used that  2 +✓LN 1 = TN
(2 +✓L)/  and   < (2 ) ^ ✓L. Analogously, we can also
show that
N 2X
i=0
✓ N 1X
j=i+1
kZtj   Z(")tj k2 j
(T   tj)(1 ✓L)/2ptj   ti
◆2
 i  C"2  + CN 2
 
1 + ln(N)
 
. (1.7.23)
Recalling the BSDEs (y, z) and (y("), z(")) from Definition 1.2.9 and that Z(") = z + z("), the
triangle inequality yields kZ(")t   Z(")ti k2  kzt   ztik2 + kz(")t   z(")ti k2. In the proof of [GM10,
Theorem 1.1], it is shown that, for all t 2 [0, T ],
kzt   ztik22 
C(t  ti)
(T   t)1 ↵ + C
Z t
ti
dr
(T   r)2 ↵ .
Now, applying Jensen’s inequality, Lemma 1.8.5, and the above bound, one obtains
N 2X
i=0
✓ N 1X
j=i+1
R tj+1
tj
kzr   ztjk2dr
(T   tj)(1 ✓L)/2ptj   ti
◆2
 i

N 2X
i=0
✓ N 1X
j=i+1
C j
R tj+1
tj
(tj+1   r)(↵ 1)/2dr + C
R tj+1
tj
⇣ R r
tj
(T   t)↵ 2dt
⌘1/2
dr
(T   tj)(1 ✓L)/2ptj   ti
◆2
 i

N 2X
i=0
✓ N 1X
j=i+1
C (3+↵)/2j + C 
1/2
j
⇣ R tj+1
tj
(tj+1   t)(T   t)↵ 2dt
⌘1/2
(T   tj)(1 ✓L)/2ptj   ti
◆2
 i. (1.7.24)
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For j  N   2, one can apply Lemma 1.8.4 to show thatZ tj+1
tj
(tj+1   t)(T   t)↵ 2dt   j
(T   tj+1)1  
Z tj+1
tj
(T   t)↵   1dt  CN
 1 j
(T   tj)1 ↵+  .
where we have used Lemma 1.8.4 to show that ( j/ j+1) j+1(T   tj+1)  1  CN 1 and the
direct computationZ tj+1
tj
dt
(T   t)1 ↵+  =
1
↵   
 
(T   tj)↵     (T   tj+1)↵  
 
 1
↵   
n T   tj
(T   tj)1 ↵+   
T   tj+1
(T   tj)1 ↵+ 
o
=
 j
(↵   )(T   tj)1 ↵+ 
On the other hand, for j = N   1, since   < ↵,Z T
tN 1
(T   t)(T   t)↵ 2dt =  ↵N 1  TN 1.
Substituting these bounds into (1.7.24) and implementing Lemma 1.8.5, we obtain
N 2X
i=0
✓ N 1X
j=i+1
R tj+1
tj
kzr   ztjk2dr
(T   tj)(1 ✓L)/2ptj   ti
◆2
 i
 CN 1 + CN 1
N 2X
i=0
✓ N 2X
j=i+1
 j
(T   tj)1+(  ↵ ✓L)/2ptj   ti
◆2
 i + CN
 1
N 2X
i=0
✓
 ✓L/2N 1p
tN 1   ti
◆2
 i
 CN 1 + CN 1
N 2X
i=0
 i
(tN 1   ti)1 ✓L  CN
 1. (1.7.25)
In the bounds (1.6.3), we used the inequality
kz(")r   z(")ti k2  C
Z r
ti
ka(")t k2dt+ C
Z r
ti
kV (")t k2dt+ C 1/2i . (1.7.26)
Using ka(")t k2  C(T   t)(↵+✓L 3)/2, as shown Lemma 1.2.14, it follows that
N 1X
j=i+1
R tj+1
tj
{R rtj ka(")t k2dt}dr
(T   tj)(1 ✓L)/2ptj   ti  C
N 1X
j=i+1
R tj+1
tj
{R rtj (T   t)(✓L+↵ 3)/2dt}dr
(T   tj)(1 ✓L)/2ptj   ti
 C
N 2X
j=i+1
R tj+1
tj
(T   r)(↵ 2)/2dr R tj+1ti (T   t)(✓L 1)/2dt
(T   tj)(1 ✓L)/2ptj   ti + C
R T
tN 1
(T   r)(✓L+↵ 1)/2dr
(T   tN 1)(1 ✓L)/2ptN 1   ti
where we have used
Z T
tN 1
{
Z r
tN 1
(T   t)(↵+✓L 3)/2dt}dr =
R T
tN 1
(T   t)(↵+✓L 1)/2dt
(1  ↵  ✓L)/2 .
56
As before, we use direct computation to showZ tj+1
tj
dt
(T   t)1 ↵/2 =
2
↵
 
(T   tj)↵/2   (T   tj+1)↵/2
 
 2
↵
n T   tj
(T   tj)1 ↵/2  
T   tj+1
(T   tj)1 ↵/2
o
=
2 j
↵(T   tj)1 ↵/2
whence it follows that
N 1X
j=i+1
R tj+1
tj
{R rtj ka(")t k2dt}dr
(T   tj)(1 ✓L)/2ptj   ti  C
⇣
max
0iN 1
 1+✓Li
(T   ti)1  
⌘1/2 N 2X
j=i+1
 j
(T   tj)(2+  ✓L ↵)/2ptj   ti
+ C
 (1+↵+✓L)/2N 1
(T   tN 1)(1 ✓L)/2ptN 1   ti
 CN
 1/2
(T   ti)(1+  ✓L ↵)/2 +
CN (↵+2✓L)/(2 )p
tN 1   ti . (1.7.27)
On the other hand, we obtain from Proposition 1.6.3 that kV (")t k2   (t, ", ✓L). It follows from
Lemma 1.8.5 that for all j and r 2 [tj , tj+1],Z r
tj
kV (")t k2dt  Ck k1
Z r
tj
 Z T "
t
(T   s)(✓L 3)/2(s  t) 1/2ds dt
 Ck k1"(3✓L/4 1)/2
Z r
tj
 Z T
t
(T   s)✓L/8 1(s  t) 1/2ds dt
 Ck k1"(3✓L/4 1)/2
Z r
tj
(T   t)(✓L/4 1)/2dt  Ck k1 "
(3✓L/4 1)/2 j
(T   tj)(1 ✓L/4)/2
where we have used the direct computationsZ r
tj
dt
(T   t)(1 ✓L/4)/2 =
2
1 + ✓L/4
 
(T   tj)(1+✓L/4)/2   (T   r)(1+✓L/4)/2
 
 2
1 + ✓L/4
n T   tj
(T   tj)(1+✓L/4)/2  
T   r
(T   tj)(1+✓L/4)/2
o
 C j
(T   tj)(1+✓L/4)/2
Therefore, using Lemma 1.8.5 and the above bound,
N 1X
j=i+1
R tj+1
tj
{R rtj kV (")t k2dt}dr
(T   tj)(1 ✓L)/2ptj   ti  Ck k1"
(3✓L/4 1)/2max
i
 i
N 1X
j=i+1
 j
(T   tj)1 5✓L/8ptj   ti
(1.7.28)
 Ck k1"
(3✓L/4 1)/2N 1
(T   ti)(1 5✓L/4)/2 . (1.7.29)
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Now, substituting (1.7.27) and (1.7.29) into (1.7.26), it follows that
N 2X
i=0
✓ N 1X
j=i+1
R tj+1
tj
kz(")r   z(")tj k2dr
(T   tj)(1 ✓L)/2ptj   ti
◆2
 i 
N 2X
i=0
CN 1 i
(T   ti)1+  ✓L ↵ +
N 2X
i=0
CN 3 i
tN 1   ti
+ Ck k1"3✓L/4 1N 2
N 2X
i=0
 i
(T   ti)1 5✓L/4
 CN 1 + CN 3 1 + ln(N) + Ck k1"3✓L/4 1N 2.
(1.7.30)
Combining (1.7.22), (1.7.23), (1.7.25) and (1.7.30) yields
N 2X
i=0
✓ N 1X
j=i+1
R tj+1
tj
kZr   Ztjk2dr
(T   tj)(1 ✓L)/2ptj   ti
◆2
 i  CN 1 + C"2  + CN 2
 
1 + ln(N)
 
+ Ck k1"3✓L/4 1N 2
and we take " = N 1/(2 ) to complete the proof under (A@f ) and (Ab ).
To prove the result without (A@f ) or (Ab ), recall the mollified BSDE (YM , ZM ) from Corollary
1.4.9. Analogously to Theorem 1.6.6, the result follows from the triangle inequality and taking
M = C ln(N) _ 1. ⇤
We come to the main result of this section, namely the estimation of the error ED(N) in (1.7.8).
Theorem 1.7.6. Let (Aexp ) be and force and suppose that 0 <    2  ^ ↵ ^ ✓L. There is a
constant C such that, for all N ,
ED(N) := max
0iN 1
kYti Yik22+
N 1X
i=0
kZti Zik22 i  CN 1+C
 
N 2 +N (1 3✓L/4)/(2 ) 2
 
(ln(N)_1).
(1.7.31)
Proof In what follows, C may change from line to line. Fix i 2 {0, . . . , N   1}. Using (1.7.15)
from Lemma 1.7.3, it follows that
kZti   Zik2 = kEi[ (XT )HtiT    (XN )HiN +
Z T
ti
f(t, Yt, Zt)H
ti
t dt 
N 1X
j=i+1
fj(Yj , Zj)H
i
j j ]k2
 kEi[
Z ti+1
ti
f(r, Yr, Zr)H
ti
r dr]k2 + kEi[ (XT )(HtiT  HiN )]k2
+
Ck (XT )   (XN )k2p
T   ti + k
N 1X
j=i+1
Ei[f(tj , Ytj , Ztj )(Htitj  Hij)] jk2
+ k
N 1X
j=i+1
Ei[(f(tj , Ytj , Ztj )  fj(Yj , Zj))Htitj ] jk2
+ k
N 1X
j=i+1
Ei[
Z tj+1
tj
(f(r, Yr, Zr)  f(tj , Ytj , Ztj ))Htitjdr]k2 (1.7.32)
Substituting (1.7.10) - (1.7.12) from Proposition 1.7.2, (1.7.16) - (1.7.18) from Lemma 1.7.4 into
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(1.7.32), it follows that
kZti   Zik2 
Ck k1N 1/2p
T   ti + C
Z ti+1
ti
dr
(T   r)1  pr   ti + E(i)
+ C
N 1X
j=i+1
kYtj   Yjk2 + kZtj   Zjk2
(T   tj)(1 ✓L)/2ptj   ti  j (1.7.33)
where
E(i) := C
N 1X
j=i+1
 (j)
(T   tj)(1 ✓L)/2ptj   ti ,  (j) := C
Z tj+1
tj
{kYr   Ytjk2 + kZr   Ztjk2}dr.
Using a similar technique, kYti   Yik2 is bounded above by
k (XT )   (XN )k2 + C
Z ti+1
ti
dr
(T   r)1   + C
N 1X
j=i+1
 (j)
(T   tj)(1 ✓L)/2 + C
N 1X
j=i+1
kYtj   Yjk2 + kZtj   Zjk2
(T   tj)(1 ✓L)/2  j
 CN 1/2 + C
N 1X
j=i+1
 (j)
(T   tj)(1 ✓L)/2 + C
N 1X
j=i+1
kYtj   Yjk2 + kZtj   Zjk2
(T   tj)(1 ✓L)/2  j (1.7.34)
where we have used the following direct computation to bound the first integral term:Z ti+1
ti
dt
(T   t)1   =
1
 
 
(T   ti)    (T   ti+1) 
 
 1
 
n T   ti
(T   ti)1    
T   ti+1
(T   ti)1  
o
=
 j
 (T   ti)1    CN
 1/2.
Define ⇥i := kYti   Yik2 + kZti   Zik2. It follows from (1.7.33) and (1.7.34) that
⇥i  Ck k1N
 1/2
p
T   ti + C
Z ti+1
ti
dr
(T   r)1  pr   ti + E(i) + C
N 1X
j=i+1
⇥j j
(T   tj)(1 ✓L)/2ptj   ti
Letting Ui = ⇥i and
Wi = Ck k1N 1/2(T ti) 1/2+C
Z ti+1
ti
dr
(T   r)1  pr   ti +E(i) =:  (i)+⌅(i)+E(i), (1.7.35)
it follows from Lemma 1.8.6 that
⇥i  CWi + C
N 1X
j=i+1
Wj j
(T   tj)(1 ✓L)/2ptj   ti + C
N 1X
j=i+1
⇥j j
(T   tj)(1 ✓L)/2 (1.7.36)
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Therefore, using Lemma 1.8.7 in (1.7.33) and (1.7.34),
kZti   Zik2 Wi + C
N 1X
j=i+1
Wj j
(T   tj)(1 ✓L)/2ptj   ti , (1.7.37)
kYti   Yik2  CN 1/2 + C
N 1X
j=i+1
 (j)
(T   tj)(1 ✓L)/2 + C
N 1X
j=i+1
Wj j
(T   tj)(1 ✓L)/2 . (1.7.38)
Let us consider the sum in the W terms. Firstly, remark that we only need consider the sums
for i < N   1. Using the terminology of (1.7.35), Lemma 1.8.4 and Lemma 1.8.5,
N 1X
j=i+1
 (j) j
(T   tj)(1 ✓L)/2ptj   ti = Ck k1N
 1/2
N 1X
j=i+1
 j
(T   tj)1 ✓L/2ptj   ti
 Ck k1N 1/2(T   ti)(✓L 1)/2, (1.7.39)
N 1X
j=i+1
⌅(j) j
(T   tj)(1 ✓L)/2ptj   ti  C
R T
tN 1
(T   r)  1(r   tN 1) 1/2dr N 1
 (1 ✓L)/2N 1
p
tN 1   ti
+ C
N 2X
j=i+1
R tj+1
tj
(T   r)  1/2(r   tj) 1/2dr j
(T   tj+1)1 ✓L/2ptj   ti
 C 
 +✓L/2
N 1p
tN 1   ti + C(T   ti)
(✓L 1)/2 max
0iN 1
  i
 CN 1(tN 1   ti) 1/2 + CN  (T   ti)(✓L 1)/2 (1.7.40)
N 1X
j=i+1
E(j) j
(T   tj)(1 ✓L)/2ptj   ti =
N 1X
j=i+1
PN 1
k=j+1
 (k)
(T tk)(1 ✓L)/2
p
tk tj j
(T   tj)(1 ✓L)/2ptj   ti
=
N 1X
k=i+2
Pk 1
j=i+1
 j
(T tj)1 ✓L/2
p
tj ti (k)
(T   tk)(1 ✓L)/2
 C
N 1X
j=i+1
 (j)
(T   tj)(1 ✓L)/2(tj   ti)(1 ✓L)/2 = CE(i). (1.7.41)
where we have used
N 2X
j=i+1
 j
(T   tj+1)1 ✓L/2ptj   ti  C(T   ti)
(✓L 1)/2,
a result which can be proved analogously to Lemma 1.8.5. Using (1.7.39) - (1.7.41) implies that
N 1X
j=i+1
Wj j
(T   tj)(1 ✓L)/2ptj   ti  C(k k1N
 1/2+N  )(T ti)(✓L 1)/2+CN 1(tN 1 ti) 1/2+CE(i).
(1.7.42)
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Substituting this into (1.7.37) implies that
N 1X
i=0
kZti   Zik22 i 
N 1X
i=0
W 2j  i + C(k k21N 1 +N 2 ) + CN 2 ln(N) + C
N 1X
i=0
E(i)2 i
 C(k k21N 1 +N 2 ) + C
N 1X
i=0
⌅(i)2 i + C
N 1X
i=0
E(i)2 i (1.7.43)
where we use the decomposition of Wj in (1.7.35). Using Lemma 1.8.4 and Lemma 1.8.5,
N 1X
i=0
⌅(i)2 i =
N 1X
i=0
⇣Z ti+1
ti
dr
(T   r)1  pr   ti
⌘2
 i
 C
N 2X
i=0
(T   ti+1) 1
⇣Z ti+1
ti
dr
(T   r)1/2  pr   ti
⌘2
 i + C 
2 
N 1
 CN 2  ln(N) + CN 1.
Combining the above with the bound (1.7.19) of
P
i E(i)2 i in Proposition 1.7.5, it follows that
N 1X
i=0
kZti   Zik22 i  CN 1 + CN 2  ln(N) + CN (1 3✓L/4)/(2 ) 2.
On the other hand, applying the Cauchy-Schwarz inequality and Ho¨lder’s inequality in (1.7.38), it
follows that, for any i,
kYti   Yik22  CN 1 + C
⇣N 1X
j=0
 (j)
(T   tj)(1 ✓L)/2
⌘2
+ C
N 1X
j=0
W 2j  j .
We then use the bounds on (
PN 1
j=0  (j)(T   tj)(✓L 1)/2)2 from Proposition 1.7.5 and the bounds
on
PN 1
j=0 W
2
j  j computed above to complete the proof. ⇤
Remark 1.7.7. The di↵erence between the estimates of the approximation error of the ODP
scheme 1.1.5, and EM (N) for the Malliavin weights scheme (1.7.6) comes from the term CN 2  ln(N).
In the special case ✓L = ↵ and ✓c = 1 (whence   = ↵), which includes the case of the quadratic
BSDE, it follows that the optimal convergence rate N 1 for the approximation error EM (N) re-
quires that ↵ dominates 1/2 + ln ln(N)/ ln(N) > 1/2. This is a more constrained set than that
required by the ODP scheme, which may obtain the optimal convergence rate N 1 for ↵ less than
1/2 - see Remark 1.6.7. However, it may be the case that the numerical resolution of the Malliavin
weights scheme, where the conditional expectations are approximated by Monte Carlo least-squares
regression, is more e cient. The study of the numerical algorithm based on the Malliavin weights
scheme is the focus of Chapter 4.
61
1.8 Appendix
Lemma 1.8.1. Let fs 2 L2([0, T ] ⇥ ⌦). Then, for all t 2 [0, T ], there exists a B([0, T ]) ⌦ Ft-
measurable processes Ft belonging to L2([0, T ]⇥⌦) such that (!, s) 7! Ft(s) is a version of (!, s) 7!
Et[fs] and
Et[
Z T
0
fsds] =
Z T
0
Ft(·, s)ds almost surely.
Proof. Define the space
H :=
⇢
fs 2 L2([0, T ]⇥ ⌦) : 8t 2 [0, T ] 9B([0, T ])⌦ Ft  measurable process Ft 2 L2([0, T ]⇥ ⌦)
s.t Ft(·, s) = Et[fs] dt⇥ P  a.e. and Et[
Z T
0
fsds] =
Z T
0
Ft(·, s)ds
 
The space H is a monotone linear vector space as in [RY99, Chapter 1, Theorem 2.2]; monotonicity
follows from the monotone convergence theorem. The Lemma holds for the processes in the set
C := {fs =1A01{0}(s) +
X
i
1Ai1(ti,ti+1](s) : (ti) is any disjoint partition of [0, T ], Ai 2 FT }
with Ft(s) = Et[1A0 ]1{0}(s) +
P
i Et[1Ai ]1(ti,ti+1](s). C is a subset of H that is closed under
multiplication, whence H contains all bounded  (C)-measurable processes by the Monotone Class
Theorem. But  (C) is equal to B([0, T ])⌦FT , so H contains all bounded B([0, T ])⌦FT -measurable
processes. The extension to processes in L2([0, T ]⇥⌦) is done by dominated convergence theorem.
⇤
We need the following generalization of the a priori estimates [BDH+03, Proposition 3.2]:
Proposition 1.8.2. Let k be an integer, and p be an integer greater than or equal to 2. Let f :
⌦⇥[0, T )⇥(Rk)>⇥Rq⇥k ! (Rk)> be P⇥B (Rk)> ⌦B(Rq⇥k)-measurable, and ⇠ be an (Rk)>-valued
random variable in Lp(FT ). Let (ft)t2[0,T ] be non-negative, predictable process, µ 2 L1([0, T ];m)
and   2 L2([0, T ];m) be R-valued non-negative. Additionally, assume that E[(
R T
0 ftdt)
p] <1. For
any (y1, y2) 2 (Rk)2, define the scalar product (y1, y2) :=
Pk
j=1 y1,jy2,j and assume that, for all
(t, y, z) 2 [0, T )⇥ (Rk)> ⇥ Rk⇥q, (!, t, y, z) 7! f(!, t, y, z) satisfies
 |y| 1y1|y|>0, f(!, t, y, z)   ft(!) + µt|y|+  t|z| almost surely. (1.8.1)
Let (Y, Z) be a solution to the
 
(Rk)>,Rq⇥k
 
-valued BSDE
Yt = ⇠ +
Z T
t
f(r, Yr, Zr)dr  
qX
j=1
Z T
t
(Zj,r)
>dWj,r.
in the space Sp⇥Hp, where Hp is the space of predictable processes X such that E[(R T0 |Xs|2ds)p/2]
is finite; Zj denotes the j-th column of Z.
Then, there exists a constant Cp, depending only on p, such that, for any ⌘t   µt +  2t/(p  1)
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in L1(R; dt),
E[sup
t
ep
R t
0 ⌘rdr|Yt|p + (
Z T
0
e2
R t
0 ⌘rdr|Zt|2dt)p/2]  CpE[ep
R T
0 ⌘rdr|⇠|p + (
Z T
0
e
R t
0 ⌘rdrftdt)
p].
Proof. Consider the processes Y˜t = e
R t
0 ⌘rdrYt and Z˜t = e
R t
0 ⌘rdrZt. Then (Y˜ , Z˜) satisfies a
BSDE with terminal condition ⇠˜ = e
R T
0 ⌘rdr⇠ and driver f˜(t, y, z) = e
R t
0 ⌘rdrf(t, e 
R t
0 ⌘rdry, e 
R t
0 ⌘rdrz) 
⌘ty. Moreover, for all (t, y, z) 2 [0, T )⇥ Rk ⇥ Rk⇥q, f˜(!, y, z) satisfies |y| 1y1|y|>0, f˜(!, t, y, z)   f˜t(!) + µ˜t|y|+  ˜t|z| almost surely.
with f˜t = e 
R t
0 ⌘rdrft, µ˜t = µt  ⌘t, and  ˜t =  t. The rest of the proof follows exactly as the proof
of [BDH+03, Proposition 3.2]. ⇤
From Proposition 1.8.2, we obtain the following generalization of [GM10, Lemma A.1]:
Lemma 1.8.3. Let k be a positive integer, p be an integer greater than or equal to 2, and ⇠ be
an (Rk)>-valued random variable in L2(FT ). Let (ar)r, (br)r and (c1,r, . . . , cq,r)r be progressively
measurable processes, where a is (Rk)>-valued, b is Rk⇥k-valued, and cj is Rk⇥k-valued for each
j 2 {1, . . . , q}. If there exists ✓ 2 (0, 1] and finite L > 0 such that for all r 2 [0, T ), |br| +
maxj |cj,r| < L(T   r)(1 ✓)/2 almost surely, and if E(
R T
0 |ar|dr)2 < 1, then there exists a unique
pair of processes (U, V ) in S2 ⇥H2, where U takes values in (Rk)> and V takes values in Rk⇥q,
solving the linear BSDE
Ut = ⇠ +
Z T
t
(ar + brUr +
qX
j=1
(Vj,r)
>cj,r)dr  
qX
j=1
Z T
t
(Vj,r)
>dWj,r (1.8.2)
where Vj is the j-th column of V . Moreover, there is finite C > 0 depending only on ✓, such that
E[sup
r
|Ur|2 +
Z T
0
|Vr|2dr]  Ck⇠k2 + (
Z T
0
kark2dr)2 (1.8.3)
Proof. Let ( , ) be in H2 ⇥H2, and define the random function
f(r, y, z) = f(r) := ar + br r +
qX
j=1
 j,rcj,r.
The function f is progressively measurable and satisfies assumptions (H1)-(H5) of [BDH+03, Sec-
tion 4]. Since f takes no argument in (y, z), it is only necessary to check (H1): using Minkowski’s
inequality and the Cauchy-Schwarz inequality,
E[(
Z T
0
|f(r)|dr)2]1/2  E[(
Z T
0
|ar|dr)2]1/2 + L(
Z T
0
E[| r|2]dr)1/2(
Z T
0
dr
(T   r)1 ✓ )
1/2
+ L
qX
j=1
(
Z T
0
E[| j,r|2]dr)1/2(
Z T
0
dr
(T   r)1 ✓ )
1/2 <1.
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Thanks to [BDH+03, Theorem 4.2], there exists a unique solution (Y, Z) to the BSDE
Yt = ⇠ +
Z T
t
f(r)dr  
qX
j=1
Z T
t
Zj,rdW
j
r .
in S2 ⇥H2. The remainder of the proof of existence and uniqueness follows exactly as the proof
of Corollary 1.4.3. To prove the bounds (1.8.3), observe that the driver f(r) satisfies (1.8.1) from
Proposition 1.8.2 with fr = ar and  r = µr = C(T   r)(✓ 1)/2. ⇤
Lemma 1.8.4. The time grid ⇡( ) = {0 = t0 < . . . < tN = T : ti = T   T (1   i/N)1/ } with
  2 (0, 1] satisfies
max
0i<N
 k
(T   tk)1 ✓ 
T ✓
 
1
N1^
✓
 
, (1.8.4)
max
0iN 2
 k
 k+1
 1
 
✓
1 _   1
2 
  1
  1
◆
, (1.8.5)
for all ✓ 2 (0, 1].
The proof of this can be found in Lemma A.0.2.
Lemma 1.8.5. Let  , ⇢ 2 (0, 1]. Then for B ,⇢ :=
R 1
0 (1  r)  1r⇢ 1dr, for any 0  s < t  T ,Z s
t
(s  r)  1(r   s)⇢ 1dr  B ,⇢(s  t) +⇢ 1.
Moreover, on the time-grid ⇡( ) = {0 = t0 < . . . < tN = T : ti = T   T (1   i/N)1/ }, for any
0  i < k  N ,
k 1X
j=i+1
(tk   tj)  1(tj   ti)⇢ 1dr  2B ,⇢(tk   ti) +⇢ 1.
The proof of the integral part of Lemma 1.8.5 is done by changing variables. The proof of the
sum part of Lemma 1.8.5 is exactly the same as the proof of Lemma 4.3.1 in Section 4.5.1 later. We
note that, in the context of the notation of that Chapter, R⇡ is equal to 1, because the time-grid
⇡( ) has the property  i+1   i for all i.
Lemma 1.8.6. Let     0, ⇢ > 0 and t 2 [0, T ). Suppose that, for a positive constant Cu, the finite
positive real functions u : [t, T ] 7! [0,1) and w : [t, T ] 7! [0,1) satisfy
ut  wt + Cu
Z T
t
urdr
(T   r) 12  (r   t) 12 ⇢ . (1.8.6)
Then, for constants C(1.8.7a) and C(1.8.7b) depending only on Cu, T,   and ⇢,
ut  C(1.8.7a)wt + C(1.8.7a)
Z T
t
wrdr
(T   r) 12  (r   t) 12 ⇢ + C(1.8.7b)
Z T
t
urdr
(T   r) 12   . (1.8.7)
Moreover, on the time-grid ⇡( ) = {0 = t0 < . . . < tN = T : ti = T   T (1   i/N)1/ }, suppose
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that the real functions U : ⇡( ) 7! [0,1) and W : ⇡( ) 7! [0,1) satify
Ui Wi + Cu
N 1X
j=i+1
Uj j
(T   tj) 12  (tj   ti) 12 ⇢
(1.8.8)
for all i 2 {0, . . . , N   1}. It follows that
Ui  2C(1.8.7a)Wi + 2C(1.8.7a)
N 1X
j=i+1
Wj j
(T   tj) 12  (tj   ti) 12 ⇢
+ 2C(1.8.7b)
N 1X
j=i+1
Uj j
(T   tj) 12  
for all i 2 {0, . . . , N   1}.
The proof of Lemma 1.8.6 is analogous to the proof of Lemma 4.3.2 in Chapter 4. The integral
part is proved in the same way as the sum part, with, of course, integrals replacing the sums.
Lemma 1.8.7. Let     0, ⇢ > 0 and t 2 [0, T ). Suppose that the finite positive real func-
tions u : [t, T ] 7! [0,1) and w : [t, T ] 7! [0,1) satisfy (1.8.7) for some positive constants
C(1.8.7a) and C(1.8.7b). Then, for ⌫ > 0, there is a positive constant C(⌫) (depending only on
C(1.8.7a), C(1.8.7b), T,  , ⇢, ⌫) such thatZ T
t
urdr
(T   r) 12  (r   t)1 ⌫  C
(⌫)
Z T
t
wrdr
(T   r) 12  (r   t)1 ⌫ (1.8.9)
Moreover, on the time-grid ⇡( ) = {0 = t0 < . . . < tN = T : ti = T T (1 i/N)1/ }, suppose that
the real functions U : ⇡( ) 7! [0,1) and W : ⇡( ) 7! [0,1) satify (1.8.8) for all i 2 {0, . . . , N  1}.
It follows that
N 1X
j=i+
Uj j
(T   tj) 12  (tj   ti)1 ⌫
 2C(⌫)
N 1X
j=i+1
Wj j
(T   tj) 12  (tj   ti)1 ⌫
for all i 2 {0, . . . , N   1}.
The proof of Lemma 1.8.7 is analogous to the proof of Lemma 4.3.3 in Chapter 4. The integral
part is proved in the same way as the sum part, with, of course, integrals replacing the sums.
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2 Approximation of discrete BSDE using least-squares re-
gression
2.1 Introduction
Framework. Let T > 0 be a fixed terminal time and W be a q-dimensional (q   1) Brownian
motion defined on a filtered probability space (⌦,F ,P), where the filtration (Ft)0tT satisfies
the usual hypotheses; the filtration may be larger than that generated by W . We are given a
deterministic time grid ⇡ := {0 = t0 < . . . < tN = T} for the interval [0, T ], whose (i + 1)-th
time-step is denoted  i = ti+1   ti and mesh size is defined by |⇡| := max0i<N  i  T . The
(i+ 1)-th Brownian motion increment is defined by  Wi :=Wti+1  Wti .
In this chapter, we deal with the numerical resolution of (Y, Z), a discrete BSDE with data
(⇠, fi(y, z)), which is generated by(
YN = ⇠, Yi = Ei (Yi+1 + fi(Yi+1, Zi) i) , 0  i < N,
 iZi = Ei
 
Yi+1 W>i
 
, 0  i < N (2.1.1)
where Ei(·) := E(·|Fti), > denotes the transpose operator and
• ⇠ is a given FT -measurable random variable in L2,
• Y := (Yi)0iN is a scalar process, Z := (Zi)0i<N is Rq-valued process (as a row vector),
• for each i, the so-called driver (!, y, z) 7! fi(y, z) is Fti ⌦ B(R)⌦ B(Rq)-measurable.
Equation (2.1.1) is a backward Dynamic Programming (DP for short) equation, which is solved
at i = N   1 by first evaluating ZN 1 using YN = ⇠, then YN 1 using YN and ZN 1, and then
iterating these evaluations until i = 0.
Application. Equation (2.1.1) appears naturally when approximating a continuous-time
BSDE by a discrete-time process along the time grid ⇡. The continuous time BSDE may be a
generalized BSDE of the form
Yt = ⇠ +
Z T
t
f(s, Ys, Zs)ds 
Z T
t
ZsdWs   (LT   Lt), (2.1.2)
where L is a martingale orthogonal toW . The presence of L occurs, for example, when ⇠ =  (XT )
where X is a jump-di↵usion process driven by W and a Poisson random measure. In this context,
and for f(s,!, y, z) = f(s,Xs(!), y, z), it is shown in [LGW06, Theorem 1] that the discrete time
process (Yi, Zi)0i<N generated by (2.1.1) converges to (Y, Z), in suitable L2-spaces, as the mesh
size |⇡| goes to 0. Note that the general formulation (2.1.1) using conditional expectations w.r.t.
Fti allows for path-dependent drivers/terminal conditions: one can take ⇠ =  (Xt1 , . . . , XtN ) (see
[GGG12]) or ⇠ =  (XT ,
R T
0 Xtdt) for a di↵usion process X (see [GLW05]).
DP equation (2.1.1) is written in an explicit form because the driver fi depends on Yi+1.
Discrete BSDEs have traditionally been studied in implicit form, i.e. where fi depends on Yi.
The explicit and implicit schemes usually give, to the best of our knowledge, the same rate of
convergence as N ! +1 for the discretization error (the error incurred by approximating the
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continuous BSDE by a discrete process) in an appropriate L2-space: compare the results of [BT04]
(implicit scheme) to [LGW06] (explicit scheme).
A lot of attention - [Zha04][BT04][GM10] and Chapter 1 of this thesis among others - has been
paid to the analysis of the discretization error. This is not the focus of the current chapter; rather,
we focus on the numerical resolution of the DP equations (2.1.1), allowing N ! +1.
Numerical approximation. One has to approximate the conditional expectations in (2.1.1)
in order to have a fully implementable scheme. This is because one cannot, in general, calculate
the conditional expectation explicitly. Over the last ten years, various di↵erent approaches have
been developed to do this - see the introduction of [GL10] for an overview - but very few papers
[BT04][LGW06][Mos10] have tackled the global error analysis. In the current chapter, we follow
the empirical regression approach presented in [LGW06] and estimate the global error that this
method incurs in the approximation of (Y, Z). Suppose that
(Yi, Zi) := (yi(Xi), zi(Xi)) (2.1.3)
for some (unknown but deterministic) measurable functions yi(·), zi(·) and a d-dimensional ex-
planatory process X := (Xi)0iN (in the jump-di↵usion example above, X would be the Euler
approximation at times (ti)i). Since each conditional expectation Ei(·) can be viewed as solution
of a least-squares problem in L2(P), the functions yi(·) and zi(·) are then approximated using a
finite-dimensional approximation. The coe cients of this approximation are computed using em-
pirical least-squares regression [GKKW02, Chapters 10-11-12] using M simulations of the paths of
the explanatory variable X. The use of such an empirical regression scheme is supported by two
important features: first, it requires as an input only independent paths of the explanatory pro-
cess X and of the Brownian motion W ; second, using distribution-free tools [GKKW02], one may
achieve model-independent error estimates related to the statistical error. These robust estimates
(Theorem 2.4.5) are presumably too conservative; on the other hand, the estimates allow the error
analysis to be applied to very general probability spaces, because we make very few assumptions
on the explanatory process X: see Section 2.2.
The resulting global error is known to be very di cult to analyze, because all regression prob-
lems are stochastically dependent through the DP equation; moreover, the numerical parameters
(the time-grid ⇡, functions basis used for the finite-dimensional approximations of yi(·), zi(·) and
the number of simulationsM) play multiple, often contradictory, roles in the convergence, and it is
crucial to find the right trade-o↵ between them. We achieve the global error analysis in Theorem
2.4.4 which is our main results. We then apply this result to optimize the numerical parameters
needed for a given accuracy in the asymptotics N ! +1, see Subsection 2.4.3. For the reader
interested in empirical analysis, we refer to [Mos10][Ric10].
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2.1.1 Our contributions
In this chapter, we introduce an algorithm using the Multi step-forward Dynamic Programming
(MDP for short) equation given by
(
Yi = Ei
⇣
⇠ +
PN 1
k=i fk(Yk+1, Zk) k
⌘
,
 iZi = Ei
⇣
[⇠ +
PN 1
k=i+1 fk(Yk+1, Zk) k] W
>
i
⌘
.
(2.1.4)
Equation (2.1.4) is inspired by the algorithm of [BD07], but we notice that, unlike that work, Picard
iterations are not used in our scheme. Because of the tower property of conditional expectations,
definitions (2.1.1) and (2.1.4) coincide. When Least-Squares approximations of the conditional
expectations are incorporated in the MDP equation, this gives a so-called LSMDP scheme and
we provide an equivalent result to [BD07, Theorem 11] in Theorem 2.3.6, which shows that our
LSMDP scheme gives raise to a smaller propagation of errors than the the One step-forward
Dynamic Programming (ODP for short) equation (2.1.1); in this sense, we suggest that the Picard
iterations of [BD07, Mos10] are unnecessary. This is good news because it greatly simplifies the
algorithm and its analysis without deteriorating the estimates.
Moreover, we provide several important relaxations to the traditional assumptions of numerical
schemes for BSDEs [LGW06][BD07][Mos10]:
(a) We allow the driver to satisfy a weaker, local Lipschitz condition; see (AF-i)below. This
allows the results of this chapter to be applied to a wider range of approximation problems for
BSDEs, including the important class of quadratic BSDEs with bounded, Ho¨lder continuous
terminal conditions. To the best of our knowledge, a detailed error analysis for numerical
schemes for this class of BSDEs has not before been performed.
(b) We allow the driver to satisfy a weaker, local bound at (y, z) = (0, 0); see (AF-ii)below.
This allows the results of this chapter to be applied to a particular proxy technique. This
is similar to the martingale basis method of Bender-Steiner [BS12]. The authors give an
example of where this method performs much better than the traditional One-step scheme,
but are unable to analyze the error in a general setting; the results of this chapter now allow
this analysis.
We defer to Section 2.2 for a detailed discussion of the assumptions and the new applications of
our results refered to above.
We derive a full error analysis for the LSMDP scheme, including the e↵ect of statistical errors
(finite number of Monte Carlo simulations); see Theorem 2.4.4. These estimates are obtained by
exploiting stability inequalities - Section 2.3.1 - for discrete BSDEs. We demonstrate how higher
orders of smoothness of the Markov functions yi and zi defined in (2.1.3) lead to improvements
in the error-computational work trade-o↵. We also demonstrate that MDP has a better error-
computational time trade o↵ than ODP in the context of this theoretical analysis; see Subsection
2.4.3. Moreover, we do not require Lipschitz continuity assumptions on the Markov functions yi
to obtain our estimates.
What is particularly interesting is that the computational e ciency computed in Section 2.4.3
is of the same order whether we take local or global Lipschitz continuity of the driver. The local
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continuity corresponds to the quadratic BSDE problem. In this sense, we obtain the optimal
rates of convergence for the quadratic BSDE. The truncation method of [IDR10, Section 6], for
example, requires the use of a truncation of the driver by a smooth projection of the z component
onto the open ball or radius R¯. This will reduce the quadratic driver to a Lipschitz continuous
driver whose Lipschitz coe cent depends on R¯, and they require that R¯ be large so that their
approximation error is low [IDR10, Theorem 6.2]. As we will see in Theorems 2.4.4 and 2.4.5, the
e ciency of the LSMDP algorithm depends on the absolute bounds of yi and zi, which depend
exponentially on the Lipschitz constant, see Proposition 2.3.8. This presents a substantial reduction
of the numerical e ciency of the numerical scheme. This phenomenon has already been observed
in the introduction of [Ric11], where a nice heuristic argument is provided. Another alternative
approach is to apply he Cole-Hopf transform [IDRZ10], which transforms a quadratic BSDE into a
Lipschitz BSDE. Numerical resolution of the transformed problem leads to good convergence rates.
However, the Cole-Hopf transform can only be applied to certain quadratic drivers. Our method
accommodates general quadratic drivers. The method of [Ric11] the use of an irregular time-grid
to attain an optimal convergence rate. Although our algorithm accommodates this special time
grid, it is also able to accommodate the time grids of Chapter 1, where the time points take the
form ti = T   T (1  i/N)1/✓⇡ . It was shown in Chapter 1 that these time grids improve the rate
of convergence of the time-discrete scheme to the continuous BSDE.
We allow the time grid ⇡ to be non uniform; see (AF-iii). Indeed, to reduce the discretization
error for BSDE with irregular terminal conditions ⇠ =  (XT ), it has been recently proposed in
[GM10] to choose nonuniform grids: the grid points are more concentrated close to the terminal
time T in order to compensate the lack of regularity of  . The results of this chapter can be applied
to the time-grids of [GM10]. Similar results are obtained for for path dependent ⇠ in [GGG12].
We remark that our analysis in Section 2.4 bears similarity to that of [Mos10, Chapter 3] at
first sight. We want to briefly compare our results with that work. The assumptions of [Mos10]are
stronger: there is a uniform Lipschitz condition and uniform bound on the driver. This does not
treat the extensions of the scheme discussed above. Weakening the assumptions leads to problems
in the analysis that cannot be treated in a trivial way, and we provide a careful treatment of these
issues. See the proofs of theorems 2.4.4 and 2.4.5 for details. Indeed, that the estimates are in the
end similar is, to us, rather astonishing given the broadening of the spectrum of problems that one
can treat and previous di culties that one had with these problems (see above). In addition, our
method does not require the use of Picard iterations. The estimates of Theorem 2.4.4 and 2.4.5
are in terms of the discrete or continuous time BSDE. This allows the use of the smoothness of
the true BSDE to get finer estimates. In contrast, the estimates of [Mos10, Theorem 3.4.1] are
expressed in terms of the Picard iterations, and it is not clear that one can take advantage of the
additional smoothness in the same way.
Organization of the chapter. In the remainder of this section, we define notation used
throughout the chapter. In Section 2.2, we state our working assumptions and give several exam-
ples to show how these assumptions are useful for approximating a wide variety of continuous-time
BSDEs. In Section 2.3, we establish stability estimates for discrete BSDEs, and apply them to de-
rive tight pointwise and L2-estimates for (Y, Z). We define the MDP-based scheme and we analyze
the L2-error incurred when conditional expectations are approximated by projections on closed
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convex subsets of L2. This allows comparison between ODP and MDP-based schemes. Finally,
we determine boundedness and smoothness properties of discrete BSDEs under some additional
assumptions. In Section 2.4, the projections are computed using M independent simulations of
the explanatory process X: it defines the LSMDP scheme. The global error is stated in Theorems
2.4.4 and 2.4.5. The rest of the section is devoted to (long and technical) proofs. A discussion
related to algorithm complexity is given in Subsection 2.4.3. In particular, we show how higher
order of smoothness of the Markov functions yi and zi leads to an improved error-computational
time trade-o↵, and compare this to the results for the ODP. Some intermediate results are detailed
in the Appendix.
Further notation.
• |x| stands for the Euclidean norm of the vector x.
• |U |Lp = (E|U |p)
1
p stands for the Lp(P)-norm (p   1) of a random variable U . To indicate
that U is additionally measurable w.r.t. the  -algebra Q, we may write U 2 Lp(Q,P).
• We reserve the letter   := ( 0, . . . ,  N 1) 2 RN+ for the parameter appearing in the weighted
L2-norms below. Moreover for a given  , we set  i :=
Qi 1
k=0(1 +  k k) for 0  i < N (with
the usual convention
Q 1
k=0 · · · = 1).
• For a q(> 1)-dimensional process U = (Ui)0iN , its l-th component is denoted by Ul =
(Ul,i)0iN .
2.2 Standing assumptions and applicability to practical continuous-time
problems
In this section, we give the standing assumptions for this chapter. These assumptions are more
general than in previous numerical schemes for BSDEs, and we outline several examples to demon-
strate how these more general assumptions lead extended applicability of the results of this chapter
to practical continuous-time BSDE problems.
The standing assumptions are separated into two parts: the first set consists of the minimal
assumptions necessary for basic results of Section 2.3, and the second set consists of the Markovian
assumptions necessary for Section 2.4. The minimal assumptions used in this chapter are that the
terminal condition ⇠ is square integrable and the driver is locally Lipschitz continuous in the sense
that the Lipschitz constant depends on ti. To be more precise:
(A⇠) ⇠ is in L2(FT ,P).
(AF) i) (!, y, z) 7! fi(y, z) is Fti ⌦ B(R) ⌦ B(Rq)-measurable for every i < N , and there exist
deterministic parameters ✓L 2 (0, 1] and Lf 2 [0,+1) such that
|fi(y, z)  fi(y0, z0)|  Lf
(T   ti)(1 ✓L)/2 (|y   y
0|+ |z   z0|), (2.2.1)
for any (y, y0, z, z0) 2 R⇥ R⇥ Rq ⇥ Rq.
70
ii) There exist deterministic parameters ✓c 2 (0, 1] and Cf 2 [0,+1) such that
|fi(0, 0)|  Cf
(T   ti)1 ✓c , 80  i < N. (2.2.2)
iii) The time-grids ⇡ := {0 = t0 < . . . < tN = T} are such that
C⇡ = sup
k<N
 k
(T   tk)1 ✓L ! 0 as N ! +1, (2.2.3)
lim sup
N!1
R⇡ < +1, where R⇡ = sup
0kN 2
 k
 k+1
. (2.2.4)
Under (A⇠)and (AF-i-ii), it is straightforward to check from (2.1.1) that (Yi)0iN and (Zi)0i<N
are well defined and belong to L2 (see Proposition 2.3.3 for tight estimates).
When analyzing the influence of M in Section 2.4, we reinforce the basic assumptions with the
following set of Markovian assumptions:
(AX) X is a Markov chain in Rd (1  d < +1) adapted to (Fti)i.
(A0⇠) i) ⇠ is a bounded FT -measurable random variable; we set C⇠ := P  ess sup! |⇠(!)| < +1.
ii) ⇠ is of form ⇠ =  (XN ) for a measurable function  .
(A0F) For every i < N , the driver is of the form fi(y, z) = fi(Xi, y, z) where (x, y, z) 7! fi(x, y, z)
is B(Rd)⌦ B(R)⌦ B(Rq)-measurable and (AF)is satisfied.
These give us a Markov representation for solutions of the discrete BSDEs: for all k < N , there
exist measurable, deterministic functions yk : Rd ! R and zk : Rd ! Rq such that Yk = yk(Xk)
and Zk = zk(Xk) holds almost surely. Indeed, taking the Markov chain (X
k,x
i )i k started at tk
with value x 2 Rd with the same transition probabilities as (Xk)k yields, by induction,  kzk(x) =
E[ W>k yk+1(X
k,x
k+1)] and yk(x) = E[yk+1(X
k,x
k+1) + fk(x, yk+1(X
k,x
k+1), zk(x)) k]; see the proof of
Lemma 2.4.3 for details.
We emphasize that we do not make any further assumptions on X - no non-degeneracy con-
dition, no specific distributions, etc; our error estimates are model-free in this sense. This lends
flexibility and robustness to the empirical least-squares regression scheme.
The assumptions above derive from particular continuous time settings; see below. This means
that it is natural for us to assume that the constants ✓L, Lf , ✓c, and Cf are time-grid independent.
This assumption simplifies the complexity analysis in Subsection 2.4.3.
At first glance, the boundedness assumption (A0⇠-i)appears to be a serious restriction of our
scheme. Indeed, (A⇠)is the minimal assumption to ensure the existence of a continuous-time
BSDE in L2-spaces [EKPQ97]. The raison d’eˆtre of (A0⇠-i)is to derive robust estimates for the
global error (see Theorem 2.4.4) using the tools of nonparametric regression [GKKW02]. On the
other hand, ⇠n =  n _ ⇠ ^ n (n   0) defines a sequence of bounded approximations of ⇠ and by
L2-stability results on continuous-time BSDEs (see [EKPQ97, Proposition 2.1] for instance), the
truncation error converges to 0 as n ! +1. Since in our global error estimates we keep track
on the dependence on C⇠, it would be a priori possible to let this upper bound go appropriately
quickly to infinity, while maintaining a converging scheme.
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Assumptions (AF-i-ii)may be surprising because they extend the usual global Lipschitz conti-
nuity conditions in an unusual way. Globally Lipschitz drivers are related to the case ✓L = 1, and
✓c = 1 describes the usual situation where drivers are uniformly (in time) bounded at (y, z) = (0, 0).
The singularity at the terminal time allows us to extend the applicability of our numerical scheme
to include a wider class of continuous-time Markovian BSDE related to a Rd-valued Brownian
di↵usion process (Xt)0tT . We outline two canonical examples that motivate (AF-i-ii). Take
⇠ =  (XT ) and f(t,!, y, z) = f(t,Xt(!), y, z). For simplicity, assume q = d and that the coef-
ficients of X are smooth and bounded and that its di↵usion coe cient  (t, x) satisfies a uniform
ellipticity condition. We denote by L the infinitesimal generator of X.
Quadratic BSDEs. Consider a quadratic growth driver satisfying
|f(t, x, y, z)|  c (1 + |y|+ |z|2),
|f(t, x, y, z)  f(t, x, y0, z0)|  c (1 + |z|+ |z0|)(|x  x0|+ |y   y0|+ |z   z0|)
for any (t, x, x0, y, y0, z, z0) 2 [0, T ]⇥Rd⇥Rd⇥R⇥R⇥Rd⇥Rd and for a given constant c   0. Assume
additionally that the terminal function   is Ho¨lder continuous and bounded. Then [DG06, Theorem
2.1] yields that the continuous-time BSDE is given by Yt = u(t,Xt) and Zt = ru(t,Xt) (t,Xt)
where u solves the semi-linear PDE @tu(t, x) + Lu(t, x) + f(t, x, u(t, x),ru(t, x) (t, x)) = 0 with
u(T, x) =  (x). Moreover, there exist constants ✓ 2 (0, 1] and Cu 2 R+ such that
(T   t)(1 ✓)/2|ru(t, x) (t, x)|  Cu, 8(t, x) 2 [0, T )⇥ Rd.
Now, set 't : ⇣ 2 R 7! 't(⇣) = sign(⇣)min
 |⇣|, Cu
(T t)(1 ✓)/2
 
and define the new driver f¯(t, x, y, z) :=
f
 
t, x, y,'t(z1) . . . ,'t(zd)
 
. Observe that f¯(t,Xt, Yt, Zt) = f(t,Xt, Yt, Zt), thus it is equivalent
to solve the BSDE with driver f or f¯ . Notice also that 't(·) is 1-Lipschitz continuous and
bounded by Cu
(T t)(1 ✓)/2 , hence fi(y, z) := f¯(ti, Xti , y, z) satisfies (AF-i-ii)with Cf = c, ✓c = 1,
Lf = c(T (1 ✓)/2 + 2
p
dCu), ✓L = ✓. In Chapter 1, it was proved that the exponent ✓ is equal to
the Ho¨lder exponent of  , and it is possible to obtain an explicit estimate of the constant Cu.
Using proxys for numerical stability. Consider a standard Lipschitz driver f . Assume that
we know by expertise that the solution (Yt, Zt)t is expected to be close to (v(t,Xt),rv(t,Xt) (t,Xt))t,
where v is the explicit solution to a linear parabolic equation @tv(t, x) + L˜v(t, x) + f˜(t, x) = 0;
the di↵usion process associated to L˜, the terminal condition and the driver may have changed to
produce an analytical solution. v is called proxy in [BGM09]. It is then natural to numerically
compute the residual (Y 0t , Z
0
t ) := (Yt   v(t,Xt), Zt   rv(t,Xt) (t,Xt)). It solves a BSDE with
terminal function  (.)  v(T, .) and driver
f0(t, x, y, z) := f(t, x, y + v(t, x), z +rv(t, x) (t, x))  f˜(t, x) + (L  L˜)v(t, x).
The new driver f0 is uniformly Lipschitz w.r.t. y and z, so (AF-i)is satisfied with ✓L = 1. If
v(T, .) is ✓-Ho¨lder continuous (✓ 2 (0, 1]), then usual PDE estimates on the parabolic operator L˜
give (T   t)( k ✓2 )+ |Dkxv(t, x)|  Cv (k = 0, 1, 2), from which (AF-ii)is derived with ✓c = ✓/2. To
conclude this example, we mention that in the case L˜ = L, v(T, .) =  (.) and f˜ = 0, it is proved in
[GM10] that the L2-time-regularity of (Y 0, Z0) is usually more well-behaved than that of (Y, Z),
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suggesting that the discretization error from the DP equation for (Y 0, Z0) would be smaller.
Assumption (AF-iii)is used to derive stability results for discrete BSDEs (see Proposition 2.3.3)
and for the numerical schemes (see Theorems 2.3.6 and 2.4.4) as the number N of grid times
becomes large. If ✓L = 1, the condition (2.2.3) is equivalent to |⇡| ! 0. If ✓L 2 (0, 1) and ⇡
is a time-grid with higher concentration at T as in [GM10] (i.e. tk = T   T (1   k/N)1/✓⇡ with
✓⇡ 2 (0, 1]), then one easily checks conditions (2.2.3) and (2.2.4) hold (see Lemma A.0.2):
C⇡  T
✓L
✓⇡
1
N1^
✓L
✓⇡
, R⇡  1
✓⇡
✓
1 _   1
2✓⇡
  1
✓⇡
 1
◆
.
Hence, (2.2.3) and (2.2.4) hold true whatever the value ✓⇡ is. This shows that in most usual
situations |⇡|! 0 implies (AF-iii).
2.3 ODP scheme vs. MDP scheme
The aim of this section is threefold. Firstly, we use the minimal assumptions (A⇠)and (AF)to
determine a priori stability estimates for discrete BSDEs. Secondly, we use the stability results
to show that the MDP scheme combined with L2-projection yields a smaller error than the ODP
scheme. In doing so, we revisit the results of [BD07], but avoid the Picard iterations of their scheme.
This also serves as a warm-up to Section 2.4, where the a priori stability results also play a crucial
role. Thirdly, we demonstrate how slightly stronger assumptions yield time uniform almost sure
bounds on the solutions of the BSDEs, and smoothness properties in the case of Markovian BSDEs;
these properties are extremely useful in Section 2.4.
2.3.1 General a priori estimates
Definition 2.3.1. The truncation of the i-th Brownian increment at threshold R = [0,+1] is
defined by
[ Wi]w = ( R
p
 i _ W1,i ^R
p
 i, · · · , R
p
 i _ Wq,i ^R
p
 i)
>.
For R = +1, [ Wi]w =  Wi. Replacing Wi by [ Wi]w has small impact in the DP equations
(2.1.1), provided that R is large enough (see Proposition 2.3.9). On the other hand, taking finite
R ensures that some quantities are a.s. bounded, which is crucial in our error analysis in Section
2.4.
In this subsection, we study the di↵erence between two discrete BSDEs with truncated Brow-
nian increments, (Y Ri , Z
R
i )i and (Y¯
R
i , Z¯
R
i )i, given by8<: Y
R
i = Ei
⇣
⇠ +
PN 1
k=i fk(Y
R
k+1, Z
R
k ) k
⌘
,
 iZRi = Ei
⇣
[⇠ +
PN 1
k=i+1 fk(Y
R
k+1, Z
R
k ) k][ W
>
i ]w
⌘
,
(2.3.1)
and similarly for (Y¯ Ri , Z¯
R
i )i with data (⇠¯, f¯i(y, z)). The superscriptR refers to the fact the Brownian
increments are truncated at the threshold R 2 [0,+1].
We assume that ⇠ and ⇠¯ are both in L2 (assumption (A⇠)). We allow rather greater generality
than a↵orded by (AF): firstly, the drivers fi(y, z) and f¯i(y, z) are Lipschitz continuous w.r.t. (y, z)
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and the dependence of their Lipschitz constant w.r.t. i is general; finally, we do not insist that
the drivers be adapted. We will require the extension to non-adapted drivers later in Section 2.4,
where we will apply these results to BSDEs with data dependent drivers. However, we assume
that each fi(Y Ri+1, Z
R
i ) and f¯i(Y¯
R
i+1, Z¯
R
i ) are in L2, so that Y
R
i , Z
R
i , Y¯
R
i , Z¯
R
i are also in L2 for any
i. Using the tower property of conditional expectations, observe that(
Y RN = ⇠, Y
R
i = Ei
 
Y Ri+1 + fi(Y
R
i+1, Z
R
i ) i
 
,
 iZRi = Ei
 
Y Ri+1[ W
>
i ]w
 
,
(2.3.2)
and similarly for (Y¯ R, Z¯R). We study the di↵erences:
 Y Ri = Y
R
i   Y¯ Ri ,  ZRi = ZRi   Z¯Ri
and we set
 fi = fi(Y
R
i+1, Z
R
i )  f¯i(Y Ri+1, ZRi ),  ⇠ = ⇠   ⇠¯.
We shall use the following Lemma repeatedly:
Lemma 2.3.2 (Local estimates). For 0  i  N   1, assume that f¯i is Lipschitz w.r.t. y and z,
with a Lipschitz constant equal to Lf¯i 2 R+. For any R 2 [0,+1],  i  T and  i > 0 satisfying
6q( i +
1
 i
)L2
f¯i
 1, we have
| Y Ri |2  (1 + ( i +
1
2
) i)Ei(| Y Ri+1|2) + 3( i +
1
 i
) iEi( f2i ). (2.3.3)
Proof. Preliminary estimates for  ZRi . From (2.3.2) we have
 i Z
R
i = Ei([ Y Ri+1   Ei( Y Ri+1)][ W>i ]w).
By the Cauchy-Schwarz inequality, note that
|Ei([ Y Ri+1   Ei( Y Ri+1)][ W>i ]w)|2  q  i
⇣
Ei[( Y Ri+1)2]  (Ei Y Ri+1)2
⌘
uniformly in R, whence
 i| ZRi |2  q
⇣
Ei[( Y Ri+1)2]  (Ei Y Ri+1)2
⌘
. (2.3.4)
Estimates for  Y Ri . We have
 Y Ri = Ei Y Ri+1 + iEi[ fi] + iEi[f¯i(Y Ri+1, ZRi )  f¯i(Y¯ Ri+1, Z¯Ri )].
Combining the Young inequality (a+ b)2  (1+  i i)a2+(1+ 1 i i )b2 and the Lipschitz property
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of f¯i and (2.3.4), we deduce
( Y Ri )
2  (1 +  i i)(Ei Y Ri+1)2 (2.3.5)
+ 3( i +
1
 i
) i
h
Ei[ f2i ] + L2f¯iEi[( Y
R
i+1)
2] + L2f¯i | ZRi |2
i

✓
1 +  i i   3qL2f¯i( i +
1
 i
)
◆
(Ei Y Ri+1)2 + 3( i +
1
 i
) iEi[ f2i ]
+

3( i +
1
 i
) iL
2
f¯i
+ 3qL2f¯i( i +
1
 i
)
 
Ei[( Y Ri+1)2]. (2.3.6)
Under our assumptions on  i, we have  i   3qL2f¯i , which ensures 1+ i i 3qL2f¯i( i+ 1 i )   0 for
any  i. This allows us to combine terms of (Ei Y Ri+1)2 and Ei[( Y Ri+1)2] using Jensen’s inequality
in (2.3.6):
( Y Ri )
2 
✓
1 +  i i   3qL2f¯i( i +
1
 i
)
◆
Ei[( Y Ri+1)2] + 3( i +
1
 i
) iEi( f2i )
+

3( i +
1
 i
) iL
2
f¯i
+ 3qL2f¯i( i +
1
 i
)
 
Ei[( Y Ri+1)2]
=
✓
1 +  i i + 3( i +
1
 i
) iL
2
f¯i
◆
Ei[( Y Ri+1)2] + 3( i +
1
 i
) iEi( f2i ),
which proves (2.3.3) since 3( i +
1
 i
) iL2f¯i   i2 . ⇤
The following Proposition will be used extensively in the statistical analysis:
Proposition 2.3.3 (Global pointwise estimates). Assume that, for each i, f¯i is Lipschitz w.r.t.
y and z with Lipschitz constant Lf¯i 2 R+. Then, for any R 2 [0,+1], and any time grid ⇡ and
  2 (0,+1)N satisfying 6q( k + 1 k )L2f¯k  1 for all k  N   1, we have for 0  i  N
| Y Ri |2 i +
N 1X
k=i
 kEi(| ZRk |2) k
 C2.3.7
⇣
 NEi( ⇠2) + 3
N 1X
k=i
  1
 k
+ k
 
 kEi( f2k ) k
⌘
, (2.3.7)
where  i :=
Qi 1
k=0(1 +  k k) and C2.3.7 := 2q + (1 + T )e
T/2.
Note that, whenever necessary, the above pointwise estimates can be easily turned into uniform
L2-estimates:
sup
ikN
E(| Y Rk |2) k +
N 1X
k=i
 kE(| ZRk |2) k
 C2.3.7
⇣
 NE( ⇠2) + 3
N 1X
k=i
  1
 k
+ k
 
 kE( f2k ) k
⌘
.
Proof. Starting at (2.3.3), multiply both sides by
 i := (1 + ( i 1 +
1
2
) i 1) i 1,  0 := 1,
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sum between k = i to k = N   1, and take conditional expectations Ei to deduce:
( Y Ri )
2 i   NEi( ⇠2) + 3
N 1X
k=i
(
1
 k
+ k) kEi( f2k ) k. (2.3.8)
From the simple inequality  i   i = e
Pi
k=0 ln(1+( k+
1
2 ) k)  eT/2 i, we get for 0  i  N
( Y Ri )
2 i  eT/2 NEi( ⇠2) + 3eT/2
N 1X
k=i
(
1
 k
+ k) kEi( f2k ) k. (2.3.9)
Final estimates for  Zi. From (2.3.4), we have
N 1X
k=i
 kEi[| ZRk |2] k 
N 1X
k=i
q k+1
 
Ei[( Y Rk+1)2]  Ei[(Ek Y Rk+1)2]
 
 q NEi( ⇠2) +
N 1X
k=i+1
q k
⇣
Ei[( Y Rk )2]  (1 +  k k)Ei[(Ek Y Rk+1)2]
⌘
.
From (2.3.5), we have
Ei[( Y Rk )2]  (1 +  k k)Ei[(Ek Y Rk+1)2]
 3( 1
 k
+ k) k
h
Ei( f2k ) + L2f¯kEi[( Y
R
k+1)
2] + L2f¯kEi[| ZRk |2]
i
.
Plugging this inequality into that above yields
N 1X
k=i
 kEi[| ZRk |2] k
 q NEi( ⇠2) + 3
N 1X
k=i+1
q(
1
 k
+ k) kL
2
f¯k
Ei(| ZRk |2) k
+ 3
N 1X
k=i+1
q(
1
 k
+ k) kEi( f2k ) k + 3
N 1X
k=i+1
q(
1
 k
+ k) kL
2
f¯k
Ei[( Y Rk+1)2] k.
For  k and  k as in the Proposition statement, we have 3q(
1
 k
+ k)L2f¯k  12 , and thus
N 1X
k=i
 kEi[| ZRk |2] k
 2q NEi( ⇠2) + 6
N 1X
k=i+1
q(
1
 k
+ k) kEi( f2k ) k +
N 1X
k=i+1
 kEi[( Y Rk+1)2] k
 (2q + TeT/2) NEi( ⇠2) + (6q + 3TeT/2)
N 1X
k=i+1
(
1
 k
+ k) kEi( f2k ) k,
where we have used the estimate (2.3.9) on  Y in the last inequality. ⇤
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2.3.2 Projection errors for the ODP and MDP-based schemes
Projection on a closed convex subspace of L2.
Definition 2.3.4. Let S be a non-empty closed convex subset of L2(FT ,P). Then, to any random
variable U 2 L2(FT ,P) we can associate P(U) 2 S, the (unique) projection of U on S, which
satisfies E|U   P(U)|2 = infS2S E|U   S|2. For any S 2 S, we have
E
 
(U   P(U))(S   P(U)   0. (2.3.10)
S can be a finite dimensional vector space, i.e. S := {S = S0 +
PK
k=1 ↵kpk,
(↵k)1kK 2 RK} for some pk 2 L2: this is our choice (with S0 = 0) in Section 2.4. It can
also be a convex ball of the form S = {S = S0 +
PK
k=1 ↵kpk, (↵k)1kK 2 RK , k↵k  ⇢} (⇢   0)
where k · k is a norm in RK . When k · k is the Euclidean norm, we obtain the ridge regression
[GVL96, Section 12.1], whereas the `1-norm leads to the Lasso technique [Tib96], providing sparsity
in the coe cients.
The projection operator P satisfies some simple but important properties:
• If S consists of Q-measurable random variables, then P(U) = P(E(U |Q)). Indeed, P(U) is
the minimizer over S 2 S of E|U   S|2 = E|U   E(U |Q)|2 + E|E(U |Q)  S|2.
• The operator P is 1-Lipschitz. Indeed, for any U1, U2 in L2, write
E|U1   U2|2 =E|P(U1)  P(U2)|2 + E|U1   P(U1)  (U2   P(U2))|2
+ 2E
 
(P(U1)  P(U2))(U1   P(U1)  (U2   P(U2))
 
 E|P(U1)  P(U2)|2 + E|U1   P(U1)  (U2   P(U2))|2
 E|P(U1)  P(U2)|2
using (2.3.10) with U = Ui and S = P(Uj), 1  i 6= j  2.
Projection operators in the DP equations. In the following of this section, the conditional
expectation operators in the DP equations will be replaced by projection operators. That is, for
each i 2 {0, . . . , N   1}, we consider SYi ,SZ,1i , . . .,SZ,qi that are non-empty closed convex subsets
of L2(Fti ,P). We let PYi and PZ,1i , . . . ,PZ,qi be the related projection operators and denote the
tensor projection PZ := (PZ,l, . . . ,PZ,q). We sum up the above stated properties of the Pi (= PYi
or PZi ):
Lemma 2.3.5. Let U and V be in L2(FT ,P). Then, we have
(a) Pi(U) = Pi(Ei(U)),
(b) |Pi(U)  Pi(V )|L2  |U   V |L2 .
MDP scheme with projection. Using the above projection operators in the discrete BSDE
(2.3.1), we obtain the following approximation scheme:8<: Yˆ
R
i = PYi
⇣
⇠ +
PN 1
k=i fk(Yˆ
R
k+1, Zˆ
R
k ) k
⌘
,
 iZˆRl,i = PZ,li
⇣
[⇠ +
PN 1
k=i+1 fk(Yˆ
R
k+1, Zˆ
R
k ) k][ Wl,i]w
⌘
,
(2.3.11)
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for R 2 [0,+1]. The following theorem estimates the error between (Y R, ZR) and (Yˆ R, ZˆR).
Theorem 2.3.6. Assume (A⇠)and (AF-i-ii). For a given   2 [0,+1)N and  i :=
Qi 1
k=0(1 +
 k k), we define the weighted time-average of error projections on Y R and ZR as follows:
EP,Yi ( ) =
N 1X
k=i
 kE(|Y Rk   PYk (Y Rk )|2) k,
EP,Zi ( ) =
N 1X
k=i
 kE(|ZRk   PZk (ZRk )|2) k.
For any R 2 [0,+1], any ⇡ and any   2 (0,+1)N such that 24C2.3.7(1 + T )(1 _ R⇡)( 1 k +
 k)
L2f
(T tk)1 ✓L  1 for any k < N , we have for any 0  i  N   1
E(|Y Ri   Yˆ Ri |2) i  2E(|Y Ri   PYi (Y Ri )|2) i + 2EP,Yi+1 ( ) + 2EP,Zi ( ), (2.3.12)
N 1X
k=i
 kE(|ZRk   ZˆRk |2) k  4EP,Yi+1 ( ) + 4EP,Zi ( ). (2.3.13)
The choice  k = 48C2.3.7(1+T )(1_R⇡) L
2
f
(T tk)1 ✓L obviously implies 24C2.3.7(1+T )(1_R⇡)(
1
 k
+
 k)
L2f
(T tk)1 ✓L 
1
2 + 24C2.3.7(1 + T )(1 _ R⇡)C⇡L2f  1 for N large enough (assuming (AF-iii))
and moreover, we derive the easy bounds
1   i  exp(
N 1X
k=0
 k k)  exp(
Z T
0
48C2.3.7(1 + T )(1 _R⇡)L2f
(T   t)1 ✓L dt)
= exp(
48C2.3.7(1 + T )(1 _R⇡)L2fT ✓L
✓L
) := C2.3.14, (2.3.14)
which remains bounded ⇡-uniformly as N ! +1 owing to (2.2.4). As a consequence, we obtain
Corollary 2.3.7. Assume (A⇠)and (AF). For any R 2 [0,+1] and for any ⇡ with N large
enough (such that (1 _R⇡)C⇡L2f  148C2.3.7(1+T )), we have for any 0  i  N   1
E(|Y Ri   Yˆ Ri |2)  2E(|Y Ri   PYi (Y Ri )|2) + 2C2.3.14
⇥EP,Yi+1 (0) + EP,Zi (0)⇤, (2.3.15)
N 1X
k=i
 kE(|ZRk   ZˆRk |2)  4C2.3.14
⇥EP,Yi+1 (0) + EP,Zi (0)⇤. (2.3.16)
These estimates show how the error due to projections in the MDP scheme is controlled by the
time-average of the projection errors on Y and Z. Moreover, we obtain similar estimates to the
Bender-Denk scheme (compare [BD07, Theorem 11] with our estimates), but we avoid the Picard
iterations.
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Proof.(of Theorem 2.3.6). We first prove a weaker result on the global error, that is
Ei( ) :=
N 1X
k=i+1
 kE(|Y Rk   Yˆ Rk |2) k +
N 1X
k=i
 kE(|ZRk   ZˆRk |2) k
 4EP,Yi+1 ( ) + 4EP,Zi ( ). (2.3.17)
We will also make use of the following intermediate process:8<: Y¯
R
i = Ei
h
⇠ +
PN 1
k=i fk(Yˆ
R
k+1, Zˆ
R
k ) k
i
,
 iZ¯Ri = Ei
h
(⇠ +
PN 1
k=i+1 fk(Yˆ
R
k+1, Zˆ
R
k ) k)[ W
>
i ]w
i
.
Observe that, from Lemma 2.3.5(1), one has the useful properties (for i < N)
Yˆ Ri = PYi (Y¯ Ri ) and ZˆRi = PZi (Z¯Ri ). (2.3.18)
Moreover, (Y¯ R, Z¯R) solves a discrete BSDE with truncated Brownian increments and data (⇠, f¯k :
(y, z) 7! fk(Yˆ Rk , ZˆRk )); the Lipschitz constant of f¯k equals zero for all k. Using Cauchy’s inequality
and Lemma 2.3.5(2), we obtain
Ei( )  2
N 1X
k=i+1
 kE(|Y Rk   PYk (Y Rk )|2) k + 2
N 1X
k=i
 kE(|ZRk   PZk (ZRk )|2) k
+ 2
N 1X
k=i+1
 kE(|PYk (Y Rk )  Yˆ Rk |2) k + 2
N 1X
k=i
 kE(|PZk (ZRk )  ZˆRk |2) k
 2EP,Yi+1 ( ) + 2EP,Zi ( ) + 2
N 1X
k=i+1
 kE(|Y Rk   Y¯ Rk |2) k + 2
N 1X
k=i
 kE(|ZRk   Z¯Rk |2) k.
To bound the last two terms in the above inequality, we apply Proposition 2.3.3 on the BSDEs
(Y R, ZR) and (Y¯ R, Z¯R) to get
2
N 1X
k=i+1
 kE(|Y Rk   Y¯ Rk |2) k + 2
N 1X
k=i
 kE(|ZRk   Z¯Rk |2) k
 6C2.3.7
 
1 +
N 1X
k=i+1
 k
 N 1X
k=i
(
1
 k
+ k) kE
 |fk(Y Rk+1, ZRk )  fk(Yˆ Rk+1, ZˆRk )|2  k
 12C2.3.7(1 + T )
N 1X
k=i
(
1
 k
+ k) k
L2f
(T   tk)1 ✓L E
 |Y Rk+1   Yˆ Rk+1|2 + |ZRk   ZˆRk )|2  k
 1
2
Ei( ).
The penultimate inequality follows from  k  R⇡ k+1 and the conditions on ⇡ and   in the
theorem statement. To sum up, we have obtained Ei( )  2EP,Yi+1 ( ) + 2EP,Zi ( ) + 12Ei( ), which
readily proves (2.3.17). This also implies (2.3.13).
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We now prove (2.3.12). Proceeding similarly, we obtain
E(|Y Ri   Yˆ Ri |2) i  2E(|Y Ri   PYi (Y Ri )|2) i + 2E(|Y Ri   Y¯ Ri |2) i
 2E(|Yi   PYi (Y Ri )|2) i
+ 12C2.3.7
N 1X
k=i
(
1
 k
+ k) k
L2f
(T   tk)1 ✓L E
 |Y Rk+1   Yˆ Rk+1|2 + |ZRk   ZˆRk )|2  k
 2E(|Yi   PYi (Y Ri )|2) i +
1
2
Ei( )
and the proof is complete using (2.3.17). ⇤
Comparison with the ODP scheme with projection. The ODP equation associated with
the MDP equation (2.3.11) is(
Yˇ RN = ⇠, Yˇ
R
k = PYk
 
Yˇ Rk+1 + fk(Yˇ
R
k+1, Zˇ
R
k ) k
 
,
 kZˇRl,k = PZ,lk
 
Yˇ Rk+1[ Wl,k]w
 
.
In this case, the ODP and MDP equations do not match up, because projection operators do not
in general benefit from a tower law. This means that the error analysis would be fundamentally
di↵erent, because (2.3.18) would no longer be true and one could not apply the stability result for
discrete BSDEs. In fact, for uniform time-grid ⇡ ( k =
T
N for all k) one would need to multiply
the EP,Yi+1 (0) term in (2.3.15) and (2.3.16) by N for the ODP estimates. This is also observed in
the error analysis of [LGW06, Theorem 2].
2.3.3 Application of a priori estimates to almost sure bounds
When the terminal condition is bounded, pointwise bounds on Y R and ZR are available. These
bounds are used in Section 2.4.
Proposition 2.3.8 (a.s. upper bounds). Assume (A0⇠-i)and (AF). For any R 2 [0,+1] and for
any ⇡ with N large enough (such that C⇡L2f  112q ), the following almost sure bounds on Y Ri and
ZRi apply:
|Y Ri |  Cy := C2.3.19
⇣
C⇠ +
T ✓cp
4q(2✓c   ✓L ^ ✓c)
Cf
⌘
, |ZRl,i|  Cz,i :=
Cyp
 i
, (2.3.19)
for 0  i  N   1 and C2.3.19 = exp
 
T
4 +
6q(1_L2f )
✓L^✓c (T
✓L _ 1) .
Observe that Cy and C2.3.19 are uniform in i and R 2 [0,+1], and that they remain bounded
as Lf and T go to 0 (as we naturally expect).
Proof. We derive the almost sure bounds from the global pointwise estimates in Proposition
2.3.3. To apply the results of this proposition, we take the pair (0, 0) for the first discrete BSDE
- the solution associated to the null driver and terminal condition - and (Y R, ZR) for the second
discrete BSDE, which is given by the DP equation (2.3.1). From (2.3.8), for any  i and  i such
80
that 6q( i +
1
 i
)
L2f
(T ti)1 ✓L  1, and recalling that  i :=
Qi 1
k=0(1 + ( k +
1
2 ) k), we have
( Y Ri )
2  ( Y Ri )2 i   NEi(⇠2) + 3
N 1X
k=i
(1 +  k k)
 k
 k kEi(f2k (0, 0))
  N
 
C2⇠ + 3C
2
f
N 1X
k=0
 k
 k(T   tk)2(1 ✓c)
 
.
For N large enough, we have C⇡L2f  112q ; additionally, we set
 k := 12q
(1 _ T ✓L)(1 _ L2f )
(T   tk)1 ✓L
  T
T   tk
 ✓L ✓L^✓c   12qL2f
(T   tk)1 ✓L , 0  k < N.
It follows 6q( k +
1
 k
)
L2f
(T tk)1 ✓L  1. Easy computations similar to (2.3.14) give
 N  exp
 T
2
+ 12q(1 _ T ✓L)(1 _ L2f )T ✓L ✓L^✓c
Z T
0
(T   t)✓L^✓c 1dt 
= exp
 T
2
+
12q(1 _ L2f )
✓L ^ ✓c (T
✓L _ 1) ,
N 1X
k=0
 k
 k(T   tk)2(1 ✓c) =
N 1X
k=0
 k(1 ^ T ✓L)T ✓L^✓c ✓L
12q(1 _ L2f )(T   tk)(1 2✓c+✓L^✓c)
 T
2✓c
12q(2✓c   ✓L ^ ✓c)
(observing that 2✓c   ✓L ^ ✓c   ✓c > 0). Combining the last three inequalities, we obtain the
required upper bounds (2.3.19) on Y R. The bound on ZRi is clear from the Cauchy-Schwartz
inequality and the bound on Y Ri+1. ⇤
2.3.4 Impact of the threshold R
In the spirit of [LGW06], we compare the discrete BSDE (2.3.2) (or equivalently (2.3.1)) with
R < +1, to (2.1.1) (or equivalently (2.1.4)). While unessential, we assume for simplicity that the
terminal condition is bounded.
Proposition 2.3.9. Assume (A0⇠-i)and (AF). For any R 2 [0,+1] and for any ⇡ with N large
enough (such that C⇡L2f  112q ), the following almost sure error bounds on Yi   Y Ri and Zi   ZRi
hold for any 0  i < N :
|Yi   Y Ri |  Cy exp
 T
8
+
12qL2f
✓L
T ✓L
 
exp
   1
4
R2
 p
N,
 N 1X
k=i
Ei|Zk   ZRk |2 k
  1
2  Cy exp
 12qL2f
✓L
T ✓L
  
8q + T exp(
T
4
)
  1
2 exp
   1
4
R2
 p
N.
For the proof, see Section 2.5.2. Consequently, taking R in a logarithmic scale w.r.t. N is
su cient to make the threshold error negligible: for instance, taking R =
q
4(p+ 12 ) log(N + 1)
(for p   0) gives an error of magnitude O(N p).
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2.3.5 Application of a priori bounds and Markov assumptions to additional smooth-
ness properties
In this subsection, the Markovian assumptions (AX), (A0⇠)and (A
0
F)are in force. We demonstrate
how additional smoothness conditions of the terminal condition   and the driver fk strongly im-
prove the smoothness properties of yRk and z
R
k . Increased smoothness is essential in the complexity
analysis of numerical algorithms, as will be demonstrated in Section 2.4.3.
Lemma 2.3.10. Assume x 7!  (x) is uniformly Lipschitz continuous with Lipschitz constant L ,
and that the Lipschitz property of the driver fk is extended to the x component; i.e.,
|fk(x, y, z)  fk(x0, y0, z0)|  Lf
(T   tk)(1 ✓L)/2 (|x  x
0|+ |y   y0|+ |z   z0|).
Furthermore, assume that, for any x1, x2 2 Rd and 0  k  N 1, two Markov chains (Xk,x1i )kiN
and (Xk,x2i )kiN started at time tk with values xi (i = 1, 2) with the same transition probabilities
as (Xk)k enjoy the property E[|Xk,x1i  Xk,x2i |2]  CX |x1   x2|2 for some constant CX .
Then, if 12qC⇡L2f  1 for all k, x 7! yRk (x) is Lipschitz continuous uniformly in k and N .
Proof. Let (Y 1, Z1) and (Y 2, Z2) be discrete BSDEs from k toN with data ( (X
k,xj
N ), fi(X
k,xj
i , y, z)) (j =
1, 2 resp.). Then yRk (xj) = Y
j
k and z
R
k (xj) = Z
j
k (j = 1, 2 resp.) hold almost surely. We use the
result of (2.3.9), together with the choice  k = 12qL2f (T   tk) (1 ✓L), to obtain
|yRk (x1)  yRk (x2)|2  eT/2C E[| (Xk,x1N )   (Xk,x2N )|2]
+ 3eT/2C 
N 1X
i=k
( i +
1
 i
)E[|fi(Xk,x1i , Y 1i+1, Z1i )  fi(, Xk,x2i , Y 1i+1, Z1i )|2] i
 eT/2( T
2q
+ L2 )CXC |x1   x2|2 (2.3.20)
where C  := e
12qL2fT
✓L/✓L comes from the choice of  k; see (2.3.14) for details. ⇤
We now show that, under assumptions of Lipschitz continuous data, the a.s. bound of Z does
not su↵er from the inverse dependency on the time increments.
Corollary 2.3.11. Under the assumptions of Lemma 2.3.10 and additionally that for all x 2 Rd,
the Markov chain (Xk,xi )i k started at tk with value x enjoys the property that E[|Xk,xk+1   x|2] 
CX k, then the function x 7! zRk (x) is uniformly bounded, with a bound independent of the time
increments.
Proof. The result follows directly from Lemma 2.3.10:
|zRk (x)|2 =
1
 2k
|E⇥[ Wk]w(yRk+1(Xk,xk+1)  yRk+1(x))]|2  eT/2(T2 + qL2 )C2XC 
where we have used the fact that yRk+1 is deterministic in the first equality, and the Cauchy-Schwartz
inequality combined with (2.3.20) in the second inequality. ⇤
The additional assumptions made in Lemma 2.3.10 and Corollary 2.3.11 are quite natural:
they are satisfied by, for example, the Euler scheme for a jump-di↵usion with bounded coe cients.
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Extensions to Lemma 2.3.10 and Corollary 2.3.11 to higher derivatives will be carried out in future
work.
2.4 Empirical regression scheme: a first MDP algorithm
In this section, we approximate the projection scheme (2.3.11) using least-squares regression on
simulated data; we call this the LSMDP scheme. The details of the algorithm are made explicit
in Section 2.4.1, and a full error analysis is undertaken in Section 2.4.2. Then the algorithm
complexity is discussed in Section 2.4.3. Finally, Sections 2.4.4 and 2.4.5 are devoted to the proof
of our main results. For this algorithm, we only a single set of independent paths, while in the
next section, several independent sets of independent paths are used.
2.4.1 Notation and algorithm
Markovian framework. In what follows, we always assume (AX), (A0⇠)and (A
0
F). This allows
the representation
(Y Ri , Z
R
i ) := (y
R
i (Xi), z
R
i (Xi)) (2.4.1)
for measurable, deterministic functions yRi (·) and zRi (·).
Samples. Let {(Xmk )k 0}m=1,...,M denote M independent paths of the Markov chain, and
{( Wmk )k 0}m=1,...,M the independent increments of the Brownian Motion from which the Markov
chain is generated. We denote the samples of the Markov chain at time k byX1:Mk := {Xmk }m=1,...,M .
For function  : Rd ! R, we define the empirical norm with respect to the sample X1:Mk by
k kk,M :=
  1
M
MX
m=1
| (Xmk )|2
 1/2
.
Basis functions. For each l = 0, . . . , q and k = 0, . . . , N   1, we are given a finite number
of deterministic basis functions (pil,k(.))1iKl,k , where p
i
l,k(.) : Rd ! R satisfies E[|pil,k(Xk)|2] <
+1. We write the functions as a column vector pl,k(.) = (p1l,k(.), . . . )>, where > denotes the
transpose operator. Without loss of generality, we assume that M   Kl,k. The random variables
(pil,k(Xk))1iKl,k span a linear subspace of L2(Ftk ,P), which is denoted SYk if l = 0 and SZ,lk if
l 6= 0 in the language of Subsection 2.3.2. The extension of our error estimates to more general
closed convex subspaces will be considered in future research.
We write pml,k (resp. p
i,m
l,k ) to mean pl,k(X
m
k ) (resp. p
i
l,k(X
m
k )).
Least-squares problem. Instead of projections in the L2(P)-sense as in Subsection 2.3.2, we
numerically compute empirical regressions using the samples. Generally speaking for given obser-
vation X1:Mk and response S
1:M = (Sm)m=1,...,M , we aim at computing the best approximation of
the response in the vector space generated by the basis functions pl,k w.r.t. the norm k.kk,M : it is
defined by ↵? · pl,k(.) where
↵? = arg inf
↵2RKl,k
k↵ · pl,k   Sk2k,M . (2.4.2)
Since colinearities may exist between basis functions, the above coe cient ↵? may be not unique
and one must first clarify which solution to take. We take the Singular Value Decomposition (SVD
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in short) approach by taking the coe cient with minimal Euclidean norm (see 2.5.1 for details).
We refer to this choice as the SVD-optimal coe cient. We now state basic properties related to
least-squares regression with random observation X1:Mk that will be frequently used in this work.
Proposition 2.4.1. Let ↵? be the SVD-optimal coe cient solving arg inf↵2RKl,k k↵ · pl,k Sk2k,M .
The following properties are satisfied:
i) linearity: the mapping S 7! ↵? is linear.
ii) contraction property: k↵? · pl,kkk,M  kSkk,M .
iii) conditional expectation solution: assume that (pml,k)m=1,...,M is measurable with respect to
the sub- -algebra Q. Then the SVD-optimal coe cient associated to the response E(S|Q) =
(E(Sm|Q))m=1,...,M is given by E(↵?|Q).
The proof is given in 2.5.1.
Soft thresholds for approximate solutions. yRi and z
R
i are bounded by Cy and Cz,i, re-
spectively, provided that N is large enough (see Proposition 2.3.8). We force the approximated
solutions to satisfy these bounds: for (y, z) := (y, (z1, · · · , zq)) 2 R⇥Rq we define the soft thresh-
olding
[y]y =  Cy _ y ^ Cy, [zl]z =  Cz,i _ zl ^ Cz,i, [z]z = ([z1]z, · · · , [zq]z). (2.4.3)
In the notation for the z-threshold, we do not indicate that it depends on i because this is clear
from the context.
Coe cients and solution approximations. We set yR,MN (·) :=  (·). For k < N , we
iteratively define the SVD-optimal coe cients
↵M0,k := argmin↵
1
M
MX
m=1
 
 (XmN )
+
N 1X
i=k
fi(X
m
i , y
R,M
i+1 (X
m
i+1), z
R,M
i (X
m
i )) i   ↵ · pm0,k
 2
, (2.4.4)
↵Ml,k := argmin↵
1
M
MX
m=1
  [ Wml,k]w
 k
 
 (XmN )
+
N 1X
i=k+1
fi(X
m
i , y
R,M
i+1 (X
m
i+1), z
R,M
i (X
m
i )) i
   ↵ · pml,k 2. (2.4.5)
Then we define the following functions used to approximate yRk and z
R
k respectively
yR,Mk (x) := [↵
M
0,k · p0,k(x)]y, zR,Ml,k (x) := [↵Ml,k · pl,k(x)]z, (2.4.6)
where the thresholds [·]y and [·]z are defined in (2.4.3). Thanks to these thresholds, the random
function
 R,Mk (xk, . . . , xN ) :=  (xN ) +
N 1X
i=k
fi(xi, y
R,M
i+1 (xi+1), z
R,M
i (xi)) i (2.4.7)
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is bounded independently of the samples and of (xk, . . . , xN ); this property will be used repeatedly
in the subsequent analysis.
Lemma 2.4.2. Under (AX), (A0⇠)and (A
0
F), we have
sup
0kN
sup
xk2Rd,...,xN2Rd
| R,Mk (xk, . . . , xN )|  C 
where C := C⇠ + LfCyT
✓L
2
⇥
2
p
T
1+✓L
+
p
q
p
Np
✓L
⇤
+ Cf
T ✓c
✓c
.
Proof. From (A0⇠-i), (AF-i-ii), (2.4.6) and (2.4.3), we readily obtain
| R,Mk (xk, . . . , xN )|  C⇠ +
N 1X
i=0

Lf
(T   ti) 1 ✓L2
 
Cy +
p
q
Cyp
 i
 
 i +
Cf
(T   ti)1 ✓c i
 
 C⇠ + LfCy

T (1+✓L)/2
(1 + ✓L)/2
+
p
q
p
N
 N 1X
i=0
  p i
(T   ti) 1 ✓L2
 2 1/2 
+ Cf
T ✓c
✓c
and the announced upper bound follows. ⇤
2.4.2 Error analysis
In contrast to standard regression problems, a major di culty for the error analysis is related to the
non-independence of the random variables { (XmN )+
PN 1
i=k fi(X
m
i , y
R,M
i+1 (X
m
i+1), z
R,M
i (X
m
i )) i}m=1,...,M
due to the interdependence of the random functions (yR,Mi (.), z
R,M (.))i=k,...,N 1. To deal with this,
we follow the method of [LGW06], which uses methods from statistical learning, but introduce some
important adaptations. In particular, we use intermediate processes in order to take advantage
of the a priori results for discrete BSDEs, leading to important improvements in the error esti-
mates. The subsection is organized as follows: first, we introduce the tools of statistical learning
we require, the intermediate processes, and the local error terms; then we state a global error
decomposition in terms of the local error terms in Theorem 2.4.4, which is the corner stone of our
error analysis, and bound the local error terms in Theorem 2.4.5.
Ghost sample. In the upcoming error analysis, we employ the method of symmetrization,
which is standard in statistical learning; see [Pol84] or [GKKW02]. This involves the introduction
of paths of the Markov chain which are identically distributed but independent (ghost) to the
original samples.
Let k be given. For each m, we denote by (X˜k,mi )i k an independent copy of the Markov chain
(Xmi )i k starting at tk with value Xmk (X˜
k,m
k = X
m
k ). Additionally, we denote by  W˜
k,m
k the
ghost Brownian increment used to generate the Markov chain (X˜k,mi )i k: it is independent of and
identically distributed to  Wmk . Conditionally on
FMk :=  (Xmi , Wmj 1 : i, j  k, 1  m M),
the ghost paths {(X˜k,mi )i k, W˜ k,mk : 1  m  M} are independent. Furthermore, we write EMk
(PMk ) for the conditional expectation (probability) with respect to FMk .
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Extra coe cients. To analyze the convergence, we make use of coe cients calculated using
the ghost paths:
↵˜M0,k := argmin↵
1
M
MX
m=1
 
 (X˜k,mN )
+
N 1X
i=k
fi(X˜
k,m
i , y
R,M
i+1 (X˜
k,m
i+1 ), z
R,M
i (X˜
k,m
i )) i   ↵ · pm0,k
 2
, (2.4.8)
↵˜Ml,k := argmin↵
1
M
MX
m=1
  [ W˜ k,ml,k ]w
 k
 
 (X˜k,mN )
+
N 1X
i=k+1
fi(X˜
k,m
i , y
R,M
i+1 (X˜
k,m
i+1 ), z
R,M
i (X˜
k,m
i )) i
   ↵ · pml,k 2. (2.4.9)
In addition, we need the following coe cients, also calculated with the ghost paths but with the
functions yR and zR, from the Markov representation (2.4.1) of (Y R, ZR), in the place of yR,M
and zR,M :
 ˜M0,k := argmin↵
1
M
MX
m=1
 
 (X˜k,mN )
+
N 1X
i=k
fi(X˜
k,m
i , y
R
i+1(X˜
k,m
i+1 ), z
R
i (X˜
k,m
i )) i   ↵ · pm0,k
 2
, (2.4.10)
 ˜Ml,k := argmin↵
1
M
MX
m=1
  [ W˜ k,ml,k ]w
 k
 
 (X˜k,mN )
+
N 1X
i=k+1
fi(X˜
k,m
i , y
R
i+1(X˜
k,m
i+1 ), z
R
i (X˜
k,m
i )) i
   ↵ · pml,k 2. (2.4.11)
Intermediate processes. Let (Xk,xi )kiN be a Markov chain starting at ti with value x with
the same transition probabilities as X. We generate the following intermediate (sample dependent)
functions:
y¯R,Mk (x) :=
Z
 R,Mk (x, xk+1, . . . , xN )µ
x(dxk+1, . . . , dxN ) , (2.4.12)
 kz¯
R,M
k (x) :=
Z
[w]>w 
R,M
k+1 (xk+1, . . . , xN )µ
x,W (dw, dxk+1, . . . , dxN ) (2.4.13)
where µx is the law of (Xk,xk+1, . . . , X
k,x
N ) and µ
x,W the law of ( Wk, X
k,x
k+1, . . . , X
k,x
N ). Using Lemma
2.4.2, we directly derive the upper bounds
|y¯R,Mk (x)|  C , |z¯R,Ml,k (x)| 
C p
 k
. (2.4.14)
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Lemma 2.4.3. With the current notation and assumptions, for all m we have
y¯R,Mk (X
m
k ) = EMN
⇥
 (X˜k,mN ) +
N 1X
i=k
fi(X˜
k,m
i , y
R,M
i+1 (X˜
k,m
i+1 ), z
R,M
i (X˜
k,m
i )) i
⇤
,
 kz¯
R,M
l,k (X
m
k ) = EMN
⇥
[ W˜ml,k]w
 
 (X˜k,mN ) +
N 1X
i=k+1
fi(X˜
k,m
i , y
R,M
i+1 (X˜
k,m
i+1 ), z
R,M
i (X˜
k,m
i )) i
 ⇤
.
Proof. We start with a standard result. Let G and H be sub- -algebras of F , such that G ? H.
Let F : ⌦ ⇥ Rd ! Rd be bounded and G⌦B(Rd)-measurable, and U : ⌦ ! Rd be H-measurable.
Then, by the Monotone Class Theorem for functions, E[F (U)|H] = j(U) where j(h) = E[F (h)] for
all h 2 Rd.
In order to apply the above result, we require some standard results about the ghost path (X˜, W˜ ).
Let k be fixed. Since X˜ is a Markov chain, then for all i > k there is a mapping Vi : ⌦⇥Rd ! Rd
measurable with respect to Gi ⌦ B(Rd) such that X˜x,ki = Vi(x), where the filtration (Gi)k<iN is
independent of FMN and  W˜ kk is Gk+1-measurable.
Now, by defining (
F1(x) :=  
R,M
k (x, Vk+1(x), . . . , VN (x)),
F2(x) := [ W˜
k,m
k ]w 
R,M
k+1 (Vk+1(x), Vk+2(x), . . . , VN (x)),
the result of the previous paragraph can be applied, because F1 and F2 are GN⌦B(Rd)-measurable,
hence the representations for y¯R,Mk (X
m
k ) and z¯
R,M
k (X
m
k ). ⇤
Local error terms. For given accuracy parameters "..,A, "
.
.,B , "
.
.,C 2 (0,+1)2N , we define the
events:
AY,Mk :=
 k(↵M0,k   ↵˜M0,k) · p0,kk2k,M > "Yk,A , (2.4.15)
AZ,Mk :=
 9l 2 {1, . . . , q} s.t. k(↵Ml,k   ↵˜Ml,k) · pl,kk2k,M > "Zk,A ,
BY,Mk :=
 
"Yk,B + 2EMN [(y¯
R,M
k (Xk)  yRk (Xk))2] < ky¯R,Mk   yRk k2k,M
 
, (2.4.16)
BZ,Mk :=
 9l 2 {1, . . . , q} s.t. "Zk,B + 2EMN [(z¯R,Ml,k (Xk)  zRl,k(Xk))2] < kz¯R,Ml,k   zRl,kk2k,M ,
CY,Mk :=
 
"Yk,C + 2kyR,Mk   yRk k2k,M < EMN [(yR,Mk (Xk)  yRk (Xk))2]
 
, (2.4.17)
CZ,Mk :=
 9l 2 {1, . . . , q} s.t. "Zk,C + 2kzR,Ml,k   zRl,kk2k,M < EMN [(zR,Ml,k (Xk)  zRl,k(Xk))2] .
These six events are large deviation events. In Theorem 2.4.5, we show that their probabilities are
exponentially small under appropriate choice of the accuracy parameters; the exponent ought to
depend on the complexity of the class of functions spanned by pl,k, on  k, Cy, C , R and M . We
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also consider
TY,M1,k := E
 
inf
↵
k↵ · p0,k   yRk k2k,M
 
, (2.4.18)
TZ,M1,k :=
qX
l=1
E
 
inf
↵
k↵ · pl,k   zRl,kk2k,M
 
, (2.4.19)
TY,M2,k := E
  (↵˜M0,k   EMN [↵˜M0,k]) · p0,k  2k,M , (2.4.20)
TZ,M2,k :=
qX
l=1
E
  (↵˜Ml,k   EMN [↵˜Ml,k]) · pl,k  2k,M . (2.4.21)
Equations (2.4.18) - (2.4.21) have standard interpretation in regression theory: the two first terms
are square bias terms (best approximation error of the basis functions), while the last two are
variance terms (statistical errors).
Error decomposition. We now state the main results of the global error analysis. Similarly
to Corollary 2.3.7, these global errors read as time-average of local errors.
Theorem 2.4.4 (Error for the LSMDP scheme). Assume (AX), (A0⇠)and (A
0
F). Define
EYk (R,M) := TY,M1,k + 3TY,M2,k + 3"Yk,A + 12C2 P(AY,Mk )
+ 3"Yk,B + 6(C
2
y + C
2
 )P(B
Y,M
k ) +
1
4
"Yk,CR⇡ + C
2
yR⇡P(C
Y,M
k ),
EZk (R,M) := TZ,M1,k + 3TZ,M2,k + 3q"Zk,A + 12
C2 R
2
 k
P(AZ,Mk )
+ 3q"Zk,B + 6q
(C2y + C
2
 )
 k
P(BZ,Mk ) +
1
4
q"Zk,C + q
C2y
 k
P(CZ,Mk ).
For any R 2 [0,+1) and any ⇡ such that C⇡L2f (R⇡ _ 1)  (288C2.3.7(1 + T )) 1, we have, for all
0  i  N   1, that
EkyRi   yR,Mi k2i,M  EYi (R,M) + 2C62.3.14
  N 1X
k=i+1
 kEYk (R,M) +
N 1X
k=i
 kEZk (R,M)
 
,
N 1X
k=i
 kEkzRk   zR,Mk k2k,M  2C62.3.14
  N 1X
k=i+1
 kEYk (R,M) +
N 1X
k=i
 kEZk (R,M)
 
.
Theorem 2.4.5. Under the assumptions of Theorem 2.4.4, the bias and variance terms are
bounded as follows:
TY,M1,k  min↵ E|y
R
k (Xk)  ↵ · p0,k(Xk)|2, TY,M2,k  C2 
K0,k
M
,
TZ,M1,k 
qX
l=1
min
↵
E|zRl,k(Xk)  ↵ · pl,k(Xk)|2, TZ,M2,k 
C2 
 k
qX
l=1
Kl,k
M
.
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For the large deviation events, we have
P(AY,Mk )  pY,MA,k :=2K0,k exp
   M"Yk,A
72C2 K0,k
 
N 1Y
i=k
3(q+1) 
2(K0,i+1)
i
 96K0,kL2fT 1+✓L(q + 1)C2y
✓L"Yk,A i
 2Pql=0(Kl,i+1),
P(AZ,Mk )  pZ,MA,k :=
qX
l=1
2Kl,k exp
   M k"Zk,A
72C2 R
2Kl,k
 
N 1Y
i=k
3(q+1) 
2(K0,i+1)
i
 96Kl,kL2fT 1+✓L(q + 1)C2yR2
✓L"Zk,A i k
 2Pq
l0=0(Kl0,i+1),
P(BY,Mk )  pY,MB,k :=4 exp
   M"Yk,B
60(C + Cy)2
 
N 1Y
i=k
3(q+1) 
K0,i+1
i
 132LfT 1+✓L2 (q + 1)(C + Cy)Cy
"Yk,B
p
 i
 2Pql=0(Kl,i+1),
P(BZ,Mk )  pZ,MB,k :=4 q exp
   M"Zk,B k
60(C + Cy)2
 
N 1Y
i=k
3(q+1) 
K0,i+1
i
 132LfT 1+✓L2 (q + 1)(C + Cy)Cy
"Zk,B
p
 i
p
 k
 2Pql=0(Kl,i+1),
P(CY,Mk )  pY,MC,k :=12 exp
   M"Yk,C
507C2y
   1056C2y
5"Yk,C
 2(K0,k+1),
P(CZ,Mk )  pZ,MC,k :=12 exp
   M"Yk,C k
507C2y
  qX
l=1
  1056C2y
5"Zk,C k
 2(Kl,k+1),
provided that "Yk,A, "
Z
k,A, "
Y
k,B , "
Z
k,B , "
Y
k,C , "
Z
k,C are small enough in the sense that
0 < "Yk,A 
 
1 ^ min
i=k...N 1
  1i
 
K0,k
9C2yL
2
fT
1+✓L(q + 1)
2✓L
,
0 < "Zk,A 
 
1 ^ min
i=k...N 1
  1i
  
min
l=1...q
Kl,k
 R2
 k
9C2yL
2
fT
1+✓L(q + 1)
2✓L
,
0 < "Yk,B 
 
1 ^ min
i=k...N 1
  1/2i
 
15LfT
1+✓L
2 (q + 1)(C + Cy)Cy,
0 < "Zk,B 
 
1 ^ min
i=k...N 1
  1/2i
 15LfT 1+✓L2 (q + 1)(C + Cy)Cyp
 k
,
0 < "Yk,C  24C2y , 0 < "Zk,C  24C2y  1/2k .
2.4.3 Algorithm complexity
The error analysis of Section 2.4.2 shows us that the numerical parameters may play multiple and
often contradictory roles in the convergence of the scheme: the higher the number N of steps, the
smaller the discretization error but the larger e↵ect for the propagation of errors through the DP
equation; the higher the dimension of the function spaces for the empirical regression, the better
the approximation accuracy (the bias term in regression) but the larger the statistical error (the
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variance term); the higher the number of simulations, the smaller the statistical error, but the
more computational work to be done. We now demonstrate how the results of Theorems 2.4.4
and 2.4.5 can be used to optimize these parameters by means of an error vs. computational work
(complexity) analysis. Moreover, we show how extra smoothness of the Markov functions can bring
about substantial improvements in the complexity analysis.
For simplicity, we assume that the time-grid is uniform:  i = T/N .
Assume that the function yi (defined in (2.1.3)) is of class C
+1+⌘
b uniformly in i, meaning that
yi is uniformly bounded and  + 1-continuously di↵erentiable (   0), with bounded derivatives,
and the  + 1-th derivatives are ⌘-Ho¨lder continuous (⌘ 2 (0, 1]). Additionally, assume that zi
is C+⌘b . These enhanced assumptions are natural: in the continuous time case, see [CD12] for
a recent account, yi inherits the smoothness of the terminal condition and the driver, and zi is
once less di↵erentiable that yi. We already see in Lemma 2.3.10 and Corollary 2.3.11 that these
assumptions are viable under the assumption of Lipschitz continuity for the terminal condition
and the driver. The bounds on the functions yi and zi and their derivatives are assumed to be
uniform in N . This improves the bounds in Theorems 2.4.4 and 2.4.5, because one can remove the
dependence of the constant C on N .
Let us make the squared global errors EkyRi   yR,Mi k2i,M and
PN 1
k=i  kEkzRk   zR,Mk k2k,M be
of magnitude (N 2✓conv) where ✓conv > 0. The parameter ✓conv can be the convergence order of
the time discretization scheme: in the case of Lipschitz continuous f and   in a di↵usion setting,
✓conv =
1
2 (see [LGW06, Theorem 1]). When the forward component is simulated with a strong
error of order 1, then one can achieve ✓conv = 1 (see [GL07, Theorems 7 and 8]). It is su cient
due to Theorem 2.4.4 to tune the parameters (basis functions, number of simulations) so that each
term in EYi (R,M) and EZi (R,M) be O(N 2✓conv).
For the basis functions, we take local polynomials defined on disjoint hypercubes (Hn)n=1,...,Kl,k
(l = 0, . . . , q) with edge length  y (for y) and  z (for zl). The union of these hypercubes is of the
form [ R¯, R¯]d for each component y, z1, . . . , zq. The degree of local polynomials is +1 for y, and
 for zl. We denote by xn the center of the n-th hypercube Hn.
In the following, c is a positive constant that does not depend on N and may change from line
to line; c is assumed to be large enough for the arguments to be consistent.
Bias terms. Because of Proposition 2.3.9, we can replace yR and zR by y and z (that is
R = +1) in the expression of TY,M1,i and TZ,M1,i by choosing R =
q
4(✓conv +
1
2 ) log(N + 1). It
adds an extra squared error O(N 2✓conv). The projection error min↵ E|yi(Xi)   ↵ · p0,i(Xi)|2 is
equal to
E|yi(Xi)1|Xi|1>R¯|2 +
K0,iX
n=1
min
↵
E|yi(Xi)  ↵ · p0,i(Xi)|21Xi2Hn
 |yi|21P(|Xi|1 > R¯) +
K0,iX
n=1
c|yi|2+1+⌘( +1+⌘y )2P(Xi 2 Hn)
 |yi|21P(|Xi|1 > R¯) + c|yi|2+1+⌘( +1+⌘y )2
where we have used a Taylor expansion on each set Hn and taken the local polynomials to be
equal to the first terms of the expansion. Assume additionally that Xi has exponential moments
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(uniformly in i), i.e. for some   > 0, supN 1 sup0iN E(e |Xi|1) < +1, so that the choice
R¯ = 2✓conv  1 log(N+1) is su cient to ensure P(|Xi| > R¯) = O(N 2✓conv). Hence, the choice  y =
cN 
✓conv
+1+⌘ ensures that TY,M1,i = O(N
 2✓conv). With similar arguments for the zl components, we
have to choose  z = cN
  ✓conv+⌘ . Thus the sizes of the vector spaces are K0,i = cNd
✓conv
+1+⌘ logd(N+1)
and Kl,i = cN
d ✓conv+⌘ logd(N + 1). Observe that, for the above analysis, we could alternatively
assume that the continuous-time BSDE (Y, Z) associated to (yi(Xi), zi(Xi))i has a Markovian
representation Yt = u(t,Xt) and Zt = v(t,Xt), where u and v are respectively of class C
+1+⌘
b and
C+⌘b in space. Then, observing that
min
↵
E|yi(Xi)  ↵ · p0,i(Xi)|2  min
↵
2E|u(ti, Xti)  ↵ · p0,i(Xi)|2 +O(N 2✓conv)
and similarly for Z, we are reduced to the previous analysis and we can achieve the same conclusion
regarding the tuning of Kl,i, l = 0, . . . , q. This observation may be very useful if estimates on the
true BSDE (Y, Z) or on its semi-linear value function (u, v) are known explicitly (like in [CD12]).
Variance terms. Making TZ,M2,i of orderN
 2✓conv impliesM = cN1+2✓convKl,i = cN1+2✓conv+d
✓conv
+⌘ logd(N+
1); this dominates the requirements on M for TY,M2,i .
Large deviation events. We set "Yk,A, "
Y
k,B , "
Y
k,C , "
Z
k,A, "
Z
k,B , "
Z
k,C equal to N
 2✓conv . In order to
make the probability upper bound exponentially small a quick look at Theorem 2.4.5 shows that
the strongest constraint comes from P(AZ,Mi ) which imposes c(NKl,i log(N + 1) + log(N + 1)) =
M
N1+2✓convKl,i log(N+1)
. This condition on M is much stronger than the previous one, ensuring that
the variance terms have the right magnitude; the requirement of having more simulations seems
to be the price to pay for having a single set of paths and interdependent regression problems. To
fulfill this condition, take
M = cK2l,iN
2+2✓conv log2(N + 1) = cN2+2✓conv+2d
✓conv
+⌘ log2+2d(N + 1).
Complexity analysis for the LSMDP scheme. Due to the properties of hypercubes (disjoint
intervals), the final computational cost C (counting the elementary operations) is of order MN ,
that is
C = cN3+2✓conv+2d ✓conv+⌘ log2+2d(N + 1).
Equivalently, the global error, as a function of complexity and ignoring log factors, is
N ✓conv  c C
 ✓conv
3+2✓conv+2d
✓conv
+⌘ = c C
 1
2(1+ 3
2✓conv
+ d
+⌘
) . (2.4.22)
This analysis shows that the smaller the parameter 32✓conv +
d
+⌘ , the quicker the convergence.
There are several numerically significant implications of this:
• The higher the smoothness of the solution, the better the convergence. This may motivate
first solving the BSDE without driver and then solve the BSDE di↵erence (which in general
gives a smoother problem, see [GM10]) - see our discussion about proxys in the Section 2.2.
• The higher the dimension, the worse the convergence. This is the usual curse of dimension-
ality.
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• The better the discretization error (✓conv large), the better the convergence. This motivates
the development of high-order discretization schemes for BSDEs.
If we apply the same analysis to [LGW06, Theorem 2] for  + ⌘   1 and ✓conv = 1/2, we obtain
that the error is of order C 
1
2(4+ 2d
+1+⌘
) for the ODP. In contrast, the LSMDP has error of order
C 
1
2(4+ d
+⌘
) . This implies that, for su ciently large N , the MDP performs better than the ODP
for  + ⌘ > 1, at least in the theoretical framework given in this section. For  + ⌘ = 1, the
performance is the same. In the future, we will undertake numerical comparisons between ODP
and MDP to test this theoretical analysis.
2.4.4 Proof of Theorem 2.4.4
From [yRk ]y = y
R
k and the Lipschitz property of [·]y, it follows that
EkyRk   yR,Mk k2k,M  EkyRk   ↵M0,k · p0,kk2k,M .
For any m,
EMN
h
 (X˜k,mN ) +
N 1X
i=k
fi(X˜
k,m
i , y
R
i+1(X˜
k,m
i+1 ), z
R
i (X˜
k,m
i )) i
i
= yRk (X˜
k,m
k ) = y
R
k (X
m
k )
is clear from the definition of yR in (2.4.1). Hence, owing to (2.4.10) and Proposition 2.4.1(iii)
(applied with Q = FMN ), EMN [ ˜M0,k] is the SVD-minimizer of kyRk   ↵ · p0,kk2k,M . We now apply
Pythagoras’ theorem and take expectations to obtain
EkyRk   yR,Mk k2k,M  TY,M1,k + Ek(↵M0,k   EMN [ ˜M0,k]) · p0,kk2k,M .
To decompose the last term above, we introduce the coe cients ↵˜M0,k and EMN (↵˜M0,k):
Ek(↵M0,k   EMN [ ˜M0,k]) · p0,kk2k,M
 3Ek(↵M0,k   ↵˜M0,k) · p0,kk2k,M + 3TY,M2,k + 3Ek(EMN [ ˜M0,k   ↵˜M0,k]) · p0,kk2k,M .
The first term on the r.h.s. is estimated using the event AY,Mk in (2.4.15). To do this, we first need
to obtain an almost sure bound on the integrand. Indeed, from Proposition 2.4.1(i), ↵M0,k   ↵˜M0,k
is the SVD-optimal coe cient of the least-squares problem w.r.t. the k · kk,M -norm associated
to the di↵erences of the responses of ↵M0,k and ↵˜
M
0,k. Proposition 2.4.1(ii) then applies to give
k(↵M0,k   ↵˜M0,k) · p0,kk2k,M  4C2 . Using this upper bound, we now have
Ek(↵M0,k   ↵˜M0,k) · p0,kk2k,M  "Yk,A + 4C2 P(AY,Mk ). (2.4.23)
To handle Ek(EMN [ ˜M0,k   ↵˜M0,k]) · p0,kk2k,M , observe that EMN [ ˜M0,k   ↵˜M0,k] is the SVD-optimal
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coe cient of the least-squares problem related to the response
EMN
h
 (X˜k,mN ) +
N 1X
i=k
fi(X˜
k,m
i , y
R
i+1(X˜
k,m
i+1 ), z
R
i (X˜
k,m
i )) i
i
  EMN
h
 (X˜k,mN ) +
N 1X
i=k
fi(X˜
k,m
i , y
R,M
i+1 (X˜
k,m
i+1 ), z
R,M
i (X˜
k,m
i )) i
i
= yRk (X
m
k )  y¯R,Mk (Xmk ) (by Lemma 2.4.3).
By the contraction property (item (ii) of Proposition 2.4.1),
Ek(EMN [ ˜M0,k ↵˜M0,k]) · p0,kk2k,M  EkyRk   y¯R,Mk k2k,M
 "Yk,B + 2E(yRk (Xk)  y¯R,Mk (Xk))2 + 2(C2y + C2 )P(BY,Mk ).
Bringing together the thus far obtained results yields
EkyRk   yR,Mk k2k,M  TY,M1,k + 3"Yk,A + 12C2 P(AY,Mk )
+ 3TY,M2,k + 3"
Y
k,B + 6(C
2
y + C
2
 )P(B
Y,M
k )
+ 6E[(yRk (Xk)  y¯R,Mk (Xk))2]. (2.4.24)
We can perform analogous calculations for the Z component (replacing C by
C Rp
 k
for the AZ,Mk -
event, C by
C p
 k
for the BZ,Mk -event, and Cy by
Cyp
 k
), obtaining
EkzRk   zR,Mk k2k,M  TZ,M1,k + 3q"Zk,A + 12q
C2 R
2
 k
P(AZ,Mk )
+ 3TZ,M2,k + 3q"
Z
k,B + 6q
(C2y + C
2
 )
 k
P(BZ,Mk )
+ 6E[|zRk (Xk)  z¯R,Mk (Xk)|2]. (2.4.25)
Observe that here, we rely on truncated Brownian increments in order to a.s. upper bound
k(↵Ml,k   ↵˜Ml,k) · pl,kk2k,M by 4C
2
 R
2
 k
. We can use the same reasoning as in Lemma 2.4.3 to show that
y¯R,Mk (Xk) =E[ (XN ) +
N 1X
i=k
fi(Xi, y
R,M
i+1 (Xi+1), z
R,M
i (Xi)) i
   FMN _ Ftk ],
 kz¯
R,M
l,k (Xk) =E
⇥
[ Wl,k]w
 
 (XN )
+
N 1X
i=k+1
fi(Xi, y
R,M
i+1 (Xi+1), z
R,M
i (Xi)) i
     FMN _ Ftk⇤,
which implies that (y¯R,Mk (Xk), z¯
R,M
k (Xk))k 0 solves a discrete BSDE with data ( (XN ), f¯i(y, z) =
fi(Xi,y
R,M
i+1 (Xi+1), z
R,M
i (Xi))). We now apply the stability result from Proposition 2.3.3 (w.r.t.
filtration (FMN _ Ftk)0kN ), taking the first discrete BSDE to be (yRk (Xk), zRk (Xk))k 0 and the
second to be (y¯R,Mk (Xk), z¯
R,M
k (Xk))k 0 (Lf¯k = 0). Combined with the local Lipschitz continuity
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of fk and a choice of   2 (0,+1)N such that
144(R⇡ _ 1)C2.3.7(1 + T )( 1
 k
+ k)
L2f
(T   tk)1 ✓L  1, (0  k < N), (2.4.26)
we obtain the bound
N 1X
k=i+1
 kE[|yRk (Xk)  y¯R,Mk (Xk)|2] k +
N 1X
k=i
 kE[|zRk (Xk)  z¯R,Mk (Xk)|2] k
 6C2.3.7(1 + T )
N 1X
k=i
(
1
 k
+ k) k
L2f
(T   tk)1 ✓L
⇥ E⇥|yRk+1(Xk+1)  yR,Mk+1 (Xk+1)|2 + |zRk (Xk)  zR,Mk (Xk)|2⇤ k
 1
12
Ei,N ( , R,M) (2.4.27)
+
1
24
N 1X
k=i
 k
 
1k+1<N ["
Y
k+1,C + 4C
2
yP(C
Y,M
k+1 )] + q"
Z
k,C + 4q
C2y
 k
P(CZ,Mk )
 
 k
where
Ei,N ( , R,M) :=
N 1X
k=i+1
 kEkyRk   yR,Mk k2k,M k +
N 1X
k=i
 kEkzRk   zR,Mk k2k,M k.
Using (2.4.27) together with (2.4.24) and (2.4.25), it readily follows that
Ei,N ( , R,M) 
N 1X
k=i+1
 k{TY,M1,k + 3"Yk,A + 12C2 P(AY,Mk ) + 3TY,M2,k + 3"Yk,B
+ 6(C2y + C
2
 )P(B
Y,M
k )} k
+
N 1X
k=i
 k{TZ,M1,k + 3q"Zk,A + 12q
C2 R
2
 k
P(AZ,Mk ) + 3T
Z,M
2,k + 3q"
Z
k,B
+ 6q
(C2y + C
2
 )
 k
P(BZ,Mk )} k +
1
2
Ei,N ( , R,M)
+
1
4
N 1X
k=i
 k{1k+1<N ["Yk+1,C + 4C2yP(CY,Mk+1 )] + q"Zk,C + 4q
C2y
 k
P(CZ,Mk )} k.
The choice  k = 288(R⇡ _ 1)C2.3.7(1+T ) L
2
f
(T tk)1 ✓L leads to 1   i  C62.3.14 and then for N large
enough (such that C⇡L2f (R⇡ _1)  1288C2.3.7(1+T ) ), the condition (2.4.26) is satisfied and we obtain
the announced estimate on the Z component.
Now, applying the same arguments used in (2.4.27) directly to E[|yRi (Xi) yR,Mi (Xi)|2] in (2.4.24),
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we obtain
EkyRi   yR,Mi k2i,M i  EYi (R,M) i +
1
2
Ei,N ( , R,M)
+
N 1X
k=i+1
 kEYk (R,M) k +
N 1X
k=i
 kEZk (R,M) k
and we easily complete the proof for the Y component. ⇤
2.4.5 Proof of Theorem 2.4.5
In each of the following subsections, we prove the bounds for the local error terms given in Theo-
rem 2.4.5. Bias/variance termsThe bounds on squared bias terms TY,M1,k and T
Z,M
1,k are straight-
forward. For the variance terms TY,M2,k and T
Z,M
2,k , we use the same arguments as [GKKW02,
pp.186–187] or [LGW06, Proposition 4]. ⇤
Large deviation events In the proofs below we use covering techniques to allow us to apply
exponential inequalities to the large deviation events. We recall few definitions here for the benefit
of the reader; for a fuller account, see [GKKW02, Chapter 9].
If G is a class of functions from Rd to R and x1:M = {xm}m=1...M are M points of Rd, an "-
cover (" > 0) of G w.r.t. the Lp(p   1)-empirical norm kgkM =
 
1
M
PM
m=1 |g(xm)|p
  1
p is a finite
collection of functions g1, . . . , gn 2 G such that for any g 2 G, we can find a j 2 {1, · · · , n} such
that kg   gjkM  ". The smallest integer n for which an "-cover exists is called the "-covering
number and denoted by Np(",G, x1:M ); we usually consider an "-cover with minimal number of
elements. In the following the points x1:M are possibly random. More generally, we may consider
"-cover w.r.t. the Lp-norm of a probability measure ⌫ (instead of the empirical measure associated
to x1:M ): the related covering number is then denoted Np(",G, ⌫).
Bounds on P(AY,Mk ) and P(A
Z,M
k ) We only prove the bound related to A
Y,M
k ; the proof for
AZ,Mk is analogous. We use a similar method to [LGW06] but with some important di↵erences.
Define the following sets of functions8><>:
[SYN ]y := { }, [SYk ]y :=
 
[↵ · p0,k]y : ↵ 2 RK0,k},
[SZ,lk ]z :=
 
[↵ · pl,k]z : ↵ 2 RKl,k} (1  l  q),
(2.4.28)
Gk :=
 
(xk, . . . , xN ) 2
NO
i=k
Rd 7!  (xN ) +
N 1X
i=k
fi(xi, i+1(xi+1), ⌘i(xi)) i
:  i 2 [SYi ]y, ⌘l,i 2 [SZ,li ]z
 
for k = N   1, . . . , 0. These definitions originate from the observation that yR,Mk 2 [SYk ]y, zR,Ml,k 2
[SZ,lk ]z and  R,Mk 2 Gk. By the same arguments as in Lemma 2.4.2, every element in Gk is bounded
by C . Define
Gmk :=  
R,M
k (X
m
k , . . . , X
m
N ), G˜
m
k :=  
R,M
k (X˜
k,m
k , . . . , X˜
k,m
N ).
95
Similarly, for any G 2 Gk, we write Gm or G˜m for the function evaluated along the m-th sample
path or its ghost path. Firstly, observe that
P
 k(↵M0,k   ↵˜M0,k) · p0,kk2k,M > "Yk,A  = E PMk  k(↵M0,k   ↵˜M0,k) · p0,kk2k,M > "Yk,A  .
Conditionally on FMk , we can assume that the basis functions are orthonormalized w.r.t. h·, ·ik,M
and that the coe cients ↵M0,k and ↵˜
M
0,k are computed for the orthonormalized functions. Neverthe-
less, the dimension of the vector space w.r.t. h·, ·ik,M may be smaller than K0,k; we denote this
empirical dimension of the vector space by KM0,k. Then
k(↵M0,k   ↵˜M0,k) · p0,kk2k,M = |↵M0,k   ↵˜M0,k|2RKM0,k .
Furthermore, the coe cients ↵M0,k and ↵˜
M
0,k have simple expressions and we obtain
PMk (|↵M0,k   ↵˜M0,k|2RKM0,k > "
Y
k,A) = PMk (
KM0,kX
i=1
   1
M
MX
m=1
pi,m0,k (G
m
k   G˜mk )
  2 > "Yk,A)

KM0,kX
i=1
PMk
    1
M
MX
m=1
pi,m0,k (G
m
k   G˜mk )
  2 > "Yk,A
KM0,k
 

KM0,kX
i=1
PMk
    1
M
MX
m=1
pi,m0,k (G
m
k   G˜mk )
  2 > "Yk,A
K0,k
 

KM0,kX
i=1
PMk
 9G 2 Gk :    1
M
MX
m=1
pi,m0,k (G
m   G˜m)  2 > "Yk,A
K0,k
 
=
KM0,kX
i=1
PMk
 9G 2 Gk :    1
M
MX
m=1
pi,m0,k U
m(Gm   G˜m)  2 > "Yk,A
K0,k
 
where Um are independent random variables uniformly distributed on { 1,+1} that are also
independent of everything else. The last equality follows by an invariance of the PMk -distribution
of Gm   G˜m under multiplication by  1.
We now introduce a particular cover for the set Gk. For a function g : Rd 7! R, we define the
squared L2 empirical norm
kgk2
i,M,M˜
:=
1
2M
MX
m=1
 |g(Xmi )|2 + |g(X˜k,mi )|2 .
Then for " > 0 (the value of which is chosen later), denote by [SYi (")]y and [SZ,li (")]z "-covers for
[SYi ]y and [SZ,li ]z, respectively, w.r.t. the norm k · ki,M,M˜ . Take
Gk(") :=
 
(xk, . . . , xN ) 7!  (xN ) +
N 1X
i=k
fi(xi, g
Y
i+1(xi+1), g
Z
i (xi)) i
: gYi 2 [SYi (")]y, gZl,i 2 [SZ,li (")]z
 
.
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Since elements of [SYi (")]y and [SZ,li (")]z are bounded by Cy and Cz,i, elements of Gk(") are
bounded by C .
For every G 2 Gk, there exists a G" 2 Gk(") such that
1
2M
MX
m=1
 |Gm  Gm" |2 + |G˜m   G˜m" |2 
=
1
2M
MX
m=1
   N 1X
i=k
 i
 
fi(X
m
i , i+1(X
m
i+1), ⌘i(X
m
i ))  fi(Xmi , gYi+1(Xmi+1), gZi (Xmi ))
   2
+
  N 1X
i=k
 i
 
fi(X˜
k,m
i , i+1(X˜
k,m
i+1 ), ⌘i(X˜
k,m
i ))  fi(X˜k,mi , gYi+1(X˜k,mi+1 ), gZi (X˜k,mi ))
   2 
 1
2M
MX
m=1
2T
N 1X
i=k
 iL2f
(T   ti)1 ✓L
 | i+1(Xmi+1)  gYi+1(Xmi+1)|2 + |⌘i(Xmi )  gZi (Xmi )|2
+ | i+1(X˜k,mi+1 )  gYi+1(X˜k,mi+1 )|2 + |⌘i(X˜k,mi )  gZi (X˜k,mi )|2
 
 2T
1+✓L
✓L
L2f (q + 1)"
2
where we have used (AF). Taking "2 =
✓L"
Y
k,A
18K0,kL2fT
1+✓L (q+1)
and G" 2 Gk(") as above, we easily
obtain
   1
M
MX
m=1
pi,m0,k U
m(Gm   G˜m)  2  3   1
M
MX
m=1
pi,m0,k U
m(Gm"   G˜m" )
  2
+ 3
  1
M
MX
m=1
|pi,m0,k |2
   1
M
MX
m=1
 |Gm  Gm" |2 + |G˜m"   G˜m|2  
 3   1
M
MX
m=1
pi,m0,k U
m(Gm"   G˜m" )
  2 + 2
3
"Yk,A
K0,k
where we take advantage of the orthonormality property of pi0,k. Then it follows
PMk
 9G 2 Gk :    1
M
MX
m=1
pi,m0,k U
m(Gm   G˜m)  2 > "Yk,A
K0,k
 
 PMk
 9G" 2 Gk(") :    1
M
MX
m=1
pi,m0,k U
m(Gm"   G˜m" )
   > 1
3
  "Yk,A
K0,k
  1
2
 
 EMk |Gk(")| max
G"2Gk(")
P˜M
    1
M
MX
m=1
pi,m0,k U
m(Gm"   G˜m" )
   > 1
3
  "Yk,A
K0,k
  1
2
 
 2EMk |Gk(")| exp
   2M
1
M
PM
m=1 |4C pi,m0,k |2
⇥ "
Y
k,A
9K0,k
 
= 2EMk |Gk(")| exp
   M"Yk,A
72C2 K0,k
 
where —Gk(")| denotes the number of elements of Gk("), P˜M is the conditional probability with
respect to FMN _  (X˜k,mi : i   k,m = 1, . . . ,M), and the final inequality follows from Hoe↵ding’s
inequality [GKKW02, Lemma A.3].
It remains to bound |Gk(")|, which is equal to the product of the "-covering numbers of [SYi (")]y
(i = k + 1, . . . , N   1) and [SZ,li (")]z (l = 1, . . . , q, i = k, . . . , N   1) w.r.t. k · ki,M,M˜ . From
[GKKW02, inequality (9.22) pp.153], we have
N2(", [SYi (")]y, [X1:Mi , X˜k,1:Mi ])  3
 
2e(
2Cy
"
)2 log(3e(
2Cy
"
)2)
 K0,i+1  3 16C2y
3"2
 2(K0,i+1)
for any "  Cy/2; the second inequality follows from the concavity of log(·):
8x   16, 2e x log(3e x)  2e x[log(48e) + 3e x  48e
48e
]  e1 + log(48)
8
x2  (4
3
x)2.
A similar inequality holds for [SZ,li (")]z by replacing Cy by Cy/
p
 i and K0,i and Kl,i. Finally,
we obtain
|Gk(")| 
N 1Y
i=k
3(q+1)
 16C2y
3"2
 2(K0,i+1)  16C2y
3"2 i
 2Pql=1(Kl,i+1)
=
N 1Y
i=k
3(q+1) 
2(K0,i+1)
i
 96K0,kL2fT 1+✓L(q + 1)C2y
✓L"Yk,A i
 2Pql=0(Kl,i+1)
provided that "2 =
✓L"
Y
k,A
18K0,kL2fT
1+✓L (q+1)
 C
2
y
4 ^
C2y
4 k
^ · · ·^ C
2
y
4 N 1 . Gather di↵erent inequalities and
bound KM0,k by K0,k to derive the announced result. ⇤
Bounds on P(BY,Mk ) and P(B
Z,M
k ) Again, we only detail the proof for B
Y,M
k . We define the
set of functions
G0k :=
 
x 2 Rd 7!
Z  
 (xN ) +
N 1X
i=k
fi(xi, i+1(xi+1), ⌘i(xi)) i
 
µx(dxk+1, . . . , dxN )
  yRk (x) :  i 2 [SYi ]y, ⌘l,i 2 [SZ,li ]z
 
where µx is the law of (Xk,xk+1, . . . , X
k,x
N ), and [SYk ]y and [SZ,lk ]z are defined in (2.4.28). Notice that
all functions in G0k are bounded by C +Cy. In view of the definition (2.4.12), y¯R,Mk   yRk belongs
to the set G0k. Since the expectation EMN [|y¯R,Mk (Xk)   yRk (Xk)|2] integrates only w.r.t. the law of
Xk, we clearly have
P(BY,Mk ) = P
 
"Yk,B + 2EMN [|y¯R,Mk (Xk)  yRk (Xk)|2] < ky¯R,Mk   yRk k2k,M
 
 P 9G 2 G0k : "Yk,B + 2E[G(Xk)2] < kGk2k,M . (2.4.29)
The latter probability is equal to P
 9G 2 G0k : kGk2k,M E[G(Xk)2]2"Yk,B+kGk2k,M+E[G(Xk)2] > 13  which can be estimated
by applying Lemma 2.5.1 in 2.5.3: it gives
P(BY,Mk )  4E
 N1 2"Yk,B
15
, [G0k]2, X1:Mk
  
exp
   M"Yk,B
60(C + Cy)2
 
,
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where we use the short notation [G0k]2 := {g2 : g 2 G0k}. Thus, it remains to upper bound the L1
"-covering number of [G0k]2 and, for this, we exhibit a particular cover. Write µxi (dxi) for the law
of Xk,xi ; then define the probability measure
⌫Mi (dxi) :=
1
M
MX
m=1
µ
Xmk
i (dxi)
and denote by [SYi ("0)]y (resp. [SZ,li ("0)]z) a L1(⌫Mi ) "0-cover of [SYi ]y (resp [SZ,li ]z) where "0 =
"
4LfT
1+✓L
2 (q+1)(C +Cy)
. We claim that
[G0k(")]2 :=
 
x 2 Rd 7! ⇥ Z   (xN ) + N 1X
i=k
fi(xi, g
Y
i+1(xi+1), g
Z
i (xi)) i
 
µx(dxk+1, . . . , dxN )
  yRk (x)
⇤2
: gYi 2 [SYi ("0)]y, gZl,i 2 [SZ,li ("0)]z
 
"-covers [G0k]2 in the L1-norm w.r.t. the sample X1:Mk . Indeed, for any G 2 G0k there exists
G" 2 G0k(") such that
1
M
MX
m=1
|G(Xmk )2  G"(Xmk )2|
 1
M
MX
m=1
|G(Xmk ) G"(Xmk )|2(C + Cy)
 2
M
MX
m=1
N 1X
i=k
 i
(C + Cy)Lf
(T   ti) 1 ✓L2
⇥
Z  | i+1(xi+1)  gYi+1(xi+1)|+ |⌘i(xi)  gZi (xi)| µXmk (dxk+1, . . . , dxN )
 2
N 1X
i=k
 i
(C + Cy)Lf
(T   ti) 1 ✓L2
(q + 1)"0  2Lf T
1+✓L
2
1+✓L
2
(q + 1)(C + Cy)"
0  ",
where we have used (AF). Furthermore, following the method for the bound of P(AY,Mk ), we derive
(for any "0  Cy/2)
N1("0, [SYi ]y, ⌫Mi )  3
 
2e
2Cy
"0
log(3e
2Cy
"0
)
 K0,i+1  3 22Cy
5"0
 2(K0,i+1) (2.4.30)
using 2e x log(3e x)  ( 11x5 )2 for x   4. Similarly, N1("0, [SZ,li ]z, ⌫Mi )  3
  22Cy
5"0
p
 i
 2(Kl,i+1) for
"0  Cy/(2
p
 i). Finally, we obtain
N1
 2"Yk,B
15
,[G0k]2, X1:Mk
   N 1Y
i=k
3(q+1)
 22Cy
5"0
 2(K0,i+1)  22Cy
5"0
p
 i
 2Pql=1(Kl,i+1)
=
N 1Y
i=k
3(q+1) 
K0,i+1
i
 132LfT 1+✓L2 (q + 1)(C + Cy)Cy
"Yk,B
p
 i
 2Pql=0(Kl,i+1)
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if "0 = "
Y
k,B
30LfT
1+✓L
2 (q+1)(C +Cy)
 Cy2 ^ Cy2p k ^ · · · ^
Cy
2
p
 N 1
. ⇤
Bounds on P(CY,Mk ) and P(C
Z,M
k ) We detail the estimate only for P(C
Y,M
k ). Define G00k :=
{x 7! g(x)  yRk (x) : g 2 [SYk ]y}. The elements of G00k are absolutely bounded by 2Cy. Similarly to
(2.4.29), observe that
P(CY,Mk )  P
 9G 2 G00k : E[G(Xk)2] > 2M
MX
m=1
G(Xmk )
2 + "Yk,C
 
= P
 9G 2 G00k : E[G(Xk)2]  kGk2k,M2"Yk,C + kGk2k,M + E[G(Xk)2] > 13 
 4E N1 "Yk,C
12
, [G00k ]2, X1:Mk
  
exp
   M"Yk,C
507C2y
 
where the second inequality follows from the second relation of Lemma 2.5.1 in 2.5.3. Observe that
N1
  "Yk,C
12 , [G00k ]2, X1:Mk
   N1  "Yk,C48Cy , [SYk ]y, X1:Mk  . (2.4.30) is valid also for the empirical measure
associated to X1:Mk and we obtain
P(CY,Mk )  12
 1056C2y
5"Yk,C
 2(K0,k+1) exp    M"Yk,C
507C2y
 
for
"Yk,C
48Cy
 Cy2 .
2.5 Appendix
2.5.1 SVD-optimal coe cients
Let us study the set of coe cients ↵ 2 RKl,k minimizing k↵ · pl,k Sk2k,M using the Singular Value
Decomposition (see [GVL96, Theorem 2.5.2 and Theorem 5.5.1]). The SVD of theM⇥Kl,k-matrix
Pl,k = (p
i,m
l,k )m,i (with M   Kl,k) writes
Pl,k = UP
0
l,kV
> with P 0l,k =
0BB@
 1 0
. . .0  Kl,k
0 · · · 0
1CCA
where U and V are two unitary matrices respectively of size M ⇥M and Kl,k ⇥Kl,k, and  1  
· · ·    Kl,k   0. If Pl,k is a full rank matrix ( Kl,k > 0), the set of minimizers of k↵ · pl,k   Sk2k,M
reduces to a single element, whereas there are infinitely many minimizers for rank(Pl,k) < Kl,k.
Our choice of SVD-optimal solution consists of taking the element with minimal Euclidean norm
which is given by
↵? = V
 · · ·
1 i>0
(U>S)i
 i
· · ·
!
. (2.5.1)
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Proof. (of Proposition 2.4.1) The linearity property is clear from (2.5.1). The Pythagoras decom-
position yields, for any ↵ 2 RM , that k↵ · pl,k   Sk2k,M = k↵? · pl,k   Sk2k,M + k(↵?   ↵) · pl,kk2k,M .
Taking ↵ = 0 gives statement ii). To prove iii), it is enough to use the linear relation (2.5.1) and
to observe that U, V, ( i)i are Q-measurable. ⇤
2.5.2 Proof of Proposition 2.3.9
We set TR := E([N   ( R) _N ^ R]2) where N is a Gaussian random variable with mean 0 and
variance 1. An explicit computation gives
TR = 2
 
P(N > R)(R2 + 1) Re
  12R2p
2⇡
   2P(N > R)(R2 + 1 R2)  2e  12R2 ,
where the two last inequalities are derived from the Mill inequality and the Markov exponential
inequality.
Now, we follow the arguments of Lemma dfsd and we consider   2 (0,+1)N such that
8q( k +
1
 k
)
L2f
(T tk)1 ✓L  1 for 0  k < N . Define  Yk := Yk   Y Rk and  Zk := Zk   ZRk .
Preliminary bound on  Z. Applying the Cauchy-Schwartz inequality and the almost sure bounds
on Y and Y R (Proposition faf), we obtain:
 k| Zk|2 =   1k
  Ek⇥Yk+1 Wk   Y Rk+1[ Wk]w⇤  2
 2  1k
  Ek[Yk+1( Wk   [ Wk]w)]  2 + 2  1k   Ek⇥ Yk+1[ Wk]w⇤  2
 2qC2yTR + 2q
 
Ek[ Y 2k+1]  (Ek[ Yk+1])2
 
. (2.5.2)
Bound on  Y . Using Young’s inequality (a + b)2  (1 +  k k)a2 + (1 + 1 k k )b2, the Lipschitz
property of (y, z) 7! fk(y, z), and using (2.5.2), we obtain
 Y 2k (1 + k k)(Ek[ Yk+1])2
+ 2( k +
1
 k
)
L2f
(T   tk)1 ✓L k(Ek[ Y
2
k+1] + | Zk|2) (2.5.3)
 1 + k k   4q( k + 1
 k
)
L2f
(T   tk)1 ✓L
 
(Ek[ Yk+1])2 (2.5.4)
+ 2( k +
1
 k
)
L2f
(T   tk)1 ✓L ( k + 2q)Ek[ Y
2
k+1]
+ 4qC2y( k +
1
 k
)
L2f
(T   tk)1 ✓L TR.
The condition 8q( k +
1
 k
)
L2f
(T tk)1 ✓L  1 ensures that 1 +  k k   4q( k +
1
 k
)
L2f
(T tk)1 ✓L   0;
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this given, we may use Jensen’s inequality on the term (2.5.4) to obtain:
 Y 2k 
 
1 + k k + 2( k +
1
 k
)
L2f
(T   tk)1 ✓L k
 
Ek[ Y 2k+1]
+ 4qC2y( k +
1
 k
)
L2f
(T   tk)1 ✓L TR
  1 + k k +  k
4
 
Ek[ Y 2k+1] +
1
2
C2yTR
using again the relation between  k and 1/ k. Multiplying by  k :=
Qk 1
j=0 (1+ j j +
 j
4 ), taking
conditional expectation Ei, and summing over k = i, . . . , N   1, we obtain a pointwise uniform
bound for  Y 2i :
 Y 2i  i   Y 2i  i 
1
2
C2ye
T/4 NNTR. (2.5.5)
Final bound on  Z. (2.5.2) yields:
N 1X
k=i
 kEi[| Zk|2] k  2qC2y NNTR + 2q
N 1X
k=i
 
Ei[ Y 2k+1]  Ei(Ek[ Yk+1])2
 
 k+1
 2qC2y NNTR + 2q
N 1X
k=i
 
Ei[ Y 2k ]  (1 + k k)Ei(Ek[ Yk+1])2
 
 k.
Substituting the inequality (2.5.3), we obtain
N 1X
k=i
 kEi[| Zk|2] k
 2qC2y NNTR + 4q
N 1X
k=i
( k +
1
 k
)
L2f
(T   tk)1 ✓L k k(Ei[ Y
2
k ] + Ei[| Zk|2])
 2qC2y NNTR +
1
2
N 1X
k=i
 k k(Ei[ Y 2k ] + Ei[| Zk|2])
taking into account the relation between ⇡ and  . Thus, we have
N 1X
k=i
 kEi[| Zk|2] k  C2y NNTR
 
4q +
T
2
exp(
T
4
)
 
. (2.5.6)
Observe that  k :=
24qL2f
(T tk)1 ✓L defines an admissible choice, provided that C⇡L
2
f  112q . It gives
1   i   N  exp
  24qL2f
✓L
T ✓L
 
. Plugging this estimate into (2.5.5) and (2.5.6), and using the
bound on TR, we obtain the final result. ⇤
2.5.3 Upper bound of a deviation probability, uniform over a class of functions
For the definition of the covering number N1(. . . ) used below, we refer to the notation of Subsection
2.4.5.
Lemma 2.5.1. Let G be a countable set of functions g : Rd 7! [0, B] with B > 0. Let X,X1, . . . , XM
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(M   1) be i.i.d. Rd valued random variables. For any ↵ > 0 and " 2 (0, 1) one has
P
 
sup
g2G
1
M
PM
m=1 g(X
m)  E[g(X)]
↵+ 1M
PM
m=1 g(X
m) + E[g(X)]
> "
   4E N1 ↵"
5
,G, X1:M   exp    3"2↵M
40B
 
,
P
 
sup
g2G
E[g(X)]  1M
PM
m=1 g(X
m)
↵+ 1M
PM
m=1 g(X
m) + E[g(X)]
> "
   4E N1 ↵"
8
,G, X1:M   exp    6"2↵M
169B
 
.
Proof. The first inequality is stated in [GKKW02, Theorem 11.6] for B   1. For B 2 (0, 1),
we rescale the class of functions {g/B : g 2 G} (now bounded by 1), replace ↵ by ↵/B and apply
the previous case: this gives the announced upper bound.
To establish the second inequality, we adapt the proof of the first inequality from the proof of
[GKKW02, Theorem 11.6]. The first step consists in taking a ghost sample X˜1:M and observing
that for a given g 2 G, E[g(X)]   1M
PM
m=1 g(X
m) > "
 
↵ + 1M
PM
m=1 g(X
m) + E[g(X)]
 
and
E[g(X)]  1M
PM
m=1 g(X˜
m)  "4
 
↵+ 1M
PM
m=1 g(X˜
m) + E[g(X)]
 
imply
(1 +
5"
8
)
  1
M
MX
m=1
g(X˜m)  1
M
MX
m=1
g(Xm)
 
>
3"
8
 
2↵+
1
M
MX
m=1
g(Xm) +
1
M
MX
m=1
g(X˜m)
 
+
3"
4
E[g(X)].
Since the r.h.s. positive, the l.h.s. is also positive; using 138   1 + 5"8 implies
1
M
MX
m=1
g(X˜m)  1
M
MX
m=1
g(Xm) >
3"
13
 
2↵+
1
M
MX
m=1
g(Xm) +
1
M
MX
m=1
g(X˜m)
 
.
Then we proceed as in [GKKW02, pp. 205-207] to show that the probability to estimate is bounded
by
2P
⇣
9g 2 G : 1
M
MX
m=1
g(X˜m)  1
M
MX
m=1
g(Xm) >
3"
13
 
2↵+
1
M
MX
m=1
g(Xm) +
1
M
MX
m=1
g(X˜m)
 ⌘
for M > 8B"2↵ (however for M  8B"2↵ the upper bound in Lemma 2.5.1 is obviously true). The
rest of the proof is identical to [GKKW02, pp. 208-210], except that one should take a L1  -
cover of G w.r.t. X1:M with   = ↵"8 (instead of   = ↵"5 ). It leads to a new upper bound,
4E
 N1 ↵"8 ,G, X1:M   exp    6"2↵M169B  . ⇤
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3 A multilevel algorithm for the approximation of BSDEs
3.1 Introduction
Let (⌦(W ),F (W ), (F (W )t ),P(W )) be a filtered probability space generated by a q-dimensional Brow-
nian Motion (Wt)tT with the usual conditions, and T > 0 a finite terminal time. The purpose of
this chapter is to design and analyze a numerical scheme to approximate the system of BSDEs
yt =  (XT ) 
R T
t zsdWs,
y¯t =
R T
t f(r,Xr, yr + y¯r, zr + z¯r)dr  
R T
t z¯rdWr,
)
(3.1.1)
where X is the d-dimensional SDE
Xt = x0 +
Z t
0
b(s,Xs)ds+
Z t
0
 (s,Xs)dWs. (3.1.2)
The linear BSDE (y, z) in (3.1.1) is approximated using a multilevel approach. Let
 
⇡(k) =
{0 = t(k)0 < . . . < t(k)Nk = T}
 
k=0,...,
be a refining sequence (i.e., ⇡(k 1) ⇢ ⇡(k)) of time-grids on
[0, T ], and X(k) an appropriate discretization of the SDE X on ⇡(k). Assuming that a discretization
(y(k 1), z(k 1)) of (y, z) on ⇡(k 1) is available, define the discretization (y(k), z(k)) on ⇡(k) by defined
by
y(k)Nk :=  (X
(k)
Nk), y
(k)
i := E(W )[ (X
(k)
Nk)|F (W )t(k)i ],
 (k)z(k)i := E(W )[( (X
(k)
Nk)  y(k 1)↵(i)  
PNk 1 1
j=↵(i)+1 z
(k 1)
j  W
(k 1)
j ) W
(k)
i |F (W )t(k)i ]
9=; (3.1.3)
where  (k) = (t(k)i+1   t(k)i ),  W (k)i := Wt(k)i+1  Wt(k)i and  W
(k 1)
j := Wt(k 1)j+1
 W
t(k 1)j
, and ↵(i)
is the largest integer such that t(k 1)↵(i)  t(k)i . Equation (3.1.3) gives us the iterative structure
of the multilevel algorithm: taking ⇡(0) to be the trivial time grid {0, T}, one initializes the
algorithm by y(0)0 = E(W )[ (X
(0)
1 )] and z
(0)
0 = E(W )[ (X
(0)
1 )]/T , and then computes (y
(k), z(k))
for every k > 0 using (3.1.3). However, the conditional expectations E(W )[·|F (W )
t(k)i
] cannot, in
general, be computed explicitly. In order to obtain a fully implementable scheme, we replace the
conditional expectation operator by Monte Carlo least-square regression. The resulting discrete
time approximations (y(k,M), z(k,M)) depend also on the simulations used for the Monte Carlo
scheme. Observe that, since (y(k 1)j , z
(k 1)
j ) is F (W )t(k 1)j -measurable, the Tower Law for conditional
expectations implies that the (y(k 1), z(k 1)) terms in equation (3.1.3) vanish, and we are reduced
to the MDP scheme y(k)i = E(W )[ (X
(k)
Nk)|F (W )t(k)i ] and z
(k)
i := E(W )[ (X
(k)
Nk) W
(k)
i |F (W )t(k)i ]/ 
(k) of
Chapter 2. This reduction does not, in general, occur when the conditional expectation operator
is replaced by Monte Carlo least-squares regression. We use independent clouds of simulations
for each level k of the algorithm. The number of simulations is allowed to di↵er from level to
level. We compute explicit upper bounds for the error of the multilevel scheme E[|y(k)i   y(k,M)i |2]
and E[|z(k)i   z(k,M)i |2] for each k 2 {0, . . . ,} and i 2 {0, . . . , Nk   1} in terms of the choice of
basis functions for the least-square regression, the number of simulations, and the error of the
approximation on level k   1 (Theorem 3.3.9). The impact of the multilevel structure in (3.1.3) is
that the approximations (y(k 1,M), z(k 1,M)) act as control variates for the least-squares regression,
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reducing the variance of the least-squares regression at level k. The upper bounds of error are then
used to calibrate the basis functions and sample sizes sequentially from level  to level 0 so that
the overall global error at level 
max
0iN 1
E[|y()i   y(,M)i |2] +
N 1X
i=0
E[|z()i   z(,M)i |2] ()
satisfies an error tolerance ✏ = O(N 1). We use a local polynomial basis; the polynomials are
of degree n, and are localized on hypercubes. By carefully selecting the number simulations
used for each level of the scheme, we are able to show that complexity of the multilevel scheme
may be up to order 1 less than that of the LSMDP algorithm of Chapter 2. We give a specific
example in the case where the terminal condition  (·) is n-times di↵erentiable: the complexity of
the multilevel scheme is O
 
✏ 2 
d
2(n 1) log1+d(✏ 1)
 
(Proposition 3.3.11), whereas that of LSMDP
is O
 
✏ 3 
d
2(n 1) log1+d(✏ 1)
 
(Proposition 3.3.13). On the other hand, if the terminal condition
satisfies only Lipschitz continuity, the complexity of the two algorithms appears to be the same
(Proposition 3.3.10 versus Proposition 3.3.12), at least in terms of this analysis based on the upper
bounds of the error and the use of local polynomial basis. In this case, the complexity of the
multilevel algorithm is O
 
✏ 
d
2(n 1)  d2 2 logd+2(✏ 1)
 
. The main factor that di↵erentiates between
the complexity of the LSMDP scheme and multilevel scheme, at least in terms of the analysis with
the maximum error bound, is the number of basis functions used for the least-squares regressions:
the complexity of the multilevel scheme is dependent on the largest number of basis functions used,
whereas LSMDP depends on the total number of basis functions used for the time grid. Therefore,
it would be instructive to perform this comparison when other basis functions are used, but this
is outside the scope of this work.
The nonlinear BSDE (y¯, z¯) in (3.1.1) is computed using an adaptation of the LSMDP scheme
of Chapter 2. A detailed error analysis of this algorithm is provided; as for LSMDP, a priori
estimates for discrete BSDEs are the main tool used in the analysis. As for the multilevel scheme,
the upper bounds of the error are used to calibrate the algorithm. The main di↵erence between
the scheme introduced in this chapter and LSMDP is that, in this chapter, the scheme uses an
independent cloud of simulations for the least-squares regressions on each time-point, whereas
LSMDP uses a single cloud of simulations for every time-point. This enables the algorithm to
avoid complicated error terms due to interdependence of the regression coe cients, and this seems
to reduce the overall complexity of the algorithm. Using a local polynomial bases with polynomials
of degree n for the least-squares regressions, the complexity of this algorithm (Proposition 3.4.21)
is O
 
(✏ 1 d/2 + ✏ 4 
d
2(n 1)1d<6(n 1)/(n 2)) log1+d(✏ 1)
 
. This implies that the complexity of the
complete algorithm approximating the system of BSDEs (3.1.1) is dominated by the complexity
of the multilevel scheme, except in the special case of n = 2 and d  3, so the overall complexity
is O
 
✏ 
d
2(n 1)  d2 2 logd+2(✏ 1)
 
.
In fact, (y + y¯, z + z¯), the sum of the BSDEs in (3.1.1), is equal to (Y, Z), the BSDE solving
Yt =  (XT ) +
Z T
t
f(r,Xr, Yr, Zr)dr  
Z T
t
ZrdWr. (3.1.4)
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The approximation of (Y, Z) is the main application of the algorithm described above. It is also
possible to approximate (Y, Z) directly using the adapted LSMDP, without the decomposition
(3.1.1). In order to provide a fair comparison between the two methods, we compute upper
bounds of the error of the approximation of the full BSDE (3.1.4) using adaped LSMDP, and
use these bounds to calibrate the algorithm and compute the resulting complexity. The resulting
complexity (Proposition 3.5.2) of adapted LSMDP applied to (Y, Z) is O
 
(✏ 3 
d
2  d2(n 1)1d 2 +
C✏ 4 
d
2(n 1)1d=1) log
1+d(✏ 1)
 
, which is order 1 worse that the complexity of the algorithm for
the the computation of the system of BSDEs (3.1.1) even when the multilevel algorithm is replaced
by LSMDP. As stated in the above discussion, the complexity of the algorithm for the system of
BSDEs may be even lower when multilevel is in use. The complexity of the adapted LSMDP applied
to the (y¯, z¯) in the system of BSDEs (3.1.1) is lower than the complexity of the adapted LSMDP
applied to (Y, Z) (1.1.1). The main reason for this is that the almost sure bounds of |y¯i| and |z¯i|
converge to zero as one approaches the terminal time. This is because the BSDE (y¯, z¯) has zero
terminal condition. In contrast, the almost sure bounds of |Yi| and |Zi| are constant because the
terminal condition is not zero. The impact of this is that the adapted LSMDP algorithm applied to
(y¯, z¯) su↵ers from less variance due to least-squares regression. We also analyze the application of
the adapted LSMDP to (Y, Z) in the case where the terminal condition   is n-times continuously
di↵erentiable with bounded derivatives in order to compare it to the LSMDP of Chapter 2. The
complexity of the adapted LSMDP is O
 
✏ 4 
d
2(n 1) log1+d(N)
 
(Proposition 3.5.3), whereas the
complexity of LSMDP is O
 
✏ 4 
d
(n 1) log2+d(N)
 
(Section 2.4.3), so the adapted LSMDP has a
higher e ciency. This is due to the removal of the complicated interdependence between the
regression coe cients.
The use of the decomposition (3.1.1) is not original. For example, a numerical study can be
found in [BS12]. However, this chapter contains, to the best of our knowledge, the only explicit the-
oretical comparison between approximation of the system of BSDEs (3.1.1) and the approximation
of the full BSDE (3.1.4) with the use of Monte Carlo least-squares regression schemes.
We would also like to mention the idea of using a martingale basis for computing the BSDEs
(y, z) [BS12]. The idea is to select basis functions whose conditional expectations are a priori
known. This implies that one avoids the use of Monte Carlo least-squares to approximate (y, z),
thereby reducing the cost of numerical scheme significantly. However, the existence of a martingale
basis may not be guaranteed for general forwards process X. The multilevel scheme in this paper
gives a e cient and generic method for approximating the BSDE (y, z), which is available when
there is no known martingale basis.
The multilevel algorithm given in this chapter bears some conceptual similarity to the multilevel
scheme for SDEs of [Gil08]: we use approximations on coarser time-grids as control variates for
the approximations on the refined grids. The structure of the multilevel recursion (3.1.3) and the
error analysis are based on BSDE techniques and bear little resemblance to the SDE techniques.
The use of multilevel for the approximation of BSDEs is, to the best of our knowledge, novel.
The chapter is structured as follows. The notation used throughout the article is given in
Section 3.1.1, and the standing assumptions in Section 3.1.2. The discretization of the SDE X
(3.1.2) is given in Section 3.1.3. Some basic results on the linear BSDE (y, z) that will be used
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throughout this chapter are given in Section 3.2. The multilevel algorithm is given in Section 3.3.
It is constructed in Section 3.3.1. The main results on the error analysis are contained in Section
3.3.2. The calibration of the multilevel algorithm and computation of the complexity are contained
in Section 3.3.3. The adapted LSMDP algorithm for the nonlinear BSDE (y¯, z¯) is given in Section
3.4; the error analysis of this scheme is in Section 3.4.4, and the calibration of the algorithm and
it’s complexity are found in Section 3.4.5. The adapted LSMDP algorithm for the full BSDE (Y, Z)
is given in Section 3.5.
3.1.1 Notation
For a given probability space (⌦,F ,P) and sub- -algebra G, we write L2(G) for the space of H-
measurable, square integrable random variables.
We write L2([0, T ] ⇥ ⌦(W )) for the space of B([0, T ]) ⌦ F (W )-measurable processes that are
square integrable with respect to dt⇥ P.
We write P for the predictable  -algebra, and H2 for the space of P-measurable process that
are square integrable with respect to dt⇥ P.
For any vector or matrix V , we denote it’s transpose by V >.
We introduce the following notation to deal with the sequence of refining time-grids and discrete
processes.
• For each k   0, we define by
⇡(k) =
 
0 = t(k)0 < . . . < t
(k)
2k = T : t
(k)
i = T i2
 (k), i 2 {0, . . . , 2k} (3.1.5)
the uniform time-grid on [0, T ] with 2k + 1 points. The time increments are denoted by
 (k) := T2k . We denote by  W
(k)
i := Wt(k)i+1
 W
t(k)i
the increments of the Brownian Motion
on the time-grid ⇡(k).
• ⇡(k+1) is refinement of ⇡(k). To deal with the overlapping time-points, we introduce the
function ↵ : {0, . . . , 2k}! {0, . . . , 2k 1} given by
↵(i) =
(
i
2 if i is even,
i 1
2 if i is odd.
(3.1.6)
It’s j-th iteration is denoted by ↵j : {0, . . . , 2k} ! {0, . . . , 2k j}, and ↵j(i) := (↵)j(i).
Although ↵ and ↵j depend on k, we omit this dependence in the notation, since it will be
obvious from the context which k is meant.
• We define the  -algebras F (k)i := F (W )t(k)i and denote the conditional expectation associated to
this  -algebra by Eki [·] := E[·|F (k)i ]. The sequence (F (k)i ) = (F (k)i )0iN forms a filtration in
discrete time.
• We say that a stochastic process X is discrete on ⇡(k) if it is piecewise constant with nodes at
the time points of ⇡(k); moreover, we say that X is (F (k)i )-adapted if, for each i 2 {0, . . . , N},
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Xi is F (k)i -measurable, and that it is an (F (k)i )-martingale if it is a martingale with respect
to the filtration (F (k)i ).
• In Section 3.3.3, we will furthermore denote the number of time-points in the finest time-grid
in use by N .
3.1.2 Assumptions
The following assumptions will hold throughout the entirety of this chapter.
(Ab, ) The coe cients of the SDE (3.1.2) satisfy the following properties.
(i) (t, x) 2 [0, T ]⇥Rd 7! b(t, x) is Rd-valued, measurable and uniformly bounded. Moreover,
b(t, ·) is twice continuously di↵erentiable with uniformly bounded derivatives and Ho¨lder
continuous second derivative, and b(·, x) is 1/2-Ho¨lder continuous.
(ii) (t, x) 2 [0, T ] ⇥ Rd 7!  (t, x) is Rd ⇥ Rq-valued, measurable and uniformly bounded.
Moreover,  (t, ·) is twice continuously di↵erentiable with uniformly bounded derivatives
and Ho¨lder continuous second derivative, and  (·, x) is 1/2-Ho¨lder continuous.
(Au.e.)  (·) satisfies a uniformly elliptic condition: there exists some finite   > 0 such that, for any
⇣ 2 Rd, ⇣> (t, x) (t, x)>⇣    |⇣|2 for all (t, x) 2 [0, T ]⇥ Rd.
(A ) The terminal condition   : Rd ! R of the BSDE (y, z) in (3.1.1) is measurable and satisfies
the following properties.
i)   is Lipschitz continuous with Lipschitz constant L .
ii)   is uniformly bounded by C .
(Af ) The driver f : [0, T ] ⇥ Rd ⇥ R ⇥ Rq ! R of the BSDE (y¯, z¯) in (3.1.1) is measurable and
satisfies the following properties.
i) f(t, ·) is Lipschitz continuous with uniform, finite Lipschitz constant Lf > 0: for all
t 2 [0, T ), (x, y, z), (x0, y0, z0) 2 Rd ⇥ R⇥ Rq,
|f(t, x, y, z)  f(t, x0, y0, z0)|  Lf{|x  x0|+ |y   y0|+ |z   z0|}
ii) f(t, x, 0, 0) is uniformly bounded by a finite constant Cf > 0: for all (t, x) 2 [0, T )⇥Rd,
|f(t, x, 0, 0)|  Cf .
Definition 3.1.1 (The constant C). Throughout this chapter, we shall use the convention that
C   0 is a deterministic value that can depend only on the terminal time T , the dimensions d,
q, the uniform bounds kbk1, krxbk1, kr2xbk1, k k1, krx k1, kr2x k1, C , Cf , the uniform
elliptic parameter  , and the Lipschitz constants L , Lf .
To simplify the notation, C is allowed to change it’s value from line to line.
Remark. It is very important that the constant C given in Definition 3.1.1 does not depend on
the time-grids {⇡(k) : k = 0, . . . ,}, on the level k or on the total number of levels ; it also does
not depend on the number of time points in the time-grids.
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3.1.3 The forward process
For each t 2 [0, T ) and x 2 Rd, we define the Markovian SDEs
X(t,x)s = x for s < t,
X(t,x)s = x+
Z s
t
b(r,X(t,x)r )dr +
Z s
t
 (r,X(t,x)r )dWr for s   t. (3.1.7)
Under (Ab, ), (3.1.7) has a unique strong solution for each (t, x) 2 [0, T ) ⇥ Rd [RY99, Theorem
IX.2.1]. The di↵usion X in (3.1.4) is equal to X(0,x0). Moreover, the proof of [RY99, Theorem
IX.2.4] gives us the following continuity properties.
Lemma 3.1.2. For all t 2 [0, T ), r, s 2 [t, T ], and x1, x2 2 Rd,
EW [|X(t,x1)s  X(t,x2)s |2|F (W )t ]  C|x1   x2|2, EW [|X(t,x1)s  X(t,x1)r |2|F (W )t ]  C|s  r|.
It is also well know that X(t,x) is a time-inhomogeneous Markov process [RY99, Theorem
IX.1.9].
Assume that we cannot explicitly compute the marginals Xt of the di↵usion X. For each time-
grid ⇡(k), we will approximate the di↵usion X by a ⇡(k)-discrete process X(k). Let i 2 {0. . . . , 2k}
and x 2 Rd, and let (X(t
(k)
i ,x)
s )s t(k)i be the Markov process given by (3.1.7) with t = t
(k)
i . We
assume that there is a ⇡(k)-Markov chain (X(k,i,x)j )ijN (withX
(k,i,x)
i = x) satisfying the property
Eki [|X(t
(k)
i ,x)
t(k)j
 X(k,i,x)j |p]  C( (k))p/2 for all p 2 {2, 3, 4}, for all j 2 {i, . . . 2k}. (3.1.8)
Finally, we assume there is a function f (k)j,r : ⌦
(W ) ⇥ Rd ! Rd which is  (Wt   Wt(k)i : t  
t(k)i )⌦ B(Rd)-measurable such that X(k,i,x)r = f (k)j,r (X(k,i,x)j ) for all r   j   i and x 2 Rd.
We shall use the Markov chain X(k) := X(k,0,x0) to approximate the di↵usion X on the time-
grid ⇡(k).
To give an example of an approximation scheme, the Markov chain X(k,i,x) generated by the
Euler scheme
X(k,i,x)j = x+
j 1X
r=i
{b(t(k)r , X(k,i,x)r ) (k) +  (t(k)r , X(k,i,x)r ) W (k)r } (3.1.9)
with k su ciently large satisfies the first inequality in (3.1.8) [Avi09, Theorem 5.3]. We can
sequentially construct the deterministic function F (k)i,j : Rd ⇥ (Rq)j i 7! Rd such that X(k)j =
F (k)i,j (X
(k)
i , W
(k)
i , . . . ,
 W (k)j 1), so f
(k)
i,j (x) = F
(k)
i,j (x, W
(k)
i , . . . , W
(k)
j 1).
Remark. The first inequality in (3.1.8) combined with (A ) implies that
Eki [| (X(t
(k)
i ,x)
T )   (X(k,i,x)2k )|p]  C( (k))p/2 for all p 2 {2, 3, 4}.
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A weaker bound is obtained in the case where   has only bounded variation [Avi09, Theorem 5.4].
Since we are now considering multiple time-grids - ⇡(0) through ⇡() - we will need to define a
Markov chain (X(k)i )0i2k for each k 2 {0, . . . ,}. We require that (3.1.8) is satisfied by X(k,i,x)
for all k. This raises problems in, for example, the case where X(k,i,x) is generated by the Euler
scheme (3.1.9), where the condition in (3.1.8) is only satisfied on a su ciently fine time-grid.
Moreover, for k1 6= k2, we shall also require - for the analysis in Section 3.3 - that X(k1)i is equal
to X(k2)j in distribution whenever t
(k1)
i = t
(k2)
j . To deal with both these problems, we use a special
construction to generate the Markov chains X(k).
On the finest time-grid ⇡(), let (X()i )0,i2 to be a ⇡
()-Markov chain that satisfies (3.1.8).
This may impose a condition on the size of . For example,  must be su ciently large so that
the Euler approximation X() satisfies (3.1.8). We define the ⇡(k)-Markov chains X(k) for the
less refined time-grids ⇡(k), with k < , in the following way: for every i 2 {0, . . . , 2k} there is a
j 2 {0 . . . , 2} with t(k)i = t()j , so we set X(k)i = X()j . This ensures that X(k) satisfies (3.1.8) and
that X(k)i has the same distribution as X
()
j .
On the other hand, assume that we can compute the joint marginals (X
t(k)0
, . . . , X
t(k)
2k
) of the
di↵usion X for each time-grid. The canonical examples to think of are X =W , or X is a geometric
Brownian motion. In this case, we set X(k)i = Xt(k)i
, and we avoid the disadvantages of the more
general scheme stated above.
3.2 Zero driver-BSDE
In this section, we introduce the multilevel scheme. Sections 3.2.1-3.2.3 contain preparatory theory,
and Section 3.3 contains the Monte Carlo scheme. The results of Section 3.2.1 and Section 3.2.3
are valid for (y, z), the 0-driver BSDE in (3.1.1), but not in general for (Y, Z), the full BSDE in
(3.1.4). For this reason, we can only apply the multilevel scheme to the 0-driver BSDE.
3.2.1 Theory with general terminal condition
First, we consider BSDEs of the form
y˜t = ⇠  
Z T
t
z˜sdWs, 0  t  T. (3.2.1)
for any ⇠ 2 L2(F (W )). It follows from the Martingale Representation Theorem that there exists a
unique predictable solution to (3.2.1) in L2([0, T ]⇥⌦(W )). The 0-driver BSDE (y, z) in (3.1.1) is a
special case of (3.2.1). Given the time-grid ⇡(k) (for any k), the Kunita-Watanabe decomposition
[FS04, Theorem 10.17] guarantees us the existence of a unique pair of square integrable, ⇡(k)-
adapted processes, denoted by (y(k), z(k)), and a square integrable (F (k)i )-martingale L(k) such
that
y˜(k)i = ⇠  
2k 1X
j=i
z˜(k)j  W
(k)
j  
2k 1X
j=i
 L(k)j (3.2.2)
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for every i 2 {0, . . . , 2k}, where  L(k)i := L(k)i+1   L(k)i , L(k)0 = 0, and L(k) is “strongly orthogonal”
to W (k) in the sense that
Eki [ W
(k)
i  L
(k)
i ] = 0 for all i 2 {0, . . . , N   1}.
Strong orthogonality essentially implies that W (k)L(k) is an (F (k)i )-martingale. In the following
Lemma, we will determine an explicit representation for
(y˜(k), z˜(k), L(k)) in terms of (y˜, z˜), the solution of the continuous time BSDE (3.2.1), and the
conditional expectation Eki [·].
Lemma 3.2.1. For any time-grid ⇡(k), k   0, and any time-point i = 0, . . . , 2k,
y˜(k)i = Eki [⇠],  (k)z˜
(k)
i = Eki [⇠ W
(k)
i ], (3.2.3)
 L(k)i =
Z t(k)i+1
t(k)i
(z˜s   z˜(k)i )dWs (3.2.4)
 (k)z˜(k)i = Eki [
Z t(k)i+1
t(k)i
z˜tdt]. (3.2.5)
almost surely.
Proof. Taking the conditional expectation Eki [·] (3.2.2) yields that y˜(k)i = Eki [⇠] almost surely.
Similarly, multiplying by  W (k)i and taking the conditional expectation Eki [·] in (3.2.2) yields that
 (k)z˜(k)i = Eki [⇠ W
(k)
i ], and so we have proven (3.2.3). Multiplying y˜t(k)i
by  W (k)i , we use (3.2.1)
and take conditional expectation Eki [·] to obtain
0 = Eki [⇠ W
(k)
i ]  Eki [ W (k)i
Z t(k)i+1
t(k)i
z˜sdWs] =  
(k)z˜(k)i   Eki [
Z t(k)i+1
t(k)i
z˜tdt]
which proves (3.2.5). Finally, we use y˜
t(k)i
= ⇠   R t(k)i+1
t(k)i
z˜sdWs and y˜t(k)i
= Eki [⇠] to show that
y(k)i = yt(k)i
= ⇠  
2k 1X
j=i
z˜(k)j  W
(k)
j  
2k 1X
j=i
Z t(k)j+1
t(k)j
(z˜s   z˜(k)j )dWs.
Therefore, the martingale part
P2k 1
j=i  L
(k)
j has to be given by the stochastic integral above by
the uniqueness of the Kunita-Watanabe decomposition. ⇤
Suppose that we have computed the discrete BSDE (y˜(k 1), z˜(k 1)) on the time-grid ⇡(k 1),
and take i 2 {0, . . . , 2k   3} so that t(k)i 2 ⇡(k) and t(k)i < t(k 1)2k 1 1. For every j > ↵(i), the tower
law gives us Eki [ W
(k)
i z˜
(k 1)
j  W
(k 1)
j ] = Eki [ W
(k)
i E
k 1
j [z˜
(k 1)
j  W
(k 1)
j ]] = 0. Also, we have
that Eki [y˜
(k 1)
↵(i)  W
(k)
i ] = y˜
(k 1)
↵(i) E
k
i [ W
(k)
i ] = 0.
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3.2.2 Di↵erentiability of the 0-driver BSDE
There are deterministic functions yt(x) : Rd ! R and zt(x) : Rd ! Rq such that yt(Xt) = yt and
zt(Xt) = zt. yt(x) is the classical solution of the linear PDE
@tu =
1
2
dX
i,j=1
(  >)i,j
@2
@xi@xj
u+
dX
i=1
bi
@
@xi
u, u(T, x) =  (x)
and zt(x) = (rxyt(x))> (t, x).
Let n 2 {1, 2}. It was shown in the proof of [GM10, Lemma 1.1] that yt(·) is n-times di↵eren-
tiable for all t 2 [0, T ), and    @r@xi1 ...@xir yt(x)     C(T   t)(1 r)/2, for r = 1, . . . , n    @r@xi1 ...@xir zt(x)     C(T   t) r/2 for r = 1, . . . , n  1
9>>=>>; for all t 2 [0, T ) (3.2.6)
for any i1, . . . , ir 2 {1, . . . , d}.
The di↵erentiability property (3.2.6) allows us to determine boundedness and Lipschitz conti-
nuity properties for the functions yt(x) and zt(x), as demonstrated in the following Lemma:
Lemma 3.2.2. The representation yt(x) = E[ (X(t,x)T )] holds.
Assume that  (x)  C for all x 2 Rd. Then |yt(x)|  C, |zt(x)|  C, |yt(x1)   yt(x2)| 
C|x1   x2|, and |zt(x1)  zt(x2)|  C|x1   x2|(T   t) 1/2.
Proof. The representation yt(x) = E[ (X(t,x)T )] is the Feymann-Kac formula. The bound
|yt(x)|  C follows directly from the bound on  (x). The bound |zt(x)|  C follows from the
formula zt(x) = (rxyt(x))> (t, x): (3.2.6) yields |rxyt(x)|  C, and | (t, x)|  C is assumed in
(Ab, ).
Finally, the Lipschitz continuity of x 7! zt(x) follows from the first order Taylor expansion of
zt(x) and the uniform bound |rxzt(x)|  C(T   t) 1/2. ⇤
The following assumptions allow for derivatives of order greater than 2 for the functions yt(·)
and zt(·). They will apply only when specifically stated,unlike the assumptions in Section 3.1.2
which apply throughout this chapter. We shall make use of them in in Sections 3.3.3 and 3.4.5.
(Adi↵ ) For some integer n greater than 2, the coe cients of the SDE b(·) and  (·) are n-times
continuously di↵erentiable with uniformly bounded derivatives, and the n-th derivatives are
Ho¨lder continuous. The constants C in Definition 3.1.1 are allowed additionally to depend
on krjxbk1 and krjx k1 for all j 2 {1, . . . , n}. Moreover, the gradient bounds (3.2.6) are
valid for derivatives up to order n.
(A@ ) The assumption (Adi↵ ) holds and  (·) is n-times continuously di↵erentiable, and the deriva-
tives are uniformly bounded. The constants C in Definition 3.1.1 are allowed additionally to
depend on krjxbk1, krjx k1, and krjx k1 for all j 2 {1, . . . , n}.
The assumption (A@ ) makes implies stronger gradient bounds that (3.2.6). The following Lemma
is a standard result, even without uniformly ellipticity (Au.e.); see, for example, [TT90, Lemma 2].
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Lemma 3.2.3. Under assumption (A@ ), the functions yt(·) (resp. zt(·)) are n-times continuously
di↵erentiable with uniformly bounded derivatives.    @r@xi1 ...@xir yt(x)     C for r = 1, . . . , n,    @r@xi1 ...@xir zt(x)     C for r = 1, . . . , n  1
9>>=>>; for all t 2 [0, T ).
We remark that there are results on the higher derivatives of the form given in (Adi↵ ) in
[Kus03]. We do not use the results of [Kus03] in this chapter, since the conditions of are rather
di↵erent to our own and we have not yet understood the explicit dependency of the constants in
that paper. On the other hand, it is useful to bear this paper in mind when thinking about a
motivation for (Adi↵ ).
3.2.3 Markov structure in the discrete setting
We give two discretizations of the 0-driver BSDE (y, z) in (3.1.4).
For any time-grid ⇡(k), define (y˜(k), z˜(k)) to be the solution of the BSDE (3.2.2) with ⇠ =  (XT ).
We combine the result  (k)z˜(k)i = Eki [
R t(k)i+1
t(k)i
zsds] from Lemma 3.2.1 and [GM10, Theorem 1.1] to
show that
2k 1X
k=0
Z t(k)i+1
t(k)i
EW |zs   z˜(k)i |2ds  C (k). (3.2.7)
Lemma 3.2.4. For all i 2 {0, . . . , 2k   1}, there exist measurable, deterministic functions y˜(k)i :
Rd ! R and z˜(k)i : Rd 7! Rq such that y˜(k)i = y˜(k)i (Xt(k)i ) and z˜
(k)
i = z˜
(k)
i (Xt(k)i
) almost surely.
Proof. We have from Section 3.2.1 that y˜(k)i = yt(k)i
and from Section 3.2.2 that y
t(k)i
=
y
t(k)i
(X
t(k)i
) as required. On the other hand, z˜(k)i =
1
 (k)
Eki [
R t(k)i+1
t(k)i
zs(Xs)ds] is a also deterministic,
measurable function evaluated at X
t(k)i
, because [Kal02, Lemma 8.1] implies that the path {Xt :
t   t(k)i } is independent of F (k)i conditionally on Xt(k)i . ⇤
On the other hand, let (y(k), z(k)) be the discrete BSDE satisfying (3.2.2) with ⇠ =  (X(k)2k ).
Lemma 3.2.5. There exist deterministic, measurable functions y(k)i : Rd ! R and z(k)i : Rd ! Rq
such that y(k)i = y
(k)
i (X
(k)
i ) and z
(k)
i = z
(k)
i (X
(k)
i ) almost surely.
Proof. For every i 2 {0, . . . , 2k   1} and j 2 {i + 1, . . . , 2k}, there is a function f (k)i,j :
⌦(W ) ⇥ Rd ! Rd that is  (Wt  Wt(k)i : t   t
(k)
i )⌦ B(Rd) such that X(k)j = f (k)i,j (X(k)i ).
Therefore, y(k)i = Eki [ (f
(k)
i,N (X
(k)
i ))] and  
(k)z(k)i = Eki [ (f
(k)
i,N (X
(k)
i )) W
(k)
i ]; it follows then
from Lemma 3.6.1 that y(k)i (x) = E[ (fi,N (x))] and  (k)z
(k)
i (x) = E[ (fi,N (x)) W
(k)
i ]. ⇤
Lemma 3.2.6. There is a constant C as in Definition 3.1.1 such that |y(k)i (x)|  C, |z(k)i (x)|  C,
|y(k)i (x1)  y(k)i (x2)|  C|x1   x2|, and |z(k)i (x1)  z(k)i (x2)|  C|x1   x2|
 
(T   t(k)i+1)_ (k)
  1/2
+
C (k) for all x, x1, x2 2 Rd, k 2 {0, . . . ,} and i 2 {0, . . . , 2k   1}.
If (A@ ) is in force for n = 2, i.e.  (·) is twice continuously di↵erentiable with uniformly
bounded derivatives, then there is a constant C as in (A@ ) such that |z(k)i (x1)   z(k)i (x2)| 
C|x1   x2|+ C (k) uniformly in i and k.
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Proof. We want to use the bounds and Lipschitz properties of the continuous functions y
t(k)i
(x)
and z
t(k)i
(x) to make conclusions about y(k)i (x) and z
(k)
i (x). To do so, define the additional discrete
BSDE
(y
t(k)j
(X
(t(k)i ,x)
t(k)j
),
1
 (k)
Eki [
Z t(k)j+1
t(k)j
zs(X
(t(k)i ,x)
s )ds])j i,
which - using Lemma 3.2.1 - solves (3.2.2) with ⇠ =  (X
(t(k)i ,x)
T ). Using direct computations with
y
t(k)i
(x) = Eki [ (X
(t(k)i ,x)
T )] and E
k
i [
Z t(k)j+1
t(k)j
zs(X
(t(k)i ,x)
s )ds] = Eki [ (X
(t(k)i ,x)
T ) W
(k)
j ]
we obtain
|y
t(k)i
(x)  y(k)i (x)|2+|
1
 (k)
Eki [
Z t(k)i+1
t(k)i
zs(X
(t(k)i ,x)
s )ds]  z(k)i (x)|2 (k)
 CEki [| (X(t
(k)
i ,x)
T )   (X(k,i,x)2k )|2]
 CEki [|X(t
(k)
i ,x)
T  X(k,i,x)2k |2]  C (k) (3.2.8)
Now, using Lemma 3.2.2 and the above computation, we obtain
|z(k)i (x)|  C (k) +
R t(k)i+1
t(k)i
Eki [|zt(X(t
(k)
i ,x)
t )|]dt
 (k)
 C
|z(k)i (x1)  z(k)i (x2)|  C (k) +
R t(k)i+1
t(k)i
(Eki [|zt(X(t
(k)
i ,x1)
t )  zt(X(t
(k)
i ,x2)
t )|2])1/2dt
 (k)
 C (k) +
R t(k)i+1
t(k)i
C(Eki [|X
(t
(k)
i ,x1)
t  X
(t
(k)
i ,x2)
t |2])1/2
(T t)1/2 dt
 (k)
 C (k) + C|x1   x2| 
(T   t(k)i+1) _ (k)
 1/2
Since y(k)i (x) = Eki [ (X
(k,i,x)
2k )], the uniform bounds come from the uniform bounds on  . Finally,
the Lipschitz continuity of x 7! y(k)i (x) follows from Lemma 3.2.2 and (3.2.8):
|y(k)i (x1)  y(k)i (x2)|  C (k) + |yt(k)i (x1)  yt(k)i (x2)|  C 
(k) + C|x1   x2|
The proof under (A@ ) is analogous, but we use the uniform gradient bounds of (A@ ) rather
than (3.2.6). ⇤
Finally, the following Lemma will be useful in Section 3.3. Recall the functions yt(x) and zt(x)
of Section 3.2.2. Later, it will be desirable to switch from y(k)i (x) (resp. z
(k)
i (x)) to yt(k)i
(x) (resp.
z
t(k)i
(x)) due to the di↵erentiability of the functions x 7! y
t(k)i
(x) (resp. x 7! z
t(k)i
(x)).
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Lemma 3.2.7. The approximation error
max
0i2k
EW [|y(k)i (X(k)i )  yt(k)i (Xt(k)i )|
2] +
2k 1X
i=0
EW [|z(k)i (X(k)i )  zt(k)i (Xt(k)i )|
2] (k)
is bounded above by C (k) for each k 2 {0, . . . ,}.
(C does not depend on k or on .)
Proof. Recall the BSDE (y˜(k), z˜(k)) defined at the beginning of this section. Using direct
computations, as in (3.2.8), one obtains
max
0i2k
EW [|y(k)i (X(k)i )  y˜(k)i |2] +
2k 1X
i=0
EW [|z(k)i (X(k)i )  z˜(k)i ]|2] (k)  CEW [| (XT )   (X(k)2k )|2]  C (k).
Note that y˜(k)i is actually equal to yt(k)i
, so the above inequality yields that max0i2k EW [|y(k)i (X(k)i ) 
y
t(k)i
|2] is bounded above by C (k). On the other hand, Pi EW [|zt(k)i (Xt(k)i )   z˜(k)i ]|2] (k) can be
bounded above using Jensen’s inequality as follows:
2k 1X
i=0
EW [|z
t(k)i
(X
t(k)i
)  z˜(k)i ]|2] (k) 
2k 1X
i=0
EW [|z
t(k)i
(X
t(k)i
)  1
 (k)
Eki [
Z t(k)i+1
t(k)i
zt(Xt)dt]|2] (k)
 1
 (k)
Z t(k)i+1
t(k)i
EW [|z
t(k)i
(X
t(k)i
)  zt(Xt)|2]dt
In fact, (3.2.7) is proved by showing exactly that the last inequality above is bounded above by
C (k); see the proof of [GM10, Theorem 1.1] for details. Therefore, it follows that
P
i EW [|zt(k)i (Xt(k)i ) 
z˜(k)i ]|2] (k) is bounded above by C (k). The proof of this lemma is then completed by combining
Young’s inequality and (3.2.7):
max
0i2k
EW [|y(k)i (X(k)i )  yt(k)i (Xt(k)i )|
2] +
2k 1X
i=0
EW [|z(k)i (X(k)i )  zt(k)i (Xt(k)i )|
2] (k)
 max
0i2k
EW [|y(k)i (X(k)i )  yt(k)i (Xt(k)i )|
2] + 2
2k 1X
i=0
EW [|z
t(k)i
(X
t(k)i
)  z˜(k)i ]|2] (k)
+
2k 1X
i=0
EW [|z(k)i (X(k)i )  z˜(k)i ]|2] (k)
and the last inequality is bounded above by C (k) from the computations above. ⇤
3.3 Multilevel Monte Carlo scheme
In this section, we construct approximations the functions y(k)i (x) (resp. z
(k)
i (x)) of Section 3.2.3 for
each level k of the multilevel algorithm and each time-point i of the grid ⇡(k). The approximating
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functions are denoted by
y(k,M)i : Rd ! R, resp. z(k,M)i : Rd ! Rq. (3.3.1)
We then obtain approximations for the discrete BSDE (y(k), z(k)) by evaluating at X(k): y(k)i ⇡
y(k,M)i (X
(k)
i ) and z
(k)
i ⇡ z(k,M)i (X(k)i ).
The construction of the approximating functions follows a recursive procedure up the multilevel
structure: having computed the functions y(k,M)(x) and z(k,M)(x) of level k, one uses them as
control variates to computes y(k+1,M)(x) and z(k+1,M)(x). The details of the algorithm are given
in section 3.3.1. In Section 3.3.2, a comprehensive error analysis gives an upper bound for the
strong error
max
0i2k 1
E[|y(k)i   y(k,M)i (X(k)i )|2] +
2k 1X
i=0
E[|z(k)i   z(k,M)i (X(k)i )|2] (k) (3.3.2)
in terms of the numerical parameters - the number of Monte Carlo simulations, the choice of basis
functions, the level k - of the algorithm. This error analysis allows us to calibrate the numerical
parameters to optimize the algorithm by complexity analysis in Section 3.3.3.
3.3.1 Algorithm
Linear least-squares regression. We denote M i.i.d. samples of a given random variable U by
U1:M = {U1, . . . , UM}.
Definition 3.3.1. Given a set of basis functions {p(r) : Rd ! R : 0  r  K}, Rd-valued
random variables X1:M (observations), and R-valued random variables S1:M (response), recall
that the linear least-squares regression computes the coe cients
A = {↵ 2 RK : argmin 2RK 1M
PM
m=1 |  · p(Xm)  Sm|2}
↵⇤ = argmin↵2A k↵kRK
)
(3.3.3)
where p(x) = (p(1)(x), . . . , p(K)(x)) and k · kRK is the usual Euclidean norm.
In implementation, we use a Singular Value Decomposition approach to compute the coe cient
↵⇤; see [GVL96] for a detailed account.
In what follows, we will repeatedly compute linear least-squares regressions. In order to avoid
repetition, we will shall say that the coe cient ↵⇤ computed by the above procedure solves
LS(X(1:M), S(1:M), p(x)). (3.3.4)
Basis functions. For each i 2 {0, . . . , 2   1} and l 2 {0, . . . , q}, we are given a set of basis
functions {p()u,l,i(x) : u = 1, . . . ,K()l,i }. We denote by p()l,i (x) the vector (p()1,l,i(x), . . . , p()K()l,i ,l,i(x)).
These functions are of the form p()u,l,i(x) = 1Au,l,i(x), where {Au,l,i : u = 1, . . . ,K()l,i } are disjoint
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sets such that there exists a finite cl,i   1 such that
P(X()i 2 Au,l,i)  
1
cl,iK
()
l,i
for all u 2 {1, . . . ,K()l,i }.
Basis functions of this form have been proposed by [BG13] in Theorem 2.3 of that paper. This
special structure is used to allow bounding of the expectation of the conditional variance rather
than the supremum in the error analysis of the regression scheme. Indeed, standard results in
regression theory (e.g. [GKKW02, Theorem 11.1]) typically require that supx V ar(S|X = x) be
bounded, whereas with this choice of basis it is su cient to work with E[V ar(S|X)] be bounded;
this is crucial in the analysis.
In what follows, for given u, k 2 {0, . . . ,}, i 2 {0, . . . , 2k   1}, j 2 {0, . . . , 2u   1}, and
l 2 {0, . . . , q}, if t(k)i = t(u)j , then the basis functions p(k)l,i (x) will be the same as p(u)l,j (x).
Simulations. For each k 2 {0, . . . ,}, let Mk be an integer and generate Mk copies
{(⌦(k,m),F (k,m),P(k,m)) : m = 1, . . . ,Mk} of the probability space (⌦(W ),F (W ),P(W )). Define
X(k,m) to be the copy of X(k) and  W (k,m) to be the copy of  W (k) in (⌦(k,m),F (k,m),P(k,m));
we call these objects the simulations, because, in practice, one generates these objects using
random number generators. Define by (⌦,F ,P) the product space of (⌦(W ),F (W ),P(W )) andN
k,m(⌦
(k,m),F (k,m),P(k,m)), and E the associated expectation operator.
The cloud of processes X(k,1:Mk) = {X(k,m) : m = 1, . . . ,Mk} and Brownian increments
 W (k,1:Mk) are independent copies of X(k) and  W (k), respectively, in (⌦,F ,P). Moreover, the
clouds {(X(k,1:Mk), W (k,1:Mk)) : k = 0, . . . ,} are independent in (⌦,F ,P).
Recall that F (k)i :=  (Wt : t  t(k)i ). Define the additional  -algebras
F (k,⇤) :=  (X(⌫,m)j , W (⌫,m)j : ⌫ < k; 0  j  2⌫ ; 1  m M⌫),
F (k,⇤)i := F (k,⇤) _  (X(k,m)i : 1  m Mk),
F (⇤) :=  (X(⌫,m)j , W (⌫,m)j : 0  ⌫   ; 0  j  2⌫ ; 1  m M⌫).
9>=>; (3.3.5)
F (k,M) is the  -algebra generated by the simulations for the time-grids that are coarser than ⇡(k).
F (⇤) is the  -algebra generated by all the simulated data.
Definition 3.3.2. Let E⇤k (resp. P⇤k) be the conditional expectation (resp. conditional probability)
with respect to F (k,⇤), E(k,⇤)i (resp. P(k,⇤)i ) be the conditional expectation (resp. conditional proba-
bility) with respect to the  -algebra F (k,⇤)i , and E⇤ (resp. P⇤) be the conditional expectation (resp.
conditional probability) with respect to the  -algebra F (⇤).
Finally, let Eki [·] := E[·|F (k)i ]. The conditional expectation operator Eki was defined in Section
3.1.1 for the probability space (⌦(W ),F (W ),P(W )) only, and is now extended to the probability
space (⌦,F ,P).
Response. Assuming that (y(k 1,M), z(k 1,M)) has been computed, define, for each i 2
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{0, . . . , 2k   1}, l 2 {1, . . . , q}, and m 2 {1, . . . ,Mk}, the following random variables:
 (k)⌅(m)l,k,i :=  W
(k,m)
l,i
✓
 (X(k,m)2k )  y(k 1,M)↵(i) (X(k,m)2↵(i) )
 
2k 1 1X
j=↵(i)+1
z(k 1,M)j (X
(k,m)
2j )( W
(k,m)
2j + W
(k,m)
2j+1 )
◆
(3.3.6)
Regression coe cients and approximate solutions. The multilevel Monte Carlo algo-
rithm is a recursion along the levels k 2 {0, . . . ,}: assuming that (y(k 1,M), z(k 1,M)) has been
computed, one computes (y(k,M), z(k,M)), and so on. To initialize the algorithm, compute the
approximations of (y(0), z(0)) by standard Monte Carlo:
y(0,M)0 (x) =
1
M0
PM0
m=1  (X
(0,m)
1 ), y
(0,M)
1 (x) =  (x),
z(0,M)0 (x) =
1
TM0
PM0
m=1  (X
(0,m)
1 ) W
(0,m)
0 .
)
For k > 0, i 2 {0, . . . , 2k   1} and l 2 {1, . . . , q}, the coe cients ↵(k,M)l,i 2 RK
(k)
l,i are determined by
least-squares regression - Definition 3.3.1 - so that
↵(k,M)0,i solves LS(X
(k,1:Mk)
i , (X
(k,1:Mk)
2k ), p
(k)
0,i (x)),
↵(k,M)l,i solves LS(X
(k,1:Mk)
i ,⌅
(1:Mk)
l,k,i , p
(k)
l,i (x)).
where the operator LS(·) is given in (3.3.3), and ⌅(1:Mk)l,k,i is given in (3.3.6). We see now, by
observing equation (3.3.6), that the approximations (y(k 1,M), z(k 1,M)) serve as control variates
for the computation of the regression coe cients.
Note that computing the conditional expectation Eki [ ] for any  2 L2(F) is equivalent to
solving the infinite dimensional minimization problem
arg min
 2L2(F(k)i )E[|    |
2]
Computing ↵(k,M)0,i is the finite-dimensional, empirical analogue of taking the conditional expecta-
tion Eki [·] in (3.2.2), and computing ↵(k,M)l,i is finite-dimensional, empirical analogue of taking the
conditional expectation Eki [·] in (3.1.3).
Recall from Lemma 3.2.6 that the functions y(k)i (x) and z
(k)
i (x) are uniformly bounded. Briefly
denoting by Cy (resp. Cz) the absolute bound of y
(k)
i (x) (resp. z
(k)
i (x)) given in Lemma 3.2.6,
define the truncation operators
[x]y :=  Cy ^ x _ Cy, [x]z :=  Cz ^ x _ Cz, 8 x 2 R.
Definition 3.3.3. For every k > 0, i 2 {0, . . . , 2k   1}, and l 2 {1, . . . , q}, define the multilevel
Monte Carlo approximations (y(k,M)i (x), z
(k,M)
i (x)) of the functions (y
(k)
i (x), z
(k)
i (x)) by
y(k,M)i (x) := [↵
(k,M)
0,i · p(k)0,i (x)]y, z(k,M)l,i (x) := [↵(k,M)l,i · p(k)l,i (x)]z,
z(k,M)i (x) :=
 
z(k,M)1,i (x), . . . , z
(k,M)
1,i (x)
 
.
)
(3.3.7)
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The use of truncation prevents excessive error due to overfitting, thereby improving numerical
stability. Moreover, having bounded functions allows the use of covering techniques in the error
analysis, in particular in Lemma 3.3.5 below. We refer the reader to [GKKW02, Chapter 11] for a
general introduction to the use of covering techniques to least-squares regression.
3.3.2 Error analysis
In this section, we determine upper bounds for the error terms
E(Y, k, i) := E[ 1Mk
PMk
m=1 |y(k)i (X(k,m)i )  y(k,M)i (X(k,m)i )|2],
E(Z, k, i) := E[ 1Mk
PMk
m=1 |z(k)i (X(k,m)i )  z(k,M)i (X(k,m)i )|2]
)
(3.3.8)
in each level of the multilevel scheme terms of the basis functions, the number of simulations andP2k 1 1
j=0 E(Z, k 1, j) (k 1). For notational simplicity, we introduce the following random norms:
Definition 3.3.4. Let f : ⌦⇥ Rd ! R be some F (⇤) ⌦ B(Rd)-measurable function. For each k 2
{0, . . . ,} and i 2 {0, . . . , 2k}, define the random operators kfk2k,i,1 :=
R |f(x)|2]P   (X(k)i ) 1(dx)
and kfk2k,i,M := 1Mk
PMk
m=1 |f(X(k,m)i )|2.
The operators k·kk,i,1 and k·kk,i,M are F (⇤)-measurable. In particular, kfkk,i,1 = E⇤[f(X(k)i )].
Although the error terms (3.3.8) are in terms of the empirical norm k · kk,i,M , they are related
to the usual norm through the inequalities
E[|y(k)i (X(k)i )  y(k,M)i (X(k)i )|2]  "(k)Y + E[ky(k)i   y(k,M)i k2k,i,M ] + CP(A(k)Y,i),
E[|z(k)i (X(k)i )  z(k,M)i (X(k)i )|2]  "(k)Z + E[kz(k)i   z(k,M)i k2k,i,M ] + CP(A(k)Z,i).
)
(3.3.9)
for free parameters "(k)Y   0 and "(k)Z   0 - to be chosen in the complexity analysis, Section 3.3.3 -
and the events
A(k)Y,i := { "(k)Y  ky(k)i   y(k,M)i k2k,i,1   ky(k)i   y(k,M)i k2k,i,M},
A(k)Z,i := {9l 2 {1, . . . , q} : "(k)Z  kz(k)l,i   z(k,M)l,i k2k,i,1   kz(k)l,i   z(k,M)l,i k2k,i,M}.
)
(3.3.10)
The probabilities P(A(k)Y,i) and P(A
(k)
Z,i) converge to zero as the number of simulations Mk goes to
infinity. The following concentration of measure inequalities give the rate of convergence in terms
of the number of basis functions K(k)l,i and the free parameters "
(k)
Y and "
(k)
Z .
Lemma 3.3.5. For all k 2 {0, . . . ,}, i 2 {0, . . . , 2k}, there exists a (possibly di↵erent) constant
C such that, if "(k)Y + "
(k)
Z  C,
P(A(k)Y,i)  C exp
   CK(k)0,i log("(k)Y )  CMk"(k)Y  ,
P(A(k)Z,i)  C
Pq
l=1 exp
   CK(k)l,i log  "(k)Z    CMk"(k)Z  .
)
(3.3.11)
Proof. The bounds are obtained analogously to the bounds on the sets CY,Mk and C
Z,M
k in
Theorem 2.4.5 of Chapter 2. ⇤
Remark. The proof of Lemma 3.3.5 requires that the functions (y(k,M), z(k,M)) be bounded. Since
↵(k,M)l,i ·p(k)l,i (x) is in general unbounded, the truncation in the definition of the approximating func-
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tions (3.3.7) is a technical necessity. This is a usual technique in the regression theory [GKKW02,
Chapter 11].
In Proposition 3.3.8 and Theorem 3.3.9, we express the error terms E(Y, k, i) and E(Z, k, i)
given in (3.3.8) using the terms of the following definition.
Definition 3.3.6. For each k 2 {0, . . . ,} and i 2 {0, . . . , 2k   1}, define
T (Y,k)1,i := E[ inf
↵2RK
(k)
0,i
k↵ · p(k)0,i   y(k)i k2k,i,M ],
T (Z,k)1,i :=
qX
l=1
E[ inf
↵2RK
(k)
l,i
k↵ · p(k)l,i   z(k)l,i k2k,i,M ],
T (Y,k)2,i := E[k(↵(k,M)0,i   E(k,⇤)i [↵(k,M)0,i ]) · p(k)0,i k2k,i,M ],
As shown in the following proposition, the terms T (Y,k)1,i and T
(Z,k)
1,i are a measure of bias caused
by the basis selection, whereas T (Y,k)2,i is a measure of variance of the least-squares regression
LS(X(k,1:Mk)i , (X
(k,1:Mk)
2k ), p
(k)
0,i (x)).
Proposition 3.3.7. For every k 2 {1, . . . ,} and i 2 {0, . . . , 2k   1},
T (Y,k)1,i  inf
↵2RK
(k)
0,i
E[|y(k)i (X(k)i )  ↵ · p(k)0,i (X(k)i )|2], (3.3.12)
T (Z,k)1,i 
qX
l=1
inf
↵2RK
(k)
l,i
E[|z(k)l,i (X(k)i )  ↵ · p(k)l,i (X(k)i )|2], (3.3.13)
T (Y,k)2,i 
E[| (X(k)2k )|2]K(k)0,i
Mk
 CK
(k)
0,i
Mk
(3.3.14)
Proof. The bounds (4.4.20) and (3.3.13) are obtain in exactly the same way as those of the
equivalent terms in [LGW06, Proposition 4]. Although also similar to the bound of the equivalent
term in [LGW06, Proposition 4], we include the proof of (3.3.14) for the convenience of the reader.
Denote by P (k,M)0,i the Mk ⇥K(k)0,i -dimensional random matrix whose m-th row is p(k)0,i (X(k,m)i ).
For the purposes of this proof, we assume (without loss of generality) that (P (k,M)0,i )
>P (k,M)0,i /Mk =
Id. Indeed, in the case that this does not hold, one can scale the basis functions as follows:
for each u 2 {1, . . . ,K(k)0,i } let ⇢u,k,0,i = 1Mk
PMk
m=1 p
(k)
u,0,i(X
(k,m)
i )
2, and p˜(k)u,0,i(x) be the function
p(k)u,0,i(x)1{⇢k,0,i>0}/
p
⇢u,k,0,i with the convention that 0/0 = 0. Only K˜
(k)
0,i  K(k)0,i of these functions
will be non-zero. Set p˜(k)0,i (x) to be the K˜
(k)
0,i -dimensional vector of functions whose j-th compo-
nent is p˜(k)uj ,0,i(x), where p˜
(k)
uj ,0,i
(x) belongs to the set of scaled basis functions that are non-zero.
Let ↵˜(k,M)0,i solve LS(X
(k,1:Mk)
i , (X
(k,1:Mk)
2k ), p˜
(k)
0,i (x)), and observe that ↵˜
(k,M)
0,i · p˜(k)0,i (X(k,m)i ) =
↵(k,M)0,i · p(k)0,i (X(k,m)i ) for all m 2 {1, . . . ,Mk} because the components of p˜(k)0,i (x) are just the scaled
components of p(k)0,i (x). Moreover, denoting by P˜
(k,M)
0,i the Mk ⇥K(k)0,i -dimensional random matrix
whose m-th row is p˜(k)0,i (X
(k,m)
i ), (P˜
(k,M)
0,i )
>P˜ (k,M)0,i /Mk = Id follows from the fact that the scaled
basis functions are indicators on disjoint sets. Therefore, one could continue the proof below using
p˜(k)0,i (·) in the place of p(k)0,i (·), ↵˜(k,M)0,i in the place of ↵(k,M)0,i , K˜(k)l,i in the place of K(k)0,i , and P˜ (k,M)0,i
in the place of P (k,M)0,i .
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Denoting by V the Mk-dimensional random vector whose m-th coordinate is  (X
(k,m)
2k ), the
Normal Equations [GVL96, Section 5.3.1] yield that
p(k)0,i (X
(k,m)
i ) · (↵(k,M)0,i   E(k,⇤)i [↵(k,M)0,i ]) = (p(k)0,i (X(k,m)i ))>
(P (k,M)0,i )
>
Mk
(V   E(k,⇤)i V ),
whence, from the F (k,⇤)i -measurability of p(k)0,i (X(k,m)i ) and P (k,M)0,i , it follows that
E(k,⇤)i [|p(k)0,i (X(k,m)i ) · (↵(k,M)0,i   E(k,⇤)i [↵(k,M)0,i ])|2]
= (p(k)0,i (X
(k,m)
i ))
> (P
(k,M)
0,i )
>
Mk
E(k,⇤)i [(V   E(k,⇤)i V )(V   E(k,⇤)i V )>]
P (k,M)0,i
Mk
p(k)0,i (X
(k,m)
i )
Due to the independence of the simulations, the o↵-diagonal terms of the matrix E(k,⇤)i [(V  
E(k,⇤)i V )(V  E(k,⇤)i V )>] are zero. On the other hand, the diagonal terms are bounded by C. There-
fore, using the Tower Law of conditional expectation, T (Y,k)2,i is bounded by CE[k
P (k,M)0,i
Mk
p(k)0,i k2k,i,M ].
Since (P (k,M)0,i )
>P (M)0,i /Mk = Id, the proof is completed by the equality
kP
(k,M)
0,i
Mk
p(k)0,i k2k,i,M =
trace
 
(P (k,M)0,i )
>P (k,M)0,i
 
M2k
=
K(k)0,i
Mk
⇤
Proposition 3.3.8. For every k 2 {0, . . . ,} and i 2 {0, . . . , 2k   1},
E(Y, k, i) = E[ky(k)i   y(k,M)i k2k,i,M ]  T (Y,k)1,i + T (Y,k)2,i . (3.3.15)
Proof. Using that E(k,⇤)i [ (X
(k,m)
2k ] = y
(k)
i (X
(k,m)
i ). From Proposition 3.6.4(iii), it follows that
E(k,⇤)i [↵
(k,M)
0,i ] solves LS(X
(k,1:Mk)
i , y
(k)
i (X
(k,1:Mk)
i ), p
(k)
0,i (x)) - see Definition 3.3.1 and (3.3.3) for the
operator LS(·). Using Pythagorus’ Theorem and Proposition 3.6.4(ii), it follows that
ky(k)i   y(k,M)i k2k,i,M  ky(k)i   E⇤k[↵(k,M)0,i ] · p(k)i k2k,i,M + k(E⇤k[↵(k,M)0,i ]  ↵(k,M)0,i ) · p(k)i k2k,i,M
Taking expectations yields the result. ⇤
Theorem 3.3.9. Suppose that "(k)Y +"
(k)
Z  C for all k. There exists a (possibly di↵erent) constant
C such that for every k 2 {1, . . . ,}, i 2 {0, . . . , 2k   1}, and R   1, the error term E(Z, k, i) :=
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E[kz(k)i   z(k,M)i k2k,i,M ] is bounded by
C
Pq
l=1K
(k)
l,i
 (k)Mk
⇣
"(k 1)Y + T
(Y,k 1)
1,↵(i) + T
(Y,k 1)
2,↵(i) +R
2k 1 1X
j=↵(i)+1
E(Z, k   1, j) (k 1)
⌘
+
C(R (k) + e R/2 +R"(k 1)Z )
Pq
l=1K
(k)
l,i
 (k)Mk
+ CT (Z,k)1,i
+
C
Pq
l=1K
(k)
l,i
 (k)Mk
exp
   CK(k 1)0,↵(i) ln("(k 1)Y )  CMk 1"(k 1)Y  
+
CR
Pq
l=1K
(k)
l,i
 (k)Mk
2k 1 1X
j=↵(i)+1
qX
l=1
exp
   CK(k 1)l,j ln  "(k 1)Z    CMk 1"(k 1)Z   (k 1) (3.3.16)
Remark. In the first line of (3.3.16) above, we see that E(Z, k, i) depends on the error terms
E(Z, k  1, ·) of the previous level: by reducing the error of level k  1, we reduce the error in level
k. We make use of this to optimize algorithm e ciency in Section 3.3.3.
Proof. Fix l 2 {1, . . . , q} and recall the  -algebras defined in (3.3.5). Consider E(k,⇤)i [⌅(m)l,k,i],
where ⌅(m)l,k,i is defined in (3.3.6). The random functions
 
y(k 1,M)(x), z(k 1,M)(x)
 
are F (k,⇤)-
measurable, whence the random variables
 
y(k 1,M)↵(j) (X
(k,m)
j ), z
(k 1,M)
↵(j) (X
(k,m)
j )
 
are F (k,⇤)j -measurable
for every j 2 {i, . . . , 2k 1} andm 2 {1, . . . ,Mk}. This implies that E(k,⇤)i [ W (k,m)l,i y(k 1,M)↵(i) (X(k,m)2↵(i) )] =
0. Moreover, using the Tower Law of conditional expectations, E(k,⇤)i [ W
(k,m)
l,i z
(k 1,M)
j (X
(k,m)
2j ) W
(k,m)
r ] =
0 for every j 2 {↵(i) + 1, . . . , 2k 1   1} and r 2 {2j, 2j + 1}. Therefore, E(k,⇤)i [⌅(m)l,k,i] is equal to
E(k,⇤)i [
 (X(k,m)
2k
) W (k,m)l,i
 (k)
], which is the l-th component of z(k)i (X
(k,m)
i ). From Proposition 3.6.4(iii),
it follows that E⇤k[↵
(k,M)
l,i ] solves LS(X
(k,1:Mk)
i , z
(k)
i (X
(k,1:Mk)
i ), p
(k)
l,i (x)). Pythagoras’ Theorem, to-
gether with Proposition 3.6.4(ii), then yields
kz(k)l,i   z(k,M)l,i kk,i,M  kz(k)l,i   E(k,⇤)i [↵(k,M)l,i ] · p(k)l,i kk,i,M + k(E(k,⇤)i [↵(k,M)l,i ]  ↵(k,M)l,i ) · p(k)l,i kk,i,M
(3.3.17)
Next, we consider k(E(k,⇤)i [↵(k,M)l,i ] ↵(k,M)l,i ) · p(k)l,i kk,i,M . To do so, we employ the arguments of
the proof of Case (b) in [BG13, Theorem 2.3], which we detail here for the benefit of the reader;
observe that the basis functions  k used by the authors in that proof correspond to our own. We
start by making a simple rescaling of the basis functions as follows: for each u 2 {1, . . . ,K(k)l,i }
let ⇢u,k,l,i =
1
Mk
PMk
m=1 p
(k)
u,l,i(X
(k,m)
i )
2, and p˜(k)u,l,i(x) be the function p
(k)
u,l,i(x)1{⇢k,l,i>0}/
p
⇢u,k,l,i
with the convention that 0/0 = 0. Only K˜(k)l,i  K(k)l,i of these functions will be non-zero.
Set p˜(k)l,i (x) to be the K˜
(k)
l,i -dimensional vector of functions whose j-th component is p˜
(k)
uj ,l,i
(x),
where p˜(k)uj ,l,i(x) belongs to the set of scaled basis functions that are non-zero. Let ↵˜
(k,M)
l,i solve
LS(X(k,1:Mk)i ,⌅
(1:Mk)
l,k,i , p˜
(k)
l,i (x)), and observe that ↵˜
(k,M)
l,i · p˜(k)l,i (X(k,m)i ) = ↵(k,M)l,i · p(k)l,i (X(k,m)i ) for
all m 2 {1, . . . ,Mk} because the components of p˜(k)l,i (x) are just the scaled components of p(k)l,i (x).
Moreover, denoting by P (k,M)l,i the Mk ⇥ K˜(k)l,i -dimensional random matrix whose m-th row is
p˜(k)l,i (X
(k,m)
i ), (P
(k,M)
l,i )
>P (k,M)l,i /Mk = Id follows from the fact that the scaled basis functions are
(scaled) indicator functions on disjoint sets.
As in the proof of Proposition 3.3.7, for every m 2 {1, . . . ,Mk}, (E⇤k[↵˜(k,M)l,i ]   ↵˜(k,M)l,i ) ·
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p˜(k)l,i (X
(k,m)
i ) is equal to (p˜
(k)
l,i (X
(k,m)
i ))
> (P
(k,M)
l,i )
>
Mk
V where V is the Mk-dimensional random vector
whose m-th element is ⌅(m)l,k,i   E(k,⇤)i [⌅(m)l,k,i]. Therefore, k(E⇤k[↵˜(k,M)l,i ]  ↵˜(k,M)l,i ) · p˜(k)l,i k2k,i,M is equal
to
V >P (k,M)l,i
PMk
m=1
n
p˜(k)l,i (X
(k,m)
i )(p˜
(k)
l,i (X
(k,m)
i ))
>
o
M3k
(P (k,M)l,i )
>V
The matrix
PMk
m=1
n
p˜(k)l,i (X
(k,m)
i )(p˜
(k)
l,i (X
(k,m)
i ))
>
o
/Mk is equal to (P
(k,M)
l,i )
>P (k,M)l,i /Mk which is
the identity. The (m1,m2)-th component of the matrix P
(k,M)
l,i (P
(k,M)
l,i )
> is equal to p(k)l,i (X
(k,m1)
i ) ·
p(k)l,i (X
(k,m2)
i ). Taking the conditional expectation, E
(k,⇤)
i [V
>P (k,M)l,i (P
(k,M)
l,i )
>V ] is equal to
MkX
m1,m2=1
p˜(k)l,i (X
(k,m1)
i ) · p˜(k)l,i (X(k,m2)i )E(k,⇤)i [Vm1Vm2 ].
Due to the independence of the samples, E(k,⇤)i [Vm1Vm2 ] is nonzero only for m1 = m2. This implies
that E(k,⇤)i [k(E⇤k[↵˜(k,M)l,i ]  ↵˜(k,M)l,i ) · p˜(k)l,i k2k,i,M ] is bounded by
1
M2k
MkX
m=1
E(k,⇤)i
⇥|Vm|2⇤|p˜(k)l,i (X(k,m)i )|2.
Recall that p(k)u,l,i(x) is an indicator on a set that we denote A
(k)
u,l,i in what follows. By the definition
of p˜(k)l,i , |p˜(k)l,i (X(k,m)i )|2 is equal to
PK˜(k)l,i
j=1 1A(k)uj,l,i
(X(k,m)i )/⇢uj ,k,l,i, and, by symmetry, it follows
that
1
M2k
MkX
m=1
E
h
E(k,⇤)i
⇥|Vm|2⇤|p˜(k)l,i (X(k,m)i )|2i = 1MkE
h
E
⇥|V1|2|X(k,1)i ⇤ K˜
(k)
l,iX
j=1
1
A(k)uj,l,i
(X(k,m)i )/⇢uj ,k,l,i
i
=
K˜(k)l,iX
j=1
E
h
E
⇥|V1|2|X(k,1)i ⇤1A(k)uj,l,i(X(k,1)i )E[ 11 +PMkm=2 1A(k)uj,l,i(X(k,m)i ) ]
i
Since
PMk
m=2 1A(k)uj,l,i
(X(k,m)i ) is binomially distributed with parameters (Mk 1,P(X(k)i 2 A(k)uj ,l,i)),
it follows from [GKKW02, Lemma 4.1] that
E[ 1
1 +
PMk
m=2 1A(k)uj,l,i
(X(k,m)i )
]  1
MkP(X(k)i 2 A(k)uj ,l,i))
 cl,iK
(k)
l,i
Mk
Now, taking the expectation E, and using the Tower Law for conditional expectations to show
that E
⇥
E(k,⇤)i [· · · ]
⇤
= E
⇥
E⇤k[· · · ]
⇤
, it follows that
E
h
k(E⇤k[↵(k,M)l,i ]  ↵(k,M)l,i ) · p(k)l,i k2k,i,M
i
 CK
(k)
l,i E[R(M)l,i ]
( (k))2Mk
(3.3.18)
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for the random variable R(M)l,i defined by
E⇤i [
n⇣
 (X(k)i )  y(k 1,M)↵(i) (X(k)2↵(i)) 
2k 1 1X
j=↵(i)+1
z(k 1,M)j (X
(k)
2j ) · ( W (k)2j + W (k)2j+1)
⌘
 W (k)l,i
o2
].
(3.3.19)
It follows from the triangle inequality that (E[R(M)l,i ])
1
2  (E[R(1,M)l,i ])
1
2 + (R(2,M)l,i )
1
2 , where
R(1,M)l,i := CE⇤k[
n⇣
y(k 1)↵(i) (X
(k)
2↵(i))  y(k 1,M)↵(i) (X(k)2↵(i))
 
 W (k)l,i
o2
]
+ CE⇤k[
n
 W (k)l,i
2k 1 1X
j=↵(i)+1
(z(k 1,M)j (X
(k)
2j )  z(k 1)j (X(k)2j )) · ( W (k)2j + W (k)2j+1)
o2
],
R(2,M)l,i := CE[
n⇣
 (X(k)i )  y(k 1)↵(i) (X(k)2↵(i))
+
2k 1 1X
j=↵(i)+1
z(k 1)j (X
(k)
2j ) · ( W (k)2j + W (k)2j+1)
⌘
 W (k)l,i
o2
].
Minkowski’s inequality and the independence of the increments and components of the Brownian
Motion yield
(R(1,M)l,i )
1
2  ky(k 1)↵(i)   y(k 1,M)↵(i) kk 1,↵(i),1( (k))
1
2
+
 
2k 1 1X
j=↵(i)+1
qX
r=1
E⇤k[( W
(k)
l,i )
2
 
z(k 1)r,j (X
(k)
2j )  z(k 1,M)r,j (X(k)2j )
 2
] (k 1)
◆ 1
2
(3.3.20)
Using the bounds of Lemma 3.2.6 and the event A(k 1)Y,↵(i) given in (3.3.10), the terms in ky(k 1)↵(i)  
y(k 1,M)↵(i) k2k 1,↵(i),1 are bounded by "(k 1)Y +ky(k 1)↵(i)  y(k 1,M)↵(i) k2k 1,↵(i),M +C1(A(k 1)
Y,↵(i)
)
; taking the
expectation E and substituting the bounds (3.3.15) into (3.3.21) for E[ky(k 1)↵(i)  y(k 1,M)↵(i) k2k 1,↵(i),M ]
from Proposition 3.3.8, one obtains that
E[ky(k 1)↵(i)   y(k 1,M)↵(i) k2k 1,↵(i),1]  "(k 1)Y + T (Y,k 1)1,↵(i) + T (Y,k 1)2,↵(i) + C1(A(k 1)
Y,↵(i)
)
(3.3.21)
To treat the terms in z in (3.3.20), one decomposes the Brownian increment  W (k)i into a bounded
and unbounded part. Introducing a free parameter R > 0 - to be chosen in the complexity analysis,
Section 3.3.3 - a Gaussian random variable N with mean 0 and variance 1, and the truncation
operator  R(x) =  
p
R _ x ^pR, one concludes from Mill’s inequality that
E[
 N    R(N ) 2] = 2 P(N > pR)(R+ 1)  pRe R/2p
2⇡
   2P(N > pR)(R+ 1 R)  2e R/2
(3.3.22)
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Using the bounds of Lemma 3.2.6 on |z(k 1)r,j (x)|,
E⇤k[( W
(k)
i )
2
 
z(k 1)r,j (X
(k)
2j )  z(k 1,M)r,j (X(k)2j )
 2
]
 CE[  W (k)i    R (k)( W (k)i ) 2] + CR (k)E⇤k[ z(k 1)r,j (X(k)2j )  z(k 1,M)r,j (X(k)2j ) 2]
= C (k)E[
 N    R(N ) 2] + CR (k)kz(k 1)r,j   z(k 1,M)r,j k2k 1,j,1
 C (k)e R/2 + CR (k)("(k 1)Z + kz(k 1)r,j   z(k 1,M)r,j k2k 1,j,M + C1A(k 1)Z,j ) (3.3.23)
Taking the expectation E in 3.3.20 and substituting (3.3.21) and (3.3.23), one obtains the bound
( (k)) 1E[R(1,M)l,i ]  C
 
"(k 1)Y + T
(Y,k 1)
1,↵(i) + T
(Y,k 1)
2,↵(i) + P(A
(k 1)
Y,↵(i)) + e
 R/2 +R"(k 1)Z
 
+ CR
2k 1 1X
j=↵(i)+1
⇣ qX
r=1
E[kz(k 1)r,j   z(k 1,M)r,j k2k 1,j,M ] + P(A(k 1)Z,j )
⌘
 (k 1)
(3.3.24)
Let (y˜, z˜) be the solution of the solution of the the BSDE (3.2.1) with terminal condition ⇠ =
 (X(k)2k ). Recalling the results of Section 3.2.3, (y
(k 1), z(k 1)) solves a discrete BSDE of the form
(3.2.2) on ⇡(k 1) with terminal condition ⇠ =  (X(k)2k ). Rearranging (3.2.2) yields
 (X(k)2k )  y(k 1)↵(i)  
2k 1 1X
j=↵(i)+1
z(k 1)j  W
(k 1)
j = z
(k 1)
↵(i)  W
(k 1)
↵(i) +
2k 1 1X
j=↵(i)
 L(k 1)j . (3.3.25)
Moreover,  L(k 1)j =
R t(k 1)j+1
t(k 1)j
(z˜t  z(k 1)j )dWt due to (3.2.4) in Lemma 3.2.1. Substituting (3.3.25)
into the definition of R(2,M)l,i , one obtains
R(2,M)l,i = E[
n⇣
 (X(k 1)2k 1 )  y(k 1)↵(i) (X(k)2↵(i)) 
2k 1 1X
j=↵(i)+1
z(k 1)j (X
(k)
2j )( W
(k)
2j + W
(k)
2j+1)
⌘
 W (k)l,i
o2
]
= E[
n⇣ 2k 1 1X
j=↵(i)
 L(k 1)j + z
(k 1)
↵(i) (X
(k)
2↵(i)) · ( W (k)2↵(i) + W (k)2↵(i)+1)
⌘
 W (k)l,i
o2
]
= E[
 
 W (k)l,i
2k 1 1X
j=↵(i)
 L(k 1)j
 2
] + E[
 
 W (k)l,i z
(k 1)
↵(i) (X
(k)
2↵(i)) · ( W (k)i + W (k)i+1)
 2
]
+ 2E[( W (k)l,i )
2z(k 1)↵(i) (X
(k)
2↵(i)) · ( W (k)i + W (k)i+1)
2k 1 1X
j=↵(i)
 L(k 1)j ]. (3.3.26)
Since the Martingale increments  L(k 1)j are centered - i.e., E
k 1
j [ L
(k 1)
j ] = 0 - it follows that
the mixed terms E[( W (k)i )2 L
(k 1)
j1
 L(k 1)j2 ] are equal to zero whenever j1 6= j2, whence
E[
 
 W (k)l,i
2k 1 1X
j=↵(i)
 L(k 1)j
 2
] =
2k 1 1X
j=↵(i)
E[
 
 W (k)l,i  L
(k 1)
j
 2
].
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Now, ( L(k 1)j )
2 equals
⇣Pq
r=1
R t(k 1)j+1
t(k 1)j
(z˜r,t   z(k 1)r,j )dWr,t
⌘2
where Wr,t is the r-th component
of Wt. Itoˆ’s Lemma implies that Ek 1j [
R t(k 1)j+1
t(k 1)j
(z˜r1,t   z(k 1)r1,j )dWr1,t
R t(k 1)j+1
t(k 1)j
(z˜r2,t   z(k 1)r2,j )dWr2,t] is
equal to Ek 1j [
R t(k 1)j+1
t(k 1)j
(z˜r1,t   z(k 1)r1,j )(z˜r2,t   z(k 1)r2,j )d < Wr1,·,Wr2,· >s], where < Wr1,·,Wr2,· >t is
the quadratic covariation process. Since the components of the Brownian motion are independent,
< Wr1,·,Wr2,· >t= 0 whenever r1 6= r2, and therefore it follows, from the Tower Law of conditional
expectation, that
E
⇥ 
 W (k)l,i  L
(k 1)
j
 2
] = E[( W (k)l,i )
2E(k,⇤)j [( L
(k 1)
j )
2]
⇤
= E[( W (k)l,i )
2
Z t(k 1)j+1
t(k 1)j
|z˜t   z(k 1)j |2dt].
for all j > ↵(i). To bound the above term, we decompose W (k)l,i into a bounded part  R (k)( W
(k)
l,i )
and an unbounded part  W (k)l,i    R (k)( W (k)l,i ), just as in (3.3.23). To use this decompo-
sition, one requires that Ek 1j [
R t(k 1)j+1
t(k 1)j
|z˜t   z(k 1)j |2dt] be bounded. Recalling the terminology
 (k 1)z˜(k 1)j := E
k 1
j [
R t(k 1)j+1
t(k 1)j
ztdt] from Section 3.2.3, the terms
R t(k 1)j+1
t(k 1)j
|z˜t z(k 1)j |2dt are bounded
by Z t(k 1)j+1
t(k 1)j
|zt   z˜t|2dt+
Z t(k 1)j+1
t(k 1)j
|zt   z˜(k 1)j |2dt+ |z˜(k 1)j   z(k 1)j |2 (k 1). (3.3.27)
Now, |zt| is bounded by C for all t 2 [0, T ), as shown in Lemma 3.2.2, so |z˜(k 1)j | is bounded by
C and therefore
R t(k 1)j+1
t(k 1)j
|zt  z˜(k 1)j |2dt is bounded by C (k 1). Also, |z(k 1)j | is bounded by C, as
shown in Lemma 3.2.6, so |z˜(k 1)j   z(k 1)j |2 (k 1) is bounded by C (k 1). Finally, using that
y
t(k 1)j
  y˜
t(k 1)j
+
Z T
t(k 1)j
(zt   z˜t)dWt =  (XT )   (X(k 1)2k 1 )
Ek 1j
⇥ R t(k 1)j+1
t(k 1)j
|zt  z˜t|2dt
⇤
is bounded by Ek 1[| (XT )  (X(k 1)2k 1 )|2]  C (k 1) by (3.1.8). There-
fore, using the bounds (3.3.22) and the results of (3.2.7) and that  (k 1) = 2 (k),
E[
 
 W (k)l,i
2k 1 1X
j=↵(i)+1
 L(k 1)j
 2
]  C (k)E[|N    R(N )|2] + CR (k)
2k 1 1X
j=↵(i)+1
Z t(k 1)j+1
t(k 1)j
E[|zt   z˜(k 1)j |2]dt
 C (k)(e R/2 +R (k)). (3.3.28)
It remains to bound the E[( W (k)l,i  L
(k 1)
↵(i) )
2]. Using the Cauchy-Schwarz inequality, it follows
that E[( W (k)l,i  L
(k 1)
↵(i) )
2]   (k) E[( L(k 1)↵(i) )4] 1/2. The Burkholder-Davis-Gundy inequality
then yields E[( L(k 1)↵(i) )
4]  CE[  R t(k 1)j+1
t(k 1)j
|z˜t   z(k 1)j |2dt
 2
]. Therefore, using the above bounds
(3.3.27) on
R t(k 1)j+1
t(k 1)j
|z˜t   z(k 1)j |2dt, E[( L(k 1)↵(i) )4] is bounded by C( (k 1))2 + CE[
  R t(k 1)
↵(i)+1
t(k 1)
↵(i)
|zt  
z˜t|2dt
 2
]. Finally, [BDH+03, Proposition 3.2] gives precisely the result E[
  R t(k 1)
↵(i)+1
t(k 1)
↵(i)
|zt  z˜t|2dt
 2
] 
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CE[| (XT )   (X(k 1)2k 1 )|4]. These bounds together with (3.1.8) yield
E[( W (k)l,i  L
(k 1)
↵(i) )
2]  C( (k))2. (3.3.29)
Substituting (3.3.28) and (3.3.29) into (3.3.26) yields
R(2,M)l,i  C (k)(e R/2 +R (k)) + E[
 
 W (k)l,i z
(k 1)
↵(i) (X
(k)
2↵(i))( W
(k)
i + W
(k)
i+1)
 2
]
+ 2E[( W (k)l,i )
2z(k 1)↵(i) (X
(k)
2↵(i)) W
(k 1)
↵(i)
2k 1 1X
j=↵(i)
 L(k 1)j ].
Using that |z(k 1)↵(i) (X(k)2↵(i))| is almost surely bounded by C, shown in Lemma 3.2.6, and the inde-
pendence of the increments and components of the Brownian motion,
E[
 
 W (k)l,i z
(k 1)
↵(i) (X
(k)
2↵(i))( W
(k)
i + W
(k)
i+1)
 2
]  C( (k))2.
Using the Tower Law of conditional expectation and E(k,⇤)j [ L
(k 1)
j ] = 0,
E[( W (k)l,i )
2z(k 1)↵(i) (X
(k)
2↵(i)) W
(k 1)
↵(i)
2k 1 1X
j=↵(i)
 L(k 1)j ] = E[( W
(k)
l,i )
2z(k 1)↵(i) (X
(k)
2↵(i)) W
(k 1)
↵(i)  L
(k 1)
↵(i) ].
By the Cauchy-Schwarz inequality and the almost sure bounds on |z(k 1)↵(i) (X(k)2↵(i))|, it follows that
|E[( W (k)l,i )2z(k 1)↵(i) (X(k)2↵(i)) W (k 1)↵(i)  L(k 1)↵(i) ]| is bounded by C (k)
 
E[( W (k 1)↵(i)  L
(k 1)
↵(i) )
2]
 1/2
.
One applies the same techniques as in (3.3.29) to show that E[( W (k 1)↵(i)  L
(k 1)
↵(i) )
2] is bounded by
C( (k))2, whence
|E[( W (k)l,i )2z(k 1)↵(i) (X(k)2↵(i)) · ( W (k)i + W (k)i+1) L(k 1)↵(i) ]|  C( (k))2.
The final bound for R(2,M)l,i is therefore C (k)(e R/2 +R (k)).
To complete the proof, one takes the expectation E in (3.3.17), substitutes (3.3.18) and the
bounds (3.3.24) on R(1,M)l,i and C (k)(e R/2 +R (k)) on R(2,M)l,i , and sums over l = 1, . . . , q. ⇤
3.3.3 Complexity analysis
Throughout this section, we will denote 2 by N .
In the previous section, we determined explicit, non-asymtotic upper bounds, given in Proposi-
tion 3.3.8 and Theorem 3.3.9, for the local error terms E(Y, k, i) and E(Z, k, i) - defined in (3.3.8) -
in terms the basis functions, the number of simulations, and the free parameters R, "(Y )k and "
(Z)
k .
In this section, we use the master equations (3.3.15) in Proposition 3.3.8 and (3.3.16) in Theorem
3.3.9 to select specific numerical parameters so that the global error
E(N) := max
0i<2
E(Y,, i) +
2 1X
i=0
E(Z,, i) () (3.3.30)
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is bounded above by CN 1, where N = T ( ()) 1 is the number of points in the time-grid ⇡().
The rate of convergence is the same as the rate of strong convergence of the Euler scheme.
Before setting the specific numerical parameters, we use the master equations (3.3.15) and
(3.3.16) with k =  to chose appropriate criteria to ensure (3.3.30). We see from the master
equation (3.3.15) and the bound (3.3.14) on T (Y,)2,i in Proposition 3.3.7, that it is su cient to
choose the numerical parameters so that, for all i 2 {0, . . . , 2   1},
max
0i2 1
{T (Y,)1,i +
CK()0,i
M
}  CN 1. (3.3.31)
The master equation (3.3.16) shows that, for the z-part, it is su cient to chose numerical param-
eters such that, for all i 2 {0, . . . , 2   1},
2 1X
i=0
T (Z,)1,i  
()  C (), R
P2 1
i=0
Pq
l=1K
()
l,i  
()
M
 C (), (3.3.32)
"( 1)Y + max
0j<2 1
{T (Y, 1)1,↵(i) + T (Y, 1)2,↵(i) }+ e R/2 +R"( 1)Z  C (), (3.3.33)
exp
   CK( 1)0,↵(i) ln("( 1)Y )  CM 1"( 1)Y    C (), (3.3.34)
R
qX
l=1
exp
   CK( 1)l,↵(i) ln  "( 1)Z    CM 1"( 1)Z    C () (3.3.35)
R
2 1 1X
j=0
qX
r=1
E[kz( 1)r,j   z( 1,M)r,↵(i) k2k 1,↵(i),M ] ( 1)  C () (3.3.36)
From equation (3.3.33), we set R = C log(N) in order to satisfy e R  C () = CN 1. We will
use (3.3.31) and (3.3.32) to calibrate the basis, the number of simulations and free parameters
"()Y and "
()
Z in level . On the other hand, we use (3.3.33)-(3.3.36) to calibrate the number of
simulations and the free parameters "( 1)Y and "
( 1)
Z in level   1. In fact, we can generalize the
criteria for the level    2 to any level k <  by iteration with the master equation (3.3.16): for
all k 2 {0, . . . ,  1} and i 2 {0, . . . , 2k   1},
P2k 1
i=0 T
(Z,k)
1,i  
(k)  C (k+1),  RP2k 1i=0 Pql=1K(k)l,i  () /Mk  C (k+1),
"(k)Y +max0i<2k{T (Y,k)1,i +
K(Y,k)0,i
Mk
}+R"(k 1)Z  C (k+1),
exp
   CK(k)0,i ln("(k)Y )  CMk"(k)Y    C (k+1),
R
Pq
l=1 exp
   CK(k)l,i ln  "(k)Z    CMk"(k)Z    C (k+1).
9>>>>=>>>>; (3.3.37)
We begin by calibrating the basis to ensure that
P2 1
i=0 {T (Y,)1,i + T (Z,)1,i } ()  CN 1. Using
Lemma 3.2.7,
P2 1
i=0 {T (Y,)1,i + T (Z,)1,i } () is bounded above by
C () +
2 1X
i=0
inf
↵2RK
()
0,i
E[|y()
t()i
(X
t()i
)  ↵ · p()0,i (Xt()i )|
2] ()
+
2 1X
i=0
qX
l=1
inf
↵2RK
()
l,i
E[|z()
l,t()i
(X
t(k)i
)  ↵ · p()l,i (Xt(k)i )|
2] ()
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To perform the complexity analysis, we make the following assumption on the use of a local
polynomial basis:
(Apoly) Setting {p(,u)0,i : u = 1, . . . ,K()0,i } to be local polynomials up to degree n on the hypercube
partition {Hu : u = 1, . . . ,K()0,i /n} (with side-length  y,i = n1/dR¯/(K()0,i )1/d) on [ R¯, R¯]d
and 0 outside [R¯, R¯]d, the conclusion of Theorem 3.3.9 are valid. The constants C in Definition
3.1.1 may depend additionally on n.
Although this assumption may be rather strong, we wish to use local polynomials in order to
investigate the e↵ect of enhanced di↵erentiability on the e ciency of the multilevel scheme.
Proposition 3.3.10. Let n 2 {2, 3, . . .} and assume (Adi↵ ) and (Apoly). There is a choice
of basis functions and simulation sizes (M0, . . . ,M) and a constant C (independent of N) with
dependencies as in (Adi↵ ) so that, for every N su ciently large, the error E(N) given in (3.3.30)
is bounded above by CN 1 for an algorithm complexity bounded above by
C = CN d2(n 1)+ d2+2 logd+2(N).
Proof. The functions x 7! y
t()i
(x) (resp. x 7! z
t()i
(x)), i 2 {0, . . . , 2   1}, are di↵erentiable
up to order n (resp. n   1) and the derivatives are bounded as in (3.2.6). Setting {p(,u)0,i :
u = 1, . . . ,K()0,i } to be local polynomials up to degree n on the hypercube partition {Hu : u =
1, . . . ,K()0,i /n} (with side-length  y,i = n1/dR¯/(K()0,i )1/d) on [ R¯, R¯]d and 0 outside [R¯, R¯]d, we
use Taylor’s expansion to show that
inf
↵2RK
(k)
0,i
E[|y
t()i
(X
t()i
)  ↵ · p(k)0,i (Xt()i )|
2]  CP(|X
t()i
|1   R¯) + C( y,i)
2n
(T   t()i )n 1
K()0,i /nX
u=1
P(X
t()i
2 Hu)
X has exponential moments thanks to (Ab, ), therefore P(|Xt()i |1   R¯)  Ce
 CR¯. Choosing
R¯ = C log(N) and  y,i = CN 
1
2n (T   t()i )(1 
1
n )/2 log(N) is therefore su cient to ensure that
T (Y,)1,i  CN 1, whence
K()0,i = CN
d
2n (T   t()i ) 
d
2 (1  1n ) logd(N).
This implies that kp()0,i k1  R¯n = C log(N)n, but we normalize to reduce this upper bound
to 1. Likewise, inf
↵2RK
(k)
l,i
E[|z
l,t()i
(X
t()i
)   ↵ · p(k)l,i (Xt()i )|
2]  CN 1 for the basis choice of
local polynomial up to degree n   1 on hypercubes with sides of length  z,i = CN
1
2(n 1) (T  
t()i )
1/2 log(N), whence
K()l,i = CN
d
2(n 1) (T   t()i ) d/2 logd(N),
on [ R¯, R¯]d and 0 outside [ R¯, R¯]d. Here, kp()l,i k1  R¯n 1 = log(N)d.
Due to the selection of the basis, T (Y,k)1,j + T
(Z,k)
1,j = T
(Y,)
1,i + T
(Z,)
1,i for all k 2 {0, . . . ,} and
j 2 {0, . . . , 2k   1} such that t(k)j = t()i , Therefore
P2k 1
j=0 {T (Y,k)1,j + T (Z,k)1,j } (k)  CN 1 for all
k 2 {0, . . . ,}.
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Equations (3.3.31) and (3.3.32) show that it is su cient to take M greater than
CN
⇣
max
0i<2
K()0,i +R
2 1X
i=0
qX
l=0
K()l,i  
()
⌘
.
We use an upper bound of this to calibrate M. Using (T   t()i ) ↵ = T ↵N↵(N   i) ↵ for any
↵   0, it follows that max0i<2 K()0,i = CNd/2 logd(N) and K()l,i = CN
dn
2(n 1) (N i) d/2 logd(N).
Let us determine an upper bound for the sum. Using the bounds R  C log(N), and N ()  C,
the sum is bounded above by
CN
dn
2(n 1) (1 +
2 2X
i=0
(N   i) d/2) logd+1(N)  CN dn2(n 1) (1 +
Z N 1
0
(N   t) d/2dt) logd+1(N)

(
CN
dn
2(n 1) logd+2(N) if d   2,
CN1+
d
2(n 1) logd+1(N) if d < 2.
(3.3.38)
It is therefore su cient to set M equal to
C(N
dn
2(n 1) +N1+d/2) logd+2(N) if d   2,
C(N1+
d
2(n 1) +N1+d/2) log1+d(N) if d = 1.
(3.3.39)
Next, we use (3.3.37) to determine the numerical parameters for the levels k 2 {0, . . . ,  1}.
Firstly, we see that we need "(k)Y + R"
(k)
Z = C 
(k+1). There are two values that the number of
simulations Mk must bound from above: the value
max
0i<2k
K(k)0,i
 (k+1)
+R
2k 1X
i=0
qX
l=1
K(k)l,i
 (k)
 (k+1)
from the variance terms; and C log(2k+1)Rmax0i<0max0lqK
(k)
l,i / 
(k+1) from the exponential
terms. As before, but now writing (T   t(k)i ) ↵ = T ↵2k↵(2k   i) ↵ for any ↵   0,
max
0i<2k
K(k)0,i = CN
d
2n 2
kd(n 1)
2n logd(N), max
0i<2k
max
0lq
K(k)l,i = CN
d
2(n 1) 2
kd
2 logd(N).
Since K(k)l,i = CN
d
2(n 1) 2kd/2(2k   i) d/2 logd(N), the sum P2k 1i=0 Pql=1K(k)l,i is bounded above by
CN
d
2(n 1) 2kd/2(1 +
Z 2k 1
0
(2k   t) d/2dt) logd(N) 
(
CN
d
2(n 1)+
kd
2 log1+d(N) if d   2,
CN
d
2(n 1)+
k
 logd(N) if d = 1
where we have used 2k = Nk/ in the penultimate inequality. The requirements on Mk from the
exponential terms are higher than those of the variance terms, and we choose
Mk = CN
d
2(n 1)+
kd
2+
k
 logd+2(N) (3.3.40)
We now come to the computation of the complexity of the algorithm. There are three main
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contributions to the complexity: the generation of the samples, sorting the samples into the hyper-
cubes, and the computation of regression coe cients of the polynomials by least-squares regression
within each hypercube. For each level k 2 {0, . . . ,} and each time point i 2 {0, . . . , 2k}, com-
puting the polynomial regression coe cients costs CMk flops [GVL96, Section 5.5.9]; the sorting
algorithm costs CMk
Pq
l=0 log(K
(k)
l,i ) = CMk log(N) flops [GL06, Section 1.4.1]. The total cost of
these two operations is therefore dominated C log(N)
P
k=0 2
kMk. The generation of the samples
costs CN
P
k=0Mk flops. Using (3.3.40) and the formula
P 1
k=0 N
↵k = N
↵ 1
N↵ 1 , it follows that the
complexity is dominated by
C = CN d2(n 1)+ d2+2 logd+2(N).
⇤
Proposition 3.3.11. Let n 2 {2, 3, . . .} and assume (A@ ) and (Apoly). There is a choice of basis
functions and simulation sizes (M0, . . . ,M) and a constant C (independent of N) as in (A@ )
so that, for every N su ciently large, the error E(N) given in (3.3.30) is bounded above by CN 1
for an algorithm complexity bounded above by
C = CN2+ d2(n 1) logd+1(N).
Proof. By Lemma 3.2.3, the derivatives of y
t()i
(·) and z
t()i
(·) are uniformly bounded in
time and i. We use a local polynomials on hypercubes basis as in Proposition 3.3.10, but we
calibrate the hypercube lengths according to the improved gradient bounds of Lemma 3.2.3. Using
the Taylor expansion to calibrate the length of the hypercubes, used as above, this implies that
 y,i = CN 1/(2n) and  z,i = CN 1/
 
2(n 1)
 
for all i 2 {0, . . . , N   1}. The bases will be of size
K(k)0,i = CN
d/(2n) logd(N) and K(k)0,i = CN
d/
 
2(n 1)
 
logd(N) for all k 2 {0, . . . ,}, i 2 {0, . . . , N  
1} and l 2 {1, . . . , q}. Following the calibration procedure of Proposition 3.3.10 above, we set the
sample sizes
M = CN
1+d/
 
2(n 1)
 
log1+d(N), Mk = CN
k/+d/
 
2(n 1)
 
log1+d(N)
for all k 2 {0, . . . , 1}. Therefore, the overall complexity is dominated by C = CN2+ d2(n 1) logd+1(N).
⇤
The complexity of the algorithm under di↵erentiable terminal condition (A@ ) is clearly an
improvement on that general Lipschitz case. The terms related to the dimension d in the exponent
of N in Proposition 3.3.11 are decreasing to 0 as the degree of the local polynomials increases,
whereas those of Proposition 3.3.10 converge to d/2. This occurs due to the improved bounds on
|rrxyt()i (x)|1 and |r
r
xzt()i
(x)|1, which allow one to increase the length of the hypercubes and
thereby reduce the overall complexity of the algorithm.
At this point, it is important to remark that the bounds on |rrxyt()i (x)|1 obtained from Lemma
3.2.3 depend on |rrx (x)|1. This means that if one wishes to smooth x 7!  (x) to obtain the
better algorithm complexity of Proposition 3.3.11 rather than Proposition 3.3.10, this must be
done rather carefully. Finding e cient smoothing procedures to optimize the multilevel algorithm
may be a fruitful direction of future research.
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3.3.4 Parallel computing
Taking a closer look at (3.3.6), we observe that the random variable ⌅(m)l,k,i is constructed using the
function  , the approximations y(k 1,M)↵(i) (x) and z
(k 1,M)
j (x) (j 2 {↵(i) + 1, . . . , 2k 1   1}) and
the samples X(k,m)r (r 2 {i, . . . , 2k}). Since all of these components are precomputed, we see that
it is possible to spread the computation of the regression coe cients ↵(k,M)l,i for l 2 {0, . . . , q} and
i 2 {0, . . . , 2k   1} over multiple processors.
Moreover, the computations of the paths of (X(k,m)j )0j2k can also be spread over di↵erent
processors for each k 2 {0, . . . ,} and m 2 {1, . . . ,Mk}.
Parallelizability is a strong advantage of this method.
3.3.5 Comparison to LSMDP
Let us recall the LSMDP scheme of Chapter 2. For this algorithm, we work only on the finest time-
grid ⇡(), and require only the samples (X(,1:M), W (,1:M)) associated to this level. We use
the terminology of Section 3.3.1. Refering to Definition 3.3.1 and (3.3.4) for the definition of LS(·),
let ↵¯(M)0,i solve LS(X
(,1:M)
i , (X
(,1:M)
N ), p
()
0,i (x)), and, setting  
()⌅(m)l,i :=  (X
(,m)
N ) W
(,m)
i ,
let ↵¯(M)l,i be the coe cient solving LS(X
(,1:M)
i ,⌅
(1,1:M)
l,i (X
(,1:M)
N ), p
()
l,i (x)). Using the bounds
of Lemma 3.2.6, we set the approximating functions
y(M)i (x) :=  C _ ↵¯(M)0,i · p()0,i (x) ^ C, z(M)l,i (x) :=  C _ ↵¯(M)l,i · p()l,i (x) ^ C
Note that this is also equivalent to the Bender-Denk scheme [BD07], in which there are no Picard
iterations because the BSDE-driver is 0.
Using the same techniques as in Proposition 3.3.8 and Proposition 3.3.7, it follows that, for
every i 2 {0, . . . , N   1} and l 2 {1, . . . , q}, the local error terms have the following bounds:
E[ky()i   y(M)i k2,i,M ]  C inf
↵2RK
()
0,i
E[|y
t()i
(X()i )  ↵ · p()0,i (X()i )|2] +
CK()0,i
M
,
E[kz()l,i   z(M)l,i k2,i,M ]  C inf
↵2RK
()
l,i
E[|z
l,t()i
(X()i )  ↵ · p()l,i (X()i )|2] +
CK()l,i
 ()M
.
Proposition 3.3.12. Let n 2 {2, 3, . . .} and assume (Adi↵ ). There is a choice of basis functions
and simulation sizes M and a constant C (independent of N) with dependencies as in (Adi↵ ) so
that, for every N su ciently large, the error of the LSMDP scheme is bounded above by CN 1 for
an algorithm complexity bounded above by
C = C(N2+ d2(n 1)+ d2 1d>2 +N3+
d
2(n 1)1d2) log1+d(N).
Proof. Since the bias terms are the same as for the multilevel scheme in Section 3.3.3, we
exactly the same local polynomial on hypercubes basis with the same hypercube lengths as in
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Proposition 3.3.10. we select the number of simulations M that dominates the expression
CN{ max
0iN 1
K()0,i +N
N 1X
i=0
qX
l=1
K()l,i  
()}  CN1+ dn2(n 1)
N 1X
i=0
(N   i) d/2 logd(N)

(
CN1+
d
2(n 1)+
d
2 log1+d(N) if d   2,
CN2+
d
2(n 1) logd(N) if d = 1.
The overall complexity will be dominated by the cost of the sorting algorithm, which is CNM log(N) =
C(N2+
d
2(n 1)+
d
2 1d 2 +N
3+ d2(n 1)1d=1) log
1+d(N). ⇤
Let us compare the results of Proposition 3.3.10 and Proposition 3.3.12. The exponents of N
are the same for both the algorithms, suggesting that the algorithm complexity is very similar.
If we look closely at the proofs, the bias due to the selection of the basis is the same for both
algorithms, therefore the main di↵erence in complexity is due to the selection of the number of
simulations. In fact, the number of simulations for the multilevel scheme are essentially selected by
dominating the largest basis size, maxiK
()
l,i , whereas the number of simulations for the LSMDP
are selected by dominating the sum of the basis sizes,
P
iK
()
l,i . It is a basic fact - a statement of
the equivalence of the | · |1 and | · |1 norms on RN - that
max
0iN 1
K()l,i 
N 1X
i=0
K()l,i  N max0iN 1K
()
l,i . (3.3.41)
The heuristic argument above combined with (3.3.41) shows us why the complexities of the two
algorithms are so similar. Due to the basis selection, the sum of the basis sizes
P
iK
()
l,i is of
the same order as maxiK
()
l,i . The lower inequality of (3.3.41) suggests, however, that this is an
extremal example: it should not be possible to obtain a better complexity for LSMDP (in terms of
O(N)) than for the multilevel scheme using the methods we have presented above. On the other
hand, the upper inequality in (3.3.41) suggests that it may be possible for the multilevel scheme
to obtain an order 1 improvement of e ciency compared to LSMDP for certain classes of bases.
This phenomenon is observed in a natural setting when (A@ ) is in force.
Proposition 3.3.13. Let n 2 {2, 3, . . .} and assume (A@ ). There is a choice of basis functions
and simulation sizes M and a constant C (independent of N) as in (A@ ) so that, for every N
su ciently large, the error of the LSMDP scheme is bounded above by CN 1 for an algorithm
complexity bounded above by
C = CN3+ d2(n 1) logd+1(N).
Proof. We choose exactly the same basis as in Proposition 3.3.11, and set the number of simu-
lations using the technique of Proposition 3.3.12 but using the basis sizes K()0,i = CN
d/(2n) logd(N)
and K()l,i = K
()
0,i = CN
d/(2(n 1)) logd(N). The complexity is computed as in Proposition 3.3.12.
⇤
Comparing Proposition 3.3.11 with Proposition 3.3.13, we see observe the order 1 improvement
in the complexity predicted in the heuristics.
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3.4 Zero terminal condition BSDE
3.4.1 Continuous time theory
We now consider the approximation of (y¯, z¯), the nonlinear BSDE in (3.1.1). The methods we use
here can be equally well applied to (Y, Z), the full satisfying (3.1.4), and we do so to obtain a fair
comparison. In this sense, we update the results of Chapter 2. In this section, we make use of the
following equivalent definition of (y¯, z¯):
y¯t =
Z T
t
f¯(r,Xr, y¯r, z¯r)dr  
Z T
t
z¯rdWr, f¯(r, x, y, z) := f(r, x, yr + y, zr + z). (3.4.1)
The driver function f¯(t, x, y, z) maps [0, T ] ⇥ ⌦ ⇥ Rd ⇥ R ⇥ Rq to R, is P ⌦ B(Rd) ⌦ B ⌦ B(Rq)-
measurable, and is Lipschitz continuous in (x, y, z) uniformly in t due to the Lipschitz continuity
of f :
|f¯(t, x, y, z)  f¯(t, x0, y0, z0)| = |f(t, x, yt + y, zt + z)  f(t, x0, yt + y0, zt + z0)|
 Lf (|x  x0|+ |y   y0|+ |z   z0|).
The BSDE (3.4.1) has terminal condition 0.
The following lemma is a restatement of [EKPQ97, Theorem 4.1] which yields a Markov rep-
resentation for the nonlinear BSDE (y¯, z¯). We make use of this result, so include it without proof
for the convenience of the reader.
Lemma 3.4.1. For all t 2 [0, T ), there exists deterministic measurable functions y¯t : Rd ! R and
z¯t : Rd ! Rq such that y¯t = y¯t(Xt) and z¯t = z¯t(Xt) almost surely.
As in Section 3.2.2, we introduce smoothness assumptions for the functions y¯t(·) and z¯t(·).
These assumptions will only be in force if explicitly stated.
(A0di↵ ) For some integer n greater than 2, the assumption (Adi↵ ) is in force. Moreover, the func-
tions y¯t(·) are n-times continuously di↵erentiable, and z¯t(·) are (n   1)-times continuously
di↵erentiable, and there is a constant C as in (Adi↵ ) such that    @r@xi1 ...@xir y¯t(x)     C(T   t)(2 r)/2, for r = 1, . . . , n,    @r@xi1 ...@xir z¯t(x)     C(T   t)(1 r)/2, for r = 1, . . . , n  1
9>>=>>; for all t 2 [0, T )
(3.4.2)
where {i1, . . . , ir} 2 {1, . . . , d}r.
The assumption (A0di↵ ) is quite natural. In fact, in the recent work of [CD12, Theorem 1.4],
gradient bounds of the form (3.4.2) are obtained under assumptions that the coe cients b and  
of the SDE 3.1.2 are time-homogeneous and the driver f is n-times di↵erentiable; it is also not
necessary that   satisfies (Au.e.), but a weaker condition. We do not use these results in our
analysis, but feel it is useful to mention them to motivate the assumption (A0di↵ ). There is also an
order improvement in the gradient bounds (3.2.6). This motivated by [GM10, Remark 2.2], where
134
it is proven that |z¯t(x)|  C(T   t)1/2. Given the relationship between z¯t(x) =  (t, x)>rxy¯t(x)
given in [EKPQ97, Corollary 4.1], it seems natural to assume the improved convergence rate.
Obtaining precise gradient bounds of the form (3.4.2) is a work in progress.
3.4.2 Discrete nonlinear BSDE
In this section, we only consider the discretization of (y¯, z¯) on the finest time-grid, ⇡(). We
simplify our notation by introducing ti := t
()
i ,   :=  
(),  Wi :=  W
()
i , Xi := X
()
i , and
the conditional expectation operator Ei[·] := E[·|F (W )ti ]. Also, we define the nonlinear functions
f¯j(x, y, z) := f(tj , x, y
(k)
j (x) + y, z
(k)
j (x) + z) and fj(x, y, z) := f(tj , x, y, z) for j 2 {0, . . . , N   1},
and f¯N (x, y, z) := f(T, x, (x) + y, 0) and fN (x, y, z) = f(T, x, y, 0).
For each j 2 {1, . . . , N}, let fj : ⌦(W ) ⇥ R ⇥ Rq ! R (j = 1, . . . , N) be F (W ) ⌦ B ⌦ B(Rq)-
measurable, (y, z) 2 R⇥ Rq. Let ⇠ 2 L2(F (W )). Consider the following discrete nonlinear BSDE:
Definition 3.4.2. The discrete processes (Yi, Zi)0iN are said to satisfy a discrete BSDE with
driver fj and terminal condition ⇠ if
YN := ⇠, ZN = 0,
Yi := Ei[⇠] +
PN
j=i+1 Ei[fj(Yj , Zj)] ,
Zi :=
Ei[⇠ Wi]
  +
PN
j=i+1 Ej [ Wifj(Yj , Zj)].
9>=>; (3.4.3)
Notice that the formulation of (3.4.3) is slightly di↵erent to the discrete BSDE (2.1.4) of Chapter
2: the driver function fj takes a y-argument Yj rather than Yj+1, but the summation starts at i+1
rather than i to preserve the explicit nature of the formulation. We can use the same arguments
as Proposition 2.3.3 of Chapter 2 to prove analogous a priori estimates.
Proposition 3.4.3. Suppose that (Yu,i, Zu,i)0iN (u = 1, 2) solves a discrete BSDE with driver
fu,j(y, z) and terminal condition ⇠u. Moreover, suppose that (y, z) 7! f2,j(y, z) is Lipschitz contin-
uous with Lipschitz constant Lf uniformly in j, and that fu,j(Yu,j , Zu,j) 2 L2(F (W )).
For all i 2 {0, . . . , N}, set
 Yi := Y1,i   Y2,i,  Zi := Z1,i   Z2,i,  ⇠ = ⇠1   ⇠2,
 fj := f1,j(Y1,j , Z1,j)  f2,j(Y1,j , Z1,j), j = i+ 1, . . . N.
Let   be su ciently small and   2 (0,1) be such that 6q(  + 1  )L2f  1, and define by  i =
(1 +   )i. Then for C¯ := 2q + (1 + T )eT/2,
| Yi|2 i +
NX
j=i
 jEi[| Zj |2]   C¯Ei[| ⇠|2] + 3C¯
NX
j=i+1
 j(
1
 
+ )Ei[| fj |2] 
We now come to the discretization of the nonlinear BSDE (y¯, z¯).
Definition 3.4.4. Let (y¯i, z¯i)0iN be the discrete BSDE solving (3.4.3) with driver fj(!, y, z) =
f¯j
 
Xj(!), y, z
 
and terminal condition ⇠ ⌘ 0.
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Recall the definition of the Markov chains X(i,x) in Section 3.1.3, and define iteratively the
functions
y¯N (x) := 0, z¯N (x) := 0, z¯i(x) := E[ Wiy¯i+1(X(i,x)i+1 )],
y¯i(x) := E[yi+1(X(i,x)i+1 ) + f¯i+1
 
X(i,x)i+1 , y¯i+1(X
(i,x)
i+1 ), z¯i+1(X
(i,x)
i+1 )
 
]
)
8i 2 {0, . . . , N   1}.
(3.4.4)
Lemma 3.4.5. For each i 2 {0, . . . , N}, y¯i = y¯i(Xi) and z¯i = z¯i(Xi) almost surely.
Moreover, given x 2 Rd and i 2 {0, . . . , N}, the discrete processes given by
Yj := y¯j(X
(i,x)
j )1j i + y¯i(x)1j<i, Zj := z¯j(X
(i,x)
j )1j i
define a discrete BSDE with terminal condition 0 and driver fj(y, z) = f¯j(X
(i,x)
j , y, z)1j i.
Proof. Use Lemma 3.6.1 in the same way as in the proof of Lemma 3.2.5.
Proposition 3.4.6. Assuming    (12qL2f ) 1, there is a constant C such that |y¯i(x)|  C(T  ti)
and |z¯i(x)|  C(T   ti)/ 1/2 for all i 2 {0, . . . , N} and x 2 Rd.
Proof. Let (Y1,j , Z1,j) = (0, 0) and (Y2,j , Z2,j) =
 
y¯j(X
(i,x)
j ), z¯j(X
(i,x)
j )
 
for all j 2 {i, . . . , N}.
(Y1,j , Z1,j) is a discrete BSDE with driver and terminal condition 0, and (Y2,j , Z2,j) is a discrete
BSDE with terminal condition 0 and driver fj(y, z) = f¯j(X
(i,x)
j , y, z) (Lemma 3.4.5). We obtain
from Proposition 3.4.3, using   = 12qL2f and  j  e T for all j, the uniform bounds of Lemma
3.2.6 on |y()j (x)| and |z()j (x)|, and the Lipschitz continuity and uniform bounds of f(t, x, y, z)
from Assumption (Af ), that
|y¯i(x)|2  C
NX
j=i+1
Ei[|f¯j(X(i,x)j , 0, 0)  fj(X(i,x)j , 0, 0)|2] + C
NX
j=i+1
|fj(X(i,x)j , 0, 0)|2 
 C
NX
j=i+1
L2fEi[|y()j (X(i,x)j )|2 + |z()j (X(i,x)j )|2] + C(T   ti)  C(T   ti).
To prove the bound on z¯i, let (Yi, Zi) be the discrete BSDE with terminal condition  (XN )
and driver fj(y, z) = fj(Xj , y, z) and observe that, for all i 2 {0, . . . , N}, y¯i = Yi   y()i and
z¯i = Zi   z()i . One can show analogously to Corollary 2.3.11 of Chapter 2 that |Zi|  C almost
surely. Additionally, the almost sure bound |z()i |  C is obtained from Lemma 3.2.2. Therefore,
|z¯i|  |Zi|+ |z()i |  C almost surely.
Using these a priori bounds and the Lipschitz continuity and bounds of (Af ) on f(t, ·), it follows
that there is a constant C such that f¯i
 
x, y¯i(x), z¯i(x)
   C for all x 2 Rd and i 2 {0, . . . , N}. The
final result now follows from the triangle inequality:
|y¯i(x)| 
NX
j=i+1
Ei[|f¯j
 
X(i,x)j , y¯j(X
(i,x)
j ), z¯j(X
(i,x)
j )
 |]   C(T   ti),
 |z¯i(x)| 
NX
j=i+1
Ei[| Wif¯j
 
X(i,x)j , y¯j(X
(i,x)
j ), z¯j(X
(i,x)
j )
 |]   CE[ Wi|2]1/2(T   ti).
⇤
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3.4.3 Monte Carlo scheme
As in Section 3.3, we approximate the functions y¯(·) (resp. z¯(·)) by y¯(M)i (·) (resp. z¯(M)i (·)) using
least-square regression recursively to approximate (y¯(M)i (x), z¯
(M)
i (x)) for i < N . The recursion
takes place over the time-points rather than over the multigrids: initializing with y¯(M)N (x) ⌘ 0 and
z¯(M)N (x) ⌘ 0, the computation of functions (y¯(M)i (x), z¯(M)i (x)) for i < N makes use of the functions
(y¯(M)j (x), z¯
(M)
j (x))i+1jN . The terminology and techniques are similar to Section 3.3.1, and we
make reference to this section where possible.
Basis functions. For each l = 0, . . . , q and i = 0, . . . 2k   1, we are given basis functions
{pr,l,i : Rd ! R : 1  r  K(k)l,i }. We write pl,i(x) :=
 
p1,l,i(x), . . . , pK(k)l,i ,l,i
(x)
 
for the vector of
basis functions. For every r 2 {0, . . . ,K(k)l,i }, pr,l,i is measurable and pr,l,i(Xi) is in L2(F (W )i ).
Simulations. For i = 0, . . . , N 1, letMi be an integer and generateMi copies {(⌦(i,m),F (i,m),
P(i,m)) : m = 1, . . . ,Mi} of the probability space (⌦(W ),F (W ),P(W )). DefineX(i,m) to be the copy
of X and  W (i,m) to be the copy of  W in (⌦(i,m),F (i,m),P(i,m)); we call these objects the simula-
tions, because, in practice, one generates these objects using random number generators. Define by
(⌦(NL),F (NL),P(NL)) the product space of (⌦,F ,P) andNk,m(⌦(k,m),F (k,m),P(k,m)), and E(NL)
the associated expectation operator. The clouds {(X(i,1:Mi), W (i,1:Mi)) : i = 0, . . . , N   1} are
independent in (⌦(NL),F (NL),P(NL)). Moreover, they are independent of the simulations used for
the multilevel algorithm of Section 3.3.1.
To reduce the notational complexity, we extend the expectation operator E and measure P
to (⌦(NL),F (NL)) in order to avoid writing E(NL) and P(NL): for any F (NL)-measurable ran-
dom variable Y, E[Y] := E(NL)[Y]. Also, we extend the conditional expectation operator Ei to
(⌦(NL),F (NL)): Ei[Y] := E[Y|F (W )ti ].
Recall the definition of F (⇤) in (3.3.5) and define the  -algebras
F (⇤)i := F (⇤) _  (X(j,m)⌫ , W (j,m)⌫ : j > i ; ⌫ = 0, . . . , N ; 1  m Mj),
F (M)i := F (⇤)i _  (X(i,m)i : 1  m Mi),
F (M) := F (⇤) _  (X(i,m)j , W (i,m)j : 0  i, j  N ; 1  m Mi).
9>=>; (3.4.5)
Definition 3.4.7. For every i 2 {0, . . . , N   1}, let E⇤i [·] (resp. P⇤i ) be the conditional expectation
(resp. conditional probability) with respect to F (⇤)i , EMi [·] (resp. PMi ) with respect to F (M)i , and
EM [·] (resp. PM ) with respect to F (M).
Regression coe cients and approximate solutions. Recall the multilevel approximations 
y(,M)(x), z(,M)(x)
 
of Section 3.2 and, for i 2 {1, . . . , N}, define the functions
f¯ (M)i (x, y, z) := f(ti, x, y
(,M)
i (x) + y, z
(,M)
i (x) + z)1i<N + f(T, x, (x) + y, 0)1i=N . (3.4.6)
Note that f¯ (M)i (·) is like f¯i(·), except that y()i (x) (resp. z()i (x)) has been replaced by y(,M)i (x)
(resp. z(,M)i (x)). For i = 0, . . . , N   1 and l = 1, . . . , q, define
 (m)i :=
PN
j=i+1 f¯
(M)
j (X
(i,m)
j , y¯
(M)
j (X
(i,m)
j ), z¯
(M)
j (X
(i,m)
j )) ,
⌅(m)l,i :=  W
(m)
l,i
PN
j=i+1 f¯
(M)
j (X
(i,m)
j , y¯
(M)
j (X
(i,m)
j ), z¯
(M)
j (X
(i,m)
j )).
)
(3.4.7)
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Recall the definition of LS(·) in (3.3.4). Let ↵(M)0,i be the RK
(M)
0,i -valued random variable solv-
ing LS(X(i,1:Mi)i , 
(1:Mi)
i , p0,i(x)) and ↵
(M)
l,i be the R
K(M)l,i -valued random variable the solving
LS
 
X(i,1:Mi)i ,
⌅(1:Mi)l,i , pl,i(x)
 
.
Definition 3.4.8. Using the almost sure bounds of Proposition 3.4.6, define, for each i 2 {0, . . . , N 
1}, the approximation functions by
y¯(M)i (x) :=  C(T   ti) _ ↵(M)0,i · p0,i(x) ^ C(T   ti),
z¯(M)l,i (x) :=  C(T ti) 1/2 _ ↵
(M)
l,x · pl,i(x) ^ C(T ti) 1/2 ,
z¯(M)i (x) :=
 
z¯(M)1,i (x), . . . , z¯
(M)
q,i (x)
 
.
9>>>>>>=>>>>>>;
(3.4.8)
Corollary 3.4.9. For all i 2 {1, . . . , N}, |f¯ (M)i (x, y¯(M)i (x), z¯(M)i (x))| is bounded by C for all
x 2 Rd.
Proof. Since |y¯(M)i (·)|, |z¯(M)i (·)|, |y(,M)i (·)| and |z(,M)i (·)| are bounded by C for all i 2
{0, . . . , N}, the uniform Lipschitz continuity and bounds of f(tj , x, y, z) given in (Af ) imply that
|f¯ (M)i (x, y¯(M)i (x),
z¯(M)i (x))| is also bounded by C for all i. ⇤
3.4.4 Error analysis
As in Section 3.3.2, the purpose of this section is to find a converging upper bound for the error
term
max
0iN 1
E[ 1
Mi
MiX
m=1
|y¯i(X(i,m)i )  y¯(M)i (X(i,m)i )|2] +
NX
i=0
E[ 1
Mi
MiX
m=1
|z¯i(X(i,m)i )  z¯(M)i (X(i,m)i )|2] .
(3.4.9)
We introduce the following random norms to reduce notational complexity:
Definition 3.4.10. For an F (NL)⌦B(Rd)-measurable function f : Rd⇥⌦! R, define the random
norms
kfk2i,M :=
1
Mi
MiX
m=1
|f(X(i,m)i )|2 and kfk2i,1 :=
Z
|f(x)|2P  X 1i (dx).
If the function f in Definition 3.4.10 is FM ⌦ B(Rd)-measurable, then kfk2i,1 = EM [f(Xi)]
follows from Lemma 3.6.1.
Although the error in (3.4.9) is in terms of the random norms, we can relate it to the usual
norm.
Definition 3.4.11. For every i 2 {0, . . . , N   1} and ("Y , "Z) 2 (0,1)2, let
B(M)Y,i := { "Y  ky¯i(·)  y¯(M)i (·)k2i,1   ky¯i(·)  y¯(M)i (·)k2i,M},
B(M)Z,i := {9l 2 {1, . . . , q} : "Z  kz¯l,i(·)  z¯(M)l,i (·)k2i,1   kz¯l,i(·)  z¯(M)l,i (·)k2i,M}.
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Due to Proposition 3.4.6, the random functions |y¯i(Xi)(x) y¯(M)i (x)| and |z¯l,i(Xl,i)(x) z¯(M)l,i (x)|
are bounded, therefore
E[|y¯i(Xi)  y¯(M)i (Xi)|2]  "Y + E[ky¯i(·)  y¯(M)i (·)k2i,M ] + CP(B(M)Y,i ),
E[|z¯i(Xi)  z¯(M)i (Xi)|2]  "Z + E[kz¯i(·)  z¯(M)i (·)k2i,M ] + CP(B(M)Z,i )
The following concentration of measure inequalities can be used to control the probabilities in the
above inequalities.
Lemma 3.4.12. There exists a constant C such that, if "Y +"Z  C, then for all i 2 {0, . . . , N 1}
P(B(M)Y,i )  C exp
 
CK(M)0,k log
  (T   ti)2
"Y
   C Mi"Y
(T   ti)2
 
,
P(B(M)Z,i )  C
qX
l=1
exp
 
CK(M)l,k log
  (T   ti)2
 "Z
   C Mi "Z
(T   ti)2 ).
Proof. Due to Proposition 3.4.6, the random functions |y¯i(Xi)(x) y¯(M)i (x)| (resp. |z¯l,i(Xl,i)(x) 
z¯(M)l,i (x)|) are bounded in i and x uniformly bounded by C(T   ti) (resp. C). The bounds are then
obtained by the same technique as Theorem 2.4.5 of Chapter 2 for the equivalent sets (CY,Mk and
CZ,Mk in the notation of that article); one must only update the bounds of the random functions
in that proof. ⇤
Therefore, the usual error term
max
0iN 1
E[|y¯i(Xii)  y¯(M)i (Xi)|2] +
N 1X
i=0
E[|z¯i(Xi)  z¯(M)i (Xi)|2] .
is controlled by controlling the error term (3.4.9).
Before presenting the main results of this section, the following notation will be useful.
Intermediate processes. As in the proof of Theorem 2.4.4 of Chapter 2, the error analysis
of (3.4.9) makes use of intermediate processes.
Recall the definition (3.3.4) of LS(·). For i 2 {0, . . . , N   1} and l 2 {1, . . . , q}, define
 ¯(m)i :=
NX
j=i+1
f¯j(X
(i,m)
j , y¯j(X
(i,m)
j ), z¯j(X
(i,m)
j )) ,
⌅¯(m)l,i :=  W
(m)
l,i
NX
j=i+1
f¯j(X
(i,m)
j , y¯j(X
(i,m)
j ), z¯j(X
(i,m)
j )),
and let  (M)0,i be the R
K(M)0,i -valued random variable solving LS
 
X(i,1:Mi)i ,  ¯
(1:Mi)
i , p0,i(x)
 
and  (M)l,i
be the RK
(M)
l,i -valued random variable solving LS
 
X(i,1:Mi)i , ⌅¯
(1:Mi)
l,i , pl,i(x)
 
. The coe cients  (M)l,i
di↵er from ↵(M)l,i in that y¯j(x) (resp. z¯j(x)) replaces y¯
(M)
j (x) (resp. z¯
(M)
j (x)), and f¯j replaces
f¯ (M)j . Notice that the coe cients  
(M)
l,i are not FMi -measurable, because they depend on the data
{X(i,m)j ; j > i}.
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Lemma 3.4.13. For i 2 {0, . . . , N   1} and l 2 {1, . . . , q}, EMi [ (M)0,i ] solves LS
 
X(i,1:Mi)i ,
y¯i(X
(i,1:Mi)
i ), p0,i(x)
 
and EMi [ 
(M)
l,i ] solves LS
 
X(i,1:Mi)i , z¯l,i(X
(i,1:Mi)
i ), pl,i(x)
 
.
Proof. Using Lemma 3.6.1 in the same way as in Lemma 3.2.5, it follows that EMi [ ¯
(m)
i ] =
y¯i(X
(i,m)
i ) and EMi [⌅¯
(m)
i ] = z¯i(X
(i,m)
i ). The result then follows from Proposition 3.6.4(iii). ⇤
Recall the definition of the Markov chain X(i,x) in Section 3.1.3. For i 2 {0, . . . , N   1}, let
µxi := P   (X(i,x)i+1 , . . . , X(i,x)N ) 1 and  xi := P   ( Wi, X(i,x)i+1 , . . . , X(i,x)N ) 1, and define the random
functions
Yi(x) :=  
PN
j=i+1
R
f¯ (M)j (y¯
(M)
j (xj), z¯
(M)
j (xj))dµ
x
i ,
Zi(x) :=
PN
j=i+1
R
wf¯ (M)j (y¯
(M)
j (xj), z¯
(M)
j (xj))d 
x
i .
)
(3.4.10)
Notice that the coe cients ↵(M)l,i are not FMi -measurable, because they depend on the data
{X(i,m)j ; j > i}.
Lemma 3.4.14. For all i 2 {0, . . . , N   1} and l 2 {1, . . . , q}, EMi [↵(M)0,l ] solves LS
 
X(i,1:Mi)i ,
Yi(X(i,1:Mi)i ), p0,i(x)
 
and EMi [↵
(M)
l,i ] solves LS
 
X(i,1:Mi)i ,Zl,i(X(i,1:Mi)i ), p0,i(x)
 
, where Zl,i(x) is
the l-th component of Zi(x).
Moreover, the processes
 Yi(Xi),Zi(Xi) 0iN solve a discrete BSDE with driver fj(y, z) =
f¯ (M)j (Xj , y¯
(M)
j (Xj), z¯
(M)
j (Xj)) and terminal condition 0 under the filtration (FM _ F (W )i )i 0.
Proof. Recall the definition of  (m)i and ⌅
(m)
l,i in (3.4.7), and the  -algebras in (3.4.5). The
random functions (f¯ (M)j (x, y, z), y¯
(M)
j (x), z¯
(M)
j (x))i+1jN are F (⇤)i -measurable. Using Lemma
3.6.1 in the same way as in Lemma 3.2.5, it follows that
Yi(X(m)i ) =
NX
j=i+1
EMi [f¯
(M)
j (y¯
(M)
j (X
(m)
j ), z¯
(M)
j (X
(m)
j ))]  = EMi [ 
(m)
i ],
Zl,i(X(m)i ) =
NX
j=i+1
EMi [ W
(m)
l,i f¯
(M)
j (y¯
(M)
j (X
(m)
j ), z¯
(M)
j (X
(m)
j ))] = EMi [⌅
(m)
l,i ].
The first result follows by Proposition 3.6.4(iii).
The second result is obtained in the same way as the first equality above:
Yi(Xi) =
NX
j=i+1
E[f¯ (M)j (y¯
(M)
j (X
(m)
j ), z¯
(M)
j (X
(m)
j ))|FM _ F (W )i ] ,
Zl,i(X(m)i ) =
NX
j=i+1
E[ W (m)l,i f¯
(M)
j (y¯
(M)
j (X
(m)
j ), z¯
(M)
j (X
(m)
j ))|FM _ F (W )i ].
⇤
Lemma 3.4.15. For all i 2 {0, . . . , N   1} and x 2 Rd,
|Yi(x)|  C(T   ti), |Zi(x)|  C(T   ti)
 1/2
8x 2 Rd. (3.4.11)
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Proof. It was shown in Corollary 3.4.9 that |f¯ (M)i (x, y¯(M)i (x), z¯(M)i (x))|  C for all i. Therefore,
Minkowski’s inequlity implies that
|Yi(x)|   
NX
j=i+1
Z
|f¯ (M)j (y¯(M)j (xj), z¯(M)j (xj))|dµxi  C(T   ti),
|Zi(x)| 
NX
j=i+1
Z
|w||f¯ (M)j (y¯(M)j (xj), z¯(M)j (xj))|d xi 
C(T   ti)
 
E[( Wi)2]
 1/2
 
as required. ⇤
The following events will measure large deviations of
  ky¯i(·)  Yi(·)k2i,1   ky¯i(·)  Yi(·)k2i,M   .
Definition 3.4.16. For every i 2 {0, . . . , N   1} and ("Y , "Z) 2 (0,1)2, define
C(M)Y,i := { "Y 
  ky¯i(·)  Yi(·)k2i,1   ky¯i(·)  Yi(·)k2i,M   },
C(M)Z,i := {9l 2 {1, . . . , q} : "Z 
  kz¯l,i(·)  Zl,i(·)k2i,1   kz¯l,i(·)  Zl,i(·)k2i,M   }.
Recall the  -algebras (3.4.5) and the conditional probabilities in Definition 3.4.7. The proba-
bility P⇤i of the events in Definition 3.4.16 is controlled by concentration of measure inequalities
given in the following lemma:
Lemma 3.4.17. There is a constant C such that for every i 2 {0, . . . , N   1} and ("Y , "Z) 2
(0,1)2,
P⇤i (C
(M)
Y,i )  2 exp
⇣
  C"
2
YMi
(T   ti)2
⌘
, P⇤i (C
(M)
Z,i )  2q exp
⇣
  C "
2
ZMi
(T   ti)2
⌘
. (3.4.12)
Proof. In Lemma 3.4.15 it was shown that the random functions |y¯i(x) Yi(x)| (resp. |z¯l,i(x) 
Zl,i(x)|) are bounded by C(T   ti) (resp. C(T   ti)/ 1/2) uniformly in x. Moreover, for i =
0, . . . , N , the functions ! 7! Yi(!, x),Zi(!, x) are F⇤i -measurable, and so {y¯i(X(i,m)i ) Yi(X(i,m)i ) :
1  m Mi} and {z¯i(X(i,m)i )  Zi(X(i,m)i ) : 1  m Mi} are FMi -conditionally independent in
the sense of Lemma 3.6.3. This means we can apply the conditional Hoe↵ding inequality, Lemma
3.6.3, to complete the proof. ⇤
Bias and variance. In order to express the error (3.4.9) in terms of the basis and the number
of simulations, we make use error terms that are related to the bias due to the basis selection and
the variance of each least-squares regression, as in Definition 3.3.6.
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Definition 3.4.18. For each i 2 {0, . . . , N   1}, define
T (Y,M)1,i := E⇤i [ inf
↵2RK
(M)
0,i
k↵ · p0,i   y¯i(·)k2i,M ], (3.4.13)
T (Z,M)1,i =
qX
l=1
E⇤i [ inf
↵2RK
(M)
l,i
k↵ · pl,i   z¯l,i(·)k2i,M ], (3.4.14)
T (Y,M)2,i = EMi [k(↵(M)0,i   EMi [↵(M)0,i ]) · p0,ik2i,M ], (3.4.15)
T (Z,M)2,i =
qX
l=1
EMi [k(↵(M)l,i   EMi [↵(M)l,i ]) · pl,ik2i,M ]. (3.4.16)
Proposition 3.4.19. For all i 2 {0, . . . , N   1},
T (Y,M)1,i  inf
↵2RK
(M)
0,i
E[|↵ · p0,i(Xi)  y¯i(Xi)|2], (3.4.17)
T (Z,M)1,i 
qX
l=1
inf
↵2RK
(M)
l,i
E[|↵ · pl,i(Xi)  z¯l,i(Xi)|2], (3.4.18)
T (Y,M)2,i 
C(T   ti)2K(M)0,i
Mi
, T (Z,M)2,i 
C(T   ti)2
Pq
l=1K
(M)
l,i
 Mi
. (3.4.19)
Proof. The proofs of (3.4.17) and (3.4.18) are standard: see [LGW06, Proposition 4].
For l 2 {0, . . . , q}, let P (M)l,i be the Mi ⇥ K(M)l,i -dimensional random matrix with m-th row
pl,i(X
(i,m)
i ) and recall the definitions of  
(m)
i and ⌅
(m)
l,i in (3.4.7). Assume (without loss of gen-
erality) that (P (M)l,i )
>P (M)l,i /Mi is the identity matrix. Using the method of Proposition 3.3.7, for
each m 2 {1, . . . ,Mi}, one can show that
EMi [|pl,i(X(k,m)i ) · (↵(M)l,i   EMi [↵(M)l,i ])|2]
= (pl,i(X
(i,m)
i ))
> (P
(M)
l,i )
>
Mi
EMi [(V   EMi V )(V   EMi V )>]
P (M)l,i
Mi
pl,i(X
(i,m)
i )
where V is the Mi-dimensional random vector with m-th component  
(m)
i 1l=0 + ⌅
(m)
l,i 1l>0. The
o↵-diagonal terms of the matrix EMi [(V  EMi V )(V  EMi V )>] are zero due to the independence of
the samples, and the diagonal terms are dominated by EMi [| (m)i |2]1l=0 + EMi [|⌅(m)l,i |2]1l>0. Since
|f¯ (M)i (x, y¯(M)i (x), z¯(M)i (x))|  C for all i, it follows that
EMi [| (m)i |2] = EMi [|
NX
j=i+1
f¯ (M)j (X
(i,m)
j , y¯
(M)
j (X
(i,m)
j ), z¯
(M)
j (X
(i,m)
j )) |2]  C(T   ti)2,
EMi [|⌅(m)l,i |2] = EMi [| W (m)l,i
NX
j=i+1
f¯ (M)j (X
(i,m)
j , y¯
(M)
j (X
(i,m)
j ), z¯
(M)
j (X
(i,m)
j ))|2]
 C(T   ti)
2E[| Wi|2]
 2
 C(T   ti)
2
 
Since EMi [| (m)i |2]1l=0 + EMi [|⌅(m)l,i |2]1l>0 have upper bounds that are independent of m, one can
complete the proof in the same way as the proof of Proposition 3.3.7. ⇤
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We are concerned with finding a determinisitc upper bound in terms of N , M , "Y and "Z for
the error terms
max
0iN 1
E[ky¯i(·)  y¯(M)i (·)k2i,M ] and
N 1X
i=0
E[kz¯i(·)  z¯(M)i (·)k2i,M ] .
Theorem 3.4.20. Suppose that the multilevel approximation (y(,M), z(,M)) is computed as in
Section 3.3.3. For every j 2 {0, . . . , N   1}, define
E(Y, j) := inf
↵2RK
(M)
0,j
E[|↵ · p0,j(Xj)  y¯j(Xj)|2] +
(T   ti)2K(M)0,i
Mi
+ exp
⇣
  C"
2
YMi
(T   ti)2
⌘
,
E(Z, j) :=
qX
l=1
 
inf
↵2RK
(M)
l,i
E[|↵ · pl,i(Xi)  z¯l,i(Xi)|2] +
(T   ti)2K(M)l,i
 Mi
+
1
 
exp
⇣
  C "
2
ZMi
(T   ti)2
⌘!
E(B, j) := exp  CK(M)0,k log   (T   ti)2"Y    C Mi"Y(T   ti)2  +
qX
l=1
exp
 
CK(M)l,i log
  (T   ti)2
 "Z
   C Mi "Z
(T   ti)2
 
.
Then, for   su ciently small, there exists a (possibly di↵erent) constant C such that, if "Y +"Z 
C, then for all i 2 {0, . . . , N   1}
E[ky¯i(·)  y¯(M)i (·)k2i,M ]  CN 1 + C"Y + C"Z + E(Y, i) + C
NX
j=i+1
{E(Y, j) + E(Z, j) + E(B, j)} ,
(3.4.20)
NX
j=0
E[kz¯j(·)  z¯(M)j (·)k2j,M ]   CN 1 + C"Y + C"Z + C
NX
j=0
{E(Y, j) + E(Z, j) + E(B, j)} .
(3.4.21)
Proof. Using ky¯i(·)  y¯(M)i (·)k2i,M  ky¯i(·)  ↵(M)0,i · p0,ik2i,M , Pythagorus’ Theorem yields
ky¯i(·)  y¯(M)i (·)k2i,M  ky¯i(·)  EMi [ (M)0,i ] · p0,ik2i,M + k(EMi [ (M)0,i ]  ↵(M)0,i ) · p0,ik2i,M
 ky¯i(·)  EMi [ (M)0,i ] · p0,ik2i,M + 2kEMi [ (M)0,i   ↵(M)0,i ] · p0,ik2i,M
+ 2k(EMi [↵(M)0,i ]  ↵(M)0,i ) · p0,ik2i,M (3.4.22)
It is shown in Lemma 3.4.14 that EMi [↵
(M)
0,i ] solves LS
 
X(i,1:Mi)i ,Yi(X(i,1:Mi)i ), p0,i(x)
 
and in
Lemma 3.4.13 that EMi [ 
(M)
0,i ] solves LS
 
X(i,1:Mi)i , y¯i(X
(i,1:Mi)
i ), p0,i(x)
 
, therefore, by Proposition
3.6.4(i) that EMi [↵
(M)
0,i    (M)0,i ] solves LS
 
X(i,1:Mi)i , (y¯i   Yi)(X(i,1:Mi)i ), p0,i(x)
 
. It follows from
Proposition 3.6.4(ii) that kEMi [ (M)0,i  ↵(M)0,i ] ·p0,ik2i,M  ky¯i(·) Yi(·)k2i,M . Therefore, recalling the
event C(M)Y,i from Definition 3.4.16 and the bounds on |y¯i(x)   Yi(x)| from Proposition 3.4.6 and
Lemma 3.4.15,
kEMi [ (M)0,i   ↵(M)0,i ] · p0,ik2i,M  "Y + ky¯i(·)  Yi(·)k2i,1 + C1C(M)Y,i (3.4.23)
Since the function Yi(x) are FM ⌦ B(Rd)-measurable, it follows from Lemma 3.6.1 that ky¯i(·)  
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Yi(·)k2i,1 = E[|y¯i(Xi) Yi(Xi)|2
  FM ]. Lemma 3.4.5 states that  y¯i(Xi), z¯i(Xi) 0iN is a discrete
BSDE with terminal condition 0 and driver f1,j(y, z) = f¯j(Xj , y, z), and Lemma 3.4.14 states that Yi(Xi),Zi(Xi)  is a discrete BSDE with terminal condition 0 and driver f2,j(y, z) = f¯ (M)j  Xj ,
y¯(M)j (Xj), z¯
(M)
j (Xj)
 
; in both cases, we work with respect to the filtration (FM _ Fi)i 0. Set
  = 12qL2f and define  i := (1 +   )
i. It follows from Proposition 3.4.3 that ky¯i(·)  Yi(·)k2i,1 i
is bounded above by
C
NX
j=i+1
 j(
1
 
+ )E[|f¯j(Xj , y¯j(Xj), z¯j(Xj))  f¯ (M)j (Xj , y¯(M)j (Xj), z¯(M)j (Xj))|2
  FM ] 
 C
NX
j=i+1
 j(
1
 
+ )E[|y()j (Xj)  y(,M)j (Xj)|2 + |z()j (Xj)  z(,M)j (Xj)|2
  FM ] 
+ C
NX
j=i+1
 j(
1
 
+ )E[|y¯j(Xj)  y¯(M)j (Xj)|2 + |z¯j(Xj)  z¯(M)j (Xj)|2
  FM ] .
Recalling the random norms k · k,i,1 from Definition 3.3.4, it follows that the right hand side of
the the above inequality is equal to
C
NX
j=i+1
 j(
1
 
+ ){ky()j (·)  y(,M)j (·)k2,j,1 + kz()j (·)  z(,M)j (·)k2,j,1} 
+ C
NX
j=i+1
 j(
1
 
+ ){ky¯j(·)  y¯(M)j (·)k2j,1 + k|z¯j(·)  z¯(M)j (·)k2j,1} .
Then, using the concentration of measure events from Definition 3.4.11 and (3.3.10) and the bounds
on (|y()j (x)|, |z()j (x)|) from Lemma 3.2.6 and the bounds on (|y¯j(x)|, |z¯j(x)|) from Proposition
3.4.6, it follows that ky¯i(·)  Yi(·)k2i,1 i is bounded above by
C"Y + C"Z + C"
(k)
Y + C"
(k)
Z + C
NX
j=i+1
 
1
B(M)Y,j
+ 1
B(M)Z,j
+ 1
A(k)Y,j
+ 1
A(k)Z,j
 
 
+ C
NX
j=i+1
 j(
1
 
+ ){ky¯j(·)  y¯(M)j (·)k2j,M + kz¯j(·)  z¯(M)j (·)k2j,M} 
+ C
NX
j=i+1
{ky()j (·)  y(,M)j (·)k2,j,M + kz()j (·)  z(,M)j (·)k2,j,M}  (3.4.24)
where we have used  j  e T = C in the first and last lines above. Observe that taking the
expectation E in the sum in the last line is equal to E(N), which is defined in (3.3.30). Since the
multilevel approximations (y(,M), z(,M)) are computed as in Section 3.3.3, E(N)  CN 1.
Now, multiplying by  i in (3.4.22), taking the expectation E, and substituting the results of
144
(3.4.23) and (3.4.24) implies that E[ky¯i(·)  y¯(M)i (·)k2i,M i] is bounded above by
C"Y + C"Z + CT
(Y,M)
1,i + CN
 1 + CT (Y,M)2,i + CP(C
(M)
Y,i ) + C
NX
j=i+1
{P(B(M)Y,j ) + P(B(M)Z,j )} 
+ C
NX
j=i+1
 j(
1
 
+ )E[ky¯j(·)  y¯(M)j (·)k2j,M + kz¯j(·)  z¯(M)j (·)k2j,M ]  (3.4.25)
Using the bounds on T (Y,M)1,j and T
(Y,M)
2,j from Proposition 3.4.19, the bounds on P(B
(M)
Y,j ) and
P(B(M)Z,j ) from Lemma 3.4.17, and the bounds on P(B
(M)
Y,j ) and P(B
(M)
Z,j ) from Lemma 3.4.12, this
implies that
PN
j=i  jE[ky¯j(·)  y¯(M)j (·)k2j,M ]  is bounded above by
CN 1 + C"Y + C"Z + C
NX
j=i+1
{E(Y, j) + E(B, j)} 
+ C
NX
j=i
 j(
1
 
+ )E[ky¯j(·)  y¯(M)j (·)k2j,M + kz¯j(·)  z¯(M)j (·)k2j,M ]  (3.4.26)
Analogous computations yield that
PN
j=i  jE[kz¯j(·)  z¯(M)j (·)k2j,M ]  is bounded above by
CN 1 + C"Y + C"Z + C
NX
j=i+1
{E(j) + E(Z, j)} 
+ C
NX
j=i
 j(
1
 
+ )E[ky¯j(·)  y¯(M)j (·)k2j,M + kz¯j(·)  z¯(M)j (·)k2j,M ]  (3.4.27)
Combining (3.4.26) and (3.4.27), it follows that
NX
j=i
 jE[ky¯j(·)  y¯(M)j (·)k2j,M + kz¯j(·)  z¯(M)j (·)k2j,M ] 
 CN 1 + C"Y + C"Z + C
NX
j=i+1
{E(Y, j) + E(Z, j) + E(B, j)} 
+ C
NX
j=i
 j(
1
 
+ )E[ky¯j(·)  y¯(M)j (·)k2j,M + kz¯j(·)  z¯(M)j (·)k2j,M ] .
Selecting   su ciently large and   su ciently small so that ( 1  + )  12C , it follows that
NX
j=i
 jE[ky¯j(·)  y¯(M)j (·)k2j,M + kz¯j(·)  z¯(M)j (·)k2j,M ] 
 CN 1 + C"Y + C"Z + C
NX
j=i+1
{E(Y, j) + E(Z, j) + E(B, j)} .
Substituting 1   i  C for all i into the inequality above completes the proof of (3.4.21), and
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substituting the inequality above into (3.4.24) completes the proof of (3.4.20). ⇤
3.4.5 Complexity analysis
Much like Section 3.3.3, in this section we use the error analysis of Theorem 3.4.20 to calibrate
the basis functions
 
pl,i(x) : i 2 {0, . . . , N   1}, l 2 {0, . . . , q}
 
and the number of simulations
{M0, . . . ,MN 1} so that the error term (3.4.9) is bounded above by CN 1. The inequalities
(3.4.20) and (3.4.21) show that it is su cient to choose these parameters so that "Y + "Z +
E(Y, i) + E(Z, i) + E(B, i)  CN 1. This implies that we set "Y = "Z = CN 1.
Since there will be much repetition with Section 3.3.3, we will give only the most important
details in this section and refer the reader to that section for a more detailed account.
Similarly Section 3.3.3, we use the inequalities of the form
inf
↵2RK
(M)
0,i
E[|y¯i(Xi)  ↵ · p0,i(Xi)|2]  CN 1 + C inf
↵2RK
(M)
0,i
E[|y¯ti(Xti)  ↵ · p0,i(Xti)|2].
in order to take advantage of the smoothness properties of the functions y¯ti(·) and z¯ti(·) in the
selection of the basis functions.
Proposition 3.4.21. Let n 2 {2, 3, . . .} and assume (A0di↵ ). There is a choice of basis functions
and simulation sizes (M0, . . . ,MN ) and a constant C (independent of N) with dependencies as in
(Adi↵ ) so that, for every N su ciently large, the error
max
0iN 1
E[ky¯i(·)  y¯(M)i (·)k2i,M ] +
NX
j=0
E[kz¯j(·)  z¯(M)j (·)k2j,M ] 
is bounded above by CN 1 for an algorithm complexity bounded above by
C = CN1+ d2 logd+1(N).
Proof. We take p0,i to be local polynomials of degree n on hypercubes, p0,i to be local polyno-
mials of degree n  1 on hypercubes, as in Section 3.3.3. Using the gradient bounds (3.4.2) instead
of (3.2.6), we use the Taylor expansion to calibrate the hypercube lengths  y,i = CN 
1
2n (T ti)n 22n
and  z,i = N
  12(n 1) (T   ti)
n 2
2(n 1) . Therefore,
K(M)0,i = CN
d(n 1)
2n (N   i)  d(n 2)2n logd(N) and K(M)l,i = CN
d
2 (N   i)  d(n 2)2(n 1) logd(N).
From E(Y, i)  N 1, the number of simulations must dominate the number of simulations Mi
must dominate C(N i)2K(M)0,i /N , whereas, from E(Z, i)  CN 1,Mi must dominate
Pq
l=1 C(N 
i)2K(M)l,i . We have used T   ti = TN (N   i). The later term is greater, so, substituting the value
of K(M)l,i computed above, Mi must dominate
CN
d
2 (N   i)2  d(n 2)2(n 1) logd(N).
The exponential terms in E(Z, i) require that Mi dominates CN(N   i)2, but this is smaller in
high dimension d > 2. Finally, the exponential terms in E(B, i) also set a requirement on Mi, but
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this is the same as the requirement from E(Y, i) and E(Z, i), whence we take
Mi = CN
d
2 (N   i)2  d(n 2)2(n 1) logd(N).
The numerical e↵ort for this algorithm is dominated by simulating the data. For each i 2
{0, . . . , N   1}, we must simulate Mi paths of X, which costs in total CN
PN 1
i=0 Mi flops. This
is more than the total cost of the sorting algorithm, which is C log(N)
PN 1
i=0 Mi. Therefore, the
complexity is dominated by
C = CN1+ d2 (1 +
Z N 1
0
(N   t)2  d(n 2)2(n 1) dt) logd(N)  C(N1+ d2 +N4+ d2(n 1)1d<6(n 1)/(n 2)) log1+d(N).
⇤
As in the Section 3.3.3, additional smoothness of the terminal condition may lead to e ciency
improvements. The following additional assumptions mirror (A@ ) and Lemma 3.2.3.
3.5 Approximating the BSDE without decomposition
In this section, we use the techniques of Section 3.4 to approximate the full BSDE (Y, Z) in
(3.1.4) and compare it’s e ciency to that of approximating of the system 3.1.1 combined with the
multilevel scheme of Section 3.2 for the linear part. Since there is much overlap with Section 3.4,
we we use the same notation and summarize only the main results.
First, note that Yt = yt(Xt) + y¯t(Xt) =: Yt(Xt) and Zt = zt(Xt) + z¯t(Xt) =: Zt(Xt). Under
the assumption (A0di↵ ), it follows, using the gradient bounds (3.2.6) and (3.4.2), that the functions
Yt(·) are n-times continuously di↵erentiable, and Zt(·) are (n 1)-times continuously di↵erentiable,
and that the gradient satisfy the bounds    @r@xi1 ...@xir Yt(x)     C(T   t)(1 r)/2, for r = 1, . . . , n,    @r@xi1 ...@xir Zt(x)     C(T   t) r/2, for r = 1, . . . , n  1
9>>=>>; for all t 2 [0, T ). (3.5.1)
We use a discrete BSDE (Yi, Zi)0iN - see Definition 3.4.2 - with terminal condition  (XN )
and driver fj(y, z) = f(tj , Xj , y, z) to discretize the continuous BSDE in (3.1.4). By analogue to
Lemma 3.4.5, there are deterministic, measurable functions Yi(x) and Zi(x) such that Yi = Yi(Xi)
and Zi = Zi(Xi) almost surely for all i 2 {0 . . . , N}. By analogue to Proposition 3.4.6, the bounds
|Yi(x)|  C and |Zi(x)|  C hold for all i 2 {0 . . . , N}. We use Monte Carlo least-squares in the
same way as in Section 3.4.3 to approximate the function Yi(x) (resp. Zi(x)) with a FM ⌦B(Rd)-
measurable function Y (M)i (x) (resp. Z
(M)
i (x)). The following theorem describes the error due to
this approximation, and is analogous to Theorem 3.4.20.
147
Theorem 3.5.1. For every j 2 {0, . . . , N   1}, define
E¯(Y, j) := inf
↵2RK
(M)
0,j
E[|↵ · p0,j(Xj)  Yj(Xj)|2] +
K(M)0,i
Mi
+ exp
⇣
  C"2YMi
⌘
,
E¯(Z, j) :=
qX
l=1
 
inf
↵2RK
(M)
l,i
E[|↵ · pl,i(Xi)  Zl,i(Xi)|2] +
K(M)l,i
 Mi
+
1
 
exp
⇣
  C "2ZMi
⌘!
E¯(B, j) := exp    CK(M)0,k log  "Y    CMi"Y  + qX
l=1
exp
   CK(M)l,k log("Z)  CMi"Z .
Then, for   su ciently small, there exists a constant C such, if "Y + "Z  C, then for all
i 2 {0, . . . , N   1}
E[kYi(·)  Y (M)i (·)k2i,M ]  C"Y + C"Z + E¯(Y, i) + C
NX
j=i+1
{E¯(Y, j) + E¯(Z, j) + E¯(B, j)} , (3.5.2)
NX
j=0
E[kZj(·)  Z(M)j (·)k2j,M ]   C"Y + C"Z + C
NX
j=0
{E¯(Y, j) + E¯(Z, j) + E¯(B, j)} . (3.5.3)
The main di↵erence between the E¯(· · · ) terms of the above theorem to the equivalent terms
E(· · · ) in Theorem 3.4.20 is that the terms (T   ti) are gone. The reason for this di↵erence is,
roughly speaking, that the almost sure bounds of y¯i are C(T   ti) and those of z¯i are C(T   ti)2/ ,
whereas the almost sure bounds of Yi and Zi are bounded uniformly by C in i. This makes a big
impact on the complexity of the algorithm, as shown in the following proposition.
Proposition 3.5.2. Let n 2 {2, 3, . . .} and assume (A0di↵ ). There is a choice of basis functions
and simulation sizes (M0, . . . ,MN ) and a constant C (independent of N) as in (Adi↵ ) so that, for
every N su ciently large, the error
max
0iN 1
E[kYi(·)  Y (M)i (·)k2i,M ] +
NX
j=0
E[kZj(·)  Z(M)j (·)k2j,M ] 
is bounded above by CN 1 for an algorithm complexity bounded above by
C = C(N3+ d2+ d2(n 1)1d 2 + CN4+
d
2(n 1)1d=1) log
d+2(N).
Proof. We use again local polynomials of degree n on hypercubes as the basis functions p0,i
and local polynomials of degree n   1 on hypercubes as the basis functions pl,i. The hypercube
lengths are as in Proposition 3.3.10, so that
K(M)0,i = CN
d
2 (N   i)  d(n 1)2n logd(N) and K(M)l,i = CN
dn
2(n 1) (N   i) d/2 logd(N).
Using the method of Proposition 3.4.21, Mi is set to dominate
N2
qX
l=1
K(M)l,i log("
 1
Z ) = CN
2+ dn2(n 1) (N   i) d/2 log1+d(N)
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for each i 2 {0, . . . , N 1}. The highest computational cost of this algorithm again the simulations,
which cost a total of CN
PN 1
i=0 Mi. Therefore, the algorithm complexity is dominated by
C = CN3+ dn2(n 1) (1 +
Z N 1
0
(N   t)  d2 dt) log1+d(N)
 C(N3+ d2+ d2(n 1)1d 2 + CN4+
d
2(n 1)1d=1) log
2+d(N).
⇤
Finally, we would like to make a comparison between the adapted LSMDP of this chapter and
the LSMDP of Chapter 2. In order to make a fair comparison, we need to make an assumption a
further assumption on the bounds of the gradients of the functions Yt(·) and Zt(·):
(A0@ ) The assumption (A@ ) holds. The constant C is allowed to have dependencies as in (A@ ).
Additionally, the functions Yt(·) are n-times continuously di↵erentiable, and Zt(·) are (n 1)-
times continuously di↵erentiable, and there is a constant C such that    @r@xi1 ...@xir Yt(x)     C for r = 1, . . . , n,    @r@xi1 ...@xir Zt(x)     C for r = 1, . . . , n  1
9>>=>>; for all t 2 [0, T ) (3.5.4)
where {i1, . . . , ir} 2 {1, . . . , d}r.
The assumption (A0@ ) is quite natural. In fact, in the recent work of [CD12, Lemma 3.4], gradient
bounds of the form (3.4.2) are obtained under assumptions that the coe cients b and   of the SDE
3.1.2 are time-homogeneous and the driver f is n-times di↵erentiable; it is also not necessary that
  satisfies (Au.e.), but a weaker condition. We do not use these results in our analysis, but feel it
is useful to mention them to motivate the assumption (A0@ ). The following proposition is proved
analogously to Proposition 3.5.2 - the gradient bounds (3.5.1) must be updated with (3.5.4), but
techniques are otherwise the same - and we do not provide the details. the gradient bounds
Proposition 3.5.3. Let n 2 {2, 3, . . .} and assume (A0@ ). There is a choice of basis functions
and simulation sizes (M0, . . . ,MN ) and a constant C (independent of N) with dependencies as in
(A0@ ) so that, for every N su ciently large, the error
max
0iN 1
E[ky¯i(·)  y¯(M)i (·)k2i,M ] +
NX
j=0
E[kz¯j(·)  z¯(M)j (·)k2j,M ] 
is bounded above by CN 1 for an algorithm complexity bounded above by
C = CN4+ d2(n 1) log1+d(N).
The complexity of LSMDP computed in Section 2.4.3 is (taking ✓conv = 1/2 and + ⌘ = n  1)
CLSMDP = CN4+
d
(n 1) log2+2d(N).
Comparing this to the complexity computed in Proposition 3.3.11, one sees that the complexity of
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LSMDP is worse in the logarithmic terms and also in the term Nd/(n 1).
3.6 Appendix
Lemma 3.6.1 (Conditional expectations). Suppose that G and H are independent sub- -algebras
of F . Let F : ⌦⇥Rd ! Rd be bounded and G⌦B(Rd)-measurable, and U : ⌦! Rd be H-measurable.
Then, E[F (U)|H] = j(U) where j(h) = E[F (h)] for all h 2 Rd.
The proof of Lemma 3.6.1 follows from the Monotone Class Theorem.
Lemma 3.6.2 (Conditional Fubini). Let fs 2 H2. Then, for all t 2 [0, T ], there exists a measurable
function
Ft : ([0, T ]⇥ ⌦,B([0, T ])⌦ Ft)! (R¯,B(R¯))
belonging to L2([0, T ]⇥ ⌦) such that Ft(·, s) is a version of Et[fs] for all s and
Et[
Z T
0
fsds] =
Z T
0
Ft(·, s)ds.
Lemma 3.6.2 is proved in Chapter 1. See Lemma 1.8.1.
Lemma 3.6.3 (Conditional Hoe↵ding inequality). Let G be a sub- -algebra of F , and suppose that
X1, . . . , Xn are R-valued random variables that are “G-conditionally independent” in the sense that,
for any subset Q ⇢ {1, . . . , n} and bounded measurable functions fj, j 2 Q, the equality
E[
Y
j2Q
fj(Xj)|G] =
Y
j2Q
E[fj(xj)|G]
holds. Additionally, let Xi 2 [ai, bi] a.s. for some  1 < ai  bi <1. Writing S = X1+. . .+Xn,
it follows that, for any t   0,
P(|S   E[S|G]|   t|G)  2 exp
⇣
  2t
2Pn
i=1 |bi   ai|2
⌘
The proof of Lemma 3.6.3 is analogous to [GKKW02, Lemma A.3]; one must only replace the
independence with conditional independence and the use of the inequality P (X > ✏)  e t✏E[etX ]
for all t > 0 with it’s conditional version.
Proposition 3.6.4 (Regression coe cients). Recall the least-squares regression in Definition 3.3.1.
The following properties are satisfied:
i) Linearity: if ↵1 2 RK solves LS
 
X1:M , S1:M1 , p(x)
 
, ↵2 2 RK solves LS
 
X1:M , S1:M2 , p(x)
 
,
and ( 1, 2) 2 R2, then  1↵1 +  2↵2 solves LS
 
X1:M , 1S1:M1 +  2S
1:M
2 , p(x)
 
.
ii) Contraction property: if ↵ 2 RK solves LS X1:M , S1:M , p(x) , then 1M PMm=1 |↵ · p(Xm)|2 
1
M
PM
m=1 |Sm|2.
iii) Conditional expectation solution: suppose that
 
p(Xm)
 
m=1,...,M
is measurable with respect to
the  -algebra Q and ↵ 2 RK solves LS X1:M , S1:M , p(x) . Then, denoting by E(S1:M |Q) the
random RM -vector with m-th entry (E(Sm|Q)), E(↵|Q) solves LS X1:M ,E(S1:M |Q), p(x) .
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The proof of Proposition 3.6.4 is exactly the same as the proof of Lemma 2.4.1 in Chapter 2.
In fact, on closer inspection, the two propositions are exactly the same.
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4 Approximation of locally Lipschitz BSDEs using Malli-
avin weights and least-squares regression
4.1 Introduction
Let T > 0 be a fixed terminal time and W be a q-dimensional Brownian motion defined on a
filtered probability space (⌦,F ,P) whose filtration is possibly larger than that generated by the
brownian motion. Let ⇡ = {0 =: t0 < t1 < . . . < tN 1 < T := tN} be a given time-grid on [0, T ]
and  i := ti+1  ti. Additionally, let ⇠ 2 L2(R;FT ) (i.e. a real-valued and FT -measurable random
variable) and, for 0  i < j  N , Hij 2 L2((Rq)>;FT ).
In this chapter, we introduce a numerical algorithm, named MWLS, to approximate discrete
time stochastic processes (Y, Z) defined by(
Yi = Ei[⇠ +
PN 1
j=i+1 fj(Yj , Zj) j ], 0  i  N,
Zi = Ei[⇠HiN +
PN 1
j=i+1 fj(Yj , Zj)H
i
j j ], 0  i  N   1,
(4.1.1)
where Ei[·] = E[·|Fti ] and (!, y, z) 7! fj(!, y, z) is Ftj ⌦ B(R)⌦ B(Rq)-measurable.
The main application of (4.1.1) is to approximate continuous time Forward-Backward SDEs
(FBSDEs) of the form
Yt = ⇠ +
Z T
t
f(s,Xs, Ys, Zs)ds+
Z T
t
ZsdWs (4.1.2)
where (Xs)s 0 is a di↵usion and ⇠ is of the form  (XT ) or  (Xs1 , . . . , XsL) (0  s1 < . . . < sL 
T ), using the discrete time processes. Indeed, according to [MZ02, Theorem 4.2, Theorem 5.1],
there is a version of the process (Zt)0t<T given by
Zt = Et[⇠HtT +
Z T
t
f(s,Xs, Ys, Zs)H
t
sds] (4.1.3)
where the processes Hsr are Malliavin weights defined by
Hsr =
1
r   s
  Z r
s
(  1(t,Xt)DsXt)>dWt
 >
, 0  s < r  T (4.1.4)
where DsXt is the Malliavin derivative of Xt at s and  (.) is the di↵usion coe cient of X. A dis-
cretization procedure to approximate the FBSDE (4.1.2) with (4.1.1), including explicit definitions
of the random variables Hij based on (4.1.4), is given in Chapter 1, where the author also computes
the discretization error in terms of N . In honour of the connection between (4.1.1) and (4.1.2),
call the random variables Hij Malliavin weights, ⇠ the terminal condition, and (i,!, y, z) 7! fi(y, z)
the driver. We say that the pair (Y, Z) satisfying (4.1.1) solves a discrete BSDE with data (⇠, fi).
In this chapter, we are not concerned with the discretization procedure, rather with the analysis
of discrete BSDEs (4.1.1) and the algorithm MWLS. Since the system (4.1.1) may be relevant to
problems beyond the FBSDE system (4.1.2), we allow the framework and assumptions to accomo-
date as much generality as possible. However, MWLS is, to the best of our knowledge, the first
direct implementation of formula (4.1.3) in a fully implementable numerical scheme.
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We revisit the assumptions for the driver and terminal condition of Chapter 2, which are stated
in Section 4.2. The driver fi(y, z) is Lipschitz continuous in (y, z) with a time dependent Lipschitz
constant. This allows the algorithm to be used for the numerical approximation of continuous time
quadratic BSDEs with bounded, Ho¨lder continuous terminal condition. Furthermore, the driver
has a time dependent bound at (y, z) = (0, 0), which allows the use of this method for a certain
proxy variance reduction method.
We prove stability results in Proposition 4.3.4. These results are instrumental throughout the
chapter. Discrete Gronwall inequalities, outlined in Section 4.3.1, are used to obtain these results.
The stability estimates of Z are at the individual time points rather than the time averaged
estimates of Proposition 2.3.3 of Chapter 2. This allows for finer and more precise computations.
This improvement is coherent with the representation theorem of [MZ02].
We prove almost sure bounds for (Y, Z) depending on the regularity of the terminal condition
in Corollary 4.3.5. The almost sure bound for Zi depends on the remaining time (T   ti) rather
than the time-increment  i, which is similar to the continuous-time case [DG06]. We suitably take
advantage of this intrinsic property for the Monte Carlo algorithm MWLS, as we explain in the
following paragraphs.
In section 4.3.4, we replace conditional expections of (4.1.1) by L2-projections, in the style of
[BD07] and the MDP scheme (2.1.4) of Chapter 2. The rate of convergence is the same as for both
these papers, in that it is the time-averaged projection errors of the discrete BSDE, but the results
are in a stronger norm; see Theorem 4.3.6.
Section 4.4 is the core of the chapter and is dedicated to MWLS. In MWLS, the conditional
expectations in (4.1.1) are replaced by Monte Carlo least-squares regression. To each point of the
time-grid, we associate a cloud of independent sets of independent paths. The algorithm is detailed
in Section 4.4.1 and a full error analysis is performed in Section 4.4.2. This error analysis is then
used to perform a complexity analysis in Section 4.4.3. We calibrate the numerical parameters to
optimize the e ciency of the algorithm.
We assume additional smoothness properties of the solutions of the discrete BSDE to investigate
how this improves numerical e ciency. This is relevant in the context of the recent work of [CD12],
where the smoothness of the class of continuous time BSDEs that can be approximated by MWLS
is investigated.
The complexity analysis is performed with non-uniform time-grids and non-Lipschitz continuous
terminal conditions. This is, to the best of our knowledge, novel and relevent to recent works
[GM10][GGG12]. We simulate a di↵erent number of sample paths at each time point to optimize
numerical e ciency: this feature of the scheme is also unique in the literature.
We perform a quantitative comparison to the adapted LSMDP algorithm of Chapter 2 in Section
4.4.3, and find that the MWLS is systematically more e cient, at least in terms of the complexity
analysis presented here. An order 1 improvement is observed. This comparison is made in the case
of Lipschitz continuous terminal condition and uniform time-grid, which are the assumptions of
Chapter 3. In the general setting (non-uniform time-grid ti = T  T (1  i/N)1/( ✓ ) and ✓ -Ho¨lder
continuous terminal condition the complexity of the algorithm is
C = CN2+ d2n+1_ ln3+d(N).
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for  := 1✓   +d
n+1 ✓ 
2✓  n
  ✓c✓   ^ 12  . Generally, we must choose   2 (0, 1) [GM10]. We see from this
analysis that, not surprisingly, the e ciency of the algorithm deteriorates as the Ho¨lder coe cient
deteriorates.
4.2 Assumptions
The following assumptions hold throughout the entirety of the chapter.
(A⇠) ⇠ is a bounded FT -measurable random variable, with
C⇠ := P  ess sup
!
|⇠(!)| < +1.
(AF) i) (!, y, z) 7! fi(y, z) is Fti ⌦ B(R) ⌦ B(Rq)-measurable for every i < N , and there exist
deterministic parameters ✓ 2 (0, 1] and Lf 2 [0,+1) such that
|fi(y, z)  fi(y0, z0)|  Lf
(T   ti)(1 ✓)/2 (|y   y
0|+ |z   z0|),
for any (y, y0, z, z0) 2 R⇥ R⇥ Rq ⇥ Rq.
ii) There exist deterministic parameters ✓c 2 (0, 1] and Cf 2 [0,+1) such that
|fi(0, 0)|  Cf
(T   ti)1 ✓c , 80  i < N.
iii) There exists R⇡ > 0 such that the time-grids ⇡ := {0 = t0 < . . . < tN = T} satisfy
lim sup
N!1
max
0iN 2
 i+1
 i
 R⇡
(AH) For all 0  i < j  N , the Malliavin weights satisfy
E[Hij |Fti ] = 0,
⇥
E[|Hij |2|Fti ]
⇤1/2  CM
(tj   ti)1/2 .
We remark that assumptions (AF)and (A⇠) are the almost same as their equivalents in Section
2.2 of Chapter 2, but that (AF-iii) has been relaxed: it clearly admits the time-grids of [Ric11],
and may be valuable for future work on time-grid optimization.
The following assumptions will be necessary for Section 4.4.
(AX) X is a Markov chain in Rd (1  d < +1) adapted to (Fti)i. For every i < N and j > i,
there exist Gi ⌦ B(Rd)-measurable functions V ij : ⌦ ⇥ Rd ! Rd where Gi is independent of
 (Xi), such that Xj = V ij (Xi).
(A0⇠) ⇠ is of form ⇠ =  (XN ) for a measurable function  .
(A0F) For every i < N , the driver is of the form fi(!, y, z) = fi(Xi(!), y, z), and (x, y, z) 7!
fi(x, y, z) is B(Rd)⌦ B(R)⌦ B(Rq)-measurable and (AF) is satisfied.
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(A0H) For every i < N and j > i, there is a function h
i
j : ⌦⇥Rd ! Rq that is Gi⌦B(Rd)-measurable,
where Gi is independent of  (Xi), such that Hij = hij(Xi) almost surely.
These give us a Markov representation for solutions of the discrete BSDEs:
Lemma 4.2.1. Assume (AX), (A0⇠), (A
0
F)and (A
0
H). For all i < N , there exist measurable,
deterministic functions yi : Rd ! R and zi : Rd ! Rq such that Yi = yi(Xi) and Zi = zi(Xi) holds
almost surely. Moreover,
yi(x) =
R
( (xN ) +
PN 1
j=i+1 fj(xj , yj(xj), zj(xj)) j)dµ
x
i
zi(x) =
R
( (xN )hN +
PN 1
j=i+1 fj(xj , yj(xj), zj(xj))hj j)d 
x
i
)
(4.2.1)
where µxi is the joint law of (Xi+1, . . . , XN ) given that Xi = x, and  
x
i is the joint law of
(Xi+1, . . . , XN ,
Hii+1, . . . , H
i
N ) conditional on Xi = x.
We apply the following lemma to prove Lemma 4.2.1:
Lemma 4.2.2. Let F : ⌦⇥ Rd ! Rd be bounded and G ⌦ B(Rd)-measurable, and U : ⌦! Rd be
H-measurable. Then, E[F (U)|H] = j(U) where j(h) = E[F (h)] for all h 2 Rd.
Lemma 4.2.2 follows from the Monotone Class Theorem.
Proof. (of Lemma 4.2.1) Due to (AX), (A0F) and (A
0
H), there exist functions V
i
j : ⌦⇥Rd !
Rd and hij : ⌦⇥Rd ! Rq that are Gi ⌦B(Rd)-measurable, where Gi is independent of  (Xi), such
that Xj = V ij (Xi) and H
i
j = h
i
j(Xi) almost surely. The Markovian form and (4.2.1) then follow
by using the linearity of conditional expectations and Lemma 4.2.2 in (4.1.1). ⇤
4.2.1 Applications
We outline two canonical examples to motive the assumptions in (AF). Take ⇠ =  (XT ) and
f(t,!, y, z) = f(t,Xt(!), y, z) where X is a Brownian di↵usion. For simplicity, assume q = d and
that the coe cients of the di↵usion X are smooth and bounded and that its di↵usion coe cient
 (t, x) satisfies a uniform ellipticity condition.
Quadratic BSDEs. We denote by L the infinitesimal generator of X. Consider a quadratic
growth driver satisfying
|f(t, x, y, z)|  c (1 + |y|+ |z|2),
|f(t, x, y, z)  f(t, x, y0, z0)|  c (1 + |z|+ |z0|)(|x  x0|+ |y   y0|+ |z   z0|)
for any (t, x, x0, y, y0, z, z0) 2 [0, T ]⇥Rd⇥Rd⇥R⇥R⇥Rd⇥Rd and for a given constant c   0. Assume
additionally that the terminal function   is Ho¨lder continuous and bounded. Then [DG06, Theorem
2.1] yields that the continuous-time BSDE is given by Yt = u(t,Xt) and Zt = ru(t,Xt) (t,Xt)
where u solves the semi-linear PDE @tu(t, x) + Lu(t, x) + f(t, x, u(t, x),ru(t, x) (t, x)) = 0 with
u(T, x) =  (x). Moreover, there exist constants ✓ 2 (0, 1] and Cu 2 R+ such that
(T   t)(1 ✓)/2|ru(t, x) (t, x)|  Cu, 8(t, x) 2 [0, T )⇥ Rd.
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Now, set 't : ⇣ 2 R 7! 't(⇣) = sign(⇣)min
 |⇣|, Cu
(T t)(1 ✓)/2
 
and define the new driver f¯(t, x, y, z) :=
f
 
t, x, y,'t(z1) . . . ,'t(zd)
 
. Observe that f¯(t,Xt, Yt, Zt) = f(t,Xt, Yt, Zt), thus it is equivalent
to solve the BSDE with driver f or f¯ . Notice also that 't(·) is 1-Lipschitz continuous and
bounded by Cu
(T t)(1 ✓)/2 , hence fi(y, z) := f¯(ti, Xti , y, z) satisfies (AF-i-ii)with Cf = c, ✓c = 1,
Lf = c(T (1 ✓)/2 + 2
p
dCu), ✓L = ✓. In Chapter 1, it was proved that the exponent ✓ is equal to
the Ho¨lder exponent of  , and it is possible to obtain an explicit estimate of the constant Cu.
What is particularly interesting is that the computational e ciency computed in Section 4.4.3
is of the same order whether we take local or global Lipschitz continuity of the driver. The local
continuity corresponds to the quadratic BSDE problem. In this sense, we obtain the optimal
rates of convergence for the quadratic BSDE. The truncation method of [IDR10, Section 6], for
example, requires the use of a truncation of the driver by a smooth projection of the z component
onto the open ball or radius R¯. This will reduce the quadratic driver to a Lipschitz continuous
driver whose Lipschitz coe cent depends on R¯, and they require that R¯ be large so that their
approximation error is low [IDR10, Theorem 6.2]. As we will see in Theorems 2.4.4 and 2.4.5, the
e ciency of the LSMDP algorithm depends on the absolute bounds of yi and zi, which depend
exponentially on the Lipschitz constant, see Proposition 2.3.8. This presents a substantial reduction
of the numerical e ciency of the numerical scheme. This phenomenon has already been observed
in the introduction of [Ric11], where a nice heuristic argument is provided. Another alternative
approach is to apply he Cole-Hopf transform [IDRZ10], which transforms a quadratic BSDE into a
Lipschitz BSDE. Numerical resolution of the transformed problem leads to good convergence rates.
However, the Cole-Hopf transform can only be applied to certain quadratic drivers. Our method
accommodates general quadratic drivers. The method of [Ric11] the use of an irregular time-grid
to attain an optimal convergence rate. Although our algorithm accommodates this special time
grid, it is also able to accommodate the time grids of Chapter 1, where the time points take the
form ti = T   T (1  i/N)1/✓⇡ . It was shown in Chapter 1 that these time grids improve the rate
of convergence of the time-discrete scheme to the continuous BSDE.
Using proxys for numerical stability. Consider the case ✓L = 1, and assume we explicitly
know (v(t, x),rv(t, x) (t, x)), the solution to the linear parabolic equation @tv(t, x) + L˜v(t, x) +
f˜(t, x) = 0; the di↵usion process associated to L˜, the terminal condition and the driver may have
changed to produce an analytical solution. v is called proxy in [BGM09]. It is then natural to
numerically compute the residual (Y 0t , Z
0
t ) := (Yt   v(t,Xt), Zt   rv(t,Xt) (t,Xt)). It solves a
BSDE with terminal function  (.)  v(T, .) and driver
f0(t, x, y, z) := f(t, x, y + v(t, x), z +rv(t, x) (t, x))  f˜(t, x) + (L  L˜)v(t, x).
The new driver f0 is uniformly Lipschitz w.r.t. y and z. If v(T, .) is ✓ -Ho¨lder continuous (✓  2
(0, 1]), then usual PDE estimates on the parabolic operator L˜ give supt<T (T t)(
k ✓ 
2 )+ |r(k)x v(t, x)| 
Cv (k = 0, 1, 2), from which (1.1.3) is satisfied for f0 with ✓c =
1+✓ 
2 .
To complete this example, we mention that in the case L˜ = L, v(T, .) =  (.) and f˜ = 0. This
has been investigated numerically in, for example, [BS12], where they include the solution v(t, ·) as
part of the numerical approximation of (Y 0, Z0) and demonstrate that this may be more e cient
than using a na¨ıve method.
In general, even when no proxy is available, it is still useful to use the decomposition v(T, ·) =
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 (·), L˜ = L of the BSDE and to approximate v(t, ·) and rv(t, ·) at t < T . The numerical
schemes for (Y 0, Z0) are much better behaved due to zero terminal condition; this phenomenon
is investigated in Chapter 3. Moreover, approximation of (v(·),rv(·)) can be performed using a
multilevel technique; see Chapter 3. This technique incorporates variance reduction and can be
performed using parallel computing, leading to high e ciency of the overall method.
4.3 Stability
Suppose that (Y1, Z1) (resp. (Y2, Z2)) solves a discrete BSDE with data (⇠1, f1,i) (resp. (⇠2, f2,i)).
We are mainly interested in studying the di↵erences (Y1   Y2, Z1   Z2).
4.3.1 Gronwall type inequalities
Here we gather deterministic inequalities frequently used throughout the chapter. They show how
linear inequalities with singular coe cients propagate. They take the form of unusual Gronwall
type inequalities. Their proofs are postponed to Appendix 4.5.
Lemma 4.3.1. Let R⇡   1 and ↵,  > 0. For ⇡ in the class of time-grids satisfying (AF)(iii)
there exists a constant B↵,  depending only on R⇡, ↵ and   (but not on the time-grid) such that,
for any 0  i < k  N ,
k 1X
j=i+1
(tk   tj)↵ 1(tj   ti)  1 j  B↵, (tk   ti)↵+  1.
Lemma 4.3.2 (exponent improvment in recursive equations). Let ↵   0,  > 0 and k 2 {0, . . . , N 
1}. Suppose that, for a positive constant Cu, the finite positive real numbers {ul}l k and {wl}l k
satisfy
uj  wj + Cu
N 1X
l=j+1
ul l
(T   tl) 12  (tl   tj) 12 ↵
. (4.3.1)
Then, for two constants C(4.3.2a) and C(4.3.2b) that depend only on Cu, T,↵,  and R⇡,
uj  C(4.3.2a)wj + C(4.3.2a)
N 1X
l=j+1
wl l
(T   tl) 12  (tl   tj) 12 ↵
+ C(4.3.2b)
N 1X
l=j+1
ul l
(T   tl) 12  
. (4.3.2)
Lemma 4.3.3 (a priori estimates). Let ↵   0,  > 0 and k 2 {0, . . . , N   1}. Assume that the
finite positive real numbers {ul}l k and {wl}l k satisfy (4.3.2) for some positive constants C(4.3.2a)
and C(4.3.2b). Then, for   > 0, there is a positive constant C( )(4.3.3) (depending only on C(4.3.2a),
C(4.3.2b), T , ↵,  ,and  ) such that
N 1X
l=j+1
ul l
(T   tl) 12  (tl   tj)1  
 C( )(4.3.3)
N 1X
l=j+1
wl l
(T   tl) 12  (tl   tj)1  
. (4.3.3)
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4.3.2 Stability of discrete BSDEs
Define:
 Y = Y1   Y2,  Z = Z1   Z2,  ⇠ = ⇠1   ⇠2,
 fi = f1,i(Y1,i, Z1,i)  f2,i(Y1,i, Z1,i).
To simplify notation, we write |X|2,k =
p
Ek[X2] for any square integrable random variable X,
and, for j   i, define
|⇥j |2,k = | Yj |2,k + | Zj |2,k.
Using (AH), we obtain Ei[ ⇠HiN ] = Ei[( ⇠ Ei ⇠)HiN ]. Combining this with (AF-i), our stability
equations (for k  i) are
| Yi|2,k  | ⇠|2,k +
N 1X
j=i+1
| fj |2,k j +
N 1X
j=i+1
Lf2 |⇥j |2,k
(T   tj)(1 ✓)/2 j , (4.3.4)
| Zi|2,k  CM | ⇠   Ei ⇠|2,kp
T   ti +
N 1X
j=i+1
CM | fj |2,kp
tj   ti  j
+
N 1X
j=i+1
Lf2CM |⇥j |2,k
(T   tj)(1 ✓)/2ptj   ti j , (4.3.5)
Proposition 4.3.4. Under (AF)and (AH), there exist constants
C(1)y , C
(2)
y , C
(1)
z , C
(2)
z , C
(3)
z   0 such that
| Yi|2,k  C(1)y | ⇠|2,k + C(2)y
N 1X
j=i+1
| fj |2,k j ,
| Zi|2,k  C(1)z
| ⇠   Ei ⇠|2,kp
T   ti + C
(2)
z
N 1X
j=i+1
| fj |2,kp
tj   ti j+C
(3)
z | ⇠|2,k(T   ti)
✓
2 .
The constants depend only on CM , Lf2 , ✓ and T .
Proof. Using (4.3.4) and (4.3.5), we obtain
|⇥j |2,k  CM | ⇠ Ej ⇠|2,kp
T   tj
+ | ⇠|2,k + (CM +
p
T )
N 1X
l=j+1
| fl|2,k lp
tl   tj
+ (CM +
p
T )
N 1X
l=j+1
Lf2 |⇥l|2,k l
(T   tl)(1 ✓)/2ptl   tj . (4.3.6)
In the following, we write U c V to mean U  C(CM , Lf2 , ✓, T )V , and U =c V means U =
C(CM , Lf2 , ✓, T )V .
Upper bound for (4.3.6). We apply Lemmas 4.3.2 and 4.3.3 under the setting uj = |⇥j |2,k,
wj = CM
| ⇠ Ej ⇠|2,kp
T tj
+| ⇠|2,k+(CM+
p
T )
PN 1
l=j+1
| fl|2,k lp
tl tj , ↵ = 0,   =
✓
2 , Cu = Lf2(CM+
p
T ).
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To make results fully explicit, we first need to upper bound quantities of the form
I( )j+1 :=
N 1X
l=j+1
wl l
(T   tl) 12  ✓2 (tl   tj)1  
.
Using that | ⇠   El ⇠|2,k is non-increasing in l and Lemma 4.3.1, we obtain
I( )j+1 =
N 1X
l=j+1
CM
| ⇠ El ⇠|2,kp
T tl + | ⇠|2,k + (CM +
p
T )
PN 1
r=l+1
| fr|2,k rp
tr tl
(T   tl) 12  ✓2 (tl   tj)1  
 l
 CMB ✓
2 , 
| ⇠   Ej+1 ⇠|2,k
(T   tj)1  ✓2  
+B 1
2+
✓
2 , 
| ⇠|2,k
(T   tj) 12  ✓2  
+ (CM +
p
T )B ✓
2 , 
N 1X
l=j+2
| fl|2,k l
(tl   tj)1  ✓2  
✓
=c wj+1
◆
. (4.3.7)
Then, applying Lemmas 4.3.2 and 4.3.3, we obtain
|⇥j |2,k  C(4.3.2a)

CM
| ⇠   Ej ⇠|2,kp
T   tj
+ | ⇠|2,k + (CM +
p
T )
N 1X
l=j+1
| fl|2,k lp
tl   tj
 
+ C(4.3.2a)I(
1
2+↵)
j+1 + C(4.3.2b)C(1)(4.3.3)I(1)j+1
c | ⇠   Ej ⇠|2,kp
T   tj
+ | ⇠|2,k +
N 1X
l=j+1
| fl|2,k lp
tl   tj
✓
=c wj
◆
.
Upper bound for (4.3.4). Starting from (4.3.4), applying Lemma 4.3.3 and using | ⇠  
Ei ⇠|2,k  2| ⇠|2,k and the estimate (4.3.7), we get
| Yi|2,k  | ⇠|2,k +
N 1X
j=i+1
| fj |2,k j + Lf2C(1)(4.3.3)I(1)i+1
c | ⇠|2,k +
N 1X
j=i+1
| fj |2,k j .
Upper bound of (4.3.5). Starting from (4.3.5), applying Lemma 4.3.3 and using the estimate
(4.3.7), we obtain
| Zi|2,k  CM | ⇠   Ei ⇠|2,kp
T   ti +
N 1X
j=i+1
CM | fj |2,kp
tj   ti  j + Lf2CMC
( 12 )
(4.3.3)I
( 12 )
i+1
c | ⇠   Ei ⇠|2,kp
T   ti +
N 1X
j=i+1
| fj |2,kp
tj   ti j + (T   ti)
✓
2 | ⇠|2,k.
⇤
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4.3.3 Almost sure bounds
Corollary 4.3.5. Under (A⇠), (AF)and (AH)
|Yi|  Cy,i := C(1)y C⇠ + C(2)y CfB✓c,1(T   ti)✓c , (4.3.8)
|Zi|  Cz,i := C(1)z ess sup
!
|⇠   Ei⇠|2,ip
T   ti +
C(2)z CfB✓c, 12
(T   ti) 12 ✓c
+ C(3)z C⇠(T   ti)
✓
2 . (4.3.9)
The above upper bounds are able to handle terminal values ⇠ under the full generality admitted
by (A⇠). Without any further information on ⇠, we can derive the simple bounds
|Yi|+
p
T   ti|Zi|  Cy,z (4.3.10)
for an explicit, time uniform constant Cy,z. it may, however, be useful to take advantage of
additional information on ⇠. In Section 4.4.3, we tune the parameters of the MWLS method, and
here finer estimates on Cy,i and Cz,i are useful. Two situations are important.
• For zero terminal condition, Y and Z get smaller and smaller as ti goes to T as expected:
|Yi| +
p
T   ti|Zi|  C(T   ti)✓c for a constant C depending only on C(2)z , Cf and ✓c. This
result is useful for variance reduction methods like the proxy method of Section 1.3.2, the
method of Martingale basis [BS12], and the multilevel method of Chapter 3.
• Under (A0⇠), i.e. ⇠ =  (XN ), and assuming a ✓ -Ho¨lder terminal function   and Ei[|XN  
Xi|2]  CX(T   ti) (satisfied for a di↵usion process with bounded coe cients or for its Euler
scheme), we obtain an improved estimate for Z: |Zi|  C(T   ti)  12+✓c^
✓ 
2 for some constant
C depending only on C(1)z , C
(2)
z , C
(3)
z , Cf , ✓c, CX and the Ho¨lder constant of  .
This is why in the subsequent analysis, we keep track on the general dependence on i of the
constants Cy,i and Cz,i.
Proof of Corollary 4.3.5. (0, 0) is the solution of the discrete BSDE with data (⇠1 ⌘ 0, f1,i ⌘
0). Applying Proposition 4.3.4 with (Y1, Z1) = (0, 0) and (Y2, Z2) = (Y, Z) yields
|Yi|2,k  C(1)y |⇠|2,k + C(2)y
N 1X
j=i+1
|fj(0, 0)|2,k j ,
|Zi|2,k  C
(1)
z |⇠   Ei⇠|2,kp
T   ti + C
(2)
z
N 1X
j=i+1
|fj(0, 0)|2,k jp
tj   ti + C
(3)
z | ⇠|2,k(T   ti)
✓
2 .
for i = 0, . . . , N   1. Taking k = i and plugging in the almost sure bounds on |⇠| (A⇠), |fj(0, 0)|
(AF-ii) and using Lemma 4.3.1 then yields the result. ⇤
4.3.4 Projection errors
For i = 0, . . . , N 1, let SYi ,SZ,1i , . . . ,SZ,qi be convex subsets of L2(Fti ;R), and PYi ,PZ,1i , . . . ,PZ,qi
be their respective projection operators. In what follows, we write
z 2 (Rq)> 7! PZi z = (PZ,1i z1, . . . ,PZ,qi zq).
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Using the projection operators in place of the conditional expectations, we define the following
approximation (Yˆ , Zˆ) of the discrete BSDE (Y, Z) with data (⇠, fj(y, z)):
Yˆi := PYi (⇠ +
N 1X
j=i+1
fj(Yˆj , Zˆj) j), (4.3.11)
Zˆl,i := PZ,li (⇠Hil,N +
N 1X
j=i+1
fj(Yˆj , Zˆj)H
i
l,j j) (4.3.12)
where Hil,j is the l-th component of the vector H
i
j and Zˆl,i is the l-th component of Zˆi.
Theorem 4.3.6. There exists a constant Cˆ independent of the time-grid such that
|Yi   Yˆi|2  |Yi   PYi Yi|2 + Cˆ
N 1X
j=i+1
{|Yj   PYj Yj |2 + |Zj   PZj Zj |2} j
(T   tj)(1 ✓)/2 , (4.3.13)
|Zi   Zˆi|2  |Zi   PZi Zi|2 + Cˆ
N 1X
j=i+1
{|Yj   PYj Yj |2 + |Zj   PZj Zj |2} j
(T   tj)(1 ✓)/2ptj   ti (4.3.14)
for all i.
Proof. Define the intermediate discrete BSDE (Y¯ , Z¯) with data (⇠¯ ⌘ ⇠, f¯j(y, z) ⌘ fj(Yˆj , Zˆj)).
We observe, from Lemma 2.3.5(a) in Chapter 2, that Yˆi = PYi (Y¯i) and Zˆi = PZi (Z¯i). Using this
result, Lemma 2.3.5(b) , Proposition 4.3.4 and the Lipschitz continuity of fj , we obtain
|Yi   Yˆi|2  |Yi   PYi Yi|2 + |PYi Yi   Yˆi|2  |Yi   PYi Yi|2 + |Yi   Y¯i|2
 |Yi   PYi Yi|2 + C(2)y
N 1X
j=i+1
Lf{|Yj   Yˆj |2 + |Zj   Zˆj |2} j
(T   tj)(1 ✓)/2 (4.3.15)
Similarly, and introducing the notation |⇥j |2 := |Yj   Yˆj |2 + |Zj   Zˆj |2, we obtain
|Zi   Zˆi|2  |Zi   PZi Zi|2 + C(2)z
N 1X
j=i+1
Lf |⇥j |2 j
(T   tj)(1 ✓)/2ptj   ti (4.3.16)
From now on, c > 0 is a constant that may change from line to line, but is always independent of
the time-grid. Putting (4.3.15) and (4.3.16) together, we obtain
|⇥i|2  c|Yi   PYi Yi|2 + c|Zi   PZi Zi|2 + c
N 1X
j=i+1
|⇥j |2 j
(T   tj)(1 ✓)/2ptj   ti (4.3.17)
161
We now apply Lemmas 4.3.2 in the setting uj = ⇥j , wj = c|Yj  PYj Yj |2+ c|Zj +PZj Zj |2, Cu = c,
  = ✓2 , and ↵ = 0 to obtain
|⇥i|2  c|Yi   PYi Yi|2 + c|Zi   PZi Zi|2 + c
N 1X
j=i+1
|⇥j |2 j
(T   tj)(1 ✓)/2
+ c
N 1X
j=i+1
{|Yj   PYj Yj |2 + |Zj   PZj Zj |2} j
(T   tj)(1 ✓)/2ptj   ti (4.3.18)
The result (4.3.13) is obtained by applying Lemma 4.3.3 with   = 1, whereas   = 12 is required for
(4.3.14). ⇤
Observe that Theorem 4.3.6 allows us to estimate the error |Zi   Zˆi|2 for each i individually.
This is not the case in Theorem 2.3.6 in Chapter 2 and [BD07, Theorem 10], where a time-averaged
norm is used.
4.4 Monte Carlo regression scheme
Throughout this section, (A⇠), (AF), (AH), (AX), (A0⇠) and (A
0
F) are in force.
4.4.1 Algorithm
Markovian framework. Let (Yi, Zi) solve the discrete BSDE with data (⇠ =  (XN ), fj(Xj , y, z)).
We use the representation (Yi, Zi) = (yi(Xi), zi(Xi)), for deterministic, measurable, unknown func-
tions yi : Rd ! R and zi : Rd ! Rq, given in Lemma 4.2.1.
Linear least-squares regression. We denote M i.i.d. samples of a given random variable U
by U1:M = {U1, . . . , UM}.
Given a set of basis functions {pk : Rd ! R : 0  k  K}, Rd-valued random variables X1:M
(observations), and R-valued random variables S1:M (response), recall that the linear least-squares
regression computes the coe cients
A = {↵ 2 RK : argmin 2RK 1M
PM
m=1 |  · p(Xm)  Sm|2}
↵⇤ = argmin↵2A k↵kRK
)
where p(x) = (p1(x), . . . , pK(x)) and k · kRK is the usual Euclidean norm.
In implementation, we use a Singular Value Decomposition approach to compute the coe cient
↵⇤; see [GVL96] for a detailed account.
In what follows, we will repeatedly compute linear least-squares regressions. In order to avoid
repetition, we will shall say that the coe cient ↵⇤ computed by the above procedure solves
LS(X(1:M), S(1:M), p(x)). (4.4.1)
Proposition 4.4.1 (Regression coe cients). Recall the least-squares regression in Definition 3.3.1.
The following properties are satisfied:
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i) Linearity: if ↵1 2 RK solves LS
 
X1:M , S1:M1 , p(x)
 
, ↵2 2 RK solves LS
 
X1:M , S1:M2 , p(x)
 
,
and ( 1, 2) 2 R2, then  1↵1 +  2↵2 solves LS
 
X1:M , 1S1:M1 +  2S
1:M
2 , p(x)
 
.
ii) Contraction property: if ↵ 2 RK solves LS X1:M , S1:M , p(x) , then 1M PMm=1 |↵ · p(Xm)|2 
1
M
PM
m=1 |Sm|2.
iii) Conditional expectation solution: suppose that
 
p(Xm)
 
m=1,...,M
is measurable with respect to
the  -algebra Q and ↵ 2 RK solves LS X1:M , S1:M , p(x) . Then, denoting by E(S1:M |Q) the
random RM -vector with m-th entry (E(Sm|Q)), E(↵|Q) solves LS X1:M ,E(S1:M |Q), p(x) .
The proof of Proposition 4.4.1 is exactly the same as the proof of Lemma 2.4.1 in Chapter 2.
In fact, on closer inspection, the two propositions are exactly the same.
Basis functions. For each l = 0, . . . , q and i = 0, . . . , N   1, we are given basis functions
(pkl,i(x))1kKl,i . We write pl,i(x) := (p
1
l,i(x), . . . , p
Kl,i
l,i (x)) for the ordered vector of basis functions.
In what follows, there will be several dynamic least-squares regressions with observation/response
pair indexed by (i, l) 2 {0, . . . , N 1}⇥{0, . . . , q}; the basis functions used for the (i, l)-th regression
will always be pl,i(x), so we will omit stating explicitly which basis is being used.
Simulations. For i = 0, . . . , N 1, letMi be an integer and generateMi copies {(⌦(i,m),F (i,m),P(i,m)) :
m = 1, . . . ,Mi} of the probability space (⌦,F ,P). Define Xi,m to be the copy of X,  W i,m to be
the copy of  W , and Hi,m to be the copy of the Malliavin weights Hi in (⌦(i,m),F (i,m),P(i,m));
we call these objects the simulations, because, in practice, one generates these objects using
random number generators. Define by (⌦(M),F (M),P(M)) the product space of (⌦,F ,P) andN
k,m(⌦
(k,m),F (k,m),P(k,m)), and E(M) the associated expectation operator. The clouds {(Xi,1:Mi , W i,1:Mi , Hi,1:Mi) :
i = 0, . . . , N   1} are independent in (⌦(M),F (M),P(M)). By a slight abuse of notation, we shall
use the notation (⌦,F ,P) to mean (⌦(M),F (M),P(M)) from now on.
We denote by M = (M0, . . . ,MN 1) the vector of sizes of path clouds. Such approach is very
convenient for parallel computing using N processors: each processor can be in charge in simulating
one path cloud and in computing the related regression coe cients.
For i 2 {0, . . . , N   1}, define the  -algebras
F⇤i :=  (Xk,mkl , Hk,mkl : i < k  N, 1  l  N, 1  mk Mk),
FMi :=  (Xi,mii : 1  mi Mi) _ F⇤i ,
FM :=  (Xk,mkl , Hk,mkl : 0  k  N, 1  l  N, k < l2  N, 1  mk Mk).
We denote by E⇤i (P⇤i ) the conditional expectation (probability) with respect to the  -algebra F⇤i ,
and by EMi (PMi ) the conditional expectation (probability) with respect to the  -algebra FMi .
Regression coe cients and approximate solutions. For every i 2 {0 . . . , N   1} and
l 2 {1, . . . , q}, define the random variables
 (i,m) =  (Xi,mN ) +
N 1X
j=i+1
fj(X
i,m
j , y
M
j (X
i,m
j ), z
M
j (X
i,m
j )) j , (4.4.2)
⌅l(i,m) =  (X
i,M
N )H
i,m
l,N +
N 1X
j=i+1
fj(X
i,m
j , y
M
j (X
i,m
j ), z
M
j (X
i,m
j ))H
i,m
l,j  j . (4.4.3)
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Recall the definition of LS(·) in (4.4.1). Let ↵M0,i be the random vector in RK0,i solving
LS
 
Xi,1:Mii , (i, 1 :Mi), p0,i(x)
 
.
For l = 1, . . . , q, let ↵Ml,i be the random RKl,i -vector solving LS
 
Xi,1:Mii ,⌅(i, l, 1 : Mi)pl,i(x)
 
.
By Corollary 4.3.5, the solutions yi and zi of the discrete BSDE are bounded by Cy,i and Cz,i,
respectively. We use these soft thresholds for the least-squares regression approximations: for
(y, z) 2 R⇥ Rq, define
[y]y,i :=  Cy,i _ y ^ Cy,i, [zl]z,i :=  Cz,i _ zl ^ Cz,i,
and set
yMi (x) := [↵
M
0,i · p0,i(x)]y,i, zMl,i (x) := [↵Ml,i · pl,i(x)]z,i. (4.4.4)
This restricts the range of yMi and z
M
i and prevents numerical instability due to overfitting.
Additional coe cients. Recall the definition of LS(·) in (4.4.1). In the following error
analysis, we make use of the regression coe cients  Ml,i for i = 0, . . . , N   1 and l = 0, . . . , q,
which are the random vectors in RKl,i solving LS
 
Xi,1:Mii ,  ˜(i, 1 : Mi), p0,i(x)
 
for l = 0 and
LS
 
Xi,1:Mii , ⌅˜l(i, 1 :Mi), pl,i(x)
 
for l > 0, where
 ˜(i,m) =  (Xi,mN ) +
N 1X
j=i+1
fj(X
i,m
j , yj(X
i,m
j ), zj(X
i,m
j )) j ,
⌅˜l(i,m) =  (X
i,m
N )H
i,m
l,N +
N 1X
j=i+1
fj(X
i,m
j , yj(X
i,m
j ), zj(X
i,m
j ))H
i,m
l,j  j .
Intermediate processes. Let (Xi,xk )k i be the Markov chain given by X
i,x
k = V
i
k (x). and
(Hi,xj )j>i be the Malliavin weights given by h
i
j(x); see (AX) and (A
0
H). Define the following
functions:
y¯Mi (x) :=
R
 (i, xi+1, . . . , xN )dµxi (xi+1, . . . , xN ),
z¯Mi (x) :=
R
⌅(i, xi+1, . . . , xN , hi+1, . . . , hN )d xi (xi+1, . . . , xN , hi+1, . . . , hN )
)
(4.4.5)
where µxi is the law of (X
i,x
i+1, . . . , X
i,x
N ),  
x
i is the law of (X
i,x
i+1, . . . , X
i,x
N , H
i,x
i+1, . . . , H
i,x
N ), and
 (i, xi+1, . . . , xN ) =  (xN ) +
N 1X
j=i+1
fj(xj , y
M
j (xj), z
M
j (xj)) j , (4.4.6)
⌅(i, xi+1, . . . , xN ,hi+1, . . . , hN )
=  (xN )hN +
N 1X
j=i+1
fj(xj , y
M
j (xj), z
M
j (xj))hj j . (4.4.7)
Lemma 4.4.2. Assume (AX), (A0⇠)and (A
0
F). The following representation holds for all m and
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i:
y¯Mi (X
i,m
i ) = EMi [ (i,X
i,m
i+1, . . . , X
i,m
N )],
z¯Mi (X
m
i ) = EMi [⌅(i,X
i,m
i+1, . . . , X
i,m
N , H
i,m
i+1, . . . , H
i,m
N )].
The proof of Lemma 4.4.2 is analogous to the proof of Lemma 4.2.1.
Lemma 4.4.3. There exist explicit time-dependent constants Cy¯,i, Cz¯,i such that, for all i, |y¯Mi (x)| 
Cy¯,i and |z¯Mi (x)|  Cz¯,i, P  X 1i -a.s.
Proof. We give details for z¯Mi (X
m
i ): the method will be used again later. We upper bound
the conditional second moment of ⌅(i,Xi,mi+1, . . . , X
i,m
N , H
i,m
i+1, . . . , H
i,m
N ): 
EMi [⌅(i,X
i,m
i+1, . . . , X
i,m
N , H
i,m
i+1, . . . , H
i,m
N )]|2
  1
2
  |EMi [( (Xi,mN )  EMi [ (XmN )])Hi,mN ]|2  12
+
N 1X
j=i+1
 |EMi [fj(Xi,mj , yMj (Xi,mj ), zMj (Xi,mj ))Hi,mj ]|2  12 j
 CM
 
Var(⇠i,m|Xi,mi )
  1
2
p
T   ti +
N 1X
j=i+1
CMp
tj   ti
  Cf
(T   tj)1 ✓c + Lf
Cy,j + Cz,j
p
q
(T   tj)(1 ✓)/2
 
 j
Applying (4.3.10) and Lemma 4.3.1, we derive that the term above is a.s bounded by
CM
 
ess sup
!
(Var(⇠|Xi)) 12p
T   ti +
CfB 1
2 ,✓c
(T   ti) 12 ✓c
+ LfB 1
2 ,
✓
2
Cy,z
(
p
T +
p
q)
(T   ti)(1 ✓)/2
 
=: Cz¯,i.
Similarly,
 
EMi [ (i,X
i,m
i+1, . . . , X
i,m
N )]
2
  1
2
Cy¯,i :=
 
C⇠ + CfB1,✓c(T   ti)✓c + LfB1, ✓2Cy,z(
p
T +
p
q)(T   ti) ✓2
 
.
⇤
Norms. For a function f : Rd ! Rr, define the square norms
kfk2i,M :=
1
Mi
MiX
m=1
|f(Xi,mi )|2, kfk2i,1 :=
Z
Rd
|f(x)|2dP  X 1i (x).
The first one is the empirical approximation of the second one.
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4.4.2 Error analysis
Local error terms. We shall make use of the following error terms:
TY,M1,i := E[ inf
↵2RK0,i
k↵ · p0,i   yik2i,M ], (4.4.8)
TZ,M1,i :=
qX
l=1
E[ inf
↵2RKl,i
k↵ · pl,i   zl,ik2i,M ], (4.4.9)
TY,M2,i := E[k(↵M0,i   EMi [↵M0,i]) · p0,ik2i,M ], (4.4.10)
TZ,M2,i :=
qX
l=1
E[k(↵Ml,i   EMi [↵Ml,i ]) · pl,ik2i,M ]. (4.4.11)
For i = 0, . . . , N   1, let "Yi,A, "Zi,A, "Yi,B , "Zi,B > 0. We need the following error events:
AY,Mi := {"Yi,A + 2ky¯Mi   yik2i,1 < ky¯Mi   yik2i,M}, (4.4.12)
AZ,Mi := {9l 2 {1, . . . , q} s.t. "Zi,A + 2kz¯Ml,i   zl,ik2i,1 < kz¯Ml,i   zl,ik2i,M}, (4.4.13)
BY,Mi := {"Yi,B + 2kyMi   yik2i,M < kyMi   yik2i,1}, (4.4.14)
BZ,Mi := {9l 2 {1, . . . , q} s.t. "Zi,B + 2kzMl,i   zl,ik2i,M < kzMl,i   zl,ik2i,1}, (4.4.15)
The aim is to determine a rate of convergence for Ekyi  yMi ki,M and Ekzi  zMi ki,M using the
local error terms.
Theorem 4.4.4. For 0  i  j  N   1, define
1
3EMY,i := TY,M1,i + TY,M2,i + (Cy,i + Cy¯,i)2P(AY,Mi ) + "Yi,A,
1
3EMZ,i := TZ,M1,i + TZ,M2,i + (Cz,i + Cz¯,i)2P(AZ,Mi ) + "Zi,A,
EM1,i := (EMY,i)
1
2 + (EMZ,i)
1
2 ,
1
2EM2,i := 4C2y,iP(BY,Mi ) + 4C2z,iP(BZ,Mi ) + "Yi,B + "Zi,B .
9>>>>=>>>>; (4.4.16)
There exists a constant C   0 that depends only on C(2)y , C(2)z , T , Lf and ✓ such that
E[kyi   yMi k2i,M ]1/2  (EMY,i)
1
2 + C
N 1X
j=i+1
{EM1,j + (EM2,j) 12 } j
(T   tj)(1 ✓)/2 , (4.4.17)
E[kzi   zMi k2i,M ]1/2  (EMZ,i)
1
2 + C
N 1X
j=i+1
{EM1,j + (EM2,j) 12 } j
(T   tj)(1 ✓)/2ptj   ti . (4.4.18)
Proof. Define the intermediate error terms
1
3G
M
Y,i := inf↵2RK0,i k↵ · p0,i   yik2i,M + k(↵M0,i   EMi [↵M0,i]) · p0,ik2i,M
+(Cy,i + Cy¯,i)21AY,Mi
+ "Yi,A,
1
3G
M
Z,i :=
Pq
l=1
n
inf↵2RKl,i k↵ · pl,i   zl,ik2i,M + k(↵Ml,i   EMi [↵Ml,i ]) · pl,ik2i,M
o
+(Cz,i + Cz¯,i)21AZ,Mi
+ "Zi,A,
1
2G
M
2,i := 4C
2
y,i1BY,Mi
+ 4C2z,i1BZ,Mi
+ "Yi,B + "
Z
i,B
9>>>>>>>=>>>>>>>;
(4.4.19)
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and observe that E[GMu,i] = EMu,i for the indexes u 2 {Y, Z, 2}. Define also GM1,i := (GMY,i)
1
2 +(GMZ,i)
1
2 .
Using the triangle inequality, it follows that
kyi   yMi ki,M  kyi   EMi [ M0,i] · p0,iki,M + kEMi [ M0,i   ↵M0,i] · p0,iki,M
+ k(EMi [↵M0,i]  ↵M0,i) · p0,iki,M (4.4.20)
Recall the definition of LS(·) in (4.4.1). Now, since EMi [ ˜(i,m)] = yi(Xi,mi ), Proposition 4.4.1(iii)
implies that EMi [ M0,i] is the random vector in RK0,i solving LS
 
Xi,1:Mii , yi(X
i,1:Mi
i ), p0,i(x)
 
. From
Lemma 4.4.2 we have that EMi [ (i,X
i,m
i+1, . . . , X
i,m
N )] = y¯i(X
i,m
i ), therefore Proposition 4.4.1(iii)
implies that EMi [↵M0,i] is the random vector in RK0,i solving LS
 
Xi,1:Mii , y¯
M
i (X
i,1:Mi
i ), p0,i(x)
 
. By
the linearity property Proposition 4.4.1(i), we have that EMN [ M0,i   ↵M0,i] is random vector in RK0,i
solving LS
 
Xi,1:Mii , (yi  y¯Mi )(Xi,1:Mii ), p0,i(x)
 
. Thus, using additionally the contraction property
Proposition 4.4.1(ii), and Jensen’s inequality, it follows that
kEMi [ M0,i   ↵M0,i] · p0,ik2i,M  kyi   y¯ik2i,M  "Yi,A + 2kyi   y¯ik2i,1 + (Cy,i + Cy¯,i)21AY,Mi (4.4.21)
Substituting (4.4.21) into (4.4.20) yields
kyi   yMi ki,M  (GMY,i)
1
2 +
p
2kyi   y¯iki,1. (4.4.22)
By the same arguments, we obtain
kzi   zMi ki,M  (GMZ,i)
1
2 +
p
2kzi   z¯Mi ki,1. (4.4.23)
Define for j = 0, . . . , N   1
⇥j := kyj   yMj kj,M + kzj   zMj kj,M . (4.4.24)
Now, (y¯Mi (Xi), z¯
M
i (Xi))i 0 solves the discrete BSDE (⇠, f¯j(y, z) = fj(Xj , yMj (Xj), zMj (Xj))) with
respect to the filtration {FM _Fi}0iN . Now, since y¯i(x) and z¯i(x) are FM ⌦B(Rd)-measurable,
it follows that
kyi   y¯ik2i,1 = E[|yi(Xi)  y¯i(Xi)|2|FM ] and kzi   z¯ik2i,1 = E[|zi(Xi)  z¯i(Xi)|2|FM ]
thanks to Lemma 4.2.2. Using Proposition 4.3.4, (4.4.22) and the Lipschitz continuity of f , we
obtain
kyi   yMi ki,M  (GMY,i)
1
2 +
p
2C(2)y Lf
N 1X
j=i+1
{kyj   yMj kj,1 + kzj   zMj kj,1} j
(T   tj)(1 ✓)/2
 (GMY,i)
1
2 +
p
2C(2)y Lf
N 1X
j=i+1
{(GM2,j) 12 +
p
2⇥j} j
(T   tj)(1 ✓)/2 (4.4.25)
where we have used the definitions (4.4.14) and (4.4.15), and the a.s. bounds on yi and zi from
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Corollary 4.3.5. Likewise, from (4.4.23) we obtain:
kzi   zMi ki,M  (GMZ,i)
1
2 +
p
2C(2)z Lf
N 1X
j=i+1
{(GM2,j) 12 +
p
2⇥j} j
(T   tj)(1 ✓)/2ptj   ti . (4.4.26)
Combining (4.4.25) and (4.4.26), we obtain
⇥i  GM1,i +
p
2(C(2)z +
p
TC(2)y )Lf
N 1X
j=i+1
(GM2,j)
1
2 +
p
2⇥j
(T   tj)(1 ✓)/2ptj   ti j .
Using Lemma 4.3.2 in the setting uj = ⇥j ,
wj = G
M
1,j +
p
2(C(2)z +
p
TC(2)y )Lf
N 1X
k=j+1
(GM2,k)
1
2 k
(T   tk)(1 ✓)/2ptk   tj ,
Cu = 2(C
(2)
z +
p
TC(2)y )Lf , ↵ = 0 and   =
✓
2 , we obtain
⇥i  CGM1,i + C
N 1X
j=i+1
{GM1,j + (GM2,j) 12 } j
(T   tj)(1 ✓)/2ptj   ti + C
N 1X
j=i+1
⇥j j
(T   tj)(1 ✓)/2 (4.4.27)
for a constant C that depends only on C(2)y , C
(2)
z , T , Lf and ✓ (to simplify the sum of GM2,j-terms,
we have used the general inequality (4.5.4) with   = 0 and   = 12 ). Using Lemma 4.3.3, combined
with (4.4.27), to upper bound the sums in (4.4.25) and (4.4.26) - we take   = 1 for (4.4.25), and
with   = 12 for (4.4.26) - it follows that
kyi   yMi ki,M  (GMY,i)
1
2 + C
N 1X
j=i+1
{GM1,j + (GM2,j) 12 } j
(T   tj)(1 ✓)/2 , (4.4.28)
kzi   zMi ki,M  (GMZ,i)
1
2 + C
N 1X
j=i+1
{GM1,j + (GM2,j) 12 } j
(T   tj)(1 ✓)/2ptj   ti . (4.4.29)
for a constant C that depends only on C(2)y , C
(2)
z , T , Lf and ✓. We complete the proof by squaring
and taking expectations in (4.4.28) and (4.4.29), and then using Minkowski’s inequality. ⇤
Theorem 4.4.5. For any i 2 {0, . . . , N   1},
TY,M1,i  inf
↵2RK0,i
E[|yi(Xi)  ↵ · p0,i(Xi)|2], TY,M2,i 
C2y¯,iK0,i
Mi
, (4.4.30)
TY,M1,i 
qX
l=0
inf
↵2RKl,i
E[|zl,i(Xi)  ↵ · pl,i(Xi)|2], TZ,M2,i 
qX
l=1
C2z¯,iKl,i
Mi
. (4.4.31)
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Moreover,
PMi (A
Y,M
i )  exp( 
Mi✓4("Yi,A)
2(T   ti)2✓
224L4f (q
2 + T 2)C4y,z
), PMi (A
Z,M
i )  exp( 
Mi("Zi,A)
2(T   ti)2(1 ✓)
8C4MB
4
✓
2 ,
1
2
L4f (q
2 + T 2)C4y,z
).
(4.4.32)
and, for 0  "Yi,B  24Cy,i and 0  "Zi,B  24Cz,i,
P(BY,Mi )  12
⇣1056C2y,i
5"YB,i
⌘2(K0,i+1)
exp
✓
  Mi"
Y
B,i
507C2y,i
◆
, (4.4.33)
P(BZ,Mi )  12
qX
l=1
⇣1056C2z,i
5"ZB,i
⌘2(Kl,i+1)
exp
✓
  Mi"
Z
B,i
507C2z,i
◆
. (4.4.34)
Proof. Let us consider the value |yi(x)   y¯i(x)|. Thanks to definition (4.4.5), (4.2.1), and
Minkowski’s inequality, and the uniform bound (4.3.10) it follows that
|yi(x)  y¯i(x)|

N 1X
j=i+1
Z
|fj(xj , yj(xj), zj(xj))  fj(xj , yMj (xj), zMj (xj))|dµxi j

N 1X
j=i+1
Lf j
(T   tj)(1 ✓)/2
Z
{|yj(xj)  yMj (xj)|+ |zj(xj)  zMj (xj)|}dµxi

N 1X
j+1
Lf j{2Cy,j + 2pqCz,j}
(T   tj)(1 ✓)/2 
4
✓
LfCy,z(
p
q +
p
T )(T   ti) ✓2 (4.4.35)
The functions |yi(·)   y¯i(·)| are FMi - measurable, therefore the random variables {|yi(Xi,mi )  
y¯i(X
i,m
i )| : 1  m  Mi} are FMi -conditionally independent and bounded. We bound PMi (AMY,i)
using the conditional Hoe↵ding’s inequality Lemma 4.5.1:
PMi (A
Y,M
i )  exp( 
Mi✓4("Yi,A)
2
224L4f (q
2 + T 2)C4y,z(T   ti)2✓
). (4.4.36)
We can also bound |zi(x)  z¯i(x)| by applying (4.4.5), (4.2.1), Minkowski’s inequality, the Cauchy-
Schwarz inequality, the uniform bound (4.3.10) and Lemma 4.3.1:
|zi(x)  z¯i(x)|

N 1X
j=i+1
Z
| fj(xj , yj(xj), zj(xj))  fj(xj , yMj (xj), zMj (xj)) hj |d xi j

N 1X
j=i+1
CM (
R |fj(xj , yj(xj), zj(xj))  fj(xj , yMj (xj), zMj (xj))|2dµxi ) 12 jp
tj   ti

N 1X
j+1
CMLf j{2Cy,j + 2pqCz,j}
(T   tj)(1 ✓)/2ptj   ti 
2CMB ✓
2 ,
1
2
LfCy,z(
p
q +
p
T )
(T   ti)(1 ✓)/2 (4.4.37)
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The functions |zi(·)   z¯i(·)| are FMi - measurable, therefore the random variables {|zi(Xi,mi )  
z¯i(X
i,m
i )| : 1  m  Mi} are FMi -conditionally independent and bounded. We bound PMi (AZ,Mi )
using the above bound and the conditional Hoe↵ding’s inequality:
PMi (A
Z,M
i )  exp( 
Mi("Zi,A)
2(T   ti)2(1 ✓)
8C4MB
4
✓
2 ,
1
2
L4f (q
2 + T 2)C4y,z
).
Recall the bounds on |yi(x) yMi (x)|  2Cy,i (resp. |zi(x) zMi (x)|  2Cz,i). To bound PMi (BY,Mi )
(resp. PMi (B
Z,M
i )), we proceed exactly as in the proof of the bounds on P(C
Y,M
k ) in Theorem 2.4.5;
we must only update the bounds on the functions. ⇤
One should note that the bound on PMi (A
Z,M
i ) in (4.4.32) is obtained using the uniform bound
(4.3.10). Assuming extra smoothness of the terminal function x 7!  (x), as in the remarks at the
end of Corollary 4.3.5, would improve the estimates in (4.4.35) and (4.4.37), whence also the bound
on PMi (A
Z,M
i ). Additionally, one can make more precise statements on the bounds of PMi (B
Z,M
i )
in (4.4.32) and TZ,M2,i in (4.4.31); we summarize this in the following lemma.
Lemma 4.4.6. Assume that the terminal condition x 7!  (x) is ✓ -Ho¨lder continuous and
Ei[|XN  Xi|2]  CX(T   ti). Then
PMi (A
Z,M
i )  exp( CMi("Zi,A)2(T   ti)2(1 ✓c^
✓ 
2  ✓)),
PMi (B
Z,M
i )  12
qX
l=1
exp
✓
  C ln  "ZB,i(T   ti)1 ✓c^ ✓ 2  (Kl,i + 1)  CMi"ZB,i(T   ti)1 ✓c^ ✓ 2 ◆,
TZ,M2,i  C
qX
l=1
Kl,i
Mi(T   ti)1 ✓c^ ✓ 2
,
for a constant C depending on T,CM , Lf , Cf , ✓, ✓c, CX , C⇠, q, and the Ho¨lder coe cient of  
only.
Proof. Since   is Ho¨lder continuous and bounded, |Zi|  C(T   ti)(✓c^
✓ 
2  1)/2. The proof is
then completed in the same way as Theorem 4.4.5. ⇤
4.4.3 Complexity analysis
We assume that x 7!  (x) is ✓ -Ho¨lder continuous. In this section, C depends on T,CM , Lf , Cf , ✓, ✓c,
CX , C⇠, q, and the Ho¨lder coe cient of   only, but it’s value may change from line to line.
Typically, the discretization error of the BSDE (4.1.2), i.e.
E(⇡) := max
0iN 1
sup
titti+1
E[|Yt   Yti |2] +
N 1X
i=0
Z ti+1
ti
E[|Zt   Zti |2]dt
can be bounded above by E(⇡)  CN 2✓conv when the terminal value and driver satisfy suitable
conditions; this was the topic of Chapter 1. In this section, we will be concerned with setting those
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parameters in a way so that
E(M) := max
0iN 1
E[kyi   yMi k2i,M ] +
N 1X
i=0
E[kzi   zMi k2i,M ] i  CN 2✓conv (4.4.38)
From Theorems 4.4.4 and 4.4.5, we have a systematic way to control the error terms kyi  yMi ki,M
and kzi zMi ki,M by judicious choice of the basis functions pl,i(x) and the size of the sample clouds
Mi: in order to ensure that E(M)  CN 2✓conv , it is su cient to choose basis functions pl,i and
select simulation sizes (M0, . . . ,MN 1) so that the bias terms T
·,M
1,i , the variance terms T
·,M
2,i , and
the conditional probabilities of the large deviation events A·,Mi and B
·,M
i by CN
 2✓conv to ensure
that E(M)  CN 2✓conv .
We briefly remark that bounding the error E(M) is equivalent to bounding the error when the
norm k · ki,M is replaced with k · ki,1; this norm is equivalent to that used in E(⇡). Indeed, using
the same terminology as in (4.4.16),
max
0iN 1
E[kyi   yMi k2i,1] +
N 1X
i=0
E[kzi   zMi k2i,1] i  C
N 1X
i=0
EM2,i i + E(M)
and, as we shall see below, in order to set E(M)  CN 2✓conv , we will set EM2,i  CN 2✓conv anyway.
Bias terms. First, we refine the estimates for T ·,M1,i . Using Theorem 4.4.5 and the solution
(Yt, Zt) of the continuous time BSDE (4.1.2), we obtain
TY,M1,i  inf
↵2RK0,i
E[|yi(Xi)  ↵ · p0,i(Xi)|2]
 C inf
↵2RK0,i
E[|Yti   ↵ · p0,i(Xti)|2] + CE[|Yti   Yi|2]
Defining Zti by the representation formula 4.1.3, a similar expression for T
Z,M
1,i is available
TY,M1,i  C
qX
l=1
inf
↵2RKl,i
E[|Zti   ↵ · pl,i(Xti)|2] + CE[|Zti   Zi|2]
Plugging these estimates on T ·,M1,i into EM1,j in (4.4.17) and (4.4.18) implies that that the upper
bound of E(M) contains terms of the form
⇣N 1X
j=0
{kYtj   Yjk2 + kZtj   Zjk2} j
(T   tj)(1 ✓)/2
⌘2
+
N 1X
i=0
⇣ N 1X
j=i+1
{kYtj   Yjk2 + kZtj   Zjk2} j
(T   tj)(1 ✓)/2ptj   ti
⌘2
 i.
In fact, it was a major task in the proof of Theorem 1.7.6 in Chapter 1 to show that these terms
can be bounded above by CN 2✓conv .
Let us assume that, for every i 2 {0, . . . , N   1}, there are measurable, deterministic functions
yti : Rd ! R and zti : Rd ! Rq such that Yti = yti(Xti) and Zti = zti(Xti) almost surely. In the
uniformly elliptic setting, one could take the functions given in [DG06, Theorem 2.1]. Moreover,
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we assume that, for some n   1, the function yti(·) is (n+ 1)-times di↵erentiable, and
| @
r
@xi1 · · · @xir
yti(x)|  C(T   ti)(✓  r)/2 8x 2 Rd (4.4.39)
for all r  n + 1 and i1, . . . , ir 2 {1, . . . , d}, and that the function zti(·) is n-times di↵erentiable,
and
| @
r
@xi1 · · · @xir
zti(x)|  C(T   ti)(✓  (r+1))/2 8x 2 Rd (4.4.40)
for all r  n and i1, . . . , ir 2 {1, . . . , d}. We remark that the di↵erentiability assumptions are quite
natural. We would like to mention (but will not use) the results of the recent paper [CD12], where
gradient bounds of the form (4.4.39) and (4.4.40) are determined in the case were   is Lipschitz
continuous (and even only measurable) and certain di↵erentiability conditions on the coe cients
b and   and the driver f . The coe cients b and   are time-inhomogeneous, but the uniformly
elliptic condition is relaxed in that paper. The authors also do not consider Ho¨lder continuous
terminal conditions.
Using these additional di↵erentiability assumptions, we calibrate the basis functions pl,i. Let
R¯ > 0 be a finite constant to be determined below. On x 2 [ R¯, R¯]d, we take p0,i(x) (resp. pl,i for l
greater than 1) to be local polynomials of degree n+1 (resp. n), localized onK0,i/(n+1)-hypercubes
(resp. Kl,i/n) - denoted by {H0,j : j = 1, . . . ,K0,1/(n+1)} - of length  y,i = (n+1)1/dR¯/(K0,i)1/d
(resp.  z,i = n1/dR¯/(Kl,i)1/d). We take pl,i ⌘ 0 outside [ R¯, R¯]d for all l. Using the Taylor
expansion of yti and the estimates (4.4.39) on each of the hyper cubes, it follows that
inf
↵2RK0,i
E[|yti(Xti)  ↵ · p0,i(Xti)|2]
 |yti |1P(|Xti |1   R¯) + ( y,i)2n|r(n+1)x yti |21
K0,iX
j=1
P(Xti 2 Hj)
 CP(|Xti |1   R¯) + C
( y,i)2(n+1)
(T   ti)n+1 ✓ 
Assuming Xti has exponential moments, it follows from Markov’s inequality that R¯ = C ln(N)
is su cient for P(|Xti |1   R¯)  CN 2✓conv . On the other hand,  y,i = N ✓conv/(n+1)(T  
ti)(n+1 ✓ )/2(n+1) is su cient for the other terms. K0,i =
⇣
CN✓conv
(T ti)(n+1 ✓ )/2
⌘ d
n+1
lnd(N). Likewise,
using estimates (4.4.40) to calibrate  z,i = N ✓conv/n(T   ti)(n+1 ✓ )/(2n), for all l 2 {1, . . . , q},
Kl,i =
⇣
CN✓conv
(T ti)(n+1 ✓ )/2
⌘ d
n
lnd(N) is required. It’s clear that Kl,i > K0,i.
Variance terms. We use Theorem 4.4.5 and Corollary 4.4.6 to calibrate Mi. Since C2z¯,i =
C(T   ti)1 (2✓c)^✓  , setting
Mi =
CKl,iN2✓conv
(T   ti)1 ✓c^ ✓ 2
=
CN (2+
d
n )✓conv
(T   ti)1+dn+1 ✓ 2n  (2✓c)^✓ 
lnd(N)
ensures that TZ,M2,i  CN 2✓conv . Since Kl,i > K0,i, this will dominate the requirement
Mi = CK0,iN
2✓conv
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to ensure that T 2,MY,i  CN 2✓conv : if (T   ti) > 1, then the terms (T   ti)(2✓c)^✓  1 are hidden in
the constant C.
Large deviation events. Set "···· = N 2✓conv . Using Lemma 4.4.6, we see that we require
Mi =
CN4✓conv
(T   ti)2(1 (2✓c)^✓ )
to ensure that PMi (A
Z,M
i )  CN 2✓conv . This will be dominated by the requirements from the vari-
ance terms if N✓convd/n(T   ti) d/2+(1 ✓ )/(2n) > N2✓conv(T   ti)✓c^
✓ 
2  1, i.e. when the dimension
is large. On the other hand, the requirements of P(B(Z,M)i ) dominate those of the variance terms,
because of the logarithmic terms. We take
Mi =
CN (2+
d
n )✓conv
(T   ti)1+dn+1 ✓ 2n  (2✓c)^✓ 
ln2+d(N)
Time-grids. In Chapter 1, we used the time grids {ti = T   T (1  iN )
1
✓⇡ } for ✓⇡ 2 (0, 1]. This
ensures that E(⇡)  CN 1, i.e. ✓conv = 0.5, assuming that ✓  and ✓c are su ciently large and ✓⇡
su ciently small; see Theorem 1.7.6. Generally speaking, we set ✓⇡ =  ✓  for some   > 0
Substituting this time-grid, and ✓conv = 0.5, into the value of Mi, we obtain
Mi =
CN1+
d
2n+
1
✓  
+d
n+1 ✓ 
2✓  n
  2✓c✓  ^
1
 
(N   i) 1✓  +d
n+1 ✓ 
2✓  n
  2✓c✓  ^
1
 
ln2+d(N). (4.4.41)
We denote  := 1✓   + d
n+1 ✓ 
2✓  n
  2✓c✓   ^ 1  for notational simplicity in the following computations.
Computational e↵ort. The cost of computing the regression coe cients for the local polynomials
costs C
PN 1
i=0 Mi flops [GVL96], whereas the cost sorting the simulations into the hypercubes isPN 1
i=0 ln(Kl,i)Mi flops. The cost of generating the simulations is N
2
PN 1
i=0 Mi, which is clearly
dominant in this situation. Therefore, the complexity of the algorithm is dominated by
CN
N 1X
i=0
Mi = CN
2+ d2n+ 
N 1X
i=0
(N   i)  ln2+d(N).
Since the summand is monotone increasing,
N 1X
i=0
(N   i)   1 +
Z N 1
0
(N   t)  dt 
8><>:
C if  > 1,
ln(N) if  = 1,
CN1  if  < 1.
Therefore, the complexity of this algorithm is dominated by
C = CN2+ d2n+1_ ln3+d(N). (4.4.42)
It is clear from the definition of  that the complexity will become larger as the Ho¨lder exponent
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gets smaller, therefore, the e ciency of the MWLS algorithm will deteriorate as the regularity of
the terminal condition deteriorates.
In order to make a fair comparison to other adapted LSMDP of Chapter 3, we assume that the
terminal condition is Lipschitz continuous; in this case, it is possible to take   = 1, and it follows
that    1 always. Note that  = d/2. Therefore, the overall complexity of the scheme is
C = CN2+d/(2n)+1_d/2 log2+d(N).
If we compare these results to the results of Proposition 3.5.2 of Chapter 3, the adapted LSMDP
algorithm attains an complexity
CaLSMDP = C(N3+
d
2+
d
2(n 1)1d 2 + CN
4+ d2(n 1)1d=1) log
d+2(N).
so the MWLS algorithm attains an improvement in the e ciency of order 1.
4.5 Appendix
4.5.1 Proof of Lemma 4.3.1
Consider the case ti = 0 and tk = 1. We set '(s) = (1 s)↵ 1s  1 and we use the integral
R 1
0 '(s)ds
(equivalent to the usual beta function with parameters (↵, )) to bound the sum. A simple but
useful property is that ' is either monotone or unimodal (has increasing first derivative): thus,
(1  tj)↵ 1t  1j  j  R⇡
Z tj
tj 1
'(s)ds+
Z tj+1
tj
'(s)ds.
Summing up over j and defining B↵,  = (1 + R⇡)
R 1
0 '(s)ds concludes the proof for the simple
case. For general ti and tk one can use the bounds on the simple case by rearranging the j-sum
which is equal to
(tk   ti)↵+  1
k 1X
j=i+1
(1  tj   ti
tk   ti )
↵ 1(
tj   ti
tk   ti )
  1  j
tk   ti  B↵, (tk   ti)
↵+  1.
⇤
4.5.2 Proof of Lemma 4.3.2
If ↵   12 , the result trivially holds with C(4.3.2a) = 1 and C(4.3.2b) = CuT
(↵ 1)
2 .
Now, assume ↵ < 12 : if (4.3.1) holds, of course we also have
uj  wj +
N 1X
l=j+1
wl l
(T   tl) 12  (tl   tj) 12 ↵
+ Cu
N 1X
l=j+1
ul l
(T   tl) 12  (tl   tj) 12 ↵
. (4.5.1)
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By substituting (4.5.1) into the last sum, and using Lemma 4.3.1 we observe
N 1X
l=j+1
ul l
(T   tl) 12  (tl   tj) 12 ↵

N 1X
l=j+1
wl l
(T   tl) 12  (tl   tj) 12 ↵
+
N 1X
l=j+1
PN 1
r=l+1
wr r
(T tr)
1
2
  (tr tl)
1
2
 ↵ l
(T   tl) 12  (tl   tj) 12 ↵
+ Cu
N 1X
l=j+1
PN 1
r=l+1
ur r
(T tr)
1
2
  (tr tl)
1
2
 ↵ l
(T   tl) 12  (tl   tj) 12 ↵

N 1X
l=j+1
wl l
(T   tl) 12  (tl   tj) 12 ↵
+B↵+ , 12+↵
N 1X
r=j+2
wr r
(T   tr) 12  (tr   tj) 12 2↵  
+ CuB↵+ , 12+↵
N 1X
r=j+2
ur r
(T   tr) 12  (tr   tj) 12 2↵  
.
Substituting into (4.5.1), we observe that we have an equation of similar form to (4.5.1), except
that, in the sum involving u, ↵ 7! 2↵ +   and Cu 7! CuB↵+ , 12+↵, and, in the sum involvung w,
w 7! (1 + Cu(1 + T↵+ B↵+ , 12+↵))w.
After  iterations of the previous step, we obtain ↵ 7! 2(↵+ )   := ↵. Hence, by iterating
the above steps -times for  such that ↵   12 , i.e.    log2
⇣
1
2+ 
↵+ 
⌘
, we obtain the bound
advertised in the Lemma statement. ⇤
4.5.3 Proof of Lemma 4.3.3
W.l.o.g we can assume for the proof that C(4.3.2a) = 1 in (4.3.2), up to replacing w by w/C(4.3.2a).
We first prove the case   = 1. We need some extra notation. For some ⇣¯ > 0 (specified later), let
⇣s = ⇣¯
Z s
0
dr
(T   r) 12   
2
1 + 2 
⇣¯T (1+2 )/2. (4.5.2)
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We write ⇣j = ⇣tj for brevity. Using (4.3.2) and switching the order of summation, we obtain
N 1X
j=i+1
uje⇣j j
(T   tj) 12  

N 1X
j=i+1
wje⇣j j
(T   tj) 12  
+
N 1X
j=i+1
PN 1
l=j+1
wl l
(T tl)
1
2
  (tl tj)
1
2
 ↵ e
⇣j j
(T   tj) 12  
+ C(4.3.2b)
N 1X
j=i+1
PN 1
l=j+1
ul l
(T tl)
1
2
   e
⇣j j
(T   tj) 12  
 e⇣T
N 1X
j=i+1
wj j
(T   tj) 12  
+ e⇣TB↵+ ,1
N 1X
l=i+2
wl l
(T   tl) 12  (tl   ti) ↵  
+ C(4.3.2b)
N 1X
l=i+2
ul l
(T   tl) 12  
l 1X
j=i+1
e⇣j j
(T   tj) 12  
 e⇣T (1 +B↵+ ,1T↵+ )
N 1X
l=i+1
wl l
(T   tl) 12  
+
1
2
N 1X
l=i+1
ule⇣l l
(T   tl) 12  
where we have taken ⇣¯ = 2C(4.3.2b) and used (since ⇣ is non-decreasing) so that because   < 12Pl 1
j=i+1
e⇣j j
(T tj)
1
2
   
R tl
ti
e⇣sds
(T s) 12  
 e⇣l
⇣¯
= e
⇣l
2C(4.3.2b) . By subtracting the term with factor
1
2 , we
obtain the result for   = 1. Moreover, plugging the result into (4.3.2) gives
uj  C(4.5.3)wj + C(4.5.3)
N 1X
l=j+1
wl l
(T   tl) 12  (tl   tj) 12 ↵
+ C(4.5.3)
N 1X
l=j+1
wl l
(T   tl) 12  
(4.5.3)
for a constant C(4.5.3)   0 depending only on C(4.3.2b), T , ↵, and  .
Now for the general case   > 0, observe that, for     0, we have
N 1X
j=i+1
PN 1
l=j+1
wl l
(T tl)
1
2
  (tl tj)
1
2
   j
(T   tj) 12  (tj   ti)1  
 B + , 
N 1X
l=i+2
wl l
(T   tl) 12  (tl   ti)1      
. (4.5.4)
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Thus, (4.5.3) becomes
N 1X
j=i+1
uj j
(T   tj) 12  (tj   ti)1  
 C(4.5.3)
N 1X
j=i+1
wj j
(T   tj) 12  (tj   ti)1  
+ C(4.5.3)B +↵, 
N 1X
l=i+2
wl l
(T   tl) 12  (tl   ti)1   ↵  
+ C(4.5.3)B + 12 , 
N 1X
l=i+2
wl l
(T   tl) 12  (tl   ti) 12    
c C(4.5.3)(1 +B +↵, T↵+  +B + 12 , T
1
2+ )
N 1X
j=i+1
wj j
(T   tj) 12  (tj   ti)1  
.
We are done. ⇤
Lemma 4.5.1 (Conditional Hoe↵ding inequality). Let G be a sub- -algebra of F , and suppose that
X1, . . . , Xn are R-valued random variables that are “G-conditionally independent” in the sense that,
for any subset Q ⇢ {1, . . . , n} and bounded measurable functions fj, j 2 Q, the equality
E[
Y
j2Q
fj(Xj)|G] =
Y
j2Q
E[fj(xj)|G]
holds. Additionally, let Xi 2 [ai, bi] a.s. for some  1 < ai  bi <1. Writing S = X1+. . .+Xn,
it follows that, for any t   0,
P(|S   E[S|G]|   t|G)  2 exp
⇣
  2t
2Pn
i=1 |bi   ai|2
⌘
The proof of Lemma 3.6.3 is analogous to [GKKW02, Lemma A.3]; one must only replace the
independence with conditional independence and the use of the inequality P (X > ✏)  e t✏E[etX ]
for all t > 0 with it’s conditional version.
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A Non-uniform time-grids
Lemma A.0.2. The time grid (tk = T   T (1  k/N)1/✓⇡ )0kN with ✓⇡ 2 (0, 1] satisfies
C⇡ := sup
k<N
 k
(T   tk)1 ✓L 
T ✓L
✓⇡
1
N1^
✓L
✓⇡
,
R⇡ := sup
0kN 2
 k
 k+1
 1
✓⇡
✓
1 _   1
2✓⇡
  1
✓⇡
 1
◆
,
where  k = tk+1   tk and ✓L 2 (0, 1].
Proof. Set 1/✓⇡ = µ   1 and g(x) = 1   (1   x)µ: we have tk = Tg(k/N). Note that g is
increasing and concave; thus we have
 k
(T   tk)1 ✓L 
µT
N (1  k/N)µ 1
T 1 ✓L(1  k/N)µ(1 ✓L) =
T ✓L
✓⇡N
(1  k/N)✓L/✓⇡ 1
and the bound on C⇡ follows by considering either ✓L   ✓⇡ or ✓L < ✓⇡.
Now, we study R⇡. Since g is concave, we have  k 1    k   · · ·    N 1 = TN µ and
 k 1  µTN (1 k/N)µ 1. This gives a first upper bound for the n0-last times k = N n0, . . . , N 1
(with n0   1):
 k 1
 k
  k 1
 N 1

µT
N (1  k/N)µ 1
TN µ
= µ(N   k)µ 1  µnµ 10 . (A.0.5)
We are now in a position to complete the upper bound on R⇡.
• µ 2 [1, 2]: we prove  k 1 k  µ. For k = N   1, the inequality is true owing to (A.0.5). Now
take k < N   1. Since g00 is non-increasing (µ 2 [1, 2]), we have  k   µTN (1   k/N)µ 1 +
T
2N2 g
00((k + 1)/N), and we easily deduce
 k 1
 k

µT
N (1  k/N)µ 1
µT
N (1  k/N)µ 1   T2N2µ(µ  1)(1  (k + 1)/N)µ 2
 1
1  (µ 1)2
 µ.
• µ   2: we prove  k 1 k  µ
 µ
2
 µ 1
. Set n0 = bµ2 c: n0  µ2 < n0 + 1. For k   N   n0,
the announced upper bound directly follows from (A.0.5). Now take k  N   n0   1 (which
implies N   k > µ2 ): g00 being non-decreasing for µ   2, we have
 k   µT
N
(1  k/N)µ 1 + T
2N2
g00(k/N) =
µT
N
(1  k/N)µ 1⇥1  (µ  1)
2
(N   k) 1⇤
>
µT
N
(1  k/N)µ 1 1
µ
   k 1 1
µ
.
⇤
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