Unraveling interactions among variables such as genetic, clinical, demographic and environmental factors is essential to understand the development of common and complex diseases. To increase the power to detect such variables interactions associated with clinical time-to-events outcomes, we borrowed established concepts from random survival forest (RSF) models. We introduce a novel RSF-based pairwise interaction estimator and derive a randomization method with bootstrap confidence intervals for inferring interaction significance. Using various linear and nonlinear time-to-events survival models in simulation studies, we first show the efficiency of our approach: true pairwise interaction-effects between variables are uncovered, while they may not be accompanied with their corresponding main-effects, and may not be detected by standard semi-parametric regression modeling and test statistics used in survival analysis. Moreover, using a RSF-based cross-validation scheme for generating prediction estimators, we show that informative predictors may be inferred. We applied our approach to an HIV cohort study recording key host gene polymorphisms and their association with HIV change of tropism or AIDS progression. Altogether, this shows how linear or nonlinear pairwise statistical interactions of variables may be efficiently detected with a predictive value in observational studies with timeto-event outcomes.
Introduction
Epistasis or gene-gene interaction, as well as gene-environment interactions, are presumed to account for a substantial fraction of missing heritability, and are essential to understand the genetic architecture of complex diseases or traits (Phillips, 2008; Cordell, 2009) . Capturing the spectrum of interactions in genome-wide interaction analyses has recently been a subject of active research in statistical methodology (for review see Cordell, 2009; Cantor, Lange & Sinsheimer, 2010; Zhang et al., 2011) . Modern statistical modeling techniques are required for discovering statistical interactions of multiple genetic variants in the context of potential complicating factors, such as multiple genetic markers, linkage disequilibrium (LD), and environmental influences. In addition, because of the smallness of (marginal) main-effects (Wang, Elston & Zhu, 2010) , predictive variables are often associated with only a small increased risk of disease, indicating that each has only a small individual predictive value. In statistical terms, we would hypothesize that sets of weakly predictive variables can be jointly predictive. Therefore, integrating all interaction-effects of genetic variants as well as environmental factors is deemed to be necessary for a proper assessment of the risk of disease (Cordell, 2009) .
Common diseases often involve a complex relationship between genotype and phenotype and have long been recognized as being potentially multifactorial. The role of epistasis in the formation and function of biological pathways and genetic networks is therefore essential (Phillips, 2008) and underscores the importance of correlation and dependence potentially existing between genetic factors that cannot be ignored for modeling purposes. In the past, however, the problem of modeling epistasis has been oversimplified or grossly overlooked. Even though investigators have realized the limitations of such approaches, prevailing analytical methods have primarily focused on univariate modeling ignoring non-additive and nonlinear effects. For instance, up until recently, GWAS or EWAS association studies have been using limited single-locus approaches, which detect single nucleotide polymorphisms (SNPs) or post-transcriptional modifications (PTM), such as methylations or phosphorylations, essentially based on their marginal associations with phenotypes. In this locus-by-locus paradigm, correlation structures and interactions between genetic variables, i.e. joint-effects, are totally ignored (Lunetta et al., 2004; Marchini, Donnelly & Cardon, 2005; Cordell, 2009) . In another example, simple LD between loci alone can induce correlation between many genetic variables, and assuming independence between them seems very unrealistic. Traditional analytical methods for association and linkage studies have been therefore clearly limited and underpowered for the task (Cordell, 2009) .
Methodological developments for detecting statistical interactions include recent work from R. Tibshirani's group: in one study, a Lasso approach was used with a hierarchy restriction in that an interaction may only be included in a pairwise interaction model if one or both variables are marginally important (Bien, Taylor & Tibshirani, 2013) ; in another one, a permutation-based method was used for testing marginal interactions by comparing correlations between classes in a binary response (Simon & Tibshirani, 2015) . Although these methods are relevant to the general problem of detecting or testing interactions, the two works are limited to continuous or binary outcomes, respectively. Another approach by the same group deals with the specific problem of estimating interaction-effect between a treatment and a large number of covariates in the context of randomized clinical trials (Tian et al., 2014) , which can have potential interesting applications in personalized medicine. There are also a few Bayesian studies for modeling nonlinear, non-additive or interaction covariate effects Chipman, George & McCulloch, 1998; Gustafson, 2000) . Finally, there is a recent and rich literature for detecting epistasis in GWAS association studies: (Li, Horstman & Chen, 2011; Ueki & Cordell, 2012; Yung et al., 2011; Zhang et al. 2008; 2010a; 2010b; . However, all these existing methods, except for the one by , are not designed for analyzing time-to-event outcomes, possibly with censoring.
In respect to the above current limitations to detect epistasis and model non-additive and nonlinear effects, state-of-the-art machine learning methods such as decision tree-based methods and their ensemble versions are well suited because of their broader notion of statistical interaction over traditional parametric or semiparametric modeling strategies (Lunetta et al., 2004; Cordell, 2009 ). The capability of ensemble approaches, such as random forest (RF) (Breiman, 2001) , and recent extensions to survival outcomes with random survival forest (RSF) (Ishwaran et al. 2008; 2014) to jointly integrate and prioritize genetic variants with covariates, considering both main and interaction-effects between them, was therefore especially appealing for our study. Breiman's original RF is one of the most popular ensemble learning methods, and has very broad applications in data mining, machine learning, and biostatistics (Breiman, 2001) . RSF, being derived from RF, naturally inherits many of its important properties. One of them is that, being fully non-parametric, it is model-assumption free, and, as an (ensemble) tree-based modeling approach, it is suited to adaptively discover non-monotonic, nonlinear, and non-additive or high-order interaction-effects (Ishwaran et al., 2008; Zhang et al., 2008; Li, Horstman & Chen, 2011) . Therefore, these approaches provide a natural alternative to build models that bypass the need to impose parametric constraints on the underlying distributions and a way to automatically deal with high-level interactions; both of which should ultimately result in more accurate predictions and more efficient epistasis detections.
In this study, we took advantage of the aforementioned properties and capabilities of ensemble tree models, such as RF and RSF, as done by others (Zhang et al., 2008; Li, Horstman & Chen, 2011) . Specifically, we used RSF to model right-censored time-to-event outcome data and introduce a novel approach that makes use of RF concepts of variable importance (Breiman, 2001) and minimal depth of maximal subtree (Ishwaran, 2007) for selecting and ranking pairwise interaction statistics. The minimal depth statistic is an order statistic related to trees, which was introduced by Ishwaran and shown to overcome several limitations hampered by variable importance [see Ishwaran et al. (2010) and Ishwaran (2007) for details]. In certain applications, it is of interest to evaluate RSF to other standard strategies for building a predictive or epistasis survival/risk model (see e.g. Mogensen, Ishwaran & Gerds, 2012) . In this study, we compared prediction and epistasis (pairwise variable interactions) detection performances of RSF models versus Cox regression modeling derived from stepwise variable selection and simple testing with standard statistics non-parametric.
In observational studies, we do not really know how frequent interactions of factors under study are, whether they are observed with or without their main-effects. The consensus has often been to ignore them. This work addresses a simple practical and yet common question in observational studies, where a relatively small number of variables and a time-to-event outcome are observed. Suppose a clinician observes a collection of, e.g. genetic markers with a survival endpoint in a sample of patients, possibly along with other clinical and/or demographic covariates; and suppose that patient outcomes are affected by how these variables interact with each other, then how could he test for specific non-additive and nonlinear effects in an efficient way, without having to design new experimental studies or carry out expensive clinical trials? Can standard Cox Proportional Hazards (Cox-PH) modeling (Cox, 1972) address this problem effectively using simple stepwise variable selection with traditional test statistics? This study lays out the concepts and the approach to achieve this goal and address this question in the context of right-censored time-to-event outcomes in low-dimensional settings. Specifically, we derive estimators from RSF models for their suitability to detect statistical effects in a broader sense than traditional parametric or semi-parametric models, and for being promising alternatives in low and high-dimensional settings (Ishwaran et al. 2008; .
In this study, we first show how our approach works in simulation studies, then illustrate its application in a genetic interactions study from the MACS HIV cohort dataset that motivated this work. In this application study, the focus was specifically on whether copy number variation (CNV) in β-defensin genes (DEFB4/103A locus encoding hBD-2/-3) had any predictive clinical value alone or by interaction with other important known genes (polymorphisms in chemokine receptors and ligands) as well as demographics factors in the outcomes of HIV change of tropism and AIDS progression.
More generally, for datasets with right-censored time-to-event outcomes, the emphasis is not only on the ability to discover the most biologically meaningful variables and/or their interactions for association-to-event purposes, but also on finding informative variables for prediction purposes at the individual patient level. In this respect, RSF models can also be used to answer biological questions from a prediction perspective. By averaging over trees, and randomizing while growing a tree, RSF approximates complex right-censored timeto-event functions while maintaining low prediction error just like RF. In our application study of the MACS HIV cohort dataset, the goal was also to address a similar prediction problem with an RSF approach, namely, to find which key gene variants and/or their interactions are predictive of time to HIV change of tropism and time to AIDS diagnosis at the individual patient level.
Although ⎛ ⎜ ⎝ ⎞ ⎟ ⎠ statistical interactions of order k are possible for p (independent) variables, this study focuses on the task of finding second order (k = 2) pairwise interaction models, with or without first-order terms (maineffects), and without quadratic terms, in the context of time-to-event outcomes, possibly with right censoring. The problem of variable selection by ensemble tree methods (RSF models) is not considered here, neither is the case when the number of variables and their first-order interactions exceeds the number of samples (n < p(p + 1)/2). These problems have been previously studied by Ishwaran et al., in the same context, where he showed the power of RSF models for variable selection in high-dimensional settings, including under the n ≪ p paradigm (Ishwaran, 2007; Ishwaran et al., 2010; Chen & Ishwaran, 2012) . So, the ideas we develop here can be extended to higher-dimension situations (pairwise interaction models with or without main-effects) by carrying out a RSF-based variable screening approach prior to ours.
Methods

Assumptions -notations -general survival framework
For all our survival analyses, we assume independent observations of a univariate right-censored risk/survival outcome, with non-competitive risks, and random (type-I or -II) non-informative censoring. We model the relationship between a right-censored survival outcome, denoted Y with a set of explanatory variables (covariates), denoted as the multivariate p-dimensional random vector X = (x 1 , …, x j , …,x p ) T . Under these assumptions and the general random censoring survival framework, we let the true survival time (or lifetime/failure time) be the random variable T; the true censoring time be the random variable C; the observed survival time be the random variable Y = min(T,C); and the observed event indicator variable be the random variable denoted by Δ = I(T ≤ C), where I(⋅) denotes the indicator function throughout the paper. Assume the training data consists of i.i.d. observations { , x } =1 , (i.e. a SRS) drawn from an unknown joint p.d.f. Pr(Y, X) with realizations y = (y 1 , …, y n )
T and for which each realization
vector with x = (x 1 , …, x n ) T , for i ∈ {1, …, n}. We denote the realization of true survival time by t = (t 1 , …, t n ) T ; the realizations of true censoring time by c = (c 1 , …, c n )
T ; so that the observed data consist of realizations {( , , x )} =1 where y i = min(t i , c i ) and δ i = I(t i ≤ c i ) for i ∈ {1, …, n}.
Let E denote the event of interest, whether it was observed or not, and T(E) be the time-to-event outcome that we model. Let S(t) = Pr(T(E) > t) be the probability that a subject from the population of interest will have a time-to-event T(E) exceeding t, i.e. will be free of the event until time t. The non-parametric Kaplan-Meier (Kaplan & Meier, 1958) estimator was used to estimate the "survival" probability function S(t) of time-to-event E, whether it was observed or not. The resulting "survival" probability was called event-free (EF) probability.
General regression model and goal
In the survival models under study (see also simulation design section for additional details), we consider the regression function η(X) that can take different forms depending on the type of relationship we want to simulate between the outcome Y of survival times and explanatory variables (covariates) X = (x 1 , …, x j , …,
T , whether they are continuous or discrete. Here, we limit η(⋅) to at most 2nd-order pairwise interactions of variables without quadratic terms (two-way interaction model), but allow it to be linear or not in its 2nd-order regression coefficients:
where f : ℝ ⟶ ℝ is a linear or nonlinear continuous function and where
T is the p(p + 1)/2-dimensional vector of regression coefficients. The interaction summation over j < k for j, k ∈ {1, …, p} is a consequence of our notational decision to deal with the fact that the non-additive part is symmetric in its arguments. Our goal is to estimate β and specifically to correctly estimate the non-additive part of β, that is, whether the values of nonzero parameters coefficients (and only them) are different from 0 or not. We will further refer to the additive part as the main-effects terms and the non-additive part as the interaction-effects terms.
Random survival forest
We used RSF (Ishwaran et al., 2008) to model the survival distribution of outcomes as a function of variables and derive the concepts of interest. In each instance, a forest of B = 1000 survival trees was grown using logrank splitting (LeBlanc & Crowley, 1993; Segal, 1988) . Each survival tree was constructed from an independent bootstrap sample of the original data. The B trees were aggregated (bagged) and from this an ensemble survival function was calculated by averaging the Kaplan-Meier tree survival function, which provided individual survival estimates at the patient level. An ensemble cumulative hazard function (CHF) was estimated by averaging the Nelson-Aalen tree CHF, which provided risk estimates at the patient level. Specifically, the CHF was estimated as a function of our explanatory variables x i by:
where H b (t|x i ) denotes the Nelson-Aalen cumulative hazard estimate for tree b ∈ {1, …, B} and sample i ∈ {1, …, n} in a given tree terminal node. The survival forest was used for assessing variable importance (see Supplemental Material) and for identifying and ranking variable interactions (see below for details). The rate of event E (mortality), traditionally measured by the cumulative event (death) rate, was here called "Eventuality" and measured as a vector of estimated risk for each individual obtained from the ensemble CHF, rescaled to the number of events (Ishwaran et al., 2008) . Its value is interpreted here in terms of the total number of events. For example, if individual i has an eventuality value of 100, then if all individuals had the same Xvalues as i, we would expect an average of 100 events.
Prediction estimates
We determined RSF global prediction performance (or so-called concordance error rate) as measured by 1−C, where C is Harrell's concordance index (Harrell, 1982) . The ensemble RSF cumulative out-of-bag (OOB) error rate is calculated using the OOB data for each tree, i.e. the original data left out from the bootstrap sample used to grow the tree (100(1/e)% ≅ 36.8% of the original sample) and averaged over all trees. Essentially, the out-ofbag error estimate is an out-of-bag error estimate of the aggregated model's error. The error rate is between 0 and 1, and measures how well the RSF ensemble correctly ranks random individuals in terms of their corresponding event-free probability (EF). A value of 0 is perfect, a value of 0.5 is no better than random guessing.
We also report the so-called RSF estimates of partial or marginal adjusted-effect of a given variable x j , for j ∈ {1, …, p}, defined here as the predicted event-free EF (survival) probability at a specific time (e.g. median or end follow-up times), after adjusting for all the other variables.
After random splitting of the data between a training and test set, estimates of cumulative OOB error rate, individualized eventuality (mortality) values, and individualized event-free EF (survival) probabilities were obtained from out-of-bag (OOB) estimates using bootstrap resampling (as described above), and by building the ensemble RSF on the training set and using the test set as follows. Traditional test set prediction estimators were first obtained by growing the forest on the training data and estimated on the test data. Additionally, so-called "overlaying" estimators were also calculated using the y-outcomes from the test data and overlaying it on the training forest. Specifically, the terminal nodes from the training forest were recalculated using the y-outcomes from the test set. This yields modified estimators in which the topology of the forest is based solely on the training data, but where the estimated values are based on the independent test data. Essentially, this method is a way to compare so-called "observed" values ("overlaying" estimators) versus predicted values (traditional estimators) for each test set-sample, i.e. how accurate predictions are on an individual level.
Cox proportional hazards modeling
To compare the performances of statistics derived from RSF modeling, we used standard semi-parametric survival modeling by Cox Proportional Hazards (Cox-PH) to produce maximum partial likelihood estimates of model parameters, as well as parametric Score (log-rank) or Wald statistics to test the significance of model regression parameters in the Cox-PH model derived from stepwise variable selection (Cox, 1972) . In the Cox-PH regression, we regress the Hazard Function (HF) h(t|x i ) onto our explanatory variables
for each sample i ∈ {1, …, n}. In addition to the above assumptions, we assumed proportional hazards for Cox-PH survival modeling. This assumption was checked with standard diagnostic plot (independence of time to scaled Schoenfeld residuals) (Grambsch & Therneau, 1994 ).
Univariate tree-based concepts of variable importance
An important advantage of RSF is that it provides rapidly computable measures of variable importance or predictiveness that can be used to rank variables. The initial measure of univariate variable importance reported is the univariate OOB error rate calculated by 1-C (Harrell, 1982) , when each variable was included singly in the RSF model.
Permutation importance (Breiman-Cutler importance) is the most frequently applied importance measure (Breiman, 2001 ). To calculate a variable's permutation importance, the given variable is randomly permuted in the OOB data for the tree, and the permuted OOB data are dropped down the tree. The OOB estimate of error rate is then calculated using Harrell's C concordance index (Harrell, 1982 ) and random splitting (child assignment) (Cutler & Zhao, 2001; Lin & Jeon, 2006) . The difference between this estimate and the OOB error without permutation, averaged over all trees, is the univariate variable importance statistic (VIMP) of variable x j , denoted VIMP(x j ). The larger the permutation importance of a variable x j is, the more predictive the variable x j is. Here, variable importance was computed similar to Breiman-Cutler importance (Breiman, 2001) , but rather than permutation we used a randomization scheme as described in Ishwaran (2007) and Ishwaran et al. (2008) . Because variable importance is based on the concordance index, the importance of a given variable indicates how much misclassification increases, or decreases, for a new test case if the variable was not available for that case (given that the forest was grown using that variable).
We also use the tree concept referred to as the minimal depth of a maximal subtree (Ishwaran, 2007) as another univariate RSF statistic of variable importance. The minimal depth of a maximal subtree statistic (MDMS) of variable x j , MDMS(x j ), further denoted by Φ(j), is the shortest distance (depth) from the root node to the parent node of the maximal subtree where the tree first splits on variable x j (0 is the smallest value possible). The smaller this depth is, the more predictive or informative x j is (Ishwaran et al., 2010) . Thus, VIMP(x j ) and MDMS(x j ) represent two univariate measures for ranking individual variables by importance or predictiveness.
Tree-based concepts of bivariate variables interaction
From Ishwaran's initial work on pairwise interaction statistic (Ishwaran, 2007) , a paired interaction statistic between variables x j and x k , denoted VIMP(x j , x k ), can be defined for j, k ∈ {1, …, p}, j < k, as follows:
is the paired joint variable importance between variables x j and x k , defined as the amount that prediction error increases (or decreases) when x j and x k are simultaneously perturbed. The term AIMP(x j , x k ) is the additive variable importance defined as the sum of each individual variable importance: AIMP(x j , x k ) = VIMP(x j )+VIMP(x k ). If the univariate variable importance for each variable is significantly large, a large VIMP(x j , x k ) indicates a possible pairwise interaction (see Ishwaran, 2007 , for more details).
However, we do not necessarily want to assume that the univariate variable importance for each variable is significantly large (i.e. both variables are marginally informative) or honor the hierarchy restriction in Bien et al.,'s sense (Bien, Taylor & Tibshirani, 2013 ) that an interaction may only be included in a pairwise interaction model if one or both variables are marginally important. So, we built upon the concepts of maximal subtree (Ishwaran, 2007) and minimal depth of a maximal subtree (Ishwaran et al., 2010) introduced by Ishwaran to define here an alternative bivariate interaction statistic between any two variables x j and x k , which we termed Interaction Minimal Depth Maximal Subtree (IMDMS) and denoted Ψ(j, k), for j, k ∈ {1, …, p}, j < k, as follows. Based on the original minimal depth concept, we first use the normalized minimal depth of a variable x j with respect to the maximal subtree for variable x k (normalized w.r.t. the size of x k 's maximal subtree), denoted by MDMS(x j , x k ), that is, the shortest distance that x j splits under x k , where the distance is normalized with respect to the height of the tree with the x k split denoting the root node (see Ishwaran et al., 2010, for details) . A small value indicates that x j is related to x k . Because MDMS(x j , x k ) is not symmetric in its arguments, we then use the reciprocal
A small IMDMS value identifies a possible pairwise interaction.
Assessing significance of univariate and bivariate RSF statistics
To determine whether a variable's importance measure is truly significant or not and identify only true pairwise variable interactions, it is essential to estimate statistical significance levels of our previously defined maximal subtree-based concepts of MDMS univariate and IMDMS bivariate RSF statistics, each built-from B bootstrapped trees. One must design an objective method for estimating these significance levels, because an arbitrary threshold of significance is not justified in any situation. Moreover, the estimating approach used must be properly calibrated because there is no reason to assume that a threshold of significance has to be the same overall, for all variables and outcomes. It should be estimated for each variable and each outcome from the data. To address these points, we first introduce a noise variable matched to each original variable. For each variable x j , j ∈ {1, …, p}, we introduce an additional variable x * , which is x j randomly permuted. So, with x j = (x 1,j , …, x n,j ) T ,
where {ω(x 1,j ), …, ω(x n,j )} is an ordered arrangement on tuple {x 1,j , …, x n,j }, and ω(⋅) is a bijection from {x 1,j , …, x n,j } to itself. 
Decision rules of significance of univariate and bivariate RSF statistics
We make use of two common decision rules for making inferences about individual variable importance and variables pairwise interaction. We use the One-Standard-Error rule that is commonly used for instance in crossvalidation (Hastie, Tibshirani & Friedman, 2009 ) as well as the more conservative rule based on confidence intervals and the hypothesis framework (Efron & Tibshirani, 1993) . However, to avoid any risk of under or overfitting, we also use either the conjunction or disjunction rule based on both canonical rules as described below.
For the MDMS forest-averaged univariate RSF statistic, the One-Standard-Error (1SE) rule is that any MDMS statistic that is smaller, up to one standard-error, than its noised-up statistic is indicative of a significant predictive variable x j , for j ∈ {1, …, p}. Similarly, for the IMDMS forest-averaged bivariate RSF statistic: any IMDMS statistic that is smaller, up to one standard-error, than its noised-up statistic is indicative of a significant interaction between variables x j and x k , for j, k ∈ {1, …, p}, j < k. Then, if we denote by J = {1, …, p} the index set of variables, with obvious notations, we can formally write the 1SE index set J Φ,1SE of significant important/predictive variables, and JJ Ψ,1SE of significant pairs of interacting variables as:
Alternatively, to infer significance of RSF statistics, with their matched noise statistics, we can also reject the null hypothesis of no variable importance or no interaction of pairs of variables at the 2θ significance level if the corresponding 100(1 − 2θ)% confidence interval (CI) of a RSF statistic mean does not overlap with its matched noise statistic (or, equivalently, if the 100(1 − 2θ)% CI of the difference of their means does not contain zero). A distance between the CIs of these RSF statistic means can be computed as the difference between the lower bound (LB(θ)) of the CI from the original statistic and the upper bound (UB(θ)) of the CI from the noise counterpart.
We further refer to the decision rule from eqs. 5, 6 as the One Standard-Error rule, denoted 1SE, and the decision rule from eqs. 7, 8 as the Confidence Interval rule at the significance level 2θ, denoted CI(θ). We also use the disjunction or conjunction rule of both canonical rules for making RSF-based inferences about significant important/predictive variables, and significant pairs of interacting variables.
Building confidence intervals of univariate and bivariate RSF statistics
In practice, to get mean estimates of univariate RSF statisticsΦ ( ) andΦ * ( ) for each individual variable as well as mean estimates of bivariate RSF statisticsΨ ( , ) andΨ * ( , ) for each variable pair, and an approximate 100(1 − 2θ)% CI of all of these, we build percentile confidence intervals based on percentiles of their bootstrap distributions (Efron & Tibshirani, 1993 ). Let's denote generically each of the above RSF statistic estimate bŷ(⋅) with its corresponding noise counterpart̂ * (⋅). To proceed, compute 100(1 − 2θ)% Bootstrap Confidence Intervals (BCI) as follows. Bag B = 1000 trees of the RSF by first generating B = 1000 bootstrap datasets of original variables {X 1 , …, X (b) , …, X (B) } and corresponding noised variables {X
, respectively, where
…, B} and where
) and x * ( )
its corresponding noise counterpart̂ * ( ) (⋅). To get BCI of these statistics, repeat the sampling procedure with replacement B′ = 1000 times to generate B′ bootstrap estimates of each statistic from each RSF within each bootstrap sample b′ ∈ {1, …, B}:
with their corresponding noise counterparts {̂ *
. Note that each resulting bootstrap estimate is obtained from the bth bootstrap sample within the b′th bootstrap sample since a nested bootstrap is carried out with B bootstrap datasets generated from each parent bootstrap sample X (b) and X *(b) . The resulting bootstrap distribution of each RSF statistic and its corresponding noise counterpart is used to derive the percentile interval. Let's denote bŷ( ) (⋅) and̂( 1− ) (⋅) the θth and (1 − θ)th quantiles of the bootstrap distribution of̂(⋅), respectively, and similarly bŷ * ( ) (⋅) and̂ * (1− ) (⋅) for̂ * (⋅). The 100(1 − 2θ)% percentile intervals of̂(⋅) and̂ * (⋅) are defined by the θth and (1 − )th quantiles of the cumulative distribution function of their respective bootstrap estimates. Since, by definition, the inverse of the cumulative distribution function of θ is the θth quantile of the bootstrap distribution, we can write the estimated percentile intervals as:
and similarly for their noise counterparts:
where LB and UB denote the lower bound and the upper bound of an interval, respectively. In practice, since we can only have a finite number B of replications, the θth empirical quantilê( ) (⋅) of̂(⋅) is taken to be the Bθth value in the ordered list of the B replications of̂(⋅). Likewise, the (1 − )th empirical quantilê( 1− ) (⋅) of (⋅) is taken to be the B(1− )th value in the ordered list of the B replications of̂(⋅) (Efron & Tibshirani, 1993) . Bootstrap estimates of̂(⋅)and̂ * (⋅) can then easily be derived by taking, for instance, the median values of the 100(1 − 2θ)% percentile confidence intervals at a certain significance level 2θ.
Design of simulated survival models
The p covariates x j = (x 1,j , …, x n,j )
T , for j ∈ {1, …, p}, were i.i.d. sampled either from the:
For simplification, all subsequent simulations and real data analyses were done without inter-variable correlation, with a = 1, b = 5, k = 5 and π = (1/5, …, 1/5) T . Realizations of true survival times t = (t 1 , …, t n ) T were generated either from:
• A linear latent variable model, where T is directly proportional to a linear regression function:
• An exponential survival model, where T is i.i.d. drawn from an exponential distribution with rate parameter λ (and mean 1/λ) T ∼ Exp(λ). Each individual rate λ i can be directly estimated, conditionally on covariates
T , from an exponential regression function:
where
In both cases, the regression function η(x i ) may include saturated models with 1st-order terms in variables, higher-order (2nd-order) pairwise interaction terms, and nonlinear transformations of terms, so that hazards or survival times will be proportional to covariates main and/or interaction-effects. To simulate a real situation problem where interactions are unknown, we model the survival with one of the simulation design above, but we fit the RSF with the 1st-order saturated regression model alone. The goal is to test whether our RSF bivariate variable interaction statistics are able (or not) to recover the true underlying pairwise interactions, and only them, from the survival outcome and 1st-order terms alone.
Under the non-informative censoring assumption, the censoring rate ρ was fixed within ρ ∈ {0.3, 0.5, 0.7} by randomly sampling from a uniformly distributed censoring time C ∼ U(0, n) for ν > 0, where censoring rates are determined by v, so that approximately 100ρ % of the simulated realizations of observed survival times y i = min(t i , c i ) are censored.
Additional statistical methods
For the Kaplan-Meier models, we used the log-rank test to assess statistical significance of difference between distributions. In addition to the above assumptions, we assume independence of the probability of progression to the different endpoints, so they need not to be seen as competing risks (see discussion . For ensemble prediction estimates purposes, the data was randomly split to generate unbalanced training ( tr ) / test ( te ) sets in the 4/5 ratio (n tr = 160, n te = 40) or 3/2 ratio (n tr = 30, n te = 20) for the simulated data or the MACS cohort study, respectively. To get an approximate 100(1 − )% CI of the medians of predicted XEF and ADF event-free probabilities, we used McGill et al.,'s approximation: The approximate 100(1 − )% CI of the median M extends tô± ( /1.08) ⋅̂/√ , wherêand̂are the median and interquartile range estimates, respectively, and n is the sample size (McGill, Tukey & Larsen, 1978) . In a boxplot, this is given by the extent of notches. Missing values in applied dataset [DEFB4/103A copy numbers (n = 5)] were determined by simple-imputation results from the Expectation-Maximization algorithm (Dempster, Laird & Rubin, 1977) , assuming missing data at random. Scatter smoothing was done by using Friedman's "super smoother" estimator (Friedman 1984) , where the span of the running lines smoother was chosen by leave-one-out cross-validation.
All statistical modeling, computations, and plotting were performed in the R language and environment for statistical computing (http://www.r-project.org/). The analytical R codes for the analyses and the generation of the results are available on GitHub at https://github.com/jedazard/IRSF. Codes contain randomization, interaction modeling and prediction subroutines to be used in addition to the following R packages (http://cran.rproject.org/): "survival" for Kaplan-Meier and Cox regression modeling, "randomForestSRC" for RSF modeling (Ishwaran & Kogalur 2007; , and "ggRandomForests" for Random Forrest exploration/visualization (Ehrlinger, 2014) . Default parameter specifications were used for all main functions.
Learning from two interacting variables
To learn how two categorical (two-level) variables interact with each other when an interaction-effect between them has previously been detected (e.g. by RSF-based estimators), we carried out additional Kaplan-Meier analyses as follows: when a difference between two levels is observed for variable #1 in a given level of variable #2, but not in any another levels of variable #2, this represents an interaction-effect between variables #1 and #2. By comparing the corresponding survival profiles, e.g. in Kaplan-Meier plots, this pattern generally allows one to learn the synergistic or antagonistic effects at play between levels of these two variables. We applied this type of analysis in addition to RSF analyses, which we referred to below as indirect interaction analyses.
Simulation studies 3.1 Simulation setup
In this section we analyzed the performances of our RSF-derived univariate and bivariate estimators to assess individual variables importance (1st-order main-effect) and detect pairwise interactions of variables (2nd-order interaction-effects). We also compared results with standard statistics used in Cox-PH regression modeling (CPH). In accordance with the scope of the work stated above, all simulations were carried out in lowdimensional settings (n = 200, p = 5).
To check the assumptions of our simulations, we used either the exponential survival model (EXP) or linear latent variable model (LLV), continuous or discrete variables, and various censoring rate ρ, allowed to vary within ρ ∈ {0.3, 0.5, 0.7}. In addition, we carried out these simulations in a series of regression models derived from the general one (eq. 1) to test for (i) the influence of specific main-effects as opposed to noise, corresponding to various negative and positive control situations of main-effects only, or (ii) the presence or absence of maineffects, corresponding to various negative and positive control situations of interaction-effects, as well as (iii) various transformations of the 2nd-order term, corresponding to various nonlinear models:
• Regression model #1 (null model): (X) = 0. Absence of all main-effect and interaction-effect terms: β j,k = 0 for j, k ∈ {1, …, p}, j < k and β j = 0 for j ∈ {1, …, p}.
• Regression model #2: (X) = ∑ =1 x . Absence of all interaction-effect terms but presence of all main-effect terms:
• Regression model #3: (X) = + . Absence of all interaction-effect terms but presence of two main-effect terms:
• Regression model #4: (X) = , x x for fixed j, k ∈ {1, …, p}, j < k. Presence of one interaction-effect term between variables x j and x k with no corresponding main-effects: β j,k ≠ 0 for fixed j, k ∈ {1, …, p}, j < k and β j = 0 for j ∈ {1, …, p} with f (u) = u.
• Regression model #5: (X) = + + , x x for fixed j, k ∈ {1, …, p}, j < k. Presence of one interaction-effect term between variables x j and x k with two corresponding main-effects:
• Regression model #5a:
• Regression model #5b: (X) = + + Log( , x x ), for fixed j, k ∈ {1, …, p}, j < k. Idem as model #5 with f (u) = log(u).
• Regression model #5c:
• Regression model #5d:
• Regression model #6: (X) = ∑ =1 x + , x x for fixed j, k ∈ {1, …, p}, j < k. Presence of one interactioneffect between variables x j and x k with all main-effects: β j,k ≠ 0 for fixed j, k ∈ {1, …, p}, j < k and β j ≠ 0 for j ∈ {1, …, p} with f (u) = u.
Reporting of results and inferences
In all carried out simulations studies, bootstrap estimates of our forest-averaged MDMS univariate variable importance statistic (Φ ( )) and IMDMS bivariate variable interaction statistic (Ψ ( , )), as well as corresponding forest-averaged noised-up statisticsΦ * ( ) andΨ * ( , ), were reported with means, standard errors (SE) and confidence intervals (CI) at the θ confidence level, calculated over B = 1000 bootstrap samples, each averaged over B = 1000 bagged trees. In all corresponding figures and tables, we report these RSF statistics, either for all 1st-order terms of individual main-effects of variables x j , for j ∈ {1, …, p}, or all combinations of 2nd-order terms of pairwise interaction-effects between variables x j and x k , for j, k ∈ {1, …, p}, j < k, i.e. for p(p − 1)/2 pairs. Also reported are the corresponding Cox-PH regression p-values for testing individual main-effects of variables x j , for j ∈ {1, …, p}, or pairwise interaction-effects between variables x j and x k , for j, k ∈ {1, …, p}, j < k.
The canonical 1SE (eq. 5 or 7) and CI(θ) (eq. 6 or 8) decision rules were reported in all tables. In addition, the disjunction or conjunction rules derived from both were used to report significance of individual important/predictive variables as well as of pairs of interacting variables, respectively (TRUE/FALSE calls in Tables and  Supplemental Tables) . Successful RSF inferences about individual variable importance and pairs of interacting variables are those for which only truly important/predictive variables x j are called significant, and truly interacting variables x j and x k are detected significant, respectively; that is, when either the MDMS disjunctive rule or IMDMS conjunctive rule are TRUE, respectively. 
RSF model building and global prediction performance
We first report RSF model building and global prediction performance for a pairwise interaction-effect regression model (#5), where a single arbitrarily-fixed 2nd-order term enter in the model, used here as positive controls of interaction-effects. The two arbitrarily-fixed variables used for simulating the pairwise interaction-effect entering into the regression model (#5) were e.g. {j = 1, k = 2}, that is, for testing a simulated interaction-effect x 1 x 2 between variables x 1 and x 2 . The RSF plots show that the cumulative OOB error rate stabilizes rapidly as a function of the number of trees at 8.46%, indicating that a forest of B = 1000 trees was sufficient ( Figure 1A) , and that the ensemble trees were well-grown for both outcomes with an average number of terminal nodes of 66.29. An exemplary tree-plot, taken at random out of the B = 1000 trees of the RSF forest, is also shown as an illustration. Although each tree of the forest represents one instance out of many, it illustrates the differences of possible ranking of variable importance as well as variables interactions. For example, the covariate x 1 appears the most important (root node), and the top pairwise interactions appear those between x 1 and x 2 , both of which were expected by simulation design ( Figure 1B ). , where a single arbitrarily fixed 2nd-order term enter in the model, simulated from two arbitrarily-fixed variables (e.g. here {j = 1, k = 2}, i.e. for x 1 x 2 -see Section 3). Note how the cumulative OOB error rate stabilizes rapidly as a function of the number of trees (at 8.46%), indicating that a forest of B = 1000 trees was sufficient with an average number of terminal nodes of 66.29. Yellow-colored nodes represent individual variables. The depth of the trees is indicated by numbers (0-15) inside of each node (0 being the root node). Each tree illustrates one possible ranking of variable importance (height vs. depth of the nodes) and variable interactions (edges between nodes in the same branch). In this example, note how top interactions involving a root node x 1 with a child node x 2 are detected by IMDMS bivariate RSF statistic (highlighted red edges). Also, note the proportion of true interactions x 1 x 2 involving a parent node x 1 with a child node x 2 out of all top detected ones (5/7) from root to depth #3 (highlighted red branches).
Analysis of interaction-effects by RSF bivariate estimators
In this first set of simulations, we show results of our IMDMS bivariate variable interaction statistics, either in a null regression model (#1), where no terms whatsoever enter into the regression model, used here as a first negative control of interaction-effects; or in a main-effects only regression model (#2), where only 1st-order terms enter in the model, used here as second negative control of interaction-effects; or finally in a pairwise interaction-effect regression model (#4, #5, #6), where a single arbitrarily-fixed 2nd-order term enter in the model, used here as positive controls of interaction-effects. In the latter case, the two arbitrarily-fixed variables used for simulating the pairwise interaction-effect entering into regression models (#4, #5, #6) were e.g. {j = 1, k = 2}, that is, for testing a simulated interaction-effect x 1 x 2 between variables x 1 and x 2 . We analyzed several situations, considering the type of regression model (#1, #3, #4, #5, #6), the type of survival model (EXP vs. LLV), and the type of covariates (continuous vs. discrete) at fixed censoring rate ρ = 0.5, that is, for 20 simulations. Table 1 and Table 2, Supplemental Tables S18-S23 ). For each model and each variable pair x j and x k , j, k ∈ {1, …, p}, j < k (i.e. 10 pairs, for p = 5), the IMDMS bivariate RSF statistic mean (Ψ ( , ) or IMDMS) is plotted against its noised-up counterpart (Ψ * ( , ) or Noise IMDMS*). RSF statistic means (diamonds) are numbered by order of decreasing significance. Blue or red color denotes pairs of variable with a significant or non-significant measure of IMDMS at the θ = 0.05 level, respectively. Pairs of variables with significant measures of interaction have confidence intervals on both axes (dotted boxes) farther above and left of the identity line (dashed line) without crossing it. Note the accuracy of inferences by IMDMS decision rule: IMDMS correctly does not detect any variables interaction-effects in the case of negative control regression model, and correctly detects the single true variables interaction-effect x 1 x 2 (and only it) in the case of positive control regression model (see also Table 1 and Table 2 ). Results shown are for the linear latent variable survival model (LLV), with continuous variables, and fixed censoring rate (ρ = 0.5), in null regression models #1, #2 (negative controls), where either no terms or no 2nd-order terms enter in the models, respectively (see Section 3). Other cases are shown in Supplemental Tables S18, S19, S20. IMDMS bivariate RSF statistics means (Ψ ( , )) are reported with standard errors (SE) and bootstrap confidence intervals (BCI) for all possible pairs of variable x j and x k , for j, k ∈ {1, …, p}, j < k (i.e. 10 pairs, for p = 5) by increasing order of IMDMS from top to bottom. The corresponding noised-up statistic (Ψ * ( , )) as well as IMDMS decision rule (1SE ∧ CI(θ)) at the θ level are shown in the adjacent columns. Also reported are the corresponding Cox-PH regression p-values testing 2nd-order pairwise interaction-effect terms at the θ level. NA value stands for situations when the fitting algorithm did not converge. In bold are the significant decision rules or p-values at the θ = 0.05 level. Note the accuracy of inferences by IMDMS decision rule as compared to Cox-PH regression inference: IMDMS correctly does not detect any variables interaction-effects in both cases of negative control regression models (see also Figure 2 ). Bold values stands for statistically significant or TRUE values. Results shown are for the linear latent variable survival model (LLV), with continuous variables, and fixed censoring rate (ρ = 0.5) in regression models #4, #5, #6 (positive controls), where a single arbitrarily-fixed 2nd-order term enter in the model, simulated from two arbitrarily-fixed variables (e.g. here {j = 1, k = 2}, i.e. for x 1 x 2 -see Section 3). Other cases are shown in Supplemental Tables S21, S22, S23 . IMDMS bivariate RSF statistics means (Ψ ( , )) are reported with standard errors (SE) and bootstrap confidence intervals (BCI) for all possible pairs of variable x j and x k , for j, k ∈ {1, …, p}, j < k (i.e. 10 pairs, for p = 5) by increasing order of IMDMS from top to bottom. The corresponding noised-up statistic (Ψ * ( , )) as well as IMDMS decision rule (1SE ∧ CI(θ)) at the θ level are shown in the adjacent columns. Also reported are the corresponding Cox-PH regression p-values testing 2nd-order pairwise interaction-effect terms at the θ level. NA value stands for situations when the fitting algorithm did not converge. In bold are the significant decision rules or p-values at the θ = 0.05 level. Note the accuracy of inferences by IMDMS decision rule as compared to Cox-PH regression inference: IMDMS correctly detects the true single variables interaction-effect x 1 x 2 (and only it) in all cases of positive control regression models (see also Figure 2) . Bold values stands for statistically significant or TRUE values.
From now on, since bivariate RSF inferences of interaction-effects are fairly robust to the presence or absence of any associated main-effects, we focused on a specific regression model with, for instance, one interactioneffect term between variables x j and x k accompanied by two corresponding main-effects (i.e. model #5).
In the second set of simulations, we tested the influence of discrete or continuous types of covariates random variables as well as the type of survival model used for modeling censored survival times. We analyzed several situations, using continuous or discrete covariates, for both types of survival models (EXP vs. LLV), at fixed censoring rate ρ = 0.5, in regression model #5, for 4 simulations. Using the IMDMS conjunction rule (at the θ = 0.05 confidence level), IMDMS bivariate RSF statistics inferences were found correct in all (4/4) simulations (Table 3 and Table 4 , Supplemental Tables S24-S25). Results shown are for the linear latent variable survival model (LLV), with continuous (Cont.) or discrete (Disc.) covariates, and fixed censoring rate (ρ = 0.5) in regression model #5 (positive control), where a single arbitrarily-fixed 2nd-order term enter in the model, simulated from two arbitrarily-fixed variables (e.g. here {j = 1, k = 2}, i.e. for x 1 x 2 -see Section 3). Other cases are shown in Supplemental  Table S24 . Estimated forest-averaged IMDMS bivariate RSF statistics means (Ψ ( , )) are reported with standard errors (SE) and bootstrap confidence intervals (BCI) for all possible pairs of variable x j and x k , for j, k ∈ {1, …, p}, j < k (i.e. 10 pairs, for p = 5) by increasing order of IMDMS from top to bottom. The corresponding noised-up statistic (Ψ * ( , )) as well as IMDMS decision rule (1SE ∧ CI(θ)) at the θ level are shown in the adjacent columns. Also reported are the corresponding Cox-PH regression p-values testing 2nd-order pairwise interaction-effect terms at the θ level. NA value stands for situations when the fitting algorithm did not converge. In bold are the significant decision rules or p-values at the θ = 0.05 level. Note the accuracy of inferences by IMDMS decision rule as compared to Cox-PH regression inference: IMDMS correctly detects the true single variables interaction-effect x 1 x 2 (and only it) for both tested types of covariates. Bold values stands for statistically significant or TRUE values. Results shown are for the linear latent variable (LLV) and exponential (EXP) survival models, with continuous variables, and fixed censoring rate (θ = 0.5) in regression model #5 (positive control), where a single arbitrarily-fixed 2nd-order term enter in the model, simulated from two arbitrarily-fixed variables (e.g. here {j = 1, k = 2}, i.e. for x 1 x 2 -see Section 3). Other cases are shown in Supplemental  Table S25 . IMDMS bivariate RSF statistics means (Ψ ( , )) are reported with standard errors (SE) and bootstrap confidence intervals (BCI) for all possible pairs of variable x j and x k , for j, k ∈ {1, …, p}, j < k (i.e. 10 pairs, for p = 5) by increasing order of IMDMS from top to bottom. The corresponding noised-up statistic (Ψ * ( , )) as well as IMDMS decision rule (1SE ∧ CI(θ)) at the θ level are shown in the adjacent columns. Also reported are the corresponding Cox-PH regression p-values testing 2nd-order pairwise interaction-effect terms at the θ level. NA value stands for situations when the fitting algorithm did not converge. In bold are the significant decision rules or p-values at the θ = 0.05 level. Note the accuracy of inferences by IMDMS decision rule as compared to Cox-PH regression inference: IMDMS correctly detects the true single variables interaction-effect x 1 x 2 (and only it) for both tested types of survival models. Bold values stands for statistically significant or TRUE values.
In a third set of simulation, we tested the influence of the censoring rate ρ that we allowed to vary within ρ ∈ {0.3, 0.5, 0.7}. We carried out similar analyses as above using both types of survival models (EXP vs. LLV), as well as both types of continuous or discrete covariates, in regression model #5, for 12 simulations. Using the IMDMS conjunction rule (at the θ = 0.05 confidence level), we show that IMDMS bivariate RSF statistics inferences were correct in nearly all (11/12) simulations (Table 5, Supplemental Tables S26-S28 ). Since bivariate RSF inferences of interaction-effects are robust to the effect of increasing censoring rate ρ, we validate the above results at fixed censoring rate ρ = 0.5. Results shown are for the linear latent variable survival model (LLV), with continuous variables, and variable censoring rate (ρ ∈ {0.3, 0.5, 0.7}) in regression model #5 (positive control), where a single arbitrarily-fixed 2nd-order term enter in the model, simulated from two arbitrarily-fixed variables (e.g. here {j = 1, k = 2}, i.e. for x 1 x 2 -see Section 3). Other cases are shown in Supplemental Tables S26, S27, S28 . IMDMS bivariate RSF statistics means (Ψ ( , )) are reported with standard errors (SE) and bootstrap confidence intervals (BCI) for all possible pairs of variable x j and x k , for j, k ∈ {1, …, p}, j < k (i.e. 10 pairs, for p = 5) by increasing order of IMDMS from top to bottom. The corresponding noised-up statistic (Ψ * ( , )) as well as IMDMS decision rule (1SE ∧ CI(θ)) at the θ level are shown in the adjacent columns. Also reported are the corresponding Cox-PH regression p-values testing 2nd-order pairwise interaction-effect terms at the θ level. NA value stands for situations when the fitting algorithm did not converge. In bold are the significant decision rules or p-values at the θ = 0.05 level. Note the accuracy of inferences by IMDMS decision rule as compared to Cox-PH regression inference: IMDMS correctly detects the true single variables interaction-effect x 1 x 2 (and only it) for all tested rates of censoring. Bold values stands for statistically significant or TRUE values.
In a fourth set of simulation, we tested the influence of nonlinear regression models with transformations of 2nd-order term by functions such as exponential, logarithm, power and trigonometric. We carried out similar analyses as above using both types of survival models (EXP vs. LLV), as well as both types of continuous or discrete covariates, in regression model #5, that is, for 16 simulations. Using the IMDMS conjunction rule (at the θ = 0.05 confidence level), we show that IMDMS bivariate RSF statistics inferences were correct in all (16/16) simulations (Table 6, Supplemental Tables S29-S31 ). Table 6 : Detection and ranking of pairwise interaction-effects by IMDMS bivariate RSF statistic vs standard Cox-PH regression in simulated data testing for influence of nonlinear transformation.
Reg. model type
Var. pair Results shown are for the linear latent variable survival model (LLV), with continuous variables, and fixed censoring rate (ρ = 0.5) in nonlinear regression models #5a, #5b, #5c, #5d (positive controls), where a single arbitrarily-fixed 2nd-order term enter in the model, simulated from two arbitrarily-fixed variables (e.g. here {j = 1, k = 2}, i.e. for x 1 x 2 -see Section 3). Other cases are shown in Supplemental  Tables S29, S30 , S31. IMDMS bivariate RSF statistics means (Ψ ( , )) are reported with standard errors (SE) and bootstrap confidence intervals (BCI) for all possible pairs of variable x j and x k , for j, k ∈ {1, …, p}, j < k (i.e. 10 pairs, for p = 5) by increasing order of IMDMS from top to bottom. The corresponding noised-up statistic (Ψ * ( , )) as well as IMDMS decision rule (1SE ∧ CI(θ)) at the θ level are shown in the adjacent columns. Also reported are the corresponding Cox-PH regression p-values testing 2nd-order pairwise interaction-effect terms at the θ level. NA value stands for situations when the fitting algorithm did not converge. In bold are the significant decision rules or p-values at the θ = 0.05 level. Note the accuracy of inferences by IMDMS decision rule as compared to Cox-PH regression inference: IMDMS correctly detects the true single variables interaction-effect x 1 x 2 (and only it) in all tested types of nonlinear regression models. Bold values stands for statistically significant or TRUE values.
Finally, in this last set of simulations, we tested the potential selection bias that could be induced by arbitrarily fixing two non-null variables {j, k} with their corresponding interaction-effect x j x k entering into regression model #5. We carried out similar analyses as above using both types of survival models (EXP vs. LLV), as well as both types of continuous or discrete covariates, at fixed censoring rate (ρ = 0.5). We tested for all 2nd-order pairwise interaction terms out of all combinations of variables pairs {j, k} in type-#5 regression model, that is, for 40 simulations. Here, successful RSF inferences are those for which only one variable pair is found significant and matches the tested 2nd-order term of true pairwise interaction-effect. Using the IMDMS conjunction rule (at the θ = 0.05 confidence level), except for two (2) situations where RSF inference failed, result show that the arbitrary choice of {j, k} does not matter. This is consistent with the fact that variables x j for j ∈ {1, …, p} were i.i.d., that is, without inter-variable correlation (Table 7, Supplemental Tables S32-S34 ). 
Summary of pairwise interaction-effects inferences and comparison to Cox-PH modeling
Overall, empirical evidences in simulation studies show that the IMDMS bivariate RSF statistic with its conjunction rule (at a given significance level θ) was successful in detecting nearly all true pairwise interaction-effects between variables with the exception of four (4) ones that were missed out of all eight-eight (88) possible cases (4.5%). This points to the power of the RSF approach to detect pairwise interaction-effects associated with a time-to-event outcome, regardless of the accompaniment of corresponding main-effects, the type of linear or nonlinear regression model used, the type of survival model used, the type of continuous or discrete covariates, and the rate of censoring (Table 3-Table 7 and Supplemental Tables S18-S34) .
Further, results show that the randomization method used, along with the generation of CI of IMDMS bivariate RSF statistics, and the use of a simple decision rule, were altogether essential parts of our RSF approach for making accurate inferences of pairwise interaction-effects between variables by since many spurious would have been falsely detected otherwise (by simply comparing one forest-averaged RSF statistic to its noised-up counterpart).
Finally, successful RSF inferences about pairwise interaction-effects also point to the superiority of our RSF approach to detect more subtle or complex pairwise interaction-effects as compared to standard Cox-PH regression inferences. In contrast to RSF modeling, empirical evidences in our simulation studies show that Cox-PH regression often failed to detect true pairwise interactions, especially in the case of nonlinear regression models/transformations of 2nd order term (Table 6, Supplemental Tables S29, S30, S31 ). In addition, Cox-PH regression inferences also appear generally less robust to noise since several spurious pairwise interaction-effects were also wrongly called significant at the same significance level θ = 0.05 (Table 3-Table 7 and Supplemental  Tables S18-S34 ).
Individualized predictions
In our simulated data analyses as well as in real data application (see next), we first calculated the accuracy of our ensemble prediction approach to make individualized predictions in terms of eventuality (mortality) values and event-free (survival) probabilities, using an independent test dataset of individuals (see Section 2). This was done for all situations of types of survival models, variables, and fixed censoring rate (ρ = 0.5), in regression model #5, as well as in real data analyses for both outcomes (see next section). For instance, RSF prediction error estimates for the LLV survival model, with continuous variables, and fixed censoring rate (ρ = 0.5) were found to be 30.8%, as well as 32.9% and 29.1% for time-to-X4-Emergence and time-to-AIDS-Diagnosis respectively.
Second, we show how our ensemble approach can be used to calculate and plot predicted individual eventuality (mortality) values and individual event-free (survival) probabilities for each of the test-set individuals as a function of follow-up time. In both simulated and real data analyses, each event time point and curve of the plots corresponds to a test-set individual's ensemble prediction estimate (i.e. values obtained by overlaying the test set outcomes on the training forest), evaluated at each observed time point (see Section 2). Again, this was done for all situations of types of survival models, variables, and fixed censoring rate (ρ = 0.5), in regression model #5, and we illustrate the approach in one case (Supplemental Figure S7) as well as in real data analyses for both outcomes (Supplemental Figure S12) .
Application to the MACS HIV cohort study
Background
For our objectives, we utilized samples from the previously published MACS cohort study, which provides longitudinal account of viral tropism in relation to the HIV full spectrum of rates of HIV-1 disease progression (Shepherd et al., 2008) . To our knowledge, this cohort provides a unique dataset with well characterized clinical information for analyzing associations between host genetic variation and viral tropism as well as disease progression. Here, we determined whether CNV in β-defensin and its interactions with certain polymorphisms in chemokine receptors and ligand genes are associated, either alone or jointly, with clinical events in HIVseropositive patients, such as time to HIV change of tropism or time to AIDS diagnosis. Additional descriptions of the dataset and materials used are provided in the Supplemental Material.
Variables and outcomes
The variables included in the MACS cohort study were five genetic variants (DEFB4/103A CNV [2] [3] [4] [5] 
T , where j ∈ {1, …, p}. Here, p denotes the number of variables. Hereafter, we denoted the p = 7 included variables as follows: x 1 = DEFB CNV, x 2 = CCR2 SNP, x 3 = CCR5 SNP, x 4 = CCR5 ORF, x 5 = CXCL12 SNP, x 6 = Group, x 7 = Race. Whenever we needed to fix a certain level of a variable, we used the expression "conditioning on". The time-to-event outcomes included in the MACS cohort study, generically denoted E, were the time-to-X4-Emergence (denoted XE) and the time-to-AIDSDiagnosis (denoted AD), whether each was observed or not during each patient's follow-up time (Supplemental Figure S8 ). The corresponding event-free (EF) ("survival") probability function S(t) of time-to-event E:=XE (X4-Emergence) or E:=AD (AIDS-Diagnosis),were called X4-Emergence-Free (E:=XEF) or AIDS-Diagnosis-Free (E:=ADF) probability.
RSF model building and global prediction performance
Here, we report RSF model building and global prediction performance for the X4-Emergence ( Figure 3A , B) and AIDS-Diagnosis ( Figure 3C, D) outcomes of the MACS cohort study. The RSF plots show that the cumulative OOB error rate stabilizes rapidly as a function of the number of trees, indicating that both forests of B = 1000 trees were sufficient, and that the ensemble trees were well-grown for both outcomes with an average number of terminal nodes of 14.2 and 14.5 for the X4-Emergence and AIDS-Diagnosis outcomes, respectively. However, the error rates convergence limits of 50.53% and 32.32% for the X4-Emergence ( Figure 3A ) and AIDS-Diagnosis ( Figure 3C ) outcomes, respectively, indicate that modeling of RSF-based pairwise interactions will be reliable for the later outcome only. Exemplary tree-plots are also shown for the X4-Emergence ( Figure 3B ) and AIDSDiagnosis ( Figure 3D ) outcomes, each taken at random out of the B = 1000 trees of the RSF forest. Although both trees of the forests represent one instance out of many, they illustrate the differences of possible ranking of variable importance as well as variables interactions for each outcome. For example, in both outcomes, the covariate Group appears the most important (root nodes), and the top interactions appear to be those between Group with genetic variants CXCL12 801, DEFB4/103A CNV and CCR2 190 SNP (Figure 3B, D) . Visualization of an exemplary tree (e.g. #38, C; e.g. #11, D) out of the B = 1000 trees of the RSF forests for the time-to-X4-Emergence (C) and time-to-AIDS-Diagnosis (D) outcomes, respectively. Note how cumulative OOB error rates stabilize rapidly as a function of the number of trees (at 50.53% and 32.32%), indicating that a forest of B = 1000 trees was sufficient for both outcomes with an average number of terminal nodes of 14.2 and 14.5 for the X4-Emergence and AIDSDiagnosis outcomes, respectively. Yellow-colored nodes represent individual variables. The depth of the trees is indicated by numbers (0-6) inside of each node (0 being the root node). Each tree illustrates one possible ranking of variable importance (height vs. depth of the nodes) and variable interactions (edges between nodes in the same branch). In this example, note how top interactions involving root node Group with a child node of another genetic variant are detected by IMDMS bivariate RSF statistic (highlighted red edges).
Reporting of results and inferences
Estimates of our IMDMS bivariate variable interaction statistics were calculated as described in Methods for all combinations of 2nd-order term (pairwise) interactions between variables x j and x k , for j, k ∈ {1, …, p}, j < k (and noised-up counterparts), i.e. for 21 pairs, with p = 7. Also reported are the corresponding Cox-PH regression p-values testing the 2nd-order pairwise interaction-effect terms between all possible pairs of variables x j and x k (Table 8 and Table 9 ). ( , ) ) are reported with standard errors (SE) and bootstrap confidence intervals (BCI) for all possible pairs of variable x j and x k , for j, k ∈ {1, …, p}, j < k (i.e. 21 pairs, for p = 7) by increasing order from top to bottom. The corresponding noised-up statistic (Ψ * ( , )) as well as IMDMS decision rule (1SE ∧ CI(θ)) at the θ level are shown in the adjacent columns. Also reported are the corresponding Cox-PH regression p-values testing 2nd-order pairwise interaction-effect terms at the θ level. NA value stands for situations when the fitting algorithm did not converge. In bold are the significant decision rules or p-values at the θ = 0.10 level. Note the differences of inferences between RSF and Cox-PH regression modeling (see also Figure 4) . Bold values stands for statistically significant or TRUE values. IMDMS bivariate RSF statistics means (Ψ ( , )) are reported with standard errors (SE) and bootstrap confidence intervals (BCI) for all possible pairs of variable x j and x k , for j, k ∈ {1, …, p}, j < k (i.e. 21 pairs, for p = 7) by increasing order from top to bottom. The corresponding noised-up statistic (Ψ * ( , )) as well as IMDMS decision rule (1SE ∧ CI(θ)) at the θ level are shown in the adjacent columns. Also reported are the corresponding Cox-PH regression p-values testing 2nd-order pairwise interaction-effect terms at the θ level. NA value stands for situations when the fitting algorithm did not converge. In bold are the significant decision rules or p-values at the θ = 0.10 level. Note the differences of inferences between RSF and Cox-PH regression modeling (see also Figure 4 For each outcome and each variable pair x j and x k , for j, k ∈ {1, …, p}, j < k, the IMDMS bivariate RSF statistic mean (Ψ ( , ) or IMDMS) is plotted against its noised-up counterpart (Ψ * ( , ) or Noise IMDMS*). RSF statistic means (diamonds) are numbered by order of decreasing significance. Blue or red color denotes a significant or non-significant measure of IMDMS at the θ = 0.10 level, respectively. Pairs of variables with significant measures of interaction have confidence intervals on both axes (dotted boxes) farther above and left of the identity line (dashed line) without crossing it (see also Table 8, Table 9 ).
As in above simulation studies, the canonical 1SE (eqs. 5 or 7) and CI(θ) (eqs. 6 or 8) decision rules were reported in all Tables. In addition, the disjunction or conjunction rules derived from both were used to report significance of individual important/predictive variables as well as of pairs of interacting variables, respectively (TRUE/FALSE calls in Tables and Supplemental Tables) 
Analysis of interaction-effects by RSF bivariate estimators
Bivariate RSF statistic IMDMS revealed no significant interaction-effects between all variables for the timeto-X4-Emergence outcome (Table 8, Figure 4A ), and three significant interaction-effects between Group and variables DEFB4/103A CNV, CCR2 190 SNP, CXCL12 801 SNP (by order of significance) for the time-to-AIDSDiagnosis outcome (Table 9, Figure 4B ). Of note, significant RSF interaction-effects are not always accompanied by corresponding significant RSF main-effects (Table 8 and Table 9 , Figure 4 , Supplemental Figures S9, S10) . This underscores the limitations of focusing on only univariate measures of variable importance, and of fitting interactions to variables with significant main-effects only. Even though more interaction-effects are detected using the more liberal 1SE rule for both outcomes, results from this rule are to be taken with caution due to the fact that they are not confirmed by the CI(θ) rule and because empirical evinces in our simulations studies showed that the more conservative CI(θ) rule is in general more accurate. In fact, the additional interactioneffect between Group and Race in time-to-AIDS-Diagnosis (but not in time-to-X4-Emergence) is to be carefully interpreted due to uneven racial/ethnic distributions in covariate Race, which reflects the fact that the MACS cohort is predominantly White.
Conclusion
In this study, we developed a novel RSF modeling approach and use simple decision rules to determine statistical significance of univariate and bivariate RSF-based estimators of main and interaction-effects. Several reasons explain why RSF models are especially suited to handle interactions arising from gene networks and biological pathways. As an ensemble tree-based model, RSF is naturally able to identify non-monotonic, nonlinear, and high-order interactions (Breiman, 2001; Cordell, 2009 ). RSF models are also known to inherit the grouping property of trees (Ishwaran et al., 2010) , a property similar to the Elastic Net (Zou & Hastie, 2005) that makes it possible to analyze data, which may be highly correlated with high interactivity. This grouping property is highly desirable because a group of correlated genes often reflects an underlying biological pathway or process. Another advantage of RSF over other survival model is that it is highly data-adaptive and fully nonparametric (Ishwaran et al., 2008) . Thus, RSF is model-assumption free and, unlike traditional Cox regression, does not assume proportional hazards or other assumptions about the data. At the same time, there is always the concern of misspecification in parametric models, i.e. whether associations between variables and hazards have been modeled appropriately, and whether or not nonlinear effects or high-order interactions for variables should be included. This task is even further complicated by the masking problem in that a true interactioneffect between variables can be masked by one or several main-effect(s), whether they involve the interacting variables or not. Altogether, these properties of RSF were especially appealing for our study and resulted in successful identification of gene-covariate interactions.
Using our IMDMS bivariate RSF statistic for pairwise interaction-effects and a simple decision rule derived from the RSF model, we were able to efficiently detect significant statistical pairwise interactions in association with a time-to-event outcome of interest. Importantly, these interactions are not always accompanied by their corresponding main-effects and may be difficult to detect when using standard statistical methods by which we examine the effects of factors one or two at a time, due to a lack of sensitivity or specificity, violation of modeling assumptions, and misspecifications.
Although RSF inferences about individual variable importance/predictiveness as well as variable pairwise interactions can be made in each context using either canonical decision rule (1SE or CI(θ)), empirical evidences show differences between the two. We found the CI(θ) decision rule to be more conservative when making inferences by MDMS univariate RSF statistic, and the 1SE decision rule to be more liberal when making inferences by IMDMS bivariate RSF statistic. Evidences also showed that the disjunction decision rule (1 ∨ ( )) and conjunction decision rule (1 ∧ ( )) derived from both canonical rules were appropriate for making RSFbased inferences about significant important/predictive variables (MDMS decision rule), and significant pairs of interacting variables (IMDMS decision rule), respectively. Therefore, in practice, we recommend using these decision rules in these contexts.
Further, using a novel cross-validation scheme for generating modified prediction estimators from a RSF model, we show how our model may be of predictive clinical value, we show how RSF and the developments that we made from these models can be successfully exploited not only to uncover potential complex genes and covariates interactions and detect epistasis phenomena in association to the outcome of interest, but also useful to make predictions at an individual level on new patients (Supplemental Figures S7, S12 ).
In our application study, our results further our understanding of how genetic predisposition influences AIDS progression with possible underlying biological mechanisms. Specifically, we postulate a disease model whereby higher DEFB4/103A copy number is an additional genetic factor among others that is not associated with time-to-X4-Emergence, but with a delayed onset of AIDS-Diagnosis. (Supplemental Figure S13) . Finally, based on our ensemble prediction approach at an individual level, we envision useful clinical applications for AIDS patients. Once new incoming HIV-seropositive patients are genotyped for these genetic variants, it is possible to accurately predict patient's time-to-X4-Emergence and time-to-AIDS-Diagnosis, and offer prognosis on how they may fare under various precise treatment strategies in the HAART era. Eventually, this approach could be translated and potentially validated in a clinical setting for HIV/AIDS studies or other complex diseases.
