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Introduction
The ingredients are remarkably simple: two interacting magnets, a scanner to move one
of them and a computer to map the spatially resolved attractive or repulsive interaction.
These basic components of a Magnetic Force Microscope (MFM) open up the possibility
for studying the physics of magnetic materials on a nanometer scale.
The continuously growing demand for higher storage densities in magnetic recording tech-
nology increased the interest in magnetic properties of nanoobjects. The exploration of
fundamental phenomena of these objects enabled the rapid development in the compu-
ter industry in the last decade. Consequently, the investigation in reduced dimensions
requires magnetic imaging methods with very high resolution. Advanced techniques like
the Differential and Holographic Transmission Electron Microscopy or the Polarized Scan-
ning Electron Microscopy can achieve resolutions down to less than 10 nm. However,
the complexity of the equipment and the time consuming sample preparation are major
disadvantages of these methods [Por98].
In MFM several advantages for a standard usage add up. These are the simple instru-
mentation under ambient conditions, one of the highest resolution achievable in magnetic
imaging, applicability to a variety of materials, low requirements concerning sample pre-
paration, the possibility to study magnetic field and temperature dependent effects and
finally its depth sensitivity with the prospect of three-dimensional imaging.
MFM belongs to the family of scanning probe
Figure 0.1: Scanning a magnetic probe
over a domain pattern results in a position
dependent repulsive or attractive force ac-
ting on the tip.
techniques. The starting point for the develop-
ment of various kinds of such techniques was set
by Binning and Rohrer (Nobel prize for physics
in 1986) in 1982 with the invention of the scan-
ning tunneling microscope [Bin82]. These me-
thods have in common, that they scan the surface
of a sample with a probe and detect the interac-
tion between them. Depending on the origin of
interaction various kinds of chemical and physical
properties with a resolution from 100 µm down
to 10 pm can be acquired [Mey04].
6
The main idea of a MFM experiment is the imaging of a magnetic domain pattern by
detecting the magnetostatic interaction between a magnetic tip and the magnetic sample
(Figure 0.1). While the pure visualization of domains is relatively simple and straight-
forward, the quantitative deduction of the sample’s magnetization configuration requires
numerous additional considerations. The measured contrast in MFM is always influenced
by the properties of the magnetic tip. Thus, the aim of quantitative MFM is to eliminate
the tip effect from the acquired image and to reveal the underlying magnetic structure and
magnetization strength of the sample.
There are several ways to obtain quantitative information from MFM images. In principle,
the approaches can be divided into two groups. One is using simple parameterized models
to describe the tip effect and the other one is based on a parameter free, global description
of the real tip. The latter one has been introduced in the framework of a Fourier transform
approach by the group of Hug et al. [Hug98, vS00]. However, the method is still not a
standard practice since the numerical implementation remains challenging.
In this work both, a model based approach and a Fourier transform approach for quan-
titative magnetic imaging will be applied to reconstruct the underlying magnetization
structure in different materials. First, an introduction to both methods will be given in
Chapter 3. Based on the theory elaborated by Hug et al. a tip calibration procedure and a
numerical deconvolution algorithm have been developed in the present work. This enables
the characterization of different kind of MFM tips and conclusions on the resolution limit
in MFM experiments.
Recently, iron filled carbon nanotubes (Fe-CNT) have been introduced as suitable probes
for MFM imaging [Win06]. In Chapter 4 it will be shown that these probes, in contrast to
commercially available standard MFM tips, can be well approximated by a magnetic mono-
pole. This enables easy and straightforward quantitative imaging and further application
to multi-component magnetic stray field detection.
Chapter 5 focuses on the identification of magnetic object sizes as an important applica-
tion of the developed deconvolution approach. Two very different physical problems are
addressed in this chapter: the diameter evolution of bubble domains in a Co/Pd multi-
layer and the characterization of an iron pnictide superconductor by means of the magnetic
penetration depth.
The last chapter is devoted to a comprehensive characterization of CoFe nanowire arrays
on a local and global scale. Such nanowire arrays are very suitable systems to study
magnetostatic interactions in a nanoparticle system. A theoretical derivation of the present
interaction fields is given and the results are compared to currently used models.
7
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The experimental investigation of the local magnetization structure with the developed
deconvolution method aims to a three-dimensional reconstruction of the magnetization
structure at the ends of the individual nanowires embedded in the array. A statistical
analysis of MFM measurements in an external field gives insight into the switching behavior
of individual nanowires.
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1 Contrast formation in Magnetic Force
Microscopy
Magnetic Force Microscopy probes the interaction between a magnetic tip and a magnetic
sample by detecting the deflection of the cantilever to which the tip is attached. To
understand the contrast formation in MFM in detail, it is necessary to have a closer look on
the present interaction forces and mutual interaction mechanisms between tip and sample
during the imaging process. Beside the magnetic interactions a variety of other forces are
present, when bringing two solids, like the probe and the sample, in close proximity. The
characteristics of these interactions will be introduced in the first section of this chapter.
The magnetostatic description of the tip-sample system is fundamental for the understan-
ding of contrast formation in MFM. Stray field calculation of magnetic volumes as well as
the concept of magnetic charges will be the topics of the second section of this chapter.
As an important tool for the handling of stray fields, magnetic charges and interaction
integrals, the Fourier transformation of these quantities will be described. The formula-
tion of several magnetostatic laws simplifies enormously in the frequency space and will
therefore appear in several parts of this thesis.
1.1 Type of interactions
1.1.1 Relevant interaction forces
Interactions relevant for an MFM experiment are those, which manifest themselves in a
deflection of the cantilever to which the magnetic tip is attached. The origin of the force
acting on the cantilever is strongly depending on the distance between probe and sample.
A simple model to describe the interaction between two neutral atoms as a function of
distance is the Lennard-Jones-potential
VLJ = 4
[ σ
r12
− σ
r6
]
(1.1)
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where  is the depth of the potential well and σ is the distance, where the interaction
becomes zero. Even though this potential is limited to the case of pairwise interaction of
atoms, it helps to understand the origin of the dominating forces in different operation
modes in scanning force microscopy (details on this are given in Chapter 2). The characte-
ristic form of the Lennard-Jones-potential is given in the diagram in Figure 1.1 (a) (green
curve).
The r−12 term describes the repulsive short-range interaction, when the probe atoms start
to penetrate the sample surface. The repulsion has two origins. One is the Coulomb
repulsion, due to the incomplete screening of nuclear charges caused by overlapping electron
clouds. The second is the Pauli repulsion originating from the exclusion principle, according
to which the electrons can only overlap when the energy of one electron is increased [Gru¨92].
This type of interaction is applied for topographic imaging of surfaces in the so-called
contact mode in atomic force microscopy (AFM).
The r−6 term dominates at large separations, typically of the order of several nanometers
and leads to a decreasing negative potential and with this to an attractive interaction. The
origin of this term is the van der Waals force, which is ever present in any environmental
situation [Har90,Har91]. In the distance range, where the attractive force is dominant and
large enough, the topography can be measured by non-contact AFM.
Short- and long-range interactions are always present, when bringing solids in sufficiently
close proximity. Depending on the material involved in the experiment, other interaction
potentials can superimpose the Lennard-Jones-potential. The electrostatic potential occurs
between electric charges on the probe and the sample. Since in an MFM experiment
these are unwanted effects, the electrostatic interaction is compensated by applying a bias
voltage to the tip. In the case of a sample composed of different materials with one material
Figure 1.1: (a) Lennard-Jones potential (green) and its inverted second derivative giving dFzdz
(black) (b) Force gradients calculated for pure magnetic interaction in the repulsive (red) and
attractive (blue) case. (c) Experimentally measured dFzdz -distance-curves at the same location,
while approaching (red, forward) and withdrawing (blue, backward) from the surface.
being an insulator, a single bias voltage can not compensate the interaction on the whole
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measurement region. In this case it is necessary to cover the sample with a conductive
layer to enable charge equalization.
The interaction of interest for MFM is the long-range magnetic interaction. It is created
by forces acting on the magnetic dipoles contained in the ferromagnetic material of the
tip and the magnetic field produced by the magnetic sample. These interactions become
dominant at larger distances, when short range interactions, such as the van der Waals
interaction, fade out. In an MFM experiment usually force gradients dFz
dz
are detected (the
reason for this is explained in Subsection 2.1.2). Therefore the second derivative of the
potential has to be considered (black curve in Figure 1.1 (a)). Magnetic interactions can be
of attractive or repulsive type resulting in a positiv or negative dFz
dz
, respectively. Typical
force gradients caused by pure magnetic interaction as a function of distance between tip
and sample are shown in Figure 1.1 (b).
In the experimental situation magnetic and Lennard-Jones-type interactions are superim-
posed. In Figure 1.1 (c) measured dFz
dz
-distance curves are shown, where the magnetic tip
is first approached (red curve) and then retracted (blue curve) from the sample surface.
In this case, the interaction changes abruptly from repulsive to attractive during the ap-
proach, which means presumably the tip magnetization has switched into the opposite
direction. The backward (blue) curve thus reveals a continuous attractive interaction.
1.1.2 Magnetic interaction mechanisms
The interaction of two magnetic volumes in close proximity can have different characteris-
tics. Three categories can be separated [Hub98,Mey04]:
 Negligible interactions: charge contrast. There is no influence of the tip on the
sample magnetization and vice versa. In this case the distribution of the stray field
of the sample does not change depending on tip-sample distance.
 Reversible modification: susceptibility contrast. The probe and the sample
magnetization can not be considered as rigid and therefore the tip magnetization can
be influenced by the sample stray field and vice versa.
 Strong interactions: hysteresis effects. This type of interaction occurs if the
stray field of the sample is so strong that it leads to irreversible modifications of the
tip magnetization and vice versa.
Examples for charge contrast and hysteresis effects are given in Figure 1.2. The sample is
a hard magnetic SmCo bulk material with a large domain size in the micrometer range.
Applying a probe with a highly coercive coating with µ0Hc in the range of 500 mT (Asylum
11
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Figure 1.2: MFM images of a SmCo polycrystal of a grain with the anisotropy axis aligned
perpendicular to the image plane measured with (a) a highly coercive tip and (b) a standard
MFM tip with low coercivity.
Research, trade name: ASYMFMHC) enables the imaging with negligible interactions
(see Figure 1.2 (a)). With tip and sample both being magnetized along the z-direction
(perpendicular to the measurement plane) the image shows the typical domain contrast,
where the up and down domains appear as plane bright and dark areas and are separated
by a sharp transition. Figure 1.2 (b) illustrates the case of reversible modification within
the tip acquired with a standard MFM tip with µ0Hc in the order of 30 mT (Nanosensors,
trade name: MFMR). The resulting image shows almost no contrast difference between
oppositely magnetized domains, while domain transitions appear pronounced. Due to the
strong sample stray fields and low tip coercivity the tip always switches its magnetization
in field direction and thus an attractive interaction is detected on top of both domain
types. The only contrast is observed at domain transitions.
While the susceptibility contrast still allows a stable and reproducible imaging, the hystere-
sis contrast depends on the tip position history and leads, in general, to hardly analyzable
images [Hub98]. Also the description of the reversible modifications is very challenging
and largely unexplored [Hub98, vS00, Gar01]. Thus, in order to perform straightforward
quantitative image analysis it is useful to avoid perturbations of any kind. A method which
allows to judge the strength of tip-sample perturbations is presented in Section 3.6.
1.2 Basic magnetostatics of the tip-sample system
1.2.1 General magnetostatic expressions
A hard ferromagnetic volume possesses a fixed magnetization M(r). Starting from Max-
well’s equations the stray field created by such a volume can be derived. The basic equa-
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tions of magnetostatics in the absence of currents are [Jac75]:
∇ ·B = ∇ · µ0(H + M) = 0 (1.2)
and
∇×H = 0 (1.3)
where B is the magnetic induction, µ0 the vacuum permeability and H the magnetic stray
field. From equation (1.3) it follows that H has a scalar potential φ such that
H = −∇Φ. (1.4)
Together with equation (1.2) this leads to the Poisson equation
∇2Φ = −∇ ·M, (1.5)
which has the following solution for Φ in real space [Jac75]
Φ(r) = − 1
4pi
˚ ∇′ ·M(r′)
|r− r′| d
3r′. (1.6)
A real ferromagnetic material is bounded by a surface. Assuming a jump of M(r) to zero
at the surface, the previous equation has to be extended such that [Jac75]:
Φ(r) = − 1
4pi
˚ ∇′ ·M(r′)
|r− r′| d
3r′ +
1
4pi
¨
n′ ·M(r′)
|r− r′| d
2r′ (1.7)
where n is the outward directed surface normal of the sample. The integration in the
first part is performed over the volume and in the second part over the surface of the
ferromagnet. This equation constitutes a general description of the magnetic potential of
arbitrary ferromagnetic volumes. Applying equation (1.4) and defining so called volume
(ρ) and surface magnetic charges (σ) by
ρ = −∇ ·M (1.8)
σ = n ·M (1.9)
it follows for the stray field of ferromagnetic volumes [Mey04]
H(r) = − 1
4pi
˚
ρ(r′)
r− r′
|r− r′|3 d
3r′ − 1
4pi
¨
σ(r′)
r− r′
|r− r′|3 d
2r′. (1.10)
In the special case of a homogeneous magnetization throughout the sample volume, the
first part of equation (1.10) vanishes and only the surface integral over σ contributes to
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the stray field.
1.2.2 Description of the tip sample system
In the case of negligible mutual influence of the sample’s and tip’s magnetization, the force
gradient experienced by the magnetic tip can be derived from the magnetostatic interaction
energy (Zeeman energy) [Aha96,Hub98]
E = −µ0
˚
Mtip ·Hsample dVtip = −µ0
˚
Msample ·Htip dVsample. (1.11)
Due to the reciprocity principle [Wri95] the integration can be performed either over the
sample or the tip magnetization. Introducing a coordinate system (see Figure 1.3) in which
r denotes the position of the tip’s apex, while r′ is a vector pointing to a position within
the sample gives
E(x, y, z) = −µ0
˚
Msample(x
′, y′, z′) ·Htip
(
x′ − x, y′ − y, z′ − z) dx′dy′dz′. (1.12)
This formula constitutes the basis for understanding MFM contrast formation. The energy
in each point (x, y, z) above the sample surface is a 3-dimensional convolution of the ma-
gnetization of the sample with the stray field of the tip1. The convolution is a sliding
weighted average of the function M(x, y, z) with the weighting function H. The above
formulation represents the conventional view of the sample-tip interaction energy ba-
sed on the Zeeman energy. This interaction integral can be equivalently formulated in
terms of magnetic volume and surface charges and the scalar potential Φtip of the stray
field [Hub97,Hub98,Zue99]. Substituting Htip = −∇Φtip in equation (1.12) and integration
by parts gives
E(x, y, z) =− µ0
˛
σsample(x
′, y′, z′) · Φtip(x′ − x, y′ − y, z′ − z) dx′dy′
− µ0
˚
ρsample(x
′, y′, z′) · Φtip(x′ − x, y′ − y, z′ − z) dx′dy′dz′.
(1.13)
1The integral in equation (1.12) is mathematically a correlation operation. In MFM literature the contrast
formation is mostly described as the result of a convolution. As correlation and convolution are similar
in nature for the sake of simplicity in the following the term convolution will be used, when referring
to MFM image formation. The difference will only become important in Section 3.1.3.
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The integration is performed over the sample surface A′sample and the sample volume V
′
sample.
This description is known under the name of “charge microscopy” (compare Subsection
1.1.2).
Figure 1.3: Definition of the coordinate system applied in the description of the magnetostatic
energy of the tip-sample system.
In the dynamic measurement mode, which has been applied throughout the present work,
the force gradient acting on the tip is detected (details about the measurement mode are
given in Section 2.1.2).With the force being the negative gradient of the interaction energy
F = −∇E, equation (1.13) is transformed into
∇F(x, y, z) = µ0
˛
σsample(x
′, y′, z′) · ∇Htip (x′ − x, y′ − y, z′ − z) dx′dy′+
µ0
˚
ρsample(x
′, y′, z′) · ∇Htip(x′ − x, y′ − y, z′ − z) dx′dy′dz′.
(1.14)
Again for the special case of homogeneous volume magnetization the second integral va-
nishes. In this description the effect of the tip on the image formation is described by the
tip’s stray field gradient. Mathematically, this is the so-called convolution operator. The
specific characteristics of the convolution operator have a large impact on the resulting
imaging and will appear very often in the following explanations. Therefore it is useful to
introduce an abbreviation for the stray field gradient of the tip. Similar to the notation
in Fourier space, which will follow in Subsection 3.1.3 the notation for the convolution
operator in MFM image formation is defined as Real Space Tip Function (RSTF).
1.2.3 Magnetostatics in Fourier space
The Fourier transformation of basic magnetostatic principles enables the derivation of
some specific properties of the potential and of the field. The practical usefulness of these
properties in Fourier space for the description of magnetic recording in general has been
summarized by Bertram [Ber94] and the application to MFM image analysis has been
15
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elaborated by Hug et al. [Hug98, vS99, vS00, Kap03, Mey04, Kap05a, Pil06, Pil07, Sch08,
Sch10b]. These properties are essential to the method of MFM image analysis as applied
in large parts of this thesis. Thus, the derivations will be given in detail in this section.
If a function f(r) of the 2-dimensional variable r = (x, y) is considered, then the Fourier
transform of f is defined by the following integral, whenever it is convergent [Ber98]
fˆ(k) =
ˆ
e−ikrf(r)dr. (1.15)
Here is dr = dx, dy and k · r = kxx + kyy. The integral extends for all variables from
−∞ to +∞. The following inversion formula holds true, if also in this case the integral is
convergent
f(r) =
1
(2pi)2
ˆ
eirkf(k)dk. (1.16)
The components of the vector r have the physical meaning of space variables and the
corresponding components of the vector k = (kx, ky) are called space frequencies.
A simple description of the decay behavior of the magnetostatic potential can be found in
Fourier space by the following considerations2. A magnetic volume extending into infinity
in the x and y direction (a magnetic thin film), as sketched in Figure 1.4, is defined. The
magnetization is assumed to be homogeneous throughout the thickness and therefore no
volume charges need to be taken into account. The magnetostatic potential outside the
Figure 1.4: Sketch of the coordinate system and notations used for the derivation of the magne-
tostatic potential of a magnetic volume. The symbol σ represents the surface charges, i stands for
space inside the volume and +e and -e outside, t denotes the thickness. The volume is extended
to infinity in the x and y directions.
magnetic volume in the region +e and -e (z > 0 and z < −t, respectively, see Figure
1.4) has to be derived. The exact form of Φ(k, z) can be found from solving the Laplace
2The derivation has been performed with the help of N. Kiselev, present address: Forschungszentrum
Ju¨lich, Peter Gru¨nberg Institut
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equation (∆Φ = 0), which in Fourier space reads:
∆kΦˆ±e(k, z) = 0 (1.17)
The boundary condition at the upper volume surface (z = 0) is given by:
∂
∂z
Φˆi(k, z)
∣∣∣∣
z=0
− ∂
∂z
Φˆ+e(k, z)
∣∣∣∣
z=0
= σ(k) (1.18)
and at the lower surface (z = −t) by:
∂
∂z
Φˆi(k, z)
∣∣∣∣
z=−t
− ∂
∂z
Φˆ−e(k, z)
∣∣∣∣
z=−t
= σ(k). (1.19)
A second boundary condition at the surfaces is given by:
Φˆi(k, 0) = Φˆ±e(k, 0). (1.20)
The potential vanishes at infinity:
lim
z→+∞
Φˆ+e(k, z) = 0. (1.21)
lim
z→−∞
Φˆ−e(k, z) = 0. (1.22)
The nabla operator is defined in Fourier space as ∇k =
(
ikx, iky,
∂
∂z
)
and the Laplace
operator is therefore given by ∆k = ∇2k = ∇k · ∇k =
(−k2x − k2y + ∂∂z ∂∂z). Together with
k =
√
k2x + k
2
y equation (1.17) can be rewritten as:
− k2Φˆ±e(k, z) + ∂
2
∂z2
Φˆ±e(k, z) = 0. (1.23)
The general solution of equation (1.23) is
Φˆ+e(k, z) = A1e
kz + A2e
−kz, (1.24)
Φˆ−e(k, z) = A3ekz + A4e−kz. (1.25)
Here Ai are parameters which do not depend on z, but generally can be functions of the
variable k. From condition (1.22) it immediately follows that A1 = A4 = 0. By substituting
the solution into the boundary conditions the exact form of A2 and A3 can be found.
17
1 Contrast formation in Magnetic Force Microscopy (MFM)
The resulting equation for the potential above the upper surface finally reads:
Φˆ+e(k, z) =
e−kz · (1− e−kt)
2
· σ(k)
k
. (1.26)
Herewith the 2-dimensional surface integral in the second part of equation (1.7) simplifies to
a multiplication and accelerates the calculation of potentials of thin film domain structures
enormously. An important statement of the above equation is the exponential decay of
the potential with distance away from the charges. In the case of a thin magnetic layer
with top and bottom charges this practically means, that a 2-dimensional effective surface
charge map can be composed by summing up the layers with the application of the function
e−kt to the lower layer (t denotes the thickness of the film, see Figure 1.4).
Figure 1.5: (a) Illustration of the calculation of a 2-dimensional effective surface charge map.
The surface charges of the top and the bottom layer of the thin film are summed up. The bottom
charge map is the inverse of the top charge map. The bottom layer is projected onto the surface
by multiplying its Fourier transform with the decay factor e−kt (according to the derivation given
in the text), where t denotes the thickness of the film. (b) Line section along the red and the
green line drawn in the images of the charge maps of (a).
The effective surface charge map has the same potential and will therefore create the same
stray field as the two separated layers. This mathematical transformation can later on
help, when calculating the convolution product of the sample charges and the tip stray field
gradient as given in equation (1.14). A visualization of this operation is shown in Figure
1.5. Furthermore, in regions outside the magnetic volume, where the Laplace equation
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(−k2x − k2y + ∂
2
∂z2
)Φˆ(k, z) = 0 holds, the Nabla operator becomes ∇k = (ikx, iky, k) and the
stray field can be calculated from the potential by
Hˆ(k, z) = −
 ikxiky
k
 Φˆ(k, z). (1.27)
With this the scalar potential is fully determined by each of the components of the
field [Mey04]. The converse argument is that from one field component the other two
components can be calculated:
Hˆ(k, z) =
∇k
k
Hˆz(k, z). (1.28)
This does not hold for the average value H(kx = 0, ky = 0) [vS99]. This means, that the
relative contrast of the images can be correctly obtained, but the absolute value of the
signal can not be calculated this way. From the connection of the stray field and potential
according to equation (1.27) it follows that the stray field also decays exponentially in
Fourier space. This has consequences for the calculation of theoretical MFM signals as will
be explained in Section 3.6.
All the above explanations refer to general properties of magnetostatic quantities in Fourier
space. Their application to specific problems arising in MFM imaging will be discussed
in Chapter 3. The main motivation for all these transformations is the fact, that discrete
calculations can be very much simplified and accelerated this way. Furthermore, the re-
formulation of some physical relations, like in the case of formula (1.28), facilitates the
handling of magnetic stray fields and comprehension of their properties.
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This chapter introduces the instrumentation applied for the investigations in this thesis.
As MFM belongs to the family of Scanning Force Techniques (SFM) the first section
contains the basic measurement principle and operation modes. While the first chapter
dealt with the origin and description of the tip-sample interaction, this chapter focuses on
the technical realization of acquisition of the relevant physical quantities.
Two different kinds of microscopes were used for the measurements discussed in this thesis.
They differ in their measurement modes as well as in the condition under which they are
operated: vacuum and ambient atmosphere.
Global magnetization measurements play an important role beside the local investigations
to gain a full picture of the present magnetization status. For this Vibrating Sample
Magnetometry (VSM) has been applied and will therefore be introduced in the last section
of this chapter.
2.1 Scanning Force Microscopy (SFM)
2.1.1 Measurement principle and operation modes
A simplified picture of the basic measurement principle and the major components of a
Scanning Force Microscope are given in Figure 2.1. The objective of the measurement
technique is to detect the force on the cantilever due to the interaction between tip and
sample. This is done by an optical beam deflection system. The probe is attached to a
cantilever with reflective backside coating from which the laser beam is reflected onto a
quadrupole photocell. The cantilever itself is attached to a piezoelectric transducer, so that
the signals coming from the photodiode can be recorded and used as input to a feedback
loop.
In the static mode of operation, the detected quantity is the bending of the cantilever. In
the so-called dynamic mode the cantilever is oscillating near its resonance frequency. This
offers the access to additional parameters, which are sensitive to tip-sample interactions
such as amplitude, frequency and phase of the oscillation.
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Figure 2.1: Schematic illustration of the basic SFM measurement principle based on an optical
beam deflection system.
The dynamic mode itself can be further divided in different operation modes regarding the
distance in which the probe is scanned over the sample. Again the Lennard-Jones potential
can be used to illustrate the definitions of these modes (figure 2.2). In the repulsive region
the tip is in contact and after the inflexion point is reached, non-contact is defined. If
the probe jumps between contact and non-contact, the mode is called intermittent contact
or tapping mode as the probe ”taps” the sample surface. Operation in non-contact or
intermittent contact mode is not exclusive of a given dynamic SFM method [Gar02].
Figure 2.2: Diagram of the Lennard-Jones-potential and the classification of modes in dynamic
SFM [Dan06].
2.1.2 Dynamic mode SFM
In order to be able to quantify the strength of the tip-sample interaction it is necessary
to find an analytical expression, which links the dynamic properties of the oscillating
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cantilever with the forces acting on the tip. This requires a closer look on the equation of
motion of the vibrating cantilever. It has been shown, that the cantilever can be considered
as a point spring-mass ( [Gar02] and references [18]-[32] therein). In this case the tip motion
can be described by a non-linear, second-order differential equation [Tip00]
m
d2z(t)
dt2
+
mω0
Q
dz(t)
dt
+ cz(t) = F0 cos(ωt) (2.1)
where c, m and ω0 are the spring constant, the mass and the resonance angular frequency
of the cantilever, respectively. z(t) is the deflection of the cantilever from its idle state.
The amplitude of the driving force is F0 and ω = 2pif its angular frequency. The term
mω0
Q
dz(t)
dt
describes the damping of the oscillation with Q being the quality factor.
The solution of equation (2.1) is composed of two parts, the transient term and the steady
state term [Tip00]. The stationary solution, not depending on the initial conditions any-
more, reads for a freely oscillating cantilever
z(t) = Afree cos(ωt− φfree). (2.2)
The dependence of the amplitude Afree on the excitation frequency can be calculated
by [Gar02]
Afree =
F0/m√
(ω2 − ω20)2 + (ω0ω/Q)2
(2.3)
and the phase shift φfree by
φfree = arctan
ω0ω/Q
ω2 − ω20
. (2.4)
The relationship between the phase shift and the driving frequency establishes that, at
resonance, the phase lag is exactly 90◦. Driving frequencies far below the free resonance
produce zero phase shifts, whereas frequencies above resonance produce a phase shift of
180◦ [Gar02]. Approaching the tip to the surface leads to additional forces Fext caused by
the interaction, which influence the vibrational dynamics. Assuming small displacements
with respect to the idle position Z0 allows a Taylor expansion and the resulting force
reads
Fext ≈ dFext(z)
dz
∣∣∣∣
z=Z0
z(t). (2.5)
The equation of motion has to be extended by this additional external force and finally
reads
m
d2z(t)
dt2
+
mω0
Q
dz(t)
dt
+
(
c− dFext(Z0)
dz
)z(t)
)
= F0 cos(ωt). (2.6)
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Figure 2.3: Basic principle of the force gradient detection in dynamic SFM mode. The cantilever
oscillates with a fixed frequency ω0. The influence of an external force gradient (dotted line)
results in a shift of (a) amplitude and (b) phase.
With this an effective spring constant can be defined as
ceff = c− dFext(z)
dz
∣∣∣∣
z=Z0
. (2.7)
From this it follows, that an attractive tip-sample interaction with dFext
dz
> 0 leads to an
effectively softer and a repulsive interaction dFext
dz
< 0 to a stiffer behavior of the cantilever.
Further, this modification of the spring constant causes a shift in the resonance frequency
from ω0 =
√
c
m
to ω
′
0:
ω
′
0 =
√
ceff
m
=
√
c− dFext
dz
m
= ω0
√
1− 1
c
dFext
dz
. (2.8)
With dFext
dz
<< c the right side of the equation can be written as ω0(1 − 12c dFextdz ) (Taylor
expansion) and the shift of resonance frequency is finally given by:
∆ω ≈ −ω0
2c
dFext
dz
. (2.9)
With this the link between the force gradient dFext
dz
and the experimentally accessible
quantity ω has been derived. From equations (2.3) and (2.4) follows, that a shift in ω0
also results in a modified amplitude and phase of the oscillation. The impact of a force
gradient on the resonance curve is schematically illustrated in Figure 2.3. Beside the shift
no size or shape modifications can be observed [Gar02].
23
2 Instrumentation
2.2 Lift mode MFM
The microscope used for most of the experiments presented in this thesis is a Veeco Dimen-
sion 3100. It is an automated, combined AFM and MFM operated at ambient conditions.
The Nanoscope version III controller provides the possibility to operate the microscope
Figure 2.4: 1 and 2 : Cantilever traces surface topography on first trace and retrace. 3: Canti-
lever ascends to lift scan height. 4 and 5: Lifted cantilever profiles topography while responding
to magnetic influences on second trace and retrace [HAN98].
in a so-called Interleave scanning modus. The interleave modus changes the scan pattern
of the tip in a way, that each line is scanned twice. In the first scan, the measurement
is performed in the tapping mode with the amplitude as input for the feedback. During
the interleave scan, the feedback is turned off and the tip is lifted (LiftMode) to a user
selected height above the surface to perform a far field measurement of the magnetic signal.
The topographic or AFM data recorded during the first pass is used to keep the distance
between surface and tip constant. This mode enables the isolation of purely MFM data
from AFM data during one single measurement.
The signal measured in this microscope was always the shift in phase ∆φ with a fixed drive
frequency. The phase is connected to the frequency in equation (2.4) for a free cantilever
oscillation. Replacing ω0 with ω
′
0 = ω0 + ∆ω according to the harmonic approximation,
the value of the phase shift for a cantilever exposed to external interaction φi(ω) at ω = ω0
is given by [Mag97,Wha98]:
φi(ω0) = arctan
[(
1
2Q
)(
ω0
∆ω + 1
)]
≈ arctan
(
ω0
2Qδω
)
. (2.10)
As mentioned in the previous section the phase lag φfree at resonance is pi/2 for the
free cantilever oscillation. From the above equation it follows, that the phase shift ∆φ
= φfree(ω0)− φi(ω0) at the driving frequency ω0 can be expressed as [Mag97,Wha98]:
∆φ = pi/2− arctan
(
ω0
2Q∆ω
)
≈ 2Q∆ω
ω0
. (2.11)
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Figure 2.5: (a) Schematic drawing of the magnetic field stage used for magnetic field application
during measurement, (b) Lateral Hz characteristic at different distances measured by a Hall
sensor [Bra10].
Finally, with equation (2.9) the force gradient is linked to the phase shift by
∆φ ≈ −Q
c
dFz
dz
(2.12)
The MFM data acquired by phase shift detection will always be given in degrees.
Field dependent measurements were also performed using this instrument. In order to
apply a perpendicular magnetic field to the sample during the MFM measurement, a
magnetic field stage was used, which has been constructed and applied on various in-field
measurements previously by C. Bran [Bra10]. The setup consists of a pyramidal stack
of NdFeB permanent magnets with their magnetic easy axis perpendicular to the sample
surface, which can be lifted up gradually to approach the sample from below. The lateral
field homogeneity is better than 1 % within a radius of 1 mm from the center of the magnet
and the field strength in the central area can be varied from 0.02 T to a maximum of 0.6 T
for a fully approached magnet as shown in Figure 2.5 [Bra10].
2.3 Non-contact MFM
Non-contact MFM was performed with a Nanoscan High-Resolution MFM (hr-MFM). The
measurements were conducted at room temperature in a vacuum of 10−7 mbar. A large
advantage of the setup is the freedom provided by the software Scandirector. It allows for
example the modification of the general scan concept by the user so that beside x − y-
scans also x − z and y − z scans are allowed. With this e.g. the tip-sample distance can
be estimated by acquiring ∆f -distance curves in various positions allowing a very precise
plane correction (necessary if the sample is slightly tilted with respect to the scanning
plane).
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The operation in vacuum provides a sharper resonance curve and with this a higher Q-value.
The signal-to-noise ratio is increased compared to measurements at ambient conditions.
Magnetic imaging is performed in a true non-contact mode at a constant height. This
means that the tip never touches the surface and thus can not be damaged at its apex.
However, the drawback of this method is the difficulty to separate topographic features
from magnetic contrast. For rough samples the image has to be recorded twice with the
tip magnetization inversed, which is very time consuming. The measurements performed
with the hr-MFM were applied to a sample with a very flat surface with a roughness below
5 nm, so that the topographic influence could be neglected.
The magnetic contrast is detected via frequency modulation by a phase-locked loop control-
ler, which shifts the excitation frequency such, that it follows the resonance of the canti-
lever. Effectively, the controller keeps the phase shift of 90◦ constant as it is the case in
resonant oscillation. The frequency shift (f = ω/2pi) is given by
∆f ≈ −f0
2c
dFz
dz
: (2.13)
The measured quantity is given in units of Hz.
2.4 Vibrating Sample Magnetometry
Complementary to the local measurements global magnetization measurements are needed
to obtain a full understanding of the magnetization state of the material under investi-
gation. For this purpose Vibrating Sample Magnetometry (VSM) has been applied. The
instrument used in this thesis is a Quantum Design Physical Property Measurement System
(PPMS) with a VSM option as shown in Figure 2.6.
A vibrating sample magnetometer (VSM) measures an AC field produced by the moment
of a vibrating sample, which is detected by pick-up coils. To analyze the obtained field the
principle of reciprocity can be applied [Zie82]. It states that the magnetic flux Φ produced
by a magnetic moment m in a coil of arbitrary geometry is equivalent to the field B (at
the position of the moment) produced by the same coil carrying a current I. This principle
allows the calculation of the flux of a dipole field using the Biot-Savart law. For arbitrary
direction of m and B in free space the following equation holds [Zie82]
B ·m = IΦ. (2.14)
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For a moment moving with velocity v(t), the induced voltage is given by [Zie82]
U(t) =
dΦ
dt
= grad
(
B(r)
I
·m
)
= mG(r)v(t) (2.15)
where G(r) = (d/dz)(Bm(r)/I) is called the sensitivity function. It represents the deri-
vative along the direction of sample motion z of the field component Bm parallel to the
direction of moment produced by a fictitious unit current in the detection coils. The ap-
plicability of this equation is restricted to the case of a sample being sufficiently small
compared to the coil diameter so that the approximation of a dipole field holds. In order
to measure hysteresis loops an external field can be applied by additional superconducting
coils, which produce a field parallel to the axis of sample motion.
Figure 2.6: Schematic of a PPMS with VSM option (Quantum Design [VSM13]).
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After introducing all relations and quantities necessary to understand the origin of the
acquired data in an MFM experiment in Chapter 1 and 2, this chapter concentrates on the
problem of applying these equations to analyze the data in a quantitative manner. For this
reason the first section introduces the general problem of MFM image inversion, gives an
overview on the solutions available in literature and explains in detail the approaches chosen
in this thesis. The following sections focus on the practical realization of quantitative MFM
applying existing methods and also a tip calibration procedure developed within this work
based on the transfer function approach. Further, the used calibration samples and MFM
probes are introduced and several additional procedures necessary for image analysis, such
as noise measurements and tests of mutual tip sample influences are explained.
3.1 The challenge of MFM image inversion
3.1.1 Description of the problem and state of the art
Despite the well-known physical relations necessary to describe the contrast formation in
MFM the inversion of the formulas and with this the connection of the measured quantities
to magnetic information about the sample remains challenging. Since the magnetic fields
have long-range nature the local MFM signal is always the sum of contributions originating
from the interaction of the whole magnetically active tip volume and the stray field envi-
ronment in which it is immersed. This manifests itself in the 3-dimensional convolution
given in equation (1.14), which is rather difficult to inverse. Reasons for this are:
 The magnetic structure of the tip is a priori unknown.
 The inverse solution of a convolution integral of the given form (equation (1.14)) is
not unique.
 Real experimental data is discrete and always contains noise leading to unphysical
inverse solutions.
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The first item refers to the fact, that the tip’s magnetization is almost as unknown as the
magnetization of the sample under investigation. It is clear, that the thorough knowledge
of the imaging properties of the MFM tip is a very basic requirement for quantitative
MFM.
The second difficulty arises from the contrast formation itself. The MFM procedure follows
the classical form of imaging. A given object is transformed by an operator into an image.
The operator can stand for a camera, a microscope or another measurement equipment.
That the inverse solution even of an apparently simple linear imaging process is not unique
is due to the loss of information, which is typical for the given direct problem [Ber98]. One
reason for this is, that in space-invariant imaging systems, such as MFM, the imaging
process has the effect of a low-pass filter which tends to zero at high frequencies and does
not transfer information above a certain frequency due to lack of resolution. Additionally,
if the operator contains zeros in a certain frequency range, objects, which differ only in
this range will look alike. The extreme case of this scenario even leads to the phenomenon
of invisible objects, which is illustrated in Figure 3.1. Secondly, and especially in MFM
imaging it is not unlikely, that two very distinct objects have images, which are very close.
Vellekoop et al. showed that an in-plane magnetized film can generally not be distinguished
from an out-of-plane magnetized film without additional information. Here it is exactly
the case, that these principally very different magnetization states produce, in a sufficiently
large distance above the film, the same image [Vel98].
Figure 3.1: If a convolution operator containing zeros outside the interval (-p,+p) and is convol-
ved (in real space)/multiplied (in Fourier space) with an object being nonzero exactly in this
interval produces an image which is zero everywhere (after [Ber98]).
The last reason listed above can be understood by considering that under any real experi-
mental conditions data are affected by noise. The inverse solution of the imaging process
largely amplifies this noise and leads to physically unreasonable results as will be explained
in more detail in Section 3.1.3.
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The approaches available to overcome the above listed obstacles are reviewed in the follo-
wing. By far the most attempts towards quantitative MFM are made by simplifying the
magnetization of the tip in various ways such that it can be easily calibrated. One of the
first groups were Saenz et al., who described the probe in terms of its overall magnetic
moment. The magnetic volume of the tip is assumed to be homogeneously magnetized
and described by its dipole moment [Sae87]. The geometry is included by assuming a
spherical or needle-like tip shape. Further simplification of the tip leads to the point di-
pole approximation. Already in 1988 Mamin et al. modeled the tip as a point dipole
and could use the so gained information to qualitatively understand the measured MFM
data [Mam88]. Later on Hartmann, Lohau et al. and Kebe et al. showed that the dipole
should be located in the middle of the effective magnetic tip volume to achieve good agree-
ment between measurement and models [Har89, Loh99, Keb04]. To utilize this model for
subsequent quantitative MFM it is necessary to know the exact dipole moment and the
position of this dipole within the tip volume. This can be achieved by calibration with
well-known stray fields as presented in numerous publications [Kon97,Loh00,Loh01,Was02]
and in the framework of this thesis (see Chapter 4). Another point probe approach models
the tip as a monopole moment. This model applies best, if the tip is of elongated, needle
like shape and only the magnetic charges at the bottom side of the probe close to the
sample contribute to the MFM signal. Again, the tip is either calibrated with reference
samples with known stray fields [Loh99, Keb04, Wei08, Jaa08, Voc10, Wol10] or, as used
for quantitative MFM on superconductors, the monopole moment is taken as a fitting
parameter [Str08,Lua09,Sha10b,Sha11].
A better description of the stray fields originating from real MFM probes can be achieved by
extending the point probe approximation into a 2-dimensional charge pattern [McV01a,
McV01b]. The authors show, that the extended charge distribution fits the stray fields
determined by Lorentz microscopy of commercial MFM tips significantly better than a
pure dipole or monopole model.
A large amount of very different approaches aiming to include the finite-size of the probe
can be found in various publications. Even though, they are more time consuming, the
resulting MFM signals are in general closer to reality than for a point probe. Rugar et al.
modeled their self-made electrochemically etched nickel nanowire tips by approximating
the geometry by a truncated cone with a spherical cap at the tip apex. Geometrical
parameters were varied to fit the measured MFM signal [Rug90]. Luan et al. and Kiselev
et al. assumed a truncated triangle [Kis08,Lua10] and Nazaretski et al. take the shape of
the tip from a nonlinear curve fit to its SEM image [Naz09]. Ovchinnikov et al. extend the
calculation to a realistic 3-dimensional geometry considering the probe as a nonmagnetic
truncated cone covered by a magnetic layer [Ovc01] and Hosaka et al. treat the tip as a
simple cone [SH94]. A detailed comparison between an analytical and numerical calculation
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of the MFM response based on a tip model assuming a distribution of dipoles in the
magnetic tip coating (extended dipole model) is given by Engel-Herbert et al. [EH06]. They
find, that the computational effort using the numerical method is by far smaller than for the
analytical one. Even more time-consuming, but coming closer to realistic magnetization
distributions within the magnetic tip coating are micromagnetic simulations of the tip as
done by Oti and Tomlinson et al. [Oti93,Tom97]. Garcia et al. also use a micromagnetic
simulation of a conical magnetic shell as a tip model and they find, that the so calculated
stray field is extremely similar to that of a monopole [Gar01]. Based on this, they simplify
their MFM tip in their following work as monopole, where the two parameters strength
and position are predefined by the simulation results [GM04].
A very recent publication by Ha¨berle et al. introduces a so-called pseudo-pole model based
on a 3-dimensional integration over an assumed cone geometry of the sensor [Ha¨b12]. The
authors claim, that the simple 1/z axial dependence of the tip stray field, which they find
analytically, holds for small enough tip-sample separations and is accurate for the applied
commercially available thin film MFM tip.
Even though the idea of MFM image restoration in Fourier space has been published
earlier or parallel [Sch90, Mad96, Zhu98], the only method which goes without any fitting
parameters and simplification is the so called transfer function approach first introduced
in detail in 1998 for quantitative MFM by Hug et al. [Hug98]. This powerful method is
based on a tip calibration and describes the MFM probe by means of its actually present
magnetization distribution including all three dimensions of the tip. It has been successfully
applied to different kind of magnetic problems and published in numerous articles by the
workgroup [vS00,Kap03,Kap05b,Mar06,Pil07,Sch10b]. The procedure will be described in
Section 3.1.3 and the difficulties coming along, together with a proposal for their solution,
will be given in the following sections 3.1.3 and 3.2.
3.1.2 The point probe approximations
Provided that some experimental preconditions are satisfied, the MFM tip can be described
by a point magnetic charge [Har89]. The decay length of a given sample stray field and
the geometry of the probe determine the effective interaction volume. If the magnetization
within this volume is homogeneous, the integral formulation1 can be replaced by the overall
magnetic moment making the integration unnecessary. This is only possible, if the effective
interaction volume is close to the tip apex, where the magnetization is assumed to be
uniform and predominantly along the probe axis. The magnetic response outside this
1The following explanations make use of the reciprocity principle mentioned in Subsection 1.2.2. This
simply means, that the indexes in equation (1.14) are interchangeable. Thus, the integration is perfor-
med on the tip surface and over the volume.
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fictitious domain is completely neglected. Within this approximation the force acting on
the probe is given by [Har89,Har94]
F(r) = −µ0(q + m∇)Hs(r) (3.1)
where Hs denotes the stray field of the sample, q the magnetic monopole moment and m
the magnetic dipole moment of the probe. In dynamic operation mode the force gradient
is detected [Keb04]:
dFz
dz
(r) = −µ0
[
q
∂Hz
∂z
(r) +
(
mx
∂2Hx
∂z2
(r) +my
∂2Hy
∂z2
(r) +mz
∂2Hz
∂z2
(r)
)]
(3.2)
The pure dipole tip approximation (q = 0 in the above equation) was first applied to model
the MFM response to longitudinal recording media by Mamin et al. [Mam88]. To get
agreement between model and experiment the dipole had to be located much further away
from the sample surface than the actual location of the tip apex. This can be understood
by the fact, that the effective dipole moment has to be positioned into the center of the
effective tip volume, which is influenced by the decay length of the sample stray field
[Har89] (compare sketch in Figure 3.2 (a)). This practically means, that the parameters
need to be determined for various domain sizes. In the case of the monopole model, the
Figure 3.2: Sketch of the dipole (a) and monopole (b) model. The dipole is situated in the
center of the interacting tip volume with the distance δ above the tip apex. The lift height is
denoted by d.
effective monopole should sit right at the end of the tip (see Figure 3.2 (b)). However,
experimental tip calibrations have shown, that also the monopole moment requires a small
displacement away from the tip apex to fit the data properly [Loh99,Keb04,Wol10,Voc10].
The concept of the point probe approximation has been shown to achieve very satisfying
results for special cases. Nevertheless, this is only a rough estimation, where the mentioned
preconditions have to be fulfilled.
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3.1.3 The transfer function approach
Theoretical description
Working in Fourier space simplifies the 3-dimensional convolution integral in formula 1.14
largely. The convolution theorem states that [Kli01,Pre92]:
F
{ˆ ∞
−∞
f(x′)g(x− x′)dx′
}
= fˆ(kx) · gˆ(kx) (3.3)
where F symbolizes the Fourier transformation. Considering a magnetic sample without
volume charges, only the first term in equation 1.14 needs to be calculated. As the measured
physical quantity in MFM is the force gradient, the gradient of equation 1.14 is Fourier
transformed with respect to the x- and y-coordinates. This leaves only the sum over the
surface charge distribution on the top and bottom side of the magnetic volume, while the
integration over x′ and y′ (the sample surface A′sample) simplifies to a multiplication as
given by:
∇Fˆ(k, z) = −µ0
∑
∇Hˆtip(k, z − z′)σˆsample(k, z′) (3.4)
where k = (kx, ky). Including the exponential decay behavior of stray fields in Fourier
space (compare Section 1.2.3) and referring to the coordinate system defined in figure 1.3
the stray field gradient is given by ∇Hˆtip(z − z′) = ∇Hˆtip(z)e+kz′ and the above equation
can be rewritten2:
∇Fˆ(k, z) = −µ0∇Hˆtip(k, z)
∑
ekz
′
σˆsample(k, z
′)
= −µ0∇Hˆtip(k, z)σˆ∗sample(k).
(3.5)
The summation over the top and bottom surface is replaced by the effective sample surface
charge σˆ∗sample. The Fourier transform of the stray field gradient of the tip ∇Hˆtip is the
so-called tip transfer function (TTF = fˆ(kx, ky)), which is equivalent to the convolution
operator (real space tip function: RSTF = f(x,y)) in real space. The TTF transfers the
influence of the sample on the tip into a force gradient.
The next step is to describe, how the force gradient is transfered into the imaged contrast
given by a frequency shift ∆f or phase shift ∆φ. For this purpose Hug et al. introduce
a so-called Instrument Calibration Function ICF [vS00]. The definition of such a func-
tion simplifies the calibration procedure by summarizing all properties, such as the spring
constant and the canting of the cantilever and the properties of the oscillation (Q, f0). The
2The positive sign in the exponent results from the definition of the coordinate system.
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ICF defines the imaging properties of the system for a given feature wavelength [Mey04]:
∆φˆ(k, z) = ICF∆φ(k, z) · σˆ∗sample(k), (3.6)
∆fˆ(k, z) = ICF∆f (k, z) · σˆ∗sample(k). (3.7)
This makes the exact knowledge of the TTF in principle unnecessary for quantitative
MFM. Nevertheless, sometimes it is of importance to have a good estimate of the stray
field produced by the MFM tip. Therefore the exact form of the ICF is given in the
following part.
In Section 3.1.2 it was already introduced, that the detected component of the force gra-
dient is given by dFn/dn = n∇(n · F). The component of force, that contributes to the
cantilever deflection is Fn and the component of the force gradient is the one normal to
the cantilever [Rug90]. In the experimental situation the cantilever is usually tilted with
respect to the surface normal by some degrees (between 10° and 12°), which has a noti-
ceable effect on the measured image (see Figure 3.3 (a)). The canting between lever and
surface normal is given by the angle θ, which is included in the vector n = (0, sinθ, cosθ).
Considering the canting in equation (3.6) and inserting equation (1.28) gives:
ˆdFn
d n
= −µ0σˆ∗sample(k) · n∇n
∇
k2
∂Hˆ tipz
∂z
(k, z). (3.8)
This equation suggests to define a lever canting function LCF of the following form3:
LCF(k, θ) = (n
∇
k
)2. (3.9)
In Figure 3.3 the effect of the lever canting is visualized. The scan direction was parallel
to the x-axis and θ = 12°. The canting of the lever has been corrected by dividing the
measured image by the LCF. The effect of the canting manifests itself in an asymmetry of
the domain contrast, which is clearly reduced after removing the canting.
The full definitions of the two ICFs can be now given by (see equations (2.12) and (2.13)):
ICF∆φ = −µ0Q
c
LCF(k, θ)
∂Hˆ tipz
∂z
(k, z) = −µ0Q
c
LCF(k, θ)TTF(k, z), (3.10)
ICF∆f = −µ0 f0
2c
LCF(k, θ)
∂Hˆ tipz
∂z
(k, z) = −µ0 f0
2c
LCF(k, θ)TTF(k, z). (3.11)
In accordance to the formerly introduced notation for the tip stray field gradient as convo-
3In all works published by Hug et al. the definition of LCF is the square root of the definition given
here. Since there were no static measurements in this work it is reasonable to define the LCF as stated
above.
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Figure 3.3: The effect of the lever canting. (a) Measured MFM image with a cantilever canting
of 12° with respect to the fast-scan axis along the x-direction. (b) Removed canting by division
of image a by the LCF. (c) Line profiles in image (a) and (b) along the marked line.
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lution operator (RSTF), we define the abbreviation RSICF for the real space instrument
calibration function:
TTF(k, z)
IFT−→ RSTF(r, z) = ∂H
tip
z
∂z
(r, z), (3.12)
ICF(k, z)
IFT−→ RSICF(r, z). (3.13)
The RSTF symbolizes the pure tip property, while the RSICF includes the instrument
specific characteristics. For a quantitative MFM study, where the calibration and the
measurement are performed with the same instrument, it is sufficient to determine the
RSICF.
Practical considerations: the need of a specific deconvolution algorithm
With the introduction of the transfer functions, which are responsible for the contrast
formation in MFM, it seems now obvious, how the frequency and phase shift equations (3.6)
and (3.7) can be solved inversely in Fourier space: by division with the ICF. Nevertheless,
any attempt to directly implement this approach numerically will fail for experimentally
measured data and in many cases also for ideal model data. Explanations on the principal
difficulty of inverse solutions of such convolution problems were given in the first section
of this chapter. The most important obstacle for the inversion constitutes the fact, that
the ICF can contain zeros, making the direct division impossible. And even if this is not
the case and the division is possible, due to the discrete nature of the problem, it can be
that the numerical noise corrupts the signal, so that no physical meaningful conclusion
can be drawn from the inverse solution even though it is mathematically correct. This is
for example the case, if the ICF gets too small in the high frequency range. Furthermore,
in measured data additional experimental noise is present and the situation becomes even
worse, so that also for highly resolving ICFs the images can not be inversed directly. In
Figure 3.4 these problems are illustrated for the simple case of a square-shaped object and
a RSICF(x,y) which has the form of a Gauss function. The matrices contain 2002 pixel and
two different RSICFs were assumed with Gauss functions of width w = 5 pixel and w = 1.4
pixel, respectively. Images have been calculated by convolving the object with the RSICF.
In one case statistical noise (10 % of the original signal) has been added to the so obtained
artificial MFM image to illustrate the huge impact on the solvability of the problem. The
reason for the noise amplification can be seen, when considering a simplified form of the
equation for contrast formation including the degradation process due to noise [Sib05]:
Iˆ = Nˆ(Oˆ · ICF) (3.14)
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Figure 3.4: The difficulties arising from the direct division of an artificial MFM image by a
Gaussian type ICF in Fourier space. The artificial MFM images were produced by convolving a
square-shaped object with a Gauss function of width w = 5 pixel and w = 1.4 pixel. The results
of a direct inversion by division of the image with the ICF are given in the last row. A meaningful
result is only achieved in the case of a very sharp RSICF and in the absence of noise (last row,
middle image). The other two cases show only noise.
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where Iˆ, Nˆ , Oˆ stand for the Fourier transforms of the MFM image, the noise and original
magnetic object, respectively. The inverse solution includes the division by Nˆ , which
typically contains small numbers leading to huge fluctuating numbers in the result. Only
in the absence of noise and if the original square object is only slightly blurred by the
RSICF, a solution can be obtained by direct division.
The problem of image restoration is a well-known issue, especially in light microscopy,
where the aim is the increase of resolution in images, which have been blurred by a light
source, that is not an ideal point source. Various deconvolution procedures have been
developed for the special requirements of this kind [Ber95, Sib05, CLA10]. However, for
the special case of MFM only one publication by Candocia et al. [Can04] could be found,
which explicitly concentrates on finding a suitable deconvolution algorithm for MFM. The
deconvolution approach is set up as a constrained optimization problem, but with the main
focus on resolution rather than quantitative data evaluation.
Due to the above discussed practical difficulties of the numerical implementation of the
transfer function theory introduced by Hug et al. [Hug98], the first step towards quantita-
tive MFM had to be the selection of an appropriate deconvolution algorithm. The Wiener
invert filter was found to be a well suited and simple method.
The Wiener invert filter
The Wiener invert filter is a deconvolution approach that relies on a filter developed by
the mathematician Norbert Wiener in 1942 [Wie42]. The filter was originally developed to
exclude noise from random vibrating mechanical or electrical systems. While the Wiener
filter is applied for the denoising of a detected signal, the Wiener invert filter or Wiener
deconvolution aims the reconstruction of a blurred signal by including the noise characte-
ristics of the system.
The Wiener deconvolution belongs to the statistical methods. Its basic feature is that it
takes the random nature of the noise into account. It works in the frequency domain,
attempting to minimize the impact of deconvolved noise at frequencies which have a low
signal-to-noise ratio. The basic assumptions are that the noise is of Gaussian type with
zero expectation value and that the noise and the object are independent [Ber95]. That
this holds for MFM imaging will be proven by noise measurements given in Section 3.3.
The Wiener restoration technique estimates an object Oˆ, such that ICF ∗ Oˆ approximates
the MFM image in a least square sense [Sib05]. The filter operation is given by [Ber95]:
Oˆ(k) = I(k)
[
ICF∗(k)
|ICF (k)|2 + N(k)
O(k)
]
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where N
O
(k) denotes the noise to signal ratio. This ratio is given as frequency dependent but
can be approximated by a constant noise to signal ratio [Ba´n05, Ba´n06]. In the following
the ratio will be referred to as the Wiener filter input parameter .
In order to make the Wiener filtering compatible with the task of quantitative MFM, the
algorithm had to be embedded in a procedure taking account of the specific requirements
in MFM. This will be explained in detail in the following section.
3.2 Tip calibration: Adapted Wiener deconvolution
3.2.1 Details of the procedure
The calibration of the MFM probe constitutes a crucial part for quantitative MFM. Only
the thorough knowledge of the tip properties can enable the correct deconvolution of the
measured data. In this section, the focus is on the calibration by the transfer function
method, as this is the only method, which allows the correct description of any kind
of tips and is applicable in a very general way. The calibration within the point probe
approximation will be explained in Chapter 4, where this approach is applied on special
tips behaving very similarly to point probes.
In the framework of the transfer function approach a tip calibration procedure has first been
introduced by van Schendel in his PhD thesis [vS99]. Since the deconvolution procedure
used in this work differs from that of van Schendel the calibration routine is also modified.
The numerical implementation was done within the development environment SigMath
[Sas13b]. The algorithm for the Wiener invert filter was included from the Clarity open
source library [CLA10]4. Changes were only made concerning the zero-padding5, which
has been adjusted to the given magnetic problem (e.g. changed to padding with -1).
The single steps of the procedure are given in a form of a flowchart in Figure 3.6 with the
main steps highlighted by numbers. The images resulting from the processing steps are
given in Figure 3.7 (numbers according to Figure 3.6). In the following the description
of the single steps refers to both figures. The first basic requirement for a calibration is
a well-known reference sample with known effective surface charge map σ∗eff (or for the
reciprocal case: the stray field). The used reference samples are introduced in detail in the
next section. The calibration samples are thin films with an out-of-plane magnetization
and zero remanence. This allows to apply a discrimination level to their MFM image, by
4The embedding of the Clarity library into the SigMath environment was done by Prof. Z. Sasva´ri (TU
Dresden).
5The term zero-padding refers to the extension of a matrix by adding zeros.
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setting a zero level exactly in the minimum between the two peaks of their histogram (step
1). The result is a binary charge map of the upper side of the film with step-like transitions
between the domains (the step transition is given in Figure 3.5, blue solid line).
Figure 3.5: Comparison of the step-like domain transition (blue) with an analytically calculated
(after equation 3.16) transition (black) and the transition obtained after applying the DWCO on
the step-like transition.
To come closer to the real magnetization structure of the reference sample it is possible to
include a Bloch type transition between the domains (step 2). Therefore, it is assumed,
that such a wall correction can be achieved by the convolution of the binary charge map
with a domain wall convolution operator (DWCO = f(x,y), in Fourier space: domain wall
transfer function - DWTF = f(kx, ky)) such that [vS99]
6:
σdomains(x, y) = σbinary(x, y)⊗DWCO(x, y) (3.15)
where σbinary(x, y) is the charge map with infinitely sharp transitions, σwalls(x, y) is the
charge map with Bloch type transitions and ⊗ symbolizes the convolution operation. The
form of a single planar 180° Bloch wall is given by [Hub98]:
σ(x) = tanh
(
pix
δw
)
(3.16)
with the wall width for thin films with strong perpendicular anisotropy (Q > 1) defined
as
δw = pi
√
A/Ku (3.17)
6The idea was first introduced by van Schendel in his dissertation [vS99]. He offers an equation of
the Fourier transform of the Bloch type wall, which has been expanded to the second dimension
assuming rotational symmetry. The applicability was shown in the dissertation, as well as in a following
dissertation in the same work group [Pil06]. Unfortunately, it was not possible to reproduce the result
with the given function, therefore a domain wall convolution operator was derived in a similar way as
proposed by van Schendel, but here in real space.
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where A is the exchange constant and Ku the uniaxial anisotropy constant. The infinitely
sharp transition is described with a scaled and shifted unit step function u: 2(u(x)− 0.5)
[WIK13]. The extension of a Bloch type transition to the second dimension by assuming
rotational symmetry finally gives [MAT]
DWCO(x, y) =
(
cosh
(
pi
√
x2 + y2/δw
))−1
. (3.18)
The agreement between the so calculated domain transition and the analytical form as
given in equation 3.16 is shown in Figure 3.5. The advantage of this convolution method
is the possibility to include domain walls with a given geometry into domain patterns of
almost arbitrary shape. The approximation stays valid as long as the domain width is large
enough, so that the walls do not influence each other and are not too curved [vS99,Pil06].
The effect on the calibration image is shown in step 2 in Figure 3.7.
Step 3 in the calibration includes the bottom side charges of the thin film by multiplying
σˆ(k) with the thickness factor (1− e−kt), where t denotes the film thickness. The inverse
Fourier transform gives the effective surface charge map σ∗sample as shown for step 3 in
Figure 3.7.
With the so acquired σ∗sample of the reference, the MFM image can now be deconvolved
with the Wiener invert filter to obtain the RSICF (step 4). In the previous section the
input parameter  of the Wiener invert filter was introduced. The parameter  depends on
the noise-to-signal ratio of the measurement. Since this is in general not known precisely,
the parameter has to be optimized. This was done using a grid search and applying a
root-mean square criteria. For this the Euclidean distance matrix ||N ||2, also called L2
norm, of the original input image and the reconvolved image simMFM is calculated by
||N ||2 =
√√√√ 1
N
N∑
i
N∑
j
(MFMi,j − simMFMi,j)2 (3.19)
and minimized. To suppress the noise present in the calculated RSICF it is further possible
to average the values lying on a circle with the same radius making use of the rotational
symmetry of the RSICF (circular averaging). The so obtained 1-dimensional vector can be
subsequently circularly expanded, resulting in a smoother RSICF (step 5). The circular
averaging is only advisable if the lever canting is negligible or is corrected and the RSICF
shows a good rotational symmetry. Another possibility of reducing noise is to measure
several MFM images on the reference sample and to average over the calculated RSICFs.
In Figure 3.7 the RSICF is again convolved with σ∗sample (step 6). The comparison of the
resulting image with the original input image as well as the comparison of the line profiles
in the diagram in Figure 3.7 reveals an almost perfect recovery.
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Figure 3.6: Flowchart of the calibration procedure including a modified Wiener invert filter as
explained in the text. The abbreviation simMFM stands for the simulated MFM image obtained
by reconvolving the surface charge pattern σ(x, y) with the previously deduced RSICF(x,y). The
abbreviation IFT stands for the inverse Fourier Transformation and A in the last step of the
flowchart denotes the prefactor depending on whether the frequency shift ∆f or the phase shift
∆φ is measured (compare Section 3.1.3).
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Figure 3.7: Visualization of steps contained in the calibration procedure using the example of
a CoPt multilayer thin film reference sample: 1 application of the discrimination level to the
MFM image of the reference sample, 2 convolution with the DWCO, 3 including the bottom
charges resulting in σ∗sample, 4 deconvolution with the modified Wiener invert filter of the MFM
image with σ∗sample, 5 circular averaging of the RSICF and expansion of the average vector, 6
reconvolution of σ∗sample with the circular averaged RSICF. The diagram shows a comparison of
a line profile in the original MFM image (black) and the reconvolved MFM image (green).
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3.2.2 Evaluation of possible errors
Quantitative conclusions from MFM images applying the introduced procedure are only
meaningful, if the error in the calibration and evaluation method can be estimated. The
occurring errors are of different origin and nature. Two main sources have to be separated:
the errors due to the numerical deconvolution procedure and the experimental errors. The
pure numerical errors can be estimated by calculating the RSTF as described in Section
3.2. The obtained RSTF is then again convolved with the charge map to simulate the
MFM image. The results are given in Figure 3.8. Calculating the difference between these
two images and applying the L2-norm as defined in equation (3.19) to the difference image
and to the original image gives an error of 7.6 %. This error is a result of the numerical
inaccuracies due to the Fourier transformation of a finite non-periodic signal, rounding
errors due to limited accuracy available in the computer and errors due to the low pass
nature of the TTF. The latter means, that the TTF function has a certain frequency
band limit. If the surface charge map contains frequencies beyond this band limit these
frequencies will get lost and it is not possible to reconstruct them. An improvement of the
numerical error could only be achieved for the rounding errors. The Wiener invert filter
algorithm as provided by the Clarity library [CLA10] works with float numbers, which
have only half the accuracy of double numbers.
Figure 3.8: Simulation of an MFM image by convolution of the effective surface charge map with
a RSICF obtained from the calibration procedure introduced in Section 3.2 and comparison with
the measured image: (a) experimental MFM image, (b) simulated MFM image, (c) difference
image
The experimental error for the measurements at the DI 3100 instrument is estimated by
measuring the RSTF several times on the same reference sample in varying positions.
The chronological order of the maximum value of the obtained RSTFs of two independent
measurements with two different tips is given in Figure 3.9 (a) and (b). The series given
in Figure 3.9 (a) includes a dismounting and remounting of the tip from the tip holder
after measurement number 13. The effect of this procedure is clearly visible in a jump
of the measured RSTF maxima. The remounting of the tip seems to introduce major
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changes in the obtained maximum value of the RSTF through slight orientation changes
of the cantilever. Until the origin of the influence on the RSTF is not clarified in detail,
it is advisable to perform the quantitative MFM imaging always together with the tip
calibration in one experiment to avoid larger errors.
Figure 3.9: The maximum value of the RSTF (dHz/dz) is plotted as a function of the measu-
rement number. The chronology of two different ((a) + (b)) MFM experiment series obtained
with two MFM probes is shown. The series in (a) includes a remounting of the tip, clearly visible
in the jump of the RSTF maximum value (measurement number 13). The y-axis is stretched for
better visibility.
The chronological sequences in the interval 1 to 13 and 1 to 12 in Figure 3.9 (a) and
(b) indicate much smaller variations after a certain setting time. This may be ascribed to
electronic instabilities, time needed for the laser as well as for the piezo scanners to stabilize
after switching on the microscope. For a quantitative MFM experiment these larger errors
can easily be avoided by measuring and evaluating several RSTF’s until the results start
to stabilize. However, there still seems to be a systematic increase of the RSTFs maximum
value with time. The reason for this remains unclear. Due to this slope it is not useful
to measure several RSTFs and average them as proposed by van Schendel et al. [vS00].
The error is rather minimized if the measurement on the unknown sample is as close as
possible to the calibration measurement.
Even though it is obvious, that the error can be minimized by taking the specific properties
of the experimental situation into account an error is calculated in the following assuming
a statistical variation of the RSTFs. The real error will be smaller, when it is possible to
follow the instructions given above for precise quantitative MFM imaging.
In order to quantify the error caused by varying RSTF’s the standard deviation for the
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whole matrices has been calculated by:
σRSTF (x, y) =
√√√√ 1
n− 1
n∑
i
(RSTFi(x, y)− 〈RSTF (x, y)〉)2 (3.20)
where n is the number and 〈RSTF (x, y)〉 the average of the acquired matrices. A line
section through the maximum of the average and the standard deviation of the RSTF’s
from the whole measurement sequence in Figure 3.9 (b) is shown in Figure 3.10. The
error related to the variation of the RSTFs has been calculated by convolving σRSTF with
the effective charge pattern. This results in a simulated error image with the units of a
MFM measurement. Relating the root mean square (rms) value of the error image to the
rms value of a measured MFM image (as given in Figure 3.8 (a)) gives a relative error
of 3.3 %. This error value does not include systematic errors like a wrongly estimated
effective surface charge map. The accuracy of the assumed surface charges is determined
by the accuracy of the VSM measurement of the reference sample and the correctness of
the assumption of a fully perpendicular magnetization alignment within the domains. A
smaller systematic error has to be taken also into account for the inaccurate knowledge of
the real domain wall width.
Figure 3.10: The average of the circular averaged RSTFs given in the chronology in Figure 3.9
(b) (black curve) and their standard deviation (red curve).
Summing up the above error considerations gives an estimated accuracy for the RSTF of
about 10-15 %.
The next step for quantitative MFM image evaluation is to apply the so obtained RSTF to
an unknown sample. A direct deconvolution would again lead to the numerical inaccuracies
as discussed above. To avoid this all available knowledge about the investigated object
must be combined in order to construct a reasonable model with few free parameters.
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Then, a MFM image is calculated in a forward convolution with the RSTF and the model
parameters are optimized in an iterative procedure until a match between measured and
simulated MFM image is found. Direct deconvolution should only be used, if no a priori
information about the sample is available.
3.3 Noise measurements
The applicability of the deconvolution procedure as introduced in Section 3.2 strongly
depends on the nature of the noise present in the MFM image. One important source for
noise is the oscillation of the cantilever due to thermal excitation. The minimal detectable
force gradient is given by [Mey04]:
(
∂F
∂z
)
min
=
k
piAosc
√
2kBT∆ω
piω0cQ
(3.21)
where Aosc denotes the oscillation amplitude, kB the Boltzmann constant, T the tem-
perature and ∆ω the bandwidth of the recorded deflection. The above equation makes
clear, that a reduction of thermal noise can be achieved by measuring at low tempera-
tures and under conditions which lead to a narrower resonance curve of the cantilever
and therefore larger Q values. In vacuum the Q value is increased by several orders of
magnitude [Nan11, Kap05a]. However, under experimental conditions, the sensitivity of
the instrument is limited by the electronic noise of the detection system rather than by
thermal noise [Mey04].
In order to identify the nature of the noise present in MFM, noise measurements have
been performed. This can be done in various ways. One way is to set the scan range of
the image to zero and to record the signal in a single point over a distinct time interval.
Another possibility is the scanning of a nonmagnetic surface (here: SiO2 substrate) in a
realistic scan range, including the effect of the scanning procedure in the noise formation.
The results of both approaches are given in Figure 3.11. Except for Figure 3.11 (a) the his-
tograms of the noise measurements all show almost perfect Gaussian behavior. In Figure
3.11 (a) the noise data as acquired by scanning a 5 µm by 5 µm area of a SiO2 substrate in
the DI 3100 instrument under ambient conditions is given. Besides a pepper-salt pattern
along the fast scan direction (parallel to the top/bottom side of the image) the noise image
reveals jumps along the slow scan direction, which do not behave normally distributed.
This manifests itself in a deviation from a perfect Gaussian bell-shaped distribution func-
tion (diagram in Figure 3.11 (a)). The reason for these line offsets may be attributed to
the drift of the piezo scanner in z-direction. The jumps can be removed by applying a
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Figure 3.11: Noise measurements and their corresponding statistical properties (histograms).
DI 3100 MFM instrument : (a) raw noise data acquired by scanning above a nonmagnetic SiO2
substrate, (b) post processed noise image of (a), (c) noise image acquired by setting the scan
range to zero (post processed), hr-MFM instrument : (d) raw noise data acquired by setting the
scan range to zero. The parameter given in the diagram is R2 - the quality of the fit (R2 = 1
means a perfect fit).
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so-called flattening procedure, where each scan line is fitted to a polynomial, which is sub-
tracted. Furthermore, the average level of the scan lines is set equal to remove offsets. The
flattening procedure is a quite invasive post processing operation and should be avoided,
when performing quantitative MFM. However, if the scanner instabilities are large, the
deconvolution can become almost impossible and only a flattening can help to improve the
result. In the present work, the flattening was avoided in all quantitative MFM analysis
unless particularly mentioned.
With the scanner uncertainties removed, the noise image still shows small overlayed higher
frequencies in Figure 3.11 (b). The influence on the histogram is however negligible. Eva-
luating the noise characteristic without the scanner influence in lateral directions results
in Figure 3.11 (c). The Gaussian behavior is similar to that of the scanned image. For
comparison the scanned noise image is given for the hr-MFM instrument operated in va-
cuum. Here, the raw data is shown without any post processing. The image reveals some
overlayed larger frequencies, but the histogram shows a better Gaussian shape with an R2
value of 0.9999 than the histograms acquired in the DI 3100 instrument. As no jumps
between the scan lines can be observed, it can be concluded, that the scanner works more
stable and the z-drift is reduced compared to the DI instrument.
The above findings on the nature of the noise validate the application of a deconvolution
procedure based on Wiener filtering.
3.4 MFM probes and their specific characteristics
For each MFM experiment the MFM probe has to be carefully chosen according to the ma-
gnetic properties of the sample and the information to be obtained. If the magnetic signal
coming from the sample is very weak, the MFM tip should contain enough magnetically
active material, so that the resulting signal is above the noise limit. If the magnetic signal
of the sample is large enough, then the probe should be optimized regarding its resolution.
For this a sharp tip coated with a thin magnetic layer is advantageous. While a sample
with low coercivity requires a tip with a low moment in order to prevent an influence of
the tip stray field on the sample magnetization, a sample with strong stray field requires
a highly coercive tip.
The possibility to calibrate MFM tips enables the comparison of tip properties, such as
their stray field geometry at arbitrary distances. Standard commercially available MFM
tips have a pyramidal shape and are coated with a magnetic layer. A widely used tip is
the pyramidal shaped MESP tip fabricated by Bruker (SEM image in Figure 3.12 (a)).
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The silicon tip is coated with a magnetic Co-Cr layer. The tip radius is given by the
manufacturer with 70 nm to maximum 100 nm.
A tip optimized for high lateral resolution is the hr-MFM tip of Team Nanotech. The
probe is a cone shaped tip coated with a Co-alloy and a diameter smaller than 50 nm
(Figure 3.12 (b)).
The SSS-MFMR tip manufactured by Nanosensors is also a tip optimized for high reso-
lution. The end of the pyramid has an increased aspect ratio at the last few hundred
nanometers of the tip. The enlarged SEM image in Figure 3.12 (c) (bottom image) shows
a spike like pyramid end. The guaranteed tip radius is given by Nanosensors with 30 nm.
Figure 3.12: SEM images of the tips described in the text: (a) MESP tip, (b) hr-MFM tip, (c)
top: overview of SSS-MFMR tip, bottom: enlarged tip end as marked by the white box in the
top image, (d) FeCNT tip, the iron filling appears bright
Iron filled carbon nanotubes attached to standard AFM cantilevers are recently introduced
MFM probes and are prepared by T. Mu¨hl and coworkers at the IFW Dresden7 (SEM image
in Figure 3.12 (d)). Their specific properties will be introduced in detail in Chapter 4 and
are here included only for comparison. The radius of the iron filling determined by SEM
is 32 nm .
To quantify the performance of MFM tips, the calibration procedure introduced in the
sections before proves as a powerful method. With each MFM tip a calibration measure-
ment was conducted and the RSTF was subsequently deduced. To have a more intuitive
physical quantity as the stray field gradient or effective surface charge, the stray fields of
the tips were calculated from the RSTF directly at the end of the tips (z = 0 nm) and
in a common MFM lift height (z = 50 nm). The results are shown in Figure 3.13 (a)
and (b). For comparison the stray field of a magnetic point monopole and dipole in the
same distance of 50 nm is given. In a distance of 0 nm the dipole and monopole can be
considered as a delta function.
7prepared by Ch. Reiche in the group of Dr. T. Mu¨hl, Leibniz Institute for Solid State and Materials
Research Dresden - Institute for Solid State Research
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Figure 3.13: Normalized stray fields for the different tip types described in the text in a distance
of (a) z = 0 nm and (b) z =50 nm (here the stray fields for a monopole and dipole are added for
comparison). (c) FWHM (red symbols and line) and tip diameter (black symbols and line) for
the different tip types.
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The stray fields of the hr-MFM, MESP and SSS-MFMR tip at zero distance, and the
hr-MFM and SSS-MFMR tip also at 50 nm distance, possess two minima beside their
maximum. This is the typical stray field geometry of a dipole as can be seen in Figure
3.13 (b). The stray field geometry of the FeCNT tip does not show this sign inversion,
which is typical for a monopole behavior. In the case of an FeCNT tip this is expected due
to the high aspect ratio and will be further proved in detail in Chapter 4. A quantification
of the imaging properties of the so calibrated tips can be done for example considering the
full-width half maximum (FWHM) of the stray fields [Kap05a]. The respective values are
given in Figure 3.13 (c) for distances of z = 0 nm and z = 50 nm. In the same diagram,
the diameters of the tips as given by the manufacturer or measured by SEM, are shown.
The expected relation between the geometrical property of the tip apex and the stray field
at the very end of the tips is obvious. Interestingly, for the FWHM values at distances
further away this explicit dependency is broken. This can be understood, when considering
the 3-dimensional extension of the tip geometry, which is gaining more influence at further
distances. From the available commercial tips at the distance relevant for MFM imaging
(z = 50 nm), the hr-MFM tip shows the best performance in the FWHM sense. This is
the tip mainly used throughout this thesis.
The FWHM value alone can not be directly connected to the resolution of a MFM tip.
The stray field contains also other frequencies, which are responsible for the resolution. In
general, it can be easily seen from the theory of tip-sample interaction, that the resolution
limit cannot be defined by characterizing the tip alone. Defining a resolution limit makes
only sense for a specific MFM experiment where the signal strength of the sample is
included. Absolute statements of manufacturers in a sense of guaranteed resolution are
meaningless without the knowledge of the sample to which the tip will be applied and how
large the noise level of the instrument is. However, a lower limit of resolvable wavelength
could in principle be given by a cutoff frequency, which is difficult to determine in an
absolute and instrument independent manner.
Figure 3.14 illustrates how a resolution limit can be estimated for different MFM experi-
ments. Two MFM images of different samples are shown with different tips and in different
lift heights. The circular magnetic object8 imaged in Figure 3.14 (a) exerts a very low stray
field and therefore the measured signal is very weak. The noise is clearly visible in the
image. Contrary to this, the image of the reference sample (b) shows a strong contrast
and noise is not visible on a first glance. Plotting the circularly averaged power spectrum
densities (PSD) for both measurements enables the estimation of a resolution limit. The
PSD of the circular magnetic object (Figure 3.14 (c)) shows a signal peak and a noise
tail at higher frequencies. The intersection of the extrapolated noise and signal can be
8This is a patterned Co/Pt multilayer supplied by Dr. C. Hassel, address at that time: Universita¨t
Duisburg-Essen, AG Farle.
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Figure 3.14: Comparison of the resolution of two different MFM images. (a) MFM image of a
circular magnetic object, (b) MFM image of the reference sample, (c) circularly averaged power
spectrum density (PSD) of (a) and resolution estimation by extrapolating the noise tail back into
the signal region, (d) circularly averaged PSD of (b).
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defined as a resolution limit. From this point on the noise dominates the signal. For the
given example this leads to a minimum resolvable wavelength of 211 nm. The half of this
wavelength gives the minimum distance of two features, which can be distinguished in this
MFM image.
The PSD of the image of the reference sample (d) does not show any noise tail at high
frequencies. Obviously the signal for all measured wavelengths of the reference sample is
above the noise level. This means, that this MFM experiment resolves all wavelengths up
to the step size (the scan size of the image divided by the number of recorded points) of
the measurement, which was 10 nm in this measurement.
3.5 Calibration samples
The samples used as references in this work are magnetic multilayers with strong perpendi-
cular anisotropy. The multilayers consist of Co/Pt stacks in one sample and Co/Pd stacks
in the other sample. Both films are purely ferromagnetically coupled and the balance bet-
ween the ferromagnetic exchange, anisotropy and dipolar energy results in the well-known
labyrinth-domain pattern [Hel07] for both samples.
In order to quantify the strength of the perpendicular anisotropy the dimensionless Q-
factor can be calculated from the ratio Ku/Kd, where Kd = J
2
s /2µ0 is the maximum
energy density for a fully perpendicular magnetization in the thin film and Ku the uniaxial
perpendicular anisotropy as measured for the particular film [Hub98]. For Q > 1 the
magnetization is aligned along the surface normal of the multilayer. The film architectures
and the corresponding magnetic properties are given in Table 3.1. The Co/Pd sample was
Table 3.1: Reference samples used in the present work, where t denotes the total thickness of
the magnetic layer.
architecture t [nm] Ms [
kA
m
] Q = Ku/Kd
Pd(20nm)[Co(0.4nm)/Pd(0.7nm)]80+Pd(6nm) 88 710 1.7
Pt(5nm)[Co(0.4nm)/Pt(0.9nm)]100+Pt(2nm) 130 554 2.7
provided by O. Hellwig (HGST - Western Digital). The magnetic multilayer was deposited
onto a Si3Nx coated Si substrate by magnetron sputtering using a con-focal sputter-up
geometry in a ATC 2200 system from AJA International [Hel07]. The Co/Pt sample was
provided by D. Makarov (Institute for Integrative Nanosciences - IFW Dresden). The
magnetic multilayer was deposited onto a Si-SiO2 substrate by magnetron sputtering.
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3.6 Detection of tip-sample modification
The assumption of a rigid tip and sample magnetization during the whole MFM measure-
ment is a basic precondition for the applicability of the quantitative evaluation procedure
introduced in this thesis. A method to check the validity of this is to test if the decay beha-
vior of the measured signal follows the exponential law given in equation (1.26) [vS99]. This
is done by acquiring MFM images at exactly the same position but in varying heights. The
MFM image obtained at lower lift height can then be used to calculate the MFM image at
further distance applying the theoretical decay behavior in Fourier space. If the equation
holds, the difference between measurement and calculation should be zero. Unfortunately,
the positioning errors due to lateral drift of the piezo scanner, especially in the DI 3100
instrument operating under ambient conditions, are so large, that no conclusion could be
drawn from simply subtracting the images. Therefore, only single lines along the fast scan
direction are subtracted after careful alignment. The result is given in Figure 3.15. The
first measurement was taken at 30 nm distance (black line in Figure 3.15) and the second
in 50 nm distance (blue line). The MFM signal in 50 nm distance is calculated from the
30 nm measurement (red line) and the comparison reveals a very good agreement. The de-
viations can originate from both numerical inaccuracies and tip-sample interactions. Since
no larger deviations can be observed, it can be concluded, that the tip and sample ma-
gnetization are very likely to be rigid. Nevertheless, this test is not a proof, only a strong
hint, that tip-sample interactions can be neglected.
.
Figure 3.15: Comparison of measured MFM signal obtained on the reference sample (compare
Figure 3.14 (b)) with 50 nm lift height with the MFM signal calculated from an MFM measure-
ment on the same lateral position but in 30 nm lift height.
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The idea to use iron filled carbon nanotubes (Fe-CNT) as MFM probes was first introduced
in 2006 by the group of T. Mu¨hl [Win06]. As already discussed in the previous chapter
(Section 3.4) these probes reveal a great potential for high spatial resolution. Besides,
the carbon shells around the iron nanowires provide a high wear resistance and oxidation
protection. This results in an extraordinary long lifetime of the probes and very stable
magnetic properties [Wol08]. However, the most important property, which makes the
Fe-CNTs so interesting for the use as MFM probes is the high aspect ratio of the iron
nanowire. With this the magnetic poles at the wire ends are well separated and it can
be presumed that the part interacting with the stray field of the sample behaves as a
magnetic monopole [Voc10]. The first part of this chapter introduces a method to prove
the monopole behavior of these novel MFM probes (Section 4.1). The availability of an
MFM probe with real monopole behavior can reduce calibration efforts enormously and
enables a fast and straightforward quantitative MFM image evaluation within the point
probe model (introduced in Section 3.1.2). An application of this will be given for the local
magnetization determination of a Co/Pt/Ru multilayer (Section 4.1.3).
Besides the advantages for quantitative MFM, a monopole-like Fe-CNT probe opens the
way for other interesting applications not realizable with conventional tip shapes. A bi-
modal MFM method was introduced recently by Mu¨hl et al. [Mu¨h12]. Depending on the
flexural vibration mode of the cantilever, the Fe-CNT probe is sensitive to magnetic field
derivatives parallel or perpendicular to the sample surface. Applying the theory described
in the first chapter (Section 1.2.3) enables the comparison of the measured contrast with
a calculated MFM signal. The results of this are discussed in the second section of this
chapter (Section 4.2).
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4.1.1 Calibration within the point probe approximation
It is known from the work of Lohau et al. [Loh99] and Kebe et al. [Keb04] that the calibra-
tion parameters of standard commercial MFM tips within the point probe approximation
are not independent from the applied calibration structure. Therefore the focus of the
following experiments is to test this dependency for an Fe-CNT probe and to compare its
behavior to that of a commercial MESP type tip.
Figure 4.1: (a) Sketch of the calibration sample consisting of 6 CoPt stripes with varying width.
(b) MFM image of a 2.2 µm stripe.
Lohau et al., Kebe et al. and Wolny et al. calibrated MFM tips with the stray fields
of current carrying wires. These can be well described analytically by applying Biot-
Savarts-law [Loh99, Keb04, Wol10]. The present work utilizes ferromagnetic structures as
calibration samples. More precisely, 6 (Co/Pt)7 multilayer stripes with varying width
from 2.2 µm down to 300 nm and a height of 14 nm (see the sketch in Figure 4.1 (a)) were
chosen. These stripes possess a well defined stray field and are therefore suitable reference
structures.
The reference sample was prepared by alternating electron beam evaporation of Co and Pt
and high resolution electron beam lithography plus lift-off by C. Hassel1 [Has06]. In-plane
magnetoresistance measurements revealed an effective perpendicular magnetic anisotropy
constant of Keff = 1.05 x 10
6 J/m3 and a saturation magnetization of Ms = 1080 kAm
−1
was obtained by SQUID measurements (conducted by C. Hassel). With this a Q value of
1adress at that time: Dr. C. Hassel, Universita¨t Duisburg-Essen, AG-Farle: Struktur und Magnetismus
nanoskaliger Systeme
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about 1.5 [Q = Keff/
1
2
µ0M
2
S] is found, which indicates that flux closure domains should
not be present. The remanent state after perpendicular saturation is single domain as can
be clearly seen in the exemplary MFM image of the 2.2 µm wide stripe (Figure 4.1 (b)).
Before the measurement the tips and stripes were magnetized in the same direction, thus
an attractive interaction is expected. In earlier calibration measurements it turned out that
the difference in electrostatic potential between the CoPt stripes and the substrate lead to
a non-negligible effect on the measured curves. With the deposition of a few nanometers
of carbon on top of the whole sample, the potential could be equalized between substrate
and stripes.
The stray field gradient of the perpendicular magnetized stripes is calculated by numerically
summing up the surface charges at the top and bottom layer of the magnetic thin film.
Therefore the second part of equation (1.10) is utilized in a discretized form. The lateral
distribution of the charges has been deduced from the measured topographic signal (the
AFM image) by applying a discrimination level. With this it is possible to model and
fit whole MFM line sections to the measured data, going beyond the single point fits
introduced by Lohau et al., Kebe et al. and Wolny et al. [Loh99,Keb04,Wol10].
Within the monopole model the equation for the MFM signal reads:
∆φ(x, y, z) = −µ0 180
◦
pi
Q
c
q
∂Hz
∂z
(x, y, z + δq) (4.1)
and for the dipole model:
∆φ(x, y, z) = −µ0 180
◦
pi
Q
c
[
mx
∂2Hx
∂z2
(x, y, z + δm)
+my
∂2Hy
∂z2
(x, y, z + δm)
+mz
∂2Hz
∂z2
(x, y, z + δm)
]
.
(4.2)
For the fit according to the dipole model the direction of the vector m, its length and its
position δm within the tip are set as free parameters. In the case of the monopole model
the fit parameters are only q and δq.
The Fe-CNT tip used for these experiments was prepared by chemical vapor deposition
(CVD) and attached to a standard AFM cantilever by F. Wolny2 [Wol08]. The Fe-CNT
consists of a carbon shell with an iron filling of 2 µm in length and a radius of approximately
16 nm (see Figure 3.12). The commercial tip chosen for the comparative study was a
MESP type tip as introduced in chapter 3 (Section 3.4 and Figure 3.12). Both tips were
2adress at that time: IFW Dresden, Institute for Solid State Research
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magnetized along the axis perpendicular to the cantilever plane. The MFM measurements
described in this section were carried out with the DI 3100 instrument in the tapping/lift
mode.
4.1.2 Calibration results and discussion
An exemplary fit of MFM lines obtained with the MESP type tip and the Fe-CNT tip
with the monopole and dipole model is shown in Figure 4.2. The measured MFM signal is
averaged over approximately 50 lines to improve the signal-to-noise ratio. Both measured
lines show similar characteristic features. Two peaks with inverse sign appear at the
borders. Exactly at the sides of the stripe the signal is zero. To fit the measured MFM line
of the MESP type tip within the dipole model an additional tilt of the moment (with respect
to the sample normal) was included (19◦) to account for the asymmetry of the peaks. This
angle is a superposition of the cantilever tilt due to the measurement setup, which is in
the range of 10◦-12◦, and the asymmetric shape of the pyramid which results in a small
additional in-plane component of the tip stray field. The maximum deviation between the
MESP type tip and the point dipole model can be observed in the center of the stripe.
This can be attributed to the extended volume of the magnetic material of the MESP tip,
which collects stray field contributions of the sample from further distances. With this a
non-zero signal is detected in a region, where the stray field gradient itself is expected to
be close to zero. However, the dipole model is the better choice out of the two point probe
models for the MESP type tip. Only this model includes the vector characteristic of such
a pyramidally shaped tip magnetization. The fit of the MFM signal obtained with the
Fe-CNT tip shows an almost perfect agreement with the monopole model.
Both tip types have been fitted with both models, respectively. The results of the calibra-
tion procedure are summarized in Figure 4.3. Tip calibration parameters m, q and δ are
plotted on a logarithmic scale as a function of the magnetic structure size to accommodate
the large span of values resulting from the fit procedure. The MESP type tip shows an
increase of the dipole moment and the corresponding δ with increasing structure size (Fi-
gure 4.3 (a) and (b)). The same is true for the monopole model (Figure 4.3 (c) and (d)).
The tip parameters of the Fe-CNT tip show a slight increase with increasing stripe width
within the dipole model (Figure 4.3 (a) and (b)) and stay constant within the monopole
model (Figure 4.3 (c) and (d)).
The calibration results are as expected and, for the MESP type tip, in good agreement
with values reported earlier for comparable tips [Keb04,Loh99]. They can be understood
by means of a changing effective tip volume caused by an increasing decay length of the
stray field when increasing the stripe (domain) width. Therefore the magnetic point charge
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Figure 4.2: Exemplary fits of averaged line scans over the CoPt stripe with the dipole and
monopole model for the MESP tip and the Fe-CNT probe.
position, which is located in the middle of the effective volume, moves upwards, increasing
both δ and the tip moment. This behaviour holds for all tips which do not resemble a true
point pole: the values for moment (m or q) and displacement (δ) necessary to describe
the tip response to the sample represent the properties of an extended tip by localizing
these into one point. In case of varying stray field geometries the interaction volume in
the tip is changing and therefore requires modified tip parameters [Loh99]. This makes
the application of the point probe approximation to standard MFM tips rather difficult,
since the tip has to be calibrated for each stray field configuration separately. In contrast
to that, the Fe-CNT tip comes close to a true point monopole, whose properties are not
expected to vary for different stray field geometries. These considerations are confirmed
by the calibration data in Figure 4.3 (c) and (d). The charge and δ are constant for the
Fe-CNT tip within the monopole model. Moreover the magnitude of the monopole moment
q = (0.8± 0.2) x 10−9 Am is comparable to that expected from geometrical considerations
(qgeom = M
Fe
s pir
2
tip = 1.4 x 10
−9 Am). Considering the thickness of the nanotube’s carbon
shell which is in the range of 30 nm a delta of 85 ± 30 nm is reasonable. Small diameter
variations at the end of the iron filling can cause the deviation from the cylindrical geometry
model. Within the dipole model (Figure 4.3 (a) and (b)) m and δ increase slightly, which
results from the magnetostatic definition of the point dipole and the lateral extension of
the iron filling (2 µm) in z direction. In contrast to this the iron filling with a radius of
only 16 nm constitutes an almost perfect monopole in the x-y plane relative to the stripe
dimensions ranging from 300 to 2200 nm.
60
4.1 The monopole character of Fe-CNT sensors
From the above findings it can be concluded that for the Fe-CNT tips the monopole
approximation is an absolutely adequate model which describes the tip entirely. This
description is expected to stay valid as long as the nanowires diameter is much smaller than
the characteristic lateral feature size of the sample’s stray field distribution. Furthermore
the length of the nanowire must be larger than the decay length of the sample’s stray
field [Hug98,Mu¨h12].
Figure 4.3: Calculated dipole (a) and monopole moments (c) and corresponding δ values ((b)
and (d)) for the MESP tip and the Fe-filled CNT tip at an average lift height of 60-80 nm. Within
the dipole model a tilt of 19◦ of the moment in the MESP tip was found and kept constant during
the whole calibration procedure.
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4.1.3 Quantitative MFM on a [Co/Pt]/Co/Ru multilayer
With the knowledge of the tip properties and its independence on the domain size, the
Fe-CNT tip is used for quantitative imaging on a [Co/Pt]/Co/Ru multilayered thin film
with the following architecture: [(Co(0.4 nm)/Pt(0.7 nm))8/Co(0.4 nm)/Ru(0.9 nm)]18.
The film was grown on a 2 nm Pt buffer layer and covered by 2 nm Pt (sputter deposited
at 1 x 10−3 mbar Ar pressure and the following deposition rates: Ru = 2.5 nm/min,
Pt = 4.4 nm/min, Co = 3.1 nm/min) (prepared by R. Kaltofen, IFW-Dresden). The
ferromagnetic Co/Pt multilayer stacks possess a high perpendicular anisotropy. Despite the
nonmagnetic spacer layer which mediates an antiferromagnetic interlayer exchange coupling
between these ferromagnetic layers, in zero field the sample is in a ferromagnetic band
domain state, where the perpendicular magnetization is correlated in vertical direction
throughout the whole film, but forms neighboring domains with opposite magnetization
direction and a domain width of about 180 nm (comparable to the sample described by
Bran et al. [Bra09a]). The MFM image is shown in Figure 4.4 (a).
Figure 4.4: (a) MFM image of [Co/Pt]/Co/Ru mulitlayer in the ferromagnetic band domain
state. (b) The simulation was performed along the black line drawn in the image. The diagram
shows the comparison of the MFM signal with the simulation.
For the quantification of the measured MFM signal the procedure described previously is
applied in the same manner but now keeping the tip properties constant and using the
sample magnetization as fit parameter. In this case the sample stray field was calculated
from a charge pattern that was derived by applying a discrimination level to the MFM
data. The model assumes zero width domain walls. As tip parameters the mean monopole
moment qmean = −7.5 · 10−10 Am and the mean displacement δmean = 85 nm were applied.
The results of the modelling can be found in Figure 4.4. Optimum agreement is found when
a sample magnetization M = 440 ± 135 kA/m is assumed. This value can be compared
to global VSM measurements which reveal a value of Ms = 650± 65 kA/m. Obviously an
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average deviation of each domain from the perfectly perpendicular magnetization orienta-
tion, expected from the interface anisotropy, is resolved. This is to a small extent caused
by the non-vanishing width of the domain walls. The main contribution, however, comes
from the competition between stray field (Kd) and anisotropy energy (Ku). Only for large
perpendicular anisotropy Q = Ku/Kd  1 the magnetization in a band domain structure
is expected to lie fully perpendicular to the surface within each domain. For smaller Q ≥ 1,
the sample adopts a non-homogeneous magnetization structure with considerable in-plane
components [Sti10]. In an early model assuming a one-dimensional charge pattern on the
surface of an infinite plane Williams et al. [Wil49] estimated the influence of the effective
permeability µ∗ = 1 +Kd/Ku on the stray field energy and thus the magnetization within
each domain. They derived a correction factor a = 2/(1 +
√
µ∗) by which the perpendicu-
lar component of the magnetization is expected to change for µ∗ 6= 1. The perpendicular
uniaxial anisotropy of the [Co/Pt)/Co/Ru]18 multilayer was determined by measuring the
VSM in-plane (hard) and out-of-plane (easy) hysteresis loops and subtracting the shape
anisotropy Kd = J
2
s /2µ0 from the area enclosed by the hard and easy axis loop [Bra09b].
The resulting correction factor is a = 0.8, which comes close to the value obtained from
the quantitative MFM measurement, where a = 0.7.
The quantitative MFM analysis clearly identifies the non-perpendicular domain state, not
obvious in a simple qualitative measurement. This demonstrates the necessity of a comple-
mentary measurement technique beside the volume averaging VSM for an overall interpre-
tation of the magnetization status from a microscopic point of view and identifies Fe-CNT
MFM probes as ideal monopole sensors for easy quantitative MFM measurements.
4.2 Inplane sensitive MFM with Fe-CNT sensors
4.2.1 Bimodal MFM technique
Several attempts have already been made to extend the MFM sensitivity additionally to
the parallel or in-plane component (x or y-direction) of the stray field gradient [Abr88,
Gru¨90, Fol00, Sas05]. All approaches have in common, that they orient the tip’s stray
field parallel to the sample surface to detect ∂Hx/∂z. This can either be done by using
MFM tips with high coercive coating and magnetizing the tip perpendicular to it’s main
axis [Gru¨90,Sas05], or by manipulating the tip coating by introducing a hole at the apex
with a focused ion beam and with this changing the stray field geometry emanating from
the tip [Fol00]. Abraham et al. [Abr88] used a wire tip and bend it in the preferred direction.
All these methods require the modification of the tip and are thereafter restricted solely
to the measurement of the in-plane component.
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A new MFM method, including both, the in-plane and out-of-plane sensitivity, has been
recently introduced by the group of T. Mu¨hl and will be referred to as bimodal MFM in the
following [Mu¨h12]. The bimodal MFM technique is based on the monopole characteristic
of a Fe-CNT probe, which is attached to a cantilever. Contrary to the previously published
methods, the advantage of this techniques is the possibility to detect different components
of the force gradient independently. The same MFM sensor can be used without fur-
ther modifications. More precisely, the bimodal technique allows to experimentally detect
Figure 4.5: (a) Sketch of the static cantilever beam of length L. A magnetic element (red dot)
is attached to a spacer element at the position xtip. (b) first mode vibration - conventional MFM
operation mode, out-of-plane sensitivity, (c) second mode vibration - enabling in-plane sensitivity.
u1(x) and u2(x) denote the displacement of the cantilever at a position x. ∆x is the amplitude
of the second mode oscillation (by courtesy of C. Reiche).
∂Fx/∂x and ∂Fz/∂z. According to the Maxwell equation ∇B = 0, the field components
are connected, thus the force gradients are also interdependent and can be derived from
each other. For quantitative comparison the respective force gradients have to be first
calculated from the measured MFM signal according to
∆f =
fmode
2cmode
∂Fn
∂n
(4.3)
where fmode denotes the resonance frequency and cmode the dynamic spring constant of the
chosen measurement mode. While fmode can be measured in each experiment, cmode has to
be calculated for the given measurement mode.
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The technical realization of the bimodal MFM method is based on the excitation of higher
order flexural vibration. In the conventional MFM setup the cantilever is oscillated in
the first flexural vibration mode, that is the vibration direction lies perpendicular to the
sample surface (along the z-direction). In higher resonant modes certain locations along
the cantilever length don’t possess a z-displacement. At these nodes only the slope of
the cantilever is oscillating. The idea of Mu¨hl et al. [Mu¨h12] was to transform such slope
oscillations into x-direction oscillations by attaching the Fe-CNT sensor to a spacer element
at the selected nodal point as shown in Figure 4.5. The spacer element was prepared by
FIB-based deposition of a carbon pillar. SEM images of the spacer with the attached
Fe-CNT can be found in Figure 6.9 (a) and (b). The stiffness of the spacer is sufficiently
Figure 4.6: SEM image of (a) the spacer element and attached Fe-CNT and (b) a higher
resolution image of the Fe-CNT sensor end (by courtesy of C. Reiche).
large, so that its resonance frequency exceeds the frequencies of the operated cantilever.
This ensures, that the oscillation is fully transfered to the Fe-CNT (method description
and more details can be found in [Mu¨h12]).
For a quantitative comparison of the measured MFM signal in both vibrational modes,
it is necessary to calculate the respective dynamic spring constant cmode. This is done on
the basis of the Euler-Bernoulli beam theory and an elastic energy consideration3. The
approach allows implementing the horizontal displacement of the magnetic sensor along
the cantilever length (see Figure 4.5). The resulting equation for the first mode dynamic
spring constant at the location xtip of the Fe-CNT tip reads
cdynamicxtip,1 =
(u1(L))
2
(u1(xtip))
2 c
dynamic
L,1 (4.4)
where u1(L) denotes the envelope of the vertical displacement of the cantilever end and
u1(xtip) the envelope of the vertical displacement of the cantilever at the tip position.
3The derivation was carried out by C. Reiche and T. Mu¨hl, IFW-Dresden, Institute for Solid State
Research and is to be published [Rei13]
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cdynamicL,1 is the dynamic spring constant at the cantilever end. Accordingly, the equation
for the second mode dynamic spring constant reads
cdynamicxtip,2 =
(u2(L))
2
(∆x)2
cdynamicL,2 . (4.5)
Again u2(L) denotes the envelope of the vertical displacement at the cantilever end and
∆x is the amplitude of the in-plane oscillation. ∆x is, within a small angle approximation,
directly connected to the slope of the cantilever at the position of the tip given that the
spacer element is rigid: ∆x = ldist·du2(xtip)/dx, with ldist being the distance of the magnetic
element to the cantilever beam. The vertical displacements un(x) follow from the Euler-
Bernoulli Beam theory for the case of a cantilevered beam [Sar91]. The dynamic spring
constants can be calculated from the static spring constants using the relations introduced
by Ha¨hner : cdynamicL,1 /c
static
L = 1.03 or c
dynamic
L,2 /c
static
L = 40.2 [Ha¨h10].
With the spring constants given for both modes the force gradients can be calculated
from the measured frequency shifts ∆f by equation (4.3). The precision of the introduced
measurement technique for ∂Fx/∂x detection can be tested by comparing the measured
force gradient with a simulated image. As mentioned, the force gradients of both modes
can be calculated from each other. To do this in real space, the third component dFy/dy
has to be known. However, as demonstrated in the first chapter (Section 1.2.3, equation
(1.28)) the z-component of the stray field, and hence also the z-component of the force
gradient, already contains all information about the other two components. In Fourier
space the calculation of the in-plane force gradient ∂Fx/∂x from the out-of-plane force
gradient ∂Fz/∂z is reduced to a simple multiplication operation. Utilizing equation (1.28)
and the Nabla-operator in Fourier space defined as ∇ = (ikx, iky,−k) (see derivation in
Section 1.2.3) the components of the Fourier transformed force gradients are connected
via:
∂Fˆx
∂x
= −k
2
x
k2
·
(
∂Fˆz
∂z
)
. (4.6)
The inverse Fourier transformation gives the lateral force gradient ∂Fx/∂x. With this the
comparison of a complete measured second mode MFM image with a theoretically expected
image is possible.
4.2.2 Comparison between calculated and measured in-plane
contrast
A qualitative comparison between the first- (z) and second-(x) mode MFM measurement
can be found in Figure 4.7 (a) and (b). The first mode MFM image shows the well-
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known domain contrast for the band-domain state of the Co/Pt reference sample (compare
Section 3.5). The second mode contrast is pronounced for domain transitions along the y-
direction (as indicated in Figure 4.7 a), which lies perpendicular to the Fe-CNT oscillation
direction (x-direction). For domain transitions parallel (along x-direction) to the oscillation
direction the contrast vanishes completely. This agrees with the expected signal for such
a purely in plane-sensitive measurement.
Figure 4.7: (a) Measured first mode image and corresponding image scale, (b) measured second
mode image (measurements conducted by C. Reiche), (c) calculated second mode image, scale
corresponding to (b) and (c), (d) diagrams with line sections through the images at the positions
indicated by arrows and numbers in (b) and (c)
For quantitative conclusions the measured contrast is compared with the in plane-contrast
calculated according to equation (4.6). The result is given in Figure 4.7 (c). The diagrams
in Figure 4.7 (d) show two exemplary line sections through the MFM images, which re-
veal a very good agreement between in plane measurement and calculated signal. This
again proves the monopole-like behavior of the Fe-CNT sensor. Furthermore, the accurate
agreement between measurement and calculation proves the theory for the spring constant
calculation to correctly relate the first mode and second mode spring constants.
The bimodal MFM technique can be applied to quantify the stray field components of an
unknown sample. Therefore the additional knowledge of the Fe-CNT moment is necessary.
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Figure 4.8: Stray field gradient of the Fe-CNT tip deduced from the calibration measurement
(black circles) in Figure 4.7 (a) and fitted monopole stray field gradient (green solid line).
This can be derived from a calibration measurement as introduced in the previous section
as well as by a calibration within the deconvolution approach as described in Section 3.2.
The latter one is chosen here to directly determine the stray field gradient of the tip dHz/dz
from the first mode MFM measurement as shown in Figure 4.7 (a). A line section through
the maximum of the rotationally symmetric dHz/dz is plotted in Figure 4.8 (black circles).
The result can be compared with the characteristics of a point monopole. The stray field
gradient of a monopole is given by de Lacheisserie et al. [dL04]:
dHz(x)
dz
=
q
4pi
x2 − 2(zlift + δ)2
(x2 + (zlift + δ)2)5/2
(4.7)
where δ is again the displacement of the moment away from the Fe-CNT end and zlift
the scan height in the MFM experiment. The function was fitted with q and δ as free
parameters to the measured dHz/dz(x). The qualitative comparison of the measured stray
field gradient and the monopole fit (Figure 4.8) shows very good agreement. The resulting
fit parameters are: q = (1.2± 0.25 · 10−9) Am and δ = (37± 0.5) nm.
Alternatively, the tip parameters can be directly deduced from the SEM image shown in
Figure 6.9 (b). The measured diameter of the iron filling is dFe = 32 ± 5 nm and the
remaining carbon shell thickness is tc = 40± 5 nm. With the saturation magnetization of
iron Ms = 1.71 · 106 A/m the resulting monopole moment is given by qgeom = Mspid2Fe/4 =
(1.4± 0.4) · 10−9 Am. Taking the relatively large error intervals into account, this corres-
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ponds very well to the tip parameters obtained by calibration.
Summarizing, the above results additionally underline the conclusions of the previous sec-
tion. Fe-CNT sensors show a magnetic behavior, which is very close to a real monopole
tip. Furthermore, the relation between the calculated dynamic spring constants for the
first and second mode is verified by the agreement between MFM measurement and theore-
tical signal calculation. This might be applied for a fast quantitative analysis of stray field
gradients from MFM measurements in a real space approach. Having the deconvolution
approach in Fourier space available, however, bears several additional advantages. The
calibration has to be performed anyway and is much faster in the Fourier space approach.
The quantification of sample stray field gradients or effective surface charges work with the
true experimental ICF or RSICF without an additional fitting procedure. In contrast to
this, Figure 4.8 reveals, that despite the good agreement between measurement and mono-
pole model, there still exist small differences, which get lost after fitting. In the remaining
chapters, the results are derived with the deconvolution approach offering the possibility
to apply arbitrary tip types and greater ease of use.
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The direct deduction of the magnetic moment of nanoobjects and their size is one of the
large challenges in MFM image analysis, which arises from the introduced (Section 3.1)
convolution characteristic of the image formation. This chapter focuses on the analysis of
the lateral dimensions of nanoobjects. This is done for two different physical problems: the
quantification of the bubble domain size in a magnetic multilayer and the quantification
of the magnetic penetration depth in a superconductor.
The first section analyses bubble domains, i.e. small cylindrical objects embedded in an
inversely magnetized matrix, which are known to exist in magnetic multilayer films with
perpendicular anisotropy. Here a (Co/Pd)80 multilayer has been investigated in varying
perpendicular field to assess the diameter evolution. Theoretical considerations predict a
continuous enlargement of the bubble diameter with decreasing field [Bra09a]. This could
be verified by the quantitative analysis of the experimental data [Voc11].
A second application concerns vortices in a superconducting iron-pnictide single crystal
observed by MFM. Although, physically, bubble domains have little to do with vortices in
superconductors, the determination of the correct vortex profile constitutes a very similar
problem. For the stray field of a magnetic vortex in a type-II superconductor an exact
analytical expression exists [Car00]. This qualifies vortices measured by MFM as suitable
model objects to test the quality of the deconvolution procedure as introduced in Section
3.2. The method is compared to existing approaches based on a parameter-dependent
model.
The content of this section was part of the diploma work of F. Rhein at IFW-Dresden
conducted in the group of Dr. V. Neu [Rhe13]. The scientific ideas for the model com-
parisons were supplied by the author of this thesis, while the practical image evaluations
were performed in close cooperation. The analysis was based on the deconvolution proce-
dures developed in this thesis with additional software contributions from F. Rhein and
H. Stopfel [Sto11,Rhe13]. The measurements presented in the last subsection (Subsection
5.2.2) were conducted by F. Rhein together with the group of Prof. H.-J. Hug at the Uni-
versity of Basel. The experimental measurement plan was elaborated in close cooperation
with F. Rhein, Dr. V. Neu, Prof. H.-J. Hug and with helpful hints of Prof. Auslaender
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from Technion (Haifa). The single crystal was provided by Prof. Dr. D. Inosov (address
at that time: Max Planck Institute for Solid State Research, Stuttgart, present address:
TU-Dresden, Department of Physics). The results of these investigations were included
in this thesis, as they very unambiguously proof the power of a tip calibration and the
deconvolution method as developed in this thesis.
5.1 Bubble domains in a [Co/Pd]80 multilayer
Maze and bubble domain formation is well-known in films with strong perpendicular ani-
sotropy (Q > 1) [Thi70,Rus01,Bra09a]. The maze domain pattern is formed in zero field.
By applying an external field, the domains transform into isolated bubbles as schematically
shown in Figure 5.1. The theory of Thiele [Thi70] and Kooy and Enz [Koo60] predicts,
that the existence of these bubble domains, which are cylindrical domains of inverse ma-
gnetization, is restricted to a certain field region. Above the so-called collapse field Hbc
the bubbles disappear and the film is fully saturated [Thi70, Dav04]. If the external field
is decreased below the strip-out field Hbs the cylindrical shape of the bubbles is not stable
anymore and transforms into isolated stripes. In between these critical fields, the diameter
of the bubbles increases with decreasing fields (diagram in Figure 5.1 (c)).
The multilayer system studied has a [Co(0.4 nm)/Pd(0.7 nm)]80 architecture
1. The film
exhibits strong perpendicular anisotropy with an anisotropy ratio of Q = Ku/Kd = 1.7.
Global VSM hysteresis measurements reveal an almost zero remanence of the film (Fi-
gure 5.2, middle), which is verified by the MFM image2 in zero magnetic field (Figure 5.2),
bottom, left). After out-of-plane saturation in the zero-field state, the multilayer exhibits
a random maze domain pattern with an average domain width of 155 nm. By increasing
the external magnetic field, the domains, which are aligned parallel to the field, grow,
while the oppositely aligned domains get smaller. This process occurs gradually until the
domains transform into isolated stripes and, in the end, into a bubble domain structure at
higher fields (compare the image series for the increasing branch in Figure 5.2). Reaching
the critical field Hbc ≈ 450 mT the collapse of the bubble can be directly observed during
the MFM scan.
Decreasing the field again after saturation leads to the formation of new bubble do-
mains. With further decrease the bubble shape and configuration stays stable but the
1The film is grown by magnetron sputtering on a 20 nm Pd buffer and is covered with 6 nm Pd. The
sample was provided by O. Hellwig, HGST - Western Digital. Details for sample preparation are given
by Hellwig et al. [Hel07].
2MFM images were recorded with the DI 3100 instrument under ambient conditions in the tapping/lift
mode. The applied field and the magnetization of the tip are parallel in all presented MFM measure-
ments.
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MFM contrast arising from the bubble increases gradually down to the strip-out field (at
310 mT) [Bra09a]. This effect can be interpreted as a continuous enlargement of the bubble.
The exact bubble size, however, can not be extracted directly from the MFM image, since
it strongly depends on the magnetic properties of the tip.
Figure 5.1: Schematic representation of (a) the maze or band domain state, (b) isolated bubbles
and (c) the bubble diameter evolution in an external magnetic field (from [Bra09a]).
5.1.1 Micromagnetic model
For the theoretical description of bubbles in magnetic multilayers3 with perpendicular
anisotropy the theory by Thiele [Thi70] has been extended to include the surface charges
of each individual magnetic layer in the multilayer architecture [Bra09a]. Following the
procedure outlined in [Bra09a] the total energy of a cylindrical bubble in an external field
is minimized with respect to the bubble diameter d. Additionally, the stability region of
cylindrical bubbles with respect to strip-out and collapse is calculated. Input parameters
for the calculations are the geometrical data of the multilayer, the measured saturation
magnetization MS and the Bloch wall energy γ = 4
√
AKu. The two latter quantities enter
the equations in form of the critical length lc = γ/2Kd = µoγ/J
2
S. The result for the
[Co/Pd]80 multilayer (assuming a value lc = 4.1 nm) is shown in Figure 5.5 as symbolized
with the red triangles, predicting the bubble diameter as a function of the applied field. The
stability range is indicated by the vertical red lines. Below the strip-out field calculations
have been extended to possible unstable bubbles (dashed red line).
5.1.2 MFM image simulation
For the evaluation of the bubble diameters the following procedure was applied. The
RSICF (real space instrument calibration function) can be determined from the zero field
3The micromagnetic model and calculations for the given material were derived by N. S. Kiselev and
A. N. Bogdanov. Address at that time: IFW-Dresden, Institute of Theoretical Solid State Physics.
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Figure 5.2: Hysteresis curve of the [Co/Pd]80 multilayer measured by VSM. The MFM images
on the bottom display the domain evolution on the increasing branch of the hysteresis curve.
Starting with a maze domain pattern at 0 mT the oppositely magnetized bands (bright) shrink
and transform into bubbles with increasing external field. The bubble diameters further shrink
until they finally collapse at a field of 450 mT (image at the far right). The circles mark the
fields at which the MFM images were taken. The images at 0 and 280 mT were recorded on a
larger range than the following images at higher fields. The scale bars apply to the images on
their left, respectively. The MFM images on the top display the process of bubble strip-out with
decreasing external field. According to the first occurrence of deviation from circular symmetry
the experimental Hbc is determined as 310 mT.
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MFM image. In this state the magnetization can be assumed to be almost perpendicular to
the sample surface within the domains and the saturation magnetization is known from the
global VSM measurement. With this the surface charge map can be deduced, the Bloch-
type domain transition included and the RSICF calculated by applying the calibration
procedure introduced in Section 3.2.
Figure 5.3: Schematic representation of the MFM image simulation of isolated bubbles with
variable diameter d.
The present deconvolution problem has the advantage that additional information about
the magnetic object is available. This is the cylindrical form of the bubble with a magne-
tization along the cylinder axis. As a first approximation it is reasonable to assume the
transition between the matrix and the bubble domain to be of Bloch-type [Kis11], even
though more complex transitions are known for bubble films [Hub98]. A surface charge
distribution for a cylindrical bubble with a starting radius was created and convolved with
equation (3.18) to introduce domain walls. The wall width was chosen to be δw = 23 nm
assuming an exchange constant A = 28 pJ/m according to [Bra09b]. This surface charge
pattern is convolved with the RSICF(x, y) and results in a simulated MFM image as sche-
matically shown in Figure 5.3. The bubble diameter is iteratively varied until a minimum
deviation from the measured MFM image is found. In Figure 5.4 (a) the comparison bet-
ween simulated bubble images at 320 and 430 mT and the corresponding measured MFM
images are shown. The line profiles through the center of the measured and simulated
bubble image displayed in Figure 5.4 (a) at 320 mT are shown exemplary in the diagram
in Figure 5.4 (b). The simulated MFM contrast fits the measured contrast very well, both
in absolute value and shape. This proves the tip calibration procedure to be adequate and
the assumption of a cylindrical bubble shape justified.
5.1.3 Results and discussion
The quantitative analysis of the bubble size was carried out for the MFM images recorded
on the decreasing branch of the hysteresis loop. The results are summarized in Figure
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Figure 5.4: (a) Bubble domains measured in different fields (top) and the simulated MFM
images for the same field values (bottom). (b) Comparison of a single line through the center of
the bubble for a measured (black squares) and a simulated bubble (blue line) at 320 mT.
5.5. In agreement with the theoretical model the bubble diameter shrinks with increasing
field in a nearly linear manner. Furthermore, the experimentally observed values for the
bubble strip-out (Hbs = 320 mT) and collapse field (Hbc = 450 mT, vertical solid lines)
compare well with the predicted values of Hbs = 330 mT and Hbc = 440 mT (vertical
dashed lines). The measured and deconvolved values for the bubble diameters come close
to theoretically predicted ones although there is a shift to higher diameters visible for the
experimental data. Possible reasons for this discrepancy may lie in the experimental limits
for the detection of such small domain sizes. First of all the MFM signal is measured in
discrete steps of about 10 nm. This is the reason for the relatively large error bars of ± 20
nm in Figure 5.5. A second reason is the resolution limit, which arises from the combined
influence of the tip, the cantilever (hr-MFM Team Nanotec), the MFM electronics and the
properties of the measured sample.
A better understanding of the effect of limited tip resolution can be obtained by looking at
the Fourier spectra of the ICF and the bubbles in Figure 5.6. There is a large interval, where
the ICF amplitude is already decreasing significantly, but where the small bubble (see lower
diagram in Figure 5.6) has still large Fourier components and thus the convolution with
the ICF is connected to a loss of information. The ICF drops further until a wavelength
of about 50 nm. This value can be seen as an estimation of the tip’s lower resolution
limit at a tip-to-sample distance of 50 nm, which is a reasonable lower limit and a value
similar to those determined by Abelmann et al. [Abe98]. The subsequent increase of the
ICF at higher frequencies is due to the increasing noise with increasing frequency. These
experimentally limiting parameters (small object size and limited ICF frequencies) can
lead to a deviation from the theoretically predicted values. However, the trend of bubble
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Figure 5.5: Dependence of the theoretical and experimental bubble diameter on the applied
perpendicular magnetic field. Hbs and Hbc indicate the strip-out and collapse field for the micro-
magnetic model and the experimental data, respectively. The micromagnetic calculations were
done by N. S. Kiselev.
Figure 5.6: Power spectrum densities of the ICF (top) and bubble domains of different sizes
(bottom).
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evolution could be reproduced clearly and the absolute values are within the error interval
of the measured bubble diameters.
In summary, the applicability of a deconvolution procedure for the quantitative deter-
mination of magnetic bubble domain sizes was shown. This has important implications
for the investigation of other magnetic nanoobjects such as nanoparticles or vortices in
superconductors.
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5.2 Quantitative assessment of the magnetic penetration
depth in superconductors
The magnetic penetration depth λ is a fundamental property that characterizes a supercon-
ductor. It defines the distance to which a magnetic field penetrates into a superconductor.
More specifically, it denotes the distance at which the magnetic flux of a flux line in a type
II superconductor decays to 1/e of its value in the center (see Figure 5.7, for further details
it is referred to Buckel [Buc08]).
Figure 5.7: Spatial variation of the magnetic flux density. λ is the distance, where the flux
density droped to its 1/e part.
The use of MFM as local probe of λ has been introduced recently [Ros01, Str08, Naz09,
Lua10, Lua11, Sha11, Kim12]. With a low temperature MFM device (LT-MFM) the tem-
perature dependence of λ can be studied. One possibility for the quantification of λ is the
detection of the Meissner repulsion as a function of distance in a single point above the
superconducting state [Lua10, Lua11, Kim12]. The resulting curve is fitted with a theore-
tically calculated function based on a tip model, which is described as a truncated cone.
Another method fits the MFM profiles of vortices [Ros01,Naz09] or two-dimensional vor-
tex images [Sha11] with a theoretically calculated MFM signal. The task is challenging,
as both, the influence of the vortex and the a priori unknown tip properties have to be
included. All simulation models reported in the references given above contain multiple
fitting parameters, which introduce uncertainties in the resulting λ, additional to the ex-
perimental errors. Therefore, in the following the limits of approaches presently used are
pointed out and a model free algorithm based on image deconvolution is suggested. Fi-
nally, the successful application of the procedure to experimentally measured MFM data
of a BaFe2(As0.24P0.76)2 single crystal will be given. As mentioned before, the focus is
on testing a frequently applied model and comparing it to the deconvolution approach by
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simulations as well as experiment. The equations necessary for that are given within the
sections.
5.2.1 Comparison of methods
In the following the applicability of methods will be discussed which are based on the
extraction of λ by fitting the MFM signal of vortices. Such fitting requires an analytical
description of both, the vortex and the tip influence.
The full expression of the z-component of the stray field distribution above a vortex in a
superconductor is given by Carneiro and Brandt [Car00]:
Hz(r, z) =
φ0
2piµ0λ2
ˆ ∞
0
J0(γr) exp(−γ(|z| − d/2))
kγ[coth kγd/2 + kγ/γ]
dγ (5.1)
where r is the lateral distance from the vortex center, z is the distance above the vortex
measured from the center of the volume, kγ = (γ
2 + 1/λ2)1/2 , d the film thickness and J0
is an integral Bessel function of the first kind. It has been stated in the above publication,
that for film thicknesses d > 4λ at a distance z > λ the stray field of the vortex is
well approximated by a magnetic monopole of strength 2φ0 (φ0 being the flux quantum)
located at a depth of 1.27λ below the surface. Under the given preconditions equation
(5.1) simplifies to the stray field of a monopole Hmz :
Hmz (r, z) =
φ0
2piµ0
z + 1.27λ
((r − r0)2 + (z + 1.27λ)2)3/2
(5.2)
where (r − r0) denotes the lateral distance from the vortex center.
As introduced in Section 3.1.2 and discussed in the previous chapter an MFM tip can be
described by a magnetic monopole qtip, which is located in a distance δ from the apex of
the sharp tip end. With the above equation for the vortex field, the interaction can be
described by two monopoles with one representing the tip and the other the vortex. A
schematic representation motivating this description is given in Figure 5.8 (a). The force
gradient within this so-called monopole-monopole-model is given by:
dFz
dz
(r, z) = µ0qtip
dHmz
dz
(r, z). (5.3)
Finally, the MFM signal in the frequency detection mode (compare equation (2.13))
reads:
∆f = −f0
2c
qtipφ0
2pi
(r − r0)2 − 2(z + 1.27λ+ δ)2
((r − r0)2 + (z + 1.27λ+ δ)2)5/2 (5.4)
79
5 Quantification of magnetic nanoobjects in MFM measurements
Figure 5.8: (a) Sketch of the monopole-monopole model. (b) Sketch of the deconvolution ap-
proach, describing the effect of the vortex in terms of equivalent magnetic surface charges.
where r0 again denotes the center of the vortex and r now denotes the lateral position
of the tip. This model was applied by Straver et al. and Shapoval et al. to extract λ
values from MFM images by fitting vortex profiles [Str08,Sha11]. The images are fitted to
a sum of ∆f terms, one for each vortex, plus dfoffset for the Meissner repulsion. The free
parameters of the fit are dfoffset,
f0qtip
2c
and δ + λ. These parameters are all the same for the
vortices in the image.
For the exact and parameter free formulation of the tip-vortex interaction, the full des-
cription of both the tip and vortex properties is necessary. According to equation 3.7 the
frequency shift in Fourier space reads:
∆fˆ(k, z) = −µ0f0
2c
σ∗sample(r)
dH tipz
dz
(k, z). (5.5)
Here σ∗sample can be understood as an effective surface charge distribution including both,
the top and the bottom surface. σ∗sample produces a stray field of the form given by equation
(5.1). This is not an approximation, but an equivalent description of the vortex in terms
of magnetic charges (see Figure 5.8 (b)). The Fourier transform of the stray field produced
by the vortex directly follows from equations (1.26) and (1.27):
Hˆz(k, z) = −1
2
e−kzσˆ∗sample(k). (5.6)
This full description of the tip sample system can be used to extract λ from an MFM
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image as follows. First, the effective surface charge distribution σ∗sample of the vortices is
obtained by the deconvolution approach introduced in Section 3.2. Second, the stray
field of the vortices is calculated by equation (5.6) and the inverse Fourier transformation.
Finally, this stray field is fitted with the integral expression of equation (5.1) with λ being
the sole free parameter.
The applicability of both approaches, the monopole-monopole-model and the deconvolu-
tion method, can be tested by simulating MFM images with a given λorig. To do so,
the reciprocity principle is applied (Subsection 1.2.2), which allows to simply interchange
the indices (tip, sample) of σˆ and dHˆz/dz in equation (5.5). The stray field gradient of
the sample dHsamplez /dz(r, z) can be calculated numerically via equation (5.1). The tip
property, which is now σ∗tip, represents the tip-equivalent surface charge distribution on a
plane right at the end of the tip apex, parallel to the sample [Mey04, Pil06]. Again, this
formulation contains no approximations but is a full description of the tip’s complex three
dimensional magnetization structure.
In order to simulate a realistic MFM image σ∗tip is deduced from a calibration measurement,
similar to that used for the experiments introduced in the next section. Thereafter, the
image is calculated by multiplying the Fourier transforms of σ∗tip and dH
sample
z /dz(r, z)
and adding a Gaussian type noise with a standard deviation of 0.02 Hz. A schematic
representation of the image simulation is given in Figure 5.9. MFM images for varying
Figure 5.9: Visualization of the MFM image simulation. The stray field gradient of a vortex,
calculated on the basis of equation (5.1), is convolved with the tip equivalent surface charge.
With adding Gaussian type noise a realistic MFM image can be simulated.
sample thicknesses d = 100, 500 and 2000 nm, varying tip lift heights zlift = 30, 200 and
400 nm and a constant λorig = 200 nm are calculated. The evaluation methods are then
tested for their accuracy, i.e. to how much the result of the λ-analysis (λre) reproduces the
original value (λorig = 200 nm). The λ estimation within the monopole-monopole-model
was performed in two ways. In one version, the a priori unknown tip parameter qtip was
set as free parameter and δ = 0, according to the procedure introduced by Straver et al.
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and Shapoval et al. [Str08, Sha11]. The second version extracts the values for qtip and δ
from the calibration measurement4. With this λ remains as the only fit parameter in the
monopole-monopole-model.
Figure 5.10: Accuracy of penetration depth recovery within each approach for varying sample
thicknesses d and distance above the sample zlift. The approaches are distinguished by different
shapes (triangle, square, circle) and varying sample thicknesses are marked with different colors.
The original penetration depth was λorig = 200 nm. (The zlift values were shifted by 10 nm for
better visibility.)
The comparison of the reproduced λre values for each evaluation method (distinguished
by the symbol form), for the different d-values (distinguished by the symbol color) and
different zlift-values (the x-axis) is given in Figure 5.10. The original λorig-value is pointed
out by the black line parallel to the x-axis. The monopole-monopole-model with qtip free
and δ = 0 nm turns out to be not applicable to estimate the original λorig-value. Neither
for close, nor for far distances above the sample surface and for none of the d-values λre
comes closer than 50 % to λorig. The λre-values can be regarded as arbitrary fitting results,
which arise from too many fitting parameters in the model. A correct analysis with this
model may only occur by chance.
The situation clearly changes for the monopole-monopole-model with fixed tip parameters.
For larger thicknesses (d = 500, 2000 nm) λorig can be reproduced for each given zlift with
an accuracy between 17 % and 37 %. Apparently, the tip is described decently well with
the calibrated monopole model but the monopole model of the vortex fails. The thicknesses
4This was done by calculating the stray field of the tip with equation (1.27) and fitting the result with
the stray field of a magnetic monopole with qtip and δ being fit parameters.
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were chosen such, that for d =100 nm and d = 500 nm the limiting condition d > 4 λ is
violated. The same holds for zlift = 30 nm, which does not obey the condition z > λ.
In contrast to this, the accuracy of the deconvolution approach obviously does neither
depend systematically on the sample thickness, nor on the measurement distance. The
λorig-value can be reproduced within an accuracy of 8 % to 25 %. The remaining error is
caused by the limited resolution of the tip5.
Summarizing, the monopole-monopole-model only performs well, if the tip has been pre-
viously calibrated and with this the parameters can be fixed. The fact that a preceding
calibration of the tip is indispensable for a quantitative assessment of magnetic object
sizes is underlined with these results. However, even with a calibrated tip, the monopol-
monopole-model is not applicable for thin samples with thicknesses smaller than or in the
order of λ. The comparison of the evaluation methods reveals the strength of the decon-
volution approach. In contrast to the monopole-monopole-model it is parameter-free and
thus independent of sample thickness and measurement distance. Furthermore, it allows to
fit two dimensional MFM data, going beyond vortex profile fits as reported by Nazaretski
et al. and Roseman et al. [Naz09,Ros01] and single-point force-distance measurements as
reported by Luan et al. and Kim et al. [Lua10,Kim12].
5.2.2 Experimental determination of the temperature dependent
penetration depth in a BaFe2(As0.24P0.76)2 single crystal
In the following, the deconvolution approach is applied to extract the temperature de-
pendence of the magnetic penetration depth of a BaFe2(As0.24P0.76)2 single crystal from
measured MFM images.
The measurements were performed by F. Rhein at the low temperature MFM (LT-MFM)
device at the University of Basel under the supervision of Prof. H.-J. Hug and the members
of his group Dr. N. Joshi and Dr. S. O¨zer. The LT-MFM detects the frequency modulation
of the cantilever, therefore the measured signal is given in units of Hz. The MFM images,
given in Figure 5.11, were taken in varying temperatures T between 6.8 and 27.6 K. For
increasing temperatures (from T = 18.6 K on) the pinning force of the vortices decreases
under a critical value [Str08,Sha10a], at which the tip partially drags away the vortices. The
vortex movement is visible as ”cutted”objects in the MFM image. Details on the depinning
mechanism of vortices in MFM experiments are given by Shapoval et al. [Sha11].
5The simulations were performed with a real RSTF, which was calibrated at a quite far distance zlift = 200
nm. The accuracy of the RSTF can be further improved and with this also the resolution, when
calibrating at a closer distance. This is subject of ongoing work and is presumed to result in an even
more precise reproduction of the penetration depth.
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Figure 5.11: MFM images at varying temperatures from T = 6.8 K to 27.6 K. Scanning distance:
460 nm, scanning area: 4 µm x 4 µm
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Prior to the quantitative evaluation a dfoffset was subtracted from the images, in order to
account for the overall present Meissner repulsion. Finally, the temperature dependence
of λ, as evaluated by the deconvolution approach, is given in Figure 5.12. The obtained
values are fitted by the theoretical λ(T ) function according to [Buc08]:
λ(T ) =
λ(0)√
1− ( T
Tc
)n
(5.7)
where λ(0) and n are material dependent characteristic values and Tc denotes the critical
temperature.
The fitting yields an n value of 3.98 and a λ(0) of 247 ± 60 nm. The error value is
an upper estimate according to the largest error obtained in the previous section for the
deconvolution approach. The determined n value comes close to that of conventional
superconductors with an s-wave gap, where n = 4.0 [Buc08]. The obtained λ(0) value is,
within the error interval, consistent with values reported by [Has10] (λ(0) = 200± 30 nm)
and therein cited reference [20] (λ(0) ≈ 170 nm).
Figure 5.12: Temperature dependence of λ as obtained from the MFM images given in Figure
5.11 (blue dots). Fitting the experimental results with the theoretical temperature dependence
given by equation (5.7) yields the red line with the fit parameters n = 3.98 and λ(0) = 247 nm.
The error bars represent the standard deviation of the λ values obtained within one image.
Concluding, the proposed deconvolution method in combination with the full expression
for the vortex stray field (equation (5.1)) enables the direct assessment of the magne-
tic penetration depth in superconductors. In particular, it is the method of choice for
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investigations of superconducting thin films with thicknesses d < 4λ, where the monopole-
monopole-model looses its validity.
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arrays on a local and global scale
Beside the broad application areas [Sch10a], magnetic nanowire arrays are very suitable sys-
tems for studying fundamental magnetostatic properties. More precisely, nanowire arrays
enable investigating the effect of dipole interaction fields on the magnetization behavior
of an individual magnetic particle embedded in an array. Various kinds of nanowire ar-
rays have been extensively studied over the last two decades (see e.g. [Sel01,Sko03,Sun05,
Kum06,Sch10a,Hel13] and references therein).
Nevertheless, information about the magnetic status and magnetic reversal mode of a
single wire as part of an array is still difficult to obtain, both theoretically as well as
experimentally [Viv12,Va´z11]. A basic problem is the difficulty to determine the exact stray
field characteristics exerted by the surrounding magnetic objects. Furthermore, the effect
of this field on the individual particle behavior has to be investigated. Since micromagnetic
simulations on complete nanowire arrays exceed standard computational power, numerical
calculations are mainly performed on single [Her04] or at most on a few (16) nanowires
[Her02].
The first section of this chapter addresses this problem of stray field calculations in a
nanowire array. Of interest are both, the short range stray field generated by the close
environment of a central wire and the long range field generated by an infinitely large array.
To that end, a position dependent expression for the array’s stray field along the nanowire
axis is derived. The herewith obtained distribution is implemented in a micromagnetic
calculation in order to answer the question, what effect the sum of stray fields of surroun-
ding wires has on an individual wire. Finally, the conclusions of these findings enable the
calculation of theoretical hysteresis loops and the comparison with globally measured VSM
data of Co48Fe52 arrays with varying length.
For the experimental part of the nanowire array characterization, MFM again proves to be
a very useful tool. The local magnetization structure of individual wires within the array
is studied with high resolution. In combination with the calibration procedure introduced
in Section 3.2 it is possible to verify the existence of a magnetic vortex at the wire ends.
This becomes possible with an approach that extends the two dimensional quantitative
MFM approach into the third dimension, making use of the depth sensitivity of MFM.
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The focus of the last section is on the short range magnetostatic interactions. These are
described by a statistical analysis of the present nearest neighbor configurations of in field
MFM measurements.
6.1 Revisiting the estimation of demagnetizing fields in
magnetic nanowire arrays
6.1.1 Available approaches
Relevant for the deduction of intrinsic magnetic properties of the nanowire material wi-
thin an array is the internal field present in each nanowire. The internal field Hint is the
superposition of the externally applied field Hext and the demagnetizing field Hd. The
demagnetizing field, similar to the stray field of a ferromagnetic body (compare equa-
tion 1.10) has its source in the particular shape of the magnetic volume. Discontinuities of
the magnetization are related to volume and surface charges, which produce a stray field
outside and a demagnetizing field inside the sample. The demagnetizing field is oriented
anti-parallel to the magnetization and except for ellipsoids Hd is nonuniform. However, also
for non-ellipsoidal shapes a demagnetizing factor N can be defined such that the internal
field takes the form [Aha96]
Hint = Hext −NM. (6.1)
For non-ellipsoidal bodies this description is only an approximation and gives an average
of the internal field. Depending on how this average is calculated N is named either
magnetometric or ballistic demagnetizing factor. The magnetometric N is calculated by
averaging over the whole volume of the sample, whereas the ballistic N is obtained by
averaging over the middle cross-section of the volume perpendicular to the direction of the
applied field [Aha96]. In the present considerations the magnetometric definition of N is
applied.
The calculation of Hd in an array of nanoparticles requires further considerations. Follo-
wing the analysis byKronmu¨ller [Kro87] the demagnetizing field can be decomposed into
the contribution of the self-demagnetizing field of the nanowire and the demagnetizing field
of the macroscopic thin film, that is the whole array of nanowires.
Hmacro = −NmacroM, Hwire = −NwireM. (6.2)
Perpendicular to the plane of the extended array, which is the direction under consideration
throughout this section, the value of Nmacro is that of a thin film: Nmacro = 1. The average
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demagnetizing factor of an isolated nanowire with an aspect ratio larger 10 and parallel
to the wire axis approximately gives: Nwire = 0. The total Hd of the array has to be
composed of these two contributions. This has been addressed for different particle arrays
by several authors over the last two decades. An overview of the different attempts is given
in the following.
If the Kronmu¨ller approach is applied to arrays with grains in contact, then the total
demagnetizing field is the sum of the two contributions given above. This has been suc-
cessfully applied to describe the demagnetizing effects in granular hard magnetic media
by Dobrynin et al. [Dob09, Dob10]. If the nanoparticles are embedded in a nonmagnetic
matrix not mediating magnetic exchange, the demagnetizing field scales with the amount
of magnetic material in the volume. If the interactions are weak and the particles switch
independently of each other, an effective Hd can be calculated, which averages the de-
magnetizing effect over the whole volume. The approach, first introduced by Netzelmann,
combines the limiting case of an isolated particle with that of a homogeneously magnetized
macroscopic body [Net90]. If p is the volumetric packing fraction of the magnetic particles
in the macroscopic body, the first limit is obtained for p→ 0, the second for p = 1. Assu-
ming a transition between the limiting cases, which is linear in p, the demagnetizing field
can be written [Net90]:
Hd = (1− p)MNwire + pMNmacro. (6.3)
A similar approach proposed by Skomski and Sellmyer defines an effective demagnetizing
factor for the special case of triangularly arranged nanowires in an array [Zen00,Sko01]
Neff = p =
pi(D/d)2
2
√
3
(6.4)
where D denotes the wire diameter and d the center-to-center distance. Here it is assumed,
that the wires are sufficiently long and therefore Nwire=0. Skomski and Sellmyer show,
that this approach can describe experimental data very well as long as the criterion of
uncorrelated switching processes is full-filled. The particular geometry of the cross-section
of the wire and the local magnetization structure at the end of the nanowire is not included
within this description. It is assumed, that these local effects are negligible in the long range
of the array and only sum up to a homogeneous contribution, that is to the demagnetizing
field Hd.
A conceptually different approach is the calculation of Hd by summing over the stray field
contributions of all particles. To this end several authors approximate the particles by
dipoles. Grimsditch et al. calculate the dipolar field of a planar array of dots (all magne-
tized in the same direction) on a square lattice by a dipole sum [Gri98] in order to extract
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in-plane anisotropies. The point dipole approximation is justified in this case, because the
separation of the dots is much larger than their height and their lateral dimension (distance
between dots = 400 nm, diameter ≈ 100 nm). The same formula is applied by several au-
thors for the calculation of the dipolar field of nanowire arrays [Str99,Riv02,Gha11,Das12].
The calculation of the preferred magnetization orientation either parallel or perpendicular
to the wire axis can be roughly estimated qualitatively with this approximation. Howe-
ver, for high aspect ratio wires on grids with wire-to-wire distances smaller than the wire
length, the dipole approximation no longer holds and leads to an overestimation of the
field by almost two orders of magnitude.
Raposo et al. and Clime et al. model the single nanowire as a chain of dipoles [Rap00,
Cli06]. This circumvents the large overestimation of the field in short distances, but still
leads to deviations from experimental results in the range of 20-50 %. Another approach
is offered by Ishii and Sato, who describe a single high aspect ratio iron column as a
magnetic dipole with a certain length and poles at its ends, which are in the units of an
area moment [Ish89]. This allows to include the nanowire length in the field calculation.
The dipoles are located on a triangular grid extending to infinity. The overall stray field
is calculated by summing over all dipole contributions. The summation is approximated
by an integration for the area outside a certain radius and carried out numerically for the
inner radius. With this the authors could successfully describe the shearing of experimental
hysteresis loops of a magnetic iron film with columnar structure from a previous publication
by Masuda et al. [Mas87]. The approach was later on adapted to calculate the internal
field correction in nanowire arrays with triangular lattice by Samwel et al. and corrected
by a small (1.1) scaling factor [Sam92]. The resulting equation was applied for hysteresis
loop calculations of nanowire arrays consisting of 2552 wires by Nielsch and Stadler [Nie07]
and for explaining the strength of interaction fields measured by first order reversal curves
by Dobrota and Stancu [Dob13].
Beleggia et al. derived general expressions for the magnetostatic energy of magnetized
nanoparticles with arbitrary shape in the framework of a Fourier space approach [Bel04].
The authors compare the so-derived full expression for the energy of two interacting na-
nowires with a pure dipole-dipole interaction and with a model including the poles at the
wire surfaces as magnetic charges (monopole description). The comparison reveals that
the dipole expression holds for magnetic disks as used by Grimsditch et al., but diverges
to arbitrary large errors when the aspect ratio increases. In contrast to this, the mono-
pole description agrees well (with a maximum error of approximately 4 %) with the full
expression for two interacting nanowires, producing an error of approximately 20 % only
for small aspect ratios below 10 (for center-to-center distances of d = 4r, with r being the
radius of the wire).
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Due to the described shortcomings of the dipolar approaches mentioned above, a monopole
approach for the calculation of Hd of the whole nanowire array is derived in the following
subsection. The results are compared with a pure dipole approach and the models of
Samwel et al. [Sam92] and Clime et al. [Cli06].
6.1.2 Calculation of demagnetizing fields in nanowire arrays
Dipole and monopole sums
The stray field of a magnetic dipole with the vector magnetic moment m in a distance
(r− r′) is given by [dL04]
H(r) =
1
4pi
[
3
(m · (r− r′))(r− r′)
|r− r′|5 −
m
|r− r′|3
]
. (6.5)
Equivalently, the stray field of a monopole with the charge q in a distance (r− r′) is given
by [dL04]
H(r) =
q
4pi
(r− r′)
|r− r′|3 . (6.6)
The description of an array of nanowires on the basis of the above stray field equations
is sketched in Figure 6.1. The quantity to be evaluated is the sum of the z component
Figure 6.1: (a) Sketch of a nanowire array with all wires magnetized parallel. Description of
the stray field contributions of the array by means of dipoles (b) and monopoles at the nanowire
ends (c).
of the stray field contributions of all wires, denoted as Hd in the following, in the case
that each wire is magnetized in the same direction. The dipole approach (Figure 6.1 (b))
approximates the wires as point dipoles located in a plane. The extension of the nanowire
in the z-direction is neglected in this approach.
Contrary to this, the monopole approach considers also the third dimension by placing the
magnetic monopoles at the nanowire ends (Figure 6.1 (c)). This is similar to the stray field
91
6 Magnetization studies of CoFe nanowire arrays on a local and global scale
calculation of a ferromagnetic body by means of its surface charges as introduced in the
first Chapter (Section 1.2). The only approximation here is that the charges are assumed
to be located in one single point, that is the middle of the circular cross section of the
wire. This circumvents the need of an integration over the nanowire cross section. The
error is expected to be insignificant in distances larger than the diameter of the wire and
for an almost parallel wire magnetization. To check the validity of this assumption, the z
component of the demagnetizing field within and the stray field outside a single nanowire is
calculated by equation (6.6) and compared to calculated fields on the basis of an extended
volume1. Here, the numerical stray field result is regarded as almost exact, since it takes the
three dimensional extension of the wire into account. Errors are only of numerical nature,
but are negligible for large enough discretization. The comparison for a CoFe nanowire of
1 µm length, a diameter D = 70 nm and a saturation magnetization of Ms = 1900 kA/m is
shown in Figure 6.2. The demagnetizing field (Figure 6.2 (a)) within the wire is calculated
in the center of the wire and parallel to its axis (in the z direction according to the definition
of the coordinate system in Figure 6.1 (c)). As expected, the approximation agrees very
well in distances larger than 70 nm away from the wire ends (indicated by the vertical black
lines in the diagrams). The difference of the Hz values in the middle of the wire (z = 0)
is only 0.5 % (Hz = −5.88 mT for the micromagnetic calculation and Hz = −5.85 mT
for the monopole approach). Coming closer to the wire ends the result of equation (6.6)
diverges. This problem occurs only within the wire, while for positions outside the wire
(r− r′) is nowhere zero. The stray field Hz outside the nanowire in a distance of 100 nm,
which is the position of an imaginary second wire, calculated from the monopole approach
yields an even better agreement with the micromagnetic calculation. That is, already in
a distance of the closest neighbor the monopole approach shows sufficient accuracy. It
justifies neglecting the surface integration and it can be presumed, that the error for the
stray field calculation of wires further away will play no role at all.
To calculate the sum of the stray field contributions, it is necessary to define the distances
in the triangular wire arrangement. A sketch of the lattice is given in Figure 6.3 (a). In
the monopole approach also the third dimension has to be taken into account as given in
Figure 6.3 (b). Therefore, also the length L is discretized into multiples of d. The base
1The field was calculated using the software OOMMF [Don99], which will be introduced in Section 6.2.
The stray field was taken from the fully magnetized, i.e. non-relaxed state, of the simulation, in which
the magnetization points perfectly along the wire axis. It is clear, that this does not represent the
real magnetization structure of the wire, but here the aim is to compare a numerically calculated field
without approximations concerning the given volume to an analytical model based on a monopole
approximation.
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Figure 6.2: Hz calculation according to equation (6.6) for a CoFe wire with L = 1 µm, D = 70
nm and Ms = 1900 kA/m. The micromagnetic simulation (red) includes the exact shape into the
field calculation, while the analytical monopole approach (green) localizes the magnetic charges
of the wire ends in the center of the wire cross section. Hz is given as a function of position
parallel to the wire axis for both calculation methods (a) along the center of the wire and (b)
outside the wire in a distance d = 100 nm at the center of an imaginary second wire. The ends
of the nanowire are indicated by vertical black lines at −500 and +500 nm.
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Figure 6.3: Definition of the lattice in a triangular nanowire arrangement. (a) Sketch of the top
view of the lattice. e1 and e2 are the planar base vectors. The indices i and j denote the position
within the array. (b) Three dimensional view of the nanowire array, which has been split up in
top and bottom side charges. The third dimension is defined parallel to the wire axis and has
also been discretized. The index k denotes the position along the wire length. At the top side
k = +N , at the bottom side k = −Nand in the middle of the wire k = 0.
vectors of the array can be defined as
e1 = d

1
0
0
 , e2 = d2

1
√
3
0
 , e3 = d

0
0
1
 . (6.7)
The vector r′, which addresses the positions of the monopoles in the nanowire array (Figure
6.1 (c)), can thus be written as
r′ = ie1 + je2 + ke3 (6.8)
with i, j and k being integers. For a certain position r = (0, 0, kd) along the length of the
center wire the distances to the top side and bottom side charges (r− r′1) and (r− r′2) are
given by
(r− r′2)2 = d2(i2 + ij + j2 + (k −N)2) (6.9)
and
(r− r′1)2 = d2(i2 + ij + j2 + (k +N)2) (6.10)
where i and j go from −∞ to +∞ and k moves along the wire axis from −N to +N . With
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the definition of the distances the sum of the monopole contributions Hd along the axis of
the center wire can be written as
Hd(0, 0, kd) = − q
4pi
1
d2
+∞∑
j=−∞
+∞∑
i=−∞
i=j 6=0
(
(k −N)
(i2 + ij + j2 + (N − k)2) 32
− (k +N)
(i2 + ij + j2 + (N + k)2)
3
2
) (6.11)
where q is the strength of the monopole and is calculated by: q = MspiD
2/4. There exists
no simple closed expression for this sum [Sas13a]. Thus, the above equation is evaluated
numerically by setting the lower and upper limits i, j = −M and i, j = +M , respectively.
As a first step the convergence is evaluated for varying a nanowire length in an array
with d = 100 nm. The result is shown in Figure 6.4 (a). The longer the wire, the later
convergence is reached. However, for the lengths under consideration here (L ≤ 25 µ), it
is sufficient to set M = 8000, which corresponds to approximately 160002 wires and an
area of approximately 2 mm2. In Figure 6.4 (b) the development of Hd along the axis of
the center wire for an increasing number of surrounding wires is illustrated. The field is
calculated here for an array with L = 6 µm, D = 70 nm and d = 100 nm. For small M the
stray field characteristic is similarly inhomogeneous as for a single wire (compare Figure
6.2). With an increasing number of wires, the field is increasing and develops a more and
more homogeneous plateau in the middle of the wire. For a sufficiently large M (= 10000)
Hd becomes almost homogeneous along the wire axis. The diagram further reveals, that
the influence of the close environment of the center wire contributes only very little to the
overall field (Figure 6.4 (c) and (d)). M = 1 corresponds to 8 surrounding wires. Relating
this field to the field produced for M = 10000 (approximately 108 wires) gives a factor of
0.17 at the peak positions and a factor of 0.001 in the center of the wire.
For comparison additionally the sum over dipole stray field contributions is given in the
following. The planar distances can be calculated by equation (6.9) and setting k = 0 and
N = 0. The wires are all magnetized parallel to the wire axis so that m in equation (6.5)
can be set to mz and again only the z component of the stray field is considered. The
dipole sum reads
Hd(0, 0, 0) = − 1
4pi
mz
d3
+∞∑
j=−∞
+∞∑
i=−∞
i=j 6=0
(i2 + ij + j2)−
3
2 (6.12)
with mz = piD
2LMs/4. In contrast to the monopole sum, a closed analytical expression
exists and has been derived for example by Hucht and by Lambin et al. [Lam93, Huc99].
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Figure 6.4: (a) The dependence of the d value in the middle (z = 0) of the center wire in an
array is plotted as a function of M , the limit of the sums given in equation (6.11). Convergence is
reached for increasing M , when the length L of the nanowires is increased. (b) d for a wire length
of L = 6 µm is plotted as a function of the position along the center wire axis. The number in
the legend denotes the respective M values. For large enough Ms Hd becomes homogeneous. For
better visibility the stray field contribution is plotted separately (c) for M = 1 corresponding to 8
surrounding wires as given by the sketch and (d) for M = 10000 corresponding to approximately
100002 wires.
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The analytically calculated dipole sum is given as 11.034176. With this the above equation
can simply be written as [Huc99]:
Hd(0, 0, 0) = −11.034176
4pi
mz
d3
. (6.13)
Comparison with previous calculations
In order to be able to compare the calculations presented above with existing calculations,
it is first necessary to clarify at which position within the wire the values of Hd were
obtained. Calculations are carried out either at the wire ends [Nie07,Dob13], in the center
of the wires [Ish89,Sam92,Str99,Riv02,Kum06,Sch10a,Gha11,Das12] or the averaged value
was considered [Cli06]. Applying the mean field approach by Netzelmann and Skomski and
Sellmyer (equations (6.3, 6.4)) also implies an averaged view of Hd [Net90,Zen00,Sko01].
The calculations showed, that for nanowires with aspect ratios larger than 10, the averaged
Hd is almost identical with the center Hd value. In contrast to this the Hd value at
the wire ends is only half of the value in the wire center (see e.g. Figure 6.4 (d) with
Hd(end) = −530 mT). In the following only the Hd value at the center is considered.
Figure 6.5: (a) Dependence of Hd on the length of the nanowires (with D = 70 nm and d = 100
nm). The dependency is plotted for varying M values, corresponding to varying numbers of
nanowires in the array. The solid red line represents the value obtained from the mean field
approach by Skomski and Sellmyer (equation (6.4)). (b) The enlargement of the curve for
M = 10000 reveals, that for wire lengths below 1 µm Hd differs from the length independent
mean field approach.
The length dependency of Hd for varying array sizes is given in Figure 6.5. Arrays with
M = 10000, for which Hd reached convergence, show only a slight length dependency
above a length of 1 µm (an aspect ratio of 14). The Hd value is almost identical to
the value obtained from equation (6.4). This is reasonable, when considering the small
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error between a monopole approximation and the extended surface charge distribution
as calculated numerically (compare Figure 6.2). The calculations for smaller M values
demonstrate that calculating too small arrays can have a huge impact on the obtained
dependency.
In Figure 6.6 (a) a comparison of the dipole chain approach by Clime et al. [Cli06], the
mean field approach by Skomski and Sellmyer [Sko01], the dipole sum and the monopole
sum are shown. The increase of the absolute value of Hd is similar, although not identical,
for the monopole sum and the dipole chain calculation until a value L = 17 µm. Here the
Clime approach has an inflexion point and intersects with the mean field approach. As
mentioned before Hd is expected to converge to the result of equation (6.4) for increasing
L. The inflexion point in the dipole chain calculation is very likely caused by disregarding
the convergence criteria. Convergence was only defined for L = 10 µm and not reevaluated
for increasing wire length L. That this can have a large influence is shown in Figures 6.4 (a)
and 6.5. However, in the calculations of Clime et al. the effect of a neglected convergence
is just opposite to the monopole approach. The absolute value of Hd increases, while
smaller arrays in the monopole sum lead to a decrease of |Hd| with L. The reason for this
is, that Clime et al. use a dipole description of the stray field outside a certain region.
This is justified only for regions further away than L. If this is not fullfilled |Hd| is largely
overestimated. The huge overestimation becomes apparent, when calculating the dipole
sum after equation 6.13 (Figure 6.6 (a), red symbols and line). For the choice of the dipole
approach the limits must be carefully considered, because already slightly too large aspect
ratios produce completely unphysical results.
Figure 6.6: (a) Comparison of the dipole chain approach of Clime et al., the averaging approach
by using Neff , the monopole sum and the dipole sum. (b) Comparison of the correction factor γ
as defined by Samwel et al. [Sam92] and from the monopole approach.
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Finally, the results of the monopole approach derived above are compared to the calcu-
lations of Samwel et al. [Sam92], who define a correction factor γ, which describes the
deviation of Hd from a value calculated for an effective magnetization or demagnetizing
factor as given by equations (6.3) and (6.4)
Hd = γ
pi(D/d)2
2
√
3
Ms. (6.14)
With this definition the correction factor of the monopole approach reads
γ =
√
3
8pi
L
d
+∞∑
j=−∞
+∞∑
i=−∞
i=j 6=0
(
1
(i2 + ij + j2 + (L/2d)2)
3
2
)
. (6.15)
A comparison of the γ characteristics depending on the L/d ratio is given in Figure 6.6 (b).
The monopole approach converges faster to 1. That is the value, where the approximation
of an effective magnetization after Netzelmann et al. [Net90] and Skomski and Sellmyer
[Sko01] becomes identical with the monopole approach.
6.2 Micromagnetic Simulations
Micromagnetic calculations are based on the interaction between magnetic moments on
sub-micrometer length scales. They aim to find the lowest energy configuration of magnetic
moments in a magnetic volume. Therefore, the sum of several competing energy terms
has to be minimized. This is the dipole energy, which is the resultant energy from the
interaction of magnetic moments with each other. The exchange energy attempts to align
the atomic magnetic moments in the close surrounding to lie parallel to one another (if
the material is ferromagnetic). The magnetocrystalline anisotropy energy is low when
the magnetic moments are aligned along a particular crystal direction. And the Zeeman
energy is at its lowest when magnetic moments lie parallel to an external magnetic field.
The competition of these energies under different conditions is responsible for the overall
behavior of a magnetic system [Aha96].
The object-oriented micromagnetic framework OOMMF [Don99], which was applied for
all micromagnetic calculations presented in the following, allows to find a stable magneti-
zation configuration for given geometry and material parameters by minimizing the four
competing energy terms. The OOMMF simulations were carried out by C. Hengst and
Dr. M. Wolf (both IFW Dresden, Institute for Metallic Materials). The problem is sol-
ved numerically by subdividing the magnetic volume into three-dimensional cells, which
must be smaller than the magnetic exchange length but still large enough to avoid a long
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computation time. The magnetic exchange length is defined as lex =
√
2A
µ0M2s
[Hub98]. Ac-
cording to the material properties of CoFe the exchange constant [Bra09b] and saturation
magnetization [Coo05] are A = 26 · 10−12 J/m and Ms = 1900 kA/m, respectively. With
this the exchange length becomes 3.4 nm. To simulate a nanowire with similar dimensions
to those of the experiment a cylinder (diameter: 70 nm and length: 1 µm) was discretized
into (2 x 2 x 2)-nm3 cells. Starting from a fully saturated wire with M along the wire axis
the magnetization was relaxed for different magnetic fields until the convergence criterion
of δm
δt
= 0.01 was reached.
6.3 Combination of demagnetizing field calculations and
micromagnetic simulation
A combination of the micromagnetic simulation of a single nanowire and the Hd calculation
with the monopole approach as derived in Section 6.1.2 is applied in the following to judge
the effect of the dipolar fields on the reversal behavior of nanowires embedded in an array.
In Section 6.1.2 it was mentioned, that the approaches to calculate the demagnetizing
effect in arrays presently available in literature, concentrate on the calculation of a single
Hd value at one distinct position along the wire axis. It is not immediately obvious, at
which position the value is more reasonable to consider for a deshearing of hysteresis loops.
It is in principle questionable, if it is justified to use a single value for the description of
the effect of an inhomogeneous field. However, to the authors knowledge, there were no
attempts addressing the inhomogeneity effect of Hd.
Figure 6.7: Hysteresis curves obtained by micromagnetic simulation of a single wire (closed
squares) and two neighboring wires (open squares) with a center-to-center distance of 100 nm.
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A first simple way to test the effect of an inhomogeneous field on the switching behavior
of a nanowire is to compare the hysteresis loop simulation for a single wire and for two
neighboring wires (D = 70 nm, d = 100 nm, L = 1 µm). The results are summarized
in Figure 6.7. The single wire reverses its magnetization direction at an external field
of −62.5 mT. Two neighboring wires influence the hysteretic behavior of each other by
destabilizing the parallel and stabilizing the anti-parallel configuration. This results in a
step-like demagnetization curve with a first wire switching at approximately −52.5 mT.
The now present anti-parallel configuration stabilizes the second wire, which switches at
a larger field of about −75 mT. That suggests that the effective field experienced by one
wire in the presence of the other is in the order of approximately 10 mT. This value comes
closer to the average field value of −12 mT produced by a single wire at the center of an
imaginary second wire along the wire axis (compare the Hz calculation for a single wire in
Figure 6.2 (b)) than the field at the wire ends, which is only 0.7 mT.
To explore the effect of the stray field of an extended nanowire array on a central nanowire,
the micromagnetic hysteresis loop calculation of a single wire is combined with the results
of the demagnetizing field calculations. The Hd values for a nanowire array with L = 1 µm
were calculated along the axis of the central wire according to equation (6.11) (see Figure
6.8 (a)). The Hd value at the wire end is here −573 mT and in the center −1008 mT.
The whole Hd(kd) characteristic was then included in the micromagnetic hysteresis loop
calculation of a nanowire with L = 1 µm. Therefore, the inhomogeneous Hd(z) and the
homogeneous external field Hextz (z) are superimposed. Hereby, the x and y components
of the array’s stray field are neglected and it is assumed, that Hd is homogeneous across
the wire cross section. The resulting hysteresis loop is given in Figure 6.8 (b)2. Assuming
symmetry of the hysteresis loop, the resulting switching field of the wire is approximately
Hc ≈ 62.5 mT. The obtained shift of the single wire hysteresis is then 1030 mT. This shift
can be regarded as the demagnetizing effect on a central wire caused by the surrounding
array in which all nanowires are magnetized parallel. This means, that on the decreasing
branch of the hysteresis the first nanowire of the array switches at a value of 967.5 mT. If it
is assumed, that Hd scales linearly with the magnetic moment of the array (Hd ∝M), then
this value is responsible for the shearing of a hysteresis loop of the macroscopic nanowire
array. The shift of the field, where the first wire of the array reverses its magnetization on
the decreasing branch of the hysteresis loop as obtained from the micromagnetic simulation
(967.5 mT) comes very close to the average demagnetizing field (965 mT) of the array along
the central wire axis. Concluding, for the estimation of the shearing it is more reasonable
to take the average value rather than the value at the wire ends as proposed by Nielsch et
al. [Nie07].
2The particular shape of the hysteresis loop is neglected here, as the main focus is on the demagnetizing
field effect by means of delaying or accelerating the switching of a single wire. Nevertheless, the
underlying domain processes are of great interest and are investigated at present.
101
6 Magnetization studies of CoFe nanowire arrays on a local and global scale
Figure 6.8: (a) Hd characteristic, which was superpositioned to obtain (b) the hysteresis loop
of a single wire under the influence of a surrounding nanowire array.
6.4 Experimental details
Nanowires with a Co48Fe52 composition were electrochemically deposited into an anodized
aluminum oxide template3. Through this procedure a well ordered triangular arrangement
of wires with a diameter d of about 70 nm, an inter-pore distance D of about 100 nm and
a length of 6 µm is obtained (see Figure 6.9 (a) and (b)). A nearly complete filling of the
Figure 6.9: (a) SEM top view and (b) cross section of the filled Co48Fe52 array. (c) MFM
overview of the CoFe nanowire array in remanent state.
template could be achieved. The filled template was then ground and polished using a
diamond lapping film (Buehler) with decreasing grain sizes from 3 µm to 0.1 µm. The final
average roughness is 1.2 nm and the root mean square roughness is 1.7 nm as confirmed
by AFM measurements given in Figure 6.10. For MFM analysis the polished CoFe/AAO
sample was covered additionally with carbon to avoid electrostatic charging. An exemplary
MFM overview image can be found in Figure 6.9 (c). For the given composition a saturation
magnetization of Ms = 1900 kA/m is expected [Sun05]. To verify this an extended film of
3Prepared by Dr. M. Uhlemann, IFW-Dresden, Institute for Complex Materials.
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Figure 6.10: (a) Topography image of the CoFe-array surface after polishing. (b) Roughness
estimation from the histogram of the topography image.
3.5 µm was deposited as reference and the hysteresis curves in in-plane and out-of-plane
direction were measured (Figure 6.11). The saturation found in the measurement exactly
matches the expected value.
The local magnetization measurements were carried out with the DI 3100 instrument in
tapping/lift mode. Perpendicular magnetic fields from 0.05 up to 0.5 T were applied by the
additional field option (Section 2.2). The MFM tip used for the presented measurements
is a hr-MFM tip (Section 3.4). As these tips provide high resolution and low stray fields,
one can easily resolve positively and negatively magnetized wires (Figure 6.9 (c)).
Figure 6.11: Parallel (in-plane: ip) and perpendicular (out-of-plane: oop) to the film plane
measured hysteresis cycles. Ms of 1900 kA/m can be extracted.
All MFM measurements presented in this chapter are performed at a lift height of 15 nm.
The test for mutual influence of tip and sample as introduced in Section 3.6, showed only
negligible perturbations. Nevertheless, the MFM tip comes much closer to the surface
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during the previous topographic scan, which is in a height of about 15 nm (for a used
amplitude setpoint of 1 V) according to the microscope manufacturer. This height adds
up to the set lift height during the magnetic measurement and gives a total lift height of
30 nm.
The RSTF (real space tip function) was determined according to the procedure described
in Section 3.2 and using the CoPt reference (for details see Section 3.5). The calibration
measurement and the determined RSTF at 15 nm lift height are shown in Figure 6.12.
The corresponding stray fields Hz(x) of the tip at a distance of 15 nm (during the AFM
scan) and 30 nm (during the MFM scan) are given in the diagram in 6.12 (c).
Figure 6.12: (a) MFM image of the Co/Pt mulitlayer reference sample used for the tip calibration
in a lift height of 15 nm, (b) circular averaged RSTF of the used hr-MFM tip in a distance of
z = 30 nm (15 nm topographic scan + 15 nm lift height) away from the tip apex, (c) line profiles
of the approximate stray field of the tip at a distance of 15 nm during the topographic scan
(AFM-open circles) and magnetic (MFM-closed circles) scan at a distance of 30 nm.
6.5 Global hysteresis measurements of CoFe nanowire
arrays with varying length
Together with the micromagnetic simulation of the hysteresis loop of a single wire presen-
ted in Section 6.3 hysteresis loops of arrays are calculated and compared to global VSM
measurements.
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From the results presented in Section 6.3 it can be concluded, that the field value respon-
sible for the shearing of the array’s hysteresis loop is in the order of the Hd value in the
center of the nanowire axis. Therefore this value is chosen to shear the hysteresis of a
single wire.
Results for CoFe nanowire arrays with varying wire length L, but otherwise identical
parameters (D = 70 nm, d = 100 nm, Ms = 1900 kA/m) are shown in Figure 6.13. For
a wire length up to 6 µm the calculations agree reasonably well with the measurements.
From 6.5 µm on an increasing deviation becomes apparent, which can not be explained by
the length dependency of Hd. In this length range Hd is expected to be constant for large
enough arrrays.
Only changing M (upper and lower limit of the sum in equation (6.11)), that is connected
to the array size, causes a dependency on the wire length similar to that observed in the
experiment. However, as the area of the CoFe arrays was larger than 2 mm2 a finite size
effect can be excluded. The change of other parameters, such as Ms, d and D in equation
(6.11) only leads to an overall shift of Hd and can not explain a wire length dependency,
either. Va´zquez et al. showed that the geometrical disorder present in the nanowire arrays
can have a significant influence on the resulting Hd values [Va´z04,Va´z05]. This aspect has
to be further investigated by detailed SEM image analysis of the nanowire arrays.
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Figure 6.13: Measured (VSM) and calculated hysteresis loops for CoFe nanowire arrays with
varying length.
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6.6 Local magnetic characterization of a CoFe nanowire
array by quantitative MFM
The MFM studies presented in this section were all carried out for a Co48Fe52 nanowire
array with the following geometry: D = 70 nm, d = 100 nm and L = 6.5 µm. The
experiments of the first part focus on the observation of the magnetization structure at
the end of individual nanowires. The second part discusses an in-field MFM study of the
switching behavior of nanowires depending on their local environment in order to conclude
on the strength of the magnetostatic interaction in the nearest neighborhood.
6.6.1 Magnetic structure of individual nanowires
The particular challenge in the case of nanowires arises from the fact that a three di-
mensional magnetization structure is to be deduced from a single two dimensional MFM
measurement. It is not possible to unambiguously solve this problem without additional
constraints. For the evaluation method applied in the present case a forward MFM image
simulation method was chosen for which two suitable magnetization patterns were assu-
med and compared with the measurements. To find a realistic magnetization structure,
micromagnetic simulations of a single nanowire with the given geometrical parameters were
performed.
Homogeneous magnetization
For the local quantitative magnetization study a reasonable guess of the effective surface
charges is taken and subsequently convolved with the RSTF to obtain a simulated MFM
image, which can be compared to the measurement. Two surface charge models of the
wires have been considered, which will be discussed in the following.
The wires have an aspect ratio of 114 and the shape anisotropy Ksh = 1/4µ0M
2
s [1 −
3Nz] = 1130 kJ/m
3 (with Nz = 0.00036) is more than one order of magnitude larger
than the crystalline anisotropy of bcc-Fe (K1 = 48 kJ/m
3). Furthermore the wires are
polycrystalline with grain sizes of 30 nm, which renders the magnetocrystalline anisotropy
of the grains an overall isotropic contribution. All this would suggest a predominantly
homogeneous magnetization along the wire axis and a homogeneous effective surface charge
distribution (compare Section 1.2.3) of the order of Ms across the wire surface. Thus, the
charge profile for a single wire was set constant to a value of 1900 kA/m. Two discrete
orientations of the wire magnetization are expected, either pointing upwards (dark MFM
contrast, parallel to tip and external field) or downwards (bright MFM contrast, antiparallel
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to tip and external field). To come closer to the MFM image of the array, the wire
arrangement in the simulation was based on the geometrical data of the porous alumina
matrix and the particular direction of each wire magnetization was assigned according to
the given MFM image section. The result can be seen in Figure 6.16 (red frame).
Vortex structure
A more realistic magnetization structure can be predicted with the help of micromagnetic
simulations of a single wire as introduced in Section 6.2. A simulated CoFe nanowire in
an external field of Hext = 0 mT shows the presence of a magnetic vortex at the wire
ends (Figure 6.14 (a)). In single domain nanowires the magnetostatic energy at the wire
ends is reduced by forming a vortex type configuration of the magnetic moments. In
this configuration the moments tend to have a large in-plane component at the wire ends
in order to reduce stray field energy on the cost of exchange energy. To avoid surface
poles at the sides of the nanowire, the moments rotate circumferentially around the wire
axis achieving a radial flux closure and herewith a minimization of the stray field energy.
With increasing z-distance from the wire ends the moments align gradually parallel to
the wire axis (the z-component of the magnetization increases) and show a homogeneous
magnetization throughout the wire (mz = Ms, Figure 6.14 (b)). A magnetic vortex is a
well-known configuration for confined magnetic objects and has already been qualitatively
observed with MFM in permalloy dots [Shi00]. Micromagnetic simulations have been
published showing a similar vortex-type structure for Ni and Co based nanowires (see
e.g. [Her02,Her04,Va´z11]).
In order to include the vortex in the MFM image simulation it has to be exactly quantified
utilizing the given simulation results. Therefore the vortex is described in terms of effective
surface charges σeff (x, y). Magnetic surface charges are defined as σ = µ0nM, where
n is the outward directed surface normal and volume charges are given by ρ = divM.
Since MFM is a depth-sensitive method, it is not sufficient to analyze only the charges
generated by the discontinuity at the surface itself. As the magnetization’s z-component
is inhomogeneous along the z-axis (compare Figure 6.14 (b)) internal charges have to
be taken into account, since they also contribute to the MFM signal, even though they
possess a smaller influence being further away than the actual surface charges (see sketch
in Figure 6.15). Using the known exponential decay behavior of stray fields [Ber94,Hug98,
vS00, Mey04] and the corresponding charges, the effective surface charge is calculated by
summing up the surface charges and the volume contributions (Figure 6.14 (d)):
σ˜eff (k) = m¯
0
z(k) +
N∑
n=2
(m¯nz (k)− m¯n−1z (k)) · e−kn∆z (6.16)
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Figure 6.14: Visualization of the vortex: (a) top view at 0 mT; (b) depth extension of the
vortex: σavrg as a function of position along the wire length (until the wire center at 500 nm);
(c) σeff (x, y) of the vortex in 0 mT; (d) line profile of σeff
with the average magnetization m¯nz =
1
2
(mn−1z +m
n
z ) within a defined cell volume depending
on the chosen degree of discretization N . The term m¯nz (k) − m¯n−1z (k) describes the z-
contribution of the volume charges. The level of sufficient discretization is given by N
at which σ˜eff runs into saturation. The volume of interest is limited to the part where
Mz is not constant. The so obtained σeff of the micromagnetically simulated nanowire is
characterized by a peaked profile with a maximum value larger than Ms (see Figures 6.14
(c) and (d) for two- and one-dimensional representation). Implementing σeff (x, y) into the
nanowire arrangement as described for the homogeneous magnetization and convolving it
with the RSTF leads to the results in Figure 6.16 (c) (green profiles).
Test simulations with a longer wire (2 µm) showed no influence of the wire length on the
vortex. The demagnetizing energy at the wire end is dominant and in competition with
the exchange energy responsible for the vortex geometry and therefore not influenced by
increasing aspect ratios, which for the 1 µm wire is already 14.
Comparison
The measured MFM image and the corresponding simulated MFM images are shown in
Figure 6.16 (a) and (b), respectively. The arrows and numbers on the left indicate different
line profiles through the images. The comparison of the simulated (for the homogeneous
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Figure 6.15: Schematic representation of the calculation of σeff by discretizing the volume
close to the wire end. Starting from a quasi-continuous configuration given by the micromagnetic
simulation, the volume is discretized and inner ”surface” charges are deduced by averaging the
magnetization within each cell and calculation of the charge by σ = nM. σeff results from
summing up the surface charges after having been weighted by the distance to the surface.
magnetization, red) and measured (black) line profiles clearly shows a large overestimation
of the present effective surface charges in the nanowires.
In a next step, the σeff (x, y) distribution calculated from the OOMF simulation was im-
plemented into the nanowire arrangement. Convolving this with the RSTF leads to the
results in Figure 6.16 (c) (green frame and green profiles). The obtained profiles fit the
measurement much better, than in the previous approach. The simple assumption of a
homogeneously magnetized wire is obviously wrong and leads to a huge overestimation of
the magnetic stray field produced by the nanowires. Thus, one can conclude, that the
presence of a magnetic vortex with the given configuration is very likely for most of the
imaged wires. The experiment clearly demonstrates, that the applied quantitative MFM
procedure is able to prove the existence of a magnetic vortex state at the end of the na-
nowires. Furthermore the depth sensitivity of MFM could be correctly included by taking
the volume contributions of the magnetic charges into account. The micromagnetic simu-
lations of a single wire were proven to be representative for the wires assembled in the
array in the as-prepared state without external field.
6.6.2 Magnetization reversal of the nanowire array
That the arrangement of nanowires into an array leads to strong long range magnetostatic
interactions has already been shown in the first part of this chapter (Sections 6.3, 6.1.2 and
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Figure 6.16: The images show a section of the measured MFM data (black frame) and the
simulated data for the case of homogeneous magnetization with σeff = Ms (red frame) and
the σeff profile calculated by micromagnetic simulation (green frame). The arrows indicate the
positions of the profiles shown in the diagrams below. The line colors are chosen corresponding
to the images above.
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6.5). Whether this magnetostatic interaction is large enough to influence the magnetization
reversal also on a local scale can not be deduced from a measurement of the overall moment.
Therefore, MFM measurements in increasing fields were analyzed to reveal, if the wire
reversal takes place in an uncorrelated or correlated manner. The first question to answer
is, whether the imaged section of the array represents the global magnetic moment.
Comparison of global and local magnetization measurements
The global VSM measurement is shown in Figure 6.17. A coercivity of µ0Hc = 53 mT
and a remanence ratio of M/Mr = 0.1 can be extracted from the data of the parallel
field measurement. The µ0Hc value is close but not identical to the value obtained by
micromagnetic simulations (62.5 mT; compare Section 6.2). It is clear that the simulation
of a perfect cylindrical object can never describe the reversal in a real nanowire accurately.
Furthermore, the arrangement of the wires in an array and the magnetic interaction among
them can influence the coercive field [Her02,Esc08,Lim10]4, which may explain the observed
discrepancy.
MFM images in varying external fields from 0 to 500 mT along the initial magnetization
curve were recorded (Figure 6.18, left column). Wires appearing bright are magnetized
anti-parallel and dark wires are magnetized parallel to the external field. Therefore, the
number of bright wires decreases, while the number of dark wires increases with increasing
field.
In order to compare the globally measured results with the local MFM measurement, the
number of bright and dark wires in the MFM images has been counted and the resulting
initial curve calculated by
M
Ms
=
Ndark −Nbright
Ndark +Nbright
(6.17)
where Ndark and Nbright stand for the number of bright and dark wires, respectively. The
black line and black open circles in Figure 6.17 represent the counting result, whereas
the solid red line shows the VSM data. Except for 0 and 50 mT, the local data matches
exactly the global curve, proving that the relation between bright and dark wires equals
the overall magnetic moment of the array. This is a strong indication for a single domain
and bistable magnetization configuration of the wires. Similar results have been published
earlier [Nie01,Ase06,Jaa08]. Based on these findings it will be presumed, that the sign of
the detected MFM signal is representative for the global wire moment. From this follows
that the measured area of 4 µm2 is large enough to conclude on the overall behavior of the
4This is also in accordance with the results in Section 6.3, where a coercive field of approximately
Hc = 48.5 mT was obtained, which is 14 mT lower than the value resulting from the simulation of the
single wire.
112
6.6 Local magnetic characterization of a CoFe nanowire array by quantitative MFM
Figure 6.17: Global hysteresis loops as measured by VSM with the external field applied parallel
(red) to the wire axis. The black open circles visualize the counting result as explained in the
text.
sample. Nevertheless, the deviations in the lower part (Figure 6.17) are too large to be
neglected. A very likely reason for the non-zero magnetization at zero field is the presence
of the tip field. That this can have a large influence on the switching in a magnetic array
was also shown by other groups [Nie02,Ase06,Esc07]. The tip field during the topographic
scan (compare Figure 6.12), where the tip is as close as 15 nm to the surface of the array,
reaches a maximum value of 96 mT, which is large enough to overcome the field necessary
to switch the magnetization of a number of nanowires according to the hysteresis curve
(Figure 6.17). Lifting the tip in the subsequent MFM scan 15 nm further away, leaves the
nanowire array in a remanent state, close to the overall remanence value.
Influence of magnetostatic interactions on local switching events
Both, from a fundamental and applied point of view, it is interesting to understand the
switching behavior of individual wires depending on their closest surrounding. In the
presence of a global homogeneous demagnetizing field without local short range interaction,
the switching processes of the individual nanowires are expected to be fully uncorrelated.
Switching would take place completely statistically and the local magnetic arrangement
would exhibit random nature along the magnetization curve.
Due to the stray field influence of the nearest neighbors in the present dense nanowire array,
however, a non-statistical switching behavior can occur, if the nearest neighbor influence
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Figure 6.18: Overview over the MFM images (left row), their statistical simulations (middle
row) and the result of the nearest neighbor quantification (right row) for the measured and the
statistical distribution. All images are 1.5 µm x 1.5 µm. The diagram gives the ratio of each
nearest neighbor configuration, which is quantified by the number n of anti-parallel (dark) wires
around each bright wire. In an increasing external field (anti-parallel to the bright wires) this
number denotes a ”degree of stabilization” of the anti-parallel magnetized center wire. The value
∆ quantifies the difference between the configuration in the random distribution (∆) and the
measured MFM (◦). It is calculated from the difference of the mean n values of both distributions.
114
6.6 Local magnetic characterization of a CoFe nanowire array by quantitative MFM
is no longer negligible compared to the certainly present switching field distribution of the
nanowires. During the course of magnetization, already switched wires (dark contrast,
Figure 6.18, first column) are expected to stabilize neighboring non-switched wires (bright
contrast) and will shift their switching event to higher external fields.
The in-field MFM observation allows to directly quantify correlated versus uncorrelated
wire switching by a statistical analysis of the switching events [Suc09]. Thus for every
field the nearest neighbors of each bright wire have been analyzed and the number of dark
wires n was counted. The corresponding histograms are displayed in the right column of
Figure 6.18 (black dots and line). As the dark wires are always oriented anti-parallel to
the bright center wire, their number n can be considered as a degree of stabilization of
the center wire against switching in the external field. For example n = 0 means, that
all surrounding wires exhibit parallel magnetization. This is the case where magnetostatic
interaction destabilizes and accelerates the switching of the center wire. The opposite
situation occurs for n = 6, where the surrounding wires are all magnetized anti-parallel
and, therefore, have a stabilizing effect and the switching of the center wire is retarded
(compare Figure 6.7).
For comparison the histogram of the configuration occurring for a statistical wire switching
was considered as well. Here the magnetization of each wire has been assigned randomly
(dark and bright). The overall magnetic moment in increasing external fields has been
accounted for by shifting the random distribution probabilities according to the ratio of
dark and bright contrast in the measured images (middle column of Figure 6.18). The
present nearest neighbor configurations are summarized in the diagrams (green triangles
and line in the diagrams in Figure 6.18). For the quantification of the nearest neighbor
configuration a larger area than shown in the image has been evaluated to achieve better
statistics.
In the zero field MFM image (Figure 6.18 first row, left image) the overall magnetic moment
is close to zero. One observes a pattern comparable to the maze domains of continuous
films with perpendicular magnetic anisotropy. Similar MFM images of nanowire arrays
and other perpendicular bit patterned media with hexagonal lattice have been published
by other authors [Nie02,Ase06,Hel13].
Strong dipolar interactions on a local scale should result in a specific antiferromagnetic
(AFM) state of the neighboring wire magnetizations [Bis02], that represents the lowest
energy magneto-static configuration. For the simple case of a square lattice the energe-
tically most favorable distribution is a checkerboard pattern. As in the present case the
lattice is triangular, the situation becomes more complicated. This kind of lattice is known
as a typical frustrated system for AFM ordering, where the geometric frustration is present
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even for the simplest nearest-neighbor interaction [Kir12]. It is not obvious which confi-
guration will constitute the ground state. In fact there are six energetically equal states
found by Kireev et al. [Kir12]. All the minimal energy states show a periodic distribution
of moments, where the nearest neighbors are of the 4-2 type (2 of one and 4 of the other
population, see Figure 6.19). The optimal situation for an AFM state would clearly be the
3-3 type (equal amount of bright and dark neighboring wires), but this is not possible due
to frustration in the system.
Figure 6.19: Different energetically equal 4-2 type magnetization configurations as given by
Kireev et al. [Kir12].
In contrast to the predicted periodic 4-2 type ordering, the measured zero field MFM image
does not reveal a periodicity of this type (Figure 6.18, first row, left image). In addition,
the amount of the different nearest neighbor configurations (black symbols and line) for 0
mT (Figure 6.18, first row, diagram) reveals the 3-3 type (n = 3) as the most probable
type, shortly followed by the 4-2 type state (n = 4). Only few states exist with n < 3,
whereas states with n > 4 have a higher amount (compare ideal AFM state in Figure 6.18,
red curve).
From the artificial MFM image for 0 mT (first image in second column of Figure 6.18) one
can see, that the random configuration does not lead to a more homogeneously distributed
bright and dark contrast. In fact, chains and larger areas of only one population are very
likely to form. The quantitative comparison of measurement and random distribution is
shown in the diagrams (black circles and green triangles). The measured histogram ob-
viously deviates from the 4-2 ground state (see red square), and is much closer to the
random 3-3 distribution. Nevertheless the experimentally analyzed nearest neighbor his-
togram is shifted to higher values of n with respect to a pure statistical distribution. The
interpretation on hand agrees with the already mentioned destabilizing effect of parallel
magnetized wires. A logical consequence of such an interaction is a depletion of paral-
lel wires in the next neighborhood of a center wire and thus an increase in n. To this
end the mean value n¯ of the statistical n¯stat and the experimental n¯exp configuration have
been calculated from the histograms for all field values and their difference was denoted as
∆ = n¯exp− n¯stat. As expected, with increasing magnetization, n¯stat moves to higher values
simply from the fact, that with progressive switching the number of dark wires and with
it n increases. The same trend is valid for n¯exp, just that n¯exp increases even faster with
applied field, as is obvious from the difference ∆, which increases from ∆ = 0.4 for H = 0
to ∆ = 0.8 for H = 500 mT, exactly as one expects from the local magnetostatic interac-
tion: with increasing field and thus larger average number of positively magnetized wires
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the stray field acting on the center wire increases progressively, leading to the observed
growing gap between statistical and experimental configuration histogram. Qualitatively
this effect is also visible in a larger (non-statistical) number of isolated bright wires in the
MFM experiment at higher fields.
From the above findings one can conclude, that the local nearest neighbor magnetostatic
interaction (which deviates from the globally averaged stray field interaction), has a mea-
surable effect on the switching statistic of the individual nanowires. On the other hand,
the theoretical ground state of strongly interacting nanowires (4-2 type arrangement) on a
triangular grid is not observed. Considering, that the statistical state is energetically only
a few % above the ground state, as e.g. demonstrated by Escrig et al. with Monte Carlo
Simulations for a Ni nanowire array (d = 500 nm, D = 180 nm, L = 6 µm) [Esc07], and
also considering that additional small fluctuations in the inter-pore distance may exist, it
is clear, that other configurations than the 4-2 type can be favored as well. Despite that,
the local nearest neighbor interaction is clearly observable in the switching statistics. This
points towards a distribution of intrinsic switching fields of the wire array of similar ma-
gnitude as the effect of the interaction field. The close surrounding (M = 1, 8 nanowires)
has been shown to contribute to the overall field by an average value of −15 mT (com-
pare Figure 6.4 (c)). This demonstrates a rather good homogeneity of magnetic properties
within the array.
6.7 Summary
A theoretical description of the demagnetizing fields in a nanowire array was derived by
approximating the magnetization of an individual wire with monopoles located at their
ends. This monopole approach allows a length- and position-dependent calculation of the
stray fields present in an array. Combining the so calculated stray field distribution with
a micromagnetic simulation of a single wire, revealed the effect of an extended array on a
single nanowire, without the need of simulating the whole wire arrangement. The result
shows, that the stray field responsible for the shearing of the global hysteresis loop is the
averaged field along the central nanowire’s length, rather than the value at the nanowire
ends as reported earlier [Nie07, Kum06, Sch10a, Dob13]. Comparison of calculated and
experimental hysteresis loops of CoFe nanowire arrays with different wire length showed
a good agreement for aspect ratios below 100. The increasing difference for larger aspect
ratios can not be explained in the framework of the monopole approach.
MFM imaging of a CoFe nanowire array with wire lengths of 6.5 µm allowed a detailed cha-
racterization of the magnetic structure of individual wires and the analysis of the nanowire
switching behavior. By combining experiment and micromagnetic simulation a magnetic
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vortex could be observed at the ends of the nanowires. The method requires the applica-
tion of a quantitative MFM procedure including a preceding tip calibration. The perfect
agreement between measurement and micromagnetic calculation leads to the conclusion,
that a magnetic vortex has to be present at the wire ends to be able to understand the
signal strength in the MFM experiment. The micromagnetic simulations of a single wire
were proven to be representative for the wires assembled in the array in the abscence of
an external field.
In-field MFM measurements gave insight into the local ordering of the nanowires’ magnetic
moments. In the demagnetized as-prepared state and in small external fields the arrange-
ment of the approximately equal number of positively and negatively magnetized nanowires
obeys a statistical distribution demonstrating that the fully ordered ground state is not
accessible due to the competition of positional disorder and weak local interactions. At
higher fields an increasing role of local interactions is observed in a non-statistical nea-
rest neighbor configuration of switching wires. Nanowires in a less stable magnetostatic
environment switch preferably into the external field direction.
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In this work the problem of quantitative MFM image evaluation was addressed and success-
fully solved for different physical problems. Two approaches were utilized for this purpose.
While a model based real space description was applied to describe the behavior of Fe-
CNT probes, a special deconvolution algorithm based on the Fourier transform approach
introduced by Hug et al. [Hug98] was developed to enable fast quantitative MFM with
arbitrary probe shapes. With this algorithm on hand it became possible to globally cha-
racterize MFM tips (as opposed to tip model based approaches), to estimate the resolution
in MFM experiments and to gain insight into the nanomagnetism of different materials. In
the following the explicit results of the quantitative MFM analyses are given in detail.
Fe-CNT as novel MFM probes enable a straightforward real space quantification of MFM
data. It was shown, that these probes can be well described by a magnetic monopole
approximation. The advantage of such a monopole behavior is the independence of tip
parameters on the measured domain size. This could be confirmed by calibrating the
tip on patterned (Co/Pt) stripes with varying width. While commercial probes showed
a clear dependency on the stripe width, the model parameters of the Fe-CNT probes re-
mained constant. Applying this knowledge for a quantitative investigation of a multilayer,
a deviation of the remanent magnetization in the domains from the expected perfectly
perpendicular orientation could be resolved, which is otherwise not accessible with global
averaging measurement methods.
For the following work the more generally applicable and tip independent deconvolution
approach was utilized. Its application enabled to remove the tip influence on measured
magnetic object sizes. This was shown for two different physical problems. First, the
bubble domain diameter evolution in a [Co/Pd]80 multilayer as a function of an applied field
was quantitatively described. The results are in excellent agreement with a micromagnetic
model for equilibrium bubble domain sizes in multilayer structures introduced by Kiselev
and Bogdanov [Bra09a]. Secondly, the evaluation of the magnetic penetration depth in a
superconducting BaFe2(As0.24P0.76)2 single crystal was realized. The performance of the
frequently used monopole monopole model and the deconvolution approach was tested on
simulated MFM images. The inaccuracy of a monopole description of the magnetic stray
field of vortices in superconducting thin films was pointed out. Furthermore, the results
119
Conclusions and Outlook
verified the robustness of the deconvolution approach to retrieve accurate values for the
penetration depth independent of the measurement distance in MFM experiments.
A large part of the thesis is devoted to a thorough understanding of the magnetism in
Co48Fe52 nanowire arrays on a local and global scale. To be able to quantify the internal
magnetic fields in such an array, a theoretical model was derived. This allows, in contrast
to presently available models the position dependent calculation of the internal field along
the length of an individual wire. The so derived inhomogeneous stray field and a microma-
gnetic calculation could be superimposed in order to calculate the effect of the stray field of
an extended array on the individual nanowire. The result showed, that the stray field ave-
raged along the wire length is responsible for the globally measured demagnetizing effect
in a nanowire array. On the basis of these findings, the hysteresis loops were calculated
for arrays with varying nanowire lengths. The comparison with experimentally measured
hysteresis curves was in good agreement for wire aspect ratios up to 10. The dependence of
the demagnetizing field on larger aspect ratios could, however, not be explained within this
approach. Detailed micromagnetic simulations with varying nanowire length are necessary
for further investigations on this topic. The idea of combining analytical calculations of
internal fields and micromagnetic simulations are suggested for a general use in microma-
gnetism of nanoparticle arrays and particulate media. This hybrid approach will avoid the
limits of standard computational power, when it comes to simulation of whole ensembles
of magnetic nanoparticles.
The local quantitative MFM study in combination with the micromagnetic simulation of a
single Co48Fe52 nanowire enabled the experimental verification of a vortex at the nanowire
ends. At the same time, this proves the power of MFM for depth resolved imaging. This
result motivates further efforts to develop a deconvolutional approach including the third
dimension. In principle, the direct deconvolution should be applicable in three dimensions
in a similar manner as introduced in this work. The implementation of such an approach
would have great importance for resolving e.g. the magnetic structure in [(Co/Pt)/Ir]
multilayers as presented in the work of Bran [Bra10].
The statistical analysis of MFM images in varying external magnetic fields could evidence
that a nearest neighbor interaction is present in dense CoFe nanowire arrays. This means
that the switching events of individual nanowires are correlated to their neighborhood,
which is particularly pronounced in increasing external fields.
Quantitative MFM based on a tip calibration procedure and deconvolution method opened
the path for new local investigations of the inhomogeneous magnetization structure of
magnetic nanoobjects and will find numerous important applications in magnetism and
materials development.
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