Abstract. In this paper maximal commutators and commutators of maximal functions with functions of bounded mean oscillation are investigated. New pointwise estimates for these operators are proved.
Introduction
Given a locally integrable function f on R n , the Hardy-Littlewood maximal function Mf of f is defined by
where the supremum is taken over all cubes Q containing x. The operator M : f → Mf is called the Hardy-Littlewood maximal operator. For any f ∈ L loc 1 (R n ) and x ∈ R n , let M # f be the sharp maximal function of FeffermanStein defined by
where the supremum extends over all cubes containing x, and f Q is the mean value of f on Q. For a fixed δ ∈ (0, 1), any suitable function g and x ∈ R n , let M with kernel K(x) = Ω(x)/|x| n , where Ω is homogeneous of degree zero, infinitely differentiable on the unit sphere S n−1 , and S n−1 Ω = 0. The well-known result of Coifman, Rochberg, and Weiss [6] states that if b ∈ BMO(R n ), then [ is bounded on L p (R n ), 1 < p < ∞; conversely, if [R i , b] is bounded on L p (R n ) for every Riesz transform R i , then b ∈ BMO(R n ). Janson [11] observed that actually for any singular integral T (with kernel satisfying the above-mentioned conditions) the boundedness of [T, b] on L p (R n ) implies b ∈ BMO(R n ). Unlike the classical theory of singular integral operators, simple examples show that [T, b] fails to be of weak-type (1,1) when b ∈ BMO, and satisfies weak-type L(log L) inequality (see [15] ).
It is well-known that the maximal commutator
plays an important role in the study of commutators of singular integral operators with BMO symbols (see, for instance, [8] , [13] , [17] , [18] ). Garcia-Cuerva et al. [8] proved that C b is bounded in L p (R n ) for any p ∈ (1, ∞) if and only if b ∈ BMO(R n ), and Alphonse [1] 
holds. The maximal operator C b was studied intensively and there exist plenty of results about it. The commutator of the Hardy-Littlewood maximal operator M and a locally integrable function b is defined by
The operator [M, b] was studied by Milman et al. in [14] and [2] . This operator arise, for example, when trying to give a meaning to the product of a function in H 1 (which may not be a locally integrable function) and a function in BMO (see, for instance, [4] ). Using real interpolation techniques, in [14] , Milman and Schonbek proved the L p -boundedness of the operator [M, b] . In [2] , Bastero, Milman and Ruiz proved that the commutator of the maximal operator with locally integrable function b is bounded in L p if and only if b is in BMO with bounded negative part. As we know only these two papers are devoted to the problem of boundedness of the commutator of maximal function in Lebesgue spaces.
In this paper the maximal commutator and the commutator of the maximal function with functions of bounded mean oscillation are investigated. 
holds. If b is any locally integrable function on R n , then the estimation
is true.
1
Now we state our main results.
Theorem 1.1. Let b ∈ BMO and let 0 < δ < 1. Then, there exists a positive constant
Inequality (1.4) improves known inequality
which involves the Fefferman-Stein sharp maximal function (see [10] , Lemma 1, for in-
Since, by the Lebesgue differentiation theorem
the following statement follows from Theorem 1.1.
Then, there exists a positive constant C such that
Using the boundedness of maximal operator M in L p (R n ), 1 < p < ∞, in view of inequality (1.5), we obtain new proof of sufficient part of above-mentioned result by GarciaCuerva et al. from [8] . Moreover, inequality (1.5) allows us to obtain another proof of endpoint estimate for the operator C b from [1] . We strengthen this theorem by showing that weak endpoint estimate for C b implies b ∈ BMO (Note that in [1] only sufficient part of Theorem 4.1 was proved). On the other hand, inequalities (1.3) and (1.5) give new more easy (in our opinion) proof of aforesaid results by Milman et al. in [14] and [2] .
On using inequalities (1.3) and (1.5), we consider weak-type estimate for the commutator of the maximal function as well, and prove the estimate
which is new, as we know. From (1.3) and (1.5) we easily get the following statement.
1 Denote by b + (x) = max{b(x), 0} and b
Inequalities (1.5) and (1.6) allows us to state the boundedness of both operators in any Banach space of measurable functions defined on R n which the Hardy-Littlewood maximal operator lives invariant.
Suppose that X is a Banach space of measurable functions defined on R n . Assume that M is bounded on X. Then the operator C b is bounded on X, and the inequality
is bounded on X, and the inequality
The paper is organized as follows. Section 2 contains some preliminaries along with the standard ingredients used in the proof. In Section 3 we prove Theorem 1.1. In Section 4 we apply the main result to get another proof of endpoint weak-type estimate for operator C b . In Section 5 we obtain pointwise estimate of[M, b] by iterated maximal function. Using this estimate we get new proof of the L p -boundedness. Finally, in Section 6 we prove endpoint estimate for the commutator of the maximal function with BMO functions.
Notations and Preliminaries
Now we make some conventions. Throughout the paper, we always denote by c and C a positive constant, which is independent of main parameters, but it may vary from line to line. However a constant with subscript such as C 1 does not change in different occurrences. By A B we mean that A ≤ CB with some positive constant C independent of appropriate quantities. If A B and B A, we write A ≈ B and say that A and B are equivalent. For a measurable set E, χ E denotes the characteristic function of E. Throughout paper cubes will be assumed to have their sides parallel to the coordinate axes. Given λ > 0 and a cube Q, λQ denotes the cube with the same center as Q and whose side is λ times that of Q. For a fixed p with p ∈ [1, ∞), p ′ denotes the dual exponent of p, namely, p ′ = p/(p − 1). For any measurable set E and any integrable function f on E, we denote by f E the mean value of f over E, that is,
For the sake of completeness we recall the definitions and some properties of the spaces we are going to use.
The non-increasing rearrangement (see, e.g., [5, p. 39] ) of a measurable function f on R n is defined by
The most important result regarding BMO is the following theorem of F. John and L. Nirenberg [12] (see, [7] , p. 164, also).
Theorem 2.1. There exists constants C 1 , C 2 depending only on the dimension n, such that for every f ∈ BMO = BMO(R n ), every cube Q and every t > 0:
, p. 166). Let f ∈ BMO and p ∈ (0, ∞). Then for every λ such that 0 < λ < C 2 / f * , where C 2 is the same constant appearing in (2.1), we have Let Ω be a cube of R n . The generalized Orlicz space denoted by
Let us define the Ψ-average of g over a cube Q contained in Ω by
When Ψ is a Young function, i.e. a convex Orlicz function, the quantity
is well-known Luxemburg norm in the space L Ψ (Ω) (see [16] ). If f ∈ L Ψ (R n ), the maximal function of f with respect to Ψ is defined by setting
The generalized Hölder's inequality 1
where Ψ is the complementary Young function associated to Φ, holds.
The main example that we are going to be using is Φ(t) = t(1 + log + t) with maximal function defined by M L(log L) . The complementary Young function is given by Ψ(t) ≈ e t with the corresponding maximal function denoted by M exp L .
Recall the definition of quasinorm of Zygmund space:
The size of M 2 is given by the following.
Lemma 2.4 ([15], Lemma 1.6).
There exists a positive constant C such that for any function f and for all λ > 0,
Proof of main estimate
Proof of Theorem 1.1. Let x ∈ R n and fix a cube x ∈ Q. Let f = f 1 + f 2 , where
By generalized Hölder's inequality (2.2), we get
Since by Lemma 2.2, there is a constant C > 0 such that for any cube Q,
Let us estimate II. Since II is comparable to inf y∈Q M((b − b 3Q )f )(y) (see [7] , p. 160, for instance), then
Again by generalized Hölder's inequality and Lemma 2.2, we get
Let δ < ε < 1. To estimate III we use Hölder's inequality with exponents r and r ′ , where r = ε/δ > 1:
By Lemma 2.3 we get [15] , p. 174 and [9] , p. 159, for instance), by (3.1), (3.2), (3.3) and (3.4), we get
we arrive at (1.4).
New proof of weak-type L(log L) estimate for C b
In this section we give new proof of the result by Alphonse from [1] using Theorem 1.2 and Lemma 2.4. We also show that b ∈ BMO(R n ) is necessary condition for C b to be of weak-type L(log L). The fact that the operator C b fails to be of weak type (1,1) follows from Lemma 5.1 and Example 6.1. 
Proof. (i) ⇒ (ii). Let Q 0 be any fixed cube and let f = χ Q 0 . For any λ > 0 we have
By assumption the inequality (1.2) holds for f , thus we have
For 0 < δ < 1 we have
Thus b ∈ BMO δ (R n ). Then by Lemma 2.3 we get that b ∈ BMO. (ii) ⇒ (i). By Theorem 1.2 and Lemma 2.4, we have
Since the inequality 1 + log + (ab) ≤ (1 + log + a)(1 + log + b) (4.1) holds for any a, b > 0, we get |{x ∈ R n :
Pointwise estimates for the commutator of maximal operator
In this section we obtain pointwise estimate of the commutators of the maximal operator by iterated maximal function.
We shall reduce the study of this commutator to that of C b . The following lemma is true.
Lemma 5.1. Let b be any non-negative locally integrable function on R
n . Then
Proof. It is easy to see that for any f, g ∈ L loc 1 (R n ) the following pointwise estimate holds:
Since b is non-negative, by (5.2) we can write
Now we can prove estimation (1.3). At first, let us formulate the statement.
Lemma 5.2. Let b be any locally integrable function on
(see [2] , p. 3330, for instance), then
and by Lemma 5.1 we have that
Since ||a| − |b|| ≤ |a − b| holds for any a, b ∈ R, we get
The following statement follows by Lemma 5.2 and Theorem 1.2.
for all functions from L loc 1 (R n ).
for all functions from L As mentioned in the introduction, using estimate (1.6), we obtain new proof of the sufficient part of the result by M. Milman and T. Schonbek from [14] .
for all functions from L p (R n ).
Endpoint estimates for commutators of maximal function
In this section we prove endpoint estimates for the commutators of the maximal function with BMO functions.
Example 6.1. We show that [M, b] fails to be of weak type (1, 1) . Consider the BMO function b(x) = log |1 + x| and let f (x) = χ (0,1) (x). It is easy to see that for any x < 0
On the other hand, for any x < 0
There is ε 0 > 0 such that for any x < −ε 0 log |1 + x| − (2 log 2 − 1) > 1 2 log |x|. 
By Theorem 4.1, using the inequality (4.1), we have
On the other hand, since the maximal operator M is a weak type (1,1), we get
3) Combining (6.2) and (6.3), we get (6.1).
Remark 6.3. Unfortunately, in Theorem 6.2 we have only sufficient part, and we are not able to prove that the condition b ∈ BMO(R n ) is also necessary for inequality (6.1) to hold.
