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Abstract
We introduce the collocation method based on linear rational interpolation for solving general hyperbolic problems,
prove its stability and its convergence in weighted norms and give numerical examples for its use. c© 2001 Elsevier
Science B.V. All rights reserved.
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0. Introduction
Consider the 6rst-order hyperbolic initial boundary value problem
ut(x; t)− ux(x; t) = 0; x ∈ ]− 1; 1[; t ∈ ]0; T ];
u(x; 0) = f(x); x ∈ ]− 1; 1[;
u(1; t) = 0; t ∈ [0; T ]; T ¿ 0;
(1)
whose exact solution is given by
u(x; t) =
{
f(x + t); if x + t61;
0; otherwise:
Problem (1) can be viewed as a model problem for the more general hyperbolic systems with
appropriately speci6ed boundary conditions we will address in Section 2.
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The (spectral) collocation BCebyBsev method for solving (1) is based on approximating the solution
by a polynomial of degree 6N in the space variable x [7, p. 7],
uN (x; t) :=
N∑
k=0
u˜(xk ; t)Lk(x) where Lk(x) :=
N∏
j=0; j =k
x − xj
xk − xj ; (2)
which takes unknown values u˜(xk ; t) at the BCebyBsev extremal points
xk := cos
k
N
; k = 0(1)N: (3)
Lk(x) in (2) is the Lagrange polynomial associated with xk . The u˜(xk ; t) are determined by requiring
that the polynomial uN (x; t) satis6es
uN; t(xj; t)− uN;x(xj; t) = 0; j = 1(1)N; t ∈ ]0; T ];
uN (x; 0) = PN [f](x); x ∈ ]− 1; 1[;
uN (1; t) = 0; t ∈ [0; T ];
(4)
where PN [f](x) is the polynomial of degree 6N interpolating f between the BCebyBsev points of the
second kind (3). In (4) and below, the second index indicates the variable with respect to which
di4erentiation occurs. We can write the 6rst equation of (4) in the matrix form
uN; t(t) =D(1)uN (t); (5)
where
uN (t) := [uN (x1; t); : : : ; uN (xN ; t)]
T; D(1)ij :=L
′
j(xi); i; j = 1(1)N:
The entries of D(1) can be calculated analytically [6, p. 724, 7, p. 69]. The system of ODEs (5) is
then solved by an appropriate time marching technique like a Runge–Kutta or a multistep method.
The main reason for using spectral methods is their higher order which often yields, for a given
number of values of the functions appearing in Eq. (1), a far greater accuracy than 6nite di4erence
or 6nite element methods: uN converges spectrally toward u.
Unfortunately, explicit time marching techniques are subject to very tight stability limitations: the
time step restriction is It = O(N−2) for the model problem (1) and It = O(N−4) for parabolic
problems, see [18].
Koslo4 and Tal-Ezer have suggested in [13] a transformation approach to overcome these stability
restrictions. They have considered the transformation
x := g(y; ) =
arcsin(y)
arcsin()
; x; y ∈ [− 1; 1];  ∈ (0; 1); (6)
and the interpolant
vN (x; t) :=
N∑
k=0
v˜(xk ; t)Lk(g−1(x)) (7)
which takes the values v˜(xk ; t) at the grid points xk = g(yk; ); k = 0(1)N . The derivatives at the
grid points must then be calculated with the chain rule. This results in the computation of sums of
products of N ×N -matrices. But by a suitable choice of the parameter  in the “stretching function”
(6) the stability condition becomes much more favorable.
R. Baltensperger, J.-P. Berrut / Journal of Computational and Applied Mathematics 134 (2001) 243–258 245
We present here a new collocation technique, the linear rational collocation method. We set the
unknown function as a rational interpolant written in its barycentric form. The resulting stability
condition for the model problem (1) is again weaker than that of the BCebyBsev collocation method;
moreover, the derivatives of the interpolant may be calculated without the chain rule by using
formulas discovered by Schneider and Werner [15].
We describe the method for the hyperbolic problem (1) in the 6rst section. In the second section, we
recall results given in [9] about stability and convergence of the polynomial collocation method for
general hyperbolic problems like (18). Then, in the third section, we prove the stability and the con-
vergence of the linear rational collocation method for these same problems. Finally, we present nu-
merical results and compare them with those obtained with the classical BCebyBsev collocation method.
1. The linear rational collocation method
Let xk ; k = 0(1)N , be a set of distinct interpolation points (or nodes). With every vector  =
[0; : : : ; N ]; k = 0 for all k, we associate the linear space R()N spanned by the functions
L()k (x) :=
k
x−xk∑N
j=0
j
x−xj
; k = 0(1)N: (8)
L()k is the Lagrange fundamental rational function with denominator
qN (x) :=L(x)
N∑
j=0
j
x − xj ; L(x) :=
N∏
j=0
(x − xj); (9)
which interpolates the values jk ; j=0(1)N , at the xj’s. The k are called the weights of the L
()
k (x).
Note that qN is independent of k.
To any function u(x; t) we can then associate its interpolant in R()N given by
rN (x; t) :=
N∑
k=0
u˜(xk ; t)L
()
k (x) =
∑N
k=0
k
x−xk r˜(xk ; t)∑N
k=0
k
x−xk
; (10)
which takes the values r˜(xk ; t) at the points xk , k = 0(1)N .
If we assume that qN does not have any zero in the interval of collocation (which implies that
the k alternate signs [5,15]), we can use the formulas given in [15] for di4erentiating the rational
function rN (x; t) with respect to the x-variable. This de6nes the linear rational collocation method
for the model problem (1) as
rN; t(xj; t)− rN;x(xj; t) = 0; j = 1(1)N; t ∈ ]0; T ];
rN (x; 0) = RN [f](x); x ∈ ]− 1; 1[;
rN (1; t) = 0; t ∈ [0; T ];
(11)
where RN [f](x) is the rational function with denominator (9) interpolating f between the xk’s.
As in the polynomial collocation case, we can write the system (11) in the matrix form
rN; t(t) =D(1)rN (t); (12)
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where
rN (t) := [rN (x1; t); : : : ; rN (xN ; t)]
T; D(1)ij := (L
()
j )
′(xi); i; j = 1(1)N:
The entries of D(1) are given by (see [3])
D(1)ij =


j
i
1
xi − xj ; if i = j;
−
N∑
k=0; k =i
k
i
1
xi − xk ; if i = j:
(13)
The numerical e4ort needed for solving (12) or (5) is the same.
To see the connection between the rational function we employ for the rational collocation method,
on one side, and the polynomial used in the classical BCebyBsev collocation method on the other side,
we 6rst rewrite the polynomial uN (x; t) in its barycentric form [12,14]
uN (x; t) =
∑N ′′
k=0
(−1)k
x−xk u˜(xk ; t)∑N ′′
k=0
(−1)k
x−xk
; (14)
where the ′′ means that the 6rst and the last terms of the sum are to be halved.
It has been shown in [3] that, if u is analytic (in the spatial variable x) in an ellipse and if
the collocation points xk are shifted by a conformal map – with the same weights, the result-
ing interpolant still converges spectrally (at the same rate as the polynomial interpolating between
the BCebyBsev points).
(14) is then a rational function (10) with 0 := 1=2; k := (−1)k ; k=1(1)N−1 and N := (−1)N =2;
it does not have any pole in the interval of interpolation [4].
We will now briePy reconstruct the rational function rN (x; t) as the quotient of two interpolants, as
in [3]. Let x ∈ I; y ∈ J , where I; J are two intervals in R, let g be a conformal map from a relatively
compact domain D1 in C containing J to another relatively compact domain D2 containing I and
such that g(J )= I . Without loss of generality we set J := [−1; 1]. Finally, let u be a complex-valued
function de6ned on the interval I (in the space variable x).
We de6ne xk := g(yk), where the yk; k = 0(1)N; are the BCebyBsev points of the second kind in J ,
and we study the rational interpolant rN of the function u : I × [0; T ]→ C between the xk’s.
Let s : D1 ×D1 → C be the analytic function of two variables
s(y; z) :=
y − z
g(y)− g(z) :
In order to interpolate the function u˜(y; t) := u(g(y); t) on the interval J , we write it as
u(g(y); t) =
u(g(y); t)s(y; z)
s(y; z)
=:
v(y; z; t)
s(y; z)
; (15)
where (y; z) ∈ J×J . We freeze the variable z and we construct the polynomial interpolating v(y; z; t)
between the N + 1 BCebyBsev points of the second kind yk = cos(k=N ),
pN [v](y; z; t) :=
N∑
k=0
v(yk; z; t)Lk(y) =
2N−1
N
L(y)
N ′′∑
k=0
(−1)k
y − yk v(yk; z; t); (16)
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where
Lk(y) :=
N∏
j=0; j =k
y − yj
yk − yj and L(y) :=
N∏
k=0
(y − yk):
Repeating the same process, we interpolate the denominator of (15) by
qN [s](y; z) :=
2N−1
N
L(y)
N ′′∑
k=0
(−1)k
y − yk s(yk; z): (17)
In the special case z=y = yk , if we form the quotient of the two functions (16) and (17) and if we
set x := g(y) and xk := g(yk); k = 0(1)N , the result is precisely the linear rational interpolant (14)
of u(x; t) between the (conformally) transformed BCebyBsev points xk :
rN [u] ≡ pN [v]qN [s] :
2. Stability and convergence results for the polynomial collocation method applied to hyperbolic
problems
In [9], Canuto and Quarteroni have given stability results and error estimates for spectral and
(spectral) collocation approximations of hyperbolic equations. We briePy recall them here for the
collocation case.
Let us consider the interval I := ] − 1; 1[⊂R and its boundary  := @I = {−1; 1}. For a given
weight function w(x) over I we de6ne
L2w(I) := {" : I → R |" is measurable and ("; ")w ¡∞};
with (";  )w :=
∫
I "(x) (x)w(x) dx and ‖"‖0;w := ("; ")1=2w . For any integer k ¿ 0, we consider the
weighted Sobolev space
Hkw(I) := {" ∈ L2w(I) | dm"=dxm ∈ L2w(I); 06m6k};
with the norm ‖"‖2k;w :=
∑k
m=0 ‖dm"=dxm‖20;w. Note that H 0w(I) ≡ L2w(I). In the following C will be
a generic positive constant independent of the discretization parameter N and of u(x; t), the solution
of the problem.
Suppose we are given two functions b and b0 such that b; bx := @b=@x and b0 all belong to L∞(I),
and set − := {x ∈  | xb(x)¡ 0}; + :=\−. Let f=f(x; t) and u0(x) be two assigned functions,
and consider the following general hyperbolic problem (T ¿ 0):
ut(x; t) + (bu)x(x; t) + b0(x)u(x; t) = f(x; t); x ∈ I; t ∈ ]0; T ];
u(x; 0) = u0(x); x ∈ I;
u(x; t) = 0; x ∈ −; t ∈ ]0; T ]:
(18)
We assume that u ∈ L2(H 1w) and ut ∈ L2(L2w) for suitable weight functions to be de6ned later; here
Lp(Hkw) :=
{
" : [0; T ]→ Hkw |" is measurable and
∫ T
0
‖"(t)‖pk;w dt ¡∞
}
:
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Moreover, we assume that b and b0 satisfy the following condition (which can always be arranged
by a change of unknown u(x; t)→ e)tu(x; t)):
1
2 bx + b0 − 12 bwx=w¿0 in I: (19)
In what follows w(x) will be the Jacobi weight function de6ned as
w(x) := (1 + x)e
−
(1− x)e+wˆ(x);
e± :=
{
0 if ± 1 ∈ −;
1 if ± 1 ∈ +;
wˆ(x) := (1− x2)−1=2: (20)
For the (spectral) collocation Jacobi approximation, we de6ne the space
VN := {" ∈ PN (I) |"(x) = 0∀x ∈ −};
where PN (I) denotes the linear space of the polynomials of degree 6N on I . Let {xˆj; wˆj}; j=0(1)N ,
denote the nodes and the weights of the Gaussian integration formula relatively to the weight wˆ and
with the points of − as preassigned nodes. Depending on −, we are dealing with the following
formulae:
• − = ∅: ( BCebyBsev–)Gauss integration formula;
• − = : ( BCebyBsev–)Gauss–Lobatto integration formula;
• − = {−1}: ( BCebyBsev–)Gauss–Radau integration formula with x0 =−1;
• − = {1}: ( BCebyBsev–)Gauss–Radau integration formula with xN = 1.
Hereafter we assume b0 ∈ C0( UI), b ∈ C1( UI), f ∈ C0([0; T ] × UI) and u0 ∈ C0( UI). The colloca-
tion approximation to (18) is the solution of the following problem, which takes advantage of the
skew-symmetric decomposition of the operator: 6nd uN ∈ C1(VN ) such that
uN; t(xˆj; t) + 12 [buN;x + PN;x[buN ]](xˆj; t) + (
1
2 bx + b0)uN (xˆj; t) = f(xˆj; t); (21)
j = 0(1)N; xˆj ∈ −; t ∈ ]0; T ];
uN (xˆj; 0) = u0(xˆj); j = 0(1)N:
We set wj := (1 + xˆj)e
−
(1− xˆj)e+wˆj; j = 0(1)N ,
(";  )N;w :=
N∑
j=0
"(xˆj) (xˆj)wj; ∀";  ∈ C0( UI);
and the discrete norm ‖"‖N;w := ("; ")1=2N;w.
With these norms we have the following theorems [9, pp. 635–636].
Theorem 1. The following stability result holds:
‖uN‖L∞(L2w)6C
(
‖u0‖N;w +
(∫ T
0
‖f(t)‖2N;w dt
)1=2)
: (22)
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Theorem 2. Assume that u ∈ L∞(H,wˆ) and that b ∈ H,wˆ for ,¿ 2. Then
‖u− uN‖L∞(L2w)6CN 2−,‖u‖L∞(H,wˆ): (23)
We see that the order of convergence of uN toward u depends only on the regularity of the latter.
3. Stability and convergence results for the linear rational collocation method
For the linear rational approximation, we de6ne the space
WN := {" ∈ R()N |"(x) = 0 ∀x ∈ −};
where R()N denotes the space of the rational functions spanned by the functions L
()
k (x) with
 := [1=2;−1; 1; : : : ; (−1)j; : : : ; (−1)N =2].
Again we assume b0 ∈ C0( UI), b ∈ C1( UI), f ∈ C0([0; T ] × UI) and u0 ∈ C0( UI). The linear rational
(spectral) collocation approximation to the hyperbolic problem (18) is de6ned here as the solution
of the following problem: 6nd rN ∈ C1(WN ) such that
rN; t(xˆj; t) + 12 [brN;x + RN;x[brN ]](xˆj; t) + (
1
2 bx + b0)rN (xˆj; t) = f(xˆj; t);
j = 0(1)N; xˆj ∈ −; t ∈ ]0; T ];
rN (xˆj; 0) = u0(xˆj); j = 0(1)N; (24)
where xˆj := g(yˆj) and where the yˆj are the Gauss points depending on the problem to be solved.
RN [brN ](x) is the rational function with denominator (9) interpolating brN . Note that the xˆj’s are in
I and the yˆj’s are in J := ]− 1; 1[. In the following,  := @J = {−1; 1}; moreover, we will assume
that the conformal map g is such that g(−1) =−1 and g(1) = 1 and therefore g′¿ 0 on J .
To study stability and convergence, we will show that the rational collocation scheme is equivalent
to a polynomial collocation scheme applied to an associate problem in a transformed space. Then
we will prove that the latter scheme is stable and convergent.
Theorem 3. The (skew-symmetric) rational collocation method (24) is equivalent to a polynomial
collocation method in the transformed space.
Proof. We rewrite the solution in the transformed space using the variable transformation x := g(y).
The solution u(x; t) of problem (18) becomes u˜(y; t) := u(g(y); t), which we multiply by the quotient
qN [s](y; z)
qN [s](y; z)
:
For suVciently large N one has qN [s](y; z) = 0 ∀y; z (qN [s] is a convergent approximation of the
function s = 0, see [3] — we conjecture that qN [s] does not vanish for any N ¿ 0). De6ning
v(y; z; t) := u˜(y; t) · qN [s](y; z), b˜(y) := b(g(y)), b˜0(y) := b0(g(y)) and f˜(y; t) :=f(g(y); t), we can
then rewrite (18) as an associate hyperbolic problem in the transformed space:
vt +
1
g′
(b˜v)y +
(
b˜0 − b˜g′
qN;y[s]
qN [s]
)
v= f˜qN [s]; y; z ∈ J; t ∈ ]0; T ];
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v(y; z; 0) = v0(y; z) := u0(g(y))qN [s](y; z); y; z ∈ J;
v(y; z; t) = 0; y ∈ −; z ∈ J; t ∈ ]0; T ]: (25)
Applying the skew-symmetric decomposition to the equation, we 6nd
vt +
1
2g′
[b˜vy + (b˜v)y] +
[
1
2g′
b˜y + Ub0
]
v= k; y; z ∈ J; t ∈ ]0; T ]; (26)
where we have set
Ub0 := b˜0 − b˜g′
qN;y[s]
qN [s]
and k := f˜qN [s]:
In what follows, VN := {" ∈ PN (J ) |"(y) = 0 ∀y ∈ −}. The collocation scheme we apply to
problem (26) is the following: 6nd vN ∈ C1(VN ) such that
vN; t(yˆj; z; t) +
1
2g′(yˆj)
[b˜vN;y + PN;y[b˜vN ]](yˆj; z; t) +
(
1
2g′
b˜y + Ub0
)
vN (yˆj; z; t) = k(yˆj; z; t); (27)
j = 0(1)N; yˆj ∈ −; z ∈ J; t ∈ ]0; T ];
vN (yˆj; z; 0) = v
0(yˆj; z); j = 0(1)N; z ∈ J:
Since PN interpolates, one has at every collocation point yˆj
Ub0vN = b˜0vN − 12g′
qN;y[s]b˜
qN [s]
vN − qN;y[s]2g′
PN [b˜vN ]
qN [s]
:
When z = yˆj, we obtain after few manipulations
vN; t
qN [s]
(yˆj; z; t) +
1
2g′(yˆj)

b˜( vN
qN [s]
)
y
+
(
PN [b˜vN ]
qN [s]
)
y

 (yˆj; z; t)
+
(
1
2g′
b˜y + b˜0
)
vN
qN [s]
(yˆj; z; t) = f˜(yˆj; z; t); j = 0(1)N; yˆj ∈ −; z ∈ J; t ∈ ]0; T ];
vN (yˆj; z; 0) = v
0(yˆj; z); j = 0(1)N; z ∈ J:
When z = y, this is precisely the skew-symmetric rational collocation method (24) in the space
variable y applied to (18).
Remark
1. We merely use the change of variable to prove stability and convergence in the transformed
“y-space”. Unlike [13,16] we solve the problem in the original “x-space”.
2. The collocation scheme introduced in (27) is di4erent from the classical collocation scheme (21)
applied to the hyperbolic equation (25), so Theorems 1 and 2 cannot be directly applied. Nev-
ertheless, the fact that the derivative of the transformation g di4ers from zero will enable us to
prove stability and convergence of our scheme.
We will now prove the spatial stability (in the transformed space) of the equivalent polynomial col-
location scheme. For that purpose, we shall partly apply to the rational case ideas borrowed form [9].
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Theorem 4. For su9ciently large N the following stability result holds for all z:
‖vN‖L∞(L2w)6C
(
‖v0‖N;w +
(∫ T
0
‖k(t)‖2N;w dt
)1=2)
; (28)
with k as in the proof of Theorem 3; therefore; for z=y; the rational collocation scheme is stable
in the transformed space.
Proof. Assume that
1
2 b˜y + g
′ Ub0 − 12 b˜wy=w¿0 in J × J: (29)
This condition can always be ful6lled, see [9]. If we 6rst multiply (27) by g′, the problem can be
equivalently written in variational form: 6nd vN ∈ C1(VN ) such that
(g′vN; t ; ")N;w + 12((b˜vN;y + PN;y[b˜vN ]); ")N;w + ((
1
2 b˜y + g
′ Ub0)vN ; ")N;w = (g′k; ")N;w;
∀" ∈ VN ; ∀z ∈ J;
vN (0) = PN [(u0 ◦ g)qN [s]]; ∀z ∈ J: (30)
Repeating the same calculations as in [9] we get for all ";  ∈ VN
(b˜"y + PN;y[b˜"];  )N;w =−("; PN;y[b˜ ] + b˜ y)N;w − T ( ; ")− T (";  );
where T (";  ) :=
∫ 1
−1 PN;y[b˜"] wy dy. Then it follows that
(b˜vN;y + PN;y[b˜vN ]; vN )N;w =−T (vN ; vN ): (31)
From the de6nition of w, we obtain
T (vN ; vN ) =
∫ 1
−1
PN;y[b˜vN ]vN
wy
wˆ
wˆ dy =
N∑
j=0
b˜(yˆj)v
2
N (yˆj)
wy(yˆj)
w(yˆj)
wj: (32)
Let "= vN in (30); from (31) and (32), we have
1
2
d
dt
N∑
j=0
g′(yˆj)v
2
N (yˆj)wj +
N∑
j=0
(
1
2
b˜y + g′ Ub0 − 12 b˜
wy
w
)
(yˆj)v
2
N (yˆj)wj = (g
′k; vN )N;w:
Using (29), we obtain the inequality
(g′vN; t ; vN )N;w6(g′k; vN )N;w:
Therefore we 6nd (since g′¿ 0) for all z
d
dt
min
y∈[−1;1]
g′(y)
N∑
j=0
v2N (yˆj; z; t)wj6 2
N∑
j=0
g′(yˆj)k(yˆj; z; t)vN (yˆj; z; t)wj
6C1‖k‖2N;w + C2‖vN‖2N;w:
The Gronwall lemma completes the proof.
This stability result will be useful in the following theorem for proving the spatial convergence
of the rational collocation method in the transformed space (for all z).
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Theorem 5. Assume that v ∈ L∞(H,wˆ) and that b˜ ∈ H,wˆ for ,¿ 2. Then for all z
‖v− vN‖L∞(L2w)6CN 2−,‖v‖L∞(H,wˆ); (33)
ensuring that for z = y the rational collocation scheme is convergent in the transformed space.
Proof. Write Uv :=PN [v] ∈ L∞(VN ). By (18) and by the interpolation property of PN (PN [u](yˆj) =
u(yˆj); 06j6N , for u ∈ C0( UJ )), Uv satis6es
(g′ Uvt; ")N;w + 12(b˜ Uvy + PN;y[b˜ Uv]; ")N;w + ((
1
2 b˜y + g
′ Ub0) Uv; ")N;w
=(g′k; ")N;w − 12 (b˜(v− Uv)y + (b˜v)y − PN;y[b˜v]; ")N;w; ∀" ∈ VN ; ∀z ∈ J;
Uv(0) = PN [(u0 ◦ g)qN [s]]; ∀z ∈ J:
Thus the error e := vN − Uv ∈ L∞(VN ) solves the equation
(g′et; ")N;w + 12(b˜ey + PN;y[b˜e]; ")N;w + ((
1
2 b˜y + Ug
′b0)e; ")N;w =
1
2
(G;")N;w;
∀" ∈ VN ; ∀z ∈ J;
e(0) = 0; ∀z ∈ J;
where G := b˜(v − Uv)y + ((I − PN )(b˜v))y, I denoting the identity operator. We want to establish a
bound for ‖G‖N;w. To this end, note that since (1 + y)e−(1− y)e+62 on J , one has (for all z)
‖G‖N;w6
√
2‖G‖N; wˆ6
√
2(‖b˜(v− Uv)y‖N; wˆ + ‖((I − PN )(b˜v))y‖N; wˆ):
As demonstrated in [9], we can bound the terms of the right-hand side by
‖b˜(v− Uv)y‖N; wˆ6CN 2−,‖v‖,; wˆ
and
‖((I − PN )(b˜v))y‖N; wˆ6CN 2−,‖b˜‖,; wˆ‖v‖,; wˆ:
Thus ‖G‖N;w6CN 2−,‖v‖,; wˆ. Applying the stability result (28) to e, we get (for all z)
‖e‖L∞(L2w)6CN 2−,‖v‖L2(H,wˆ):
We conclude with the triangle inequality that (for every z)
‖v− vN‖0;w6‖v− Uv‖0;w + ‖e‖0;w6
√
2‖v− Uv‖0; wˆ + ‖e‖0;w
and the result follows from the approximation property
‖u− PN [u]‖/; wˆ6CN 2/−,‖u‖,; wˆ; 06/6,; ∀u ∈ H,wˆ(J ); ,¿ 12
(see [8]).
As in the polynomial case, the convergence depends only on the smoothness of the solution, and
is faster than any negative power of N if the solution is C∞; thus in this case the linear rational
collocation method is spectrally accurate.
Note that in this section we have not taken into account the discretisation in time. The latter leads
to time step restrictions (see [11] for more details on this concept) which will be discussed in the
next section.
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Fig. 1. Spectral radius (logarithmic plot).
4. Numerical examples
In this section we discuss some numerical computations. We 6rst display the spectral radius and
the condition number of the 6rst derivative matrix for the model problem (1). Then we give the
results of solving three hyperbolic problems and one parabolic problem using the routine ODE45
(in MATLAB 4) in time with a tolerance of 10−6. All computations were performed on a DEC
AlphaServer 2100A 5=300.
(6) is chosen as the mapping function as in [13,3].
In Fig. 1 we present the spectral radius 0 of the di4erentiation matrices D(1) for the model
problem (1) when D(1) is calculated using the technique proposed in [2], for several values of N
(N = 8; 16; 32; 64; 128) and  ( = cos(j=N ); j = N=2; 2 – for j = N=2, one has  = 0 and 0 is
the spectral radius of the polynomial BCebyBsev collocation di4erentiation operator). We also give the
spectral radius of the Koslo4 and Tal-Ezer di4erentiation matrix D˜
(1)
:=AD(1) [13], where A is the
diagonal matrix whose nonzero entries are given by Aii := 1=g′(yi; ) and where D(1) is the BCebyBsev
(spectral) collocation di4erentiation matrix.
From Fig. 1 we see, e.g., that for N = 128 the spectral radius is almost eight times smaller for
the rational di4erentiation operator than for the BCebyBsev di4erentiation operator. It is of the same
size as the Koslo4 and Tal-Ezer di4erentiation operator.
A useful measure of the normality of the di4erentiation matrix is the size of the condition number
2(K) = ‖K‖ · ‖K−1‖ of the matrix K whose columns are the normalized eigenvectors of D(1),
resp. D˜
(1)
.
The condition numbers are plotted in Fig. 2 for several values of N (N = 8; 16; 32; 64; 128) and
 ( = cos(j=N ); j = N=2; 1; 2; 3). We see that the BCebyBsev di4erentiation operator (for the model
problem (1)) is strongly non-normal, as observed in [18] (see the circles in Fig. 2). In contrast,
the condition number of the rational di4erentiation operator does not increase too rapidly with N
(see Fig. 2). In dashed, we display the condition numbers of the Koslo4 and Tal-Ezer di4erentiation
operator (for the same values of ). They are about half those of the rational di4erentiation operator.
Next we solve the model problem (1) with f(x)= cos2(x=2) as the initial condition. We use the
polynomial and rational (spectral) collocation methods in the space variable x, and the embedded
254 R. Baltensperger, J.-P. Berrut / Journal of Computational and Applied Mathematics 134 (2001) 243–258
Fig. 2. Condition numbers of some matrices K (logarithmic plot).
Table 1
Absolute error of the numerical solution at time t = 1 for Problem (1)
BCebyBsev Rational (j = 2) Rational ( = 0:9)
N nsteps Eabs nsteps Eabs nsteps Eabs
8 22 9:521× 10−3 22 1:232× 10−2 22 2:762× 10−2
16 33 1:240× 10−3 32 1:785× 10−3 32 1:245× 10−3
32 48 3:280× 10−4 49 3:511× 10−4 48 1:951× 10−4
64 124 7:831× 10−5 74 9:132× 10−5 74 5:154× 10−5
128 477 1:915× 10−5 115 4:568× 10−5 263 1:183× 10−5
Table 2
Absolute error of the numerical solution at time t = 1 for Problem (1) with f as in (34)
BCebyBsev Rational (j = 2) Rational ( = 0:9)
N nsteps Eabs nsteps Eabs nsteps Eabs
8 34 2:280× 10−1 39 9:755× 10−1 37 4:026× 100
16 84 2:284× 100 80 4:656× 100 79 5:991× 100
32 129 1:741× 100 145 9:883× 10−1 137 1:442× 101
64 183 1:351× 10−1 188 1:116× 10−3 187 1:563× 10−2
128 473 4:153× 10−5 189 1:376× 10−4 259 3:070× 10−5
Runge–Kutta method [10] of the MATLAB 4 routine ODE45 in time with a tolerance of 10−6. The
method underlying the latter is a Runge–Kutta–Fehlberg method of order 4(5).
In Tables 1–4 we list the number of steps (nsteps) needed to compute the solution at time t = 1
and the maximum error (Eabs) between the exact and the approximated solutions.
In Table 1, we see that for N = 128 the number of steps needed to compute the solution at time
t=1 with the rational collocation method (and j=2) is four times smaller than with the “classical”
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Table 3
Absolute error of the numerical solution at time t = 1 for Problem (35)
BCebyBsev Rational (j = 2) Rational ( = 0:9)
N nsteps Eabs nsteps Eabs nsteps Eabs
8 18 1:795× 10−5 19 2:817× 10−5 18 9:314× 10−4
16 19 5:862× 10−8 19 1:859× 10−5 19 7:074× 10−6
32 19 5:861× 10−8 21 5:151× 10−6 19 5:799× 10−8
64 29 1:328× 10−8 29 1:396× 10−6 19 1:004× 10−7
128 102 3:046× 10−7 52 5:592× 10−7 52 1:694× 10−8
Table 4
Absolute error of the numerical solution at time t = 1 for Problem (36)
BCebyBsev Rational (j = 2) Rational ( = 0:9)
N nsteps Eabs nsteps Eabs nsteps Eabs
8 59 2:234× 10−8 45 3:196× 10−6 36 5:908× 10−5
16 854 6:656× 10−9 267 5:734× 10−7 309 2:068× 10−7
32 13546 7:250× 10−8 1337 9:886× 10−8 4206 7:761× 10−9
collocation method. Even for 6xed , we have better results, also for the maximum error.
In Table 2, we list the results for the model problem with the same function f as in [13],
f(x) = [x exp((−x − 1)2)cos(6x)− 1]4: (34)
The solution oscillates a great deal and for small N the approximation is poor with all methods.
We see again that, for N = 128, the number of steps needed to approximate the solution is halved
for  = 0:9 and reduced by a factor of almost 4 for j = 2. The solution computed with  = 0:9 is
even better than that given by the polynomial collocation method.
Next, we solve the problem
ut + xux = 0; x ∈ I; t ∈ ]0; T ];
u(x; 0) = f(x); x ∈ I: (35)
The function f is given (as in the 6rst problem) by f(x) := cos2(x=2), the exact solution is u(x; t)=
f(x exp(−t)).
The results given in Table 3, are again better with the rational collocation method. The number
of steps required to compute the solution is halved for = 0:9 and j = 2.
In order to shed more light on the stability improvement, we plot in Figs. 3 and 4 the boundary
of the 5-pseudospectrum [17]
65(A) := {z ∈ C: ‖(zI − A)−1‖¿5−1}
of the di4erential operator −xd=dx for N = 32 and di4erent 5 (10−3; 10−5 and 10−7). We see that
in the case of polynomial collocation the eigenvalues are very sensitive to roundo4, as was 6rst
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Fig. 3. Boundaries of the pseudospectra 65(A) for 5 = 10−3; 10−5 and 10−7 of the polynomial collocation matrix A of
the operator −xd=dx, together with the eigenvalues of A (circles).
Fig. 4. Same as Fig. 3, but for the rational collocation operator.
noticed in [18]. For rational collocation (with j = 2) the eigenvalues are much more stable. The
5-pseudospectrum deviates from the spectrum only for 5610−3.
Finally we present results for the parabolic problem
ut = uxx; x ∈ I; t ∈ ]0; T ];
u(x; 0) = sin((=2)(x + 1)); x ∈ I;
u(−1; t) = u(1; t) = 0; t ∈ [0; T ];
(36)
whose exact solution is given by u(x; t) = sin((=2)(x + 1)exp((−2=4)t)).
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Table 4 shows that the rational collocation method is once again more eVcient than the polynomial
method. For =0:9 and N =32, the number of steps needed to approximate the solution is divided
by about 3. For j = 2 and N = 32 the number of steps is 12 times smaller.
The results displayed in Tables 1–4 behave the same way if the tolerance is reduced or increased.
The linear rational collocation method still remains better than the polynomial BCebyBsev method.
We have also performed some tests with implicit methods. The improvements documented in
Tables 1–4 can still be observed, though somewhat less pronounced.
5. Conclusion
We have introduced the linear rational collocation method and we have proved stability and
convergence results for its application to hyperbolic problems. We have given numerical examples
showing that the time step restriction is consistently much weaker with the rational than with the
polynomial collocation method.
Comparisons performed with Koslo4 and Tal-Ezer’s modi6ed BCebyBsev method [13] consistently
give extremely close results, with equal exponents of Eabs for both methods. The linear rational
method seems nevertheless to have some advantages like, e.g., the fact that the underlying interpolant
is a projection as well as the simplicity of Schneider and Werner’s formula for its derivatives.
This method has already been applied to the two dimensional wave equation, see [1] for details.
We can also apply the rational method to more complicated (nonlinear) problems and we can again
expect weaker stability restrictions than with its polynomial counterpart.
In a future paper, we plan to give some stability and convergence results for general parabolic
problems.
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