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ABSTRACT
Mobile sensor networks offer unique advantages over their stationary counter-
parts in the area of anomalous radioactive source localization. Being mobile,
the same number of sensors are capable of covering a much larger area than an
equivalent number of stationary sensors. We have developed and deployed
a mobile sensor network comprised of Kromek D3S gamma ray and ther-
mal neutron detectors paired via Bluetooth with Samsung Galaxy S6 smart-
phones. An Android app was written that allows for communication between
the phone and detector, allowing for radiation data to be queried, geo-taged,
timestamped, and sent to an off-site repository in the cloud for storage and
data analysis. AWS was selected to be the cloud platform to support this
sensor network as it offered highly modular and affordable data storage and
computational services. Three sources of location data, GPS, WiFi, and cell
tower triangulation were evaluated to determine optimal position accuracy.
GPS proved to be the most accurate in an outdoor environment with clear
skies, being able to achieve an accuracy of 3m in tests, but performed signif-
icantly worse in indoor environments or near buildings and other structures.
WiFi was found to be heavily dependent upon the proximity of WiFi access
points near the phone, and cell tower triangulation was deemed unusable for
source localization due to the low number density of cell towers. Application
of Kalman filtering to both indoor and outdoor location data yielded mixed
results.
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CHAPTER 1
INTRODUCTION
1.1 Mobile Sensor Network for the Detection of
Radioactive Sources
Sensor networks have been used in all fields of engineering for well over a
century. A sensor network is an array of devices designed to act either de-
pendently or independently to collect data. The advantage of having a sensor
network as opposed to a lone sensor is that a sensor network is capable of
covering a larger area than a lone sensor, collecting more data as a result.
The inverse square law [1], which states that the number of radiation quanta
reaching a radiation detector is proportional to the inverse square of the dis-
tance from the source to the detector, makes using a lone sensor to monitor a
large area very difficult. A sensor network compensates for this by employing
multiple detectors to monitor an area of interest and detects for anomalies
that may be attributed to radioactive sources within the vicinity of one or
more sensors. Work done by Brennan et al. [2] showed that a sensor network
comprised of stationary radiation detectors far exceeded the detection capa-
bilities of a lone detector when monitoring an area of interest for potential
radioactive sources. The improvements in performance between a stationary
sensor network and a lone detector become even more prevalent when a po-
tential source is moving in the area of interest [3]. Furthermore, Nemzek et al.
discovered a correlation between the signal-to-noise ratio (SNR) of a sensor
network and the number of sensors in the network, with the SNR increasing
as a function of the square root of the number of sensors in the network [4].
Thus, the more sensors in a sensor network, the better the overall quality of
the data being collected.
The inverse square law proved to be a significant weakness of stationary
sensor networks [5], especially if the sensor network was to be deployed over
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a large area, i.e. a city. A work-around to this limitation is to increase the
number of sensors operating in the network, but this has significant down-
sides, such as the cost of acquiring more sensors, and the higher likelihood
of a sensor breaking down and producing a potential blind spot within the
network. When covering a very large area with only a limited number of
sensors, with distance in the hundreds of meters between each sensor, work
by Stephens and Peurrung [6], showed very little improvement between using
single sensors and a sparse network of stationary sensors. This work went on
to explain that in the event of a moving source, the issue became even more
problematic and prevalent.
It was due to this inherent weaknesses of stationary sensor networks that in
the last decade, significant research has been done in deploying mobile sensor
networks for the detection of radioactive sources in an area of interest. Work
done by Hochbaum [7] showed that mobile sensor networks had significantly
lower false positive and false negative rates in comparison to stationary sensor
networks. Mobile sensor networks have the added benefit of inherently having
fewer blind spots in comparison to their stationary counterparts. This is due
to the sensors within the network being able cross paths with one another if
desired, allowing for coverage of the same area by multiple detectors.
Further work by Hochbaum and Fishbain [8] involving the deployment of
radiation detectors on moving vehicles to localize a source, showed that a
polynomial time algorithm was capable in determining the localized area of
a potential source. This meant that if the number of sensors in a mobile sen-
sor network were to be increased, the overall time it would take to compute a
localized area of a potential source will scale polynomially rather than expo-
nentially, allowing for near real-time [9] data analysis and source localization.
A major downside to the method deployed in Hochbaum and Fishbain’s pa-
per was the fact that the sensors were too large for a human to carry and
required to be mounted on vehicles. The portability issue with these large
vehicle-mounted sensors along with their fairly high costs, prevented wide
scale deployment of them in mobile sensor networks despite their benefits.
The first large scale deployment of a mobile sensor network that spanned
an entire country occurred in the immediate aftermath of the 2011 Fukushima
Daichi nuclear powerplant in Japan [10]. A group of citizen scientists started
developing and fielding a large number of portable sensors. Each comprised
of a Geiger-Muller counter and a single-board computer for the purpose of
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monitoring radiation levels all over Japan. These sensors were made to be
incredibly cheap, with each unit costing only several hundred dollars at there
initial release, far lower than the truck-mounted sensors used in studies of
mobile sensor networks. With such cheap radiation sensors available, a large
number of users began to purchase and use them to monitor background
radiation levels around their home towns. This resulted in the creation of
a massive sensor network called Safecast that encompassed all of Japan and
included over a 900 sensors within the network by the end of 2016, generating
over 50 million readings by early 2017. This has allowed for the creation of
a comprehensive background radiation map of the surrounding area near
Fukushima as can be seen in Figure 1.1.
Figure 1.1: Safecast radiation map of Fukushima [10]
However, Safecast does not update the data in near real-time. Instead, the
data is stored on an SD card in the sensor, and must be uploaded manually
with a device that has Internet connection to the Safecast server. Thus, the
radiation map shown in Figure 1 may be very different today as compared
to the time of data collection. Moving forward with the concept of mobile
sensor networks for monitoring radiation levels, DARPA created the SIGMA
program to deploy large numbers, in the thousands or more, of small hand-
held sensors that not only collected radiation data, but also uploaded the
data to a repository in near real-time for immediate analysis.
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1.2 The DARPA SIGMA Program
The DARPA SIGMA program aims to achieve near real-time detection of
radioactive sources with the deployment of thousands of small handheld radi-
ation detectors in cities all over the United States. The purpose of deploying
such a large sensor network is countering nuclear terrorism and prolifera-
tion of special nuclear materials (SNM). DARPA uses the ANSI N42.34-2006
standard for determining what isotopes are of interest for counter nuclear
terrorism and nonproliferation purposes [11]. These isotopes are listed in
Table 1.1 below. Note that the ANSI N42.34-2006 standard considers all
isotopes of Pu to be of interest for purposes mentioned.
Table 1.1: ANSI standard of isotopes for counter nuclear terrorism and
nonproliferation
Category Isotopes
SNM 233U , 235U , 237Np, Pu
Industrial 57Co, 60Co, 133Ba, 137Cs, 192Ir, 204TI, 226Ra, 241Am
Medical 18F , 67Ga, 51Cr, 75Se, 89Sr, 99Mo, 99mTc, 103Pd,
111In, 123I, 125I, 131I, 153Sm, 201TI, 133Xe, 241Am
Most of the isotopes listed in Table 1.1 are used in industry and medicine.
These isotopes predominantly emit high energy photons in the form of gamma-
rays and x-rays. 233U , 235U , and several isotopes of Pu can spontaneously
fission, emitting neutrons in the process. Therefore, DARPA deemed it nec-
essary for any handheld detector used in the SIGMA program to be capable
of detecting both high energy photons and neutrons.
In addition, DARPA has also stipulated that the location data of the
detectors be accurate to within 5m. This is to account for the fact that
sources may be shielded and hidden from view. In the event a potential
source is detected, DARPA deems it paramount to be able to localize the
source within 5 minutes. In order to localize a possible source in such a
short amount of time, the location data must meet the 5m accuracy criteria.
This is to minimize the search area as much as possible. With the detector
size, immediate data access, isotope of interest, and location accuracy criteria
defined, DARPA initiated the SIGMA program in late 2014 to create a sensor
network capable of meeting all these criteria.
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Apart from requiring accurate location data, DARPA’s mobile sensor net-
work also requires timestamp data. Timestamp data for each individual
sensor is crucial as the exact time an anomaly is detected by an individual
sensor is needed in order to localize a potential source. In addition to this,
timestamp information allows for the calculation of sensor velocity. This is
important as the velocity of a radiation detector may also impact the proba-
bility of detecting a source by minimizing the overall integration time of each
sensor [12]. Individual radiation detectors can be made to provide location
and timestamp data, but most commercially-available detectors do not in-
clude location data as they are meant to be stationary during use. The ones
that do are quite expensive [8], making the deployment of a large number of
them in a sensor network highly cost prohibitive.
DARPA opted to use radiation detectors that do not provide either geotag-
ging or timestamping in order to save on cost and maximize the number of
detectors that can be purchased. For location and timestamp data, DARPA
paired the detectors used in the SIGMA program with smartphones. Since
the SIGMA program issued the detectors to various institutions such as uni-
versities, law enforcement agencies, and government agencies, the technical
backgrounds of the operators carrying the detectors vary widely. Being able
to control a radiation detector with a smartphone running an application is
very useful as it a provides a level of familiarity to the operators that do
not have a background in radiation detection, drastically cutting down the
learning curve.
1.3 Application of Participatory Sensing for Radiation
Detection
In deploying the thousands of detectors paired with smartphones by asking
people in general public to carry them, the SIGMA program is using a rela-
tively new field of data collection called participatory sensing. Participatory
sensing involves the use of the general public to collect a wide variety of data
[13]. This method of data collection is made possible due to the advent of the
smartphone in 2006, and its widespread acceptance into everyday life within
a decade of its initial debut [14]. The growth has been so significant that by
the end of 2016, an analysis done by Giridhar et al. estimated that there are
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over 2 billion active smartphones in the world [15], meaning that nearly one
in three humans on Earth uses a smartphone.
Commercially available smartphones contain a variety of location sensors
such as GPS, WiFi, accelerometer, gyroscope, digital compass, and barom-
eter. This effectively turns anyone in possession of a smartphone into a
mobile sensor, allowing for the possibility of a truly massive mobile sensor
network. Therefore, if a portable radiation detector were to be connected
with a smartphone via either USB cable or Bluetooth, the detector would
be able to transmit all the radiation data it was collecting to the smart-
phone, and the smartphone would combine this data with its own location
and timestamp data before either storing it on its own internal hard drive or
transmitting it to a data repository.
A major advantage of utilizing participatory sensing in deploying a sen-
sor network is the ability to have many sensors in the network. The only
limitation in how many sensors DARPA can field in the SIGMA program
is the budget allotted to DARPA for the SIGMA program by the Depart-
ment of Defense. Furthermore, using members of the general public to carry
the detectors allows for very comprehensive coverage of an area as operators
can go about their normal day to day activities while carrying the detectors.
On top of all this, smartphones can transmit data via broadband or WiFi,
meaning unlike the safecast detectors, the data collected by detectors in the
SIGMA program can be automatically sent to an off-site data repository for
processing and analysis.
1.4 Setting Up a Mobile Sensor Network for the UIUC
Campus
DARPA provided the Radiation Detection and Isotope Identification (RDII)
research group with 18 Kromek D3S detectors, the detector selected by
DARPA for the SIGMA program, in June of 2015. The D3S was chosen
due to its compact size and its ability to detect for high energy photons and
neutrons, allowing it to meet DARPA’s detector size and isotope of interest
criteria from the start. The D3S is comprised of a 2” x 1” x 0.5” CsI(TI)
crystal for gamma-ray detection and a 32.5 mm x 100 mm LiF crystal for
thermal neutron detection [16]. The physical dimensions of the D3S are 120
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mm x 80 mm x 20 mm, about the size of an average smartphone, making the
detector very compact and highly portable overall. The D3S transmits ra-
diation data in an eight character hexadecimal string once per second when
powered on. The data is comprised of a gamma-ray spectrum with 4096
channels and the gross thermal neutron count [17].
When deployed as a mobile sensor, the D3S is paired with a smartphone
that runs an app provided by DARPA’s commercial partner, Invincea Labs,
LLC. The app pairs the two devices together via a Bluetooth connection. The
D3S could have been paired with any smart phone, however, Invincea’s app is
only Android compatible. As a result, the RDII group selected the Samsung
Galaxy S6 for pairing with the D3S. The primary reason why the S6 was
selected was due to the fact that at the time of its release, it was one of the
most computationally powerful smartphones available. The Invincea app
aggregated a gross gamma-ray count from the gamma spectra, geo-tagged
the detector’s location with each spectrum received, and added a timestamp
in Unix time to the data before transmitting the data to Invincea’s servers
for storage. It should be noted that the app also applied a single layer of
Kalman filtering to the location data on the phone prior to sending the data
to Invincea’s servers. This was done in an attempt to improve the location
accuracy of the phones as location accuracy of smart phones is known to
be severely impacted by a variety of reasons ranging from location source to
environmental features (discussed in 2.2).
A total of 18 student volunteers, one for each detector and phone pair, were
asked to carry the phone and detector pairs everywhere they go on campus
and to keep both devices charged in order to maximize data collection. The
sensor network with the Invincea app running on each of the phones became
fully operational on the UIUC campus in September of 2015. DARPA wanted
the RDII group to analyze the performance of the Invincea app and report
any deficiencies that prevented the detector and phone pairs from meeting the
immediate data access and location accuracy criteria outlined by DARPA.
In the event one or both of these criteria are not met, DARPA asked that
the RDII group develop a separate app that could pair the phones with the
detectors and meet these criteria (discussed in Chapter 3).
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CHAPTER 2
TECHNICAL BACKGROUND
2.1 Positioning
Location from the phone was provided via three sources: GPS, WiFi, and
cell towers. Each location source has advantages and disadvantages in com-
parison to the others. Their accuracy and battery consumption are discussed
in this chapter.
2.1.1 GPS Location Accuracy
Location from GPS is acquired by triangulating a position from three orbiting
satellites among the GPS constellation of 24 total satellites [18]. Work done
by Wing in 2009 found that recreational grade GPS receivers, such as those
found in commercial phones, could be accurate up to 2m, i.e. a 2m uncer-
tainty, in open outdoor areas with clear sky conditions, 3m in forested areas
with clear sky conditions, and 9m around structure with clear sky conditions
[19]. A Later study done by Schaefer and Woodyer [18] in 2014, utilising the
Apple iPhone 4, 5, 5c, the Samsung S3 mini, s4, and the Sony Xperia E, P,
Z, found that the GPS accuracy of these mobile devices all fell between 3m
to 6m in outdoor areas with clear sky conditions. An even more recent study
by Jain et al. [20] found very similar results, achieving an accuracy of 5m
utilizing a variety of unspecified smartphones under these same conditions.
However, these results were all obtained under ideal conditions. Weather
and the device’s immediate environment are both known to greatly impact
GPS accuracy in the form of atmospheric and environmental attenuation and
scattering as found by Schaefer and Woodyer [17]. Thus, if the same experi-
ments were conducted during periods of precipitation, heavy overcast condi-
tions, or in areas with many tall structures such as skyscrapers or mountains,
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the GPS accuracy achieved would be significantly worse than the accuracies
achieved in the studies. Work done by Radu et al. found that in a typical
indoor environment such in office buildings, the mean GPS accuracy was only
around 50m [21]. The accuracy gets worse when in and around tall buildings
and in underground environments such as tunnels and underground parking
lots. Bejuri et al. found that in such environments, the GPS accuracy can
be as far off as 180 m from the true coordinates, and the GPS signal may
not even be obtainable if the environmental scattering and attenuation of the
GPS signal is severe enough [22].
2.1.2 WiFi Location Accuracy
Location from WiFi is obtained by triangulating a position from three WiFi
access points. This means that location can only be obtained using WiFi if
there are WiFi access points in the vicinity of the phone. This limits ob-
taining location from WiFi to places with many WiFi access points, namely
near or in offices, residential buildings, etc. In a study conducted by Zand-
bergen comprising 58 observations, the mean location accuracy of a device
using WiFi in typical building environments with WiFi access points spaced
between 50m to 100m apart or so was found to be 74m [23]. This accuracy is
much lower than the accuracy of GPS under ideal conditions, but is on par
with GPS accuracy in typical indoor environment. In such scenarios, WiFi
in addition to GPS may be capable of significantly improving the location
accuracy of the device.
A WiFi-enabled device such as a smart phone will utilize its built in WiFi
receiver to determine the MAC address of the WiFi signals being received by
the device and triangulate a position. In urbanized indoor environments with
many WiFi access points, utilizing WiFi in conjunction with GPS achieved
a location accuracy of 7m [24], as was found during a 2014 Microsoft Indoor
Localization Competition. Further studies by Ma et al. [25] and Deng et
al. [26] found similar location accuracies when WiFi was used in conjunction
with GPS, with mean accuracies of 3m and 2m respectively. It should be
noted that the accuracies achieved by Ma and Deng were made under highly
idealized environments with very large, but unspecified, numbers of WiFi
access points in the test buildings. Most buildings will not have nearly as
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many WiFi access points, and as a result, such accuracies will most likely not
be achievable with commercially available GPS and WiFi enabled devices.
When utilising WiFi and GPS in an indoor environment, one can see that
the location accuracy found in the studies were on par with that of GPS
in an idealized outdoor environment. Though one must keep in mind that
this was highly contingent upon the WiFi access point layout of an indoor
environment.
2.1.3 Cell Tower Location Accuracy
Acquiring a device’s location with cell tower triangulation produces the least
accurate location data of the three methods mentioned. Cell towers are
spaced quite far apart, typically half a kilometer or more [20]. This means
that the location accuracy of a device using cell tower triangulation will be
worse than WiFi as cell towers are spaced further apart than WiFi access
points in most areas that have WiFi. Zandbergen found that out of 64
observations, the median location accuracy a device achieved on cell tower
triangulation was 600m. An accuracy of 600m is insufficient for use in source
localization with mobile sensors as in an urban environment. Figure 2.1 shows
the layout of cell towers around the UIUC campus. The distance between
cell towers varied from several hundred meters to several kilometers, similar
to the layout described by Zandbergen in his experiments. Therefore, using
cell towers for obtaining sensor location on and around the UIUC campus is
impractical.
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Figure 2.1: Cell tower locations around the UIUC campus [27]
2.1.4 Summary
In an outdoor environment, GPS is more accurate by an order of magnitude
in comparison to WiFi and by two orders of magnitude in comparison to cell
tower triangulation. The mean accuracy of each of the three location sources
under ideal conditions are summarized in Table 2.1.
Table 2.1: Mean geopostion accuracy of GPS, WiFi, and cell tower methods
Location Source Accuracy (m)
GPS 5
WiFi 74
Cell Tower 600
In a mobile sensor network, location accuracy is of paramount important.
The mean accuracy of GPS far exceeds that of the other two. Previous work
done on both stationary [2,3,4,5] and mobile [6,7,8] sensor networks have
all focused on deploying sensors in an outdoor environment. In an outdoor
environment, GPS accuracy is unrivalled by the other two location sources.
Therefore, deployment of a mobile sensor network in an outdoor environment
should use GPS as the primary location source, with the other two sources
turned off to mitigate battery usage and noisy location data.
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2.2 Application of the Kalman filter to improve
location accuracy
A very common method of improving location accuracy is through the appli-
cation of a filter called the Kalman Filter. The recursive algorithm, named
after R.E. Kalman, utilises Bayesian inference on noisy data to produce joint
probability distribution estimations of unknown variables that get more ac-
curate over time as more inputs are provided to the algorithm [28]. The
Kalman Filter works as a two step process: the prediction step and the up-
date step. During the prediction step, estimates of variables in their current
state along with their associated uncertainties are produced. Once new data
is available, the Kalman Filter uses a weighted average, with more weight
being given to values with greater certainty, to update the current estimates
to produce new estimates. Being recursive, the Kalman Filter only needs the
current input data and the previously calculated estimates along with their
uncertainties in order to run.
The prediction step involves two equations, calculating the predicted state
estimate xˆt|t−1, and calculating the uncertainty of the predicted state esti-
mate Pt|t−1 [29].
xˆt|t−1 = Axˆt−1|t−1 +But (2.1)
Pt|t−1 = APt−1|t−1AT +Qt (2.2)
Here A is the state transition matrix transforming the state vector at time
t-1 to the state vector at time t, B is the control transition matrix that
transformed ut into state vector units, and Qt is the covariance matrix of the
process noise.
The update step is comprised of three equations: calculating the Kalman
gain Kt, calculating the updated state estimate xˆt|t, and calculating the
uncertainty of the updated state estimate Pt|t [28].
Kt =
Pt|t−1HT
HPt|t−1HT +Rt
(2.3)
xˆt|t = xˆt|t−1 +Kt(zt −Hxˆt|t−1) (2.4)
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Pt|t = (I −KtH)Pt|t−1 (2.5)
Here H is the observation matrix which shows how the sensor measurements
affect the state measurement, Rt is the covariance matrix of the observation
noise, and zt is the vector of measurements obtained from data collected by
the sensor.
The Kalman gain is a weighted value between 0 to 1 given to new measure-
ments and the current estimate during the updating process. A high gain of
near 1 means that the algorithm is placing greater weight on the new mea-
surements than on the current estimate. A low gain of near 0 means that the
algorithm is placing greater weight on the current estimate than on the new
measurements. In the beginning, the Kalman gain would most likely be close
to one as the calculated current state would most likely be quite far from the
true value. As more and more measurements are taken and estimates up-
dated, the Kalman gain will start decreasing. Eventually, the algorithm will
zero in on the true value as the updated estimates change less and less from
the previous estimates. At this point, the Kalman gain will be close to 0. A
convenient feature of this algorithm is that very noisy data will be given very
little weight by the filter, as the Kalman gain will pull the updated estimates
closer to the predicted state rather than the measurements.
Kalman filtering has been widely used in improving mobile device loca-
tion accuracy in areas with poor GPS signal reception, such as in between
tall buildings and indoor environments. A study conducted by Chen et al.
in 2014 applied Kalman filtering towards indoor location data from a fu-
sion of WiFi, smartphone sensors, and landmarks [30]. A method known
as pedestrian dead reckoning (PDR) utilizes a smartphone’s accelerometer,
magnetometer, and gyroscope in order to compute the current location from
the smartphone user’s previous location, step length, and walking direction.
This was combined with WiFi and landmarks in order to produce a location
accuracy that was far better than either of the three methods alone. The
study found that the location data collected without Kalman filtering had
a mean accuracy of around 3m, an accuracy quite comparable to ideal GPS
accuracy in an outdoor environment on a clear day. When Kalman filter-
ing was applied, Chen et al. managed to obtain a location accuracy 1m, an
accuracy unmatched by most commercial grade GPS devices.
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A very common application of this location data fusion technique combined
with Kalman filtering is in augmented reality. In augmented reality, virtual
objects are placed in real life settings. The most common use of augmented
reality is in video games such as Pokemon Go [31]. In such applications
of augmented reality, getting very precise location data is crucial as the
placement of the object is often times triggered by a sensor’s current location.
A 2015 study by Chen et al. found that the application of Kalman filtering
with the data fusion technique greatly enhanced the placement accuracy of
virtual objects, and greatly reduced mean computation time of determining
where to place the object [32].
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CHAPTER 3
UIUC SENSOR NETWORK
From June of 2015 to June of 2016, the commercially available app created by
Invincea was used to pair the detectors with the phones and collect data. The
Invincea app had numerous issues in regards to location accuracy, battery
life, and latency. Numerous patches were released by Invincea in an attempt
to rectify these issues, but by February of 2016, many of these issues have
yet to be resolved. To account for these limitations, an app was developed
by members of the RDII research group to address the specific short comings
of the Invincea app that prevented it from meeting DARPA’s requirements.
The app underwent numerous revisions before a final version was released in
October of 2016. AWS was selected as the cloud platform to store, clean,
and analyze the data collected and is the subject of this thesis.
3.1 Invincea Labs, LLC D3S Android App
The three main issues that plagued the Invincea app throughout its use in
the sensor network were its poor location accuracy, short battery life, and
long latency access to collected data. The poor location accuracy can be
directly attributed to Invincea using WiFi and cell towers in trying to get a
position fix. As previously mentioned, the location accuracy of WiFi is only
around 74m and cell towers around 600m [23]. This meant that location data
coming from WiFi access points and cell towers was mixed in with location
data coming from GPS. The result of this was that some data points would
deviate tens to hundreds of meters from their neighboring points even if the
sensors were travelling at a walking pace, 1-2 m/s. Since the Invincea app
queries data every second, sequential data points that deviate by more than
a few meters are erroneous. An example of the impact of this location error
is shown in Figure 3.1, where two detectors were being carried by a single
15
operator traveling along the same path around the UIUC campus.
Figure 3.1: Invincea app location accuracy example. Blue and purple dots
indicate location data collected by the two detectors. Red line indicates
actual path travelled (November 2015)
As can be seen in Figure 3.1, many data points deviated significantly
from the actual path. These inaccuracies were caused by either WiFi or cell
towers supplying position fixes for the app. These data points that deviated
significantly from the outlined path had a mean deviation of approximately
50m from their neighboring points, with the furthest deviation being nearly
600m. In order to preserve as many data points as possible, RDII group
member Zheng Liu found a solution to this problem by using a Python script
to filter out any data point that was greater than 10 meters away from its
neighboring data points. Afterwards, the script linearly interpolated between
two consistent data points in order to replace the one that was filtered out
[33]. This solved the the poor location accuracy issue, but the issues of short
battery life and long latency still remained.
The use of all three location sources meant that the the battery usage of
the app was very high. To compound this problem, the app also applied a
single layer of Kalman filtering to the location data prior to sending it to
Invincea’s servers. Since Kalman filtering was performed on the phone, it
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drained the battery even further. The 18 volunteers carrying the phones and
detectors reported a mean battery life of just 4 hours. In comparison, the
D3S has a battery life of 12 hours [16], meaning that the S6 will run out
of battery 8 hours before the D3S. A battery life that matched that of the
D3S was initially not a criterion deemed necessary by DARPA, but when
this issue was brought forth to DARPA in February of 2016, DARPA made
having a 12 hour battery life the third criteria.
The Invincea app’s last major issue was its long latency between collecting
the data and being able to access it. The mean delay between collecting
data and being able to access it on Invincea’s servers was around 30 minutes.
However, issues such as frequent server maintenance and updates caused
delays as long as several hours to even days. This meant that in the event
the sensor network was to be deployed in the field for source localization, the
data collected will not be analyzable for at least half an hour if not longer.
This long latency made near real-time data analysis impossible.
A summary of the performance of the Invincea app is shown in Table 3.1
alongside desired app properties that met the location accuracy, 12 hour bat-
tery life, and immediate data access criteria outlined by DARPA. The desired
app properties stemmed from the need to have accurate mobile sensors that
have a long enough battery life that lasts at least a full day’s deployment in
the field [15] and short latency to allow for near real-time data analysis.
Table 3.1: Invincea app (as of June 2016) vs desired app
App Accuracy (m) Battery Life (hr) Latency (min)
Invincea 50 4 30
Desired 5 12 5
With the desired app properties defined, the next task for members of the
RDII research group was to design an Android app that met these desired
properties.
3.2 The RDII App
The RDII app was developed to use Bluetooth to pair the D3S detectors
with the Galaxy S6 phones. The D3S sent radiation data to the S6, and
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the S6 timestamped and geotagged the data before sending it, using Kinesis
Firehose, to an S3 bucket located on the Amazon Web Services (AWS) cloud.
Once in an S3 bucket, a copy command copies the data over into a Redshift
PostGreSQL database, allowing for easy access of the data from anywhere
with an Internet connection. The complete data flow process from D3S to
PostgreSQL database can be seen in Figure 3.2.
Figure 3.2: Sensor network data flow
The app was written in Android Studio, an SDK designed specifically for
writing apps for the Android operating system. Android Studio was selected
as it is the official IDE for Android applications supported by Google. Coding
in Android Studio’s Gradle automated build system environment meant that
all the classes needed to run the application, which must be written in Java,
were built as soon as a new application project was started. Once a new
application was named and automated Gradle build process completed, the
individual classes that must be included in the main activity of the app
needed to be written. Table 3.2 contains all of the classes used in the app
along with the imported Java class libraries (JCL). Note that all the classes
listed below are public classes, meaning these classes may be accessed by any
other class.
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Table 3.2: RDII app classes and associated JCLs
Class JCL
ConnectedThread BluetoothSocket, Log, IOException,
InputStream, OutputStream
ConnectThread BluetoothAdapter, BluetoothDevice,
BluetoothSocket, Log, IOException, UUID
Constants None
GoogleGPS Service, Context, Intent, Location,
Bundle, IBinder, NonNull, Nullable,
Button, TextView, ConnectionResult,
GoogleApiClient, LocationRequest
GPSTracker AlertDialog, Service, Context,
DialogInterface, Intent, Location,
LocationListener, LocationManager, Bundle,
Handler, HandlerThread, IBinder, Looper,
Message, Settings, Log
MainActivity Manifest, Context, PackageManager, Location,
WifiManager, AsyncTask, Bundle, Environment,
Handler, ActivityCompat, AppCompatActivity,
Log, View, Button, TextView, Toast,
AmazonClientException, KinesisFirehoseRecorder,
ConnectionResult, GooglePlayServicesUtil,
GoogleApiClient, LocationRequest,
LocationServices, File, FileOutputStream,
SimpleDateFormat, Date, Executors,
ScheduledExecutorService, TimeUnit
MainActivity Backup Context, Criteria, Location, LocationManager,
AsyncTask, Bundle, AppCompatActivity,
Log, View, Button, TextView,
AmazonClientException, KinesisFirehoseRecorder
Spectrum AmazonClientException, KinesisFirehoseRecorder
SpectrumCalculation None
Util Context, CognitoCachingCredentialsProvider,
KinesisFirehoseRecorder, Regions
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The ConnectThread class contains each detector’s unique Bluetooth ad-
dress, a twelve character string comprising of six pairs of number and letter
combinations. This address is needed in order for the phone to pair with the
detector and start sending commands. The libraries being used for this class
are the standard Android Bluetooth libraries [34] that open a Bluetooth
socket when the pairing was successful, allowing for a bi-directional flow
of commands from the phone and data from the detector. The Connnect-
edThread class uses the same Bluetooth libraries as the ConnectThread class,
but also utilises the input and output stream libraries [35, 36] that read data
being sent to the phone and prepared commands being sent to the detector.
The Spectrum class contains the hexadecimal command to get data from
the detector and prepared the Amazon Kinesis Firehose recorder that recorded
the data into Amazon Kinesis once transmitted from the phone. When
streaming data to and from AWS, the AmazonClientException library is al-
ways required in order to handle any errors that may occur when the phone
is trying to connect to AWS [37], indicating to the client side that an attempt
was made to connect to AWS but was unsuccessful. The other AWS library
is used for accessing Amazon Kinesis. Each AWS service has a unique library
associated with the service.
The Constants class contains the Amazon Cognito Pool ID [38] that holds
the RDII group’s AWS account data, and is needed to allow the app access
to the account. Every time the app attempts to connect to AWS and upload
into Firehose, the Cognito Pool ID being transmitted along with the data
needs to match with the group’s ID. In addition to this, the class also contains
the name of the Kinesis Firehose delivery stream that sends the data to the
designated S3 bucket.
Kinesis however, does not send data into an S3 bucket on a line by line basis
every second. Rather, one of two conditions must be met before the data can
continue into an S3 bucket as Firehose buffers the data before sending it to
its final destination. These two conditions are that the buffer size must be
at least 1 MBs or the buffer interval must be at least 60 seconds [39]. When
one of these conditions is met, the data is then sent on its way to populate
the designated S3 bucket. Note that theses two criteria are Amazon Kinesis’
default settings, as one can adjust the file buffer size or buffer interval to
whatever is required.
The SpectrumCalculation class first iterates through each channel in the
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data sent from the detector, which is transmitted in byte format, summing
up the total. It then converts the the total into a type short and appends
the value to a gross count variable. To calculate the spectrum, the class
iterates through each channel in the data and adds the values of four channels
together, reducing the total number of channels from 4096 to 1024. The class
then converts the condensed channels from byte format to short format before
appending it to a variable call spectra. The variable spectra is then converted
into a string and it along with the gross count variable are made ready to be
uploaded into Kinesis Firehose when called upon by the Main Activity class.
At this point, it should be noted that the D3S has by default 4096 channels.
This means that when radiation data is measured each second, the data is
binned into 4096 bins, creating a one second spectrum.
Previous studies have shown that a one second spectrum collected with
inorganic scintillators typically returned inconclusive results when trying to
apply isotope identification algorithms on the spectrum. This was due to
the fact that too few counts could be recorded in the one second time frame
unless the detector crystal was very large, greater than 4”x4”x4”, or the
source was very strong and close to the detector [40]. Since the crystal in the
D3S is only 2”x1”x0.5”, the decision was made to decrease the number of
channels to 1024. This has the added benefit of increasing the S6’s battery
life as less data needs to be transmitted to AWS.
The GPSTracker and GoogleGPS classes are responsible for accessing the
phone’s location data and displaying it on the app’s graphical user interface
(GUI). The GPSTracker class utilises the location libraries [41] to first check
to see if the if location permissions for the app have been enabled on the
phone, and if permissions are enabled, queries the phone’s current latitude
and longitude coordinates. The class then converts each of the coordinates
into a double precision type and appends the coordinates to the variables
latitude and longitude. The variables can then be called upon by other
classes. The GoogleGPS class calls upon these two variables and displays
them in the text box on the app’s GUI. This class also allows for the text
box to continuously update each second as the GPSTracker class is called
upon by the MainActivity class to get a location update every second.
The MainActivity class bundles all of the data together in the form of a csv
file and prepares it to be sent to AWS. The data is comprised of the detector
ID, location data, Unix timestamp, source flag, and spectrum. The source
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flag indicates whether a source is near the detector or not. A value of 0 in
the column indicates that the detector is not near a source whereas a value
of 1 indicates that the detector is near a source. The source flag is changed
from 0 to 1 by pressing the source button, which also changes the text box
above the button to indicate the presence of a source. As mentioned in the
introduction section, the source button enables the application of supervised
machine learning to the data.
Figure 3.3: RDII app GUI
The MainActivity class also includes a start and stop button as can be
seen in Figure 3.3. Upon pressing the start button, the ConnectThread and
ConnectedThread classes open a Bluetooth socket, open a stream to send and
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receive signals, send the byte command to get data from the D3S, and receive
data from the detector. The Stop button, when pressed, cleanly closes the
app by saving the current app state, pausing all running threads, stopping
them, and exiting out of the app. When all of the data is packaged into a
csv file, the MainActivity class calls upon the Util class which opens up a
connection to AWS. When opened, the Amazon Cognito Pool ID is sent first,
and if accepted, Kinesis Firehose starts recording the data. Once the criteria
for sending the data to S3 has been met, Firehose sends the data to the S3
bucket. From there, a built-in function of S3 is utilised to send the data to
an Amazon Redshift PostgreSQL database [42].
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CHAPTER 4
RESULTS AND DISCUSSION
This chapter provides a detailed analysis of the latency, battery life, and
location accuracy of the Galaxy S6 phone running the RDII app. The latency
and battery life experiments utilised all 18 phones in the sensor network while
the location accuracy experiment utilised one phone. A detailed description
of the setup process and an in-depth analysis of the results is provided for
each experiment in this chapter.
4.1 Phone to AWS Latency Experiment
Files sent to Amazon S3 buckets all have timestamps attached to them that
show the exact time, accurate to the second, of their arrival. As mentioned
in the previous section, Amazon Kinesis Firehose has either a file size or
time interval criteria that needs to be met before it sends the data to the
designated S3 bucket. For the purposes of this test, the criteria was to
stream the buffered data into the S3 bucket every 5 minutes. This meant
that under ideal circumstances, the time interval separating two data files
should be exactly 5 minutes. In reality, due to variable broadband and WiFi
connectivity and signal strengths, the actual time interval was typically more
than five minutes. The time interval that exceeds the 5 minute buffer interval
is the latency and typically ranges from a few seconds to a few minutes.
Figure 4.1 below shows what the data files in the S3 bucket for a certain
hourly period look like.
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Figure 4.1: Amazon S3 bucket data files in a 1 hour period
As one can see in the rightmost column of Figure 4.1, none of the time
intervals between data files were exactly five minutes as one would expect
under ideal conditions. The timestamps of all the data collected since Octo-
ber of 2016 were collected and the time intervals between each time stamp
computed.
The sensor network running off of the RDII app became fully operational
in October of 2016 when all 18 phones and detectors were issued out to the
18 volunteers. Since then, approximately 7.13 GB of data has been collected
by the volunteers moving about the UIUC campus as of February 2017. The
data collected was sent in over 12,000 data files, ranging in size from a few
KBs to a few MBs. Throughout this time, the criteria imposed upon Amazon
Kinesis Firehose was to stream the buffered data into an S3 bucket every five
minutes. In nearly all cases, the time it took for the data to arrive in the
bucket was longer than five minutes, typically ranging from a few seconds
more to over a minute more. The results of the latency period for all of
the data files in the bucket were calculated and shown in Figure 4.2 and
summarized in Table 4.1.
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Figure 4.2: Amazon Kinesis Firehose latency (Over 12,000 Timestamps)
Table 4.1: Quantification of latency from app to S3 (in seconds)
Mean Median Minimum Maximum
14.1±33.2 3.0 0 300
The median latency was 3.0 seconds, and 94.7% of the data files had a
latency below the mean latency. Just 5.3% of the data files had a latency
greater than the mean latency. Note that in the event the data file was
unable to be sent to the S3 bucket, Firehose will repeatedly try again for up
to two hours to send the data to the proper S3 bucket [38]. Thus, in order to
allow for Firehose to be ready to send data five minutes after the current data
file, Firehose was programmed to only retry for up to five minutes after the
initial failure. With a buffer interval of five minutes, the data can be made
available for cleaning and analysis in just over five minutes, an improvement
by nearly a factor of six over the Invincea app.
4.2 Battery Life of Phones Running the RDII App
The mean battery life of the phones running the RDII App was determined by
having all of the phones in the sensor network run the app in the background
with no other applications until the phone’s battery dies. Since the data
contains a timestamp, the battery life of the phone running the app can be
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calculated by subtracting the last timestamp sent just before the phone died
from the first timestamp sent at the beginning of the experiment. A total
of 18 S6 phones were part of the sensor network, leading to a total of 18
measurements. This experiment was conducted in early October of 2016,
just prior to the phones being issued out to the volunteers. The phones and
their paired detectors were all placed on the same table and the apps all
started at the same time by each of the respective volunteers. A countdown
was initiated to ensure that all volunteers pressed the start button on the
app at the same time. Once started, the app on each phone was made to run
in the background, after which, the phones were all put on sleep mode.
Table 4.2: Battery life of the S6 phones running only the RDII app (in
hours)
Mean Median Minimum Maximum
6.24±0.08 6.26 6.07 6.35
The results of the RDII app’s battery life experiment are summarized in
Table 4.2. An interesting thing to note from the results is that each phone
performed slightly differently from one another despite being the same make
and model running the exact same version of the RDII app. The RDII app
performed over 50% better than the Invincea app, but still fell well short of
matching the battery life of the D3S detectors. In fact, the results showed
that an average S6 running only the RDII app only has a battery life that
is only slightly more than 50% of the D3S. The results are not particularly
surprising as the S6 only has a battery size of 2550 mAh, which was below
the average battery size, 3000 mAh, of commercially available smartphones
in 2016 [43].
4.3 Samsung Galaxy S6 location accuracy
Two locations were selected for this experiment, one for indoor measure-
ments and another for outdoor measurements. The latitude and longitude
coordinates of these two locations were found through Google Earth by iden-
tifying easily recognizable land marks. As mentioned at the beginning of the
chapter, only one phone was utilized in this experiment. This was because
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at the time this experiment was being carried out, in early July of 2016,
only one phone was available for use with this experiment. Time constraints
prevented delaying the experiment until more phones became available. The
indoor location was an apartment building that had a balcony that could be
easily identified on Google Earth. For the indoor measurements, the phone
was placed on the edge of the balcony. The outdoor location was a large
tree located in the middle of a park that could be easily identified on Google
Earth. For the outdoor measurements, the phone was placed at the base
of the tree. Figures 4.3 and 4.4 depict the Google Earth views of the two
locations selected for this experiment, with the locations at which the phones
were placed highlighted.
Figure 4.3: Indoor location seen from Google Earth
Figure 4.4: Outdoor location seen from Google Earth
The measurement duration for each of the two location sources was 30
minutes. The measurements included GPS as the sole location source, WiFi
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as the sole location source, and a combination of GPS and WiFi. Cell tower
triangulation was not used because of the poor location accuracy as described
in Table 2.1. At one measurement per second, each measuring period yielded
1800 measurements, with the combined six measuring periods yielding 10,800
measurements. An experiment done by Mohammed et al. in 2013 estimated
that accuracy of Google Earth was 1.80 m based on location measurements
taken in October of 2012 [44]. Thus, if the measured data points directly
overlap with the Google Earth coordinates, the accuracy of the measured
coordinates was within 1.80 m. This is excellent accuracy for even GPS, as
previous studies with GPS [18, 19, 20] were not able to produce such accurate
results even under highly idealized conditions. It was for this reason that the
Google Earth coordinates were assumed to be the true coordinates, and all
accuracy values reported are relative to the Google Earth coordinates.
In order to calculate the distance between the measured coordinates and
the Google Earth coordinates, the Haversine formula was used. The Haver-
sine formula, coined by James Inman in 1835, determines the distance be-
tween two points on sphere. The Haversine formula states that for any two
points on a sphere, the Haversine of the central angle between the two points
is given by the following equation.
hav
(
d
r
)
= hav(φ2 − φ1) + cos(φ1) cos(φ2)hav(λ2 − λ1) (4.1)
Here hav is the Haversine function, hav(θ) = sin2( θ
2
), d is the distance
between the two points on the sphere, r is the radius of the sphere, φ is the
latitude of each of the two coordinates in degrees, and λ is the longitude of
each of the two coordinates in degrees. Solving for the distance,
d = 2r arcsin
(√
sin2
(
φ2 − φ1
2
)
+ cos(φ1) cos(φ2) sin
2
(
λ2 − λ1
2
))
(4.2)
Equation 3.2 was utilized to calculate the distance for each of the measured
coordinates from the Google Earth coordinates, with r being the radius of
the earth.
The measurements were taken on two separate days in July of 2016. The
indoor measurements were taken on the afternoon of July 6, while the outdoor
measurements were taken on the afternoon of July 9. Once the measurements
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were taken and the data streamed to S3, the Haversine formula written into
a Python script was used to calculate the distances, in meters, between the
Google Earth coordinates and the measured data points in the longitude and
latitude directions. Another Python script was used to perform statistical
analysis on the data, and another was used to perform Kalman filtering on
the data.
4.3.1 Results of indoor measurements
The scatter plots of the distances between the indoor Google Earth coordi-
nate and the indoor measured data points along with those of their associated
Kalman estimates can be seen in the Figures 4.5, 4.8, and 4.11. The purple
star indicates the indoor Google Earth coordinate, the green dots are the
measurement data points, and the red dots are the Kalman estimates. Since
the distances are all relative to the Google Earth coordinate, the Google
Earth coordinate is located at the origin in each plot. The distance formula
was used to calculate the absolute distances, in meters, between the Google
Earth coordinates and the measured data points along with those of their
associated Kalman estimates. Histograms of the absolute distances, in me-
ters, between the Google Earth coordinates and the measured data points
along with those of their associated Kalman estimates are shown in Figures
4.6, 4.9, and 4.12.
Figures 4.7, 4.10, and 4.13 plot the time progression of the measurements,
Kalman estimates, and Google Earth coordinate. Latitude and longitude are
being plotted as a function of the number of Kalman iterations, where each
iteration is a duration of time between one and ten seconds. One unit of
iteration was not equal to one second because in the event the phone was not
able to query a location from either WiFi or GPS, the location API reused
the previous location data point. For the purposes of quantifying GPS and
WiFi accuracies, this feature is undesirable as the Kalman filter would not
know that the repeating data points are caused by the location API and not
from GPS or WiFi. Therefore, repeating data points were filtered out prior
to the application of Kalman filtering on the measurements.
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(a) Measurements (b) Kalman estimates
Figure 4.5: Indoor Galaxy S6 GPS location data scatter plots
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(a) Measurements
(b) Kalman estimates
Figure 4.6: Distribution of distances between indoor Google Earth
coordinate and indoor Galaxy S6 GPS location data points
32
Figure 4.7: Time progression of indoor galaxy S6 GPS location data points
(1 iteration unit = 1.65 s)
Figure 4.5(a) shows a very interesting phenomenon that occurred with the
indoor GPS measurements. The spread of the data points was very substan-
tial in the latitude direction, with the furthest points being over 125m and
the closest being about 20m from the Google Earth coordinate in the latitude
direction. In the longitude direction, the spread was much less significant,
with the furthest being under 10m from the Google Earth coordinate while
the closest were less than 3m away. The exact cause of this spread in the lat-
itude direction is unknown, but a number of reasons could have contributed
to the deviation seen.
Environmental scattering of the GPS signals off of building materials is a
potential culprit as GPS accuracy is known to deteriorate greatly in indoor
locations [17,21,22] due to this scattering effect. However, if environmental
scattering was the cause of this spread, why it only had a significant effect in
the latitude direction and not the longitude is unknown. Another potential
culprit is the phone’s GPS receiver malfunctioning and giving off inaccurate
location data. This seems less probable than the environmental scattering
theory as the GPS performed well in the outdoor scenarios that utilized GPS.
Ideally, more than one phone should have been used for this location accu-
racy experiment along with taking measurements at more than one indoor
and outdoor location. Unfortunately, time constraints prevented this from
occurring.
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The application of Kalman filtering did little to improve the location ac-
curacy of GPS in an indoor environment as can be seen in Figure 4.5(b).
In the latitude direction, the very large spread of the measured data points,
spanning over 110m, meant that a proceeding data point could be tens of
meters or more from the previous data point. Figure 4.7 shows that this
was indeed the case as many data points jumped tens of meters or more in
the latitude direction from their neighboring data points. As a result, the
Kalman Gain became confused as to how to weigh each incoming measure-
ment. This caused the Kalman Gain to give the incoming measurements too
much weight, pulling the new Kalman estimates away from the Google Earth
coordinate and towards the new measurements. It should be noted that the
initial guess used by the Kalman filter was 0m in both the latitude and lon-
gitude direction, and as mentioned in the Technical Background section, the
initial guess has no affect on where the Kalman estimates ultimately end
up. This is why the first Kalman estimate started out at the Google Earth
coordinate indicated by the purple star. The histograms shown in Figure 4.6
further illustrate how little applying Kalman filtering to the measurements
improved the location accuracy.
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(a) Measurements (b) Kalman estimates
Figure 4.8: Indoor Galaxy S6 WiFi location data scatter plots
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(a) Measurements
(b) Kalman estimates
Figure 4.9: Distribution of distances between indoor Google Earth
coordinate and indoor Galaxy S6 WiFi location data points
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Figure 4.10: Time progression of indoor Galaxy S6 WiFi location data
points (1 iteration unit = 1.58 s)
The indoor WiFi measurements showed a factor of four less spread in the
latitude direction in comparison to the GPS measurements as can be seen in
Figure 4.8(a). In the latitude direction, the furthest data points were a little
over 55m from the Google Earth latitude while the closest were a lttle over
25m away. In the longitude direction, the WiFi measurements had twice the
spread in comparison to the GPS measurements’ spread, with the furthest
data points being 18m and the closest 3m from the Google Earth coordinate.
The spread in both the latitude and longitude direction can most probably
be attributed to the spread out nature of WiFi access points around the test
location. As mentioned earlier in this section, the test location was a five
story residential apartment building with only two WiFi access points, one
on the second floor and one on the fifth floor. The third WiFi access point
required for triangulating a position came from a neighboring building.
The two WiFi access points in the apartment building where the test was
being conducted were spaced roughly 30m apart from another in the longi-
tude direction and roughly 10m in the latitude direction. The height differ-
ence of roughly 15m separating these two WiFi access points could have also
played a role in affecting the triangulation accuracy. The third WiFi access
point could have come from any of the neighboring buildings near the apart-
ment. Which WiFi access point the phone decided to use depended upon
the strength of the WiFi signal coming from it. As can be seen in Figure
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4.3, there were several apartment buildings within 50m of the test location.
These buildings all have WiFi access points, meaning they all could have sup-
plied the third access point needed for triangulation. Unfortunately, where
exactly these WiFi access points were located in the buildings is unknown,
preventing the ability to calculate an expected value and error. Nevertheless,
with the third WiFi access point being 50m or more away from the other two,
the accuracy and precision of the measured location data was clearly affected
as illustrated by the spread out nature of the data points in Figure 4.8(a)
As with GPS, the spread out nature of the measurements meant that the
Kalman Gain again confused as to how to weigh each incoming measurement.
This once more caused the Kalman Gain to put too much weight towards the
incoming measurement rather than the previous estimate. As can be seen in
Figure 4.10, each proceeding measurement pulled the new Kalman estimate
tens of meters in the Latitude direction and several meters in the longitude
direction from the previous estimate. The result of all this is that as with
GPS, kalman filtering did little to improve the WiFi location accuracy as can
be seen in Figure 4.8(b). This is further illustrated by Figure 4.9, which shows
that the absolute distance histogram of the measurements is very similar to
the absolute distance histogram of the Kalman estimates.
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(a) Measurements (b) Kalman estimates
Figure 4.11: Indoor Galaxy S6 GPS plus WiFi location data scatter plots
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(a) Measurements
(b) Kalman estimates
Figure 4.12: Distribution of distances between indoor Google Earth
coordinate and indoor Galaxy S6 GPS plus WiFi location data points
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Figure 4.13: Time progression of indoor Galaxy S6 GPS plus WiFi location
data points (1 iteration unit = 1.63 s)
When GPS and WiFi were combined to supply location data, the mea-
surements showed results that are a mixture of the GPS and WiFi results.
The contributions from WiFi considerably reduced the spread in the Lat-
itude direction, though the spread increased in the longitude direction, in
comparison to GPS alone. An interesting thing to note is that 80.2% of the
data points are encompassed in the continuous looking curve as shown in
Figure 4.11(a). The three points that do not lie on the curve contain the re-
maining 19.8% of the data points. It is quite possible that the location data
located at these three points all came from WiFi as all of the data points
at these three points lie right on top of another as can be seen in Figure
4.13. However, the Android location API utilized for the RDII app does
not provide information on which source the app received the location data
from. As a result, whether the data points located at those three points all
came from WiFi or not cannot be verified. Likewise, the location source of
the data points in the continuous looking curve cannot be identified either
for the same reason. Future versions of the RDII app should utilize a differ-
ent location API that gives users location source information if more than
location source is utilized.
An interesting phenomenon the three points that do not lie on the continu-
ous looking curve caused was pulling the Kalman estimates toward them and
away from the curve as illustrated in Figure 4.13. This caused the Kalman
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estimates to be more spread out in the latitude direction in comparison to
the measurements as can be seen in Figure 4.11(b). These three points were
able to have such an effect because they contain nearly one fifth of all the
data points in this particular data set. As illustrated by the histogram in
Figure 4.12(a), the data points closest to the Google Earth coordinate still
had an absolute distance greater than 20m. Combined this with the fact that
the data points located at the three points not on the curve were themselves
more than 10m from data points on the curve meant that the Kalman gain
once again weighed too heavily in favor of new measurements rather than
prior estimates. This lead to applying Kalman filtering to the measurements
having very negligible effects in improving the location accuracy from GPS
plus WiFi.
The Haversine Formula was applied to the indoor measurements and Kalman
estimates in order to compute the absolute distance of each measurement
and Kalman estimate from the Google Earth coordinate. The mean, me-
dian, minimum, and maximum distance from the Google Earth coordinate
was calculated for the GPS, WiFi, and GPS plus WiFi measurements and
Kalman estimates and displayed in Tables 4.3 and 4.4. The standard devi-
ations for the means are included in the tables as well, and these show how
spread out the data points were from one another.
Table 4.3: Quantification of indoor measurements (in meters)
Location Source Mean Median Minimum Maximum
GPS Only 101.55±12.98 103.86 20.31 127.57
WiFi Only 43.95±4.65 44.98 26.76 56.86
GPS plus WiFi 34.86±2.38 34.52 21.56 41.22
Table 4.4: Quantification of Kalman filtering of indoor measurements (in
meters)
Location Source Mean Median Minimum Maximum
GPS Only 101.59±12.86 103.87 27.96 127.52
WiFi Only 43.89±3.72 44.73 29.51 55.62
GPS plus WiFi 34.63±2.10 34.44 26.06 41.18
Using GPS on its own gave the worst performance out of the three for both
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the measurement and Kalman estimate data sets as can be seen in Table 4.3.
Environmental scattering and attenuation are the two most probable reasons
why GPS performed over a factor of two worse than WiFi. WiFi, though
performing more than a factor of two better that GPS, was still not able to
achieve the desired accuracy of 5m due to how dispersed the WiFi access
points were. Combining GPS with WiFi actually managed to produce a
mean accuracy that was nearly a factor of three better than GPS alone and
nearly ten meters better than WiFi alone, but was still not able achieve the
desired accuracy.
Comparing Table 4.4 with 4.3, one can see that applying Kalman filtering
to the indoor location measurements did very little to improve the mean
accuracies. The Kalman estimates of GPS had a mean accuracy that was
0.04m worse than the raw measurement’s, though the spread decreased by
7.70m from 107.26m to 99.56m, an improvement of 7.18%. The Kalman
estimates of WiFi had a mean accuracy that was 0.06m better than the raw
measurements, and the spread decreased by 3.99m from 30.1m to 26.11m,
a 13.25% improvement. The Kalman estimates of GPS plus WiFi saw an
improvement of 0.23m in terms of mean accuracy, and the spread decreased
by 4.54m from 19.66m to 15.12m, a 23.09% improvement. These results show
that even though Kalman filtering had a negligible impact on improving mean
accuracy, it significantly decreased the spread of the data points.
4.3.2 Results of Outdoor Measurements
The scatter plots of the distances between the outdoor Google Earth co-
ordinate and the outdoor measured data points along with those of their
associated Kalman estimates are shown Figures 4.14, 4.17, and 4.20. The
purple star indicates the outdoor Google Earth coordinate, the green dots
are the measurement data points, and the red dots are the Kalman estimates.
The Google Earth coordinate is located at the origin in each plot because
the distances are all relative to the Google Earth coordinate. The distance
formula was used to calculate the absolute distances, in meters, between the
Google Earth coordinates and the measured data points along with those of
their associated Kalman estimates. Histograms of the absolute distances, in
meters, between the Google Earth coordinates and the measured data points
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along with those of their associated Kalman estimates are shown in Figures
4.15, 4.18, and 4.21.
Figures 4.16, 4.19, and 4.22 plot the time progression of the measurements,
Kalman estimates, and Google Earth coordinate. Latitude and longitude are
being plotted as a function of the number of Kalman iterations, where each
iteration is a duration of time between one and ten seconds. The reason why
one iteration unit is not equal to one second is the same as the reasoning for
the indoor measurements.
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(a) Measurements
(b) Kalman estimates
Figure 4.14: Outdoor Galaxy S6 GPS location data scatter plots
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(a) Measurements
(b) Kalman estimates
Figure 4.15: Distribution of distances between outdoor Google Earth
coordinate and outdoor Galaxy S6 GPS location data points
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Figure 4.16: Time progression of outdoor Galaxy S6 GPS location data
points (1 iteration unit = 1.63 s)
Unlike with the indoor experiment, GPS performed very well in the out-
door experiment. The furthest data point from the Google Earth coordinate
is less than 4m away in the latitude direction and less than 3m away in the
longitude direction as can be seen in Fiugre 4.14(a). The figure also shows
very tightly clustered data points with minimal spread. Over 90% of data
points collected in this measurement deviated less than 1m from one another
in both the latitude and longitude direction. This meant that Kalman gain
did not weigh new measurements as much as it weighed previous estimates,
resulting in the new estimates deviating little from previous estimates as can
be seen in Figure 4.16. Figure 4.15(a) shows that all data points had an
absolute distance no greater than 4.4m from the Google Earth coordinate,
and 60% of data points were within 3.4m of the Google Earth coordinate.
A combination of high measurement data accuracy and minimal deviation
resulted in the Kalman filter being able to do very little in improving the
location accuracy of GPS or reducing the measurement spread as can be
seen in 4.14(b). However, it should be noted that over 80% of the Kalman
estimates were within 3.4m of the Google Earth coordinate. Both the GPS
measurements and Kalman estimates met DARPA’s 5m location accuracy
requirement.
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(a) Measurements
(b) Kalman estimates
Figure 4.17: Outdoor Galaxy S6 WiFi location data scatter plots
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(a) Measurements
(b) Kalman estimates
Figure 4.18: Distribution of distances between outdoor Google Earth
coordinate and outdoor Galaxy S6 WiFi location data points
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Figure 4.19: Time progression of outdoor Galaxy S6 WiFi location data
points (1 iteration unit = 11.5 s)
One striking feature of the outdoor WiFi data set is the fewer number
of data points in comparison to all other data sets collected in both the
indoor and outdoor location experiments. This was because the outdoor
location chosen for this experiment was at least a 100m away from the nearest
WiFi access points, located in buildings, if not more. This made getting a
WiFi connection very difficult if not impossible at times as the WiFi signals
were very weak at those distances. The spread of the data points was very
substantial in both the longitude and latidue direction as can be seen in
Figure 4.17(a). In the latitude direction, the furthest data points are about
160m and the closest about 60 m away from the Google Earth coordinate.
The spread is even worse in the longitude direction, with the furthest data
points being over 200m away and closest over 60m away. New measurements
deviated tens of meters from previous measurements in both the latitude
and longitude coordinates. This large deviate between data points meant
that the Kalman gain did not know how much weight it should give new
measurements just like the case in the indoor GPS only measurements. The
result of this was that new Kalman estimates were being pulled far from
previous estimates as illustrated in Figure 4.19.
Application of Kalman filtering increased the spread of the data points
in both the latitude and longitude as can be seen in Figure 4.17(b). In the
latitude direction, the furthest data points were still about 160m from the
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Google Earth coordinate, but the closest data points were less than 10m. In
the longitude direction, the furthest data points were approximately 180m
away and the closest less than 10m away. However, over 60% of the Kalman
estimates were still over 100m from the Google Earth coordinate in terms of
absolute distance as can be seen in Figure 4.18(b). Though, this was still an
improvement over the raw measurements were over 95% of the data points
were over 100m from the Google Earth coordinate as shown in Figure 4.18(a).
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(a) Measurements
(b) Kalman estimates
Figure 4.20: Outdoor Galaxy S6 GPS plus WiFi location data scatter plots
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(a) Measurements
(b) Kalman estimates
Figure 4.21: Distribution of distances between outdoor Google Earth
coordinate and outdoor Galaxy S6 GPS plus WiFi location data points
53
Figure 4.22: Time progression of outdoor Galaxy S6 GPS plus WiFi
location data points (1 iteration unit = 1.65 s)
The raw measurements of GPS plus WiFi showed two very distinct clusters
as can be seen in Figure 4.20(a). One cluster was tightly packed around the
Google Earth coordinate while the other cluster was significantly further
away from the Google Earth coordinate and has a much lower density. For
the tightly packed cluster, the spread in both the latitude and longitude
direction was under 10m. Whereas for the other cluster, the spread in both
the latitude and longitude direction is about 80m. The tightly packed cluster
contained 96% of the measurements where as the other cluster contained 4%
as can be seen in the histogram in Figure 4.21(a). Though the location API
does not state what the location source is for each data point, the tightly
packed cluster most probably came from GPS whereas the other cluster most
probably came from WiFi. This reasoning seemed highly probably because
GPS was found to have a mean accuracy of under 5m outdoors whereas WiFi
was found to have a mean accuracy greater than 100m.
Though WiFi most probably contributed only 4% of the data points, it still
had a major effect on the Kalman estimates as illustrated in Figure 4.22. All
of the data points most probably coming from WiFi had an absolute distance
greater than 80m from the Google Earth coordinate. The result of this
was that they managed to pull some of the Kalman estimates towards them
and away from the tightly clustered data points most probably coming from
GPS. Figure 4.20(b) clearly illustrates this effect as the tightly packed cluster
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near the Google Earth coordinate shown in the measurements scatter plot
no longer appears in the Kalman estimates plot. The estimated had been
drawn out in a line that connected the two clusters in the measurements
plot together. Only 90% of the Kalman estimates had an absolute distance
within 20m of the Google Earth coordinate as can be seen in Figure 4.21(b).
However, none of the Kalman estimates had a absolute distance more than
70m away from the Google Earth coordinate. This meant that the Kalman
gain treated the measurements with absolute distances greater than 100m
from Google Earth coordinate as noise, giving them far less weight.
The Haversine Formula was applied to the outdoor measurements and
Kalman estimates in order to compute the distance of each measurement
and Kalman estimate from the Google Earth coordinate. The mean, median,
minimum, and maximum distance from the Google Earth coordinate was
calculated for the GPS, WiFi, and GPS plus WiFi measurements and Kalman
estimates and displayed in Tables 4.5 and 4.6.
Table 4.5: Quantification of outdoor measurements (in meters)
Location Source Mean Median Minimum Maximum
GPS Only 2.98±0.22 2.99 2.59 3.72
WiFi Only 132.63±30.34 127.39 94.10 264.39
GPS plus WiFi 12.57±29.69 4.46 3.66 169.02
Table 4.6: Quantification of Kalman filtering of outdoor measurements (in
meters)
Location Source Mean Median Minimum Maximum
GPS Only 2.98±0.22 2.99 2.59 4.37
WiFi Only 104.98±44.32 112.47 8.56 227.46
GPS plus WiFi 10.70±11.39 5.33 2.85 70.94
GPS performed the best in the outdoor experiment, achieving a mean accu-
racy of slightly 2.98m. This result matched results published in experiments
[17, 18, 19], indicating that when outdoors, GPS is indeed highly accurate.
WiFi performed significantly worse as it was very difficult for the S6 to latch
onto WiFi signals coming from WiFi access points located at least 100 meters
away. The weaker WiFi signals also meant that getting a proper connection
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was very difficult, resulting in the phone collecting only 156 unique data
points in the 30 minute measuring period, an order of magnitude than the
other data sets. In addition, the weaker WiFi signals meant that phone was
constantly scanning for a WiFi access point that could provide a stronger
signal, depleting its battery life far quicker than normal in the process. At
full charge, the 30 minute measuring period depleted the phone’s battery like
by 15% rather than the usual 8% for the other five measurements.
Kalman filtering improved the location accuracy of WiFi and GPS plus
WiFi, but had virtually no affect on GPS location accuracy at all. The GPS
Kalman estimates had the same mean accuracy as the raw GPS measure-
ments, and its spread was 0.65m worse than the raw measurements’ being
1.78m versus 1.13m. The WiFi Kalman estimates had a mean accuracy
that was 27.65m better than the raw WiFi measurements. The spread of
the WiFi Kalman estimates on the otherhand, increased from 170.29m to
218.90m, and increase of 48.61m. Though it should be noted some of the
Kalman estimates came within 10m of the Google Earth coordinate as can
be seen in Table 4.6. Kalman filtering partially negated the effects inaccurate
WiFi data points had on the GPS plus WiFi measurements, and managed
to produce a mean accuracy that was 1.87m better than the raw measure-
ments alone. The spread improved as well, decreasing from 165.36m for the
raw measurements to 68.09m for the Kalman estimates, an improvement of
97.27m. Despite the improvements in accuracy, Kalman filtering was still
unable to improve WiFi or GPS plus WiFi accuracies to the point that they
matched or exceeded that of GPS.
The results of this experiment showed that it made little sense to utilize
both GPS and WiFi when outdoors as turning off WiFi not only yielded
much greater accuracy, but also conserved the phone’s battery life. In an
indoor environment, both GPS and WiFi produced accuracies far less than
the desired accuracy, and Kalman filtering was unable to improve either loca-
tion source’s accuracy by a noticeable amount. As a result, after performing
this experiment, it was decided that applying Kalman filtering to outdoor
location data was unnecessary as turning off WiFi produced much better re-
sults. In addition, DARPA stated that the detectors were mainly to be used
outdoors. Thus, the inaccuracies of GPS in an indoor environment does not
severely impact the RDII app’s usefulness in meeting the needs of the SIGMA
program.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
5.1 Conclusion
This thesis studied the benefits of creating a custom app and utilizing cloud
infrastructure in support of mobile sensor networks for anomalous radioactive
source localization. The mobile sensor network setup on the UIUC campus
was comprised of 18 Kromek D3S detectors, given to the RDII research group
by the DARPA SIGMA program, paired with Samsung Galaxy S6 phones via
a Bluetooth connection. The four initial requirements of the SIGMA program
stipulated that the detectors used must be small enough to be easily carried
by a person, have data collected be immediately accessible, be capable of
detecting isotopes of interest listed in the ANSI standard, and be accurate to
within 5m for quick source localization purposes. By selecting the D3S as the
detector for the SIGMA program, the small size and isotope detection criteria
were immediately met. The Invincea app DARPA intially used to pair the
D3S with Android smartphones proved incapable of meeting the immediate
data access and location accuracy criteria. In addition to this, the Invincea
app was a huge drain on the phone’s battery life, causing DARPA to add
on a fifth criterion that must be met for the RDII app, which was a phone
battery life of 12 hours, equal to that of the D3S, while running only the app
on the phone.
The goal of creating the RDII app was to meet DARPA’s requirements,
outlined in Table 3.1, for a smartphone app that paired the phone with
the D3S. The RDII app started development in February of 2016 and took
nearly 8 months of development time before the final version was available
in October of 2016. The RDII app establishes a Bluetooth connection from
the detector to the phone, queries the data from the detector, geotags and
timestamps the data, and sends the data to the cloud. The cloud platform
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utilized for this project was AWS as it provides highly scalable storage and
computation that charges on a storage and computational time usage basis.
The 18 detector and phone pairs issued to 18 student volunteers travelled all
around the UIUC campus and managed to collect 7.13 GB of data between
October of 2016 and February of 2017.
Table 5.1 highlights the three main criteria the RDII app was being eval-
uated for: accuracy, battery life, and latency. The RDII app performed over
an order of magnitude better than the Invincea in terms of location accuracy,
and even achieved an accuracy sightly better than the desired accuracy. The
RDII app performed around 50% better than the Invincea app in terms of
battery life, but still fell 5.76 hours short of the desired battery life. In terms
of latency, the RDII app performed nearly six times better than the Invincea
app, and met the latency requirement stipulated by DARPA for the SIGMA
program.
Table 5.1: Invincea app (as of June 2016) vs desired app vs RDII app
App
Outdoor
Accuracy (m) Battery Life (hr) Latency (min)
Invincea 50 4 30
Desired 5 12 5
RDII 3 6.24 5.05
The mean battery life of the phones running the RDII App was determined
by having all of the phones in the sensor network run the app in the back-
ground with no other applications until the phone’s battery dies. In order to
calculate the battery life of each phone, the last timestamp was subtracted
from the first timestamp. Each phone had a battery life that differed by a
few minutes despite all of them being of the same model.The average battery
life was found to be just slightly more than six hours. This marked a 50%
improvement over the Invincea app, but still fell short of the 12 hour re-
quirement stipulated by DARPA. This requirement stemmed from DARPA’s
desire to have the phone’s battery life match that of the D3S’s battery life
of 12 hours, which DARPA deems is a full day’s deployment.
For the accuracy experiment, two locations were selected, an indoor loca-
tion and an outdoor location. Google Earth was used to acquire the exact
latitude and longitude coordinates of these two locations. Three 30 minute
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measurements were taken at each of the two locations, and the Haversine for-
mula was used to compute the distance between the Google Earth coordinate
and the collected data points. One measurement relied solely on GPS, the
other solely on WiFi, and the last measurement used a combination of GPS
and WiFi. Indoors, GPS achieved a mean accuracy of around 100 m, WiFi
achieved a mean accuracy of around 45 m, and the combination of GPS and
WiFi achieved a mean accuracy of around 35 m. Outdoors, GPS achieved
a mean accuracy of around 3 m, WiFi, achieved a mean accuracy of around
88 m, and the combination of GPS and WiFi achieved a mean accuracy of
around 9 m. Kalman filtering had no noticeable affect on the indoor accuracy
of GPS, WiFi, and GPS plus WiFi. Kalman filtering did improve the out-
door accuracy of WiFi and GPS plus WiFi by about 20% each, but neither
of these improvements came close to even matching the accuracy of GPS,
whose accuracy was unaffected by Kalman filtering. Therefore, Kalman fil-
tering was deemed unnecessary provided the phones and detectors are used
in an outdoor environment with WiFi turned off.
Analysis of the latency between the phone transmitting the data and the
data arriving in the designated Amazon S3 bucket showed that the median
latency was 3.0 seconds, and 94.7% of the data sent had a delay less than the
mean delay of 14 seconds. Taking into account the 5 minute buffer interval
of Kinesis Firehose, the overall average latency of the RDII app was just a
few seconds over 5 minutes. This latency could have been shortened down to
just a few seconds over 1 minute if the buffer interval of Kinesis Firehose was
changed to 1 minute. Though even with the current latency of 5 minutes,
the RDII app is capable of meeting DARPA’s near-real time data acquisition
and analysis requirement.
The analysis of the RDII app done in this thesis has shown that the app
is capable of meeting DARPA’s SIGMA program goals which are countering
nuclear terrorism and proliferation of special nuclear materials. When a
smartphone with the RDII app installed is paired with a D3S detector, the
pairing provides a highly mobile and light weight radiation sensor capable of
easily being carried by a single person and detecting for isotopes of interest
identified by the ANSI N42.34-2006 standard (Table 1.1.). When deployed in
the thousands across a large area such as city as envisioned by the DARPA
SIGMA program, the pairing allows for unparalleled coverage. Adding to
this, the RDII app’s low latency allows for near-real time access of data for
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immediate processing and analysis. These features of the RDII app when all
combined, allows for potential users of the app, such as first responders, to
quickly localize a potential radioactive source once detected.
5.2 Future Work
A major analysis portion done in this thesis that should be revisited is quan-
tification of the RDII app’s location accuracy. As mentioned in the Results
and Discussion section, only one Galaxy S6 was utilized for the location ex-
periment as additional phones were not available. This meant that results
obtained from the phone used in the experiment cannot be compared with
additional phones, and they only way to benchmark the results of the lo-
cation experiment was to compare them to literature values. In the future,
it would definitely be necessary to re-take the location measurements, par-
ticularly the indoor measurements utilizing GPS only. The spread in the
latitude direction was an order of magnitude greater than the spread in the
longitude direction. This phenomenon could not be definitively explained,
though the two most probable causes are environmental attenuation or the
phone’s GPS receiver malfunctioning. If more phones were used in the ex-
periment, it would be possible to ascertain whether the very large spread in
the latitude direction was an outlier or the norm for GPS functioning at that
specific location.
In addition to utilizing all 18 Galaxy S6 phones, different Android smart-
phones should also be used not only to test location accuracy but app battery
life as well. The battery life requirement of 12 hours was the only criteria
out of the three stipulated by DARPA that the app was not able to meet.
However, as mentioned in the Results and Discussion section, the battery
life of the Galaxy S6 was below average in comparison to other smartphones
available on the market at the time of the S6’s release in mid-2015. Testing
other smartphones may yield a model that meets DARPA’s 12 hour battery
life requirement.
Finally, another latency experiment should again be conducted but utiliz-
ing a shorter buffer interval. Amazon Kinesis Firehose can have its buffer in-
terval shortened to 1 minute if desired, though the Amazon Redshift database
would need to be modified to accomodate this. This means that after taking
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the mean latency of 14s into account, the total time delay between collecting
the radiation data and being able to analyze it could be shorten to 74s. This
has the potential to significantly improve source localization times and is di-
rectly in line with DARPA’s goals for the SIGMA program, which is to create
an expansive mobile sensor network system to counter nuclear terrorism and
proliferation of special nuclear materials.
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