Abstract
Introduction
The choice of reasoning with either points or intervals is fundamental to many systems of reasoning. Both interval and point based reasoning offer a variety of benefits and costs associated with the respective systems. In the domain of qualitative reasoning, intervals provide a key primitive unit for representating information. A limited set of interval relations can be defined between any two convex intervals. These interval relations can be used to define and thus deduce the relationships between intervals and consequently information in the domain.
Alternatively, a point based reasoning system defines information in terms of points and the relationship between these points. Although a point based system is adequate for reasoning about certain problems, there are many problems that cannot be simply defined in terms of points. This paper describes a system for interval reasoning that uses point based representation system to define the intervals. The benefits of such a system are threefold: 1) the ability to represent primitive interval relations and deduce the Interval Algebra relations for all other interval relations; 2) low space requirement for information storage; and 3) efficient search mechanism: the search capability of the system described in this paper falls between that of the closure and minimal systems, where the closure system is the fastest and minimal the slowest.
Background
This section is divided into two sub-sections. The first briefly highlights the different systems for maintaining the information about the domain; the second looks at two different methods of representing information: one via intervals (Interval Algebra) and the second via points (Point Algebra).
Closure and Minimisation
A closure of a system is a description of a system such that all known relations between all elements in the domain are explicitly represented. If relations between some points are not known exactly then a disjunction between possible valid relations can be used to represent the relation. A closure of a system can be calculated by propagating known and ambiguous (disjunctions of relations) relations using domain dependent transitivity rules and logical deductions.
Systems with large numbers of possible relations can become caught up in protracted refinement of the current database. In addition to the time costs of constructing the closure, the number of relations between the nodes is n(n-1).
The exact opposite to performing closure on the set of relations is its minimisation (transitive reduction). No piece of information from the original data set is represented more than once, in the minimal representation, unless the absence of such information would cause the information in the data set to be reduced. Thus a minimal set is one in which no relation can be removed whilst still maintaining overall information content (see Figure I) .
A minimised data set requires the least amount of space needed to represent the given information. Calculating minimisation is expensive as checks must be made throughout the database to determine if the information already exists in a different form. Search on a minimised set is expensive, as the process involves searching through the intermediate links between any two nodes. There are no extra links that may speed up the search between two nodes. Convergence of links between nodes leads to replication of the search that can be countered via a history function that tracks the progress of the search. Thus search can be relatively expensive O(n2). b n relation 'before or after' becomes generalised to multiple interval relations which were not intended to be represented i.e. overlaps and inv(over1aps) etc. Gerevini and Schubert (1994) define a system that uses points, point relations, and disjunctions between point relations that do and do not share the same points. Their system does not perform closure on the data. Not only is their system able to express IA but it is also able to express relations between intervals that are not in interval algebra e.g. (I before J) or (I overlaps K). Their system requires that the data be in a chain-like format for optimal efficiency. Minimisation is a method of making implicit as many explicit relations as possible to save space, and closure is a method of attempting to make explicit as much information as possible to speed up the search. Allen (1983) proposes a set of 13 primitive relations for describing the possible relations between any two convex intervals. He uses a set of 7 base relations to describe the 13 primitive interval relations. His work allows for information about relations to be presented as disjunctions between primitive interval relations. The primitive relations and their disjunctions are known as Interval Algebra (IA).
Interval and Point Algebras
Allen then proposes a system of maintaining a network of relations between the intervals. He looks at a system constructing closure over the network. It has subsequently been shown that closure over Interval Algebra is NP-complete (Vilain et. al. 1990 ). Vilain and Kautz (1986) define a system of point based reasoning that is similar in style to Allen's interval system. Point Algebra (PA) uses points as the fundamental units and there are 3 possible primitive relations (<, =, >) between any two points. As the set of relations for point algebra is much less than for IA, closure can be performed (via Allen's propagation algorithm) in O(n3) time (Vilain et. al. 1990 ).
Intervals can be represented as points. Representing intervals in terms of their end points provides an equivalent system. Closure on a set of interval endpoints is not equivalent to the closure of the set of the same intervals. Only a subset of interval algebra (SIA) can be expressed in terms of end points using PA (van Beek 1990) . Closure in the PA system leads to a loss of information about the interval relations, e.g. the In the following sections, this paper proposes a point based representation of primtive interval relations and the IA relations deduced from these primitives. The system does not build a closure, and disjunctions between point relations are not used to represent the information.
170
1) complete information about every relation and 2) information about a select number of relations (i.e. not all) where i) individual relations are known (unambiguous) ii) individual relations are ambiguous (disjunctions of relations).
The strength of the approach presented in this paper is the simplicity of storage and the search algorithm. Although the search is not optimal, in the worst case it is O(n2), on average it is less than O(n2). In the experimental results section we demonstrate how this system performs on various types of data to illustrate the system's performance characteristics.
Point-based Intervals
An interval X can be defined in terms of its begin point (x) and its end point (X). Information about a set of intervals can be represented in three forms:
The first type is trivial to represent. In the second category of relations, there is a sub-category encompassing the representation of primitive interval relations and the representation of the IA relations deduced from those primitives; and a sub-category that includes the representation of interval relations as disjunctions of IA and PA relations (see Future Work). In this paper we restrict our discussion to relations within the first sub-category.
When representing information, there are several costs that must be considered. The cost of representation with respect to space, the time taken to construct and maintain the representation and the cost of searching the representation to answer queries. Constructing a closure is an extreme approach that maximises the efficiency of search at the cost of maintenance and space. Minimisation is an opposite extreme where space is minimised at the cost of maintenance and search.
i) (see Figure 2i) We propose a method of local minimisation that takes more space than minimisation but has much lower maintenance and search costs.
Terminology and background definitions
For the rest of the paper the following definitions and symbols will be used:
An interval A consist of two end points. The begin point of interval A is denoted as 'a' and the end point is denoted as 'N.
A Graph G = (N,E,<P) is a triple where N is a set of nodes (all endpoints); E a set of edges, where every edge is labelled with one relation; and cp is a set of triples <e, nit nj> defining a mapping between the nodes and edges.
<e, ni, nj> is an edge labelled e that represents the relationship between points represented at nodes ni andnj, e E E, ni, nj E N.
ninj is a notation used to describe an edge <e, ni, nj>.
The relationship between two points x and y is represented in either of the following formats: xy to illustrate that x < y (xy) to illustrate that x = y A minimised graph is one where all the extra links between two nodes have been removed. Extra links are defined as follows:
Given: Let G be a graph and ab the relation between two nodes in the graph. Let search(G, rel) be a function, where the first argument is a graph and the second is the relation, such that the function returns a boolean indicating whether the relation is true in the graph.
A relation ab can be removed from the graph if search (G -ab, ab) = T
Local Minimisation
A locally minimised graph is a graph that is constructed such that when a new node is added, only nodes adjacent to the target nodes can be affected. Adjacency is defined as being n links away from the new link. This system uses an adjacency of one link.
ii) (see Figure 2ii) iii) (see Figure 2iii) Figure 2: Local minimisation checks: by performing each of these eliminations the set of relations becomes locally minimised. This is not a fully minimised set.
Results
The following demonstrates the local minimisation function in action, the output is from a program that generates a random graph and constructs it according to local minimisation rules (see Figure 3) .The new link is added after a check of the current graph is performed to see if the new information to be added would contradict the current information in the graph. The addition of the information, the link EF, causes two changes to be made. Firstly the connection from e to F is removed as it is redundant locally, and secondly the actual link EF is not added as it already exists via EfF. The dotted link indicates the relations removed and the dashed line indicates the relation that was not added.
Local minimisation ineficiencies and search
Local minimisation does not eliminate a large number of the connections between the nodes. For any given node, any other node indirectly connected (i.e. all paths between the two nodes are of length >2) may carry redundant information. This leads to two situaAfter adding ab to a partially constructed graph G, the following checks are required:
tions.
the result of ambiguity in the data set. Excess links between nodes will cause a search function to repeat the same searches. This is handled by the usual search function for a minimised graph. In order to cope with normal search convergences in a minimised graph (see Figure l) , searches must take note of the history of the search, i.e. which nodes have already been checked. Efficiency requires a compromise between the regularity of the history (i.e. every node, high storage) versus researching previously travelled nodes.
A positive side effect of the extra linkages between nodes is that the search can quickly traverse the data set (by skipping local areas) rather than being caught up in a step by step progressive search. (Table 1) . Results of the point queries can likewise be converted into queries on interval relations. In some cases, a result of examining point relations will match many interval relations. This is 
Results
Let us examine the process of determining the relationship between intervals B and A in Figure 5 . The first step is to consider the relationships between the four significant point relations between the intervals: ba, bA, aB and BA. The searching the graph produces the following relations ( Table 2 ). The result of looking Table 2 : The results of the four point queries and the deductive result up the table is also included (also see Figure 5 ).
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Figure 5: The result deduced from the query about the relationship between the intervals B and A.
Let us now examine the relationship between intervals C and G (see Table 3 ).
The relations between cG and CG are not defined in the graph. There are five possible relationships between the intervals C and G. 
Closure

Further Search Efficiencies
Search upon a data set where closure has linked each node to every other node is trivial. When search is non-trivial, as it is in locally minimised data sets, all possible efficiency issues must be considered. The very nature of the data being represented (intervals) and the way in which the data is represented (points) provides opportunities for efficiencies.
local min
In situations where checks are made to see if a relation between two intervals is correct, some efficiencies may be made depending on the relation to be checked.
For instance, the relation A before B is true if A<b.
The following table illustrates efficiencies when checking relations. inv ( xy, XX y X and xl", then only two of all interval relations, namely inv(meets) and inv(overlaps), require all four checks to be performed. 
Analysis and Experimental Results
A comparison between the three styles of representation of interval relations is given (see Table 5 ). The size of the data set (n) is the main consideration for all the given styles. In minimisation and local minimisation the number of linkages between the nodes is also a factor to consider.
1 T~~ local minimisation n(n-I) min < x < The following results were obtained using a SG R4400 processor using a program that was written in C++. The program allows a variety of queries to be performed from simple checking of relation, determining of a point relation through to returning all the relations that are less than or greater than a given relation.
The results for construction are not given as the data used was random and required that each relation was checked to see if it was consistent with the current data set (n'). Three tables are given to illustrate the results. For each dataset and density, 30 datasets are generated and 1000 searches performed on each dataset The averages are entered in the tables. The search times are the average of searches on the 30 dataset, each of which are an average of the 1000 queries performed (in total 30,000 queries). These final average search times are given in seconds (see Tables 6 , 7 and 8).
The queries used in the test involved determining the relationship between two points. Points were randomly selected and the searches performed on the ~ 174 established, locally minimised data set. Gerevini and Schubert (1994) introduce new types of relations between intervals. We have implemented a system that maintains relations between disjunctions of intervals, whether the intervals in the disjunction are a like or are different. This directly adds on to the current system of reasoning about points. Disjunctions are represented as special links between points and are resolved by the addition of known relations between points.
Future Work and Conclusion
The application domain for this work has been in qualitative spatial reasoning systems. A new description of the 13 primitive interval relations has been developed. The description is based upon flow (similar to the flow of time). It has allowed for the development of a system for reasoning about n-Dimensional space, for which this point based interval representation has been developed. Closure and minimisation approaches to representing information about interval relations have proven to be expensive. This paper has described a means of representing information about intervals in an efficient manner. Using local minimisation and point based representation, we have defined a simple representation for interval relations. A querying system has been implemented, based on this representation. It has been tested on random data which was used for both the creation of the data set and the selection of the queries to test the data set representation.
