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Abstract
This thesis conducts a series of investigations into the estimation of speaker location cues from multi-party meeting speech recordings. As participants in meetings
generally remain stationary, speaker location information is fundamentally useful
for higher-level tasks such as steering a microphone array beamformer towards an
active speaker, or segmenting meeting speech into each speaker’s period of participation for ‘browsing’ of recordings and speech recognition.
Whilst existing speaker location cues are typically Time-Delay Estimations (TDE)
estimated from microphone array signals, this thesis proposes the use of level and
time/phase-based spatial cues, motivated by the spatial cues utilised in recently standardised Spatial Audio Coding (SAC) paradigms. Implemented using leading and
standardised SAC techniques, experiments compared the proposed SAC spatial cues
with TDE and found the combination of TDE with SAC level-based cues to be the
most accurate for speech segmentation.
As meetings recordings predominantly contain speech content, front-end LinearPrediction (LP) analysis using theoretical and standardised speech coders is then
investigated with single and multichannel LP models. Whilst existing approaches
estimate TDE from the Hilbert envelope of single-channel LP speech residuals, this
thesis proposes the use of intra and interchannel multichannel prediction and found
spatial cues estimated from the Hilbert envelope of LP residuals to be the most robust
against reverberation.
xv

Abstract

xvi

Further experiments investigating the effect of microphone array characteristics found
the microphone directivity pattern to significantly influence spatial cue estimation:
the omnidirectional and cardioid polar responses optimally suit time/phase and levelbased cues, respectively. In practice, however, switching microphone patterns or
employing mixed pattern arrays is impractical. This thesis proposes the use of the
Ambisonic B-format steerable ‘virtual microphone’ to enable the same physical microphones to be simultaneously used for optimal capture of both time/phase and
level-based cues. Further, results indicate that steering the virtual microphone in
real-time to an active speaker, localised using sound intensity techniques, also improves meeting speech capture.
Thus, the work in this thesis has contributions in practical spatial meeting speech
analysis, where investigations studied microphone array characteristics, spatial recording techniques, and algorithms in spatial cue estimation and speech processing as
utilised in internationally standardised speech and audio coders.

Chapter 1
Introduction
1.1

Objective and Motivations

Structured meetings that involve multiple participants physically located in the same
room are common to many business, educational, and research environments. Such
multiparty meetings have long been documented through the manual scribing of
meeting minutes; however, multimedia recordings are much more conducive to automatic analysis and rich annotation for post-meeting review tasks. Such video
and/or audio recordings are increasingly on the uptake for improved archival and
post-meeting user access. For example, automatic transcripts and dialogue analysis
of the meeting speech recordings lead to searchable content, whilst speaker identification allows users to search for the contributions from a specific meeting participant. With richly annotated meeting recordings, the need to manually sift through
meeting minutes or hours of recorded meeting data to access regions of interest is
thus minimised.
Research interest in meeting analysis has also recognised that many problems in spoken language recognition, understanding and processing can be studied within the
context of multiparty meetings [106]. Meetings are an attractive research problem
because formal, structured meetings encompass relatively stationary human inter1
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action and speech discourse that varies from monologue presentation to multiparty
group discussion with overlapping dialogue. Further, informal, impromptu meetings pose different interactions and conversational styles and thus technical challenges due to the unstructured interaction, and unknown acoustic environment and
participants (who may move or come and go throughout the meeting).
Fundamental to enabling users to effectively ‘browse’ through meeting recordings,
whether video or audio, is the detection and analysis of semantically meaningful
meeting ‘events’, such as a change in speaker. Given that most multiparty meeting participants are generally stationary, location information of the participants can
be used to spatially analyse a meeting speech scene for further processing. For
example, speaker location information can be used to detect location-based meeting events such as presentations, steer a microphone array beamformer to improve
speech signal capture quality, or segment the recording into each speaker’s period of
participation for speech recognition, speaker recognition, and automatic transcription [5][88][89][91].
With low-level speaker location information useful for many higher-level analysis
tasks, this thesis thus conducts a spatial analysis of multiparty meeting speech scenes
for improved estimation of speaker location information using multi-microphone
array recordings. Note that speaker location information does not necessarily equate
to speaker location: many speech source localisation algorithms require speaker
location information (or ‘cues’) in order to estimate speaker locations. This thesis
specifically addresses the accurate and reliable extraction of such location cues from
multichannel speech recordings: reliable cues will then lead to accurate localisation,
which in turn assists higher level analysis.
Figure 1.1 illustrates the paradigm of meeting speech recording and analysis studied
in this thesis. In particular, the first three system blocks are investigated: multichannel meeting recording, speech processing and spatial cue estimation. The most

3
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Figure 1.1 Meeting speech recording and analysis paradigm

ubiquitous problem in deriving speech source localisation information and thus estimation of location cues is the presence of room acoustic effects such as convolutive
reverberation and additive background noise. Approaches to mitigate such speech
signal degradations include post-processing the recorded signals using software algorithms or capturing cleaner signals at the microphone array. This thesis conducts
a series of studies to approach the problem of reliably estimating speaker location
information through developing software algorithms, investigating the effect of microphone array characteristics, and combining these two dependent mechanisms.
Processing meeting recordings, however, is not limited to the end-user consumption of the semantically segmented and annotated speech recordings. Throughout
the studies conducted in this thesis, the efficient processing and transmission of the
multi-microphone recordings is considered through the use of speech and audio coding concepts. In particular, multi-microphone recordings are potentially redundant
for the end users’ purposes as the speech content is semantically the same. This
thesis thus investigates the use of speech and audio coder paradigms as part of, or
front-ends to, the location cue estimation process. To combine the traditionally independent tasks of multichannel speech/audio coding and analysis allows for efficient
parallel processing: the information required for both tasks is not necessarily independent. Both theoretical and standardised speech and spatial audio coders have
been investigated in this thesis for potential integration into existing technologies.
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Initially, this thesis investigates the use of speaker location information represented
by spatial cues motivated by the recently standardised Spatial Audio Coding (SAC)
techniques [73][27][29][54][55]. Estimated from a circular (planar) microphone array, similar to those used in real meeting environments [98][104], the cues are psychoacoustically motivated and compared to the commonly used Time-Delay Estimation (TDE) speaker location cue [83]. As the signal content in multiparty meetings
is predominantly speech, a speech processing front-end is then investigated, through
studying single and multichannel Linear Prediction (LP) analysis [82]. The effect
of microphone directivity and polar responses on spatial cue estimation is studied
throughout; where the use of the Ambisionics B-format [65] spatial recording technique is proposed and investigated for the recording of multiparty meeting environments for the improved capture of both speech and spatial audio cues.

1.2

Structure of Thesis

Following the introductory chapter, Chapter 2 details the general background body
of work in speaker location cue estimation, meeting recording and analysis, and
3D spatial recording techniques on which this thesis is based. Chapter 3 presents
the research performed which proposes the use of spatial audio cues, motivated by
Spatial Audio Coding (SAC) paradigms, as speaker location cues and investigations
into the effect of microphone and array directivity characteristics on spatial cue estimation. The use of speech coding Linear Prediction (LP) analysis techniques as
a speech processing front-end for location cue estimation, investigating single and
multichannel prediction models, is studied in Chapter 4. Finally, a series of studies
and experiments that propose and investigate the use of the Ambisonic B-Format
spatial recording technique for the improved capture of both meeting speech and
spatial cues are presented in Chapter 5. Chapter 6 then concludes this thesis with
suggested future work.
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Contributions

The primary technical contributions of each thesis Chapter and associated publications (as listed in Section 1.4) are:
• The analysis and use of interchannel level, time and phase-based spatial cues
from (theoretical, developing and standardised) spatial audio coders derived
from microphone array recordings for meeting speech analysis (Chapter 3)
[che05][che06b][che08b];
• Investigation of the effects of varying microphone pattern (and use of mixed
pattern arrays) on spatial cue estimation (Chapter 3) [che06a][che06d][che09];
• Building upon existing literature that use Linear Prediction (LP) speech coding front-ends for time-delay estimation to study the effects of reverberation
on speech coding parameters and spatial cue estimation (Chapter 4) [che06c];
• Comparing the use of basic, developing, and standardised speech coders and
proposing and investigating new multichannel speech models for speaker location cue extraction from reverberant speech (Chapter 4) [che07][che08a];
• The investigation of Ambisonic B-Format spatial microphone array recording techniques to both improve the capture of meeting speech and optimally
record and derive spatial information with the proposed partner algorithms
(Chapter 5).

1.4

Publications

The following publications directly resulted from the research undertaken:
[che09] E. Cheng, I. Burnett, C. Ritz, “The Effect of Microphone Directivity Patterns on Spatial Cues for Multichannel Reverberant Meeting Speech Analy-
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sis,” in Proc. 17th European Signal Processing Conference (EUSIPCO ’09),
Glasgow, Scotland, 24-28 August 2009.
[che08b] E. Cheng, B. Cheng, C. Ritz, I. Burnett, “Spatialized Teleconferencing:
Recording and ‘Squeezed’ Rendering of Multiple Distributed Sites,” in Proc.
Australasian Telecommunications Networks and Applications Conference
(ATNAC ’08), Adelaide, Australia, 7-10 Dec. 2008.
[che08a] E. Cheng, I. Burnett, C. Ritz, “Multivariate Autoregressive Modelling of
Multichannel Reverberant Speech,” in Proc. 2008 International Workshop
on Multimedia Signal Processing (MMSP ’08), Cairns, Australia, 8-10 Oct.
2008.
[che07] E. Cheng, I. Burnett, C. Ritz, “Time Delay Estimation of Reverberant Meeting Speech: On the use of Multichannel Linear Prediction,” in Proc. International Conference on Signal-Image Technology and Internet-Based Systems
(SITIS ’07), Shanghai, China, 16-19 Dec. 2007.
[che06d] E. Cheng, I. Burnett, C. Ritz, “Varying Microphone Patterns for Meeting
Speech Segmentation using Spatial Audio Cues,” in Proc. Pacific-Rim Conference on Multimedia (PCM ’06), Hangzhou, China, 2-4 Nov. 2006.
[che06c] E. Cheng, I. Burnett, C. Ritz, “Using Spatial Audio Cues from Speech
Excitation for Meeting Speech Segmentation,” in Proc. 8th International Conference on Signal Processing (ICSP ’06), Guilin, China, 16-20 Nov. 2006.
[che06b] E. Cheng, S. Davis, I. Burnett, J. Lukasiak, “Efficient Delivery of Hierarchically Structured Meeting Audio Metadata with a Bi-Directional XML
Protocol,” in Proc. International Conference on Computing and Informatics
(ICOCI ’06), Kuala Lumpur, Malaysia, 6-8 June 2006.
[che06a] E. Cheng, I. Burnett, C. Ritz, “Investigating Spatial Audio Coding Cues
for Meeting Audio Segmentation,” in Proc. 120th AES Convention, Paris,
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France, May 20-23 2006.
[che05] E. Cheng, J. Lukasiak, I.S. Burnett, “Using Spatial Cues for Meeting Speech
Segmentation,” in Proc. International Conference on Multimedia and Expo
(ICME ’05), Amsterdam, The Netherlands, 6-8 July 2005.

The following publications resulted from other research activities conducted in parallel with this thesis:

• C. A. Simpson, E. Cheng, “Noise Cancellation: Disrupting Audio Perception,”
to appear in International Journal of Arts and Technology (IJART) (accepted
June 2011).
• L. Ling, I. Burnett, E. Cheng, “A Flexible Markerless Registration Method for
Video Augmented Reality,” in Proc. 13th International Workshop on Multimedia Signal Processing (MMSP ’11), Hangzhou, China, 17-19 Oct. 2011.
• S. Davis, E. Cheng, I. Burnett, C. Ritz, “Multimedia User Feedback Based on
Augmenting User Tags with EEG Emotional States,” in Proc. 3rd International
Workshop on Quality of Multimedia Experience (QOMEX ’11), Mechelen,
Belgium, 7-9 September 2011.
• L. Ling, E. Cheng, I. Burnett, “Eight Solutions of the Essential Matrix for
Continuous Camera Motion Tracking in Video Augmented Reality,” in Proc.
IEEE International Conference on Multimedia and Expo (ICME ’10), Barcelona, Spain, 11-15 July 2011.
• E. Cheng, I. S. Burnett, “On the Effect of AMR and AMR-WB GSM Compression on Overlapped Speech for Forensic Analysis,” in Proc. International
Conference on Acoustics, Speech and Signal Processing (ICASSP ’11), Prague, Czech Republic, May 22-27, 2011.
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• M. Hamilton, F. Salim, F., E. Cheng, S. L. Choy, “Transafe: A Crowdsourced
Mobile Platform for Crime and Safety Perception Management,” in Proc.
IEEE International Symposium on Technology and Society (ISTAS ’11),
Chicago, USA, May 23-25, 2011.
• G. Schiemer, E. Deleflie, E. Cheng, “Pocket Gamelan: realisations of a microtonal composition on a Linux phone using open source music synthesis
software,” in Proc. 2010 Entertainment Computing Symposium (as part of
the 2010 World Computer Congress), Brisbane, Australia, 20-23 September
2010.
• D. Smith, E. Cheng, I. Burnett, “Musical Onset Detection using MPEG-7 Audio Descriptors,” in Proc. 20th International Congress on Acoustics, Sydney,
Australia, 23-27 August 2010.
• C. A. Simpson, E. Cheng, “Noise Cancellation: Disrupting Audio Perception,”
in Proc. IEEE International Conference on Multimedia and Expo (ICME ’10),
Singapore, 19-23 July 2010.
• S. Davis, E. Cheng, I. Burnett, C. Ritz, “Multimedia Adaptation based on
Semantics from Social Network Users Interacting with Media,” in Proc. 2nd
International Workshop on Quality of Multimedia Experience (QOMEX ’10),
Trondheim, Norway, 21-23 June 2010.
• E. Cheng, S. Davis. I. Burnett, C. Ritz, “The Role of Experts in Social Media
Are the Tertiary Educated Engaged?” in Proc. IEEE International Symposium
on Technology and Society (ISTAS ’10), Wollongong, Australia, 7-9 June
2010.
• G. Schiemer, E. Cheng, “Enabling Musical Applications on a Linux Phone,”
in Proc. Australasian Computer Music Conference (ACMC ’09), Brisbane,
Australia, 2-4 July 2009
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• C. Ritz, G. Schiemer, I. Burnett, E. Cheng, D. Lock, T. Narushima, D. Wood
Conroy, S. Ingham, “An Anechoic Configurable Hemispheric Environment
for Spatialised Sound,” in Proc. Australasian Computer Music Conference
(ACMC ’08), Sydney, Australia, 10-12 July 2008.
• W. Suiter, E. Cheng, “Listening Chairs: Personal Acoustic Space in Public
Places,” in Proc. Australasian Computer Music Conference (ACMC ’08),
Sydney, Australia, 10-12 July 2008.
• J. Lukasiak, C. McElroy, E. Cheng, “Compression Transparent Description of
Low-Level Audio Signals,” in Proc. International Conference on Multimedia
and Expo (ICME ’05), Amsterdam, The Netherlands, 6-8 July 2005.

Chapter 2
Background
This Chapter provides a general overview of the research areas and techniques upon
which this thesis is based upon and motivated. In the series of studies conducted
in this thesis, algorithms that estimate speaker location information and meeting
recording techniques that reliably capture the audio for the purposes of speaker location information estimation are investigated. For brevity, however, specific technical implementation details of the techniques built upon will be provided in the later
chapters.
Section 2.1 presents the fundamentals of acoustic propagation and room acoustics,
whilst Section 2.2 presents a brief background to human sound source localisation. To review the techniques applied in location-based meeting scene analysis,
the commonly utilised Time Delay Estimation (TDE) speech source localisation
cues and techniques are presented in Section 2.3, whilst Section 2.4 discusses the
recent techniques that have been shown to improve TDE speech localisation cue
estimation. Section 2.5 details the spatial location-based audio analysis of multiparty meeting scenes; and Section 2.6 reviews current meeting recording techniques
and the meeting corpora collected by the major multidisciplinary meeting analysis
research groups. Finally, Section 2.7 presents spatial and distributed microphone
array recording techniques that consider the effect of modelling source orientation
10
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Figure 2.1 Microphone pair time delay and planar wavefronts

on microphone array localisation, and the Ambisonic spatial recording techniques
that enable the steering of a ‘virtual microphone’ in a 3D soundfield.

2.1

Acoustic Propagation Fundamentals

Every acoustic environment contains three basic components: sound source, acoustic path, and receiver [22]. In an acoustic environment where a sound source radiates towards a microphone array receiver, due to the spatial separation of the microphones in the array, the signals received at each microphone differ due to the varying
propagation paths. When the distance r from the source to the array is much larger
than the wave length (r >> λ), far-field conditions are satisfied.
In far-field conditions, planar acoustic wave propagation can be considered to be
impinging on the array as shown in Figure 2.1. Thus, the wave can be considered to
be received by the microphones from the same angle of arrival, θ. In indoor acoustic
environments such as meeting rooms, however, the signal wavelengths are compara-
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ble to the room dimensions. Thus, room reverberation, characterised by reflections
from the room surfaces and objects, significantly affect the signals recorded by the
microphone array. Termed as multipath propagation and illustrated in Figure 2.2,
the signal received at the ith microphone is given by:
xi (t) = hi (t) ∗ s(t) + wi (t)

(2.1)

where xi (t) is the received signal, s(t) the source signal, wi (t) the Gaussian diffuse
noise component and hi (t) the impulse response of the signal propagation path from
the source to the ith microphone. wi (t) is assumed to be a zero-mean Gaussian
random process and uncorrelated with the signal s(t). hi (t) depends on the acoustic
environment between the source and ith microphone location, and can be further
represented as the direct hi,direct (t) and reflected signals hi,ref lected (t):
hi (t) = hi,direct (t) + hi,ref lected (t)

(2.2)

The direct signal is a delayed and attenuated version of the original signal s(t),
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whilst the reflected signal is the sum of delayed and attenuated reflections:
hi,direct (t) = αi δ(t − Di )
∞
X
hi,ref lected (t) =
αref lected,k δ(t − Di,k )

(2.3)
(2.4)

k=0

In Equation 2.3, the attenuation factor αi is governed by the inverse square law for
acoustic intensity radiation of a spherical source. For a distance r from the source
centre radiating at power P , the sound intensity I and sound pressure p are given by:
P
4πr2
√
p = IZ

I=

(2.5)
(2.6)

where Z = ρc represents the specific acoustic impedance and ρ is the density of the
medium. c is the speed of sound in air (m/s) as approximated by [86]:
c = 331.4 + 0.6T

(2.7)

where T is the temperature in degrees Celsius.
The amount of reverberation in an acoustic space is characterised by the reverberation time, RT60. Defined as the time taken for the reflections to decay 60dB below
the direct sound, Sabine’s equation in metric units for the RT60 of a room is given
by [127]:
RT60 = 0.161

V
aS

(2.8)

where V is the volume of the room, a are the average absorption coefficients of the
room surfaces (or Sabine absorptivity), and S is the total surface area.
There are three main approaches to simulate the reverberation in a room: wavebased, ray-based (geometric modelling), and Statistical Room Acoustics (SRA).
Wave-based methods, such as the numerical Finite Element Method (FEM) or Boundary Element Method (BEM) [120], and Finite-Difference Time-Domain (FDTD)
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[23][130] can be highly accurate but computationally complex. In contrast, SRA
methods such as Statistical Energy Analysis [97] require conditions such as the linear room dimensions to be much greater than the wavelength, frequency content
greater than the Schroeder ‘large room’ frequency, and the source/microphones to
be placed at least a half wavelength from the room walls; these conditions are better
suited to middle to high frequencies [134].
Thus, ray-based geometric modelling techniques are most commonly utilised for
room acoustic modelling and one of the most popular methods is Allen and Berkeley’s image method [7]. Based on modelling energy propagations in rectangular
rooms, the image method efficiently calculates Finite Impulse Response (FIR) filters to model the impulse response between source and microphone. Compared to
the ray-tracing technique [85], all sound reflection paths are estimated by the image method; however, the image method is limited to geometries formed by planar
surfaces whilst ray-tracing applies to arbitrary geometries.

2.2

Human Sound Source Localisation Fundamentals

The human hearing system localises sound sources based on the signals received
at the two ears, which are effectively filtered versions of the original sound source.
Human sound source localisation is primarily based on two key acoustic cues: Interaural Level Difference (ILD) and Inter-aural Time Difference (ITD) [20]. Due to the
acoustic path length difference between the two ears, the ITD is the time difference
of arrival between the two ear signals. The range of ITD values is physiologically
limited to ±1ms, due to distance r between the ears [20][72]. Assuming simple
point models for ears and r = 21cm, von Hornbostel and Wertheimer introduced
the sine law of human spatial hearing [72]:
r
IT D = sinθ
c

(2.9)
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To account for head shadowing effects, Equation 2.9 can be modified to [20]:
IT D =

r
(θ + sinθ)
2c

(2.10)

Over a wide range of frequencies, the ITD can be considered as the group delay
between the ear signals. However, frequencies above 1.5kHz exhibit wavelengths
that are shorter than the head diameter; thus, phase ambiguities occur [20].
In contrast, the ILD is the acoustic level difference between sound received at the
two ears, primarily due to head shadowing effects. Such shadowing is frequencydependent: low frequencies diffract around the head to minimise ILD whilst high
frequencies can differ by as much as 20dB between the two ears [20]. This frequency
duality relationship shown by the ITD/ILD cues is termed as the duplex theory [125],
illustrated in Figure 2.3.
However, if assuming ears modelled as simple points [72], similar ILD/ITD cues
are exhibited between sources symmetrically located to the front or rear of the head,
leading to the ‘cone of confusion’. Figure 2.4 illustrates the cone of confusion,
where sound sources equidistant on a conical surface extending from the ear (i.e.,
located on opposite sides of the cone) exhibit similar ILD/ITD cues. Thus, human
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sound source localisation suffers from front/back and up/down confusion.
Whilst ILD/ITD ambiguities exist on the cone of confusion, due to the shape of the
human outer ear (pinnae), diffraction around the human head and torso also affect
the acoustic wave propagation and signal spectral colouration from the source to
the two ears. Hence, complex filtering effects occur from source to the ear and are
represented in a Head-Related Transfer Function (HRTF) that is individual to each
person. Head movements (e.g., turning to face the sound), visual cues, and spectral
cues can also provide additional localisation information. Extensive psychoacoustic experiments have shown that humans most accurately localise sources to about
2◦ accuracy in the frontal plane, 7◦ accuracy to the sides and lowest localisation
resolution of 14◦ -20◦ for sources above the head [20].
In reverberant environments, reflections in the acoustic environment can confuse localisation as reflections can be perceived as independent sound sources. However,
the direct sound typically reaches the ears before the reflections, due to propagation
delay from the acoustic path difference (as illustrated in Figure 2.2). Further, the
human auditory system only processes the direction of the first arriving sound for
reflections from about 2-50ms (depending on the sound source and listener characteristics), a psychoacoustic phenomena termed as the precedence effect or law of the
first wavefront [95]. Reflections arriving before 1ms are perceived through summing
localisation, where the direction is in-between the sources appearing as a ‘phantom’
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sound source [20]. Conversely, reflections after about 50ms are perceived as echoes
of the first wavefront. These three phases of the precedence effect are a human auditory phenomena that occurs not only for reflections in reverberant environments,
but also the localisation of multiple concurrent sound sources.

2.3

Time Difference of Arrival Estimation

Acoustic source localisation strategies using microphone arrays can be loosely divided into one and two-step approaches. With single step methods, the acoustic
source location is directly determined from the microphone array signals, and can be
based on maximising output power from a steered beamformer, high resolution spectral estimation such as minimum variance (MV) and autoregressive (AR) modelling
[80], or eigenanalysis methods such as MUSIC [132] and ESPRIT [126]. However, beamforming approaches typically require a signal or noise model assumption
and can be computationally complex, whilst spectral methods are ideally suited to
far-field narrowband stationary signals, and speech signals are generally classed as
wideband and non-stationary.
In contrast, two-step methods require a location cue estimation stage before applying the cues to source localisation. One highly popular approach due to its simplicity
and low computational complexity is Time Delay Estimation (TDE) or Direction of
Arrival (DOA) estimation, encompassing Time Difference of Arrival (TDOA) estimation from microphone pairs [46]. Time Difference of Arrival (TDOA) from multimicrophone recordings is a first stage processing step and key feature required for
many speech (and general sound source) localisation and beamforming algorithms,
which are often used as pre-processing signal enhancement for Automatic Speaker
Recognition (ASR) and speaker diarisation in multiparty meetings.
TDOA is similar in concept to the ITD cue of the human auditory system: rather
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than signal delays between two ear signals, delays are exhibited between spatially
distributed microphones of an array. In a microphone array, different propagation
paths lead to time delay differences between array signals, illustrated as Dij in Figure 2.1. In far-field conditions, given two microphones located at positions mi and
mj , a sound source located at p results in the ideal time delay between signals received at the two microphones [46]:
Dij =

|mi − p| − |mj − p|
c

(2.11)

where c is the speed of sound. The TDOA is the delay estimate Dij , obtained from
comparing pairs of the ith and j th array signals. As shown in Figure 2.2, each
reflected signal poses as a virtual sound source; hence, reverberation is problematic
for TDOA estimation. Ideally, Dij estimates the delays between the direct signal
received by each microphone pair in the array.
In unknown acoustic conditions such as in meetings, methods to calculate TDOA
are most commonly based on the cross-correlation (CC) technique, due to its simplicity and low computational complexity when implemented using the Fast Fourier
Transform (FFT) [46][83]. The premise of the method cross-correlates two unknown
signals xi and xj :
Rij (m) = E[xi (t)xj (t − m)]

(2.12)

where E is expectation. Due to the finite observation time interval T, Equation 2.12
can be estimated by:
1
R̂ij (m) =
T −m

Z

T

xi (t)xj (t − m)dt

(2.13)

m

The TDOA is thus defined as the lag time between the signals at the maximum peak
of Equation 2.13:
τ̂ij = arg maxR̂ij (m).
m

(2.14)
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Figure 2.5 Hyperboloid locus of possible source locations for a given time delay between
two microphones

From Equation 2.14 it can be seen that TDOA are limited to integer sample resolution. Methods to improve the resolution to subsample TDOAs include parabolic
interpolation [24] and oversampling from zero padding on R̂ij (m) in the time [71] or
frequency domains [122]. To further minimise erroneous TDOA values, the search
range of delays is constrained to an interval dependent on the microphone pair spacing such that [46]:
−τmax ≤ τ̂ij ≤ τmax

(2.15)

However, similar to temporal aliasing, TDOA calculations are also prone to spatial aliasing, whereby the cross-correlation function exhibits multiple peaks within
the range ±τmax . Thus, given that speech/audio signals contain wideband content,
the (maximum) array spacing d between microphones limits the anti-aliasing filter
cutoff frequency to be:
fc =

c
2d

(2.16)

In the second step of TDE source localisation, each TDOA per microphone pair
defines a half hyperboloid of two sheets locus of possible source locations, as illus-
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trated in Figure 2.5. A source location estimate can then be formed by finding the
geometric intersection of the hyperboloids defined by all microphone pair TDOAs
in the array. In practice, however, due to signal degradations from noise and reverberation, the hyperboloid loci may not intersect. Using a Least Squares (LS) error
minimisation approach, the solution is thus the point that exhibits the minimum
distance to all hyperboloids. As a non-linear optimisation problem, a number of
(closed-form) LS formulations have been proposed and summarised by Brandstein
et al. [46].

2.3.1

Generalised Cross Correlation

Knapp and Carter [83] introduced a more generic cross-correlation framework for
TDOA estimation, termed as the Generalised Cross-Correlation (GCC) technique.
GCC supports general frequency domain weightings for varying signal conditions
to improve TDE estimates. The cross-correlation in Equation 2.13 is the cross power
spectral density in the frequency domain:
Z

∞

Xi (ω)Xj (ω)∗ ejωm dω

Rij (m) =

(2.17)

−∞

where Xi and Xj are the Fourier Transforms of the two unknown signals xi and xj .
The GCC is thus defined as a frequency-domain cross-correlation weighted by the
function φ(ω):
Z

∞

Rij (m) =

φ(ω)Xi (ω)Xj (ω)∗ ejωm dω

(2.18)

−∞

Different weighting functions φ(ω) include the constant weighting (effectively the
CC calculated in the frequency domain), smoothed coherence transform (SCOT),
Roth impulse response, Eckhart filter, maximum-likelihood (ML), and PHAse Transform (PHAT) [83]. The two most popular weightings are the ML and PHAT: whilst
the popular ML weighting was found to handle additive noise conditions well, the
method fails in high reverberation [14]. The ML weighting emphasises frequency
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components according to the SNR based on the squared signal coherence magnitude, and requires an estimation of the noise power spectra of the two channels,
Ni (ω), Nj (ω) [25][26]:
φ(ω) =

|Ni

(ω)|2 X

|Xi (ω)||Xj (ω)|
2
2
2
j (ω)| + |Nj (ω) ||Xi (ω)|

(2.19)

Conversely, GCC-PHAT was found to be best suited for reverberant speech conditions but in low noise conditions due to the equal emphasis on frequency components [46][69]. Effectively a spectral whitening transform, PHAT equally weights
all frequency components in the cross-power spectrum, where the peak in the GCCPHAT function thus corresponds to the time-domain delay between the two signals
[46][83]:
φ(ω) =

1
|Xi (ω)Xj∗ (ω)|

(2.20)

GCC-PHAT, also known as Crosspower Spectrum Phase analysis (CSP), has been
shown to work well in most reverberant speech environments and is suitable for realtime applications due to its low computational complexity [46]. However, the PHAT
spectral whitening weighting can perform poorly in high noise and/or reverberation
and low SNR signal conditions: frequency components contribute equally to the
GCC-PHAT function, even at frequencies where the signal has no content and thus
the phase is undefined and randomly distributed between [−π, π] [83]. Further, in
reverberant acoustic environments, long analysis windows of 200-300ms or averaging of the GCC-PHAT function across several shorter 20-30ms frames is generally
required to ensemble average the fluctuating reverberant signal statistics [46][90]. In
the presence of multiple active speakers, the GCC-PHAT function peak selects the
strongest speaker in each frame; hence, the technique requires further processing to
minimise erroneous TDE that jump from one active speaker to another [46].
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2.3.2

Global Coherence Field (SRP-PHAT)

Utilising TDOA for acoustic source localisation, but as an alternative to the twostep TDOA and LS solution, the direct approach Global Coherence Field (GCF)
[110][111][112] is a generic function that defines the likelihood of the sound source
location occurring at location p within a predefined grid space Θ. Given M microphone pairs, the corresponding theoretical TDE T (p) are calculated for each potential source position p in the grid Θ. Ck (t, Tk (p)) is thus the coherence function
representing the likelihood of each theoretical time delay for the k th microphone
pair, and the GCF is defined for each position p at time t as [110][111][112]:
k=M −1
1 X
Ck (t, Tk (p))
GCF (t, p) =
M k=0

(2.21)

Similar in concept to locating the source by finding maximum output power from a
steered beamformer, the GCF searches for maximum signal coherence information
rather than signal energy [110][111][112]:
p̂GCF = arg max GCF(p)
pΘ

(2.22)

Equivalent to a ML formulation, GCF works in near and far-field conditions and
only requires knowledge of the microphone array geometry and not signal or noise
statistics, as with other TDOA estimation techniques. However, the GCF spatial
sampling grid of potential speaker locations p is crucial to TDOA accuracy, as too
sparse a grid may fail to locate the measured TDOA compared to the theoretical
TDOA.
GCF is a generic function that supports any coherence function, and Rij (m) of
GCC-PHAT in Equation 2.18 is a widely adopted cross-spectrum phase coherence
function in TDOA estimation [46]; GCF with GCC-PHAT is also known as Steered
Response Power with PHAse Transform (SRP-PHAT) [47]. Due to the ability of
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the technique to suppress extraneous peaks and sharpen the true TDOA peak, SRPPHAT has been shown to work reliably in environments of up to 200ms reverberation
time using short analysis frames of 25ms [46].
More recent improvements to the GCF/SRP-PHAT techniques exploited the source
orientation to emphasise contributions from microphone pairs receiving stronger direct signals rather than reflections [31]. Known as the Oriented Global Coherence
Field (OGCF) [32][35][33][31] and discussed further in Section 2.7.2, the GCF is
extended to account for the likelihood of a sound source located at point p at an
orientation angle ϕ from a pre-defined set of possible angles Φ.

2.4

Improving TDOA Estimation

Accurate TDOA estimation is crucial to the accuracy of the subsequent applications,
such as Delay-and-Sum (DS) beamforming, or two-step TDE estimation techniques
such as GCC-PHAT. Many techniques have been proposed to improve upon TDOA
estimation, such as augmenting TDOA with acoustic cues and applying speech
model front-ends for speech TDOA; both of these approaches are studied and extended upon in this thesis.

2.4.1

Augmenting with Acoustic Cues

Whilst TDOA provides source location cues based on the time difference of signals impinging on microphones, another spatial cue can be obtained from the energy
ratios between microphone signals [19]. Recall from Equation 2.3 that the signal received at the microphone is a delayed and attenuated version of the original, where
the attenuation factor αi is proportional to the inverse law for acoustic source pressure radiation.
Using InterChannel Level Differences (ICLD) only, Birchfield et al. [19] achieved
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reasonable localisation accuracy with four microphones in simulated acoustics conditions, however, utilising (long) analysis frames of 2.5s. Cui et al. [42] extended
upon the ICLD approach to propose a TDOA and ICLD localisation technique using
only two microphones. The need for multiple microphones was diminished in [42]
due to the intersection of the TDOA-defined hyperbola and ICLD-defined curve loci
indicating estimated source location; using either time or acoustic cues alone requires at least three microphones. Cui et al. [42] found source localisation based
on ICLD cues alone to be more affected by reverberation degradation, where dereverberation techniques are required for reliable localisation compared to using TDE
alone; however, again, relatively long analysis windows of 1s were utilised. Further,
the limitation of utilising both TDE and ICLD cues in a linear microphone array (of
omnidirectional microphones) is the mirrored source location estimates on the axis
of the array; thus, acoustic sources can only be located with half-plane accuracy.
An extension to the dual-cue TDE and ICLD approach was presented by Ono et
al. [113], who asymmetrically mounted two microphones onto a sphere to allow
for shadowing and diffraction effects to minimise the half-plane front/back confusion. Motivated by the ITD and ILD human acoustic cues, to simplify the complexity of HRTFs but maintain head shadowing and diffraction effects, Ono et al.
[113] mounted a sphere of radius 30mm with microphones located at ±46◦ . The
interchannel transfer function incorporated the interchannel level and phase differences, with ML estimation for the source location using a diffuse noise model for the
sphere. In contrast to the long analysis frames of [19][42], analysis frames were of
32ms length, with log-likelihood functions accumulated over 10 frames i.e., 320ms,
for localisation stability.

2.4.2

Linear Prediction Speech Modelling

Whilst the GCC frequency weightings in GCC-PHAT have been shown to improve
TDOA estimation, such weightings do not exploit features exhibited by different
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types of signal content. When working with speech signals (as in multiparty meetings), additional front-end processing can be performed to exploit speech production
mechanisms and speech signal characteristics such as periodicities for robust TDOA.
Linear Prediction (LP) is a speech analysis technique that aims to represent the
speech spectral envelope by modelling the speech production process. The LP model
is a parametric, source-filter model, where the speech spectrum is characterised by a
noise-like (i.e., spectrally flat) excitation signal and a spectral envelope of the vocal
tract and its resonances (formants). LP is widely employed in speech analysis [82]
and although originally developed for speech compression, has since been applied to
speech source localisation [123], enhancement [152], dereverberation [44] and blind
source separation (BSS) [154].
LP for speech analysis requires the simplification of the human speech production
mechanism to a linear system with an excitation generator producing input to a timevarying filter that models the human vocal tract and lip radiation effects [82]. For unvoiced speech, the excitation generator produces random noise, whereas for voiced
speech a train of ‘glottal’ impulses is input to the filter where the period of the impulse train depends on the pitch of the voiced speech. This simplified speech production process is illustrated in Figure 2.6, where the time-varying filter is implemented
as an LP process.
LP, as a general technique for time-series analysis, only works for time-series where
a sample of the series may be predicted by a linear combination of previous samples
of the series. This condition holds true for speech, as speech is quasi-stationary over
20-30ms frames and is thus linearly predictable over these periods [82].
In LP analysis of speech, the linear system of Figure 2.6 is an all-pole model represented in the z-domain by [82]:
H(z) =

G
G
S(z)
=
=
PP
E(z)
A(z)
1 − k=1 ak z −k

(2.23)
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Figure 2.6 Speech production model

where G is a constant gain factor, P is the predictor order, ak are the predictor
coefficients, A(z) is called the inverse filter, and S(z) and E(z) are the Z-transform
of the speech and excitation sequences, respectively. Equation 2.24 can be used a
general rule of thumb for selecting the predictor order P for a signal sampled at fs :
P =

fs
+γ
1000

(2.24)

where γ is a ‘fudge factor’ typically given a value of 2 or 3 to compensate for the
glottal roll-off in the vocal tract [118].
The prediction coefficients are determined by minimising an error measure, typically
the energy of the excitation signal, e(n). The excitation (residual) signal is defined
as the error between the original speech, s(n), and predicted speech signal, ŝ(n),
represented in the discrete-time domain as:
e(n) = s(n) − ŝ(n) = s(n) −

P
X

ak s(n − k)

(2.25)

k=1

While another common approach is the covariance method [82]; the autocorrelation
method of error minimisation is employed in this thesis. The autocorrelation method
operates on windowed segments of the speech signal, w(n), 20-30ms in length due
to the quasi-stationary nature of speech:
x(n) = s(n + N )w(n) for 0 ≤ n ≤ N − 1

(2.26)
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where N is the window length and w(n) is the window function; usually a Hamming
window is used. The error minimisation process is applied to the windowed speech
segment (where x(n) is used in place of s(n) in Equation 2.25):
E(n) =

∞
X

e2 (n)

(2.27)

n=−∞

Equation 2.27 is minimised by setting

∂E
∂ak

= 0 for k = 1, 2, . . . , P , which reduces

to the following linear equation set:
∞
X

x(n − i)x(n) =

n=−∞

P
X
k=1

ak

∞
X

x(n − i)x(n) for i = 0, 1, 2, . . . , P.

(2.28)

n=−∞

Using the autocorrelation function R(i) of s(n), to solve for prediction coefficients
ak , Equation 2.28 can be reduced to:
R(i) =

P
X
k=1

ak R(i − k) where R(i) =

N
X

x(n)x(n − i) for i = 1, 2, . . . , P. (2.29)

n=i

The Levinson-Durbin recursion algorithm [94][48] is then used to find the solutions
of Equation 2.29 to find ak , the LP coefficients. The predicted speech signal and
thus error residual signals can then be calculated following Equation 2.25.
LP applied to speech has been shown to improve TDOA results, where Brandstein
et al. [25][26] utilised spectral features from the vocal tract (such as speech harmonics and pitch features) to exploit periodic voiced regions of speech to derive
a speech-specific GCC weighting function. In [25][26], spectral components that
were detected to contain periodicity were assumed to be less corrupted by noise and
reverberation; hence, these components were weighted stronger for TDOA. Periodicity detection was performed via fundamental frequency and spectral harmonic
modelling assisted by the more computationally efficient approach of speech pitch
detection in the time-domain. However, spectral features are susceptible to reverberation and noise degradation, thus TDOA extracted from the residual (or excitation)
signal of the LP analysis process has been proposed [124][123][152][153].
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The excitation signal e(n) in Equation 2.25 of the LP model contains sequences of
impulses that correspond to the vocal fold (glottal) vibrations and little vocal tract
spectral envelope information. The locations of these impulses are relatively robust
to signal degradations compared to the spectral vocal tract features [129]. In voiced
speech, these impulse trains are quasi-periodic, but for unvoiced speech, whilst impulses exist they are less periodic. The excitation signal e(n) can fluctuate according
to the signal phase [9], which can affect the cross-correlation calculation of TDOA.
Thus, rather than calculating the TDOA from e(n) directly, the Hilbert transform is
firstly applied to e(n) to obtain the Hilbert envelope h(n) [124][123][152]:
h(n) =

q
e2 (n) + e2h (n)

(2.30)

where eh (n) is the Hilbert transform of e(n) obtained through the filter:
H(ω) = −jsgn(ω)

(2.31)

It can be seen from Equation 2.30 that h(n) is equivalent to the amplitude of the
analytic signal of e(n). Robust TDOA are calculated from the unweighted crosscorrelation of h(n) from each microphone signal, where the inverse LP filter performs a similar whitening function to the PHAT weighting. Yegnanarayana et al.
[152] applied the improved Hilbert envelope TDOA estimation technique to speech
enhancement, whilst Swamy et al. [143] studied multiple prominent cross-correlation
peaks to derive the number of (stationary) active speakers from overlapped speech.
Raykar et al. track a moving speaker [124] and perform speaker localisation [123],
investigating frame sizes from 50ms to 500ms, where results indicated that analysis
frames should contain at least five pitch periods for reliable TDOA estimation.
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Spatial Meeting Audio Analysis

Spatial analysis of meeting speech scenes typically assumes the acoustic environment, and location and number of speakers and microphones to be unknown. The
most common use for speaker location cues such as TDOA is in tasks such as meeting speech segmentation, which aims to segment a speech recording into homogeneous speaker segments or speaker ‘turns’. The most common application for
meeting speech segmentation, especially in meeting environments, is speaker diarisation, which performs speaker clustering to group segments from the same speaker
together. In meetings, the aim of diarisation is to segment a meeting recording of
an unknown number of speakers into each speaker’s active periods of participation,
where relative speaker identification within the meeting rather than absolute speaker
identification (which requires a priori knowledge of the speaker’s speech characteristics) is performed. Speaker diarisation is effectively the problem of ‘who spoke
when’, and can be performed before higher-level tasks such as speaker identification, or rich transcriptions through Automatic Speech Recognition (ASR) since it is
known that a particular segment only contains the speech from one particular speaker
[21][141][144].
Meeting speech segmentation and diarisation attract the challenges of unknown farfield acoustics (additive noise, convolutive reverberation), unknown speaker characteristics and location, and multiple concurrent speakers, where some diarisation
methods exclude overlapped speaker segments for improved performance. Speaker
diarisation can be performed with single microphone or microphone array recordings, and encompasses the tasks of speech activity detection (SAD), speaker segmentation, and speaker clustering.
Speech activity detection aims to identify regions in the recordings that contain
speech, as silence or non-speech sounds such as laughs, coughs, etc., can degrade
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the performance of subsequent speech processing algorithms [119][87][140]. SAD
typically employs acoustic features such as Mel Frequency Cepstral Coefficients
(MFCCs) [119][140] or cross-correlation measures [87] modelled by Gaussian Mixture Models (GMMs) and Hidden Markov Models (HMMs). Speaker segmentation
then aims to identify boundaries in the recording between different speakers, typically employing cues such as speaker location information, as explored in this thesis, as well as acoustic features such as MFCCs modelled with GMMs/HMMs and
Bayesian Information Criterion (BIC) distance metrics.
Speaker segmentation and diarisation can be performed using a single distant microphone (SDM) or multiple distant microphones (MDM). The single microphone
techniques choose the most central or strongest speech channel [38][145][146] or
switch/fuse information from multiple channels of microphones [59][60][79][74];
however, these approaches ignore the spatial information and signal redundancy offered by multiple microphones and are less suited to situations with multiple concurrent speakers. In contrast, multiple distant microphone (i.e., microphone array
processing) poses acoustic challenges in cross-talker interference, and signal degradation from additive noise and convolutive reverberation. However, the advantage
of MDM is in signal redundancy, availability of speaker location information and
unobtrusive recording technology that allows for meeting participants to naturally
interact and move around the room unobstructed. The spatial meeting audio analysis in this thesis thus focuses on multiple distant microphone (MDM) processing.
Using speaker location information for meeting speech segmentation and speaker
diarisation can be achieved in two ways: where the microphone array location and
geometry is known (Section 2.5.1) or where nothing is known of the microphone
array or room geometry and the estimations and analysis are blind (Section 2.5.2).
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Speaker Location Information with Known Microphone
Geometry

When the microphone locations and geometry are known, precise speaker segmentation based on location information and tracking moving speakers is enabled. However, the obvious disadvantage to this approach is the need for a priori information.
With known speaker and microphone locations, TDE location cues were shown to
better segment meeting recordings compared to using cepstral coefficients alone as
speaker acoustic cues [88]. Lathoud et al. [88][89] estimated speaker location using TDEs based upon GCC-PHAT between pairs of the microphone array signals,
using speech/silence segmentation and distant (far-field) microphone array recordings. Speaker location estimates were modelled with HMM in GMM state distributions for maximum likelihood segmentation [88][89]. To account for locationbased speaker segmentation with multiple simultaneous speakers, the HMM structure utilised for TDE-based location segmentation was extended to include alternation of single speaker states [88]. However, this HMM approach requires all speaker
combinations to be explicitly modelled and beamforming SRP-PHAT-based techniques are inherently capable of detecting multiple concurrent speakers [5][89][91].
Further work extending the SRP-PHAT approach [89][91] combined SRP-PHAT
location estimates with MFCCs to further improve segmentation accuracy without
requiring speaker locations [5]. Ajmera et al. [5] used a combined HMM/K-means
clustering approach to generate speaker turns according to (unknown) speaker location. Further work then moved away from HMMs to develop a maximum-likelihood
short-term spatio-temporal clustering approach utilising K-means, segmenting meeting speech recordings according to speech/silence activity per region [91].
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Blind Speaker Location Information

Exploiting signal redundancies inherent to multi-microphone recordings for speaker
diarisation, Ellis and Liu [50] applied spectral clustering to TDE. To improve TDE
accuracy, an LP-filtered cross-correlation was performed between channel pairs selected from four microphones to isolate a peak corresponding to the time-delay between channels. In [50], LPC spectral whitening with a 12th order LP inverse model
was applied every 16ms before cross-correlation; and a window size of 250ms was
found to provide the most robust cross-correlation results. Further, Ellis and Liu [50]
found sample-level delay quantisation to be of sufficient TDE accuracy, rather than
the added complexity of estimating fractional delay around the cross-correlation
peak.
Pardo et al. [115][117] improved upon the diarisation of [50], but used longer analysis windows of 500ms with 10ms shift. However, rather than improving on the TDE
estimation itself as in [50], Pardo et al. [115] focused on segmentation and agglomerative clustering using a technique proposed by Ajmera et al. [6] that split the data
into a large number of clusters and iteratively merged clusters. Initialised with an
estimate of the K number of speakers present (i.e., number of clusters), Viterbi decoding was then used to iteratively resegment the data and retrain the initial HMM
and GMMs. Clusters were merged with a BIC cluster merging score until the stopping criterion was satisfied, and an ergodic HMM model with each state (and GMM
substates as determined by the minimum cluster duration) thus represented each
cluster for segmentation.
Using the same segmentation and clustering process as [115][117], Pardo et al.
[116][117] further improved upon their technique in [115][117] to utilise both TDE
and Mel Frequency Cepstral Coefficients (MFCCs) inter-microphone acoustic features. The two feature models were compounded using a combined log-likelihood,
where compounded models from different feature vectors were found to outperform
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models formed from firstly aggregating the feature vectors [11][116][117]. The 19
MFCCs were extracted from 30ms analysis windows of 10ms shift from an enhanced
signal, obtained from a Delay-and-Sum (DS) beamformer [10][12].
To improve TDE accuracy, Anguera et al. [10][12] proposed the application of
GCC-PHAT TDE to speaker diarisation, estimated from DS beamformer output. In
[10][12], the beamformer reference channel was selected according to SNR and the
enhanced signal clustered in a diarisation system. Given N microphones of recorded
signals xi (i < N ), a DS beamformer is formulated as [10][12]:
y(n) = W0 (n) · x0 (n) +

N
−1
X

Wi (n) · xi (n − τ0i )

(2.32)

i=1

where x0 (n), W0 (n), and τ0i are the reference channel, channel weights, and TDOA
between the reference and ith channel, respectively. Individual channel weights Wi
are adaptively weighted according to signal cross-correlations such that the beamformer focuses on the strongest speaker within each analysis window. Assuming
that the signal noise wi (t) in Equation 2.1 at the ith microphone channel is stochastic
and of similar power density distributions, the DS beamformer thus minimises the
noise degradation in the enhanced signal y(n). For accurate cross-correlation estimates, Anguera et al. [10] employed long 500ms windows with 50% overlap i.e.,
GCC-PHAT was performed every 250ms.
Extending upon the use of beamforming for speaker diarisation in [10], Anguera et
al. [12] introduced techniques to select the M best channel delays for each microphone pair and the optimal delay for the DS beamformer. The disadvantage with
TDOA is that regions of low SNR or no speech give erroneous TDOA and conversely, regions of more than one speaker can lead to TDOA ‘jumping’ between values as the GCC function will return multiple peaks. Further, the size of the analysis
window is constrained by the cross-correlation calculation requiring long analysis
frames for robust calculation; however, the tradeoff is that changes in TDOA are
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tracked with less temporal resolution. Thus, Anguera et al. [12] firstly proposed a
TDOA threshold-based continuity filter to minimise erroneous estimations from low
SNR regions. Speech activity detection can be performed prior, however, additional
TDOA errors can be introduced due to the detection processing [12]. Then, to maximise speaker TDOA continuity, two-step Viterbi decoding was employed to firstly
select the two best TDE from the M -best TDOA for each microphone pair and secondly, to select the most consistent TDOA across the two best TDOA from all the
microphone pairs.
Following TDOA estimation, whilst the BIC for segmentation has been adopted by
[10][11][12][116][115][117], the disadvantage in this approach is its need to oversegment data and merge clusters due to the low SNR regions inherent in meeting
speech audio. Oversegmented data, however, results in shorter data segments which
can, in turn, affect clustering reliability. Koh et al. [84] thus proposed a technique
to employ Direction of Arrival (DOA) cues earlier in the segmenting and clustering process, using acoustic features in cluster merging criteria. Using bootstrapping
clustering, the Normalised Least-Mean Square (NLMS) was applied to DOA estimation, where the adaptive filter weight peaks indicated DOA estimates. To reduce
data complexity, microphone pairs were selected according to the greatest range of
DOA estimates presented across the pairs, so as to better estimate speaker locations.
DOA estimates were quantised with histograms of the most common speaker locations for each microphone pair and then across all pairs. Iterative re-clustering was
then performed with MFCC features extracted from the DS beamformed signal to
train GMMs using the EM algorithm. Using a similar segmentation and clustering
to [84] but improving upon the poor DOA estimates of [84], Sun et al. [142] employed the same segmentation and clustering method but applied the more common
and robust GCC-PHAT for TDOA estimation.
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Experimental Databases of Multiparty Meeting
Recordings

The analysis of multiparty meetings for improved user access to meeting recordings
has been the focus of a number of research groups [78][104][37][108]. The analysis
varies from the low-level development of meeting (video and/or audio) recording
hardware setups, high-level semantic or lexical analysis of meeting speech and participant interaction, to developing application-level meeting ‘browser’ software to
analyse the content and social-based structure of meetings.
Thus, there are a number of technical research problems to be addressed as part
of automatic meeting analysis, including automatic speech recognition (ASR) from
near and far-field microphones (with reverberation effects), segmentation of meeting
speech into each speaker’s period of participation (i.e., speaker diarisation), meeting
‘event’ detection, speaker identification and characterisation, prosodic and lexical
dialogue analysis, automatic summarisation, and topic change detection and topic
tracking.
To perform such a wide variety of research tasks requires a significant body of test
data, and each meeting research group has collected a corpus of multimodal meeting
recordings, as detailed below.

2.6.1

ICSI

The International Computer Science Institute (ICSI) Meeting Recorder Project1 from
2001-2006, was one of the first groups to analyse multiparty meetings, studying informal ‘natural’ meetings [78][107][106]. The project contributed a multichannel
meeting corpus [77], released with word-level transcriptions whilst research work
continued into rich annotations based on high-level lexical and prosodic speech
1

http://www.icsi.berkeley.edu/Speech/mr/
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analysis [106]. The ICSI Meeting Project focused on (high-level) meeting audio
processing for informal meetings, such as transcription (near and far-field ASR),
speaker tracking and segmentation, overlap/disfluency detection, topic/sentence segmentation, dialogue act labelling, and language, dialogue and prosodic modelling for
query and search capabilities. Hence, there were no expectations or requirements of
the meeting recording hardware (such as microphone arrays).
Available on the Language Data Consortium (LDC)2 , the ICSI corpus contains 75
meetings of 30-80 minutes each totalling over 70 hours of ‘natural’ meeting content.
Recordings of 53 unique speakers using up to 16 audio channels were made between
2000 and 2002; associated metadata includes speaker and lexical (word-level) orthographic transcription [78]. Data was instantaneously downsampled from 48kHz to
16kHz and stored at 16-bit in the NIST SPHERE format. To record the corpus, ICSI
used a ‘standard’ meeting room (i.e., a regular office conference room with additive
noise and convolutive room reverberation) to record their corpus, utilising up to 10
close-talking wireless head-worn microphones and 4 omnidirectional PZM tabletop
microphones staggered along the table centre, in addition to a ‘dummy’ PDA with
two microphones at the table centre to simulate impromptu recording by a mobile
device. Approximately 3-10 participants were present at each meeting, with each
meeting approximately one hour long. Meeting recording infrastructures were setup
at four geographically distributed sites across the US at collaborating research institutions: ICSI, University of Washington, Columbia University, and SRI.

2.6.2

M4

M4 was an European Union project from 2002-2005 involving the University of
Sheffield, University of Edinburgh, TU Munich, IDIAP, EPFL, TNO Delft, University of Geneva, University of Twente, Brno University and ICSI. The M4 project3
2
3

http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2004S02
http://www.dcs.shef.ac.uk/spandh/projects/m4/
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Figure 2.7 ‘Ferret’ meeting browser [148]

Figure 2.8 ‘Ferret’ meeting browser flow [148]

focused on developing a ‘smart’ meeting room [104] with a view to producing a multimodal meeting browser (video, audio, text). ‘Ferret’, the M4 multimodal meeting
browser shown in Figures 2.7 and 2.8, combines M4’s research efforts in multimodal
meeting recordings, speaker localisation and audio-visual speaker tracking, speaker
identification, automatic speaker segmentation, individual participant action recognition, and group meeting action recognition [148][149].
The IDIAP ‘smart’ meeting room [104] shown in Figure 2.9 was equipped with 24
lapel microphones (to be attached to participants or as part of the far-field micro-
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Figure 2.9 IDIAP smart meeting room [100]

phone array), a circular 8-channel microphone array of 10cm radius at the centre of
the table, a circular 4-channel microphone array mounted on the ceiling, a binaural
manikin placed at the end of the table farthest from the presentation screens, one
wireless microphone, three CCTV video cameras, and three digital video recorders
all capable of synchronous recording. The M4 corpus consists of 60 five minute
meetings, each with four participants of ‘scripted’ interactions such that the range of
meeting actions required for analysis were adequately represented4 [99].

2.6.3

AMI

The Augmented Multiparty Interaction (AMI) project5 from 2004-2010, originally
aimed to facilitate group interaction through the collection of a 100 hour multimodal
meeting corpus for multimodal meeting analysis research and the development of
meeting assistant and browser software demonstrators. Having recorded the corpus
4
5

http://www.idiap.ch/mmm/corpora/m4-corpus
http://www.amiproject.org/
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Figure 2.10 The three AMI meeting rooms from left to right: IDIAP, TNO, University of
Edinburgh [8]

and developed a number of meeting browsing tools, AMI recently morphed into
AMI with Distant Access (AMIDA) and its research aims shifted to higher-level applications such as content linking (e.g., linking the current meeting in real-time to
previous meeting content or related documents) and increasing remote user engagement (e.g., through teleconferencing on remote/mobile devices). AMI and AMIDA
were collaborations between 15 institutions across the US, UK, Europe and Australia - including ICSI and a number of the M4 member institutions.
The AMI meeting corpus is publicly available6 and contains 100 hours of meeting recordings from natural and elicited (role-playing) meetings of four participants
[37][98]. Recorded in three geographically distributed sites (IDIAP, University of
Edinburgh, and the TNO Human Factors Research Institute); the three rooms varied in their recording equipment, as shown in Figure 2.10. The ‘Edinburgh Room’
was equipped with close-talking (wireless omnidirectional lapel and headset microphones); two 10cm radius circular 8-element far-field microphone arrays (one at the
centre of the table and the other at the end close to the presentation screens and
whiteboard); four individual camera views; two room-level cameras (six cameras in
total); data projector output; electronic whiteboard; and participants also each had
an individual digital pen. The ‘IDIAP Room’ is the IDIAP Smart Meeting Room
described in Section 2.6.2 and shown in Figure 2.9. The ‘TNO Room’ contains two
6

http://corpus.amiproject.org/
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Figure 2.11 AMI NITE XML Toolkit annotation interface [37]

wide-angle cameras, headset microphones for participants, and two far-field microphone arrays: one circular 8-element array placed at the centre of the table and a
10-element linear array mounted above the presentation screen.
The corpus is associated with a series of annotations, including manual orthographic
transcription, dialogue acts, topic segmentation, group activity detection, speaker location, and participant gestural interaction. As part of the AMI project and shown
in Figure 2.11, the NITE XML Toolkit was developed and utilised as library support for the annotation, indexing, search and data integration and management of
multimodal corpora [36].

2.6.4

CHIL

Computers in the Human Interaction Loop (CHIL) was an EU project from 20042007 of over 15 collaborating institutions, coordinated by the Fraunhofer Institute
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Figure 2.12 CHIL meeting rooms at the five meeting sites [108][105]

of Optronics, System Technologies and Image Exploitation (IOSB) and University of Karlsruhe, Germany. CHIL aimed to enable transparent human interaction in lectures and meetings, contributing a corpora of 46 lectures between 40-60
minutes duration and 40 meetings of 30 minutes duration at five recording sites
[108][105]. Meeting and human interaction analysis tasks include real-time talker
localisation and tracking, speaker identification, gesture recognition, emotion recognition, speech recognition, and topic identification, tracking, and summarisation.
Richly transcribed, the CHIL corpus available on the European Language Resources
Association (ELRA)7 includes orthographic word-level transcriptions that indicate
speaker turns, speaker identification and room acoustic conditions. As illustrated
in Figure 2.12, the five meeting recording sites were located at Athens Information
Technology (AIT), Greece, the IBM T.J. Watson Research Center, USA, Istituto
Trentino di Cultura (ITC-irst), Italy, University of Karlsruhe (UKA), Germany, and
the Polytechnic University of Catalonia (UPC), Spain.
Whilst the meeting sites varied in size and recording equipment, each CHIL meeting room was equipped with at least a 64-channel microphone array (NIST MarkIII)
7

http://catalog.elra.info/index.php?cPath=25
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used for beamforming and speech recognition, three T-shaped microphone arrays of
four sensors for source localisation, three table-top microphones for speech activity
detection and speaker identification, and close-talking microphones for speech transcription. Video capture included four fixed cameras placed in the room corners, one
fixed wide-angle panoramic camera mounted on the ceiling, and one Pan-Tilt-Zoom
(PTZ) camera.

2.7

Spatial Microphone Array Techniques

As evidenced by the many similarities in meeting recording setups discussed in
Section 2.6, it is well understood which microphone directivity patterns and array configurations are best suited to spatial speech recording and analysis. Recent research has also considered the effect of modelling source, specifically human talker, orientation on microphone arrays for improved talker localisation performance [32][33][34][31]. Conversely, microphones in recording meetings, in addition to speech capture are also concurrently recording talker spatial cues. Few
studies consider the effect of microphone and array directivity for spatial cue estimations, and this is a research question investigated in this thesis. In addition, within
the research field of 3D spatial audio recording and reproduction, there are a number
of different microphone array techniques that are designed to accurately record and
reproduce spatial characteristics; however, these techniques, as briefly described in
Section 2.7.3 and explored in this thesis, have yet to be widely applied to recording
multiparty meetings.

2.7.1

Microphone Directivity

As discussed in Section 2.6, a variety of different microphones are utilised for
recording meeting speech, including lapel, headset and far-field array microphones.
Typically, microphones of different directivity are used according to their applica-
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tion; for example, microphones that record close-talking speech such as lapel or
headset microphones are highly directive whilst far-field microphones are more omnidirectional so as to capture sound equally from all directions. At present, microphones are commercially available in limited directivity patterns, most commonly
(in order of increasing directionality) omnidirectional, figure-8, cardioid, hypercardioid, and superdirective e.g., shotgun. Mathematically, the first-order microphone
directivity pattern is represented in the polar domain as [49]:
A(θ) = α + (1 − α)cos(θ)

(2.33)

where θ denotes the source azimuth as measured according to convention from the
positive x-axis, and α is the parameter controlling the directivity. It can be seen from
Equation 2.33 that any first-order microphone pattern is a combination of an omnidirectional (pressure) and gradient response: for example, α = 1 is omnidirectional,
α = 0.5 is cardioid, α = 0.25 is hypercardioid and α = 0 is figure-8. Figure 2.13
illustrates the microphone polar patterns most commonly available commercially.
To study microphone directivity patterns that are not easily commercially available,
varying microphone directivity can be simulated using Equation 2.33 as part of the
microphone response in room acoustics modelling, e.g., in the Allen and Berkeley
image method [7], as employed in this thesis.
In meeting recordings, different microphone types are used in tandem: individual
headsets, lapel microphones, tabletop microphones, and linear and circular microphone arrays. Individual headsets are typically head-mounted, and utilise a cardioid
or super-cardioid microphone located close to the talker’s mouth; thus, speech capture is of high quality. The lapel microphone is also an individual microphone,
either omnidirectional or cardioid placed on the talker’s clothing, e.g., on the shirt
collar. Whilst less intrusive than the headset, the recorded speech quality is prone to
cross-talker interference, particularly in closely-seated multi-talker environments. A
tabletop microphone is an omnidirectional Pressure-Zone Microphone (PZM), also

44

Background
90

90

1

120

60

1

120

60

0.8

0.8

0.6

0.6

150

30

150

30

0.4

0.4

0.2

0.2

180

0

210

330

240

180

0

210

300

330

240

300

270

270

(a) Omnidirectional
90

(b) Cardioid
90

1

120

60

1

120

60

0.8

0.8

0.6

0.6

150

30

150

30

0.4

0.4

0.2

0.2

180

0

210

330

240

300

180

0

210

330

240

300

270

(c) Hypercardioid

270

(d) Figure-8

Figure 2.13 Common commercial microphone polar patterns

known as a boundary microphone, that is placed somewhere on the table; usually
in the centre if used singularly or distributed around the table between participants
if more than one microphone is utilised. Linear microphone arrays are (at least
four) omnidirectional microphones arranged in a linear configuration, often placed
on walls to perform far-field beamforming to record in a particular direction, i.e.,
towards an active speaker. In contrast, a circular microphone array is typically composed of four to eight omnidirectional microphones uniformly spaced in a circle and
usually placed at the centre of the table.
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Figure 2.14 A-weighted speech directivity patterns [41]

2.7.2

Distributed and Directive Recording Techniques

Traditional recording techniques such as in multiparty meetings are known to be
well suited to speech capture for quality of reproduction and further processing in
enhancement and beamforming algorithms [46]; however, the acoustic source is assumed to be a point source either radiating (sound pressure) directly at the microphones or omnidirectionally (in magnitude and phase).
Brutti [31] found microphone placement to greatly affect source localisation accuracy, where microphone pairs placed in parallel caused erroneous localisation on
the orthogonal axes, whilst orthogonally placed microphones were found to be less
error-prone. Thus, Brutti [31] utilised distributed microphone networks (DMN) to
select sub-arrays of microphones relative to current source position, as determined
with the GCF method.
Further, humans are directional sound sources [58], where anechoic experiments
have shown a significant and frequency-dependent radiation pattern difference between the front/back of a human talker [41], as shown in Figure 2.14. Hence, knowl-
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edge and use of source orientation can be exploited with microphone array recordings; for example, Abad et al. found talker head orientation to significantly affect
talker localisation in a meeting room environment [1]. Whilst typical methods for
speaker location and orientation are video or multi-modal video/audio-based, Brutti
used a GCF with PHAT weighting (i.e., SRP-PHAT) to estimate talker orientation,
termed Oriented GCF (OGCF) [32][31]. The OGCF extends the GCF in Equation
2.21 to four dimensions, estimating the maximum likelihood of a source originating
from position p at the hypothesised orientation angle ϕ, where the set of possible
orientation angles is known a priori [33][34]. Whilst the SRP map from the OGCF
is effectively the GCF weighted towards frontal microphone pairs to select microphones based on orientation relative to the source, knowledge of the source position
and room geometry are required.
In contrast, Sachar and Silverman [128] found source orientation, estimated based
on signal energy from microphone array signals alone without any prior knowledge of the microphone array or room characteristics, to improve localisation and
beamforming accuracy. However, acoustic-only approaches to Source Orientation
Estimation (SOE) require a large microphone array aperture (i.e., distributed microphone array) to cover a large focal area. Silverman et al. [139] developed a Huge
Microphone Array (HMA) consisting of 448 (capable of up to 512) microphones,
synchronously recording in real-time at 20kHz. Distributed around a room of dimensions 4.5m x 6.5m x 3m, the omnidirectional microphones were randomly mounted
on wall panels. Using the HMA, Sachar and Silverman [128] exploited the talker
front/back energy differences (as shown in Figure 2.14) to estimate a talker orientation azimuth ϕ. Taking into account the talker orientation ϕ, the acoustic signal
model of Equation 2.1 thus becomes:
xi (t) = hi (t) ∗ s(t, ϕ) + wi (t)

(2.34)

Estimating the orientation as the angle of maximum energy in the calculated source
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radiation pattern, Sachar et al. [128] employed a broadband SOE algorithm that enhanced time-aligned directional (high frequency) signal components. To improve
upon this approach, Levi et al. [92] used only narrow 200Hz energy bands centred
at high frequencies (3.15kHz, 5kHz, 8kHz), and an ideal energy estimate for each
potential talker azimuth based on data from [41]. Further improvements by Levi et
al. [93] introduced a front-end localised delay-and-sum beamformer for clusters of
microphones of similar azimuth direction (i.e., on each wall panel within the HMA),
before narrow subband-based talker orientation estimation over 530Hz-8kHz, similar to [92].
As a less accurate but also less physically and computationally complex alternative approach to SOE, Segura et al. proposed the High/Low Band Ratio (HLBR)
of a source radiation pattern compared between microphones [135]. To exploit the
directionality of high frequency components, in the HLBR low band frequencies
were taken to be 200-400Hz whilst high band frequencies are 3.5-4.5kHz; however,
the HLBR approach requires knowledge of the source location. Segura et al. [135]
estimated head orientation as the angle that maximised the correlation between the
mathematically modelled HLBR and HLBR measured from microphones, and Abad
et al. [2][62] extended the approach to estimate SOE from the angle of the vectorised
HLBR sum across microphones to remove the need for a HLBR model. To further
improve SOE accuracy, Segura [136] combined GCC-PHAT with HLBR by calculating the HLBR from the PHAT-weighted cross-power spectrum, time-windowed
around the TDOA estimate.

2.7.3

3D Audio Recording Techniques - Ambisonics

Research into the recording of 3D audio soundfields has introduced a number of
approaches to accurately capture source spatial information for the purposes of accurate loudspeaker reproduction in 3D. In contrast to the planar microphone array
approaches taken to record meetings as discussed in Section 2.6, 3D array recording
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techniques such as the mathematically motivated Ambisonics approach have yet to
be comprehensively applied to meeting recordings and the estimation of speaker location cues [53]. The only recent study was by Ahonen et al. [4], who conducted preliminary experiments using first order Ambisonic B-format microphones for a teleconferencing application. Ahonen et al. [4] utilised the Short-Time Fourier Transform (STFT) to estimate the sound source azimuth in frequency subbands based
on signal energy and sound intensity, for the purpose of Directional Audio Coding
(DirAC) and spatial audio reproduction.
The attraction of the Ambisonics technique is that it encodes direction to represent a
3D soundfield at a point that is decoded over a speaker array where speaker positioning is arbitrary. Ambisonics represents a soundfield incident on a spherical surface;
thus, spherical harmonic decomposition is the mathematical premise of Ambisonics soundfield encoding and decoding [64][61]. By expressing the wave equation
in spherical coordinates, the sound pressure field at location ~r, where ~r consists of
radius r, azimuth θ and elevation φ, can be expressed as the spherical Fourier-Bessel
series [43]:
p(~r) =

+∞
X

j m h−
m (kr)

m=0

+

+∞
X

2πf
c

σ
Aσmn Ymn
(θ, φ)

n=0 σ=±1
m

j jm (kr)

m X
X

m=0

where k =

m X
X

(2.35)

σ
σ
Bmn
Ymn
(θ, φ)

n=0 σ=±1

is the wavenumber, jm (kr) are the spherical Bessel functions with

σ
associated coefficients Bmn
, h−
m (kr) are spherical Hankel functions with associated
σ
coefficients Aσmn , and Ymn
(θ, φ) are the spherical harmonics. Due to assumptions

within Ambisonics that lead to Aσmn = 0 [43], Equation 2.35 simplifies to:
p(~r) =

M
X
m=0

j m jm (kr)

m X
X

σ
σ
Bmn
Ymn
(θ, φ)

(2.36)

n=0 σ=±1

In Equations 2.35 and 2.36, where Pmn sin(θ) denote the associated Legendre functions of degree m and order n (0 ≤ n ≤ m), the spherical harmonics are given
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by:

 cos(nθ)
(m − n)!
(2m + 1)εn
Pmn sin(φ) ×
 sin(nθ)
(m + n)!

s
σ
(θ, φ) =
Ymn

if σ = 1
if σ = -1
(2.37)

where εn = 1 if n = 0 and εn = 2 if n > 0. To encode a sound source S at angle of
incidence (θsrc , φsrc ) into Ambisonics:
σ
σ
Bmn
= S.Ymn
(θsrc , φsrc )

(2.38)

There is no limit to the order of spherical harmonics for Ambisonics, where Ambisonics approaching infinite order becomes Wave Field Synthesis (WFS) [43]. Ambisonics is capable of encoding every direction, however, whilst with increasing order the localisation accuracy, spatial resolution and ‘sweet spot’ size is increased,
so too is the computational and physical complexity. For Ambisonic order m, the
number of spherical harmonic components is at least (2m + 1) for 2D and (m + 1)2
for 3D, and at least the same number of loudspeakers as components are needed
for reproduction. Until recently, there were few techniques to record Higher Order
Ambisonics (HOA) and current approaches utilise circular [121] or spherical microphone arrays [3][102].
The most basic first-order Ambisonics soundfield is composed of four channels: the
zeroth (W ) and first-order spherical harmonics (XY Z). As illustrated in Figure 2.15
according to the spherical harmonic notation in Equation 2.37, W is the omnidirectional signal and XY Z the three orthogonal figure-8 (pressure gradient) dipoles; the
first-order W XY Z soundfield is collectively termed as B-format. Mathematically,
the source location is encoded into B-format according to:
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Figure 2.15 First order Ambisonic spherical harmonics

X = cos(θ)cos(φ)

(2.39)

Y = sin(θ)cos(φ)

(2.40)

Z = sin(φ)

(2.41)

1
W =√
2

(2.42)

There are a number of approaches to encode and record a first-order soundfield,
where all soundfield information is contained within the W and left/right (X), front/
back (Y ), and up/down (Z) signals. The commercial Soundfield microphone8 illustrated in Figure 2.16(a) places four (sub-)cardioid microphones in a tetrahedral
configuration to simulate the W XY Z polar patterns, where the microphones signals can be electrically corrected to be truly coincident for improved source localisation (especially at high frequencies) [65]. A B-format microphone can also be
natively constructed by very closely placing an omnidirectional microphone with
8

www.soundfield.com
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(a) Tetrahedral
Soundfield
ST250 Microphone capsules8

(b) Native B-format Microphone [17]

Figure 2.16 Example first order Ambisonic microphones

three figure-8s [17][18], as illustrated in Figure 2.16(b). An alternative approach
is to use only omnidirectional microphones, however, the dipole signals from the
signal subtraction to obtain XY Z are susceptible to noise [101][4].
In Ambisonics, the exact soundfield can be reproduced at a centre point (‘sweet
spot’) for an arbitrary loudspeaker configuration. Although loudspeaker position is
arbitrary, sound imaging is stable and of reasonable range within and even outside
the loudspeaker array. For any loudspeaker, the speaker feed and reproduced signal
depends on the speaker position relative to the reproduction spherical soundfield.
By this approach, Ambisonics addresses a number of issues problematic with previous surround sound technology such as Quadraphonics (the basis of 5.1 surround).
Further, Ambisonics is backwards-compatible with consumer technologies, where
a 2-channel stereo-compatible mixdown is termed as UHJ format [66] whilst a 5.1
channel mixdown is known as G-format [68].
σ
Ambisonic decoding aims to reproduce the Ambisonic signals, Bmn
(ω) in Equation
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2.36 at the centre of the loudspeaker array such that [67]:

• the decoded velocity and energy vector angles are coincident and frequency
independent;
• at low frequencies (< 400Hz), the magnitude of the velocity vector is unity
across all azimuths and frequency independent; and,
• at mid frequencies (700-4kHz), the magnitude of the energy vector is maximised.

Given N speakers, the velocity and energy vectors are given by [66]:
V =

N
X

gi

(2.43)

i=1
N
1 X
gi cos(θi )cos(φi )
Vx =
V i=1

(2.44)

Vy =

N
1 X
gi sin(θi )cos(φi )
V i=1

(2.45)

Vz =

N
1 X
gi sin(φi )
V i=1

(2.46)

E=

N
X

gi2

(2.47)

i=1
N
1 X 2
Ex =
g cos(θi )cos(φi )
E i=1 i

(2.48)

N
1 X 2
Ey =
g sin(θi )cos(φi )
E i=1 i

(2.49)

N
1 X 2
g sin(φi )
E i=1 i

(2.50)

Ez =

where gi is the gain, and θ and φ are the azimuth and elevation of the ith speaker,
respectively. If the speakers are arranged in regular polygon configurations, the
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encoded source angles will coincide with the decoded source angles. Further, Ambisonic decoding is psychoacoustically motivated, where different frequencies are
processed differently (via shelf filters) to accommodate human directional hearing.
Decoding is effectively a ‘re-encoding’ process, where the ith loudspeaker signals
Si (i ≤ N ) can be derived by rearranging Equation 2.38:

where

B̃ = C.S




 
+1
Y001 (φ1 , θ1 ) ... Y001 (φN , θN )
B̃00
S




 1




 
..
..
...
C=
 , B̃ =  · · ·  , S =  · · · 
.
.




 
σ
σ
σ
Ymn (φ1 , θ1 · · · Ymn (φN , θN ))
B̃mn
SN
(2.51)

where C is the re-encoding matrix that represents the sampled spherical harmonics for each loudspeaker position. To ensure that B̃ = B, the following boundary
condition holds:
B̃ = B
σ
Ssrc .Ymn
(φsrc , θsrc ) =

N
X

(2.52)
σ
Si .Ymn
(φi , θi )

i=1

Equation 2.51 can then be solved for the loudspeaker signals Si , according to the
decoding matrix D:
S = C−1 B = D.B

(2.53)

In Equation 2.53, the inverse matrix for C can be derived for a square matrix but for
non-square matrices the pseudo-inverse is required:
D = pinv(C) = CT .(C.CT )−1

(2.54)

Whilst the decoding matrix D is easily soluble for symmetric loudspeaker setups
(i.e., regularly distributed locations on the surface of a sphere) [109], for irregu-
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lar loudspeaker layouts the optimisation of non-linear simultaneous equations is required [68].
An alternative representation of decoding in Equation 2.53 being based on each loudspeaker feed calculates the directivity pattern of a hypothetical microphone directed
at that exact loudspeaker. This steerable hypothetical microphone is the premise
of the Virtual Microphone (VM) concept: recall from Equation 2.33 that any first
order microphone directivity can be decomposed into a weighted combination of
an omnidirectional and gradient polar pattern. Given that B-format is composed of
one omnidirectional and three gradient microphones, a B-format microphone can be
‘virtually steered’ to point in any direction r of direction cosines (rx , ry , rz ) with
any first order polar directivity patten:
1
Si = [(2 − D)W + D(rx · X + ry · Y + rz · Z)]
2
1
= [(2 − D)W + D(X cos(θi ) cos(φi ) + Y sin(θi ) cos(φi ) + Z sin(φi ))]
2
(2.55)
where D = 2(1 − α) (α is as defined in Equation 2.33) dictates the virtual microphone directivity. Thus, each individual speaker feed can be derived as a virtual
microphone signal of first-order directivity according to the position of the speaker.
By performing energy and velocity analyses using Equations 2.43 through 2.50, the
VM polar patterns can be adjusted to ensure coincident velocity and energy vector
angles [67]. Virtual microphones have been widely applied to Ambisonic decoding
and more recently, Ambiophonics [56] and spatial audio synthesis [147]. In this
thesis, the inverse problem is studied: that is, the advantage of the Ambisonic virtual microphone concept applied to steerable recording of multiparty meeting speech
scenes and the estimation of speaker location cues.
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Summary

This Chapter reviewed seminal works motivating and extended upon in this thesis,
where this thesis extends the work discussed in Section 2.5 investigating speaker location as a fundamental cue for higher level meeting analysis tasks, e.g., speaker segmentation, speaker identification, microphone array beamforming, automatic speech
transcription, etc. Whilst Section 2.3 presented existing sound source location techniques largely focused around TDOA and enhancements thereof, Chapter 3 proposes
the use of spatial audio coding cues as speaker location information, which are psychoacoustically motivated from the human sound source localisation cues ILD and
ITD, as introduced in Section 2.2. Exploiting the predominant speech content of
meetings, motivated by the improved TDOA accuracy when augmented with LP
analysis reviewed in Section 2.4.2, single and multichannel LP models are applied
as signal pre-processors prior to spatial cue estimation in Chapter 4. Thus, the two
main classes of techniques that been proposed to improve upon TDOA estimation;
the augmentation with acoustic cues and application of speech model front-ends, are
both studied and extended upon in this thesis.
Section 2.6 reviewed the multiparty meeting recording, corpora and analysis research of key major research groups, who primarily employ planar microphone arrays. Section 2.7.2 then discussed recording techniques that model human talker
source orientation for improved localisation performance. With the estimation of
spatial cues from multi-microphone arrays investigated in this thesis, the microphone array is therefore recording for both speech capture and accurate and reliable
spatial cue estimation. Thus, motivated by the work modelling source orientation,
the effects of microphone and array directivity on spatial cue estimation are studied
throughout Chapters 3 and 4. Culminating in the studies presented in Chapter 5,
the use of Ambisonic B-format spatial recording techniques is explored for the capture of both speech and spatial cues in multiparty meeting scenes. Whilst currently
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predominantly used for Ambisonic reproduction, this thesis investigates the ‘virtual
microphone’ concept applied to B-format meeting recordings to derive variable first
order polar microphone responses for spatial cue estimation and steered responses
to each active speaker for speech capture.

Chapter 3
Spatial Audio Coding Cues
3.1

Introduction

Current methods of browsing meeting audio recordings are inefficient and cumbersome: they largely rely on users identifying important sections based on the structure of the recorded signals. Fundamental to making such audio recordings easy
to browse, are techniques that automatically segment, annotate and index recorded
speech in a semantically meaningful manner. As discussed in Section 2.5.1, in meeting environments, speakers are generally spatially stationary, and hence location
information can be used to segment meeting speech by each speaker’s period of participation or ‘turn’. This basic information may then be used as a basis for speech
annotations such as speaker location, change in speaker or number of speakers.
To estimate speaker location information from meeting speech, multi-microphone
recordings of the meeting are required. Reviewed in Section 2.6, traditional techniques in recording multiparty meetings have generally utilised planar arrays of omnidirectional microphones, a configuration known to capture far-field spatial speech
well [46]. However, the microphone array configuration best suited to optimal meeting speech capture may not concurrently be optimal for speech signal recording for
spatial cue estimation and location-based meeting speech analysis.
57
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Existing meeting spatial audio analysis methods that focus on source localisation for
segmentation primarily employ TDOA-based methods. Previous work in the specific
area of meeting speech segmentation by speaker location was reported by Lathoud
et al. [88, 89] and Ajmera et al. [5]. These techniques estimated speaker location using Time-Delay Estimates (TDEs) based upon Generalised Cross-Correlation (GCC)
between the microphone signals [88, 89], and beamforming methods such as SRPPHAT [89][5][91] (refer to Section 2.3 for background into these techniques). To
obtain segmented meeting speech, these location estimates were then used as input
features to segmentation models such as Hidden Markov Models (HMMs) [88][89]
and smart clustering techniques [5][91].
In this thesis, an augmented technique is proposed that builds upon work in [88][5].
In particular, additional level-based location information is fed to subsequent segmentation models by complementing the TDE location estimates with more sophisticated spatial cues. The proposed spatial cues are motivated by those utilised in
Spatial Audio Coding (SAC) and the feasibility of using spatial cues for meeting
speech segmentation and microphone directivity and array configuration that optimally extract speaker location information are investigated in the chapter.
Section 3.2 introduces the three spatial audio coders that have been studied: Binaural
Cue Coding (BCC) [55, 54], Parametric Stereo Coding (PSC) [27] and MPEG Surround [73]. For experimental validation, Section 3.3 presents the studies conducted
in this thesis that investigate the estimation of Spatial Audio Coding (SAC) cues
from microphone arrays for the segmentation of meeting speech based on speaker
source spatial information. Building upon this work, the effect of microphone directivity on level and time/phase-based spatial cues is then studied in Sections 3.4
and 3.5, with investigations into the effect of homogeneous and mixed pattern microphone arrays, respectively. Section 3.6 then presents simulation studies across a
range of acoustic environments with different reverberation times and microphone

Spatial Audio Coding Cues

59

directivity patterns (beyond those commercially available), verified with real recordings to determine the optimal microphone pattern for each spatial cue under study in
this thesis.

3.2

Spatial Audio Coding

Spatial Audio Coding (SAC) aims to compactly represent multichannel audio for
efficient distribution over networks. SAC captures the spatial image of an original
N -channel audio signal by the extraction of interchannel spatial cues, as motivated
by psychoacoustic spatial cues utilised between the two ears of the human hearing
system (refer to Section 2.2 for a more detailed treatise on human spatial hearing).
While humans primarily utilise the cues of Inter-aural Level Difference (ILD) and
Inter-aural Phase Difference (IPD), SAC techniques extract analogous spatial cues
such as the Interchannel Level Difference (ICLD) and Interchannel Time or Phase
Difference (ICTD and IPD, respectively) from multiple loudspeaker channels.
Rather than extracting cues between loudspeaker channels, this thesis explores the
concept of spatial cues between microphone channels in an array. The advantages
of the proposed approach are that both time delay and amplitude levels are used
as cues, where the cues can be extracted from far-field (tabletop) microphone array
recordings. Previous level-based cues used, such as cepstral coefficients [88][5], are
best suited to close-talking microphones. Thus, the level-based cues in this thesis are
directly extracted from the same microphone array signals used for the time-based
cues. Further, psychoacoustic effects are incorporated into the spatial cue extraction
to allow for perceptual localisation to be exploited in subsequent cue processing.
The general paradigm of SAC is illustrated in Figure 3.1. The encoder calculates
a mono or stereo downmix signal from the original N audio channels and extracts
the interchannel spatial audio coding cues that are sent as ‘side information’ to the
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Figure 3.1 Spatial audio coding generic paradigm

decoder. The decoder then recombines the downmix signal with the spatial cues
to resynthesise the perceptual spatial image of the original N -channel audio. Note
that SAC is lossy audio coding: the reconstructed auditory spatial image is a perceptual ‘best match’ and the downmix can be encoded with existing standard lossy
mono/stereo audio coding schemes such as AAC, MP3, etc. In the remainder of this
Chapter, only the encoders of the three studied SAC schemes are described as only
these encoder paradigms have been adapted to extract microphone array speaker
location information.

3.2.1

Binaural Cue Coding

Faller et al. introduced Binaural Cue Coding (BCC) [55][54] as a technique to efficiently represent multichannel (i.e, stereo and above) audio signals. The premise of
the BCC method is the adaptation of the human binaural hearing system mechanisms
to multichannel spatial audio computational analysis. As illustrated in Figure 3.2,
the BCC encoder analysis stage extracts ‘binaural’ spatial cues from the multichannel audio in the form of the InterChannel Level Difference (ICLD) and InterChannel
Time Difference (ICTD) cues. As human binaural hearing processes sounds in frequency subbands, BCC also extracts the spatial cues in subbands of bandwidths
matching the psychoacoustic critical bands of human hearing [20].
BCC has been implemented using a cochlear filter bank [13] and a low complexity
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Discrete Fourier Transform (DFT) approximation [55]. In both implementations,
in each subband the ICLD is calculated between each channel c with respect to a
reference channel, taken to be channel 1 without loss of generality [55]. Defined as
the power ratio (in dB) from the delay-compensated signals Xc , the ICLD is given
in each subband b, with subband boundaries Ab , by [55]:
Pc,b =

A
b −1
X

|Xc (n)|2

(3.1)

n=Ab−1


ICLDc,b = 10 log10

Pc,b
P1,b


(3.2)

The spectra Xc is decomposed into B frequency subbands (where 1 ≤ b ≤ B)
with bandwidths of 2 ERB (Equivalent Rectangular Bandwidths) matching the critical bands of human hearing [55], where B is dependent on the signal sampling
frequency. The spectral coefficients in each subband b are thus denoted by k ∈
{Ab−1 , Ab−1 + 1, · · · , Ab − 1}, where Ab are the subband boundaries with A0 = 0.
In contrast, the ICTD is derived from the maximum of the coherence function, derived from the cross-correlation function [55]. As phase differences are indiscernible
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to human binaural hearing at frequencies higher than 1.6kHz [20], BCC only calculates the ICTD cue for frequencies less than 1.5kHz [55].
At the decoder side, using these two spatial cues, BCC resynthesises the perceived
source locations under the assumption that the more energy present from the source
signal in a critical band, the more perceptually relevant are the spatial cues from that
band [55]. Where multiple sound sources share the same localisation cues, these are
then treated as a single source. Under these assumptions, the downmix signal can
thus be formed by simply summing all the multichannel source signals. Therefore,
during the BCC synthesis process, only spatial cues in critical bands where a source
dominates are synthesised.

3.2.2

Parametric Stereo Coding

Parametric Stereo Coding (PSC) [27] builds upon the concepts of BCC by introducing an Interchannel Coherence (IC) cue to account for spatial ambience effects such
as reverberation and diffuseness. Developed specifically for stereo audio reproduction, PSC exploits signal redundancies within each channel as well as across the two
stereo channels, in addition to binaural perceptual redundancies in high frequency
phase differences above 2kHz [27].
The PSC encoder process is shown in Figure 3.3. PSC introduces this third spatial
cue to help reduce narrowing of the stereo image problematic to BCC processing
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Figure 3.4 MPEG Surround encoder paradigm [30]

[114]. Thus, PSC utilises three spatial cues: IC, Interchannel Intensity Difference
(IID) (identical to the ICLD cue of BCC), and instead of the ICTD cue of BCC, an
Interchannel Phase Difference (IPD) cue is used [27]:
PAb −1
∗
n=Ab−1 X1 (n)X1 (n)
IIDb = 10 log10 PAb −1
∗
n=Ab−1 X2 (n)X2 (n)
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(3.5)

As the spatial cues are extracted from microphones closely spaced in an array, this
thesis is primarily concerned with the IID (effectively the BCC ICLD cue) and in
particular, the IPD cue of PSC; that is, the IPD cue up to 2kHz subbands [27]. IPD
represents the relative phase rotation between the two stereo channels, and when
applied to multichannel microphone array signals, can thus indicate relative location
information between channel pairs.

3.2.3

MPEG Surround

MPEG Surround SAC architecture [28][29] builds upon the existing SAC schemes
of BCC and PSC to spatially encode 5.1 channel audio. As illustrated in Figure
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3.4, to estimate the spatial parameters, the MPEG Surround encoder decomposes
5.1, i.e., 6-channel input, into subbands using a hybrid Quadrature Mirror Filter
(QMF) analysis filterbank. The hybrid subband bandwidths match the non-uniform
frequency resolution of the human auditory system [29]. The subbands are then
mapped to ‘parameter bands’ of variable resolution for spatial parameter extraction.
Spatial cues are estimated for each parameter band between channel combinations
(pairs or trios) as defined in the channel downmix procedure. The Channel Level
Difference (CLD) and InterChannel Correlation (ICC) spatial cues for the ith input
signal Xi and each subband b are mathematically described by [29]:
2
σX
i ,b

=

b −1
X AX

n

∗
Xi,k (n)Xi,k
(n)

k=Ab−1

2
σX
1 ,b
CLDb = 10 log10
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(n)

)

σX1 ,b σX2 ,b

(3.8)

where Ab are the subband boundaries for the k th subband and n is the time slot
of each analysis window. The MPEG Surround encoder also estimates a Channel
Prediction Coefficient (CPC), used in the decoder to predict a third channel from
two given channels. This spatial parameter does not directly represent audio source
localisation information, and is thus not considered in these investigations.

3.2.4

Adapting SAC Cues to Microphone Array Spatial Cues

This thesis adapts the SAC encoder analysis engines to extract spatial cues from
multichannel microphone array recordings. Where SAC encoders estimated level
and time-based cues between loudspeaker channels, the proposed approaches extract spatial cues from paired microphone array channels. The premise of adapting
SAC techniques to microphone arrays is that existing source location information
approaches such as TDOA-based techniques extract computational spatial cues such
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as time-delay estimates, whereas SAC paradigms extract the perceptual spatial information. The analysis process of SAC encoders utilises perceptually motivated
frequency subbands to enable the extraction of perceptually relevant spatial information in frequency subbands.
In the proposed approach depicted in Figure 3.5, a SAC spatial encoding front-end
is implemented and the spatial cues as used for the spatial audio coding process
are also used in parallel with TDOA for spatial meeting speech segmentation. To
extract the SAC spatial cues, for a N channel input, each input channel c is split
into M frames using 50% overlapped Hanning windows. For each channel pair, p,
the cues are then calculated for each subband, b, according to Equations 3.1 and
3.2. However, since the localisation mechanism in the human hearing system is dependent on frequency [20], the BCC ICTD calculation estimates the average phase
delay per subband between channels for frequencies below 1.5kHz, and the group
delay between channels at higher frequencies [55]. These ICTD cues were initially
extracted but did not contribute positively to the overall set of cues as discussed below in Section 3.3. Thus, a second approach which weights the DFT bins according
to magnitude was investigated: the PSC Inter-channel Phase Difference (IPD) cue
was obtained in subbands up to 2kHz [27].
The MPEG Surround encoder supports n.1 channel audio sampled at up to 96kHz
(the encoder is used with 44.1kHz signals in this thesis). Both n.1 to mono or stereo
downmixes are supported, where the n + 1 channels are hierarchically combined to
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form the required downmix; a detailed description of the downmix procedure can
be found in [29]. Without loss of generality, in this thesis the MPEG Surround encoder was modified to pair each channel only with the reference channel (taken to be
channel one). Spatial cues are only extracted from this channel pairing, rather than
extracted at each of the iterations of the downmix, which combine different channels
together at each iteration stage in the standardised encoder. This non-hierarchical
approach parallels the approach taken by BCC, to ensure that comparisons between
spatial cues extracted by the BCC/PSC and MPEG Surround encoders are valid.

3.3

Experiment: Using Spatial Cues for Meeting
Speech Segmentation

These experiments aim to study the validity of using the BCC and PSC spatial
cues for meeting speech segmentation, separating the performance of the proposed
cue extraction process from the performance of a complex segmentation model
that would be applied to the cues for location-based meeting speaker segmentation.
Building upon and augmenting work in [88][5], in addition to using the SAC spatial
cues alone, the GCC-PHAT TDE location estimates are augmented with the more
sophisticated spatial audio cues: the advantages of the system proposed are that both
time delay and amplitude levels from the same microphone recordings are used as
location-based segmentation cues. To evaluate the accuracy and robustness of the
proposed location cues, Section 3.3.2 presents a set of four experiments performed
with meeting recordings in a real acoustic environment as well as simulated recordings in ‘ideal’ acoustic conditions, described in Section 3.3.1:

1. Ideal meeting recordings, non-overlapped speakers at ideal locations (as illustrated in Figure 3.6);
2. Real meeting recordings, non-overlapped speakers at ideal locations;
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3. Ideal meeting recordings, non-overlapped speakers at non-ideal locations;
4. Ideal meeting recordings with overlapped speakers at ideal locations.

To perform the speech segmentation, a simple, single frame-based decision-tree algorithm was employed to ensure that the validity of the cues themselves would be
accurately determined. The advantage of this approach is that decision trees remove the need for memory within the algorithm, as would be required in the Hidden
Markov Model approaches used in [88][89][5]. Allowing for a frame-by-frame classification of the cues, the decision tree was a learnt model induced from supervised
training data, where the total number of speakers (classes) were known a priori.
The learning algorithm employed a divide-and-conquer strategy [151] that selected
classes together with an appropriate test to best partition the initial mixture of classes
into a number of purer subsets. This was achieved through a number of metrics using
various forms of relative entropy, e.g., split information and gain ratio [151].

3.3.1

Meeting Recordings

To compare with existing meeting speech techniques utilising time-delay cues, a
decision-tree based segmentation system that extracted GCC-PHAT TDE, the proposed BCC/PSC spatial cues and combinations thereof were implemented and evaluated with both theoretical and real meeting recordings with non-overlapping speakers, and theoretical recordings with overlapping speakers. Real meeting recordings
were sourced from the M4 Project (see Section 2.6.2) to enable comparisons with
existing approaches [88][89].
For non-overlapping speakers, a second set of simulations using real meeting data
were performed to evaluate the robustness of the cues. To enable valid comparisons
with previous work, simulations used the same meeting recordings as in Lathoud et
al. [88, 89]. A six minute subset of the available corpora was selected, consisting of
30 speaker turns varying in duration from 5-20 seconds with each speaker equally
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represented. This corpora was composed of four speakers recorded with four microphones, arranged as illustrated in Figure 3.6.
Both the theoretical and real meeting recordings were sampled at 16kHz. To extract the spatial cues and TDEs, overlapped, windowed frames of length 32ms were
processed every 16ms to maintain consistency with previous work [88, 89] and allow for real-time processing. With the microphone array configuration illustrated in
Figure 3.6, the maximum delay is less than 1ms.
To generate the ‘theoretical’ or ‘ideal’ recordings for comparative purposes, the
same meeting room configuration used in the real meeting recordings of [88, 89]
was adopted (see Figure 3.6). Four ‘clean’ speakers were emulated by taking anechoic speech files from the Australian National Database of Spoken Languages (ANDOSL) [103]. Each speaker turn was made to be approximately one minute, resulting in a total of about 3.5 minutes of simulated ‘meeting’. These four speech files
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were then ‘spatialised’ by simulating the meeting room configuration illustrated in
Figure 3.6 in anechoic conditions to result in an ‘ideal’ meeting recording with no
convolutive reverberation, additive background noise or other acoustic room effects.
To generate theoretical meeting recordings with overlapped speakers, dual-speaker
overlap was simulated by superposing two speakers using the synthesised array signals. With four speakers in the room, all six dual-speaker combinations were equally
represented with single speaker segments of six seconds interspersed with overlapped sections of three seconds, forming a total ‘meeting’ of about three minutes.

3.3.2

Results and Discussion

In the four experiments performed, the ‘ideal’ speaker position is as shown in Figure
3.6. To evaluate the segmentation performance of the spatial cues against non-ideal
speaker locations, a range of speaker locations were simulated in ideal acoustic conditions. Training data consisted of each speaker being located in their quadrant (see
Figure 3.6), at 10 positions equally spaced

π
20

radians apart on a circle of radius 68cm

around the microphone array. Training the decision tree with these 40 locations, test
data was then generated with each speaker placed at a fixed location.
In all experiments, the evaluation criteria is the error rate, defined as the percentage
of incorrectly segmented frames over total number of frames. In experiments where
the training and test data were cues calculated from the same audio files, the data
was split using a 10-fold cross validation process; a standard approach taken in
data mining [151]. The data was divided into 90% training and 10% testing, with
each speaker or overlap scenario sampled in proportion to its occurrence. This data
division was repeated 10 times (folds), each time on a different training/test set.
An average error rate was returned and a 95% confidence interval calculated. For
simulations where the training and test data contained cues from different audio files,
the error rate returned from the decision tree was used.
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Figure 3.7 Theoretical recordings - non-overlapped speakers

3.3.2.1

Experiments 1 and 2: Speakers at Ideal Positions

Results from Experiment 1 are shown in Figure 3.7, where ideal non-overlapped
speaker recordings were used for segmentation. The high error rate exhibited by the
ICTD cue in Figure 3.7 suggests that all the location cues except the BCC ICTD cue
are valid for speech segmentation by location. In the ICTD estimation, performed
as defined in BCC [55][54], the phase differences between channels are averaged
in each subband; however, the addition of phase is invalid as it combines terms
from different frequencies. Furthermore, the BCC technique employed applies no
weighting to the DFT bins and suffers from the same performance degradation as
GCC-PHAT TDOA: frequency bins with very low magnitudes and thus phase uniformly distributed between ±π [83] corrupt the ICTD estimation. As seen in Figure
3.7, the weighting used in PSC IPD calculations reduces this influence, making the
IPD a more reliable spatial cue for segmentation.
The set of results from Experiment 2, using real meeting recordings with and without
silence segments, are shown in Figure 3.8. Removing silence reduces the location
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Figure 3.8 Real recordings - non-overlapped speakers

ambiguity where no speakers are active during these periods. The poor performance
of the ICTD compared to all the other cues, as seen in Experiment 1, is again evident
in this experiment. However, by combining various time delay cues (GCC, GCCPHAT, ICTD) and IPD with ICLD, segmentation results improve dramatically over
using the cues alone. ICLD combined with IPD is slightly poorer than ICLD with
GCC and GCC-PHAT, showing that subband phase estimates are not as accurate as
TDE. These results indicate that ICLDs used in conjunction with TDEs form good
cues for location segmentation, and appear robust against the acoustic effects of a
real meeting environment, namely room reveberation and background noise.
In Figure 3.8, the GCC-PHAT does not perform as well as GCC for the tested data
set. This contradicts past work which states that GCC-PHAT performs better in
environments with reverberation [46]. Analysis of the GCC and GCC-PHAT illustrated that the GCC-PHAT does give a more impulsive time-domain waveform as
expected. However, GCC-PHAT is generally performed using longer signal frames
than utilised in this study, as short-time frames degrade performance as the signal
statistics fluctuate [46].
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Table 3.1 Theoretical recordings - non-ideal speaker location

% Error
GCC
GCC-PHAT
ICLD
ICTD
IPD
ICLD + GCC
ICLD + GCC-PHAT
ICLD + ICTD
ICLD + IPD
3.3.2.2

Ideal
0.1
0
0.2
1.2
0
0.1
0
0.2
0

Edge
0.1
0
1.8
2.6
0
0.1
0
1.8
0

Next Quadrant
99.9
100
99
97.9
100
99.9
100
99
100

Experiment 3: Speakers at Non-Ideal Positions

Experiment 3 investigated the effect of spatial variations through using non-ideal
speaker locations in an ideal environment. The set of results from Experiment 3 are
shown in Table 3.1, where the following three test speaker positions were used:

1. Speaker at ideal location;
2. Speaker at own quadrant’s edge (e.g., position 2a for Speaker 2 in Figure 3.6
- worst case scenario for location ambiguity between two quadrants);
3. Speaker at neighbour’s quadrant edge (e.g., position 2b for Speaker 2 in Figure
3.6).

Clearly, results in the ‘Ideal’ column of Table 3.1 show that all cues perform well
for ideal speaker locations. In particular, the ICLD and ICTD improve over the corresponding results in Figure 3.7, while GCC, GCC-PHAT and IPD are unaffected.
This suggests that providing the valid set of cue values for each speaker enhances
the segmentation algorithm accuracy.
Results for the worst-case speaker location are shown in the ‘Edge’ column of Table
3.1 . Again, GCC, GCC-PHAT and IPD are unaffected by this worst-case scenario
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Figure 3.9 Theoretical recordings - overlapped speakers

which may give ambiguous location cues. Only the ICLD and ICTD slightly deteriorate, indicating that all cue combinations are robust against non-ideal speaker
locations.
Results in the ‘Next Quadrant’ column of Table 3.1 indicate that all cues correctly
classify the speaker location, even though the speaker does not belong to that quadrant. This suggests that location information, rather than speaker dependent characteristics, dominates the segmentation process. Again, the ICTD and ICLD perform
only slightly worse than all the other cues, while the IPD, GCC and GCC-PHAT
continue trends as the most robust cues in location-based meeting speech segmentation.
3.3.2.3

Experiment 4: Overlapped Speakers

Figure 3.9 shows the results for Experiment 4, where two decision trees were studied for segmenting overlapped speakers from ideal recordings. One sub-experiment
used five decision tree classes: one class for each speaker, and one for the overlapped
segments. The second sub-experiment used ten decision tree classes: one for each
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speaker, and one for each dual-speaker combination. Using ten classes produced
poorer segmentation results than using five classes, potentially due to less training
data available as the same overlapped data is now split into six separate classes.
GCC and GCC-PHAT perform very poorly compared to the spatial cues, because the
cross-correlation method chooses the strongest speaker at each time-frame, which is
a known problem with the technique [88]. Attempting to map a dual-speaker segment onto a single peak-based correlation measure, as in GCC and GCC-PHAT, thus
results in high error rates. The spatial cues (ICLD, ICTD, IPD) perform significantly
better than the TDEs as they exploit frequency subband cue analysis and hence spectral diversity, to provide enhanced detection of multiple speakers. Consistent with
single-speaker simulations, the combination of ICLD with TDEs or IPD provides
the lowest segmentation error.

3.3.3

Conclusion

In this series of experimental studies, simulations on an ideal meeting environment
showed that GCC-PHAT TDEs are well matched to location-based segmentation.
However, in real meeting environments, combining the TDEs with spatial level differences significantly improved the segmentation results against poorer speech signal quality due to acoustic environment degradations such as room reverberation
and background noise. This ICLD and TDE cue combination proved robust against
non-ideal speaker locations, speaker-dependent characteristics and performed significantly better than TDE techniques alone in detecting overlapped speakers. In
particular, combining the spatial level differences with the GCC TDE proved most
robust across these practical meeting acoustic conditions. Furthermore, experimental results illustrated that subband phase techniques without frequency bin weighting
were not suitable for the purposes of meeting speech segmentation by speaker location, due to the random phase distribution for bins containing little signal content.
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Experiment: Spatial Cues and Varying Microphone Directivity with Two Microphones

This experiment conducted a study into the effect of microphone directivity on the
accuracy and reliability of spatial cue estimation. The previous studies in Section
3.3 showed the combination of cross-correlation TDE and subband level-based cues
to best segment a meeting speech recording according to speaker location, and it is
known that omnidirectional microphones are best suited to TDE [46]. Multiparty
meetings have been traditionally recorded using multiple omnidirectional microphones, often arranged in a circular or uniform linear array and placed at the centre
of the table; more recently, ‘smart’ meeting rooms have deployed omnidirectional or
cardioid microphones in custom arrays or distributed around the room for improved
meeting speech capture (see Section 2.6). However, in far-field recording, amplitude
levels of spatially distant speakers are likely to be similar and hence this experiment
studies the microphone directivity pattern that is best suited to recording speech for
the purposes of time, phase and level-based spatial cue estimation.

3.4.1

Meeting Recordings

To simulate a real meeting environment, recordings were made in an immersive spatial audio playback system. Figure 3.10 illustrates the recording setup, where the
Configurable Hemisphere Environment for Spatialised Sound (CHESS) [131] was
used to simulate a meeting with five participants equally spaced in a circle. CHESS
is composed of sixteen Genelec 1029a loudspeakers mounted in a hemisphere of approximately 3m in diameter [131]; thus, the lowest tier of five loudspeakers equally
spaced 72◦ apart in a circle were used.
Each participant was represented by a loudspeaker which played clean speech sourced
from one person. Clean speech was obtained from the Australian National Database
of Spoken Languages (ANDOSL) [103]: five native Australian speakers, two fe-
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male and three male, were chosen as the meeting ‘participants’. The ANDOSL
speech files were upsampled to 44.1kHz from 20kHz, and normalised with silence
removed. The previous experiment in Section 3.3 showed that silence segments produced ambiguous spatial cues, since no speaker location information exists in such
segments.
To simulate a meeting, each of the five loudspeakers was played in turn (from Spkr1
to Spkr5 in Figure 3.10). Each participant’s turn ranged from 1-1.5 minutes in duration. This resulted in a 6.5 minute long ‘meeting’ of non-overlapped speech. To
record the speech, two AKG C414 B-XL II multi-pattern microphones were placed
in the centre of the ‘meeting’ environment, spaced 20cm apart. All experiments
utilised the two microphones in the Mic 1 and Mic 2 positions, as shown in Figure
3.10, sampled at 44.1kHz and stored at 24 bits/sample.

3.4.2

Results and Discussion

The simulated meetings were recorded in CHESS using the two microphones configured as a pair of omnidirectional, cardioid, hypercardioid, or figure-8 pattern microphones. For each of the four microphone patterns under study, spatial cues were
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(a) Omnidirectional

(b) Cardioid

(c) Hypercardioid

(d) Figure-8

Figure 3.11 ICLD spatial cue for varying microphone directivity

estimated from the pair of recordings using the combined BCC/PSC spatial audio
encoder. At a sampling rate of 44.1kHz, this resulted in a decomposition of 21
subbands and a DFT of length 2048 was used.
Figure 3.11 illustrates the mean and the 95% confidence interval (CI) of the ICLD
cue in each subband for each speaker. The mean was calculated across all the frames
from each speaker’s ‘turn’ for each subband. The cardioid (Figure 3.11(b)) and
hypercardioid (Figure 3.11(c)) patterns clearly show three groups of ICLD trends
across the subbands. Ideally, the five different speakers should exhibit five distinct
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ICLD trends. However, this is not possible with one microphone pair: in that case,
sound localisation is limited to sources that are not equidistant between the two
microphones. Thus, the three trends seen in Figures 3.11(b) and 3.11(c) correspond
to Speaker 1, and the equidistant pairs of Speakers 2 and 5, and Speakers 3 and 4 (see
Figure 3.10). In contrast, the omnidirectional (Figure 3.11(a)) and figure-8 (Figure
3.11(d)) recordings cannot clearly distinguish between the five spatially separated
speakers based on the ICLD cue.
Section 3.3.2.2 showed that the ICLD represented spatial information, independent
of the speaker characteristics. These findings are confirmed by the cardioid and
hypercardioid results in Figures 3.11(b) and 3.11(c). These microphone patterns
are better suited to the level-based spatial cue because the single lobe directionality
limits the influence of room reverberation and background noise that can corrupt
ICLD estimation.
In Figure 3.11, the ICLD cue does not show inter-speaker trends for very low or very
high frequencies. For the first (centred at 27Hz) and last three subbands (centred at
12kHz, 15kHz, 19kHz), all five speakers exhibit similar means for all microphone
patterns. At high frequencies, although the recordings were sampled at 44.1kHz, the
original speech was sampled at 20kHz and hence no frequency information exists
above 10kHz. In the low frequency subband, however, there is little speech activity
in this frequency region and thus minimal spatial information exists. Further, in
Figure 3.11, the mean ICLD value per speaker varies across the subbands, due to
the prominence of speech activity around certain frequency regions. In addition, the
ICLD calculation already combines the contribution from a range of DFT frequency
bins (see Equation 3.2).
Figure 3.12 illustrates the mean and 95% CI of the IPD cue in each subband for
each speaker’s ‘turn’. The opposite trends to Figure 3.11 are shown in Figure 3.12.
In Figure 3.12, the IPD cue from the cardioid (Figure 3.12(b)) and hypercardioid
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Figure 3.12 IPD spatial cue for varying microphone directivity

(Figure 3.12(c)) pattern recordings do not show significant differences between the
five speakers. Similar to the ICLD cue, Speakers 2 and 5, and Speakers 3 and 4
should exhibit similar IPD cues due to the microphone placement. The pattern that
best shows this trend is the omnidirectional microphone (Figure 3.12(a)). For the
figure-8 recordings (Figure 3.12(d)), the cues from Speakers 3 and 4 match more
clearly than those from Speakers 2 and 5.
The superior performance of the omnidirectional microphones for IPD cue estimation is consistent with previous work, which found that omnidirectional patterns are
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best suited to TDE [46]. The TDE calculation, like the IPD cue (see Equation 3.2),
involves cross-correlation estimation. Such calculations require spatially distributed
microphones that record the same signal but vary according to degradation from the
acoustic environment. The omnidirectional pattern fits this requirement, while the
directional patterns record signals that vary depending on the source direction relative to the main pickup lobe/s. Thus, the figure-8 pattern performs better than the
cardioid and hypercardioid patterns for the IPD cue in Figure 3.12. By having two
main pickup lobes, figure-8 patterns can capture signals which do not differ as much
between spatially distributed microphones compared to single main lobe patterns.
Similar to the ICLD cue in Figure 3.11, the means of the IPD in Figure 3.12 vary
across the subbands. In addition, the means of the IPD from the different speakers
converge to similar values in the first subband (centred at 27Hz). The lack of spatial
information in the first subband is because of little pitch or speech activity in these
frequency regions. Due to the psychoacoustically motivated subband decomposition, low frequency subbands also contain fewer DFT bins. Hence, frequency bins
that do not contain information are more likely to corrupt the spatial cue estimation
in these smaller subbands.

3.4.3

Conclusion

This experiment showed that spatial audio cues, derived from spatial audio coding,
do strongly correspond to changing speaker location; however, the microphone pattern significantly affected the spatial cue trends. Results showed that directional
microphone patterns such as cardioid and hypercardioid were best suited to levelbased cues. In contrast, the omnidirectional pattern exhibited the most consistent
trends for phase-based cues. Thus, appropriate microphone pattern choice can help
to reduce spatial cue degradation from room reverberation and background noise,
without requiring post-processing of the recordings, spatial cues, or modification of
spatial cue estimation techniques.
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Experiment: Comparing Spatial Audio Coding
Cues and Varying Microphone Directivity

The preliminary experiment of Section 3.4 found the omnidirectional microphone
directivity best suited to time or phase-based spatial cues; in contrast, the cardioid
microphone directivity was found to better suit level-based spatial cues. This series of experiments builds upon these findings to investigate the performance of the
BCC/PSC spatial cues compared to spatial cues as utilised in the internationally
standardised MPEG Surround spatial audio coder [73][29].
Section 3.5.2.1 studies the microphone directivity pattern that is best suited to recording speech for the purposes of level and time-based spatial cue estimation with
BCC, PSC and MPEG Surround. Building upon these experiments, further studies presented in Section 3.5.2.2 investigate the effect of utilising mixed directivity
microphone arrays on spatial cue estimation. Specifically, four microphones of commercially available mixed directivity patterns (see Section 2.7.1), omnidirectional,
cardioid and figure-8, are studied.

3.5.1

Meeting Recordings

For experimental consistency, a similar recording setup and stimulus speech to Section 3.4 was employed for these experiments. However, to extend upon the dualmicrophone experiment of Section 3.4, four RÖDE NT2A multi-pattern microphones
were placed in the centre of the CHESS hemisphere (as used in the recordings for
Section 3.4) [131]. The recording setup is illustrated in Figure 3.13 with four microphones equally spaced 90◦ apart in a circle of 20cm in diameter.
As in Section 3.4, each loudspeaker played clean speech sourced from one person to
represent a meeting participant, where the same source speech from ANDOSL [103]
was used to result in 1-1.5 minutes for each speaker and a 6.5 minute long meeting
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Figure 3.13 Meeting recording setup

of non-overlapped speech, upsampled from 20kHz to 44.1kHz (for use with MPEG
Surround).

3.5.2

Results and Discussion

As Section 3.4 found the omnidirectional and cardioid microphones best suited to
time/phase and level cues, respectively, the simulated meetings in these experiments
were recorded using cardioid and omnidirectional microphones only. Table 3.2 describes the experiments conducted to investigate the effects of various microphone
patterns, number of microphones, and type of spatial audio encoder on the relationships between the spatial cues and speaker location information. For each of the
five microphone combinations in Table 3.2, spatial cues were estimated from the
recorded signals using the BCC/PSC and MPEG Surround encoders. In these two
SAC encoders, a sampling rate of 44.1kHz and frame size of 2048 samples was employed, which corresponds to non-uniform frequency spectrum decomposition into
about 20 subbands per microphone pair. For MPEG Surround, the subband decomposition (into bandwidths similar to the ERB scale) is performed a hybrid Quadrature Mirror Filter (QMF) analysis filter bank, oversampled to avoid aliasing artifacts
typical of critically sampled filterbanks [73][29]; the 2048-sample frame length is

83

Spatial Audio Coding Cues

Table 3.2 Theoretical recordings - non-ideal speaker location

Experiment No.
1
2
3
4
5

Microphone No.
m1
m2
cardioid
omni
cardioid cardioid
omni
omni
omni
cardioid

m3
cardioid
omni
cardioid
omni
omni

m4
cardioid
omni
cardioid

equivalent to 32 QMF samples. As three channel pairs are possible in simulations
with four microphones, each simulation results in about 60 subbands. Thus, graphical results in the following discussion will be limited to a few frequency subbands
and microphone pairs for illustrative purposes.
3.5.2.1

Dual Microphone Recordings

As discussed in Section 3.4, using one microphone pair limits sound localisation
to sources that are not equidistant from the two microphones. Such limitations are
easily overcome by employing more microphones in the array. Thus, the motivations for Experiments 1 and 2 in Table 3.2 were to build upon the work of Section
3.4 to study the effects of the cardioid and omnidirectional microphone pattern and
compare spatial cue performance between BCC, PSC and MPEG Surround SAC
encoders.
Figure 3.14 illustrates the spatial cues as a function of time, estimated from the combined BCC/PSC encoder. In each sub-figure, the average value for the spatial cue for
each speaker is shown as the solid red line. The solid line also indicates the ground
truth speaker segmentation, as obtained from the original speech signals. The ICLD
and IPD cues are shown corresponding to cardioid (Figures 3.14(a) and 3.14(b)) and
omnidirectional recordings (Figs 3.14(c) and 3.14(d)). Taken from subbands centred
around 382Hz (Figs 3.14(a) and 3.14(c)) and 1.55kHz (Figures 3.14(b) and 3.14(d)),
a number of relationships can be observed in terms of microphone pattern and fre-
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(a) Cardioid spatial cues (382Hz subband)

(b) Cardioid spatial cues (1.55kHz subband)

(c) Omnidirectional spatial cues (382Hz sub- (d) Omnidirectional spatial cues (1.55kHz subband)
band)

Figure 3.14 Example spatial cues for BCC/PSC

quency trends. The 382Hz subband was chosen as pitch information dominates at
lower frequencies, and hence phase-based spatial cue estimates are more reliable.
Conversely, the 1.55kHz subband was chosen as strong speech activity exists in this
frequency region.
Section 3.3.2.2 showed that the ICLD cue represented spatial information, independent of speaker-dependent characteristics. From Figure 3.14, it can be seen that
the ICLD cue is well suited to cardioid pattern microphones, exhibiting trends that
correspond to changing speaker location. In contrast, the omnidirectional record-
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ings yield more reliable IPD estimates than the ambiguous IPD cue from cardioid
recordings. The tradeoff is that ICLD estimates from omnidirectional recordings are
quite poor compared to the cardioid microphones.
However, at lower frequencies, the relationship between ICLD and speaker location
is diminished. Particularly for Speakers 1, 2 and 5, more outliers can be observed in
Figure 3.14(a) compared to Figure 3.14(b). Conversely, for omnidirectional recordings lower frequencies showed significant trends between the IPD cue and speaker
location. This type of frequency ‘dual’ relationship where phase information dominates at low frequencies and level-based information at high frequencies is consistent
with source localisation theory [20].
As seen in the results of Section 3.4, the effects of microphone pattern on the ICLD
cue are due to the reduction of room acoustic phenomena such as reverberation with
cardioid responses, thus resulting in improved level-based cue estimations. IPD estimations are a frequency domain cross-correlation calculation, and hence require
spatially distributed microphones that effectively record signals that only differ by
environmental degradations. Such recordings are possible with omnidirectional patterns, but not cardioid as the signal received depends on the source direction relative
to the main lobe orientation.
Figure 3.15 illustrates the MPEG Surround spatial parameters, CLD and ICC, as a
function of time for the subbands centred at 431Hz (Figures 3.15(a) and 3.15(c)) and
1.55kHz (Figures 3.15(b) and 3.15(d)). Note that the ICC cue is not limited to low
frequency subbands like the PSC IPD cue. Similar trends as the BCC/PSC ICLD
cue in Figure 3.14 occur with the CLD cue in Figure 3.15, where high frequency
subbands exhibit a slightly stronger relationship to speaker location than lower frequencies. Similar to BCC/PSC, the cardioid recordings are better suited to CLD cue
estimation than omnidirectional microphones.
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(a) Cardioid spatial cues (431Hz subband)

(b) Cardioid spatial cues (1.55kHz subband)

(c) Omnidirectional spatial cues (431Hz sub- (d) Omnidirectional spatial cues (1.55kHz subband)
band)

Figure 3.15 Example spatial cues for MPEG Surround

The ICC cue does not strongly correspond to changing source direction, which suggests that this spatial cue is less suited to meeting speech segmentation by speaker
location. Interestingly, the microphone pattern has little effect on the ICC cue, with
only slightly more significant results from omnidirectional microphones (Figures
3.15(c) and 3.15(d)) compared to the cardioid results (Figures 3.15(a) and 3.15(b)).
ICC is estimated (see Equation 3.8) as a cross-correlation estimation derived from
the level cross-spectrum of the two audio channels. Hence, the individual advantages of using cardioid microphones for level-based cues and omnidirectional mi-
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crophones for cross-correlation cues, as shown with the BCC/PSC encoder, may not
be as evident with the ICC cue.
Having selected subbands of comparable frequency content in Figures 3.14 and 3.15,
valid comparisons between the two SAC encoders can be made. With a more complicated analysis filterbank, MPEG Surround does not exhibit significantly stronger
trends between changing speaker location and CLD compared to the BCC/PSC
ICLD spatial cue. The ambiguity of the ICC cue is a disadvantage of the MPEG
Surround encoder compared to BCC/PSC, as only the level-based spatial cue reliably represents speaker location information. Even in BCC/PSC, the IPD cue is a
weaker indicator of changing source location compared to the ICLD cue.
3.5.2.2

Quad Microphone Recordings

Section 3.5.2.1 compared the effects of microphone pattern and SAC encoder on the
spatial cue estimations. The four-microphone recordings to be discussed in this experiment investigate the advantages posed by multiple microphones and the combination of pickup patterns not feasible with a smaller number of microphones. In the
following discussion, homogeneous (all cardioid or omnidirectional) and mixed pattern arrays are investigated, corresponding to simulations 3 to 5 in Table 3.2. In the
mixed array, two omnidirectional and two cardioid microphones were used. Spatial
cues were estimated from the two microphone pairs: the cardioid and omnidirectional pairs. Thus, a potential disadvantage of using the mixed array is the reduced
number of microphone pairs available for spatial cue estimation if microphones are
of fixed directivity.
Figures 3.16(a) and 3.16(b) illustrate the advantages of multiple microphone recordings through the time domain plots of the ICLD/IPD extracted from the three omnidirectional or cardioid microphone pairs of the recording setup (see Figure 3.13).
The microphone patterns and subbands were chosen to show the strongest relation-
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(a) Cardioid ICLD (6.23kHz subband)

(b) Omnidirectional IPD (382Hz subband)

Figure 3.16 Example spatial cues for BCC/PSC

ship between the spatial cues and speaker location, as discussed in Section 3.5.2.1.
In Figures 3.16(a) and 3.16(b), where one microphone pair cannot differentiate between equidistant speakers, the other two pairs exhibit trends to resolve the ambiguity. Such behaviour is known to exist with other source localisation techniques using
multiple microphone recordings [46], and is thus also exhibited between the spatial
cues extracted from pairs of spatially distributed microphones.
To explore the effect of mixed pattern microphone arrays, Figure 3.17 contains contour plots of the bivariate probability density of the ICLD/IPD spatial cues taken
from the subband centred at 264Hz. The five clusters in each figure correspond to
the bivariate density of each speaker’s ICLD/IPD cues during their active turn. Figures 3.17(a), 3.17(b), and 3.17(c) refer to the four cardioid, four omnidirectional,
and mixed array, respectively. The spatial cues in Figures 3.17(a) and 3.17(b) are
taken from the pairing of microphones 1 and 2. In Figure 3.17(c), the ICLD and
IPD cues were estimated from the cardioid and omnidirectional microphone pairs,
respectively. Ideally, the five speakers should have independent clusters such that
differentiating between the speakers based on the spatial cue clusters becomes a
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(a) Cardioid spatial cues

(b) Omnidirectional spatial cues

(c) Mixed pattern spatial cues

Figure 3.17 Bivariate densities for spatial cues from BCC/PSC (264Hz subband)

trivial task.
As can be seen in Figure 3.17, the cardioid and omnidirectional arrays perform
poorly compared to the mixed array. The five speaker ICLD/IPD cue clusters overlap, thus making it potentially difficult for clustering and segmentation algorithms
to differentiate between the speakers. In contrast, the mixed array of Figure 3.17(c)
shows significant differences in spatial cue clusters between the five speakers.
The mixed array results, which provide more independent spatial cue clusters, can
be explained by the dual-microphone observations from Section 3.5.2.1. Cardioid
recordings were found to be best suited to level-based cues, while omnidirectional
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(a) Cardioid CLD (2.93kHz subband)

(b) Omnidirectional ICC (2.58kHz subband)

Figure 3.18 Example spatial cues for MPEG Surround

microphones provide reliable phase-based cues. By accounting for these optimal
combinations when selecting recording hardware, improved spatial cues clusters can
be achieved without any post-processing of the cues or SAC encoder modification.
Figures 3.18(a) and 3.18(b) show the spatial parameters estimated for each microphone pair from subbands centred at 2.93kHz for CLD and 2.58kHz for ICC of
MPEG Surround. Similar to Figures 3.16-3.17, the microphone patterns and subbands were chosen to show the strongest relationship between the spatial cues and
speaker location. In Figure 3.18, the behaviour of the three pairs of cues suggests
that multiple microphone recordings can resolve CLD and ICC cue ambiguity between speakers equidistant to one of the pairs. Consistent with observations for the
dual microphone recordings, even in the subband selected for the strongest relationship with speaker location, the less reliable trends of the ICC cue are exhibited
across all channel pairs in Figure 3.18(b). These results further confirm the ICC cue
as unsuitable for representing speaker location information.
The CLD and ICC spatial cues extracted from the subband centred on 2.58kHz are
illustrated as bivariate probability densities in Figure 3.19. The spatial cues in Fig-
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(a) Cardioid spatial cues

(b) Omnidirectional spatial cues

(c) Mixed pattern spatial cues

Figure 3.19 Bivariate densities for spatial cues from MPEG Surround (2.58kHz subband)

ures 3.19(a) and 3.19(b) are taken from the pairing of microphones 1 and 4. In
Figure 3.19(c), the CLD and ICC cues were estimated from the cardioid and omnidirectional microphone pairs, respectively. The cardioid (Figure 3.19(a)) and omnidirectional (Figure 3.19(b)) microphone pairs estimate spatial cues that do not independently cluster for the five different speakers. With significant cluster overlap in
Figures 3.19(a) and 3.19(b), the advantages of the mixed array are shown in Figure
3.19(c), where five speaker spatial cue clusters are evident. The spatial cue clusters
in Figure 3.19 have greater cue variance (i.e., larger clusters) than the BCC/PSC
spatial cue bivariate densities in Figure 3.17. This may be attributed to the ICC cue,
which introduces ambiguity to the joint densities even though the MPEG Surround
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CLD cue was found in Section 3.5.2.1 to strongly correspond to changing speaker
location.
The advantage of a mixed pattern over a homogeneous pattern microphone array
is less pronounced for MPEG Surround compared to BCC/PSC. The discussion in
Section 3.5.2.1 found the ICC cue performance to be less affected by microphone
pattern. Thus, the MPEG Surround encoder may only require cardioid microphones
for reliable spatial cue estimations.

3.5.3

Conclusion

This series of experiments comparing SAC cues from BSC, PSC and MPEG Surround of varying microphone directivity confirmed the preliminary findings from
Section 3.4 that appropriate microphone pattern selection can help compensate for
signal degradation due to room reverberation and background noise. Less cue variance and thus tighter data clusters result when cardioid pattern microphones are applied to level-based (ICLD, CLD) estimation, while omnidirectional patterns are optimal for phase-based estimations (IPD). Thus, to capture audio for both time/phase
and level-based spatial audio cue analysis, mixed pattern microphone array that combines both cardioid and omnidirectional microphones can be used. Experimental
results also demonstrated the source localisation frequency duality principle, where
phase-based cues showed more consistent trends at low frequencies, while levelbased cues corresponded stronger to speaker locations at higher frequencies. Experimental results also indicate that the ICC cue (used in MPEG Surround) did not
exhibit consistent statistical relationships, which suggests that this spatial cue is not
suited to representing speaker location information for meeting speech analysis.
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Experiment: Optimal Microphone Directivity for
Spatial Cues

Experiments presented in Sections 3.4 and 3.5 found time and phase-based intermicrophone spatial cues from various SAC approaches to most reliably respond to
the omnidirectional pattern, whilst level-based cues were best suited to a cardioid
polar response. However, these findings were conducted using multi-pattern firstorder microphones deployed in a real reverberant recording environment, where the
microphone patterns studied were limited to commercially available configurations.
This set of experiments addresses the physical limitations of commercial microphones by simulating a range of directivity patterns to determine the ‘optimal’ microphone pattern for each type of spatial cue (see Section 2.7.1 for background into
first-order microphone models). Microphone array configurations were also varied
to study both circular and linear configurations, with recordings in a real reverberant
environment conducted to verify the simulation results with commercially available
microphone directivity patterns.

3.6.1

Meeting Recordings

Figure 3.20(a) illustrates four loudspeakers placed around a 3.625m x 2.41m room
simulating a ‘meeting’ scenario. Recorded by four microphones placed at the centre
of the room, a circular and offset line microphone array were evaluated to determine
the effect of varying microphone array configuration (shown in Figures 3.20(b) and
3.20(c), the arrows depict the microphone orientations). The inter-microphone spacings were chosen in accordance to typical table-top meeting recording arrays and
large enough to obtain meaningful TDEs and inter-microphone level differences.
The offset line array configuration in 3.20(c) was chosen to study a non-standard
array configuration, where the more traditional uniform linear array returned similar
results (not presented here for brevity).
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Figure 3.20 Meeting recording setup

The ‘meeting’ setup was theoretically modelled using Allen and Berkeley’s image
method [7], with reverberation times (RT60) varying from anechoic (RT60 = 0s)
to RT60 = 0.5s. Real recordings were then conducted with four Genelec 1029A
loudspeakers recorded with four RÖDE NT2A multipattern microphones (omnidirectional, cardioid, and figure-8). The reverberant room exhibited approximately
RT60 = 300ms, which is typical of an office space.
Anechoically recorded speech from the Australian National Database of Spoken
Languages (ANDOSL) [103] simulated speech from meeting participants. In turn,
each loudspeaker played out one speech sentence (approximately 2s in duration),
thus giving a ‘meeting’ of approximately 10s of non-overlapped speech in length.
Recorded at 48kHz, microphone signals were downsampled to 16kHz for spatial cue
extraction and analysis.
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3.6.2

Results and Discussion

For all experiments, frames were 50% overlapped and 32ms in length. To evaluate
the effect of varying microphone directivity pattern on spatial cue performance, the
following error measures were employed, with 95% confidence intervals shown:

• TDE Root Mean Squared Error (RMSE), as calculated between the estimated
value and the ground-truth (since the microphone and loudspeaker positions
are known). In Equation 3.9, N , M and P are the total number of speakers,
frames and microphone pairs, respectively:
N
M
P q
1 X 1 X 1 X
(
(
τp (n, m) − τ̂p (n, m)2 ))
RM SE =
N n=1 M m=1 P p=1

(3.9)

• ICLD Mean Squared Distance (MSD) between ICLD estimated between microphone pairs, where a large distance is preferred as it indicates that the pairs
contain distinct information. In the following, q denotes the combinations of

ICLD pairs where Q is the total number of pairs, Q = P2 :

Q q
N
M
1 X 1 X 1 X
(
(
ICLDq,1 (n, m) − ICLDq,2 (n, m)2 ))
M SD =
N n=1 M m=1 Q q=1
(3.10)

3.6.2.1

Circular Array Microphone Configuration

Figure 3.21(a) shows the TDE RMSE from theoretical simulations, where it can
clearly be seen that less directivity (i.e., higher α, as defined in Equation 2.33) yields
lower TDE RMSE error, with the omnidirectional pattern exhibiting 0.4 sample error
in anechoic conditions to 16.2 samples at RT60=0.5s. The RMSE is comparable
for omnidirectional-type directivity patterns from 0.6 ≤ α ≤ 1, but performance
significantly deteriorates with unidirectional and bidirectional patterns, where 0 ≤
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(a) TDE RMSE

(b) ICLD MSD (1.2kHz subband)

Figure 3.21 Circular microphone array simulation results

α ≤ 0.5. Figure 3.21(a) shows that unidirectional directivity leads to particularly
erroneous TDEs at lower RT60, with the RMSE peaking at 27.5, 29.3 and 31.5
samples for α = 0.4, 0.2 and 0.1, respectively. At RT60 > 0.4 for 0.1 ≤ α ≤ 0.5,
however, the RMSE becomes comparable to the omnidirectional directivity patterns.
In contrast, when α = 0 (figure-8 bidirectional pattern), errors decrease at low RT60
to 9.2 samples in anechoic conditions and monotonically increase to 38.1 samples at
RT60 = 0.5s. The theoretical results and trends seen in Figure 3.21(a) are consistent
with experimental findings which attribute omnidirectional microphone directivity
patterns to be best suited to TDE, due to the nature of cross-correlation calculations.
Further, TDE by cross-correlation methods can lead to erroneous results when the
signals are dissimilar, which is the case with unidirectional patterns (in particular the
cardioid, as it has no bidirectional component at all). The improved performance of
unidirectional patterns at higher RT60 can be attributed to higher correlations found
between microphone signals with the reverberant speech not present in anechoic
conditions.
Figure 3.21(b) illustrates the ICLD MSD, where a larger distance indicates more
useful spatial information between the microphone pairs. Although only the subband
centred at approximately 1.2kHz is shown, similar trends were exhibited in other
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(a) TDE RMSE

(b) ICLD MSD

Figure 3.22 Circular microphone array real recordings results

frequency subbands. It can be seen from Figure 3.21(b) that unidirectional patterns
give the greatest MSD between microphone pairs, peaking at 21.3dB at α = 0.4,
which is a cardioid pattern with a minimal bidirectional component. With increased
reverberation, however, a larger bidirectional component yields higher distances,
with the MSD reaching 17dB (at α = 0.2, RT60 = 0.1s) and 13dB (at α = 0.1,
RT60 = 0.2s). These trends seen in Figure 3.21(b) are consistent with experimental
findings, and can be attributed to directional microphone characteristics minimising
the signal amplitude corruption from reverberant speech components but still able to
capture off-axis sources.
Figure 3.22(a) shows the TDE RMSE as obtained from real recordings in a room of
approximately RT60 = 300ms. It can be seen that the low error performance of 4.9
samples from the omnidirectional pattern confirms the theoretical findings in Figure
3.21(a). Moreover, the trend of the figure-8 directivity pattern slightly outperforming
the cardioid with a lower RMSE, as seen in Figure 3.21(a), is also shown with the
commercial microphones.
Figure 3.22(b) depicts the ICLD MSD across the frequency subbands, and although
the bidirectional figure-8 pattern exhibits high MSD up to 7.8dB at low frequencies,
the cardioid outperforms the figure-8 and omnidirectional patterns by up to 3dB
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(a) TDE RMSE

(b) ICLD MSD (1.2kHz subband)

Figure 3.23 Offset microphone line array simulation results

from 1.5 - 6kHz, a frequency range where speech energy is generally strongest.
3.6.2.2

Offset Line Array Microphone Configuration

Figure 3.23(a) illustrates the TDE RMSE as obtained from the offset microphone
line array in Figure 3.20(c). Comparing Figures 3.21(a) and 3.23(a), it can be clearly
seen that similar trends are exhibited despite the varied microphone array configuration. Slightly higher TDE RMSE at high RT60 from omnidirectional directivity
result from the offset line array: 19.3 samples (α = 1, RT60 = 0.5), compared to
16.2 in Figure 3.21(a). In contrast, the figure-8 bidirectional pattern exhibits lower
RMSE in Figure 3.23(a) (35.9 samples) compared to Figure 3.21(a) (38.1 samples).
And although the relative amplitude relationships between the peaks remain consistent between Figures 3.21(a) and 3.23(a), the RMSE values vary in Figure 3.23(a)
to be 12.4, 35.8, and 43 samples for α = 0.4, 0.2 and 0.1, respectively.
Figure 3.23(b) shows the ICLD MSD from the frequency subband centred at approximately 1.2kHz, although results were similar across all subbands. The trends
in Figure 3.21(b) are almost identically seen in Figure 3.23(b), but for amplitude
variations in the peaks of 24.3dB (α = 0.5, RT60 = 0s), 19.4dB (α = 0.2, RT60 =
0.1s), and 17.5dB (α = 0.1, RT60 = 0.2s). In contrast to Figure 3.21(b), the maximum MSD peak at RT60=0s has shifted from α = 0.4 to α = 0.5, although a sizeable
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(a) TDE RMSE

(b) ICLD MSD

Figure 3.24 Offset microphone line array real recordings results

secondary peak of 20.9dB is exhibited at α = 0.4.
The TDE RMSE for real recordings in an approximately RT60 = 300ms environment
is illustrated in Figure 3.24(a). Compared to Figure 3.22(a), the omnidirectional microphone pattern has a similar error rate of 6.8 samples, and this again significantly
outperforms the directional patterns, which is consistent with the theoretical results
in Figures 3.21(a) and 3.23(a).
Figure 3.24(b) displays the ICLD MSD for the offset line array, where the trends
shown differ in low frequency subbands (<1.5kHz) to results seen in Figure 3.22(b).
Most notably, the cardioid directivity pattern exhibits higher MSD across the spectrum, with up to 4dB improvement over the omnidirectional and figure-8 directivity
patterns. This suggests that, in real acoustic environments, perhaps a cardioid offset
line array such as in Figure 3.20(c) is better suited to level-based spatial cues than a
circular microphone array configuration.

3.6.3

Conclusion

Meetings have traditionally deployed omnidirectional microphone arrays, and the
aim of this series of simulations and experiments was to determine what microphone directivity patterns are best suited to different types of spatial cues. Circular
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and offset line microphone array configurations were evaluated to determine the effect of directivity pattern and varied microphone array configuration; experiments
were conducted on theoretical simulations in addition to recordings made in a real
reverberant room.
The GCC-PHAT TDE cue was found to perform best with an omnidirectional directivity pattern, independent of the varied microphone array configurations. To
complement the TDE, an inter-microphone level-based cue was also studied, which
responded best to unidirectional (cardioid-type) patterns in low reverberation and
increasingly bidirectional (figure-8) patterns in high reverberation. Additionally, the
cardioid directivity performed better with the offset line array over the circular microphone configuration with the real recordings, despite exhibiting similar results
in the theoretical simulations. This result suggests that an offset line array configuration may be better suited to spatial cue extraction in real multiparty meeting
environments.

3.7

Summary of Conclusions and Contributions

The studies presented in this Chapter show that speaker location information, as
represented in spatial cues motivated by Spatial Audio Coding, can be used to segment meeting speech recordings. In particular, the combination of cross-correlationbased cues with subband level-based cues provided the most accurate speaker location segmentation results using a decision tree classifier. However, the microphone
directivity pattern significantly affects the spatial cue estimation: simulations and
experiments showed the omnidirectional pattern to optimally suit cross-correlation
time/phase cues whilst directional patterns such as cardioid (or near cardioid) are
more beneficial for level-based spatial cues. Experiments then extended upon these
findings to apply mixed-pattern microphone arrays to allow for the omnidirectional
microphones to optimally capture speech for TDE cues whilst applying directional
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cardioid microphones for level-based cues.
Whilst experiments in this Chapter have proven the feasibility of using spatial audio cues for location-based meeting speech segmentation, cue ambiguity exists between speakers due to signal degradation from room acoustic effects, e.g., reverberation and background noise. Chapter 4 will investigate speech front-end processing
paradigms to specifically target and improve the capture of speaker spatial cues.

Chapter 4
Linear Prediction Spatial Cue
Estimation
4.1

Introduction

This Chapter studies the application of Linear Prediction (LP) front-end speech processing before spatial cue estimation methods as presented in Chapter 3. Chapter
3 investigated the extraction of spatial cues based on those used in Spatial Audio
Coding (SAC) to represent the speaker location information from multichannel audio. SAC spatial cues were derived using psychoacoustic principles, and hence can
represent the perceptual spatial location of the sound sources. The series of studies presented in Chapter 3 showed that subband derived spatial cues could detect
multiple concurrent speakers in a given frame, whereas the traditional GCC-based
techniques only detected the strongest active speaker in each speech frame.
LP applied to speech has been shown to improve TDE results, where the TDE
were extracted from the residual (or excitation) signal of the LP analysis process
[152][123]. This Chapter extends upon this concept to explore the estimation of
spatial audio coding cues from LP residual signals and transforms of the residual
signals; spatial cues are also extracted from single-channel, as well as multichannel
optimised LP residuals. Further, these approaches are also applied to speech coders
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standardised for use in GSM mobile telephony networks, namely the 8kHz Adaptive
Multi-Rate (AMR) coder [51].
In this Chapter, Section 4.2 presents background information on single and multichannel Linear Prediction, and AMR as standardised for use in GSM mobile networks. To evaluate the performance of spatial cues when extracted from LP signals,
single-channel LP experiments are presented in Section 4.3, with studies utilising
the AMR standardised speech coders detailed in Section 4.4. Section 4.5 then investigates a number of multichannel LP experiments, where the focus is on the TDE
estimation, for consistency with existing work [152][123].

4.2
4.2.1

Background
Multichannel Linear Prediction

Section 2.4.2 presented the technique of single-channel Linear Prediction (LP) speech
modelling, where the LP parametric model characterises the speech spectrum by a
noise-like (i.e., spectrally flat) excitation (error residual) signal, e(n), and a spectral envelope of the vocal tract and its resonances, represented as LP coefficients,
ak . As discussed in Section 2.4.2, single-channel LP has been shown to improve
TDE estimates [26][25][152][123][124][153]. However, in acoustic environments
of significant reverberation, TDE methods can be generalised to multiple channels
to exploit signal redundancy. Whilst the TDE methods reviewed in Section 2.3 typically utilise microphone pairs in dual-channel cross-correlation, using multichannel
cross-correlation for TDE has recently been investigated [39][40][15][16].
Chen et al. [39][40] explore the use of a multichannel spatial correlation matrix for
TDE. Extending the two-channel cross-correlation coefficient to multiple channels
using linear spatial prediction and linear spatial interpolation, the TDOA is estimated
from maximising the correlation across all the channels. Benesty et al. [16] gener-
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alised the approach to estimate the TDOA that minimises joint entropy from all microphone signals. If the signals are all Gaussian, the joint entropy technique is equivalent to the MultiChannel Cross Correlation (MCCC) approach [40]. Speech signals,
however, follow a Laplacian distribution and hence the TDOA from minimised joint
entropy using Laplacian signal models outperforms the MCCC approach. Further,
the approaches of [40][15][16] require knowledge of the microphone geometry and
the microphones must be in linear configuration.
This thesis studies three general techniques for multichannel LP, all of which do
not require a priori knowledge of the microphone geometry: averaging the autocorrelation matrix, averaging the Line Spectral Frequencies (LSFs), and MultiVariate
AutoRegression (MVAR). Firstly, the more general approach of Gaubitch et al. [63]
is adopted and extended to implement multichannel LP for the purposes of TDE. To
extend the concepts of single-channel LP to multiple speech channels, Gaubitch et
al. [63] proposed the use of an averaged (across channels) autocorrelation matrix,
Ravg , instead of R for each channel in Equation 2.29 [63]:
Ravg (i) =

P
X
k=1

ak,avg Ravg (i − k) where Ravg =

C
X

Rc for i = 1, 2, . . . , P. (4.1)

c=1

where C is total number of channels and P is the LP order. The Levinson-Durbin
recursion algorithm is used to find the solutions of Equations. 2.29 and 4.1 to find ak
(for each channel c) and ak,avg for the individual and joint LP models, respectively.
Each of the multichannel speech signals is then filtered with the (individual or joint)
LP model to obtain the LP residual signal, following Equation 2.25.
The second approach technique studied and proposed in this thesis to jointly model
LP across multiple channels for TDE is to average the Line Spectral Frequencies
(LSFs). LSFs are an alternative representation of ak (for each channel c). Equation
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2.25 can be expressed in the z-domain as:
Ac (z) = 1 +

P
X

z −k =

k=1

Pc (z) + Qc (z)
2

(4.2)

where Pc (z) and Qc (z) are the sum and difference equations:
Pc (z) = Ac (z) + z −(P +1) Ac (z −1 )
Qc (z) = Ac (z) − z −(P +1) Ac (z −1 )

(4.3)

The LSFs are defined as the polynomial roots of Pc (z) and Qc (z) in Equation 4.3.
The LSF representation of the LP coefficients is widely used in speech coding, e.g.,
for interpolating the LP coefficients. Whilst other representations of the LP coefficients can result in filter instability, the LSFs are robust against quantisation noise. It
is for these reasons that this work proposes averaging the LSFs obtained from each
channel as an alternative method to form the jointly modelled LP coefficients. The
roots of Pc (z) and Qc (z) are found by Chebyshev polynomials methods [81], and
averaged across the channels to form the averaged LSFs. The averaged LSFs are
then converted back to ak , using Equation 4.2 for subsequent filtering to obtain the
LP residuals using Equation 2.25. Further, the computational complexities of averaging autocorrelation matrices and LSFs are comparable, to enable fair comparisons
between the two proposed methods.
Finally, MultiVariate AutoRegression (MVAR) is also evaluated on the multichannel
speech; that is, the speech samples of a channel are predicted from P past samples
of current channel and P past samples of all the other speech channels. This process
extends Equation 2.25 for each channel c by:
ec (n) = sc (n) − s̃c (n) = sc (n) −

C X
P
X

ac,m (k)sm (n − k)

(4.4)

m=1 k=1

where each ac,m is a P length vector containing the intra-channel prediction coefficients (for c = m), and interchannel linear prediction coefficients between channel
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Figure 4.1 Simplified CELP synthesis process [51]

c and m (for c 6= m). This then leads to P × C × C MVAR prediction coefficients
in total for the C channels.
Similar to univariate LP, the squared error must be minimised to find the optimal
matrix of prediction coefficients. However, the standard Levinson-Durbin recursion
cannot be applied to multivariate (vector) prediction; rather, the Levinson-WigginsRobinson algorithm is a well-used MVAR extension of the single-channel Levinson
recursion [150]. Finally, to obtain the matrix of residual signals, a multivariate filter
is required to filter each channel with the multivariate prediction coefficient matrix
and all C speech channels [150].

4.2.2

GSM Standardised Speech Coders

Adaptive Multi-Rate (AMR) [51] is a speech compression algorithm based on the
Code-Excited Linear Prediction (CELP) analysis-by-synthesis paradigm, as shown
in Figure 4.1 [133]. In brief, CELP consists of two stages: Linear Prediction (LP)
analysis as in Equation 2.25 followed by an adaptive and fixed codebook vector
quantisation of the excitation (error) signal.
AMR is a narrowband (8kHz, 13-bit) speech codec standardised for use in GSM
mobile telephony, whereby a 10th order LP analysis process is employed [51]. AMR
supports eight bitrates, all of which were investigated: 4.75kbps (MR475), 5.15kbps
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Figure 4.2 Simplified AMR encoder paradigm [51]

(MR515), 5.90kbps (MR590), 6.70kbps (MR67), 7.40kbps (MR74), 7.95kbps
(MR795), 10.2kbps (MR102), and 12.2kbps (MR122).
AMR LP coefficients, denoted as ak in Equation 2.25, are calculated for every 20ms
analysis frame. The coefficients are then converted to Line Spectral Pairs (LSPs)
for quantisation and transmission, as the LP coefficients are sensitive to errors and
can thus cause an unstable synthesis speech filter. For every bitrate except 12.2kbps,
AMR calculates one set of LP coefficients per frame and quantises the LSFs using
Split Vector Quantisation (SVQ). At 12.2 kbps, the LP coefficients are calculated
twice per frame, with the LSFs jointly quantised using Split Matrix Quantisation
(SMQ).
Figure 4.2 illustrates a simplified representation of the encoder processing for AMR.
Following LP analysis, to simplify the closed-loop pitch search performed by the
adaptive codebook, an open-loop pitch search is performed. Then, the adaptive codebook performs a closed-loop pitch search around the open-loop pitch lag to derive
the (fractional) delay and gain, subsequently calculating the adaptive codevector.
To find the optimum fixed codebook vector, the contribution of the adaptive codebook is removed and the error between the weighted input and synthesised speech is
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minimised. In this analysis-by-synthesis paradigm, the optimum excitation vectors
from the two codebooks are chosen to minimise the perceptually weighted error.
Thus, the codebooks operate on 5ms subframes with codebook parameters transmitted four times per frame, whilst the LP coefficients are updated for every frame and
interpolated in the subframes.
The AMR decoder, shown in Figure 4.3, is effectively the reverse process of encoding, forming the excitation signal from the transmitted fixed and adaptive codebook parameters. The speech signal is thus reconstructed by filtering the excitation
through the LP speech synthesis filter in Equation 2.23, as derived from converting
the transmitted interpolated, quantised LSPs to LP coefficients.

4.3

Experiment: Estimating Spatial Cues from SingleChannel LP

This experiment extracts spatial cues based on the Spatial Audio Coding (SAC)
analysis process as studied in Chapter 3; however, rather than extracting cues directly from the recorded signals as in SAC, the approach from [123] is studied and
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spatial cues are extracted from the original speech, LP residual, and Hilbert envelope
of the LP residual (as defined in Equation 2.30). The phase-based spatial cues from
SAC represent similar information to the TDE but in the frequency domain; hence,
whether performance improvements found using the Hilbert envelope for TDE apply to the spatial cues, in particular, the phase-based cues, are investigated. Thus,
the LP-based technique of [123] and the work presented in Chapter 3 is augmented
in this experiment.
As reviewed in Section 2.4.2, Raykar et al. [124][123] presented enhancements to
the GCC-based algorithms for TDE from speech signals: rather than calculating
TDE from the speech signals, TDE were extracted from the Hilbert envelope of
the speech residual signal obtained using Linear Prediction (LP) analysis. The advantage of this approach was the preservation of pitch information whilst removing
room reverberation effects during the LP analysis. Thus, with only the glottal pulses
present in the residual signal, taking the Hilbert envelope removed phase ambiguities in the residual. Experimental results in [123] showed that performing crosscorrelation on the Hilbert envelope resulted in more reliable TDE over estimates on
the speech or residual signal.
Consistent with LP speech coding techniques and Raykar et al. [124][123], this experiment used 8kHz speech and employed a 10th order LP predictor on differenced
speech [152]. Differenced speech was windowed every 25ms with 10ms shift between adjacent windows. The LPC were calculated for every window, and applied
to calculate the residual and Hilbert envelope. However, it is known that frame durations longer than 200-300ms can be required for reliable TDE [46]. Thus, 256ms
aggregate ‘superframes’ for spatial cue estimation were formed from the speech, LP
residual and Hilbert envelope, with 50% overlap between adjacent superframes.
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Results and Discussion

To validate the proposed LP analysis front-end to spatial cue estimation, the same
meeting recordings as used in Section 3.5 and illustrated in Figure 3.13 were utilised
for consistency with work in Chapter 3; however, speech was downsampled to 8kHz
for LP analysis. Following on from findings in Chapter 3, the experiments conducted
used two of the four available microphones: Mics 1 and 2 (see Figure 3.13) were
configured as either an omnidirectional or cardioid pattern pair of microphones.
For illustrative purposes, Figures 4.4 and 4.5 show the ICLD and IPD spatial cues
as a function of time for the omnidirectional and cardioid recordings, respectively.
Cues were extracted from the subband centred at 928Hz, which is a frequency region
where significant speech activity exists. In Figures 4.4 and 4.5, the mean of each
speaker’s ‘turn’ is shown as the solid red line. The mean was calculated according
to the ground truth speaker segmentation from the original speech.
The cardioid recordings in Figure 4.5 show clearer distinctions between the five
speakers for the ICLD cue compared to the ICLD cues in Figure 4.4 (especially
Figure 4.5(c)). In contrast, the omnidirectional recordings in Figure 4.4 are better
suited to the IPD cue compared to the IPD in Figure 4.5 (especially Figure 4.4(c)).
These results for the ICLD and IPD are consistent with Chapter 3, which found
that omnidirectional patterns were best suited for phase-based cues and cardioid for
level-based cues when the spatial cues were directly estimated from the recorded
speech. Thus, the results in Figures 4.4 and 4.5 show that the influence of the microphone pattern has the same effect on the spatial cues regardless of whether they are
extracted directly from the recorded speech, the LP residual or its Hilbert envelope.
In Figure 4.5, the directive cardioid pattern can reduce the effects of room reverberation and thus minimise corruption of the ICLD cue. The cardioid IPD cue shows
greater cue changes between speakers 1 and 2, compared to the other speakers (es-
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Figure 4.4 Spatial cues from omnidirectional microphones (subband centred at 928Hz)

pecially in Figure 4.5(c)). This is due to the microphone positioning and main lobe
orientation relative to the active speakers (see Figure 3.13). Further, the IPD cue is
a frequency domain cross-correlation calculation and thus requires signals to differ
only by environmental degradations, e.g., omnidirectional microphone directivity.
Regardless of the microphone pattern, the spatial cues extracted from the Hilbert envelope in Figures 4.4(c) and 4.5(c) show less outliers and thus improved cue ‘clusters’ are exhibited for each speaker compared to Figures 4.4(a)-4.4(b) and 4.5(a)4.5(b). These results are in agreement with Raykar et al. [124][123], where the
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Figure 4.5 Spatial cues from cardioid microphones (subband centred at 928Hz)

Hilbert envelope of the LP residual returned the most reliable TDE. The cue clusters corresponding to the five speakers are particularly evident for the IPD in Figure
4.4(c). The spatial cues from the LP residual in Figures 4.4(b) and 4.5(b) only show
slight improvements over cues from the speech signal (Figures 4.4(a) and 4.5(a)).
Figures 4.6 and 4.7 show the mean and 95% confidence interval of the omnidirectional IPD and cardioid ICLD, respectively. The mean was calculated across all the
frames from each speaker’s ‘turn’ for each subband.
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Figure 4.6 Mean IPD from omnidirectional microphones

For the IPD results shown in Figure 4.6(c), the omnidirectional microphones perform most consistently with the Hilbert envelope, where four of the speakers can be
clearly identified in all subbands. Little improvement in the IPD is shown between
the speech (Figure 4.6(a)) and LP residual (Figure 4.6(b)). These results show that
the findings in [123] also apply to the IPD spatial cue. That is, although the pitch
information dominates in the residual signal, phase ambiguities that corrupt the TDE
also affect the IPD. The Hilbert envelope removes these phase ambiguities and hence
performance improves with different IPD trends exhibited for the different speakers
in Figure 4.6(c).
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Figure 4.7 Mean ICLD from cardioid microphones

For the ICLD calculation, the Hilbert envelope (Figure 4.7(c)) provides the most
consistency between subbands and greater differences between cues for the five
speakers. The LP residual (Figure 4.7(b)) improves slightly upon the speech signal
(Figure 4.7(a)), with different ICLD trends exhibited between speakers. In Figures
4.7(b) and 4.7(c), the consistency of the ICLD cue across the subbands for each
speaker confirms that the speech residual (and hence Hilbert envelope) are noiselike spectrally flat signals. Thus, although the ICLD cues from the LP residual and
Hilbert envelope do not strictly represent spatial information, the trends in Figure
4.7 show that LP analysis does not remove all the speaker dependent spectral information.
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Figure 4.8 Supervised decision tree classifier for speaker ’turn’ segmentation using spatial
cues

The speaker ’turn’ segmentation performance of the proposed spatial cues as extracted from the original recorded speech, LP residual and Hilbert envelope in a
simulated meeting speech scenario was also evaluated. The same supervised decision tree classifier as utilised in Section 3.3 was applied, where the total number of
speakers (classes) were known a priori and a 10-fold cross validation process applied to the data. Whilst only Mics 1 and 2 were analysed in the above discussion,
all (six) possible microphone pairs from the meeting recordings as used in Section
3.5 and illustrated in Figure 3.13 were applied as inputs to the decision tree classifier.
Figure 4.8 shows the segmentation performance of the proposed cues as measured
by the average percentage error of incorrectly segmented frames over total number
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of frames, with the 95% confidence intervals indicated. Consistent with the discussion above and results shown in Figures 4.5 to 4.7, it can be clearly seen from Figure 4.8(a) that the omnidirectional recordings return significantly higher error rates
compared to the cardioid recording pattern for ICLD cues estimated from all three
signals: an average error of 11.70%, 33.20% and 33.30% is shown for the original
speech, LP residual and Hilbert envelope of the residual, respectively. In contrast,
the cardioid pattern exhibits 2%, 2.2% and 1.5% error for the original speech, LP
residual and Hilbert envelope of the residual, respectively. The significantly lower
error rates (and narrower confidence intervals) of the cardioid recordings confirms
the findings shown in Figure 4.7, where the directional speech signal and hence
reduced noise corruption enable more reliable speaker-dependent estimation of the
ICLD cue. The improved performance of the Hilbert envelope ICLD cue compared
to the original speech and its LP residual, as visually suggested in 4.7, are also exhibited by the lower rate of classification error shown in Figure 4.8(a).
Figure 4.8(b) illustrates the mean segmentation error for the IPD cue, where the
inverse microphone pattern performance to the ICLD cue is shown. That is, the
omnidirectional pattern returns a lower error rate than the cardioid recordings for
all three signals. For the cardioid microphone recordings, the mean error rates of
12.3%, 15% and 13.2% (with confidence intervals of 0.7%, 0.6% and 0.5%) were
observed for the speech, LP residual and Hilbert envelope signals, respectively. In
contrast, lower average error rates of 9.3%, 9.7% and 10.1% (with confidence intervals of 0.8%, 0.6% and 0.4%) were exhibited for the original speech, LP residual
and Hilbert envelope of the residual from omnidirectional recordings. Whilst the
superior segmentation performance of the omnidirectional recordings for the IPD
cue coincides with the visual observations shown in Figure 4.4, these results indicate that the segmentation performance is comparable across the three signals. Such
segmentation results are discordant with the results shown in Figures 4.4 and 4.6,
and could be due to the statistics of the IPD cue requiring further tuning for use
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in generic decision classifiers, especially if speech activity is not significant in all
frequency subbands.
As the GCC/GCC-PHAT TDOA cue represents similar spatial cue information to
the IPD but in the time-domain and exhibited the most reliable speaker ’turn’ segmentation performance in Section 3.3, the effect of varying microphone patterns
for segmentation using a TDOA cue is shown in Figure 4.8(c). The GCC-PHAT
TDOA cue was estimated from the original speech, whilst GCC TDOA estimation
was applied to the LP residual and Hilbert envelope due to the spectral flattening
already applied during LP analysis. It can be seen from Figure 4.8(c) that the estimation of the TDOA cue from the LP residual signal and its Hilbert envelope exhibit
significantly lower error rates compared to TDOA cues estimated from the speech
alone (for both omnidirectional and cardioid recordings), as suggested by Raykar et
al. [124][123]. However, the cardioid microphone outperforms the omnidirectional
recordings with the speech recordings (10.1% and 12%, respectively), potentially
due to the reduced noise corruption on the signals when recording with directed
microphones in real acoustic environments. In contrast, with the LP analysis frontend applied, the TDOA cue estimated from the LP residual and Hilbert envelope
exhibited 2.8% average error (for omnidirectional and cardioid) and 3.1% (omnidirectional) and 3.5% (cardioid), respectively. Similar to the results shown in Figure
4.8(b), there is a minor performance improvement (although statistically insignificant) from the TDOA cue estimated from the LP residual compared to the Hilbert
envelope, further suggesting that time-delay or phase-based cues may require additional tuning of the decision tree classifier for use in speaker ’turn’ segmentation. In
general, however, the significant effect of microphone pattern on spatial cue estimation is strongly exhibited in the segmentation results with omnidirectional recordings
better suited to time/phase-based cues whilst cardioid microphones outperformed
omnidirectional for level-based cues.
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Conclusion

The experiments conducted on real recordings of simulated meetings have shown
that spatial cues estimated from the Hilbert envelope of the Linear Prediction residual exhibit the most consistent trends across all frequency subbands, compared to
cues from the recorded speech or residual signal. Spatial cues from the Hilbert envelope also showed greatest cue changes between speakers which corresponded to
changing speaker location, especially for the phase-based IPD cues. However, some
fine-tuning of a generic decision tree classifier may be required when using timedelay or phase-based cues for supervised speaker ’turn’ segmentation. Nonetheless,
consistent with the findings in Chapter 3, experiments indicated that for spatial cues
estimated directly from the recorded speech, the residual or Hilbert envelope, omnidirectional microphone recordings exhibit the most reliable phase-based spatial cues
while cardioid microphone recordings exhibit the most consistent level-based cues.

4.4

Experiment: Adaptive Multi-Rate - Standardised
GSM Speech Coder

The study in Section 4.3 investigated the application of single-channel LP as a
speech pre-processor prior to ICLD and IPD spatial cue estimation, utilising real
reverberant recordings and long analysis frames (256ms). The experiments in this
Section will extend upon these investigations to characterise the extraction of TDE,
ICLD and IPD spatial cues from the LP residual and its Hilbert envelope obtained
from the Adaptive Multi-Rate (AMR) 8kHz speech coder standardised for use in
GSM mobile telephony. To calculate the spatial audio coding cues from the AMR
LP excitation signal, the AMR reference floating-point ANSI C code [52] was modified. The major distinctions of the work in this Section versus Section 4.3 are the
20ms analysis frame of AMR, and the study of all three TDE, ICLD and IPD spatial
cues.
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The advantage of using standardised speech coding paradigms is the integration of
the proposed techniques into existing speech communication systems. In multiparty
meeting environments, in addition to the advantage of performing speech coding on
the multichannel microphone signals for efficient storage and network transmission,
the use of GSM standardised coders also explores the possibility of ad-hoc recording of meetings using participants’ mobile (cell) phones. That is, formal meeting
recording infrastructure is not required as consumer audio recording-enabled devices are placed in an ad-hoc fashion in the meeting environment and the recording
‘array’ is thus of unknown geometry and mismatched microphones. This experiment thus focuses on omnidirectional microphone directivity, as mobile (cell) phone
devices typically host omnidirectional electret or MicroElectroMechanical Systems
(MEMS) microphones.

4.4.1

Results and Discussion

To maintain consistency with the experiments conducted in Section 4.3, the same
meeting recording setup and speech stimulus were used, as illustrated in Figure 3.13.
To extend upon the use of real recordings in Section 4.3 and characterise the performance of the AMR coder, a range of reverberant environments (RT60 from 0s to
0.4s) were simulated using the Allen and Berkeley image method [7]. In line with
the experiments of Section 4.3, for brevity and as a preliminary study, only Mics
1 and 2 (see Figure 3.13) were utilised, configured as an omnidirectional pair of
microphones.
Figure 4.9 illustrates the TDE RMSE, as employed in Section 3.6 and defined in
Equation 3.9. All AMR bitrates were studied and shown in Figure 4.9, where the
abbreviated AMR bitrate modes are as described in Section 4.2.2. It can be seen from
the TDE RMSE of the speech, AMR residual and Hilbert envelope of the LP residual
that, unlike the findings of Section 4.3, the original speech recordings yield the least
erroneous TDE. This result may be attributed to the significantly shorter analysis
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Figure 4.9 AMR TDE RMSE from microphone pair (Mics 1 and 2)

frames used in AMR: 20ms, compared to the 256ms of Section 4.3 and 200ms of
[124][123], where the need for longer analysis frames for stable TDE signal statistics
is well documented [46]. From Figure 4.9 it can also be seen that the increase in
reverberation time (RT60) significantly affects the TDE accuracy, where the most
accurate original speech TDE RMSE averaged across the five speakers exhibits a
RMSE of 4.1 samples at RT60=0s, to a slight decrease to 3.8 samples at RT60=0.1s
before monotonically increasing with longer RT60 to a RMSE of 7.9 samples at
RT60=0.4s. Conversely, the AMR bitrate has minimal effect on the TDE RMSE,
with all eight bitrates standardised for AMR performing comparably in Figure 4.9.
Whilst the TDE RMSE performs poorly with the LP residual and Hilbert envelope
compared to the original speech when using shorter analysis frames, Figure 4.10
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Figure 4.10 Mean AMR ICLD from microphone pair (Mics 1 and 2)

shows the ICLD cue performance across the range of RT60 tested. In Figure 4.10,
only one AMR bitrate is shown for brevity as the bitrates perform similarly; MR475
(the lowest AMR bitrate at 4.75kbps) is shown, without loss of generality. It can
be seen from Figure 4.10 that for all three signals studied, the original speech, LP
residual and Hilbert envelope, all exhibit consistent ICLD trends between the five
speakers, particularly at low RT60 (< 0.2s). At higher reverberation times, however,
the ICLD cue estimated from the Hilbert envelope exhibits the least cue deviation
for each speaker over increasing RT60 across the frequency spectrum. In Figure
4.10(c), the Hilbert envelope is the most reliable, deviating at most by 1.6dB for
a speaker (Spkr1) at RT60=0s to 0.4s; other speakers exhibit ICLD deviations <
0.8dB with increasing RT60. In contrast, the original speech signal (Figure 4.10(a))
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Figure 4.11 Mean AMR IPD from microphone pair (Mics 1 and 2)

and LP residual ICLD (Figure 4.10(b)) are less reliable, deviating by at most 2.7dB
and 2.1dB for Spkr1 across RT60, respectively. Across the frequency subbands, the
Hilbert envelope ICLD is again most consistent per speaker, deviating by at most
1.2dB (for Spkr3 at RT60=0.2s), compared to 2dB (for Spkr5 at RT60=0.4s) when
estimated from the LP residual, and 3.3dB (for Spkr1 at RT60=0.4s) for original
speech ICLD. The results shown in Figure 4.10(c) thus suggest that the Hilbert envelope of the LP residual yields the ICLD cue most robust against reverberant signal degradation, with consistent ICLD trends displayed across the speech frequency
spectrum, compared to the ICLD estimated from the original speech or LP residual.
The performance of the IPD cue in Figure 4.11 estimated from the original speech,
AMR LP residual and its Hilbert envelope is more comparable in contrast to the
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Figure 4.12 Mean speech IPD from microphone pair (Mics 1 and 2) - RT60 = 0s, 0.4s
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Figure 4.13 Mean AMR LP residual IPD from microphone pair (Mics 1 and 2) - RT60 = 0s,
0.4s

ICLD in Figure 4.10. Particularly for low RT60 (< 0.2s), the five speakers exhibit
clear distinct IPD trends for the original speech, LP residual and Hilbert envelope
in Figures 4.11(a) to 4.11(c). Consistent with the performance of the Hilbert envelope ICLD cue in Figure 4.10(c), however, the Hilbert envelope exhibits the most
consistent trends with increasing RT60 and across the speech spectrum, as further
illustrated in Figures 4.12 to 4.14.
Showing the IPD cue for the extreme acoustic conditions of RT60=0s and RT60=0.4s
in Figures 4.12 to 4.14 for clarity, it can clearly be seen that cue trends are consis-
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Figure 4.14 Mean AMR Hilbert envelope IPD from microphone pair (Mics 1 and 2) - RT60
= 0s, 0.4s

tently exhibited in ideal acoustic conditions shown in Figures 4.12(a), 4.13(a) and
4.14(a) for the original speech, LP residual and its Hilbert envelope, respectively.
However, whilst the original speech signal, the LP residual and its Hilbert envelope exhibit clear IPD cues at low reverberation times, in significant reverberation
(RT60=0.4s), the Hilbert envelope IPD most reliably maintains the trends seen in
anechoic conditions, as shown in Figure 4.14(b), compared to Figures 4.12(b) and
4.13(b). It can be seen from Figure 4.14(b) that the anechoic IPD trends of Spkrs 1
and 5 tending from 0 to π, and the inverse trends of Spkrs 2-4 increasing from 0 to
−π are preserved by the Hilbert envelope. The experiments of Section 4.3 in Figure
4.6 with real reverberant recordings also found little IPD performance gain between
the original speech and LP residual, as can be seen in the AMR IPD cue shown in
Figures 4.12(b) and 4.13(b). Further, the Hilbert envelope IPD trends in real reverberant conditions of Section 4.3 in Figure 4.6(c) are consistent with the simulated
recordings and AMR IPD cue in Figure 4.14(b), demonstrating both the theoretical
and experimental performance of the Hilbert envelope IPD cue in significant reverberation.
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Conclusion

The experiments conducted on simulated recordings in a range of reverberation
times (RT60=0s to 0.4s) characterised the spatial cue performance of the 8kHz
Adaptive Multi-Rate (AMR) speech coder, standardised for use in GSM mobile telephony systems. With investigations conducted into the TDE, ICLD and IPD spatial
cues, experiments found the TDE cue to perform poorly with a short analysis frame
(20ms), even with the Hilbert envelope of the LP residual. In contrast, the SAC
motivated spatial cues exhibited significant ICLD and IPD trends between speakers
with 20ms analysis frames, particularly for the Hilbert envelope. The spatial cues
estimated from the original speech and LP residual performed comparably to the
Hilbert envelope method in low reverberation, however, the Hilbert envelope was
most robust against increasingly reverberant conditions to maintain the spatial cue
trends across the speech spectrum as seen in anechoic conditions.

4.5

Experiment: Time-Delay Estimation from Multichannel Linear Prediction

Linear Prediction (LP), as utilised for speech coding, has traditionally been a monaural signal application. With multichannel speech recordings from microphone array
signals, however, multichannel LP can exploit the signal correlations within speech
channels as well as between channels to mitigate signal degradations from additive
noise and convolutive reverberation present in real acoustic environments.
Further, recent research and the previous experiment has achieved more accurate
TDE through applying GCC to the speech Linear Prediction (LP) residual, compared
to GCC-PHAT on the original multichannel speech [123][124]. These approaches,
however, do not jointly model the LP between channels, as recently used for multichannel dereverberation of speech [44]. This experiment proposes to combine these
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two areas of research to investigate the use of joint LP models for TDE, where TDE
is the spatial cue focused upon to enable comparisons with existing work [123][124].
The proposed approach is compared to individually optimised (on a per-channel basis) LP and using the original multichannel speech for TDE.

4.5.1

Meeting Recordings

To maintain consistency with the work in Chapter 3, the same meeting recording
setup as Section 3.5 and illustrated in Figure 3.13 was utilised for these experiments. However, to understand the performance of the proposed multichannel LP
techniques, rather than use speech that contains voiced and unvoiced signal components in these preliminary studies, ideal (voiced) speech source signals were used
to characterise the multichannel LP analysis. The five English vowels (‘a’, ‘e’, ‘i’,
‘o’, ‘u’) of approximately 200ms in duration and sampled at 16kHz were synthesised using the ProSynth software [70], which employs a hierarchical phonological
structure for speech synthesis.
The theoretical room responses were modelled using Allen and Berkeley’s image
method [7], with reverberation times (RT60) from anechoic (RT60 = 0) to 1 second;
most office spaces generally exhibit a reverberation time of approximately 300ms.
To simulate a meeting using the image method room model, the vowels were played
from the five source locations and ‘recorded’ with the four omnidirectional microphones (with the omnidirectional pattern chosen for TDE), as defined in the room
configuration of Figure 3.13.
Recordings were then made in a real reverberant acoustic environment of approximately 300ms reverberation time in the CHESS system [131], as employed in Chapter 3. That is, the synthetic vowels were played in turn from the five loudspeakers
(Genelec 1029A) and recorded by four omnidirectional microphones (RÖDE NT2A)
arranged to match the room configuration of Figure 3.13.
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4.5.2

Results and Discussion

To ensure real-time estimates to the TDE are viable with the system proposed, 32ms
Hamming windowed analysis frames were employed with 50% overlap between
adjacent frames. As the recorded speech was sampled at 16kHz, this led to an LP
order of P = 21 for Equation 2.25.
To evaluate the proposed system, a number of performance metrics were used. All
graphs presented below for this experiment exhibit 95% confidence intervals over
the specified mean of the following performance metrics:

• Itakura distance: shows the deviation between LP autocorrelation coefficients
under test, âk , and the clean speech coefficients ak (obtained from the anechoic
source speech of the meeting recordings):
dI = log

âk Râk
ak Rak

(4.5)

where R is the autocorrelation matrix. Thus, the smaller the Itakura distance,
the closer the estimated LP autocorrelation coefficients are to the ideal case.
• Prediction gain, defined as the ratio of the anechoic signal energy to the LP
residual energy [45]. Thus, the larger the prediction gain, the more accurately
the LP models the vocal tract, since the residual energy is low.
• TDE Root Mean Squared Error (RMSE), as defined in Equation 3.9, where
the lower the RMSE, the more accurate and reliable the time delay estimation.

For the simulated reverberant room results below in Sections 4.5.2.1 and 4.5.2.2, the
Itakura distance and prediction gain performance metrics are utilised to compare the
performances of TDE calculated from individually and jointly modelled LP residuals. The results are averaged across the five synthetic vowels to evaluate the TDE
performance across increasing reverberation time and also to evaluate the system
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(a) Itakura distance: individual vs. joint LP

(b) Prediction gain: individual (solid line) vs.
joint (dotted line) LP residual

(c) TDE RMSE: individual vs. joint LP residual

Figure 4.15 Synthetic vowel simulation results

performance with different voiced signals. For the real reverberant recordings, for
brevity the results from two of the five synthetic vowels are presented in Section
4.5.2.3.
4.5.2.1

Autocorrelation Matrix Averaging

Figure 4.15(a) shows the Itakura distance for the individually modelled microphone
channels (solid lines), and for the joint LP model (dashed lines). It is clear that
the jointly modelled LP model consistently outperforms the individual models with
a lower Itakura distance across all reverberation times. These results confirm the
statistical analyses and simulations of [63] for a synthetic vowel signal, the joint LP
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model derives LP autocorrelation coefficients, ak , that better match the ideal set of
coefficients.
In contrast, Figure 4.15(b) illustrates the prediction gain for the four microphone
channels, individually (solid line) and jointly (dotted line) modelled. Although the
jointly modelled LP coefficients better match the ideal set of coefficients (see Figure
4.15(a)), when filtered with each channel of the reverberant speech to obtain the LP
residual, there is little difference shown by either LP model in the prediction gain.
Figure 4.15(c) illustrates the TDE performance from the reverberant speech GCCPHAT and the individually modelled LP residual GCC; the PHAT weighted was not
applied to LP residual and Hilbert envelope signals due to the spectral flatness of
these signals. It can be clearly seen that for reverberation times less than 600ms,
the LP residual provides a more reliable TDE vector (across the six channel pairs,
averaged in Figure 4.15(c)) with a consistently lower TDE RMSE. As reverberation
increases, however, the speech GCC-PHAT TDE exhibits slightly lower RMSE over
the LP residual GCC (both individually and jointly modelled). At higher reverberation times, although the jointly modelled LP coefficients are extracted accurately
compared to the individually modelled channels (see Figure 4.15(a)), upon filtering
the LP coefficients with each reverberant channel the residual can contain significant
amounts of reverberation [63]. As is the case with speech, reverberation can introduce erroneous peaks into the GCC function which, in turn, lead to erroneous TDE.
Figure 4.15(c) also compares the TDE RMSE from the individually (dashed line)
and jointly (dotted line) modelled LP residuals. It can be seen that the jointly modelled LP increasingly improves the TDE reliability over the individually modelled
channels as reverberation time increases past 400ms. However, the improvement is
negligible at less then one sample in resolution.
The results in Figure 4.15 therefore suggest that in a simulated reverberant environment, while the speech LP coefficients are more accurately modelled, the increased
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(a) Itakura distance: AR vs. LSF

(b) TDE RMSE: speech vs. joint LP residual
(AR and LSF)

Figure 4.16 Joint LP modelling: AR vs. LSF averaging

computational complexity for the jointly modelled LP model does not lead to a significant improvement in the TDE accuracy.
4.5.2.2

Line Spectral Frequencies Averaging

Figure 4.16(a) shows the comparison between the Itakura distances of the joint LP
models obtained by averaging autocorrelation matrices (solid line) and averaging
the LSFs (dotted line). Across the simulated reverberation times, it can be seen that
the performance of averaged LSFs is comparable to that of averaged autocorrelation
matrices.
Figure 4.16(b) depicts the TDE RMSE for the speech GCC-PHAT, and GCC of
the LP residual obtained by both jointly modelled techniques. The comparable
performances of the two averaging techniques shown in Figure 4.16(a) are reciprocated with TDE reliability. The TDE performance of the two jointly modelled
LP techniques is comparable to individually modelled LP and better than speech
GCC-PHAT for reverberation times less than 400ms. Between reverberation times
of 400-700ms, the jointly modelled LP outperforms both the individually modelled
LP and speech signals. However, similar to the results in Figure 4.15(c), speech
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(a) Itakura distance: AR vs. LSF

(b) TDE RMSE: speech vs. joint LP residual
(AR and LSF)

Figure 4.17 Joint LP modelling for real recording of ‘e’: AR vs. LSF averaging

GCC-PHAT performs best at reverberation times greater than 700ms.
In addition to similar TDE results exhibited by both autocorrelation and LSF averaging, the results in Figure 4.16 suggest that joint LP modelling, for both the tested
methods, is more resilient to medium levels of reverberation than individually modelled LP. Whilst joint LP exploits the spatial signal redundancy in these moderately
reverberant conditions, in high reverberation, the performance of the jointly and individually modelled LP approaches degrade. This is due to the increased presence of
reverberation in the residual, as convolutive reverberant signal components cannot
be accurately modelled by an LP process [63].
4.5.2.3

Real Reverberant Recordings

Figure 4.17 shows the results from recording the ‘e’ synthetic vowel in a real acoustic environment, averaged over the five speaker positions and plotted across time.
Similarly, Figure 4.18 shows the results from recording the ‘o’ synthetic vowel. Although only the results from these two of the five synthetic vowels and two of the
four microphones are presented here for brevity, the other three vowels and microphones exhibited similar trends. Both Figures 4.17 and 4.18 show that the perfor-
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(a) Itakura distance: AR vs. LSF

(b) TDE RMSE: speech vs. joint LP residual
(AR and LSF)

Figure 4.18 Joint LP modelling for real recording of ‘o’: AR vs. LSF averaging

mances of the autocorrelation and LSF averaging techniques are almost identical.
Figures 4.17(b) and 4.18(b), however, show a marked performance improvement for
TDE accuracy from the LP residual (individually or jointly modelled), compared
to GCC-PHAT on the speech alone. These results with real recordings confirm
the simulation findings of Sections 4.5.2.1 and 4.5.2.2. The jointly modelled LP
residual (either AR or LSF averaged) does not significantly outperform the individually modelled LP residual, although a slight performance improvement can be seen
with the ‘o’ vowel in Figure 4.18(b). The improved performance of the LP residual
TDE (individually and jointly modelled) compared to speech GCC-PHAT is much
more significant in a real acoustic environment compared to the theoretical simulations: this can be seen by comparing the results of Figure 4.16(b) to those in Figures
4.17(b) and 4.18(b). The results in Figures 4.17(b) and 4.18(b) clearly show that
the LP residual TDE is more robust to a real reverberant acoustic environment with
background noise than the speech GCC-PHAT.
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Conclusion

This experiment studied the use of multichannel linear prediction techniques for
time-delay estimation (TDE) of reverberant speech. Two techniques for multichannel linear prediction were investigated: averaging the autocorrelation matrices and
line spectral frequencies (LSFs) across the speech channels. The experiments were
conducted on synthetic vowels in an acoustically modelled room and real recordings in a reverberant room. Results showed that jointly modelled LP coefficients
better matched the ideal set of LP coefficients compared to individually modelling
the multiple speech channels alone. However, there was little performance gain between TDE from individually or jointly modelled LP residuals. Furthermore, the
two joint LP modelling techniques studied in this experiment; namely, the averaged
autocorrelation matrices and LSFs, perform comparably in both the simulated and
real reverberant room. Nonetheless, TDE calculated from the LP residual from either technique significantly outperform the speech TDE in the real recordings. This
suggests that extracting TDE from the LP residual (either individually or jointly
modelled) is the most robust technique for TDE in real reverberant environments.

4.6

Experiment: Multivariate Autoregressive Linear
Prediction

Whilst Section 4.5 investigated individual and jointly modelled LP derived from spatially averaged LP coefficients, this series of experiments extends this work to investigate the use of MultiVariate AutoRegressive (MVAR) modelling. While MVAR is
commonly used in the natural sciences, biomedicine, and economics; to date studies in multichannel speech LP has not considered interchannel prediction to exploit
multi-microphone speech recordings.
The interchannel prediction of MVAR can take advantage of signal redundancy be-
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tween highly correlated microphone channels to derive an accurate speech signal
model in reverberant environments for applications in speech enhancement, dereverberation, and localisation. An additional motivation for using MVAR for speech
recordings is the information potentially contained within the interchannel prediction coefficients: derivation of the coefficients is effectively an interchannel crosscorrelation procedure. Therefore, studying the interchannel prediction coefficients
may yield information about the time-delay between channels (and hence source
location information), in addition to information about the room reverberation characteristics.
Thus, this series of experiments extends upon the work in Section 4.5 to investigate
and compare the proposed MVAR approach to current multichannel LP techniques
based on:

• Traditional univariate autoregressive (AR) model (see Section 2.4.2); and,
• Averaged autocorrelation matrix approach proposed by [63] and explored in
Section 4.5.

4.6.1

Meeting Recordings

This series of experiments utilised both ideal synthetic vowel and real speech signals
in simulated reverberant acoustic conditions. To evaluate MVAR with ideal (voiced)
speech source signals for LP analysis, the same synthetic vowel recordings simulated with Allen and Berkeley’s image method [7], as used in Section 4.5, were employed. However, speech signals were sampled at 8kHz and whilst the same meeting
recording setup as in previous experiments was used (illustrated in Figure 3.13), the
speaker located at the pentagon apex (Speaker 1) was not utilised in this experiment;
as the symmetry relative to the microphone positions caused linear relationships in
the MVAR autocorrelation matrix.
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Using the same meeting recording setup as for the synthetic vowels in Figure 3.13, to
evaluate MVAR over a variety of speech conditions, five real speech sentences (each
approximately 2s long), three female and three male, were sourced from the Australian National Database of Spoken Languages (ANDOSL) database [103]. With
the speech signals sampled at 8kHz, the meeting recording setup was modelled using Allen and Berkeleys image method [7], with reverberation times (RT60) ranging
from anechoic (RT60=0s) to RT60=1s; sentences were played in turn from the four
source locations and recorded with the four omnidirectional microphones.

4.6.2

Results and Discussion

With the recorded speech sampled at 8kHz, an LP order of P =10 was chosen for
Equation 2.25. To maintain near-stationary speech within an analysis frame for
valid autoregressive modelling, 50% overlapped, 25ms Hamming windowed analysis frames were employed.
To evaluate the proposed system, the Itakura distance and prediction gain performance metrics defined in Section 4.5 were used. The reference LP coefficients and
residual signals were obtained from the anechoic speech, to maintain aligned frame
boundaries as the recorded signals differ temporally from the source speech by propagation delay. The Itakura distance was used to compare individually and jointly
calculated LP coefficients. In contrast, the prediction gain was used to compare the
performance of the univariate and multivariate multichannel LP techniques, as it is
not valid to directly compare the AR coefficient vectors of univariate AR with the
AR coefficient matrix of MVAR.
For the synthetic vowel results, the metrics were averaged across the four speaker
locations and five vowels, whilst the speech recordings average the metrics over the
five sentences and four speaker locations. All graphs presented exhibit 95% confidence intervals over the mean of the performance metric, and graph legends are
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Figure 4.19 Individual and joint LP modelling for synthetic vowels

labelled according to the microphone number (as shown in Figure 3.13) and LP
technique: ‘Ind’ refers to channels individually modelled by univariate LP; ‘Joint’
indicates channels jointly modelled by univariate LP using the averaged autocorrelation matrix [63] (found to perform similarly to averaged LSFs in Section 4.5);
and ‘MVAR’ denotes the MVAR technique proposed for multichannel speech in this
work.
4.6.2.1

Synthetic Vowels

Figure 4.19(a) shows that the jointly calculated LP coefficients from synthetic vowels exhibit 0.01-0.05 lower Itakura distances than the LP coefficients derived from
the individually modelled speech channels, with the difference increasing with greater
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RT60. With the low range of distance values exhibited in Figure 4.19(a), these differences represent up to approximately 10% of the metric value. The results in Figure
4.19(a) confirm the findings of [63]: compared to individually modelled channels,
LP coefficients jointly calculated from reverberant synthetic vowels better match the
set of coefficients obtained from clean speech.
In Figure 4.19(b), compared to the individually modelled LP, jointly calculating
the LP coefficients from synthetic vowels exhibits little increase in prediction gain
for all RT60, despite the lower Itakura distances shown in Figure 4.19(a). In contrast, Figure 4.19(c) shows MVAR to be more robust to reverberation with a consistently higher prediction gain across all RT60 (especially for RT60 less than 200ms),
compared to the univariate AR. MVAR exhibits at least 16dB increase in gain for
RT60=0.1s, then rapidly decreasing to about 5dB increase at higher RT60. The consistently higher prediction gain exhibited by MVAR in Figure 4.19(c) shows that the
MVAR technique better predicts the speech signal in reverberant conditions: less
energy in the residual signal signifies less prediction error. Lastly, the similar shapes
of the curves between univariate AR and MVAR in Figure 4.19(c) suggest that univariate AR and MVAR respond similarly to increasing reverberation.
The MVAR multichannel LP model has an increased prediction order compared to
univariate LP, due to the interchannel spatial prediction; to ensure that the improved
performance of the MVAR in Figure 4.19(c) is not due to the higher prediction order,
an increased univariate AR (temporal) prediction order of P × C was investigated.
As shown in Figure 4.20(a), this increased univariate LP order showed an increase of
approximately 3dB in jointly modelled prediction gain across all RT60, compared to
results shown in Figure 4.19(c). Although, this improved performance still lagged
the MVAR results by at least 2dB for longer RT60, with the MVAR model still
showing a gain improvement of up to approximately 13dB for RT60 less than 200ms.
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Figure 4.20 Additional MVAR modelling for synthetic vowels

To explore the effect of reducing the number of microphones used, Figure 4.20(b)
depicts the results from jointly modelled univariate LP and MVAR using two microphones only (Mic 1 and Mic 2 in Figure 3.13). Compared to Figure 4.19(c),
Figure 4.20(b) clearly shows that the performance of MVAR is degraded at lower
reverberation times (less than 200ms), with a drop in prediction gain of approximately 11dB at RT60=0.1s, 5dB decrease at RT60=0.2s, and up to 2dB drop at
higher RT60. The decrease in performance for jointly modelled univariate AR is
much less marked, with 1-2dB drop in prediction gain across all RT60, compared
to Figure 4.19(c). Nonetheless, MVAR still outperforms jointly modelled univariate
AR at all reverberation times, with approximately 2-15dB greater prediction gain in
Figure 4.20(b), especially at RT60 less than 200ms.
4.6.2.2

Real Speech Sentences

LP results obtained from real speech signals shown in Figures 4.21(a) and 4.21(b)
exhibit similar trends to the synthetic vowel results in Figure 4.19. Compared to
the individually modelled channels, the jointly calculated univariate AR coefficients
in Figure 4.21(a) exhibit between 0.01-0.03 lower Itakura distances (approximately
10% of the metric value), and there is little statistically significant difference in pre-

139

Linear Prediction Spatial Cue Estimation
1.4

60
Mic1 Ind
Mic2 Ind
Mic3 Ind

1.2

Mic1 Ind
Mic2 Ind
Mic3 Ind
Mic4 Ind
Mic1 Joint
Mic2 Joint
Mic3 Joint
Mic4 Joint

50

Mic1 Joint

0.8

Mic2 Joint
Mic3 Joint

40
Prediction Gain (dB)

Itakura Distance

Mic4 Ind
1

Mic4 Joint
0.6

30

20

0.4

10

0.2

0

0

0

0.2

0.4
0.6
0.8
Reverberation Time (T60) in sec

1

−10
0

0.2

0.4
0.6
0.8
Reverberation Time (T60) in sec

1

(a) Itakura distance: univariate AR vs. joint AR (b) Prediction gain: univariate AR vs. joint AR
60
Mic1 MVAR
Mic2 MVAR
Mic3 MVAR
Mic4 MVAR
Mic1 Joint
Mic2 Joint
Mic3 Joint
Mic4 Joint

50

Prediction Gain (dB)

40

30

20

10

0

−10
0

0.2

0.4
0.6
0.8
Reverberation Time (T60) in sec

1

(c) Prediction gain: joint AR vs. MVAR

Figure 4.21 Individual and joint LP modelling for recorded speech

diction gain from individually or jointly modelled univariate LP in Figure 4.21(b).
Similar to the trends seen in Figure 4.19(c) for the synthetic vowels, compared to the
prediction gain from univariate LP, Figure 4.21(c) illustrates consistent robustness
against increasingly reverberant speech using MVAR. MVAR exhibits at least 14dB
(at RT60=0.1s) and approximately 5dB (at higher RT60) increase in prediction gain.
However, for the univariate AR and MVAR LP approaches, the prediction gain becomes negative for RT60 larger than 600ms and 800ms, respectively; this suggests
that the LP technique is not well suited for real speech in highly reverberant conditions. However, the MVAR technique does exhibit increased robustness against
highly reverberant conditions, with the prediction gain in Figure 4.21(c) becoming
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negative at RT60 200ms longer than the univariate AR approaches.
4.6.2.3

Conclusion

This series of experiments on synthetic vowels and real speech signals investigated
the use of a MultiVariate AutoRegressive (MVAR) multichannel linear prediction
(LP) model for reverberant speech. The proposed approach is compared to current
multichannel speech linear prediction techniques that employ the standard univariate
AutoRegressive (AR) LP approach, which either individually model each speech
channel or derives a jointly calculated set of prediction coefficients from individually
modelled channels.
Results for univariate LP showed that, in comparison to individually modelled channels of speech, LP coefficients jointly calculated across the channels more accurately
match the ideal set of coefficients (as obtained from anechoic signals) for both real
speech sentences and synthetic vowels. However, the prediction gains are comparable between the individually and jointly modelled univariate AR models. In contrast,
compared with univariate AR approaches, the proposed MVAR model exhibited significant increases in prediction gain of approximately 5-16dB (synthetic vowels) and
5-14dB (real speech sentences) across the tested reverberation times.
Thus, compared to the univariate AR, MVAR is not only more robust to reverberation but also to the voiced/unvoiced and low energy signal segments inherent in
real speech. Thus, the results presented suggest that MVAR, which performs intrachannel and interchannel LP, takes greater advantage of signal redundancy and spatial diversity from multi-microphone reverberant speech, compared to the univariate
LP techniques.
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Summary of Conclusions and Contributions

This Chapter presented a series of studies to investigate the use of a Linear Prediction speech processing front-end prior to the estimation of spatial cues from
multi-microphone recordings. Results obtained using single-channel LP, as traditionally used for speech coding, found that ICLD/IPD spatial cues estimated from
long frames (256ms) of the Hilbert envelope exhibited the greatest cue changes between speakers when compared to cues obtained from the original speech or LP
residual signal; however, fine-tuning of a decision tree classifier may be required
when using time-delay or phase-based cues for supervised speaker ’turn’ segmentation. In further agreement with the findings in Chapter 3, experimental results with
real recordings found omnidirectional microphone recordings to exhibit the most reliable phase-based spatial cues while cardioid microphone recordings exhibited the
most consistent level-based cues. Further, single-channel LP experiments using the
residual obtained from the standardised AMR speech coder also found the Hilbert
envelope to be the most robust against reverberation for the ICLD and IPD cues. Results indicated that whilst the TDE performed poorly with the short analysis frames
of AMR (20ms), the SAC motivated spatial cues exhibited significant ICLD and IPD
trends between speakers, even in significant reverberation.
Subsequent studies into TDE performance utilising three different multichannel LP
approaches found jointly modelled LP coefficients to better match the ideal set of
LP coefficients compared to individual models of each speech channel. Further, by
taking advantage of intra-channel and interchannel LP, the MultiVariate AutoRegression (MVAR) model exhibited significant increases in prediction gain compared
to the single and jointly modelled univariate LP approaches. However, little performance gain was found between TDE from individually or jointly modelled univariate LP residuals, and in accordance with the single-channel LP results, TDE
calculated from the multichannel LP residual significantly outperformed the speech

Linear Prediction Spatial Cue Estimation

142

TDE in the real recordings.
The results presented in this Chapter showed the estimation of ICLD/IPD cues to
be most reliable from the Hilbert envelope of LP residuals. Further, the MVAR
model, which performs intra-channel and interchannel LP, takes greater advantage of
signal redundancy and spatial diversity from multi-microphone reverberant speech,
compared to the univariate LP techniques. Following on from these investigations,
Chapter 5 will build upon and draw together the work of this Chapter and Chapter 3
to investigate the influence of spatial recording techniques on spatial cue estimation,
utilising both univariate and multivariate LP and the Hilbert envelope to estimate
TDE and ICLD/IPD spatial cues.

Chapter 5
Spatial Array Recording Techniques
5.1

Introduction

Chapter 3 investigated the use of spatial cues, motivated by Spatial Audio Coding,
as speaker location information in multiparty meetings, whilst Chapter 4 introduced
the use of Linear Prediction (LP) based front-end processing to minimise the effects
of convolutive reverberation and additive noise on spatial cue estimation. Estimated
from multi-microphone recordings, simulations and experiments in Chapters 3 and
4 showed the level-based spatial cues to be best suited to directional microphones,
whilst omnidirectional microphones were better suited to time and phase-based cues.
The effect of microphone directivity was found to affect level and time-based spatial
cues estimated from LP residual signals in the same way as the original, unprocessed speech signals. Thus, to ideally capture both level, time and phase-based
cues effectively, multi-pattern microphones are required. However, microphones
with automatically switchable polar responses typically only allow for the standard
directivities of omnidirectional, cardioid and figure-8, due to the physical hardware
(and cost) limitations. Multi-pattern microphones are typically composed of two
diaphragms, whose polarising voltages or output signal combinations are varied to
form the different polar patterns. Thus, only one polar response can be used at any
one time instant, and most multi-pattern microphones require manual switching of
143
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polar responses.
This Chapter draws together and extends the work of Chapters 3 and 4 to propose
the use of (3D) spatial array recording techniques to capture multiparty meetings, for
example, Ambisonic B-format [65] microphones or Acoustic Vector Sensors (AVS)
[96]. Composed of an omnidirectional reference and three orthogonal dipole microphone capsules, the response of the 4-element array can be virtually steered to any
look direction and to represent any first order polar response, as reviewed in Section
2.7.2. This Chapter thus proposes the use of a B-format microphone in place of each
omnidirectional or cardioid microphone in the microphone arrays utilised thus far in
this work. The primary advantages of exploring the use of a B-format microphone
are that the optimal polar response required for each spatial cue, as studied in Chapter 3, can be derived using the virtual microphone technique. That is, any arbitrary
first order optimal response can be formed (not just limited to omnidirectional, cardioid or figure-8 polar patterns, as typically available for commercial microphones),
and multiple polar patterns can be derived for any one time instant. Further, by
exploiting the spatial arrangement of B-format capsules, sound sources can be localised using sound intensity techniques to steer the virtual microphone towards the
active speaker for improved speech capture. Whilst Delay-and-Sum Beamforming
(DSB) cannot be applied for each B-format microphone (due to colocated microphone capsules), DSB could be performed between spatially located (single-pattern
or B-format microphones). However, the TDOA estimation required for DSB is
susceptible to corruption due to convolutive reverberation and additive noise, as discussed in Chapters 3 and 4 and further explored in this Chapter; thus, the use of
sound intensity-based localisation for each B-format microphone is proposed and
investigated.
Thus, two series of experiments were conducted in this Chapter to explore the use
of B-format spatial recording techniques for multiparty meeting scenarios, building
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Figure 5.1 Experimental platform

upon the spatial cue estimation and LP processing techniques studied in Chapters
3 and 4, as shown in Figure 5.1. The first series of experiments in Section 5.4.1
explores the use of a circular array of B-format microphones, an arrangement akin
to circular arrays typically used to record multiparty meetings. However, the polar
response of each B-format microphone in the array can be individually varied in
post-processing through the Ambisonic virtual microphone technique to optimally
capture spatial cues. The second series of experiments in Section 5.4.2 then combines the B-format virtual microphone variable polar response with source localisation techniques based on sound intensity [4]. The look direction of the microphone
can then be steered towards the active speaker to estimate spatial cues and capture
the meeting speech from an effectively beamformed signal.

5.2

Background

Section 2.7 reviewed spatial microphone array techniques, with the fundamentals
of Ambisonics and B-format presented in Section 2.7.3. Whilst [101] hinted at the
use of 3D recording for source localisation in teleconferencing, Ahonen et al. [4]
conducted preliminary experiments in the use of first order B-format microphones
to record and localise sound sources for Directional Audio Coding (DirAC) and
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accurate spatial audio reproduction in teleconferencing environments. To estimate
the source azimuth using the Short-Time Fourier Transform (STFT) of the three Bformat signals W XY (with Z omitted for 2D planar localisation in teleconferencing
scenarios), the sound intensity in the x and y directions, Ix and Iy , respectively are
given by [4]:
IX (n, ω) =

√ 1 <{W ∗ (n, ω)
2Z0

· X(n, ω)}

IY (n, ω) =

√ 1 <{W ∗ (n, ω)
2Z0

· Y (n, ω)}

where Z0 = ρ0 · c is the acoustic impedance of air and ω is the frequency. The
instantaneous source azimuth at each frequency ω is then estimated as [4]:

D(n, ω) = arctan

IY (n, ω)
IX (n, ω)


(5.1)

To maintain azimuth estimation robustness against the effects of overlapping sound
sources and reverberation, Ahonen et al. [4] proposed energy-weighted estimations
of the instantaneous intensity in psychoacoustically-motivated ERB frequency subbands, to be used in place of IX and IY in Equation 5.1:
ωh
P

IXERB (n, ω) =

IX (n, ω) · E(n, ω)

ω=ωl

(ωh − ωl )

ωh
P

E(n, ω)

ωl
ωh
P

IYERB (n, ω) =

IY (n, ω) · E(n, ω)

ω=ωl

(ωh − ωl )

ωh
P

E(n, ω)

ωl

where ωl and ωh are the lower and upper frequency bins of each ERB subband,
respectively. The energy weighting, E(n, ω) is calculated from the STFT magnitude
spectra of W XY :


1
|X(n, ω)|2 + |Y (n, ω)|2
−2
2
E(n, ω) = ρ0 Z0
|W (n, ω)| +
2
2

(5.2)
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In this Chapter, however, rather than a weighted average approach to derive the
subband instantaneous intensities, to maintain signal sparsity across frequency bins
a histogram of the estimated azimuths across the frequency spectrum is computed
[138]. Thus, the highest occurring (i.e., most likely) azimuth across the spectrum is
selected for each analysis frame.
For scenarios where N multiple sources may be present, N peaks of the histogram
may be selected to localise the multiple active speakers. To avoid the selection
of similar azimuths for the one source, the above approach of Ahonen et al. [4]
clustering intensity estimates into ERB critical subbands may be used. Alternatively,
Shujau et al. [138] clustered the histogram of azimuth estimates into 8◦ intervals, the
typical minimum separation between meeting participants [138]:
ωm,h

G(n, ωm ) =

X

D(n, ω) for m = 1, 2, · · · 22

(5.3)

ω=ωm,l

where ωm , ωm,l and ωm,h are the central, lower boundary and upper boundary frequency bin for each 8◦ cluster, respectively. The N peaks that satisfy the following
ratio relationship therefore denote the estimated azimuth of the nth peak [138]:
G(n, ωm )
≥γ
max (G(n, ωm ))

(5.4)

where γ = 0.6 is a threshold value found to experimentally work well for multiple
sources [138].
Given the sound source azimuth, the Ambisonic virtual microphone technique in
Equation 2.55 can thus steer the B-format signals to the source direction with any
first-order polar response. Whilst Ambisonic reproduction uses the steerable virtual microphone to generate speaker feeds according to speaker location and direction, this Chapter proposes and studies the use of B-format virtual microphones in
a multiparty meeting recording array to optimally capture spatial cues and meeting
participant speech with steerable and variable polar responses.
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Meeting Recordings

For the following experiments studying the use of an array of B-format microphones
to record meetings for spatial cue estimation, for consistency the same meeting setup
as in Figure 3.13 was simulated i.e., five loudspeakers equally spaced in a circle of
3m in diameter. Modelled using Allen and Berkeley’s image method [7], reverberation times (RT60) from anechoic (RT60 = 0s) to 400ms were simulated, where most
office spaces typically exhibit a reverberation time of 300ms.
Clean speech from five native Australian English speakers, two female and three
male, were sourced from the Australian National Database of Spoken Language
(ANDOSL) [103]. ANDOSL speech files were downsampled from 20kHz to 16kHz
(using 32ms analysis frames in the experiments), and normalised with silence removed to minimise ambiguity of the spatial cues in such segments where no source
location information exists. Each speaker contributed approximately 10s of speech
and to simulate a multiparty meeting, the five speakers were played in turn (from
Speaker 1 to 5) to result in an approximately one minute long ‘meeting’ of nonoverlapped speech. To compare the proposed B-format recording approach to the
circular array configuration of four microphones used throughout this thesis, an array of four B-format microphones in the same circular configuration was simulated,
as shown in Figure 3.13.
To simulate each B-format microphone, three co-located microphones were simulated: one omnidirectional and two orthogonal (XY ) dipoles (figure-8). The experiments of this Chapter focus on a 2D B-format array, as the speakers are located in the
same plane as the microphones; however, the extension into a 3D W XY Z B-format
array would be straightforward, with the virtual microphone and source localisation
simply factoring in an elevation parameter.
The simulated B-format response adopted in this thesis is idealised and theoretical,
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as in practice the four microphones cannot be physically co-located and commercial B-format microphones such as the Soundfield microphone1 (shown in Figure
2.16(a)) electrically correct the ‘A-Format’ tetrahedral capsule arrangement to obtain B-format recordings. With synthetic B-format responses, however, the complex phase relationships between the pressure (W ) and particle velocity components
(XY Z) are not well understood and thus the ‘ideal’ co-located approach used here
is regarded as ‘best-practice’ [57].

5.4

Experiments

This first series of experiments investigates the use of a circular array of B-format
microphones with look directions as per the circular configuration utilised in the
experiments of Chapters 3 and 4. Illustrated in Figure 3.13, microphones 1-4 are
oriented in the look directions of 90◦ , 0◦ , −90◦ , −180◦ , respectively. As shown in
Figure 5.1, to build upon the work in Chapter 4, single and multichannel LP are
studied. The multichannel optimisation is performed using averaged autocorrelation matrices as in Equation 4.1 (see Section 4.5) and MultiVariate AutoRegression
(MVAR - see Section 4.6). Section 4.5 found jointly modelled LP coefficients to better match the ideal set of LP coefficients, where averaged autocorrelation matrices
performed similarly to averaged LSFs, whilst Section 4.6 found the MVAR model
to exhibit significant increases in prediction gain compared to the single and jointly
modelled approaches.
Whilst the multichannel LP studies in Chapter 4 focused on the TDE performance to
maintain consistency with previous work [152][123], both the TDE and ICLD spatial
cues are considered in these experiments as these two cues were found to perform
most reliably for meeting speech segmentation by speaker location in Section 3.3.
The TDE and ICLD error metrics used are the RMSE (Equation 3.9) and MSD
1

www.soundfield.com
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Figure 5.2 Original speech spatial cue results

(Equation 3.10), respectively, as introduced in Section 3.6.

5.4.1

B-format Virtual Microphone Array

Figure 5.2 shows the TDE RMSE and ICLD MSD estimated from the original
speech recordings. It can be clearly seen from Figure 5.2(a) that the omnidirectional
response of the B-format virtual microphone is least erroneous (α = 1), where the
RMSE is less than two samples for α > 0.5 and RT60 < 0.2s. As the virtual microphone directivity tends towards cardioid (α = 0.5) and figure-8 dipole (α = 0),
the RMSE increases to a maximum of 3.3 samples for RT60=0s. Consistent across
all virtual microphone polar responses is the increase in TDE RMSE with higher
reverberation, where the ‘worst-case’ combination of figure-8 at RT60=0.4s is most
erroneous at 8.1 samples RMSE. The general trend of increasing TDE RMSE error
with increasing polar response directivity and greater reverberation degradation is
consistent with the findings of Section 3.6, shown in Figure 3.21(a).
Figure 5.2(b) illustrates the ICLD MSD across the full range of virtual microphone
directivities and RT60 tested. As seen with the experiments in Section 3.6 shown in
Figure 3.21(b), the polar response yielding the greatest ICLD differences between
microphone pairs (for distinction between speakers) is cardioid, exhibiting a MSD
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Figure 5.3 Single-channel LP residual spatial cue results
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Figure 5.4 Jointly-derived multichannel LP residual spatial cue results

of 159dB at RT60=0s. The MSD drops off with increasing RT60, however, and at
reverberation times greater than 0.2s the advantages and effects of varying microphone polar response is negated by the signal degradation from reverberation. As
seen in Figure 3.21(b), the directional polar responses are better-suited to the ICLD
cue, whereas the TDE exhibits the inverse trend of more reliable estimates with omnidirectional responses, in accordance with the findings of Section 3.6.
The results obtained from the estimation of spatial cues from the single-channel,
jointly-derived (averaged AR matrices as studied in Section 4.5), and MultiVariate
AutoRegression (MVAR) (as studied in Section 4.6) are shown in Figures 5.3, 5.4
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Figure 5.5 MVAR LP spatial cue results

and 5.5, respectively. Comparing Figures 5.3(a) and 5.4(a), there is negligible TDE
performance gain in single versus jointly optimised LP models, in line with the
findings of Section 4.5. However, the TDE estimated from the LP residual are more
reliable than on the speech alone (for low reverberation): the RMSE is less than
0.5 samples for the single and jointly-derived LP residuals and one sample for the
original speech at α > 0.5 and RT60 < 0.2s.
In contrast, the MVAR model shown in Figure 5.5(a) exhibits similar trends compared to Figures 5.3(a) and 5.4(a) (as shown by the colourmap variations in Figure
5.5(a)) but performs consistently poorly yielding RMSE of 5.7-6.7 samples across
all microphone directivities and RT60 tested. Thus, whilst the MVAR exploits the
intra and interchannel signal redundancies to better model reverberant multichannel speech (see Section 4.6), the optimised multichannel model is not well suited to
TDE calculation.
Comparing Figures 5.3(b) and 5.4(b), it can be seen that the single and joint LP models exhibit comparable ICLD MSD. Thus, similar to the TDE RMSE results, there
is no performance gain for the ICLD between the single-channel and jointly-derived
LP models. Further, there is also negligible performance gain between the original
speech ICLD MSD compared to the LP residual estimations, in contrast to the ex-
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Figure 5.6 Hilbert envelope of single-channel LP residual spatial cue results
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Figure 5.7 Hilbert envelope of jointly-derived multichannel LP residual spatial cue results

perimental findings of Section 4.3. In Figure 5.5(b), the ICLD cues estimated from
the MVAR LP model, however, exhibit significantly increased MSD, compared to
the original speech and single and joint LP models. The MVAR model returns MSD
from 63-118dB at RT60=0s across all α, with the lowest and highest MSD shown
by the omnidirectional and cardioid responses, respectively. This result shows that
the MVAR model is less influenced by microphone polar response and directivity,
compared to the single and jointly-derived LP results in Figures 5.3(b) and 5.4(b),
and extracts ICLD cues from microphone pairs that are greatly distinct, which will
aid in distinguishing between speakers in subsequent meeting analysis tasks.
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Figure 5.8 Hilbert envelope of MVAR LP spatial cue results

Figures 5.6, 5.7 and 5.8 illustrate the TDE RMSE and ICLD MSD obtained from the
Hilbert envelope of LP residuals from single-channel, jointly-derived and MVAR
models. As seen with the LP residual results in Figures 5.3 and 5.4, there are negligible performance differences between the single and joint LP models. However,
Figures 5.6(a) and 5.7(a) show the Hilbert envelope to be less influenced by the virtual microphone polar response: at low RT60, the RMSE is comparable for all α.
For all α 6= 0.5, the RMSE is less than 0.4 samples at RT60=0s and less than 0.7
samples for 0.5 < α < 1 at RT60=0.1s. With increased reverberation, however, the
polar response does influence the RMSE and for α < 0.5 the RMSE increases up to
three samples at RT60=0.1s. These results further confirm that the TDE calculation
is best suited to at omnidirectional microphone directivity, as the unidirectional cardioid polar response is evidently the most erroneous at low RT60 in Figures 5.6(a)
and 5.7(a). At RT60=0s, the cardioid directivity exhibits 1.7 samples RMSE, which
increases to 4.6 samples at RT60=0.1s for single and jointly-derived LP models. The
TDE RMSE from the MVAR LP model illustrated in Figure 5.8(a) is also minimally
impacted by the virtual microphone varying polar response (as shown by the colormap variations), with increasing TDE errors with longer RT60 as seen with the
Hilbert envelope of the single and joint LP models in Figures 5.6(a) and 5.7(a).
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In contrast, however, the ICLD MSD shown in Figures 5.6(b) and 5.7(b) estimated
from the Hilbert envelope exhibit similar trends to those illustrated by the LP residuals in Figures 5.3(b) and 5.4(b). That is, there is negligible performance difference
between the Hilbert envelope and the LP residual, and the variation in virtual microphone polar response influences the ICLD MSD, unlike the trends seen with the
TDE RMSE. The MVAR ICLD MSD shown in Figure 5.8(b) exhibits similar trends
to the LP residual in Figure 5.5(b), where the MVAR model estimates ICLD cues
that differ greatly between microphone pairs. As seen in Figure 5.5(b), the cardioid
(α = 0.5) polar response is the best performing, with a peak ICLD MSD of 117dB
at RT60=0s.
The B-format spatial cue results shown in Figures 5.2 to 5.8 confirm the microphone
directivity trends studied in Section 3.6, where time/phase and level spatial cues are
better suited to omnidirectional and cardioid polar responses, respectively. However,
whilst the experiments in Section 3.6 can only utilise one polar response at a time,
the B-format virtual microphone is a flexible, practical solution (compared to multipattern microphones or mixed patten microphone arrays) that can form any first
order polar response in post-processing for the simultaneous optimal extraction of
both level and time-based spatial cues from omnidirectional (α = 1) and cardioid
(α = 0.5) polar responses, respectively.

5.4.2

Steered B-format Virtual Microphone Array

Section 5.4.1 studied the practical use of B-format microphones arranged in a circular array, employing the Ambisonic virtual microphone technique to simultaneously
derive the optimal directivity for each cue studied; that is, omnidirectional (α = 1)
for time-based cues and cardioid (α = 0.5) for level-based cues. In this second series
of experiments, sound source localisation using the B-format microphones is investigated. The source localisation approach utilised for the B-format microphones is
based on sound intensity techniques, described in Equation 5.1, where the location

156

10

14

8

12
ICLD MSD (dB)

TDE RMSE

Spatial Array Recording Techniques

6
4
2

10
8
6

0
1

4
1
0.8

0.4
0.6

0.3
0.4

0.2
0.2

Mic Directivity (α)

0.8

0.4
0.6

0.3
0.4
0.2

0.1
0

0

0.2

RT60(s)

(a) TDE RMSE

Mic Directivity (α)

0.1
0

0

RT60(s)

(b) ICLD MSD

Figure 5.9 Original speech spatial cue results

estimate is conducted for each (32ms) analysis frame, with an update rate of 16ms,
i.e., 50% frame overlap. Real-time source localisation estimates steer the look direction of the B-format virtual microphone to the active speaker in each analysis frame,
to effectively form a beamformed signal.
In this Section, two experiments were conducted with the steered B-format microphones: firstly, the estimation of TDE and ICLD spatial cues from the steered virtual
microphone; and secondly, an investigation into the speech signal quality captured
by the steered virtual microphone. For evaluating the performance of the spatial
cues, the same metrics as Section 5.4.1 were employed: the TDE RMSE (Equation
3.9) and ICLD MSD (Equation 3.10). To evaluate the steered virtual microphone
speech quality, the Perceptual Evaluation of Speech Quality (PESQ) metric [76]
was utilised. PESQ is an ITU-T standardised objective test metric that models the
human perception of speech quality used to simulate the responses from a full subjective listener test, where the PESQ scores follow the Mean Opinion Score (MOS)
scale [75]. The MOS is an ITU-T standardised subjective test methodology and subjective quality rating scale from 1-5, where 1 is bad quality (very annoying quality
impairment) and 5 is excellent quality (imperceptible quality impairment).

Spatial Array Recording Techniques

5.4.2.1

157

Steered Estimation of Spatial Cues

Figure 5.9 illustrates the spatial cue performance obtained from B-format virtual
microphones steered to the look direction of the active speaker. Comparing Figure
5.9 to Figure 5.2, it can be seen that steering the virtual microphone to the active
speaker compensates for the effect of the microphone polar response as all α exhibit
similar TDE RMSE and ICLD MSD. This is a logical result, as with all B-format
microphones oriented in the same direction towards the active speaker, room acoustic effects such as reverberation effects are minimised and hence the advantages of
microphone directivity are also minimised. In Figure 5.9(a), the RMSE of one sample exhibited at RT60=0s is comparable to that obtained with the non-steered virtual
microphone with α > 0.5, as shown in Figure 5.2(a).
A similar trend can be seen with the ICLD MSD in Figure 5.9(b), whereby the effect
of varying the microphone polar response is negligible with a steered microphone
look direction. Further, the ICLD MSD estimated from the different B-format microphone pairs is less than 4.4dB for all α at RT60=0s, which indicates that the microphone pairs do not contain independent level-based cue information. Whilst the
ICLD MSD increases with greater RT60, this is due to the amplitude variations from
reverberant signal degradation, rather than from source spatial information. Thus,
the results shown in Figure 5.9(b) indicate that the ICLD cue is not well suited to
estimation from a steered virtual microphone, as the level differences between microphones is minimised by the signal beamforming.
Figures 5.10 to 5.12 illustrate the spatial cue performance when estimated from the
single-channel, jointly-derived multichannel and MVAR LP models, respectively.
Similar to the trends seen in Figure 5.9, it can be seen from Figures 5.10 to 5.12
that the comparable results across all α indicate that the steering of the virtual microphone is more influential on TDE RMSE and ICLD MSD than the effect of
different microphone polar responses. As seen in Figure 5.9(b), the ICLD cues
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Figure 5.10 Single-channel LP residual spatial cue results
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Figure 5.11 Jointly-derived multichannel LP residual spatial cue results

estimated at low reverberation times are not highly distinguishable between microphone pairs, with reverberation the cause of (erroneous) inter-pair ICLD deviation
at higher RT60. The trends seen in Section 5.4.1 are also exhibited in Figures 5.10
and 5.11, where the single-channel and multichannel modelled LP yield similar performances for spatial cue estimation. In contrast, the MVAR LP model, whilst also
exhibiting similar TDE and ICLD spatial cue performances across all α in Figure
5.12, estimates ICLD cues that differ significantly between pairs at low reverberation times with a steered virtual microphone. Thus, whilst spatial cues estimated
from the single-channel and jointly-derived LP exhibit low MSD, the MVAR returns
63.3dB MSD at RT60=0s, which indicates that the steered microphone pairs contain
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Figure 5.12 MVAR LP spatial cue results

distinct information that can be used as speaker location information.
The TDE RMSE and ICLD MSD estimated from the Hilbert envelope of the singlechannel, jointly-derived multichannel, and MVAR LP models are shown in Figures
5.13 to 5.15. Compared to the LP residual results in Figures 5.10 to 5.12, it can
be seen that the Hilbert envelope performs comparably to the LP residual spatial
cue estimation, consistent with the findings of Section 5.4.1. Whilst the ICLD cue
estimation from the Hilbert envelope also exhibits low MSD for the single and jointly
modelled LP residuals, the MVAR shows significant inter-pair distances for ICLD,
consistent with the LP residual MVAR ICLD MSD illustrated in Figure 5.12(b).
The experiments presented in Figures 5.9 to 5.15 indicate that the steered B-format
virtual microphone with look direction beamformed to the active speaker exerts
more influence over the spatial cue estimation than the variation in microphone polar
pattern to equalise the TDE RMSE and ICLD MSD performance across all microphone directivities. Thus, when the B-format microphones are steered, any polar
response is suitable for estimating the spatial cues. However, due to the nature of
the beamformed signals, whilst the time-domain spatial information is preserved,
the difference in signal amplitudes received by the microphones is minimised. The
advantage of the directional polar responses for the level-based ICLD cue over om-
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Figure 5.13 Hilbert envelope of single-channel LP residual spatial cue results
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Figure 5.14 Hilbert envelope of jointly-derived multichannel LP residual spatial cue results

nidirectional, as seen in Section 5.4.1, is not exhibited with the steered virtual microphone.
5.4.2.2

B-Format Steered Recording of Meeting Speech

Sections 5.4.1 and 5.4.2.1 studied the application of a B-format microphone array for
the estimation of spatial cues from fixed and steered (beamformed) microphone orientations, respectively. Whilst the variable polar response of the virtual microphone
in Section 5.4.1 exhibited reliable TDE and ICLD calculations with omnidirectional
and cardioid directivities, respectively, experiments in Section 5.4.2.1 found the
steered virtual microphone to equalise the advantages of different polar responses.
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Figure 5.15 Hilbert envelope of MVAR LP spatial cue results

In multiparty meetings, however, the microphone array is not only recording spatial
cues for subsequent meeting analysis but also for the meeting speech.
The experiments of this Section thus investigate the speech quality captured by a Bformat microphone array of fixed orientation (as used in Section 5.4.1) and steered to
the active speaker (as used in Section 5.4.2), where the PESQ scores averaged across
all five speakers. As PESQ is a full-reference quality metric, for all calculations the
reference signal was taken as the original speech signal.
In Figure 5.16, the PESQ scores obtained for the fixed orientation array with look
directions 90◦ , 0◦ , −90◦ , −180◦ for microphones 1-4, respectively (see Figure 3.13
for recording layout), are shown as red surfaces. In contrast, the PESQ scores obtained for the B-format array of virtual microphones steered towards each active
speaker are shown as blue surfaces. Across the four microphones it can clearly be
seen that the steered virtual microphones consistently result in higher PESQ scores
and thus higher perceptual speech quality, with an improvement in PESQ score of
up to 0.6 across all α and RT60. Further, it can be seen from Figure 5.16 that the
four fixed-orientation microphones exhibit similar but not identical PESQ scores. In
contrast, the steered virtual microphones exhibit comparable PESQ scores, since the
signal beamforming of the steered virtual microphone compensates for the non-ideal
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(a) Mic 1

(b) Mic 2

(c) Mic 3

(d) Mic 4

Figure 5.16 PESQ of B-format virtual microphones

position of the microphone.
The effect of varying polar response is minimal on the steered virtual microphones,
exhibiting PESQ scores above 4.4 and 4.2 for all microphones and all α at RT60=0s
and 0.1s, respectively. In contrast, the fixed orientation array can be seen to exhibit
the least subjective quality at cardioid orientations (α = 0.5), with PESQ scores
dropping by up to 0.9 from the highest score (omnidirectional response) at low reverberation times. The poor performance of the cardioid directivity is due to its
unidirectional polar response, which is well suited to recording sound sources directly in front of the microphone but significantly poorer for off-axis sources and
very poor for sources behind the cardioid microphone. Similarly, bidirectional polar
responses can capture components of rear-source speech, and thus result in slightly
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higher PESQ scores than the cardioid directivity. Thus, if a fixed orientation array
is used to record a multiparty meeting, the omnidirectional polar response is the
optimal directivity for capturing speech of high perceptual quality.

5.5

Summary of Conclusions and Contributions

This Chapter proposed and investigated the use of microphone arrays composed of
B-format microphones to record a multiparty meeting scene for both spatial cue
estimation and speech capture. The advantage of using a B-format microphone in
place of the typical omnidirectional or cardioid microphone is the ability to vary the
polar response and look direction of the virtual microphone (in real-time). Whilst
Chapters 3 and 4 found the omnidirectional and cardioid responses to be best suited
to time/phase and level-based cues, respectively, simultaneously using both polar
responses with the one microphone is non-trivial with existing commercial microphones and recording techniques.
The series of studies conducted in this Chapter investigating fixed-orientation Bformat virtual microphones for spatial cue estimation found little performance gain
with the single and jointly-derived multichannel LP, as seen in Section 4.5. Further,
spatial cues estimated with the MVAR LP model were found to be much less influenced by the polar response compared to the single-channel and jointly-derived
LP models, and performed poorly with the TDE cue across all reverberation times
evaluated. The Hilbert envelope of single-channel and jointly-derived LP models,
however, was found to most reliably estimate TDE at low reverberation times across
all polar responses, compared to the original speech and MVAR LP models.
Subsequent studies investigating the use of steered virtual microphones beamformed
to a look direction towards the active speaker found the steered responses to be
minimally influenced by polar responses for spatial cue estimation, compared to
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Figure 5.17 Potential applications of B-format microphones in meeting recordings

the fixed orientation microphone array; thus, when using a steered B-format array
any polar response is suitable. Further, the ICLD cue is only suited to estimation
from steered virtual microphones employing the MVAR LP model, regardless of
directivity, due to the signal beamforming.
Finally, as microphone arrays in meetings capture not only spatial cues for meeting analysis but also meeting speech, a study into the perceptual speech quality of
recordings from the B-format array found significant quality improvements from
the steered virtual microphones. Further, whilst the recorded speech quality varied
between microphones when in fixed orientations, the steered microphones compensated for poor microphone positioning through signal beamforming.
Thus, the primary advantage of using B-format microphones is comprehensive meet-
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ing speech recording: spatial cues can be optimally captured by variable first order
polar responses of Ambisonic virtual microphones, and speech capture can be improved by steering the virtual microphone to the active source location. Further,
due to the compact spatial arrangement of B-format microphone capsules, the physical space occupied by a B-format microphone is less than an array of conventional
meeting recording microphones required to perform similar spatial cue and beamforming tasks. That is, as illustrated in Figure 5.17(a), one B-format microphone
placed at the centre of a small meeting table can replace the need for an array of
multiple microphones distributed in the same space. Given the small footprint of
B-format microphones, arrays of B-format microphones and distributed B-format
meeting recording techniques for further improved meeting spatial cue and speech
capture enables the unobtrusive recording approaches. For example, Figure 5.17(b)
illustrates the capture of meeting ‘hot spots’ with unobtrusively distributed arrays
of B-format microphones; these further applications and areas of research are discussed in Section 6.2, which details the proposed future work following on from this
thesis.

Chapter 6
Conclusions and Future Work
6.1

Conclusions

Multiparty meetings are commonplace, particularly within business environments,
and the ability to access specific segments and conversations within meeting recordings is currently a non-trivial and highly manual task. One of the fundamental ways
to analyse a multiparty meeting is by each speaker’s location, and meeting participants are generally stationary. Further, speaker location is a low-level cue that can
be used for a number of higher-level analysis tasks such as meeting speech segmentation by speaker, speaker identification, speech transcription, and microphone array
beamforming for improved meeting speech capture.
In this thesis, a series of studies into the multichannel meeting recording, speech
processing and speaker spatial cue estimation of multiparty meetings were conducted. Whilst existing speaker location cues typically employ time-domain cues
such as interchannel time delays estimated from microphone array signals, this thesis proposed and investigated the use of speaker location information represented by
spatial cues motivated from the recently standardised Spatial Audio Coding (SAC)
techniques. Both time and level-based spatial cues were investigated, comparing a
number of the leading and internationally standardised SAC techniques. Simula166
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tions of various acoustic environments and experiments using real recordings found
the combination of time delay and SAC level-based cue to perform well for meeting
speech segmentation by speaker location.
With the predominantly speech signal content in multiparty meetings, experiments
were conducted into employing a Linear Prediction (LP) speech processing frontend prior to spatial cue estimation. Single-channel and multichannel (jointly-derived
and MultiVariate AutoRegression - MVAR) LP models were investigated, and although experimental results indicated multichannel LP models to better model the
reverberant speech, there was little performance gain for spatial cue estimation.
However, experiments with a simple LP analysis and standardised GSM speech
coder found the spatial cues to be most reliably estimated from the Hilbert envelope
of the LP residual, especially in robustness against significant levels of reverberation.
Subsequent studies investigating the effect of microphone array configuration and
directivity found the time/phase-based cues to be most reliably estimated from omnidirectional microphones and level-based cues from cardioid (or near-cardioid) polar responses. However, switching microphone polar responses or employing mixed
pattern arrays is a non-trivial task. Thus, this thesis proposed and studied the use
of B-format microphone arrays to exploit the ‘virtual microphone’ capability of the
Ambisonic B-format spatial recording technique for multiparty meeting environments. Experiments showed the advantage of the virtual microphone technique,
where the directivity of each B-format microphone can be varied (in real-time) to
any first order polar response. Thus, simultaneously using the same physical microphones, the time/phase-based and level-based cues can be optimally estimated
with omnidirectional and cardioid responses of the B-format virtual microphone,
respectively.
Finally, the role of microphone arrays in recording multiparty meetings is not only
for the capture of spatial cues for subsequent meeting analysis but also recording
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the meeting speech at reasonable perceptual speech quality. Experiments conducted
into the use of B-format microphones for meeting speech capture found that a steered
virtual microphone, beamformed to the look direction of the active speaker, consistently exhibited high ratings of perceptual speech quality, compared to using the
B-format microphones in fixed orientations, which would be of comparable quality
to traditional omnidirectional or cardioid microphones typically utilised to record
meetings. Results also indicated that for fixed orientation microphone arrays, the
omnidirectional polar response exhibited the highest perceptual speech quality due
to the capture of speech in all directions, whilst the unidirectional cardioid exhibited
the lowest perceptual speech quality due to its poor capture of any off-axis sound
source. Thus, the advantages of using B-format microphones in meeting speech environments are two-fold: spatial cues are optimally estimated with the variable polar
response of the virtual microphone and meeting speech capture is improved with the
virtual microphone steered towards the active speaker.

6.2
6.2.1

Future Work
Deployment of B-format Microphone Arrays

This thesis proposed and investigated the use of spatial cues as speaker location
information, motivated by Spatial Audio Coding (SAC) paradigms. A range of
computer simulation and experimental results found that time/phase and level-based
spatial cues are most reliably estimated from omnidirectional and cardioid microphone polar responses, respectively. Thus, to ideally capture both level and time
and phase-based cues effectively, multi-pattern microphones are required. However,
it is a non-trivial practical matter to utilise multi-pattern microphones, as not only
does switching polar responses often require manual intervention but switchable polar responses typically only allow for the standard directivities of omnidirectional,
cardioid and figure-8. Further, only one polar response can be used at any one time.
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(a) Core Sound Tetramic2 (B- (b) Acoustic Vector Sensor
format)
[138]

Figure 6.1 Compact spatial microphones

The proposed use of Ambisonic B-format microphones and the steerable virtual
microphone of variable first order polar response, whilst theoretically studied and
simulated in this thesis, also has practical limitations in implementation. In addition
to expense, commercially available B-format microphones can be quite large; for
example, the smallest Soundfield microphone, the SPS2001 , and the (much cheaper)
Core Sound TetraMic2 are both approximately 6cm along its largest dimension (as
shown in Figure 6.1(a)). Thus, the deployment of arrays of these microphones in
meeting environments would be spatially intrusive and subject to spatial aliasing
undersampling.
To potentially address these shortcomings of commercially available B-format microphones, recent research has introduced the use of Acoustic Vector Sensors (AVS),
traditionally utilised in single-frequency sonar applications in underwater acoustics
[96][137]. Similar in concept to the B-format, as shown in Figure 6.1(b), the AVS
1
2

http://www.soundfield.com/products/sps200.php
www.core-sound.com/
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is composed of one omnidirectional microphone and three orthogonal dipoles (two
for 2D). However, with a focus on commonplace speech applications rather than
studio quality field recordings and professional audio, the construction of the AVS
using small (and cheap) electret microphones has enabled the size of the array to be
as small as 1cm3 (Figure 6.1(b)) [96][137]. With ongoing research into the design
and use of AVS microphones in broadband and in-air applications, immediate future work would be in the deployment and study of AVS arrays for the unobtrusive
recording of multiparty meetings for both spatial cue and meeting speech capture,
extending upon the research studying the use of B-format microphones presented in
Chapter 5. In addition, as the AVS inherently records spatial information by way of
its orthogonal microphone configurations, the use of the speaker azimuth estimation
as an additional spatial cue should be investigated.
Further, advances in microphone technology, particularly aimed at the mobile device
market, has led to the availability of MicroElectroMechanical Systems (MEMS) microphones. With the diaphragm directly etched onto silicon, MEMS microphones
are surface mount devices approximately 1mm in maximum width. Digital MEMS
microphones are also increasingly available, with an integrated Analog-to-Digital
Converter (ADC) and amplifier for improved noise immunity (and ease of integration into digital devices). With such small microphone sizes, the construction of
truly unobtrusive microphone arrays becomes a possibility. In particular, the construction of MEMS AVS arrays would enable a number of novel recording paradigms
not currently practical, partially due to prohibitive microphone size, as discussed below in Section 6.2.2.

6.2.2

Distributed Meeting Recording Arrays

Due to the sparse positioning of participants in multiparty meetings, the placement
of microphones to record all participants typically results in an array placed on the
tabletop, on the ceiling or on the wall. However, as discussed above in Section 6.2.1,
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Figure 6.2 Distributed meeting recording arrays

(digital) MEMS microphone technology enables the possibility of novel, distributed
microphone recording paradigms. The concept of coating an entire tabletop, wall
or ceiling with microphones is currently prohibitively expensive, as even electret
microphones are too large for such distributed and intrusive array configurations.
However, with microphone arrays composed of MEMS microphones, the concept
of recording ‘surfaces’ becomes a distinct possibility, as illustrated in Figure 6.2. In
particular, research investigating the design of surfaces of AVS arrays using MEMS
microphones is ideally suited to the compact and unobtrusive 2D/3D distributed
recording of multiparty meetings.
Currently available MEMS microphones are omnidirectional, however, for the design of a MEMS AVS research is required into the design of dipole polar responses
using omnidirectional MEMS and in tightly spaced, 2D/3D orthogonal arrangements. With the deployment of ‘surfaces’ of distributed AVS arrays within a meeting
space, e.g., on the ceiling, the ability to ‘select’ a particular AVS or region of AVS
arrays enables ‘hot spot’ recording of a meeting scenario. That is, whilst all AVS
microphones are actively recording, only those close to the active speaker (as mea-
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Figure 6.3 Distributed ad-hoc meeting recording

sured by signal or speech quality metrics) are utilised for spatial cue estimation,
with the virtual microphone steered towards the speaker for increased perceptual
speech quality. As demonstrated by experiments in Chapter 5, the steered virtual
microphone is able to compensate for poor microphone positioning; thus, combined
with the ability to select active AVS microphones in an large-scale array allows for
truly distributed and unobtrusive meeting recording, optimised for both spatial cue
estimation and meeting speech capture.

6.2.3

Distributed Ad-Hoc Recording of Meetings

Building upon the concepts introduced above in Sections 6.2.1 and 6.2.2, the recording of meetings need not be limited to fixed meeting recording infrastructure in meeting rooms. The research in this thesis has focused on speaker location information
and spatial cue estimation techniques that do not require knowledge of the microphone array positioning or configuration, nor matched microphones. This flexibility
was maintained with the concept of enabling ad-hoc recordings of meetings in mind,
such as using microphone-enabled consumer devices, as briefly mentioned in Chapter 4 and illustrated in Figure 6.3. Part of the motivation behind the investigations of
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this thesis into using standardised speech and audio coding paradigms is the possible
integration into existing speech communication systems.
Studies in Chapter 4 showed that meeting recordings simulated in a range of acoustic
environments used with the Adaptive Multi-Rate (AMR) speech coder, standardised
for GSM mobile telephony, estimated spatial cues that exhibited trends matching
those obtained using real reverberant recordings with a simple LP analysis engine.
Following on from this work would be a study into the ad-hoc placement of microphones for recording a meeting speech scene, characterising the need for mismatched sensor compensation filters, number and type of microphones needed, and
microphone positioning for both optimal spatial cue estimation and meeting speech
capture. Further research could consider the use of electret/MEMS microphones typically used in mobile devices and then actual mobile devices for ad-hoc recording of
meeting environments. With the proliferation of ‘smart’ mobile devices enabled with
increasingly capable multimedia capture hardware and processing abilities, in addition to distributed ad-hoc recording, distributed processing of the recorded speech
signals before signal aggregation and analysis could also be performed on the mobile
devices.
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