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For a point process N( . ) with the conditional intensity function #(t - N(t)), the process 
?-N(t) has the Markov property, where JI( .) is a function satisfying suitable conditions. It 
follows from the properties of $(. ) that the Markov process t - N(t) is ergodic (i.e. positive 
recurrent). This result leads to the law of large numbers for functionals of the Markov process 
t - N(t). 
conditional intensity * law of large numbers * self-correcting point process * weighted time average 
1. Introduction 
We consider a point process N( * ) on the time axis [0, OO), where N(t) denotes 
the number of events occurring in [0, t) for any t E [0, co). We assume that the point 
processes considered here are orderly (i.e. have no multiple points) and that the 
following limit in (1.1) exists. 
In investigating various properties of the point processes, the conditional intensity 
function A (t 1 St) (defined by (1.1)) plays an important role: 
A(f1~,)=~~~Pr(N(t+At)-N(t)=l/~~}/Ar (1.1) 
where 9$ is the u-field generated by {N(s); 0 < s < t} (see e.g. Brillinger [3] and 
Rubin [6]). In this paper we consider the point processes with the Markov property; 
i.e. their conditional intensity function depends only on the count N(t) till the time 
t but is independent of the behavior of N( *) before the time t. Hence we can 
identify the conditional intensity function A( t( Ft) with the count conditional 
intensity A(t(N(t)) (=E[A(tl%,)(N(t)]). 
Isham and Westcott [5] introduced a self-correcting point process, that is, a point 
process with the conditional intensity function 
A(tl~~)=A(tlN(t))=p~(pt--N(t)), (1.2) 
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where p is a positive constant and (cI( * ) is a 
(the real line), 
(C2) there exists a positive constant c such that +(x) 2 cfor any x > 0, 
(C3) lim inf +(x) > 1 and lim sup $(x) < 1. 
x-boo x+--o0 
We assume the following condition in addition to (Cl) - (C3): 
(C4) for any K > 0 there exists A4 > 0 such that $(x) s M for any x G K. 
There is no loss of generality in supposing the scale on the time axis chosen so 
that p = 1. Then the conditional intensity function (1.2) is rewritten as 
A(rIS,)=A(rIN(r))=4(t-N(t))=rCr(X(r)), (1.3) 
where 
X(t)= t-N(t). (1.4) 
The process X( * ) defined by (1.4) inherits the Markov property from the process 
N( * 1. 
When the process N( . ) has the exponential form conditional intensity function, 
Vere-Jones and Ogata [9] obtained the law of large numbers for the Markov process 
X( . ). However, there is a defect in their proof. We shall correct it and show that 
the law of large numbers holds for the more general self-correcting point process 
of which the conditional intensity function is (1.3). For these purposes, we prepare 
upper bounds of a conditional expectation of the Markov chain {X(n)},,O,,,,,,.. in 
Section 2. They used Tweedie [7, Theorem 4 and 8, Theorem l] for showing that 
the Markov chain {X(n)} is ergodic (i.e. positive recurrent) and that the moment 
of {X(n)} is finite. Their idea of using Tweedie’s theorems is very useful here. In 
Section 3 we prove that the weighted time average of a functional of the Markov 
process X( .) converges in probability to its mean on the sample space under the 
conditions (Cl) - (C4). This is an extension of the law of large numbers. 
2. Ergodicity of the Markov chain {X(n)) 
Let N( . ) be a self-correcting point process with the conditional intensity function 
(1.3) and X( * ) be the Markov process defined by (1.4). For fixed x E R, let N,( - ) 
be a point process with the conditional intensity function 
A(rlN,(t))=+(r+x-N,(r)). 
Then we obtain the following lemma from the fact that a point process is completely 
specified by its conditional intensity (see Bremaud [2]). 
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Lemma 2.1. For any n = 0, 1,2, . . . , and any s > 0, 
Pr{N(r+s)-N(7)=n]X(r)=x}=Pr{N,(s)=n} 
holds, where T = m + x for some non-negative integer m > -x. 
From this lemma, the Markov chain {X(n)} has the stationary transition probabil- 
ityp, (=Pr{X(n+l)=jIX(n)=i}). 
If there exists x E R such that $( t + x) = 0 for almost every t E [0, l] (from (C2), 
such x is less than -l), we have Pr{N,(l)=O}=l; this implies pti=O (jsx<i). 
Hence there exists k0 (a positive integer or infinity) such that pij > 0 (-k,< j < i) 
and pti = 0 (j s -k, < i). From (C2) and (C4), we see pO,,,> 0 and P~,~+, > 0 for any 
i. Accordingly the discrete-time process {X(n)},,,,,,2,... is an irreducible and 
aperiodic Markov chain defined on the state space S = {i E Z; i > -k,}, where Z is 
the collection of all integers and k0 is given above. 
Upper bounds of the conditional expectation 
E[P- “‘“+“lX(n)=i]= C p&j (p>O, iES) 
js.9 
(2.1) 
are required to show that the Markov chain {X(n)} is ergodic. By using Lemma 
2.1, (2.1) is rewritten as follows: 
E[P- 
x(n+l)]X(n) = i] = P~i-lEIPN(“+l)-N(“)IX(n) = i] 
=P-i-‘EIPN~(l)] (/3>0, iES), 
where Ni( - ) is the point process with the conditional intensity function $( t + i - 
~i(t)).Leth~=~~p{~(~);~~i+1}(<~by(C4)).Then~(t+i-Ni(t))~Ai(O~t~ 
1). The point process with the constant conditional intensity Ai is the (homogeneous) 
Poisson process with the parameter hi. Hence we obtain, for p 2 1, 
j~~p,P’ca-‘LeXp((B-l)Ai} (iES). (2.2) 
Vere-Jones and Ogata [9] showed it when $(x) = exp{a + bx} (a E R, b> 0). For 
p < 1 it does not hold, so this part of their proof needs supplementing. We shall 
do this through Lemma 2.2 below. 
Let &, be a solution (except 1) of the equation 
exp{(P - 1) lim+&f $(x)} = p. (2.3) 
(PO< 1 by (C3). If lim inf,,, G(x) =cc then we define that p,,=O.) Then we have 
Lemma 2.2. For any p E (PO, l), there exist 77 > 0 and iO> 0 such that 
j&pV~-j<BPi+V foranyi> iO. (2.4) 
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Proof. There exist v (1 < v < lim infx_*m Jl(x)) and x,>Osuch that exp{(P -1)~}</3 
and e(x) 2 Y for any x)x,,. Let iUi( *) be a point process with the conditional 
intensity function 
A(rlMi(t))= v’ X(-m,i-xo](Mi(t))9 
where x~--oo,i--x,~( * 1 is a characteristic function of the interval (--CO, i -x0]. Then we 
have for m=0,1,2 ,... and Ost~l, 
+(t+ i- m) L V’ X~-m,i_xo~(m). 
It leads to Pr{Ni(l)z n}s Pr{Mi(l)> n} for VI =O, 1,2,. . . (see Deng [4] for 
relevant comparison theorem). Noting that /3” is decreasing in x, we obtain 
HP N,(1)] c EIP”i(l)]. 
the 
On the other hand, Pr{ Mi( 1) = m} = 0 for m L [i -x0] + 2, where [i -x0] denotes 
the integral part of (i - x0). Accordingly, we have 
J3P ~~“]=r~~‘~“~e-‘.+~[i-‘~l+lPr{M,(I)=[i-x,]+I} 
+exp{(/3-l)v} as i+oo. 
Since exp{(S - 1) V} < p, there exist 77 > 0 and i,> 0 such that 
EIP”i(‘)]<P1+q forany i> i,. 
Consequently, we obtain (2.4). 
The following inequality is shown similarly and is also required to show that the 
Markov chain {X(n)> is ergodic. 
j&p,iP-/sexp{(P-I)hO] (Pal, isO), (2.5) 
where S- = {j E S; j s 0} and A0 = sup{ J/(x); x < 1). 
By using (2.2), (2.4) and (2.3, we shall show that the Markov chain {X(n)} is 
ergodic. From Tweedie [7, Theorem 4(i)], in order that the Markov chain {X(n)} 
is ergodic, it suffices that there exist a finite subset A of the state space S, a 
non-negative sequence {gj} and E > 0 such that 
(a) sup 
1 I 
C Pijgj <*Y 
isA jES 
(b) j& Pi& < gi - S forany iE(S-A). 
Let E (>O) be sufficiently small and gj = &I, where (Y (> 1) is sufficiently near to 
1. We seek for a finite subset A satisfying (a) and (b). 
For ia0, we see 
C piigj= 1 piialjl~ c p..a-j+ v c pijc2. 
jsS jeS jGS_ jeS 
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Using Lemma 2.2 and (2.5), there exists i, > i,, such that 
j~~Psgj<eXp{(a-l)A,}+rYi-~<gj-& 
for any i > i, , where i,, and 77 are given in Lemma 2.2. 
For i < -1, we see CjES pqgj = CjSS pga-j because pij = 0 for j 2 1. From (2.2) and 
(C3) there exists i2 > 0 such that 
j~spVgj<a-i-e=gi-e foranyi<-i,. 
As we have seen, let A={iE S; -i z c is il} then (b) holds. Further (a) is easily 
shown by finiteness of A. Hence we have 
Theorem 2.3. The Markov chain {X(n)} is ergodic (i.e. positive recurrent). 
Let p, be a solution (except 1) of the equation 
exp{(P - 1) lixm_sEp rcl(x)] = P 
(if lim SUP,,_~ $(x) = 0 then PI = CO) and 
a0 = min&‘, PI] (>I by (C3)), (2.6) 
where &, is a solution of the equation (2.3). Then we obtain the following lemma 
about the moment of the Markov chain {X(n)} by using (2.2), (2.4) and Tweedie 
[8, Theorem 11. 
Lemma 2.4. Let {7rj} denote the equilibrium distribution of the Markov chain {X(n)}. 
Then, for any (Y E (1, (Ye), 
c 7rj& < oo. 
jeS 
Vere-Jones and Ogata [9] obtained Theorem 2.3 and Lemma 2.4 in the special 
case that $(x) is exponential. 
3. Laws of large numbers 
The following lemma is an extension of the L,-ergodic theorem (see e.g. Billingsley 
[l, Theorem 2.11) and is the same as Lemma 3 in Vere-Jones and Ogata [9] with a 
little modification of the condition (i). 
Lemma 3.1. Let {Y(n)} be a stationary and ergodicprocess with$nite second moments 
and {w,+} (n=O,l,..., rnk; k=l,2,. . .) be a sequence of weights satisfying 
(9 w,,k 20 and 3 w,,k + 1 ask+co, 
(ii) W,,k~wW.+r,k forn=O, I)..., mk-1, 
(iii) W,,@ + 0 ask+co. 
324 
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where P-lim denotes the convergence in probability. 
Now, we consider processes {X(n + s)},=+~,... for s E [0, 11, where X(n + s) = 
(n + s) - N(n + s). These processes {X(n + s)} are ergodic and stationary (when 
X(0) conforms to the equilibrium distribution {n;}). Let h( . ) be a function satisfying 
that, for some (Y E (1, oO), 
Ih( < a’+’ (x E R), (3.1) 
where crO is defined by (2.6). Then we have that for n = 0, 1,2,. . . and s E [0, 11, 
Ih(X(n +s))l < (y1/2((y1X(n)1/2+(y1X(n+l)1/2). (3.2) 
Moreover we see 
by Lemma 2.4. Consequently, we can use Lemma 3.1 for the process {h(X(n + s))} 
(s E [0, 11) when X(0) conforms to the equilibrium distribution {Tj}. By using 
above-mentioned facts, we shall show 
Theorem3.2. Leth(*) beafunctionsatisfying (3.1) and {w(t, T)}(O<t<T,O<T< 
00) be a family of weights satisfying 
I 
T 
6) w(t, T)>O and w(t, T) dt+ 1 as T+co, 
0 
(ii) w( t, T) is monotone increasing in t, 
(iii) w(T, T)+OasT+oo. 
Then 
P;liF 
+ I 
T 
w(t, T)h(X(t)) dt= C njE h(X(t)) dtlX(O)=j . 
0 je.9 1 (3.3) 
Proof. From Lemma 3.1, we have, for any s E [0, 11, 
[Tl--l 
P;‘-z C w(n+s, T)h(X(n+s))=E[h(X(s))]. (3.4) 
?I=0 
Hence, for any sequence { Tk}, there exists a subsequence {T,,} such that 
w(n +s, Tkm)a’X(“+s)“2= E[cY’~(~“‘~] for s = 0, 1 = 1. 
(3.5) 
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From (3.2), (3.4) and (3.5), we have 
1 
CT,,,,]-1 
Pr lim Mom “z, w(n+s, T,,)h(X(n+s))=E[h(X(s))]foranysE[O,l) =l. 
1 
Thus we obtain the following with probability 1: 
lim J [TkWll w(r, T&h(X(t)) dr WI-O;, 0 
= J 
1 
E[h(X(s))] ds (=the right-hand side of (3.3)). 
0 
This leads to convergence in probability. It follows from (3.2) and (iii) that 
j&, W(6 T)h(X(t)) d t converges to 0 in mean square as T tends to infinity. Hence 
we obtain (3.3). 
See Vere-Jones and Ogata [9] for the proof of this theorem without the assumption 
for the initial distribution of the process {X( .)}. They established (3.3) when the 
function +(x) in (1.3) is written as exp{a+ bx}. In this case the conditions (Cl)- 
(C4) are satisfied. Theorem 3.2 asserts that (3.3) holds for the self-correcting point 
processes with more general conditional intensity function than one considered by 
them. 
Let F( * ) be a differentiable and monotone increasing function satisfying F(0) = 0 
and limx+m F(x) = cc and let f denote its derivative. For example, F(x) = px and 
f(x) = p (p > 0). We consider a point process M( * ) with the conditional intensity 
function 
h(rlM(r)) =f(r)+(F(r)-M(r)), 
where $(a) satisfies (Cl) - (C4). Let G(t) = M(F-l(t)). Then the conditional 
intensity function of A?( * ) is 
A(tJG(t))=+(t-G(t)). 
By using Theorem 3.2 for I\li( * ), we have 
Corollary 3.3 
- J 
T 
[I 
F-‘(l) 
P;l,” w(r, T)h(X(t)) dt=C n;E f(t)h(X(t)) dtlX(O) =j , 
0 0 1 
where X(t)=F(t)-M(t), w(t, T) satisfies (i)-(iii) in Theorem 3.2, h(a) satis$es 
(3.1) and {n;} denotes the equilibrium distribution of the Markov chain 
{X(F-‘(n>)},=,~,..., (X(F-l(n)) = n -G(n)). 
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