Introduction
Recently, the focuses on fractional-order systems have gained accelerated growth owing to the broad or most likely emergences of fractional phenomena in abundant real-world processes, just as motions in complex media, random walk of bacteria in fractal substances, as well as the chemotaxis behaviour and food seeking of microbes [1] , etc. As an important component of fractional-order systems, the derivative with fractional order is an extension of the one with integer order, but it exhibits a unique non-local property in that the future state is related to all of its previous historical information in addition to the present value, which makes the fractionalorder models more delicately describe the processes especially in heredity and memorability. Up to now, fractional-order systems have been widely applied in many areas, such as medical imaging, electronic circuit, system control, economics, biology and so on [2, 3] . Also, a success was achieved in incorporating the fractional calculus into neural networks and some interesting results have been available [4] [5] [6] [7] [8] .
Bidirectional associative memory (BAM) neural networks comprise two layers of heterogeneous associative neurons, and the neurons arranged in one layer are fully interconnected to those in the other layer, but with no interconnections in the same layer. It was proposed by Kosko [9] to store and invoke pattern pairs which are viewed as the bidirectionally stable states, and by now have been determined to offer promising application prospects in pattern recognition, signal processing, associative memory and combinatorial optimization [10, 11] . Meanwhile, the dynamic analysis of BAM neural networks arouses great interest among scholars and lots of good fruits have been reported [12, 13] . Notably, recent years have witnessed a growing concern on dynamic performances of fractional-order BAM neural networks, such as Mittag-Leffler stabilization [14] , and finite-time synchronization [15] for fractional-order BAM models.
Synchronization, a typical collective behaviour where by dynamical signals of chaotic systems tend to be identical with time elapsed due to a coupling or a forcing, not only can be observed in many physical systems like chemical reactions, power converters and biological systems [16, 17] , but also has been employed in a wide variety of engineering applications, such as information processing and secure communication [18] . Since the leading work of Pecora & Carroll [19] , synchronization has been extensively studied and many effective methods for synchronization control have been exploited, including state feedback control [20] [21] [22] , adaptive control [23] , sliding mode control [24] , impulsive control [7, 13] and so on. In [21] , both a feedback controller and an impulsive controller are designed to obtain the exponential synchronization for a class of discontinuous neural networks. By utilizing matrix measure and Halanay inequality, Cao & Wan [22] , propose a state feedback control strategy to achieve the exponential synchronization for the single inertial BAM neural network. The state feedback synchronization and impulsive synchronization for fractional-order systems are, respectively, investigated in [7, 8] . However, little literature mentions the synchronization of fractional-order BAM neural networks.
In the models of neural networks, the activation functions are usually picked with the property of continuity or even Lipschitz continuity, such as piecewise linear or sigmoid functions. However, when we encounter neuron amplifiers with very high gain, neural networks with discontinuous activations are confirmed as a more desirable model [25] . Take the classical Hopfield network with graded response neurons [26] as an example; the hypothesis of activation with a high-gain limit is universal, because it is critical to making the contribution of the term correlated with neuron self-inhibitions negligible to the energy function of the network, and to favouring the formation of binary output [27, 28] . However, the high-gain activations essentially approach discontinuous hard-comparator functions [28] , which results in actually employing activation functions with discontinuities during modelling instead of the ones with a high but finite slope. On the other hand, time delays are ubiquitous in neural networks owing to the finite switching speed of amplifiers as well as the finite propagating speed of signals. Hence, it is practical to take consideration of discontinuous activations [8, 12] and time delays [5, 6, 22] when addressing the neural networks, which will be both incorporated in our networks. 
Motivated by the aforementioned discussions, the objective of this paper is to investigate the Mittag-Leffler synchronization of the fractional-order BAM neural networks with discontinuous activation functions and time delays. From what we know, so far no attempt has been taken on this issue. Firstly, the global existence of the Filippov solution for the addressed networks is derived as the necessary precondition when considering a synchronization problem. Then two control techniques, namely state feedback and impulsive methods, are respectively employed for the same synchronization goal. In order to obtain corresponding synchronization criteria, the fractional comparison principle is used, as well as the Razumikhin technique is adopted to cope with the obstacle that arises due to the time-delay term.
The structure of this paper is outlined as follows. In §2, model description and some preliminaries, as well as necessary assumptions are introduced. The main results, including the existence of the Filippov solution for fractional-order BAM neural networks, and two different synchronization control schemes are reported in §3. Section 4 contains a numerical example to demonstrate the validity of the theoretical results. At last, conclusions are drawn in §5. In addition, the appendix provides the proof of theorem 3. 1 .
Notations: Throughout the paper, R + is the set of all non-negative real numbers; R and R n denote the space of real numbers and the n-dimensional real Euclidean space, respectively. Let 
Problem description and preliminaries (a) Model description
In this paper, we consider a class of fractional-order BAM neural networks described by
with initial condition
where 0 < α < 1, D α is chosen as the Caputo fractional derivative operator from 0 to t [29] , namely C 0 D α t . We see that x(t) = (x 1 (t), . . . , x n (t)) T , y(t) = (y 1 (t), . . . , y m (t)) T are the state vectors of the X-and Y-layers, while n, m ∈ Z + correspond to the number of neurons in these two layers, respectively; A = diag(a 1 , . . . , a n ) > 0 and T are the activation functions; B,B ∈ R n×m denote, respectively, the connection weights without and with time delays in the X-layer, while D,D ∈ R m×n are the same statuses in the Y-layer and τ ≥ 0 is the time delay; I ∈ R n , J ∈ R m represent the external inputs.
Throughout the paper, we consider the activation functions with the presence of discontinuity. In this case, system (2.1) become fractional-order equations with discontinuous right-hand sides, causing the non-existence of its classical solution. To conquer the obstacle, we need to introduce the framework of Filippov in considering the solution of the discontinuous right-hand side [30] . 
Definition 2.1 (Filippov regularization [30]). The Filippov set-valued map
By definition 2.1, the Filippov set-valued map gives the convex hull of f (·) at the discontinuous points (regardless of zero measure sets) when acting on discontinuous points, but is otherwise 
Or equivalently, by the measurable selection theorem [31] , the following equation holds.
(2 ) There exist measurable functions
, and
Consider system (2.1) as the drive system; the associated response system is given by 6) wherex(t) = (x 1 (t), . . . ,x n (t)) T ,ŷ(t) = (ŷ 1 (t), . . . ,ŷ m (t)) T correspond to the state vectors of the response system, and T represents the controllers which need to be suitably designed, and the other parameters are the same as those in system (2.1). Analogous to the drive system (2.1), if (x T (t),ŷ T (t)) T is a solution of (2.5), then there exist bounded measurable functionsη
Define the errors e(t) =x(t) − x(t), (t) =ŷ(t) − y(t), subtracting (2.4) from (2.7), then the error dynamic system between (2.1) and (2.5) can be obtained by
and
and with initial condition
Throughout this paper, we assume that the activation functions satisfy the following assumptions. 
, the following inequalities hold:
(b) Preliminaries
In this subsection, we firstly present the definition of Mittag-Leffler synchronization, and then introduce some useful lemmas in preparation for the following work. Similar to the exponential function frequently used in an integer-order system, a function with the help for the solution of fractional-order systems is the Mittag-Leffler function, which is primarily defined as follows.
Definition 2.5. Let α, β > 0, the Mittag-Leffler function with two parameters is defined as:
.
Remark 2.6. In definition 2.5, when β = 1, we can derive the Mittag-Leffler function with one parameter, denoted as
, which is very useful in our main results. T , where e(t), (t) are the solution of system (2.8)-(2.9), the Mittag-Leffler synchronization is defined below.
Letě(t) = (e T (t), T (t))

Definition 2.7 ([4]).
The controlled system (2.5)-(2.6) with discontinuous activations is said to be Mittag-Leffler synchronized with system (2.1)-(2.2) if the error system (2.8)-(2.9) is MittagLeffler stable, that is there exist λ > 0 and b > 0 such that
where
is Lipschitz with respect toě.
Remark 2.8.
By the definition and properties of the Mittag-Leffler function, it is known that Mittag-Leffler synchronization implies the asymptotic synchronization. However, it is generally hard to determine the exact values of ι(t),ι(t), η(t) andη(t) in (2.8) for corresponding activation functions at discontinuous points, which brings some challenges for the realization of synchronization.
An upper semicontinuous map G : E → E is said to be condensing [32] if, for any bounded subset X ⊆ E with α(X) = 0, we have α(G(X)) < α(X), where α denotes the Kuratowski measure of non-compactness [32] . The fixed-point theorem for condensing map is given below.
Lemma 2.9 ([32]). Let X be a Banach space and G : X → BCC(X) be a condensing map. If the set
Λ = {x ∈ X : λx ∈ G(x), λ > 1} is bounded,
then G has a fixed point, where BCC(X) denotes the set of all non-empty, bounded, closed and convex subsets of X.
The following two comparison principles for fractional-order systems are the main bases for the achievements of synchronization under different controllers. Among them, the former is helpful for designing the feedback controller, while the latter is for the impulsive controller.
Lemma 2.10 ([33]). Let m(·) ∈ C([t 0 − τ , ∞), R) and satisfy the inequality
where g ∈ C([t 0 , ∞) × R + , R + ) and |m t | 0 = max −τ ≤s≤0 |m(t + s)|. Assume that the maximal solution of the initial value problem
Lemma 2.11 ([34]).
For k = 1, 2, . . . , assume that 
is locally Lipshcitz continuous with respect to its second argument, x(t) : [t 0 − τ , +∞) → R n is a piecewise continuous function with initial value x(t
, and with discontinuous points t k , where
Moreover, as a function of x, V satisfies
and the inequality
The equation and inequalities listed below are also needed for the theoretical proof.
Lemma 2.12 ([29]). If f
where D −α is the fractional integral from 0 to t.
Lemma 2.13 ([35]).
Let N ∈ N, ω > 1 and 
Lemma 2.14 (Gronwall inequality [36]). If x(t) ≤ h(t) +
where all the functions involved are continuous on [t 0 , T), T ≤ ∞, and k(t) ≥ 0, then x(t) satisfies
If, in addition, h(t) is non-decreasing, then
Main results
In this section, we first solve the existence problem of the solution for fractional-order systems with discontinuous activations, and its proof is moved to the appendix for a more compact layout. Then, two control strategies for the given synchronization goal are separately expounded.
(a) Existence of the Filippov solution
In the literature, one of the tools concerning the existence of solutions for differential inclusions is the fixed-point theorem for condensing map [21, 37] , which has been exploited by Martelli since 1975 [32] . Here, we will employ this technique to draw the existence of a solution for the considered networks, which is scarce in fractional-order systems. 
in which the parameters satisfy
Proof. Define the following Lyapunov function candidate
From the definition of fractional-order derivative [29] , it is easy to see that if h(t) is differentiable of order α, then 
sign(e i (t))
Applying assumption 2.4 to (3.5), one can derive
from condition (3.2), we can get ξ > 0, and (3.6) can be written as 
Set m(t) = V(t,ě(t)
On the other hand, from remark 2.6 we note that the solution of the initial value problem
. So the combination of lemma 2.10 and (3.8)-(3.10) implies
V(t,ě(t)) = m(t) ≤ u(t) = sup
According to (3.3) , it is derived that
Thus from definition 2.7, the Mittag-Leffler synchronization is proved.
Remark 3.3. If we set W(t,ě(t)) = sup −τ ≤s≤0 V(t + s,ě(t + s)), (3.9) means we only need to constrain the sign of (d/dt)W(t,ě(t)) when W(t,ě(t)) = V(t,ě(t)), since when W(t,ě(t)) > V(t,ě(t))
, dW/dt is always negative [38] . (3.9) is called Razumikhin condition, which is common in a functional differential system of integer order, and also is employed to address some fractionalorder systems with time delays [34] .
Remark 3.4.
The feedback controller (3.1) comprises several components; each has the particular function for the achievement of Mittag-Leffler synchronization. From the proof of theorem 3.2, one can see that the effects of uncertainties of the measurable functions, arising from the discontinuous activations, are compensated by the terms μ i sign(e i ) and ρ j sign( j ). The parts σ i sign(e i )|e i (t − τ )| and λ j sign( j )| j (t − τ )| are designed to surmount the obstacles related to time delays. Moreover, to impel the convergence of response system (2.5) to drive system (2.1), the linear error feedback terms β i e i (t) and γ j j (t) are utilized.
(c) Mittag-Leffler synchronization via impulsive control
Although the designed state feedback controller can realize Mittag-Leffler synchronization between (2.1) and (2.5), the control cost is high. Comparatively, impulsive control, being activated only at some isolated points, can drastically cut the cost of synchronization control to some extent, and has been broadly employed by now [13, 21] . Nevertheless, research on impulsive synchronization of fractional-order neural networks seems inadequate, let alone the same research on fractional-order BAM neural networks with discontinuous activations. Hence, this subsection will be devoted to exploiting an impulsive controller such that system (2.5) can Mittag-Leffler synchronize with system (2.1) under the assumption of discontinuous activations.
The impulsive controller u i (t) and v i (t) are given as
where p ik , q jk ,β i ,γ j ,μ i andρ j are constants to be designed, δ(·) is the Dirac impulsive function, {t k , k ∈ N + } are impulsive instants which satisfy 0 = t 0 < t k−1 < t k and lim k→+∞ t k = +∞. With the impulsive controller (3.11) and for convenience of the study, the error systems (2.8)-(2.9) can be rewritten in component form as
where e i (t) = e i (t 
Proof. Define the same Lyaponov function candidate as the case of feedback control
When t = t k , from (3.14), (3.12 ) and the first inequality of (3.13), we can obtain When t ∈ [t k−1 , t k ), computing the fractional-order derivative D αV x (t) along with the solution of system (3.12) , with the applications of (3.4) and assumption 2.4 , one has
By means of the same techniques, we have
A combination of (3.14), (3.16) and (3.17) deduces
From the condition (3.13), (3.18) can be further written as
Based on the estimate (3.19), for any error e(t) of (3.12) which satisfies the Razumikhin condition
we have 
Equip g(t, u) = −ξ u, Ψ k (u) = u, namely B k (u) = 0, and the initial value u 0 = sup −τ ≤s≤0V (s,ě(s)); then, from remark 2.6 the solution of (2.10) is u + (t; t 0 , u 0 ) = (sup −τ ≤s≤0V (s,ě(s)))E α (−ξ t α ).
On the other hand, from (3.15), (3.22) and (3.23), condition (4) of theorem 3.5 is satisfied; thus as a consequence of theorem 3.5, one has
Note the expression of V(t), we further obtain
which implies that the Mittag-Leffler synchronization between systems (2.5) and (2.1) under impulsive controller (3.11) is realized.
Remark 3.6. Impulsive fractional-order systems are addressed in Yang et al. [39] and Stamova & Stamov [34] , respectively, without and with time delays, but what both works have focused is the stability with continuous activations. The authors in [8] consider the Mittag-Leffler synchronization of fractional-order neural networks under discontinuous activations but without delays, yet only the state feedback controller is adopted. Xiao et al. [15] investigate the finite-time Mittag-Leffler synchronization of fractional-order memristive BAM neural networks with time delays. However, essentially this so-called finite-time synchronization gives practical stability with settling time [40] , which only ensures that the trajectories of the error system do not exceed a certain threshold over a fixed short time, and thus is weaker than Mittag-Leffler synchronization. So our results are more universal and less conservative.
Numerical example
This section offers an example of fractional-order BAM neural networks that hibit characteristics with the required conditions, by which the theoretical results derived above can be well shown. Dealing with fractional delayed models, the frequently used numerical method is the modified predictor-corrector algorithm; see Diethelm et al. [41] and references therein.
Example.
Consider the following fractional-order BAM neural networks with the drive system described as
and the response system is figure 1 and the error between them are depicted in figure 2 .
As far as the feedback control is concerned, the controller (3.1) is utilized, and from condition (3.2) we get ⎛ 
state feedback control scheme, the simulation results of impulsive control for systems (4.1) and (4.2) are fully exhibited in figures 5 and 6, respectively, portraying the state trajectories as well as the curves of synchronization error and its norm driven by impulse controller (3.11). Obviously, the results of theorem 3.5 are verified via this simulation.
Conclusion and future work
This paper concentrates on the problem of Mittag-Leffler synchronization for a class of fractional-order BAM neural networks accompanied by time-delay information and noncontinuous activations. As a prerequisite, the global existence of Filipov solutions to the addressed neural networks is verified. Then, to accomplish the Mittag-Leffler synchronization, a novel discontinuous feedback control procedure is proposed for the response systems. For the determination of related control parameters, Filippov non-smooth theory, the fractional comparison principle and Razumikhin techniques are all utilized. Furthermore, an impulsive control scheme for the same synchronization target is also derived for the same drive-response systems based on the comparison principle for fractional pulse systems and Razumikhin techniques. Finally, a numerical example is furnished to inspect these theoretical results. In the future, more types of time delays, such as distributed delays and mixed delays, for fractionalorder systems can be explored.
Data accessibility. This paper has no additional data. 1)-(2.2) and (A 1)-(A 2) , we will prove that there exists a Filippov solution of discontinuous neural networks (A 1)-(A 2) on [−τ , +∞).
Proof of
Consider the multi-valued map G :
for ξ ∈ C([−τ , T], R n+m ), and define the norm as
It is easy to get from lemma 2.12 that the fixed points of G are the solutions of (A 1)-(A 2).
It is remarked that a completely continuous multivalued map is the simplest form of a condensing map. By a similar process of the step 1-4 in the proof of Theorem 3.2 in [37] , and in conjunction with assumptions 2.3-2.4, it is obtained that G is a completely continuous multivalued map, and is upper semi-continuous [31] with convex closed values. Now, we claim that the set
Let w ∈ Λ; noting the definition of the set Λ, we have λw ∈ G(x) for some λ > 1. Thus, there exists ζ (t) ∈ F(w(t)) such that 
On the other hand, it is easy to validate that, for x, y ≥ 0 and q > 1, there holds where 
