Abstract. Extending the work of Yakoubov, we enumerate the linear extensions of comb posets that avoid certain length-3 patterns. We resolve many of Yakoubov's open problems and prove both of the conjectures from her paper.
Introduction
A linear extension of a partially ordered set P is an order-preserving bijection from P to a totally ordered set. We may view a linear extension as a permutation π of the elements of P with the property that x precedes y in π whenever x < P y. Determining e(P ), the number of linear extensions of the poset P , is a problem that has motivated an enormous amount of research in order theory. Indeed, Richard Stanley [12, p. 258] states that e(P ) "is probably the single most useful number for measuring the 'complexity' of P ." The problem of determining e(P ) for various posets P is of crucial importance in the study of sorting algorithms, particularly when one has incomplete information concerning the objects that need to be sorted. Brightwell and Winkler showed that, in general, this problem is #P -complete [5] . However, several authors have developed algorithms to perform tasks such as quickly approximating e(P ) or generating random linear extensions of P [2, 7, 9] .
Another field of study that has spawned a great deal of research is that of permutation pattern avoidance. Suppose π = π 1 π 2 · · · π n ∈ S n and τ = τ 1 τ 2 · · · τ k ∈ S k . We say that π contains the pattern τ if there are indices i 1 , i 2 , . . . , i k ∈ [n] with i 1 < i 2 < · · · < i k such that for all j, ∈ [k], we have π i j < π i if and only if τ j < τ . If π does not contain the pattern τ , we say that π avoids τ . Miklós Bóna's book Combinatorics of Permutations provides an excellent reference for anyone wishing to learn more about the flourishing area of research that deals with permutation patterns [4] . Recently, Sophia Yakoubov posed a natural question that links the study of linear extensions of posets with that of permutation patterns [13] . Suppose we are given a finite poset P with |P | = n. In addition, suppose we bijectively label the elements of P with the elements of [n] . Using this labeling, we may view each linear extension of P as a permutation in S n . Given τ ∈ S k , we wish to compute A τ (P ), the number of linear extensions of P that avoid τ . As stated, this is a very general and difficult problem. Therefore, Yakoubov devoted her attention to a specific class of posets called combs. Anderson, Egge, Riehl, Ryan, Steinke, and Vaughan recently extended this line of research by investigating pattern-avoiding linear extensions of "rectangular posets" [1] .
The comb K s,t is specified by two parameters: the spine length s and the tooth length t. The base set for this poset is {e i,j : 1 ≤ i ≤ s, 1 ≤ j ≤ t}. We define the partial ordering on K s,t by specifying the covering relations as follows:
(i) e i,1 e i+1,1 for all 1 ≤ i ≤ s − 1; (ii) e i,j e i,j+1 for all 1 ≤ i ≤ s and 1 ≤ j ≤ t − 1.
The comb K 4,3 is displayed as the leftmost image in Figure 1 .
Yakoubov considers two canonical ways to label the elements of K s,t with the elements of [st] . In the first labeling, called an α-labeling, we give the element e i,j the label (j − 1)s + i. In the second labeling, called a β-labeling, we give e i,j the label (i − 1)t + j. We denote the α-labeled (respectively, β-labeled) comb K s,t by K α s,t (respectively, K β s,t ). The middle and right images in Figure 1 portray the labeled posets K α 4,3 and K β 4,3 , respectively.
Yakoubov enumerated the linear extensions of K α s,t and K β s,t that avoid various patterns of length 3. However, she did not enumerate these linear extensions for all choices of patterns. In the following section, we summarize the results, open problems, and conjectures given in Yakoubov's paper. In the third section, we resolve many of those open problems and conjectures. We end with some suggestions for further research.
Yakoubov's Results, Open Problems, and Conjectures
In this section, we summarize the paper [13] , omitting all proofs. Recall the definitions of the labeled combs K α s,t and K β s,t from the introduction. When applying inductive arguments to these labeled posets, one often needs to build large combs from smaller combs by annexing one element at a time. Therefore, we will be working with what Yakoubov calls "uneven combs." The labeled uneven comb U α spine=s,n is the labeled subposet of K α s, n/s obtained by removing all elements whose labels are larger than n (so |U α spine=s,n | = n). Figure 2 shows the labeled uneven comb U α spine=5,12 .
Recall that A τ (P ) is the number of linear extensions of the labeled poset P that avoid the pattern τ . More generally, denote by A τ 1 ,τ 2 ,...,τr (P ) the number of linear extensions of P avoiding all of the patterns τ 1 , τ 2 , . . . , τ r .
Theorem 2.1 (Yakoubov, [13] ). Let C m = 1 m+1 2m m be the m th Catalan number. We have 
Yakoubov leaves the determination of
where
is the generating function of the Catalan numbers.
In Section 3, we show that
for each h ≥ 0. When h = 0, this is exactly Conjecture 2.1 because U α spine=s,2s = K α s,2 . We also derive simple recurrence relations for A 231 (U α spine=s,n ) and A 312 (U α spine=s,n ). This settles the problems of determining A 231 (K α s,t ) and A 312 (K α s,t ). Furthermore, we derive a method for computing A 321 (K α s,2 ) and show that
The next theorem concerns linear extensions of β-labeled combs. Theorem 2.2 (Yakoubov, [13] ). We have
Yakoubov leaves the enumeration of the 321-avoiding linear extensions of K β s,t for t ≥ 3 as an open problem. In Section 3, we define numbers F i,j (k) recursively and give a formula for A 321 (K β s,t ) involving the numbers F i,j (k). We then show that
The following theorem focuses on the enumeration of linear extensions of combs that avoid two different length-3 patterns.
Yakoubov did not enumerate the linear extensions of K α s,t avoiding 231 and 321. She did, however, make the following conjecture.
Conjecture 2.2 (Yakoubov, [13] ). For all s ≥ 1, A 231,321 (K α s,2 ) = 2 s−1 (s − 1) + 1.
In the following section, we prove that A 231,321 (U α spine=s,n ) = s j=1 A 231,321 (U α spine=s,n−j ) for all n > s. Conjecture 2.2 will then follow as an immediate consequence. 
To begin, let us enumerate 231-avoiding linear extensions of U α spine=s,n . When decomposing these linear extensions into simpler parts, we will obtain 231-avoiding permutations that start with their largest entries and have the entry 1 in a fixed position. Therefore, we need the following lemma.
Proof. The lemma is obvious when k = 1, so assume k ≥ 2. Let u( , n) be the number of 123-avoiding permutations in S n in which the entry n appears in the th position. For ≥ 1, Connolly, Gabor, and Godbole have shown that n≥0 u( , n)
, and the lemma will follow immediately.
A left-to-right minimum of a permutation π = π 1 π 2 · · · π n is an entry π i such that π i < π j for all j < i. Simion and Schmidt constructed a specific bijection ψ (now called the Simion-Schmidt bijection) from the set of 123-avoiding permutations in S n to the set of 132-avoiding permutations in S n [11] . The Simion-Schmidt bijection has the additional property that it fixes the values and the positions of the left-to-right minima of its argument. In particular, the position of 1 in π is the same as the position of 1 in ψ(π).
For each π = π 1 π 2 · · · π n ∈ S n , let π c be the complement of π. That is, the i th entry of π c is n + 1 − π i . Furthermore, let π r = π n π n−1 · · · π 1 be the reverse of π. By simply removing the largest entry of a permutation in X 0 (k, m), we see that |X 0 (k, m)| is equal to the number of 231-avoiding permutations in S m−1 whose (k − 1) th entry is 1. Observe that π is a 123-avoiding permutation in S m−1 whose (k − 1) th entry is m − 1 if and only if (ψ((π c ) r )) r is a 231-avoiding permutation in S m−1 whose (k − 1) th entry is 1. It follows that
For n ≥ 2s, we have
Proof. Fix h ≥ 0, and suppose s ≥ h + 1. Let X s (k, m) be the set of 231-avoiding permutations of the elements of {s + 1, s + 2, . . . , s + m} whose first entry is s + m and whose k th entry is s + 1. Let Y s,h (m) be the set of 231-avoiding permutations of {s + m + 1, s + m + 2, . . . , 2s − h}. Let Z s (k, m) be the set of (s − m)-element subsets of {m + 1, m + 2, . . . , s + k}. We will give a bijection ϕ from the set of 231-avoiding linear extensions of U α spine=s,2s−h to k≥1 m≥1
Let π = π 1 π 2 · · · π 2s−h be a 231-avoiding linear extension of U α spine=s,2s−h . If we remove the entries 1, 2, . . . , s from π, we obtain a 231-avoiding permutation σ = σ 1 σ 2 · · · σ s−h of the elements of {s + 1, . . . , 2s − h}. Suppose σ 1 = s + m and σ k = s + 1. It follows from the fact that σ avoids 231 that k ≤ m. Moreover,
The entries of σ 1 σ 2 · · · σ k must appear in decreasing order since σ avoids 231 and σ k = s + 1 is the smallest entry in σ. Because π is a linear extension of U α spine=s,2s−h , m precedes s + m = σ 1 in π. We also know that the elements of [s] must appear in increasing order in π. This means that π 1 π 2 · · · π m = 12 · · · m. Observe that the entry s must precede σ k+1 in π since otherwise, σ k σ k+1 s would form a 231 pattern in π. This means that
It is straightforward to check that we may recover the 231-avoiding linear extension π = π 1 π 2 · · · π 2s−h from the triple
by reversing the above procedure. Therefore,
From the definitions of Y s,h (m) and Z s (k, m) (and the fact that 231-avoiding permutations are counted by the Catalan numbers), we see that
Substituting n = s − m, invoking Lemma 3.1, and rearranging yields
We now combine the identities
to see that
Substituting this into (2), we find that
The first statement in the theorem now follows from the observation that A 231 (U α spine=h,h ) = 1 and
To prove the second statement in the theorem, consider a 231-avoiding linear extension q = q 1 q 2 · · · q n of U α spine=s,n , where n ≥ 2s. Let j be the smallest positive integer such that n − j precedes n in q. Because q respects the ordering on U α spine=s,n , n − s must precede n in q. Thus, j ≤ s. Each i ∈ {1, 2, . . . , n − j − 1} must also precede n in q lest (n − j)ni forms a 231 pattern in q. This means that q = q nq , where q is a 231-avoiding linear extension of U α spine=s,n−j and q is a 231-avoiding permutation of the elements of {n − j + 1, n − j + 2, . . . , n − 1}. On the other hand, if τ is any 231-avoiding linear extension of U α spine=s,n−j and τ is any 231-avoiding permutation of {n − j + 1, n − j + 2, . . . , n − 1}, then τ nτ is a 231-avoiding linear extension of U α spine=s,n . The number of 231-avoiding permutations of {n − j + 1, n − j + 2, . . . , n − 1} is C j−1 , so the second statement in the theorem follows.
Remark 3.1. Theorem 3.1 completes the enumeration of the 231-avoiding linear extensions of the labeled uneven combs U α spine=s,n . Indeed, the second statement in the theorem provides a recurrence relation that can be used to compute A 231 (U α spine=s,n ) for any n ≥ 2s so long as we know the values of A 231 (U α spine=s,m ) for s ≤ m < 2s. We may use the first statement in the theorem to compute these initial values.
Example 3.1. In the proof of Theorem 3.1, we showed how to decompose a 231-avoiding linear extension π of U α spine=s,2s−h into a triple
Suppose s = 5, h = 1, and π = 123846579. Then σ = 8679 = (s + 3)(s + 1)(s + 2)(s + 4), so k = 2 and m = 3. Also, T = {j ∈ {4, 5, 6, 7} : π j ∈ {4, 5}} = {5, 7}. Therefore, π decomposes into the triple (867, 9, {5, 7}).
Suppose that we were given the triple (867, 9, {5, 7}) without knowing π. We could recover π as follows. We know that 1, 2, 3, 4, 5 appear in increasing order in π and that the other entries appear in the order 8, 6, 7, 9. The entries 7 and 9 must appear to the right of 5 in π (otherwise, 675 would be a 231-pattern). Because π is a linear extension of U α spine=5,9 , 3 must precede 8 in π. Finally, the set T = {5, 7} tells us that π 5 = 4 and π 7 = 5. This forces π = 123846579.
Recall from Theorem 2.1 that Yakoubov proved that A 312 (K α s,2 ) = C s+1 − C s . The following theorem generalizes this result by enumerating the 312-avoiding linear extensions of U α spine=s,n for all n, s ≥ 1. 
Proof. Choose n ≥ s. In any linear extension of U α spine=s,n , the entries 1, 2, . . . , s must form an increasing subsequence. If π is such a linear extension that also avoids the pattern 312, then the first s − 1 entries of π must be 1, 2, . . . , s − 1. This is because if x > s − 1 and x precedes s − 1, then x(s − 1)s is a 312 pattern. Therefore, π = 12 · · · (s − 1)p, where p is a 312-avoiding linear extension of the labeled subposet of U α spine=s,n obtained by removing from U α spine=s,n the elements whose labels are in [s − 1]. Denote this subposet by V α s,n . If q is any 312-avoiding linear extension of V α s,n , then 12 · · · (s − 1)q is a 312-avoiding linear extension of U α spine=s,n . Consequently,
Say a permutation σ = σ 1 σ 2 · · · σ m of some set of integers is s-stratified if σ i < σ s+i for all 1 ≤ i ≤ m − s. The linear extensions of V α s,n are precisely the s-stratified permutations of the set {s, s+1, . . . , n}. By decreasing the entries of such a linear extension by s−1, we see that A 312 (V α s,n ) is equal to the number of 312-avoiding s-stratified permutations in S n−s+1 . We will show that the number of 312-avoiding s-stratified permutations in S k is d s (k); this will complete the proof of the theorem.
Let σ = σ 1 σ 2 · · · σ k be a 312-avoiding s-stratified permutation in S k for some k ≥ 1. Suppose σ j = 1. Because σ avoids 312, all the entries to the left of 1 in σ must be smaller than all of the entries to the right of 1. Therefore, we may write σ = τ 1τ , where τ is a 312-avoiding s-stratified permutation of {2, 3, . . . , j} and τ is a 312-avoiding s-stratified permutation of {j + 1, j + 2, . . . , k}. The entry s + 1 cannot precede 1 in σ because σ is s-stratified. This forces j ≤ s. On the other hand, if q is a 312-avoiding s-stratified permutation of {2, 3, . . . , j} and q is a 312-avoiding sstratified permutation of {j + 1, j + 2, . . . , k} for some j ≤ s, then q1q is a 312-avoiding s-stratified permutation in S k . It follows that the number of 312-avoiding s-stratified permutations in S k is d s (k).
In this section, we write {a 1 , a 2 , . . . , a k } < to denote a set of integers a 1 , a 2 , . . . , a k such that a 1 < a 2 < · · · < a k . In other words, the subscript " < " is simply used to emphasize that we have written the elements of the set in increasing order.
We now consider 321-avoiding linear extensions of K α s,t . Recall that an entry π i of a permutation π = π 1 π 2 · · · π n ∈ S n is called a right-to-left minimum if π i < π j for all j ∈ {i + 1, i + 2, . . . , n}. The right-to-left minima of π necessarily appear in increasing order. If π avoids the pattern 321, then the entries that are not right-to-left minima also appear in increasing order. Indeed, suppose π i > π j and i < j for some entries π i , π j that are not right-to-left minima. Since π j is not a rightto-left minimum, there is some k > j such that π k < π j . Then π i π j π k forms a 321 pattern in π, contrary to assumption. It follows that each 321-avoiding permutation in S n is uniquely determined by specifying the entries that are not right-to-left minima and the positions in the permutation that those entries occupy.
Assume s, t ≥ 2. In any linear extension of K α s,t , the entries 1, 2, . . . , s must be right-to-left minima because they appear in increasing order. Let us fix a subset W = {w 1 , w 2 , . . . , w k } < of {s + 1, s + 2, . . . , st}. Define Ω s,t (W ) to be the collection of all sets of integers I = {i 1 , i 2 , . . . , i k } < satisfying w − s + ≤ i ≤ w − 1 for all . Let Λ s,t (W ) be the set of all 321-avoiding linear extensions of K α s,t whose right-to-left minima are precisely the elements of [st] \ W . Our goal is to construct an injection from Ω s,t (W ) to Λ s,t (W ) which is a bijection if t = 2. By estimating the size of Ω s,2 (W ), we will then be able to deduce a lower bound for A 321 (K α s,2 ). From there, we will deduce lower bounds for A 321 (K α s,t ) for general t.
Suppose we are given a set of integers I = {i 1 , i 2 , . . . , i k } < in Ω s,t (W ). Define a permutation µ = µ W (I) = µ 1 µ 2 · · · µ st as follows. For each ∈ [k], let µ i = w . Place the elements of [st] \ W in increasing order in the remaining unfilled positions of µ. For example, if s = 4, t = 2, W = {6, 7}, and I = {4, 6}, then µ W (I) = 12364758. In this example, µ W (I) is an element of Λ s,t (W ). The following lemma tells us that this is not a coincidence.
Lemma 3.2. Fix integers s, t ≥ 2 and a subset W = {w 1 , w 2 , . . . , w k } < of {s + 1, s + 2, . . . , st}. Preserving the notation from the previous two paragraphs, let I = {i 1 , i 2 , . . . , i k } < be a set of integers in Ω s,t (W ). The permutation µ W (I) is an element of Λ s,t (W ). Lemma 3.2 tells us that we have a well-defined map µ W : Ω s,t (W ) → Λ s,t (W ). This map, which we defined in the paragraph immediately preceding Lemma 3.2, is actually an injection. Indeed, if we are given µ W (I), we can easily recover the set I from the observation that i ∈ I if and only if the i th entry of µ W (I) is in W . This proves the first statement in the following theorem. Proof. We are left to show that µ W : Ω s,t (W ) → Λ s,t (W ) is surjective if t = 2. We may assume W is nonempty. Indeed, if W = ∅, then µ W is a bijection because Ω s,t (W ) = {∅} and Λ s,t (W ) = {12 · · · (st)}. Suppose t = 2, and choose some π = π 1 π 2 · · · π 2s ∈ Λ s,2 (W ). For each ∈ [k], let i be the integer satisfying π i = w . Put I = {i 1 , i 2 , . . . , i k }. We will prove that π = µ W (I). To do so, we simply need to show that I ∈ Ω s,2 (W ). Indeed, we know the sets W and [2s] \ W form increasing subsequences of π because [2s] \ W consists of the right-to-left minima of π and π avoids 321. Choose some ∈ [k]. We need to show that w − s + ≤ i ≤ w − 1.
Note that w ∈ {s + 1, s + 2, . . . , 2s} by the definition of W . Because π is a linear extension of K α s,2 , w − s precedes w in π. The entries 1, 2, . . . , w − s all precede w in π because they appear in increasing order. The entries w 1 , w 2 , . . . , w −1 also precede w in π since the elements of W appear in increasing order. Observe that the sets {w 1 , w 2 , . . . , w −1 } and {1, 2, . . . , w − s} are disjoint because all of the elements of the latter set are less than or equal to s. This proves that there are at least w − s + − 1 entries to the left of w in π, which means that i ≥ w − s + . Now, because w is not a right-to-left minimum of π, there is an entry x < w that appears to the right of w . Since π avoids 321, all of the entries to the left of w are elements of the set {1, 2, . . . , w − 1} \ {x}. This shows that there are at most w − 2 entries to the left of w , so i ≤ w − 1. If π = π 1 π 2 · · · π m ∈ S m and τ = τ 1 τ 2 · · · τ n ∈ S n are permutations, then π ⊕ τ is the permutation p 1 p 2 · · · p m+n ∈ S m+n defined by
It is easy to see that if π and τ are 321-avoiding linear extensions of K α s,t and K α s ,t , respectively, then π ⊕τ is a 321-avoiding linear extension of K α s+s ,t . Therefore, A 321 (K α s,t )A 321 (K α s ,t ) ≤ A 321 (K α s+s ,t ). By Fekete's lemma, the limit lim
Theorem 3.4 provides upper and lower bounds for the growth rate lim s→∞ s A 321 (K α s,t ) for each fixed t ≥ 2. The proof of the lower bound relies heavily upon Theorem 3.3, which is why we cared so deeply about proving that result. The idea behind the proof is to find a lower bound for the size of the set Ω s,2 (W ) and then use the bijection from Theorem 3.3 to deduce a lower bound for Λ s,2 (W ). We derive a lower bound for |Ω s,t (W )| in the following lemma. Lemma 3.3. Let W = {w 1 , w 2 , . . . , w k } < be a subset of {s + 1, s + 2, . . . , st}, and let Ω s,t (W ) be as in Theorem 3.3. We have
Proof. Let us begin by choosing a lattice path L from (0, 0) to (s − 1, k) that uses steps (0, 1) and (1, 0) and never passes above the line y = x. Let J (L) be the set of all j ∈ [s + k − 1] such that the j th step in L is a (0, 1) step. Let us write
) are both injective, so |Ω s,t (W )| is at least the number of possible choices for L. A variant of Bertrand's ballot theorem [3] states that the number of choices for L is
Proof. We first prove the lower bound when t = 2. Recall that Λ s,2 (W ) is the set of 321-avoiding linear extensions of K α s,2 whose right-to-left minima are the elements of [2s] \ W . This means that
From Theorem 3.3 and Lemma 3.3, we deduce that if W is a k-element subset of
Partitioning the subsets of {s + 1, s + 2, . . . , 2s} in the summation in (3) according to their sizes, we find that
We chose to extract the term in which k = s/ √ 2 in order to maximize our obtained lower bound. Using Stirling's approximation, it is straightforward to show that
Next, suppose t ≥ 3. Let τ be a 321-avoiding linear extension of K α s,2 . For each r ∈ {2, 3, . . . , t − 1}, let σ r be a 321-avoiding permutation of the elements of {rs + 1, rs + 2, . . . , (r + 1)s}. The permutation τ σ 2 σ 3 · · · σ t−1 is a 321-avoiding linear extension of K α s,t . There are A 321 (K α s,2 )C t−2 s ways to choose the permutations τ, σ 2 , σ 3 , . . . , σ t−1 , so
Let us now proceed to prove the upper bound stated in the theorem. Suppose we wish to construct a 321-avoiding linear extension of K α s,t that has st − k right-to-left minima. We must have k ≤ st − s since the entries 1, 2, . . . , s will be right-to-left minima. By the same token, all entries that are not right-to-left minima must belong to the set {s + 1, s + 2, . . . , st}. There are ways to choose the positions in the permutation that these k entries will occupy. After we make these choices, the permutation is determined by the assumption that it avoids the pattern 321. Indeed, the right-to-left minima must appear in increasing order, and the other entries must also appear in increasing order.
This shows that (4)
Let r s (t) be one of the integers k ∈ {0, 1, . . . , st − s} that maximizes u s,t (k), and put γ s (t) = r s (t)/s. We have
. This occurs if and only if
for each fixed t ≥ 2. Using (4), we find that
To ease notation, let us write f (x) = x x and γ(t) = t(t − 1) 2t − 1 . Using Stirling's approximation and (5), it is straightforward to show that
.
Elementary algebraic manipulations show that the right-hand side of (6) is equal to
Until now, we have limited our focus to linear extensions of α-labeled combs. At this point, we turn our attention to β-labeled combs. Recall from the end of the introduction that the β-labeled comb K β s,t is obtained from K s,t by assigning each element e i,j the label (i − 1)t + j.
In her paper, Yakoubov finds explicit formulas for A τ (K β s,2 ) for every length-3 pattern τ . She also finds formulas for A τ (K β s,t ) for all t ≥ 3 whenever τ is a length-3 pattern other than 321. It is our goal to give a general formula for A 321 (K β s,t ). We will also show that for each fixed s ≥ 2, lim
For s ≥ 3 and t ≥ 2, define F s,t (k) recursively by
We have
Proof. Let F s,t (k) be the set of words w = w 1 w 2 · · · w k of length k over the alphabet {a, b, c} that satisfy the following properties:
We claim that |F s,t (k)| = F s,t (k). To see this, first observe that (i) forces
Similarly, (i) and (iii) guarantee that
If s = 2, one may use (i), (iii), and (iv) to see that
Assume s ≥ 3. We will build a word w = w 1 w 2 · · · w k in F s,t (k). Preserve the notation from properties (i)-(iv) above. The word w 1 w 2 · · · w s−1 must be an element of Our claim follows by induction on s.
Now, let π = π 1 π 2 · · · π st be a 321-avoiding linear extension of K β s,t . Let k be the index such that π k = (s − 1)t + 1. The elements 1, t + 1, 2t + 1, . . . , (s − 1)t + 1 must form an increasing subsequence of π, as must (s − 1)t + 1, (s − 1)t + 2, . . . , st. This forces s ≤ k ≤ (s − 1)t + 1. We can encode the string π 1 π 2 · · · π k with a word w = w 1 w 2 · · · w k as follows. If π ≡ 1 (mod t), let w = c. If π is a left-to-right maximum of π (meaning π is greater than all entries to its left) and π ≡ 1 (mod t), let w = b. Otherwise, let w = a. We will show that w ∈ F s,t (k) and that every word in F s,t (k) is obtained uniquely in this way.
For each i ∈ [s], let i be the index such that π i = (i − 1)t + 1. Properties (i), (ii), and (iii) follow immediately from the definition of w and the fact that π is a linear extension of K β s,t . Furthermore, B i is equal to the number of elements of {(i − 2)t + 2, (i − 2)t + 3, . . . , (i − 1)t} lying between π i−1 and π i in π. This implies that B i ≤ t − 1. All of the entries of π to the left of π i = (i − 1)t + 1 are less than (i − 1)t + 1. At most (i − 2)t + 1 of these entries are in the set {1, 2, . . . , (i − 2)t + 1}, and exactly B i are in the set {(i − 2)t + 2, (i − 2)t + 3, . . . , (i − 1)t}. Therefore, i − 1 ≤ (i − 2)t + 1 + B i . It follows that (iv) holds, so w ∈ F s,t (k).
Suppose, now, that we are given the word w ∈ F s,t (k). We may recover π 1 π 2 · · · π k as follows. First, we know that π 1 = 1. Suppose we have already determined π 1 , π 2 , . . . , π . Let j be the largest integer such that (j − 1)t + 1 ∈ {π 1 , π 2 , . . . , π }. If w +1 = c, then we must put π +1 = jt + 1. If w +1 = b, then π +1 must be the smallest element of {(j − 1)t + 2, (j − 1)t + 3, . . . , jt} that is not in the set {π 1 , π 2 , . . . , π }. The inequality B j+1 ≤ t − 1 in (iv) guarantees that such an element exists. If w +1 = a, then π +1 must be an element of {1, 2, . . . , (j − 1)t} that is not in the set {π 1 , π 2 , . . . , π }. One may use the inequality j+1 − (j − 1)t − 2 ≤ B j+1 in (iv) to show that an element of {1, 2, . . . , (j − 1)t} \ {π 1 , π 2 , . . . , π } actually exists. In fact, π +1 must be the smallest such element. Indeed, if there were some x ∈ {1, 2, . . . , (j − 1)t} \ {π 1 , π 2 , . . . , π } with x < π +1 , then the entries (j − 1)t + 1, π +1 , and x would form a 321 pattern in π. This shows that each word in F s,t (k) is obtained uniquely from an initial string π 1 π 2 · · · π k of a 321-avoiding linear extension of K β s,t .
We now construct a 321-avoiding linear extension π = π 1 π 2 · · · π st of K β s,t . Let k be the index such that π k = (s−1)t+1. By the preceding discussion, there are F s,t (k) ways to choose π 1 π 2 · · · π k . After doing so, there are st − k entries left to use to form the string π k+1 π k+2 · · · π st . Those entries of π k+1 π k+2 · · · π st that are less than (s − 1)t + 1 should appear in increasing order since π must avoid 321. The entries (s − 1)t + 2, (s − 1)t + 3, . . . , st should form an increasing subsequence of π k+1 π k+2 · · · π st because π is a linear extension of K β s,t . Therefore, π k+1 π k+2 · · · π st is completely determined by the choice of the t − 1 positions in this string that the entries (s − 1)t + 2, (s − 1)t + 3, . . . , st will occupy. There are st−k t−1 ways to make this choice. Summing over k, we obtain the formula in the final statement of the theorem.
Remark 3.2. In the preceding proof, we showed that F s,t (k) = |F s,t (k)|. Each element of F s,t (k) is a word of length k over the alphabet {a, b, c} in which the letter c appears exactly s times. The number of such words is 2 k−s k s , so it follows from Theorem 3.5 that
We have used Theorem 3. Suppose P is a finite poset whose Hasse diagram is a rooted tree. For x ∈ P , let d(x) be the number of elements y ∈ P such that y ≥ P x. A well-known formula due to Knuth [10] states that the number of linear extensions of P is n! Proof. We have just seen that this theorem holds when s = 2, so assume s ≥ 3. Let F s,t (k) be as defined in the statement of Theorem 3.5. We will prove that
because F 2,t (2) = 1. This proves (7) in the case s = 3. Now, assume s ≥ 4, t ≥ 2, and s ≤ k ≤ (s − 1)t + 1. We have 0
where ω s,t (k) = max{0, k − (s − 2)t − 2}. Now,
From the definition of ω s,t (k), we see that k − (s − 2)t − 2 ≤ 2ω s,t (k). Rewriting this inequality yields
Inducting on s, we see from (7) that
Because k ≤ (s − 1)t + 1 < 2(s − 2)t + 1, we have 2(k − (s − 2)t − 2) + 1 < k − 2. This implies that 2ω s,t (k) + 1 < k − 2, so 2ω s,t (k) ω s,t (k) ≥ 2 2ωs,t(k) 2ω s,t (k) + 1 > 2 2ωs,t(k) k − 2 .
Combining this last inequality with (9) and (10), we obtain (7). Proof. The labeled poset U α spine=s,n only has one linear extension if n ≤ s because it is a totally ordered set. This linear extension is the identity permutation in S n , so A 231,321 (U α spine=s,n ) = 1 if n ≤ s.
Suppose n > s, and let π be a linear extension of U α spine=s,n that avoids 231 and 321. Let j be the smallest positive integer such that n − j precedes n in π. We know that n − s must precede n in π, so j ≤ s. Because π avoids 231, all of the entries to the left of n in π must be smaller than all of the entries to the right of n. Furthermore, the entries to the right of n must be in increasing order because π avoids 321. This means that π = σn(n − j + 1)(n − j + 2) · · · (n − 1), where σ is a linear extension of U α spine=s,n−j that avoids 231 and 321. On the other hand, if 1 ≤ j ≤ s and τ is a linear extension of U α spine=s,n−j that avoids 231 and 321, then τ n(n − j + 1)(n − j + 2) · · · (n − 1) is a linear extension of U α spine=s,n that avoids 231 and 321. The recurrence relation stated in the theorem now follows.
Yakoubov conjectured that A 231,321 (K α s,2 ) = 2 s−1 (s − 1) + 1. This follows as an easy corollary of Theorem 3.7. Proof. Using Theorem 3.7, it is straightforward to prove by induction on that A 231,321 (U α spine=s,s+ ) = 2 −1 (s − 1) + 1 for all ∈ [s]. Since U α spine=s,2s = K α s,2 , the desired result follows.
Concluding Remarks
The idea to study pattern-avoiding linear extensions of partially ordered sets is quite new, so there are certainly many open problems left in this line of research. As Anderson et al. [1] have done, one might wish to continue this line of work by studying linear extensions of other families of partially ordered sets. Even with respect to comb posets, there are several problems left unsettled. For example, is there a reasonably nice closed formula for A 321 (K α s,t ) or A 321 (K β s,t ) for general s, t? Even if we are not able to find a closed formula for A 321 (K α s,t ), it would be interesting to find the true value of the growth rate lim s→∞ s A 321 (K α s,t ) (we derived upper and lower bounds in Theorem 3.4). Another natural direction to follow in extending this work would involve enumerating linear extensions of comb posets that avoid patterns of length 4 or more.
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