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FlatCam: Lensless Imaging, Principles, Applications and Fabrication
by
Ali Ayremlou
FlatCam is a thin form-factor camera that consists of a coded mask placed on
top of a bare, conventional sensor array. The design is inspired by coded aperture
imaging principles, each sensor pixel records a linear combination of the scene in front
of the camera, and a computational algorithm reconstructs the image. A key design
feature of the FlatCam is its slim form-factor, which enables imaging using extremely
thin, even flexible surfaces that operate over a wide spectral range and are amenable
to monolithic fabrication. The potential of FlatCam design is demonstrated in two
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1Chapter 1
Introduction
Sometimes, size does matter. A range of new imaging applications is driving the
miniaturization of cameras and imaging systems. Good progress has been made in
one direction, namely minimizing the total volume of the camera, which has enabled
new applications in endoscopy, pill cameras, and in vivo microscopy. Unfortunately,
this strategy of miniaturization has an important shortcoming: the amount of light
collected, which is directly proportional to the area of the photosensitive material,
also decreases dramatically. As a consequence, ultra-small imagers built simply by
scaling down the optics and sensors su↵er from extremely low light collection.
Only limited progress has been made in the other direction of miniaturization, namely
minimizing the thickness of the camera while still preserving its ability to utilize a
large sensor surface area. Such a design would support imagers that can be distributed
over large and even flexible surfaces, such as credit cards, wallpaper, and clothing,
resulting in a number of novel applications.
In this paper, we present FlatCam, an imaging architecture that enables the use of
a very large photosensitive area with a very thin form factor. This is the distin-
guishing feature which bears the hallmark of our design. The FlatCam achieves its
thin form factor by dispensing with a lens and replacing it with a coded mask placed
almost immediately atop a bare conventional sensor array. For a given thickness con-
straint, a FlatCam enables the use of an order of magnitude larger sensor compared
to a minimum volume camera, resulting in two orders of magnitude improvement
2in light collection. Furthermore, a FlatCam is amenable to direct fabrication using
conventional techniques while operating over a wide spectral range. Our design uses
a computational algorithm to recover the image from the sensor measurements.
An illustration of the FlatCam design is presented in Fig. 1.1. Light from the scene
passes through a coded mask and lands on a conventional image sensor. The mask
consists of opaque and transparent features (to block or transmit light, respectively)
that can be viewed as pinholes arranged in a carefully designed pattern. Light from
each focal plane region falls on a unique collection of pixels in the sensor, and this
mapping can be represented using a linear operator. A computational algorithm then
inverts this linear operator to recover the original light distribution of the scene.
The FlatCam’s departure from a lens-based architecture addresses some of the key
limitations of the latter. First, while image sensors are typically thin, lens-based
cameras end up being thick because of the lens complexity and the large distance
required between the lens and sensor to achieve focus. Furthermore, the camera’s
thickness increases as the sensor and the lens aperture sizes increase. Second, while
Moore’s Law has cut the cost of digital image sensors exponentially over time, lenses
do not benefit from this exponential scaling, particularly at wavelengths farther into
the infrared and ultraviolet spectra, where inexpensive glass and plastics cannot be
used. Third, lens-based cameras invariably require post-fabrication assembly, result-
ing in manufacturing ine ciencies.
Imaging without a lens is not an entirely new idea. Pinhole cameras, the progenitor
of lens-based cameras, have been well known since Alhazen (965–1039AD) and Mozi
(c. 370BCE). However, a tiny pinhole drastically reduces the amount of light reaching
the sensor, resulting in noisy, low-quality images. Indeed, lenses were introduced into
cameras for precisely the purpose of increasing the size of the aperture, and thus the
3Figure 1.1 : FlatCam architecture. (A) shows the mask-sensor assembly of our
prototype. (B) An example of sensor measurements and the image reconstructed
by solving a computational inverse problem. (C) Comparison of pinhole, lens-based,
and FlatCam cameras.
light throughput, without degrading the sharpness of the acquired image.
Our FlatCam design can be interpreted as an extension of the pinhole camera but
with a multitude of pinholes operating in parallel [1, 2]. Such systems are typically
referred to as coded aperture cameras [3, 4, 5, 6, 7, 8] and are commonly used in
x-ray and gamma-ray imaging [9, 10, 11, 12]. The primary goal of these designs has
been to increase the light throughput compared to a pinhole camera, but the resulting
cameras invariably remain thick. In contrast, our FlatCam design o↵ers a thin form
factor. For instance, in our prototype with a visible sensor, the spacing between the
4sensor and the mask is only 0.5mm.
Our FlatCam design has many attractive properties besides its slim profile. First,
since it minimizes the thickness of the camera but not the area of the sensor, it col-
lects more light than low-volume cameras, leading to higher quality imagery. Second,
the mask can be created from inexpensive materials that operate over a broad range
of wavelengths. Third, the mask can be fabricated simultaneously with the sensor
array, creating new manufacturing e ciencies. The mask can be fabricated either
directly in one of the metal interconnect layers on top of the photosensitive layer,
or on a separate wafer thermal compression that is bonded to the back side of the
sensor, as is typical for back-side illuminated image sensors [13]. Fig. 1.1 summarizes
some salient features of pinhole, lens-based, and FlatCam architectures.
We will go through the principles behind the scene for lensless imaging in Chapter
2 and will demonstrate the potential of the FlatCam using two prototypes: a visi-
ble prototype in which the mask-sensor spacing is 0.5mm and a short-wave infrared
(SWIR) prototype in which the spacing is about 5mm in Chapters 3 and 4.
1.1 Related work
A number of thin imaging systems have been developed over the last few decades.
The TOMBO architecture [14], inspired by insect compound eyes, reduces the camera
thickness by replacing a single, large focal-length lens with multiple, small focal-length
microlenses. Each microlens and the sensor area underneath it can be viewed as a
separate low-resolution, lens-based camera, and a single high-resolution image can
be computationally reconstructed by fusing all of the sensor measurements. Similar
architectures have been used for designing thin infrared cameras [15]. The camera
5thickness in this design, the thickness of the camera is dictated by the geometry of
the micro-lenses used. Thus, reducing the camera thickness requires a proportional
reduction in the sizes of the microlenses and sensor pixels. As a result, microlens-
based cameras currently o↵er only up to a four-fold reduction in the camera thickness
[16, 17].
An alternate approach for achieving thin form factors relies on folded optics, where
light manipulation similar to that of a traditional lens is achieved using multi-fold
reflective optics [18]. However, folded optics based systems have low light collection
e ciencies.
Recently, miniature cameras with integrated di↵raction gratings and CMOS image
sensors have been developed [19, 20, 21, 22]. These cameras have been successfully
demonstrated on specific tasks such as motion estimation and face detection. While
these cameras are indeed ultra-miniature in total volume (100 micron sensor width by
200 micron thickness), they retain the large thickness-to-width ratio of conventional
lens-based cameras. Moreover, because of the small sensor size, they su↵er from
reduced light collection ability. In contrast, in our visible prototype below, we used
a 6.7mm wide square sensor, which increases the amount of light collection by about
three orders of magnitude, while the device thickness remains approximately similar
(500 micron).
An on-chip, lens-free microscopy design that uses amplitude masks to cast a shadow
of point illumination sources onto a microscopic tissue sample has shown significant
promise for microscopy and related applications, where the sample being imaged is
very close to the sensor (less than 1mm) [23, 24]. Unfortunately, this technique cannot
be directly extended to traditional photography and other applications that require
greater stando↵ distances and do not provide control over illumination.
6Coded-aperture systems have traditionally been used for imaging wavelengths beyond
the visible spectrum, for which lenses or mirrors are expensive or infeasible. In recent
years, coded aperture-based systems using compressive sensing principles [25, 26, 27]
have been studied for image super-resolution [28], spectral imaging [29], and video
capture [30]. Mask-based lens-free designs have also been proposed for flexible field-
of-view selection [31], for compressive single-pixel imaging using a transmissive LCD
panel [32], and for separable coded masks [33]. In these designs, the distance between
the image sensor and the mask is too great (in the 5–10mm range) to provide thin
form factor capabilities, which is the key focus of our work.
7Chapter 2
Lensless Imaging Principles
In this chapter we will cover some principles behind lensless imaging and analyze
the necessary pre and post processes for capturing using FlatCam. Lensless imaging
consist of a binary mask placed in a specific distance from sensor d as shown in Fig.
2.2 parallel to it. Assuming sensor size to be M ⇥M , the pixel measurements can be
noted with a vector y of size M2. On the other hand planar scene’s pixel values can
be represented with a N ⇥N matrix or equivalently with a N2 vector x. Using this
model, lensless imaging systems can be simply represented with following equation
due to its linearity:
y =  x+ n (2.1)
where the multiplexing matrix   is a M2 ⇥ N2 matrix that its structure is all de-
pendent on mask to sensor distance, mask feature size and some more complicated
physical features of the system. Here, n is an additive noise that is due to the sensor
noise and non-idealities of the system.
2.1 Mask Design
It is inevitable that the structure and pattern of the mask should play the main role
in this system; and therefore, they have to be selected carefully. For this purpose, we
have chosen m-sequence patterns for our system, due to its flat spectral properties
8Figure 2.1 : M-sequences masks. Masks used in both our visible and SWIR prototype
lens-free cameras. M-sequences with ±1 entries that we used to create the binary
masks for (A) the visible camera and (B) the SWIR camera. Binary masks created
from the M-sequences for (C) the visible camera and (D) the SWIR camera
[34], that are 1D patterns. An example of 127 and 255 m-squences are depicted in Fig.
2.1. To make 2D binary masks using these patterns we have done cross production
of the pattern with itself, which extends all desirable properties of 1D m-sequence
patterns to the second dimension. 2.1 shows examples of 2D patterns that we have
been used in our system.
According to equation 2.1, the huge size of multiplexing matrix  , M2 ⇥ N2, can
slow down many processes for calibration and reconstruction due to high complexity,
9Figure 2.2 : Visible FlatCam prototype and results. (A) Prototype consists of a the
sensor with a separable M-sequence mask. (B) The sensor measurements. (C) Re-
constructed 512⇥512 color images. Processing was performed for each color channel
independently.
and consequently make the system’s utilization impractical. One of the hacks to lower
the complexity is to use a separable mask. Assuming a separable mask, the system




where  L and  TR are 1D convolutions along rows and columns of the scene M ⇥M
pixels matrix X, that produce N ⇥N sensor measurement matrix. This reformation
in modalization reduces the complexity of multiplexing matrices to 2MN , whereas
it was M2N2 in the classic equation. The utilization of a separable mask to reduce
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complexity, which has never been done before, gives the most novelty to our lensless
imaging system. In following section, our approach to computing the multiplexing
matrices and recovering scene image using them will be explained.
2.2 Calibration
To complete our model of the system based on equation 2.2 and consequently invert
the system for image recovering, we need to fill two more unknowns in the equa-
tion,  L and  TR. These parameter can be either calculated analytically according to
physical parameters of system, or calibrated using known inputs and outputs of the
system. Due to non-ideality of the system and various complicated physical phenom-
ena, deriving an accurate analytical model is not feasible, nor stable, yet, because of
lacking the exact parameters of the physical phenomena. Therefore, we have chosen
the practical calibration approach.
Simply, calibration can be performed by sweeping an all ones vector along rows and
columns of the X matrix, inverting the systems and then extracting  L and  TR ma-
trices. However, in practice, this is equal to sweeping a line of light horizontally and
vertically, and respectively capturing Y measurements o↵ the sensor. The problem
with this approach, however, is low light throughput and, consequently, high level of
noise, that would reduce accuracy in system inversion.
To overcome this problem, instead of a single line of light, combinations of these
lines has to be utilized to increase the light throughput. One approach that we have
chosen, was using Hadamard codes instead. Hadamard codes always consist of half
of the size ones and half zeros, this means increasing the light throughput to 50%
rather than 1/M .
Solving the major obstacles, calibration process in practice is straightforward. As
11
Figure 2.3 : Calibration for measuring the left and right multiplexing matrices  L
and  R. (A) We display special separable patterns on a computer screen for the
visible camera and on a di↵used screen using a projector for the SWIR camera. The
sensor measurements recorded from these stripe patterns are re-ordered to form the
left and right multiplexing operators shown in (B).
input (X) to the system, Hadamard codes have to be fed to the system and corre-
sponding outputs (Y ) have to be measured and stored (Fig. 2.3). Having all these
measurements, the system can be inverted which will be discussed in next section.
2.3 Reconstruction
Continuing from equation 2.2 and considering calculated multiplexing matrices using
calibration, the system can be solved by the least square estimation methods [35]:
min
X
||Y    LX TR||22 (2.3)
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and get an estimate for scene pixels X. However, because of multiplexing matrices
 L and  R not being well-conditioned, the least square methods will su↵er from noise




||Y    LX TR||22 +  f(X) (2.4)
In 2.4, f(.) could be any penalty function with a proper behavior that would be
minimized for a better estimation. Among the most general regularization factors,
TV(Total Variation)[36], Wavelets[37] and l2-regularized are widely used for image
recovering purposes. In our cases, we have utilized all these regularization functions
and which are compared in figures 3.2 and 3.1. In our experience, l2-regularization
showed better performance for our purpose, accounting complexity and quality. Fig.
2.3 demonstrates this process with actual results from our experiments.
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Chapter 3
Applications and Experimental Results
Due to its thin structure and high level of light throughput, FlatCam can lead into
many applications in medical, industrial, and everyday lifestyle fields. Besides, the
absence of lens gives the opportunity to develop a flexible lensless camera. In general,
the thickness factor in many electronic devices, such as smartphones, tablets, med-
Figure 3.1 : Images of real objects reconstructed at 512⇥512 resolution using three
methods. (A) SVD-based solution of (8). (B) SVD solution followed by denoising
with BM3D. (C) Total variation minimization using TVAL3 solver.
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Figure 3.2 : Test images reconstructed at 512⇥512 resolution using the visible lensless
camera prototype and three di↵erent reconstruction methods. (A) Original images.
(B) SVD-based solution. (C) SVD/BM3D reconstruction. (D) Total variation (TV)
based reconstruction.
ical in-place imaging and regular digital camera, is dictated with camera module’s
thickness. Cutting the thickness of the current camera modules into, at least, half
can revolutionize these industries.
In addition to thickness, for some ranges of frequencies like ultra-violet or infrared,
lenses are either very rare and expensive or infeasible. FlatCam gives us the oppor-
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tunity to extend imaging to wider range of frequencies. In section 3.2, experimental
results for a near infrared imaging system will be discussed. On the other hand, one
of the most important advantages that FlatCam o↵ers is cost reduction as a heavy
cost factor, i.e. lens, is eliminated..
In the next sections, experimental results for visible and infrared applications plus a
list of some potential areas of applications will follow.
3.1 Visible Light
In this experiment, a binary mask with M-sequence has been placed in the nearest
possible distance from the sensor. After calibration and necessary adjustment using
a monitor in a specific distance from camera, the system was put to test using sample
images displayed on monitor as well as real objects placed at the same depth illumi-
nated by a desk lamp. As discussed in section 2.3, the captured images had to be
reconstructed which was done in a fraction of second and the resulting images are
shown in Fig. 3.1 and Fig. 3.2.
The lensless setup for visible light imaging gave us a fair quality, and the whole
process was done very short amount of time, both of which were indications that the
system could be extended to video capturing as well. In the video experiment, we
used the same setup, but this time a 30fps video was shot. After post processing,
reconstruction and denoising, the resulting video had the same quality as that of the
images. Some sample frames of this experiment are shown in Fig. 3.3.
This experiment is an evidence to prove that lensless imaging can be utilized in one
of the most popular areas of application in life, visible light imaging. The system
makes possible the development of cameras as thin as credit cards, wearable cameras
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(for use in sports and other action packed activities), flexible cameras with a a wide
FOV, and many more applications that we may or may not be aware of since we did
not possess the tool that could get the job done until today.
3.2 Infrared
Lensless imaging can be easily extended to another range of light without violating
its principals. One of these areas is near infrared imaging that has many applica-
tions in medical science, military and everyday life. For this experiment we used a
Short Wave Infrared (SWIR) camera that had a 256⇥300 resolution, but due to the
limitation in reaching close to the sensor our capturing resolution and consequently
reconstructed image resolution was limited to 64⇥64. We used the same mask ex-
Figure 3.3 : Dynamic scenes captured at video rates and reconstructed at 512⇥512
resolution. (A) Frames from the video of a gesturing hand captured at 30 frames per
second. (B) Frames from the video of a toy bird captured at 10 frames per second.
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Figure 3.4 : Short wave infrared (SWIR) FlatCam prototype and results. (A) Proto-
type consists of a Goodrich 320KTS-1.7RT sensor with a separable M-sequence mask
placed approximately 5mm from the detector surface. (B) Reconstructed 64⇥64
images.
plained in section 3.1.
Calibration and post processing procedure is similar to visible light imaging; in fact,
this is constant for any range of lensless imaging. The system was tested only on




One of the greatest advantages of lensless imaging system is its simple and easy man-
ufacturing procedure. Simply, a lensless camera can be made from a sensor, a proper
binary mask plus the necessary pre/post computations, in comparison to lens-based
cameras that have a more complex fabrication process, especially if more than one
lens is going to be involved in the system. In this chapter, we will explain how a
lensless camera prototype can be made from readily available, on-the-shelf devices,
and what are the necessary procedures.
4.1 Prototype
This prototype has been made for our experiments and its results have been discussed
in section 3.1. As mentioned before and depicted in Fig. 1.1, the lensless camera con-
sists of two parts: a sensor and a mask. The sensor selection is very dependent to the
application and there is no limitation in choosing di↵erent sensors for various wave-
lengths. We have chosen Sony ICX285 due to its 6.45µm pixel size and its consequent
good noise profile. And for the mask, we used a photomask with binary m-sequence
pattern with 30µm feature size.
Having sensor and mask properly selected, the mask has to be placed in parallel to
sensor surface within a suitable distance. The most important factor in finding the
19
best distance that has to be considered is di↵raction blur size that has to be smaller
than pixel or the pix el patch size. Since there was a hot mirror placed on the top
which was limiting us in getting closer to the sensor, had to be placed our mask
500µm from the sensor and this was making the blur size larger than a single pixel
size; therefore, we had to patch pixels into 2x2 patches in order to overcome di↵rac-
tion blur size.
The mask has to be completely aligned with the sensor in all directions. For that
purpose, we found the placing of two single bars, one horizontal and the other verti-
cal, on the monitor very helpful. The monitor that is used for calibration has to be
aligned both with the sensor and the mask as well.
As discussed in sections 2.2 and 2.3, next steps would be calibration with Hadamard
codes, inverting the imaging system, capturing real scenes and reconstructing scene




The mask-based, lens-free FlatCam design proposed here has the potential to rev-
olutionize an important emerging area of imaging, since high-performance, broad-
spectrum cameras can be monolithically fabricated instead of requiring cumbersome
post-fabrication assembly. The thin form factor and low cost of lens-free cameras
makes them ideally suited for many applications in surveillance, large surface cam-
eras, flexible or foldable cameras, disaster recovery, and beyond, where cameras are
either disposable resources or integrated in flat or flexible surfaces and therefore have
to satisfy strict thickness constraints. Emerging applications like wearable devices,
internet-of-things, and in-vivo imaging could also benefit from the FlatCam approach.
21
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