Expectations and prior knowledge strongly affect and even shape our visual perception. Specifically, valid expectations speed up perceptual decisions, and determine what we see in a noisy stimulus. Bayesian models have been remarkably successful to capture the behavioral effects of expectation. On the other hand several more mechanistic neural models have also been put forward, which will be referred as "predictive computation models" here. Both Bayesian and predictive computation models treat perception as a probabilistic inference process, and combine prior information and sensory input.
Introduction

1
Conventional models of perception postulate that perception is a process which is 2 implemented by the bottom-up processing in the brain, where the physical properties of 3 a stimulus is processed by different levels of the cortical hierarchy with increasing com-processing from higher levels of the cortical hierarchy (Bar, 2004 ; Gilbert and Sigman, 
46
Empirical findings which reveal the role of expectations on perception mainly come 47 from the perceptual decision-making studies where reaction time is commonly used 48 as the measure, which is an index of both perceptual and decision-making processes.
49
It is found that expected stimulus (or in a cued-paradigm congruent stimulus) is de-50 tected faster and more accurately than the unexpected (incongruent) stimulus (Wyart 51 et al., 2012; Stein and Peelen, 2015). Even though the role of expectations on percep-52 tual decisions has gathered considerable support from these studies, the computational 53 mechanisms giving rise to such a difference in detecting or recognizing the expected and 54 unexpected stimuli remain unclear. In this study, by measuring perception at thresh-55 old level we aim to investigate how expectations affect early visual processes, which is 56 distinct from motor and cognitive components of a decision-making process. We specifi-57 cally investigate whether expectation has an effect on detecting the spatial location of a 58 stimulus (also called individuation) while systematically manipulating the expectation 59 validity in different experimental conditions. We measure duration thresholds, which is 60 the shortest duration of the presentation that participants can successfully determine 61 the location of the stimulus. Next, we present a recursive Bayesian updating scheme in 62 which the prior is not fixed, but updated at each iteration to model the empirical results
63
of the current study. Our findings expand on the behavioral effects of expectation on 64 low level visual processing by unraveling the computational mechanisms that underlie 65 the perceptual effects we found. We also discuss our findings within the framework of 66 predictive computational models. and were scaled to 3.5 x 3.5
67
Behavioral Experiment
• visual angle. As mask, scrambled version of the images 84 were generated by dividing the image into 49 cells via creating 7 x 7 grids for each.
85
After that each cell was randomly assigned to different locations. We used a generative model for which Bayesian inference equations were derived 
229
We first defined feature values for the input (light gray boxes in Figure 3) 230 µ 1 = −1, for a house image,
µ 3 = 1, for a face image.
These would be the abstracted values received by the system if there were no noise.
231
Next, it is postulated that the abstracted observation extracted by the system, x t , is 232 drawn from a normal distribution with the corresponding µ i as follows:
In each trial we calculated x t based on the presented images on the corresponding sides. 
We then defined the initial values of the priors as indicated by the dark gray box in 238 Figure 3 . In each trial we defined the prior probability of observing a house-, scrambled-,
239
and face-image: 
Within a single trial posterior estimates are updated recursively over time (N times:
247 number of iterations) until a decision is made by the model
Note that, this amounts to using priors that are not fixed but updated in each iteration: 
where τ represents the duration of presentation of the target images in this particular 252 trial, and ∆t defines how long each iteration lasts in the system. Next, we calculated 253 probability of observing an intact image (target stimulus: face or house) for both sides,
254
T LEF T and T RIGHT , by calculating the sum of last posterior of face-image and house-255 image as shown in blue boxes in Figure 3 . At the last step, a final decision is made by 256 the model using the criteria shown in black box in Figure 3 . Specifically, the ratio of
257
T LEF T to T RIGHT is compared to the decision threshold, λ. Figure 3 ). Also note that there was no explicit (informative) 271 cue in the neutral condition, which made it inherently different than other conditions.
272
Therefore the neutral condition was not included in the simulations.
273
MODEL COMPARISON
274
To test the first possible alternative, that is whether underlying parameters of the 275 system differ in different trial types, we defined two models: in the restricted model a 276 single set of parameters (3 parameters: λ, ∆t, andσ) was optimized for all validity con-277 ditions and trial types (all trials in 100%-, 75%-, 50%-validity conditions) for each par- approximate chi-square distribution, with degrees of freedom equal to 12, which is the 287 difference in the number of parameters between the two models. Thus we reject the
where the likelihoods L 0 and L 1 are calculated for the restricted and unrestricted model 290 respectively. Note that L is defined as
where n is equal to the total number of trials in each experimental condition, Y i corre- 
304
The results of the likelihood-ratio tests showed that the two models are not different and 100%-validity condition, and congruent trials of 50%-and 100%-validity condition. 
