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INTRODUCTION
Terrestrial Laser Scanning (TLS) instruments can measure the three dimensional (3D) coordinates of points in the surrounding environment with high speed and accuracy, providing dense point clouds that include high-resolution information about the structure of the scanned objects. As a result, TLS instruments have been widely utilized in measuring vegetation canopy biophysical attributes, including but not limited to: tree height, diameter at breast height, forest biomass, vertical forest canopy foliage profile, directional gap fraction, and leaf area index (Ramirez et al., 2013; Takeda et al., 2008) . Furthermore, TLS point clouds include intensity imagery in which the backscattered energy for each point is recorded. Intensity data can be linked to scanned target apparent reflectance (Penasa et al., 2014) and used to provide 3D estimates of vegetation biochemical characteristics (Eitel et al., 2010) . Such 3D estimates can help in better understanding, and even overcoming, the limitations associated with 2D estimates generated from spaceborne and airborne remote sensing data. Such limitations include ignoring the vertical heterogeneity in vegetation canopy biochemical and biophysical characteristics, as it is challenging to measure and account for in the estimation models (Valentinuz and Tollenaar, 2004) . In addition, the subcanopy soil and vegetation affect the accuracy of the vegetation canopy biochemical characteristics estimation (Eitel et al., 2010) . Such limitations can be addressed by performing the estimations in three dimensions.
There have been several successful attempts in recent years to utilize TLS intensity data in the estimation of vegetation biochemical characteristics. This has included measuring leaf nitrogen content (Du et al., 2016; Eitel et al., 2014a; Eitel et al., 2014b; Eitel et al., 2011; Wei et al., 2012) , leaf chlorophyll content (Eitel et al., 2010; Hakala et al., 2015; Li et al., 2016; Nevalainen et al., 2014) , and leaf Equivalent Water Thickness (EWT) (Elsherif et al., 2018; Gaulton et al., 2013; Junttila et al., 2018; Junttila et al., 2016; Zhu et al., 2015; Zhu et al., 2017) . EWT, defined as the amount of water in a given leaf area (Yilmaz et al., 2008) , can generally be linked to the Fuel Moisture Content (FMC), which is the amount of water in a leaf divided by the leaf dry weight (Yebra et al., 2008) . FMC is linked to the potential risk of fire ignition and propagation (Viegas et al., 1992) , in addition to the fire spread rate (Nelson Jr, 2001 ). Thus, It has been widely used in wildfire modelling and early detection of wildfire risk (Danson and Bowyer, 2004) . The recent successful estimation of EWT using TLS data opens the door to estimating FMC using similar approaches.
The main aim of this study was to investigate the potential of using the Normalized Difference Index (NDI) of 808 nm near infrared and 1550 nm shortwave infrared wavelengths, as utilized in the Leica P20 and P50 TLS instruments respectively, in estimating FMC of seven tree canopies from four different species. Additional aims included studying the vertical variation of FMC within tree canopies and between species, as well as between different trees from the same species.
METHODS

TLS instrumentation and calibration
The Leica P20 and P50 instruments are time-of-flight, pulsed TLS systems, operating at 808 nm near infrared and 1550 nm shortwave infrared wavelengths respectively. They are capable of acquiring up to one million points per second and have a highest point spacing resolution of 0.8 mm at 10 m. The laser beam diameter at exit is 2.8 mm and 3.5 mm for the P20 and the P50 instruments, respectively. The beam divergence is 0.20 mrad for the P20 and 0.23 mrad for the P50. The similarities between the two instruments in terms of their chassis and scanning mechanism provide the potential for high registration accuracy between point clouds acquired from common scan stations, despite the differences in laser beam exit location and divergence, as discussed in Elsherif et al. (2018) . The maximum range of the P20 is 120 m at 18 % reflectivity, while the P50 has a maximum range of 1 km at 80 % reflectivity (120 m at 8 % reflectivity). Calibration of the P20 intensity data to retrieve apparent reflectance is described in Elsherif et al. (2018) . In a similar manner, and using the same concept, the P50 intensity data was calibrated in this study using a multi-step SphereOptics Zenith Lite Diffuse reflectance target (actual reflectance of 5.5 %, 20.5 %, 47.7 % and 91.8 %). The multistep target was scanned at various ranges from the instrument, starting at 2 m and ending at 22 m, with incremental steps of 1 m. Polynomial functions that described the intensity-range and intensity-reflectance relationships of the instrument were then fitted to the scan data.
Study area and TLS data processing
Data collection took place in a tree plot (35 m × 35 m) in Exhibition Park, Newcastle upon Tyne, UK (54.98° N, 1.62° W). One scanning position was set in the centre of the plot, and seven trees from four different species were scanned. The tree species included: two Sorbus intermedia (Swedish Whitebeam), one Fagus sylvatica (Beech), two Fraxinus excelsior (Ash), and two Ilex aquifolium (Holly). The trees were scanned using both the P20 and the P50 instruments from a single scanning position, mounted consecutively on the same tripod. The scans took place on 22 nd October 2018, while the leaves were senescing. Three Leica black and white registration targets were placed in the scene for co-registration of the P20 and P50 point clouds and full-hemisphere scans (360° × 270°) were conducted with a common resolution of 3 mm at 10 m.
The point clouds were aligned using Leica Cyclone version 9.1 prior to the intensity being calibrated to apparent reflectance on a point-by-point basis, using the models described in Section 3.1. A NDI point cloud was generated by applying Equation (1) on a point-by-point basis and individual trees were then manually extracted. The NDI -FMC relationship of each species, determined at leaf level (Section 3.2), was applied to the trees according to their species and FMC point clouds were generated.
where P20R = reflectance from the P20 instrument P50R = reflectance from the P50 instrument
Leaf sampling
Leaf samples were physically collected immediately following scanning of the tree plot. The total number of leaf samples collected was 38. Samples for building the FMC estimation models were collected randomly. Samples for validation were collected from a small volume, approximately 0.5 m × 0.5 m × 0.5 m, in a single tree from each species. Fresh weight (FW) of each sample was measured immediately on collection using a precise scale (0.001g division). Dry weight (DW) was measured after drying the samples in an oven for 72 hours at 60 °C. The FMC of each sample was calculated as:
Samples for building the FMC estimation models were scanned by both the P20 and P50 at a range of 7 m, immediately after measuring their FW. NDI was calculated for each leaf according to Equation (1) after calibrating the intensity to apparent reflectance, using the calibration models described in Section 3.1. NDI was plotted against the corresponding FMC to determine the NDI -FMC estimation model for each species.
RESULTS AND DISCUSSION
Intensity calibration model
The results revealed that the intensity -range relationship for the P50 instrument deviates from the laser equation (Figure 1 ). The laser equation (Höfle and Pfeifer, 2007) states that the magnitude of intensity is inversely proportional to the range squared. Such deviation was a result of the instrument being equipped with near distance intensity reducer and far distance intensity amplifier, as discussed in Elsherif et al. (2018) for similar instruments. In order to provide an optimal fit, two polynomial functions were fitted to the intensity -range relationship to be used in the calibration. The functions can be described as follows: (Figure 2) . The NDI -FMC relationship was found to be speciesdependent and it was not possible to fit a pooled, speciesindependent FMC estimation model. This observed variation in the NDI -FMC relationships between species was caused by the difference in dry matter content (Leaf Mass per Area, LMA) between them, as FMC is sensitive to the change in LMA (Riaño et al., 2005; Yebra et al., 2008) . Although NDI of nearand shortwave-infrared wavelengths was successfully used to estimate EWT, being insensitive, to an extent, to the change in LMA (Elsherif et al., 2018; Gaulton et al., 2013) , using it to estimate FMC in a similar manner would be more challenging. The variation in LMA between species, and also within each species, must be accounted for. This agreed with the findings of Ceccato et al. (2001) , reporting that EWT and FMC are not always directly related, as they are two different ways to define vegetation water content, and observing inverse relationship between them in some species, as a result of the LMA effects. The species-specific NDI -FMC relationships can be described as:
FMC (%) = 581.46 × NDI + 4.58, for Swedish Whitebeam (6) FMC (%) = -445.18 × NDI + 216.27, for Beech (7) FMC (%) = -580.57 × NDI + 342.55, for Ash (8) FMC (%) = 83.86 × NDI + 137.86, for Holly (9)
Canopy level
At canopy level, the sections from which leaf samples for validation were collected were extracted from the FMC point clouds of the trees. The estimated FMC was compared to the actual FMC of leaf samples and the relative errors in the estimation were calculated ( Table 2 ). The errors in the FMC estimations were < 8 % in the four trees used for validation, with the average error in the estimation being 4.5 %. 3D FMC point clouds were generated for six out of the seven trees in the plot, as the Beech tree was partially occluded by two other trees. Figure 3 shows the 3D FMC point cloud for Swedish Whitebeam tree 1 as an example. The FMC point clouds revealed a significant difference between leaf and wood, and also showed vertical heterogeneity in FMC distribution within canopy. 
FMC vertical profiles
To further study the FMC heterogeneity, each FMC point cloud, after manually removing the points corresponding to woody materials, was divided into a number of horizontal layers, each 1 m thick, and the FMC was calculated for each layer. FMC of layers was plotted against height to produce a FMC vertical profile for each tree, as shown in Figure 4 . FMC vertical profiles concurred with the visual inspection of point clouds and revealed some vertical variation in all trees. The vertical profiles of FMC varied between species, and also showed some variation between the two trees from each species. For Swedish Whitebeam trees (Figure 4a) , the trees displayed hour-glass shaped FMC distribution, with the lowest FMC being located in the middle of the canopy, which was more obvious in tree 1 than in tree 2. The two trees had similar FMC in upper canopy (layers > 6 m), whilst tree 1 had a higher FMC in lower canopy than tree 2. Overall, tree 1 had 28 % higher average FMC that tree 2 (138 % and 108 %, respectively). For Ash trees (Figure 4b ), the two trees had similar FMC in upper canopy (layers > 7 m), while tree 2 had higher FMC in lower canopy than tree 1. However, the difference in the mean FMC between the trees was less significant than that in the Swedish Whitebeam trees, as tree 2 had only approximately 7 % higher FMC than tree 1. Also, the highest observed FMC in Ash trees was in canopy bottom, while the lowest was in upper canopy, showing significantly different FMC vertical profiles than the hour-glass shaped FMC vertical profiles observed in the Swedish Whitebeam trees.
Holly trees showed the least vertical variation in FMC. Tree 1 had hour-glass shaped FMC vertical profile, with FMC in middle canopy being slightly lower than that in upper and lower canopy. However, tree 2 showed a different behaviour, as FMC in upper and middle canopy was almost constant, while FMC was slightly higher in lower canopy. As discussed in Section 3.2, the vertical variation in FMC within an individual tree can be related to the variation in LMA between the tree layers, as a result of the difference in leaf internal structure and LMA between sun and shade leaves. In addition, the difference in FMC vertical profiles between different trees and/or different species can also be related to the difference in LMA and leaf structure between them. Furthermore, as the plot had a wide canopy gap in the middle, the illumination conditions may be contributing to the variation in FMC between trees, especially those from the same species, as a tree tends to grow sun leaves and shade leaves depending on which regions of canopy are well-lit.
It is worth noting that, due to health and safety workplace constraints, the leaf samples for validation in this study were collected from lower canopy only, and no leaf samples were collected from the upper canopy layers to fully validate the estimated vertical variation of FMC.
CONCLUSIONS
This study investigated the potential of using NDI of near-and shortwave-infrared wavelengths, utilized in commerciallyavailable TLS instruments, to generate 3D estimates of FMC. The distribution of FMC within canopy, and how it differs between species and also within each individual species, was studied. In the small tree plot observed in this study, consisting of seven trees from four different species, NDI was found to be moderately correlated to FMC in all four species. However, the NDI -FMC relationship was species-dependant and was influenced by the variation in LMA.
At canopy level, the average error in the FMC estimation was < 5%. The 3D FMC point clouds of all trees in the plot showed some vertical heterogeneity. The vertical distribution of FMC varied between species and also within each species.
Although the results obtained in this preliminary study are promising, more experiments that include leaf samples for validation from all canopy layers are needed to validate the accuracy of the 3D FMC estimates. Moreover, transferring the proposed method to a real forest environment would require further investigation into the effects of LMA on the NDI -FMC relationship, and methods to calibrate for such effects will be needed if significant variation in LMA is observed in the forest plot, especially in mixed-species plots. 
