Abstract-A method to model tropospheric radiowave propagation over land in the presence of range-dependent refractivity is presented. The Terrain Parabolic Equation Model (TPEM), is based on the split-step Fourier algorithm to solve the parabolic wave equation, which has been shown to be numerically efficient. Comparisons between TPEM, other terrain models (SEKE, GTD, FDPEM), and experimental data show predominantly excellent agreement. TPEM is also compared to results from an experiment in the Arizona desert in which range-dependent refractive conditions were measured. Although horizontal polarization is used in the implementation of the model, vertical polarization is also discussed.
I. INTRODUCTION
0 SUCCESSFULLY model tropospheric radiowave propagation over terrain, it is necessary to properly estimate the effects of reflection, refraction, and diffraction. Many models currently exist that use a combination of spherical earth diffraction, multiple knife-edge diffraction, wedge diffraction, and geometrical optics to arrive at a solution for the field for ii given transmitterlreceiver geometry and a specified terrain path. One model, called SEKE (Spherical Earth Knife Edge), was developed at Lincoln Laboratory [l] . This model is based on the assumption that the propagation loss over any path (in the frequency range from VHF to X-band) can be approximated by one of the multipath, multiple knife-edge diffraction, or spherical earth diffraction losses alone, or a weighted average of these three basic losses. Another model is, based on the geometrical theory of diffraction (GTD) 121 and works by determining what ray paths exist, for a given heightheceiver geometry and terrain profile, from a family of 16 ray types. The total field at the target is then found by adding the ray amplitudes from each possible ray. While these models may adequately account for reflection and diffraction, they lack a proper accounting for range-dependent atmospheric environments. SEKE allows for a variable earth radius factor, but this assumes a constant gradient and horizontal homogeneity. The GTD model will allow inhomogeneous environments but problems still arise in regions of caustics.
For many years now the parabolic equation (PE) method has h:en used to model radiowave propagation in the troposphere for over-ocean paths 131. The biggest advantage to using the PE method is that it gives a full-wave solution for the field in the presence of range-dependent environments. Two methods may be used to solve the PE. One uses finite-difference techniques [4] , and the other uses the split-step Fourier algorithm 151. Recently, a finite-difference radiowave propagation model for arbitrary terrain paths, called FDPEM (Finite-Difference Parabolic Equation Model), has been developed 161. Another PE model for propagation over terrain has been developed by Marcus 171, incorporating a hybrid finite-differencehrface Green's function. Two PE terrain models currently exist that use the split-step algorithm. One is by McArthur 181, which is based on similar principles of what will be presented in this paper. His approach, however, differs slightly-more will be said about this in Section 111. The other PE terrain model was developed by Ryan 191. Though the model presented here was developed independently, it is theoretically equivalent to Ryan's model. However, there are differences in implementation which, it is assumed, will give somewhat different results. These differences will be touched upon in Section 111. Comparisons with the above two models will not be given since results were not available.
The model presented here, called TPEM (Terrain Parabolic Equation Model), is based on a modification to the smooth earth PE and uses the split-step Fourier algorithm [lo], [ 111. This is a numerically efficient model because of the use of fast Fourier transforms (FITS) in its implementation. Since only a minor modification to the smooth earth PE is required to include terrain effects, a brief description of the derivation and implementation will be given in Sections I1 and 111, respectively. Validation of TPEM will be given in Section IV using comparisons with some of the aforementioned models and measured data.
TERRAIN MODEL
In the following formulation, the atmosphere is assumed to vary in range and height only, making the field equations independent of azimuth. Also, there is an assumed time dependence of e-iwt in the field components. We begin with the parabolic wave equation for a flat earth [ 5 ] , [12] :
where k , is the free-space wavenumber, TL is the index of refraction, $ represents a scalar component of the electric field, and x and z are the spatial Cartesian coordinates corresponding to range and height, respectively. The field from either a horizontal or vertical electrical dipole source satisfies the same parabolic differential equation (1). The type of source one wants to model determines the 0018-926W94$04.00 Q 1994 IEEE
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boundary condition that is applied at the earth's surface. For the present, only horizontal polarization will be addressed. More will be said about the vertical polarization case in Section V. For a perfectly reflecting surface, the horizontal polarization boundary condition is $(x, z~( z ) ) = 0, where
represents z = T ( x ) and T ( x ) is a general height function describing the terrain. The application of the above boundary condition to an arbitrary terrain height function adds to the complexity, or difficulty, of the problem when propagating over terrain. The fact that the boundary condition is range-dependent makes a straight-forward solution very difficult.
A transformation is made according to the method first presented by Beilis and Tappert [13] , in which they used this technique to model rough surface scattering for underwater acoustic fields. The original coordinate system is transformed such that a simpler boundary condition is obtained in the new coordinate system and a new PE is derived. This same method was arrived at independently by Abarbanel [ 11 and the concept of transforming the coordinate system was introduced years earlier by Neviere, et al. [15] . The method by Beilis and Tappert will be briefly described here, but the reader is referred to [13] for a more detailed derivation.
We now introduce a change variables. Let the new height and range variables be represented by (5) is written as a function of the new height and range variables. T " ( x ) represents the second derivative with respect to 2:. Using (2), (5) can be written as
{ 31
Comparing (7) above with [lo, eq. (27)], one can see that the only difference between the two equations is the additional term 2ct"(x). Therefore, to take into account terrain effects one only needs to include the second derivative of the terrain with respect to range. The new boundary condition for (7) becomes Q ( x , 5 = 0) = 0. With this simpler boundary condition the problem becomes easier to solve and, in fact, can be solved by the same split-step PE algorithm as described in references [3] , [5] , [lo] .
111. IMPLEMENTATION (2) and define the scalar component of the field in terms of the new coordinate system A. Split-Step Algorithm algorithm can be written from (7) as
Following the method described in [IO] , the split-step PE
c ) e i B ( x l C ) .
The function t ( x ) describes the actual terrain and can be any digitized set of heighurange points. x2/2a (where a is the earth's radius) takes into account the earth's curvature. (3) is then substituted into (1) to obtain (omitting arguments for simplicity)
. { e i A X ( e -k " ) S { q ( x ,
5))). (8)
The field ,J,(~, is used to detemline the field at the next incremental range step, A x . Qualitatively, (8) represents the field propagated in free space over a range interval A x , then attenuated, or modulated, by the actual environment. The refractive index is included in the modified refractivity unit, or M-unit, defined by 
The transform variable p is a function of the propagation
The objective is to now recast (4) so that it has the same form as (1). Certain conditions are imposed such that terms involving first derivatives in 9 and 6 are made to disappear.
We start by equating the two terms in the coefficient of a9/a< in order to eliminate this first derivative term. This yields a form for 6 which we can now substitute into the derivative angle 8 : p = IC, sin 8. 8 is defined as the angle relative to the horizontal. The bracketed quantity ([ 1) containing the second derivative of the terrain can be considered as equivalent to defining a new modified refractivity. Conceptually, the modified refractivity, which normally accounts for the earth's curvature, is now used with an additional term to take into iiccount the radius of curvature of each segment ( A x ) of the lerrain. The second derivative, t " ( x ) , is determined using the second-order central difference formula with the range interval corresponding to the PE range step. Referring back to the approach by McArthur, his method consists of adjusting the field in transform, or angle ( p ) , space while the method presented here adjusts the field in height (C) space. That is, in McArthur's method, slopes are modeled by "tilting" the field via the Fourier shift theorem, so the wave front remains perpendicular to the boundary, which has the effect of flattening the surface and skewing the beam direction [ 81. Whereas here, flattening of the boundary is done explicitly be the change of variables described in Section 11, and in which beam direction is now affected by t { ' ( x ) in the resulting modified refractive index.
The forward and inverse Fourier transforms are defined by
where here, the transforms are written in continuous form, but with limits of integration corresponding to the "bandlimits"
placed upon C and p (since the discrete Fourier transform, by way of the FFT, is actually used). < ,,, propagator originally developed by Feit and Fleck [16] . The wide-angle propagator is used here because of the necessity of including large angles when propagating over terrain. The propagation angle 0 becomes large for the terrain case because the slope of the terrain needs to be accounted for. The steeper tlhe terrain, the larger the propagation angle upon reflection. A special note should be made here on the use of the wide-angle propagator. As described in [lo], the derivation of the split-step algorithm from the PE of the form of (7), leads to the standard propagator. Computationally, the wideangle propagator is no more time-consuming than the standard propagator, and it has the advantage that it is more accurate at higher angles. However, there is no derivation known to this author to obtain the wide-angle propagator from the PE of the form of (7). The wide-angle propagator is derived from an approximation of the "pseudo" operator resulting from factoring out the elliptical wave equation. In order to derive diis propagator one must begin with the elliptical Helmholtz equation [5] , [16] and follow the same procedure as in Section I1 to obtain a "modified" Helmholtz equation. From this new equation the split-step algorithm using the wide-angle propagator can then be derived. The problem in doing this is that a second derivative term in Q, coupled in x and C, appears so that the equation can no longer be simplified such that a new Helmholtz equation results [13] . The fact that this model works extremely well using the wide-angle propagator, when compared to other models and measured data (as will be shown shortly), may lead one to assume that this term can be considered very small so as to be ignored. No detailed analysis has been done here to see if this is the case.
The numerical implementation of (8) is fairly straightforward. The Fourier transform is implemented using a mixed radix FFT algorithm developed by Bergland [ 171, combined with algorithms for sine and cosine transforms by Cooley, Lewis, and Welsh [18] . A cosine-taper (Tukey) window [19] is used to attenuate the field smoothly at large heights and large propagation angles that are near the maximum set by C , , , and p, , , .
In the implementation by Ryan, no filtering is done in this "buffer" region, but a complex absorber, or "sponge," is included in the split-step algorithm [9] to satisfy the radiation condition.
B. Initial Field
As (8) shows, the field at range x + A x is dependent on the field at the previous range step. Therefore, one must begin with a source field at range 0 in order to propagate the field forward. From (6), the source field in the new coordinate system is written in terms of the source field for propagation over a flat earth
The source field is easily determined using image theory and Fourier transform properties. One first begins with noting that the field at range 0 is essentially the antenna aperture distribution, and that the far-field antenna pattem and its aperture distribution are a Fourier transform pair
Applying the boundary condition that the field vanish at the surface, we use image theory to obtain
where 11, is written as the sum of the source and image fields, and zo represents the antenna height. Since the antenna pattern is what is normally dealt with, one can simply transform (9) to obtain Two antenna patterns are currently used in TPEM. One is a truncated omnidirectional pattern [ f ( p ) = 11-truncated since 0 only extends to the propagation angle specified by the user and the maximum angle corresponding to the largest slope of the terrain profile. 
C. Environment
The program accepts height versus refractivity profiles at specified ranges. At every range step Ax the split-step algorithm requires a refractivity profile as a function of height. For a range-independent case only one profile is required. If several profiles are entered to simulate a range-dependent environment, then interpolation among the profiles is performed according to the method described by Barrios [l I] . In Ryan's model the interpolation is done using a bivariate surface fitting algorithm [20] .
The terrain profile is entered in much the same way as the refractivity profiles. All that is required is a series of data points corresponding to height versus range to describe the terrain. As mentioned in Section 11, the ground is considered to be smooth and perfectly conducting. Therefore, no finite conductivity results will be presented, in which varying permittivity and conductivity values are used. Also, no effects due to vegetation or forested areas will be considered. For the results presented in Section IV, only horizontal polarization will be addressed.
IV. VALIDATION
In this section all measurement and prediction results will be displayed as height vs. one-way propagation factor (field strength relative to free space) in dB. "Height" within these plots refers to height above the ground at the particular receiver range shown.
Propagation measurements were made over several sites in Canada by Lincoln Laboratory [l] . Comparisons will be presented for one site in particular, the Beiseker area in Alberta, Canada. The terrain is considered to be intermediate rolling farmland with negligible vegetation. A standard atmosphere of 118 M -u n i t s h for TPEM was used and a 4/3 earth radius factor was used for SEKE. Fig. 1 shows the 55 km north terrain profile (Beiseker N55) along with the height-gain plot comparing SEKE, TPEM, and the propagation measurements. The frequency is 435 MHz, the transmitter height is 18.3 m above the ground, and the receiver range is 54.5 km. For this case TPEM and SEKE agree fairly well with the measured data. Fig. 2 shows the same comparison for a frequency of 167 MHz along the 35 km west path (Beiseker W35). Here, both TPEM and SEKE agree well with the data, however, TPEM i s also able to capture the multipath pattern at the higher altitudes.
Validation of the GTD model was made using the VHF propagation measurements taken at Gardner, MA [21] . Measurements were made at low altitude over hilly, forested terrain. The frequency used was 110.6 MHz with the antenna located at one half-wavelength (approx. 1.4 m) above a ground plane located 4.6 m above the ground. Fig. 3 shows the Natty Pond terrain profile, along with the height-gain plot displaying the measured data with predictions by TPEM and the GTD model. The receiver range for this case is at 6.6 km with the environment being standard atmosphere for TPEM, and 4/3 earth radius for the GTD model. Both models agree very well with the measured data. One of the biggest advantages of the split-step PE algorithm is that it is particularly useful in creating coverage diagrams.
!Since the solution is determined recursively, one can always find the field for any given set of receiver heights at every range increment along the path. An example of such a coverage diagram is given in Fig. 4 . The gray shades correspond to different values of propagation loss as shown in the legend. Areas in the coverage diagram with no shading (upper left and lower right comers) are areas in which the loss is greater than 155 dB. The terrain is a 90 km long path in East Anglia, U.K. ' The antenna pattern used for this case is the Gaussian pattem, with the frequency at 2.31 GHz. A comparison with FDPEM on a loss vs. range plot is shown in Fig. 5 for a receiver height of 350 m. TPEM has been offset by 10 dB in order to distinguish between it and the result from FDPEM, since the two curves, when overlayed, appear as one. While there may be small differences in detail, TPEM shows excellent agreement with FDPEM. As an example of the numerical efficiency of the split-step algorithm, the computation time needed to create the coverage diagram for Fig. 4 inherently neglects backscatter. Although not shown here, a comparison was made for a flat-topped block between TPEM and FDPEM and excellent agreement was found. In 1946, the Navy Electronics Laboratory (now Naval Command, Control and Ocean Surveillance Center) conducted an experiment over the Arizona desert to study atmospheric inhomogeneity and the irregularity of the terrain [22] . The transmitter was located at Gila Bend with two receiving stations along the path. One was located at Sentinel, 26.7 miles away, and the other was located at Datelan, which was 46.3 miles from the transmitter. Meteorological measurements were made at these stations and at several stations along the path. Meteorological and radio measurements were taken at regular intervals throughout the day, however, in the following comparisons, only those measurements made at 0300 on February 6, 1946 are used. The reason being that it is during the night and early morning hours that surface-based ducts associated with temperature inversions occur because of the cooling of the ground. The terrain profile and the location of the measuring stations, along with the refractivity profiles are shown in Fig. 6 . Each profile contains a small surface- based duct. Since the ducts were created by the dissipation of heat from the ground, interpolation between the profiles was performed such that the trapping layers followed the contour of the terrain. Figs. 9(a) and 9(b) . Here, very good agreement is shown for the Sentinel terminal, but predictions are greater than the measured data by about 20 dB at some receiver heights for the Datelan path. At 3.3 GHz, TPEM again matches measurements very well for the short path [ Fig. 10(a) ], but greatly overestimates the measured field by about 25 dB at some heights for the Datelan path, Fig. 10(b) . The reasons for the large discrepancies in Figs. 9(b) and 10(b) are not known. Though not very well documented, it was assumed that the antennas used in the experiment were omnidirectional. Using narrow beam antenna patterns for TPEM did not improve the comparisons.
V. DISCUSSION
In the determination of the initial field in Section 111-B it as assumed that the ground was a perfect conductor and the antenna was horizontally polarized. The assumption of infinite conductivity is not realistic. However, the comparisons given in the previous section showed excellent agreement between TPEM predictions and measured signals. In fact, both S E E and the GTD model included reflection coefficient calculations that took into account relative permittivity and conductivity of the ground. There are two explanations for the Height-gain plot showing TPEM and measured signal for frequency the favorable comparisons between all three models with the observations. One is simply that for horizontal polarization, a value of -1 (infinite conductivity) for the magnitude of the reflection coefficient is a very good approximation for all radar frequencies from VHF (100 MHz) to K band (20 GHz) for almost all types of land. In the present application, for landbased radars, one is usually dealing with small grazing angles. For frequencies ranging from 100 MHz to greater than 5000 MHz, Reed and Russell [23] show high reflection coefficient magnitudes for grazing angles up to 10" for several different ground types, including 0 conductivity.
For vertical polarization and infinite conductivity, mathematically, the boundary condition for (7) becomes aQ(x, 0)/ = 0. The infinite conductivity assumption for vertical polarization, however, is not a good approximation. Reflection coefficient magnitudes start to fall rapidly at grazing angles from 2' to IO'. One can apply the Leontovich boundary condition for finite conductivity: Here, nc is the complex refractive index, E is the relative permittivity, U is the conductivity, and X is the wavelength in meters. To obtain the boundary condition in the new coordinate system the same change of variables is used and (3) is substituted into (9) to obtain
As was done for the parabolic equation, the only modification to the boundary condition is to the alpha term, or equivalently, defining a new complex refractive index. One can then use the modified PE along with the new boundary condition above to model finite conductivity using the mixed Fourier transform in the split-step algorithm described in [lo] . The question is now posed: for land-based radars, is this really necessary? The mixed Fourier transform required in the split-step algorithm for finite conductivity requires the use of sine and cosine FFTs. This will add to the execution time and to memory storage requirements. Even for grazing angles up to 2", the reflection coefficient magnitude for vertical polarization is very close to that for horizontal polarization [23] . In tropospheric propagation, angles most affected by the environment are within 0.5" of horizontal, with angles between 0.5" and 2" somewhat less affected. Microwave radars are more commonly used for long range (> 10 km) and below lineof-sight operations where energy is incident and diffracted at small grazing angles.
To demonstrate the actual differences between the two types of polarization for over-land propagation, a comparison is made between TPEM using horizontal polarization, infinite conductivity, and FDPEM, using vertical polarization and ground constants taken from the CCIR curves for permittivity and conductivity for very dry ground. FDPEM correctly models the Leontovich boundary condition and would give an accurate prediction using numerical values of permittivity and conductivity. A frequency of 100 MHz will be used, since it is at the lower frequencies that the biggest difference between reflection coefficient magnitudes for horizontal and vertical polarization arise. The value used for the relative permittivity 
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Bond to Datelan is 3.0, and for the conductivity, 1 x S/m. A homogeneous, low elevated duct was used for the refractivity and the terrain path is the East Anglia profile shown in Fig. 4 . The antenna height is located within the duct. Fig. 11 shows a propagation loss vs range plot for a receiver height of 200 m. As was done with Fig. 5 , the curve for TPEM has been offset by 5 dB in order to distinguish between it and the result from FDPEM, since they appear as one curve when overlayed on top of each other. One can see that for all ranges, there is very little difference between the two curves.
There is a second possible explanation for the favorable comparisons between predicted fields using the perfect conductor assumption, and measurements. Most rays that strike the ground reflect at very sharp angles. These rays will undergo very little refraction because of the very large propagation angles associated with them. Rays may become reflected twice or even three times. However, even within a surface based duct, rays will not continually be reflected as in over-ocean propagation, but will bounce off the ground and into space. Therefore, when looking at long-range signals, cumulative effects from continual reflection (with less-than-unity reflection coefficient magnitudes) will not be a factor. A major concern with propagation over terrain is the detectability of targets in the shadow zone, where targets lie beyond an obstacle such as a hill or building. The dominant mechanism in this case is diffraction. Meeks [24] states that in the theoretical analysis of diffraction, "for knifeedge diffraction the results are rigorously independent of polarization for small diffraction angles," and for cylinder diffraction the dependence on polarization is very weak for permittivity and conductivity values at radar frequencies.
This independence of polarization on signals measured over land has been reported (many times) experimentally. In a study of nine over-land experiments ranging in frequency from 43 MHz to 10 GHz, and ranging from flat desert to mountainous terrain, Kerr [25] reports several common features resulting from the experiments, one being that vertically and horizontally polarized fields showed similar behavior. Other experiments leading to the same result have been reported by Carlson and Waterman [26], and Englund, et al. [27] . Even for small surface roughness, where ground perturbations are electrically small, polarization dependence will be weak [28] . However, polarization may be a factor when surface perturbations are on the order of a wavelength.
One last point to be addressed are the limitations within TPEM. As already mentioned in many of the references regarding the split-step PE algorithm, transform size is directly proportional to frequency and propagation angle. When dealing with terrain profiles that consist of relatively steep slopes, transform sizes (and mn times) become so large that it makes it quite impractical for an operational model. However, if one does not need to be concerned with high-angle reflections, the field can be handled as in the flat-topped block case, wherein high-angle reflections will be ignored, and propagation angles can be kept fairly low.
VI. CONCLUSION
A numerically efficient method has been presented to model tropospheric radiowave propagation over irregular terrain in the presence of range-dependent nonstandard environmental conditions. While perfect conductivity and smooth surface were assumed, results from this model were compared against measured data and other existing models and were shown to give predominantly excellent agreement.
Although a method was outlined to model vertical polarization and finite conductivity with the split-step PE algorithm, doing so will needlessly create a larger and slower model. It: has been shown that there is very little difference in polarizations for transmittedreceiver geometries on land and separated by relatively large distances. Since the final objective in model development is to produce a real-time capability for predicting signal levels for operational assessment, whether it be for military or civilian requirements, the assumption of horizontal polarization, perfect conductor, for land-based transmitters and receivers should be adequate.
