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During the reprocessing of the data, owing to comments from the reviewers, we realized that we had used two minor criteria to screen out cases for the investigation that we had not mentioned in the paper. These two criteria are now included in Section 2.2 and 2.4. We also discovered a programming error in the criteria regarding the cloud fraction (Section 2.2) and the number of cases included in the study has changed from 116 to 122 for Vavihill and 252 to 261 for Hyytiälä. This does not alter the conclusions of the results but the values in the figures and tables are somewhat altered. Therefore, the text has in some places been slightly altered to fit the new figures.
Anonymous Referee #1
Sporre et al. have studied aerosol indirect effects on low-level clouds using ground based aerosol measurements and remote sensing data. The research topic is very interesting but, unfortunately, this manuscript does not bring anything new to it. All the conclusions of the manuscript have been published previously in other papers, some of them by the same authors. Furthermore, the methods used are not completely sound. For example, the authors base a number of their conclusions on correlations that are almost non-existent. Therefore, I suggests that the editor rejects this manuscript.
Although we certainly respect the opinion of the referee, recommending rejection, we obviously do not agree. Neither does the other referee, who recommends only minor changes to the manuscript.
The remark that "all the conclusions of the manuscript have been published previously in other papers, some of them by the same authors" is not valid, in our opinion.
There are a limited number of experimental studies on the effect of boundary layer aerosol loadings on low-level cloud microphysical properties. Those relevant here are mentioned in the manuscript, and all of them differ in some respect from our study. Our study combines ground-based aerosol data with satellite data of clouds and weather radar data of precipitation to investigate continental low-level clouds. Twohy et al. (2005) use in-situ aircraft measurements while Costantino and Breon (2013) use satellite measurements for both aerosol and cloud data, and both these studies assess marine clouds. The study by Lihavainen et al. (2010) use similar cloud and aerosol dataset as our study, but their focus is the ACI and no precipitation data is used. . The aerosol indirect effect on climate is of considerable importance and large uncertainties still remain, as expressed clearly in the recent IPCC AR5 WG1 report. The scientific community needs to make use of all possible methods to reduce these uncertainties, and to examine as many types of clouds in as many locations on Earth as we possibly can. If we consistently fail to observe the indirect effects of aerosol on clouds or continue having ambiguous results, can we then rely on the predictions made by GCM on the future cooling effect of aerosols? Are we starting to believe that the models are more reliable than observations?
Even though our present study makes use of the same four open access data sets (ACTRIS, MODIS, BALTEX, ECMWF) as in the previous Sporre et al (2014) study dealing with convective clouds, it is now focused on low-level clouds. Needless to say, these are two distinctly different types of clouds and certainly warrant separate studies. Our Sporre et al (2012) study examined marine Sc clouds, which are also markedly different from continental Sc clouds. Having examined one type of clouds surely does not mean that we have learnt all we need to know about every other cloud type. We have strived to be consistent in our scientific approach and use our tools to examine a range of study objects, in our case cloud types. This is definitely not uncommon practice in science. Indeed, systematic and careful examination of various phenomena using a given set of available tools (methodologies, models, data etc) is fundamental to scientific progress.
To the best of our knowledge, there is no other study that uses the same methodology as ours, applied on the same type of clouds.
When starting our work on the continental Sc clouds, we expected to see an aerosol effect on, not only the effective radius, but also on COT. Failure to observe an indirect effect of aerosols on COT is worth communicating to the scientific community, since the current understanding is that increased boundary layer aerosol particle concentrations will result in higher cloud droplet number concentrations and more reflective clouds, hence a climate cooling effect. Sc clouds are also considered to be more important for the global radiative balance than convective clouds, which display other responses (than COT) to aerosol loadings of consequence for climate.
The new results presented in this paper include: Higher aerosol number concentrations are associated with smaller droplet effective radius and reduced precipitation intensity in low-level clouds. The COT on the other hand seems to be unaffected by aerosol number concentrations. We use a unique method where four open access dataset are combined for 10 years. This method has now also been applied to low-level clouds.
The other remark by the referee is that "the methods used are not completely sound. For example, the authors base a number of their conclusions on correlations that are almost nonexistent."
One major results is that, given our data, apparently no correlation can be observed between the boundary layer aerosol particle concentrations (N130) and COT. This is not the same as stating that the first indirect (Twomey) effect is non-existing, but rather that COTand hence also cloud albedois affected by a number of other concurrent processes that effectively obscure the single effect (Twomey) under real-life conditions. What we observe is the net effect of all processes working on the continental Sc clouds, of which the first indirect effect is just one. This does not mean that we have failed in our study. On the contrary, the net effect should be what the GCMs need to capture and properly account for in order to gain predictive capability. It is beyond the scope of this (observational) paper to elucidate the multitude of processes that affect the Sc clouds, but we certainly will continue our efforts to understand the whole picture, and describe the interlinked processes in models across a range of scales, from detailed cloud-resolved models to their GCM parameterizations and climate feedback mechanisms.
More on the matter of correlations is found in reply to the same referee´s detailed comment regarding "significant correlations" following directly below.
Here are the detailed comments: 1) Significant correlation. This phrase is used a lot in the paper as a basis for the conclusions. However, when you look at the correlation coefficients they are in many cases below 0.35 which basically means that there is no correlation. Even though the p-values indicate significance, it doesn't mean that there is correlation between the parameters. The p-value just tells you how unlikely a given correlation coefficient will occur given no relationship in the population. The authors seem to have forgotten this. Futhermore, I'm not even sure if correlation is the best metric for this kind study. Maybe more advanced statistical methods should be used.
We are of course well aware of what the p-values indicate. As is common in inferential statistical analysis, we test the null hypothesis that there is no correlation between the dependent and independent variables, and the p-value indicates the likelihood that the variables are indeed uncorrelated, given our sampled data and assumed functional relationship (linear, logarithmic etc) . The test provides no information as to the cause-effect relationship between our variables. Such information have to be derived from other observations or previous experience.
If the sample size is large (many data points), then the correlation coefficient can be quite small and still indicate that the variables are very unlikely to be uncorrelated. True enough, this is not the same as showing that there is indeed a significant correlation between the dependent and independent variables, but the hypothesis that they are uncorrelated is shown to be very unlikely (for instance at the ** or *** confidence level).
In all environmental data, the observed variables are influenced by a multitude of processes, many of which we are either unaware of or at least unable to control. This gives a large spread in the data, and large samples are required in order to be able to test for correlations. Clouds are no exception to this rule, and there are numerous examples in the literature of statistical inferences that have been drawn from noisy data sets. See for example Fig 3. McComiskey et al. (2009) and Fig 2. Garrett et al. (2004) .
The referee comments further that "I'm not even sure if correlation is the best metric for this kind study. Maybe more advanced statistical methods should be used."
We have actually performed a multivariate statistical analysis to see whether we could gain additional more information on the covariances in our data that were somehow hidden. We carried out a PCA (principal components analysis) on the separate data sets for Vavihill and Hyytiälä. However, we could not observe any dependencies that were not seen in our analysis of the correlation coefficients, as presented in the paper. Basically, the PCA results are evident from Tables 4 and 5 showing all correlation coefficients. These matrices also form the basis for the PCA analysis.
In these tables, we see strong correlations (>0.9) between COT and LWP, as well as between CTT and SH. The third largest correlation is found between N130 and re. These are also evident from the three first PCA that have high loadings on the same combinations of variables, and in that order. When removing LWP and SH in an attempt to also remove correlations that are expected, then we RH and LTSS appear on PC1 while N130 and re are now found on PC2. These results are the same for both Vavihill and Hyytiälä. Our conclusion was that a PCA did not reveal any additional information on our data, but rather confirmed our interpretations. Therefore, we chose not to include this analysis in the paper.
We are careful when using the phrase significant correlation, and we do not see that this "is used a lot in the paper as a basis for the conclusions" as claimed by the referee. In most cases, we use the word "significant" when stating that there are in fact no significant correlation between two parameters, such is the case for N130 and COT.
The paper basically claims that correlations are high only between the following parameters (quotes from the paper):
 "The re (at 3.7 µm) is best correlated with LWP and second best with N130 at both stations. The high correlation coefficients with LWP are expected since LWP is calculated from the re at 2.1 µm (section 2.2) which have similar values to the re at 3.7 µm."
 "LWP is also well correlated with COT since the LWP is calculated from the COT."
We do not explicitly mention the high correlation between CTT and SH in the text (only seen in Tables 4 and 5) , since this correlation is to be expected. It is nevertheless remarkable considering that two completely independent data sets were used to derive CTT and SH (MODIS and ECMWF respectively) .
Both the LWP correlations are a result of the way that LWP is calculated from MODIS data. MODIS basically only retrieves two (nearly) independent (orthogonal) cloud microphysical parameters from the wave-length reflectance. Fortunately, these are two fundamental parameters: (i) effective radius, and (ii) COT. From these, one can estimate LWP and CDNC, but they are then dependent on re and COT, and will hence correlate strongly with both of them. Various assumptions also need to be made when estimating LWP and CDNC.
Other instances when we use "statistically significant correlations" are when discussing Figure 6 ("The solid markers in the figure denote statistically significant correlations at a 95% confidence interval.") and Figure 8 between precipitation rates (dbcz) and N130 ("Moreover, statistically significant correlations are obtained for Hyytiälä in both Fig. 8 a and b but only in Fig. 8b for Vavihill."). . "Significant correlation" is also used in the caption for Table 4 : "The stars indicate at what confidence level (*=95% **=99% ***=99.9%) the correlation coefficients are significant."
We believe that these statements are valid as they are phrased now.
The following sentence has been changed:
"The only other parameter that is significantly correlated with COT at both stations is the RH (at 1000 hPa)." to "The only other parameter that may affect the COT is the RH (at 1000 hPa) (Tables 4 and 5 )."
2) The data are from two sites (Vavihill and Hyytiälä) but at the end of several sections it is mentioned that the number of measurements from Vavihill are so small that you shouldn't trust those results. This raises the question, that why are those results presented in the first place?
We did this investigation for two separate sites (Vavihill and Hyytiälä) and have included both datasets because, on the whole, the results from the two stations agree quite well. For one part of the investigation (ACI Section 3.3) where the data is binned, the amount of data in some bins for Vavihill are not enough for the results to be completely reliable. We do not think this is reason enough to exclude the Vavihill dataset from the paper. Instead, we think it is useful to include Vavihill data since it shows that a large amount of data is required for a study of this kind.
3) The particle number concentrations were averaged for 5 hours and satellite data for 90x65 km2. Why did you choose to average so much data? Typically, when comparing ground based aerosol measurements with satellite retrievals you use 1 h and 50x50 km2 averages,respectively (see Ichoku et al. (2002) for more details). The basic idea is that the different instruments should have measured the same air masses. I'm not sure if that is the case in this study.
The areas were chosen so that we have a large amount of clouds to study and that the ground would be homogeneous, thus, it would not affect the satellite retrievals. We also wanted the areas for both stations to be of the same size. We chose to average the DMPS (Differental Mobility Particle Sizer) measurements over 5 hours because we believed that this would give aerosol number concentrations representative for the current areas. Since we are not comparing the ground based aerosol measurements to satellite measurements of aerosols (as is done in Ichoku et al. (2002) ) the criteria for areas or time averaging do not need to be as strict. In previous studies (Freud et al., 2008; Ahmad et al., 2013; Janssen et al., 2011) , also combining ground based aerosol and satellite cloud data, different sizes of investigation areas, both larger and smaller than the areas in our study, have been used. The authors in those studies also averaged over time intervals longer and shorter than ours. Moreover, we have also investigated how the chosen time interval affects the results. The results were not significantly altered if averaging over 1 hour or 3 hours around the time of the satellite passage was chosen. Averaging over even longer time intervals, such as 8-18 or 24 hours did not alter the results considerably either. We have added a sentence regarding this to Section 2.1: "Using longer (up to 24 hours) or shorter (down to 1 hour) time intervals did not alter the results considerably."
4) The results are compared to other studies but, usually, the comparison limits to a statement that others have got different kind of results. It would more useful for the readers if you could explain why the results are different.
We have added explanations to why the results in our study differ from previous studies. See comments p 12940, l 30, p 12942, l 10/p12943, l 27 and p 12945, l 13. p 12935, l 15: You mention in the inroduction that low-level clouds are affected by anthropogenic pollution but then you use background stations to study it. That sounds contradictory.
The current background stations are periodically affected by anthropogenic aerosols. In Asmi et al. (2011) they write about Vavihill: "It is well-suited for studies of the influx of polluted air from continental Europe to the Nordic countries along a south-north transect" and concerning Hyytiälä the following is written "The air masses are influenced by European pollution but at times very clean Arctic air is observed.". p 12936, l 11: What was the temperature limit for the cloud screening?
The temperature limit was the lowest temperature below 1500m according to a temperature profile from the ECMWF for each day investigated. This is described in Section 2.4.
The satellite pixels. The sentence has been changed to "Images when the stations were situated as close to the middle of the satellite scene as possible were chosen to minimize the distortion of the pixels that occurs at the edge of the swath" p 12936, l 17: What are the spatial resolutions of the used products?
The following sentence has been added to Section 2.2 "All MODIS products used here have a horizontal resolution of 1 km at nadir, with the exception for the CTT that has a resolution of 5 km at nadir". p 12937, l 4: If Re (3.7) is 10 µm larger than Re(2.1), why does it mean that Re(2.1) is overestimated? This sentence has been changed to "Pixels where re at 3.7 µm is more than 10 µm less than the re at 2.1 µm were also removed since this indicates an overestimation of the re at 2.1 µm and uncertainties in the re retrievals." p 12937, l 5: What is the size and maximum amount of pixels in the scene?
The pixels have a 1 km horizontal resolution and the maximum amount of pixels in one scene is 5450 pixels at Vavihill and 5425 pixels at Hyytiälä. p 12937, l 27: What is the maximum amount of pixels in the scene?
The maximum amount of pixels in the precipitation data is 1372 for Vavihill and 1354 for Hyytiälä.
p 12939, l 10: "only the ACI is calculated" -> the ACI is calculated only This has been changed according to the reviewer's suggestion.
p 12940, l 30: What could cause the difference between these studies? That the seasonal variation is missing in the current study is most likely because the study has less temporal coverage than the Asmi et al (2011) study. The following sentence has been added to the manuscript: "That the seasonal variation is missing in the current study is most likely because the study has less temporal coverage than the Asmi et al (2011) We refer to our answer to detailed comment no 1.
p 12943, l 3/p 12944, l 3: The correlation coefficients between COT and RH vary between 0.18-0.31. These parameters are not "significantly correlated", they are not correlated at all. We have rewritten or removed these sentences.
p 12943, l 24: The correlation coefficients between LWP and N130 vary between -0.1 and -0.17. That does not indicate weak correlation, it indicates no correlation at all. We have rewritten this sentence. It now reads: "There is however, only a weak negative correlation between N130 and LWP (Tables 4 and 5 and Fig. 3c ) obtained here for Hyytiälä." p 12944/ Fig. 6 : It would be easier to compare to the results by Lihavainen et al., if you would also have a line that is not binned by LWP.
We have added a line not binned by LWP to make the comparison easier. p 12944, l 27: Shouldn't the number of data points affect the signicance of the correlation?
In the Hyytiälä plot, the correlation is significant for the dark blue line (LWP:155-200) but not for the green (65-110) and red (20-65) lines when looking at the smaller cut-off diameters.
Despite that you indicate that the red and green lines are more trustworthy than the dark blue line. Seems a bit contradictory. When calculating the p-value, both the value of the correlation and the number of samples are used. Since the correlation for this LWP subset is high (see Fig 6e) the pvalue become lower than 0.05 even though the number of samples is low. Three subfigures showing the uncertainty of the ACI values has also been added to Fig 6 and error bars to Fig.  7 . These show that the ACI uncertainty is higher for the intervals with higher LWP. The Section has been rewritten somewhat due to the changes in Fig. 6 and Fig. 7 Reviewer # 2 1. Line by line comments of scientific issues p.12933, L10 -"Low-level stratiform clouds generally have low droplet number concentrations and are hence sensitive to changes in aerosol number concentrations." This is a very general statement. The number of droplets in low level stratocumulus etc. is mainly dependent on where those clouds are and what aerosol is affecting them. The major stratocumulus decks on earth are next to landmasses, some of which are quite polluted. And so near the coasts their droplet concentrations are high and further offshore they generally get lower (e.g. SE Pacific). The only physical reason for stratocumulus having lower droplet concentrations than say deep convective clouds are their lower updrafts at cloud base, although I think it is a generalization to say that this leads to generally lower Nd, unless you can provide evidence for this from the literature. This sentence has been removed and replaced by the two following sentences: "That different types of clouds have diverse effects on climate also introduces uncertainties. Low-level stratiform clouds mainly reflect incoming short wave solar radiation but do not affect the outgoing longwave radiation to any great degree (Boucher et al., 2013) ." p.12933, L26 -It would also be good to add the Bretherton (2007) paper after Ackermann (2004) since this paper expands upon the mechanism of how droplet size can effect LWP in stratocumulus. Citation:-Bretherton, C. S., P. N. Blossey, and J. Uchida (2007), Cloud droplet sedimentation, entrainment efficiency, and subtropical stratocumulus albedo, Geophys. Res. Lett., 34, L03813, doi:10.1029/2006GL027648. The reference has been added.
Aerosol measurements p.12935, L19 -What is the end date for the data used?
We have rewritten the first sentence of Section 2.1 such that it now reads: "Data from ground-based aerosol measurement stations at Vavihill and Hyytiälä (Fig. 1) for the periods 2001-2009 and 2000-2009 respectively, have been used in this investigation." p.12935, L27 -What is the justification of the value of 2.5 hours either side of the satellite overpass? Is there any sensitivity to this choice?
We chose 5 hours because we believed this would be a good time interval to get a representative aerosol loading for the entire area investigated in the satellite scenes. We have tested averaging over 1 hour, 3 hours, daytime (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) and for the 24 hour period but this did not alter the results to any great degree. We have added a sentence regarding this to the text: "Using longer (diurnal, daytime) or shorter (1hour, 3 hours) time intervals did not alter the results considerably."
L28 -What was the criteria used to decide whether there was too much variability in aerosol?
This seems dubious to me as it seems likely that high variability would be associated with higher aerosol concentrations and thus this might bias the sampling. How many such days were removed and what happens if you put them back in?
The criteria used was that the standard deviation of N130 was to be smaller than the average N130 and this criteria was only applied to cases with N130 greater than 200 cm -3 . For Vavihill 5 days were removed due to this criterion and for Hyytiälä it was 3 days. The results are hardly affected at all if these days are included.
Satellite measurements Some description of whether the quality flags for individual pixels were used to filter data or not -MODIS gives confidence flags for the optical depth and re retrievalswere these used? No they have not been used. Was any filtering for high solar zenith angle retrievals (SZA) done? For SZAs above ~65o COD and re retrievals are likely to be biased and should not be usede.g. see Grosvenor, D. P. and Wood, R.: The effect of solar zenith angle on MODIS cloud optical and microphysical retrievals, Atmos. Chem. Phys. Discuss., 14, 303-375, doi:10.5194/acpd-14-303-2014 Discuss., 14, 303-375, doi:10.5194/acpd-14-303- , 2014 . At such high latitudes SZA>65o would start being sampled from around October through to early March for the overpasses at the usual local time. And SZA would get much higher than 65 towards mid-winter (depending on the overpass time, etc.). Therefore this has the potential to bias the results, especially when looking at seasonal cycles. At the very least this potential for bias should be mentioned, along with some investigation into how much of the dataset may be affected. Ideally, the results would be re-calculated without the high SZA data to gauge the effect.
We have not filtered away high solar zenith angles. It is true that such high zenith angles occur from approximately October to early March for the areas in this investigation. Since low-level clouds are more common during this time of the year 58% (Vavihill) and 57% (Hyytiälä) of the data used in the study have SZA >65°. Before submitting the paper we investigated the COT and the re and found none of them to systematically change with SZA.
We have now also recalculated the results using only the cases with SZA lower than 65° and found that the results regarding N130 and re and COT were not altered significantly (see It would also be useful to examine whether there is any systematic change in the heterogentiy of the clouds as function of N or time of year. This is because cloud heterogeneity can also cause retrieval biases, which may affect the conclusions. One way to look at this could be through CTT variability or COT variability. See the Grosvenor paper above for discussion on this and for references.
We have calculated the CTT and COT variability according to the method presented in Grosvenor and Wood (2014) . None of heterogeneity parameters were found to be affected by N130 or time of the year. This is also now briefly discussed in section 2.2.
p.12936, L28 -Was any CTT filtering done in order to remove the possibility of significant ice being present below cloud top (which may be possible even in cases where MODIS indicates a liquid cloud)?
No we did not do any filtering of CTT to exclude clouds which may have significant ice present below cloud top. Since MODIS only classifies the clouds as liquid or ice we have assumed that mixed phase clouds are a part of this investigation.
p.12937, L 4 -Should it be "less than re at 2.1um" and not greater? Also, why not use the absolute difference? A large difference of either sign would likely mean a large retrieval bias. Yes it should be less than. This sentence has been changed to: "Pixels where re at 3.7 µm is more than 10 µm less than the re at 2.1 µm were also removed since this indicate an overestimation of the re at 2.1 µm and uncertainties in the re retrievals."
Results p.12940, RE Fig. 2 :-There appear to be fewer samples when the air is from the south. Could this be due to the restriction on the aerosol variability that is imposed? Might this preferentially throw away some of the data when the air is from the south? The variability of N certainly looks higher for the southerly direction. It would be good to show a graph of no. datapoints vs air mass origin and day or year. Or error bars maybe (but might look messy). Also, the sampling error will likely be higher for southerly direction due to the extra variability -is it too high to be meaningful?
We have added the number of cases from different directions and time of year as subfigures in Fig. 2 . That there are fewer samples from the south is not due to the restriction on aerosol variability (only 8 cases were removed due to this criteria). Instead we think that the lower number of samples from the south could be due to that the meteorological conditions that exist when the air is arriving from that direction are not favourable for formation of low-level clouds. Since we are not singling out any particular wind direction we don't think that the higher variability from the south is a problem.
p.12940, L28 -Could the lack of seasonal variation in N (in contrast to the Asmi study) be due to a lack of samples in summer due to the lack of stratiform cloud? Could there be an issue with the removal of scenes for which N is highly variable, since variability in N is likely to be associated with higher N? Yes we believe that the lack of samples in summer could be the reason for the lack of seasonal variation in the current study. The following sentence regarding this has been added to the text: "That the seasonal variation is missing in the current study is most likely because the study has less temporal resolution than the Asmi et al (2011) study." Only 8 scenes were removed due to aerosol variability so we do not believe this to be the problem.
p. 12941 -RE Fig. 3a .
Since there is no restriction to constant LWP here it is hard to decide what to make of the relationships between re and N100. LWP changes with N are apparent and will affect the value of re and the change of re with N. Thus, much of the differences between the different observations could be due to this. This should be mentioned more prominently. A plot of LWP vs N should also be shown to go with the re and tau plots.
Since we have no independent measure of LWP we have not restricted the relationship between re and N100. None of the studies we are comparing with have however restricted their comparison according to LWP either. We have added a sentence regarding that different results between the studies could be caused by different LWPs: "Dissimilar LWP of the clouds in the different studies could also be a factor explaining why the slopes of the relationships differ." A plot of LWP vs N has also been added to Fig 3. p. 12942, L8 -"re does not vary much with season" Although, again, some of that could be due to LWP variation (and potentially a lack of samples in the summer). There may therefore still be a seasonal cycle in droplet concentration.
We do not see any variation in re with season in this dataset and we do not want to speculate whether there is a seasonal variation in droplet concentration.
L21 -Should refer the reader to tables 4&5 as evidence that higher N is correlated with lower re in the present study. This paragraph was written as a summary of Section 3.2, but we have decided to remove it and only summarize the results in the conclusions.
L26 -"In addition, Fig. 3b shows that COT is more or less independent of N130." + associated discussion in Section 3.2. I don't agree entirely with this. Fig. 3b shows that there is a small increase in tau with N130 and that the variability of COT increases with N130. Fig. 3b shows that higher N130 values are more likely to be associated with higher COT values (e.g. this would be seen in PDFs at low and high N130). It almost looks like there are two branches in the scatter pointsone with little COT variation and one with a reasonable amount. Anyway, since the data is not separated by LWP we would expect some of the change in COT with N to be due to the reduction in LWP that is evident from the reduction in re (and from the correlations in the tables). This is alluded to later, but needs a bit more work.
Since the increase in COT with N130 is non-significant and the correlations are very low we have drawn the conclusion that COT is more or less independent of N130 Reviewer #1 has cautioned us from drawing conclusions from low correlations that are significant. We have added changed the sentence such that it now reads: "In addition, Fig. 3b shows that COT is more or less independent of N130 but the variability of COT seem to increase with N130."
The expected increase in COT for the observed re decrease over the range of N should be calculated for an idealized cloud (e.g. a cloud for which the LWC content is assumed adiabatic and for which Nd is constant in heightsee for example Bennartz, JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 112, D02201, doi:10.1029 /2006JD007547, 2007 . The observed re range will indicate that a large increase in COT is expected. However, this behavior is very sensitive to the slope of the re vs Nd curve. A fairly modest increase in the slope (say to one slightly larger than that seen in the Twohy study) would be enough to reduce the expected change in COT over the N range to something close to that seen in Fig. 3b . Given that the measurement of re is quite uncertain and the r2 values for the fits are fairly low, such a discrepancy in the slope is perhaps not unreasonable. This would lead to the conclusion that the tau vs N curve is within the realm of what might be expected.
To calculate the COT from the observed re from an idealised cloud we could rearrange eq 4 from Bennartz (2007) = 2 3 * * and we would need to use the LWP from MODIS. The LWP from MODIS is calculated using the formula = 4 3 * ( ) * * and for most pixels Q(re) is close to 2. Since is set to 1 these formulas are almost identical. Hence, using the LWP calculated from the latter equation to calculate a COT from the former equation seem like circular argument to us. We therefore do not want include a discussion regarding expected COT in the manuscript. It would be good if this was investigated more thoroughly in the papere.g. can you estimate the sampling uncertainty for each N100 bin and the retrieval uncertainty from MODIS re and follow that through to give a range of likely COT responses to N100? It is likely that this range is very large meaning that estimation of the COT indirect effect through observations is very difficult and uncertain. The relative uncertainty in the aerosol number concentrations are in the order of 10%. There is no retrieval uncertainty for the re3.7 provided by MODIS but the average retrieval uncertainty for re2.1 is never greater than 17% for the cases in this study. This range is not very large and we believe that an estimation of the COT indirect effect can be done using observational data.
What are the uncertainties in the fits for Fig. 3a and 3b (you give them for Fig.8 , why not for Fig. 3) ?
We have added the uncertainties for the fits in Fig 3. This discussion could be placed alongside the discussion on p. 12943, L25. Considering the uncertainty, the reduction in LWP might wholly explain the lack on change of COT. p.12944 L1-5this paragraph overstates the case, as described above, and so should be toned down or removed. This paragraph was written as a summary of Section 3.3 but we have decided to remove it and only summarize the results in the conclusions. We have also removed the conclusion at the end of Section 3.3 and 3.4 to be consistent.
p.12944, L7-10 -just because re2.1 and COT are used to calculate LWP it does not mean that studying the variation of these quantities with N100 (which is fully independent) within constant LWP bins is a bad idea. Besides re3.7 and re2.1 are likely to be very well correlated (except when the retrievals are dubious). Therefore I don't see why you don't examine the COT effect for constant LWP bins. It would help to sidestep some of the issues listed above RE LWP variation with N.
We have in a review process with a previous manuscript been asked to remove analysis of ACI values in constant LWP bins for re2.1 and COT because LWP is calculated from these two parameters. Hence, we don't have an independent measure of LWP and we have therefore decided to only perform the LWP binning on the re3.7, since this is not directly related to the LWP. We know that there are different opinions in the scientific community regarding LWP binning of satellite data to calculate ACI, but binning the 3.7 re is as far as we are willing to go. We do however agree with the referee that the re3.7 and re2.1 are very well correlated.
Figs. 6 & 7 -Can you please calculate the uncertainty in the ACI values and put as error bars on the plot (or show some other way)? You give R2, but the uncertainty would be very useful to know also as this would take into account low numbers of samples, etc.
We have added error bars to Fig. 7. In Fig. 6 however error bars made the figures too messy and we instead added 3 more subfigures that show the uncertainty of the ACI. The test in Section 3.3 has also been slightly rewritten to account for this change.
p.12945, L22 -"If only precipitating cases are included" It seems to me that this should be the case anyway. The dbcz values for non-precipitating cases are likely to be very low and highly uncertain. It would seem more sensible to restrict to above a threshold dbcz for all correlations.
We have now only included precipitating cases in Tables 4 and 5 . Section 3.4 and the figure captions have been changed to clarify this. Section 3.4 has also been somewhat rewritten to account for the changes in the correlations in Tables 4 and 5 . Also, have the authours investigated whether using calculating a precipitation rate from the dbz would be better than using dbcz directly? Maybe this would be more directly related to the phenomena of interest.
We have tried to calculate a precipitation rate from the dbcz. However, since low-level clouds usually produce quite low precipitation rates we found that this only condensed the data and we therefore prefer using dbcz. p.12945 and Fig. 8 -Have you tried doing the same plot for dbz vs re? Since droplet size is likely a better indicator of whether a cloud is precipitating or not. We tried to do this and dbcz increases with increasing re for both stations, but the correlations are not significant. In order to keep the manuscript from becoming lengthy we have chosen not to include this in the paper. Or, why not partition the data into constant LWP bins as for Figs. 6 & 7, since LWP will also be a key determinant of whether a cloud is precipitating.
We have partitioned the data into constant LWP bins, but the fits for the different LWP bins were not separated from each other and the correlations were all insignificant. p.12946 and Fig. 9 -It should be reiterated here what the definition used to dividie precipitation and non-precipitating cases is. It is also necessary to try out other thresholds. -30dbz is very lowwhat happens if you use say -15, or -10?
We have written the definition for precipitation in the caption of Fig 9. Pixels that are not precipitating are set to -30 in the BALTEX dataset and therefore we used this threshold. We agree with the reviewer that this might be low and have therefore changed it to -10 instead. The results in Fig. 8 are somewhat altered and we have removed the line for the combined dataset and added uncertainty to the Vavihill and Hyytiälä dataset to make the layout the same as for Fig. 3 . The last row in Table 6 that concerned the relationship for the combined data has also been removed. The combined dataset no longer decrease with increasing N130, since the Vavihill and Hyytiälä relationships are shifted with respect to each other. The text in Section 3.4 has also been somewhat rewritten.
Conclusionsthese should be altered bearing in mind the above discussion.
The conclusion has been somewhat altered due to the changes in the results regarding precipitation. We have however not changed the discussions to such a degree that the conclusions should be altered.
2. Technical corrections p.12934, L9 -"clouds" _ "cloud" This has been changed according to the reviewer's suggestion. L14 -"to find whether" _ "to find out whether" This has been changed according to the reviewer's suggestion. p.12937, L21 -"do not" _ "does not" This has been changed according to the reviewer's suggestion. L28 -"values is set to" _ "values are set to" This has been changed to "value is set to" p.12938, L14 -"1500" and "sort out" _ "select" The text has been changed to "1500 m to select clouds". p.12940, L3 -"particle" _ "particles" This has been changed according to the reviewer's suggestion. L9 -"correspond" _ "corresponds" This has been changed according to the reviewer's suggestion. p.12941, L1 -"amount" _ "number" This has been changed according to the reviewer's suggestion. p. 12843, L17 -geometrically thinner than what? Comma should be after "while" instead of "study". This has been changed according to the reviewer's suggestion. L 18 -"Small cloud droplets and suppressed precipitation associated with higher CCN concentrations has also in cloud simulations been shown to enhance entrainment into the clouds, leading to a reduction in the LWP (Ackerman et al., 2004) ." _ "In cloud simulations, small cloud droplets and suppressed precipitation associated with higher CCN concentrations have also been shown to enhance entrainment into the clouds, leading to a reduction in the LWP (Ackerman et al., 2004) ." This has been changed according to the reviewer's suggestion. p.12944, L8 -"hence not" _ "hence is not" This has been changed according to the reviewer's suggestion. p.12945, L8 -"also have peak" _ "also peak" This has been changed according to the reviewer's suggestion. L9 -"by low number" _ "by the low number" This has been changed according to the reviewer's suggestion. p. 12946, L1 -Split the sentence at "however". This has been changed according to the reviewer's suggestion. L3-4 -"concentrations is" _ "concentrations are" + comma after "clouds" This has been changed according to the reviewer's suggestion. Table 4 -"The logarithm has not been applied to the CTT and dbcz parameters since these contain mainly negative values." -although there seem to be values listed?
The values listed for the CTT and dbcz are the correlation between the logarithm of the other parameters and the CTT and dbcz. We have however removed the correlation between the CTT and dbcz since this value is the same as that in the upper-right part of the Tables. 
