We study graph properties that admit an increasing, or equivalently decreasing, sequence of graphs on the same vertex set such that for any two consecutive graphs in the sequence their difference is a single edge. This is useful for characterizing and computing minimal completions and deletions of arbitrary graphs into having these properties. We prove that threshold graphs and chain graphs admit such sequences. Based on this characterization and other structural properties, we present linear-time algorithms both for computing minimal completions and deletions into threshold, chain, and bipartite graphs, and for extracting a minimal completion or deletion from a given completion or deletion. Minimum completions and deletions into these classes are NP-hard to compute.
Introduction
A graph property P is called monotone if it is closed under any edge or vertex removal. Equivalently, a property is monotone if it is closed under taking subgraphs that are not necessarily induced. A property is hereditary if it is closed under taking induced subgraphs. Every monotone property is hereditary but the converse is not true. For example bipartiteness and planarity are monotone properties, as they are characterized through forbidden subgraphs that are not necessarily induced, whereas perfectness is a hereditary but not monotone property. Some of the most well-studied graph properties are monotone [1, 3] or hereditary [17] . If a given monotone (hereditary) property is equivalent to belonging to a graph class then this graph class is called monotone (hereditary) .
In this paper, we introduce sandwich monotonicity of graph properties and graph classes. We say that a graph property P is sandwich monotone if P satisfies the following: Given two graphs G 1 = (V, E) and G 2 = (V, E ∪ F ) that both satisfy P, the edges in F can be ordered f 1 , f 2 , ..., f |F | such that when single edges of F are added to G 1 one by one in this order (or removed from G 2 in the reverse order), the graph obtained at each step satisfies P. Every monotone property is clearly sandwich monotone as well. However every hereditary property is not necessarily sandwich monotone. Here, we are interested in identifying non-monotone hereditary graph classes that are sandwich monotone. Until now, sandwich monotonicity of only two such classes have been shown: chordal graphs [34] and split graphs [18] , and it has been an open question which other graph such classes are sandwich monotone [2] . Simple examples exist to show that the hereditary classes of perfect graphs, comparability graphs, permutation graphs, cographs, trivially perfect graphs, and interval graphs are not sandwich monotone. 1 In this paper we show that threshold graphs and chain graphs are sandwich monotone. A motivation for studying sandwich monotonicity is from dynamic graph algorithms [24, 35] . Many dynamic algorithms for maintaining a property do not allow the addition or deletion of edges unless the property is still satisfied after this modification. Assume that we are given an initial graph and a set of edges which we want to add to this graph in a dynamic fashion one by one (and do some other computations at each step). If the given graph and the graph where all the given edges are added satisfy a sandwich monotone property, then there is an order of the edges so that we can use a dynamic algorithm for maintaining this property to add these edges one by one. If the property that the dynamic algorithm maintains is not sandwich monotone, then we will reach a point where we cannot add any single edge of the given set although we know that adding all edges acquires back the property (see [35] ).
Our main motivation for studying sandwich monotonicity comes from the problem of adding edges to or deleting edges from a given arbitrary graph so that it satisfies a desired property. For example, a chordal completion is a chordal supergraph on the same vertex set, and a bipartite deletion is a spanning bipartite subgraph of an arbitrary graph. Completions and deletions into other graph classes are defined analogously. A completion (deletion) is minimum if it has the smallest possible number of added (deleted) edges. The problems of computing minimum completions or deletions are applicable in several areas such as molecular biology, numerical algebra and, more generally, to areas involving graph modeling with some missing edges due to lacking data [16, 29, 33] . Unfortunately minimum completions and deletions into most interesting graph classes, including threshold, chain, and bipartite graphs, are NP-hard to compute [15, 7, 26, 29, 37] . However, minimum completions (deletions) are a subset of minimal completions (deletions), and hence we can search for minimum among the set of minimal. A completion (deletion) is minimal if no subset of the added (deleted) edges is enough to give the desired property when added to (deleted from) the input graph.
Given as input an arbitrary graph, there are are two problems related to minimal completions (deletions) : 1. Computing a minimal completion (deletion) of the given input graph into the desired graph class, 2. Extracting a minimal completion (deletion) which is a subgraph (supergraph) of a given arbitrary completion (deletion) of the input graph into the desired class. A solution for problem 2 requires a characterization of minimal completions (deletions) into a given class, and readily gives a solution of problem 1. A solution for problem 1 might generate only a subset of all possible minimal completions (deletions), and does not necessarily solve problem 2. Solution of problem 2 in polynomial time is known only for completions into chordal [4, 10] , split [18] , and interval [21] graphs, and for deletions into chordal [11] , split [19] , and planar [12, 23] graphs. Characterizations of minimal chordal completions [34, 30, 6 ] have in addition made it possible to design approximation algorithms [29] and fast exact exponential time algorithms [13] for computing minimum chordal completions. A solution of problem 2 also allows the computation of minimal completions that are not far from minimum, since one can generate first a completion by an established heuristic or approximation algorithm for the minimization problem, and then extract a minimal completion that has fewer edges [5] .
For a graph property P that is sandwich monotone, problem 2 of extracting a minimal completion from a given completion of an input graph into P has always a polynomial time solution if P can be recognized in polynomial time. Given G and a supergraph G 2 of G satisfying P, if G 2 is not a minimal completion, then a minimal completion G 1 exists sandwiched between G and G 2 . Hence by trying one by one all edges of G 2 that are not in G for removal, one obtains a minimal extraction algorithm with a number of iterations that is quadratic in the number of edges appearing in G 2 but not in G.
In this paper, by showing that threshold graphs and chain graphs are sandwich monotone, we thus establish that minimal completions of arbitrary graphs into these graph classes can be computed in polynomial time. Even more interesting, we are able to give linear-time algorithms for minimal completions and deletions into these graph classes, minimal deletions into bipartite graphs, and minimal completions into co-bipartite graphs. This does not follow from sandwich monotonicity in general. Furthermore, we solve the problem of extracting a minimal completion or deletion from a given one (problem 2 above) in linear time for all these graph classes. Linear-time minimal completion algorithms have been known only into two classes previously; split [18] and proper interval [32] graphs. The only linear-time minimal extraction algorithm known is the one into split graphs [18] . Linear-time minimal deletion algorithms are known only into split [19] and planar graphs (which are monotone) [12, 23] .
Preliminaries
We consider undirected finite graphs with no loops or multiple edges. For a graph G = (V, E), we denote its vertex and edge set by V (G) = V and E(G) = E, respectively, with n = |V | and m = |E|. For a vertex subset S ⊆ V , the subgraph of G induced by S is denoted by G[S]. Moreover, we denote by G − S the graph G[V \ S] and by G − v the graph G[V \ {v}]. In this paper, we distinguish between subgraphs and induced subgraphs. By a subgraph of G we mean a graph G on the same vertex set containing a subset of the edges of G, and we denote it by G ⊆ G. If G contains a proper subset of the edges of G, we write G ⊂ G. We write G − uv to denote the graph (V, E \ {uv}).
The neighborhood of a vertex
, is the number of edges incident to x; thus, d G (x) = |N G (x)|. If S ⊆ V , then the neighbors of S, denoted by N G (S), are given by x∈S N G (x) \ S. We will omit the subscript when there is no ambiguity.
A graph is connected if there is a path between any pair of vertices. A connected component of a disconnected graph is a connected subgraph of it with a maximal set of vertices and edges. A vertex x of G is universal if N G [x] = V and is isolated if it has no neighbors in G. A clique is a set of pairwise adjacent vertices, while an independent set is a set of pairwise non-adjacent vertices. The size of a largest clique in G is denoted by ω(G).
A chord of a path or a cycle is an edge between two non-consecutive vertices of the path or the cycle. A chordless cycle on k vertices is denoted by C k and a chordless path on k vertices is denoted by P k . The graph consisting of only two disjoint edges is denoted by 2K 2 .
For a pair of vertices x, y of G we call xy a non-edge of G if xy / ∈ E. The complement G of a graph G consists of all vertices and all non-edges of G. For a graph class C, the class co-C is the set of graphs G for which G ∈ C. A class C is self-complementary if C = co-C.
Given an arbitrary graph G = (V, E) and a graph class C, a C completion of G is a graph
The edges added to the original graph in order to obtain a completion are called fill edges, and the edges removed from the original graph in order to obtain a deletion are called deleted edges.
Speaking about C completions or C deletions of input graphs is only meaningful if every allowed input graph can be embedded in a graph of C by adding or removing edges, respectively. For example, if complete graphs belong to C then any graph has a C completion, and if edgeless graphs belong to C then any graph has a C deletion.
Minimal completions and deletions into sandwich monotone graph classes
We start by giving a proper definition of the new monotonicity measure on graph classes. Definition 3.1. A graph class C is sandwich monotone if the following is true for any pair of graphs
There is an ordering f 1 , f 2 , . . . , f |F | of the edges in F such that in the sequence of graphs G = G 0 , G 1 , . . . , G |F | = H, where G i−1 is obtained by removing edge f i from G i , (or equivalently, G i is obtained by adding edge f i to G i−1 ), every graph belongs to C.
Minimal completions and deletions into sandwich monotone graph classes have the following algorithmically useful characterization, as observed on chordal graphs [34] and split graphs [18] previously. Observation 3.2. Let C be a graph class and let P be the property of belonging to C. The following are equivalent:
(i) C is sandwich monotone.
(ii) co-C is sandwich monotone.
(iii) A C completion is minimal if and only if no single fill edge can be removed without destroying the property P.
(iv) A C deletion is minimal if and only if no single deleted edge can be added without destroying the property P.
Proof. Statements (i) and (ii) are equivalent by Definition 3.1. For statement (iii), if a C completion is minimal then no subset of its fill edges can be removed so no single fill edge can be removed either. For the other direction, if a C completion G 2 of a given graph G is not minimal then another C completion
Since both G 1 and G 2 belong to C and C is sandwich monotone, there is a fill edge that can be removed from G 2 without destroying P. Same arguments can be used for proving (iv).
The next observation shows that extraction of a minimal completion or deletion from a given completion or deletion can be done in polynomial time for sandwich monotone graph classes that can be recognized in polynomial time. This corresponds to the solution of problem 2 mentioned in the introduction, in polynomial time. Furthermore, it implies that given only the input graph, a minimal completion or deletion can be computed in polynomial time, too, since we can always start with a trivial completion or deletion, like a complete graph or an edgeless graph. Observation 3.3. Let C be a sandwich monotone graph class. Given a polynomial time algorithm for the recognition of C, there is a polynomial time algorithm for extracting a minimal C completion (deletion) of an arbitrary graph G from any given C completion (deletion) of G. Note that although extraction of a minimal completion requires O(|F | 2 ) iterations, deciding whether a given completion is minimal requires only O(|F |) iterations since we can stop as soon as we have found one removable fill edge, or have scanned whole F .
Even though we know that C completions and deletions can be computed in polynomial time for a sandwich monotone graph class C, the running time described in the proof of Observation 3.3 is not practical. In the following sections, we will give linear-time algorithms for computing and extracting minimal completions and deletions into threshold, bipartite, and chain graphs.
For the sandwich monotone graph classes previously studied for completions and deletions, lineartime algorithms exist for computing and extracting minimal split completions [18] and deletions [19] , and minimal planar deletions [12, 23] . As a comparison, although chordal graphs are sandwich monotone and they can be recognized in linear time, the best known running time is O(n 2.376 ) for a minimal chordal completion algorithm [22] , and O(∆m) for a minimal chordal deletion algorithm [11] , where ∆ is the largest degree in the input graph.
Minimal threshold completions and deletions
A graph G = (V, E) is called a threshold graph if there exist nonnegative real numbers w v for v ∈ V , and t such that for every I ⊆ V , v∈I w v ≤ t if and only if I is an independent set [9, 17, 28] .
A graph is a split graph if its vertex set can be partitioned into a clique and an independent set. The partition of the vertices of a split graph into an independent set S and a clique K is called split partition (S, K), and it is not necessarily unique. Split graphs can be recognized and a split partition can be computed in linear time [17] . It is known that a graph is split if and only if it does not contain any vertex subset inducing 2K 2 , C 4 , or C 5 [14] . Hence the next theorem states that a graph is threshold if and only if it is split and does not contain any vertex set inducing a P 4 . 
Theorem 4.2 ([28]).
A graph is a threshold graph if and only if it is split and the vertices of the independent set have a nested neighborhood ordering in any split partition.
Threshold graphs can be recognized and a nested neighborhood ordering can be computed in linear time, since sorting the vertices of the independent set by their degrees readily gives such an ordering for threshold graphs [17] . It is NP-hard to compute minimum threshold completions of arbitrary graphs; even split graphs [31] .
A split partition of a threshold graph is never unique [17] . Here we define a threshold partition (S, K) of a threshold graph in a unique way. Note first that all vertices of degree more than ω(G) − 1 must belong to K, and all vertices of degree less than ω(G) − 1 must belong to S. The set of vertices of degree exactly ω(G) − 1 is either an independent set or a clique [18] . If this set is a clique, we place all of these vertices in K, and if it is an independent set we place them in S. We refine the sets S and K further as follows: (S 0 , S 1 , S 2 , ..., S ) is a partition of S such that S 0 is the set of isolated vertices, and
, where is as large as possible. Hence all vertices in S i have the same degree for 0 ≤ i ≤ . This also defines a partition (
Again, all vertices in K i have the same degree for 1 ≤ i ≤ + 1. By definition, a graph is threshold if and only if its vertex set admits such a threshold partition. Moreover the threshold partition of a threshold graph is unique and all sets S i and K i , 1 ≤ i ≤ , are non-empty except possibly the sets S 0 and K +1 . If K +1 = ∅ then S contains at least two vertices, and if K +1 = ∅ then K +1 contains at least two vertices [17] . Lemma 4.3. Let G be a threshold graph with threshold partition ((S 0 , ..., S ), (K 1 , ..., K +1 )) and let uv be an edge satisfying the following: either u ∈ S i and v ∈ K i for some i ∈ {1, ..., }, or u, v ∈ K +1 . Then G − uv is a threshold graph.
Proof. Assume first that u ∈ S i and v ∈ K i for some i. Removing uv from G results in a split graph since we remove and edge between the clique and the independent set of the split partition. In the graph
Thus the new independent set has a nested neighborhood ordering also in G , and hence G is threshold by Theorem 4.2.
Assume now that u, v ∈ K +1 . We describe the threshold partition of G : If K +1 contains more than two vertices then the new threshold partition has the sets (K i , S i ), 1 ≤ i ≤ , unchanged, and it also contains the new sets K +1 = K +1 \ {u, v} and S +1 = {u, v}. If K +1 has exactly two vertices, then every set remains as before, except K +1 which is removed and S which now becomes S = S ∪ {u, v}. It is easy to check that removal of uv results in exactly the described threshold partition for G and thus G is a threshold graph.
For simplicity, we will call an edge uv of G that satisfies the condition in Lemma 4.3 a candidate edge of G.
Lemma 4.4. Let G = (V, E) and G = (V, E ∪ F ) be two threshold graphs such that F ∩ E = ∅ and F = ∅. At least one edge in F is a candidate edge of G .
Proof. Let ((S 0 , ..., S ), (K 1 , ..., K +1 )) be the threshold partition of G . Assume for a contradiction that F does not contain any candidate edge, and let uv ∈ F . Since uv cannot be a candidate edge, it is of one of the following three types:
where j < i by the definition of threshold partition.)
If uv is of type (i), then since K i is non-empty, there is a vertex x ∈ S i such that ux and uv are edges of G . Since there are no candidate edges in F , ux, uv ∈ E. Assume first that i = . Then there is a vertex y ∈ K such that uy and vy are edges of G and xy is not an edge of G . If both uy and vy belong to E, then {u, x, v, y} induces a C 4 in G. If exactly one of uy and vy belongs to E, say uy, and the other belongs to F , then {y, u, x, v} induces a P 4 in G. If both uy and vy belong to F , then there is a vertex z ∈ S l such that {x, u, z, y} induces a 2K 2 in G, since zy is a candidate edge of G and hence cannot be in F . Hence all possibilities lead to a contradiction since G is a threshold graph and cannot contain any of the mentioned induced subgraphs. If i = and K +1 = ∅ then there are at least two vertices y and z in K +1 that can substitute the role of y and z as in the case i = , since yz is a candidate edge of G and hence must belong to E. If i = and K +1 = ∅ then we know that there are at least two vertices y, z ∈ S , and that uy, uz, vy, vz ∈ E (since they are candidate edges). Hence {u, y, v, z} induces a C 4 in G, contradicting that G is threshold.
If uv is of type (ii), assume first that j = + 1. Then we know that there is a vertex x ∈ S i and a vertex y ∈ S j such that ux, vy ∈ E since they are candidate edges. We know that xv is not an edge of G . If yu ∈ E then {x, u, y, v} induces a P 4 in G, and if yu ∈ F then the same set induces a 2K 2 in G, contradicting in both cases that G is threshold. If j = + 1 then we know that there is at least one more vertex z = v in K +1 where vz ∈ E (since it is a candidate edge). If uz belongs to F then {v, z, u, x} induces a 2K 2 in G. Otherwise this set induces a P 4 in G, because zx and vx are not edges in G or G , contradicting that G is threshold.
If uv is of type (iii), then we know that there are vertices x ∈ S i and y ∈ K j such that ux, vy ∈ E by the same arguments as before. If uy ∈ E then {x, u, y, v} induces a P 4 in G, and if uy ∈ F , then this set induces a 2K 2 in G. Hence by by Theorem 4.1, we reach a contradiction in all possible cases. Consequently, either G is not threshold, or F must contain a candidate edge, and the proof is complete. Proof. Given G and G as in the premise of Lemma 4.4, we know by Lemmas 4.3 and 4.4 that there is an edge f ∈ F such that G − f is threshold. Now the same argument can be applied to G and G = G − f with F = F \ {f } repeatedly, until G becomes equal to G.
Characterizing and extracting minimal threshold completions and deletions
Theorem 4.6. Let G be an arbitrary graph and H be a threshold completion of G. H is a minimal threshold completion of G if and only if no fill edge is a candidate edge of H.
Proof. If H is a minimal threshold completion of G, then there cannot be any fill edge that is a candidate edge of H, because otherwise the removal of this edge would result in a threshold graph by Lemma 4.3, contradicting that H is minimal. If H is not a minimal threshold completion of G, then there exists a minimal threshold completion
there is an edge e ∈ E(H) \ E(M ) that is a candidate edge of H. Now given any threshold completion H of an arbitrary graph G, let us consider the problem of extracting a minimal threshold completion H of G such that G ⊆ H ⊆ H. Algorithm Extr Min Threshold describes such a way for computing H . The basic idea is that we visit vertices of H, remove redundant fill edges incident to them according to Theorem 4.6, and update properly the resulting thresholdpartition.
Before proving the correctness of the algorithm it is important to note the following. Vertex v that we choose at each step belongs to either S or
Compute the index i for which U ⊆ K i ; Remove all edges between v and the vertices of (
Update the threshold-partition of H and mark v; Return H ; that U ⊆ K i , for some i satisfying 1 ≤ i ≤ + 1, since all vertices of U are adjacent to v and have the same degree in H . Note that all edges that we remove incident to v are fill edges, since we picked u to be the neighbor of v in G with the smallest degree in H , and consequently i is the largest index such that K i contains a neighbor in G of v.
Lemma 4.7. Given an arbitrary graph G = (V, E) and a threshold completion H = (V, E∪F ) of G with
Proof. We have already argued before the statement of the lemma that only fill edges are removed at every step. Hence if H is a threshold graph then it is a threshold completion of G, and F ⊆ F . For a proof by induction, assume that H is a threshold graph and that all candidate fill edges are incident to unmarked vertices of degree at most ω(H ), before the step that processes vertex v. This is trivially true before the first step. Let us denote the graph obtained after removing the described edges incident to v by H . We will show that
• H is a threshold graph, and • if there are any candidate fill edges in H then these are incident to unmarked vertices of degree at most ω(H ) − 1.
Consequently, after the last step, since no unmarked vertices of degree at most ω(H ) − 1 will be left in H , there will be no candidate fill edges in H . We can then conclude by the above arguments and Theorem 4.6 that the output graph is a minimal threshold completion of G and a subgraph of H.
Let us examine what changes from the threshold partition of H to the threshold partition of H . Let (S = (S 0 , S 1 , ..., S ), K = (K 1 , K 2 , ..., K +1 )) be the threshold partition H . Since v belongs to either S or K +1 we distinguish between these two cases.
Otherwise we need to remove v from S j and add it into an appropriate subset of S. Observe also that v is still adjacent in H to all vertices of
According to how K i and S j are related to U and v, respectively, we have the following cases.
If K i = U and S j = {v} then = + 1. In particular, K +1 = K +1 , K p+1 = K p , and S p+1 = S p for every p ∈ {i + 1, . . . , } \ {j}. Since v is removed from S j we have K j+1 = K j and S j+1 = S j \ {v}. For the set K i observe that v now splits it into two parts K i \U and U . Thus K i+1 = K i \U , S i+1 = S i , K i = U , and S i = {v}. The rest of the sets remain as before, that is S 0 = S 0 , K p = K p , and S p = S p for every p ∈ {1, . . . , i − 1}.
If K i = U and S j = {v} then = . Now we have K +1 = K +1 , S 0 = S 0 , K p = K p , and S p = S p for every p ∈ {j + 2, . . . , }. Since S j = {v} the vertices of K j are merged with the vertices of K j+1 in H . Thus we have
If K i = U and S j = {v} then = . In this case we obtain K +1 = K +1 , S 0 = S 0 , K p = K p , and S p = S p for every p ∈ {1, . . . , } \ {i, j}. Since v is removed from S j we have K j = K j and S j = S j \ {v}. Moreover v is placed into S i which gives K i = K i and S i = S i ∪ {v}.
If K i = U and S j = {v} then = − 1. Now we have K +1 = K +1 , S 0 = S 0 , K p−1 = K p , and S p−1 = S p for every p ∈ {j + 2, . . . , }. Since S j = {v} the vertices of K j are merged with the vertices of K j+1 in H . Thus we have K j = K j+1 ∪ K j and S j = S j+1 . The rest of the sets remain as before except S i . That is, K p = K p and S p = S p for every p ∈ {1, . . . , j − 1} \ {i}, K i = K i , and
Otherwise v is removed from K +1 and it is placed in the independent set according to whether K i = U or not. The corresponding cases are analogous to the previous case. That is, either v makes a new set by itself and splits K i into two parts, or v is placed in a set together with the vertices of S i . Now we describe what happens to the set
In all cases we described the threshold partition of H which shows that H is a threshold graph. Now we will show that if there are candidate edges in H then they are incident to unmarked vertices of degree less than ω(H ).
If v ∈ S j (Case 1 above) then v is placed into a set S i for which we know that K i = U . By definition we know that U contains only vertices that are adjacent to v in G. If there are other vertices in S i , then these are already marked since their degrees were smaller than that of v before this step. Since K i = K i in such a case, by our induction assumption, we know that there are no candidate fill edges incident to vertices of S i . Fill edges that were not candidates in H might possibly become candidates in H only when S j = {v}. In that case we have K j+1 = K j+1 ∪ K j and S j+1 = S j+1 . But now we know that S j+1 contains only unmarked vertices, since the degrees in H of vertices in S j+1 is strictly more than d H (v). Moreover we know that K +1 = K +1 hence no fill edges inside K +1 may have become candidates at this step.
Let v ∈ K +1 (Case 2 above). If |K * +1 | ≥ 3 then K +1 contains only a subset of K +1 . Since there are no fill edges in H between v and the vertices of U , no candidate fill edges are incident to marked vertices of K +1 . If K * +1 = {v, v } then v belongs to S and thus it is incident to possible candidate fill edges whose other endpoints are in K . Now it suffices to show that v is an unmarked vertex. Observe that vv is a fill edge. If v is a marked vertex then it means that for every vertex x ∈ K +1 \ {v }, xv ∈ E since by marking v and by the definition of U , v has no fill edges incident to it whose other endpoints are in K +1 . This contradicts that vv is a fill edge. Thus by the fact that vv is a fill edge, v ∈ K +1 , and our induction assumption, we can conclude that v is an unmarked vertex.
Hence at each step of the algorithm we know that every candidate edge of H that is incident to an unmarked vertex of degree at most ω(H ) − 1 is an edge of G. Proof. Computing the threshold-partition of H requires scanning the adjacency lists a constant number of times, and sorting the vertices by their degrees, and hence takes a total of O(n + m + |F |) time. For the rest of the operations, we keep a data structure where the degree of v, and the set of the threshold partition that v belongs to is stored in a table and can be checked in constant time, for each vertex v ∈ V . Also, we keep a table showing whether each edge belongs to E or F . After each single fill edge removal, it takes constant time to update the degrees of the endpoints of this edge,
minimum degree, we do not need to recompute the degrees of all unprocessed vertices. In the beginning, we can sort all vertices by their degrees in H in a non-decreasing order in O(n + m + |F |) time since largest degree is O(n). When we remove edges incident to a vertex of the independent set, the degrees of the unprocessed vertices in the independent set do not change. Therefore we can continue to pick vertices in the first computed order without having to recompute degrees of or sorting the unmarked vertices. All vertices belonging to S are processed before the vertices of K +1 , and we can detect when we have started on the vertices of K +1 by simply comparing degrees to ω(H )
Thus the overall running time is linear in the size of H.
With Algorithm Extr Min Threshold and the above two lemmas, we have thus proved the following.
Theorem 4.9. Let H = (V, E ∪ F ) be a threshold completion of an arbitrary graph G = (V, E) with
Next we proceed to characterizing minimal threshold deletions. Since threshold graphs are both self-complementary and sandwich monotone, H is a minimal threshold deletion of an arbitrary graph G if and only if H is a minimal threshold completion of G. Therefore, first we relate the threshold partition of H to the threshold partition of H, for a given threshold graph H and its complement H. Let ((S 0 , ..., S ), (K 1 , ..., K +1 )) be the threshold partition of H, and let ((S 0 , ..., S ), (K 1 , ..., K +1 )) be the threshold partition of H. There are the following possibilities, that can be verified easily:
In this case, all vertices of S 0 are universal in H and hence K 1 = S 0 . Since S 0 = ∅, the vertices of K 1 are not universal in H, and therefore there are no isolated vertices in H and S 0 = ∅. For 1 ≤ i ≤ , the threshold partition of H is given by S i = K i and K i+1 = S i . If K +1 = ∅ we are done. If not, = + 1, and S = K +1 and K +1 = ∅.
• S 0 = ∅: In this case, vertices of K 1 are universal in H and hence they become isolated in H,
we are done and = − 1. Otherwise, = , and S = K +1 and K +1 = ∅.
Theorem 4.10. Let G = (V, E) be an arbitrary graph and let H be a threshold deletion of G with threshold partition ((S 0 , ..., S ), (K 1 , ..., K +1 )). H is a minimal threshold deletion of G if and only if there is no deleted edge with the following property: u ∈ S i−1 and v ∈ K i for some i satisfying
Proof. By Theorem 4.6 and the above discussion, we conclude that H is a minimal threshold deletion if and only if no deleted edge of H is a candidate fill edge of H. Let the threshold partition ((S 0 , ..., S ), (K 1 , ..., K +1 )) of H be given as above. Recall that a fill edge uv of H is candidate if either u ∈ S i and v ∈ K i for some i ∈ {1, ..., }, or u, v ∈ K +1 . By the above discussion, u ∈ S i and v ∈ K i if and only if either u ∈ S i −1 and v ∈ K i , or u ∈ S i and v ∈ K i +1 . In both cases there is an index i such that u ∈ S i−1 v ∈ K i . For the second condition, observe first that K +1 = ∅ if and only if K +1 = ∅. Hence u, v ∈ K +1 if and only if u, v ∈ S and K +1 = ∅, by the above discussion.
Theorem 4.11. Let H = (V, E \ D) be a threshold deletion of an arbitrary graph G = (V, E) with
Proof. We describe such an algorithm.
For the chosen vertex v of a step, we find a non-edge vu of G such that u has maximum degree in H . Then we compute the set U of non-neighbors in G of v that have the same degree as u in H . Let v ∈ K j and let U ⊆ S i , for some i and j with 0 ≤ i < j. Note that if v ∈ S then U ⊆ S i , for some i with 0 ≤ i ≤ . Since u ∈ U has the largest degree in H among all non-neighbors in G of v, we know that every non-edge in H between v and vertices of (S i \ U ) ∪ S i+1 ∪ . . . ∪ S j−1 is a deleted edge and belongs to D. If v ∈ S then we know that non-edges of H between v and the vertices of (S i \ U ) ∪ S i+1 ∪ . . . ∪ S \ {v} are deleted edges. In both cases we add those edges to H . At the end of a step, we mark vertex v, and proceed with the next unmarked vertex of largest degree.
To prove the correctness of this algorithm we use the fact it is equivalent to applying Algorithm Extr Min Threshold on H and G. First observe that at each step we pick a vertex v of largest degree in H such that d H (v) ≥ ω(H) − 1. By the discussion above this means that in H we pick the vertex v of smallest degree such that d H (v) ≤ ω(H ) − 1. The set U of non-adjacent vertices to v in G corresponds to the set of adjacent vertices to v in G with the smallest degree in H . Adding the deleted edges incident to v is equivalent to removing the corresponding fill edges in H just as the Algorithm Extr Min Threshold does. Therefore the proposed algorithm computes a minimal threshold deletion H of G since by Theorem 4.9 Algorithm Extr Min Threshold computes a minimal threshold completion H of G, and H is a minimal threshold deletion of G if and only if H is a minimal threshold completion of G.
The reason why we give this algorithm directly on G and H rather than just applying Algorithm Extr Min Threshold on the complement graphs is because of the running time. Since E(G) might be O(n 2 ), applying the previous algorithm directly on the complements would not necessarily result in running time which is linear in the size of G. To obtain the linear running time, like in the completion case, we start by computing a threshold partition of H in O(n + m) time. The degree of each vertex v, and the set of the threshold partition that v belongs to is stored in a table, whereas the knowledge about whether an edge of E belongs to D is maintained in another table. Then we sort the vertices by their degrees in H in a non-increasing order. Again, since we only add edges incident to the chosen vertex, the degrees of the unmarked vertices of K do not change, and we can process all vertices in the originally sorted order. By using ω(H) we know when we reach the vertices of S . At that point we sort the vertices again as we do with completion case. In order to find the set of vertices U we need to spend O(d G (v)) time for each vertex v that we visit. For that purpose first we scan N G (v) and count how many neighbors of v are inside a set S i , for each index i satisfying i < j if v ∈ K j , and i ≤ if v ∈ S . Then we compare these numbers with the size of each S i , and find in this way the largest index i < j (or i ≤ ) such that S i contains a non-neighbor of in G of v. Thus in O(d G (v)) time we know that between v and a vertex of S i there is a non-edge of G, whereas between v and the vertices of S i+1 , . . . , S j−1 there are only deleted edges. If v ∈ S then there are only deleted edges between v and the vertices of S i+1 , . . . , S . Notice also that if i = j − 1 then S i = S j−1 if v ∈ K j , and S i = S if v ∈ S . By scanning again N G (v) we find the correct set U ⊆ S i . Adding the deleted edges to H takes the amount of O(d G (v)) time in order to update the threshold partition of H , since for at most d G (v) vertices we need to update their sets in the threshold partition, as explained in the completion case. Therefore summing up the time needed for each vertex we get the overall linear time complexity of the algorithm. Proof. Let G = (V, E) be the input graph, and let D = E. The graph H = (V, E \ D) is a threshold graph since edgeless graphs are threshold, and hence H is a threshold deletion of G. By Theorem 4.11 a minimal threshold deletion H of G can be computed in O(n + m) time. Since D = E, we have the possibility of choosing any subset of the edges that will give a minimal deletion of G.
Computing a minimal threshold completion directly
Here we show how to obtain a minimal threshold completion H of G directly. The motivation for this is that we now compute H in time linear in the size of G. The idea behind our approach is the following: Compute a minimal split completion of G using the algorithm of [18] , and then compute a minimal threshold completion of the computed split completion by giving the vertices of the independent set a nested neighborhood ordering. We show that this indeed results in a minimal threshold completion of G. Theorem 4.13. A minimal threshold completion of an arbitrary graph G can be computed in O(n+m) time.
Proof. First we compute a minimal split completion G of G in O(n + m) time by the algorithm given in [18] . The output of this algorithm does not list all edges of G ; it lists all edges of G, gives a split partition (K, S) of G , and the knowledge that all fill edges have both endpoints in K. In case there are any isolated vertices in S, we define a new set S which are all the non-isolated vertices of S. Now we compute an order of the vertices of S such that
for each v ∈ S, hence this can be done in O(n + m) time. For each vertex v i we make it adjacent to the vertices of N ({v i+1 , v i+2 , . . . , v |S | }), starting from v 1 . That is, at each step, we pick an unmarked vertex of the independent set with the largest degree and add edges to the neighborhood of the unmarked vertices of the independent set except the isolated vertices. At the end, the resulting graph remains a split graph since we only add edges between S and K, and v 1 , v 2 , ..., v |S | , v |S |+1 , ..., v |S| is a nested neighborhood ordering. Hence the resulting graph is threshold by Theorem 4.2.
Regarding minimality note the following. The algorithm for the minimal split completion adds fill edges only within the set K [18] . Given the minimal split completion G of G computed by this algorithm, the algorithm described above adds fill edges only between a vertex of S and a vertex of K. The removal of any single fill edge of the split algorithm gives a non-split graph by the results of [18] . For an edge that we added to the split graph G , say v i u j , where v i ∈ S and u j ∈ K with i < j, we know that u j must be a neighbor of another vertex v j , where v j ∈ S, and the edge u j v j is an edge of G because the minimal split completion does not add edges between S and K. Then there is another vertex u i such that
is not a fill edge. Thus the removal of a fill edge v i u j results the P 4 = v i u i u j v j in the graph G = G − v i u j which implies that G is a non-threshold graph by Theorem 4.1. Hence no single fill edge can be removed, since either a non-split graph is obtained or the nested neighborhood ordering is destroyed. Therefore, by Theorem 4.5, the algorithm that we described for computing a minimal threshold completion is correct.
To complete the argument about the running time, for each vertex v i ∈ S , starting from v 1 , we give its neighbors, which lie in the clique, the label i, 1 ≤ i ≤ |S |. At the end, each vertex of the clique of G with label k knows that it must be adjacent to every vertex from v 1 to v k given in the ordering of S . Now adding these edges between the clique and the independent set according to the label of each vertex of K, we get a linear time bound in the size of the output graph. To bound the running time to be linear in the size of the input graph, instead of representing the output graph explicitly (for example, given by its adjacency list), we output a unique O(n) space representation of it: We output both the sequence v 1 , v 2 , ..., v |S| , and for every vertex of the clique its label. Hence, we can skip the step of adding edges between K and S since the ordering and the resulting labels of the vertices of K, together with the input graph, uniquely define the edges of the threshold completion. Therefore all steps can be done in total O(n + m) time.
Minimal bipartite deletions and co-bipartite completions
A graph is bipartite if its vertex set can be partitioned into two independent sets. The partition of a bipartite graph G into two independent vertex sets is called bipartition and this partition is unique if and only if G is connected. Bipartite graphs are exactly the class of graphs that do not contain cycles of odd length [27] . It is well known that simple modifications of breadth-first search (BFS) can be used to find an odd cycle in a graph or provide a bipartition of it in linear time. The complement of a bipartite graph is called co-bipartite graph and the bipartition into two independent sets of a bipartite graph is a bipartition into two cliques in its complement.
Since every graph can be deleted into a bipartite graph, and every graph can be completed into a co-bipartite graph, but bipartite completions and co-bipartite deletions are not meaningful for all graphs, we study only minimal bipartite deletions and minimal co-bipartite completions. We should also mention that computing minimum bipartite deletions and minimum co-bipartite completions are NP-hard problems [15] .
Minimal bipartite deletions
A minimal deletion is equivalent to a maximal spanning subgraph. If the input graph G is connected then there exists a connected bipartite deletion of G, since G has a spanning tree, and trees are bipartite. If G is not connected, then a minimal bipartite deletion of G is a collection of connected minimal bipartite deletions of the connected components of G. For this reason, we give results for connected input graphs here, and if G is disconnected then the results can be applied to each connected component of G separately. Since bipartite graphs are monotone, they are trivially also sandwich monotone. First we characterize minimal bipartite deletions.
Lemma 5.1. Let G be an arbitrary connected graph and let H be a bipartite deletion of G with bipartition (X, Y ). H is a minimal bipartite deletion of G if and only if H is connected and no deleted edge has one endpoint in X and one endpoint in Y .
Proof. Since bipartite graphs are sandwich monotone, by Observation 3.2 H is minimal if and only if no single deleted edge can be added back without destroying bipartiteness. Let H be a minimal bipartite deletion of G. If H is not connected, then any single deleted edge of G with endpoints in two different connected components of H can be added back without destroying bipartiteness, which gives a contradiction to the minimality of H. Hence H is connected, and therefore its bipartition (X, Y ) is unique (upon exchanging X and Y ). If there is any deleted edge that has one endpoint in X and the other in Y , then this deleted edge can be added back without destroying bipartiteness, which again contradicts the minimality of H. Hence, no such deleted edge can exist if H is minimal. For the other direction, assume that H is connected and all deleted edges have both their endpoints either within X or within Y . Since H is connected, all paths between pairs of vertices in X contain an odd number of vertices, and the same is true for Y . Hence no single edge can be added between endpoints that both belong to X or both belong to Y , since this will introduce an odd cycle and destroy bipartiteness. Since no single deleted edge can be added back, H is minimal.
Proof. Assume that G is connected (otherwise we compute the connected components of G is O(n+m) time, and apply the following algorithm to each of them in a total of O(n+m) time). By Lemma 5.1 we know that H must be connected. If H is disconnected, since G is connected, there are edges in D that can be added to H to obtain a connected bipartite graph H . This can be done by scanning all edges of D and adding them to H as long as no cycles are created, in a similar way as computing spanning trees and hence in O(n + m) time. Now, the obtained graph H is connected and it has a unique bipartition (X, Y ). This bipartition can be computed and all vertices can be marked with the set they belong to in O(n + m) time. Finally, we add all remaining edges of D with one endpoint in X and one endpoint in Y to H to obtain the desired bipartite deletion H . This takes O(|D|) = O(m) time. Let D be the set of all edges of D that are not added back during this process. Clearly, H = (V, Proof. Assume without loss of generality that G = (V, E) is an arbitrary connected graph. Let D = E. Clearly H = (V, E \ D) is a bipartite deletion of G. Apply the algorithm in the proof of Theorem 5.2 to find a minimal bipartite deletion of G in linear time. Since D = E we have the possibility of adding back any subset of the edges that gives a minimal deletion.
Minimal co-bipartite completions
By Observation 3.2 co-bipartite graphs are sandwich monotone. Co-bipartite graphs can be recognized in linear time, since BFS can be applied in the complement of a graph in time linear in the size of the input graph [8, 25] . A co-bipartition of a co-bipartite graph G is unique if and only if G is connected because of the unique bipartition of G. First we characterize minimal co-bipartite completions.
Lemma 5.4. Let G be an arbitrary graph and let V 1 , V 2 , . . . , V k be the vertex sets of the connected components of G. Let H be a co-bipartite completion of G and let (A, B) be a co-bipartition of H. H is a minimal co-bipartite completion of G if and only if H[V i ] is connected for 1 ≤ i ≤ k, and no fill edge has one endpoint in A and one endpoint in B.
Proof. Analogous to the discussion about threshold completions and deletions, observe that H is a minimal co-bipartite completion of G if and only if H is a minimal bipartite deletion of G, since adding edges to G is equivalent to removing edges from G, and H is co-bipartite if and only if H is bipartite. For each
] is connected and no fill edge of H[V i ] has one endpoint in A i and one endpoint in B i , for 1 ≤ i ≤ k. To complete the proof, observe there are no fill edges in H with an endpoint in A i and an endpoint in A j or B j with i = j, because there are no edges between V i and V j in G, which means that all edges between these two sets are present in G. Thus, no matter how the co-bipartition (A, B) of H is chosen, there are no fill edges between the two sides of the co-bipartition.
Theorem 5.5. Let H = (V, E ∪ F ) be a co-bipartite completion of an arbitrary graph G = (V, E). A minimal co-bipartite completion H = (V, E ∪ F ) of G, such that F ⊆ F can be computed in time O(n + m + |F |).
Proof. Observe first that n + m + |F | = Θ(n 2 ) because at least one side of the co-bipartition must contain Θ(n 2 ) edges in a co-bipartite graph. Hence |E(H)| = O(m + |F |). Therefore, we can compute G and H in O(n + m + |F |) time. By the discussion in the proof of Lemma 5.4, H is a bipartite deletion of G. By Theorem 5.2 we can compute a minimal bipartite deletion H of G, where H is a supergraph of H, in O(n + m + |F |) time. By the above discussion, H is then a minimal co-bipartite completion of G, and H is a subgraph of H. Now we give an algorithm for computing a co-bipartite completion of an input graph directly in time which is linear in the size of the input graph. Proof. Let G be the input graph. Compute the vertex sets V 1 , V 2 , . . . , V k of the connected components of G. For each connected graph G[V i ], compute a BFS tree T i of it. Since T i is bipartite and connected, we have a unique bipartition (A i , B i ) of T i . Now a co-bipartition (A, B) for the output graph can be chosen by placing A i and B i on opposite sides of the co-bipartition for each i. We define the output
] is connected, observe that every edge of T i is between A i and B i , and since we have not added any fill edges between A i and B i , the non-edges of G between these two sets remain non-edges in H and hence edges in H. Therefore, since each T i is connected, each H[V i ] is also connected.
For the running time, note that computing the connected components of G and a BFS on G can be performed in O(n + m) time by the results of [8, 25] . Moreover instead of adding the fill edges explicitly to H, which is time consuming, we just output the co-bipartition (A, B) . Since no fill edges are added between A and B, this together with the input graph defines the output graph uniquely. The total O(n + m) running time follows.
Minimal chain completions and deletions
Yannakakis introduced chain graphs and defined a bipartite graph to be a chain graph if one of the sides of the bipartition has nested neighborhood ordering [38] . He also showed that one side has this property if and only if both sides have the property. Chain graphs can be recognized in linear time [28] . It is also known that a graph is a chain graph if and only if it does not contain a vertex set inducing 2K 2 , C 3 , or C 5 as an induced subgraph [28] . Computing a minimum chain completion or a minimum chain deletion of a bipartite graph is an NP-hard problem [37] .
Theorem 6.1 ([28]).
A graph G is a chain graph if and only if G is bipartite and turning one side of the bipartition into a clique gives a threshold graph for any bipartition of G.
By Theorem 6.1, a chain graph G can have at most one connected component that contains an edge. Isolated vertices can belong to any side of the bipartition. We will here define a unique way of partitioning the vertices of a chain graph that we call chain partition, similar to threshold partition. Define X 0 to be the set of all isolated vertices of G. The remaining vertices induce a connected bipartite graph which thus has a unique bipartition (X, Y ). Partition X into (X 1 , X 2 , ..., X ) where Proof. Let G = (V, E) and G = (V, E ∪ F ) be two chain graphs such that E ∩ F = ∅ and F = ∅. We will show that there is an edge f ∈ F that can be removed from G so that the resulting graph remains a chain graph, from which the result follows by induction on the edges in F .
Let ((X 0 , X 1 , ..., X ), (Y 1 , Y 2 , ..., Y )) be the chain-partition of G . First we prove that if F contains an edge xy such that x ∈ X i and y ∈ Y i for some i ∈ {1, ..., } then removing xy from G results in a chain graph. Let G be the graph that we obtain after removing xy; that is,
. Thus the nested neighborhood ordering is maintained which implies that G is a chain graph. Now we prove that F contains at least one edge with one endpoint in X i and one endpoint in Y i , for some i satisfying 1 ≤ i ≤ . Assume for a contradiction that there are no edges in F with one endpoint in X i and the other in Y i . Hence for every edge xy ∈ F , x ∈ X j and y ∈ Y i , where 1 ≤ i < j ≤ . Since X j and Y i are non-empty, X i and Y j are non-empty, too by definition. Let x ∈ X i and y ∈ Y j . Edges xy and x y cannot belong to F and hence they are edges in E by our assumption. Edge x y is not an edge of G by the definition of chain partition, and hence it is not an edge of G either. Since xy is not an edge of G, {x, y , x , y} induces a 2K 2 in G contradicting that G is a chain graph.
Characterizing and extracting minimal chain completions and deletions
Speaking about chain completions of arbitrary graphs is only meaningful if every graph can be embedded in a chain graph by adding edges. Thus it is reasonable to restrict for chain completions the input graph to be a bipartite graph. However any graph can be turned into chain by deleting edges, thus, the input for chain deletion is an arbitrary graph. Lemma 6.3. Let G be a bipartite graph, and let H be a chain completion of G with chain partition ((X 0 , X 1 , ..., X ), (Y 1 , Y 2 , ..., Y )). H is a minimal chain completion of G if and only if no fill edge has one endpoint in X i and and one endpoint in Y i for some i ∈ {1, ..., }.
Proof. By sandwich monotonicity H is a minimal chain completion of G if and only if the removal of any single fill edge from H destroys the chain property. Assume that H is a minimal chain completion of G. Any fill edge with one endpoint in X i and one endpoint in Y i can be removed without destroying the chain property as we showed in the proof of Theorem 6.2, and hence there cannot be any such fill edges since H is minimal. If H is not minimal, then we know that there is a minimal chain completion M of G that is a subgraph of H such that E(G) ⊆ E(M ) ⊂ E(H). Hence by the proof of Theorem 6.2, there is an edge e ∈ E(H) \ E(M ), with one endpoint X i and one endpoint in Y i for some i ∈ {1, ..., }. This edge e is a fill edge, and the proof is complete. Now let us consider the problem of extracting a minimal chain completion H from any chain completion H of an arbitrary bipartite graph G.
Proof. Let (X = (X 0 , X 1 , ..., X ), Y = (Y 1 , ..., Y )) be the chain partition of H. Add edges between all pairs of vertices in Y to obtain a graph H t . By Theorem 6.1, H t is a threshold graph and hence a threshold completion of G. The chain partition of H is the threshold partition of H t , since all vertices of Y have neighbors in X. Let us run Algorithm Extr Min Threshold with input G and H t , and run it as long as there are unmarked vertices in X, and stop after the last vertex of X is processed. This modified algorithm will output a threshold completion H t of G such that H t is a subgraph of H t , and only fill edges between X and Y are removed. Let us remove all edges with both endpoints in Y from H t to obtain a bipartite graph H . Clearly H is a chain completion of G, and H is a subgraph of H. By the proof of Lemma 4.7, H is a minimal chain completion of G.
We need to argue that this can be done in time linear in the size of H. To do this, we do not actually add all edges between the vertices of Y before running the mentioned modified algorithm. Since we will only process the vertices of X, we do not need to compare their degrees to the largest clique in H t . So we simply sort all vertices of X by their degrees in H, and then process them in the sorted order, exactly in the same way as in Algorithm Extr Min Threshold, until the last vertex of X is processed. This takes O(n + m + |F |) time, since these steps only consider the edges between X and Y .
Next we consider chain deletions.
Lemma 6.5. Let G = (V, E) be an arbitrary graph, and let H be a chain deletion of G with chain partition (X = (X 0 , X 1 , ..., X ), Y = (Y 1 , ..., Y )). H is a minimal chain deletion of G if and only if no deleted edge uv has the following property: u ∈ X i−1 and v ∈ Y i for some 1 ≤ i ≤ , or u ∈ X and v ∈ X 0 .
Proof. Assume that a deleted edge uv has the described property. Let H be the graph obtained by adding uv to H. If u ∈ X i−1 and v ∈ Y i for some 1 ≤ i ≤ , then H remains bipartite and its bipartition is (X, Y ). Moreover X has a nested neighborhood ordering in H since N H (X i−1 \ {u}) ⊂ N H (u) ⊆ N H (X i ). If u ∈ X and v ∈ X 0 then (X \ {v}, Y ∪ {v}) is a bipartition of H and H admits the same chain partition as that of H except the sets X 0 and Y which become X 0 \ {v} and Y ∪ {v}, respectively. Hence H is a chain graph, and therefore H is not a minimal chain deletion of G. We have thus proved that if H is minimal then there cannot be any deleted edges as described.
For the opposite direction, assume that none of the deleted edges satisfies the mentioned property. We prove that the addition of any deleted edge results in a non-chain graph in this case, from which we can conclude that H is minimal by the sandwich monotonicity of chain graphs. Let uv be a deleted edge, and let H be the graph obtained by adding uv to H. Then uv is one of the following three types: (i) either u, v ∈ Y or u, v ∈ X \ X 0 , (ii) u ∈ X i−1 and v ∈ Y j , for some 1 ≤ i < j ≤ , (iii) either u ∈ X 0 and v ∈ X \ (X 0 ∪ X ), or u, v ∈ X 0 and ≥ 1. If uv is of type (i) then H is not bipartite since H − X 0 is a connected bipartite graph with a unique bipartition and both endpoints of uv belong to the same side of bipartition which gives an odd cycle in H . If uv is of type (ii) then there exist x ∈ X i and y ∈ Y i , such that {x, y, u, v} induces a 2K 2 in H , since x is not adjacent to v and y is not adjacent to u, and hence H is not chain. If uv is of type (iii) then in both subcases we again obtain a 2K 2 in H induced by {x, y, u, v}, where x ∈ X and y ∈ Y , since y is not adjacent to v.
Next we consider the problem of extracting a minimal chain deletion from any chain deletion H of an arbitrary graph G.
v ∈ X j and a vertex of Y j+1 = U , whenever Y j = U , neither between v ∈ X j−1 and a vertex of Y j = U , whenever Y j = U . We need also to show that the rest of the marked vertices still have no deleted edge incident to them as described in Lemma 6.5. Observe that vertices of X i+1 , . . . , X are marked since they have degree greater than v and, thus, there is no deleted edge between a vertex of X k and a vertex of Y k+1 , for i + 1 ≤ k ≤ − 1. This implies that between X j and Y j+1 there are no deleted edges and between X j−1 and Y j there are no deleted edges since X j−1 = X j−1 or X j−1 = X j−1 ∪ {v} and Y j ⊆ Y j , for an index j satisfying i < j ≤ . Moreover if X i = {v} then there is no deleted edge incident to a visited vertex of X i ⊆ X i and a vertex of Y i+1 = Y i+1 . If X i = {v} then X i = X i−1 and Y i+1 = Y i+1 which means that there are some new non-edges in the resulting graph between X i and Y i+1 and also between X i−1 = X i−2 and Y i = Y i ∪ Y i−1 . However in that case we know that every vertex of X i−1 ∪ . . . ∪ X 1 ∪ X 0 has degree strictly less than v ∈ X i and, hence, no vertex of that set is marked. Thus at each step of the algorithm there is no deleted edge incident to a marked vertex with one of the two properties given in Lemma 6.5. Therefore by marking all vertices of X we know that at the end there are no deleted edges that can be added by Lemma 6.5 which implies that the computed graph is a minimal chain deletion of G.
For the running time observe that the chain-partition of H and the degree sequence of H are computed in O(n + m) time. We sort the vertices by their degree in H according to a non-increasing order which is required in order to visit the vertices according to their degrees in H. Note that vertices of X that are not visited maintain the same degree since no edge is added incident to them. If v ∈ X then we find the proper set X 0 \ U by checking its adjacency in G and update at most Proof. Let G = (V, E) be an arbitrary graph, let D = E, and H = (V, E \ D). Since an edgeless graph is a chain graph, H is a chain deletion of G. Now, use the algorithm in the proof of Theorem 6.6 to find a minimal chain deletion of G in O(n + m) time. Since D = E, we have the possibility of reaching any minimal chain deletion of G.
Computing a minimal chain completion of a bipartite graph directly
Here we give an algorithm for computing a minimal chain completion of a bipartite graph G in time O(n + m). Proof. Let G be a bipartite graph and let (X, Y ) be a bipartition of G. We start by computing an order of the vertices of X such that d G (x 1 ) ≥ d G (x 2 ) ≥ . . . ≥ d G (x |X| ) which can be done in O(n + m) time. Initially, we set H = G. Starting from x 1 , and continuing towards x |X| , we add edges to H to make x i adjacent to all vertices of N G ({x i+1 , x i+2 , . . . , x |X| }). At the end H remains bipartite and x 1 , . . . , x |X| is a nested neighborhood ordering. Therefore H is a chain graph, and thus a chain completion of G.
Regarding minimality, consider any fill edge xy. We know that x ∈ X and y ∈ Y . Then y must have a neighbor z ∈ X such that yz ∈ E(G), which made it necessary to add the fill edge xy; hence d G (x) ≥ d G (z). Therefore there is another vertex w ∈ N G (x) and w / ∈ N G (z). (Note that if N G (x) = N G (z) then xy is not a fill edge.) But then the removal of the fill edge xy results in a Table 1 : Summary of known results for minimal completions and deletions. The input is an arbitrary graph G = (V, E) whereas in the extraction columns the graph H = (V, E ∪F ) is assumed to be given as a completion and the graph H = (V, E \ D) as a deletion. The asterisk denotes that the corresponding result is obtained in this work, and the dash denotes that the combination is not meaningful. For graph classes that are not listed here, no results are known in any of the columns.
non-chain graph since we obtain a 2K 2 induced by the vertices {w, x, y, z}. Hence we cannot remove any single fill edge without destroying chain property, and therefore H is a minimal chain completion of G by Theorem 6.2. To achieve a time bound of O(n+m), for each vertex x i ∈ X, starting from v 1 , we give its neighbors the label i, 1 ≤ i ≤ |X|. Thus at the end, each vertex of Y with label k knows that it must be adjacent to every vertex from x 1 to x k given in the ordering computed previously of X. Outputting an explicit representation of H (for example, given by its adjacency list representation) requires linear time in the size of H rather than G. Instead, we give a representation of H in O(n) space, which means that we do not explicitly add the fill edges. We output both the sequence x 1 , x 2 , ..., x |X| and for every vertex of Y its label. This defines uniquely the minimal chain completion H. Therefore all steps can be done in total time O(n + m).
Concluding remarks
In Table 1 we summarize our results by presenting them together with previously known results obtained for other graph classes. For each graph class we give whether the class is sandwich monotone, the best known running time of an algorithm for computing a minimal completion (MC) or a minimal deletion (MD) of an arbitrary graph into this class, and the best known running time of an algorithm for extracting minimal completions or deletions into this class from a given completion or deletion.
It has been shown recently that minimum completions of arbitrary graphs into weakly chordal graphs are NP-hard to compute [7] . We would like to know whether weakly chordal graphs are sandwich monotone. Also, we repeat the open question of [2] : are chordal bipartite graphs sandwich monotone? In addition, we would like to know whether minimum completions of arbitrary bipartite graphs into chordal bipartite graphs are NP-hard to compute.
As a final remark, we mention another possible measure of monotonicity of graph properties. Sandwich monotonicity is a relaxation of monotonicity, hence more graph properties are sandwich monotone than those that are monotone. A natural way to relax sandwich monotonicity is the following: A property P is called edge monotone if for every graph G that satisfies P there is an edge of G that can be removed without destroying the property P. This also implies that between two graphs satisfying P there is a sequence of graphs on the same vertex set with one edge difference satisfying P, but now that sequence is not necessarily monotonic (increasing or decreasing). It follows that every sandwich monotone property is edge monotone, hence there are even more properties that are edge monotone. However not all graph classes are edge monotone, hence it might be interesting to characterize edge monotone graph properties.
Appendix A
Here we show that the classes of perfect graphs, comparability graphs, interval graphs, proper interval graphs, cographs, trivially perfect graphs, permutation graphs, and (C 5 , C 6 , . . .)-free graphs are not sandwich monotone. Proper definitions and details about the graph classes can be found in [17] . In all cases we present a graph that belongs to C with two labeled edges. Removing one of the labeled edges results a graph not in C. But removing both edges results a graph belonging to C. Thus between two graphs of C on the same vertex set there is no graph of C which implies that C is not sandwich monotone. 
