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Abstract
An inverse spectral problem is studied for a non-selfadjoint Sturm–Liouville operator on a finite interval
with an arbitrary behavior of the spectrum. The spectral data introduced generalize the classical discrete
spectral data corresponding to the specification of the spectral function in the selfadjoint case. The con-
nection with other types of spectral characteristics is investigated and a uniqueness theorem is proved.
A constructive procedure for solving the inverse problem is given.
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1. Introduction
Consider the following boundary value problem L = L(q(x),h,H):
y := −y′′ + q(x)y = λy, 0 < x < π, (1)
U(y) := y′(0) − hy(0) = 0, V (y) := y′(π) + Hy(π) = 0, (2)
where q(x) ∈ L(0,π) is a complex-valued function and h,H are complex numbers. Let {λn}n0
be the spectrum of L. Denote by ϕ(x,λ) a solution of Eq. (1) satisfying the initial conditions
ϕ(0, λ) = 1, ϕ′(0, λ) = h. (3)
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from its spectral characteristics was investigated fairly completely (see [1–7] and the references
therein). In particular, applying the transformation operator Marchenko [2] proved that a self-
adjoint Sturm–Liouville operator on the half-line or a finite interval is determined uniquely by
specifying its spectral function. For a finite interval this corresponds to the specification of the
classical discrete spectral data {λn,αn}n0, where αn are weight numbers defined by the for-
mula
αn =
π∫
0
ϕ2(x,λn) dx.
For the non-selfadjoint case the specification of {λn,αn}n0 also determines the operator
uniquely when the spectrum is simple [7]. Moreover, in [7] by the method of spectral mappings
a constructive procedure for solving the inverse problem was obtained along with necessary and
sufficient conditions for its solvability, and also the stability of the solution was proved. Some
generalization of the weight numbers for a multiple spectrum was suggested in [8], where it
was shown that the potential q(x) is uniquely determined by all classical types of spectral data:
the spectra of two boundary value problems for Eq. (1) with one common boundary condition,
the spectrum together with Dirichlet (or Neumann) boundary values of eigen- and associated
functions, the spectrum together with the generalized weight numbers, and the principal parts
of the m-function at its poles. The proof of this statement requires that q(x) satisfies a certain
restriction in addition to being integrable. Here it will be shown that no such restriction is neces-
sary.
In the present paper we introduce and investigate other generalized weight numbers (see
also [9]), which seem more natural, since unlike those in [8] they depend only on the eigen-
and associated functions. These generalized weight numbers are connected in a natural way with
coefficients of main parts of the Weyl function in neighborhoods of eigenvalues. In Section 2 the
definition of the generalized spectral data is given. The connection with other types of spectral
characteristics, namely with the Weyl function and with the two spectra, is investigated. Various
formulations of the inverse problem are given and their equivalence is shown. Developing the
ideas of the method of spectral mappings [7,10,11] we prove in Section 3 that the specification
of the generalized spectral data determines the potential q(x) and the coefficients h,H of the
boundary conditions uniquely and provide in Section 4 a constructive procedure (Algorithm 1)
for solving the inverse problem.
2. Generalized spectral data. Inverse problem
Let the function ψ(x,λ) be a solution of Eq. (1) under the conditions
ψ(π,λ) = 1, ψ ′(π,λ) = −H. (4)
For every fixed x ∈ [0,π] the functions ϕ(x,λ), ψ(x,λ) and their derivatives with respect to x
are entire in λ. The eigenvalues λn, n  0, of the problem L coincide with the zeros of its
characteristic function (λ) := 〈ψ(x,λ),ϕ(x,λ)〉, where 〈y, z〉 := yz′ − y′z. Clearly,
(λ) = V (ϕ) = −U(ψ). (5)
It is known (see, e.g., [3]) that the spectrum {λn}n0 has the asymptotics
ρn :=
√
λn = n + O
(
1
)
. (6)n
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{n: n ∈ N, λn−1 = λn} ∪ {0}. Note that by virtue of (6) for sufficiently large n we have mn = 1.
Denote
ϕν(x,λ) = 1
ν!
dν
dλν
ϕ(x,λ), ψν(x,λ) = 1
ν!
dν
dλν
ψ(x,λ).
Hence, for ν  1, n ∈ S, we have
ϕν(x,λn) = λnϕν(x,λn) + ϕν−1(x,λn), ϕν(0, λn) = ϕ′ν(0, λn) = 0,
ψν(x,λn) = λnψν(x,λn) + ψν−1(x,λn), ψν(π,λn) = ψ ′ν(π,λn) = 0.
}
(7)
Moreover, (5) yields
V
(
ϕν(x,λn)
)= −U(ψν(x,λn))= 1
ν!
(ν)(λn) = 0, ν = 0,mn − 1.
Put
ϕn+ν(x) = ϕν(x,λn), ψn+ν(x) = ψν(x,λn), n ∈ S, ν = 0,mn − 1. (8)
Thus, {ϕn(x)}n0, {ψn(x)}n0 are complete systems of eigen- and associated functions of the
boundary value problem L. Together with the eigenvalues λn we consider generalized weight
numbers αn, n 0, determined in the following way:
αk+ν =
π∫
0
ϕk+ν(x)ϕk+mk−1(x) dx, k ∈ S, ν = 0,mk − 1. (9)
We note that the numbers αn for sufficiently large n coincide with the classical weight numbers
for the Sturm–Liouville operator (see, e.g., [7]).
Definition 1. The numbers {λn,αn}n0 are called the generalized spectral data of L.
Consider the following inverse problem.
Inverse Problem 1. Given the generalized spectral data {λn,αn}n0, construct the function q(x)
and the coefficients h, H of the boundary conditions.
Let the functions S(x,λ), Φ(x,λ) be solutions of Eq. (1) under the conditions
S(0, λ) = V (Φ) = 0, S′(0, λ) = U(Φ) = 1.
The functions Φ(x,λ) and M(λ) := Φ(0, λ) are called the Weyl solution and the Weyl function
for L, respectively. Obviously,
Φ(x,λ) = −ψ(x,λ)
(λ)
= S(x,λ) + M(λ)ϕ(x,λ), (10)〈
ϕ(x,λ),Φ(x,λ)
〉≡ 1, (11)
M(λ) = −
0(λ)
(λ)
, 0(λ) := ψ(0, λ). (12)
The function 0(λ) is the characteristic function of the boundary value problem for Eq. (1) with
the boundary conditions y(0) = 0, V (y) = 0. Let {λ0n}n0 be its spectrum. Clearly, {λn}n0 ∩
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(see, e.g., [7]),
(λ) = π(λ0 − λ)
∞∏
n=1
λn − λ
n2
, 0(λ) =
∞∏
n=0
λ0n − λ
(n + 1/2)2 . (13)
Using the known method (see, e.g., [4]) one can prove the following auxiliary assertion.
Lemma 1.
(i) Let λ = ρ2, τ = Imρ. For |ρ| → ∞,
ϕ(x,λ) = cosρx + O
(
1
ρ
exp
(|τ |x)),
ϕ′(x,λ) = −ρ sinρx + O(exp(|τ |x)),
⎫⎪⎬⎪⎭ (14)
ψ(x,λ) = cosρ(π − x) + O
(
1
ρ
exp
(|τ |(π − x))),
ψ ′(x,λ) = ρ sinρ(π − x) + O(exp(|τ |(π − x)))
⎫⎪⎬⎪⎭ (15)
uniformly with respect to x ∈ [0,π].
(ii) Fix δ > 0. Then for sufficiently large |λ|,∣∣(λ)∣∣ Cδ|ρ| exp(|τ |π), λ ∈ Gδ, (16)
where Gδ = {λ = ρ2: |ρ − k| δ, k ∈ Z}.
Theorem 1. The following representation holds:
M(λ) =
∑
n∈S
mn−1∑
ν=0
Mn+ν
(λ − λn)ν+1 , (17)
where the coefficients Mn and the generalized weight numbers αn determine each other uniquely
by the formula
ν∑
k=0
αn+ν−kMn+mn−k−1 = δν,0, n ∈ S, ν = 0,mn − 1. (18)
Proof. Consider the contour integral
IN(λ) = 12πi
∫
ΓN
M(μ)
λ − μ dμ, λ ∈ intΓN,
where the contour ΓN := {λ: |λ| = (N+1/2)2}, N ∈ N, is assumed to have the counterclockwise
circuit. According to (6) we have ΓN ⊂ Gδ for sufficiently large N and sufficiently small fixed
δ > 0. By virtue of (12), (15), (16) we obtain the estimate∣∣M(λ)∣∣ C , λ ∈ Gδ,|ρ|
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lim
N→∞ IN(λ) = 0. (19)
On the other hand, using the residue theorem we calculate
IN(λ) = −M(λ) +
∑
n∈S,λn∈intΓN
Res
μ=λn
M(μ)
λ − μ, λ ∈ intΓN \ {λn}n0. (20)
We note that
Res
μ=λn
M(μ)
λ − μ =:
mn−1∑
ν=0
Mn+ν
(λ − λn)ν+1
is the principal part of the Weyl function M(λ) in a neighborhood of λn, which together with (19),
(20) gives (17).
It remains to prove that the coefficients Mn are connected with the numbers αn by the rela-
tion (18). Using (12) one can calculate
ν∑
k=0
Mn+mn−k−1mn+ν−k,n = −ψn+ν(0), n ∈ S, ν = 0,mn − 1, (21)
where p,n = (p)(λn)/(p!). Obviously, ψn(x) = ψn(0)ϕn(x), n ∈ S. Moreover, by virtue of
(7), (8) induction gives
ψn+ν(x) =
ν∑
j=0
ψn+j (0)ϕn+ν−j (x), n ∈ S, ν = 0,mn − 1. (22)
Further, since
−ϕ′′(x,λ) + q(x)ϕ(x,λ) = λϕ(x,λ), −ψ ′′(x,μ) + q(x)ψ(x,μ) = μψ(x,μ),
we get(
ϕ(x,λ)ψ ′(x,μ) − ψ(x,μ)ϕ′(x,λ))′ = (λ − μ)ϕ(x,λ)ψ(x,μ),
and (2)–(5) yield
(λ) − (μ)
λ − μ = −
π∫
0
ϕ(x,λ)ψ(x,μ)dx.
Hence,
d
dλ
(λ) = −
π∫
0
ϕ(x,λ)ψ(x,λ)dx
and we calculate
mn+ν,n = −
1
mn + ν
mn+ν−1∑
j=0
π∫
ψj (x,λn)ϕmn+ν−1−j (x, λn) dx, ν  0.0
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mn+ν,n = −
π∫
0
ψn+ν(x)ϕn+mn−1(x) dx, n ∈ S, ν = 0,mn − 1. (23)
Substituting (22) in (23) and taking (9) into account, we arrive at
mn+ν,n = −
ν∑
j=0
αn+ν−jψn+j (0), n ∈ S, ν = 0,mn − 1. (24)
Finally, substituting (24) in (21) we get
ν∑
j=0
ψn+ν−j (0)
j∑
k=0
αn+j−kMn+mn−k−1 = ψn+ν(0), n ∈ S, ν = 0,mn − 1.
Since ψn(0) = 0, n ∈ S, by induction we obtain (18). 
Consider the following inverse problems.
Inverse Problem 2. Given the two spectra {λn}n0, {λ0n}n0, construct the function q(x) and
the coefficients h, H of the boundary conditions.
Inverse Problem 3. Given the Weyl function M(λ), construct the function q(x) and the coeffi-
cients h, H of the boundary conditions.
Remark 1. According to (12), (13), (17), (18), Inverse Problems 1–3 are equivalent. The numbers
{λn,Mn}n0 can also be used as spectral data.
3. The uniqueness theorem
We agree that together with L we consider a boundary value problem L˜ = L(q˜(x), h˜, H˜ ) of
the same form but with other coefficients. If a certain symbol γ denotes an object related to L,
then this symbol with tilde γ˜ denotes the analogous object related to L˜ and γˆ := γ − γ˜ .
Theorem 2. If λn = λ˜n, αn = α˜n, n  0, then L = L˜, i.e. q(x) = q˜(x) a.e. on (0,π), h = h˜
and H = H˜ . Thus, the specification of the generalized spectral data {λn,αn}n0 determines the
boundary value problem (1), (2) uniquely.
Proof. According to Remark 1 it is sufficient to prove that if M(λ) = M˜(λ), then L = L˜. Define
the matrix P(x,λ) = [Pjk(x,λ)]j,k=1,2 by the formula
P(x,λ)
[
ϕ˜(x, λ) Φ˜(x,λ)
ϕ˜′(x,λ) Φ˜ ′(x,λ)
]
=
[
ϕ(x,λ) Φ(x,λ)
ϕ′(x,λ) Φ ′(x,λ)
]
. (25)
Using (11) and (25) we calculate
Pj1(x,λ) = ϕ(j−1)(x, λ)Φ˜ ′(x,λ) − Φ(j−1)(x, λ)ϕ˜′(x,λ),
Pj2(x,λ) = Φ(j−1)(x, λ)ϕ˜(x,λ) − ϕ(j−1)(x, λ)Φ˜(x,λ),
}
(26)
ϕ(x,λ) = P11(x,λ)ϕ˜(x,λ) + P12(x,λ)ϕ˜′(x,λ),
Φ(x,λ) = P11(x,λ)Φ˜(x,λ) + P12(x,λ)Φ˜ ′(x,λ).
}
(27)
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P11(x,λ) = 1 + 1
(λ)
(
ψ(x,λ)
(
ϕ˜′(x,λ) − ϕ′(x,λ))− ϕ(x,λ)(ψ˜ ′(x,λ) − ψ ′(x,λ))),
P12(x,λ) = 1
(λ)
(
ϕ(x,λ)ψ˜(x,λ) − ψ(x,λ)ϕ˜(x,λ)).
By virtue of (14)–(16) this yields
P11(x,λ) = 1 + O
(
1
ρ
)
, P12(x,λ) = O
(
1
ρ
)
, λ ∈ Gδ, (28)
P22(x,λ) = 1 + O
(
1
ρ
)
, P21(x,λ) = O(1), λ ∈ Gδ, (29)
uniformly with respect to x ∈ [0,π]. On the other hand, according to (10) and (26),
P11(x,λ) = ϕ(x,λ)S˜′(x,λ) − S(x,λ)ϕ˜′(x,λ) +
(
M˜(λ) − M(λ))ϕ(x,λ)ϕ˜′(x,λ),
P12(x,λ) = S(x,λ)ϕ˜(x,λ) − ϕ(x,λ)S˜(x,λ) +
(
M(λ) − M˜(λ))ϕ(x,λ)ϕ˜(x,λ).
Thus, if M(λ) ≡ M˜(λ), then for each fixed x, the functions P11(x,λ) and P12(x,λ) are entire
in λ. Together with (28) this yields P11(x,λ) ≡ 1, P12(x,λ) ≡ 0. Substituting into (27) we get
ϕ(x,λ) ≡ ϕ˜(x, λ) for all x and λ and consequently L = L˜. 
4. Main equation. Solution of the inverse problem
Let the spectral data {λn,αn}n0 of L = L(q(x),h,H) be given. We choose an arbitrary
model boundary value problem L˜ = L(q˜(x), h˜, H˜ ) (e.g., one can take q˜(x) ≡ 0, h˜ = 0, H˜ = 0).
Denote λn,0 := λn, λn,1 := λ˜n, Mn,0 := Mn, Mn,1 := M˜n, ϕn,i(x) := ϕ(x,λn,i), ϕ˜n,i (x) :=
ϕ˜(x, λn,i), S0 := S, S1 := S˜, mn,0 := mn, mn,1 := m˜n,
D(x,λ,μ) := 〈ϕ(x,λ),ϕ(x,μ)〉
λ − μ , Dν,η(x,λ,μ) :=
1
ν!η!
∂ν+η
∂λνμη
D(x,λ,μ).
For i, j = 0,1, n ∈ Si , put
An+ν,i (x, λ) :=
mn,i−1∑
p=ν
Mn+p,iD0,p−ν(x,λ,λn,i),
Pn+ν,i;k,j (x) = 1
ν!
∂ν
∂λν
Ak,j (x,λ)
∣∣∣
λ=λn,i
,
where k  0, ν = 0,mn,i − 1. Analogously we define D˜(x,λ,μ), D˜ν,η(x,λ,μ), A˜n,i(x, λ) and
P˜n,i;k,j (x), n, k  0, i, j = 0,1, replacing ϕ with ϕ˜ in the above definitions.
By the same way as in [7], using (6), (9), (14), (18) and Schwarz’s lemma [12], we get the
following estimates as n, k  0, i, j = 0,1:
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n + 1 ,
∣∣Pn,i;k,j (x)∣∣ C|n − k| + 1 ,∣∣Pn,i;k,0(x) − Pn,i;k,1(x)∣∣ C
(k + 1)(|n − k| + 1) ,∣∣Pn,0;k,j (x) − Pn,1;k,j (x)∣∣ C
(n + 1)(|n − k| + 1) ,∣∣Pn,0;k,0(x) − Pn,1;k,0(x) − Pn,0;k,1(x) + Pn,1;k,1(x)∣∣ C
(n + 1)(k + 1)(|n − k| + 1) .
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(30)
The analogous estimates are also valid for ϕ˜n,i (x), P˜n,i;k,j (x).
Lemma 2. The following relation holds:
ϕ˜n,i (x) = ϕn,i(x) +
∞∑
k=0
(
P˜n,i;k,0(x)ϕk,0(x) − P˜n,i;k,1(x)ϕk,1(x)
)
, n 0, i = 0,1, (31)
where the series converges absolutely and uniformly with respect to x ∈ [0,π].
Proof. Let real numbers a, b be such that a < min Reλn,i , b > max|Imλn,i |, n 0, i = 0,1. In
the λ-plane consider closed contour γN := ∂ΩN (with counterclockwise circuit), where ΩN =
{λ: a  Reλ (N + 1/2)2, |Imλ| b}. By the standard method (see [7]), using (10), (26)–(28)
and Cauchy’s integral formula [12], we obtain the representation
ϕ˜(x, λ) = ϕ(x,λ) + 1
2πi
∫
γN
M̂(μ)D˜(x,λ,μ)ϕ(x,μ)dμ + εN(x,λ), (32)
where
lim
N→∞
∂ν
∂λν
εN(x,λ) = 0, ν  0,
uniformly with respect to x ∈ [0,π] and λ on bounded sets. Calculating the integral in (32) by
the residue theorem [12] and using (17) we get
1
2πi
∫
γN
M̂(μ)D˜(x,λ,μ)ϕ(x,μ)dμ =
N∑
k=0
(
A˜k,0(x,λ)ϕk,0(x) − A˜k,1(x,λ)ϕk,1(x)
)
for sufficiently large N. Passing to the limit in (32) as N → ∞ we obtain
ϕ˜(x, λ) = ϕ(x,λ) +
∞∑
k=0
(
A˜k,0(x,λ)ϕk,0(x) − A˜k,1(x,λ)ϕk,1(x)
)
.
Differentiating this with respect to λ the corresponding number of times and then taking λ = λn,i ,
we arrive at (31). 
For each fixed x ∈ [0,π] the relation (31) can be considered as a system of linear equations
with respect to ϕn,i(x), n  0, i = 0,1. But the series in (31) converges only “with brackets,”
i.e. the terms in them cannot be dissociated. Therefore, it is inconvenient to use (31) as a main
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space of bounded sequences (see (35)).
Let w be the set of indices u = (n, i), n 0, i = 0,1. For each fixed x ∈ [0,π] we define the
vector
φ(x) = [φu(x)]Tu∈w = [φn,0(x),φn,1(x)]Tn0
(where T is the sign for transposition) by the formula[
φn,0(x)
φn,1(x)
]
=
[
n + 1 −(n + 1)
0 1
][
ϕn,0(x)
ϕn,1(x)
]
.
Note that if φn,0, φn,1 are given, then ϕn,0, ϕn,1 can be found by the formula[
ϕn,0(x)
ϕn,1(x)
]
=
[
(n + 1)−1 1
0 1
][
φn,0(x)
φn,1(x)
]
. (33)
Consider also a block-matrix
H(x) = [Hu;v(x)]u,v∈w = [Hn,0;k,0(x) Hn,0;k,1(x)Hn,1;k,0(x) Hn,1;k,1(x)
]
n,k0
, u = (n, i), v = (k, j),
where[
Hn,0;k,0(x) Hn,0;k,1(x)
Hn,1;k,0(x) Hn,1;k,1(x)
]
=
[
n + 1 −(n + 1)
0 1
]
×
[
Pn,0;k,0(x) Pn,0;k,1(x)
Pn,1;k,0(x) Pn,1;k,1(x)
][
(k + 1)−1 1
0 −1
]
.
Analogously we introduce φ˜n,i (x), φ˜(x) and H˜n,i;k,j (x), H˜ (x) by the replacement of ϕn,i(x),
Pn,i;k,j (x) in the preceding definitions with ϕ˜n,i (x), P˜n,i;k,j (x), respectively. Using (30) we get
the estimates∣∣φn,i(x)∣∣, ∣∣φ˜n,i (x)∣∣ C, ∣∣Hn,i;k,j (x)∣∣, ∣∣H˜n,i;k,j (x)∣∣< C
(k + 1)(|n − k| + 1) . (34)
Consider the Banach space B of bounded sequences a = [au]u∈w with the norm ‖a‖B =
supu∈w |au|. It follows from (34) that for each fixed x ∈ [0,π] the operators I + H˜ (x) and
I − H(x) (here I is the identity operator), acting from B to B, are linear bounded ones, and
∥∥H(x)∥∥
B→B,
∥∥H˜ (x)∥∥
B→B  C sup
n0
∞∑
k=0
1
(k + 1)(|n − k| + 1) < ∞.
Theorem 3. For each fixed x ∈ [0,π] the vector φ(x) ∈ B satisfies the equation
φ˜(x) = (I + H˜ (x))φ(x) (35)
in the Banach space B.
Proof. We rewrite (31) in the form[
ϕ˜n,0(x)
ϕ˜n,1(x)
]
=
[
ϕn,0(x)
ϕn,1(x)
]
+
∞∑[ P˜n,0;k,0(x) −P˜n,0;k,1(x)
P˜n,1;k,0(x) −P˜n,1;k,1(x)
][
ϕk,0(x)
ϕk,1(x)
]
, n 0.k=0
748 S.A. Buterin / J. Math. Anal. Appl. 335 (2007) 739–749Substituting here (33) and taking into account our notations we arrive at
φ˜n,i (x) = φn,i(x) +
∑
k,j
H˜n,i;k,j (x)φk,j (x), (n, i), (k, j) ∈ w,
which is equivalent to (35). 
For each fixed x ∈ [0,π] the relation (35) can be considered as a linear integral equation
with respect to φ(x). This equation is called the main equation of the inverse problem. Thus,
the nonlinear inverse problem is reduced to the solution of the linear equation. Let us prove the
unique solvability of the main equation.
Theorem 4. For each fixed x ∈ [0,π] the operator I + H˜ (x) has a bounded inverse operator,
i.e. the main equation (35) is uniquely solvable.
Proof. Acting in the same way as in Lemma 2 and using (29), we obtain
D˜(x,λ,μ) − D(x,λ,μ) = 1
2πi
∫
γN
D˜(x,λ, ξ)M̂(ξ)D(x, ξ,μ)dξ + ε1N(x,λ,μ),
where
lim
N→∞
∂ν+j
∂λν∂μj
ε1N(x,λ,μ) = 0, ν, j  0,
uniformly with respect to x ∈ [0,π] and λ,μ on bounded sets. Calculating the integral by the
residue theorem and passing to the limit as N → ∞ we obtain
D˜(x,λ,μ) − D(x,λ,μ) =
1∑
p=0
(−1)p
∑
l∈Sp
ml,p−1∑
ν=0
Dν,0(x,λl,p,μ)A˜l+ν,p(x,λ).
According to the definition of Pn,i;k,j (x), P˜n,i;k,j (x) we arrive at
P˜n,i;k,j (x) − Pn,i;k,j (x) =
∞∑
l=0
(
P˜n,i;l,0(x)Pl,0;k,j (x) − P˜n,i;l,1(x)Pl,1;k,j (x)
)
,
n, k  0, i, j = 0,1.
Further, taking the definition of Hn,i;k,j (x), H˜n,i;k,j (x) into account we get
H˜n,i;k,j (x) − Hn,i;k,j (x) =
∑
l,p
H˜n,i;l,p(x)Hl,p;k,j (x), (n, i), (k, j), (l,p) ∈ w,
which is equivalent to (I + H˜ (x))(I − H(x)) = I. Symmetrically one gets (I − H(x))×
(I + H˜ (x)) = I. Hence the operator (I + H˜ (x))−1 exists, and it is a linear bounded operator. 
Using the solution of the main equation one can construct the function q(x) and the coeffi-
cients h,H of the boundary conditions. Thus, we obtain the following algorithm for solving the
inverse problem.
S.A. Buterin / J. Math. Anal. Appl. 335 (2007) 739–749 749Algorithm 1. Let the spectral data {λn,αn}n0 be given. Then
(i) construct Mn, n 0, by solving the linear systems (18);
(ii) choose L˜ and calculate φ˜(x) and H˜ (x);
(iii) find φ(x) by solving Eq. (35) and calculate ϕn,0(x) via (33);
(iv) choose n ∈ S (e.g., n = 0) and construct q(x),h,H by formulae
q(x) = ϕ
′′
n,0(x)
ϕn,0(x)
+ λn, h = ϕ′n,0(0), H = −
ϕ′n,0(π)
ϕn,0(π)
.
Remark 2. In the particular case when λn = λ˜n, αn = α˜n for n > N (let for definiteness N + 1 ∈
S ∩ S˜) according to (31) and the definition of ϕn,i(x), P˜n,i;k,j (x) the main equation becomes a
linear algebraic system
ϕ˜n,i (x) = ϕn,i(x) +
N∑
k=0
(
P˜n,i;k,0(x)ϕk,0(x) − P˜n,i;k,1(x)ϕk,1(x)
)
, n = 0,N, i = 0,1,
whose determinant does not vanish for any x ∈ [0,π] by virtue of Theorem 4.
Remark 3. Using the main equation (35) and the method of spectral mappings [10,11] one can
also obtain necessary and sufficient conditions for the solvability of the inverse problem similarly
to the case of a simple spectrum [7].
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