A parallel fast direct solver based on the Divide & Conquer method for linear systems with separable block tridiagonal matrices is considered. Such systems appear, for example, when discretizing the Poisson equation in a rectangular domain using the ve{point nite di erence scheme or the piecewise linear nite elements on a triangulated rectangular mesh. The Divide & Conquer method has the arithmetical complexity O(N log N), and it is closely related to the cyclic reduction, but instead of using the matrix polynomial factorization the so{called partial solution technique is employed. The method is presented and analyzed in a general base q framework and based on this analysis, the base four variant is chosen for parallel implementation using the MPI standard. The generalization of the method to the case of arbitrary block dimension is described. The numerical experiments show the sequential e ciency and numerical stability of the considered method compared to the well{known BLKTRI{implementation of the generalized cyclic reduction. The good scalability properties of the parallel Divide & Conquer method are demonstrated in a distributed memory Cray T3E computer.
Introduction
The fast direct solution of linear elliptic boundary value problems has received continuous attention since 1965, when R. W. Hockney published the paper 13] . During this time, various e cient algorithms have been proposed by several authors. Such methods include, for example, the methods based on the fast Fourier transform 13], the cyclic reduction algorithm 8 The parallelization of these methods has also gained a lot of interest. In 22] , 27], the parallel version of the fast Fourier transform solver is considered and analyzed and in 30], such an approach has been developed for three{dimensional problems. The parallel FACR{method is studied in 7] , 15] in the framework of shared memory and vector computers. The parallel implementation of the cyclic reduction algorithm using the partial fraction expansions of rational matrix functions was originally introduced by R. A. Sweet in 1986 and further discussed in 11], 29] .
In this paper, we are concerned with a di erent approach which was originally introduced in 31] and further considered in 16] . The base two variant of 31] was generalized into a base q variant in 18], and it was named Divide & Conquer method (DC{method). By base q variant (q 2), we mean that at each level, the number and the size of the arising problems change by the factor q. Furthermore, the method in 18] can be used in the case of linear systems with separable block band matrices arising, for example, from second{order and fourth{order partial di erential equations.
In the case of Poisson equation discretized on uniform meshes, the base two DC{method can be viewed as a special variant of the cyclic odd{even reduction 20] . On the other hand, the parallel algorithm introduced in 10] can be considered as a one{level base n p version of the DC{method, where n p is the number of processes. This method involves the use of FFT for solving the arising interface Schur complement systems and it is applicable only in the case of uniform discretization meshes. Instead of employing the standard matrix polynomial factorization or FFT, the DC{method utilizes the so{called partial solution technique 3], 17] to solve the arising reduced systems. Hence, the DC{method can be directly used in the solution of separable elliptic problems discretized on nonuniform rectangular meshes.
In what follows, we only consider the block tridiagonal case corresponding, for example, to the second{order separable elliptic problems posed on rectangular two{dimensional domains. The DC{method can be employed in the three{dimensional case as well 19] . The computational cost of the DC{method is O(N log N) oating point operations in the two{dimensional case.
We describe the parallel implementation of the DC{method on a distributed memory parallel computer using the MPI message passing standard 23] . The implementation of the base two version in an array processor has been described in 1]. We describe the algorithm in general base q framework, analyze the optimal choice of q and also introduce how to generalize the DC{method to the case of arbitrary block dimension. Our analysis shows that the choice q = 4 gives a better method in terms of arithmetical complexity than the base two variant. Therefore, the parallel implementation is studied in this particular case.
As a model problem, we choose the Poisson equation posed on a rectangle with Dirichlet boundary conditions. We use a rectangular, triangulated nite element mesh with (n 1 + 2) (n 2 +2) nodes where fh i;j g j=1;:::;n i +1 ; i = 1; 2, are the mesh spacings for x 1 { and x 2 {directions. 
for j = 1; : : : ; n i ; i = 1; 2. The rest of this paper is organized as follows: In Section 2, we introduce the basic idea of the DC{method in terms of a class of orthogonal projection matrices. In particular, we consider the choice of the projectors, which leads to the general base q variant of the DC{ method. In Section 3, the sequential implementation is presented and analyzed with respect to the arithmetical complexity. Based on this analysis, we choose the base four variant which appears to be convenient for the parallel version. Also, the necessary minor modi cations are pointed out in the case of general matrix block dimension n 1 . The parallel implementation using the MPI message passing standard is described in Section 4. First, we concentrate on the case when the number of processes, n p , is a power of four. Then, the modi cations needed in the case n p = 2 4 l are explained. As an example, the communication pattern is given in the case when n p = 16. Finally, in Section 5, we demonstrate the e ciency and accuracy of the proposed method in a Cray T3E distributed memory parallel computer. For comparison, we solve, using only one processor, the same problems with the well{known BLKTRI{subroutine 26] and our implementation of the DC{method.
The Divide & Conquer method
In this section, we rst present and prove a result on which the algorithm is based. Then, the choice of the projection matrices appearing in the theorem is given in the case of the general base q variant of the DC{method. Before describing the implementation, we consider some properties of the subproblems related to our model case.
The solution algorithm with orthogonal projectors
The Divide & Conquer algorithm under consideration is based on the following general theorem: Theorem 2.1 Let A be a nonsingular matrix and let P 1 ; P 2 ; : : : ; P k be given orthogonal projection matrices such that P i P j = P i , when 1 i j k; P k = I and the matrices P i AP i are nonsingular with respect to the subspaces Im(P i ), i = 1; : : : ; k. De 
In the second stage, for i = k; : : : ; 1, solve the vectors u i from P i AP i u i = P i f i ? P i A(I ? P i )u i+1 ; (I ? P i )u i = (I ? P i )u i+1 : (4) Then, u = u 1 = A ?1 f. From the nonsingularity of the matrix P 1 AP 1 in Im(P 1 ), it follows that P 1 u 1 = P 1 A ?1 f. Adding this equation to (7) completes the proof.
The choice of the projection matrices P i
The algorithm can be characterized by the choice of the projection matrices P i which satisfy the assumptions of Theorem 2.1. To introduce the basic idea of the base q DC{method, we shall rst consider the case when n 1 = q k ? 1 where q and k are some xed integers satisfying q 2 and k 1. Let us de ne the integer sets J k J k?1 J 1 J 0 = f1; : : : ; n 1 g; (8) 
The projection matrices P i are then de ned as P i =P i I n 2 ; i = 0; : : : ; k; (11) where the matrix I n 2 is the identity matrix of order n 2 . It is easy to see that these projection matrices ful ll the assumptions P i P j = P i , when 1 i j k, and P k = I of Theorem 2.1.
Properties of the subproblems
In order to implement the DC{method based on Theorem 2.1 and the choice of the projection matrices P i in Section 2.2, we need to study the stages (3) and (4) 
By combining the previous observations and (12), Lemma 2.2 follows. The nonsingularity of the matrices P i AP i in the image subspace of P i follows from the fact that the diagonal blocks of P i AP i are also diagonal blocks of the positive de nite matrix A. Therefore, the matrices P i and P i AP i satisfy all the assumptions of Theorem 2.1.
A further observation is that in our model case the matrix P i AP i corresponds to the Poisson problems with Dirichlet boundary conditions in q k?i disjoint mesh subdomains which are separated by the grid columns j q i , j = 1; : : : ; q k?i ? 1. These separating grid columns correspond to the image subspace of (I ? P i ).
The DC{method under consideration consists of two stages. In the rst stage, the vectors f i+1 are computed in the steps (3) for i = 1; : : : ; k ? 1, and in the second stage, the solution u = u 1 is recovered by computing the vectors u i in the steps (4) for i = k; : : : ; 1. Let us next consider in detail the structure of the left{hand sides in the equations (3) and (4). We investigate what components of the vectors v i in (3) and u i in (4) are required in each step when the projection matrices are chosen by (11) . First, we de ne the the sets K i = j2J i fj ? 1g fj + 1g; i = 1; : : : ; k; (13) and the diagonal n 1 n 1 matricesT i = diag ft i;1 ; t i;2 ; : : : ; t i;n 1 g by
The projection matrices T i are then de ned as T i =T i I n 2 ; i = 1; : : : ; k:
An example of the structures of the sets J i and K i is given in Figure 1 
Proof. According to (3), for i = 1; : : : ; k ? 1,
Therefore f i 2 Im(I ? P i?1 ), for i = 2; : : : ; k. The rst part of (16) is obtained from this by multiplying from left by P i and using the fact that I ? P 0 = I.
The equation (17) gives us
Since the matrix A has the block tridiagonal form de ned by (1), the relation (I ? P i )AP i v i = (I ? P i )AT i v i holds. By combining this relation and (18), the second part of (16) follows.
Lemma 2.3 gives us that in order to compute the vector f i+1 in (3), we need to solve a set of special linear systems. The right{hand side vectors of the systems belong to the image subspace of P i (I ?P i?1 ), and, therefore, they contain rather few nonzero components. Also, it is necessary to compute only T i v i , which requires a sparse set of the components of the solution v i . Such problems are called partial solution problems, and the e cient solution of them is considered in Section 3.1.
The vectors in the second stage (4) are characterized by the following lemma.
Lemma 2.4 In (4), for i = k; : : : ; 1, P i f i ? P i A(I ? P i )u i+1 2 Im(P i (I ? P i?1 )) Im(T i ); (19) and for i = k; : : : ; 1, the solution u i is needed in the image subspace of P i (I ? P i?1 ).
Proof. The proof of Lemma 2.3 gives that P i f i 2 Im(P i (I ? P i?1 )) for i = k; : : : ; 1. Since the matrix A has the block tridiagonal form de ned by (1) , it holds that Im(P i A(I ? P i )) = Im(T i A(I ? P i )) Im(T i ), for i = k; : : : ; 1. Using these two results, we get the equation (19) .
In (4), there is reference to (I ? P i )u i+1 ; i = k; : : : ; 1. Also, we want to obtain the whole solution u = u 1 = (I ? P 0 )u 1 . Since (I ? P k ) = 0, we need to know (I ? P i?1 )u i ; i = k; : : : ; 1.
For i = k; : : : ; 1, we have (I ? P i?1 )u i = (I ? P i?1 )(P i u i + (I ? P i )u i ) = P i (I ? P i?1 )u i + (I ? P i )u i+1 : (20) Therefore, it su cient to solve u i in the subspace Im(P i (I ? P i?1 )).
Similarly as in the rst stage, in the second stage (4), we end up with solving partial solution problems. It follows from Lemma 2.4 that the right{hand side vectors are in the union of the image subspaces of P i (I ? P i?1 ) and T i . Moreover, the required components of the solution u i correspond to the image subspace of P i (I ? P i?1 ).
Implementation

Partial solution problems
Here, we consider the partial solution problems in the speci c case which arises in the algorithm given by Theorem 2.1 when the projectors are de ned by (11) . In the general case, the partial solution problems are studied in 3] and 17]. With given diagonal projection matrices Q and R, we solve the separable linear system Au = (Ã 1 M 2 +M 1 A 2 )u = f; (21) where f 2 Im(Q), and we only need to compute the product Ru. 
Proof. Using the separable structure (21) of the matrixÃ, the properties (25) , and the properties of the Kronecker product, we obtaiñ A ?1 = (W I n 2 )( M 2 + I n 1 A 2 ) ?1 (W T I n 2 ): (27) By multiplyingÃ ?1 from left by R and from right by Q, the theorem follows.
Therefore, the solution procedure of (21) consists of three steps:
Let us now estimate the arithmetical complexity of the previous partial solution procedure. The steps 1 and 3 require 2 dim(Im(Q))m n 2 ops and 2 dim(Im(R))m n 2 ops, respectively. By op, we mean one oating point addition, subtraction, multiplication or division operation. The forming and solving of m tridiagonal systems of size n 2 in the step 2 takes 10m n 2 ops. Hence, the total complexity of one partial solution is approximately (2 dim(Im(Q)) + 2 dim(Im(R)) + 10)m n 2 ops.
Preprocessing stage
In order to solve a partial solution problem, it is necessary to know all the eigenvalues and the components of the eigenvectors corresponding to the subspace Im(Q) Im(R). Hence, we need to solve generalized eigenvalue problems of the form (23) . This can be considered as a preprocessing step. Lemmas 2.3 and 2.4 de ne the subspaces Im(Q) Im(R) in all steps. Here, we only use the observation that dim(Im(Q) Im(R)) q + 1. A more detailed de nitions and analysis of Im(Q) and Im(R) are given in Section 3.3 and 3.4.
For the step i = k, we have to solve one eigenvalue problem of size n 1 . The arithmetical complexity is O(n 2 1 ) ops using the well{known QR and inverse iteration algorithms 12] for the eigenvalues and eigenvectors. We have to store all the eigenvalues and q + 1 components of the eigenvectors. Thus, it is necessary to store in memory (q + 2)n 1 oating point numbers. For the step i < k in the stages (3) and (4), we have to solve q k?i eigenvalue problems of size q i ? 1. This takes O(q k?i (q i ? 1) 2 ) = O(q k+i ) ops and requires memory for (q + 2)n 1 oating point numbers. Therefore, the preprocessing for all steps requires O(n 2 1 ) ops and memory storage for at most (q + 2)k n 1 oating point numbers.
First stage
We consider how to perform the steps (3) for i = 1; : : : ; k ? 1 The dimension of the image subspace ofQ j is q ? 1. For j = 1 and j = q k?i , the dimension of the image subspace ofR j is one and, for the other values of j, the dimension is two.
Let us now consider the computation of the vector f i+1 = (I ? P i )(f i ? AT i v i ). Since we have stored the matrix A in the Kronecker product form (1), we must make one multiplication in order to obtain one codiagonal entry of the matrix A. Hence, the multiplication of one component of T i v i by a codiagonal entry of A and subtracting this from f i requires 3 ops.
Since we are working in the subspace Im(T i ), the total arithmetical complexity of forming f i+1 is 3 dim(Im(T i ))n 2 = 6(q k?i ? 1)n 2 ops.
In both stages (3) and (4), the vector f i is referenced only in the subspace Im(P i ) and according to Lemma 2.3, we know that P i f i 2 Im(P i (I ? P i?1 )). For these subspaces, it holds that \ k i=1 Im(P i (I ?P i?1 )) = ;. Therefore, all vectors P i f i ; i = 1; : : : ; k, can be stored on top of the original right{hand side f. An example of one step of the rst stage on an interval is shown in Figure 2 .
Second stage
Next, we consider the steps (4) for i = k; : : : ; 1, which also have an analogy in the backsubstitution of the cyclic reduction. According to Lemma 2.4, the projection matrices Q j and R j are de ned in the same way as in In the steps i = k, the dimension of the image subspace ofQ j is q?1. In the step i = k?1; : : : ; 2, the dimension dim(Im(Q j )) is q, for j = 1 and j = q k?i , and for the other values of j, the dimension is q + 1. In the step i = 1, the dimension dim(Im(Q j )) is q ? 1. The dimension of the image subspace ofR j is always q ? 1. The vector u i+1 contains already the solution u in the image subspace of (I ? P i ) in the step i. This image subspace corresponds to the grid columns j q i , j = 1; : : : ; q k?i ? 1, which separate the q k?i mesh subdomains where we are solving the partial solution problems. The term P i A(I ? P i )u i+1 in (4) corresponds to nonhomogeneous Dirichlet boundary conditions on these separating grid columns. The computation of one component of P i A(I ? P i )u i+1 requires two ops, since the matrix A was stored in the Kronecker product form (1). Hence, the total computational complexity of this term is 2 dim(Im(P i A(I ? P i ))) = 2 dim(Im(T i ))) = 4(q k?i ? 1)n 2 ops.
After the step i, we do not need P i f i 2 Im(P i (I ?P i?1 )) any more. In the step i, we compute only the components of u i in the image subspace of P i (I ? P i?1 ). Therefore, we can store the computed components of u i on top of the vector f, which contains the vector P i f i . After the last step i = 1, the vector f contains the solution u. Therefore, only one vector, which originally contained the right{hand side f, is required for storing the vectors f i and u i ; i = 1; : : : ; k. An example of one step in the second stage on an interval is shown in Figure 2 . Figure 3 shows how the arithmetical complexity estimate behaves when q is varied. The shape of curves when q is the variable in fl(n 1 ; n 2 ; q) is depending only slightly on the values of n 1 and n 2 . With xed n 1 and n 2 , the estimate fl(n 1 ; n 2 ; q) is rather at when 4 q 8. We have chosen to use q = 4 in our implementation, since it gives almost optimal arithmetical complexity and it is a small power of two, which considerably simpli es the parallel implementation presented in Section 4.
The case of general n 1
So far, we have only considered the case when n 1 = q k ?1, where q and k are some xed integers satisfying q 2 and k 1. In Section 3.5, we decided to x q to be equal to four, which even more narrows down the possible values of n 1 . In order to make a general solver for arbitrary n 1 , we need to make some modi cations to the introduced algorithm. One possibility is to extend the matrices A 1 and M 1 with an identity diagonal block so that the size of the problem is suitable 19] . In this way, we obtain a larger problem, which gives us the same solution as a restriction. Hence, the computational complexity is a piecewise constant function in n 1 .
In our approach, we rede ne the integer set J i , de ning the projector matrices P i for i = 1; : : : ; k ? 1, where k = dlog 4 (n 1 + 1)e. As before, we de ne J 0 = f1; 2; : : : ; n 1 g and J k = ;.
The indices in the set J k?1 are those which split the interval 1; : : : ; n 1 into four nonoverlapping subintervals whose sizes are as equal as possible, that is, the di erence between the lengths of intervals is at most one. We get the set J k?2 by splitting each one of the four intervals de ned by J k?1 into four intervals, which are again as equally sized as possible. By continuing this splitting procedure, we obtain all the integer sets J i ; i = k; : : : ; 1. Obviously, similar generalizations can be made for arbitrary q 2. This new de nition of the projectors P i makes the references and updates to vectors slightly more complicated. Also, we must be able to solve partial solution problems of arbitrary sizes.
For example, when n 1 is exactly 4 k ? 1 and i = 1 in the stages (3) and (4), the partial solution problems are always of size 3 n 2 . With arbitrary n 1 , they can be of size 1 n 2 ; 2 n 2 or 3 n 2 .
Parallel implementation
In the following considerations, we restrict the number of processes n p to be the form n p = 4 l , where l is an integer such that 0 l < k. In Section 4.6, we shall consider the case n p = 2 4 l and, hence, the number of processes can be an arbitrary integer power of two. For simplicity, we again require n 1 to be equal to 4 k ? 1 for some integer k. The general case can be handled using the approach given in Section 3.6.
It is essential to minimize the amount of communication in order to obtain an e cient parallel implementation which is well suited for various types of parallel computers, including the distributed memory machines. We perform the communication using message passing in accordance with the MPI standard 23]. We often use the MPI's communicators to work with a subset of processes in the collective broadcast and reduce operations.
Data partitioning
The right{hand side vector f in the equation (1) 
For the sake of simplicity, we also de ne S np+1 = 0. The process p has the components corresponding to the image subspace of S p . The rst process p = 1 has one grid column less than others. The solution u will be split in the same way, since it is computed on top of the vector f.
Partial solution problems
In the steps i > k ?l, we have r = 4 l+i?k processes per one partial solution problem. Therefore, it is necessary to consider how the partial solution can be parallelized. We distribute the eigenvalues obtained by solving the generalized eigenvalue problem (23) to all processes participating in the solution. Let us denote by m p the number of eigenvalues stored by the process p. Then, the process p = 1 has m 1 = n 1 +1 np ? 1 eigenvalues whereas all the other processes p 6 = 1 have m p = n 1 +1 np of them. The stored components of the eigenvectors are split correspondingly. This partitioning of the eigenvalues also de nes what each process will compute. In the step 1 in Section 3.1, the process p multiplies the vector f by m p n 2 rows of the matrix (W TQ I n 2 ) and obtains m p n 2 components of the vector g. In the step 2, m p tridiagonal systems of size n 2 are solved. In the last step 3, the vector v with m p n 2 nonzero components is multiplied by (RW I n 2 ). Therefore, the work is shared in the same proportions as the eigenvalues. In the beginning of the partial solution, each process has to have the vector Qf. In the end, the solution Ru is obtained by summing the contributions of all the participating processes.
First stage
We consider the partial solution problems and the updates f i+1 in the rst stage (3). The projectors Q j and R j de ning the subspaces in the partial solution problems are given in Section 3.3. The following result, which follows easily from the de nitions, characterizes some properties which are essential for our implementation. 
and
holds.
For the step i k?l, the equation (29) tells us that all the updates f i+1 can not be computed completely within each process. The part Im(S p+1 (I ?P k?l )), which the process p < n p does not have, corresponds to one grid column in the image subspace of (I ? P k?l ). On the other hand, from the equation (30), it follows that no components are needed from Im(I ?P k?l ). Therefore, the rst k?l steps can be performed without any communication provided that we have a vector for each process p < n p containing the sum of all the updates in the space Im(S p+1 (I ? P k?l )). We start the step i = k ? l + 1 by computing the update in the image subspace of (I ? P k?l ).
For this purpose, it is necessary that each process p < n p sends the vector, where it has summed the updates in Im(S p+1 (I ? P k?l )), to the process p + 1. For the steps i > k ? l, we have r = 4 l+i?k processes per one partial solution problem.
The vector Q j P i f i , which corresponds to three grid columns, is distributed among three distinct processes. In our implementation, two of these processes send its part to the third process. After this, the third process broadcasts Q j P i f i to all the r processes participating in the partial solution.
In the end of the partial solution, each process computes its contribution to the term (I ? P i )AT i R j v i , which has two nonzero vector blocks of length n 2 , if j 6 = 1 and j 6 = 4 k?i . Using the reduce operation, the sum of contributions is calculated and it is sent to the process which has the smallest process number p among all r processes participating in the partial solution. When j > 1, this process p can do the update for the vector block corresponding to Im((I ? P i )S p ). When j < 4 k?i , the block corresponding to Im((I ? P i )S p+r ) is sent by the process p to the process p + r, which will do the update for this block.
Second stage
Similarly as in the rst stage, we have r = 4 l+i?k processes per one partial solution problem in the steps i > k ? l of the second stage (4). The projectors Q j and R j de ning the subspaces in the partial solution problems are given in Section 3.4. In the previous steps, each process has stored in a work space the vector blocks which are needed for the computation of the term c c c c
An example
Let us describe how the algorithm works when we have 16 parallel processes, that is, n p = 16 and l = 2. This is illustrated in Figure 4 . In what follows, we denote by f the vector which originally contains the right{hand side data, and which in the end contains the solution u. As it was mentioned earlier, the rst k ?l steps of the rst stage can be computed in parallel without any communication. This corresponds to the rst computation symbol in the diagram. The next step is to deliver the updates of Im(S p+1 (I ? P k?l )) to the neighbor process p + 1. This is accomplished with the 15 point{to{point communications, after which, each process sums the received vector block to its local part of f. This communication can be implemented, for example, using the MPI's send{receive operation.
Next, we solve four partial solution problems with four processes participating in the solution of one problem. Let us consider the solution of one such problem, for example, the second one involving processes from ve to eight. Since the needed right{hand side vector blocks are distributed among the di erent processes, we must gather them to all the four processes. This can be done with two point{to{point communications followed by a broadcast. After the computation stage, the nal solution is computed by summing up the local contributions to (I ? P i )AT i R j v i with the reduce operation. The root process of the reduce operation, which is in this case the process ve, receives both vector blocks which are used in the update of the vector f i . It can immediately update the rst block to its local vector f. The other block is send to the process nine. The root process also receives a vector block from process one. This block is then summed to the vector f in an appropriate place.
In the beginning of the second stage, we form the right{hand side vector for the largest partial solution problem, which is solved in parallel by all the 16 processes. The required blocks are stored by the processes ve, nine and thirteen. First, the processes ve and thirteen send their blocks to the process nine. After that, the process nine broadcasts the three vector blocks to all the 16 processes. Each process computes its contribution to the required three blocks of u, and then it obtains the solution by performing the MPI's collective all reduce operation. Other possibility, with slightly less communication, would be to perform, for example, one reduce operation and three broadcasts to smaller groups of processes.
The remaining levels of the second stage are analogous to the rst one in terms of communication. The distributed right{hand side vector blocks are gathered to all the participating processes by point{to{point communications followed by a broadcast. The required vector blocks of P i A(I ? P i )u i+1 , that is, the nonhomogeneous Dirichlet boundary conditions, are stored to the processes work space in the previous steps. For this, we need two auxiliary vectors of length n 2 . Again, the last k ?l steps can be computed in parallel without any communication between the processes.
4.6 The case n p = 2 4 l In this case, the rst communication appears already in the step k ? l. For each partial solution problem in the step k ? l, there is exactly two processes. Again, the rst task for each process p 6 = n p is to deliver the update data to the rst grid column of the process p + 1. Secondly, the three nonzero blocks Q j P i f i of the right{hand side vectors are shared by the two participating processes with point{to{point communication and a broadcast message. Now, the process pairs can solve the partial solution problems in parallel using the reduce operation to recover the required two solution blocks.
After that, we can continue like in the case n p = 4 l by only taking into account that we always have twice as many processes solving a given partial solution problem than in the earlier case. This procedure is carried out to the end of the rst stage, and we can compute the steps i = k; : : : ; k ? l + 1 of the second stage analogously. In the step i = k ? l, we again encounter the situation where we have exactly two processes per each partial solution problem. After the computation of the local contributions, the solution is obtained as a result of the pairwise all reduce operations. Starting from this step, all the remaining computations can be done without any communication between the processes.
Estimates for the communication cost
Let us roughly analyze the amount of time required by the communication in the presented parallel implementation of the DC{method in two di erent kinds of communication architectures. Let the rst architecture be ideal in the sense that all point{to{point and collective communications require a time which is proportional to the message length and a constant startup time. The other architecture is a bus type network without broadcast capabilities. In this case, all the collective communication has to be performed in a sequential manner using the point{to{point communication. Hence, the time required by one collective communication call is proportional to r times the message length and r startup times, when r processes are participating in the collective call. Now, we have the following result: Lemma 4.2 The parallel implementation of the DC{method described in Section 4 requires the time O(n 2 log n p ) for the data transfer and O(log n p ) for the startups in the ideal communication architecture. Similarly, the time required for the data transfer is O(n 2 n p log n p ) and for the startups it is O(n 2 n p log n p ) in the bus architecture.
Proof. In our implementation, the number of communication steps is comparable to log n p and the message lengths are of order n 2 . Hence, the estimates for the ideal case follow directly from this. In the bus architecture, one collective communication call with n p participating processes required n p sequential point{to{point communications. This explains the factor n p in the estimates for this case.
According to Lemma 4.2, even in the bus architecture, the time consumption balance between the computation and communication does not deteriorate when the problem size in the x 1 { direction, denoted by n 1 , grows in the same ratio as the number of processes n p .
Numerical experiments
The parallel DC{method has been implemented as a FORTRAN subroutine PDC2D. In this section, we demonstrate its scalability in a Cray T3E parallel computer using up to 64 processors. Similar experiments were performed in 21] using the IBM SP2 parallel computer. Figure 5 illustrates the parallel e ciency of PDC2D in the case n = n 1 = n 2 . As can be seen, the proposed method scales well in the Cray environment. For example, with 64 processors, the obtained speedups are more than 32 already when n = 447. Starting from n = 1151, the speedups are higher than 48. The solution of a problem with 1023 per one partial solution problem, the solution of the eigenvalues is performed in parallel using a ScaLAPACK library subroutine based on the bisection algorithm 6]. In the other steps, these problems are solved using the corresponding LAPACK library subroutine 2]. After each process has its part of the eigenvalues, the required components of the eigenvectors are computed using a subroutine based on the inverse iteration algorithm in LAPACK. Due to some di culties with ScaLAPACK in the Cray T3E, we had to replace the ScaLAPACK's bisection subroutine by the corresponding subroutine of LAPACK, which deteriorated the scalability of the initialization. For example in the problem n 1 = n 2 = 1023, we obtained the speedups 2.4, 3.7 and 4.2 for 4, 16 and 64 processors, respectively. Based on experiments with a cluster of HP workstations, we expect that the initialization with ScaLAPACK would scale at least as well as the solution.
The single processor e ciency of our implementation is compared with the well{known BLKTRI{subroutine 26] in the solution of our model problem. These results are collected in Table 1 whose rst three rows give the sizes of the problems and the time spent in the initialization of the solvers. The solution times can be found in the last two rows. It appears that the initialization of PDC2D is slower than in the BLKTRI{subroutine. The initialization times are, however, negligible when several problems are solved with the same coe cient matrix, since the initialization has to be done only once in this case.
The actual solution using PDC2D seems to be several times faster than with BLKTRI. The e ciency of the both solvers seems to deteriorate quite dramatically when the problem sizes become large enough. For example, the consumed CPU time of the BLKTRI{subroutine increases by the factor 10 when n is increased from 511 to 1023. Similar behavior of the subroutine PDC2D can also be noticed when n grows from 1023 to 2047. The reason for this is that the vectors which have to be accessed repeatedly in either algorithm no longer t into the cache memory as the problem size gets large enough. Table 2 shows the numerical stability of the PDC2D{subroutine in comparison with BLKTRI. In the experiment, we generated a random vector whose components are uniformly distributed to the interval (0,1). From this vector, we obtained the right{hand side vectors for both solvers by a matrix{vector multiplication. After solving the problems, the maximum norm of the error was measured for both algorithms. As can be seen, the PDC2D implementation seems to have similar stability properties as BLKTRI in the solution of these identical problems. 6 
Conclusions
In this paper, we have considered the parallelization of a fast direct solver, the so{called Divide & Conquer method. The algorithm has been derived in a general base q framework, q 2, and its arithmetical cost has been shown to be comparable to N log q N. For parallel implementation based on the MPI standard, we chose the base four variant which is almost optimal with respect to cost as a function in q. A way to e ciently handle an arbitrary matrix block dimension was then explained. The numerical experiments demonstrate the good scalability properties of the proposed implementation. Also, good single processor e ciency and numerical stability is observed in comparison with the well{known BLKTRI{subroutine.
