We provide a complete picture of asymptotically minimax estimation of Lr-norms (for any r ≥ 1) of the mean in Gaussian white noise model over Nikolskii-Besov spaces. In this regard, we complement the work of Lepski, Nemirovski and Spokoiny (1999), who considered the cases of r = 1 (with poly-logarithmic gap between upper and lower bounds) and r even (with asymptotically sharp upper and lower bounds) over Hölder spaces. We additionally consider the case of asymptotically adaptive minimax estimation and demonstrate a difference between even and non-even r in terms of an investigator's ability to produce asymptotically adaptive minimax estimators without paying a penalty.
1. Introduction. Estimation of functionals of data generating distributions is a fundamental problem in statistics. Whereas relevant issues in finite dimensional parametric models are comparatively well understood (Bickel et al., 1993; Van der Vaart, 2000) , corresponding nonparametric analogues are often much more challenging and have attracted tremendous interest over the last two decades. In this regard, initial efforts have focused on inference of linear and quadratic functionals in Gaussian white noise and density models and have contributed immensely to the foundations of ensuing research. We do not attempt to survey the extensive literature in this area. However, the interested reader can find a comprehensive snapshot of the literature in Hall and Marron (1987) , Bickel and Ritov (1988) , Donoho, Liu and MacGibbon (1990) , Donoho and Nussbaum (1990) , Fan (1991) , Birgé and Massart (1995) , Kerkyacharian and Picard (1996) , Laurent (1996) , Nemirovski (2000) , Cai and Low (2003) , Cai and Low (2004) , Cai and Low (2005) , Tchetgen et al. (2008) and the references therein.
For treatment of more general smooth functionals in Gaussian White Noise model (for smoothness measured in terms of differentiability L 2 ), the excellent monograph of Nemirovski (2000) provides detailed analyses and references of cases where efficient parametric rate of estimation is possible. Further, in recent times, some progress has also been made towards the understanding of more complex nonparametric functionals over substantially more general observational models. These include causal effect functionals in observational studies and mean functionals in missing data models. For more details, we refer to Mukherjee, Newey and Robins (2017) ; Robins et al. (2008 Robins et al. ( , 2016 , which considers a general recipe to yield minimax estimation of a large class nonparametric functionals common in statistical literature. However, apart from general theory of estimating linear functionals, most of the research endeavors, at least from the point of view of optimality, have focused on "smooth functionals" (see Robins et al. (2008) for a more discussions on general classes of "smooth functionals").
In contrast, the results on asymptotically minimax estimation of non-smooth functionals have been comparatively sporadic (Ibragimov and Khas'minskii (1981) , Korostelevi (1991) , Korostelev and Tsybakov (2012) ). The paradigm got an impetus from the seminal papers of Lepski, Nemirovski and Spokoiny (1999) and Cai and Low (2011) which considered the estimating of L r -norms in Gaussian mean models. Subsequently, significant progress has been made regarding inference of non-smooth functionals in discrete distributions settings ; Jiao, Han and Weissman (2016) ; Jiao et al. (2015 Jiao et al. ( , 2017 ; Valiant and Valiant (2011) ; Wu and Yang (2016) ). However, even in the simpler setting of Gaussian white noise model, a complete picture of minimax optimality for estimating integrated non-smooth functionals remain unexplored. This paper is motivated by taking a step in that direction by providing a complete description of asymptotically minimax estimation of L r -norms (for r ≥ 1) of the mean in Gaussian white noise model over Nikolskii-Besov spaces. We additionally consider the case of adaptive minimax estimation and demonstrate a difference between even and non-even r in terms of an investigator's ability to produce asymptotically adaptive minimax estimators without paying a penalty.
More specifically, we consider noisy observation {Y (t)} t∈ [0, 1] in the Gaussian white noise model with known variance σ 2 as
where f : [0, 1] → R is the unknown mean function and {B(t)} t∈[0,1] is the standard Brownian motion on [0, 1]. The main goal of this paper is to consider adaptive minimax estimation of the L r -norm of the mean function f (i.e., f r [0,1] |f (t)| r dt 1/r for r ≥ 1) over Nikolskii-Besov spaces B s p,∞ (L) in L p [0, 1], p ≥ 1 of smoothness s > 0 (defined in Section 2). It is worth noting here, that the specific cases of the mean function f being uniformly bounded away from 0 is significantly easier since in that case a natural plug-in principle yields asymptotic optimality.
As mentioned earlier, significant progress towards understanding these specific functionals has been made in Lepski, Nemirovski and Spokoiny (1999) and Cai and Low (2011) . In particular, Lepski, Nemirovski and Spokoiny (1999) consider estimation of the L r -norm over Hölder spaces of known smoothness and demonstrate rate optimal minimax estimation for r even positive integers. For r = 1 their results are suboptimal and leave a poly-logarithmic gap between the upper and lower bounds for the rate of estimation. Moreover, for general non-even r, Lepski, Nemirovski and Spokoiny (1999) provides no particular estimator. Finally, their results are non-adaptive in nature and requires explicit knowledge of the smoothness index of the underlying function class. Our main contribution is improving the lower bound argument (over function spaces similar to Hölder balls) to close the gap in non-adaptive minimax estimation of L r -norm of the signal function. Moreover, for general non-even r ≥ 1, the analysis extends further to demonstrate adaptive minimax estimators without logarithmic penalties which are typical in smooth functional estimation problems. However, the situation is different for even integers r where our results show that a poly-logarithmic penalty is necessary. In this effort, the fundamental work of Cai and Low (2011) , which considered estimating the L 1 -norm of the mean of an n-dimensional multivariate Gaussian vector, serves as a major motivation. In Section 3 we comment more on the main motivating ideas from Cai and Low (2011) as well as the fundamental differences and innovations.
The main results of this paper are summarized below.
(a) We produce minimax rate optimal estimator L r norm of the unknown mean function f in Gaussian White noise model (1.1) with known variance. (b) For non-even r, an accompanying fully minimax rate adaptive minimax optimal estimator is also provided. In contrast, for even integers r, we argue along the lines of standard results from Ingster (1987) ; Ingster and Suslina (2012) that at least poly-logarithmic penalty needs to be paid for adaptation. The lower bound on this penalty is not sharp in this regard and only serves to demonstrates the lack of adaptation without paying a price.
(c) Similar to Cai and Low (2011) , both our upper and lower bounds rely on best polynomial approximations of suitable functions on the unit interval, which might be of independent interest.
1.1. Organization. The rest of the paper is organized as follows. In Section 2 we discuss function spaces relevant to this paper as well as best polynomial approximations of continuous functions on compact intervals along with properties of Hermite polynomials, which are useful ingredients in the construction of our estimators. Section 3 contains the main results of the paper and is divided into two main subsections based on the non-even or even nature of r while estimating f r . For non-even r ≥ 1 (Section 3.1), we first lay down the basic principles for r = 1 (Section 3.1.1) followed by the general r (Section 3.1.2). The case of even r is well understood from Lepski, Nemirovski and Spokoiny (1999) and is mostly presented here (Section 3.2) for completeness and discussing issues of adaptive estimation. In Section 4 we discuss remaining issues and future directions. Proofs of the main theorems are collected in Section 5 followed by proofs of several technical lemmas in Section 6.
Notation. In this paper, Poly K denotes the set of all polynomials over [−1, 1] with real coefficients and degree at most K. For any finite set S we denote its cardinality by |S|. For a function defined on
The results in this paper are mostly asymptotic (in n) in nature and thus requires some standard asymptotic notations. If a n and b n are two sequences of real numbers then a n ≫ b n (and a n ≪ b n ) implies that a n /b n → ∞ (and a n /b n → 0) as n → ∞, respectively. Similarly a n b n (and a n b n ) implies that lim inf a n /b n = C for some C ∈ (0, ∞] (and lim sup a n /b n = C for some C ∈ [0, ∞)). Alternatively, a n = o(b n ) will also imply a n ≪ b n and a n = O(b n ) will imply that lim sup a n /b n = C for some C ∈ [0, ∞). Finally we comment briefly on the various constants appearing throughout the text and proofs. Given that our primary results concern convergence rates of various estimators, we will not emphasize the role of constants throughout and rely on fairly generic notation for such constants. In particular, for any fixed tuple v of real numbers, C(v) will denote a positive real number which depends on elements of v only. Finally, whenever we use the symbol in the asymptotic sense above, the hidden positive constant C will depend on the known parameters of the problem.
2. Function Spaces and Approximation. We begin with some standard definitions of function spaces (DeVore and Lorentz, 1993; Härdle et al., 2012 ) that we work with throughout. In the study of nonparametric functional estimation problem, many studies were devoted to the case where f is assumed to lie in a Hölder ball defined as
where s > 0 is the smoothness parameter. In this report, we consider another function class which is close but not identical to the Hölder ball where the dependence of the upper and lower bounds on n matches. The r-th symmetric difference operator ∆ r h is defined as (DeVore and Lorentz, 1993)
with the agreement that ∆ r h f (x) = 0 when either x + r 2 h or x − r 2 h does not belong to [0, 1] . Then the r-th order modulus of smoothness is defined as (DeVore and Lorentz, 1993 ) ∞] . Now define the Besov norm of a function f as (Besov and Ilyin, 1979) 
with parameters s > 0, p, q ∈ [1, ∞], and r = ⌊s⌋ + 1. Then the corresponding Besov ball is defined by
We note that the definition of Besov ball is a generalization of Hölder ball via the relationship
is a function class slightly larger than the Hölder ball H(s, L ′ ). In this paper we work with B p,∞ for p ≥ 1. These spaces are related to Nikolskii-spaces (see Nikol'skii (2012) for relevant embeddings) and hence we shall refer them to as Nikolskii-Besov spaces throughout.
Polynomial approximations of continuous functions in compact intervals around the origin plays an important role in this paper. To introduce the basic ideas, consider the following best order-K polynomial approximation of |µ| r on [−1, 1]:
where Poly K denotes the set of all polynomials over [−1, 1] with real coefficients and degree at most K.
In order to estimate such polynomials based on a sample X ∼ N (µ, 1), we will need the notion of Hermite polynomials. In particular, the Hermite polynomial of degree k defined by
The properties of the Hermite polynomials in the context of estimating moments of Gaussian random variables will be important for us and are summarized in Lemma 6.1.
3. Main Results. We divide our main results in two subsections based on the non-even or even nature of r. In particular, the construction of our estimator changes according to this distinction of r. However, before we go into the details of these constructions, we need a few definitions.
Consider the kernel projection f h (x) of f (x) defined as
where K M (·) is a kernel which maps all polynomials of degree no more than M to themselves, and
The choice of M will be clear from the statements of the main results in Section 3. The corresponding unbiased kernel estimator of f h (x) defined as
admits a usual decomposition into deterministic and stochastic components as follows:
Clearly ξ h (x) ∼ N (0, 1) and random variables ξ h (x) and ξ h (y) are independent when |x − y| > h.
The reason for introducing the kernel projection estimator is simple and standard in nonparametric statistics. In particular, for a suitable chosen bandwidth h, f h − f r is small, and it suffices to consider estimation of f h r based on the Gaussian model (3.2). Indeed, a crucial part is to estimate |f h (x)| r . Whereas, for r an even positive integer, this task is relatively simpler (Lepski, Nemirovski and Spokoiny, 1999) , the case of non-even r poses a more subtle problem due to non-differentiability of the function u → |u| r near the origin. Consequently, for such cases, recent techniques for estimating non-smooth functionals needs to employed.
3.1. Non-even r. In this case, the construction depends on the best polynomial approximation of the function u → |u| r over the interval [−1, 1] and borrows heavily from a recent line of work by Cai and Low (2011); Han, Jiao and Weissman (2016) ; Jiao et al. (2015) ; Wu and Yang (2016) . The general principle of the construction goes along the following heuristic steps.
• Approximate f by a kernel projection f h (x) (as in (3.1)) and consider estimating f h r instead at a cost of incurring a truncation bias. • A "large value" of the kernel estimator |f h (x)| (referred to as "smooth regime" hereafter)
gives indication of a corresponding "large value" of |f (x)| and a plug-in type estimator for |f (x)| r is reasonable. • A relatively "small value" of |f h (x)| (referred to as "non-smooth regime" hereafter) gives indication of a correspondingly "small value" of |f (x)| and a plug-in type estimator for |f (x)| r is no-longer reasonable owing to the non differentiable nature of the absolute function near the origin. In this case, similar to Cai and Low (2011); Han, Jiao and Weissman (2016) ; Jiao et al. (2015) ; Wu and Yang (2016) , an estimator based the best polynomial approximation of the function u → |u| r is employed. • The final estimator of integrates over this two regimes of |f h (x)| followed by an optimal choice of h to trade off squared bias and variance.
Below we make the program laid down above more concrete and refer readers to Han, Jiao and Weissman (2016) ; Jiao et al. (2015) for a detailed discussion of the general principle of estimating non-smooth functionals. The same procedure also works for estimating other non-smooth nonparametric functionals, e.g., the differential entropy Han et al. (2017) . It turns out that the treatment for r = 1 is easier, more transparent and slightly different than general non-even r > 1. Consequently, we will present the case for r = 1 first for the sake of clarity followed by the more general case. Any candidate estimator below will be defined by a tuple of parameters (h, c 1 , c 2 , ǫ) where h is the bandwidth of the kernel projection (3.1) and (c 1 , c 2 , ǫ) are constants depending on the known parameters of the problem (i.e. the variance σ and radius of Besov balls L) to be specified on later. More specifically, c 1 will be chosen as large as possible whereas c 2 and ǫ will be desirably small. In general we suppress the dependence of our estimators on (c 1 , c 2 , ǫ). However, our adaptive of estimators makes a data driven choice of the bandwidth h. Therefore we index our estimator by this bandwidth, namely, T h .
3.1.1. r = 1. We follow the general principle laid down above. Recall from Section 2 that {g (1) K,k } K k=0 is the coefficient of the best polynomial approximation of u → |u| on [−1, 1] and H k is the Hermite polynomial of degree k. With this in mind, the construction of our estimator T h for every bandwidth h can be described the following steps.
(I) Using sample splitting technique for Brownian motion (Nemirovski, 2000) obtain two independent observationsf h,1 (x) andf h,2 (x) for any x ∈ [0, 1]. This reduces the effective sample size n by half and for simplicity of notation we redefine n/2 as n. (II) For any x define an estimator of |f h (x)| as
The following Theorem describes the mean squared error of estimating f 1 by T h over B s p,∞ (L).
Theorem 3.1. Choose M > ⌈s⌉ and consider the corresponding kernel projection f h based on K M defined by 3.1. Suppose (h, c 1 , c 2 , ǫ) satisfy 4c 2 1 ≥ c 2 , c 2 ln n ≥ 1, c 1 > 8, 7c 2 ln 2 < ǫ ∈ (0, 1). Then for any p ∈ [1, ∞],
for a constant C > 0 depending on s, p, L, σ.
As an immediate consequence of Theorem 3.1, by choosing ǫ > 0 sufficiently small (i.e., choose a small c 2 ) and by setting h ≍ (n ln n) − 1 2s+1 we have the following result. The same asymptotic nature upper bound was demonstrated with a different estimator by Lepski, Nemirovski and Spokoiny (1999) . However, their results were over Hölder Balls corresponding to p = ∞ and require a uniform upper bound on f ∞ for all f . In contrast, we do not require any such knowledge of upper bound and produce results for any p ∈ [1, ∞]. Moreover, as we explain the next theorem, our results are rate optimal in terms of matching lower bounds for any 1 ≤ p < ∞.
for a constant C ′ > 0 depending on s, p, L, σ and where the infimum above is taken over all measurable maps of {Y (t)} t∈[0,1] .
Corollary 3.2 along with Theorem 3.3 provide a complete picture of the minimax rate of estimation of f 1 over B s p,∞ (L) for any 1 ≤ p < ∞. Our lower bound proof does not provide matching results for p = ∞. Consequently, the gap in the exact framework considered by Lepski, Nemirovski and Spokoiny (1999) remains. However, our result provides strong moral evidence that upper bound of Theorem 2.1 of Lepski, Nemirovski and Spokoiny (1999) is rate optimal and it is the lower bound that stands to be improved.
3.1.2. r > 1, non-even. For r > 1 not an even integer, the general philosophy of construction of a candidate estimator T h is similar to the case of r = 1 in Section 3.1.1 and follows in three steps as before. However, the simple plug-in principle employed in the smooth regime (i.e., when |f h (x)| is large) incurs significant bias. As a consequence, Step II of the construction needs to be modified based on the following heuristics of Taylor expansion. The reason why we require r to be non-even is that the function u → |u| r is not an analytical function in this case.
Using the notation from Section 3.1.1, consider estimating |f h (x)| r based onf h,1 (x) when |f h,2 (x)| > c 1 λ h √ log n. To elaborate on the idea, first letf h,1 (x) > c 1 4 λ h √ log n and consider the following heuristic Taylor expansion
where we will choose R = ⌊2r⌋. Based on this approximate Taylor expansion, the right hand side of (3.4) is a natural candidate estimator for f h (x) r . However, such an estimator is infeasible due to its dependence on unknown f h (x). Consequently, we replace every occurrence of f k h (x) in the expansion by the Hermite polynomial based unbiased estimator as follows. Specifically, we obtain two independent copies
is an unbiased estimator of f k h (x). This motivates using the following bias corrected version of the plug-in estimator of |f h (x)| r :
With the above intuition and notation in mind, the construction of our estimator T h for every bandwidth h can be described the following steps.
(I) Using sample splitting technique for Brownian motion (Nemirovski, 2000) obtain two independent observationsf h,1 (x) andf h,2 (x) for any x ∈ [0, 1]. Redefine n/2 as n for simplicity.
The following Theorem describes the optimal mean squared error of estimating f 1 by T h over B s p,∞ (L).
Theorem 3.4. Let r > 1 be non-even and p ∈ [r, ∞]. Choose M > ⌈s⌉ and consider the corresponding kernel projection f h based on K M defined by (3.1). Suppose (h, c 1 , c 2 , ǫ) satisfy c 2 1 ≥ 16, c 2 ln n ≥ 1, 4c 2 1 ≥ c 2 , 7c 2 ln 2 < ǫ ∈ (0, 1) and h = (n log n) − 1 2s+1 . Then
for a constant C > 0 depending on s, p, r, L, σ.
The next theorem shows that the upper bounds in Theorem 3.4 are rate optimal in terms of matching lower bounds for any 1 ≤ p < ∞.
Theorem 3.5. For any non-even r > 1 and r ≤ p < ∞,
for a constant C ′ > 0 depending on s, p, r, L, σ and where the infimum above is taken over all measurable maps of {Y (t)} t∈[0,1] .
Theorem 3.4 along with Theorem 3.5 provide a complete picture of the minimax rate of estimation of f r over B s p,∞ (L) for any non-even r > 1 and r ≤ p < ∞. This is a generalization of the result in (Lepski, Nemirovski and Spokoiny, 1999) .
Adaptive Estimation.
It is worth noting that the choice of h in Corollary 3.2 and Theorem 3.4 depends explicitly on the smoothness index s. Consequently, the resulting rate of estimation by T h is non-adaptive over different possibilities of smoothness. However, the experienced reader will notice the structure of errors in Theorem 3.1 for a general T h indicates a possible data driven adaptive choice of bandwidth h. In particular, a Lepski type argument (Lepski, 1991 (Lepski, , 1992a (Lepski, ,b, 1993 is standard in such situations and turns out to be sufficient for our purpose. We describe this procedure in this subsection.
Let r ≥ 1 be non-even, and s ∈ [0, s max ] for some given 0 < s max < ∞ and consider adaptive estimation of f r over
The knowledge of s max will be necessary for construction of kernels providing optimal approximations in Besov spaces. We work with the case where L is known since the L only affects the multiplicative constants of the minimax rate of estimation, and the description of this explicit constant is beyond the scope of the current paper.
In this framework, a Lepski type construction for an adaptive estimator can be achieved as follows.
(II) For a given monotonically decreasing positive function γ n :
Our next Theorem justifies the adaptive nature of T (γ n ).
Theorem 3.6. Let r ≥ 1 be non-even and p ∈ [r, ∞]. Choose M > ⌈s max ⌉ and consider the corresponding kernel projection f h based on K M defined by (3.1). Then there exists a monotone decreasing positive function γ n (h) depending only s max , L, σ, r, p, such that
for a constant C > 0 depending on s, s max , s min , p, r, L, σ.
As a remark we note that, indeed we eventually choose γ n (h) = C * λ h √ log n for some large constant C * which do not depend on the unknown smoothness s. However, for the sake of maintaining the clarity of logical deductions, we deduce the optimal γ n (h) from the arguments of our proof.
3.2. Even r. The case of non-adaptive minimax estimation of f r for r an even positive integer can be obtained by methods described in Lepski, Nemirovski and Spokoiny (1999) . Although, their results were obtained over the Hölder Balls the case of Nikolskii-Besov type spaces that we consider are very similar due to the same nature of approximation error of f by f h . However, for the sake of exposition and completeness, we provide the details here again.
The crux of the construction on the fact that for r an even positive integer, the function u → |u| r = u r is analytic. Consequently, it is possible to construct unbiased estimator of µ r based on samples from X ∼ N (µ, σ 2 ). In particular, if X ∼ N (µ, σ 2 ) then arguing as Lemma 4.4 of Lepski, Nemirovski and Spokoiny (1999) , E ((X + iσξ) r |X), with ξ ∼ N (0, 1) independent of X, is an unbiased estimator of µ r . As a result, a sequence estimator for f r indexed by bandwidth h can now be constructed in the following steps.
(I) Approximate f by a kernel projection f h (x) (as in (3.1)) and consider estimating f h r instead at a cost of incurring a truncation bias.
Note that the construction changes from the construction of estimators when r is non-zero only in the definition of T h (x) and indeed this due to ability to produce estimate of analytic functions of Gaussian means. The following Theorem describes the optimal mean squared error of estimating
Theorem 3.7. Let 2 ≤ r ≤ p and r be even. Choose M > ⌈s⌉ and consider the corresponding
Recall from Section 2 that the approximation error f − f h r is always bounded by C(L, K M )h s for any f ∈ B s p,∞ (L). Hence, the proof of Theorem 3.7 can be obtained verbatim from the proof of Theorem 2.3 of Lepski, Nemirovski and Spokoiny (1999) and is hence omitted. In fact, proof of the lower bound in Theorem 2.3 of Lepski, Nemirovski and Spokoiny (1999) implies that the proposed T h with h = n − 1 2s+1−1/r is in fact asymptotically minimax rate optimal over any B s p,∞ (L) as well. Therefore, as before, it remains to explore adaptive minimax estimation over a collection of smoothness classes. In this regard, once can argue along the lines of standard results from Ingster (1987) ; Ingster and Suslina (2012) , that unlike non-even r, adaptation over a range of smoothness indices is not possible without paying a poly-logarithmic penalty. In particular, consider testing
Whereas the minimax testing rate of separation for ρ n with known s equals n − s 2s+1−1/r (See Ingster and Suslina (2012) and proof of (Carpentier, 2013, Theorem 3.4 (b) ) for details)-the minimax rate of estimation of f r , the adaptation over [s min , s max ] needs an additional penalty for ρ n which equals (log log n) C(r,s) for a constant C(r, s) > 0 depending on r and s. The proof of this additional poly-logarithmic penalty is proved for r = 2 in Spokoiny (1998) (see also proof of (Giné and Nickl, 2015, Theorem 8.1.1)). The proof of this additional penalty needed for adaptive hypothesis testing builds on the usual second moment method type lower bound argument for non-adaptive testing and involves putting an additional uniform prior on a suitably discretized subset [s min , s max ]. Using similar ideas, the proof of a required penalty for adaptation for general even r-can be obtained by combining proof technique of (Carpentier, 2013, Theorem 3.4 (b) ) for non-adaptive testing and adaptive lower bound arguments as in Giné and Nickl (2015) ; Spokoiny (1998) . The details are omitted and we simply comment on the implications of the result. Indeed, such a poly-logarithmic penalty needed for adaptive hypothesis testing in L r -norm, yields a penalty for adaptive estimation of f r over B s r,∞ (L). We believe that this poly-logarithmic penalty is not sharp for adaptive estimation of f r norms for even r and only serves to demonstrates the lack of adaptation without paying a price. In particular, we have shown elsewhere that a careful application of Lepski's method along with an involved computation of all central moments of T h can yield a penalty which behaves log n C ′ (r,s) for a constant C ′ (r, s) > 0 depending on r and s. In future work, we plan to explore the exact nature of this poly-logarithmic penalty necessary for adaptation. Finally, careful reader will notice that, although the poly-logarithmic penalty on adaptive hypothesis testing is ubiquitous for any r, the result is interesting to us only for even values of r, since otherwise the minimax rate of estimation of f r is strictly slower than minimax rate of testing in L r -norm.
4. Discussion and Open Problems. In this paper we complement the results in Lepski, Nemirovski and Spo (1999) to provide a complete picture of asymptotically minimax estimation of L r -norm of the mean in a Gaussian White Noise model. Unlike Lepski, Nemirovski and Spokoiny (1999) , our results are rate optimal from both perspectives of upper and lower bounds. In this effort, best polynomial approximation of rational functions play a major role and might be of independent interest.
Several interesting questions remain open as challenging future directions. In particular, closing the lower bound gap over Hölder spaces, the actual premise considered by Lepski, Nemirovski and Spokoiny (1999) , is definitely a question of interest. Understanding the sharp nature of the penalty required for adaptive estimation of f r when r is even is another question that remain unanswered. We plan to study these issues in detail in future work.
Proof of Main Results.
5.1. Proof of Theorem 3.1. The proof of the Theorem hinges on the following lemma, the derivation of which can be found in Section 6. To state the lemma, consider
used for estimating µ with independent X, Y ∼ N (µ, λ 2 h ) and λ h defined by 3.3.
Lemma 5.1. Under the assumptions of Theorem 3.1, for any fixed µ, k ≥ 2, and c 1 > √ 8k, we have that there exists constants C 1 (depending on (c 1 , c 2 , ǫ, K M )) and C 2 (depending on (c 1 , c 2 , ǫ, K M , k)) such that
Note that Lemma 5.1 demonstrates bounds on all even central moments of ξ(X, Y )-a result that will be helpful in subsequent proof of adaptation. For now, we will only use the result for k = 2 which corresponds to bound on the variance of ξ(X, Y ).
Coming back to the proof of Theorem 3.1, note that there are three types of errors:
1. Approximation error incurred by replacing f 1 with f h 1 ; 2. The bias of We bound these errors separately. For the approximation error, by an alternative characterization of Besov balls (Härdle et al., 2012) , for f ∈ B s p,∞ (L) we have that for a constant C 0 depending on
As a result, the approximation error is upper bounded by
Secondly we upper bound the bias. By Lemma 5.1, there exists a constant C 1 (depending on (c 1 , c 2 , ǫ, K M )) such that
Finally we upper bound the variance of T h . Note that T h (x) and T h (y) are independent as long as |x − y| > h. Therefore by Lemma 5.1, there exists a constant C 2 (depending on (c 1 , c 2 , ǫ, K M )) such that
In summary, for any f ∈ B s p,∞ (L), by triangle inequality the L 2 risk of T in estimating f 1 can be upper bounded by
where C * is a constant depending on (c 1 , c 2 , σ, ǫ, L, K M ) which in turn satisfies the conditions of Theorem 3.1. This completes the proof of the theorem.
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Lemma 5.2. Under the conditions of Theorem 3.4, the following hold for all x ∈ [0, 1], k ≥ 2, c 1 > √ 8k, and constants C 1 (depending on (c 1 , c 2 , ǫ, σ, K M )) and C 2 (depending on (c 1 , c 2 , ǫ, σ, K M , k)).
We postpone the proof of the lemma to Section 6 and complete the proof of Theorem 3.4 assuming its validity.
As is in the case of L 1 norm estimation, there are three types of error incurred by our estimator T h , i.e., the approximation error, the bias and the variance. We analyze these errors separately.
For the approximation error, by the property of Besov ball we know that there exists a constant C 0 depending on L and K M such that for all f ∈ B s ∞ (L) the kernel approximation error satisfies f − f h p ≤ C 0 h s . Hence, by the monotonicity of L p norms on [0, 1], we know that
( 5.1) where C * > 0 is some universal constant which only depends on radius L and the kernel K.
For the bias and the variance, we first look at the bias and variance of Φ h = 1 0 T h (x)dx, which is the estimator for f h r r . Similar to the proof of Theorem 3.1, one can show using Lemma 5.2 that for C 1 (depending on (c 1 , c 2 , ǫ, σ, K M )) and C 2 (depending on (c 1 , c 2 , ǫ, σ, K M ))
For the estimation performance of our final estimator T h = max{0, Φ h } 1 r , set h = (n ln n) − 1 2s+1 , and ǫ > 0 sufficiently small satisfying the conditions of Theorem 3.4. We then divide our analysis into two cases.
First suppose that f r ≤ 2C 0 h s (where C 0 is defined by (5.1)). Then f h r ≤ f r + f −f h r ≤ 3C 0 h s , and by the bias bound of Φ h in Equation (5.2), |EΦ h | ≤ C 3 h sr for a constant C 3 depending on (C 0 , C 1 , r, s). Hence, by Lemma 6.6,
As a result, by triangle inequality we have
where the second inequality in the above display follows similar to before by equation (5.2) and Lemma 6.6 with C 4 being a constant depending on C 0 , C 1 , C 2 , C 3 , r, K M , s. Combining inequalities (5.3) and (5.4) completes the proof of Theorem 3.4.
5.
3. Proof of Theorem 3.3 and Theorem 3.5. We first provide a general approach to deal with the minimax lower bound, which is the so-called method of two fuzzy hypotheses presented in (Tsybakov, 2008) . Suppose we observe a random vector Z ∈ (Z, A) which has distribution P θ where θ ∈ Θ. Let σ 0 and σ 1 be two prior distributions supported on Θ. Write F i for the marginal distribution of Z when the prior is σ i for i = 0, 1. LetT =T (Z) be an arbitrary estimator of a function T (θ) based on Z. We have the following general minimax lower bound.
Lemma 5.3. (Tsybakov, 2008, Thm. 2.15 ) Given the setting above, suppose there exist ζ ∈ R, s > 0, 0 ≤ β 0 , β 1 < 1 such that
where F i , i = 0, 1 are the marginal distributions of Z when the priors are σ i , i = 0, 1, respectively.
Above V (P, Q) is the total variation distance between two probability measures P, Q on the measurable space (Z, A). Concretely, we have
where p = dP dν , q = dQ dν , and ν is a dominating measure so that P ≪ ν, Q ≪ ν. To apply this lemma, we proceed step by step. In the sequel we assume that r ≥ 1 is non-even. 5.3.1. Construction of Two Measures. Firstly we construct two probability measures via the Hahn-Banach theorem and the Riesz representation theorem.
Lemma 5.4. (Jiao et al., 2015 , Lemma 10, Lemma 12) For any bounded interval I ⊂ R, integers q ≥ 0, K > 0 and continuous function f on I, there exist two probability measures ν 0 and ν 1 supported on I such that
where E q−1,K (f ; I) is the distance in the uniform norm on I from the function f (x) to the space spanned by {x −q+1 , x −q+2 , · · · , x K }.
Here we apply this lemma to f (t) = t −q+ r 2 and
with universal constant d 1 , d 2 > 0 to be specified later. The following lemma analyzes the approximation property of t −q+ r 2 .
Lemma 5.5. Fix non-even r ≥ 1, integer q ≥ r/2, and some constant c > 0. For
where the constant c ′ > 0 only depends on c, q and r.
By Lemma 5.5 and our definitions of f , I and K, we conclude that
Based on ν 0 , ν 1 , we can construct two new probability measuresν 0 ,ν 1 defined bỹ
where δ 0 (·) is the delta mass at zero. It is straightforward to verify thatν i forms a probability measure, and 1. t lν 1 (dt) = t lν 0 (dt), for all l = 0, 1, · · · , q + K;
Now suppose that X i follows the distributionν i , denote byν i the distribution of the random variable √ X i , and defineμ
Thenμ i is supported on [−1, 1], and 1. t lμ 1 (dt) = t lμ 0 (dt), for all l = 0, 1, · · · , 2(q + K);
2. |t| rμ 1 (dt) − |t| rμ 0 (dt) (ln N ) −r ; 3. |t| 2qμ i (dt) ≍ (ln N ) −2q , for i = 0, 1.
Finally, suppose Y i follows from the distributionμ i , denote by µ i the distribution of the random variable √ ln N · Y i , and these are the probability measures we want. Specifically, supp(µ i ) ⊂ [− √ ln N , √ ln N ], and 1. t l µ 1 (dt) = t l µ 0 (dt), for all l = 0, 1, · · · , 2(q + K); 2. |t| r µ 1 (dt) − |t| r µ 0 (dt) (ln N ) − r 2 ; 3. |t| 2q µ i (dt) ≍ (ln N ) −q , for i = 0, 1.
A remarkable property is that, since 2q ≥ p, Hölder's inequality yields
where C 1 is a universal constant depending on d 1 and p. The construction of these two measures is partially inspired by Wu and Yang (2016) .
5.3.2.
Reduction to Parametric Submodel. Now we are in the position to prove the minimax lower bound via Lemma 5.3. Let us fix a smooth function g(x) vanishing outside [0, 1] with g B s p,∞ = 1, and g 1 > 0. Set h = (n ln n) − 1 2s+1 N = h −1 and let I 1 , · · · , I N be the partition of the interval [0, 1] into N subintervals of length h each (without loss of generality we assume that N is an integer), and let t i be the left endpoint of subinterval I i . With a point θ = (θ 1 , · · · , θ N ) ∈ [− √ ln N , √ ln N ] N we associate the function
It is easy to verify that if
where C 1 is given in (5.5), then for a suitable chosen constant L ′ > 0, we have f θ (t) ∈ B s p,∞ (L). Moreover,
Restricting ourselves to the parametric submodel f ∈ {f θ : θ ∈ Θ}, it is straightforward to see that the vector is sufficient for this submodel. Moreover,
As a result, ξ 1 , · · · , ξ N are i.i.d. N (0, 1) random variables. Compared with (5.7), the lower bound in Theorem 3.3 and Theorem 3.5 is proved as long as we can show that
in the parametric submodel (5.8). Note that when r = 1, this parametric problem is similar to but very different from the problem considered in Cai and Low (2011) , where the authors did not have the second constraint in (5.6).
Minimax Lower
Bound in the Parametric Submodel. In this subsection we finish the proof of (5.9), and thereby proves the lower bound in Theorem 3.5.
Consider the probability measures µ 0 , µ 1 constructed in the previous subsection, and define ∆ = |t| r µ 1 (dt) − |t| r µ 0 (dt) ≍ (ln N ) − r 2 . Now denote by µ N i the product measure of N copies, and consider the following event:
In fact, by Chebyshev's inequality it is easy to show that
Hence, by the union bound, we have
for any i = 0, 1. Now we are about to apply Lemma 5.3 to
and the prior σ i is set to be the conditional distribution of µ S i conditioning on E i , i.e.,
By the definition of E i , σ i is a valid prior on Θ. Moreover, under σ 1 we have
Moreover, by the definition of E 1 and Θ, under σ 1 we have
Hence, using the inequality a r − b r ≤ r(a r−1 + b r−1 )(a − b) for any a ≥ b > 0 and r ≥ 1, the previous inequalities yield that under σ 1 ,
Similarly, under σ 0 we have ln N so that β 0 = β 1 = 0. Now denote by F 0 , F 1 the marginal distributions of Z based on priors σ 0 , σ 1 , and the counterparts G 0 , G 1 based on priors µ S 0 , µ S 1 . By the data-processing property of total variation distance, we have
Moreover, Cai and Low (2011) shows that the χ 2 distance between G 0 and G 1 is upper bounded as
Hence, for choosing d 2 large enough, χ 2 (G 0 , G 1 ) is upper bounded by a universal constant C 2 . Now by Lemma 6.8, we have
In summary, the triangle inequality for total variation distance yields
and Lemma 5.3 together with Markov's inequality yields
which is (5.9), as desired. .
Then
where the last line follows from the definitions of h * (s) andĥ(γ n ) respectively, and C * is a constant that depends on (c 1 , c 2 , ǫ, s max , σ, L). To demonstrate adaptation we shall eventually choose a γ n (h) which is free of s and satisfies for some C 0 γ n (h * (s)) = C 0 h * (s) s .
( 5.11) The ensuing analyses will shed more light on the choice of the function γ n (h). Next note that
The control over the selection of a lower smoothness property can be achieved as below. Fix any h ′ < h * (s) ∈ H. The first step in this control is as usual the definition ofĥ(γ n ) to obtain the basic inequality
Subsequently we reduce the control of P |T h − T h * (s) | > γ n (h) to suitable control over
for some k to be chosen a large enough constant depending on the tuple (s max , r, σ, p). Consequently, in the following lemma we demonstrate desired control over central moments of
Lemma 5.6. Let f ∈ B s p,∞ (L) and r ≥ 1 be non-even. Then, under the assumptions of Theorem 3.6, for any h ∈ H and integer k ≥ 2
where C(r, k, c 1 , σ) is a constant depending on (r, k, c 1 ).
We defer the proof of Lemma 5.6 to Section 6 and complete the proof of Theorem 3.6 assuming its validity. We divide the subsequent analysis into two cases. First consider the case when f h r ≤ ψ(h, s) for a a function ψ depending on (h, s)-pair and to be chosen later. Then
( 5.14) where the second to last equality in the above display follows since T h ≥ 0 for all h ∈ H and the last inequality uses the monotone decreasing nature of γ n (h). Now note that T h ≥ 0 ⇐⇒ T r h = 1 0 T h (x) and that there exists a constant C 1 depending on (c 1 , c 2 , ǫ, σ, r, s max ) such that |E
we have for any k ≥ 2
However, from Lemma 5.6, if log n > 2s max + 1, there exists a constant C 2 depending on (r, k, c 1 ) such that
where the last inequality in the above display follows from Lemma 6.6. Moreover, there exists a constant C 3 depending on L and M (therefore on L and s max ) such that
Consequently,
Now by since γ n (h) is monotone decreasing, one has by (5.11) that for h ≤ h * (s), γ n (h) ≥ γ n (h * (s)) ≥ C 0 (h * (s)) s . Also from (5.15), γ n (h) ≥ ψ(h, s) for h ≤ h * (s). Therefore for any h ≤ h * (s)
Combined with (5.14) this yields that for all f such that f h r ≤ ψ(h, s) and h ≤ h * (s)
(5.16)
Next consider the case when f h r > ψ(h, s). In this case, once again using |a r − b r | ≥ b r−1 |a − b| for any a, b ≥ 0 and r ≥ 1, we have
(5.17)
The last inequality in the above display follows from the fact that f h r r ≥ 0. Consequently,
However, as argued earlier, there exists a constant C 3 depending on L and M (and hence on s max ) such that
Therefore by triangle inequality, (5.11), and monotone decreasing nature of γ n (h), we for h ≤ h * (s)
We shall choose γ n (h) such that the resulting C 0 is large enough to satisfy
Consequently we shall have for h ≤ h * (s)
and therefore
(5.19)
Now fix any h ≤ h * (s). Then by (5.17)
where in the last line we have used the fact that by Lemma 5.2, there exists a constant C 1 depending on (c 1 , c 2 , ǫ, σ, r, s max ) such that
If in the following we now choose ψ(h, s) to satisfy ψ(h, s) ≥ C 3 h s , h ≤ h * (s).
(5.21)
.
Combined with (5.19) this yields that for all f such that f h r > ψ(h, s) and h ≤ h * (s)
. 
(5.23)
The (γ n (h), ψ(h, s)) pair satisfying (5.11), (5.15), (5.18), (5.20), (5.21) can now be constructed as follows for given (c 1 , c 2 , ǫ, σ, r, k, s max , L) and hence given values of C 0 , C 1 , C 2 , C 3 . Take in particular γ n (h) = C * 1 λ h √ log n and ψ(h, s) = C * 2 λ h √ log n . Then, first choose C * 1 large enough depending on C 3 to guarantee (5.21). Then choose C * 1 large enough depending on C * 2 and (C 1 , C 3 ) to guarantee (5.15), (5.18), (5.20) . This guarantees the choice of C * 1 , C * 2 depend only on (c 1 , c 2 , ǫ, σ, r, k, s max , L). Finally, using expression (5.23) one can then choose ǫ small enough depending on s max and k > C * 3 (where C * 3 depend on ǫ, s max ) and corresponding c 1 , c 2 depending on this fixed (k, ǫ) such that the conditions of Lemma 5.6 are satisfied for this (c 1 , c 2 , k, ǫ) and we have
Consequently by Lemma 5.6 followed by application of Lemma 6.6 there exists a constant C 2 depending on (r, c 1 ) such that (5.25) by choosing ǫ > 0 small enough (depending on s max and at the same time guaranteeing the validity of (5.24)) and for some constant C 5 which depends on c 1 , c 2 , r, ǫ, σ, L, s max . Now combining (5.12), (5.13), (5.24), and (5.25), we have and thereby complete the proof.
6. Technical Lemmas. In this section we collect some necessary technical lemmas necessary to prove the main results of this paper. We begin with a collection of lemmas available in literature which will serve as necessary tools to prove the other technical lemmas involved in the arguments laid down in Section 5. Lemma 6.1. (Cai and Low, 2011) For Hermite polynomial H k (x) of order k, if X ∼ N (µ, 1), we have
Lemma 6.2. (Bernstein, 1912; Varga and Karpenter, 1987) For any r > 0, the best polynomial approximation error of |x| r on [−1, 1] satisfies inf Q∈Poly n sup x∈ [−1,1] |Q(x) − |x| r | ≤ β r n r where β r > 0 is a universal constant depending on r only. Moreover, for n large enough, we can choose β 1 to be the Bernstein constant β * = 0.280169499. Lemma 6.3. (Boucheron, Lugosi and Massart, 2013) For X ∼ N (µ, σ 2 ), we have
Lemma 6.4. Let X ∼ N (µ, σ 2 ) with µ > cσ √ ln n, where c > 0. Then for any α ∈ R and any integer k ≥ 2, we have
where D α , D α,k > 0 are universal constants depending on α, k and c only.
Proof. Throughout we use the asymptotic notation to denote universal constants depending on α and c only.
For the first inequality, define
by the triangle inequality we have
where for bounding the last term we have used the fact that polynomial growth cannot offset exponential decay. Now if α ≥ 0, the desired bound follows from the fact (σ √ ln n) α µ α and exp(− µ 2 8σ 2 ) 1. Otherwise, a combination of (σ √ ln n) α σ α , exp(− µ 2 8σ 2 ) 1 and σ α µ α · exp(− µ 2 8σ 2 ) 1 completes the proof. As for the second inequality, note that 
where in (6.1) we have used again that the polynomial growth cannot offset exponential decay, and Taylor expansion is employed in (6.2), (6.3) follows from µ k σ k · exp(− µ 2 8σ 2 ) 1 and the last step can be proved by distinguishing the case α ≤ 1 and α > 1, separately. Now observe that for any random variable Y and integer k ≥ 2, by triangle inequality and Jensen's inequality, the following inequality
holds for any c ∈ R. Hence, a combination of the previous two inequalities concludes the proof of the upper bound on k-th central moment.
Lemma 6.5. (Qazi and Rahman, 2007, Thm. E) Let p n (x) = n ν=0 a ν x ν be a polynomial of degree at most n such that |p n (x)| ≤ 1 for x ∈ [−1, 1]. Then, |a n−2µ | is bounded above by the modulus of the corresponding coefficient of T n for µ = 0, 1, . . . , ⌊n/2⌋, and |a n−1−2µ | is bounded above by the modulus of the corresponding coefficient of T n−1 for µ = 0, 1, . . . , ⌊(n − 1)/2⌋. Here T n (x) is the n-th Chebyshev polynomials of the first kind.
Lemma 6.6. Let f and f h be defined in Section 3, and let r ≥ 1 and k > 1 be integers. There exists some universal constant c depending only on r, k and the kernel K such that
Proof. The proof follows from the proof of (Lepski, Nemirovski and Spokoiny, 1999, Lemma 4.4) and is hence omitted. In general for any integer k ≥ 2,
Proof. The identity for Var(Z) follows from (Cai and Low, 2011, Lemma 4) . For general k, by taking the expectation with respect to ½(A) first, we have
By triangle inequality,
where in the last step we have used P(A) k−1 + P(A c ) k−1 ≤ P(A) + P(A c ) = 1 for k ≥ 2.
Lemma 6.8. (Tsybakov, 2008) The total variation distance and the chi-squared distance are related via the following inequality:
Lemma 6.9. (Härdle et al., 2012, Theorem C. 2) Let q ≥ 2 and let X 1 , . . . , X n be independent random variables such that E(X i ) = 0 and E|X i | q < ∞.
6.1. Proof of Lemma 5.1. The proof of Lemma 5.1 follows in turn from sequence of lemmas. We first consider the case where |f h (x)| is small for which the next Lemma is crucial.
Lemma 6.10. Let |µ| ≤ 2c 1 λ h √ ln n, and X ∼ N (µ, λ 2 h ). Then for c 2 ln n ≥ 1, 4c 2 1 ≥ c 2 , the bias and variance of P (X) in estimating |µ| can be upper bounded as
and for where the constant β 1 appears in Lemma 6.2.
Proof. By Lemma 6.1 we know that
By Lemma 6.2, we have
Hence, the bias of P (X) is upper bounded by
As for the variance, first Lemma 6.5 tells us
Hence, with the help of Lemma 6.1, we know that
The next lemma is useful to analyze the plug-in approach where f h (x) is large. The key observation in this regime is that the plug-in approach is almost unbiased due to the measure concentration property of Gaussian distribution. Lemma 6.11. Let |µ| ≥ c 1 2 λ h √ ln n, X ∼ N (µ, λ 2 h ), and k ≥ 2 be any integer. If c 2 1 ≥ 8k, then k) is a universal constant depending on k and c 1 only. In particular, when k = 2, we have
Proof. By symmetry we can assume that µ ≥ c 1 2 λ h √ ln n, then the bias can be written as
With the help of the Gaussian tail bound (Lemma 6.3), we have
which completes the proof of the bias bound.
As for the k-th central moment, we have
where we have used the previous bias bound for the last term. Using the same technique as before,
where Z ∼ N (0, 1) is a standard normal random variable and C depends on c 1 and k. Now by our choice of c 2 1 > 8k, the k-th central moment bound is proved.
In our final lemma, we take into account the sample splitting approach, and consider the performance of the estimator
in estimating µ with independent X, Y ∼ N (µ, λ 2 h ). The results are summarized in the following lemma, which in turn proves Lemma 5.1 being considered.
3. In this case |µ| ≥ 2c 1 λ h √ ln n. The bias bound is given by
n −c 2 1 /8 , and the k-th moment can be upper bounded as
This completes the proof of the lemma.
6.2. Proof of Lemma 5.2. The proof of Lemma 5.2 follows in turn from sequence of lemmas.
We first consider the case where |f h (x)| is small for which the next Lemma is crucial.
Lemma 6.13. Let |µ| ≤ 2c 1 λ h √ ln n, and X ∼ N (µ, λ 2 h ). Then for c 2 ln n ≥ 1, 4c 2 1 ≥ c 2 , the bias and variance of P r (X) in estimating |µ| r can be upper bounded as
where the constant β r appears in Lemma 6.2.
Hence, the bias of P r (X) is upper bounded by
As for the variance, first Lemma 6.5 tells us |g K,k | ≤ 2 3K , k = 0, 1, · · · , K.
where we have used the fact that k ≤ K ≤ (2c 1 √ ln n) 2 .
Next we analyze the "smooth" regime where |f h (x)| is large, where the Taylor expansion technique based estimator S λ h (f h,1 ) is analyzed in detail. Subsequently, we can then into account the sample splitting approach, and following the same approach as of the proof of Lemma 6.12 one can complete the proof of Lemma 5.2. We omit the details.
Lemma 6.14. Let |µ| ≥ c 1 2 λ h √ ln n, k ≥ 2 be any integer, and X ∼ N (µ, λ 2 h ). If c 2 1 ≥ 8k, then the bias and k-th central moment of S λ h (|X|) in estimating |µ| r can be upper bounded as
where C(r, k) > 0 is a universal constant depending only on r, k and c 1 . In particular, for k = 2 we have
Proof. By symmetry we may assume that µ > c 1 2 λ h √ ln n, and throughout the proof we will use the notation a n b n to show that | an bn | is upper bounded by a universal constant which only depends on c 1 , k and r.
First we analyze the bias. By the independence of X 1 and X 2 , we know that
is the Taylor coefficient. Hence, by Taylor expansion and triangle inequality we have
where we have used Lemma 6.3, r − R − 1 < 0 and
This proves the bias bound. As for the k-th central moment, we remark that S λ h (X) is a finite sum (the number of summands only depends on r) of terms of the following form:
Further expanding the expression of H j ( X 2 λ h ) into a finite sum of monomials (the number of summands again only depends on j ≤ R), S λ h (X) is a finite sum of "atoms" of the following form:
Hence, by the triangle inequality, it suffices to prove that
In fact, by independence of X 1 and X 2 , one more application of the triangle inequality tells us that it suffices to prove the following two inequalities:
To bound A 1 , by the property of Gaussian central moments, it is easy to show that
).
Now by Lemma 6.4, we have
where in the last step we have used the fact that µ (r−1)k−t λ t h µ (r−1)k for any t ≥ 0 due to µ ≥ c 2 λ h √ ln n. As for A 2 , by Lemma 6.4 and
λ k h µ (r−1)k and thereby completes the proof.
6.3. Proof of Lemma 5.6. For the simplicity of the proof notation, we shall assume that J = 1/h is an integer. The more general proof follows with obvious modifications by working with ⌊1/h⌋. We only provide the proof here for the case when J is an even integer i.e. J = 2L for some L ≥ 1. The proof for J odd can be obtained similarly.
In particular, we consider the partition of [0, 1] into 2L consecutive subintervals of length h each and for l = 0, 1, . . . , 2L − 1 denote the l th subinterval by I l i.e. I l = [(l − 1)h, lh) for l = 0, . . . , 2L − 2 and I 2L−1 = [(2L − 1)h, 2Lh]. Let I 1 = L−1 l=0 I 2l and I 2 = L−1 l=0 I 2l+1 . Then Indeed,
4)
We now provide control over E|T 1 | k . The bound over E|T 2 | k is similar and combining them shall yield the desired proof of the lemma. First note that
where ξ h,l (x) = (2l+1)h 2lh (T h (x) − E(T h (x)))dx are independent and zero-mean random variables for l = 0, . . . , L − 1. Therefore, by Rosenthal's Inequality (Lemma 6.9) we have that
E|ξ h,l | 2 k/2   .
(6.5)
Now, by Jensen's Inequality on the interval of length h
where the last inequality follows from Lemma 5.1 (for r = 1) and Lemma 5.2 (for r > 1) with C 2 a constant depending on c 1 , c 2 , ǫ, σ, K M , k. Plugging in the bound (6.6) into (6.5) and subsequently combining with (6.4) completes the proof of Lemma 5.6.
6.4. Proof of Lemma 5.5. We need some notions and results from approximation theory first. For functions defined on [0, 1], define the r-th order Ditzian-Totik modulus of smoothness by (Ditzian and Totik, 1987 )
where ϕ(x) x(1 − x). This quantity is related to the polynomial approximation error via the following lemma. In the proof of this lemma only the second inequality will be of use, which together with the monotonicity of E 0,n (f ; [0, 1]) in n yields (let u = 1) E 0,n (f ; [0, 1]) ≥ where D ≥ 1 is a universal constant to be specified later. We will use this inequality to find a lower bound for the approximation error. Note that E q−1,n (f ; I) = inf a 1 ,··· ,a q−1 E 0,n (f (x) + q−1 k=1 a k x k ; I)
we need to obtain a lower bound for the polynomial approximation error E 0,n (x −q+r/2 + q−1 k=1 a k x −k ; [cn −2 , 1]), and the lower bound does not depend on a 1 , · · · , a q−1 . We define g(x) = x −q+r/2 + q−1 k=1 a k x −k , and letg be the function defined on [0, 1] which is formed by scaling g. We distinguish into two cases.
First we consider the case where E 0,0 (g; [0, 1]) ≤ C 1 n 2q−r for some fixed constant C 1 > 2c −q+r/2 . By the definition of ω 1 ϕ (f, t) ∞ , there exists some universal constants 0 < A < B (which only depends on c) such that
Since r is not even, it is straightforward to verify that the functions h 1 , · · · , h q−1 , h q− r 2 is linearly independent in the interval [A, B], we conclude that
where the constant C 2 > 0 only depends on r, q, A, B but not on a 1 , · · · , a q−1 . Hence, in this case we have E 0,n (g; [cn −2 , 1]) ≥ C 2 (Dn) 2q−r M 1 − C 1 n 2q−r D (6.8)
where none of the constant depends on a 1 , · · · , a q−1 . Second we consider the case where E 0,0 (g; [0, 1]) > C 1 n 2q−r . Since 2q − r > 0, we have E 0,0 (g; there exists some j ∈ {1, · · · , q − 1} such that |a j |n 2j ≥ C 3 E 0,0 (g; [0, 1])
where C 3 is a universal constant which only depends on r, q and c. Defining the interval [A, B] as in the first case, we have
where the universal constant C 4 > 0 (which only depends on r, q, A, B but not on a 1 , · · · , a q−1 ) again follows from the linear independence of functions h q− r 2 , h 1 , · · · , h q−1 . Now in this case we have E 0,n (g; [cn −2 , 1]) ≥ C 3 C 4 M 1 − 1 D · E 0,0 (g; [0, 1])
where again none of the constants depends on a 1 , · · · , a q−1 . Hence, by choosing D large enough, by (6.8) and (6.9) we have 
