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osting by EAbstract This paper reports an approach that depends on Continuous Hidden Markov Models
(CHMMs) to identify Arabic speakers automatically from their voices. The Mel-Frequency
Cepstral Coefﬁcients (MFCCs) were selected to describe the speech signal. The general Gaussian
density distribution HMM is developed for the CHMM system. Ten Arabic speakers were used
to evaluate our proposed CHMM-based engine. The identiﬁcation rate was found to be 100% dur-
ing text dependent experiments. However, for the text-independent experiments, the identiﬁcation
rate was found to be 80%.
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Nowadays it is obvious that speakers can be identiﬁed from
their voices. The human speech conveys different types ofering, Alexandria University.
. All rights reserved.
lty of Engineering, Alexandria
lsevierinformation. The primary type is the meaning of words, which
the speaker tries to pass on to the listener. However, the other
types that are also included in the speech are information
about the language being spoken, speaker emotions, gender
and identity of the speaker. The goal of automatic speaker
recognition is to extract, characterize and recognize the infor-
mation about the speaker identity to identify a speaker by
his or her voice. Speaker recognition is categorized into
speaker identiﬁcation and speaker veriﬁcation (Fig. 1). Veriﬁca-
tion is the task of automatically determining if a person really
is the person, he or she claims to be. This technology can be
used as a biometric feature for verifying the identity of a per-
son in applications like banking by telephone and voice mail.
Identiﬁcation is the mapping of a speech signal from an
unknown speaker to a database of known speakers, i.e., the
system has been trained with a number of speakers that the
system can recognize [1].
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44 H. TolbaThe systems can be subdivided into text-dependent and text-
independent methods. Text-dependent systems require the
speaker to utter a speciﬁc phrase (pin-code, password, etc.),
while a text-independent method should catch the characteris-
tics of the speech irrespective of the text spoken [1]. The advan-
tage of text independent system is that a speaker can be
identiﬁed from any speech utterance if the system was trained
to recognize the speaker. A speaker identiﬁcation system can-
not identify a speaker unless the system is trained with a speech
segment produced by that speaker, just as a human cannot
identify a person unless he already knows that person from
previous encounters. The focus of this paper is speaker identi-
ﬁcation process; which is divided into two main phases: enroll-
ment phase and identiﬁcation phase. During the ﬁrst phase,
speaker enrollment, speech samples are collected from the
speakers. In the second phase, identiﬁcation phase, a test sam-
ple from an unknown speaker is compared against the speaker
database.
Both phases include feature extraction, which is used to ex-
tract speaker dependent characteristics from speech. The main
purpose of this step is to reduce the amount of test data while
retaining speaker discriminative information. Then in the
enrollment phase, these features are modeled and stored in
the speaker database. This process is represented in Fig. 2.
In the identiﬁcation step, the extracted features are com-
pared against the models stored in the speaker database. Based
on these comparisons a ﬁnal decision about speaker identity is
made. This process is represented in Fig. 3.
In this paper we propose statistical identiﬁcation techniques
based on CHMMs with Gaussian Mixture Models (GMMs) as
the probability density functions used in order to identify
speakers automatically from their voices when speaking in
Arabic.2. Background
Speaker recognition has been an interesting research ﬁeld for
the past decades. Researches on this topic fall into two catego-
ries: feature extraction and classiﬁcation algorithm. Early sys-
tems in 1960s and 1970s were using ﬁlter banks and correlating
two digital spectrograms for a similarity measure [1]. Li et al.
[2] developed the same technique by using linear discrimina-
tors. Doddington at Texas Instruments (TI) [3] replaced ﬁlter
banks by formant analysis. In 1980s, as an alternative to the
template-matching approach for text-dependent speaker rec-
ognition, the HMM technique was introduced where remark-
ably robust models of speech events can be obtained with
only small amounts of speciﬁcation or information accompa-
nying training utterances.
Vector Quantization/Hidden Markov Model (VQ/HMM)
is then introduced as a nonparametric model, where a set of
short-time training feature vectors of a speaker can be efﬁ-
ciently compressed to a small set of representative points,
called VQ codebooks. In addition, Rose and Reynolds [4]
introduced and evaluated the use of Gaussian Mixture Models
(GMMs) for robust text-independent speaker identiﬁcation.
In the ﬁeld of the feature extraction various parameters
were extracted, as speaker features independent of the phonetic
context, by averaging over a long enough duration or by
extracting statistical or predictive parameters. This includes
averaged auto-correlation, instantaneous spectra covariance
matrix, spectrum and fundamental frequency histograms, lin-
ear prediction coefﬁcients, and long-term averaged spectra
[1]. Combination of cepstral coefﬁcients and their ﬁrst and sec-
ond polynomial coefﬁcients as frame based features was used
to increase robustness against distortions by the telephone sys-
tem [5]. The cepstrum-based features later became the stan-
dard, not only for speaker recognition, but also for speech
recognition.
Nowadays there is a particular interest for the recognition
of speaker talking in Arabic. In [6], the Nearest Neighbor
based Evidence Fusion (NNEF) algorithm, used to combine
nearest neighbor classiﬁers using the Dempster–Shafer Theory
(DST) of evidence to improve the classiﬁcation results. Results
of experiments done on 40 classes database of speakers speak-
ing in Arabic showed that we can improve the classiﬁcation re-
sults of the LPCC and the MFCC classiﬁers when used
separately. In [7], the Singular Value Decomposition (SVD)
technique was presented as a matching algorithm for text-inde-
pendent speaker recognition in a noisy environment. This tech-
nique is based on ﬁnding the ratio of the singular values of the
feature vectors of the unknown speaker and each of the N
reference features stored in the constructed database. Results
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speaking in Arabic showed an overall correct recognition accu-
racy of 94% for clean speech and 49.5% for noisy speech of
0 dB SNR was obtained. In [8], neural networks (NN) and
discrete wavelet transform (DWT) techniques have been used
as a hybrid approach for speaker identiﬁcation to form a sys-
tem with improved performance. Results of experiments done
on a set of 25 randomly aged male and female speakers showed
a total of 61% correct identiﬁcation rate. In [9], a combination
method which includes both GMM and support vector ma-
chines (SVMs) applied in a text-independent speaker identiﬁ-
cation task. Results of experiments conducted on Arabic
data sets of 16 speakers showed a total of 4.4% identiﬁcation
error rate (IER). The possibility of treating the speech signal
graphically by using To¨eplitz matrix Eigen values approach
was discussed in [10] in order to extract the essential image fea-
tures. This step was used as a basic step in successful data min-
ing applications in the biometric techniques. Results showed
that To¨eplitz approach is proved to work successfully in hy-
brid systems of both processing and classiﬁcation. In [11], a
Gaussian Mixture Model was employed in experiments to car-
ry out a speaker veriﬁcation system using a Saudi Accented
Arabic Voice Bank (SAAVB), which contains a telephone
speech database with 1033 speakers. The obtained results of
such a system showed that combining scores of more than
one utterance for each speaker can reduce error rates up to
4.58% (for 5 utterances).
3. Proposed approach
In this paper, we propose a CHMM-based identiﬁcation en-
gine to identify Arabic speakers. The overall identiﬁcation
system is illustrated in Fig. 4. It is clear from Fig. 4 that
the identiﬁcation process consists of three main functions:
signal preprocessing, feature extraction and pattern match-
ing. Signal Preprocessing is the ﬁrst process of converting
a continuous signal to a discrete form. It contains a high-
pass ﬁlter, pre-emphasis and windowing. Feature Extraction
is the transformation of the signal x into a vector y, whose
components are called features. y is generally much more
tractable for the system than x, but should contain most
of the information necessary for the identiﬁcation process.
Examples of features are linear prediction coefﬁcients, ceps-
tral coefﬁcients, fundamental frequency and formant fre-
quencies. In this research, we used the MFCCs, which
were calculated by using a ﬁlter-bank spaced uniformly on
a nonlinear, warped frequency scale, such as the Mel scale
or the Bark scale.
Pattern Matchingmeasures the similarity between unknown
feature vectors and reference templates. Each signal model is
constructed from the extracted features from the signal itself.
The matching algorithm compares the incoming signal to the
reference model and scores their difference. The distance is
used later to determine the unknown speaker.Signal
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Figure 4 Overall identiﬁcation system.3.1. Signal preprocessing
Signal preprocessing is the ﬁrst process of converting a contin-
uous signal to a discrete form. It contains high-pass ﬁlter, pre-
emphasis and windowing. Feature Extraction is the transfor-
mation of the signal x into a vector y, whose components
are called features. y is generally much more tractable for
the system than x, but should contains most of the information
necessary for the classiﬁcation/identiﬁcation process. Exam-
ples of features are linear prediction coefﬁcients, cepstral coef-
ﬁcients, and fundamental frequency and formant frequencies.
In this research, we used the MFCCs, which were calculated
by using a ﬁlter-bank spaced uniformly on a nonlinear, warped
frequency scale, such as the Mel scale or Bark scale. Pattern
Matching is to measure the similarity between unknown fea-
ture vectors and reference templates. Each signal model is con-
structed from the extracted features from the signal itself. The
matching algorithm compares the incoming signal to the refer-
ence model and scores their difference. The distance is used la-
ter to determine the unknown speaker.
In our proposed system, a microphone and a sound recor-
der were used to record and store the speech data in a digital
format at a sampling frequency of 11.25 kHz. Then, the signal
is pre-emphasized using a FIR high-pass ﬁlter to ﬂatten the sig-
nal spectrum. The pre-emphasized signal is then framed and
windowed. The window function that is applied to the signal
is preferably not rectangular, as this can lead to distortion
due to vertical frame boundaries. A common choice for the
non-rectangular window is the Hamming window. The frame
length can vary, but based on empirical results, it is often
chosen from 20 to 30 ms. An overlap of 30–50% of the
frame length is used to produce a smooth transition between
frames.
3.2. Feature extraction and pattern matching
3.2.1. Feature extraction
Almost all speech recognition systems use a parametric repre-
sentation to represent the waveform of a speech utterance. The
aim of such a parameterization is: (1) to preserve the main fea-
tures of speech that can easily identify a sound; (2) to eliminate
as much as possible the effects produced by communication
channels, speaker differences and paralinguistic factors; and
(3) to lower the information rate as much as possible for fur-
ther easier processing, analysis and computation/memory
reduction. A wide range of possibilities exist for parametrically
representing the speech signal such as: the short-time spectral
envelope, Linear Predictive Coefﬁcients (LPC), Mel-Fre-
quency Cepstral Coefﬁcients (MFCCs), the short-time energy,
zero crossing rates and other related parameters. To better rep-
resent the temporal variations in the speech signal, higher-or-
der time derivatives (or simply, delta parameters for ﬁrst
derivatives, delta-delta parameters for second derivatives) of
signal measurements are added to the set of static parameters
(e.g. MFCCs, LPC, etc.). The combination of dynamic and
static features had proved additional discriminability for
speech pattern comparison and consequently improved the
accuracy of the speech recognition process. Moreover, tempo-
ral variations in the speech signal, obtained by applying time
derivatives to the speech signal, when combined with the static
features mentioned above, had shown additional discrimina-
bility for speech pattern comparison [1,2].
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Figure 5 Block diagram of CHMM-based recognition engine.
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The HMMs used in this system is continuous HMMs
(CHMMs), in which we measure the likelihood via conditional
probability of the observations given for each model. How-
ever, all of these output probabilities utilize random variables.
The CHMM uses a Gaussian density functions, which is the
most widely used efﬁcient density functions without loss of
generality. In fact, CHMM is more accurate than DHMM be-
cause it uses continuous observations to construct the model
directly without a quantization. However, the computational
complexity when using the CHMMs is more than the compu-
tational complexity when using DHMMs. It normally takes
more time in the training phase. The block diagram of the
CHMM-based recognition engine is shown in Fig. 5. In this
approach, we used the feature vectors to train a CHMM.
The densities with each state of the HMMs are modeled with
GMM components. We used the Baum–Welch algorithm dur-
ing the training phase. The Viterbi algorithm was applied to
compute the likelihood function of the testing data in the iden-
tiﬁcation phase. The HMM with the largest likelihood is the
identiﬁed speaker.
4. Platform
All speech signals were recorded with the same microphone
and the same sound recorder. The signals were recorded and
stored in a digital form at a sampling frequency
Fs = 11.025 kHz. Each signal passed through a pre-emphasis
high-pass ﬁlter HðzÞ ¼ 1 az1 where a ¼ 0:97 and segmented
into 30 ms length frames with 50% overlap. The feature vec-
tors were extracted (each vector consists of 12 MFCCs) for
each segment. A four-state left-to-right continuous density
HMM recognition engine was developed. We used a standard
k-means initialization procedure to initialize the HMM param-Table 1 Identiﬁcation probability (%) using text-dependent metho
S1 S2 S3 S4 S
Spkr1 85.64 84.2 84.72 84.84 8
Spkr2 83.81 88.98 87.64 87.58 8
Spkr3 84.46 86.63 87.81 85.32 8
Spkr4 84.8 87.37 86.67 88.56 8
Spkr5 85.16 87.22 88.17 87.14 8
Spkr6 84.98 89.05 87.98 88.55 8
Spkr7 83.76 87.05 86.89 86.54 8
Spkr8 84.32 87.09 87.61 86.7 8
Spkr9 84.76 87.28 87.23 87.16 8
Spkr10 82.65 85.54 85.01 84.56 8eters. The HMM-based recognition engine was trained using
the Baum–Welch algorithm. In the training phase, the feature
vectors of the samples were extracted after the preprocessing
procedure. At the next stage, each sound signal was divided
into four equal length segments and the probability distribu-
tion density function of each segment was estimated using
the EM algorithm with two mixtures. During the identiﬁcation
phase, the feature vectors sequence is segmented and the like-
lihood function is calculated using the Viterbi algorithm by
assuming vectors’ independence. By comparing the likelihood
functions that are derived from distinct models, the identiﬁed
speaker is determined.5. Tests and results
5.1. Database
Ten speakers participated in the recording sessions. The train-
ing material consists of a set of two sentences. Only one sen-
tence was recorded for each speaker for the test phase. All
recordings were executed in the same room with the same
equipment, so there is no mismatch between the training and
test sets. Each speaker recorded each sentence two times. All
signals were classiﬁed as ‘S1’ to ‘S10’.
5.2. Experiments
In all our experiments, 12 MFCCs were calculated on a 30-ms
Hamming window advanced by 10 ms for each frame. Then,
an FFT is performed to calculate a magnitude spectrum for
the frame, which is averaged into 20 triangular bins arranged
at equal Mel frequency intervals. Finally, a cosine transform
is applied to such data to calculate the 12 MFCCs. Moreover,
the normalized log energy is also found, which is added to the
12 MFCCs to form a 13-dimensional (static) vector. This static
vector is then expanded to produce a 39-dimensional vector
(including 13 static coefﬁcients, 13 delta coefﬁcients and 13
acceleration coefﬁcients) upon which the Hidden Markov
Models (HMMs), which model the speech subword units, were
trained. The baseline system used for the recognition task uses
a triphone Gaussian mixture HMM system.
In the ﬁrst set of experiments, we examined the perfor-
mance of the system using the text-dependent method. We
trained the system with one sentence for each speaker and
tested the system with the same sentence. In the second set
of experiments, we examined the performance of the system
using the text-independent method. We trained the system withd.
5 S6 S7 S8 S9 S10
4.72 84.75 84.53 84.73 85.01 83.75
6.63 87.89 87.74 87.08 87.54 87.49
6.89 85.63 86.69 86.67 86.25 85.77
6.74 87.07 87.26 86.9 87.19 86.86
8.97 86.6 87.78 88.13 87.74 86.69
7.97 90.15 88.34 88.48 88.47 87.6
6.91 86.48 88.1 86.91 86.53 85.76
7.76 86.72 87.45 88.77 87.02 86.13
7.41 87.11 87.25 87.21 88.55 86.96
4 85.02 84.95 84.58 84.94 86.78
Table 2 Identiﬁcation probability (%) using text-independent method.
S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
Spkr1 85.734 85.31 85.48 85.64 84.96 85.35 84.33 85.00 85.12 84.84
Spkr2 89.045 89.58 89.51 89.75 89.31 89.41 89.29 89.3 89.35 89.49
Spkr3 86.951 87.33 87.91 87.75 87.63 87.32 87.02 87.66 87.47 87.22
Spkr4 88.07 88.28 88.27 88.73 88.15 88.28 87.87 88.20 88.07 88.16
Spkr5 86.46 86.44 86.53 86.89 86.91 86.49 86.53 86.96 86.7 86.71
Spkr6 90.843 91.25 90.95 91.09 90.70 91.33 90.44 90.78 91.17 90.92
Spkr7 87.507 88.29 88.49 88.31 88.13 88.05 88.86 88.19 87.99 87.94
Spkr8 87.91 88.56 88.60 88.72 88.95 88.47 88.40 89.28 88.86 88.32
Spkr9 88.54 89.05 89.03 89.09 89.02 89.09 88.52 89.15 89.34 88.93
Spkr10 87.07 86.74 86.43 86.85 86.24 86.55 85.57 86.74 86.62 87.57
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third sentence.
Results obtained from the ﬁrst set of experiments showed
that the recognition rate was 100% (see Table 1). On the other
hand, results obtained from the second set of experiments
showed that the recognition rate decreased to 80% (see Table
2). The results illustrated in Tables 1 and 2 show that relative
improvements were obtained, compared to the results obtained
in [11]. However, it should be noted that the database, the rec-
ognition engine, and the environment used in [11] are totally
different from the ones that we were using in our study.
6. Conclusion
In this paper we implemented an identiﬁcation system to auto-
matically identify the Arabic speaker from their voices. Our
system was based on HMM with GMM as pdf and MFCCs
as the features that describe the speech signal. The model
was very promising in terms of both recognition rate and com-
putational complexity. Based on these results CHMM would
be a very good choice for maximizing speaker identiﬁcation
rate for Arabic speakers. Obtained results showed that Arabic
speaker could be identiﬁed as efﬁciently as an English speaker
using the same techniques of identiﬁcation.
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