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Any such sl 2 action on L l V ðlÞ integrates to an SL 2 action. Hence the reflection element
induces an isomorphism of vector spaces V ðlÞ ! @ V ðÀlÞ. An interesting question is whether this isomorphism can be lifted to an equivalence of categories T : DðlÞ ! DðÀlÞ coming from a lift of the reflection element.
1.2. Construction of the equivalence. In their seminal paper [CR] , Chuang and Rouquier constructed such an equivalence under the assumption that the underlying weight space categories are abelian, and the categorical sl 2 action is by exact functors. More precisely, they constructed an equivalence between the corresponding derived categories.
In our motivating geometric examples, however, the natural functors are not exact, and as a result the weight space categories DðlÞ are triangulated instead of abelian. Nevertheless, it is still natural to ask for an equivalence between DðlÞ and DðÀlÞ.
The setup we use in order to modify the Chuang-Rouquier construction is that of strong categorical sl 2 actions (Section 2.1). In particular, this means that categories DðlÞ are graded and the Es and Fs satisfy a graded version of relations (1) and (2). The grading implies that on the level of the Grothendieck group there is an action of the quantum group U q ðsl 2 Þ.
As an additional data, we demand functors E ðrÞ ðlÞ : Dðl À rÞ ! E ðrÞ ðl þ rÞ and F ðrÞ ðlÞ : Dðl þ rÞ ! Dðl À rÞ which categorify the elements e ðrÞ ¼ e r r! and f ðrÞ ¼ f r r! along with natural transformations X , T which are used to rigidify the isomorphisms (1) and (2).
Even though our axioms are di¤erent from those of Chuang-Rouquier, our construction of the complex which induces the functor T and our proof that it is an equivalence is adapted from [CR] . Here is a sketch of the construction.
If we restrict t A SL 2 to the weight space V ðlÞ with l f 0, then one can write t as t ¼ f ðlÞ À f ðlþ1Þ e þ f ðlþ2Þ e ð2Þ G Á Á Á where the sum is finite since V ðlÞ ¼ 0 for l g 0. We can lift f ðlþsÞ e ðsÞ to the composition of functors F ðlþsÞ E ðsÞ . We then form a complex of functors Y Ã whose terms are Y s :¼ F ðlþsÞ ðsÞ E ðsÞ ðl þ sÞhÀsi (the hÁi represents a shift in the grading). The connecting maps of the complex are defined via various adjunction morphisms (Section 2.3).
The main result of this paper, Theorem 2.8, states that if our categories DðlÞ are triangulated then the convolution of this complex is an equivalence T : DðlÞ ! @ DðÀlÞ.
1.3. Application to stratified Mukai flops. Our main application in this paper is to construct equivalences between derived categories of coherent sheaves on cotangent bundles of Grassmannians. We fix a positive integer N and let DðlÞ :¼ D Coh À T ? Gðk; NÞ Á be the bounded derived category of coherent sheaves on the cotangent bundle of the Grassmannian where l ¼ N À 2k. In [CKL2] we constructed a strong categorical sl 2 action on these categories, where the functors E, F act by natural correspondences.
Hence by the main result of this paper, we get a non-trivial, natural equivalence
(see Corollary 6.2).
When k ¼ 1, T ? Gð1; NÞ and T ? GðN À 1; NÞ di¤er by a standard Mukai flop and the equivalence we produce is already known (see [K1] or [N1] ).
When k > 1, the varieties T ? Gðk; NÞ and T ? GðN À k; NÞ are related by a stratified Mukai flop. The problem of constructing such an equivalence (3) in these cases was posed by Namikawa in [N2] . Our work gives the first solution to this problem with the exception of the case Gð2; 4Þ where an equivalence was constructed by Kawamata in [K2] . We should note that the idea of using categorical sl 2 actions to construct the equivalence (3) was first proposed by Rouquier in [Ro1] , Section 4.4.2.
Despite the indirect nature of our construction, we are able to give a fairly concrete description of the equivalence, which we do in Section 6. In particular, we prove that it is induced by a Fourier-Mukai kernel which is a Cohen-Macauley sheaf.
Similar geometric settings for equivalences constructed from strong categorical sl 2 actions, including convolutions of a‰ne Schubert varieties and Nakajima quiver varieties, are considered in [CKL1] and [CKL3] , respectively.
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Equivalences from strong categorical sl 2 actions
In this section we begin by reviewing the concept of a strong categorical sl 2 action. Then we describe how to form a complex of functors from such an action. Finally we state our result (Theorem 2.8) which explains when and how this complex of functors gives an equivalence of categories.
2.1. Strong categorical sl 2 actions. We begin by reviewing the definition of a strong categorical sl 2 action (of nil a‰ne Hecke type).
Let k be a field. A strong categorical sl 2 action consists of the following data:
(i) A sequence of k-linear Z-graded, additive categories DðÀNÞ; . . . ; DðNÞ. Graded means that each category DðlÞ has a shift functor hÁi which is an equivalence.
(ii) Functors E ðrÞ ðlÞ : Dðl À rÞ ! Dðl þ rÞ and F ðrÞ ðlÞ : Dðl þ rÞ ! Dðl À rÞ where l A Z. We will usually write EðlÞ for E ð1Þ ðlÞ and FðlÞ for F ð1Þ ðlÞ while one should think of E ð0Þ ðlÞ and F ð0Þ ðlÞ as the identity functor id on Y ðlÞ. (iv) Morphisms i : F ðrþ1Þ ðlÞhri ! Fðl þ rÞF ðrÞ ðl À 1Þ and p : Fðl þ rÞF ðrÞ ðl À 1Þ ! F ðrþ1Þ ðlÞhÀri:
(v) Morphisms X ðlÞ : FðlÞhÀ1i ! FðlÞh1i and TðlÞ : Fðl þ 1ÞFðl À 1Þh1i ! Fðl þ 1ÞFðl À 1ÞhÀ1i: Let Hom À DðlÞ; Dðl 0 Þ Á be the category of additive functors which commute with the shifts. This is also an additive category.
On this data we impose the following additional conditions:
(i) The morphisms h and e are units and counits of adjunctions (a) E ðrÞ ðlÞ R ¼ F ðrÞ ðlÞhrli for r f 0, (b) E ðrÞ ðlÞ L ¼ F ðrÞ ðlÞhÀrli for r f 0.
(ii) The functors F (and by adjointness the E) compose as F ðr 2 Þ ðl þ r 1 ÞF ðr 1 Þ ðl À r 2 Þ G F ðr 1 þr 2 Þ ðlÞ n k H ? À Gðr 1 ; r 1 þ r 2 Þ Á :
Here H ? ðÁÞ denotes the symmetric (shifted) cohomology as explained at the end of Section 3.1. For example,
ðlÞh1i:
In the case r 1 ¼ r and r 2 ¼ 1 we also require that the maps are isomorphisms. We also have the analogous condition when r 1 ¼ 1 and r 2 ¼ r.
Remark 2.1. Intuitively, i maps into the ''bottom'' factor of Fðl þ rÞF ðrÞ ðl À 1Þ G F ðrþ1Þ ðlÞ n k H ? ðP r Þ while p maps out of the ''top'' factor. Thus conditions (4) and (5) above merely say that
induces an isomorphism between r copies of the r þ 1 summands F ðrþ1Þ on each side. However, the maps X and T should be thought of as encoding relation (6) below. In examples, constructing or checking that they exist can be di‰cult. The purpose of [CKL2] is precisely to give a simple existence criterion for the maps X and T.
(iii) If l f 0, then
The isomorphism is induced by
where s is the composition of maps
Similarly, if l e 0, then
with the isomorphism induced in the same way as above.
(iv) The maps X and T satisfy the nil a‰ne Hecke relations:
(c) as endomorphisms of Fðl À 1ÞFðl þ 1Þ,
Remark 2.2. The above definition is stated in terms of the functors F. In [CKL2] , the definition was stated in terms of E, but by adjunction these definitions are equivalent.
2.2. Action of U q (sl 2 ) on the Grothendieck group. Let V sp ðlÞ ¼ K À DðlÞ Á denote the split complexified Grothendieck group of DðlÞ; V sp ðlÞ is a C½q; q À1 module, where q acts by the shift operator hÀ1i.
The functors E ðrÞ ðlÞ induce linear maps e ðrÞ ðlÞ : V ðl À rÞ ! V ðl þ rÞ and similarly for F ðrÞ . Immediately from the definition, we see that this defines an action of U q ðsl 2 Þ on L l V ðlÞ where the weight spaces are the V ðlÞ.
is a locally finite U q ðsl 2 Þ module, the quantum Weyl group element t A d U q ðsl 2 Þ U q ðsl 2 Þ acts and gives us isomorphisms V ðlÞ ! V ðÀlÞ for each l. The action of this reflection element is described by the following result: Proposition 2.3. For l f 0, restricted to V ðlÞ, the element t acts by f ðlÞ À q f ðlþ1Þ e þ q 2 f ðlþ2Þ e ð2Þ G Á Á Á :
Proof. The action of t on V ðlÞ for l f 0 is characterized by the following properties:
Property (i) is clear. To check property (ii) we compute both sides on a vector v of weight l þ 2. Here ½k ¼ q k À q Àk q À q À1 will denote a quantum integer. First for the left-hand side we get where in the last step we have used the telescoping nature of the sum and the equation
The right-hand side gives Hence we see that property (ii) holds and this completes the proof. r 2.3. The complex. Given a strong categorical sl 2 action, we can construct a complex of functors Y Ã ðlÞ : DðlÞ ! DðÀlÞ. Note that we use homological indexing for our complex in order to simplify the notation.
If l f 0, the terms in the complex are
FEE ðsÀ1Þ hÀðl þ s À 1Þ À ðs À 1Þ À si ! e F ðlþsÀ1Þ E ðsÀ1Þ hÀs þ 1i:
There is a similar complex if l e 0 where the terms are Y s ðlÞ ¼ E ðÀlþsÞ ðÀsÞF ðsÞ ðl À sÞhÀsi: However, to simplify notation, we will mostly deal with the case l f 0.
Note that by Proposition 2.3, we have tj V ðlÞ ¼ P s ðÀ1Þ s ½Y s ðlÞ on the Grothendieck group. Chuang-Rouquier defined an analogous complex in [CR] , which they call Rickard's complex.
Remark 2.4. The above complex can be considered as a functor between various categories associated to opposite weight spaces. In particular, we could consider Y Ã ðlÞ as a functor between a category of complexes over DðlÞ to a category of complexes over DðÀlÞ. This is what is done in [CR] , where they prove that Y Ã ðlÞ induces an equivalence of homotopy categories of complexes under the assumption that each weight category DðlÞ is abelian. More recently, Rouquier [Ro3] proves a similar statement under the milder assumption that each DðlÞ is k-linear. The direction we choose is a bit di¤erent, however, in that we use the complex Y Ã ðlÞ to define a triangulated equivalence between DðlÞ and DðÀlÞ under the assumption that our weight categories DðlÞ are triangulated.
2.4. The main theorem. In order to use Y Ã to make a functor between DðlÞ and DðÀlÞ, we need to be able to take cones of functors. Unfortunately, this is not immediately easy to do, due to the non-functoriality of cones in triangulated categories. To avoid this problem, we will make the following assumptions:
(i) Each DðlÞ is a triangulated category, and all functors E ð pÞ , F ð pÞ are exact. Note that in this situation, the categories DðlÞ have two shift functors, one h1i coming from the structure of strong categorical sl 2 action and another ½1 coming from the structure of triangulated category. These shifts need not coincide, and we let f1g ¼ ½1hÀ1i.
(ii) For each pair l, l 0 , there exists a graded triangulated category Dðl; l 0 Þ and an additive functor F : Dðl; l 0 Þ ! Hom À DðlÞ; Dðl 0 Þ Á , denoted E 7 ! F E . We assume that F commutes with both shifts f1g and ½1. We further assume that there is an associative monoidal structure Ã : Dðl; l 0 Þ Â Dðl 0 ; l 00 Þ ! Dðl; l 00 Þ such that F intertwines this operation with the composition of functors. Moreover, if E ! F ! G ! E½1 is a distinguished triangle in Dðl; l 0 Þ, then for any A A DðlÞ, we require that
be a distinguished triangle in Dðl 0 Þ. We assume that Dðl; l 0 Þ satisfies the Krull-Schmidt property (any object decomposes uniquely into indecomposables).
Remark 2.5. This Krull-Schmidt property can be achieved by assuming that Dðl; l 0 Þ is idempotent complete and that (each graded piece of) the hom space between any two objects is finite dimensional (see Section 3.3).
(iii) For each functor E ð pÞ ðlÞ, we choose E ð pÞ ðlÞ A Dðl À p; l þ pÞ such that F E ð pÞ ðlÞ ¼ E ð pÞ ðlÞ. Similarly, we choose lifts of F ð pÞ ðlÞ and of all morphisms mentioned in the definition of strong categorical sl 2 action. These lifts should satisfy the same conditions as in the definition of strong categorical sl 2 action. We further assume that F ðrÞ ðlÞhrli Ã ðÁÞ : Dðm; l þ rÞ ! Dðm; l À rÞ is the right adjoint to the functor E ðrÞ ðlÞ Ã ðÁÞ : Dðm; l À rÞ ! Dðm; l þ rÞ (and similarly for the other pairs of adjunctions).
When these assumptions hold, we will say that we have an enhanced strong categorical sl 2 action.
Remark 2.6. Alternatively, we could have assumed that each DðlÞ is the homotopy category of some pre-triangulated DG category g DðlÞ; in which case we would also have to assume that we have chosen lifts of our functors and morphisms to the DG level.
We will not actually use these assumptions until Section 5. When we do use these assumptions, we will do so implicitly. That means, we will not switch notation to E, etc., but just make use of the fact that we can take cones of morphisms of functors.
The category DðlÞ also has a complexified Grothendieck group as a triangulated category, denoted V tr ðlÞ. It is naturally a C½q; q À1 -module where Àq acts by f1g. The direct sum of these Grothendieck groups L l V tr ðlÞ is a U q ðsl 2 Þ module and the natural map L l V sp ðlÞ ! L l V tr ðlÞ is a U q ðsl 2 Þ module map.
Remark 2.7. In our main geometrical examples we have
, the bounded derived categories of C Â -equivariant coherent sheaves on varieties Y ðlÞ and their products. In these cases, f1g will shift the equivariant structure.
When we have an enhanced strong categorical sl 2 action, we can consider the complex Y Ã as a complex in the triangulated category Dðl; ÀlÞ. As a complex in a triangulated category, we can take convolutions of this complex (see Section 3.4). Then we have the following main theorem, whose proof occupies the rest of the paper.
Theorem 2.8. The complex Y Ã has a unique convolution T. T gives an equivalence between DðlÞ and DðÀlÞ. The map between Grothendieck groups V tr ðlÞ ! V tr ðÀlÞ induced by T equals the reflection element t.
The last statement of Theorem 2.8 follows immediately from Proposition 2.3.
2.5. Relation to spherical twists and outline of the proof of the main theorem. A special case of this situation is related to the notion of spherical twists. Let us assume that DðlÞ is zero except for l ¼ À2; 0; 2 and also assume that DðÀ2Þ ¼ Dð2Þ,
Dð2Þ:
Then the conditions of strong categorical sl 2 action imply that G R ¼ HhÀ1i, G L ¼ Hh1i and HG G id Dð2Þ hÀ1i l id Dð2Þ h1i:
In particular, this means that G is a spherical functor, a notion due (in varying levels of generality) to Seidel-Thomas [ST], Horja [H] , Anno [A] , and Rouquier [Ro2] .
The above complex Y Ã ð0Þ : Dð0Þ ! Dð0Þ is just
in this case. From the theory of spherical twists, we know that T ¼ ConeðGHhÀ1i ! idÞ is an equivalence. So one way to think about the convolution of the complex Y Ã is as a generalized spherical twist.
This perspective gives us the inspiration for the proof of the main theorem. Recall that in the proof that spherical twists give equivalences one considers two sets of objects in Dð0Þ: those killed by H and those in the image of G (see for example [H] , proof of Proposition 8.6). One proves that if HðAÞ ¼ 0, then TðAÞ ¼ A and that TGðAÞ ¼ GðAÞ½À1f2g. All these objects together form a spanning class and since we understand the behavior of our functor on these objects, we can prove it is an equivalence.
In our much more general case, we will do something similar. First we consider ''highest-weight'' objects; those objects A A DðmÞ which are killed by E. Then we consider those objects in DðlÞ which are of the form F ð pÞ ðAÞ for some highest weight object A A Dðl þ 2pÞ. We will show that these objects together form a spanning class and that we can explicitly compute the action of T on these objects.
More specifically, we will prove the following:
Theorem 2.9. Suppose l, p f 0 and let A A Dðl þ 2pÞ be a highest weight object. Then
Preliminaries
In this section we fix some notation and gather some facts and technical results we will use later on.
3.1. Notation. We work over a fixed field k.
We say that an additive category is graded if it is equipped with an autoequivalence hÁi. For any two objects A, B of a graded additive category, we write Hom i ðA; BÞ for HomðA; BhiiÞ and ExtðA; BÞ for L i Hom i ðA; BÞ. We also write End i ðAÞ for HomðA; AhiiÞ. Notice that HomðA; BÞ is just a vector space (not graded) but that ExtðA; BÞ is naturally a graded vector space.
Since we often deal with graded vector spaces, we introduce the following notation. If V ¼ L i V i , then dim ðV Þ will denote the graded dimension P i dimðV i Þq i . On the other hand, dimðV Þ will denote the total dimension, which is the evaluation at q ¼ 1 of the graded dimension.
Recall that ½k ¼ q k À q Àk q À q À1 denotes a quantum integer, while j k ! will denote the quantum binomial coe‰cient.
Because notation can get quite cumbersome, we will have to abuse it at times. The biggest abuse is that we will often omit the grading shifts hÁi when they are not relevant. We might also omit the weights of certain functors if this information is redundant. This way, for example, the composition i : F ðrþ1Þ ðlÞ ! Fðl þ rÞ F ðrÞ ðl À 1ÞhÀri might become i : F ðrþ1Þ ! FF ðrÞ .
When we do want to emphasize the weights of functors, it will be convenient to introduce the notation F s ðlÞ :¼ Fðl À s þ 1Þ Á Á Á Fðl þ s À 1Þ : Dðl þ sÞ ! Dðl À sÞ.
We can compose the various morphisms i to obtain a morphism also denoted i : F ðsÞ ðlÞ ! F s ðlÞhÀsðs À 1Þ=2i. Similarly, we have a morphism p : F s ðlÞ ! F ðsÞ ðlÞhÀsðs À 1Þ=2i:
If one has a composition F s , then we can act by an X on each F and by a T on each pair of adjacent functors F. To simplify the indexing we will denote by x i the action of X on the ith copy of F starting from the left. Similarly, we will denote by t i the action of T on the i and (i þ 1)st copies of F from the left. The x 1 ; . . . ; x s , t 1 ; . . . ; t sÀ1 generate an action of the nil a‰ne Hecke algebra on F s . The defining relations of the nil a‰ne Hecke algebra are
For any element w A S s , we can form an element t w in the nil a‰ne Hecke algebra by multiplying together the corresponding generators t i . In particular, we can form t w 0 using the longest element w 0 A S s .
For l f 0, an object A A DðlÞ such that EðAÞ ¼ 0 is called a highest weight object.
Let Gðk; nÞ denote the Grassmannian of k-planes in C n . Denote by H ? À Gðk; nÞ Á its symmetric cohomology, which means that we shift the usual grading on the cohomology of Gðk; nÞ so that it is symmetric with respect to degree zero. For example,
Note that if we keep track of the shift hÁi using the variable q Á , then the graded dimension of H ? À Gðk; nÞ Á is the quantum binomial coe‰cient n k ! .
Compatibility of certain maps.
There are some compatibilities between some of the morphisms occurring in the definition of strong sl 2 categorification which follow easily from the other axioms. We collect two such compatibilities here for convenience.
Lemma 3.1. As morphisms F s ! F s the maps t w 0 and i p are equal (up to a non-zero multiple).
Proof. Both t w 0 and i p are morphisms F s ! F s hÀsðs À 1Þ=2i. Since
this means that t w 0 and i p must either be equal up to a non-zero multiple or equal zero. Since i p is a projection followed by an inclusion, it is non-zero. Thus it remains to show that t w 0 3 0.
We show this by induction on s. If s ¼ 2 (the base case), then x 1 t À tx 2 ¼ 1, so t 3 0. Now assume t w 3 0 where w A S sÀ1 is the longest word. We need to show that
We can also do this by induction. Suppose we know that t iþ1 Á Á Á t sÀ1 t w 3 0 and assume that
Now we repeat this argument by sliding the x towards the right until we get
and we are done. r Lemma 3.2. The following diagram commutes (up to a non-zero multiple):
Proof. Let us consider the degree shifts more carefully. The map h :
where all the k i < sðs À 1Þ=2. This means that
So, for degree reasons, ph factors through E ðsÞ F ðsÞ hsðs À 1Þ=2i ! E s F ðsÞ . Since i is the only such map (up to a multiple), this means ph factors through i. Now the only map id ! E ðsÞ F ðsÞ hÀsðs À 1Þ=2i is h (up to a multiple). This means that ph is equal to ih up to a multiple. Since ph is non-zero, this multiple is non-zero and we are done. r 3.3. Krull-Schmidt and infinitesimal maps. Let D be a Z-graded additive category over k. We assume that each idempotent in D splits. For example, the (derived) category of C Â -equivariant coherent sheaves on any variety equipped with a C Â action is graded and idempotent complete. Notice that for an object A the space EndðAÞ is the zero graded piece in ExtðA; AÞ and so an idempotent is automatically of degree zero.
Suppose that the space of homs between any two objects is finite dimensional. Then every object in D has a unique, up to isomorphism, direct sum decomposition into indecomposables (see [R] , Section 2.2). In particular, this means that if A; B; C A C, then we have the following cancellation laws:
From now on suppose Q is an object with End 0 ðQÞ ¼ k Á id and End i ðQÞ ¼ 0
Sometimes we will write InfðQ; AÞ to denote Inf Q ðQ; AÞ. If every map f : Qhii ! A is Q-infinitesimal, then we say that A contains no copies of Q.
Suppose f A Inf Q ðA; BÞ and g A ExtðB; CÞ. It follows directly from the definition that gf A Inf Q ðA; CÞ. The same holds for composition on the other side. In particular, Inf Q ðA; AÞ is a two-sided ideal in ExtðA; AÞ.
Lemma 3.3. Any object A A D decomposes uniquely (up to permuting summands) as
where B contains no copies of Q.
Proof. If a : Qhii ! A is not Q-infinitesimal, then we can find a map b : A ! Qhii so that the composition b a : Qhii ! Qhii is the identity (this is where we use that End 0 ðQÞ ¼ k Á id). This means that abab ¼ ab. Hence P ¼ ab is an idempotent and by idempotent completeness it is a projection onto a direct summand which is isomorphic to Qhii. Thus A G Qhii l A 0 . Repeating this way we get that A G L Qhii la i l B where B contains no copies of Q. This decomposition is unique because every direct sum decomposition is unique (up to permuting summands). r
In the decomposition
The second equality follows from the fact that dim Q ðQhiiÞ ¼ 1 for all i.
Proof. Since there are no negative degree maps between the objects Q, the matrix representing f is upper triangular. Since EndðQÞ ¼ k Á id, the diagonal entries are matrices with values in k. Since f is invertible, each of these matrices is invertible. Now if d is infinitesimal, then it is strictly upper triangular so that the diagonal of f þ d still contains invertible matrices. Thus f þ d is invertible. r
Often in this paper we will consider an object A together with a subspace V H ExtðQ; AÞ, and we will want to know if the canonical map Q n V ! A is an isomorphism onto the Q part of A. This question is studied in the following lemma, which we use frequently.
Lemma 3.5. Suppose that V H ExtðQ; AÞ is a subspace. If Q n V ! A is an isomorphism onto the Q part of A, then the following hold:
Conversely, if any two of the above three things hold, then the third holds and Q n V ! A is an isomorphism onto the Q summand of A.
Proof. This follows immediately from the definition of Q-infinitesimal and Lemma 3.4. r 3.4. Convolutions of complexes. Now suppose D is also a triangulated category with cohomological shift ½ Á . We recall the concept of convolution in D (see [GM] , Section IV, Exercise 1). The idea is to generalize the cone of a morphism to the case of a complex with more than one morphism (or equivalently with more than two objects).
is a distinguished triangle for each i and g iÀ1 h i ¼ f i . Such a collection of data is called a Postnikov system. Notice that in a Postnikov system we also have
The following result is a sharper version of [O] , Lemma 1.5.
Proposition 3.6. Let ðA ; f Þ be a complex. The following existence and uniqueness results hold:
Proof. See [CK] , Proposition 8.3. r Whenever both conditions of Proposition 3.6 are satisfied, we will denote the convolution by Coneð f Þ. The reason for this is that when the complex A has only two terms, then the two conditions are automatically satisfied and the convolution is just the usual cone.
3.5. Exact complexes. Fix an object Q A D, without any conditions on End Ã ðQÞ (in particular, we do not require the assumptions of Section 3.3).
Consider a complex ðA ; f Þ as above where for each i, we have a fixed isomorphism
insist that the f i contain no negative degree maps, so that the matrix entries
We also require that the degree zero maps are multiples of the identity, so that the matrix entries
Because there are no negative degree maps, the fact that f i f iþ1 ¼ 0 means that M ij M iþ1j ¼ 0 for all j. Thus from ðA ; f Þ together with fixed isomorphisms as above, we get a complex of graded vector spaces ðV ; M Þ.
We say that ðA ; f Þ is exact if ðV ; M Þ is exact as a complex of graded vector spaces.
Lemma 3.7. If ðA ; f Þ is an exact complex, then it has a unique right convolution which is zero. More precisely, every partial Postnikov system B i ; . . . ; B 0 , g i ; . . . ; g 0 , f i ; . . . ; f 0 extends to a full Postnikov system with B n ¼ 0.
Proof. We cannot apply Proposition 3.6 directly, so instead we proceed by induction on the length of the complex n. The base case n ¼ 0 follows immediately. Now consider a general n. Let us look at the map f 1 :
With respect to this direct sum decomposition, let us write f 1 ¼ ½r s.
Consider the matrix entries of s with respect to the direct sum decompositions
By assumption, this will be an upper triangular matrix with diagonal entries given by I n M 1j . These diagonal entries are isomorphisms, so by upper triangularity, s : Q n U 1 ! A 0 is an isomorphism.
Hence we can define B 1 ¼ Q n W 1 and define g 1 by I Àrs À1
! as in Lemma 3.8.
With respect to the direct sum decomposition (10), let us write f 2 as p q
We claim that this complex is exact. Since h 2 is a matrix entry of f 2 with respect to (10), we see that it has no negative degree entries. Note that M 2 : V 2 ! V 1 ¼ W 1 l U 1 has image W 1 ¼ kerðM 1 Þ by the exactness of the complex M . So we see that the diagonal entries of h 2 are exactly I n M 2j . The resulting complex of vector spaces
is exact. Hence we are in the setup of this lemma, but with a complex with fewer terms. Hence by induction, the complex A has a Postnikov system with convolution 0.
To show uniqueness, just note that in any Postnikov system B 1 must be isomorphic to Q n W 1 . Moreover, g 1 is the inclusion of a direct summand. Thus there is no choice for h 2 and the resulting complex (11) is distinguished, hence so is the original triangle. r
Computation of the complex on images of highest weight objects
The purpose of this section is to prove the following result which will be the key tool used to prove Theorem 2.9.
is an exact complex in the sense of Section 3.5 and Lemma 3.7. The map g p is induced by the composition
In the remainder of this section we prove Theorem 4.1. To do this, we have to analyze the terms in the complex Y F ð pÞ carefully. A particular term in this complex is Y s F ð pÞ ¼ F ðlþsÞ ðsÞE ðsÞ ðl þ sÞF ð pÞ ðl þ pÞhÀsi:
As we will see below this is isomorphic to a direct sum of shifts of copies of F ðlþ pÞ direct sum with U where U will always denote some functor which is a direct sum of terms F ðaÞ E ðbÞ for b 3 0. We will not need to know the precise form of U because UðAÞ ¼ 0 for any highest weight object A.
Using the data on the strong categorical sl 2 action, we construct a particular isomorphism onto the F ðlþ pÞ part of Y s F ð pÞ for each s. Then we use these isomorphisms in order to compute Y Ã F ð pÞ . 4.1. Abstract isomorphisms. We begin by examining abstractly the pieces in the complex Y.
Lemma 4.2. If l À 2a f 0, then there exists an isomorphism
F ðaÀ jÞ E ðbÀ jÞ n k H ? À Gð j; l À a þ bÞ Á :
Remark 4.3. The isomorphism in Lemma 4.2 actually holds whenever l À a þ b f 0. Since the proof of this more general statement is tedious, we only prove the weaker statement (which satisfies our needs in the rest of the paper).
Proof. Using the categorified commutation relation, we find that
Continuing in this way, we deduce an isomorphism between E b F a and a direct sum of terms of the form E aÀj F bÀj for some j.
Now, we know that E b G E ðbÞ lb! and F a G F ðaÞ la! . So by uniqueness of direct sum decompositions, we see that
for some graded vector spaces V j .
The graded dimension of the vector spaces V j may be determined using the ordinary representation theory of U q ðsl 2 Þ. From [Lu] , Section 23.1.3, we see that if v is a vector in a representation of U q ðsl 2 Þ and v has weight l, then 
We will now concentrate only on the F ðlþ pÞ part of Y s F ð pÞ . This is precisely the last direct summand appearing above, by the following lemma.
Lemma 4.5. If l þ r þ a > 0, then F ðrþaÞ ðl þ a þ rÞE ðaÞ ðl þ a þ 2rÞ contains no copies of F ðrÞ ðl þ rÞ.
Proof. It su‰ces to show that at least one of the Hom spaces Hom À F ðrÞ ðl þ rÞhki; F ðrþaÞ ðl þ a þ rÞE ðaÞ ðl þ a þ 2rÞ Á ;
Hom À F ðrþaÞ ðl þ a þ rÞE ðaÞ ðl þ a þ 2rÞ; F ðrÞ ðl þ rÞhki Á is equal to 0. Therefore assume that Hom À F ðrÞ hki; F ðrþaÞ E ðaÞ ðl þ a þ 2rÞ Á is non-zero. By adjunction, we have
Then by composition of Fs, we have
hÀari:
By assumption, the Hom space is non-zero. Since there are no negative degree endomorphisms of F ðaþrÞ , we see that k þ aðl þ a þ 2rÞ À ar e 0 , k e Àaðl þ r þ aÞ:
Repeating the same analysis under the assumption that Hom À F ðrþaÞ E ðaÞ ðl À aÞ; F ðrÞ hki Á is non-zero, we see that k f aðl þ r þ aÞ:
Thus if both Hom spaces are non-zero and l þ r þ a > 0, we reach a contradiction. r
Our goal now is to find a specific subspace of ExtðF ðlþ pÞ ; Y s F ð pÞ Þ which maps isomorphically onto the F ðlþ pÞ part.
4.2.
Rephrasing of the definition. We start by rephrasing the statement of some isomorphisms from the definition of a strong categorical sl 2 action.
Proposition 4.6. We have an isomorphism
FÞ is the subspace obtained by composing the subspace V ¼ Spanf1; x; . . . ; x rÀ1 g H ExtðF; FÞ with the map i. To summarize, the isomorphism is given by
Proposition 4.7. Assume that l f 0. We have an isomorphism
where the map on the first factor is given by
and where V h H Extðid; EFÞ which is obtained by composing the subspace
Here is the first of the isomorphisms that we will need.
Proposition 4.8. The map pV i n F ðsþrÞ ! F ðsÞ F ðrÞ is an isomorphism. Here pV i is the space of maps given by
where V H ExtðF r ; F r Þ is the span of x a 1 1 Á Á Á x a r r for 0 e a 1 < Á Á Á < a r < r þ s.
Proof. We start with the isomorphism F ðsþrÞ n V 0 i ! F ðsÞ F r which comes from iterating Proposition 4.6. Here V 0 is the span of x t 1 1 Á Á Á x t r r for 0 e t i < i þ s. Now we would like to compute pV 0 i. By Corollary 4.10, we see that if f A V 0 is symmetric in any two variables, then 
Proof. Any polynomial which is symmetric in x i , x iþ1 can be written as a sum of terms of the form gðx
Hence to prove (i), it su‰ces to check that
But these are all easy consequence of the nil a‰ne Hecke relations. Property (ii) follows from (i) and the fact that t 2 i ¼ 0.
For (iii), pick one reduced word for w 0 that begins with i and another which ends with i. Thus t w 0 ¼ t w t i and t w 0 ¼ t i t w 0 . Hence (iii) follows from (ii). r Corollary 4.10. If f is any polynomial in x 1 ; . . . ; x r which is symmetric in any two adjacent variables, then the composition p f i is zero.
Proof. It su‰ces to show that i p f i p ¼ 0. But i p ¼ t w 0 , so it su‰ces to show that t w 0 ft w 0 ¼ 0 which follows from Lemma 4.9 (iii). r 4.4. Decomposition of E (s) F (sBr) . In this section we will analyze the F ðrÞ ðlÞ part of E ðsÞ ðl À r À sÞF ðsþrÞ ðl À sÞ under the assumption that l À 2s À r f 0. This will turn out to be a bit di‰cult, so we will do it in three steps. First, we will consider the I part of E s F ðsÞ . Then we will consider the F ðrÞ part of E s F ðsþrÞ . Finally, we will consider the F ðrÞ part of E ðsÞ F ðsþrÞ . 4.4.1. Case r ¼ 0.
Lemma 4.11. If l f 2s f 0, then there is an isomorphism idðlÞ n W 1 h l U ! E s ðl À sÞF s ðl À sÞ where h : id ! E s F s and W 1 H ExtðF s F s ; F s F s Þ is a subspace spanned by ts and xs.
Here U is a direct sum of F ðaÞ E ðaÞ with a > 0. It is given in Lemma 4.2. We do not care about the precise description of the space W 1 , though it is possible to write down an explicit basis of monomials.
The proof of this lemma is inspired by the pictorial diagrams of Lauda [L] .
Proof. We will ignore shifts in this proof for ease of notation.
By repeatedly applying Proposition 4.7, we see that there is an isomorphism lidlU ! @ E s F s where on each direct summand the map is given by a composition of h : id ! EF; e : FE ! id; T : FF ! FF; X : F ! F;
in particular, we are only using the adjunction E ¼ F R .
So it su‰ces to show that any map id ! E s F s which can be written as a composition of the maps in (7) can actually be rewritten as id ! h E s F s ! f E s F s where f is a composition of the maps X and T acting on F s . Let g : id ! E s F s be one of the above maps built as a composition of (7). Then the
satisfies the hypotheses of Lemma 4.12. Hence it can be written as a composition of the maps X and T.
Now, we have that our original map g can be rewritten as
Since h is a composition of the maps X and T, the result follows. r Proof. Note that the number of h and e in the composition must be the same. Hence it su‰ces to show that we can rewrite our composition as a composition with one less h and e.
Fix any h in the composition. This creates an R which is then killed by a later e. In between, all the morphisms g in the composition do not a¤ect R.
Hence each g must be either of the form hI R or I R h. These two sorts of morphisms commute. The first type also commutes with the h which created the R and the second type commutes with the e which kills the R.
So we can rewrite our composition so that the h and the e are adjacent. Since their composition L ! I h LRL ! eI L is the identity, we are done. r Proposition 4.13. If l À 2s f 0, then the following map is an isomorphism:
idðlÞ n pW 2 h l U ! E s F ðsÞ ðl À sÞ where W 2 is the subspace of ExtðE s F s ; E s F s Þ spanned by the monomials x a 1 1 Á Á Á x a s s (acting on the F s term) such that a i < l À s þ i. To summarize, the isomorphism is given by maps
Proof. We start by applying Lemma 4.11, to obtain the isomorphism id n W 1 h l U ! E s F s :
Note that E s F ðsÞ is a direct sum of shifts of id and U by Lemma 4.2. By Lemma 4.5, id is not a direct summand of U. Now, we want to compute pW 1 h where p is the projection E s F s ! E s F ðsÞ hsðs À 1Þ=2i. Any basis vector in W 1 as above can be rewritten using the nil a‰ne Hecke relations as a sum of terms with all t i on the left-hand side. However, any terms with any t on the left will become 0 when composed with p (since pt i ¼ 0 for all i). Hence we see that pW 1 h is spanned by polynomials in the xs.
By Lemma 3.5, we see that Extðid
Let W 2 be the subspace of ExtðF s ; F s Þ which is spanned by monomials of the form x a 1 1 Á Á Á x a s s where 0 e a i < l À s þ i. Combining Corollary 4.14 below and the above observations, we see that
To complete the proof, note that dimðpW 2 hÞ e dim W 2 e l!=ðl À sÞ!. Also,
This can be seen by considering an irreducible representation of highest weight l and applying E s F s to this highest weight vector. Since F ðsÞ ls! ¼ F s , we get dim id ðE s F ðsÞ Þ ¼ ðlÞ!=ðl þ sÞ!. Hence by Lemma 3.5, the result follows. r Lemma 4.14. Suppose l f 2s and let i A f1; . . . ; sg. Let W i 2 be the subspace of
Proof. Notice that it su‰ces to show that for w 0 A S s , F ð jÞ E ð jÞ n V 0 j for some vector spaces V 0 j . By Lemma 4.5, every map from id to F ð jÞ E ð jÞ is infinitesimal. So to check that ½x l s is zero it su‰ces to check that ½X l is zero acting on the right factor in EFðl þ 1Þ n V 0 . But EFðl þ 1Þ G id n H ? ðP lÀ1 Þ l FEðl À 1Þ so ½X l ¼ 0 just by considering degrees. Now suppose i ¼ s À 1. We know that ½x l s ¼ 0 so that ½x l s t sÀ1 ¼ 0. Using the nil a‰ne Hecke relations, we have
Since t w 0 t sÀ1 ¼ 0, we get that
Now we multiply equation (12) on the right by t sÀ2 . Using the nil a‰ne Hecke relations the left side becomes
The right side, since x s commutes with t sÀ2 , is a sum of terms of the form t w 0 x a sÀ2 sÀ2 x a sÀ1 sÀ1 x a s s where a i < l À s þ i. Thus, isolating ½t w 0 x lÀ2 sÀ2 from equation (13) we find that it must also be a sum of such terms and hence lies in ½t w 0 W sÀ2 2 .
Now we repeat in this way to get that ½t w 0 x lÀsþi i A ½t w 0 W 2 for all i. At each step we make use of the fact that if a ¼ t w 0 x a j j Á Á Á x a s s where a k < l À s þ k, then at jÀ1 is a sum of terms of the form which is also infinitesimal for any a A W 2 and b as above. Notice that the fact this composition is F ðrÞ -infinitesimal means that it is a combination of maps F ðrÞ ! F ðrÞ hki where k > 0.
Finally, let us precompose all the terms in this composition sequence with E r to get id must be id-infinitesimal.
We conclude that the composition
id must be infinitesimal for any a A W 2 and b as above. But now we can apply Corollary 4.15, which says that the space Ext À id; E r F ðrÞ ðlÞ Á =Inf is spanned by maps of the form pgh where g ¼ x a 1 1 Á Á Á x a sþr sþr with a i < Àðl À rÞ À ðs þ r À iÞ ¼ l þ s þ i. Since b a is an example of such a g, the map above could not have been infinitesimal, which is a contradiction. r
Note that a priori it is not clear that the map k½x 1 ; . . . ; x s ! ExtðF s ; F s Þ is injective. However, consider the subspace W 0
We denote this map by f 7 ! ½pf h. Then the preceding proposition immediately implies the following corollary.
Corollary 4.17. The map W 2 ! Ext À F ðrÞ ðlÞ; E s F ðsþrÞ ðl À sÞ Á =Inf given by f 7 ! ½pf h is injective.
Proposition 4.18. Suppose l À 2s À r f 0. Then there is an isomorphism F ðrÞ ðlÞ n V l U ! E ðsÞ F ðsþrÞ ðl þ sÞ where V H ExtðF ðrÞ ; E ðsÞ F ðsþrÞ Þ is a linear subspace such that the following diagram commutes:
Here W H ExtðF s ; F s Þ is the linear subspace spanned by those symmetric functions in x 1 ; . . . ; x s with no power of x i greater than l þ s, and U is the direct sum of the ''other'' terms in the right-hand side of the formula in Lemma 4.2 (recall it is a direct sum of F ðrþsÞ E ðaÞ with a > 0). In particular, for each element f A W , the composition pf h factors as ig for some g A V.
Proof 
Now, by Lemma 3.2 this is equal to
Since h acts only on the F ðsÞ term, this means h and i commute so we get
Hence each element pf h factors as ig for g ¼ phh.
It remains to show that the vector space V of such maps induces an isomorphism (modulo U). First notice that by Corollary 4.17 the only F ðrÞ -infinitesimal map in pW h is zero. Hence the only F ðrÞ -infinitesimal map in V is zero. It remains to show that we have enough maps in V to give us an isomorphism. To do this, we evaluate dimensions.
On the one hand, we have then we pick out every direct summand of F ðsÞ inside F s . In fact, if we restrict to the sum P i a i < sðs À 1Þ=2, then we pick out all the copies except the ''top'' one (i.e. the one in degree sðs À 1Þ=2). Since p is the projection from this top direct summand, we see that it su‰ces to prove that
This is equivalent to showing that
where w 0 A S s is the longest word which has length sðs À 1Þ=2. On the other hand, if we slide the xs past the right-hand t w 0 using nil a‰ne Hecke relation (iii), then we find that
x a 1 1 Á Á Á x a s s t w 0 ¼ P t w x e 1 1 Á x e s s over some finite sum where w A S s . Since P i a i < sðs À 1Þ=2, we conclude that t w 3 1. Thus it su‰ces to show that Fix p such that l À 2p f N.
For each s ¼ 0; . . . ; p, let us define a map 
. . . ; x s and f 2 A k½x sþ1 ; . . . ; x p , then we can rewrite f s ð f Þ as a longer composition
We will write this composition as
s denote the first and second lines of (14) respectively. Now, for each s, let W s be the subspace of k½x 1 ; . . . ; x p which is symmetric functions in x 1 ; . . . ; x s , each power of x i of degree less than or equal to l þ p, tensor with the span of monomials
Theorem 4.20. There is an isomorphism (14) shows that the two decompositions can be melded into the map f s .
For the computation of degrees, note that
This also equals degðgÞ þ degðihÀsiÞ ¼ degðgÞ À sðs À 1Þ=2 À s, from which we finally get degðgÞ ¼ degð f Þ À pðl þ p À 1Þ. r 4.6. The di¤erential in the complex.
Proposition 4.21. Let f A W s . Then the following diagram commutes:
As usual, to simplify notation we will drop all shifts. The top square above obviously commutes. So we must prove the commutativity of the bottom square.
The key point is that because ðh; eÞ are the unit and co-unit of adjunction the composition F ! h FEF ! e F is the identity. In the large diagram below, all the squares obviously commute except for the larger rectangle on the right. Going around one side of the rectangle, we have the composition of maps
which we can simplify since we can commute the map e from the right all the way to the left. This gives We consider the modified Koszul complex following Chuang and Rouquier. Fix a graded vector space M and an integer l e dim M. Then, there is a complex of graded vector spaces C s :¼ Sym s M n L lÀs M, where s varies from 0; . . . ; l. We have maps C sþ1 ! C s , taking parts of the sym and sending them over to the wedge. This complex is exact. Now, fix a vector v A M, and consider the subcomplex
. . . ; l À 1. This complex has homology in precisely one degree, namely s ¼ l À 1, since v lÀ1 n v is sent to zero.
Let M ¼ k lþ pþ1 denote a graded vector space of dimension l þ p þ 1 with basis e 0 ; e 1 ; . . . ; e lþ p where e i has degree 2i. Let v ¼ e lþ p . Let l ¼ p þ 1 and let C 0 s be the complex as above with s varying from 0 to p.
Proposition 4.22. The F ðlþ pÞ -part of the complex Y Ã F ð pÞ ðl þ pÞ modulo F ðlþ pÞ infinitesimal maps is isomorphic to the complex C 0 Ã hpðl þ p À 1Þ þ 2ðl þ pÞi for the vector space M as above.
Before giving the proof, let us explain the intuition behind this statement. From Theorem 4.20, we have an isomorphism between the terms in the complex and direct sums of F ðlþ pÞ . Each isomorphism is encoded by the map f s and a space of polynomials W s . Each space of polynomials W s is the tensor product of a ''symmetric part'' in the variables x 1 ; . . . ; x s and an ''anti-symmetric'' part in the variables x sþ1 ; . . . ; x p . When we apply the di¤erential, we use the same polynomials, but we use the map f sÀ1 instead of f s (this is the content of Proposition 4.21). The e¤ect of this is that the variable x s is now regarded in the anti-symmetric part instead of the symmetric part. This is analogous to the di¤erential in the complex C 0 . Finally, the presence of the e lþ p in the complex C 0 is due to the fact that in the symmetric part W s we allow the variables to have degree less than or equal to l þ p while in the anti-symmetric part they have degree less than l þ p.
The proof of this proposition is adapted from the proof of [CR] , Theorem 6.6.
Proof. In this proof, infinitesimal always means F ðlþ pÞ -infinitesimal. First we will define an isomorphism C 0 s h2ðl þ pÞi ! W s by Sym s k lþ pþ1 n L pÀs k lþ pþ1 5e lþ p ! W s ; ð15Þ e a 1 Á Á Á e a s n e b sþ1 5Á Á Á5e b p 5e lþ p 7 ! m a 1 ÁÁÁ a s x b sþ1 sþ1 Á Á Á x b r p where m a 1 ÁÁÁ a s denotes the monomial symmetric function in the variables x 1 ; . . . ; x s (i.e. the symmetrization of x a 1 1 Á Á Á x a s s ) and where a 1 e Á Á Á e a s e l þ p and b sþ1 < Á Á Á < b p < l þ p.
From the statement of Theorem 4.20, there is an isomorphism V s G W s hpðl þ p À 1Þi:
Combining this with the above isomorphism, we get an isomorphism V s G C 0 s h2ðl þ pÞ þ pðl þ p À 1Þi:
So now we just have to calculate what happens to basis vectors. Let us pick a function f ¼ m a 1 ;...; a s x b sþ1 sþ1 Á Á Á x b p p A W s . Here m a 1 ;...; a s denotes a monomial symmetric function in x 1 ; . . . ; x s . This basis element corresponds to e a 1 Á Á Á e a s n e b sþ1 5Á Á Á5e b p 5e lþ p A C 0 s .
Let g denote the corresponding element of V s . Then by Proposition 4.21,
Hence
...; a s Þ:
Comparing with the di¤erential in the modified Koszul complex, we see that to prove the desired result, we must show that
Gf 2 sÀ1 ðx c 1 s Á Á Á x c s p Þ otherwise; where c 1 < Á Á Á < c s and fc 1 ; . . . ; c s g ¼ fa i ; b sþ1 ; . . . ; b p g:
<
:
(The above equalities are considered modulo infinitesimals.)
To establish formula (16) above, we first apply Lemma 4.23 with k ¼ p À s þ 1 to see
which is infinitesimal in view of Lemma 4.23. Thus f 2 sÀ1 ðx lþ p s Þ is also infinitesimal since l þ p f p À s þ 1 (we have s À 1 f 0).
Then we apply Corollary 4.10 to see that f 2 s 1 ðÁ Á Á x a j x b jþ1 Á Á ÁÞ ¼ Àf 2 s 1 ðÁ Á Á x b j x a jþ1 Á Á ÁÞ. This allows us to see that the left-hand side of (16) vanishes when a i A fb sþ1 ; . . . ; b p g and also allows us to reorder the exponents as in the second case of (16). r Lemma 4.23. The map x k 1 i :
Proof. We can factor the map as
Now FF ðkÀ1Þ G F ðkÞ n k H ? ðP k Þ so x k i is infinitesimal by degree considerations. Subsequently, the whole composition is also infinitesimal. r
Proof of Theorem 4.1. By Corollary 4.4, the terms in the complex are direct sums of F ðlþ pÞ and F ðaÞ E ðbÞ with b 3 0. By Proposition 4.22, the F ðlþ pÞ -part of the complex (modulo infinitesimal maps) is isomorphic to C 0 hpðl þ p À 1Þ þ 2ðl þ pÞi.
Now the homology of C 0 is zero except in homological degree p where it is one dimensional and is represented by e p lþ p n e lþ p . This element has degree 2ðp þ 1Þðl þ pÞ.
Under the isomorphism from Proposition 4.22, e lþ p . . . e lþ p n e lþ p corresponds to the following composition:
More precisely, by Theorem 4.20 we have a commutative diagram The maps in the complex Y À F ð pÞ ðAÞ Á are induced by the maps in the F ðlþ pÞ part of the complex Y F ð pÞ . Hence with respect to these fixed isomorphisms, there are no negative degree maps and also the 0-degree maps come from maps between the vector spaces V s . Thus, we are in the situation of Section 3.5.
We now consider the extended complex
Again we have no negative degree maps and the degree 0 maps come from the complex in vector spaces
This complex is exact since by Theorem 4.22, it is isomorphic to the complex
which is exact. r
Proof of Theorem 2.8
In this section we move to the setting where all the categories are enhanced triangulated categories. In this setting the shift hki is equal to ½kfÀkg where ½ Á is the natural homological shift.
5.1. Equivalences between triangulated categories. Recall that a spanning class in a triangulated category D is a subset S of the set of objects which is closed under shifts ½ Á and such that if A A D is an object and HomðB; AÞ ¼ 0 for all B A S, then A ¼ 0.
The following result and its proof are adapted from Huybrechts [H] , Proposition 1.49.
Lemma 5.1. Let F : D ! D 0 be an exact functor between triangulated categories. Suppose that the left and right adjoint of F are isomorphic: F R G F L . Suppose also that S is a spanning class such that for all B A S the natural adjunction map e : F L FðBÞ ! B is an isomorphism. Then F is an equivalence.
Proof. We first show that F is fully faithful. By [H] , Remark 1.24, it is enough to show that h : id ! F R F is an isomorphism. By the Yoneda Lemma, it su‰ces to show that h A : A ! F R FðAÞ is an isomorphism for all A A D. Proof. We just need to check that both conditions in Proposition 3.6 hold. To simplify the notation, we will omit the second grading fÁg (notice that by omitting the second grading we are actually proving a stronger, rather than weaker, result).
Switching indices, the first condition of Proposition 3.6 says that HomðA s ½k À 1; A sÀk Þ ¼ 0 for k f 2 and s f 0:
This is equivalent to Hom À F ðlþsÞ ðsÞE ðsÞ ðl þ sÞ½Às½k À 1; F ðlþsÀkÞ ðs À kÞE ðsÀkÞ ðl þ s À kÞ½Às þ k Á ¼ 0:
By adjunction, the left side is equal to This means that the copies of E ðaÀ jþsÞ inside E ðaÀ jÞ ½ða À jÞðs À k þ 2b À jÞE ðsÞ occur in degrees d e sða À jÞ À ða À jÞðs À k þ 2b À jÞ ¼ ða À jÞðk À 2b þ jÞ while the copies of E ðaÀjþsÞ inside E ðbÀ jÞ E ðsÀkÞ n k H ? À Gð j; l þ 2s À kÞ Á ½Àðl þ sÞs þ 1 occur in degrees d 0 f Àðb À jÞðs À kÞ À jðs À k þ b À jÞ þ ðl þ sÞs À 1 ¼ bðk À jÞ þ j 2 À 1:
Here we used that H ? À Gðm; nÞ Á is supported in degrees Àmðn À mÞ e d e mðn À mÞ.
So to obtain the vanishing in (17) it su‰ces to show that d < d 0 which is the same as ða À jÞðk À 2b þ jÞ < bðk À jÞ þ j 2 À 1;
which simplifies to 2j 2 þ 2jðÀ2b þ kÞ þ k 2 þ 2ab À 1 > 0:
The discriminant of this quadratic in j is
which is negative for k f 2 so we are done.
The second condition is similar, resulting in an expression which simplifies to
where this time k f 3. The discriminant of the left-hand side is then À4k 2 þ 16, which is negative for k f 3. r
We let T : DðlÞ ! DðÀlÞ denote the convolution of Y Ã .
As usual assume l f 0. In order to show that T is an equivalence, we use the following class of objects. Let S denote the objects in DðlÞ which are of the form F ð pÞ ðAÞ for some highest weight object A A Dðl þ 2pÞ, where p is allowed to range over 0; . . . ; ðN À lÞ=2.
Recall that the value of T on these objects is given by Theorem 2.9, which we will now prove.
Proof of Theorem 2.9. Consider the extended complex
By Theorem 4.1, this complex is exact in the sense of Section 3.5. Consider a Postnikov system B i for the complex Y . Applying these B i to F ð pÞ ðAÞ gives us a partial Postnikov system for the extended complex (18) (here we are using our axioms of an enhanced strong categorical sl 2 action). By Lemma 3.7, this partial Postnikov system can be extended to a Postnikov system for (18) which gives 0 as the convolution.
In particular, this means that there is a distinguished triangle
This implies that T À F ð pÞ ðAÞ Á G F ðlþ pÞ ðAÞ½Àpðl þ pÞfpðl þ p þ 1Þg (recall that h1i ¼ ½1fÀ1g). r Lemma 5.3. The set S forms a spanning class for DðlÞ.
Proof. We proceed by a decreasing induction on l. The result is obvious when l ¼ N. So now assume it holds for l þ 2. We need to show it also holds for l. Let A A DðlÞ and assume that HomðB; AÞ ¼ 0 for all B A S. For highest weight object C A Dðl þ 2pÞ we have
F ð pÞ ðCÞ½ p À 1 À 2i and so Hom À FF ð pÀ1Þ ðCÞ; A Á ¼ 0. By adjunction, this implies Hom À F ð pÀ1Þ ðCÞ; EðAÞ Á ¼ 0. Now EðAÞ A Dðl þ 2Þ, so by induction, we conclude that EðAÞ ¼ 0. Hence A A S (since A is of highest weight), which means HomðA; AÞ ¼ 0, implying that A ¼ 0 (as desired). r
The following proposition completes the proof the Theorem 2.8.
Proposition 5.4. The functor T is an equivalence of categories.
Proof. We are going to use Lemma 5.1. First we need to check that Hence the terms in the complexes for T R and T L are isomorphic. To see that the connecting maps are the same (up to a non-zero multiple), we go back to their definition and note that they are made up of compositions involving i and e. Then we just use the fact that the right and left adjoints of the maps i and e are the same (up to a non-zero multiple). For example, i R and i L are the same because they both represent maps which are unique (up to a non-zero multiple) and similarly with e. Thus T R G T L .
The second thing is we need to check that T L TðAÞ ! A is an isomorphism for any A A S. So let A A Dðl þ 2pÞ be a highest weight object. Then
by Theorem 2.9. Note that this isomorphism is induced by the map 
where F ðlþ2pÞ ðAÞ A DðÀl À 2pÞ is a lowest weight object, meaning FF ðlþ2pÞ ðAÞ ¼ 0 (see Lemma 5.5 below). We will denote by b the map
which induces the isomorphism above when applied to highest weight objects A.
Now the same analysis used in Theorem 2.9 can be used to show that if B A DðÀl À 2pÞ is a lowest weight object, then
and is induced by some map
If we combine all of this, then we get
To get the last isomorphism, we use Lemma 4.2 to conclude that E ðlþ pÞ F ðlþ2pÞ G F ð pÞ l U where U is of the form F b E a (a > 0). As before, we also pick a map F ð pÞ ! a E ðlþ pÞ F ðlþ2pÞ which induces this last isomorphism.
It remains to show that the adjunction map T L TF ð pÞ ðAÞ ! F ð pÞ ðAÞ induces this isomorphism. To do this we note, by reading the sequence of isomorphisms backwards, that the isomorphism F ð pÞ ðAÞ ! T L TF ð pÞ ðAÞ is induced by the composition By Lemma 4.2, this is equal to F ð mþ1Þ l U for some U. But EðAÞ ¼ 0 since A is of highest weight so we get F ð mþ1Þ ðAÞ l UðAÞ ¼ 0. This means F ð mþ1Þ ðAÞ ¼ 0 and we are done.
The assertion involving B is proven in the same way. r
In [CKL2] , we described a strong categorical sl 2 action on derived categories of cotangent bundles to Grassmannians. We briefly review that construction and then discuss the induced derived equivalence
via the construction of Y given above.
If the functors E, F or T are FM transforms then the corresponding kernels will be written using calligraphic font as E, F and T. 6.1. Varieties and functors. Fix N > 0. For each l ¼ ÀN; ÀN þ 2; . . . ; N, we set Y ðlÞ ¼ T ? Gðk; NÞ, the total cotangent bundle to the Grassmannian T ? Gðk; NÞ where k ¼ ðN À lÞ=2. There is an action of C Â on these varieties, scaling the fibres of these cotangent bundles. We define our categories DðlÞ ¼ D C Â Coh À Y ðlÞ Á to be the derived categories of C Â -equivariant coherent sheaves on these varieties.
Cotangent bundles to Grassmannians have a particularly nice geometric description as
where the notation C N ! X V ! X 0 means that X ðC n Þ H V and that X ðV Þ ¼ 0. Forgetting X corresponds to the projection T ? Gðk; NÞ ! Gðk; NÞ while forgetting V gives a resolution p k : T ? Gðk; NÞ ! p k fX A EndðC N Þ : X 2 ¼ 0 and rankðX Þ e minðk; N À kÞg:
Notice that Y ðlÞ ¼ T ? Gðk; NÞ we have the tautological vector bundle V as well as the quotient bundle C N =V . In this picture, the action of C Â on the fibres of T ? Gðk; NÞ corresponds to acting by scalar multiplication on X .
To describe the kernels E and F we use certain correspondences
(here, as before, l and k are related by the equation l ¼ N À 2k).
There are two natural projections where the prime on the V 0 indicates that the vector bundle is the pullback of the tautological bundle by the second projection. We also have natural inclusions
We now define the kernel E ðrÞ ðlÞ A D À Y ðl À rÞ Â Y ðl þ rÞ Á by E ðrÞ ðlÞ :¼ O W r ðlÞ n detðC N =V Þ Àr detðV 0 Þ r frðN À l À rÞ=2g:
Similarly, the kernel F ðrÞ ðlÞ A D À Y ðl þ rÞ Â Y ðl À rÞ Á is defined by F ðrÞ ðlÞ :¼ O W r ðlÞ n detðV =V 0 Þ l frðN þ l À rÞ=2g:
These kernels induce functors by the formalism of Fourier-Mukai functors. In [CKL2] , we proved the following result.
Theorem 6.1. The functors induced by E ðrÞ ðlÞ and F ðrÞ ðlÞ define an enhanced strong categorical sl 2 action. Here we have h1i ¼ ½1fÀ1g where f1g is the shift of equivariant structure.
6.3. The terms in complex Y s . Consider the complex of kernels Y Ã , with Y s :¼ F ðlþsÞ ðsÞ Ã E ðsÞ ðl þ sÞ½Às : D À T ? Gðk; NÞ Â T ? GðN À k; NÞ Á where s ¼ 0; . . . ; k (here, as before, l ¼ N À 2k).
The following result relates these kernels to the components of the fibre product described above. 
where OZ Z s ðkÞ is the pushforward of the structure sheaf from the normalization f :Z Z s ðkÞ ! Z s ðkÞ of Z s ðkÞ. In particular, Y s is a sheaf shifted into degree s. Remark 6.4. We do not actually know for sure that Z s ðkÞ is normal. For this reason, we need to use OZ Z s ðkÞ instead of O Z s ðkÞ in equation (19). If Z s ðkÞ were normal, then these two would coincide.
Proof. We will be working on the triple product Y ðlÞ Â Y ðl þ sÞ Â Y ðÀlÞ where, as before, l ¼ N À 2k (so Y ðlÞ ¼ T ? Gðk; NÞ).
We need to compute where we obtain the last line by applying the projection formula (p 13 consists of forgetting L 0 1 so detðC N =V Þ Às detðV Þ s is a pullback from Z s ðkÞ). Now W is a local complete intersection since it is the intersection of p À1 12 W s ðl þ sÞ and p À1 23 W lþs ðsÞ which are both smooth. In particular, this means W is normal. Now, in general, consider a map p : A ! B where B is a projective scheme. If for some very ample line bundle M we have H i ðp Ã MÞ ¼ 0 for i > 0, then p Ã O A has no higher cohomology. This is because if p Ã O A had higher cohomology, then H i ðp Ã MÞ G H i ðM n p Ã O A Þ would be non-zero for some i > 0. The same argument works if B is not necessarily projective but there is a projective map f : B ! B 0 where B 0 is a‰ne. In the case M can be taken to be relatively very ample with respect to f .
Notice W admits a projective map onto an a‰ne variety by forgetting V , V 0 , V 00 . So we can apply the above paragraph to the map p 0 : W 0 ! W . By Lemma 6.5, the canonical bundle of W 0 is the pullback of a line bundle from W . For simplicity denote this line bundle by M 0 . Then H i ðp 0Ã MÞ G H i À o W 0 n p 0Ã ðM n M 04 Þ Á :
Now p 0Ã ðM n M 04 Þ is big and nef so by the Grauert-Riemenschneider Vanishing Theorem the right side vanishes. Thus p 0 Ã ðO W 0 Þ has no higher cohomology and we get is ðdet V n det V 00 Þ NÀ2kþ2s .
Proof. Consider the projection map W 0 ! f0 À! kÀs V 0 ! NÀ2kþ2sṼ V À! kÀs C N : XṼ V H 0 and X C N H V 0 g given by forgetting V and V 00 . This is a Grassmannian bundle Gðs;Ṽ V =V 0 Þ Â GðN À 2k þ s;Ṽ V =V 0 Þ; so that the relative canonical bundle is À detðV =V 0 Þ NÀ2kþs detðṼ V =V Þ Às Á n À detðV 00 =V 0 Þ s detðṼ V =V 00 Þ ÀNþ2kÀs Á :
Now f0 À! kÀs V 0 ! NÀ2kþ2sṼ V À! kÀs C N : XṼ V H 0 and X C N H V 0 g is carved out of f0 À! kÀs V 0 ! NÀ2kþ2sṼ V À! kÀs C N : XṼ V H 0 and X C N HṼ V g via the section X : C N =Ṽ V !Ṽ V =V 0 and is in turn cut out of f0 À! kÀs V 0 ! NÀ2kþ2sṼ V À! kÀs C N : XV 0 H 0 and XṼ V H V 0 and X C N HṼ V g via the section X :Ṽ V =V 0 ! V 0 . In general, if X H Y is cut out by a section of a vector bundle U, then o X G o Y n det U. In our case, the last space is the cotangent bundle to the partial flag variety Flðk À s; N À 2k þ 2s; k À s; NÞ so the canonical bundle is trivial. So we get o W 0 G À detðV =V 0 Þ NÀ2kþs detðṼ V =V Þ Às Á n À detðV 00 =V 0 Þ s detðṼ V =V 00 Þ ÀNþ2kÀs Á n À detðC N =Ṽ V Þ ÀNþ2kÀ2s detðṼ V =V 0 Þ kÀs Á n À detðṼ V =V 0 Þ Àkþs detðV 0 Þ NÀ2kþ2s Á :
Collecting terms and simplifying, we are left with o W 0 G detðV Þ NÀ2kþs detðV 00 Þ NÀ2kþ2s : r
This concludes the proof of Proposition 6.3. r 6.4. The equivalence. By Theorem 2.8, the complex Y Ã has a unique convolution and its cone T :¼ ConeðY Ã Þ A D À T ? Gðk; NÞ Â T ? GðN À k; NÞ Á induces the equivalence T.
Proposition 6.6. The kernel T A D À T ? Gðk; NÞ Â T ? GðN À k; NÞ Á is a sheaf with support suppðTÞ ¼ ZðkÞ.
Subsequently, Kawamata in [K2] was able to tweak the kernel O Zð2Þ to obtain a new kernel (which is still a sheaf) and which does give an auto-equivalence of D À T ? Gð2; 4Þ Á . However, we could not directly generalize his technique to more general T ? Gðk; NÞ.
In [C] , we identify our kernel T A D À T ? Gðk; NÞ Â T ? GðN À k; NÞ Á as the pushforward of an explicit line bundle from an open subset. Using this description, we check that we get the same kernel as Kawamata's in the T ? Gð2; 4Þ case.
It is clearly tempting to conjecture that O ZðkÞ A D À T ? Gðk; NÞ Â T ? GðN À k; NÞ Á does not induce an equivalence unless k ¼ 1; N À 1. It would be interesting to find a conceptual reason for why this is the case.
