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ABSTRACT 
Central velocity dispersions have been derived for 
10 globular clusters from high dispersion (6.7A mm- 1 ) 
coude spectra of the integrated light. Two methods were 
used. The first involved the comparison of the cluster 
spectra with star spectra convolved with an appropriate 
velocity distribution function. This is the method used 
often for velocity dispersion determinations from spectra 
of the integrated light of galaxies (e.g. Morton and 
Chevalier 1972). Fourier techniques were used in the 
second method. Power spectra were obtained from the 
Fourier transformed spectral-intensity data of both the 
stars and the clusters. The star power spectra were 
multiplied by the transformed velocity distribution func-
tion and compared with the cluster power spectra. The 
advantages accruing from use of the Fourier method over 
the direct comparison method are (1) use of much more of 
the information contained in the original spectra; 
(2) greater accuracy arising from the increased sensitiv-
ity to changes in the velocity dispersion and (J) lessen-
ing of the necessity for critical local matching in the 
star - cluster line strengths. 
Surface density distributions have been derived 
from photoelectric surface photometry (using centered 
apertures and small aperture drifts across the cluster) 
and from star counts. These surface density distributions 
were then compared with the theoretical distributions given 
by King (1966a). These theoretical surface density dis-
tributions are derived from self-consistent single mass 
models using a realistic velocity distribution function. 
Two characteristic lengths, the core radius r and C 
the tidal cutoff rt' obtained from the comparison of the 
theoretical and observed surface density distributions are 
then usBd, along with the velocity dispersion, to derive 
masses for the 10 clusters. For comparison, masses are 
1 
also derived by the r 4 law/virial theorem method. The 
mass-to-light ratio is obtained and the form of the lum-
inosity function in globular clusters is discussed. 
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CHAPTER 1 
INTRODUCTION AND METHOD 
1.1 INTRODUCTION 
Globular clusters are amongst the oldest objects in 
the galaxy and so are of considerable importance for furth-
ering our understanding of star formation conditions early 
in the life of the galaxy. The total mass and the form of 
the mass function for stars in these objects is thus of 
considerable interest. However very little is known about 
these properties of globular clusters. This is due to 
observational difficulties resulting from their low surface 
brightness, large distances and the intrinsic faintness of 
their star population. 
The aim of the work described in this thesis was to 
obtain dynamical masses and mass-to-light ratios for a 
number of globular clusters. Central velocity dispersions 
from high dispersion -coude spectra of the integrated light, 
combined with surface density distributions derived from 
surface photometry and star counts are used here, in con-
junction with King (1966a) models, to achieve this aim. 
a) Applications of Mass Estimates 
Current work on many important problems would be 
enhanced by the availability of total mass and mass function 
information for globular clusters. 
are listed below. 
Some of these problems 
1. Dynamical studies of stellar systems is one of these 
2 
fields (cf. King 1966a; Prata 197la,b; Spitzer and Hart 
197la,b; Spitzer and Thuan 1972; Spitzer and Chevalier 
1973; Henon 1971, 1972). Of course the determination of 
the mass itself is interwoven with the construction of 
realistic models for these objects. Measures of the cen-
tral velocity dispersion do, however, add another para-
meter to the small observational set available and so help 
limit the range of feasible models. 
2. Estimates of the present mass function combined with 
evolutionary studies (e.g. Prata 197la,b for M67) can be 
used to extend our understanding of the previous history of 
globular clusters and also furnish information about the 
form of the initial mass function for stars in these halo 
objects. 
3. As proper motions become available for more clusters 
(see Larsson-Leander 1973) they can be used with the 
cluster mass estimates and mass models of the galaxy (e.g. 
Schmidt 1956, 1965; Innanen 1966) to calculate galactic 
orbits (cf. for w Cen: Woolley 1966; Keenan, Innanen and 
House 1973). These orbits can assist with the determina-
tion of the influence on cluster evolution of: 
(a) the tidal effects that occur during close approaches 
of the cluster to the galactic nucleus (e.g. see von 
Hoerner 1957; King 1962, 1966a) and 
(b) gravitational shocks, i.e. tidal shocks from pass-
ing gas clouds and compressive shocks from the changing 
gravitational acceleration as the cluster passes through 
the galactic plane - see Spitzer (1958), Prata (197la,b), 
Ostriker, Spitzer and Chevalier (1972), Spit z er and 
Chevalier (1973). 
J 
4. The results of Heiles and Henry (1966), Robinson 
(1967), Philip and Erkes (1972), Kerr and Knapp (1972, 
1973), Knapp, Rose and Kerr (1973) and Hills and Klein 
(1973) on the HI and HII content of globular clusters also 
require realistic total mass and escape velocity informa-
tion to give limits on the mass loss from red giants. This 
is of particular interest since evolutionary theory and 
stellar pulsation studies (for RR Lyraes) indicate that 
mass differences around 0.2 m should exist in clusters 
0 
between red giants and horizontal branch stars (e.g. see 
Christie 1966a,b; Iben and Rood 1970a,b; Iben 1971; 
Philip 1972; Bohm-Vitense and Szkody 1973). The above 
results, however, indicate that mass loss of this order may 
not be possible. Much interesting work remains to be done 
here. 
5. Current studies (Ostriker and Peebles 1973) relating 
to the stability of the galactic disk indicate that the 
halo may need to comprise a large proportion of the total 
disk mass. The M/L results from globular clusters could 
I 
be relevant here, tempered however by the selective loss 
of low mass stars due to tidal and relaxation effects. 
6. It is of interest to compare the M/L values for 
globular clusters with those of elliptical galaxies, be-
cause these two kinds of stellar systems appear to be 
fairly similar dynamically. 
b) Previous Mass Estimates 
Previous mass estimates for globular clusters are 
few and, in general, uncertain. 
1. Joy (1949) observed 35 variables, with periods rang-
ing from 14 to 106 days, in 14 globular clusters at disper-
4 
sions 0 -1 0 -1 of 110A mm or 220A mm with the Mt Wilson 100-inch 
telescope. A well-determined value of the mean velocity was 
obtained for only 11 of the 35 variables. Kurth (1950, 1951) 
estimated the masses for 10 of these clusters using Joy's 
mean velocities; the masses ranged from 6 X 104 m to 
0 
7 X 106 m. 0 These masses are very uncertain because of 
( 1) the use of at most five stars (and sometimes only two 
stars), with often uncertain mean velocities and (2) the 
unrealistic form of the virial theorem used by Kurth (see 
criticism by Schwarzschild and Bernstein 1955). 
2. A further estimate of the mass of a globular cluster 
is that from Oort and van Herk (1959) for M3. They used 
the star counts to different limiting magnitudes from 
which Sandage (1954) derived a luminosity function (plus 
the counts of von Zeipel 1908, 1913). The changes in slope 
( in a surface density versus radius plot) for counts to 
fainter limits (and hence smaller masses below the main 
sequence turnoff) were taken to be indicative of equiparti-
tion of energy. From consideration of the relaxation times 
at various radii and of the smoothness of the surface dens-
ity distribution they chose an anisotropic velocity distri-
bution function (the degree of anisotropy increasing away 
from the central region where encounters were expected to 
have set up a Maxwellian velocity distribution) with a 
sharp cutoff at the escape velocity. They compared their 
models with the observed density distributions for a range 
of assumptions about the number and mass of white dwarfs 
and the form of the unobservable (low) mass function. The 
model selected as having the best agreement corre s ponded 
5 to a total mass for M3 of M = 1.5 x 10 m. 
0 
5 
However this mas s may be rather uncert a in. In the 
light of wo rk where the tidal force and its r and omizing 
influence in the outer parts has been considered (King 1 966a; 
Henon 197 1 , 1972; Prata 1971b), some of the assumptions of 
Oort and van Herk may not be valid or necessary. Henon 
(1971, 1972 ) found wi th his Monte Carlo models that the 
velocity d istribution was nearly isotropic throughout the 
system in t he n on-is olated case. This differed from the 
isolated c ase where appreciable anisotropy occurred for all 
model runs regardles s of the initial conditions. King 
(see Prata 1 971b , p. 1035) using isotropic models with a 
mass distribution has obtained detailed fits to the obser-
vations (star counts to different limiting magnitudes). 
However thes e result s are not definitive and the question 
of the degree o f ani sotropy in the velocity distribution 
function in globular clusters is still an open one. 
J. Up u ntil now the best estimates of the mass are 
from obs e rvations of the radial velocities of individual 
stars. This is still an excellent procedure since changes 
in the velo city dispersion with radius and measures of the 
rotation can be observe d ( p r ovided a large number of stars 
are accurately measured) . This is not possible with the 
dispersion measures fr om the integrated central light. Th e 
continuing work of Gunn and Griffin (see Larsson-Leander 
1973; Gunn and Griffi n 1971) on MlJ using the 200-inch Ha l e 
telescope is of import a n ce in this regard . 
4. Wi lson and Coffee n (1954) measured radial ve l ocit ies 
for 15 red giants in M92 f rom 2J spectra. The me a n d e v ia-
. -1 
tion fro m all the plates was 6.8 km sec while t he me a n 
-1 deviation between repeated plates was 5.8 km sec Wilson 
and Coffeen suggested that some of the observed stars may 
have been variables to account for the large difI'orences 
between repeated plates. An additional factor may hnve 
been the . closeness to the cluster center of some of their 
stars . The resulting contamination by the integrated light 
is variable with time at the coude due to rotation of the 
object about the slit and may have contributed to the 
differences. Wilson and Coffeen derived a velocity disper-
sion (v2 ) J 4.4 km -1 from the above deviations, = sec mean a r 
mass M = J.J X 105 rn.8 and an (M/L) = 2.0 {with M = -7.8; 0 pg 
Christie 1940) using the form of the virial theorem derived 
by Kur th ( 19 5 0 ) . 
5. Schwarzschild and Bernstein (1955) presented a more 
reliable determination of the virial theorem than that 
derived by Kurth and rederived M = 1.4 ± 1.0 
(standard error) and (M/L) = 0.8 ± 0.6 (s.e.) using the 
0 
total velocity dispersion J(v2 ) = 58.5 ± 40 (km sec- 1 ) 2 
r 
(s. e .) obtained by Wilson and Coffeen (1954). Arp (1965) 
using an improved distance modulus for M92 gave 
M = 1.1 ± 0.8 x 105 rn_ (s.e.). 1:) 
6 . Feast and Thackeray(1960) reduced the radial velocit-
ies of Wilson and Coffeen (1954) using the squares of the 
deviations from the mean instead of the moduli of these 
deviations as u sed originally. With their different treat-
ment of the errors and of the combination of observed dis-
persion and observational error, Feast and Thackerayobtained 
2 J ( v ; 
r 
l ( - l ) 2 1 • 2 x 1 o5 TTL = 7 7 . '..J. ± 51 km s e c , M = 1 . 8 ± 
(M/L ) = 1.0 ± 0 .7 ( a ll standard errors). 
0 
and 
0 
6 
7 
Feast and Thack~ay(1960) also determined an upper 
llmit to the mass of 47 Tue (M < 6.0 x 105 m ) from radial 
0 
v,•l ,Jf; iti~~ obta.in8d from J2 spectra of 22 red giants 
(thought not to be variable). An unexplained dependance of 
radial velocity on spectral type precluded a more accurate 
estimate of the mass being obtained. 
7 . The other cluster for which radial velocities are 
available for a number of stars is w Cen. From the Jl 
cluster members observed Harding (1965) selected lJ stars 
for which radial velocities from three or more spectra were 
available. The velocity dispersion obtained using these 
2 J -1 ( ) radial velocities was ( v ; = 5.7 ± J.8 km sec s.e .. 
r 
This velocity dispersion was then used by Dickens 
and Woolley (1967) to derive a mass for w Cen. They con-
sidered three models: 
(a) truncated Maxwellian velocity distribution with equal 
mass stars (equivalent to a model with a mass function and 
no equipartition); 
(b) truncated Maxwellian velocity distribution with a 
mass function and full equipartition; 
(c) truncated Maxwellian velocity distribution in a core 
and a halo of stars having orbits passing through the core 
(no mass function). 
Model (b) was found to have the best agreement with the 
observed surface density distribution. The mass obtained 
from this model and the observed velocit y dispersion was 
M = 7.1 ± 9.5 x 10 5 m (standard error from velocity dis-
0 
persion). This gives (M/LV) = 0 .5 ± 0 .7 (s.e.) using the 
0 
Vt= J.57 from Gascoigne and Burr (1956) and (m - M) V = 
app, 
14.10 from Dickens and Woolley (1967). 
8 
8. Sandage (1954, 1957) extended his observed luminosity 
function (for stars brighter than MV ~ 6.5) for MJ to 
fainter magnitudes by fitting a combination of the norm,11 -
ized van Rhijn ( 1936), Luyten ( 1939) Rnd Kuiper ( 19L1 .?) 
luminosity functions. Combined with consideration of' th0. 
probnblP number and mass of the white dwarf's prf'sent (:from 
the andage (1957) modified Salpeter (1955) initinl lumin-
osity function) and using the mass luminosity calibration 
of Kuiper (1938, 1942) Sandage obtained a total mass and 
an M/L for M3. Since nearly 80% of the mass comes from 
the unobservable parts of the luminosity function the mass 
derived is rather uncertain. Comparisons, however, between 
the dynamical M/L and values of M/L obtained from extra-
polated luminosity functions are most important (1) as a 
check on the plausibility of the dynamical mass and (2) as 
a means of obtaining an estimate of the form of the 
unobservable portion of the luminosity function (see 
Chapter 4, §4.3). 
Several other estimates of masses of globular 
clusters based upon limited observational data (of dubious 
accuracy in most cases) and/or using models and assumptions 
of doubtful validity are available in the literature {s ee 
e.g. Johnson 1952; Matsunami et al . 1959; Jlenon 1961). 
1.2 THESIS OUTLINE AND MODEL DISCUSSION 
a) Velocity Dispersion 
Th ctetermination here of the velocity dispersion in 
10 concentrated southern globular clusters (data: Table 1.1) 
was possible only through the use of a Carnegie RCA 33011 
TABLE 1.1 
CLUSTER DATA 
II II v a 1950 6 1 b cone. Sp. r 
NGC Name h m o / o o class Type km sec 
104 47 Tue 00 21.9 -72 21 J06 -45 III GJ -24 
J62 6 62 01 00.6 -71 07 J02 -47 III F8 +221 
1851 6508 05 12.4 -40 05 244 -35 II F7 +309 
2808 09 10;9 -64 39 283 -11 I F8 +101 
6093 M 80 16 14.1 -22 52 353 +19 II F7 +18 
6266 M 62 16 58.l -JO OJ 353 +7 IV F8 -75 
6J88 17 J2.6 -44 4J 345 -7 III GJ +81 
6441 17 46.8 -37 02 353 -5 III G4 -70 
6715 M 54 18 52.0 -JO 32 5 -15 III F7 +122 
6864 M 75 20 OJ.2 -22 04 20 -26 I F8 -198 
Columns 1-6 Arp (1965) 
Column 7 Concentration Class; Shapley and Sawyer (1927) 
-1 
Column 8 Spectral Type; Kinman (1959b), see also Mayall (1946), Morgan (1956, 1959), Kron and Mayall (1960) and Van den Bergh (1969) 
Column 9 Radial Velocity; Kinman (1959a), see also Mayall (1946), 
Van den Bergh (1969) 
CJ:) 
PJ 
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image intensifier on the coude spectrograph on the Mt Stromlo 
74-inch telescope. These observations of the integrated 
light from the center of the cluster are described in 
Chapter 2. Following this, descriptions are given of two 
methods used for the derivation of the velocity dispersion. 
The first is the method described (and used for 
galaxies) by Burbidge, Burbidge and Fish (1961a), in which 
the cluster spectra are compared with field star spectra 
convolved with an appropriate velocity distribution func-
tion. The other method, developed by the author, involves 
the use of the power spectra of the Fourier transformed 
spectral-intensity data to derive the velocity dispersion. 
This is considerably more accurate than the first method. 
A discussion of the method and of possible sources of 
error is given in Chapter 2, §2.5. 
b) Models and Masses 
Unfortunately the availability of an accurate measure 
of the velocity dispersion is only one step towards deter-
mining the mass of a cluster (see King 1961b, 1963). It 
is also necessary to measure the radial variation of sur-
face brightness in the cluster, and then to choose an 
appropriate dynamical cluster model. The virial theorem is 
often used here. Its application has several uncertainties, 
some of which are shared by more elaborate procedures for 
mass estimates. 
i) Virial Theorem Determination. Deriving the mass 
from the virial theorem 2T + U = O, with the total kinetic 
energy T obtained from the observed velocity dispersion 
and the total potential energy U derived from the light 
distribution is a rather uncertain procedure for the 
following reasons. 
10 
1. The usual assumption of constant velocity dispersion 
throughout the cluster is quite likely wrong for two reas-
ans. Firstly the requirement of a finite mass means thnt 
the velocity dispersion must decrease in the outer parts 
where much of the mass resides. Secondly the observed 
velocity dispersion applies to the bright {and most mass-
ive) stars. The fainter, less massive stars would, from 
simple relaxation arguments, have a greater velocity dis-
persion {since there is expected to be a tendency towards 
equipartition in these clusters, at least in the central 
regions). Models {e.g. Spitzer and Hart 1971b; ~ Henon 
1971, 1972; Wielen 1967), however, give conflicting 
results on this question. Also Spitzer (1969) and Spitzer 
and Hart {1971b) cast doubts on the validity of assuming 
equipartition when likely mass functions are considered. 
But a study of MJ {Oort and van Herk 1959) and the work of 
Prata {197la,b) and King {see Prata 1971b, p.1035) indicate 
that some degree of equipartition occurs in globular 
clusters. Thus, at this time all one can say is that the 
velocity dispersion of the fainter {and unobservable), less 
massive stars {that contribute most of the mass) will 
probably be different to the observed bright star velocity 
dispersion. 
2. Estimates of the potential energy from the light 
distribution are also uncertain if there is any tendency 
to equipartition. The less massive stars that define the 
mas s distribution will then have a different spatial dis-
tribution to the massive stars. Thus the potentia l derived 
11 
from the light distribution (i.e. the massive star distribu-
1 
tion) will be incorrect. The use of the r 4 law (de 
Vaucouleursl95J) to derive a radius parameter for use in 
the potential energy derivation (Poveda 1958) is also a 
dubious procedure, though it is the usual method in 
elliptical galaxy mass determinations. The effective radius 
so derived is strongly dependant on conditions in the outer 
parts of the cluster while the potential is dependant main-
ly upon the mass distribution near the center of the 
cluster (galaxy). 
J. A further problem is rotation, since the kinetic 
energy in the virial theorem is the total kinetic energy. 
For elliptical galaxies rotation obviously needs to be 
considered. For globular clusters deviations from cir-
cularity in the observed projected density distribution 
are less (e.g. Shapley 1930; Lindsay 1956, 1966, 1967; 
Wayman 1967) but rotation could still be a problem for 
some clusters. The difficulty of determining accurate 
isophotes {see e.g. w Cen: Sistero and Fourcade 1970; 
WaymaN 1967; Dickens and Woolley 1967 and references to 
previous results therein) indicates that direct measures 
of radial velocity (from the Gunn-Griffin (1971) radial 
velocity machine for example) will be needed to elucidate 
the degree of rotation in globular clusters. King (1961b) 
estimates that the contribution of rotation to the total 
kinetic energy for an E2 galaxy may be as much as JO% 
(on the bas.i s of' calculations from Kin[; 1961a). 
d.i~cussion of rotation in relation to globular clusters i8 
given in Chapter 4 , §4.4. 
4. One other factor about which considerable unc<.:'rt;iint) 
exists (as mentioned above in relation to the MJ work 01 
Oort and van Berk (1959)) is the degree of a nisotropy in 
the velocity distribution function. The questio11 of' 
conversj..on from the observed (radiZll) co mpon0nt () I' ift(' 
velocity dispersion to the total velocity dispor~ion 
arises in connection with the use of the virial theorem. 
Arguments have been put forward supporting the use of the 
< 
2 
factor S between S = 1 and p =Jin v >total= 2 ~ ( v ) (e.g. 
r 
p = 1, Belzer, Gamow and Keller 1951; S = 1.5, Poveda, 
Iturriaga and Orozco 1960; S = 2, Poveda, Cruz and Batiz 
1960; S = J, Fish 1964, Morton and Chevalier 1972) but 
generally 0 = J is used since (1) the central velocity 
distribution is expected to be isotropic (or nearly so) and 
(2) the use of~= J will partially compensate for the 
neglect of systematic motions in the virial determination. 
Thus one can see that virial theorem mass determin-
ations are a very uncertain procedure. Of course many of 
the above factors will compensate each other but the need 
for detailed models is apparent. 
ii) King Models. The models used here are those of 
King ( 1966a). King's self-consistent model approach is 
similar to that used by many previous a uthors (e.g. 
Chandra~ekhar 1942; Spitzer and Harm 1958; Oort and van 
IIPrk 1959; Woolley and Dickens 1961; Michie 196Ja,b; 
Dickens and Woolley 1967; Prendergast and Tomer 1970). 
The velocity distribution function used by King is, how-
ever, more realistic for globular clusters than those 
adopted by previous workers. 
l J 
Consideration of the relaxation time near the centers 
of globular clusters indicates that encounters will have 
strongly influenced the form of the velocity distribut ion 
function, driving it towards a Maxwellian distribution . 
The competing process of star loss for stars with the 
escape velocity will limit the extent to which a Max-
wellian distribution is realised. The work of von Hoerner 
(1957) and King (1962) led to an appreciation of the effect 
of the galactic tidal field in limiting the radius of a 
cluster and thus cutting off the veloc~ty distribution at 
a velocity less than the escape velocity for a similar but 
isolated cluster. 
The requirement then is that the velocity distribu-
tion function should be one produced by stellar encounters 
(i.e. nearly Maxwellian) yet zero beyond the finite escape 
velocity corresponding to the ability of a star to reach 
the tidal boundary. King (1965, 1966a) found that these 
requirements were satisfied by the steady state solutions 
of the Fokker-Planck equation (in the form presented by 
Spitzer and Harm (1958) following on from previous work 
by Chandrasekhar (194Ja,b) and Cohen, Spitzer and Routly 
(1950)), subject to a finite velocity cutoff. 
The lowered Gaussian (a Maxwellian distribution minus 
a constant) form the velocity distribution used by King 
(1966a) is an analytic approximation (King 1965; Michie 
1963a) to the numerical solutions (King 1965) of the steady 
state Fokker-Planck equation. This velicity distribution is 
f(v) 
where v is 
e 
the escape velocity and j 2 = J/2(v2 ) . 
14 
Isotropy 
in the velocity distribution throughout the cluster result s 
from assuming the central velocity distribution to be of 
this form. As mentioned previousl i in §1.l(b) definitiv0 
answer~, either theoretical or observa tional about the de -
gree of anisotropy in the velocity distribution in clusters 
are not yet available. The agreement, however, of the 
limited observations available (King 1966a; Prata 197la,b; 
Chapter J here) with the isotropic models indicate that 
more detailed assumptions are probably not warrant ed at 
this stage. 
A further assumption in the models presented by 
King (1966a) is that all the stars have the same mass . An 
extension of the model (see Prata 197la,b) is required to 
consider a mass function. For many of the clusters studied 
here observational difficulties (distance and/or the rich-
ness of the surrounding star fields) will preclude detail-
ed knowledge of the distribution of the fainter stars. 
(See Chapter 4, §4.4). 
While the models may be rather simplistic (in the 
assumptions of isotropy and all stars having the same mass), 
they are a definite improvement for the estimation of the 
mass over the unrealistic virial theorem determinations 
discussed above. The use of a velicity distribution func-
tion consistent with the effect of the galactic tidal field 
and of encounter relaxation also makes these models better 
than the others (cf. Dickens and Woolley 1967) available at 
the moment that are suitable for comparison with observa-
tional d a t a . 
15 
c) Surface Density Distributions and Masses 
Following on from the derivation of the velocity 
dispersions (Chapter 2) the observed surface density dis-
tributions are given in Chapter J. These were derived 
from photoelectric surface photometry (both centered aper -
ture measurements and small aperture drifts across the 
cluster) and star counts. Sources of error for both the 
star counts and surface photometry are discussed. Compari-
son of the observed and theoretical (King 1966a) surface 
density distributions are made to determine the model 
parameters necessary for the mass derivation in Chapter 4. 
Further parameters (th integrated magnitude, distances 
and reddening) relevant to the discussion in Chapter 4 
are also derived from all available data and tabulated 
for the 10 clusters studied here (see Table 1.1 for basic 
data on these clusters). 
Chapter 4 contains the results (masses and mass-to-
light ratios) derived from the data obtained and discussed 
in the previous chapters. Discussions of the form of the 
luminosity function determined from these masses and M/L 
values are also given. 
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CHAPTER 2 
VELOCITY DISPERSION 
2.1 INTRODUCTION 
The aim of the work described in this chapter was t o 
derive central velocity dispersions from high dispersion 
coude spectra for the ten clusters tabulated in Table 1.1. 
The observations and the plate reduction procedure are 
described in §2.2 and §2.J respectively . . 
Two methods used for deriving the velocity dispersion 
are then described. The first ( §2.4) is the often used (for 
galaxies) method described in detail by Burbidge, Burbidge 
and Fish (1961a). This involves the comparison of the 
cluster spectra with star spectra that have been convolved 
with an appropriate velocity distribution function (i.e. 
'broadened'). In §2.5 a method using Fourier techniques is 
described. This gives more accurate results and involves 
the comparison of the power spectra of the clusters with the 
convolved star power spectra. A description of the method 
and a discussion of the possible sources of error are given. 
The use of a noise filter to remove high frequency noise 
from the spectra to improve the fitting accuracy in the 
first method is also described. 
2.2 OBSERVATIONS 
All the spectra (on IIaO or lOJaO plate s) for this 
project were taken with a Carnegie RCA JJOll i mage inte n sif-
ier on the J2-inch Schmidt camera of the c ou de s p ec t r o g r aph 
on the 74-inch telescope. The dispersion used was 6.7A/mm 
and the usable wavelength range from 5140A-5J50A. Since 
the projection factor for this camera is 7:1 the J20µ slit 
width used projected to 45µ on the plate. The instrumental 
profile was not determined by this but by the image inten-
sifier which degraded the resolution to 75µ (full width at 
half height). 0 This is 0.5A at the dispersion used and 
corresponds to an instrumental velocity dispersion of 12 km 
-1 ( ) sec assuming Gaussian instrumental profile • 
Ali the spectra were widened; the comparison star 
spectra from 1.1-1.7 mm (on the plate) and the cluster 
spectra from 0.6-1.1 mm depending upon the magnitude of the 
object. The slit length used for the clusters corresponded 
to 12-24 arc seconds on the sky. Since the core radii r 
C 
(the radius where the surface brightness has decreased from 
the central value by ~so%) for these clusters ranged from 
6-24 arc seconds it can be seen that nearly all the light 
contributing to the spectrum came from the central regions. 
The star spectra exposures usually took from 2-20 
min and were well exposed to densities in the range 0.5-0.7 
while the cluster spectra required J-6 hours exposure to 
give densities around 0.4-0.5. Long exposures (1-2 hours) 
on cloudy nights of comparison stars showed that while 
the noise level increased· appreciably (due to the image 
intensifier) no degradation of the resolution occurred 
17 
compared to the short exposures. Spectra of comparison stars 
were taken oach night but durlne- the reduction procedure 
the resolution was found to have remained the same over the 
period of the observations and so star/cluster comparisons 
were made irrespective of the date of exposure. 
18 
The stars used in the analysis are given in Tablo 2 .1 
(column J). Further information than the spectral type/ 
luminositv class (column 4) given here (HD if none other 
available) and [ Fe/HJ (column 5) can be found in the 
references in the last column. 
Subdivision into three groups was made on the basis 
of line strengths in the cluster spectra. The spectral 
classes given are the mean values for the group from Kinman 
( 195Sb) . Column 1 gives the clusters observed followed by 
the number of plates in parentheses. A+ indicates that 
poorly exposed plate(s) (density ,-,.,().J) are available as well. 
These were useful as a check on the velocity dispersion 
obtained from the good plates. 
Calibration plates were taken each run for a range 
of exposure times and processed in the same way as the 
stellar exposures. The density to intensity conversions 
for each run were checked against mean curves. Individual 
transformations were used for plates from a run if the 
density-intensity transformation differed from the mean 
curves; otherwise the mean curves were used. 
Checks of the sky brightness were made with the 
coude exposure meter several times during each cluster 
exposure. No correction for the (moonlit) night sky was 
found to be necessary since (1) the observations were made 
near first and last quarter and (2) the contribution at 
0 -4 5200A is small due to the A dependance of the scattering 
coefficient. 
NGC 
104!3) 6388 2+) 
6441 2+) 
362(1+) 
1851(2+) 
2808(1+) 
6266(2+) 
6715(2+) 
6864(1+) 
6093(1) 
Group 
G3 
F8 
F6 
HD 
Sun 
37160 
( 40 4>2 Ori ) 
50806 
29574 
38510 
63077 
165195 
184711 
190287 
211998 
(v Indi) 
2796 
128279 
122563 
TABLE 2 .1 
COMPARISON STARS 
Sp.T. 
G~V 
G8IIIp 
G5IV 
KOIII 
· F8V 
GOIV 
GOIII 
GOIII 
GOIV 
G5IV 
GOIII 
GOV 
K2IIIp 
[Fe/HJ 
o.oo 
-0.73 
~-0.5 
-0.81 
-2.70 
-1.17 
-2.65 
Source 
Allen (1963) 
Eggen (1971a) (a Pup Group) 
Helfer and Wallerstein (1968) 
Eggen (1971b) (Arcturus Group) 
' 
Bond (1970) 
Bond (1970) 
Hearnshaw (1972) 
Wallerstein et al. (1963) 
Bond (1970) - -
Bond (1970) 
Harmer and Pagel (1970) 
Przybylski (1962) 
Bond (1970) 
Bond (1970) 
Pagel (1965); Wolffram (1971) 
Wallerstein et al. (1963) 
f,-1 
\.0 
2.J REDUCTION 
A Gottingen microphotometer having both digital a nd 
analogue (chart) output was used to trac~ the plates. For 
the digital output the signal was integrated and punched 
0 
onto paper tape every ~0.07JA. Density to intensity con-
20 
version was performed while tracing using a non-linear 
amplifier in which the required calibration was approximated 
by up to JO linear segments. 
With the aid of the Ultrech Solar Atlas (Minnaert, 
Mulders and Houtgast 1940) and the Arcturus Atlas (Griffin 
1968) the continuum level was accurately defined for each 
spectrum from the chart tracings; as was the mean zero 
level from tracings on either side of the spectrum. For use 
in the analysis of the following section the digital data 
for each spectrum was then normalized, using the appropriate 
continuum and zero level, and scaled (in wavelength) to 
remove the effects of S distortion (from the image intensif-
ier). 
This and most of the subsequent analyses were made 
using the ANU Computer Center PDP 11/45 computer. The 
digitized spectral intensity data was stored in disk files 
and programs written to handle all the necessary operations. 
A Calcomp drum plotter was used for all the plotted output 
required by these operations and those described in the 
following sections. 
2 1 
2.4 VELOCITY DISPERSION I 
Cluster/Star Spectrum Matching 
Two procedures have been used to estimate the veloc-
ity dispersion. A method using Fourier techniques is 
described in the next section. The first method described 
here is similar to that used for galaxies by Minkowski (1961), 
Burbidge, Burbidge and Fish (1961a,b,c), Richstone and 
Sargent (1972) and Morton and Chevalier (1972, 1973). 
Essentially this involves artificially broadening 
suitable stellar spectra for a range of velocity dispersions, 
comparing these with the cluster spectra and selecting the 
velocity dispersion giving the best match. A 'suitable' 
spectrum is ·one closely matching in local line strengths 
to the cluster spectra. For the clusters observed here 
single stars were found that were an excellent match to 
the spectra in most cases. This differs from the galaxy 
case where composite spectra from a range of stars are 
usually required to match the galaxy spectrum. 
a) The Broadening Function 
A Gaussian broadening function was chosen (as by the 
above authors) since the velocity distribution is expected 
to be close to Maxwellian in the central regions for the 
following reasons: 
(1) the central relaxation time ("-'108 years; Oort a nd v an 
Herk 1959) for these clusters is short compared to their a ges 
(,..__,11 x 109 years; Sandage 1970); 
(2) King's (1966a) models using a near Maxwellian ( a t 
the centre) velocity distribution function predict density 
distributions that are in good agreement with the observa -
tions. 
Additionally since the bulk of the li ght ne ar 5200A 
comes from stars on the giant/subgiant branch (see Sandag e 
1957) . a simple Gaussian broadening function was consid -
erect to be adequate; i.e. no allowance need be made in 
the broadening function for the different velocity distrib-
utions of lower mass stars on the main sequence. 
Then with a Gaussian distribution of velocities 
2 
with velocity dispersion (v ; along the line of sight 
r 
2 l 2 2 
f(v ) = (2 n( v ) )- 2 exp( -v /2 ( v ; ) 
r r r r 
the observed intensity in the cluster spectrum at A 
0 
is: 
2.1 
where the cluster stars have a spectral intensity distribu-
tion I( A) and the substitution ( A-A ) / A = v /c has been o o r 
made. 
b) Broadening of the Stellar Spectra 
The next step was to approximate I( A) by a field 
star spectrum, calculate S( A) for a range of velocity dis-
persions (v2 ; ; and from the best match of the calculated 
r 
and the observed cluster spectrum determine the velocity 
dispersion. Since I( A) was in the form of equally s paced 
discrete values the integral above (equation 2 .1) was 
evaluated numerically using a composit e sixth order poly-
nomial approximation (Weddle's Rule) to I(A) (cf. Burbidge , 
Burbidge and Fish 1961a). The summation carried out wa s 
22 
s ( t\ ) 
0 
c 2 _1_ L . w . I ( 'A - j 6'A. ) Ex ( j ) 
= -\ -( 2 TT ( V / ) - 2 ____ J---"-J __ o____ --.--__ _ 
A
0 r I:kwk Ex (k) 
2. 2 
- n s J s n; n s k s n 
with Ex(j) 
2( 1 . 6 )2 CI\. -J I\. 
= exp(- ~ 2 ) 2 11.. (v ) 
o r 
The weights W. are 
J 
WO, ±6, ±12 = 2 w = 6 . . . ±J, ±9, ±15 . . . 
w 
±1, ±7, ±lJ .. • = 5 w ±4, ±10, ±16 ••. = 1 
w . 
= 1 w = 5 ±2, ±8, ±14 . .• ±5, ±11, ±1 7 ... 
0 
611.. ~ 0.07JA is the sample spacing of the digitised spectra 
I('A). For each 'A the summation in equation 2.2 included 
0 
only terms for which Ex(j) ~ 10- 4 . 
Also for computational speed Ex(j) was evaluated 
separately (from equation 2.2) for 40 terms (j = 1,40; 
enough to ensure that Ex(j) s 10- 4 for a j < 40 for any 
2 ) 2 2 . (v ) considered here with A (v ) kept constant at 
r o r 
2 J 
A = 5225.A, the medium wavelength of the range used (5150.A-o 
5J00A). This results in the fitted velocity dispersion 
varying inversely with wavelength along the star spectrum. 
The change though in the fitted velocity dispersion along 
the spectrum is negligible ((v2 )J is only ±1.5% different 
r 
at each end compared to the central v a lue) compared to un-
certainties in the fitting process. 
c) Matching the Spectra 
For each cluster the star spectra having similar line' 
equivalent widths (for as many lines as possible) wore 
selected and broadened as descrjbed above for a rn.ngc~ of' 
velocity dispersions. The broaden0d spectra were- thc'n 
plotted and compared by eye with the cluster spectr,1. 
For spectra at this dispersion the best criterion for 
fitting was found to be the degree of blending among close 
pairs or groups of lines. The blending is sensitive to 
changes in the velocity dispersion but not quite as suscept-
ible to uncertainties in the fitted equivalent widths and 
continuum level as using the central depths of the lines. 
The sensitivity of the blending to changes in the velocity 
2 J -1 dispersion decreased for (v ) > ~ 12 km sec Care was 
r 
taken to ensure that this did not result in the velocity 
dispersion for 2 J -1 (v ) ~ 13-15 km sec being overestimated. r 
ct) Improving the Matching Procedure 
Several methods were used to improve the accuracy of 
the results from the method described in this section. 
i) Scaling. The line strength match between the compari-
son star spectra and the cluster spectra was improved in some 
cases by scaling the equivalent widths of the comparison star 
spectral lines. This was achieved by changing the zero level 
of the star spectrum and renormalizing. The required changes 
in the equivalent widths of the spectral lines were small 
( < 15%) but useful and any distortion of the strong line 
profiles was minimal. 
ii) Composite Spectra. Another method used to improve 
the accuracy of the fitting process was to form composit e 
··-
25 
spectra by adding several spectra {suitably scaled and 
shifted ) from different stars; with equal or unequal weights 
as required. The improvement in the agreement between the 
spectra was small though for the effort involved. I n only 
two cases - were the composite spectra used; NGC 6093 
equal weight) (Mg b line region: HD 122563 + HD 128279; 
and NGC 2808 (region around 5270A: 
equal weigh ts). 
HD 29574 + HD 190287; 
iii) Noise Removal. A further useful aid to fitting was 
the removal of high frequency noise by the application of a 
filter to the Fourier transformed data. A full description 
of the method is given in the following section ( §2.5(c)). 
The noise filtered but otherwise unchanged spectra were 
used throughout (including all figures 2.1, 2.2). 
e) Results 
Figures 2.la-k show the results from this section. 
The wavelength region most sensitive to changes in the vel-
ocity dispersion for each cluster is shown. The selected 
best match is shown in the center with two poorer fits 
given either side; the velocity dispersion used is given 
beneath each spectrum. The wide lines are the cluster 
spectra and the narrow lines the broadened star spectra. 
All the spectra are normalized to 1.0 as indicated on the 
ordinate scale. 0 The wavelength is given in A. 
The comparison stars used in these figures are: 
G3 group HD37160 (40 Ori) Figs. 2.la,h,i 
F8 group HD190287 Figs, 2.lb,c,g,j,k 
NGC 2808 HD190287+HD29574 Fig. 2.ld 
NGC 6093 HD211998 ( V Indi) Fig. 2.le 
HD122563+HD128279 Fig . 2.lf 
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Figures 2.2a,b also show the best fit for four or 
the clusters around the Mg b line region. HD 190287 W,l s th<' 
comparison star used for NGC 2808 and NCC 1851 and HI> ·37 LGO 
the comparison star used for NGC 6441 and 47 Tue. 
Tpe adopted velocity dispersions from this mPthod 
with estimated errors from the matching procedure are us 
follows: 
TABLE 2.2 
VELOCITY DISPERSION 
2 J_ (v2 )J NGC ( v ) 2 NGC 
r r 
104 11 . 0±1. 5 6266 15. 0±2. 5 
362 7.5 2.0 6388 19.0 3.0 
1851 8.5 2.0 6441 18.0 3.0 
2808 15.0 3.0 6715 14.o 2.5 
6093 12.5 2.5 6864 11.0 2.5 
The tabulated velocity dispersion may differ from 
the best fit shown on the figures since all the available=-
data has been used for the final results given here. Poss-
ible sources of error, other than fitting errors, (e. g . 
calibration uncertainties, rotation and macroturbulence 
and the continuum contribution from blue horizontal branch 
(BHB) stars) applicable to the results presented here are 
discussed in §2.S(f). 
f) Limitations of the Method 
As can be seen from the figures the uncertainty in 
the matching procedure is large. Several features that 
limit the accuracy of the velocity dispersion obtained by 
this method are: 
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( l) The dif':ficul ty of obtaining a e-ood locaJ rn,l Leh 1 11 
P q u i v ,1 le n t \\.id th s be t w P <.: 11 th 0 s tar <1 nd cl us tor ~ p <, <, t , , " I 
l i. llE' s ~ 
(2) noise (c1.t :frequencies below il1o~P whi.ch c,111 lH' 
removE>d by the filtE>r) :from the photogr,1phic procc,:--;~ ; 111d 
from the image intensifier; 
( J ) the i n s E> n s i ti vi t y o :f the w i d th s o :f the l i n P ~ ( L h c• 
most reliable parameter) to changes in the velocity 
dispersion; 
(4) the use of only a small :fraction (since only a small 
number of lines or groups of lines can be well matched) of 
the information about the velocity dispersion contained in 
the spectrum. 
These limitations led to the development of the 
Fourier method described in the following section. The 
results from this section have mainly been taken to support 
the more accurate results from the Fourier method (except 
f'or NGC 6093) . Limitations of that method discussed later 
( ~2 . S(f) v)) mean that the velocity dispersion :for NGC 
6093 from this section is the only estimate. 
2.5 VELOCITY DISPERSION II 
Fourier Method 
Fourier techniques were employed with the dual aim 
of (1) deriving a better method for estimating the velocity 
dispersion and (2) :filtering the high frequency noise from 
the sp,ctra as a n aid to the matching described in the 
previous section. 
41 
a) Discus s ion of Sampling 
With the aid of Figure 2.Ja ( a dopted from Figure 7 
of Bergland (1969)) a short description of the steps 
involved in obtaining discrete Fourier transforms (DIT) of 
sampled ·data will be given. The DIT is an approximation 
to the continuous transform and care is required to ensure · 
that reliable transforms are obtained. This preliminary 
discussion is covered in more detail by Brault and White 
(1971), Bergland (1969) and references therein. Bracewell 
(1965) is an excellent practical text on Fourier techniques. 
The function definitions, transforms and scaling 
factors used on Figure 2.Ja are from Bracewell. 
function has been chosen for clarity. 
A cosine 
Wavelength(\; A) and frequency (v; cycles/A) are 
used here since the spectral data in this section are 
presented in these terms. 
In the measurement domain (Figure _ 2.Ja) the selec-
tion of a segment to be analysed (B) and the sampling 
process (c) is equivalent to multiplying the original 
continuous signal by the unit amplitude rectangle function 
II( A) and the sampling function ITI ( 11.) ( the 'Dirac comb. ' · 
' 
an infinite series of equally spaced 6 functions). 
The equivalent procedure in the transform domain that results 
in the transform of the sampled data is to convolve the 
transforms of the functions involved in each individual 
step of the measurement process. 
Figure 2.Jb depicts a continuous noisy spectrum I( 11. ) 
and the logarithm of its power spectrum P( v ) defined by 
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Kher e I ( ,; ) den o t e s the transform of I ( A ) , * re f c rs to com-
pl x conjugate and IRe and IIm are the real and imae;inary 
components of I( v ) respectively. Since thP fun rt ions ;1 nd 
thc,ir trnn.sforms in Figure ,?. • ln are rc;1l the ,1.mp Ii i .ud<' 
r0presp11~ntion is convenient. This i_s 11ot thP c<1S<' 1'()t' 
Figure 2.Jb where the complex nature of the tra11st'or111 ,ltl(I 
the need to show the high frequency components make i.JU:," 
loe; power spectra representation more useful. 
i) Power Spectra. Features of the power spectrum of a 
typical stellar spectrum to be noted are: 
(1) the very large amplitude low frequency spike result-
ing from trends in the data and from the mean (zero frequ-
ency component); 
(2) the bell-shaped central region due to the charart-
eristic shape of the spectral lines (and/or the instru-
mental profile). This gives a frequency cutoff at S , the C 
signal band limit; 
(J) the noisy appearance resulting from the beating of 
the Fourier components that reproduce the spacing between 
the lines; 
( 4) the noise spectrum and cutoff N due to band limit-
c 
ing in the me asuring equipment. 
ow with the aid of Figure 2.Ja and Fie;ure 2.Jb two 
problems that can arise with sampled data can be discussed. 
ii ) Le akat;c . The first problem occurs due to the 
selection of a data segment by the window function. The 
disastrous effect of the wings of sine v = (sin n v )/ r1v 
(the transform of the window function (B)) when it is con-
volved with the transform of the spectrum can be seen 
(visual ize the amplitude of the wings and their slow decay 
(ex \· - 1 ) compared to the large amplitude range of the tr,1n~-
form I(v)) . The large low frequency spi_kc as well a~ thn 
1,1reP low f'requency component of the spectral Ji 11<' f'u 11c Li 011 
nrP sprc•nd througllout tl1e spectrum swamping thP 11 i(';ll 
I'requency · componP-nt. This eff'ect l s cc111Pd lPak,lt','<'. 
The selection can be made of a window funct i . 011 
( Figure 2. Ja, ( B)) with ends de ere as ing smoothly to zc ro 
in a way that will result in the transform (the resolution 
function) having lower amplitude wings with a faster decay 
rate with frequency than sine v . This combined with the 
elimination of the low frequency spike by removing the me~n 
and trends in the data can minimize leakage. The procedure 
used here is described in (b)(ii) of this section. 
iii) Aliasing. The other problem can arise from the 
sampling procedure. From Figure 2.Ja(c) it can be seen 
that the sampling (at intervals 6A ) results in replication 
in the transform domain (at intervals 1/6\ ) of the trans-
form of the original continuous data segment. A problem 
obviously arises if the high frequency components of' the 
replicas overlap. This can be overcome by ensuring that 
no high frequency components occur having frequen cy >0 .5/6 A 
(the Nyquist or folding frequency) i.e. choose a band limit 
V ( = 
C 
c) (by having a low pass filter in the microphot o-
meter output, for instance) such that v > S (the signal C C 
band limit) and make the sampling frequency ~2v . The 
C 
effect that occurs when high frequencies from the replicas 
overlap is called aliasing (high frequencies masquerading 
as low). Care was taken here to ensure that aliasinr; was not 
a problem, as described later in (b)(i) of this sccLjon. 
b) Fourier Transforming the Data 
The digitized spectral-intensity data was Fourier 
transformed using an FFT (fast Fourier transform) routine 
from the system library of the ANU Computer Ce11t0.r llnLvac 
1108. For descriptions of this method and the ram iJ'ica-
4 5 
tions of its advent see e.g. Cooley et al. (1970), Hc•re;l.111d 
(1969) and IEEE Audio Transactions Special Issue on the 
Fast Fourier Transform (1967). 
For a digitised spectrum input I(A) of N = 2m points 
(spacing 6A) this subroutine computed the discrete Fourier 
transform I(v) (complex) defined by 
,--._, 1 
I(vk) = N-~EjI(Aj)exp(~i2njk/N) 
0 s; k s; N - 1 
The inverse transf'orm (+i 
instead of -i) was used to retrieve I(A) from I(v). 
1 
- -r N -
is a symmetrical scaling factor to maintain the same scale 
after a £orward/inverse transform pair of operations. The 
region transformed was kept closely · the same in all cases; 
0 0 
,--..,5l50A - 5JOOA as in the previous section. 
Prior to transforming the data various steps were 
taken to ensure that the transform was as reliable as 
possible by minimizing the effects described previously 
( (a) - this section). 
i) Adequate Sampling to Prevent Aliasing. Initially 
when the spectra were traced ( §2.J) the microphotometer 
photo"multiplier output was integrated and punched every 
0 0.073A corresponding to seven data points per resolution 
interval. The folding (Nyquist) frequency v = 0.5/6 = 6.8 Ny 
!~6 
cycles/ A is about J-4 times the frequency containing 
information from the spectral lines. Aliasing by replicas 
(at v = 1/ 6. ) of the transform of the spectral lines thus A 
did not occur. Aliasing of the line transform bY 1101.sl' 
was not. a problem due to the integration process ( Sf'<' 
Brault and White 1971, p.188). 
ii) Removal of the Data Mean and Low Frequency Trends. 
The data mean was subtracted from the data to minimi ze the 
step at the ends of the segment and thus make the end 
smoothing by the window function more effective. Low 
frequency trends were removed by least squares fitting a 
fourth order polynomial and subtracting it from the data. 
This combined with the mean removal ensured that the low 
frequency spikes in the transform were small and minimized 
leakage effects from them. 
iii) Multiplication of the Data by a Suitable Window 
Function. As mentioned previously a function with ends 
decreasing smoothly to zero in a way that minimizes the 
wings of the resolution function (the transform of the 
window function) is necessary. A flat top function with 
cosine bell ends was chosen here, i.e. 
W( A) A = 1(1 - cos TTSL ) 
A 
l3L . 
A. 
= 1 
L - A 
1 (1 A ) (1 R)L, <_ I ~ L, = 2 - cos TTS L - ~ /~ A A 
A 
whpre p· ls the fraction of the original signal length L A 
to which the cosine bell was applied. By inspection of 
the power spectra for a range of values of Sit was 
found that for S > 0.02 no further reduction in the leakage 
47 
occurred; sop= 0 . 02 was used throughout . This corrPs-
pond s to ,..___,J A_ ( six line widths) at each end rend0r0d u 11-
u sab le a fter the inverse transform w,1s a.pp lied . 
quite insi g nificant . 
F'.inally the data sequence was extended wl th zero~ 
(th~ value of ihe me a n just prior to transforming) to 
11 
make up 2 = 2048 points if necessary. 
After these preliminary steps the Fourier transfonns 
of all the star and cluster s pebtra were obtained and the 
power spectrum (log P( v ) versus v ) plotted for each. 
c) Noise Filter 
The next step was the derivation of the parameters 
for the noise filter. Brault and White (1971) show the 
form of the optimum filter to be 
qi ( V) 
p ( V) 
s 
= P ( v ) + P ( v ) 
s n 
where P and P refer to the signal (noise free) and noise s n 
power spectra respectively. The actual form of P is un-
s 
known but a good estimate can be gained from the power 
s pectrum of a well exposed star spectrum where the noise 
content is small. A . wide well exposed daylight sky spec-
trum was actually used here. The form of the power 
spectrum of this solar spectrum indicated that a simple 
approxima tion to p ( v ) would suffice . The comments of 
Brault a nd White on p.187 and the shape of the filter 
.shown in their Figure 15 supported this. Morton and 
Che v a lier (1972) also used a simple (linear) approximation 
to ~ ( v ). 
The filter used here was 
Q ( V ) = 1 V ~ V 1 
v2 - V 
= ;[1 - cos TT J v l < V < v2 
v2 - v l 
= 0 
An initial choice of v1 and v2 was made using the power 
spectrum of the daylight sky spectrum. The final values 
v 1 = 1.35 and v2 = 2.0 (used for all spectra) were then 
determined iteratively; applying the requirement that 
the sharpest features in the spectrum (the bottoms of the 
lines) were not affected. 
Filtering with the frequencies v 1 and v2 chosen from 
a star spectrum will have even less effect on the cluster 
spectra. The high frequency component in the cluster 
spectrum is less, due to the smoothing introduced by the 
broadening of the member star spectra by random motions 
in the cluster. 
As mentioned in ~2.4(d) all the spectra I(A) wore 
filtered, prior to comparison with the convolved st~r 
spectra, by applying the above filter P(v) to the trans-
formed data and retrieving the filtered I(\). Figure 2.4 
shows the effect of the filter (for a particularly noisy 
example - this was not the spectrum used to derive the 
velocity dispersion of NGC J62). 
The uncertainties in the results from the broadened 
star/cluster spectrum matching method are large (see 
§2 .4(f)). The method described in the following section 
overcame many of these problems. 
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d) Velocity Dispersion from Power Spectra 
This method involved comparing the cluster power 
spectra with the power spectra of comparison stars con-
volved with Gaussian velocity distributions. 
· From equation 2.1 ( §2.4a) it can be seen th,it if' 
A
2 ( v 2 ) is held constant the integral becomes a convolu-o r 
50 
tion integral. As mentioned previously ( §2 .4b) the actu-
. . 2 ..1 
al change in A (v ) 2 (for A = 5225A) over the range 
o r o 
5150A - 5JOOA is negligible(± 1.5%). Then, if G(A) is 
the Gaussian in the integral of equation 2.1, 
where* indicates convolution. From the convolution theorem 
s(v) = I(v)G(v) 
,....., 
where G(A) F'! G(v) is here 
Then in the form used 
,...___, * ,...___, * 
log P(v) = log[G(v)G(v).I(v)I(v)J 
2 
V + log 
,....., * 
(I( v)I(v)) 
since G(v) is real. 
The procedure then used to find the velocity dis-
persion was as follows. For each cluster a similar (in 
line strengths) star spectrum I(A) was selected and both 
the star and cluster power spectra were obtained as 
"51 
., ') 
described previously . 
was add d to the star 
Then 1 o g ( G ( v ) . G ( v ) ) = - cons t . ( v - ) v -
r 
v elocity dispersions 
log (power s p ectrum) 
2 J_ ( v ) 2 and the best f'ii 
r 
for ,1 rangn of' 
log (power spectrum) obtained . 
e) Results 
Figures 2 . Sa , b show the two comparison star po,\'er 
,...._, * 
spec trum with added log(G( v )G( v )) for several values of 
(v 2 ;1 (indicated on the figure). These stars were con -
r 
sid red to be the best match to the two line strength 
g roup s ; HD . 37160 (40 Ori) for the GJ group and HD 190287 
for the F8 g roup. The remaining fi gures 2 . 6a- o show the 
cluster power spectra (thick lines) with fitted star 
(li ght lines) power spectra broadened by the indicated 
velocity dispersion~ The frequency scale is in cycles/A. 
Several points that should be noted about these 
plots are : 
i) Running Mean. A running me_an over ±10 point s ( ±0. 06 
cycle/A) of the power spectra (in the Figures 2.5, 2.6, 
2 . 7) ha s been applied to minimi ze the large fluctuations 
in amplitude (over small frequency intervals) inherent 
in transforms of spectral regions containing many lines. 
In the me asurement domain this corresponds to multiplying 
the auto-correlation function of the original spectrum 
(since the auto-correlation function is the Fourier 
transform of the power spectrum of the ori ginal function) 
by a sine A function a nd involves no loss oI' information 
of' importance her. The s moothi ng of' the powc, r spc ctr,t 
by thP running me an has no effect on the dcrivu<l velocity 
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dispersions as only g ro ss differences in slope between two 
otherwise closely similar power spectra are involved; in 
fact the smoothing is of considerable assistance since the 
fluctuations in the unsmoothed spectra limit the acc ur acy 
to which the velocity dispersion can be derived. 
ii) Fitting. Since the velocity dispersion is deter-
mined by the slope of the power spectrum, arbitrary 
vertical shifts have been applied to match the star and 
cluster power spectra where necessary. 
The most suitable region for fitting is between 
0 . 1-0.2 and 'i.0-1.5 cycles/A. For frequencies lower than 
,-..,() . 1 cycles/A spurious peaks often occur in the power 
spectra, especially for some of the less well exposed 
plates . These peaks arise from long wavelength dips or 
peaks in the original spectrum - apparently from emulsion 
defects or from the image intensifier. 
I 
The high frequency cutoff is determined by the 
frequency at which the mean noise level and the spectrum 
signal level are comparable. In some cases the range is 
limited slightly by peaks well above the mean noise level. 
In all cases though the usable range in frequency was 
large enough that the velocity dispersion could be deter-
mined more accurately than by the spectrum fitting 
described previously. 
iii) Noise Level. Several calibration {wedge ) plates· 
(both IIa0 and l0Ja0) covering a range of exposure times 
(5 min to 1.5hours) were traced, transformed and plotted 
in the same way as the stellar spectra . The mean noise 
1 vel was found to have the same slope for each plate 
type over the region covered by the signal power spectra, 
irrespective of exposure time. Only a small difference in 
slope was noted between the IIaO and lOJaO plates. 
Then using the appropriate slope and the noise 
level at frequencies just above the signal high frequency 
cutoff the mean noise level was determined and remov0d 
from the power spectra for each star and cluster. This 
has been done for all of Figures 2.5 and 2.6. The dotted 
line on each plot shows the mean noise level. Several 
examples showing the effect of the noise removal for four 
cluster power spectra are given in Figure 2.7. 
For the well exposed star spectra the noise removal 
had very little effect. Even for the cluster spectra 
the effect is not large but the resulting power spectra 
should be better approximations to the noise free power 
spectra. 
iv) Non Zero Peaks. The non-zero (in frequency) peaks 
in the spectrum transform are due to groupings of equally 
(or nearly so) spaced spectral lines in the original data. 
Provided the spectral regions used are the same for the 
cluster and the comparison star the peaks occur in both 
sets of power spectra and cause no fitting problems. In 
some cases the frequency and/or amplitude of the peaks are 
slightly different for the fitted star and the cluster 
i 
power spectra. This is due to (1) slight differences in 
S distortion from the image intensifier changing the 
spacing of the spectral lines and/or (2) photographic 
defects (i.e. noise or random small shifts in the posi-
tion of a line(s) in the group). The uncertainty in 
fitting introduced by this was usually small . 
FIGURE 2.7 
The effect of removing the mean noise level is 
shown for the smoothed power spectra of four clusters . 
In each the upper line is the original - the lower is 
the noise removed power spectrum. The clusters are 
(from top to bottom) NGC J62, NGC 6715, 47 Tue and 
NGC 6J88. Arbitrary vertical shifts have been applied 
for positioning. 
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f) Possible Sources of Error 
Several possible sources of error were consirl0r0d~ 
they are described here, together with the tests marle to 
estimate any uncertainty due to them. Some of these 
sources of error are relevant to both methods of derivin~ 
the velocity dispersion but, because of the greater 
accuracy obtainable, are more important for the power 
spectra determination. 
i) Photographic Problems. One possible source of 
error could arise from poorly calibrated spectra. As a 
check on the internal consistency of the calibration sev-
eral stars, for which plates were available from observing 
runs several months to a year apart, were selected and 
their power spectra obtained. The agreement between the 
power spectra from the different seasons for each star 
( -1) was excellent better than 0.5 km sec . This was 
( -1) substantiated by the small spread ±0.5 - ±1.0 km sec 
in the velocity dispersion for those clusters having 
several plates; though occasionally for cases where poor-
ly exposed plates were used the spread was greater. This 
indicates that random calibration uncertainties are un-
likely to be appreciable. 
The possibility of systematic calibration effects 
such as could occur from the difference in exposure times 
for the star and cluster spectra appears unlikely. 
Particular care was taken (1) to cover a wide range of 
calibration exposure times and (2) in the derivation of 
the density-intensity transformations. Also the similar-
ity between the star spectra taken with exposures lasting 
66 
1-2 hours (see ~2.2) and the normal short exposures indic-
ated that the calibrations used were suitable. 
ii) Continuum Contribution. From Sandage's (1957) 
luminosity function for MJ it can be seen (Table 10 of 
his paper) that ~10% of the V light comes from horizontal 
branch stars. For MJ there is a large red horizontal 
branch (RHB) population so the continuum contributi on at 
5200A from BHB stars is probably ~s%. But even if all 
the horizontal branch light came from the BHB stars for 
some of the clusters studied here the continuum contribu-
tion at 5200A would only be ~10%. 
The distortion of the strong lines (i.e. the Mg b 
lines) would be small and, furthermore, is unimportant 
here as these lines were of little use in the derivation 
of the velocity dispersion (due to their large intrinsic 
width). For the weaker lines whose profile is primarily 
the instrumental profile this small continuum contribu-
tion makes no difference to the results from either 
method; the observed equivalent widths were matched for 
the first method while for the second (Fourier) method 
the profile transform (fo~ the weak lines having the 
instrumental profile) would be unchanged (except for a 
scaling factor) by the continuum addition. 
iii) Rotation of the Cluster. The observed ellipticit-
ies (e = 1-c/a where c and a are the minor and major axes 
of the cluster respectively) of many globular clusters 
are most likely due to rotation. This question is dis-
cussed in more detail in Chapter 4, §4.4. It is 
sufficient to note here that the rotational component of 
the observed line broadening in the cluster spectra is 
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expected to be negligible since: 
(1) the observed ellipticities are small(~ 0 ~ E ~ 0.2; 
Shapley 1930) and uncertain for these clusters; 
(2) > 90% of the light contributing to the spectra 
came from within a core radius (~0.3-0.7 pc depending 
upon ~he cluster or ~1%-2% of the cluster radius; see 
§2 .2 and Chapter 3, §3.7) or less; 
(3) the rotation of the cluster at the slit (since the 
spectra were from coude observations without an image 
rotator) during the 3-6 hour exposures would lower the 
contribution compared to that observed if the major axis 
of the cluster were aligned with the slot for the whole 
exposure. 
iv) Intrinsic Star Line Broadening Effects. The line 
broadening effects (microturbulence; v. and macroturbul-
mi 
ence plus rotation; v ) intrinsic to the stars would 
· m+r 
only affect the velocity dispersion results if there were 
systematic differences between the cluster stars and the 
comparison stars. They would however reduce the sensitiv-
ity of the method for small velocity dispersions if the 
( -1) velocities v. and v involved were high > ~ 7 km sec • 
mi m+r 
Consideration (as follows) was given to these effects to 
check that they were not a problem. 
1) Microturbulence v .. Curves of growth analyses of 
mi-
two giant stars, one each in the globular clusters M92 
and Ml3 (Helfer et al. 1959), gave atmospheric velocity 
parameters (v. plus thermal velocity) of 1.2-1.5 and 
mi 
-1 1.9 km sec respectively. Also analyses of the halo 
giants HD 122563, HD 165195 and HD 221170 by Wallerstein 
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et al. (1963) give atmospheric velocity parameters of 1.5, 
6 -1 1.2-2.1 and 1.1-1. km sec respectively. 
These velocities lie in the range typically occupied 
by late type stars from curve of growth analyses (e.g. see 
Hearnshaw(1972), for results for 19 old disk subgiants and 
main sequence stars and also references to a large number 
of analyses in Cayrel and Cayrel de Strobel (1966)). These 
results indicate that there will be no large systematic 
differences between old disk and halo o,r field and cluster 
( -1) stars and that v. is most likely small < ~ 2 km sec 
mi 
for all the late type stars considered here. 
2) Macroturbulence and Rotation. The usual assumption 
of near zero rotation and macroturbulent velocities 
v for late type stars needs to be considered more care-
m+r 
fully when velocity dispersions of the order of 7-2 0 km 
-1 
sec are being measured. Rotation would be less of a 
problem than macroturbulence since the random orientation 
of rotation -axes would reduce the mean rotation velocity 
by 0.6 (i.e. the mean value of sin i). In principle rota-
tion could be determined separately from macroturbulence by 
measuring the frequency of the zeros in the Fourier trans-
form of a spectral line (see Wilson 1969; Carroll 1933) but 
in practice this is quite difficult. 
Using Fourier techniques similar to those described 
here, Gray (1973) has measured v 
m+r 
for five late type 
stars (GOV - K2IIIp). 11 4 -1 They a have v < J. km sec 
m+r 
( -1) and also have v. < 2.2 km sec . 
mi For€ Vir (G8III) 
Cayrel and Cayrel (1963) find either v sin i = 4 . 8 ± 1.J 
-1 6 km sec or v = 3. km 
macro 
-1 
sec 
These results can be reinforced from comparisons 
betwe n the power spectra of the stars in each line ~trength 
g roup (Tab l e 2 .1). For the G3 g roup co mparison of the power 
spectra of HD 37160 and HD 50806 with that of the sun 
(with V 3 . 4 km -1 Gray (1973), Elste ( 1967) ) show-= sec 
' m+r 
ed that V < 4 km sec 
-1 for these two stars. In addition 
m+r 
the sensitivity of the F8 group stars power spectra to 
-1 
velocity dispersions of the order of 7 km sec and the 
nearly identical high frequency slopes in the power spectra 
indicate tha t v 
m+r 
< ,..__,5 -1 km sec for all of these stars . 
If velocities v of this order are representative 
m+r 
then macroturbulence and rotation are not a problem. These 
power spectra results also support the conclusion above 
(iv)(l) that microturbulent velocities are not s ignificant . 
v) Line Strengths and Matching. As well as using much 
more of the information content of the spectra the Fourier 
method has the advantage that the local match of line 
strengths between cluster and comparison star i s not as 
critical (as it is in the previous method). The reason is 
that all lines in the star spectra (except the Mg b lines) 
have closely the same profile (the instrumental profile) 
and thus contribute equally to the instrumental profile 
( -i2 TTA.V . transform except for a phase factor e and an ampli-
tude factor). The cluster spectra differ only in that a 
Gaussian function has been convolved throughout the spectrum. 
With the addition of an appropriate Gaussian factor to the 
comparison star power spectrum the cluster and comparison 
star power s pectra are then closely the same (except for a 
· caling f'actor due to differences in line strengths). This 
amplitude differ nee is unimport ant in the matching of the 
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convolved star power spectra and the cluster power spectra 
since the slope determines the choice of velocity disper-
sion (this section (e)). 
Of course the line (position and strength) match 
must be fairly good otherwise the non-zero (in frequency) 
peaks in the power spectra will not agree, making fitting 
much more uncertain. 
The Mg b lines are quite broad {compared to the 
instrumental profile) in the clusters and thus transform 
differently from the remainder of the lines; they con-
tribute much more to the lower frequencies up to O.J-0.4 
cycles/A. It was necessary to match these quite closely 
in the comparison star spectra but this was no problem 
with the GJ and F8 groups (except for ~GC 6864). The 
0 0 
region used for NGC 6864, 5190A-5JOOA, excluded the Mg b 
lines since none of the comparison stars was a good match 
to the cluster b lines. 
Comparison of the velocity dispersions obtained from 
several star power spectra fitted to each cluster power 
spectra gave similar results, as expected from the dis-
cussion above. For example, of the three GJ group stars 
used, (SUN, HD 50806 and HD 37160), the latter was the 
best fit to the cluster spectra. Yet the power spectra 
fitting gave velocity dispersions within a total range of 
-1 0.5-1.5 km sec for the GJ group clusters from the t ~-iree 
stars. Also for the F8 group (for which the matching was 
a little more critical due to the weaker lines) several 
stars gave similar velocity dispersions {within a total 
-1) range of 1.0-2.0 km sec to those determined using the 
best matching star HD 190287. 
For the very weak lined cluster NGC 6093 the sma ll 
signal to noise level (from the small number of lines in 
the spectrum) and the lack of a suitable comparison st a r 
(at least for the whole wavelength range) precluded the 
use of the power spectrum method. 
vi) Subdivisions. As a check on the previous results 
(where the full 5150A - 5JOOA wavelength range was used) 
0 0 
the spectrum data from the subinterval 5200A - 5J00 A was 
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transformed in the same way for the clusters (both GJ a nd 
F8 groups, except NGC 6864) and the comparison stars. I n 
addition for the GJ group and comparison stars the 52J OA -
5J00A region was also analysed. The best fitting (less 
accurate than for the full range) velocity dispersion from 
these regions was closely the same as determined origina lly 
0 
using the full 150A range; . -1 within 0.5 - 1.5 km sec for 
both the GJ and F8 groups. Examples are given in Figures 
2.8a and 2.8b, 47 Tue (5225A - 5JOO A) and NGC J62 (5200 A -
5JOO A) respectively. 
g) Adopted Velocity Dispersion 
Table 2.J gives the adopted velocity dispersion with 
0stlmated uncertainty for each cluster as well as t he 
r0sults rrom both methods. The results from the powe r 
sp0ctrum method are from consideration of a ll a vail a ble 
d a ta and may differ slightly from the best fit for the 
individual cases plotted in Figures 2.6 and 2 . 8 . Tho 
adopted velocity dispersion is the weighted me a n f r o m b o t h 
results; with the weights proportional to the square of 
th error ratio. 
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TABLE 2.3 
VELOCITY DISPERSION 
(v2 )J 
r 
Spectrum Power 
fitting Spectrum 
11. 0 ±1. 5 10.5±0.4 
7.5 2.0 7.5 0.9 
8.5 2.0 7.8 0.7 
15.0 3.0 14.o 1.3 
12.5 2.5 
15.0 2.5 13.5 1.1 
19.0 3.0 18.9 o.8 
18.0 3.0 17.6 0.8 
14.o 2.5 14.2 1.0 
11.0 2.5 10.0 1.5 
Adopted 
10. 5 ±0. 4 
7.5 0.9 
7.9 0.7 
14.2 1.3 
12.5 2.5 
13.7 1.1 
18.9 0.8 
17.6 0.8 
14.2 1.0 
10.3 1.5 
The error estimates contain contributions from 
several sources: 
(1) The uncertainty in the fit from each figure. This 
-1 
was usually in the range ±0.5 to ±1.0 km sec . 
(2) The velocity dispersion obtained from fitting 
different comparison stars of similar line strengths. As 
was mentioned previously this was generally small, i.e. 
-1 ~ ±0.5 to ±1.5 km sec . 
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(3) The scatter of the plate to plate result s for those 
clusters for which several plates are available. 
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CHAPTER J 
SURFACE DENSITY DISTRIBUTIONS 
J.l INTRODUCTION 
"The aim of the work described here was to obtain 
values for the length parameters, the core and tidal radii 
(re and rt), necessary for the mass determination. Surface 
brightness distributions have been obtained from photo-
electric centered aperture observations (§s J.2, J.J and 
J.4) and small aperture, continuous drifts across the 
clusters {scans - §J.5). These have been supplemented with 
star counts so that the star distribution {and hence the 
tidal cutoff) can be better defined (§J.6). The theoretical 
(mass) distributions from King (1966a) have been fitted to 
obtain re and rt (§J.7). Sources of error are also dis-
cussed for the centered aperture measures (§J.4), the scans 
(§J.5(c)) and the star counts (§J.6(c)). 
In addition the derived integrated magnitudes and 
the adopted reddenings and distance moduli are given in 
§s J.8, J.9 and J.1O respectively. 
J.2 CENTERED APERTURE OBSERVATIONS 
These observations were made using the 24-inch f/18 
telescope at the Siding Spring Observatory. A cooled 1P21 
photomultiplier and D.C. integrator/amplifier combined with 
a DVM and IBM typewriter comprised the instrumentation used. 
A General Radio (GR) D.C. amplifier could also be switched 
in to check the centering of the smaller apertures. 
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All clusters were measured in Band V through eight 
apertures ranging from 0.160 min diameter to 3.09 min 
diameter. Some 15-20 standards selected from a list by 
Cousins and Stoy (1963) were observed each night; several 
more than once. Mean extinction coefficients k = 0.160 y 
and kb = 0.120 - 0.036 (b-y) were used. 
~y 0 
Their suitabil-
ity was verified by the small and uncorrelated (with air 
mass) residuals about the adopted regression lines. The 
slopes and zero points for the transformation from the 
instrumental to the UBV system were determined and used 
each night. The zero point uncertainty was less than 0.02 
mag on all nights. 
The sizes of the apertures were obtained by 
(1) measurement of the diameters and (2) observations of 
the dawn sky. The latter results gave relative areas 
that were calibrated using the measured diameters of the 
larger apertures. The excellent agreement obtained for the 
relative areas between the two measures indicated that the 
integrated non-uniformity in the photocathode response was 
less than 1% for the largest aperture. Further measure-
ments with a bright star at different points in the field 
of the largest aperture showed that the response was flat 
to better than 0.03 mag. Dust complicated the results 
from the smallest two apertures but the resulting error 
was small compared to other sources ( §3.4(c)). The 
adopted diameters are given as the column headings in 
Table 3.1. 
For each cluster, measurements were taken with a 
large ap rture of 'typical' sky regions before and after 
the aperture measurements; the number of regions being 
of the order of 2-5 (increasing with field richness). NGC 
6441 was the only cluster with a very bright star (HR 66JO; 
V = J.20) nearby (4 min away) . 
I 
Careful measurement of the 
sky around NGC 6441 showed that, at the distance of the 
cluster from the star, fluctuations due to I'ield :-d., ,lrs f '; 1r 
outwei _ghed any contribution from scattered. lit;hi. /\. cLL s -
cussion of the uncertainty in the aperture results due to 
fluctuations in the background brightness from field stars 
is given later (§J.4(b)). 
For the cluster measures all apertures were centered 
by eye; though with assistance from the GR for the smallest 
apertures. Measures were made in the sequence V-B-B-V 
repeated, if necessary, until readings consis~ent to 1-2% 
were obtained. The clusters with small core radii were all 
observed on nights of good seeing to ensure that their 
profiles were not overly smoothed. 
Table J.l gives the results from the centered 
aperture measures. All these results are from one set of 
observations each except for the smaller apertures of 
NGC 6093 which are the mean of two sets of data. 
J.J SURFACE BRIGHTNESS FROM CENTERED APERTURES 
By differencing the aperture measures and using the 
calculated areas for the annuli the mean surface brightness 
(f; b was evaluated from the measures of Table J.1 for a 0 S 
central circle and seven annuli (five for 47 Tue and six 
for NGC 162). A local value off in each annulus at a 
stt it ; 1h I(' r·;ul i 11s is tl!Pn rl'quirerl for plotting the surface 
TABLE 3 .1 
GLOBULAR CLUSTERS 
COLOURS AND MAGNITUDES THROUGH CENTERED APERTURES 
Diameter (min) 
0.160 0.307 o.473 0.627 0.967 1.58 2.26 
47 Tue 
V 7.70 7.13 6.44 5.88 5.50 
B - V 0.89 0.91 0.91 0.89 0.89 
NGC 362 
V 9.17 8.48 8.11 7.62 7.23 7.01 
NGC 1851 
B 10.97 9.97 9.47 9.19 8.82 8.50 8.33 
NGC 2808 
V 10.54 9.27 8.57 8.15 7 .58 7.08 6.79 
B - V 1.00 0.96 0.92 0.92 0.90 0.90 0.90 
NGC 6093 
V 10.61 9.69 9.11 8.81 8.40 8.02 7.80 
B - V o.88 0.84 0.85 0.85 o.84 0.83 o.84 
NGC 6266 
V 10.80 9.64 8.98 8.60 8.05 7.55 7.27 
B - V 1.17 1.14 1.14 1.15 1.18 1.18 1.18 
NGC 6388 
V 10.12 9.04 8 .. 46 8.15 7.75 7.43 7.24 
B - V 1.21 1.18 1.17 1.17 1.17 1.17 1.17 
NGC 6441 
V 10.62 9.48 8.93 8.62 8.24 7.92 7.74 
B - V 1.29 1.28 1.27 1.26 1.27 1.28 1.26 
NGC 6715 
V 10.46 9.45 8.97 8.73 8 .40 8.11 7.94 
B - V 0.85 0.85 0.86 0.85 0.85 o.86 0.85 
NGC 6864 
V 11.10 10.24 9.79 9.53 9.21 8.92 8.77 B - V 0.87 0.88 0.89 0.87 o.88 0.89 0.89 
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3. 09 
5.23 
0.89 
6.86 
8.20 
6.60 
0.90 
7.64 
o.84 
7.04 
1.18 
7.10 
1.16 
7.60 
1.24 
7.84 
0.85 
8.67 
o .. 89 
brightn0ss distribution. The most convenient poi_nt .111 thP 
annulus is the radius bisecting the area of the annulus, 
the effective radius r, given by 
e 
where r 1 and r 2 are the inner and oute r radii of thr-
annulus respectively. The corrections required to c.1v 0 
f(r) from ( f ; b can then be calculated ( as King 196Gb ). 
e o s 
These corrections were obtained by approximating 
the surface brightness distribution by 
f(r) = f(o)/(1 + (r/r ) 2 ) 
C 
J.l 
from King (1962) and calculating 
f(o) 
(f / = ln 
where r is the core radius as defined by King ( 1962) ,1ntl 
C 
') 
x. = (r./r )--; 
l l C 
i = 1,2. Then 
f(r) = 
e 
+ X 
+ X 2)]-1 
1 J.2 
Since equation J.l describes the central regions 
only, corrections for some large apertures were calculated 
using the relation describing the whole cluster ( equation 
(14) of King 1962). The difference between the corrections 
from the two distributions was negligible and so equation 
J.2 was used throughout. The final values of r were 
C 
obtained iteratively if the corrections were large. 
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Tables J.2a-j give the surface brightnessos ro~ult-
ing from the aperture measures. The columns give 
(1) the diameters of the aperture s differenced in arc 
min; 
log r, the effective radius in arc min; 
e 
(2) 
(J) · L the total signal in the annulus in units of 
an' 
V (or B) = 10.00 mag, (B for NGC 1851); 
(4) the logarithm of the mean-to-local correction from 
equation J.2; 
(5) log f, the local surface brightness at r 
e 
in units 
of V ( or B) = 10. 00 mag/o "; 
( 6 ) or ( 6 ) , ( 7 ) and ( 8 ) 
9J.4). 
the mean errors in log f (see 
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The grouped entries with apertures in the range 0.16 - J.09 
are the results of the observations described in §J.2. 
Additional individual aperture measures made during some 
earlier observations are used to derive the surface bright-
ness results given in the top row(s) of the tables 1or 
some clusters. 
The results of Kron and Mayall (1960) reduced in 
the same way are given for NGC 6093, 6266, 6715 and 6864. 
In addition the results for 47 Tue of Gascoigne and Burr 
(1956) and Kron (1966) are tabulated. The transformation 
equations VJ= IPV (Gascoigne and Burr) and VJ= VKM - 0.05 
(Van den Bergh 1967) were used. The latter equation is 
used instead of that given by Kron and Mayall for the 
reasons given by Van rlen Bergh ; that the u se of si<11ic!.1rd 
star, to derive the transformation is incorrect for 
clusters because of differences in their energy distribution. 
Diameter 
(min) 
0.00-0.24 
0.00-0.30 
0.00-0.47 
o.47-0.63 
0.63-0.97 
0.97-1.58 
t.58-2.26 
2.26-3.09 
Gascoigne 
0.00-0.68 
0.68-1.05 
1.05-1.67 
1.67-2.57 
2.57-3-72 
J.72-9.05 
0.00-0.97 
0.97-l.93 
Kron 
0.00-0.31 
0.31-0.47 
o.47-0.70 
0.70-1.04 
1.04-1.53 
1.53-2.28 
2.28-3.47 
3.47-4.85 
4.85-6.88 
6.88-10.38 
47 TUC 
Log r 
(min)e 
-1.071 
-0.976 
-0.776 
-0.556 
-0.390 
-0.183 
-0.011 
0.132 
and Burr 
-0.617 
-0.354 
-0.157 
0.034 
0.203 
0.539 
-0.466 
-0.117 
-0.956 
-0 .701 
-0.525 
-0.354 
-0.185 
-0.013 
0.167 
0.324 
o.474 
o. 644 
TABLE 3. 2a 
CENTERED APERTUR ES 
L 
an 
corr. Loe l 
2.41 -1.8 --, _?9 
3.61 -1.8 46 
8.36 -0.002 -1.8 82 
5.68 -0.001 -1.9 24 
12.5 -0.006 -2.0 93 
17.9 -0.016 -2.4 11 
18.8 -0.0lJ -2.6 06 
18.0 -0.012 -2.8 57 
16.2 
-0.009 -1.9 20 
13.4 
-0.007 -2.1 35 
18.1 
-0.015 -2.4 32 
24.9 
-0.019 -2.6 55 
22.5 
-0.017 -2.9 74 
60.5 
-0.102 -3.6 06 
28.8 . -0.025 -1.9 87 
25.7 -0.034 -2.5 23 
3.96 -1.8 48 
4.46 
-1.8 87 
9.01 -0.002 
-1.9 35 
12.1 -0.006 -2.1 47 
14. 3 -0.010 -2.4 04 
21.8 
-0.016 -2.5 88 
25.0 -0.021 -2.9 08 
23.4 
-0.015 -3.1 58 
26.9 
-0.017 -3.4 17 
30.1 -0.023 
-3-7 79 
--
Ho 
1,: t 
±0. 070 
0.058 
0.038 
0.046 
0.031 
0.026 
0.025 
0.026 
0.027 
0.029 
0.026 
0.022 
0.023 
0.014 
0.021 
0.022 
0.057 
0.053 
0.037 
0.032 
0.029 
0.024 
0.022 
0.023 
0.022 
0.021 
-
........ 
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TABLE 3.2b 
NGC 362 CENTERED APERTURES 
Diameter Log r L corr. Log f l•: t (min) (min) e an 
0 . 00 - 0 . 24 -1.070 1.62 -0.003 -2.007 ±0. 046 
0 .00 - 0 . 31 -0.965 2 . 15 -0 . 008 -2.100 0 .040 
0.31-0.47 -0.700 1 . 91 -0.006 -2.290 0.043 
o.47-0.63 -0.556 1.65 - 0.005 -2.465 0.046 
0.63-0.97 - 0 . 390 3.25 -0.016 -2.690 O.OJ3 0.97-1.58 -0.183 3.87 -0.027 -3.087 0.030 1.58-2. 26 -0.011 2.88 -0.016 
-3.423 0.035 2.26-J.09 0.132 2.33 -0.013 
-3-747 0.039 
TABLE 3.2c 
NGC 1851 CENTERED APERTURES 
Diameter Log r L Log f Et (min) (min) e corr. an 
0.00-0.30 -0.976 1.00 -0.034 -2.436 ±0. 027 
0.00-0.16 -1.248 o.41 -0.005 -2.250 0.043 0.16-0.31 -0.91 2 0.62 
-0.013 -2.510 0.036 0.31-0.47 -0.700 0.60 
-0.014 -2.801 0.036 
o .47- 0 . 63 -0.556 o.48 -0.008 
-3.005 0.040 0.63-0.97 -0. 390 0.86 -0.022 
-3.274 0.030 0.97-1.58 -0.183 1.02 
-0.031 -J.671 0.027 1.58-2. 26 -0.011 o.68 
-0.017 -4.054 0.034 2 .26-3. 09 0.132 0.59 -0.014 -4.J42 0.036 
TABLE }. 2d 
NGC 2808 CENTERED APERTURES 
Diameter Log r L Log f Et (min) (min)e corr. an 
0 . 00 - 0 .16 -1. 248 0.61 
-2.072 ±0.052 0.16-0.31 - 0 . 912 1.35 -0.002 
-2.159 0.035 O.Jl-0.47 -0.700 1.77 -0.00J -2.321 0.031 
o .47 - 0 . 63 - 0.556 1.79 -0.00J -2.428 0.031 0.63-0.97 -0.390 3.77 -0.0lJ -2.621 0.021 I 0 .97-1. 58 -0.183 5.43 -0.024 -2.936 0.018 I 1.58-2.26 - 0.011 4.49 -0.015 -3.229 0.019 i 2.26-J.09 0.132 3.57 -0.013 
-3-561 0.022 : 
I 
I 
I 
I 
: 
I 
TABLE 3.2e 
NGC 6093 CENTERED APERTURES 
Diameter Log r L corr. Log f E Esk Et (min) (min)e an sa 
0.00-0.31 
-0.965 1.32 -0.020 
-2.326 ±0.04J 
- ±0. 04 3 
0.00-0.16 
-1.248 0.57 -0.003 
-2.103 0.065 
- 0.065 0.16-0.31 
-0.912 0.76 -0.008 
-2.416 0.057 
- 0.057 0.31-0.47 -0.700 0.93 -0.011 -2.608 0.051 ±0. 011 0.052 
o.47-0.63 
-0.556 0.74 
-0.007 -2.816 0.057 0.015 0.059 0.63-0.97 
-0.390 1.38 -0.020 
-J.066 0.042 0.014 0.044 0.97-1.58 
-0.183 1.79 -0.031 
-3.424 0.0J7 0.019 0. 042 1.58-2.26 
-0.011 1.40 
-0.016 
-J.736 0.042 0.031 0.052 2.26-3.09 0.132 1.19 -0.014 
-4.0J7 0.045 0.048 0.066 
Kron and Mayall 
0.00-0.49 
-0.762 2.03 -0.060 
-2.584 0.0J5 
- 0.035 
o.49-0.75 
-0.499 1.07 
-0.017 
-2.947 0.048 0.014 0.050 0.75-1.12 
-0.322 1.18 
-0.019 
-J.238 0.045 0.019 0.049 1.12-1.65 
-0.152 1.52 
-0.019 
-3.455 0.040 0.022 0.046 1.65-2.44 0.018 1.37 -0.021 
-3.845 0 .042 0.035 0.055 2.44-3 .61 0.188 1.69 -0.021 
-4.094 0.0J8 0.042 0 . 057 3 . 61-5.38 0.J60 1.50 -0.022 
-4.498 0.041 0.072 0.083 5.38-6.95 0.492 0.59 -0.009 
-4.977 0.064 0.116 0.132 
'X, 
I_, 
. 
-
-
_ .. 
TABLE 3.2f 
NGC 6266 CENTERED APERTURES 
Diameter Log r L Log f E Esk Et (min) (min)e corr. an sa 
0.00-0.16 -1.248 o.48 
- -2.177 ±0. 064 ±0. 016 ±0. 066 0.16-0.31 -0.912 0.92 -0.002 -2.328 o. 047 0.014 0.049 0.31-0.47 -0.700 1.17 -0.004 -2.504 0.042 0.015 0.045 o.41-0.63 -0.556 1.07 -0.004 -2.654 0 .043 0.018 0.047 0.63-0.97 -0.390 2.43 -0.014 -2.813 0.029 0.014 0.032 0.97-1.58 -0.183 3. 46 -0.026 
-3.134 0.024 0.017 0.029 1.58-2.26 -0.011 2.90 -0.016 -3.420 0.026 0.026 0.037 2.26-3.09 0.132 2.90 -0.013 -J.651 0.026 0.034 0.043 
Kron and Mayall 
0.00-1.65 -0.234 8.55 -0.166 -3.120 0.015 
- 0.015 1.65-2.44 0.018 3.36 -0.019 
-3.455 0.025 0.025 0.035 2.44-3.61 0 .. 188 3.79 -0.020 
-3-742 0.023 0.032 0.039 3.61-5.38 0.360 2.66 
-0.022 
-4.250 0.028 0.069 0.074 
OJ 
'v,) 
J 
-TABLE 3. 2g 
NGC 6388 CENTERED APERTURES 
fJiameter Log r L Log f I E Esk Et (min) (min) e corr. an sa 
-
() . 00-0 .16 -1.248 0.90 -0-. 002 -1.907 ±0.023 
- ±0. 023 ().16-0.31 -0.912 1.53 -0.008 -2.110 0.017 
- 0.017 ().31- O. 4 7 -0.700 1.69 -0.010 -2.348 0.016 
- 0.016 
n.47-0.63 -0.556 1.36 -0.007 - 2 .552 0.019 
- 0.019 
o . 6J-o.97 -O.J90 2.45 -0.020 -2.815 0.014 ±0. 010 0.017 
n.97-1.58 -0.183 2.79 -0.030 -3.2J2 O.OlJ 0.015 0.020 
1.58-2.26 -0.011 2.0J -0.017 
-J.577 0.015 0.027 0.031 
2.26-J.09 0.132 1.75 -0.014 -3.871 0.016 0.041 0.044 
TABLE J.2h 
NGC 6441 CENTERED APERTURES 
Diameter Log r L Log f ! E Esk Et (min) (min)e corr. an sa 
0.00-0.16 -1.248 0.57 -0.002 -2.106 ±0.026 ±0. 020 ±0.0JJ 0.16-0.31 -0.912 1.04 -0.007 -2.277 0.019 0.016 0.025 
O.Jl-0.47 -0.700 1.08 -0.009 -2.541 0.019 0.022 0.029 ().47-0.6J 
-0.556 0.88 -0.006 -2.740 0.021 O.OJ3 0.039 
0.63-0.97 -0.390 1.50 -0.019 -3.029 0.016 0.033 0.037 ().97-1.58 -0.18J 1.72 -0.0JO -J.441 0.015 0.048 0.051 1.58-2.26 -0.011 l.2J -0.016 
-J.792 0.018 0.088 0.090 2 . 26-3.09 0.132 l.lJ -0.014 -4.062 0.019 0.125 0.126 
00 
,..._ 
-r 
~ j 
NGC 6715 
Diameter Log r L (min) (min)e an 
0 .00-0.24 
-1.070 1.21 
0.00-0 .16 -1.248 o.66 
0.16 -0.Jl -0.912 1.00 
O.Jl-0.47 -0.700 0.92 
o.47-0.63 
-0.556 0.65 
o.6J-o.97 -O.J90 1.14 
0.97-1.58 -0.18J 1.35 
1.58-2.26 -0.011 0.96 
2.26-J.09 0.132 0.65 
Kron and Mayall 
0.00-0.49 -0.761 2.54 
o.49-0.75 -0.499 1. OJ 
0.75-1.12 -O.J22 1.09 
1.12-1.65 
-0.152 1.37 
1.65-2.44 0.018 1.02 
2 .44-J.61 0.188 0.61 
J.61-5.38 0.360 o.66 
TABLE J . 2i 
CENTERED APERTURES 
Log f E corr. 
sa 
-0.017 -2.150 ±0.027 
-0.005 -2.044 0.037 
-0.0lJ -2.JOO O.OJO 
-0.014 -2.616 O.OJl 
-0.008 
-2.873 0.037 
-0.022 
-J.152 0.028 
-0.0Jl 
-J.547 0.026 
-0.017 -J.900 O.OJO 
-0.014 
-4.J05 0.037 
-0.095 -2.524 0.019 
-0.019 
-2.965 0.029 
-0.020 
-J.274 0.028 
-0.020 
-J.501 0.025 
-0.021 
-J.973 O.OJO 
-0.021 
-4.537 O.OJ8 
-0.022 
-4.855 0.037 
Esk 
-
-
-
-
±0. 015 
0.015 
0.021 
0.039 
0.076 
-
0.012 
0.018 
0.021 
0.040 
0.099 
0.1J8 
Et 
±0.027 
0 . 037 
O.OJO 
O.OJl 
0.040 
O.OJ2 
O.OJJ 
0.049 
0.084 
0.019 
O.OJl 
O.OJJ 
O.OJJ 
0.050 
O .106 
0.14J 
a::, 
Vt 
NGC 6864 
Diameter Log r L (min) (min)e an 
0.00-0.24 
-1.070 o.66 
0.00-0.30 
-0.976 0.77 
0.00 ... 0.37 -0.882 0.96 
0.00 ... 0.16 
-1.248 0.36 
0.16-0.31 
-0.912 o.44 
0.31-0.47 -0.700 o.41 
o.47-0.63 -0.556 0.32 
0.63-0.97 -0.390 0.54 
0.97-1.58 -0.183 0.63 
1.58-2.26 -0.011 0.39 
2.26-3.09 0.132 0.30 
Kron and Mayall 
0.00-0.49 -0.762 1.16 
o.49-0.75 -0.499 0.29 
0.75-1.12 -0.322 0 . .51 
1.12-1.65 -0.152 0.53 
1.65-2.44 0.018 0.34 
2.44-3.61 0.188 0.39 
3.61-5.38 0.360 0.25 
TABLE 3 . 2j 
CENTERED APERTURES 
Log f E corr. 
sa 
-0.032 -2.431 ±0.022 
-0.056 -2.571 0.020 
-0.084 -2.694 0.018 
-0.009 -2.308 0.030 
-0.018 -2.660 0.027 
-0.016 -2.971 0.028 
-0.009 -3.176 0.031 
-0.023 
-3.475 0.024 
-0.032 -3.880 0.023 
-0.017 -4.290 0.029 
-0.014 -4.643 0.033 
-0.113 -2.881 0.017 
-0.021 
-3-524 0.033 
-0.020 -3.602 0.025 
-0.020 
-3.914 0.025 
-0.021 
-4.447 0.031 
-0.021 
-4.731 0.029 
-0.022 
-5.284 0.036 
Esk 
-
-
-
-
-
±0.015 
0.020 
0.022 
0.034 
0.066 
0.118 
-
0.032 
0.027 
0.037 
0.084 
0.110 
0.253 
Et 
±0.022 
0.020 
0.018 
0.030 
0.027 
0.032 
0.037 
0.033 
0.041 
0.072 
0.122 
0.017 
0.046 
0.037 
0.044 
0.089 
0.114 
0.256 
ex:, 
2'\ 
The uncertainty in the zero point from this source is 
probably <0 .05 mag,which is negligible compared to sampl-
ing and background errors. 
J.4 ERRORS 
(a) Sampling 
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An inavoidable source of error in the surface bright-
ness arises from random fluctuations in the number and 
luminosity distribution of the stars in the annulus measures. 
King (1966b) describes the method used to evaluate the 
error due to this. A summary is given here. 
For a given luminosity L = L.L.n. and luminosity i i i 
distribution n.(L. ), the mean relative error in L will be 
i i 
2 J_ 
a/L = (L.L. n. ) 2 /L.L.n. i i i i i i J.J 
since each subclass (of n = L.n.) of n. stars will i i i have 
luminosity 
variances 
L.n. 
i i 
2 L. n. 
i i 
1 
with statistical mean error L.n. 2 • 
i i 
are additive as are the luminosities 
The 
L.n. thus giving the above equation for a/L. l i One can see 
1 
from equation J.J that u/L will be proportional to L- 2 for 
a sample of any other size (characterized by the same dis-
tribution n.(L. )). 
i i 
The luminosity function given by Sandage (1957) for 
MJ is taken to be typical of those of globular clusters. 
The luminosity function was summed from MV = -2.5 to 
MV = 6.5 for case (1) 
1V = -2.0 to MV = 6.5 
(assuming MV HE= 0.5) and from 
' 
for case (2). The latter range was 
considered to represent the luminosity function of NGC 104, 
(>18 and Gti41 ( the strong lined clusters) better than th,1t 
88 
in ( 1) si nee the top of the giant branch is ,...__,(). 5 mag Li i nt0r 
in V 1or these (metal 'rich') clusters. 
Th sums in equation 3.3 were evaluc1tc)d 111 the-
1orm 
10-0.8 M. I ( I:. l n . ) :!-
0 l l 
- = 10-0.4 LV I: . M. l n. 
l l 
3.4 
with MV = -2.5 log LV 
,er 
giving (for the two cases) 
( 1) 0.026 1or M = -8.5 V, er 
(2) o/LV = 0.023 for M = -8.5 V, er 
For measurements in B (cf. NGC 1851) 
from King (1966b) and (B-V) = 0.69 (Racine 1973) for M3 
0 
gives 
0.020 for M = -7.8. B,er 
The validity of using o/LV derived from the M3 
luminosity function for all clusters is substantiated by 
the results from the MS (Simoda and Tanikawa (1970 and 
1972) and the Ml3 (Simoda and Kimura 1968) luminosity 
functions; both of which give o/LV = 0.026 for MV = 
, er 
-8.5 (case (1)). The sums (equation 3.4) are cut off at 
MV = 4.3 for Ml3 instead of at MV = 6.5 (as for M3 and M5). 
But the extension to MV = 6.5 would decrease o/LV (M13) 
only by ;1 .smc1ll amount since most of the contribution to 
t l l (:' ~ ll Ills (' 0 Ill (' s r L' n Ill L he b r i c;ll t C' n rl () r t h (' 1 um l n O s i t y 
function. 
Then for each cluster the mean error E in loG 1 
sa 
8<) 
was calculated for the annulus measure s L (units V (or B) 
an 
= 10 . 00 mag ) : 
o.4(10 - m ) ; 
4 4 a ( 10 er ) E = 0. J J 
sa LV Lan 
where 
m = (m - M) V + M 
er app, V,er 
(or B instead of V if necessary) is the apparent magnitude 
for which the appropriate a /L given above applies. 
is tabulated in column 6 of Tables J. 2a- j. , 
(b) Background Fluctuations 
E 
sa 
Since many of these clusters are in rich star fields 
estimates of the mean error in the surface brightness 
measures due to fluctuations in the field star background 
have been made. 
As was the case in the previous section the relative 
mean fluctuation (for the field stars alone) 
2 ..1 ( a /L) = ( L.L . n.) 2 /~.L.n. 
C i i l l l l J.5 
was evaluated with the difference that the distribution 
n.(L.) was derived from a table of N (number of stars per 
1 1 m 
square degree brighter than magnitude m ) versus galactic pg 
latitude (Allen 1963, p. 2J 4). Then 
n. = 
i 
Nm ( i + 1 ) - N ( i ) 
________ m __ (mean V) 
509 mean pg J.6 
the number of stars (in V) in a J min aperture per magni-
tude interval (m . - m. + 1 ) was calculated for a range of 
i i 
galactic latitudes. The bracketed factor is them 
pg 
to ffiy correction from the last column of the Table in 
Allen. 
From short exposure plates of each clust0r ,1n uppPr 
limit to the magnitude m1 of possible field stars ln thf' 
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region covered by the apertures could be chosen; generally 
m1 ~ (m - M)app,V - 4. The sums in equation J.5 were then 
evaluated for each cluster for stars fainter than m
1 using 
n. from equation J.6 (for the appropriate galactic latitude) 
i 
and the mean luminosity; L. 
i 
= 10-o.4(mi + 0.4)_ 
To determine the actual field star contribution to 
the total background the sky (atmospheric) component must 
be removed. A measurement of the background near 47 Tue 
0 
at bII = -45 was used as a measure of the 'sky' component 
(with expected contribution from stars fainter than 15 mag 
removed). Compared to the spatial fluctuations from field 
stars the temporal fluctuations in the 'sky' on both the 
cluster measurement and integration timescales (~JO min 
and 10 sec respectively) are small. Then the mean error 
in log f for each annulus due to spatial fluctuations in 
the field stars will be 
E 
sk 
= 0 • 4 J 4 J ( 0 ) ( Are a J I a p . r} ff e 
L c Area annulus f 
an 
where ffe and fan are the surface brightness of the field 
stars and of the cluster in the annulus in question 
respectively. The relevant data for each cluster is 
given in Table J.J. 
NGC 
6093 
6266 
6388 
6441 
6715 
6864 
3' 
TABLE 3.3 
BACKGROUND FLUCTUATIONS 
bII ffex10
5 ( 0/L) 
C 
+19 1.5 0.50 
+7 2.8 o.45 
-7 2.9 0.32 
-5 6.2 0.29 
-15 2.0 0.32 
-26 1.2 0.35 
aperture Sky ,___,21.7 mag/o"(V) 
91 
ml 
12 
11 
12 
12 
13 
14 
Esk is tabulated in column 7 of Tables 3.2a-j except 
for the clusters (NGC 104, 362, 1851 and 2808) where 
Esk << E • sa 
(E 2 + 
sa 
For these clusters Et= E · 
sa' 
for the remainder 
A short drift with a large aperture across a 
region of the field near NGC 6093 gave fluctuations of a 
level comparable to the calculated fluctuations and so gave 
some confirmation to the validity of the method. 
(c) Other Sources of Error 
Other sources of error considered were: 
(1) centering errors for the small apertures; 
(2) dust in the smallest apertures; 
(3) small photometric errors in the largest aperture 
measures that result in much larger errors in the small 
difference signal; 
(4) systematic errors in the measured background level; 
(5) bright field stars in the outer annuli. 
For (1), (2) and (J) repeated observations showed 
that in the worst case the errors were <0.1 mag for the 
three cases. These are all small compared to sampling 
and/or background errors in the annuli concerned and were 
not considered further. 
Only the outermost points will be affected by 
systematic background errors (4). The error bars on these 
points indicate the possible size of this effect. Uncer-
92 
tainties in the fitted profiles due to this will be minimal 
since the star counts are more important in these outer 
regions. 
Bright field stars (~10 mag) were removed from the 
outer annuli for two clusters (NGC 6441 and NGC 6J88) by 
measuring the stars separately and subtracting them from 
the appropriate annulus measure. The uncertainty due to 
fainter field stars has been described previously (§J.4(b)). 
J.5 SCANS 
Small aperture (9" - 18")diameter) continuous photo-
electric scans across the clusters (except NGC 6864) were 
made to help delineate the central surface brightness 
distribution. 
{a) Observations 
The Mt Stromlo 50-inch f/18 telescope equipped with 
an offset guider head, filter/aperture box and 1P21 photo-
multiplier was used for these observations. The photo-
multiplier output went to a General Radio(GR) D.C. amplifier 
and Brown recorder. The GR was mounted on the telescope 
9J 
to minimize the smoothing due to the time constant of the 
input resistance and signal lead capacitance. The 
frequency of the RA drive oscillator could be set to give a 
drift rate suiting the cluster size and position. 
All drifts were made across the center (found 
initial1y by eye with the aid of the GR) of the cluster 
between two offset stars. AV filter was used for all 
scans except for the scan of NGC 1851 which was done in B. 
A 0.241 min diam~ter aperture was used for all clusters 
except for NGC 1851 (0.151 min diameter) and 47 Tue (0.299 
min diameter). 
(b) Reduction and Results 
The chart scale (arc min/cm) was determined from 
the separation of the two offset stars on a plate of each 
cluster and from the marked positions on the chart. In 
addition the positions of all stars above the sky level 
in the scan were found and used to define the path of the 
scan across the cluster (and also confirm the scale). 
Then at equal increments from the central peak the 
deflection was measured from the chart record out to the 
point where individual giants in the cluster were 
beginning to be resolved. With the small apertures used 
this point was reached in the range 2r - 5r for most 
C C 
clusters. 
The smoothing effect of the aperture needed to be 
corrected for before these scan measures could be plotted 
with the centered aperture measures. A best fit to the 
observed profile from numerically/graphically convolved 
94 
(with a suitably scaled aperture) King (1966a) surface dens-
ity distributions was found iteratively. Corrections 
obtained from differencing the original (King) and convolved 
distributions were applied to the observed profile to give 
the 'deconvolved' profile. 
The results from the scans are tabulated in Tables 
J.4a-i. The columns give 
(1) log r, where r is the radius in arc min; 
(2) the magnitude (B or Vas noted) through the aperture 
used; 
(J) the corrections applied to the surface brightness 
results (except 47 Tue where they are negligible); 
(4) log f, where f is the corrected surface brightne ss 
in units V (or B) = 10.00 mag/a"; 
(5) or (5), (6) and give the sampling, sky and total 
errors E 
sa' Esk and Et respectively (see (c)) (Et= Esa 
in the case E << E ) • 
sk sa 
Most of the scans have required small zero point 
shifts in magnitude because of uncertainties in the initial 
calibrations. These have been applied to the tabulated 
data using the results obtained from the centered aperture 
measures made at Siding Springs (§J.2). 
case the shift required was 0.15 mag. 
For the worst 
For 47 Tue the large 
aperture scan data of Gascoigne and Burr (1956) is also 
given; the gap in the table occurs at the point where they 
changed from using a 0.97 min diameter aperture to a 9.05 
min diameter aperture. 
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TABLE 3.4a 
47 TUC SCAN 
Log r Mag log f E Esk Et (min) V sa 
-0.822 8.67 -1.871 ±0. 042 ±0.042 
-0.645 8.76 -1.908 0.044 0.044 
-0.520 8.93 -1.974 o. 047 0.047 
-0.424 9.23 -2.096 o. o 54 0.054 
-0.344 9.43 -2.174 o. O 59 0.059 
-0.277 9.70 -2.281 o.o 67 0.067 
-0.219 9.81 -2.327 0.071 0.071 
-0.168 9.97 -2.374 0.076 0.076 
-0.123 10.19 -2.480 0.084 0.084 
Gascoigne and Burr 
0.699 11.30 
-3-944 0.140 ±0. 046 O .147 
0.778 11.72 -4.109 0.170 0.066 0.182 
0.845 12.07 -'+. 251 0.200 0.090 0.219 
0.903 12.40 -4.380 0.233 0.122 0.263 
0.954 12.69 
-4.499 0.266 0.160 0.310 
1.000 8.11 -4.602 o.o 32 0.022 0.039 
1.079 8.58 
-4.793 o.o 40 0.034 0.052 
1.146 9.04 
-4.977 o. 0 so 0.052 0.072 
1.204 9.50 -5.158 o.o 61 0.079 0.100 
1.255 9.91 -5-326 0.074 0.116 0.138 
1.301 10.49 -s.ss6 o. 096 0.197 0.219 
1. 342 10.88 
-5-711 0.116 0.281 0.304 
---
-96 
TABLE 3. 4b 
NGC 362 SCAN 
Log r Mag 
corr. log f Et (min) V 
-1.201 9.63 0.040 -2.026 ±0.035 
-0.900 9.81 0.020 -2.119 0.038 
-0.724 10.11 0.010 -2.250 0.044 
-0.599 10.46 0.005 -2.403 0.052 
-0.502 10.81 -0.015 -2.555 0.061 
-0.423 11.13 -0.015 -2.680 0.070 
-0.356 11.36 -0.010 -2.769 0.078 
-0.298 11.64 -0.005 -2.878 o. 089 
-0.247 11.90 
-2.975 0.100 
-0.201 12.18 -3.086 0.114 
-0.122 12.72 -3.301 o. 147 
-0.055 13.13 -3.468 O. 177 
TABLE 3.4c 
NGC 1851 SCAN 
Log r Mag 
corr. log f Et (min) B 
-l.667 11.11 0.050 -2.204 ±0.032 
-1.466 11.14 0.050 -2.218 0.033 
-1.165 11.29 0.030 -2.297 0.035 
-0.989 11.56 0.000 -2.434 0.040 
-0.864 11.91 -0.010 -2.587 0.047 
-0.767 12.27 -0.020 
-2.739 0.055 
-0.688 12.53 -0.015 -2.840 0.062 
-0.621 12.75 -0.010 -2.923 0.069 
-0.563 13.01 -0.004 -3.020 0.078 
-0.512 13.35 -3.152 0.091 
-0.466 13.52 -3.221 0.098 
---
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TABLE J.4d 
NGC 2808 SCAN 
Log r Mag 
corr. log f Et (min) V 
-1.558 9.67 0.020 -2.06J ±0. 025 
-1.257 9.71 0.020 -2.081 0. 02 .5 
-1.081 9.78 0.018 -2.110 o. 026 
-0.956 9.86 0.016 -2.140 0.027 
-0.780 ld.08 0.010 -2.235 O.OJO 
-0.655 10.32 - -2.342 0.034 
-0.558 10.54 - -2.432 0.037 
-0.479 10.72 - -2.503 0. 040 
-0.412 10.89 
-
-2.574 0.044 
-O.J54 11.11 - -2.660 0. 048 
-0.JOJ 11.36 - -2.759 0.054 
-0.216 11.77 - -2.924 O .o 65 
-0.143 12.05 - -3.037 0.074 
-0.081 12.33 - -J.148 0 .085 
TABLE 3.4e 
NGC 6093 SCAN 
Log r Mag 
corr. log f E Esk Et (min) · v sa 
-l.586 9.95 0.115 -2.080 ±0. OJ4 ±0. 034 
-1.290 9.99 0.105 -2.106 0.035 0.035 
-1.118 10.10 0.090 -2.165 0.036 0.036 
-0.993 10.27 0.045 -2.278 0.039 0.039 
-0.896 10.43 0.005 -2.382 0 .o 42 o. 042 
-0.817 10.62 -0.005 -2.468 o. o 46 ±0.012 o. o 47 
-0.750 10.87 -0.035 -2.598 o. O 52 0.016 o. 5 44 
-0.692 11.03 -0.035 -2.662 o. o 56 0.018 o. O 59 
-0.641 11.20 -0.030 -2.730 0. 0 61 0.021 0.065 
-0.595 ll.J4 -0.030 -2.781 o. o 65 0.024 o. 069 
-0.516 11.80 -0.025 -2.960 o. 080 0.027 o.o 84 
-0.449 11.99 -0.020 -3.031 o. O 87 0.032 o.o 93 
-0.J90 12 .23 -0.015 -J.122 o. o 97 0.038 o. 104 
-O.Jl+O 12. L~ 3 -0.010 
-J.197 0 . 107 0.047 0.117 
-... 
TABLE J.4f 
NGC 6266 SCAN 
Log r Mag 
corr. log f E E E (min) V sa sk t 
-1.4J Q 9.97 0.020 -2.183 ±0. OJl ±0 . 0'31 
-l.J54 10.00 0.023 -2.192 o. 032 0. OJ.'2 
-1.124 10.09 0.035 -2.216 O. OJJ O.OJJ 
-0.936 10.26 0.020 -2.JOl o. 036 o. 0 '1G 
-0.798 10.47 0.005 -2.401 0.039 ±0.012 0.041 
-0.693 10.72 -2.506 0.044 0.015 0.046 
-0.609 10.91 -2.580 0.048 0.018 0.051 
-0.539 11.05 -2.6J6 0.052 0. 020 0.056 
-0.478 11.15 -2.678 0.054 0.022 0.058 
-0.423 11.25 -2.715 0.057 ·O. 018 0.060 
-O.JJ2 11.52 -2.823 0.064 0.023 0.068 
-0.256 11.78 -2.928 0.072 0.029 0.078 
-0.193 12.05 -J.037 0.082 0.037 0.090 
-0.137 12.J4 -J.153 0.093 0.049 0.105 
-0.064 12.74 
-J.JlJ 0.112 0.070 0.132 
TABLE J.4g 
NGC 6388 SCAN 
Log r Mag 
corr. log f E Esk Et (min) V sa 
-1.635 9.32 0.092 -1.850 ±0.011 ±0.011 
-l.J94 9.40 0.092 -1.882 0.012 0.012 
-1.154 9.52 0.065 
-1.957 0.012 0.012 
-1.067 9.57 0.055 -l.987 0.013 0.013 
-0.969 9.67 0.030 -2.051 0.013 0.013 
-0.865 9.89 0.005 -2.166 0.015 0.015 
-0.776 10.08 -0.010 -2.258 0.016 0.016 
-0.701 10.JO -0.0JO -2.367 o. 018 0.012 0.022 
-0.6JJ 10.48 -0.040 -2.448 o.o 19 0.014 0.0 24 
-0.503 10.89 -0.025 - 2.596 o. 023 0.020 O.OJO 
-0.419 11.20 
-0.015 -2.710 0. 0 27 0.026 0.037 
-0. 351 11.47 -0.010 -2.811 O. 0 JO 0.024 O.OJ8 
-0. 290 11.84 
-0.005 
-2.955 o.o 36 O.OJJ o. 049 
-0.2J6 12.11 
-J.059 o.o 41 0.043 0. O 59 
-0.177 12.42 
-J.181 o. o 47 0 . 040 0.06 2 
11• 
-0.127 12.75 
-J.Jl6 0. 0 55 0.055 0.078 
-0.05 5 13.09 
-J.451 o . o 64 0.075 O .o 99 
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TABLE 3.4h 
NGC 6441 SCAN 
Log r Mag 
corr. log f E E I•~ i (min) V sa sk 
-1.637 9.87 0.090 -2.075 :t:O. 0 l '3 ±0.01.:? . .±:O.Ol8 
-1.336 · 9.90 0.080 -2.095 0.01 ·1 0.01.:? O.Ul~ 
-1.160 9.99 0.070 - 2.145 0.014 0.01/~ o. o:.?n 
-1.035 10.06 0.050 -2.190 0.014 0.015 o . o:.? 1 
-0.938 10.17 0.025 -2.260 0.015 0.018 0. 0:2 'J 
-0.858 10.31 0.000 -2.340 0.016 0.021 0.026 
-0.792 10.44 -0.010 -2.400 0.017 0.025 0.030 
-0.734 10. 57 -0.02 5 -2.470 0.018 0.020 0.027 
-0.637 10.84 -0.030 -2.580 0.021 0.026 0.033 
-0.558 11.13 -0.020 -2.685 0.024 0.033 0.041 
-0.491 11.42 -0.005 -2.790 0.027 0.042 0.050 
-0.433 11.71 -2.900 0.031 0.040 0.051 
-0.381 11.92 
- 2.985 0.034 O. 049 . 0.060 
-0.336 12.20 
-3.095 0.039 0.063 0.074 
-0. 256 12.60 
-3 .255 0.046 0.091 0.102 
-0.190 12.93 
-3-385 0.054 0.123 O. 134 
-0.132 13.25 
-3-515 0.063 0.165 0.177 
--
TABLE 3.4i 
NGC 6715 SCAN 
Log r Mag 
corr. log f E Esk E (min) V sa t 
-l.663 9.81 0.170 -1.967 ±0.019 ±0.019 
-1.36 2 9.87 0.145 -2.016 0.020 0.020 
-1.185 9.93 0.110 -2.077 0.020 0.020 
-0.964 10.19 .o. 020 -2.271 0.023 0.023 
-0.817 10.53 -0.040 -2.465 0.027 ±0.014 0.030 
-0.708 10.87 -0. 035 -2.598 0.031 0.019 0.036 
-0.621 11 . 28 
-0.030 -2.758 0.038 0.027 0.047 
-0.549 11.60 -0.020 - 2.873 0.044 0.026 0.051 
-0.486 11.87 -0.015 -2.976 0.050 0.033 0.060 
-0.43 2 12.07 -0 . 010 
-3.054 0.054 0.039 0.067 
- 0.384 12.32 -0.005 -3.148 0.061 0.048 0.078 
-0. 340 12.51 
-3.217 0.067 0.040 0.078 
-0. 265 12.74 
-3-311 0.074 0.049 0.089 
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( c) Errors 
The errors given in the last column(s) have been 
evaluated as for the centered aperture measures . 
sampling error in log f is 
The mean 
E = 0.4J4J (~) 
sa / 2 LV 
L 1 (-c-) :2 
L 
SC 
where (o/LV) = 0.026 for M = -8.5 (or other values V, er 
depending on the cluster - see ~J.4a) 
L _ 10 -o.4((m - M) V + MV ) 
- app, ,er C and L = 10-
0
·
4 Vsc; 
SC 
V (or B ) being the measured scan magnitude. SC SC The 1// 2 
factor is required since each tabula ted magnitude V is 
SC 
the mean of two independa nt samples at the same radius 
(one each side of center). 
Also as before (§J.4(b)) the errors Esk' the me an 
error in log f due to field star fluctuations, h a ve b een 
calculated for the apertures used and suitable background 
levels. For clusters where E << E 
' 
E t = E only is sk sa sa 
tabulated; otherwise Et = [E 2 + E 2JJ sa sk · 
Errors are not given for the radius as the position 
of the center was we ll defi ned on the scans . The result-
ing small uncertainty in radius is only significant for 
very small radii where the surface brightness has very 
small slope and hori zontal shifts about the tabulated posi-
tion make no difference to the fitted profiles (see plots 
later). 
J.6 STAR COUNTS 
To extend the surface density dis t ribut ions as I'ar 
as possible,stars we re counted in the ou t er r egions for 
many of the clusters for which there are no count s avail-
able from King et al. (1968). 
(a) Method 
The plates counted were taken at the Cassegr ain 
focus at both f/8 and f/18 ;using the 40- i nch te l escop e at 
Siding Spring Ob~ervatory; except for one p late of NGC 
101 
6J88 taken with the 74-inch telescope. All were 1 6 cm square 
with a usable area of some 12 cm diameter. 
A circular grid consisting of JO concentric circ les 
and J6 radial lines was photographically reduced onto 1 6 
cm square plates to give spacings of 0.75 mm, 1.0 mm and 
1.5 mm between the concentric circles for the three 
,, 
reseaux used. The reseau was centered by eye and al l c ounts 
were made to the plate limit over the whole a re a of the 
,, 
reseau in a back and forth pattern. An Askani a iris photo-
meter was used since its large viewing screen ma d e it 
ideal for star counting. 
As the plate scale is quite large fo r al l these 
plates (25.2 11 /mm and 11.2"/mm for the 40-inc h f/8 and f/18 
respectively) stars even near the plate l i mi t were fairly 
well defined and it was possible to di s tinguish and by-pass 
the more irregula rly shaped smudges. Car e was taken to 
s c an the l a r ge out e r ce ll s sl owly s o t ha t s t ars that would 
be noti c ed in t he s ma ll e r inner segme nts were not missed. 
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Any cells unduly darkened by the presence of bright field 
stars were not counted and the area of the annulus concern-
ed was adjusted accordingly. 
(b) Crowding Corrections 
annuli. 
Crowding corrections are required for the innermost 
These corrections should be taken to indicate 
those points for which the counts become unreliable, not 
as corrections that result in a meaningful value of the 
star density at that point. The crowding corrections were 
calculated using the equation given by King (1966b): 
6 = o.429 (log f + log A+ · 1.735) 
+ 0.15 log (s/67.1) 
where 6 is the correction to log f, f being the surface 
density in stars/0 1 • A is the area of the faint star 
images in square minutes and Sis the plate scale in 
arc sec/mm. 
(c) Results 
Tables J.5a-d give th~ results for the star counts. 
The columns give 
(1) R, the radii of the concentric circles (numbered 
from the center); 
(2) log r, where 
e 
annulus r 
e 
2 
= ( (R. + in 
r is 
e 
the effective radius for each 
2 1_( ., ) R t)/2) 2 reseau scale OU (plate scale); 
(J) the number of stars in each annulus; 
(4) log f, where f is the surface density in stars/o' 
(corrected for the background density); 
(5) the crowding corrections to be added to log f; 
(6) the errors calculated below ( §(ct)). 
l OJ 
Beneath each table is given the telescope us ed, the 
exposure time and colour, the plate scale (arc min/mm) the 
faint star image diameter in microns, the backgrounrt star 
., density bin stars per square minutes, the rese a u s p a.cine; 
6R in mm and any additional information. 
(ct) Errors 
The statistical mean error of the star densities 
has been calculated. The counted number of stars n in an 
area A will be subject to statistical fluctuation s such 
that independant samplings with the same area will result 
1 
in a Poisson distribution of n with standard deviation n 2 • 
The density of cluster stars in the area A is 
f = (n - b)/A where bis the background density. Generally 
., 
the cluster merged into the background some 10 to 15 reseau 
annuli from the center. The background was then determined 
from the remaining annuli (out to circle JO); this being 
~J-8 times the area containing countable cluster stars. 
Since bis determined from a large number of stars over a 
large area it has negligible statistical error; though it 
may well be systematically wrong if gradients occur in 
the background density that cannot be fully corrected for. 
1 
Then the mean error inf is n 2 /A and the mean error is 
log f is 
E = 0.4J4J 
1 
n 2 1 
A f 
TABLE 3. Sa 
NGC 6266 STAR COUNTS 
R Log r No Log f (min)e Stars corr. 
3-4 0.173 437 2.234 0.275 
4-5 0.279 378 2.035 0.190 
5-6 0.365 323 1.840 0.106 
6-7 o.438 294 1.684 0.039 
7-8 0.500 253 1.485 
8-9 0.553 209 1.215 
9-10 0.601 217 1.136 
10-11 o.644 216 1.008 
11-12 o.684 199 0.709 
12-13 0.721 210 0.639 
40-inch 1 hour V o.420,,/mm image 
2-3 
3-4 
4-5 
5-6 
6-7 
7-8 
8-9 
9-10 
10-11 
11-12 
12-13 
13-14 
14-15 
background 18.91/0 
clear sector only 
-0.146 
-0.004 
0.103 
0.189 
0.261 
0.323 
0.377 
o.425 
o.468 
0.508 
0.544 
0.578 
0.609 
285 
242 
153 
153 
102 
116 
106 
74 
68 
75 
62 
61 
48 
,, ,, 
reseau 1.0 mm 
21/36 
2.356 
2.133 
1.810 
1.716 
1.437 
1.430 
1.318 
1.053 
0.936 
0.941 
o. 746 
0.670 
0.344 
segments 
0.193 
0.097 
E 
±0.023 
0.027 
0.032 
0.037 
0.047 
0.070 
0.076 
0.092 
0.160 
0.178 
69µ 
0.026 
0.029 
0.037 
0.038 
0.050 
0.047 
0.051 
0.071 
0.080 
0.076 
0.100 
0.109 
0.191 
40-inch JO min B 0.187 ,,/mm image 125µ 
background 4.506/0 -' reseau 1.5 mm 
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TABLE J. 5b 
NGC 6J88 STAR COUNTS 
R 
2-J 
J-4 
4-5 
5-6 
6-7 
7-8 
8-9 
9-10 
10-11 
11-12 
12-lJ 
Log r 
(min)e 
-0.146 
-0.004 
0.103 
0.189 
0.261 
O.J2J 
0.377 
o.425 
o.468 
0.508 
0.544 
No 
Stars Log f corr. E 
405 2.508 0.201 ±0.022 
288 2.223 0.079 0.0?7 
228 1.982 O.OJl 
171 1.750 0.037 
147 1.592 0.042 
105 l.JJ4 0.056 
105 1.260 0.058 
94 1.121 0.068 
75 o.88J 0.095 
87 0.929 0.084 
86 0.851 0.092 
40-inch JO min B 0.187//mm image 110µ 
background 6. 871/ D / reseau 1. 5 mm 
J-4 0.173 222 1.696 0.216 O.OJ4 
4-5 0.279 194 1.493 O.lJl 0.040 
5-6 0.365 184 l.J47 0.067 0.044 
6-7 o.4J8 156 l.lJJ 0.056 
7-8 0.500 140 0.939 0.072 
8-9 0.553 135 0.789 0.088 
9-10 0.601 120 0.500 0.145 
10-11 o.644 120 0.315 0.201 
11-12 o.684 12'7 0.236 0.227 
40-inch' JO min B o.420//mm image 110µ 
8.417/0 
/ 
reseau 1.0 mm background 
4-5 0.206 748 2.252 0.186 0.019 
5-6 0.292 616 2.042 0.096 0.022 
6-7 O.J64 532 l.857 0.017 0.027 
7-8 o.426 4J7 1.626 0.036 
8-9 o.48o 391 1.427 0.048 
9-10 0.529 392 1.317 0.055 
10-11 0.572 422 1.288 0.055 
11-12 0.611 408 1.128 0.072 
12-13 o.647 J6J 0.723 0.158 
74-inch 15 min V 0.355//mm image 65µ 
background Jl. J8/ D / reseau 1. 0 mm 
I O rs 
R 
2-3 
3-4 
4-5 
5-6 
6-7 
7-8 
8-9 
9-10 
10-11 
R 
2-3 
3-4 
4-5 
5-6 
6-7 
7-8 
8-9 
9-10 
10-11 
11-12 
12-13 
13-14 
14-15 
15-16 
16-17 
TABLE 3.5c 
NGC 6441 
Log r 
(min)e 
No 
Stars 
STAR COUNTS 
Log f corr. E 
0.030 418 2.118 0.237 ±0 0022 
0.172 340 1.834 0.116 0.030 
0.279 286 1.578 0.039 
0.365 288 1.443 0.044 
o.437 231 1.190 0.065 
o.499 221 0.978 0.089 
0.553 236 0.894 0.099 
0.602 251 0.865 0.100 
o.645 255 0.713 0.130 
40-inch 10 min V 0.420//mm image 70µ 
background 19.49/0/ r~seau 1.0 mm 
TABLE 3.5d 
NGC 6715 STAR COUNTS 
Log r No Log f E (min)e Stars corr. 
-0.095 368 2.349 0.281 ±0. 024 
0.047 274 2.053 0.154 0.029 
0.154 251 1.886 0.082 0.032 
0.240 186 1.620 0.041 
0.313 191 1.540 0.043 
0.374 140 1.240 0.063 
o.428 138 1.131 0.071 
o.477 lJO 0.974 0.089 
0.520 133 0.892 0.098 
0.559 135 0.799 0.112 
0.596 158 0.889 0.090 
0.629 150 0.723 0.120 
0.660 146 0.559 0.160 
0.689 154 0.533 0.164 
0.716 153 0.369 0.223 
40-inch JO min B o.420//mm image 62 µ 
background 12.53/0 / reseau 0.75 mm 
106 
107 
3.7 SURFACE DE SITY DISTRIBUTIONS 
The results from the previous sections have been 
plotted in Figures 3.la-j and theoretical surface density 
distributions from King (1966a) models fitted to obtain 
values for the length parameters (re and rt) requirPd l'or 
the determination of the mass. A constant M/L has UC'f_..,11 
assumed so that the observed light distribution may be 
compared with the theoretical mass distributions. This 
assumption is discussed later (Chapter 4). Clusters for 
which star counts from King et al. have been used are NGC 
104, 362, 1851, 2808 and 6093. The letters G&B, K, K&M 
on the plots refer to data tabulated and discussed previous-
ly taken from Gascoigne and Burr (1956), Kron (1966) and 
Kron and Mayall (1960) respectively. 
On each plot the continuous horizontal line on the 
right refers to the mean sky level from the Siding Spring 
photometry, while the dotted lines give the background 
levels for the star countsa One line only is shown where 
the background levels coincide (or nearly so) after shift-
ing. The star counts have been arbitrarily shifted vertic-
ally to coincide with the mean slope of the photometry in 
the overlap region. In some cases the overlap region is 
minimal but as the mean slope of the photometry and of the 
counts was similar this procedure was considered reason-
able . Further work will be done to extend the photometry. 
In only one case (NGC 6093) was there large dis-
agreement between the photometry and the star counts (2 
min Lick counts from King et al. (1968); not plotted). 
There is full overlap of the photometry with the star 
FIGURES J.la-j 
Annuli, Scan and Counts refer to the tabulated 
data from §J.J, J.5 and J.6 respectively - except for 
star counts from King et al. (1968) (see text, p.107). 
The fitted curve is the King (1966a) theoretical sur -
face density distribution defined by C = log(rt/rc) 
( on f i gure ) . The central surface brightness f, core 0 
radius re and tidal cutoff rt are indicated. The sur-
face brightness units are: V = 10.00 mag/ o" or 
B = 10.00 mag/ 0 11 (NGC 1851). The radius is given in 
arc minutes. See p.107 for further details. 
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counts but the slopes are quite different. s lieh t cti rrc• r-
ences are apparent also in some other case~ but not. o_f th(' 
same order as for NGC 6093. 
It should be noted that for none of the 'short' ex-
posure plates (i.e. counts well in from the tidal cutoff) 
is the limiting magnitude fainter than about half a magni-
tude below the main sequence turnoff (at MV ~ 4.0, Sandage 
118 
1970) ; most are brighter than this point. So no difference 
in slope between the photometry and the star counts would 
be expected from mass segregation effects. 
{a) NGC J62, 1851 and 6715 
The star counts raise further problems for some other 
clusters (NGC J62, 1851, 6715) in that the tidal radius 
determined by extrapolation from the photometry and short 
exposure star co~nts is either exceeded by some deeper 
counts or the slope of these deep counts disagrees greatly 
with the expected slope. As the plates from which these 
deep counts are taken are all small scale plates (Uppsala 
Schmidt; 119 . l"/mm for NGC J62 and NGC 1851 and Palomar 
Schmidt; 67 . 1"/mm for NGC 6715) and the clusters are small 
in angular extent further counts using deep, large scale 
plates will be necessary to resolve the problem. 
Gradi~nts in the background density that cannot be 
easily removed from the counts would also give an incorrect 
slope. This is certainly a problem with NGC J62 (due to 
the SMC) as can be seen from the counts of a 1 hr Baker-
Schmidt plate by King et al. (1968) and may well be a 
problem with NGC 6715 (sec F'ig. J.li). For these reas on s 
119 
re and rt for NGC J62, 1851 and 6715 have been obtaine d from 
the photometry and short exposure counts pending further 
results from deep counts. 
It should be noted here that the tidal cutoff for 
different mass groups will be the same since the tidal force 
removes stars from the outer regions irrespective of their 
mass; assuming that the saddle points through which most 
stars appear to escape (e.g. see Hayli (1972) for results 
from n - body calculations) are equally accessible to all 
masses. Thus the tidal cutoff expected from the distribu-
tions defined by the photometry and star counts of subgiant/ 
giant branch stars should be the same as that expected from 
deep star counts (and hence of lower mass objects) near 
this cutoff. 
(b) NGC 6266 
One other cluster for which the surface density dis-
tribution is rather uncertain is NGC 6266. Gascoigne and 
Ford ((1967) and private discussions) have found NGC 6266 
to be strongly reddened differentially from a study of the 
RR Lyrae variables. Star counts from a JO-min f/8 40-inch 
plate substantiate this. Gascoigne and Ford obtain 
E(B-V) = 0.25 mag in the NP half increasing to E(B-V) ~ 0.5 
in the SF part. The measured colours of the cluster 
(Table J.1) over the range of apertures used as well as the 
results of Van den Bergh (1967), Kron and Mayall (1960) and 
Racine (1973) indicate that E(B-V) ~ 0.4 over the central 
regions of the cluster out to about 1.5 min radius. 
Overall these results show that an obscuring cloud 
producing some 0.6-0.8 mag of visual absorption covers the 
SF quadrant (and parts of the adjoining quadrants) and ex -
tends across the cluster center for about 1.5 min into Lh0 
NP quadrant. This band of absorption is clearly visible 
on the blue Palomar Sky Survey chart of the region. 
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While parameters derived from the surface brightness 
distribution for this cluster must be treated with some 
caution the s mall spread in the observed colour with radius 
indicate that large changes in the obscuration probably 
do not occur inside 1.5 1 radius and so r should be closo 
C 
to the truer. 
C 
depending upon r 
C 
Then a suitable choice of log rt/re curve 
and the star counts from the clear region 
can be made. 
(c) Results 
Table J.6 contains the results for the surface dens-
ity distributions fitted in Figures J .. l a -j. Given are 
(1) the cluster; 
(2) C = log (rt/re), the parameter labeling the King 
(1966a) distributions; 
(J) log r, where 
C 
r is 
C 
the core radius in arc min· 
' 
(4) r in arc sec; 
C 
( 5) r in parsecs (using distances from Table J. 9) ; C 
(6) rt ( the tidal cutoff) in arc min; 
( 7) rt in parsecs; 
(8) µ a mass parameter from King (1966a) 
1.J < C < 2.1; 
( 9) r µ (r in parsecs). C C Thi s product is used :for the 
.valuation of the mass . 
TABLE J.6 
SURFACE DENSITY LENGTH PARAMETERS 
log rt/re log r r r rt rt NGC C C C 
min sec parsec min parsec 
104 2 . OJ ±0. 04 -O.J9 24.4 0.57 43.7 60.9 
362 1.70 0.05 -0.69 12.J 0.58 10.2 28.9 
1851 l.8J 0.04 -0.92 7.2 0.37 8.1 24.8 
2808 1.75 0.04 -0.60 15.1 0.73 14.1 41.1 
6093 1.88 0.05 -0.91 7.4 O.JJ 9.3 24.7 
6266 1.63 0.06 -0.61 14.7 0.56 10.5 24.1 
6388 l.75 O.OJ -0.83 8.9 0.59 8.J JJ.4 
6441 1.70 0.04 -0.82 9.1 o. 64 7.6 32.0 
6715 l.8J 0.04 -0.96 6.6 0.53 7.4 36.1 
6864 1.82 0.05 -1.04 5.5 0. 80 6.0 52.9 
µ 
57.7 
32.1 
39.9 
J4.8 
4J.6 
28.7 
J4.8 
32.1 
39.9 
39.2 
r C µ 
parsec 
32. 8 ±2. 1 
18.5 2.0 
14.7 1.7 
25.4 2.J 
14.2 1.6 
16.2 2.1 
20.7 1.J 
20.5 1.8 
21.J 2.J 
Jl.4 J.2 
I-' 
rv 
I-' 
The estimated fitting error given with each 
C = log(rt/rc) (column 2) is roughly applicable for all 
the data for that cluster (except r µ); 
C 
noting that the 
relative error in re and rt is 2.JOJ times the error Giv011 
with C . The interrelation between rc,rt and C makes the 
assignation of errors to the individual values rather mean-
ingless; it is better to determine the uncertainty for the 
parameter of interest. This has been done for r µ where 
C 
the given error has been determined from the range of 
reasonable (c, log r) fits to the data. 
C Note that the 
error given in Table J.6 for r µ does not include the 
C 
uncertainties in the distances used from Table J.9; 
fitting errors. 
J.8 INTEGRATED MAGNITUDES 
only 
Integrated apparent magnitudes have been derived by 
extrapolating the largest aperture measures out to the 
tidal cutoff. The fitted King (1966a) curve was numerically 
integrated and the correction to give the total magnitude 
determined. The derived (and adopted) tidal magnitudes Vt 
are tabulated in Table J.7 (column J). Integrated magni-
tudes from other sources (listed below table) are given in 
column 2 for comparison. 
The B-V, E(B-V) and (m-M) V used in the· deriva-
app, 
tion of the results in the remaining columns are from 
Tables J.l, J.8 and J.9. The B-V from Van den Bergh (1967) 
and Van den Bergh and Hagen (1968) are also used. Column 6 
gives the central surface brightness 1 in V mag/o" (or 
0 
B mag/o" for NGC 1851) determined from Figur s J.l - J.10 
NGC 
104 
J62 
1851 
2808 
6093 
6266 
6J88 
6441 
6715 
6864 
Vt 
4.01 * 
7.25K 
6.61K 
7.61K 
8.55K 
TABLE J.7 
INTEGRATED MAGNITUDES 
Vt 
3. 95±0. 07* 
6.49 0.05 
7.16 0.06 ** 
6.07 0.05 
7.30 0.08 
6.65 0.15 
6.83 0.04 
7.36 0.04 
7.61 0.05 
8.52 0.06 
(B-V) 
0 
0.85±0.03 
0.73 0.03 
0.65 0.05 
o.66 o.o4 
o.64 o.o4 
0.76 0.07 
0.79 0.05 
0.81 0.05 
0.67 0.06 
0.71 0.06 
MV 
-9. 5 ±0. J 
-8.5 0.1 
-8.J 0.2 
-9-7 0.1 
-8.1 O.J 
-9.3 0.3 
-10.0 o.4 
-9.8 0.3 
-9.0 0.5 
-9.4 o.4 
fo 
V mag/o" 
14. 55 ±0. 08 
14.95 0.06 
15.48 o.o6(B) 
15.13 0.05 
15.lJ 0.06 
15.4J 0.08 
14.68 0.05 
15.18 0.05 
14.90 0.05 
15.43 0.10 
K Kron and Mayall (1960) Vt= VKM - 0.05 
.JJ.. 
** 
Gascoigne and Burr (1956) Vt= 4.01±0.05; 
Kron (1966) Vt= 4.05; Vt= J.90±0.07 from fitted King curve 
Bt = 7.95±0.06 from fitted King curve; B-V = 0.79 from Van 
den Bergh and Hagen (1968) 
-' I -.. 
........ 
{with fitting uncertainty). The uncertainty in ( m-M) 
app,V 
{Table J.9) is the major component of the error given for 
MV for each cluster. 
For NGC 6266 the adopted (m-M)app,V (Table J.9) and 
E(B-V) {Table J.8) refer to the clear part of the cluster. 
For the determination of the integrated luminosity 
( m-M) = 15.9 ± 0.2 and E(B-V) = 0.42 ± 0.07 will be app,V 
used. 
J.9 REDDENING 
Table J.8 gives E(B-V) from integrated properties 
from four sources as well as estimates from colour magni-
tude - diagrams and field stars. 
the notes following the table. 
E(B-V) and estimated errors. 
The sources are given in 
Column 8 gives the adopted 
Since the methods used to 
derive E(B-V) from integrated properties are not independ-
ant the adopted errors will not be much less than the 
uncertainty from each. 
From a literature search reddenings were found for 
12h 
J7 clusters from properties of the colour magnitude diagram, 
observations of cluster members or from field stars. A 
linear regression was made, for the clusters in common, 
between these individually determined reddenings and those 
from integrated properties for each of the sources in 
columns 2-5. The fitted line equation,correlation coeffic-
ient rand standard error of the estimate 0 are given in 
the notes following the table. All the tabulated E(B-V) in 
c-olumn.s .? -S are calculnted values using the appropriate 
regression Pquntions. 
NGC K.&M. V.d.B 
±0.07 ±0. 08 
104 
- 0.03* 
362 
-
0.08* 
1851 
-
0.20* 
2808 
-
0.28 
6093 0.18 0.23 
6266 o.43 o.4o 
6388 
- 0.31 
6441 
- 0.33 
6715 0.19 0.15 
6864 0.14 0.15 
** 
TABLE 3.8 
REDDENING E (B-V) 
Rae Koe 
±0. 06 ±0. 06 Other 
0.08 0.04 0. 00 ±0. 02E 0.07±0.0lF 
0.07 0.05 0.07 0.05M 0.00 0.02G 
0.11 0.15 0.14 0.06 
-
0.22 0,31 0.34 0.07A 0.27 0.05G 
0.18 
- 0.20 0.05E 0.20 o.05J 
o.42 
- 0.25 0.04 (clear part) 
0.36 0.35 0.38 0.05 
-
o.45 o.45 o.46 0.05 
-
0.15 0.06 
- -
0.16 
- - -
For central regions E(B-V) = 0.42±0.07 
Adopted 
0.02±0.02 
0.02 0.02 
0.14 0.05 
0.27 0.04 
0.20 0.04 
0.25 0.04** 
0.38 0.05 
o.46 0.05 
0.16 0.06 
0.15 0.06 
1--
r .J 
\...,1 
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NOTES TO TABLE 3.8 
K .&M. Kron and Mayall (1960) mean of cases I and II 
E(B-V)t = 0.021 + 0.915 E(B-V)KM 
r = 0.94 0 = 0.07 
E(B-V) = 0.96 E(P -V) 
V.d.B. Van den Bergh (1967) 
E(B-V)t =-0.020 + 0.934 E(B-V)VdB 
r = 0.90 0 = 0.08 
for high latitude clusters marked * 
E(B-V)t ,,..__, E(B-V)VdB - 0.09 
Rae Racine (1973) 
E(B-V)t = 0.022 + 0.923 E(B-V)R 
r = 0.92 0 = 0.06 
Koe Koehler (1965) 
E(B-V)t = 0.007 + 0.952 E(B-V)K 
r = 0.93 0 = 0.06 
NGC 104 
E - Eggen (1961), F - Feast, Thackeray and Wesselink 
(1960) 
Also Arp (1958) 
Menzies (1973) 
E(B-V) = 0.01 ± 0.01 
E(B-V) = 0.08 ± 0.03 
NGC 362 
M Menzies (1967), G - Gascoigne (private communica-
tion) 
NGC 1851 
NGC 2808 
NGC 6093 
NGC 6266 
NGC 6388 
NGC 6441 
see 47 Tue also 
Alcaino (1971) 
A - Alcaino (1971), G - Gascoigne and Ford 
(unpublished) C.M. Diagram fit to NGC 362 
E - Eggen (1961), 
J - Johnson and McNamara (1969) 
Gascoigne and Ford (1967) 
cluster differentially reddened - E(B-V) 
for clear (NP) part given 
Freeman and Ford (unpublished) 
C.M. Diagram fit to 47 Tue C.M. Diagram (Menzies 1973) 
Hartwick (private communication) 
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The mean E(B-V) (= 0.96 E(P-V)) from Kron and Mayall 
(1960) case I and case II gives the best fit and so hns b0c'n 
used for the values in the table. 
High latitude clusters(> ~4o 0 ) for which recent 
results ·(Eggen 1970; Crawford and Barnes 1969; McClure and 
Racine 1969; Perry 1969; Sandage 1969; McNamara and Lang-
ford 1969) indicate that E(B-V) ~ 0.00, have E(B-V) from 
Van den Bergh's Q method that are systematically too high 
in the mean by ~0.09 mag. For the high latitude clusters 
(NGC 104, 362 and 1851) E(B-V)t ~ E(B-V)KM - 0.09 was used 
since this estimate of the true E(B-V) is probably better 
then the fitted line given in the notes to Table 3.8. 
3.10 DISTANCES 
Considerable uncertainty concerning the globular 
cluster distance scale exists at the moment. The results 
of Sandage (1970) ((MV )RR = 0.6 ± 0.2 for M3, Ml5 and M92 
and (MV)RR = 0.05 for M13) from main sequence fitting, 
Graham (1973) ((MV )RR = 0.5 ± 0.2) from a study of the RR 
Lyraes in the SMC and LMC, Heck (1972) ((MV )RR = 0.6 and 
= 0.8 using the same data for which Clube and Jones 
1.3 and oM = 0.5) and Heck (1973) 
2v 
((MV )RR = 0.51 ± 0.20 with oM = 0.56 ± 0.22) from field RR 
V 
Lyraes indicate that while (MV)RR ~ 0.5 is a reasonable 
choice considerable dispersion exists. 
The results of Christy (1966a) as used by Sandage 
(1970) and Dickens (1970) give credence to the existence of 
dispersion in the RR Lyrae magnitudes but would indicate a 
fainter range of magnitudes. For example Dickens gives 
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for the three Deutsch-Kinman (Kinman 1959J) 'metal abuncL1ncc'' 
classes. Also the doubt as to the form of the second 
parameter (e.g. see Dickens 1972) and even as to the best 
method for determining consistently the metal abundance 
complicates the problem. 
With this in mind the zero point of the horizontal 
branch/RR Lyrae distance scale will be based on 
MV HE= 0.5 
' 
The only exceptions to this will be 47 Tue, since main 
sequence fitting with its attendant problems (see Sandage 
1970 for a discussion of these; also Lloyd Evans 1973 for 
comments on the distance modulus of 47 Tue) is used, and 
NGC 6J88 whose distance modulus is based on giant branch 
fitting to that of 47 Tue. 
Table J.9 gives (m-M) V' AV= J E(E-V), (m-M) , app, o 
and the distance D (kpc) all with estimated errors (exclud-
uncertainties in the HE/RR Lyrae zero point). The last 
column of the table gives the total error if an uncertainty 
of ±0.J mag in the HE/RR Lyrae zero point is assumed. The 
notes following the table give the source and the method. 
Two clusters (NGC 6093 and 6864) depend upon pre-
1950 results based on them system with calibration by pg 
photographic transfer from standard regions. The errors 
attendant in using this data are large but as no other 
is availabl at the present time it must be considered. 
The transformations to the UEV system used are those of 
rp (1965) 
NGC 
104 
362 
1851 
2808 
6093 
6266 
6388 
6441 
6715 
6864 
(m-M) 
app,V 
13.46±0.3 
15.00 0.1 
15.5 0.2 
15.80 0.1 
15.4 0.3 
15.25 0.1* 
16.8 o.4 
17.2 0.3 
16.6 0.5 
17.9 o.4 
TABLE 3.9 
DISTANCES 
AV (m-M) 0 
O. 06 ±0. 06 13. 40±0. 31 
0.06 0.06 14.94 0.12 
o.42 0.15 15.1 0.25 
0.81 0.12 15.0 0.16 
0.60 0.12 14.8 0.32 
0.75 0.12 14.50 0.16 
1.14 0.15 15.7 o.43 
1.38 0.15 15.8 o. 34 
o.48 0.18 16.1 0.53 
o.45 0.18 17.4 o.44 
D (kpc) 
4.8±0.7 
9.7 0.5 
10.5 1.2 
10.-0 0.7 
9.1 1.J 
7.9 o.6 
13.8 2.7 
14.5 2.3 
16.8 4.1 
30.2 6.1 
* For central regions (m-M) V = 15.9±0.2 
app, 
ED 
±1.4 
1.9 
1.6 
1.8 
1.2 
3.0 
4.7 
7.4 
I-' 
I\) 
\0 
47 Tue 
V H.B. 
(m-M) 
(m-M) 0 
0 
NGC 362 
= 14.10 
= 14.10 
= 14.05 
NOTES TO TABLE 3 . 9 
Menzies (1973) 
Freeman and Chun (unpublished) 
Tifft (1963b) 
Main Sequence Fitting 
= 13.35±0.3 Tifft (1963a) 
= 13.40 Sandage (1964) Tifft's data 
V = 15.50 Menzies (1967) H.B. 
NGC 1851 
V H.B. 
NGC 2808 
V H.B. 
NGC 6093 
~ 15.9 
= 16.0 
> 15.8 
= 16.3 
(B)RR = 16.3 
Alcaino 
Cannon 
(1971) 
(1972) 
Alcaino (1971) 
Gascoigne and Ford (unpublished)C.M. 
diagram 
Sawyer (1942) using Arp (1965) tran:3-
formation to UBV system 
(m-M)app,V = 15.3 if (MB )RR = 0.8 and E(B-V) = O.~ 
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(V)cepheid = 13.42 Kwee (1968) using Eggen (1961) data 
(MV ) = -0.16-1.65 log P = -2.13 Demers and Wehlau (1971) 
(m-M) V = 15.55 (log P = 1.194) app, 
B25bs = 15.1 
(m-M)app,V = 
NGC 6266 
Shapley (1930) using Arp (1965) trans-
formation to UBV system 
15.4 if MB, 25bs = -0.5 and E(B-V) = 0.2 
(V )RR = 15.75 Gascoigne and Ford (1967) 
from RR lyrae's is clear part where E(B-V) = 0.25 
for obscured region (m-M) V ~ 15.9 
app, 
NGC 6388 
NGC 
NGC 
NGC 
( m-M) 
app,V = 16.8±0.4 Freeman and Ford (unpublished) C.M. diagram 
from fit 
error is 
6441 
of giant branch to 47 Tue giant branch 
combined fitting/ 47 Tue uncertainty 
(m-M) 
app,V = 17.2 Hartwick (private communication) 
6715 
(V ; RR = 17.1 ? Rosina (1959) arbitrary zero point used 
6864 
B25bs = 17.5 Shapley (1930) with Arp (1965) transforma-tion to UBV system 
(m-M) \ T = 17.9 if MB 2 b = -0.5 and E(B-V) = 0.15 app, , 5 s 
B =mpg+ 0.1 (mpg < 14.0) 
B =mpg+ 0.1 (mpg - 14.o) + 0.1 (mpg> 14.o) 
For GC 6864 the only available data is the me,1r1 01 
the 25 brightest star magnitudes from Shapley ( 1910). TJ1c• 
calibration of Arp (1965), MD, 25bs = -CL5 (c1ssuminc; 
lJl 
(MB ; RR = 0.8), for the mean 25 brightest star maGnitudP :from 
six clusters will be used since (1) most of the six are of 
similar spectral type (Kinman 1959b) and (2) NGC 6864 falls 
amongst them in integrated absolute magnitude. 
NGC 6715 is another cluster where large uncertainties 
exist in the distance modulus even though magnitudes are 
available (Rosino 1959) for some 70 RR Lyrae stars; an 
arbitrary zero point was used by Rosino in the deriva-
tion of these magnitudes! 
For NGC 6093 an additional (to the RR Lyrae modulus) 
distance modulus was determined using the mean magnitude 
derived by Kwee (1968) from the observations of Eggen (1971) 
' 
of the 15.7 day cepheid number. The P-L relation for 
population II cepheids 
MV = - 0.16 - l.65 log P 
obtained by Demers and Wehlau (1971) was used (see notes to 
Table J . 9). 
132 
CHAPTER 4 
MASSES AND MASS-TO-LIGHT RATIOS 
4.1 INTRODUCTION 
The velocity dispersions from Chapter 2 and the King 
model parameters derived in Chapter 3 from the surface den-
sity distributions are used here ( §4.2(a)) to determine the 
mass for the 10 clusters studied. Masses determined from 
~ I 
the r 4 law/virial theorem method are also given (§4.2(b)). 
Following this,mass-to-light ratios are calculated for the 
10 clusters ( §4.3(a)) using the integrated magnitudes from 
§3.8. Lower main sequence extensions to upper main 
sequence/subgiant/giant branch luminosity functions (for 
M3 and MS) that result in overall mass-to-light ratios in 
the range of those determined here are shown in §4.3(a). 
Parameters (e.g. total potential energy, perigalact-
ica) derived using the King models and data obtained here 
are tabulated and discussed in §4.3(b). The cluster mass-
to-light ratios are compared to those of elliptical galax-
ies (NGC 3379 in particular) in §4.3(c). A discussion of 
possible sources of error other than formal errors is given 
in §4.4. 
4.2 MASSES OF GLOBULAR CLUSTERS 
a) From King Models 
i) Central Velocity Dispersion. Prior to calculating 
the mass consideration was given to the correction required 
lJJ 
to obtain the central velocity dispersion ( v 2 ) from the 
o,r 
2 
observed value (v ) . The central value is required for 
r 
the mass determination. 
The velocity dispersion decreases with increasing 
radius due to the decrease in the escape velocity in the 
outer parts. Thus the observed (v2 ) will be less than 
r 
the central value, though for these centrally concentrat-
ed clusters the difference will be small. The correction 
be applied to the observed (v 2 ) was estimated 
r 
to from 
( 1) calculated values of (v2 ) /(v2 ) for a line 
r o,r 
through 
the center of the cluster and (2) consideration of the 
contribution to the spectra from light near ~r (the slit 
C 
length used corresponded to ~r 
C 
to ~2r · 
C' 
§2. 2) . This 
correction is given in column J of Table 4.1 and has been 
2 
applied to (v) (adopted value from Table 2.J, p.73) to 
r 
give ( 2 ' ( v ) with errors from Table 
o,r 
2. J) . 
TABLE 4.1 
CENTRAL VELOCITY DISPERSION 
(v2) 2 (v )or r 
' 
NGC ( -1)2 km sec corr. ( -1)2 km sec 
104 110 1.04 115± 9 
J62 56 1.09 61 15 
1851 62 1.08 67 12 
2808 202 1.08 218 40 
6093 156 1.06 166 66 
6266 188 1.09 205 JJ 
6J88 J57 1.08 J86 JJ 
6441 JlO 1.08 JJ5 JO 
6715 202 1.09 220 Jl 
6864 106 1.08 115 JJ 
ii) Masses. Using equations (15) and (40) of King (196Ga) 
the mass can now be derived. The dimensionless massµ is 
where the dimensionless radii Rt= r /r and R = r/r and t C C 
the central density p = (0.89nGj 2 r 2 )- 1 . G is the gravita-
o C 
tional constant. Since the velocity distribution function 
is isotropic (from assumptions in the model) j 2 = (2 (v 2 ) )- 1 
1 o,r 
with (v2 ) from above (Table 4.1) (see Chapter 1, o,r 
p . lJ) . The total mass Mis then 
J 2 M =pr µ = 167 r µ(v) 
o c c o,r 4.1 
reµ is from column 9 of Table J.6. The constant in equation 
4.1 is appropriate for r µ in 
C 
parsecs and (v2 ) in (km 
o,r 
-1)2 sec . The masses derived using equation 4.1 are tabulat-
ed in column 2 of Table 4.2. 
The errors (formal) given with the mass estimate 
are from (1) the uncertainty in the velocity dispersion 
(Table 4.1), (2) the fitting error for r µ (Table J.6) and 
C 
(J) the uncertainty in the distance (column 5, Table J.9). 
The distance uncertainty is not included in the error given 
with r µ in Table J.6. 
C 
Column J of Table 4.2 contains the 
uncertainty in the mass when (1) and (2) above are consid-
ered along with the distance error, ED of Table J.9. ED 
is the total uncertainty in the distance if ±0.J mag is 
considered to be the uncertainty of the RR Lyrae/horizontal 
branch zero point (see §J.10). Comparison of the errors 
.from (1), ( .? ) cLnd (J) above shows that the distance 
uncertainty is the largest source of formal error in many 
cases and contributes appreciably to the total error for 
the remainder. 
TABLE 4 . 2 
MASSES OF GLOBULAR CLUSTERS 
Ki:n"g Model 
M i 6c1. ED L 6 NGC m x 10- (LV) xlO- (M/LV)0 (M/LB)0 0 0 
104 O. 63 ±0 .11 
- 0. 52 ±0. 15 1. 2 ±0. 2 1.5 362 0.19 0.05 ±0.06 0.21 0.06 0.9 0.3 1.0 
1851 0.16 0.04 0.05 0.18 0.06 0.9 0.3 0.9 2808 0.92 0.20 0.24 o.64 0.19 1.4 o.4 1.5 
6093 0.39 0.17 0.18 0.14 0.06 2.8 1.3 2.8 
6266 0.55 0.12 0.14 o.41 0.15 1.3 o.4 1.5 6388 1.33 0.29 
-
0.80 0.30 1.7 o.4 1.9 6441 1.15 0.23 0.28 0.71 0.28 1.6 o.4 1.9 6715 0.78 0.24 0.26 0.33 0.18 2.4 0.8 2.5 6864 0.60 0.22 0.24 o.47 0.22 1.3 0.5 1.4 
R1 
2 
pc 
4.6 
2.3 
1.8 
3.1 
1.9 
2.1 
2.6 
2.6 
2.6 
3.8 
1 
r 4 Law 
M 
]Tl_ xlo- 6 0 
1.03 
0.27 
0.23 
1.30 
0.60 
0.80 
1.88 
1.63 
1.07 
0.84 
(M/LB)0 
2.4 
1.4 
1.3 
2.1 
4.2 
2.2 
2.7 
2.7 
3.4 
2.0 
f-...1 
u 
V1 
1J6 
1 
b) r 4 Law/ Virial Theorem Method 
For comparison with the mass-to-light values from 
elliptical galaxies (derived using this method) and as a 
check on the masses calculated above, the masses for these 
1 
clusters have been derived using the r 4 law/viri a l theorem 
method. 
1 
The r 4 law (de Vaucouleurs 1948, 1953), 
1 
log f(r) = Ar4 + B 
where A and Bare arbitrary constants and f(r) is the sur-
face brightness at radius r from the center, is an empirical 
relation found to be a good approximation to the surface 
brightness distribution of elliptical galaxies. For the 
1 
concentrated clusters studied here the r 4 law is also a 
reasonable approximation (except at the center) to the sur-
face brightness distribution (see Gascoigne and Burr 1956; 
Kron 1966 and Kron and Papiashvili 1967). The parameter 
) 
1 
derived from the fitted r 4 curve is the effective radius 
R 1 - the radius of a circle enclosing half the light of the 2 
cluster. This is determined as the distance at which the 
surface brightness has fallen by J.JJ logarithmic units 
below the extrapolated central surface brightness (Fish 
1964). The radii R 1 determined in this way are close to the 
2 
actual half light radii determined by integration of the 
surface density distributions fitted in Figures J.la-j 
(Chapter J). The adopted mean values are given in column 
7 of Table 4.2. The uncertainty in R 1 is ~10%. 
2 
The mass can now be derived from the virial theorem 
2T + U = 0 4.2 
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where Tis the total kinetic energy and Uthe total potentinl 
1 
energy. From integration of the r 4- law with the assumption 
of constant mass-to-light ratio throughout the system 
Poveda (1958) gives 
4.J 
for spherical galaxies. The constant is appropriate for 
cgs units . 
spherical . 
The clusters throughout have been assumed 
This is discussed in §4.4, as is the constant 
mass - to - light ratio assumption. 1 < 2 . Then from T = 2 M v ) t' 
where (v2 ) t is the total velocity dispersion, and from 
equations 4 . 2 and 4.J the mass is 
2 
M = 670 RJ (v ) t 4.4 
2> ( -1)2 The units of R 1 and (v tare parsecs and km sec 
2 
respectively. The total velocity dispersion is assumed 
constant throughout the cluster and it is also assumed that 
<v2 ) where is the observed velocity disper-r 
sion (column 2; Table 4.1). The latter assumption (applicable 
for an isotropic velocity distribution) is consistent with 
assumptions in the King model, and is the commonly used 
relation for elliptical galaxies. The limitations of these 
and other assumptions inherent in using this method were 
discussed in Chapter 1, §1.2 (see also §4.4). The masses 
calculated using equation 4.4 with R 1 from column 7 (Table 
2 
4 . 2) and (v 2 ) from Table 4.1 are tabulated in column 8 of r 
Table 4.2. 
The rrors for the King model mass estimatet:i 111 
column 2 of Table 4.2 can be used to determine the .forma l 
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1 
errors for the r 4 law/virial theorem masses - since the 
relative errors are closely the same. 
1 
The mass estimates from the r 4 law/virial theorem 
method are consistently greater by ~so% than those derived 
using the King models. This is in the expected sense since 
the main difference lies in the assumption of constant vel-
1 
ocity dispersion throughout the cluster for the r 4 law/ 
virial theorem method; in reality (and in the King models) 
the velocity dispersion decreases in the outer parts (see 
Chapter 1, §1.2). Thus the use of the central observed 
( 2 . value in determining v )t leads to the mass being over-
estimated. 
4.3 MASS-RELATED RESULTS 
a) Mass-To-Light Ratios 
i) Determination. Taking (MV) = 4.79 (Allen 1963) and 0 
using the integrated absolute magnitudes MV from Table 3.7, 
the integrated visual luminosity (in units (LV) = 1) was 0 
determined for the 10 clusters. These values are tabulated 
in column 4 of Table 4.2 and used with the masses from 
column 2 to give the visual mass-to-light ratios (M/LV) in 0 
column 5. The blue (B) band mass-to-light ratios (M/LB) 0 
are given (in columns 6 and 9, Table 4.2) using both the 
1 
King model and r 4 law/virial theorem mass estimates. The 
B luminosity (in solar units) required for this was derived 
from the tabulated V luminosity using the intrinsic (B - V) 
for the clusters from Table 3.7 and (B - V) = 0.62 (Allen 0 
1963). 
0 
1J9 
The errors for the total luminosity arise almost en-
tirely from the distance uncertainty. The distance uncert-
ainty under ED (column 7, Table J.9) was used for the errors 
given in Table 4.2 for the total luminosity and the M/ L 
values. When deriving the errors for (M/LV) the corrcla-
0 
tion between the mass and the integrated luminosity due to 
the common distance factor was considered. The errors given 
with (M/LV) can be used to determine the formal errors for 0 
in colum~ 6 and 9 of Table 4.2 since the relative 
errors are the same (the uncertainty in the color measure-
ments and the reddening being negligible compared to the 
distance and velocity dispersion errors). 
ii) Luminosity Function. The mean M/L values from Table 
4.2 are: 
King model: 
1 
(M/LV ) = 1 • 5 ; 0 
r 4 law/virial theorem: 
(M/LB ) 0 = 2. 4 
This is not to imply that these clusters are expected all 
to have the same M/L. Differences in the dynamical evolu-
tion between clusters will quite likely result in different 
present M/L values, even if the initial mass function was 
the samefor all clusters. The mean values above are con-
venient M/L values, however, for compari _son with the values 
derived from luminosity functions. 
Luminosity functions are now available for severa l 
globular clusters (e.g. w Cen: Dickens and Woolle y 196 7; 
MJ: Sandage 1954, 1957; M5 and MlJ: S imoda a nd Tanika wa 
1972; M92: Hartwick 1970). It is of interest to compa r e 
the dynamical M/L values obtained here with thos e de rive d by 
o x t r n [) o l at i n g i., he c1 b o v e l um i no s i I y l' u 1 1 <, t i o 1 1 s f () t l 1 <, f '; 1 i I II <, 1 • 
unobservable stars. The procedure horc is ~j111i._lar to il1;1t 
of' Sandag (1957). 
Considerable differences exist between some of the 
above luminosity functions (see e.g. Figure 2 of Simoda and 
Ta~ikawa 1972). These differences are probably not real but 
stem from tpe methods used to extrapolate the counted numbers 
of stars in the outer regions to total numbers for the whole 
cluster . King and Wilson (1972) point out the need to use 
a dynamical model of the cluster because of the different 
distributions that arise for stars of different masses. 
Treated in this way they found that the differences between 
the MJ, Ml3 and M92 luminosity functions were removed. The 
resulting corrected mean globular cluster luminosity func-
tion is not yet available and so the M3 (Sandage 1957) and 
15 (~imoda and Tanikawa 1972) luminosity functions were used 
here. These are quite different in the ratio of the numbor 
of giants to upper main sequence stars ( see Figure 2, Simoclc1 
and Tanikawa 1972) and thus give some indication of the un-
certainty in the derived M/L values. 
As a first approximation the recent (normalized) solar 
neighbourhood luminosity function (Wielen 1973) \\·as fitted 
to these two clusters. This is shown in Figures 4.la and 
4.lb.t'or M3 and 15 respectively. The apparent distc1..ncc 
moduli used were: 
M'3: (m 1) . = 14.83! 
app,V andage (1970) 
I 5 : (m - M) \T = 14.3g, 
app' Arp (1962) 
11tc- Cl t Led m an curve through the data presented by h·ie len 
is quite similar to the combined van Rhijn (1936), Luyten 
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( 1939) and Kuiper ( 1942) luminosity function used b y s ·a nd agc-
( 1957) as an extension to the observed luminosity functlon 
of MJ. 
For MS the Wielen luminosity function was fitted to 
the data of Simoda and Tanikawa (1972), compensated by them 
for the effects of equipartition. The uncompens ated curve 
is shown. The peaking of the compensated function a t 
V ~ 20.5 mag indicates that the compensation was probably 
too extreme, but still an improvement over the uncompensated 
function. 
To determine the probable number of white dwarf 
members the Sandage (1957) modified Salpeter (1955) initial 
luminosity function has been fitted below the turnoff point. 
All stars having a mass greater than the current turnoff/red 
giant mass were considered to have become white dwarfs. 
Prata (1971a) found that the most likely interpretation of 
his results from an evolutionary study of M67 was that the 
initial mass function (for M67) was not a Salpeter function. 
The likely form was a power law with smaller slope (i.e. 
less low mass stars) at the low mass end but with a sharp 
increase in slope around 1.5 - 4 m. Thus the derived M/L 
0 
values below are given both with and without the white 
dwarfs to show the effect of a sharply decreased white 
dwarf component. 
The next stop was to assign masses to the white 
dwarfs, the giant branch and the main sequence stars. The 
mass of the white dwarfs was taken from the recent result 
of Wickramasinghe and Strittmatter (1972: (M ) ~ 0 • 6 TT1_ ) , 
0 
Shipman (1972: (M) ~ 0.5 m ) and Trimble and Greenstein 
0 
(1972: ~ o.6s m0 < <M> < ~ o.s7 m ). The adopted mass was 
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The results from color magnitude diagrams down to the 
main sequence for M3, Ml3, Ml5 and M92 (Sandage 1970) com-
bined with the main sequence/giant branch star models of 
Iben and Rood (1970a) indicate that the red giant mass 
M ~ 0.8 m (see also Iben 1971). Bohm-Vitense and RG 0 
Szkody (1973) using the main sequence data for Ml5 and M92 
from the same paper by Sandage find MRG ~ 0.85 m0 . 
MRG = 0.8 m0 was used here. 
For the horizontal branch stars MHB = 0.6 m was 
0 
adopted (Iben and Rood 1970b; Iben 1971). 
For the upper main sequence, where the bolometric 
corrections are small, assigning masses was fairly easy. 
The brightening of the main sequence was considered. The 
lower main sequence masses are more uncertain. This is due 
to the lack of a well established mass lum~nosity relation 
and the uncertainty in the bolometric corrections. For the 
bolometric corrections on the main sequence the data con-
sidered was from Harris (1963), Lamla (1965), Copeland, 
Jensen and Jprgensen (1970) and Johnson (1966) with the 
spectral type -(B - V) relation from Blaauw (1963). A mean 
relation was adopted. Similarly a mean relation was adopted 
from the Mbol - mass relations given by Harris, Strand and 
Worley _(1963), Eggen (1967), Copeland, Jensen and Jprgensen 
(1970) and McCluskey and Kondo (1972). The mass of the 
stars at the peak in the luminosity distribution at 
MV ~ 13.5 was~ 0.2 m. 
0 
If some degree of equipartition of energy occurs in 
globular clusters then this, combined with the galactic 
tidal force and the effect of gravitational shocks, may 
well have led to the loss of most of the low ma.ss stars 1_n 
the cluster (see Ostriker, Spitzer and Chevalier 1972) . The 
effect of this on the M/L values was estimated by arbitrnr-
ily cutting the Wielen function at M ~ 0.4 m. 
0 
The M/L 
values (given below) determined from this were somewhat 
lower than the dynamical mean values. 
A further example using the same cutof'f' mass but 
with a higher M/L value is shown on Figures 4.la,b. The 
agreement between the arbitrarily increased function and the 
available functions near the turnoff is poor. In view of 
the uncertainty surrounding the actual form of the luminos-
ity function below the turnoff (due to mass differentiation 
effects in the cluster) the raised extension is not pre-
cluded by existing observations. 
The derived (M/LV) values are given for MJ and M5 0 
for the cases (a) Wielen luminosity function; (b) Wielen 
luminosity function cut off at M ~ 0.4 m0 ; (c) raised lum-
inosity function with same cutoff. Results both with and 
without the white dwarfs are presented. The mean mass (M ) 
is also given. 
MJ(a) 
l~l 
~Vi~~ l 
TABLE 4. J 
MASS-TO-LIGHT RATIOS 
No White Dwarfs With White Dwarfs 
(M/LV)0 (M) (M/LV)0 (M) 
1.0 0.29 1.2 0.32 
0.5 0.57 0.7 0.58 
0.9 0.52 1.2 0. 53 
t • ,~ ( • ,?<) 1.7 (}. 1 ;_> (). 7 0.57 1.0 0.58 
1.1 0.53 1.4 o. rs 5 
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Though the luminosity function (b) appears unlikely 
from comparing the (M/LV) values given in Tables 4.2 and 4.1 
0 
the luminosity functions and masses determined hf're ,1r0 too 
uncertain to preclude this form entirely. Nor can ;1 choiC<' 
between ( a) and ( c) be made until more accurate masse~ ;u1d 
luminosity functions are available. This will probably 
require detailed study of a small number of globular 
clusters and the use of a representative dynamical model. 
b) Results 
Using the King models and the observational data 
obtained here several features of globuLar clusters have 
been determined. These derived results will be susceptible 
to the same uncertainties in the model that affect the mass 
estimates. 
i) The Central Density. Using equation (15) of King 
(1966a) and taking j 2 = (2(v2 ) )-las before (§4.2a), 
o,r 
the central density 
has been calculated for the 10 clusters studied here. r 
C 
is given in Table J.6. The constant is applicable for r 
C 
in (v 2 . (km -1)2 and -3 parsecs, ) o r in sec po in TfL p C • po 
' 
0 
is tabulated in column 2 of Table 4.4. 
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TABLE 4. 4 
po u (ve)o ( V ) 1 e ""'1 
NGC frL~ C - J X 10 - 5 ergsxlO -51 km SP.C -1 km sec -1 
104 0.59 2.J 45 23 
J62 O.JO o.42 JO 18 
1851 o.82 0.39 JJ 19 
2808 o.68 7.2 58 JS 
6093 2.55 2.J 52 28 
6266 1.09 4.1 55 33 
6J88 1.85 18.0 77 46 
6441 1.37 14.o 71 4J 
6715 l.Jl 7.6 59 J4 
6864 O.JO 2.4 4J 24 
ii) Potential Energy. From equations (15), (40) and (4J) 
of King (1966a) the potential energy U is 
2 2 
U = -(k + J) GM 
r t 
= -2.J7.1045(k + 21)rc µ2(v2)2 
r o r 
t ' 
re, rt andµ are tabulated in Table J.6, (v2 ) in Table o,r 
4.1. The constant is appropriate for re and rt in parsecs, 
(v2 ) in (km sec- 1 ) 2 and U in ergs. k is a dimensionless 
o,r 
model parameter and ranges from J.8 to 4.2 for the concen-
tration (rt/re) range of clusters here. The potential 
energy is tabulated in column J of Table 4. 4 . The formal 
relative error will be twice the relative error given with 
(v2 ) (Table 4.1); other sources of error are small com-
o,r 
ared to this. 
The mass and potential energy were plotted and com-
pared with the relation U a MJ/2 derived by Fish (1 964) 
from work on elliptical galaxies. The clusters deviated 
from this relation in the expected sense - the binding 
energy per unit mass was greater than that found in 
elliptical galaxies. This is the direction of evolution 
followed by clusters due to star loss. 
iii) Escape Velocity. The escape velocity v has been e 
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calculated for two positions in the cluster, at the center 
(ve)o and at the approximate spatial half li@1t radius 
(ve)
21 
(taken to be~ /2 R 1 where R 1 is given in Table 4.2). 
2 2 
The escape velocity is of particular importance in relation 
to the limits set upon mass loss from red giants by radio 
measurements of the HI and HII content (e.g. Knapp, Kerr 
and Rose 197J). From equations (5) and (9) of King (1966a) 
the escape velocity v is e 
2 1 
v = (2(v ) w) 2 
e o,r 
where Wis the dimensionless energy parameter of the King 
models. The values of {v) and (v ) 1 are given in Table e o e 2 
4.4 for the 10 clusters. 
iv) Limiting Radii. A check was made to ensure that the 
masses derived here were consistent with the observed tidal 
radii of the clusters. The present distance RG from the 
galactic center was calculated for each cluster assuming 
R = 9. 0 kpc ( see Lynden-Bell 1972) . . The distances of the 
0 
clusters from the sun were taken from Table J.9 and the 
galactic latitude and longitude from Table 1.1. The present 
position is given by x, y and z in Table 4.5 in kpc for a 
coordinate system centered on the sun with x directed to-
wards the galactic center yin the direction of rotation 
and z perpendicular to the plane. RG is given in column 5. 
Using the globular cluster masses M. 1 given in
 
C . 
column 2 of Table 4.2 and equation (12) of King (1962) 
1/3 
r 1 . = RG(M 1/3.5 M) 1m C g 4.S-
with Mg= 1011 m
0 
(Allen 1963) and RG from Table 4.5, the 
limiting radius r 1 . imposed upon the cluster at its pre-im 
sent position was calculated. rl. im is tabulated in column 
7 of Table 4.5. It is greater than the present tidal cut-
off rt given in .column 6 ( taken from Table 3. 6) for all 
but one cluster, NGC 6266. This cluster must currently be 
at or close to perigalacticon. The disagreement for this 
cluster is negligible when the limitations of equation 4.€ 
and the uncertainties in the masses used are considered. 
NGC 
104 
362 
1851 
2808 
6093 
6266 
6366 
6441 
6715 
6864 
TABLE 4.5 
DISTANCES AND LIMITING RADII 
X y z RG rt 
kpc kpc kpc kpc pc 
2.0 
-2.7 -3.4 8.2 61 
3.5 -5.6 -7.1 10.6 29 
-3.8 
-7-7 -6.o 16.1 25 
2.2 
-9.6 -1.9 11.9 41 
8.5 -1.0 3.0 3.2 25 
7.8 -1.0 1.0 1.8 24 
13.2 
-3-5 -1.7 5.7 33 
14.J -1.8 -1.3 5.8 32 
16.2 1.4 -4.3 8.5 36 
25.5 9.3 -13.2 23.1 53 
rl. im RP 
pc kpc 
100 5.0 
86 3.6 
124 3.2 
164 3.0 
33 2.4 
21 2.1 
89 2.1 
86 2.2 
111 2.8 
276 4.4 
As the tidal force is strongest at the perigalactic 
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point and internal relaxation is too slow to increase the 
size of the cluster appreciably between close approaches to 
the galactic center (King 1962), the present observed tidal 
radius can be used to determine the perigalactic distance 
RP . Thus the procedure above is turned around and the 
masses of the clusters from column 2 of Table 4.2 combined 
148 
with the rt given in Table 4.5 used to determine RP( ~ RG in 
equation 4.$). 
8. 
The RP determined by this is given in column 
The eccentricities of the orbits of these clusters 
are obviously quite large. The similarity of the pcri-
galactica almost regardless of the present distance (H _J (_, 
from the galactic center is also of considerable interest 
and could possibly lead to further understanding of the early 
history of these objects. A more detailed study for a large 
number of clusters would be rewarding. 
c) Comparison with NGC 3379 
Elliptical galaxies and globular clusters appear to 
be similar dynamically (King 1966a). Thus it is of interest 
to compare the dynamical M/L values for the two classes of 
objects. In general the M/L values obtained for elliptical 
galaxies have been much larger (M/L > r-..,, 10) than those 
derived here for globular clusters. This is partly due to 
difficulties in deriving the velocity dispersion from the 
spectra of the integrated light and also because of the lack 
of a suitable dynamical model. The availability of exten-
sive photometric data {e.g. Miller and Prendergast 1962) 
for NGC 3379, a typical El elliptical galaxy, makes worth-
while a mass and M/L comparison between the results obta i .n e d 
1 
using the King models and the r 4 law/virial theorem method. 
The central velocity dispersion for NGC 3379 was 
flrst derived by Minkowski (1961) and Burbidge, Burbidge and 
l 
2 L -1 li'ish ( 19(>lc), both of whom measured (v ) = 187 km sec . 
r 
A recent redetermination by de Vaucouleurs (priva te 
communication) gives 2 .l (v )1. = 125 km 
r 
-1 
sec This is 
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repre-
sentative of the trend towards lower observed velocity dis-
persions for elliptical galaxies as better data becomes 
available. 
For the derivation of the mass and mass-to-light 
ratios the following data has been used. 
(a) C 0.88 (Fish 1964) where c/a is thE! ratio of the a 
minor axis to the major axis; 
(b) the integrated blue (B) magnitude Bt = 10. 25 and 
B - V = 0.96 (Miller and Prendergast 1962); 
(c) (m - M) B = 29.50 (de Vaucouleurs, private commun-
app, 
ication) and E(B - V) = 0.00 (since bII = +59°) giving a dis-
tance of 7.9 Mpc; 
( d) the half light radius R 1 = 55" adopted from Fish 
2 
(1964: 40 11 ), Miller and Prendergast (1962: 53") and de 
Vaucouleurs ( private communication: 60"); 
(e) the core radius re= J.O", c = log(rt/rc) = 2.20 and 
µ = 84 from King (1966a) using the data of Miller and 
Prendergast (1962); 
(f) <v2 )~ -1 = 125 km sec r (de Vaucouleurs, private comm-
unication). 
Using this data masses have been calculated using 
1 
both the King models and the r 4 law/virial theorem method. 
For the latter method the total velocity dispersion 
2 ( v ) t = J <v2 ) k was ta en consistent with the procedure in r 
§4.2(b) and tha t used by other authors (e. g . Morton and 
Chevalier 1972) and with the di scussion in Chapter 1, §1. 2 . 
Ji'or the King model mass estimation the central vclocjty 
disp e rsion ( v 2 ) 
· o,r 
2 . 
= ( v ) was used since 
r 
the correction 
would be small for this very concentrated object. The 
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procedure and equations with one exception used were as 
described in ~4.2(a) and (b) for the g lobular cluster m,,~s, 
integrated luminosity and M/L derivations. 
was equation 4.4, the form here being 
The pxccption 
(from Morton and Chevalier 1972, equations (3) and (8)). 
') 
The constant is appropriate for Ri in parsecs, (v._ )t in 
-1 2 (km sec ) and M in Hl • 
0 
The results arc given in Table 4.6. 
TABLE 4.6 
MASS AND M/L VALUES FOR NGC 3379 
M L 
- -10 (LB)0 xlo- 9 (M/LB)0 (M/LV)0 i1l xlO 0 
King 2.6 7.3 3.5 2.6 
Virial 7.4 7.3 10.1 7.4 
This result is indicative of the effect or using a 
dynamical model instead of the virial theorem. Tho results 
are rather uncertain due to (1) doubt as to whether the 
King models are valid representations of the objects at 
these very high concentrations and (2) the probable greater 
extent of GC 3379 than indicated by the results of Miller 
and Prendergast (1962) (Freeman and Irving, private 
discussions). However, the tendency towards less extreme 
differences between globular clusters and elliptical galax -
ic's is prol ably real. Tllo main population di.fi'crcnc0 m,1y 
l L0 with the sel0ctivc loss of' low mass st ,1r.s f'ro111 t 1; lobuJ;1r 
clusters. F'uture work ,1.Jong this lino could bo mo.st rewardin{';. 
151 
4.4 UNCERTAINTIES IN THE MASS 
Though the use of a dynamical model has overcome some 
of the uncertainties in the mass derivation that arise 
through the use of the virial theorem (see Chapter 1, §1.2), 
others remain. Some of these are discussed here. 
i) Rotation. The ellipticity observed in many globular 
clusters will be due to rotation rather than tidal forces. 
The interplay between the galactic and cluster gravitational 
fields results in the acceleration applied to the stars, 
(tending to remove them from the cluster) being proportional 
to the cube of the distance of the star from the cluster 
center (King 1962). Thus the effect of the tidal force 
upon the 'inner' equipotentials will be small (deep exposures 
are 'inner' here since they show the cluster out to only a 
fraction of the tidal radius rt). The ellipticity observed 
in these inner regions must be due to rotation. 
The form of the rotation law is uncertain. For w 
Cen Dickens and Woolley (1967) favour a solid body law 
(from Harding's (1965) observations) but have difficulty in 
explaining the observed ellipticity changes with this 
assumption. These changes (see Dickens and Woolley 1967; 
Sistero and Fourcade 1970) however are reminiscent of those 
resulting from the models of Prendergast and Tomer (1970). 
Unfortunately observational difficulties (i.e. statistical 
fluctuations in the counted star numbers or the presence of 
bright stars in isophotometry)make the derivation of iso-
photes an uncertain procedure. The best estimate of the 
degree of rotation and of the _form of the rotation law wilJ 
come from radial velocity measurements such as those oI' 
Gunn and Griffin (1971). 
I r: , ) 
. ) · -
The difficulties with the determination of the 
ellipticity E: = 1 - c/a (where c/a is the ratio of the minor 
and major axes) can be seen by comparison of the availabl~ 
results for 47 Tue: 
(a) Shapley (1930) gives E: = 0.2; 
(b) Kholopov (1953), using data with only several thou~c111d 
stars counted, gives E: ~ 0.15 - 0.05; 
( C) 
( d) 
de Vaucouleurs 
Lindsay (1967) 
(see Lindsay 1967) finds E: = 0.08; 
obtained E: = 0.1; for an isophote 
~ 80' diameter and E: close to 0.0 for a 40 1 diameter iso-
phote; 
(e) Wayman (1967) found E: between~ 0.1 and 0.0 out to 20 
parsecs radius. At~ 35 parsecs radius he found E: ~ 0.04. 
Thus one can see that even a rough estimate of the 
contribution of the rotational kinetic energy to the total 
using the results of King (1961a) is not warranted for 47 Tue, 
let alone for the other clusters where the only results 
available are those of Shapley (1930). 
To show the effect of rotation on the mass estimate 
the increase in the mass with ellipticity can be estimated 
for the virial theorem results from equation (24) of King 
(1961a) i.e. T t = T(8/5)e where T = T + T is the 
ro rot ran 
total kinetic energy and T t and T are the rotational 
ro ran 
and random motion kinetic energies respectively. Using the 
above relation for E: = 0.05, 0.1 and 0.2 it can be seen that 
th virial theorem mass estimate should be increased by 1.1, 
1.2 and 1.5 times respectively. Thus one can see that 
elucidating the degree of rotation is important and needs to 
be done to improve the mass estimate . 
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ii) Constant M/L. The assumption of constant M/L through-
out the cluster used in Chapter J is most likely wrong. 
Differentiation of stars by mass does appear to occur in 
globular clusters (Oort and van Herk 1959). What has been 
well determined in Chapter J is the distribution of the most 
massive stars in the cluster; though if the mass range is 
small (e.g. model (b) of the luminosity function in §4.J(a)) 
this luminosity distribution may be a reasonable approxima-
tion to the mass distribution. The exception to the above 
is that the tidal radius is expected to be same for all 
stars regardless of mass and so should be fairly well deter-
mined. 
However, an understanding of the effects of this 
assumption on the mass estimates is difficult. Several 
compensating factors are involved (see Chapter 1, §1 .2). 
The resolution of this problem requires the use of a dynam-
ical model with a mass function and extensive star counts 
to different limiting magnitudes. For many of the clusters 
studied here the latter requirement wi~l be very difficult 
to achieve due to the distance and/or the richness of the 
star field surrounding the cluster. 
Detailed observational study of a few globular clusters 
and the use of suitable models as they become available will 
lead to an appreciation of the degree of uncertainty in 
these mass and M/L estimates. 
iii) Central Core. Recent work with n-body and Monte 
Carlo models point to two possible problems that could in-
validate the results derived here. Both these are connected 
with the dynamical relationship of the core to the remainder 
of the cluster. Spitzer (1969) discussed the likely forma-
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tion of a core of the more massive stars as a result of like-
ly initial mass functions not satisfy ing the criterion 
necessary for equipartition to occur. Hayli (1971, 1972 ) 
has shown that subsystem of these mo r e mas s ive s t a r s do 
occur inn-body models. The present day remnant of this 
would most likely be a residue of white dwarfs in the core. 
The other problem may occur late in the life of 
these clusters. The core and halo diverge in their evolu-
tion, the core continuing to contract while the halo remains 
the same or expands. This is a common feature of models of 
spherical systems(e.g. Henon 1971, 1972; Spitzer and Hart 
1971b) and has theoretical support from the work of Lynden-
Bell and Wood (1968). 
Further theoretical work needs to be done to ascert-
ain the degree to which these effects could be a problem. 
However, the general agreement of the M/L values obtained 
here with those obtained from mass estimates from radial 
velocity observations of cluster members away from the core 
and from luminosity function arguments ( §4.J) indicates that 
these effects do not dominate in the core. 
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FUTURE WORK 
The main observational results obtained here are 
luminosity profiles and accurate central velocity disper-
sions for 10 globular clusters. The Fourier method 
devised for deriving the velocity dispersion from coude 
spectra gives much more accurate results than previous 
methods and should be widely useful. King's (1966a) 
dynamical models were used with the above data to derive 
estimates for the mass and mass-to-light ratios. Some 
interesting future work arising from these techniques 
and 'results are discussed below. 
1. To improve our understanding of the present 
structure of globular clusters a concerted study of a few 
nearby fairly concentrated clusters would be worthwhile. 
Extensive observational data would be combined with a 
detailed dynamical model in which a mass £unction was used. 
The following data would probably be required: {a) the 
central velocity dispersion; (b) radial velocities of 
individual cluster members, thus giving a measure of the 
cluster rotation and of the dispersion away from the 
center; (c) the detailed surface density distribution 
from surface photometry and star counts to different 
limiting magnitudes; (ct) the luminosity function to as 
faint a limit as possible. 
2. It is also of interest to study the evolutionary 
history of these objects. Prata (1971a,b) has emphasised 
the importance of the mass function for the evolution of 
a cluster. Thus the detailed structure of the clusters 
studied would need to be known (probably derived as 
outlined above). Estimates of the effect of external 
influences, such as the galactic tidal field and gravita-
tional shocks (Ostriker, Spitzer and Chevalier 1972) on 
the evolution will be improved as proper motions become 
available and the orbits of the globular clusters being 
studied are determined (cf. Keenan, Innanen and House 
1973) . Then an evolutionary study like that of Prata 
(1971a) for M67 could be carried out. Estimates of the 
initial mass function and of the structure of the cluster 
following the initial violent relaxation phase (Lynden-
Bell 1967) may then be possible. 
J. The mean M/L values determined here can be used to 
obtain mass estimates for other globular clusters. These 
combined with the tidal radii determined from deep star 
counts and a galactic mass model can be used to find peri-
galactica for a large number of clusters. The distribu-
tion of perigalactica gives information about the relative 
distributions of energy and angular momenta for these 
clusters. This could give useful insight into conditions 
in the galaxy at the time of globular cluster formation. 
For example, if the perigalactica are approximately the 
same as suggested by the results in Table 4.5, then this 
implies a fairly tight relationship between the clusters' 
energy and angular momentum per unit mass and this must 
be of cosmogonic importance. 
4. The Fourier method for determining velocity dis-
persions described in Chapter 2 can also be used for 
elliptical galaxies. The greater accuracy of the method 
will enable comparison between the central and of.f-center 
velocity dispersions to be made. The change o.f velocity 
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dispersion with radius is important as a check on the 
models being used. With the use of realistic models 
(e.g. Prendergast and Tomer 1970) and these more accur~te 
velocity dispersions, well-determined dynamical masses 
and M/L values should become available. Combined with 
extensive spectrophotometry from photoelectric scanners 
or T.V. systems, good estimates of their stellar popula-
tion should then be possible. 
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