The proof of Part (a) is broken into several steps.
• Step 1: Provide two inequalities which play an important role.
Due to the constraints of (3.7) and (3.10), we have 
(1.1)
On the other hand, because α 1 is the first eigenvector of the generalized eigenvalue problem (3.7), by Theorem 3.1, we have
Step 2: Define an event Ω which has probability converging to one as n, p → ∞. Then we will focus on the elements in this event.
Then by the definition (3.9) of B and the definition of B in (3.6),
(Xβ(t) + ε(t) −ε(t)1 n )(Xβ(t) + ε(t) −ε(t)1 n )
(Zβ(t) + (t))(Zβ(t) + (t))
where (t) and (t) are defined in (B.1).
Lemma 1. Suppose that Condition 2 holds and p ≥ 2. Then for any C > M / √ log p, we have
where (Z T (t)) j denotes the j-th function in the vector Z T (t).
Note that = log p/n. Define the event
where C 0 = 2 max{M / √ log 2, 2σ}. Hence, by Lemma 1, we have
where we use the fact that K ≤ p.
•
Step 3: Provide upper bounds for α 1 1 and α T 1 B α 1 .
We first give a technical lemma, Lemma 2, and then provide the upper bounds in Lemma 3. where D 1 = √ 6c.
Step 4: Derive the oracle inequalities in Part (a).
Now by (1.1), we have α Lemma 4. In the event Ω, we have two alternative cases:
• Case (a): (α 1 − α 1 ) J1 1 < λ (1) ( α 1 ) J c 1 1 . In this case, we have
• Case (b): (α 1 − α 1 ) J1 1 ≥ λ (1) ( α 1 ) J c 1 1 . In this case, we have
where J 1 = J(α 1 ) is the collection of the nonzero coordinates of α 1 and J c 1 is its complement set in the set {1, 2, · · · , p}.
In the following, we will consider the two cases separately.
Case (a). By (1.6) and Lemma 4, (
and by (4.4), (λ
) and ( 0 ) only depending on D 1 = √ 6c (Lemma 3) and δ 0 such that for any
By Condition 1, (1.9) and the inequality
which, together with (1.7) and the Cauchy-Schwarz inequality, leads to
Then it follows that
where 
and the inequalities in Theorem 4.2 (a) follow from (1.11) and (1.12) in this case.
Case (b). The arguments are similar to Case (a). We summarize the results in the following lemma and provide the proof of the lemma in supplementary materials.
Lemma 5. In the event Ω and Case (b), there exist (A L 1 ) and ( 0 ) only depending on δ 0 , c and c 2 such that for any
) and ≥ ( 0 ) , the inequalities in Theorem 4.2 (a) hold.
Finally, we choose
It can be seen that A • Proof of Theorem 4.2 (b).
We will proceed by induction to prove a set of inequalities from which Part (b) follows. In this proof, we only consider the elements in the event Ω defined in the proof of Part (a).
• Step 1: Introduction of some notations and inequalities.
By the first inequality in the condition (4.6), for any 1 ≤ k ≤ K, we have
which together with the condition (4.3) and Lemma 2 lead to
Define the following subspaces which are spanned by different sets of vectors. The first two are subspaces in R n and the last two in
and
be the orthogonal projection matrices onto V k and V k , respectively. Let
which play an important role in the proof. We have
for any 1 ≤ k ≤ K.
• Step 2: Induction hypothesis.
We will prove that we can find constants 0 , A
are constants only depending on δ 0 , c and c 2 ∼ c 5 . We will proceed by induction.
Step 3: Proof of (1.20) for i = 1.
When i = 1, by Theorem 4.2 (a), we can find constants A 
2 . The third inequality follows from
only depends on c and c 2 . We arbitrarily choose a number A
• Step 4: Inductive step, the proof of (1.20) for i = k. 
Now we assume that we have found constants
Based on these assumptions, we will find A L k and and (1.21) that for any 1 ≤ i ≤ k − 1,
We provide several inequalities related to δ k and β k . By (1.14), (1.16), (1.22) and the definitions of δ k and β k in (1.17),
where
the inequality in the third line is due to the second inequality in the condition (4.6) and the last inequality follows from Lemma 2. (1.24) and (1.15) lead to
Similar to the proof of Part (a), we next provide a key inequality (1.28) based on which the proof is. α k is the solution to the optimization problem (3.10). Because α k is the solution to (3.10) which has a scale-invariant objective function, it is also the solution to
where we do not imose the constraint,
by (1.19), we have 27) which is one of the key inequalities in this proof.
Lemma 6.
By (1.27 ) and the first inequality in Lemma 6,
Based on (1.28) and Lemma 6, we provide an upper bound for α k 1 in the following lemma.
Lemma 7. there exist (A L k ) and ( 0 ) only depending on δ 0 , c and c 2 ∼ c 5 such that for any
Next, by (1.28), we have
which leads to the following lemma.
Lemma 8. We have either
The two inequalities (1.31) and (1.32) leads to the same upper bounds except the constants. Hence, we only prove the results for the (1.31) and exactly the same arguments can be applied to (1.32).
Lemma 9. By (1.31), we have
We will consider the following two cases separately,
• Case 1:
In this case, (1.33) leads to
(1.34)
Then we have
By the definitions of N k,5 and N k,2 in Lemmas 8 and 9, the facts that
, only depend on δ 0 , c and c 2 ∼ c 5 (see (1.21), (1.25) and Lemma 7) and the inequality (1.14), we have lim
Therefore, by (1.35) and (1.36), as A (k) and are large enough, we have (
which together with
By (1.38), (1.34) and the Cauchy-Schwarz inequality lead to
Hence, by the inequality above and µ k (Ξ) ≥ c 3 µ 1 (Ξ) (Condition 3), we have
where the last inequality is due to the inequality (1.14). Therefore, as A (k) and are large enough, we have
and hence
Now by (1.37), (1.38) and (1.39),
• Case 2:
In this case, the inequality above leads to
we have, as A (k) and are large enough,
In this case, (1.33) gives
which together with the first inequality in (1.42) lead to
and are large enough, we have
as A (k) and are large enough, we have
which together with (1.42) lead to
Now we combine the results for the two cases. By (1.39) and (1.45), in both the two cases, we have
which only depends on δ 0 , c and c 2 ∼ c 5 . Now by (1.49) and (1.22), as A (k) and are large enough,
(1.50)
. Finally, by (1.40) and (1.48), in both the two cases, we have
Hence, we have proved the claims (1.20) for i = k. By induction, the claims are true for all 1 ≤ i ≤ K.
Proof of Theorem 4.3
In this proof, we only consider the elements in the event Ω. Since w k (t) is the solution to (3.15), we have
Then by (1.51)
where in the last equality is because
2 /2 and w 1 (t), · · · , w K (t) are orthogonal to each other. The middle term in the right hand side of the last equality in (1.53) satisfies
where the first inequality in the last line is because |1 + γ
Then by (1.53) and (1.54), we have
where in the last inequality, we use the inequality max 1≤j≤p (Z T (t)) j L 2 ≤ C 0 in the event Ω (see the definition (1.4)). By (1.55) and Theorem 4.2 (b),
and the second inequality is due to the condition
which leads to
where the first inequality in the second line is because S ∞ = 1 by Condition 3, the second inequality follows Lemma 2, the third inequality is because there are only s nonzero functions among {β 1 , · · · , β p } and the last one is due to the uniform smoothness property (??) with
Now by (1.58) and the inequality η
which, together with (1.52) and (1.56), implies
we have
Finally, by (1.59),
) and the fourth line is due to
Appendix D: Proofs of technical lemmas
In Appendix D, we provide the proofs for all technical lemmas.
Proof of Lemma 1.
where X ij is the (i, j)-th entry of X andX ·j is the mean of the j-th column of X which is equal to zero. Therefore, because ε 1 (t)(t), · · · , ε n (t) are i.i.d. Gaussian random functions by Condition 2, by the equalities above, (Z T (t)) j has the same distribution as ε 1 (t)
S jj is the j-th diagonal element of S which is equal to 1 by Condition 3. By the inequality in Lemma 3.1 in Section 3.1 of Ledoux and Talagrand [1] for the tail probability of Gaussian variables, we have for any x > M ,
For any C > M / √ log p, let x = C √ log p. Then x > M and by (2.1), we have
On the other hand, for any 1 ≤ k ≤ K,
where (Zα k ) i is the i-th coordinate of the vector Zα k and last equality is because the column means of Z = X/ √ n are all zero. Note that
where we use
Proof of Lemma 2.
, which leads to the first inequality in the lemma.
Under Condition 3, all the diagonal elements of S = X T X/n are equal to 1. Then it is easy to see that the absolute values of all the elements of S are less than or equal to 1. That is, S ∞ ≤ 1. Therefore, we have 1 = α
As for the last inequality, if both Conditions 3 and 1 are satisfied, by the
In this proof, we only consider the element in Ω. By (1.3),
where the inequality in the second line is due to the Cauchy-Schwarz inequality and the inequality in the third line is because α
by Theorem 3.1(a), and the inequality in the fourth line is because
where (α 1 ) j is the j-th coordinate of the vector α 1 and the last inequality is due to the definition of Ω. By the similar arguments as in (2.3) and (2.4), we
where the inequality in the fourth line is due to (1.2). By (1.1), (2.3) and (2.5),
By (1.5) and the inequality λ
, the left hand side of the first inequality in (2.6)
where we assume that is large enough so that 1 − 2 −1 > 0, and the last inequality is due to λ (1) > c −1 by the second condition in (4.4). The right hand side of the last inequality in (2.6)
where the last inequality follows from the second inequality in (1.5). Combining (2.6), (2.7) and (2.8), we obtain
where we have canceled a µ 1 (Ξ) on each side. Multiplying α 1 1 on both sides of the above inequality and shifting the first term on the left to the right, by the definition of τ (1) , we obtain
where the third inequality follows from the first inequality in (1.5). The above inequality, after a simplification, gives
where we have canceled µ 1 (Ξ)C 0 on both sides. Because
Therefore, there exist (A L 1 ) and ( 0 ) only depending on c such that for any
) and ≥ ( 0 ) , we have
where D 1 = √ 6c. Therefore, we obtained the first inequality in the lemma. To prove the second one, by (2.5) and (2.10),
where the first inequality in the second line is due to the first inequality in (1.5).
For the last inequality in the lemma, by (1.3),
We will estimate the three terms on the right hand side of the last equality above.
To estimate (α
and the following eigen-decomposition
(2.12)
We have
where the last inequality in the sixth line is due to Condition 3 and the first inequality in the seventh line is because we have assumed that γ T 1 γ 1 ≥ 0. For the second term on the right hand side of last inequality of (2.11),
and by (1.2), α
and similarly, (Zα1)
. Hence, the inequalities above lead to
For the third term on the right hand side of last inequality of (2.11), we have
where the inequality in the fifth line follows from α 1 1 ≤ D 1 α 1 1 , and the inequality in the seventh line is due to (1.5). Combining (2.11)-(2.15) gives
We have proved the lemma.
Proof of Lemma 4.
Note that
By (2.16)-(2.18), we have
In the following, we will consider Cases (a) and (b), separately.
Case (a):
In this case, by (2.19), we have τ
λ (1) < 0. By the following inequality (which is the first inequality of (1.6)),
we have α
3) and (1.5),
which together with (2.19) give
where we use 1 + α 1 1 / α 1 1 ≥ 1.
By Lemma 3, we have α 1 1 ≤ D 1 α 1 1 and α
Therefore, by (2.19), we have
The proof is completed.
Proof of Lemma 5.
Because in this case,
by Condition 1, α 1 ) J1 1 , by (1.6) , Lemma 4 and (2.21), we have
Similar to Case (a), we obtain
where Proof of Lemma 6.
By (1.18) and the similar arguments as in (2.3), we can obtain
where the last equality is due to (1.24). Because P k−1 γ k = 0,
where the first inequality in the second line follows from (1.22) and the first inequality in the last line is due to (1.15). Combining (2.24) and (2.23) gives the second inequality in the lemma. 25) where
. On the other hand,
which is the first inequality in the lemma. Now we prove the third inequality in the lemma. By the similar arguments as in (2.5), we have
where the inequality in the fourth line is due to the inequality:
and the inequality in the fourth line follows from (1.15). We estimate α
where the last inequality follows from (2.24). Combining (2.28) and (2.27) gives
Proof of Lemma 7.
Consider the left hand side of the first inequality in (1.28). We first note that by the definition of τ (k) ,
where the last inequality is due to λ (k) > c −1 and and
Lemma 2. By the second inequality in Lemma 6 and (1.15), we have
where the inequality in the fifth line is due to µ k (Ξ) ≥ c −1 3 µ 1 (Ξ) by Condition 3. Now we estimate the right hand side of the second inequality in (1.28). By the third inequality in Lemma 6 and the first inequality in the second line of
where the second inequality is due to the last inequality in the second line of (1.26). The above inequality, together with (1.28) and (2.30), leads to
where we have canceled µ k (Ξ) on both sides. Because 
Proof of Lemma 8.
We first estimate the left hand side of (1.30). Note that
By the first line of (2.28) and
On the other hand, by P k−1 γ k = 0 and the similar arguments as in (2.23),
Combining (2.33) and (2.34) gives
where the inequality in the third line is due to Condition 3, (1.22) and γ T k γ k ≥ 0. For the last term on the right hand side of (2.32), by the similar arguments as in (2.11), (2.14) and (2.15) in the proof of Lemma 3, we can obtain
where the third inequality follows from (1.24) and (1.29), and the fifth one is due to (1.15). By (1.28),
By the second inequality in Lemma 6, we have (2.38) where the second inequality is due to (1.15) and
in Lemma 6), and by the third inequality in Lemma 6,
where the second inequality is due to (1.29) and
−1 . Now (2.37) − (2.39) and (1.26) give
Therefore, by (2.32)-(2.36) and (2.40),
Therefore, by (1.30) and (2.41), we obtain
Proof of Lemma 9.
We first consider the second term on the right hand side of (1.31). Recall
Now we consider the last term on the right hand side of (1.31). By (1.24),
Similarly,
Combining (2.44) and (2.45) gives
2 s which together with (2.39) lead to
By (1.31) and (2.43)-(2.46),
Therefore, combining (2.48) and (2.49), we obtain
which leads to 50) where
. By (2.47), (2.50) and noting that α k −
Appendix C: Additional simulation
This is an additional simulation study when there is only one functional predictor. Both z(s) and β(t, s) are generated from general Gaussian processes. We consider three types of Gaussian processes with different smoothness levels and the following different covariance functions:
The first one in (3.1) is the squared exponential covariance function and the corresponding Gaussian process has mean square derivatives of all orders (Chapter 4 in Rasmussen and Williams [2] ). The second one belongs to the Matérn class and the corresponding Gaussian process has the second order mean square derivative. The last one is the γ-exponential covariance function with γ = 1.5 and the Gaussian process is mean square continuous but not mean square differentiable. We plot sample curves for each of the three Gaussian processes inThree sample curves and the wavelet coefficient vector for the blue curve from the Gaussian processes generated with the covariance function Σ 1 or Σ 3 specified in (3.1) in Simulation 1.
We generate z(s) from two Gaussian processes with covariance functions Σ 1 s t be ta one example for β(t, s)
One example of β(t, s) generated by (3.2) with Σ 2 in the additional simulation in Appendix C.
and Σ 3 , respectively. We generate β 0 (t) and β(t, s) in the following way, β 0 (t) = ζ 0 (t), β(t, s) = 5ζ 1 (t)ξ 1 (s) + 10ζ 2 (t)ξ 2 (s) + 15ζ 3 (t)ξ 3 (s), (3.2)
where ζ 0 (t), ζ 1 (t), · · · , ζ 3 (t) are independently generated from the Gaussian process with covariance function Σ 2 (t, t ) and ξ 1 (s), · · · , ξ 3 (s) from Σ 2 (s, s ), where Σ j (t, t ) and Σ j (s, s ) have the same expression but differ in domains. One example for β(t, s) generated from (3.2) is plotted in Figure 2 . The noise ε(t)
is generated from the Gaussian process with covariance function Σ ε (t, t ) = σ 2 ρ {10|t−t |} 2 . We consider two noise levels σ 2 = 0.1, 0.25, and two correlation levels ρ = 0, 0.7, respectively. In Figure 3 , we plot three sample curves of ε(t)
for each of the two settings, (σ 2 , ρ) = (0.1, 0) and (0.1, 0.7), respectively. When ρ = 0.7, strong within-function correlation exists in ε(t) and the sample noise is actually a smooth curve. We consider all the 8 combinations of two types of z(s), two σ 2 and two ρ values. For each combination, we repeat the following procedure 50 times. In each repeat, we first generate one β 0 (t) and one β(t, s) based on (3.2). Then we generate 100 discretely observed random samples (3.3)
We report the averages and standard deviations of the MSPEs of 50 repeats in Table 1 for all 8 settings. In all settings, our method wSigComp has the smallest MSPEs. For wSigComp, linmod and PACE-reg, the prediction errors increase when the magnitude σ 2 of noise and the within-function correlation ρ in ε(t) increase. For wSigComp, smoother functional predictors generated from
Gaussian process with the covariance function Σ 1 tend to improve the prediction accuracy compared to those with Σ 3 . The number of components chosen by our method is 3 or 4, the number of principal components for z(s) chosen by pffr.pc is 15 and more components are chosen by PACE-reg. In this simulation study, the FPC based methods, pffr.pc and PACE-reg, appear to perform worse than other methods, which may be because the regression functions cannot be well approximated by a small or moderate number of eigenfunctions. 
