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記号・略号 全文 意味 
ALU Arithmetic Logic Unit 算術演算や論理演算処理を行う装置で，マイク
ロプロセッサの構成要素の一つ 
ASIC Application Specific Integrated Circuit 特定用途向け集積回路．特定ユーザの用途に特
化したカスタム製品 
ASSP Application Specific Standard Product 特定用途向け標準品．分野・用途を限定し，機
能・目的を特化させた汎用製品 
BLE Basic Logic Element 論理ブロックの基本要素．LUT，FF およびセレ
クタで構成される 
CAM Content Addressable Memory 連想メモリ．主にネットワーク機器のパケット
検索等に用いられる 
CPLD Complex Programmable Logic Device SPLD の AND-OR アレイ構造を複数プログラマ
ブルスイッチで結合した構成の PLD 





CPU Central Processing Unit 中央処理装置 
CRC Cyclic Redundancy Check 誤り検出方式の一つ．データ値をある定数で割
った余り（余剰）を用いて誤り検出を行なう 





DRP Dynamic ReConfigurable Processor 動的再構成可能プロセッサ，ノイマン型の ALU
アレイで構成され，並列動作が可能 
DSP Digital Signal Processor デジタルシグナルプロセッサ，信号処理で多用
される積和演算を高速実行する 
EEPROM Electrically Erasable Programmable Read Only Memory 
不揮発性メモリの一種，ユーザによって電気的
に消却・再プログラム可能な ROM 
EPROM Erasable Programmable Read Only Memory 
不揮発性メモリの一種，ユーザによってプログ
ラム可能な ROM，紫外線で一括消去が可能 
FeRAM Ferroelectric Random Access Memory 強誘電体メモリ，強誘電体のヒステリシス(履歴
効果)を利用した不揮発性 RAM 
FF Flip-Flop 順序回路の基本要素．1 ビットの情報を一時的
に"0/1"の状態として記憶する論理回路 
FIFO First In First Out 先に書き込んだものを先に取り出すバッファ動
作 
FPGA Field Programmable Gate Array LUT を基本論理素子とし，これらをアレイ状に
配置した PLD 
HDL Hardware Description Language 回路の設計，構成を記述するハードウェア記述
言語 




IP Intellectual Property 他にライセンス供与する目的で準備された知的
財産権のある回路設計データ等 
LSB Least Significant Bit 2 進数で表現されたデータ列の最下位ビット 




MCU Micro controller unit 




MPU Micro processor unit マイクロプロセッサユニット，CPU を構成要素
とした LSI 
MRAM Magnetoresistive Random Access Memory 
磁気抵抗メモリ，スピントロニクスの GMR 効
果（Giant Magneto Resistive effect：巨大磁気抵抗
効果）を利用した不揮発性 RAM 
MSB Most Significant Bit 2 進数で表現されたデータ列の最上位のビット 
OTPROM One Time Programmable ROM 1 回のみ書き込み可能な ROM，ヒューズROM，消去窓無 EPROM などがある 
PC Program Counter 次に実行する命令が格納されているメモリ上の
アドレスを記憶するレジスタ 
PLA Programmable Logic Array プログラマブルロジックデバイスの呼称のひと
つ 
PLD Programmable Logic Device プログラマブルロジックデバイスの総称 
PWM Pulse Width Modulation パルス幅変調，特定の波長周期のパルス幅（デ
ューティー比）を変化させて変調する方式 




ReRAM Resistive Random Access Memory 抵抗変化型メモリ，電圧印加による電気抵抗の
変化を利用した不揮発性 RAM 
ROM Read Only Memory 読み出し専用のメモリ，マスク ROM など 
RTL Register Transfer Level レジスタ転送レベル，論理回路をハードウェア
記述言語で記述する際の設計抽象度のレベル 




SCK Serial Clock 同期式のシリアル通信で利用するクロック 
SoC System on Chip 所望の装置やシステムの動作に必要な機能を，
一つの半導体チップに実装した LSI 
SPLD Simple Programmable Logic Device AND-OR アレイ（プロダクトターム）で構成さ
れる比較的規模の小さい PLD の総称 
SRAM Static Random Access Memory RAM の一種で，データを定期的に書き込むリ
フレッシュが不用 








一般に，マイクロコンピュータ（以下，マイコン）は Central Processing Unit（CPU）を搭載した演
算処理を行う半導体デバイスである．これらは汎用向け Micro Controller Unit（MCU）と高性能/高機能
用途向け Micro Processor Unit（MPU）に大別されているが，総称してマイコンと呼ばれている．このマ
イコンの歴史は，1971 年に電卓向けにインテル社が 4ビットのマイクロプロセッサ Intel 4004 を開発・
製品化されたことに始まる．ユーザのカスタム品として製品化され，演算部の 4 ビットマイクロプロセ




当時，マイクロプロセッサ Intel 4004 は 10μm の製造プロセスを用い，チップサイズは幅約 3mm，長さ
約 4mm の大きさで，約 2300 個のトランジスタが集積され，動作周波数は 108kHz，1 命令の処理時間は約














図 1-1 シングルチップマイコン 
 
















図 1-2 CPU とプログラム用メモリの変遷 
 
1.1.1 マイコンの歴史的背景 
図 1-2 に CPU とプログラム用メモリの変遷を示す．1970 年代から 1980 年代にかけて CPU の 8/16/32/64
ビットへのワード長拡張とともに，動作周波数も数百 KHz から数十 MHz へと引き上げられ，演算性能も
Intel 4004 の 50 倍程度に向上が図られた．さらに実装技術の向上により，シングルチップマイコンに内
蔵する ROM/RAM 容量の増加，周辺回路のバリエーションおよび I/O 数も増加した．1990 年代には，パソ




め，CPU と Digital Signal Processor（DSP）を組み合わせた製品，CPU と専用アクセラレータを組み合
わせたヘテロジニアス構成の Application Specific Standard Product（ASSP）や System on Chip（SoC）
が登場した．これらは携帯電話の音声信号処理や 2000 年前半にサービスが始まった携帯電話に搭載され
るテレビ電話機能や地上波テレビ受信等に用いられた． 




周辺機能および I/O の拡張が盛んに行われた． 


































図 1-3 マスク ROM 搭載マイコン開発フロー 
 








でマスク ROM に焼き込むことで初めてマイコン製品を利用することができた（図 1-3）．これはシングル
チップマイコンの最大の弊害でもあった．シングルチップ化で小型化，低コスト化が図られたが，このマ
















図 1-4 マイコン製品のプログラムメモリの変遷 
 
ユーザはこの OTPROM 搭載マイコンにより，半導体製造におけるマスク ROM 工程から解放され，自らが
プログラムをフィールドでプログラム開発・実装可能なフィールドプログラマブルなマイコンを手にす
ることとなる．さらにユーザは，システムノウハウを外部に出すことなく，システム出荷直前まで，プロ
グラムの変更/バグ修正，実機評価/検証も可能となった．その後，1990 年前半にフラッシュ ROM を搭載
したマイコン[1-6]が登場し，ユーザの利便性が格段に向上し，本格的なフィールドプログラマブルなマ
イコン製品の時代に突入した（図 1-4）． 
半導体メーカ側は，このフラッシュ ROM 搭載マイコンにより，ユーザのプログラムをマスク ROM へ焼
き込む工程が省かれ，未書き込み状態の ROM 製品をそのままユーザに出荷することができ，マイコン製










品が主流となり，幅広い分野で採用されている．2010 年代前後には Ferroelectric Random Access Memory
（FeRAM/FRAM）搭載マイコン[1-7][1-8]も登場し，限定的ではあるが利用が始まっている．将来的には
















マイコン市場として今後期待されている Internet of Things（IoT）分野では，アプリケーション/サ
ービスに直結する IoT 機器/エッジデバイス等への利用が期待されている．例えばセンサシステム対応の
マイコン[1-9][1-10]は，IoT 等の新しい市場でも急速に拡大し，今後も様々な品種展開が必要になると








































このコンセプトに基づき基本論理素子である Programmable Memory Unit（PMU）アーキテクチャをおよび
マイコン向けに搭載する Field Programmable Sequencer and Memory（FPSM）アーキテクチャを提案する
（第 3 章）．今回は，SystemC によるモデルベース開発手法を使って提案するアーキテクチャのモデル開
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発と，そのシミュレーション評価および Field Programmable Gate Array（FPGA）による実装評価（第 4



















第 3 章 FPSM アーキテクチャ 
本章では，FPSM アーキテクチャについて述べる．SystemC のモデルベース開発手法を使って，基本論理





















ではあるが FPGA と FPSM 実験チップに実装した場合の実装面積および消費電力の比較を行った結果に
ついて述べる． 
 




の提案した検索エンジンの TEG チップの設計・試作，および評価した結果を述べる． 
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わせてピンポイントで選ぶ必要があり，往々にしてタイマあるいは Pulse Width Modulation（PWM）など
の周辺機能が足らない場合が発生する．ユーザから「タイマや PWM が足らないから追加してほしい」と要
求されても，開発費用や購入数量が見込めなければ半導体メーカ側としてはマイコン製品を一品種増や
















ケージ外形と I/O ピンの配置仕様に合わせて配線を行い，周辺回路の組み合わせや I/O ピン配置を後工
程で決めている．現状，マイコン製品の中でユーザが定義できるハードウェア部分は，内部の周辺機能を







なってマイコンに PLD を搭載した PSoC が製品化された[2-3]．この PSoC にはユーザモジュールと呼ばれ
る部分にアナログおよびデジタルの再構成部分を搭載している．デジタル再構成部は「デジタル・システ
ム」と呼ばれ，Universal Digital Block（UDB）のアレイと，予め準備されたカウンタ/タイマ/PWM およ
び通信インタフェースモジュールで構成され，利用する場合に内部結線で接続して利用する．さらにユ
ーザ I/O モジュールを利用することで入出力ポートをフレキシブルに設定できるようになっている．こ


















（a）マイコンのアプローチ    （b）PLD のアプローチ  
図 2-2 半導体メーカのアプローチ 
 
半導体メーカでは図 2-2 に示すように，マイコンを主体とし，マイコン製品内に PLD を取込むアプロ
ーチ（a）と，PLD を主体とした PLD 内に CPU/マイコン Intellectual Property（IP）をソフトウェア/ハ
ードウェア IP として取り込むアプローチ（b）がなされており，今後もこのようなアプローチが積極的に
進められていくと予想される．さらに C 言語によるアルゴリズムレベルから Register Transfer Level
（RTL）設計に使用される Hardware Description Language（HDL）言語に変換する環境等が提供され，設










ラマブルロジックデバイスは 1970 年代から AND-OR アレイ構造にヒューズを用いた一回限り構成可能デ
バイスが市場に登場し，1980 年代半ばにはマイコンと同様に EPROM/EEPROM 等の不揮発性メモリの採用で
繰返し書換え可能なデバイスとして Simple Programmable Logic Device（SPLD）が，さらに Static Random 
Access Memory（SRAM）の Look Up Table（LUT）に Flip-Flop（FF）を加えた構造の基本論理素子を持つ
FPGA などが登場した．1980 年代後半には SPLD をブロック拡張した CPLD，アンチヒューズ FPGA が製品化
され，さらに 1990 年代半ばにはフラッシュ FPGA 等が登場する．市場では基本的に一回限り，または繰


















図 2-3 プログラマブルロジックデバイスとコンフィギュレーション用メモリの変遷 
 
これらプログラマブルロジックデバイスは，システムあるいは LSI の一部を補う高速画像処理や通信
























２）細粒度タイプ（LUT 方式または基本ゲートの 2種類） 
３）Arithmetic Logic Unit（ALU）タイプ（ALU アレイ方式，その他） 
に分類され，それぞれ利用されている記憶素子（記憶方式）によって，一回限り，または繰り返し再構成
可能かが決まる．これらは信頼性，使用される環境等の利用目的によってユーザが選択することになる．
この中でも CPLD および FPGA は，大容量化を積極的に進め，最先端のリソグラフィ技術をドライブする
キーデバイスの役割も果たしている．さらにハードウェア IP/ソフトウェア IP の取り込みを進め，複数
の CPU/DSP や画像信号処理等の専用アクセラレータなど様々な IP の実装が可能となってきている．開発





LSI は，LSI 製造プロセスの微細化にともない LSI の開発・製造コストが飛躍的に上がり，PLD は ASIC の
代用品として利用されるようになってきており，プログラマブルロジックデバイスの利用はますます増
えてきている． 

































IC/ASIC，または ASSP が望ましいが，開発費（コスト），開発期間の点で厳しい．特にカスタム IC/ASIC
はユーザの開発費負担が重く，市場も少量多品種に移行しており容易に作れない状況にある．汎用性お




















































（２）実装効率が悪い場合，使わない PLD リソースが多く存在する． 
 
2.2 マイコン搭載プログラマブルロジックデバイスアーキテクチャの探索 











図 2-5 に各プログラマブルロジックデバイスの特徴示す．CPLD は，SPLD を基本ブロックとして，複数
の SPLD をプログラマブルスイッチで結合された構成となっている．ロジック部およびスイッチ部分の遅
延時間が一定になるように配置され，比較的設計が容易とされる． 
FPGA は，ロジック部の Basic Logic Element（BLE）が，縦横に配置された配線部分の間に配置される
アイランド方式で構成されている．BLE を結合する配線の自由度が高い分，配線遅延時間は，結合する BLE
の位置によって変化するため，注意が必要である． 





LUT を利用する場合，参照のために CPU アクセスが必要になり，CPU 性能/システム性能の劣化を引き起
こす要因となる． 






３）メモリを利用する LUT が実装方法としては扱いやすいと考えられるが，現状の FPGA の基本論理素
































































図 2-6 LSI 実装のための情報処理プロセス 
 
各デバイスの構造および実装のための情報処理プロセスから，基本ゲート回路を使ったハードウェア









これらは図 2-7 に示すように，FPGA の BLE を使って組み合わせ回路を実装できるが，規模によって複
数の BLE を複雑な配置配線が必要となり，実装効率は良くない．また，順序回路実装する場合は，組み合




























































グラムを記憶する ROM/Programmable Logic Array（PLA）とアドレス制御回路部分で構成されている．
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これら PMU を複数接続するために必要な配線機構であるスイッチボックス（Switch Box：SB）とこれら
のアレイ構成，および CPU と接続するための MCU インタフェースについて述べ，これらの要素を組み合



































であるが，論理ゲートを表現するため 4～6入力/1 出力の LUT では細粒度メモリで構成され
おり利用は難しい．したがって，LUT を内蔵メモリとして用いることが有効な手段と考えら
れるが，現状の LUT は細粒度メモリで構成されており難しい．内蔵メモリとして利用する
場合は，ある程度粒度の大きい LUT が望ましい． 






































と評価実験を行った．シミュレーション環境は，SystemC 2.1.v1，波形出力は，GTK Wave 3.0.19（Windows 
XP SP2）の環境で行った． 
モデル化時のメモリ構成は8ビット×256ワードすなわち2048ビットの粗粒度メモリを前提としたが，
フラグ信号 2 ビットが追加され，10 ビット×256 ワード構成のメモリが必要となった．出来るだけ特殊
なメモリを利用しないため 2048 ビットの粗粒度メモリを 2個準備し，一つは 8ビットカウンタ用の真理
値表を，もう一つにはフラグ信号用の 2ビットを実装し評価を行った． 
図 3-2 に SystemC でモデル化した初期の 8 ビットカウンタモデルのシミュレーション結果を示す．ま



















図 3-1 初期のメモリを使った 8ビットカウンタモデル 
 
図 3-2 のシミュレーション結果および図 3-3 のシミュレーション波形からも，カウンタ機能が問題な







































図 3-2 16 カウントのシミュレーション結果 
 
 
|| C  |   A OO E | RRR | A A A |   A | ZZ C
|| R  |   C 89 N | SZZ | D D D |   D | 11 F
|| SC |   1 11 1 | T98 | D D D |   D | 66 G
|| TE |   1 11 1 | 0 9 | 3 2 1 |   4 |  3 1
-------------------------------------------
|| 10 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0
|| 00 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0
|| 00 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0
|| 01 | 255 00 1 | 111 | 0 0 0 |   0 | 11 0
|| 11 |   0 10 1 | 011 | 0 0 1 |   1 | 11 0
|| 11 |   1 10 1 | 001 | 0 0 2 |   2 | 11 0
|| 11 |   2 10 1 | 001 | 0 0 3 |   3 | 11 0
|| 11 |   3 10 1 | 001 | 0 0 4 |   4 | 11 0
|| 11 |   4 10 1 | 001 | 0 0 5 |   5 | 11 0
|| 11 |   5 10 1 | 001 | 0 0 6 |   6 | 11 0
|| 11 |   6 10 1 | 001 | 0 0 7 |   7 | 11 0
|| 11 |   7 10 1 | 001 | 0 0 8 |   8 | 11 0
|| 11 |   8 10 1 | 001 | 0 0 9 |   9 | 11 0
|| 11 |   9 10 1 | 001 | 0 010 |  10 | 11 0
|| 11 |  10 10 1 | 001 | 0 011 |  11 | 11 0
|| 11 |  11 10 1 | 001 | 0 012 |  12 | 11 0
|| 11 |  12 10 1 | 001 | 0 013 |  13 | 11 0
|| 11 |  13 10 1 | 001 | 0 014 |  14 | 11 0
|| 11 |  14 10 0 | 001 | 0 015 |  15 | 00 1
|| 11 | 255 00 0 | 000 | 0 0 0 |   0 | 10 0
|| 11 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0
|| 11 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0
|| 11 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0
|| 11 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0
|| 11 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0
|| 11 | 255 00 0 | 000 | 0 0 0 |   0 | 11 0












































進めた．シミュレーション環境は，上述と同様の SystemC 2.1.v1，波形出力は，GTK Wave 3.0.19（Windows 














図 3-5 PMU アーキテクチャモデル 
 
3.3 PMU のマイクロプログラム制御方式 
この PMU アーキテクチャでは，CPU の PC の機能を実現するため，アドレス/フラグ制御部のセレクタ回
路の後段にアドレスのラッチ回路（FF）を挿入し，セレクタ回路と連動させることで入力するアドレスを

















５）メモリ仕様は SRAM を想定し，16 ビット×256 ワード構成の 4096 ビットとした．プログラマブル




















































図 3-6 PMU の水平型マイクロプログラム制御方式 
 















このメモリはフラグフィールドである上位 8 ビット，データフィールドである下位 8 ビットの出力が
分割されており，上位 8ビットはアドレス/フラグ制御部の STD に入力されるパスと後段に出力されるパ
スを持つ．下位 8ビットはセレクタ回路の入力につながるパスと後段に出力されるパスを持つ．ここで，
上位 8ビットはアドレス/フラグ制御部の STDに入力されるパスを経由してフラグ信号とマイクロ命令を
伝達する．これらのフラグ・マイクロ命令は STD に準備された専用デコーダにより解読され，PMU 内の制










Go to < ラベル名 >：分岐命令， 
if  < 条件 > then  go to < ラベル名 >：条件付分岐命令 
 





















ップ/1 サイクルのシーケンスを実行する．PMU が 256 ワードの場合は，256 ステップのシーケンスが 256
サイクルで実行される． 
次に，PMU 上に 3 ビットカウンタを実装する場合を例に，マイクロ命令/フラグの定義方法，真理値表
の実装およびその動作について述べる． 
 











次に，PMU のセレクタの選択信号（SSC）は当初 4 ビットで制御していたが，圧縮するためデコーダを
追加し 2 ビット構成とした．図 3-8 に示すように，セレクタの切り替えスイッチ 4 点（①内部データ帰
還ループ，②外部入力，③インクリメンタおよび④ホールド）に対してセレクタ制御命令を 2ビット， 






























図 3-9 3 ビットダウンカウンタの実装データとアドレス選択例 
 




















１）PC が指定するアドレスから次の命令を読み込む  
２）命令長分の PC を持つ 
３）制御部で命令をデコードする 
制御部はコンピュータの他の部分に対して命令を発行，繰り返しを行うため PC の値を替えたり，




3.3.2 PMU シミュレーションモデル 













図 3-10 PMU モデルの動作サイクル数 
 
















図 3-11 PMU アーキテクチャのシミュレーションモデル化と入出力信号 
 
次に，この新しい PMU モデルを使って，初期のモデルと同様の 16 カウントのシミュレーション実験
を行った．また，今回シミュレーションした 2種類のカウンタの結線と入出力信号を図 3-12 に示す．
まず始めに図 3-12(a)に示す 8ビットのカウンタで 16 カウントを一回行った後，停止するモデルのシミ
ュレーションを行った．そのシミュレーション波形を図 3-13 に示す．上段がシミュレーション全体の











（a）一回カウントで終了する結線   （b）カウントを繰り返す結線 
 




の入力アドレスは WADDR[7:0]と RADDR[7:0]の 2 つがあり，それぞれ Read Enable（RE）信号および
Write Enable（WE）信号によって SRAM の入力アドレスを選択する．これは外部からロジックモード信
号が入力されない限りメモリモードは継続する．データ制御部も同様に，LOGIC‗ENABLE 信号が入力され
ない限り制御信号は有効にならず，読み出しデータを加工せずにそのまま外部へ出力することができ







































このロジックリセット時に PMU 内の FF 等の 4サイクルのリセットが実行される．リセット完了後，自
律的に 16 カウントを実行し，16 カウント完了と同時に CFLAG を発行し，カウントを停止する． 
次に，図 3-12(b)に示した 8ビットカウンタを使って 16 カウントを繰り返し実行するカウンタのシミ
39 
 





















図 3-15 基本論理素子の課題と PMU アーキテクチャ 
 
以上のように，マイクロプログラム制御方式の採用と当初の想定した 2K ビットの 2 倍である 4K ビッ
トの粗粒度メモリを採用が最大の改善ポイントとなった． 
 





図 3-16 に FPSM を搭載したマイコン実装イメージを示す．ここで示すマイコンはノイマン型アーキテ
クチャで，マイコンの内部バスはメインバスであるメモリバスとバスステートコントローラを経由して



























図 3-16 FPSM を搭載したマイコンの構成例（実装イメージ） 
 




の実装率が 40％とすると 60％のリソースが使われないままとなる．この状況に対して，FPSM では，FPSM




3.4.1 PMU アレイ構成 
プログラマブルロジックデバイス配置構成は，前章の図 2-8 に示すようにアイランドスタイルが一般
的である．また，DRP も同様に隣接配線とデータフローを重視したアイランドスタイルが採用されている．









図 3-17 に PMU アレイの基本構成を示す．PMU と接続経路制御回路である SB が交互にマトリックス状に
配置される．この SB は入出力信号接続制御を行い，入出力信号経路を決定する．PMU は SB を介して複数
接続，組み合わせが行われるとともに，SB を介して MCU インタフェースに接続される．さらに MCU イン
タフェースを介して，マイコンの内部バスと接続される．PMU の両側はこの SB に挟まれた状態になって
いる．また，両端の列の SB は入力用と出力用が準備され，単独あるいは複数の PMU を使用する場合でも，















図 3-17 PMU アレイ構成 
 









3.4.2 MCU インタフェース 
FPSM は専用の MCU インタフェースを介してマイコンのメモリバスまたは周辺バスに接続される．図 3-









CPU が特定の FPSM のメモリ空間をアクセスすると，バスステートコントローラはアクセスされたメモ
リ空間がメモリ利用に設定されている場合は，メモリイネーブル信号（以下，CME）を，プログラマブル
ロジックデバイス利用に設定されている場合はペリフェラルイネーブル信号（以下，CPE）を発行し，図






















3.4.3 FPSM のメモリ管理とアクセス方法 
次に，FPSM のメモリ空間管理とアクセス方法の詳細について述べる．PMU のメモリ構成は 16 ビット×
256 ワードに決定したが，この FPSM 内の PMU は全てローカルな 256 ワードのアドレスになっている．マ
イコンはグローバルアドレスで FPSM をアクセスするため，FPSM 内の PMU の場所を特定するためにアドレ
スをグローバルアドレスから FPSM 内のローカルアドレスに変換する必要がある．そこで FPSM の MCU イ




























図 3-19 FPSM のメモリ空間管理 
 
MCU インタフェースは，マップド I/O 方式で FPSM のプログラマブルロジックデバイスに実装された周
辺回路のアドレスを管理する必要がある．CPU からはプログラマブルロジックデバイス上に実装された周
辺回路は，マイコンのメモリ空間にマップされたレジスタアドレスとして割り振られるメモリマップド
I/O 方式のため，FPSM をプログラマブルロジックデバイスと利用する場合は，実装される PMU の先頭ア
ドレスを使って，レジスタアドレスと同様の 1ワードのグローバルアドレスとして利用する．PMU を複数
使う場合も，同様にこれら複数の PMU の先頭アドレスを使った 1 ワードがグローバルアドレスとして割
り当てられる．以上によりプログラマブルロジックデバイス上に実装された周辺回路をメモリマップド
I/O として利用することができる． 
FPSM ではマイコンが持つ共通のメモリ空間上に FPSM の 2 倍のメモリ空間を確保する．これは FPSM を
全てメモリとして利用する場合のメモリ空間と，FPSM を全てプログラマブルロジックデバイスとして利




CPU が FPSM のメモリ空間にアクセスする場合は，マイコン上のメモリ空間に割り当てられた FPSM の全
メモリ空間に対して Memory Access Enable（MAE）を発行し“High”にする（図 3-19）．さらにメモリと
してアクセスする場合，バスステートコントローラはアクセスされたメモリ空間がメモリに設定されて
いる場合は，バスステートコントローラから CME 信号が発行されメモリ利用空間のみ“High”になり，所



















I/O のレジスタアドレスとして設定された 1 ワードのメモリアドレスを持つ周辺回路としてアクセスで
きる．このように，メモリと周辺回路を使い分けるために，図 3-19 に示す FPSM の MCU インタフェース
部にアドレス変換を設けている．図 3-20 にそのアドレス変換の選択方法を示す．バスステートコントロ
ーラはアクセスされたメモリ空間が FPSM のメモリ空間か周辺回路空間かを判定し，MCU インタフェース




SB は，PMU カスケードおよび並列接続用の経路選択回路である．図 3-21 にこの SB の概念モデルを示
す．SB は前段の PMU からの入力信号を入力セレクタで後段の PMU に出力するための経路選択を出力セレ
クタで行う．PMU 同士の信号のやり取りを行うローカル配線と SB 同士の信号のやり取りを行うグローバ
ル配線の 2 種類が用意されている．ローカル配線は一方向，グローバル配線は双方向のデータフローに
なっている．上部の SB と下部の SB との接続はこのグローバル配線を使って接続される．これら PMU 間
の経路情報は，各 SB 内に準備されたレジスタに格納され，SB 内の経路選択スイッチを制御している． 
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図 3-21 SB の概念モデル 
 
図 3-22 に SB モデルの回路構成を示す．基本的に PMU が複数個接続される場合は，PMU はデータフィー
ルドの 8ビットと CFLAG[1:0]のうち 1ビットおよび SEQ（SCC から信号名変更）の 3ビットを合わせた 4
ビットの制御信号の計 12 ビットの信号を他の PMU に送信する．そこで，柔軟性を保ちながらハードウェ
ア量を抑えるため，データフィールドのデータを上位 4 ビット，下位 4 ビットに分割およびフラグ信号
の 4ビット全てを 4ビット幅に標準化して入出力信号を取り扱う方式とした． 
SB には 4ビット幅の 4本のグローバル配線が接続され，SB に設けられたバススイッチを経由し，他の
SB を介して所望の PMU と接続される．SB は前段の PMU からの出力である 4 ビット幅の信号 3 本（IN1，
IN2，IN3）と上部 North SB からの 4ビット幅の 1本の信号が入力される．これらの中から所望の信号を
入力セレクタで選択し，グローバル配線に接続される．このグローバル配線のうち 1本は下部 South SB
への接続用に使われる．また，PMU のカスケード接続をする場合，前段の入力（IN1，IN2）をダイレクト
に次段の PMU に転送する場合を考慮し，2本のローカル配線が入力セレクタから出力セレクタに直接接続
されている．出力セレクタはグローバル配線からの 2 本の信号と前段の PMU から入力セレクタに入力し
た信号の内の 2 本の出力を選択し，計 4 本の出力信号を次段の PMU に出力する．加えて，出力セレクタ
は，FIFO 機能などの制御に必要な 4ビット制御信号の 1本，合わせて 5本の出力を制御する．これらは，

















図 3-22 SB の回路構成 
 
また，図 3-23 にこの SB を用いて，PMU アレイ上でメモリモードとロジックモード時の周辺回路を実装
して利用する場合の結線，動作イメージを示す．メモリモードでは，隣接の PMU をカスケードに結線して
利用する．ロジックモードでは，PMU 同士だけでなく SB 間での結線も行われ，ローカル配線とグローバ









































図 3-24 FPSM のブロックダイアグラム 
 
図 3-24 に FPSM のブロックダイアグラムを示す．4行×N列の PMU 構成とした．一般の 8～32 ビットマ
イコンで利用される周辺回路およびメモリは，8ビットから 32 ビットのワード長で利用される．PMU は 1
個で 8 ビットの基本論理素子を実現することができ，最大 32 ビットのワード長の周辺回路/メモリを実
装するため，PMU を 4 個/１行とした．これを一つのグループとし，PMU を 1 個から 4 個までのカスケー
ド接続あるいは 4個×N並列に任意に接続できる構成とした．各行にはアドレスバス，入力データおよび
出力データ用バスの 3本が配置され，PMU と接続されている．SB では入力データバス以外は他の SB から
の入力と PMU のローカル配線とグローバル配線で結合される． 
図 3-25 に 16 ビットのカウンタを実装した場合のイメージ図を示す．PMU を 2 個使い，PMU①は下位の
8ビットカウンタ，PMU②には上位 8ビットのカウンタが実装される． PMU①の CFLAG が 256 カウント毎
に出力される．この CF が SB を経由して，PMU②のイネーブル信号（EN）として入力にされると，PMU②が





図 3-25 PMU アレイで 16 ビットカウンタを実装する例 
 
また，図 3-17 の説明でも述べたが，このアーキテクチャの特徴から PMU の単独，あるいは複数接続す
る場合，一方向のデータフローとなるため，PMU の両端に入力用と出力用の SB を配置している．さらに，
16 ビット精度の PWM を実装する場合，一部の信号は上下，左右の PMU と SB を経由して PMU の信号を送受
信する必要があるため，SB と PMU はサンドイッチ状に配置される． 
PMU アレイに MCU インタフェースが付加され，これを介してマイコンのメモリバスあるいは周辺回路バ
スと接続される．マイコンとの信号のやり取りは，すべてこの MCU インタフェースを経由して行われる． 





のアーキテクチャを，SystemC のモデルベース設計手法を用いて開発した．この PMU は従来の PLD の基本
論理素子とは違い，粗粒度のメモリを用いマイクロ命令によって小規模なシーケンスプログラムが動作
する．CPU の PC と同様に，マイクロ命令を使ったアドレス制御が可能であり，シーケンシャル動作，条
件分岐/無条件分岐命令を実行し，プログラムされた動作とメモリ出力を行うことで，特定の機能を実現
（模擬）できる．ここでは，カウンタ/タイマ機能を実装し，モデルシミュレーションによる動作検証を
行った．また，PMU を複数結線するための SB とアレイ構成およびマイコンに内蔵するための MCU インタ
フェースを合わせ込んだ FPSM アーキテクチャを開発した．PMU アレイは，PMU×4 個/1 行とし，N列並べ
た構成となっており，基本的に 1行毎に機能実装を行うこととした．これにより 8ビットから 32 ビット
までのワード長に対応する機能が自由に実装可能になった．例えば，16 ビットのカウンタを実装する場
合は，PMU×2 個，32 ビットカウンタを実装する場合は PMU×4 個といった具合に，スケーラブルに実装
可能となった．さらにこれら PMU は 4K ビットの SRAM を想定しており，プログラマブルロジックとして












[3-1] https://www.renesas.com/ “ルネサス マイクロコンピュータ RX210 グループ ユーザーズマニュアル 
ハードウェア編” 
[3-2] H. Nakano, T. Iwao, T. Hishida, H. Shimomura, T.Izumi, T. Fujino, Y. Okuno, K. Arimoto, “An embedded 
programmable logic matrix (ePLX) for flexible functions on SoC,” Proceedings, IEEE Asian Solid-State 












次に PMU と SB によるアレイ構成で実装される代表的なマイコン周辺回路機能として FIFO，シリアル通
信インタフェース，PWM のシミュレーションモデルを構成し，動作確認を行った． 
また，上述のシミュレーション検証を行った機能モジュールの中から 8 ビット PWM 機能を選び，FPGA




4.2 PMU モデルと各周辺回路シミュレーション 
これらシミュレーション環境は上述の如く， SystemC 2.1.v1，波形出力は，GTK Wave 3.0.19（Windows 
XP SP2）で行った．PMU アレイに周辺回路の実装を行う場合の手順は， 
①リセットの実行：PMU と SB の全レジスタをリセット（デフォルト状態はメモリモード） 







































































































































の 4 種類で，これらは利用目的，選択アドレスおよび 3 ビットの type フラグ[2:0]で紐づけされ決定さ
れる．また，データフィールドには「Next Address」，「Branch Address」に加え，外部起因のアドレス/






の 4 種類で，これらは利用目的に合わせたデータフィールド，すなわち専用 LUT と紐づけされ利用され
る．この Type フラグ[2:0]は，利用目的に合わせ，12 種類に分類された専用 LUT を指定する． 
以上，8種類の PMU のマイクロ命令を使い，各周辺回路モデルの動作検証を行った．また，前章 3.3.1
節で説明したフラグフィールドの CFLAG および SCC 信号は，拡張のためそれぞれ 1ビットが追加され， 
CFLAG: 1bit[0] ⇒ CFLAG: 2bit[1:0] 
SCC：2bit[1:0] ⇒ SCC：3bit[2:0]（SCC から SEQ に信号名変更） 
に変更されている．これに伴い，シミュレーションモデルの入出力も増加したため，PMU のシミュレーシ
ョンモデルモデルと入出力を再定義した（図 4-2）． 
7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0
ASWinfo Rsv W T 0 Jump 無条件分岐 D[7:0]
ASWinfo 0 W T Auto Increment 連続シーケンス Address Reg. +1
ASWinfo 1 W T Conditional Reset 条件分岐 External Address / D[7:0] カウンタ
ASWinfo 0 TH TL Calc. Function 演算設定 External Address 演算
FH FL 1 TH TL 条件付ｲﾝｸﾘﾒﾝﾄ FiFo(下位４ビット）
FH FL FC TH TL 1 条件付ﾃﾞｸﾘﾒﾝﾄ FiFo(上位ビット）
Ctrl Info. 0 T 1 0 0 Ex.t. Jump 外部無条件分岐 External Address スルー
Ctrl Info. 0 T 1 0 1
Ctrl Info. T 0 Branch False Increment / D[7:0] 外部イベント待ち
Ctrl Info. T 1 Branch True D[7:0] / Increment 外部イベント待ち
Ctrl Info. S0 T 0 Shift Left External Address 左シフト



















































書き込みアドレスを WADDR に，読み出しアドレスを RADDR に入力する 






LOGIC_ENABLE に“0”，または HOLD_REQUEST に“1”を入力することで PMU の動作は停止 
・LOGIC_MODE，LOGIC_RESET：PMU のモード選択信号 
以下のモード設定 
メモリモード ：LOGIC_MODE ＝ “0” 
ロジックモード ：LOGIC_MODE ＝ “1” 
２）出力信号 
・DOUT[7:0]，FOUT[7:0]：PMU からのデータ出力 
FOUT はフラグフィールドからの，DOUT はデータフィールドからの出力 
 ・CFLAG，INFO[1:0]，ASW，AR0：制御信号出力 
他の PMU への制御信号に利用 
AR0 は現アドレス信号 RAR[7:0]の最下位ビット出力（＝RAR[0]） 






分岐のためのマイクロ命令を用い，さらに複数の PMU 利用時のアドレス制御にも用いられる． 
 
表 4-3 カウンタモデルで使用するマイクロ命令 
 
7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0










































ト値＝サイクル数を Nとした場合，の CFLAG=1 に設定するアドレス値 Aは， 
１）設定するカウント値は，“0”値からのアップカウントでは， 
カウントデータ ＝ N-１とする 
２）アップカウント時のアドレスとデータの関係は， 
アドレス：a，データ：d，とすると 
a + 1 = d 
となる 
３）設定するアドレス値 Aは， 
A + 1 = N – 1 
が成立し，したがって 
A = N – 2 
が求められる． 
























N = 17 とすると 
A = 17 – 2 = 15 
となる 
入力アドレスは上記の式から，アドレス値（0から開始）は， 
A = 15  
に CFLAG を設定する． 
この時，CFLAG は 2 ビット[1:0]あり，このうち[0]に“1”を設定する．この時の動作タイミングを図 4-
5 に示す． 
 
図 4-5 8 ビットアップカウンタの動作タイミング 
 
ここで，RAR は入力アドレス，DOUT は出力カウント値である．N=17 でカウントが終了すると CFLAG[0]=
“1”が出力されるとほぼ同時に PMU の入力 COND に信号として入力され，FF が初期化されると再びカウ
ントが繰り返される．次に，図 4-6 に 16 ビットカウンタ構成時の結線モデルを示す．8 ビットカウンタ




















5 6 7 81 2 3 4 1713 14 15 169 10 11 12
FF
FF0F0E 00 01 02 03 04 05 06 07 08 09 0A 0B 0C 0D 0E 0F FF 00 01
00 01 02 03 04 05 06 07 08 09 0A 0B 0C 0D 0E 0F 10 00 010F 10 02
FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF FF
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この 16 ビットカウンタの動作を図 4-7 に示す．PMU①は下位の 8 ビットカウンタに設定したカウント
値（最大 256 カウント）が完了すると，CFLAG が発行され，PMU①の CFLAG が LOGIC_ENABLE 信号として
PMU②の LOGIC_ENABLE に入力される．この時 PMU②は，PMU①のカウント数の繰り返し回数（最大 256 カ
ウント）が設定されており，PMU①の CFLAG 数をカウントする．PMU は自律的にカウントアップするよう
に設定されているため，PMU②はこの外部イベントである PMU①の CFLAG が，LOGIC_ENABLE 信号として取
り込み，自律的に動作が開始される． 
PMU①/②に供給されるクロックと同期して，PMU②の LOGIC_ENABLE に CFLAG が 1 回/クロック入力さ
れ，PMU②は 1クロック分だけアクティブになり，桁上げの 1カウントを実行する．これを繰り返し，PMU
②に設定された繰り返し回数，すなわち PMU①から CFLAG が出力された回数をカウントし，設定値に達し
たところで PMU②の CFLAG が発行され，双方の PMU の HOLED_REQUEST に入力され，カウントを停止する．
また，外部から双方の PMU に HOLED_RELEASE が入力されると，動作を再開する．すなわち，最上位バイト


























図 4-8 PMU のカウント制御（16 カウント後停止，再開） 
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図 4-8 にこのカウント完了後のホールド状態およびカウント再開の観測波形を示す．ここでは，16 ビ
ットカウンタで，16 カウントを一回で停止後，カウントを再開する波形となっている．このように PMU
の動作は，外部または自らイベント信号を利用して，CPU を介さず，自走するカウンタが実装できる．16
ビットカウントを一回で終了する場合は，結線で PMU①の HOLD_REQUEST に信号に PMU②の CFLAG を入力




最終的に，表 4-4 に示す 6種類のカウンタモデルを作成し，評価を行った．8/16 ビット長，繰り返し，
任意停止，一時停止/再開の機能を持つカウンタシミュレーションモデルを作成し評価を行った． 
 
表 4-4 PMU のカウンタモデルの種類 
 
 PMU の数 
カウンタの種類 8 ビット 16 ビット 
繰り返し 1 2 
任意 1 2 
















表 4-5 イベントキャプチャ/スルー機能モデルで使用するマイクロ命令 
 
7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0








図 4-9 にイベントキャプチャ/スルー機能モデルと，図 4-10 にイベントキャプチャ/スルー機能の真理
値表と動作を示す．PMU①には 8ビットの自走カウンタが実装され，常時カウンタが動作し，カウント値
が Dout から出力される．この時，キャプチャトリガが外部から PMU②の LOGIC_ENABLE に入力されると，




PMU①のカウンタ出力値（t） = PMU②の入力アドレス値（t） 




































表 4-6 シフトレジスタモデルで使用するマイクロ命令 
 
7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0
Ctrl Info. S0 T 0 Shift Left External Address 左シフト











PMU で 1 ビットシフトレジスタの基本動作を表現すると， 
・入力されたアドレス（またはデータ）に対し，左/右にシフトした情報を PMU のデータフィール
ドから出力する 
となる．そこで，データフィールドの真理値表と CF[1:0]を PMU の入力 COND の入力信号として利用する
事でこれを実現する． 





















図 4-11 一般的なシフトレジスタの構成 
CF[1] CF[0]




PMU で 1 ビットシフトレジスタの基本動作を表現する場合，入力する 1ビットシフトしたい値（アドレ
ス）が入力し，このアドレス値が 1ビット左シフトした値を出力すればよい． 
これを PMU に実装する場合は，メモリのアドレスとデータ，アドレス制御を使って実現する．この場合
は，左右 1ビットシフトレジスタの真理値表，Cond 信号および CFLAG 信号を利用して実現する．図 4-12
に PMU を使った左右 1ビットシフトレジスタの動作モデルを示す． 
 
(a)左シフト        （b）右シフト 
 
図 4-12 PMU のシフトレジスタの動作モデル 
 
図 4-13 に PMU の 1 ビットシフトレジスタのシミュレーションモデルを示す．左，右シフトレジスタと
も同じモデルであり，実装する真理値表で機能が決まる． 
図 4-14 にこのモデルに実装する左 1ビットシフトレジスタモデル（a），右 1ビットシフトレジスタモ
デル（b）の真理値表を示す．これらの真理値表は，各シフト専用に作られたもので，この真理値表にあ












図 4-13 PMU の 1 ビットシフトレジスタのシミュレーションモデルと入出力 
 
図 4-12（a）の左 1ビットシフトの真理値表において，PMU では上述の如く，入力アドレス値に対して，





表 4-6 に示したように，左 1ビットシフトの真理値表では，CF[1:0]が S₀（出力データの LSB に埋め込む
















（a）左 1ビットシフトの真理値表    （b）右 1ビットシフトの真理値表 
 
図 4-14 1 ビットシフトレジスタの真理値表とデータフィールド制御 
 









の値が右 1 ビットシフト値として出力される．次に，入力アドレスで右 1 ビットシフト時にキャリーが
発生するグループでは，例えば“0001”が入力された場合，Data[3:0]の値“0000”が右 1ビットシフト
値として利用できない．この時，S₇（出力データの MSB に埋め込む置換イネーブル）=“1”設定が有効と





図 4-13 の PMU の 1ビットシフトレジスタモデルに左 1ビットシフトレジスタの真理値表を実装してシ
ミュレーションを行った結果を図 4-15 に示す． 
 
 
図 4-15 PMU8 ビット左 1ビットシフトレジスタのシミュレーション波形 
 
入力アドレス RADDR[7:0] =“0000 0001”に対して，DATAOUT[7:0] =“0000 0010”が出力され，以降
入力アドレスに対して左1ビットシフトした出力値が出力され，問題なく動作していることを確認した． 
最終的に表 4-8 に示す 16 種類のシフトレジスタモデルを作成し，8/16/32 ビット長，シフト量（1 ビ
ット/2 ビット），および左右シフトとローテートの組み合わせでシミュレーションモデル評価を行った． 
 






いられる．PMU での演算では，外部から入力された 8ビットアドレスの上位 4ビット，下位 4ビットをそ
れぞれ演算対象データとし，その結果を真理値表に準備し，4ビットの加減算結果を出力する． 
アドレスの入力は外部レジスタからとし，データフィールドの真理値表には，キャリー信号入力（以
下，CI:Carry In）が無い場合（CI=0）の演算結果と CI が有る場合（CI=1）の双方情報を書き込んでお
 PMU の数 
シフトレジスタの 
種類 
8 ビット 16 ビット 32 ビット 
シフト量 
1 ビット 2 ビット 1 ビット 1 ビット 
左（論理シフト） 1 2 2 ― 
左（ローテート） 1 2 2 ― 
右（論理シフト） 1 2 2 ― 
右（算術シフト） 1 2 2 4 
右（ローテート） 1 2 2 ― 
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く．CI は，PMU の入力 COND の入力信号とし，データ制御部は CI の入力の有無によって出力を選択する． 
CFLAG[1:0]は，CFLAG[1] = 1 で上位 4ビット，CFLAG[0] = 0 で下位 4ビットを出力する．加算器の動
作は， 
・Addr[7:4], Addr[3:0], CI=0 入力時→CF[0],Data[3:0] 
・Addr[7:4], Addr[3:0], CI=1 入力時→CF[1],Data[7:4] 
となり，上位または下位のデータを Dout[3:0]として出力する． 
 
表 4-9 演算器モデルで使用するマイクロ命令 
 
7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0







図 4-16 に 4 ビット加算器のモデルと動作を示す．入力アドレスの上位 4 ビット，下位 4 ビットをそれ
ぞれ加算対象のデータと見なし，PMU のアドレス選択は外部レジスタに設定する．SRAM には，CI=1 の場
合の CFLAG 出力と演算結果を CF[1]と D[7:4]に，CI=0 の場合は，その CFLAG と演算結果を，CF[0]と D[3:0]
にそれぞれ格納する．例えば，CI=0 の時，1000 と 0111 の 4 ビット加算する場合，PMU にこれら 4ビット
情報（a[7:4]， b[3:0]）を入力アドレス Addr[7:0]=“1000 0111” とし，かつ CI=0 が入力された場合，
フラグフィールドとデータフィールが読みだされるが，入力された CI 信号によりデータ制御部で CI=0











図 4-16 PMU の 4 ビット加算器のモデルと動作 
 
ここで，出力された CF[1:0]は，キャリー信号として他の PMU の入力 COND に接続することで演算ビッ
ト幅を拡張することができる．PMU を 2 個カスケード接続して 8 ビット加算器を構成した例を図 4-17 に
示す． 
この場合，加算する値，すなわち入力アドレスが A=（a7, a6, ..., a0）および B=(b7, b6, ..., b0)
とすると，これらアドレスを各下位 4 ビットに連結したものを１段目の PMU に，各上位 4 ビットを連結
したものを 2 段目の PMU にアドレスとして与える．1 段目の PMU には CI=0 を与え，各データ制御部から
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出力された 2 段目の 4 ビットを上位 4 ビットとして，１段目の 4 ビットを下位 4 ビットとして連結する













図 4-17 PMU による 8ビット加算器モデル 
 
 PMU の加算方法（例，A + B = C） 
１）アドレス A = 0x81（1000 0001） 
アドレス B = 0x7F（0111 1111） 
4 ビットに分割して 1段目の PMU に入力する． 
下位 4ビットアドレス加算では，（0001 1111）が入力アドレスとなり， 
この時の出力値は，Cond=0，すなわち CI=0 となり，Data[3:0]が選択され， 
（0001 0000）CFLAG=1 となる． 
2）同じく，4ビットに分割して 2段目の PMU に入力する上位 4ビットアドレス加算では， 
（1000 0111）となる． 
この時の出力値は，1段目の PMU の CFLAG=1 が 2 段目の PMU の Cond に入力され，Cond=1， 
すなわち CI=1 となり，Data[7:4]が選択され， 
（0000 1111）CFLAG=1 となる． 
最終的に上位・下位の青字下線部が出力値として選択され（0000 0000）の Carry=1 となる． 
したがって，アドレス A（1000 0001）＋アドレス B（0111 1111）= C（0000 0000）CFLAG=1 
となる． 
図 4-18 に 8 ビット加算器 PMU のモデルを示す．また，図 4-17 に上記加算方法の例に示したシミュレ
ーション結果を示す．設計通りの計算結果が出力され，問題なく動作していることを確認した．この加算
シミュレーション波形では，この時の HEX 値が表示されている．また，この方法で，PMU を 4 個接続し，
16 ビットの加算器も評価した．図 4-20 にそのシミュレーションモデルの構成と結線を示す． 








DATAd4, d5, d6, d7 
a0, a1, a2, a3,  a4, a5, a6, a7
b0, b1, b2, b3,  b4, b5, ab, a7


























図 4-19 8 ビット加算器のシミュレーション結果 
 
 




表 4-10 PMU の演算器モデルの種類 
 
 PMU の数 
演算器 8 ビット 16 ビット 
加算器 2 4 




Communication Interface：SCI）および PWM を選びモデル評価を行った．また，この中から 8ビット PWM
を選び FPGA 上に実装・評価を行い，動作確認・波形観測を行った結果を述べる． 
 
4.2.2.1 FIFO モデル 
一般に FIFO は，データ通信などのデータ送受信のバッファとしてよく利用される（図 4-21）．様々な










図 4-21 一般的な FIFO の構成 
基本動作は， 
１）入力 Din に対して，FIFO のバッファメモリが満杯の場合，full 信号を“High”， 
出力 Dout に対しては，FIFO のバッファメモリが空いている場合，empty 信号“High” 
を発行する． 
２）書き込み側では，full 信号が“high”の状態では書き込みはできない．full 信号“Low”状態まで
待って，書き込みイネーブル信号 WE を使って書き込む． 
３）読み出し側では，Empty 信号が“high”の状態ではデータが空のため読み出しはできない．Empty
信号“Low”状態まで待って，読み出しイネーブル信号 RE を使って読み出す． 
この Write Enable（WE）/Read Enable（RE）は書き込みおよび読み込みポインタとしてステータス制
御部で管理される．この書き込みおよび読み込みポインタ部は PMU のインクリメンタが利用され，さら
に PMU を使ってバッファメモリ，カウンタ機能を実装して FIFO 機能の評価を行った． 





深さ 16 ワードとし，ステータスとして Full, Empty フラグをサポートする． 
図 4-22 に 16 ワードの FIFO シミュレーションモデルとその結線を示す．このモデルでは，PMU①は書
き込み，読み込みのポインタとステータス制御を行う．図 4-23 にその動作を示す． 
 
表 4-11 FIFO モデルで使用するマイクロ命令 
7 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0
FH FL 1 TH TL 条件付ｲﾝｸﾘﾒﾝﾄ FiFo(下位４ビット）
FH FL FC TH TL 1 条件付ﾃﾞｸﾘﾒﾝﾄ FiFo(上位ビット）






































図 4-23 PMU①の書き込み/読み込みポインタ制御 
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以上のような環境で FIFO の書き込み，読み込みと Full/Empty 信号の動作をシミュレーションで確認
した．その一例を図 4-24 に示す．ここでは，16 回の書き込みで Full 信号が，16 回の読み込みで Empty
が観測された． 
 
図 4-24 FIFO の Full/Empty 信号の確認 
 
 
図 4-25 FIFO の Read/Write 評価 
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次にその他の書き込み/読み込み条件でのシミュレーション結果を図 4-25 に示す． 
上段は,9 回書き込みを行った後，読み込みを 23 回実行した結果である．9回書き込みを行い，23 回の
読み込み中に，9 回目の読み込み実行後，Empty 信号が“High”に立ち上がるのが確認でき，9 回目以降
は空読み状態となり，Full error 状態となる． 
また，下段は 20 回の書き込みと 16 回の読み込みを行った結果である．16 ワードのバッファしかない
ため，書き込み 16 回目以降は上書き状態となり，16 回目以降 20 回目まで Full 信号が“High”となり，


















図 4-26 シリアル通信の概要 
 
基本動作は， 































次段に動作タイミング信号を出力する．PMU②は受信用のシフトレジスタで PMU①の CFLAG が
LOGIC_ENABLE に入力され動作する．PMU③は受信データレジスタとして機能する．PMU②の INFO 信号を
アドレスとして入力，スルー機能で 8ビット固定長のデータを出力し，連続的に受信データを出力する
動作を行う．図 4-28 にこのモデルの受信動作を示す．クロック同期式で，LSB ファーストで 8ビットデ
ータ（D0～D7）を受信する． 
 





※ SCK Serial Clock RxD Receive Data RSR Recieve Shift Register RDR Receive Data Register
D0 D１ D２ D３ D４ D５ D６ D７

































上この真理値表の入力アドレスを十進数で表現（“0000 0111”= 7 ）する．この真理値表では図 4-29
で示したフローチャートがアドレス 0から 24 までの 25 ステップ（サイクル数）で表現されている． 
最初の入力アドレス 0では，通信待ち状態となっている．これ以降は，各データ毎（D0～D6）で図 4-
29 に示した①サンプルタイミング待ち（SCK=1 の立ち上がりタイミング），②RxD サンプリング
（CFLAG=1 の立ち上がりタイミング），③SCK の 1 ビット期間終了待ちのいずれかの条件分岐判定が行わ
れる．アドレス 1～3までは D0 の判定，アドレス 4～6までは D1 の判定と D6 のアドレス 19～21 まで実














































ンを行った結果を図 4-31 に示す．RxD から試験用の受信データ“1011 0101”を入力すると，受信シフ
トレジスタはデータを受信，LOGIC_ENABLE が“High”のタイミングでデータを確認すると D0～D7 の順
に“1011 0101”を受信していることがわかる．これは LSB ファーストで受信した信号である．これを




















る．PMU②は送信用のシフトレジスタで PMU①の CFLAG が LOGIC_ENABLE に入力され，1ビット毎に送信














※ SCK Serial Clock TDR Transmit Data Register TSR Transmit Shift Register TxD Transmit Data
D0 D１ D２ D３ D４ D５ D６ D７


























図 4-34 送信動作のフローチャート 
 
説明の都合上この真理値表の入力アドレスを十進数で表現（“0000 0111”= 7 ）する．この真理値表
では図 4-34 で示したフローチャートがアドレス 0から 24 までの 25 ステップで表現されている． 
送信時では，SCK を監視し，SCK の立下りのタイミングによって，アドレス 0/アドレス 2またはアド
レス 1（CFLAG）の状態を判定して，送信開始時の PMU②のシフトレジスタのアドレス値（D0）を決め
る．これ以降，各データ毎（D1～D7）で図 4-35 に示した SCK の①1ビット期間開始待ち（SCK=0），②
TxD の更新（CFLAG=1 の立ち下がりタイミング），③サンプルタイミング待ち（SCK=1 の立ち下がりタイ
ミング）のいずれかの条件分岐判定が行われる．アドレス 0～2までは D0 の判定，アドレス 3～5まで
は D1 の判定と D7 のアドレス 21～23 まで実行され，最後のアドレス 24 では，INFO[0]=1 となり送信が
完了し，再びアドレス 0に移行する． 
以上のようなモデル構成に動作（サブルーチン）実装を行い，シリアル通信の送信シミュレーション
を行った結果を図 4-36 に示す．送信シフトレジスタ（TDR）に試験用送信データ“0011 0011”を入力
























図 4-35 送信制御シーケンスの真理値表と送信完了トリガ 
 
 




4.2.2.3 PWM モデル 
PWM は，図 4-37 で示したように．1波長の周期のパルス幅を自由に変更する事ができる．ここで，パル














設定することでデューティー比 Dを実現している．その一例を図 4-38 に示す． 
このように，PWM の制御精度を作るクロックの分周機能，PWM の周期決めるカウンタ機能およびデュー
ティー比を決めるカウンタ機能があれば PWM 機能を実現できる．そこで，3個の PMU を使って 8ビット精
度の PWM のシミュレーションモデルを構成した．8ビット PWM は，3個の PMU をそれぞれ分解精度設定部
（分周器），周期設定部（ダウンカウンタ）およびパルス幅制御部（ダウンカウンタ）の 3つの機能部品




















図 4-39 8 ビット PWM のモデル構成と結線および各 PMU の真理値表 
 
第 1 段目の PMU①は，システムクロックを 8 ビット（256）で分周し，PWM のパルス幅の制御ステップ
精度を設定する．設定は，C レジスタで行う．次に第 2 段目の PMU②は周期 T を第 1 段目の PMU①が生成
する分周した値をカウントして周期 t を生成する．このカウント値の設定は T レジスタで行う．最後に
第③段目の PMU③は，PMU②と同様に第 1段目の PMU①が生成する分周した値をカウントしてパルス幅（ま




a = (1/CLK)*C （ a:分解精度，CLK:システムクロック，C:分周設定値/C レジスタ設定値） 
で表される．ここで，分解精度 aは PMU①の Cレジスタで設定され，CFLAG1 として出力される． 
次に PMU②は PMU①分周の値を使って周期 tを決定する． 
t = a * T （ t:パルスの周期，a:分解精度，T:周期設定値/T レジスタ設定値） 
で表される．ここで周期設定値 Tは Tレジスタで設定され，CFLAG2 として出力される． 
最後に PMU③では PMU①分周の値を使ってパルス幅 w（デューティー比）を決定する． 
w = a * X （ w:パルス幅，a:分解精度，X:パルス幅設定値/X レジスタ設定値） 
で表される．ここでパルス幅設定値 Xは Xレジスタで設定され，CFLAG3 として出力され，パルス幅の Low
期間を定義する．以上により JK-FF から指定したパルス幅の波形が出力される．図 4-40 に PMU を用いた






















図 4-40 PMU を用いた 8ビット PWM の構成とシミュレーション波形 
 
ここでは，C レジスタ=5，T レジスタ=10，X レジスタ=5 が設定されたシミュレーション波形になって
いる．PMU①はシステムクロックを 5 分周した分解能の信号 CFLAG1 を出力し，次に PMU②はこの CFLAG1
を 10 回カウント後，周期 CFLAG2 を出力する．最後に PMU③は指定されたパルス幅の Low 期間として
CFLAG1 を 5 回カウントし，カウント終了時に CFLAG3 を出力する．CFLAG2 と CFLAG3 が JK-FF に入力さ
れ，デューティー50％の PWM の波形が出力され，問題なく動作することを確認した． 
 
4.2.3 PWM の FPGA 実装 
ここで，これまでシミュレーションで確認してきたモデルの中から，代表的なマイコン周辺回路として
8ビット PWM モデルを選択し，FPGA に実装して実験を行った．市販の ALTERA 社 StratixII 搭載 FPGA ボ
ードを用い，別途作成した 8ビット PWM の Verilog HDL モデルをコンパイルし，FPGA にマッピングした．
図 4-41 にその回路図を示す． 
また，図 4-42 に 8 ビット PWM に実装した動作を示す．今回の実験では，パルス幅のデューティー比を
0％から 100％の間でアップ/ダウン変化させ，これを繰り返し自走させる．また，実験用回路には FPGA
ボードにあるスイッチを利用して，8 ビット PWM に任意に外部イベントを加えて，停止/再開させる










































  （a）          （b）  







ここでは，Cレジスタ = 15 ，T レジスタ = 10 ，X レジスタ = 3 が設定された波形になっている．
PMU①はシステムクロックを 15 分周した分解能の信号 CFLAG1 を出力し，PMU②はこの CFLAG1 を 10 回カ
ウント後，周期 CFLAG2 を出力する．PMU③は指定されたパルス幅の Low 期間として CFLAG1 を 3 回カウン
トし，この結果，JK-FF からはデューティー70％の PWM の波形が出力されているのが観測できた．以上の
ようにシミュレーションモデルの波形と同様の動作が確認できた． 
次に，FPGA への実装結果を表 4-12 に示す．FPGA 実装では，デバイスは ALTERA 社製 EP1S40F780C58，
ロジックシンセシスは同社から提供される QuartusII Ver6.1 を使用した．図 4-44 にこの実験で使用し
た FPGA ボード写真を示す．動作時のシステムクロックは 50MHz とした．また，FPGA ボードには ALTERA
社 NiosII の CPU が搭載されており，これを使用して PMU へのコンテキストの書き込みを行った．8ビッ
ト精度の PWM の FPGA 実装では，4K ビット× 3 個，計 12K ビットメモリと 345 個の LE (Logic Elements)
を使って実装されている．ここで使用された 8 ビットのカウンタ/タイマ，すなわち 1 個の PMU は 4K ビ
ットのメモリと 115 個の LE で実装されている． 
 



























表 4-13 マイコン周辺回路機能の検証結果 
 
   Number of PMUs 






 ✓  
Transmitter(Tx) ✓   
PWM 
8 bit Accuracy 1 output  ✓  
16 bit Accuracy 2 output   ✓ 
FIFO Memory R/W Buffer Size 
up to 16 Bytes ✓   
up to 256 Bytes  ✓  
 
4.3 結言 







ションモデルを構成し，動作確認を行った．確認した各マイコン周辺回路機と PMU の使用数を表 4-13 に
まとめた．また，PMU シミュレーションモデルの SB 結線において，256 バイトバッファ FIFO では，出力
されるフラグ出力数が増えたため，PMU の配置を工夫する必要が出てきた．この場合，使用する PMU は 3
個であるが，2行にわたって配置する必要が出てきた．これは 1行毎の出力段に JK-FF を１個のみ配置し
ているためであり，FULL および EMPTY フラグ２系統を JK-FF を経由して出力するため 2 行使った配置と
なった．このような実装ケースでは，実装効率の悪化を招くことが判明し，今後製品化する場合は，FPSM
の出力段を工夫する必要がある． 
さらにこの中から 8ビット PWM を RTL 設計し，FPGA 上で実装評価を行った．市販の FPGA ボードを使用
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第 5章 実験チップの試作と評価 
5.1 緒言 
前章では FPSM アーキテクチャのシミュレーションモデル設計とその評価，およびマイコン周辺回路の
FPGA 実装と動作検証について述べた．本章では，この FPSM アーキテクチャの実験チップの設計および試
作結果について述べる．今回，0.18μm CMOS 標準セルライブラリを用い，PMU 4×4 アレイ構成の FPSM 実
験チップを論理設計・実装設計および実験チップ試作評価を行った．また，ターゲット回路として 16 ビ
ットカウンタと FIFO を FPGA と FPSM 実験チップに実装した場合の実装面積，消費電力の比較を行った結
果について論じ，FPSM アーキテクチャの有効性を検証する． 
 
5.2 FPSM の論理合成 
前章で述べた FPSM アーキテクチャの仕様をもとに FPSM 実験チップのハードウェア設計を行った． 
0.18μm，1 層ポリシリコン，5層メタルの CMOS プロセスを用い，PMU 内の SRAM はライブラリのメモリ
モジュールを使い，論理部分は論理合成で設計した．Verilog HDL で記述し，論理合成には Synopsys 社
の Design Compiler を用いた． 
論理合成後の回路規模と面積を表 5-1 に示す．メモリ部は，1 個の PMU 内のメモリが 256 ワード×16
ビット＝4K ビット構成の SRAM であり，全体のメモリ容量は 4K×16＝64K ビットとなる．ロジック部の回
路規模は 2 入力 NAND 換算で，約 46k ゲートとなった．コア全体の面積は 1.86mm²で，このうちメモリが
1.28mm²，ロジック部分が 0.58mm²であった．ロジック部分は全体の 31%を占めている． 
 













今回，VDEC のチップ試作サービスを用いた．利用可能なチップサイズは 2.5 ㎜角であり，この有効面
積と配置配線マージンを考慮し，PMU 数は 4 行×4 列の 16 個のアレイ配列とした．また，レイアウト設
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計では Synopsys 社の自動配置配線ツール Astro を使用した． 
図 3-24 のような，行配列で PMU を１行に 4 個配置する場合，MCU インタフェースとつながるバスや SB
間をつなぐグローバル配線が長くなり，動作周波数の低下や消費電力の増加につながる．このため PMU を
マトリックス状配置することとし，そのフロアプランを図 5-1 に示す．PMU は SRAM 部と Logic 部を 1 ユ
ニットとし，SB を挟んで対に配置されている．この対を 2 つ並べてマトリクス状に 1 行 4 個の PMU を配
置している．更にこれを 2×2のマトリクス状に配置し，中央部に MCUインタフェース部を配置している．
この配置によりどの PMU もインタフェースからのバス配線がほぼ等距離になる．また，再構成の基本単

















図 5-1 16 個の PMU からなる FPSM のフロアプラン 
 






マトリックス状 69.9 61.1 2.37 
行配列状 65.0 58.5 2.59 
 
表 5-2 に，PMU アレイ配置による性能比較を示す．今回導入したマトリックス状のアレイ構成では面積
が 9％ほど小さくなり，かつ動作周波数もメモリ動作では 7.5％，周辺回路動作では 5.1％ほど行配列状
のアレイ構成よりも高速であることがわかった．  






（a）レイアウトプロット図      （b）実験チップ写真  
図 5-2 レイアウトプロット図と実験チップ写真 
 
5.4 試作と評価 
今回試作，評価した実験チップの諸元を表 5-3 に示す．0.18μm，1 層ポリシリコン，5層メタルの CMOS
プロセスを用い，PMU 4×4 アレイ構成の FPSM の設計を行った．PMU の SRAM はライブラリとして準備さ
れているメモリモジュールを利用した．実験チップのゲート規模は 2入力 NAND 換算で 46k ゲート，コア
部の面積は 2.265mm²である（ここで表 5-1 の面積 1.86mm²との差 0.41mm²は配線や空き領域によるもので
ある）．実験チップの消費電力は，目標動作周波数 50MHz，電源電圧 1.8V において，基本論理素子 PMU 単
位で約 1mW が得られた．また，shmoo plot により，電源電圧 1.8V 時で最大動作周波数 61.5MHz 動作を確
認した． 
 




















図 5-4 実験チップの評価フロー 
 
図 5-4 に実験チップの評価フローを示す．まず，評価環境を整え，チップ内のメモリ，レジスタの書き
込み/読み出しテストおよび SB の結線テストを行い，動作確認を行った．また，表 5-4 に示す論理演算
回路，マイコン周辺回路のコンテキスト，SB の結線情報を書き込んで動作確認を行った．次に動作限界







表 5-4 に示す．カウンタ/タイマおよびシフタの仕様は 8ビット毎にビット長を可変し，それに伴い PMU
の数が増えている．ここでは，8ビットカウンタは PMU1 個，32 ビットカウンタは 4個の PMU を使って
実装した．表中の“✓”は動作確認済みであり，当初想定した周辺回路機能が全て正しく動作する事を
確認した．また，この中から代表的な周辺回路機能として，8ビットカウンタ，16 ワード FIFO，シリア
ル送信インタフェース，16 ビット精度 PWM を実験チップに実装して波形観測した結果を図 5-5～図 5-8
に示す． 
図 5-5 の 8 ビットカウンタでは，16 カウント毎にカウント完了フラグを繰り返し発行されているのが
観測できた．次に，図 5-6 では 16 ワード FIFO の基本動作として，16 回書き込み/読み込みを繰り返し
実行させ，16 回書き込みで Full フラグ，16 回読み込んで Empty フラグを交互に発行していることが確




最後に，図 5-8 では 16 ビットカウンタを用いた 16 ビット PWM2 相出力の波形を示す．それぞれ設定
したデューティー比 40%および 20%の PWM 波形が観測された． 
以上の如く，表 5-4 に示した周辺回路の動作確認を行い，問題なく動作する事を確認した． 
 














































































上で測定し，この平均値に電源電圧 1.8V を積算し，消費電力を算出した（ただし，I/O 部の消費電力は
含まない）．各周辺回路で使用される PMU の数と算出した消費電力の平均値を表 5-5 に示す．測定時のク
ロック周波数は 50MHz である． 








1 2 3 4 8 
カウンタ 1.202 2.186 3.131 4.145 - 
シフタ 1.012 2.025 3.042 4.092 - 
演算器 1.012 2.050 3.111 4.158 - 
シリアル - - 3.208 4.183 - 
FIFO - 2.528 3.471 - - 
PWM - - 3.290 - 8.500 
平均 1.075 2.197 3.209 4.145 8.500 
 
5.4.3 shmoo plot 評価 















図 5-9 16 ビット精度 PWM を実装して測定した shmoo plot 
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最も動作負荷が掛かるマイコン周辺回路として PMU を 8個使用する 16ビット精度 PWM を実験チップ上
に実装し，波形が正しく観測できた場合を“pass”として計測を行った．この結果，電源電圧 1.8V 時の
最大動作周波数は 61.5MHz であった．また，動作限界電圧は約 0.9V であることを確認した． 
 
5.5 FPGA との比較 
FPSM で実現した周辺回路の面積と消費電力を比較評価するため，実験チップから得られた PMU の評価
結果を用い，同じ周辺回路機能を実装する FPGA と実装比較の考察を行った． 
表 5-3 より，PMU 部のチップサイズは 0.380mm×0.260mm=0.0988mm²である．このうちアドレス制御部
は 0.017mm²，SB は 0.0124mm²および MCU インタフェースは 0.06mm²である[5-1]．ここで MCU インタフェ
ースは共通部であり，FPSM に 1 個しかないので，無視できるものとした． 
表 5-6 に 16 ビットカウンタ（フリーランタイマ）と 256 ワード×8ビット FIFO を選択し，実装比較を
行った結果を示す．FPSM では，どちらも 2 個の PMU で実装可能である（FIFO のデータメモリは含まな
い）．実装面積は，上述で示した PMU と SB を加算したものの 2倍となる．PMU１個の実装面積が 0.0988 ㎜
²＋0.0124 ㎜²=0.1112 ㎜²であり，ここでは 2個使用するため，実装面積は，2倍の 0.222 ㎜²となる． 
また，表 5-5 より 1ｍW/PMU（＠50MHz）であり，動作周波数 20ＭＨｚにおいては，0.4mW/PMU（＠20MHz）
とした．ここで，PMU の特徴でもあるが，16 ビットのカウンタを実装した場合，下位 8ビットの活性化率
は 100％であるが，上位 8 ビットのカウンタは１/256 の活性化率しかないため，消費電力はほぼ 1 個の
PMU の消費電力とみなしてよい．これは FIFO も同様である．したがって，どちらも消費電力は 0.4mW と
なる． 
 








1）電力は，ほとんどのサイクルにわたって 1個の PMU しか動作しないので，PMU の数とは無関係 
2）ALTERA 社 Stratix II の実装実験結果 
3）Ref.2 の 0.22μm データから変換したデータ [5-2] 
4）データメモリは含まない 
 
Stratix と Cyclone の LE の基本構造がほぼ同じであり，今回は ALTERA 社 Stratix II シリーズ[5-4]の
FPGA を比較対象とし，面積と消費電力の評価を行った．ここで，Stratix II の基本モジュールである
Adaptive Logic Module（ALM）の上述の回路実装に必要な ALM 数を ALTERA 社のコンパイラツール Quartus 










Area 3) Power 3)
(mW@20MHz)
Free Run Timer
(16 b) 2 0.222 0.4 9 0.23 1.12
FIFO







と 256 ワード×8ビット FIFO を実装するため，コンパイラツールを使ってコンパイルした結果，16 ビッ
トカウンタ（フリーランタイマ）実装では，ALUT が 9 個，256 ワード×8ビット FIFO 実装では 19 個使用
する結果が出た．ここで，Xilinx 社 Vertex のスライスは Stratix II ALM にほぼ等しいため[5-3][5-4]，
CLB = 2 スライス= 2ALM と仮定し，Xilinx 社 CLB の数に変換する．以上の仮定のもと，ALM の面積と消
費電力を Xilinx 社 Vertex のデータから変換し，導き出すこととした（参考文献[5-2]の表 II を参照）． 
0.22μm のプロセス技術で，動作周波数 20MHz，電源電圧 2.5V で，CLB あたりの平均面積と平均消費電
力はそれぞれ 0.0780mm2 と 0.587mW（標準偏差は 0.022mW）である．ここで，ALM の密度が上記の CLB の
半分であると仮定し，0.18μm プロセス技術における ALM の面積は，Ref[5-2]の CLB の平均面積に（0.18
μm/ 0.22μm）²を掛けて算出することとした． 
したがって，9個の ALM を使用する 16 ビットカウンタの面積は，0.23mm²，19 個の ALM を使用する 256
ワード×8ビット FIFO の面積は，0.50 ㎜²となる．消費電力は fCV2 を考慮すると，（0.18μm/ 0.22μm）
と（1.8 V / 2.5 V）²のデータを掛け合わせることにより，0.22μm のデータを 0.18μm のデータに変換
し算出し，それぞれ 1.12mW，2.36mW となる． 
以上により，16 ビットカウンタでは FPSM は FPGA とほぼ同等の実装面積で消費電力は約 1/3，256 ワー
ド×8 ビット FIFO では FPGA の実装面積の約 1/2 以下で消費電力は約 1/5 以下となった．また，FPGA 上
では，16 ビットカウンタと 256 ワード×8 ビット FIFO の実装を比較すると，FIFO では，面積が約 2 倍，
消費電力も約 2倍となっているが，FPSM ではどちらも同じ面積と消費電力で実現できている． 
 
5.6 結言 
0.18μm の CMOS プロセスを用いて，FPSM の実験チップを試作した．実験チップのゲート規模は 2 入力
NAND 換算で 46k ゲート，コア部の面積は 2.265mm²である．カウンタ/タイマ，シフタ，シリアル通信イン
ターフェース，FIFO，PWM 等，想定した周辺回路機能が全て再構成でき，かつ動作することを確認した． 
実験チップの消費電力は，目標動作周波数である 50MHz，電源電圧 1.8V において，基本論理素子 PMU 単
位で約 1mW が得られた．また，shmoo plot により，電源電圧 1.8V 時で最大動作周波数 61.5MHz 動作を確
認するとともに，動作限界電圧が 0.9V であることを確認した． 
さらに，今回限定的ではあるが，16 ビットカウンタと 256 ワード×8 ビット FIFO を FPSM および FPGA
において実装比較を行い，カウンタおよび FIFO に関しては，FPSM は FPGA の実装面積の同等か半分以下，
さらに消費電力については FPGA の約 1/3 から 1/5 程度少ない消費電力になることを確認した．限定的な
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第 6章 パケットフィルタ応用 
本章では，PMU アーキテクチャをベースにしたハッシュ探索を行う回路を提案し，一致/不一致検出回
路の一致検出回路と組み合わせることで，高スループット，かつ低消費電力なパケットフィルタ回路を


































































図 6-2 に不一致検出回路を示す．不一致検出回路では通常，照合データとルールテーブルの長さは 2ⁿ
ワード×1 ビットのサイズが必要となる．IPV6 を想定した場合，2512ワード×1 ビットといった膨大なメ
モリサイズが必要となる．このメモリサイズを小さくするため，ルール長 512 ビットを 8 ビット毎に分























インデックステーブルの定義を表 6-2 に示す．一致条件の先頭 8 ビットをアドレスとし，そのアドレ
スと同じ一致条件がインデックステーブル上に登録されているか否かの Match Flag（MF：1 ビット情報）
と，登録済みの場合には，その一致条件が格納されているルールテーブルの Index Address（IA：9 ビッ






















































表 6-2 インデックステーブルの定義 
 
 









ールテーブルの RAM 部は PMU と同様，データフィールド（以下，FLT）には 512 ビットの一致条件ルール
データ，フラグフィールドには 1ビットの Valid bit（VB）信号，Next Flag（NF）信号および 9ビット
の Next Address（NA）がセットされる．登録される一致条件ルールは，先頭の 8ビットで分類され，先
頭 8 ビットが共通である一致条件ルールは１つのグループとみなす．VB は，FLT に一致条件ルールが登
録されているかどうかを示し，VB = 1 で登録有，VB = 0 で登録無を意味する．NF は，同じグループに属
するルールが以降のアドレスに格納されているか否かを示し，格納されている場合は，NF = 1 となり，
この場合は NA フィールドに次の条件が格納されているルールテーブルのアドレスを格納する．同じグル
ープに属するルールが以降のアドレスに無い場合は，NF=0，NA=0 が格納される．表 6-3 にこれらフラグ
フィールドの制御信号の定義を示す． 
ルールテーブルのメモリ容量は，最大 512 ルールの登録を前提に，1 ビットの VB，512 ビットの FLT，









場合，まず先頭の Z1 がアクセスされ，ルールデータをコンパレータに出力する．この時，NF=1 の場合，
グループ Zのルールが複数あり，NA で示されたルールテーブル内のアドレスに Z2 の値が記憶されている
ことを示す．このアドレスは PMU 内の帰還ループと入力選択セレクタを経由し（図 6-3），PMU 内のこの
NA のアドレスをアクセスし，Z2 のデータをコンパレータに出力する．上述と同様に NF=1 であれば，次
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の Z3 のデータが存在し，再び NA に示されたアドレスをアクセスし，Z3 のデータをコンパレータに出力
する．この時，NF=0 で NA が“/”になるとグループ Z の終端を意味し，ハッシュのグループ Z の探索は
終了し，次のインデックステーブルからのアクセスを待つため，入力選択セレクタが帰還ループからイ















図 6-4 PMU を利用したリンクリストハッシュテーブルの動作 
 































512 ビットの Rule a0 が読みだされコンパレータに出力する．この時，VB=1，NF=1 が登録されており，
表 6-2 に示すように同じハッシュのグループが存在していることを示し，NA に登録された次の 9ビット
アドレスが帰還ループ，入力選択セレクタを経由し，再びルールテーブルをアクセスする．この場合，
NA=2 であり，ルールテーブルのアドレス“2”をアクセスし，上記と同様に 512 ビットの Rule a1 をコ






タの Throughput（TP）を 1 秒間に判定処理できるパケット数で定義する．1 個のパケットを判定するた
めに必要な平均サイクル数を Cycle per Packet（CP）とすると，TP は， 
 ܶܲ ൌ ݂（クロック周波数）/ܥܲ, (1) 
で表される．登録されるルールおよび入力される照合データはランダムで，照合データとルールは n ビ
ットで，mビットずつ，L (=n/m) 個に分割する．従って不一致メモリの数は L個である．登録されてい
るルールの数は N 個とすと，照合データの m ビットが，1 個の一致条件の対応する m ビットと一致する
確率 は(1/2)mなので，i 番目の不一致テーブルにおいてN個のルールのどれとも一致しない確率pi は， 




ܲ ൌ 1 െ ሺ1 െ ݌௜ሻ௅ 
ൌ 1 െ ሼ1 െ ሺ1 െ ሺ1/2ሻ௠ሻேሽ௅. (3) 
で表される．提案するアーキテクチャでは，先頭 8ビットで条件を分類しているので，一つのグループに
属する一致条件の数は平均して N/256 個である．その時 CP は， 









 ܶܲ ൌ 1001 ൅ ܰ/256 ሾpacket s⁄ ሿ, (6) 
となる． 
Verilog 記述による RTL モデルを用い，TP をシミュレーションで評価した．照合データとルールは全て
512 ビット（=n）で，8ビット（=m）ずつ 64(=L)分割している．登録条件数は 512 個（=N）ある．512 個
の条件を乱数で生成し，そのうち 64×k(k=0,1, ..., 8) 個の条件を登録し，別途乱数で発生させた 5,000


















図 6-5 ルール数に対する TP の依存性 
 
また，不一致テーブルの最適な数を調べるため，ルール数と不一致テーブル数を変化させシミュレー
ションを行った結果を図 6-6 に示す．今回は一致条件/照合データのビット長を 512 ビットとし，分割
するビット長を 8ビットにしたので不一致テーブルの数は 64 個としている．不一致テーブル利用すれ
ば 2個でも TP が向上する効果が確認できた．また，目標 TP=80Mpacket/s に合わせた不一致テーブル数



















図 6-6 ルール数，不一致テーブル数に対する TP の依存性 
 
6.5 TEG チップと評価結果 
提案したパケット検索エンジンの TEG チップを 40nm 8 層メタル CMOS プロセスで試作を行った．図 6-
7 に TEG チップ写真およびレイアウトプロット図を示す．また，表 6-4 に TEG チップの諸元を示す．ルー
ルの登録数は 512，不一致テーブルは 512 ビットルールを 8 ビット毎，64 のセグメントに分割した，64
個である．VDD = 1.1V の電源電圧で，100MHz で動作することを確認した．この時，TP は 100 Mpacket/s













図 6-7 TEG チップ写真とレイアウトプロット図 
103 
 
表 6-4 TEG チップの諸元 
 
Technology 40nm 8 Metal CMOS process 
Core size 1,040ૄܕ×1,050ૄܕ 
Supply voltage 1.1 V 
Frequency 100 MHz 
Registration Rules 512 rules 
Rule Length 512 bits 
Throughput 100 M packet/s(Target 80M packet/s) 
Energy Dissipation 0.808 nJ/Search 
 
コアサイズは 1040um×1050um である．必要なメモリは，不一致テーブルで 256 ワード×1ビットが 64
個，索引テーブルで 256 ワード×10 ビット，ルールテーブルでは 512 ワード×523 ビットである．ただ
し，今回は，ライブラリの制限から表 6-5 のような構成になっている． 
 
表 6-5 実装メモリの構成 
 
Table Required Memory Implemented Memory 
Mismatch 256 words × 1bit × 64 256 words × 16 bits × 64 
Index 256 words × 10 bits  256 words × 16 bits 
Rule 512 words × 523 bits 
256 words × 16 bits × 2 
512 words × 48 bits × 11 
 
不一致メモリは 256 ワード×16 ビットの RAM を 64 個，索引テーブルは 56 ワード×10 ビットの RAM を
1 個で構成している．ルールテーブルは VB，NF，NA フィールドと FLT フィールドを別の RAM で構成し，
それぞれ，256 ワード×16 ビットを 2個，512 ワード×48 ビットの RAM を 11 個使用した．実装した RAM
の合計は 523K ビットで，必要な RAM の合計 280K ビットに対して 1.9 倍となった．ロジック規模は 2 入
力 NAND 換算で 11.6K ゲートである． 
消費エネルギーの測定結果を図 6-8 に示す．判定サイクル数が既知である照合データを入力し，連続で
判定動作を行わせて消費エネルギーEを測定した． 
一致検出のみの場合，判定サイクル数が 1 のときの消費エネルギーは E=0.455nJ/packet であった．ま
た，不一致検出回路利用で判定できた場合，判定サイクル数が 1 のときの消費エネルギーは
E=0.808nJ/packet（ビットあたり 1.58 pJ/b･search）であり，この内，不一致検出回路の消費エネルギ
ーは 0.353nJ/Search である．この消費エネルギーは一致検出回路のみの場合に比べ 1.77 倍となる．こ
こで，不一致検出回路で判定できた場合の消費エネルギーE=0.808nJ に注目する．不一致検出回路が無効
の場合，E=0.808nJ になる MC は 3.32cycle である．MC は一致条件登録数 N（ルール数）に依存するので，



































図 6-9 不一致検出回路の最適化による消費エネルギー変化予想 
 
図 6-6 から，不一致テーブル数を 64 個から 16 個に減らし，メモリ容量も最適化した場合，不一致検
出回路の消費エネルギーは 1/4 に低減可能である．図 6-9 に不一致検出回路の最適化による消費エネル
ギー変化予想を示す．不一致検出回路の消費エネルギーが 0.088nJ/Search となり，不一致検出できた場
合は 0.534nJ/Search となる見込みを得た．また，その値と不一致検出回路無効時の値が等しくなるのは
MC=1.52cycle である．つまり一致条件登録数 N≧134 であるときに消費エネルギーが改善される．不一致
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テーブルを 16 個に減らし，N=512 とした場合でも，不一致検出回路を利用する事で，一致検出回路のみ




案し，40nm CMOS プロセスを使って TEG チップを試作した．一致検出回路には 512 ビットの一致条件を最
大 512 個登録できるルールテーブル 1個，不一致検出回路の不一致テーブル数は 64 個とした．実装メモ
リは 523K ビット，制御ロジック部の回路規模は 2 入力 NAND 換算で 11.6K ゲートである．コア面積は
1040um×1050um=1.092mm2，電源電圧 1.1V において動作周波数 100MHz を確認した．最大 TP は
100Mpacket/sec(51.2Gbps)である． 
平均 TP を，RTL モデルでシミュレーションで測定し，一致条件登録数に関わらず，ほぼ全ての照合デ
ータが不一致検出回路で不一致判定できることが確認できた．512 個の一致条件を登録して不一致テーブ
ルの数を 16 個にすると，TP が 80.7Mpacket/sec（目標 80Mpacket/sec≒40Gbps）の場合，ルールテーブ
ル数を 64 個から 16 個に削減可能である事がわかった．その場合の不一致検出回路を用いない場合の TP
は 33.3 Mpacket/sec であり，約 2.4 倍に高速化する事が確認でき，ハッシュ探索との組み合わせにおい
ても有効性が確認できた． 
また，試作した TEG チップの判定動作の消費エネルギーを測定し，不一致検出回路で不一致判定でき
た場合，0.808nJ/Search となった．そのうち不一致検出回路の消費エネルギーは 0.353nJ/Search であ
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7.1 基本論理素子 PMU アーキテクチャ 
















また，このマイコン周辺回路の中から 8 ビット PWM を RTL 設計し，FPGA 上で実装評価を行った．市販
の ALTERA 社製 FPGA ボードを用い，3個の PMU を使って 8ビット PWM を実装した．実装には同社から提供
される QuartusII Ver6.1 を使用し，論理合成を行った．今回は SB 無しの実装であったがシミュレーシ
ョンモデル同様，設計通りの結果であった．以上により，モデルベース開発が有効な手段であることも確
認できた．さらに，今回提案した FPSM アーキテクチャを，0.18μm CMOS プロセスを用い，PMU 4×4 ア
レイ構成の FPSM 実験チップを論理設計・実装設計および評価を行った．ゲート規模は 2 入力 NAND 換算
で 46k ゲート，コア部の面積は 2.265mm²であった．カウンタ/タイマ，シフタ，シリアル I/O，FIFO，PWM
等，想定した周辺回路機能が全て実験チップ上に実装し，再構成できることを確認した．消費電力は，電
源電圧 1.8V，動作周波数 50MHz において，約 1mW/PMU が得られた．これらの結果から，ALTERA 社 Stratix 
II シリーズの FPGA と実装面積と消費電力の比較考察を行い，FPSM は FPGA の実装面積の同等か半分以
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下，消費電力は FPGA の約 1/3 から 1/5 程度の低消費電力化が可能であることがわかった．特定のマイコ











40nm 8 層メタル CMOS プロセスを用いて TEG チップを試作した． 
試作した TEG チップは，電源電圧 1.1V，動作周波数 100MHz において，ルール長 512 ビット，登録ル


















 また，現状の FPSM では，基本論理素子 PMU のメモリサイズは 4K ビットであり，PMU を結線するための
SB のロジック部の冗長比率が高い．さらに第 4 章でも述べたが，PMU アレイ構成で PMU を複数結線・配
置する場合，実装する周辺回路機能によって，本来 PMU が 4 個以内であれば，1行で収まる予定であった
が，利用するフラグ出力の都合で，PMU が 4 個以内でも 2行にわたって配置する必要が出てきた．これに
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より FPSM の実装効率が悪化する．今後マイコンに搭載する場合は，FPSM の出力段を工夫するとともに，
さらに効率の良いメモリの利用方法，かつプログラマブルロジックデバイスとしての利用するためのメ
モリの粒度や SB のスイッチ回路を簡略化など検討も必要と考える． 
FPSM はハードウェア設計スキルを必要としないマイコン周辺回路に特化した新しいプログラマブル
ロジックデバイスであり，さらに製品化に向けた冗長部分の簡略化や利用方法の開拓などの課題へ取り
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