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DIVISION SUBSPACES AND INTEGRABLE KERNELS
ALEXANDER I. BUFETOV AND ROMAN V. ROMANOV
Abstract. In this note we prove that the reproducing kernel of a Hilbert space
satisfying the division property has integrable form, is locally of trace class, and the
Hilbert space itself is a Hilbert space of holomorphic functions.
1. Introduction
In applications one often encounters one-dimensional determinantal point processes
governed by kernels having integrable form
(1) K(x, y) =
A(x)B(y)− B(x)A(y)
x− y
.
These are, for example, the sine-kernel [7], Bessel kernel [16], Airy kernel [15], gamma
kernel [4, 12], discrete sine-kernel [3], and discrete Bessel kernel [3, 9]. If an integrable
kernel K induces the operator of orthogonal projection onto a closed subspace H ⊂
L2(R), then it is shown in [5] that the subspace L has the following division property:
for p ∈ R, f ∈ H , if f(p) = 0, then
(2)
f(x)
x− p
∈ H.
The division property (2) lies at the centre of the proof in [5] of the quasi-invariance of
the corresponding processes under the group of compactly supported diffeomorphisms
of R, an analogue of the Gibbs property, cf. [14], for determinantal point processes.
Our first result, Theorem 2.1, establishes that the reproducing kernel of a real subspace
with the division property (2) admits an integrable representation (1).
The division property (2) naturally arises in the theory of Hilbert spaces of entire
functions called the de Branges spaces [2]; determinantal point processes corresponding
to de Branges spaces are studied in [6]. A stronger division property of a de Branges
space H requires, for f ∈ H, k ∈ R, that the function f(·)−f(k)
(·)−k also belongs to the
space H. The strong division property characterizes the important class of regular de
Branges spaces. Recall the following characterization of de Branges spaces: for any
de Branges space H there exists a Hermite–Biehler function E such that H coincides
with the set of entire functions f such that f/E and f ∗/E belong to the Hardy class
H2(C+), and the identity ‖f‖H = ‖f/E‖L2(R) holds for all f ∈ H. It is then natural to
search for a description of the reproducing kernel Hilbert subspaces in L2(R, µ) subject
to axiomatic conditions from [5] that ensure quasi-invariance of the corresponding
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determinantal processes in terms of functional parameter(s) in the spirit of the de
Branges theorem just mentioned. In the case when µ is the Lebesgue measure on R
such a characterization immediately follows from the elementary theory of the shift
operator, see the example in Section 3.
We next study the analytic properties of reproducing kernel Hilbert subspaces in
L2(R, µ) satisfying either of the division properties above. In Theorem 3.1 we establish
that if the strong division property holds then all the functions in the space H are
meromorphic on a natural domain with all poles contained in a discrete set depending
on the space H only. A standard example is the Paley–Wiener space, the range of the
sine-kernel. The strong division property fails, however, in many important examples
such as the Bessel and Airy kernels. In this situation one can at best expect that the
ratios of elements of a space with the division property be meromorphic on a natural
domain in the sense of Theorem 3.1. In Theorem 3.5 we establish exactly that. In
Corollary 3.7 we show that the weak division property implies that the kernel is locally
of trace class.
A brief outline of our argument is as follows. The division properties can be seen as
conditions for boundedness of the corresponding operators in H . The functions from
H can then be expressed as matrix elements of the resolvent of the division operators,
and the desired analyticity follows from the analyticity of the resolvent. The proof of
the integrability of the kernel localizes the argument from the original derivation [2,
Theorem 23] of the axiomatic characterization of de Branges spaces; see also [1] for
related calculations in a different context.
We fix some notation. Throughout the paper µ is a sigma-finite measure on R and
U ⊂ R is a Borel subset of R satisfying µ(R \ U) = 0. The symbol suppµ stands for
the smallest closed support of µ. A linear set H of Borel functions f on U satisfying∫
|f |2dµ <∞ is called a reproducing kernel subspace in L2(R, µ) if the set is closed in
the L2(R, µ) norm, and the functional f 7→ f(k) is bounded in the L2(R, µ) norm for
all k ∈ U . The reproducing kernel of the space H at a point w ∈ U is denoted either
by Kw or K(·, w), so f(w) = 〈f,Kw〉. The essential spectrum, σess(D), of a closed
operator D is the union of all non-isolated points in the spectrum of D and isolated
points whose corresponding invariant subspaces have infinite dimension.
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2. The weak division property and integrability
Theorem 2.1. Let H be a reproducing kernel subspace in L2(R, µ), and assume that
for any k ∈ U and f ∈ H satisfying f(k) = 0 there exists a unique function g ∈ H
such that f(x) = (x−k)g(x) for all x ∈ U . Then there exist functions A, B defined on
U such that for all x, y ∈ U , x 6= y, the reproducing kernel K of the space H admits
the integrable representation
(3) K(x, y) =
A(x)B(y)− B(x)A(y)
x− y
.
Remark 2.2. The theorem holds both in the continuous and the discrete setting: for
example, the measure µ can be the counting measure on Z.
Remark 2.3. A reproducing kernel subspace H is called real if for any f ∈ H the
function f ∗(k) : = f(k) belongs to H. If the space H is real then the functions A and
B in (3) can be chosen real.
Remark 2.4. The term integrable comes from the connection with the theory of inte-
grable systems discovered by Its, Izergin, Korepin and Slavnov in [8].
Proof. Fix an arbitrary point p ∈ U such that Kp 6≡ 0. To a point x ∈ U assign a
function φx by the formula
(4) (t− p)φx(t) = Kx(t)Kp(p)−Kx(p)Kp(t).
We have (t− p)φx ∈ H for any x ∈ U . By the division property, we have φx ∈ H , and
the relation
(5) 〈(t− p)φx, φy〉 = 〈φx, (t− p)φy〉
holds for all x, y ∈ U . Expanding the inner products in (5) and using the reproducing
kernel property we find
K(p, p)φy(x)−Kx(p)φy(p) = K(p, p)φx(y)−Ky(p)φx(p)
Substituting the definition (4) and multiplying by (K(p, p))−1(x−p)(y−p), we obtain
(6) (x− p)[K(p, p)Kx(y)−Kx(p)Kp(y)]− (x− p)(y − p)Ky(p)
φx(p)
Kp(p)
=
= (y − p)[K(p, p)Ky(x)−Ky(p)Kp(x)]− (x− p)(y − p)Kx(p)
φy(p)
Kp(p)
.
Set
(7) Ap(x) = (x− p)K(x, p), Bp(x) = K(x, p)− (x− p)
φx(p)
Kp(p)
.
From (6) we then have
K(x, y) =
1
K(p, p)
Ap(x)Bp(y)− Ap(y)Bp(x)
x− y
,
and the proof is complete. 
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Note that a pair of functions A and B for which (3) holds is recovered explicitly in
terms of the reproducing kernel by (7). This pair is non-unique, however the recovery
procedure is stable in the following sense.
Proposition 2.5. Let Hn, n > 0, be a sequence of real reproducing kernel subspaces
in L2(R, µ) having the same set U and satisfying the condition of Theorem 2.1 for
each n, Kn be the corresponding reproducing kernels. Assume that for each w ∈ U the
functions Knw converge to a non-zero limit, Kw, in L
2(R, µ) as n → ∞. Then there
exist sequences An, Bn of functions on U such that
(1) for any n > 0
Kn(x, y) =
An(x)Bn(y)− Bn(x)An(y)
x− y
;
(2) An and Bn belong to the space X = L
2(R,M), dM(x) = (1 + x2)
−1
dµ(x), and
converge in X as well as pointwise.
Proof. Fix an arbitrary p ∈ U . We will omit the subscript p in formulae (7). Note first
that An defined to be the right-hand side of the first equality in (7) with K = K
n,
belong to X for each n and converge in X . Then Kn(x, y) = 〈Kny , K
n
x 〉 converge as
well for each x, y ∈ U , hence An(y) converges for each y ∈ U . Fix an arbitrary y∗ ∈ U
such that limAn(y∗) 6= 0. Such a point y∗ exists since otherwise Kny → 0 in L
2(R, µ)
for each y ∈ U which contradicts the assumption. Let B˜n be the right-hand side of the
second equality in (7) with K = Kn. Assume that N is large enough in such a way
that An(y∗) 6= 0 for n > N . For n > N define
Bn = B˜n −
B˜n(y∗)
An(y∗)
An.
For all x, y ∈ U , x 6= y, we then have
Kn(x, y) =
1
Kn(p, p)
An(x)Bn(y)− An(y)Bn(x)
x− y
.
In particular, for y = y∗ we obtain,
Bn(x) =
Kn(p, p)
An(y∗)
Kn(x, y∗)(y∗ − x).
The sequence Kn(p, p) has finite limit, and the denominator has non-zero limit by the
choice of y∗. It follows that Bn ∈ X for all n > 0, and converges both pointwise and
in X . 
3. Division properties and analyticity
From now on we assume that the measure µ has no atoms. Throughout the rest of
the paper expressions of the form g/(x− p) ∈ H stand for the unique function f ∈ H
such that f(x)(x− p) = g(x). We write closU for the closure of U .
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Theorem 3.1. Let H be a reproducing kernel subspace in L2(R, µ) such that for any
k ∈ U we have the implication
(8) f ∈ H ⇒
f(x)− f(k)
x− k
∈ H.
Let N = {z ∈ C \ ∂U : (· − z)−1 ∈ H}. Then N is a subset of C \ closU , discrete in
C \ ∂U , and any function from H extends to a meromorphic function on C \ ∂U with
all poles lying in N .
The class of spaces satisfying (8) includes all regular de Branges spaces of entire
functions. If H(E) is a regular de Branges space [2] corresponding to a Hermite–
Biehler function E, then the condition is satisfied with dµ = |E|−2dt, U = R. The
class is not reduced to regular de Branges spaces, since adding any rational fraction,
(t− λ)−1, λ /∈ R, to a given space H produces another space satisfying (8).
Lemma 3.2. Let ν be a measure on C without atoms, let U be a Borel subset such
that ν(C \ U) = 0. Let L be a reproducing kernel subspace of L2(C, ν) of functions on
U , such that for any f ∈ L, k ∈ U we have
f(x)− f(k)
x− k
∈ L.
Then any point w ∈ U has a complex neighbourhood, Vw, such that any function f ∈ L
admits analytic continuation to Vw. The analytic continuation is given by the formula
(9) g(w + λ−1) = −λ
〈
(Dw − λ)
−1g,Kw
〉
,
where Dw : L→ L is the operator defined by the formula
Dw : f 7→
f(x)− f(w)
x− w
.
Proof. Take a point w ∈ U . The closed graph theorem and the reproducing kernel
property imply that Dw is a bounded operator in L. We now consider the resolvent of
the operator Dw. Solving the equation
f(x)− f(w)
x− w
− λf(x) = g(x)
for f and using the identity (r − s)DrDs = Dr − Ds valid for all r, s ∈ U , for any
λ ∈ ρ(Dw) such that w + λ−1 ∈ U we find
(10)
(
(Dw − λ)
−1g
)
(x) =
(x− w)g(x)− λ−1g(w + λ−1)
1− λ(x− w)
,
that is,
(Dw − λ)
−1 = −λ−1I − λ−2Dw+λ−1 .
Evaluating (10) at x = w we obtain (9). Since Dw is a bounded operator, the
right-hand side of (9) is analytic in λ in a neighbourhood of infinity, and tends to
〈g,Kw〉 = g(w) as λ→∞. Thus the right-hand side of (9) indeed defines the claimed
analytic continuation. 
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Proof of Theorem 3.1. We use the formula (9) for further analytic continuation of
g ∈ H , and, to this end, we localize the essential spectrum of Dw. Given a point
w ∈ U let P be the orthogonal projection in H on the subspace of functions vanishing
at w. Then A = P (x− w)−1 P is a bounded self-adjoint operator in H . We clearly
have Af = PDwf whenever f ∈ H , f(w) = 0, hence A is a rank 2 perturbation of Dw.
Note that
(11) σess(A) ⊂ clos
(
(suppµ− w)−1
)
Indeed, if x0 ∈ σess(A) then there exists an orthonormal sequence, en, such that
(A − x0)en → 0. Without loss of generality, one can assume that en ∈ RanP , so
that
P
1
x− w
en − x0en → 0.
We have
P
1
x− w
en =
1
x− w
en − (IH − P )Dwen.
The second term in the right-hand side goes to 0 in the strong sense as n→∞ because
Dw is bounded, IH − P is rank 1, and en goes to zero weakly. Thus
1
x− w
en − x0en → 0.
It follows that x0 belongs to the essential spectrum of the unbounded operator of
multiplication by 1/(x − w) in L2(R, µ), that is, x0 ∈ clos ((supp µ− w)
−1), and (11)
is proved.
By the theorem on preservation of the essential spectrum under relative compact
perturbations [10, Theorem IV.5.35] we find that
(12) σess(Dw) ⊂ clos
(
(suppµ− w)−1
)
.
For completeness, let us sketch the proof of this fact. Since Dw is a finite rank pertur-
bation of A, the sets {λ ∈ C : (A−λ) is Fredholm} and {λ ∈ C : (Dw−λ) is Fredholm}
coincide. As A is a bounded self-adjoint operator, the former set is connected, con-
tains a neighbourhood of infinity, and its complement is σess(A). Since Dw is bounded,
Dw − λ has bounded inverse defined on the whole of H for |λ| large enough, and
therefore for all λ /∈ σess(A) save for a discrete subset in C \ σess(A) whose points are
eigenvalues of Dw, by the preservation of the Fredholm index on the connectivity com-
ponent. It also follows that the invariant subspaces corresponding to these eigenvalues
are finite-dimensional, hence σess(Dw) = σess(A).
It follows from (10) that any point λ satisfying w+λ−1 ∈ U belongs to the resolvent
set of Dw, that is, setting ρˆw ≡ Cˆ \ σ(Dw), we have
U ⊂ ρˆ−1w + w.
This and (12) combined imply that the complement of the set ρˆ−1w + w is contained
in the union of ∂U and a discrete subset, M , of C \ ∂U which does not intersect U .
In particular, the set ρˆ−1w + w has one connected component, and it follows that any
function g ∈ H admits meromorphic continuation to the set C\∂U with all poles lying
in M . By construction for any λ ∈ M the number (λ − w)−1 is an eigenvalue of Dw
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with the eigenfunction (·−λ)−1. It follows that M = N , and we arrive at the required
assertion. 
The problem of description of subspaces satisfying the assumption of Theorem 3.1
will be considered elsewhere; here we limit ourselves to the following elementary ob-
servation.
Remark 3.3. The set N in Theorem 3.1 satisfies the Blaschke condition in the sense
that ±
∑
N∩C±
ℑz/(1 + |z|2) <∞.
Proof. Indeed, assume that the Blaschke condition is violated in, say, C−. A standard
argument shows that then the space H contains the space H2+(µ), the closure of the
rational functions with poles in C− in the norm of L
2(R, µ). There exists a set, Ω ⊂ R,
of µ-measure zero such that for any rational function, f , of the form (t− z)−1 where z
ranges over rational points in C−, the value 〈f,Kw〉 coincides with f(w) for w ∈ R\Ω.
Fix a y ∈ R \ Ω and an arbitrary sequence zn ∈ y + iR− of rational points converging
to y. Then
fn(t) = (y − zn) (t− zn)
−1 (t+ i)−1
converges to zero in L2(R, µ) as n→∞, hence fn(y) = 〈fn, Ky〉 → 0, a contradiction.

Example. Let µ be the Lebesgue measure on R, U = R. In this case one can
describe all the real spaces H obeying the property (8). According to Theorem 3.1
the elements of the space H extend to meromorphic functions with poles in a set
N ⊂ C \ R. We will assume for brevity that the eigenspaces of Dw corresponding to
the points of N are one-dimensional. Then the space H can be represented as a linear
sum, H = clos(X+˙Y ), of the space
X =
∨
λ∈N
1
x− λ
and a space of entire functions Y . The space Y is a de Branges subspace in L2(R).
Condition (8) means that Y is a regular de Branges space, and therefore it coincides
with the Paley–Wiener space PWa for some a > 0. Let Θ± be the Blaschke products
corresponding to the sets N ∩ C±, respectively. By the elementary theory of the shift
operator [11] the space X then coincides with K+ ⊕K−, K± : = H2± ⊖ Θ±H
2
±. Since
the inner functions eiaz and Θ± are relative prime, we find that
(13) H =
(
Θ+e
ikaH2+ ⊕Θ−e
−ikaH2−
)⊥
.
We have established that any subspace in L2(R) with the division property (8) has the
form (13). Conversely, for any set N ⊂ C \R satisfying the Blaschke condition in each
halfplane C± and having no accumulation points at finite distance the space H defined
by (13) obeys (8). In particular, the sine process corresponds to the case when N is
empty, and H = PWa.
The Hitt–Sarason theorem [13] gives a complete description of the subspaces X of
the Hardy class H2 in the unit disc such that f ∈ X , f(0) = 0 implies f(z)/z ∈ X
and allows one to generalize the example just considered.
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Remark 3.4. In the standard examples of determinantal processes the set N is empty.
It would be interesting to give a probabilistic interpretation of processes with non-empty
N . This question makes sense already in case when N consists of a single point,
λ ∈ C−, and H = PWa+˙L{(t − λ)−1}, so that the corresponding reproducing kernel
has the form
K(x, y) =
sin(x− y)
π(x− y)
+ C
ei(x−y)
(y − λ)(x− λ)
where C is a normalization constant depending on λ.
According to the following theorem, the weak division property (2) implies an ana-
lyticity property for ratios of functions from H , rather than the functions themselves.
To illustrate this point by a simple example, let ρ be a positive function on R, not
analytic at any point, and let H = ρPWa. Then H is a subspace in L
2(R, ρ−2dt) which
satisfies (2) but no non-zero element of H admits analytic continuation.
Unlike the strong division property (8), condition (2) allows for the situation when
all the functions in H vanish on a set Ω ⊂ U . Should this happen, one can always
consider the measure χR\Ωdµ and the set U\Ω instead of µ and U respectively. Without
loss of generality we can therefore assume that the space H separates zeros, that is,
for any p ∈ U there exists an fp ∈ H such that fp(p) 6= 0.
Theorem 3.5. Let H be a reproducing kernel subspace in L2(R, µ) that separates zeros
and such that for any k ∈ U we have the implication
f ∈ H, f(k) = 0 =⇒
f
x− k
∈ H.
Then for any p ∈ U the following holds.
(1) The set of accumulation points of zeros of the function Kp is contained in
∂U ∪ {∞}.
(2) There exists an open neighbourhood Vp ⊂ C of p such that for any f ∈ H the
function f/Kp extends to an analytic function in Vp.
(3) There exists a discrete subset Np ⊂ R \ ∂U , such that for any f ∈ H the
function f/Kp extends to a meromorphic function in C \ ∂U all whose poles
are contained in Np.
Proof. Let p ∈ U and set ρ(p) = 1/Kp(p). Define the operator, Dp : H → H , by the
formula
Dp : f 7→
f − ρ(p)f(p)Kp
x− p
.
This operator is bounded by the closed graph theorem (we have already used this
argument in the proof of Theorem 3.1). Solving
f(x)− ρ(p)f(p)Kp(x)
x− p
− λf(x) = g(x)
for f , we find that for any λ ∈ ρ(Dp) there exists a constant C(p, λ) such that
(14)
(
(Dp − λ)
−1g
)
(x) =
(x− p)g(x) + C(p, λ)ρ(p)Kp(x)
1− λ(x− p)
.
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Assume p+ λ−1 ∈ U . Substituting x = p + λ−1 we have
1
λ
g
(
p+ λ−1
)
+ C(λ, p)ρ(p)Kp
(
p+ λ−1
)
= 0.
Note that Kp(p+ λ
−1) 6= 0, for otherwise we would have g(p+ λ−1) = 0 for all g ∈ H
in contradiction with the assumption that H separates zeros. Consequently,
(15) C(λ, p) = −λ−1Kp(p)
g(p+ λ−1)
Kp (p+ λ−1)
.
The same calculation shows that if Kp(p+λ
−1) 6= 0 then λ ∈ ρ(Dp) and the resolvent is
given by the formulae (14) and (15). Thus a point λ satisfying p+ λ−1 ∈ U belongs to
the resolvent set ofDp if and only ifKp(p+λ
−1) 6= 0. Since Dp is a bounded operator we
infer that for a sufficiently small ǫp > 0 we have Kp(t) 6= 0 for all t ∈ U ∩(p−ǫp, p+ǫp).
Evaluating (14) at x = p we obtain that for any λ such that p + λ−1 ∈ U and
Kp(p+ λ
−1) 6= 0 we have
(16)
g(p+ λ−1)
Kp (p+ λ−1)
= −λρ(p)
〈
(Dp − λ)
−1g,Kp
〉
This formula defines an analytic continuation of the function g/Kp to an open neigh-
bourhood, Vp, of p with Vp independent of g. In particular, the set of zeroes of g lying
on U ∩(p−ǫp, p+ǫp) is discrete for ǫp > 0 small enough unless g ≡ 0. Varying p over U
we obtain that for each p ∈ U there exists an interval Ip, p ∈ Ip, such that g vanishes
on U ∩ Ip at an at most discrete set. It follows that the zeros of g can only accumulate
at ∂U ∪∞. Applying it to g = Kp and taking into account that if Kp(p + λ−1) 6= 0
then λ ∈ ρ(Dp), we find that ρ(Dw)−1 + w contains all points in U \ Σ for a discrete
subset Σ ⊂ U . Arguing as in Theorem 3.1, we see that C \ supp µ is contained in
ρ(Dw)
−1 + w except possibly for a subset discrete in C \ suppµ. It follows now from
(16) that the function f/Kp extends to a function meromorphic in the complement of
the set Ω = {z ∈ R : Kp(z) = 0} ∪ ∂U with poles in a set Np discrete in C \ Ω and
independent of f ∈ H . In fact, Np is a subset of σd(Dp)−1 + p.
It remains to check that Np ⊂ R and that the points z ∈ Ω, z /∈ ∂U , are actually
either poles, or regular, for f/Kp. Let Q be the orthogonal projection in H on the
subspace of functions vanishing at p, A be the operator of multiplication by the function
(p− ·)−1 defined on RanQ by the assumption. With this notation, Dp = AQ. Define
a bounded operator, Tp, in H by Tp = QAQ. Obviously, Tp is a rank 1 perturbation of
Dp. We claim that σp(Tp) = σp(Dp). Indeed the obvious relation QDp = TpQ implies
that σp(Dp) ⊂ σp(Tp). In the opposite direction, let f ∈ H satisfy QAQf = λf ,
λ 6= 0, then f ∈ RanQ hence QAf = λf . Applying A to this equality we find that
Dpg = λg for g = Af . The inclusion Np ⊂ R is now immediate since the operator T
is self-adjoint.
Let z be an interior point of U such that Kp(z) = 0, and let w be defined by
z = p+w−1. Then z is not an accumulation point of poles of f/Kp, since the zeroes of
Kp are discrete in U , and therefore a punctured neighbourhood of w belongs to ρ(Dw).
It follows that w is an isolated point of σ(Dp). Using again the theorem on preservation
of the essential spectrum under relative compact perturbations [10, Theorem IV.5.35],
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this time in another direction, we find that w is either an accumulation point for
eigenvalues, or an isolated eigenvalue, for the operator Tp. The former is ruled out
by the equality σp(Tp) = σp(Dp). A straightforward calculation shows that a non-zero
eigenvalue of Tp is simple, and the eigenvalue 0 has multiplicity at most 2. It follows
that w belongs to the discrete spectrum of Tp, and therefore, of Dp. This implies
that the resolvent of Dp has a pole at w, from whence the point z is not an essential
singularity of f/Kp, as required. 
Remark 3.6. The setting of Theorem 3.5, in which the ratios of elements of H are
analytic, but the elements themselves are not, is realized, in particular, for the Bessel
kernel where the functions f ∈ H are only analytic in the slit plane C \ {t : t ≤ 0}.
If the set U is open, then we say that the reproducing kernel is locally of trace class
if for any compact Ω ⊂ U the operator χΩKχΩ is of trace class; here χΩ stands for the
operator of multiplication by the indicator function of the set Ω, and K is the integral
operator in L2(R, µ) defined by the kernel K(x, y).
Corollary 3.7. Under the assumptions of Theorem 3.5 the reproducing kernel is locally
of trace class.
Proof. Let A and B be the functions from the representation of the reproducing kernel
of Theorem 2.1. By Theorem 3.5, for each p ∈ U there exists a neighbourhood, Vp ⊂ C,
of p such that the ratio Kx/Kp is analytic in it for all x ∈ U , that is the function
F (w) =
A(x)B(w)−B(x)A(w)
A(p)B(w)−A(w)B(p)
p− w
x− w
is analytic in w in Vp. Let
m(w) =
A(w)
B(w)
.
Assume first that B(p) = 0. Then A(p) 6= 0, for otherwise Kp ≡ 0, and we infer that
the function
(A(x)− B(x)m(w))
p− w
x− w
is analytic in Vp. Picking an x such that B(x) 6= 0 (this is possible for otherwise
B ≡ 0, whence Kx ≡ 0) we obtain that the function m admits analytic continuation
to Vp except for a possible simple pole at p. If B(p) 6= 0 then the function m extends
to a meromorphic function on Vp with poles contained in the set{
w :
x− w
p− w
F (w) =
B(x)
B(p)
}
,
which can only accumulate at the boundary of Vp. Thus the function m admits a
meromorphic continuation to Vp for every p ∈ U .
The operatorK is an orthogonal projection in L2(R, µ), hence χΩKχΩ = χΩK ·KχΩ,
and the required assertion will be established if we show that χΩK is a Hilbert–Schmidt
operator, that is, ∫
Ω×R
|K(x, y)|2dµ(x)dµ(y) <∞
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for any compact Ω ⊂ R. In doing so, we will assume that A and B are chosen in such
a way that each of them vanishes at least at one point. This can always be achieved
by a linear transformation.
Let us first consider the integral away from the diagonal. For any ǫ > 0 we have
(17)
∫
Ω
dµ(x)
∫
|x−y|>ǫ
|K(x, y)|2dµ(y) ≤ Cǫ
∫
Ω
A2(x)dµ(x)
∫
R
B2(y)
dµ(y)
1 + y2
.
Let p and s be such that A(p) = 0, B(s) = 0. Both integrals in the right-hand side
of (17) are finite because the functions
A(t)
t− p
and
B(t)
t− s
are essentially the reproducing
kernels at points p and s respectively, and thus belong to L2(R, µ).
It remains to check that for some ǫ > 0 the kernel K(x, y) is square-integrable over
the set
{(x, y) : x ∈ Ω, y ∈ U, |x− y| ≤ ǫ}.
Let rp be the radius of the neighbourhood Vp, and set
Ip = (p− rp/4, p+ rp/4), Jp = (p− rp/2, p+ rp/2).
Since Ω is compact, it suffices to check that K is square integrable over the set
Π = (Ip ∩ U)× (Jp ∩ U).
Note that
(18) K(x, y) = B(x)B(y)
m(x)−m(y)
x− y
.
Let G and G′ be the complements of sufficiently small neighbourhoods of poles and
zeros of m in Vp, respectively. Since B ∈ L
2
loc(R, µ), we have
(19)
∫
(G×G)∩Π
|K(x, y)|2dµ(x)dµ(y) <∞.
Rewriting (18) in the form
K(x, y) = A(x)A(y)
m−1(y)−m−1(x)
x− y
by the same argument we find that the integral in (19) is finite with G replaced by
G′. Since m is meromorphic in Vp, there are at most finitely many zeros and poles of
m in Jp. Taking ǫ less than half the distance between the sets of zeros and poles, and
choosing the neighbourhoods small enough, one achieves the inclusion
Π ∩ {(x, y) : |x− y| < ε} ⊂ (G×G) ∪ (G′ ×G′),
and the proof is complete. 
This corollary implies in particular that point (2) in Assumption 1 in [5] can be
omitted in the continuous case, that is, it follows from the other assumptions of the
main Theorem 1.4 in that paper.
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