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Abstract
The reduction of transport particulate matter emissions is crucial for improving air
quality. Although particulate filters are efficient in removal of particulate matter, their
inclusion in modern exhaust systems results in high back-pressures, which then causes
higher fuel consumption as well as other problems to the engine performance. Conse-
quently, there is an ever-increasing demand within the automotive industry for more
accurate and reliable filter design tools.
This thesis investigates both numerically and experimentally different sources of the
pressure losses in particulate filters in order to develop a fundamental understanding of
the complex physics of the flow in wall-flow filters and to develop tools for modelling
filter flows, with particular focus on Gasoline Particulate Filters (GPFs) and their
operating conditions.
Although friction losses and contraction and expansion losses in laminar duct flows
have been studied extensively, there are still some discrepancies in existing correlations.
In some flow regimes in particulate filters, the contribution of these losses may be
significant. Therefore, a numerical investigation of developing flow losses and losses
due to the flow path contraction has been carried out. Improved correlations for both
types of losses have been suggested, and supporting experiments for friction losses
in filter channels with porous walls have been carried out. These provided useful
information about filter friction factor and contraction loss coefficient, which supported
the physical base of the new pressure drop models developed in this work. The results
of these studies can also be used for the prediction/optimisation of the pressure drop in
other applications such as catalyst filters, multi-channel systems, wind tunnels and flow
meters.
vii
In order to be able to validate the developed filter models, experimental data from a
joint project with Jaguar Land Rover has been used. This data, collected as part of a
team of researchers, allowed to get a better insight into the filter losses at high mass
flow rates and temperatures up to 680[◦C]. This unique data set can be used for the
assessment of particulate filter models in a wide range of filter parameters and flow
conditions.
From an industrial/practical point of view and with regard to the modelling of par-
ticulate filters, the main outcomes of this work include the development and assessment
of two new physics-based particulate filter models.
Although a number of 1-D models exist, none of them consider turbulent flow
regime which may be present in the filter under certain conditions. To address this
challenge, a new 1-D particulate filter model has been developed which covers both
laminar and turbulent flow regimes.
Because of the large pressure variations along the filter channel at high flow rates
and temperatures, density change effects have been included in the model, which allows
the model to be used at both low and high temperatures and filter back-pressures. The
model predictions agree well with the experimental data and at high mass flow rates and
temperatures the new model can improve the pressure drop predictions up to 30−40%
with respect to the original model developed by Kostandopoulos and Johnson (1989),
which is often used for high Reynolds number flows despite having been developed for
laminar flow regime only.
While 0-D and 1-D models of a representative filter channel are useful when it can
be reasonably assumed that all filter channels have similar flow rates, this is not the case
where there is considerable variation in channel properties or the upstream flow is highly
non-uniform. In order to be able to account for the difference between channels, a new
multi-channel particulate filter model and modelling approach, including coupling the
model with CFD simulations, have been developed. This modelling approach allows
to: (i) capture complex flow interactions between channels, (ii) account for density
variations within individual channels, (iii) prescribe individual channel properties (i.e.
wall thickness, hydraulic diameter and wall permeability) and (iv) investigate the overall
viii
effect of a given filter configuration on the exhaust system in 3-D (i.e. upstream and
downstream effects).
The potential of both models in terms of practical applications has been demon-
strated by carrying out parametric studies. The results of the new 1-D particulate filter
model have shown that for most of the considered filter geometries there is a range
of filter sizes providing minimum losses in the given mass flow rate range, while the
results of the new multi-channel modelling approach have shown that upstream flow
non-uniformity may persist through the filter, which needs to be taken into account in
filter design. The effect of different wall permeability between different channels has
also been demonstrated. Such insights would allow filter designers to select the best
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According to the World Health Organization (WHO) the transport sector has the highest
energy use growth compared to any other end-use sector and it is the fastest growing
contributor to climate-damaging emissions. The main transport sector responsible for
such increase in energy consumption are the light-duty vehicles and freight transport.
The most relevant contributors to the climate change from the transport sector are,
in order of relevance [1]:
1. The emissions of carbon dioxide CO2, which can persists in the atmosphere for
over a century and is responsible for the long-term global warming effects.
2. The emissions of black carbon, which persists in the atmosphere for only a few
weeks, but has a warming effect many times more powerful than the carbon
dioxide.
3. The emissions of hydrocarbon (HC) and nitrogen oxides (NOx), which also
contribute to the long-term global warming effects.
The transport sector is also one of the major responsible for the urban air pollution,
which increases the risk for cardiovascular and respiratory disease, cancer and adverse
birth outcomes, and is also associated with higher death rates [2]. Air pollution-related
deaths and illness are linked most closely to exposures to small particulate matter (PM)
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with a diameter of less than 10 or 2.5 microns (thus, named PM10 and PM2.5) [3], [4]
and [5]. PM is mainly composed of black carbon with added mixture of heavy metals,
sulphurs, carbon compounds and carcinogens. In an internal combustion engine (ICE)
these are generated from the incomplete combustion of hydrocarbons. Other harmful
pollutants includes ground-level ozone (O3), of which the NOx is a precursor, and
carbon monoxide (CO) [2].
Thus, the reduction of the emissions from the transport sector, CO2 and PM in
particular, has become a primary concern in many countries and increasingly demand-
ing regulation have been introduced in the recent years. This prompted automotive
companies to develop new technologies (e.g. engines, after-treatment systems and fuels)
in order to mitigate the emissions generated by the internal combustion engines (ICE).
In terms of engines development, the refinement of the Gasoline Direct Injection
(GDI) has led to higher thermal efficiency and more power output as well as lower CO2
emissions than the traditional Port Fuel Injection (PFI) and Multi Point Injection (MPI)
spark ignition engines [6], [7]. Therefore, the GDI technology has recently become
of great interest for the automotive industry [8]. Despite their benefits, GDI engines
produce higher particulate matter (PM) and particulate number (PN) emissions, which
were previously typical of diesel engines only.
For this reason the European Union has introduced in the new Euro 6 regulation
a limit for PM (< 0.0045[g/km]) and PN emissions (< 6.0x1011[particles/km]) not
only for diesel engines, present since the Euro 5, but also for the petrol engines which
use the GDI. Regarding the limits on CO2 emissions, instead, there are no standards
for single vehicles and the European Union has only set a fleet-wide average emission
target, which should be less than 95[g] of CO2 per kilometre.
In order to control the particle emissions and meet the Euro 6 regulation for PN, the
most effective technological solution adopted by automotive companies is the integration
of the Diesel or Gasoline Particulate Filter (DPF or GPF) in the after-treatment system
of the vehicles. While DPFs have been introduced to the market of road vehicles in the
1980s, GPFs have been in use only since a few years and exclusively in vehicles with
GDI engines.
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Although different types of filtration devices exist, most of the automotive particulate
filters on the market have wall-flow monolith geometry.
Fig. 1.1 Sketch of a wall-flow monolith Bissett (1984).
As shown in Figure 1.1, a wall-flow monolith consists of many parallel channels,
typically of square cross-section with an hydraulic diameter of around 1.2[mm], which
are alternatively blocked either at the inlet or at the outlet and are separated by a thin
porous wall (around 0.2[mm]). Thus, the exhaust gas enters firstly into the channels
open at the inlet and then, since these will be blocked at the end, the flow is forced to
pass through the porous walls in order to enter the adjacent channels (which are not
blocked at the end) and to exit the filter. The soot are trapped in the porous wall during
this process.
However, if on one side the particulate filter reduces the soot emissions, on the other
side its introduction in the after-treatment system of a vehicle causes a back-pressure to
the upstream components. The filter back-pressure further increases with the increasing
of the soot loading, as this creates a particulate layer, commonly denominated "soot
cake", along the wall surface of the inlet channels, which clogs the filter. This increase
in back-pressure can have adverse effects on several components as well as on the
overall vehicle performance. The most common problems are [9]:
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1. Increased fuel consumption; Johnson [10] reported that for diesel engines under
some conditions, a 100[mbar] increase in filter back-pressure can result in a 1 to
4.5% increase in fuel consumption, which "might cost a long haul operator in the
US about 600 dollars per year".
2. Increased CO2 and NOx emissions due to the increase of engine load.
3. Increased exhaust temperature, which can result in overheating of exhaust valves
and the turbine.
4. Changes of the turbocharger operational conditions, which can cause variations
in the air-to-fuel ratio (usually enrichment) affecting both emissions and engine
performance.
5. Damaging of the turbocharger seals, resulting in oil leakage into the exhaust
system.
6. Prevent some exhaust gases from leaving the cylinder (typically in naturally
aspirated engines), creating an internal exhaust gas recirculation.
7. Scavenging problems, which affect engine performance (especially in GDI en-
gines).
Hence, in order to avoid the back-pressure exceeding critical values, the filters
undergo a process called regeneration, which consists of burning off (oxidizing) the soot
accumulated in the filter. The regeneration process can be done actively, by increasing
the temperature of the exhaust system on purpose, or passively (meaning no specific
control action is taken), by using heat of the engine’s exhaust at normal operation or,
for diesel only, by using the reaction between the NO2 and the soot [11].
Originally, particulate filters were designed with the sole purpose of decreasing
the PM emissions, while the reduction of the other pollutants (CO, NOx and HC) was
entrusted to the catalytic converter. The catalytic converter is a flow-through monolith
(with a similar geometry to a wall-flow filter but without the plugs). The wall of the
catalyst channels are covered in washcoat which contains precious metals, such as
palladium or rhodium. When these metals come into contact with the exhaust toxic
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gases they convert them in to less toxic or harmless gases through a process called
catalysis.
In order to decrease the installation space and overall costs, automotive companies
have started using particulate filters with a catalyst washcoat applied on them, which
can be placed either in series with the catalytic converter or replace it entirely.
Regarding the manufacturing, wall-flow monolith are mostly extrusions made from
porous ceramic materials, typically cordierite and silicon carbide. These materials have
a high melting point, a low thermal expansion and high thermal shock resistance while
providing high strength and chemical durability. These characteristics are extremely
important in particulate filters due to the environment in which they have to operate,
which exposes them to high temperatures (as high as 1150[◦C] during regeneration
[12]), high thermal gradients and stresses (which might crack the filter), as well as
sulphuric acid corrosion and ash attack.
Since the inclusion of the particulate filters in the vehicles’ after-treatment system
can produce adverse effects, an extensive research effort has been carried out in order to
optimize them (reduce the back-pressure without compromising the filtration efficiency).
The optimization process is usually performed using mathematical/physical models,
which are able to predict the flow inside a filter and its back-pressure, depending on
the filter geometry, wall properties and operating conditions. With the aid of these
predictive models, automotive companies are able to design more efficient filters in a
quicker and cheaper way than if they were optimized through a purely experimental
approach, as this would require to physically make and test a large variety of filters.
Most of the research efforts on models development have been focused on DPFs,
which have been in use since several decades, and their operating conditions, while the
research on GPFs is rather limited (as shown in Section 1.2.1). However, GPFs work at
different operating conditions than DPFs, typically at higher flow rates and temperatures
and might exhibit turbulent flow within the channels. This might also be the case
in DPFs, as reported by Masoudi [13], where turbulent flow regime within the filter
channels can be present in certain operating conditions. Moreover, GPFs are usually
smaller than DPFs, as GDI engines produce less soot than diesel engines, and the filter
channels density and wall properties also can be different. As a consequence, the models
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developed for DPFs may not be suitable for predicting the flow and back-pressure of
GPFs in the full operating range [14]. Hence, there is a need to further understand the
flow behaviour within GPFs and to develop new predictive models suitable for their
operating conditions, which provided a motivation for this study.
This chapter provides a review of the most relevant particulate filter models devel-
oped to date and a description of the flow physics underlying the pressure losses in a
wall-flow monolith. Several gaps in the literature have been identified and summarised.
Finally, the aims and objectives are outlined and the thesis structure is presented.
1.2 Literature review
1.2.1 Particulate filter models
Over the years many particulate filter flow models have been proposed. These can be
divided in two main categories:
1. Single inlet/outlet channel models.
2. Multi-channel models.
The assumptions, advantages, disadvantages and limitations of both modelling ap-
proaches are reported in the next sections. A summary including the relevant findings is
reported at the end of the section.
1.2.1.1 Single inlet/outlet channel models
The first significant particulate filter study was presented by Bissett in 1984 [15].
Although the aim of the study was primarily to gain a deeper understanding of the
regeneration process in wall-flow diesel particulate filters, the model formulation laid
the foundations for the development of predictive models more focused on the pressure
drop characteristics of the filters. The idea behind Bissett’s mathematical model was to
represent the entire flow properties and thermal regeneration behaviour of a particulate
filter through a single inlet and outlet channel, separated by a porous wall, in order to
reduce a complex three-dimensional (3-D) problem into a simple one-dimensional (1-D)
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one. The single inlet and outlet channel approach assumes that the flow in all channels
is the same, and pressure and velocity are averaged over the cross-section of each inlet
and outlet channel. This modelling approach offers a relatively easy implementation
and fast solution of the model, when compared to the multi-channel modelling approach
or full 3-D Computational Fluid Dynamics (CFD) simulations.
Bissett was the first to derive the 1-D mass, momentum and energy differential
equations for the inlet and outlet channels and coupled these equations for the two
channels through Darcy’s Law (see section 1.2.2.3), which represents the pressure
drop due to the porous wall. The model equations can be solved numerically using an
appropriate set of boundary conditions. Bissett’s model was intended to give only an
insight into the regeneration process and the predicted pressure drop was not validated
against experimental data. This model accounts for the variation of the density and
viscosity along the channel using the ideal gas law and the Sutherland’s law, respectively,
and thus is often called compressible.
Note that in most of the work reviewed here the term "compressible" is used to
describe models which account for the density variation due to the variations in pressure.
Although this is not, strictly speaking, a fully compressible flow model, and the Mach
number is well below 0.3 in most cases, the term "compressible" will be used throughout
this thesis to indicate that the density variation has been taken into account. In the
formulation of Bissett the variation of the density along the channel is a function only
of the local temperature but not of the local pressure.
A few years later, in 1989, Kostandopoulos and Johnson [16] proposed a simple
1-D flow model for DPF flow and pressure losses and assessed it against the available
experimental pressure drop data of typical wall-flow monoliths used at the time. The
intent of the authors was to provide a tool for the rational engineering design and
optimization of DPFs. The principal assumptions on which the model is based are:
1. The model is based on the single inlet and outlet approach, so that all inlet
channels and all outlet channels can be described by the behaviour of a single
representative, inlet or outlet, channel.
2. The flow is in steady state.
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3. The flow within the channels is laminar.
4. The temperatures of the flow entering and leaving the filter are approximately
equal (isothermal flow).
5. The gas properties are spatially uniform (incompressible flow, meaning that the
density and viscosity variation along the channel are not accounted for).
6. The flow distribution at the entrance of the monolith is uniform.
7. The flow profile in the channels is unaffected by the suction/injection from the
porous wall (described in section 1.2.2.1) and it is fully developed.
8. The slip effects (described in section 1.2.2.3) are neglected.
9. The irreversible losses due to contraction and expansion at the entrance and exit
of the filter (described in section 1.2.2.2) are neglected.
10. There is no axial momentum transfer in the wall normal direction at the porous
wall surface.
11. The Forchheimer losses (described in section 1.2.2.3) are negligible.
Similarly to Bissett’s formulation [15], the model by Konstandopoulos and Johnson
[16] includes the 1-D mass and momentum balance in the inlet and outlet channels and
Darcy’s Law but, because of the isothermal flow assumption, the energy equation is
not needed. For this reason, the Konstandopoulos and Johnson model is effectively a
subset of equations of Bissett’s model and, thus, sometimes it will be referred to as the
Bissett-Konstandopoulos model throughout this thesis.
The main advantage of this model is that the model equations can be solved analyti-
cally. Therefore, the filter pressure drop can be expressed through a single analytical
equation. The model equations require several parameters, such as the filter geometry
and gas properties, most of which are usually known. However, the wall permeability
required for the Darcy equation, is often difficult to determine for extruded monoliths,
especially in catalysed applications, and thus is usually obtained via a model calibration
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procedure. The calibration of the permeability was performed by the authors by fitting
their analytical equation to the experimental pressure drop.
A full description of the Bissett-Konstandopoulos model, its limitations and per-
meability calibration method is given later in this thesis (see section 6.4.1) as the 1-D
model proposed in Chapter 6 is an extension of this model.
The pressure drop predictions of the Bissett-Konstandopoulos model have been
assessed against the experimental data of Mogaka et al. [17], who performed measure-
ments on a cold flow test rig, and the data of Miller et al. [18] and Kostandopoulos
and Johnson [16], who performed their experiments at high temperatures, varying from
260[◦C] to 632[◦C], with the flow provided by the exhaust gases of a diesel engine.
Kostandopoulos and Johnson [16] showed that the predictions of their model agree
well with both of these cold and hot flow measurements up to a channel Reynolds
number of Redh ∼ 1000, while the predictions worsen for higher Reynolds number
values. The channel Reynolds number in [16] was defined as Redh =
ρUdh
µ
, where ρ is
the gas density, U is the mean axial cross-sectional velocity at the entrance of the inlet
channel, dh is the hydraulic diameter of the channels and µ is the dynamic viscosity of
the gas. The authors also stated that a better agreement with the high temperatures data
points could be achieved by including a slip-flow correction factor.
In addition to the 1-D model, Kostandopoulos and Johnson [16] proposed a 0-D
model, also referred to as "lumped" model in the literature. This 0-D model was derived
by simplifying the analytical solution of their 1-D model using an approximation which
allowed to separate/uncouple the pressure drop contribution of the friction losses along
the channels from the losses through the porous wall. With a 0-D model the flow
variables are not calculated locally along the filter axial direction but the total filter
pressure drop is expressed by an analytical formula. Thus, the 0-D model does not
provide information about the flow and pressure distribution inside the channels.
As stated by Kostandopoulos and Johnson [16], this was the "first comprehensive
relation that expresses explicitly the pressure drop of clean wall-flow monoliths in terms
of their manufacturing parameters and exhaust properties,” and it was a breakthrough in
the understanding the flow physics within particulate filters and a useful tool for their
design optimization.
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The assumption allowing to uncouple the friction and through wall losses introduced
in the 0-D model was shown to be valid for the range of parameters considered by
Kostandopoulos and Johnson [16]. For these parameters, the 0-D model predictions
are nearly identical to their 1-D model. However, these might deviate if the filter
parameters or flow are different (e.g. if the walls have higher permeability), even in
laminar flow. This can be seen in Figure 1.2, which illustrates the difference between
the pressure drop predicted with the Kostandopoulos and Johnson [16] 1-D and 0-D
models for different channel Reynolds numbers. Figure 1.2 (a) shows that the two
models perform almost identically (within the laminar regime) for a filter with a low
permeability (k = 1.9×10−13), typical for catalyst coated filters. Figure 1.2 (b) shows
that, for a filter with a high permeability (k = 5.5×10−12), characteristic for a bare filter,
there is a deviation between the two predictions for Redh > 1000, and the 0-D model
under-predicts the pressure drop compared to the 1-D model. The filter parameters (e.g.
cell density, diameter, length, etc.) and permeabilities for this comparison have been













































Fig. 1.2 Comparison between the Kostandopoulos and Johnson (1989) 1-D and 0-D
models predictions: (a) Catalyst coated filter with low permeability (k = 1.9×10−13)
and (b) Bare filter with high permeability (k = 5.5×10−12). Filter parameters for cores
#2 and #1 from Prantoni et al. (2019) have been used for calculations.
Therefore, since 1-D models make fewer assumptions about the flow physics com-
pared to 0-D models, they are more likely to perform well over a wider range of
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parameters. They also provide information about the flow distribution inside the chan-
nels, which is important for soot and ash accumulation analysis.
Ten years later, in 1999, Konstandopoulos et al. [19] extended the 1-D model
of Kostandopoulos and Johnson [16] to account for the non-Darcian flow through
the porous walls (see Darcy-Fochheimer Law in section 1.2.2.3), which may become
relevant at high mass flow rates. However, the inclusion of this non-linear term means
that the model equations cannot be solved analytically any more and they have to solved
numerically instead. The authors used a "shooting" method for the numerical solution.
The model predictions were then assessed using 3-D CFD analysis and experimental
results for the pressure drop of four filters obtained at Johnson Matthey Sweden in the
laminar flow regime on a cold flow rig. Note that the 3-D CFD analysis was performed
on a simplified domain, which included a quarter of four neighbouring channels and the
porous walls that separate them. The simplified domain was used as it would be too
computationally expensive to use a full 3-D CFD approach to simulate the flow within
all the channels of a particulate filter, and to the best of the author’s knowledge this has
never been done so far. The channels and through wall velocities were found to be in
good agreement with the 3-D CFD results, and the pressure drop agreed well with the
experimental data.
In 2000, Masoudi et al. [20] further extended the analytical solution of the 1-D
model of Kostandopoulos and Johnson [16] by adding the pressure drop due to the
channel plugs, the contraction and expansion losses due to the flow entering and exiting
the particulate filter, and the non-Darcian effects. These extra pressure losses have been
accounted for by adding them in series to the analytical solution of Kostandopoulos
and Johnson [16]. However, the contraction and expansion loss coefficients and the
Forchheimer term for the non-Darcian effects have been incorporated in a unique
coefficient (not reported in the paper), which has to be determined empirically through
experiments. This means that, in addition to the permeability, an extra coefficient has to
be calibrated. The model was then validated against experimental data of the pressure
drop of a filter tested at ambient temperature in laminar regime. Several filter lengths
have been considered and a good agreement between the model predictions and the
experimental data has been found.
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Since the most common approach for calibrating the filter permeability is to fit
the model equations to the experimental pressure drop, the choice of the model will
have an effect on the value of the estimated permeability. For example, using a model
that accounts for the pressure losses due to contraction and expansion will result in
a higher permeability value estimate. Although a small difference in the value of the
permeability might not affect significantly the estimated pressure drop at low mass flow
rates, it might become important at high mass flow rates, for which the contribution of
the through wall losses will increase.
In the same year (2000), Konstandopoulos et al. [21] extended the 0-D model
of Kostandopoulos and Johnson [16] by adding a slip-flow correction to be used at
high temperature. The model predictions were assessed with the experimental data
of Kwetkus and Egli [22], and showed a good agreement. The authors also reported
that the contraction and expansion losses were not included as they were found to be
negligible.
In 2001, Konstandopoulos et al. [23] further extended the 0-D model of Kostan-
dopoulos and Johnson [16] to account for the contraction and expansion losses and
non-Darcian effects. Several formulae taken from other studies ([24], [17], [25], [26])
for the contraction and expansion loss coefficients were assessed. The model predictions
agreed well with the experimental data of Masoudi et al. [20] at the lower mass flow
rates, however they deviate for the higher values, under-predicting the pressure drop.
The authors attributed this behaviour to the fact that the contraction and expansion loss
coefficients used were mostly derived for single openings or perforated plates, and that
these were "not adequate to quantify similar losses taking place in a DPF entrance and
exit" [23]. The effect of the Forchheimer term was found to be negligible.
Hashimoto et al. [27] developed a new empirical 0-D model in 2002. The authors
assumed that the total pressure losses of a particulate filter can be estimated by adding
in series the pressure losses from five different sources, uncoupled from each other:
1) filter contraction and expansion, 2) channel friction, 3) through wall losses in the
porous medium, 4) through wall losses in the soot layer and 5) inlet and outlet duct
conical expansion and contraction (before and after the filter) losses. Filter contraction
and expansion losses were investigated experimentally. The authors cut out the edges
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of several filters, in the proximity of the plugs, and tested theses short plugged samples
at different flow rates. The experimental results were then used to derive an empirical
correlation for the sum of the contraction and expansion losses. Due to the nature of
the experiments the resulting correlation is more suitable for the pressure losses in a
perforated plate rather than the contraction and expansion losses in a filter. The channel
friction losses were investigated in a similar manner, by testing several unplugged
filters, and an empirical correlation to describe them was proposed. However, both












, for the contraction/expansion and friction losses expressions respectively.
Thus, this model cannot be considered strictly physical.
In 2003, Konstandopoulos [28] further extended the 0-D model of Kostandopoulos
and Johnson [16] to account for the contraction and expansion losses, non-Darcian
effects and change in density (compressibility effects). The author stated that "all
developments so far have been based on the assumption of constant (at most temperature
dependent) physical properties" and that "it may happen though that DPFs are flow
tested at such high values of filter pressure drop where gas compressibility effects may
become important" [28]. This was a considerable step forward, as accounting for the
density changes due to the high back-pressure in the filter can greatly improve the
performance of a model at high values of the back-pressure, as discussed in Chapter 6
of this thesis.
In the same paper Konstandopoulos investigated the effect of the contraction and
expansion losses in particulate filters. This was done by fitting the new model to
the experimental data for the pressure drop of four filters with different properties to
calibrate both the permeability and the inertial loss coefficient (the sum of the contraction
and expansion loss coefficients). Although the resulting values of the permeabilities are
in agreement with the values reported in the literature for similar filters, the estimated
inertial loss coefficients (ranging from 2.4 to 8.3) are considerably higher than any other
value reported so far, as reported in section 1.2.2.2.
In 2004, Haralampous et al. [29] proposed a new compressible 1-D model similar to
Bissett’s model [15]. In this model, which requires a numerical solution, the gas density
along the channel axis depends on the local pressure but not on the local temperature.
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The contraction and expansion losses are also accounted for. For the contraction losses
the authors proposed a correlation to fit the data of Kays [24] for the contraction loss
coefficient in laminar flow, while the expansion loss coefficient is derived from the
Borda-Carnot equation. The authors also performed hot flow experiments, where the
flow to the filter was provided from the exhaust gases of a diesel engine. The pressure
drop predictions of the 1-D model were shown to agree well with the experimental
data. As in the paper of Kostandopoulos and Johnson [16], Haralampous et al. [29]
proposed a 0-D approximation of their model, which was shown to agree well with the
predictions of the 1-D model in the range of parameters considered in their study.
In 2017, Watling et al. [30] also proposed a 1-D compressible model based on
Bissett’s model [15]. A momentum correction coefficient has been added into the
momentum equations for the inlet and outlet channel to reflect the fact that the flow
profile within the channels is not flat. The authors used the momentum correction
coefficient that corresponds to a fully developed laminar flow profile in a square channel.
However, the flow within the channels is not likely to be fully developed as it will be
affected by the deceleration and acceleration of the flow in the inlet and outlet channel,
respectively, due to the mass flow passing from one channel to another.
The contraction and expansion losses in [30] have been calculated using the coeffi-
cients proposed by Kays [24], with the momentum correction coefficient also included.
In contrast with all previously reviewed models, Watling et al. [30] used the static
pressure losses, rather than the irreversible mechanical energy losses. Thus, in their
formulation, the expansion results in a pressure rise. Nevertheless, the authors stated
that "while the expansion results in a pressure rise, mechanical energy is still lost in the
process" [30]. The model was assessed with cold flow experimental data for two filters
tested on a SuperFlow rig, and a good agreement was shown.
In 2018 Depick et al. [31] proposed a revised single equation pressure drop model
derived for both dynamically incompressible and compressible flow. According to
the authors the compressible model accounts for the effect of both temperature and
pressure on the density. However, the energy equation is not included in the model
formulation to calculate the temperature along the filter, and the temperature profile
has to be assumed a priori. Moreover, in order to be used, this model requires the
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knowledge of the pressure upstream the filter (the filter back-pressure) to calculate the
density at the entrance of the inlet channels, which usually is (or should be) an output
of the model. When comparing their model with the model of Kostandopoulos and
Johnson [16], the authors report that "for the simulation efforts, the inlet pressure was
adjusted in order to achieve an inlet density of 0.54[kg/m3] as indicated in the paper
of Kostandopoulos and Johnson [16]" [31]. It is not reported how this operation was
carried out. The models of Depick et al. [31] do not include the contribution to the total
pressure drop due to contraction and expansion losses.
It is worth mentioning that a few other single inlet/outlet channel models exist, such
as the 2-D models of Opris and Johnson [32] and Oxarango et al. [33], the model of
Basu et al. [34], which includes the effects of the soot loading (these were also included
in [29], [30] and [31]), and the models of Piscaglia and Ferrari [35] and Torregrosa et al.
[36], which account for the unsteady effects. The 2-D studies have not been included in
the present literature review as they are more complex and provide relatively little to no
advantages compared to the 0-D and 1-D models, as reported by Yang et al. [37], while
the other models have not been included as they focus on aspects which are outside the
scope of the present thesis.
1.2.1.2 Multi-channel models
All the models reviewed until this point are based on a scaling approach through which
the pressure drop of the filter can be modelled by considering a simplified geometry
including only one inlet and one outlet channel. As reported by Bissett [15], the
approximation introduced through such scaling approach can be justified when the
velocity profile entering the filter is flat, so that the mass flow rate is the same in all
channels, and when the ratio between the cell hydraulic diameter and the filter diameter
is very small (dh/DFilter ≪ 1), so that the full coupling between open and closed
channels is negligible on the scale of the entire filter. The applicability of the scaling
approach is also limited to filters with homogeneous properties (e.g. all the channels
have the same hydraulic diameter, all the porous walls have the same permeability, and
soot is distributed homogeneously).
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However, in most of the applications the velocity profile upstream the filter is likely
to be non-uniform. This can be due to a combination of different factors such as: a) the
concentric or eccentric expansion upstream the filter, present in most after-treatment
systems because of the different diameter between the exhaust pipeline and the filter,
b) a non-uniform soot loading , c) a non-uniform wall permeability, often present in
catalyst coated filters due to the non-homogeneous deposit of catalyst coating material in
different channels, d) a swirling flow upstream the filter, which might be present in turbo-
or super-charged systems. In such cases, accurate modelling of the particulate filter flow
is much more challenging, not only because of the flow exchange between neighbouring
channels, which should be taken into account, but also, and most importantly, because
the flow profile upstream the filter cannot be known a priori.
The formulation of the first multi-channel model was proposed by Konstandopoulos
et al. [38] in 2001. The model includes a system of coupled differential equations
describing mass, momentum and energy balance for each channel of the filter. The
authors state that "the mathematical problem can be solved in principle". However,
due to a lack of adequate computational resources (in 2001), Konstandopoulos et al.
[38] did not solve the full problem but proposed a simplified version instead. The
simplified version of the model involved a series of single inlet/outlet channels placed
along the radius of the filter but uncoupled between each other. This simplification,
named "homogenization method" by the authors, requires again that dh/DFilter ≪ 1, so
that "the coupling between open channels or between closed channels is insignificant on
the scale of the entire filter" [38]. The simplified model was applied to an axisymmetric,
so that ultimately only one line of channels was simulated. The velocity distribution
upstream the filter has to be assumed a priori and the density is assumed constant along
the filter (incompressible flow).
The same or similar a approach was used in the studies of Haralampous et al. [39],
Kostoglou et al. [40], Koltsakis et al. [41], Torregrosa et al. [36] and Pozzato et al. [42].
Among these models, it is worth mentioning the effort of Koltsakis et al. [41], as in
contrast with the other studies they tried to calculate the velocity profile upstream of
the filter instead of prescribing it a priori. This was done by assuming that the pressure
drop of each channel is equal and adjusting the flow rate entering into each channel
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with an iterative method. However, this assumption limits the flow configuration as
the pressure distribution upstream of after-treatment devices with an expansion can be
highly non-uniform due to the high velocity central flow impinging onto the middle part
of the monolith, as shown in Chapter 7.
An alternative to modelling filter flow is using 3-D CFD simulations where the filter
is modelled as a porous medium, as shown in the recent study of Cirstea et al. [43].
However, the flow within each channel is not considered with this approach and thus a
lot of useful information is lost. For example, similar to the 0-D models, this approach
cannot be used for soot and ash accumulation analysis.
1.2.1.3 Summary
To summarise, the literature review of particulate filter models has shown that although
an extensive research effort has been carried out in order to model accurately the flow
behaviour in a particulate filter, several gaps still need to be filled.
Firstly, there is a lack of experimental data of the pressure drop for clean filter at
high flow rates and temperatures. The knowledge of the filter pressure drop under these
conditions would be useful in order to validate models and ensure that their derivation is
based on the physics of the flow. Most of the reviewed models have been validated only
against one or two sets of data, either at ambient temperature or at high temperature
but with the presence of soot and ash. This might results in a model which agrees well
with the experimental data it was calibrated with, but might differ considerably from
experimental data collected under different flow conditions.
Secondly, all of the reviewed models are limited to laminar flow conditions, even
though several of them are compared with experimental data where the Reynolds
number is higher than the critical value based on the channel parameters. The flow in
particulate filters might be turbulent under some of the engine operational conditions
and thus this is a limitation.
Filling both these gaps would be especially relevant for improving models prediction
capabilities and models validation under GPFs operational conditions (higher flow
regimes and temperatures).
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There is also an uncertainty in the estimation of the contraction and expansion losses
(in particular the contraction losses in laminar flow as discussed in section 1.2.2.2).
Most of the authors use different equations or methods to calculate the contraction
and expansion loss coefficients. The inclusion of inaccurate contraction and expansion
losses in a particulate filter model might affect the calibration of the permeability. These
inertial losses become even more important for higher velocities characteristic to GPFs
operating regime.
Finally, the multi-channel models currently available require the knowledge of the
velocity or pressure profile upstream of the filter (which is not known a priori) and do
not take into account the full cross-flow between the channels, instead modelling the
filter as a collection of identical inlet/outlet channel pairs. These shortcomings might
greatly affect the models performance.
Despite the gaps reported above, it can be safely stated that the majority of the
researchers who investigated the flow in particulate filters agree that the friction along
the channels, the passage of the flow through the porous wall, the contraction and
expansion at the inlet and outlet of the filter and the density change effects (at high
values of the back-pressure) are the main mechanisms through which pressure (and thus
energy) is lost in a particulate filter. The models developed under these assumptions
agree reasonably well with existing experimental data. Thus, the next section will
examine these contributions and review the available methodology for their estimation.
1.2.2 Pressure losses
This section reviews the most relevant characteristics of the friction losses, the con-
traction and expansion losses, and the through wall losses, in the contest of particulate
filters modelling. A summary including the relevant findings is reported at the end of
the section.
1.2.2.1 Friction losses
Flows in pipeline and duct systems are encountered in many hydraulic applications
and for this reason the pressure losses associated with them have been extensively
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investigated over the years. Friction losses in particular attracted a lot of attention as
they are often the main source of pressure losses in such systems and thus are often
referred to as "major losses".
A brief explanation of the physical mechanism through which friction losses are
generated is given below, while a more detailed discussion can be found in most of
the books on the fundamentals of fluid mechanics (e.g. Munson et al. [44] or Cengel
and Cimbala [45]). When a viscous fluid moves along a solid boundary the no-slip
condition dictates that the speed of the fluid at the boundary is zero, while at a certain
distance away from the boundary, the speed of the fluid is that of the bulk flow. Due to
the viscosity of the fluid and the velocity gradient between the boundary and the bulk
flow shear stress is generated, and thus a shear force (or viscous shear force), which
opposes the motion of the fluid. Thus, in order to move a fluid within a pipeline with no
acceleration, a pressure force (in the direction of the flow) has to be supplied to balance
the viscous shear force (in the direction opposite to the flow). The overall losses of
pressure along a pipeline caused by the viscous shear forces are called friction losses.
The magnitude of the friction losses depends on the flow characteristics, i.e. whether
this is in the laminar, transitional or turbulent regime and/or the flow is fully developed or
developing. Friction losses also depend on the characteristics of the walls, e.g. whether
they are smooth or rough and/or solid (meaning that the flow can not pass through
them) or porous (meaning that material has a certain permeability and the flow can pass
through them). Due to the relevance of the topic for this thesis, the following sections
describe the most relevant features of the friction losses under different conditions,
while a more detailed discussion can be found in fluid mechanics textbooks such as
Munson et al. [44] or Cengel and Cimbala [45].
Friction losses in channels with solid walls - Fully developed flow
In a pressure-driven flow within a horizontal pipe of constant diameter, when the fully
developed flow is established and under steady state conditions, the pressure losses due
to friction per unit length are constant. These losses can be expressed by an empirical
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where, ∆PF.D.F. is the pressure drop for fully developed flows, C f is the Darcy friction
factor, L and D are the length and hydraulic diameter of the pipe, ρ is the density of the
fluid and U is the mean cross-sectional axial velocity.
The Darcy friction factor is an empirical dimensionless coefficient that depends
on the roughness of the surface and the flow regime (i.e. on the density and viscosity
of the fluid). The Moody chart (Figure 1.3) shows the graphical representation of the
Darcy friction factor and its functional dependence on the pipe Reynolds number Re
and the surface relative roughness ε/D, where ε is a measure of the surface roughness.
Note that this chart is valid only for circular pipes with steady, fully developed and
incompressible flow, as it was derived from the experimental data of Nikuradse [46]
that was collected under these conditions.
Fig. 1.3 Moody Chart Munson (2009).
Figure 1.3 shows that the friction factor in laminar flows is independent from the
surface relative roughness, and that it varies linearly with the Reynolds number. In a
circular pipe under laminar flow conditions the Darcy friction factor can be expressed as
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C f = 64/Re. The transitional regime has not been properly characterised and predicting
friction losses in transitional flows is still a challenge. The friction factor in turbulent
flows varies with the surface relative roughness and its dependence on the Reynolds
number is not linear. Colebrook [47] was the first to propose a correlation, known as















However, the Colebrook equation does not provide an explicit expression of C f for
given Reynolds numbers and surface roughness and it is not possible to solve Eq. 1.2,
for the friction factor, analytically. For this reason many authors tried to approximate
the Colebrook equation in order to have an explicit analytical formula. Most of the
available approximations have been reviewed and reported by Brkić [48].
Among all the correlations reported by Brkić [48], only the correlation proposed
by Churchill [49] (1977) can be used in the laminar, transitional and turbulent regime,
while all the others can be used only in the turbulent flow regime.
Since the Colebrook equation has been derived from the experiments of Nikuradse
[46] on pipes with circular cross-section, all the approximations of the Colebrook
equation are limited to pipes with circular cross-section. This means that these approxi-
mations would not be adequate to describe the friction factor coefficient in the channels
of a particulate filter, since they are typically of square cross-section.
A comprehensive review on the friction losses in pipes of rectangular and square
cross-section has been performed by Jones [50]. Jones observed that the friction factor
for both the circular and rectangular ducts varies with the Reynolds number with a








where, C is a constant that can be determined experimentally and depends on the
geometry, w and s are the width and hight of the channel and Re is the standard
Reynolds number based on the hydraulic diameter. For a square channel the constant
C = 56.908, while the ratio between the width and hight is w/s= 1. Hence, the modified
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Reynolds number for square channels is Re∗Square =
64
56.908Re. This means, for example,
that in laminar flow the Darcy friction factor for a duct with square cross-section is
C f = 56.908/Re.
Friction losses in channels with solid walls - Developing flow
In the entrance region of a pipe the flow is termed developing flow and it reaches
the fully developed stage only after a certain distance downstream the entrance. The
most relevant feature of these flows is an increased pressure loss with respect to fully
developed flow, caused by the development of the boundary layer.
The pressure losses in laminar developing flows (∆PD.F.), are usually estimated by
adding two components: 1) the pressure losses for fully developed flow (∆PF.D.F.), and
2) the additional pressure losses due to momentum change and accumulated wall shear





where, K(x) is a dimensionless coefficient, often referred to as incremental pressure
drop number or pressure defect, ρ is the density of the fluid and U is the cross-sectional
mean velocity. K(x) increases monotonically from zero at the location in which the
velocity profile, typically assumed as flat, starts to develop (e.g. at the entrance of a duct)
to a constant value K(∞) in the fully developed region. The length of the transitional
region in which the velocity profile is developing is called hydrodynamic entrance
length Lhy, and is commonly defined as the distance from the inlet to the cross-section
where the centreline velocity reaches the 99% of the fully developed centreline velocity.






While the pressure losses in a fully developed flow can be estimated through the
established Darcy-Weisbach equation, there is no agreement on the value of K(∞)
(derived experimentally or numerically) and, to the authors’ knowledge, there is only
one established correlation for K(x).
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Hagenbach [52] was the first to attempt to define a correction factor (the constant
K(∞) in Eq. 1.5) to account for the additional losses due to boundary layer development.
Other notable experiment-based studies have been performed by Knibbs [53] (who
performed an analysis of Poiseuille’s [54] and of Jacobson’s [55] experiments), Schiller
[56], Dorsey [57], Rieman [58], Weltmann and Keller [59] and Beavers et al. [60]. A
summary of the corresponding values of K(∞) is shown in Table 1.1. The maximum
variation between different results exceeds 20%. The values of the standard deviation
of K(∞) in the experiments conducted by each author is also quite high. In most of
these studies, the details of the experimental set-up are not reported in full, making the
assessment of the results difficult. In the studies of Dorsey [57] and Poiseuille [54], in
which the apparatus is described in some detail, the test sections (the ducts) used for the
experiments are preceded, respectively, by a sharp-edged contraction and a round-edged
contraction (details of the rounding radius are not given). As a consequence, it is likely
that in these experiments the flow velocity profile entering in the duct was not uniform.
Moreover, in the case with sharp-edged contraction a recirculation region might form
right after the contraction, causing a constriction of the main flow cross-section known
as "vena-contracta" and increasing the pressure losses. These two factors have not been
accounted for in these studies, influencing the values of K(∞).
Table 1.1 Experimental values of K(∞).
Author K(∞) Standard Deviation Range
Hagenbach [52] 0.5800 - -
Knibbs1 [53] 1.2509 0.1860 1.040 - 1.660
Knibbs2 [53] 1.2812 0.4390 0.580 - 2.100
Schiller [56] 1.3188 0.1431 1.115 - 1.450
Dorsey3 [57] 1.0673 0.1033 0.820 - 1.180
Rieman [58] 1.2483 0.0161 1.220 - 1.268
Weltmann and Keller [59] - - 1.080 - 1.320
1From Poiseuille [54] experiments
2From Jacobson [55] experiments
3From Poiseuille [54] experiments
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Numerical studies to determine the value of K(∞) also present a wide range of
values, as summarised in Table 1.2. These investigations employ principally four
different methods, as documented by Shah and London [51] axially matched solutions,
integral solutions, solutions by linearising momentum equations, and solutions using a
finite difference method.
Table 1.2 Theoretical/numerical values of K(∞).
Author K(∞) Method
Atkinson and Goldstein [61] 1.410 Matched
Schiller [56] 1.160 Integral
Langhaar [62] 1.280 Linearisation
Hornback [63] 1.269 FDM
Schmidt and Zeldin [64] 1.314 - 1.3974 FDM
Bender [65] 1.25 FDM
The first attempt to derive an expression for the pressure loss accumulation in
the developing part of the pipe flow was made by Shapiro et al. [66] who derived





where, x+ is the dimensionless axial distance from the entrance in the flow direction,
defined as x+ = x/(DRe), x is the axial distance from the entrance in the flow direction





correlation was found to be in good agreement with the experimental results of Kline
and Shapiro [67]. However, the applicability of this correlation is limited to x+ ≤ 10−3
and, therefore, it can be used only in a very limited number of applications.









4Depends on the Reynolds number
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Eq. 1.7 was derived combining Eq. 1.6 for small x+ with Eq. 1.5 for x+ → ∞ with
K(∞) = 1.25, which is the constant found by Bender through his study. The matching
was done using Bender’s finite difference modelling results [68], which are often
misquoted as being an "exact" solution. The main limitation of Bender’s correlation is
that it can be applied exclusively to pipes of circular cross-section.
Bender’s correlation was later expanded by Shah [69], who generalised it so that it









where K(∞), f (Fanning friction factor f =C f /4) and C are coefficients which depend
on the duct cross-section. According to Shah and London [51], Eq. 1.8 and the value of
the coefficient C were computed in such a way that the ∆P∗D.F. provided the least rms
error when compared with the data of Liu [70]. However, in the same text, the authors
reported that the data used for the fitting/validation were only tabulated by Liu, who
interpolated them from a graph published in the earlier numerical work of Shah and
Farnia [71].
Comparing Shah’s correlation with the data of Liu (reported by Shah and London
[51]) and of Bender shows that the values of K(x) accurately match only for x+ ≤ 0.02
(Figure 1.4).
x+















Fig. 1.4 K(x) in Shah’s Correlation vs data of Liu and Bender.
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Thus, to the best of the authors’ knowledge, Eq. 1.8 has not been truly assessed
against experimental data prior or after the publication.













where, C, n and N have been derived through curve fitting and ε is the cross-section
aspect ratio.
Similar correlations have been developed by Yilmaz [73] and Muzychka and
Yovanovich [74] for ducts of arbitrary cross-section without the need of tabulated
data for each pipe type that Shah’s correlation requires. They are all based on the Shah’s
correlation and therefore do not offer an improvement in the accuracy of the predictions.
Another parameter relevant for practical applications is the hydrodynamic entrance
length, as this determines the distance after which the flow becomes fully developed.
The hydrodynamic entrance length Lhy is commonly defined as the distance from the
inlet where the centreline velocity reaches the 99% of the fully developed centreline
velocity and is usually expressed through a dimensionless hydrodynamic entrance length
L+hy:
Lhy = L+hyDRe. (1.10)
Table 1.3 reports the theoretical/numerical values of L+hy proposed by different authors
for laminar developing flows in pipes of circular cross-section.
Table 1.3 Theoretical/numerical values of L+hy.
Author L+hy Method
Atkinson and Goldstein [61] 0.0650 Matched
Schiller [56] 0.0288 Integral
Langhaar [62] 0.0575 Linearisation
Bender [65] 0.0566 Theoretical
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So far the turbulent developing flows have received less attention than the laminar
ones, and they are generally considered more complex. The pressure losses in turbulent
developing flows are usually estimated with Eq. 1.5. Schetz and Fuhs [75] reported
k(∞) = 0.04 for smooth pipe with well rounded inlet and Re > 105, while for fully
rough pipe this value can increase up to two or three times higher. Regarding the
hydrodynamic entrance length textbooks such as Munson et al. [44] or Cengel and
Cimbala [45] report Lhy = 4.4DRe1/6, which is considerably shorter than the laminar
one.
Friction losses in channels with passive porous walls
The two previous sections focused on the discussion of the friction losses in channels
with solid walls. However, the channels of the wall-flow monoliths used for particulate
filters are made of permeable porous materials and the friction losses in these types
of channels can present different characteristics than those in solid walls. The friction
losses in channels with permeable porous walls also depend on whether the walls are
passive, meaning that there is no mass flow incoming or outgoing through the porous
walls, as in catalytic converters, or active, meaning that there is a mass flow incoming
or outgoing through the porous walls, as in particulate filters. This section provides
some details about the friction losses in channels with passive porous walls, while the
next section discusses those with active porous walls.
Flows in channels with passive porous walls are typically encountered in engineering
applications such as catalytic converters and fuel cells as they provide a larger contact
area with the fluid when compared to solid walls. This characteristic is usually exploited
to promote chemical reactions or heat and mass transfer [76].
In these types of channels part of the fluid flows within the porous wall, as shown in
Figure 1.5, and the velocity of the flow at the interface with the porous wall is not zero
(the no-slip condition does not apply). This effect is called slip flow and it causes an
alteration of the characteristics of the friction losses. Note that, as shown later in section
1.2.2.3, the slip flow can occur also at high temperature due to the fluid rarefaction
effects.
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(a) (b)
Fig. 1.5 Sketch of the flow velocity profile along a porous wall: (a) Flat porous plate
and (b) Infinitely wide channel with two porous walls Rosti et al. (2015).
Jimenez et al. [77] performed a DNS (Direct Numerical Simulation) analysis of an
infinitely wide channel with one porous wall and reported an increase of the friction
factor, which can reach values up to 40% higher than in solid walls. Breugem and
Boersma [78] performed a similar study and reported an increase of the friction factor
of almost 50%. Hahn et al. [79] performed a DNS analysis of an infinitely wide channel
with two porous walls and reported a significant reduction (up to almost 30%) of the
friction factor. Breugem et al. [80] performed a DNS analysis of and infinitely wide
channel with two porous walls and reported an increase of the friction factor up to three
times higher than that for a channel with solid walls. They also explained that in the
study of Hahn et al. [79] the decrease in the friction factor was attributed to the fact that
they "assumed that the flow near the permeable wall is essentially laminar, and, because
wall permeability causes a decrease in the viscous wall shear stress, they therefore
found a decrease in the friction factor" [80]. The authors argued that in turbulent flow,
the wall permeability causes an increase of the Reynolds shear stresses and thus an
increase of the friction factor. Rosti et al. [81] also performed a DNS analysis of and
infinitely wide channel with two porous walls and reported an increase of the friction
factor. Suga et al. [76] performed a PIV (Particle Image Velocimetry) study on a very
wide channel (almost 2-D) with one porous wall. Their experimental investigation
also showed/confirmed that the turbulent shear stresses increase, resulting in a higher
friction factor compared to solid walls. Additionally, they observed that the flow tends
to transition from laminar to turbulent at lower Reynolds numbers than the flow in a
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channel with solid walls. This effect was found to be highly influenced by the porous
wall permeability. The authors reported that the laminar flow starts to transition at
Reynolds number as low as Re ∼ 1000 for highly permeable porous walls, while it
transitions at Re ∼ 2000 for porous walls with low permeability.
Although these studies seem to report consistent results, which show that with the
introduction of passive porous walls the friction factor decreases for laminar flows and
increases for turbulent flows, and that the transition from laminar to turbulent flow is
shifted, a comprehensive correlation for the estimation of the friction factor with respect
to the Reynolds number and porous wall permeability has never been proposed.
Friction losses in channels with active porous walls - Injection and extraction ef-
fect
The friction losses in channels with active porous walls exhibit different characteristics
than those in passive porous walls. These changes depend on whether the mass flow is
injected or extracted through the porous walls.
The first investigation on the topic is reported in the pioneering work of Berman
in 1953 [82], which investigates the effects of flow extraction (or suction) on the
velocity and pressure distributions in porous channels. The problem was approached
theoretically considering the mass and momentum balance in a 2-D geometry with two
parallel porous plates, with the flow assumed to be fully developed, laminar and in
steady state. The fluid was treated as incompressible and the extraction of mass was
imposed as uniform. The problem was reduced to a third-order non-linear ordinary
differential equation with the aid of a stream function and solved through a perturbation
technique that uses the wall Reynolds number as perturbation parameter. The wall
Reynolds number is usually defined as Rew =
ρuwD
µ
, where uw is the velocity through
the wall and D is the channel hydraulic diameter. The author reported that the extraction
of the flow from the channel decreased the friction losses. Nevertheless, Berman [82]
pointed out that the method used for the solution of the model is valid only at low values
of the wall Reynolds number.
A similar theoretical study was published by Yuan and Finkelstein in 1955 [83],
who investigated the effects of both injection and extraction on the flow through porous
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channels with circular cross-section. The channel was considered axisymmetric, and
the same assumptions on the fluid and flow made by Berman [82] were applied. The
problem was simplified in the same way as in the study of Berman [82]. However, in
contrast to their predecessor, Yuan and Finkelstein further exploited the perturbation
method, developing two different solutions for their model, one for small wall Reynolds
number values and one for large ones. The authors then proposed two correlations to
estimate the friction factor at low and high wall Reynolds numbers. These correlations
showed that the friction factor decreases when the flow is extracted from the porous
wall and increases when the flow is injected.
One year later, in 1956, Yuan [84] extended Berman’s investigation of the 2-D
channel flow to high values of the Reynolds number, using the perturbation method
developed with Finkelstein in the previous paper. The author also proposed a correlation
for the friction factor in this geometry, which showed a similar trend to the channel with
circular cross-section.
Further relevant studies on the friction losses in channels with porous walls have
been published by Kinney in 1968 [85] and Raithby in 1970 [86].
The study conducted by Kinney [85] considers a fluid flowing in an axisymmetric
straight porous tube, of circular cross section, in the same conditions as the previous
studies (e.g. fully developed laminar flow, etc. . . ). The novelty of this investigation
consists in the fact that the third-order non-linear ordinary differential equation, obtained
in the same fashion as Yuan and Finkelstein [83], is solved numerically without the
aid of a perturbation technique. The author states that the result of primary importance
of his investigation is the functional relationship between the product of the Fanning
friction factor and the channel Reynolds number f Re and the wall Reynolds number
Rew, which was termed the universal law of friction. However, in contrast with the
previous work, the explicit formula relating f Re and Rew, for the case under study, was
not reported in the paper and the results are only presented through a plot.
The investigation conducted by Raithby [86] considered both a fluid flowing in an
axisymmetric straight porous tube, of circular cross section, and in a two-dimensional
straight porous duct (two parallel porous plates). Again, the same assumptions on
the fluid and flow made by Berman [82] were applied in this study The third-order
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non-linear ordinary differential equation, describing the motion of the flow, was solved
numerically and the equations expressing the dependence of f Re on Rew are given
explicitly for both the geometries.
More investigations have been, carried out in the nineties. The most relevant are
those of Cheng and Hwang, who published two papers, one with a theoretical approach
[87] in 1992 and one with an experimental approach [88] in 1995. Both studies consider
a channel with square cross section and only one porous wall, through which mass
injection or extraction is applied.
In the first study [87], a 3-D model was used to describe the flow and the temperature
fields in a square duct with one wall subjected to uniform fluid injection or extraction
and heat transfer with constant heat flux. In contrast with the previous investigations, the
flow was assumed laminar but developing and in steady state. Other assumptions were
the constant thermophysical properties of the fluid, and a uniform wall mass transfer.
Novel was also the solution approach, in which the three-dimensional Navier-Stokes
equations were solved numerically with a velocity-vorticity method. However, an
explicit correlation between f Re and Rew was given only for the case of fully developed
flow with injection.
In the second study [88] an experimental system was built for measuring the axial
velocity distribution, pressure variation, wall temperature variation, as well as the bulk
mean fluid temperatures at the inlet and outlet of a one porous wall square duct with
various fluid injection rates. The explicit correlation between f Re and Rew was reported.
The most relevant study of the friction losses in porous channel flows, with regard
to the particulate filters application, has been published by Bisset et al. [89] in 2012.
They considered a 3-D square channel with four porous walls. The conditions imposed
on the fluid and flow are the same as Berman’s [82]. The 3-D Navier-Stokes equations
describing the flow are solved numerically with the velocity-vorticity method. An
explicit correlation between f Re and Rew is given for both the case of extraction and
injection, which in a particulate filter would correspond respectively to the inlet and
outlet channels.
In order to compare and summarise the study reviewed here, the correlations of
f Re versus Rew proposed by Kinney [85], Raithby [86], Cheng and Hwang [88] and
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Bisset et al. [89] are plotted in Figure 1.6. The Fanning friction factor for square
cross-section channels with solid walls has been added to the plot for comparison. All
of these correlations are valid only in laminar flow and no studies were found in the
turbulent flow regime.
Extraction Injection
Fig. 1.6 Effect of mass flow extraction and injection on the friction factor.
Although the studies reviewed in this section show that the extraction and the
injection of mass flow through porous walls can change the value of the friction factor,
these effects are usually neglected in particulate filters models and it is standard practice
to use the Darcy friction factor for a channel with solid walls for the estimation of
the friction losses. Only the model developed by Watling et al. [30] included the
correlations proposed by Bisset et al. [89] to account for the effects of the extraction
and the injection, but the authors concluded that the effect of the inclusion of these
terms was negligible for the range of parameters which were investigated.
1.2.2.2 Contraction and expansion losses
As discussed in the previous section, the pressure losses due to friction in long straight
sections of a pipe can be calculated by using the friction factor. Most pipe systems,
however, employ diverse types of fittings, valves, bends and/or sudden enlargements
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and reduction of the cross section. In these systems, the additional components and
change in geometry cause the flow to accelerate or decelerate and/or to increase the
turbulence in the form of eddies causing additional losses, often referred to as "minor
losses".
The complexity of most of the components makes a theoretical analysis extremely
difficult to perform and therefore the estimation of these losses is usually performed
through experimental techniques [44]. The most common method used to express these














where, ζContr. is the contraction loss coefficient, ζExp. is the expansion loss coefficient
and U is the mean cross section velocity in the smaller duct.
As a fluid flows in a pipeline system, a certain amount of mechanical energy is
always lost irreversibly and can not be regained. This is in contrast to the static pressure,
which can be either lost (e.g in a pipe with a flow path contraction) or gained (e.g in a
pipe with a flow path expansion). The contraction and expansion loss coefficients can
be defined to include either the static pressure change or the irreversible losses. Unless
differently specified, in this thesis the contraction and expansion loss coefficients are
used to estimate the irreversible losses.
Figure 1.7 illustrates where energy is dissipated in pipes with sudden expansion and
contraction of the cross-section. Note that the situation is slightly different when the
fluid is entering/exiting from a reservoir.
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(a) (b)
Fig. 1.7 Energy dissipation regions in pipes with sudden expansion or contraction of
the cross-section.
In a sudden expansion the flow decelerates as it enters the larger pipe. A part of
the kinetic energy of the flow in the smaller pipe is lost due to viscous effects because
the flow separates from the walls after the expansion, forming a recirculation region.
The kinetic energy that is not dissipated is converted into static pressure. If the flow is
discharged into a reservoir all the kinetic energy is dissipated.
A theoretical formula for the estimation of the expansion loss coefficient (Eq. 1.14)







where A1 and A2 are the areas of the smaller and larger cross-section, respectively, and
ξ is a coefficient that can vary between 0 and 1 and depends on the geometry. If the
expansion is sudden, then ξ = 1, while if the expansion is gradual (e.g. if the pipe
expands through a cone), then ξ has to be determined experimentally and its value will
depend on how gradual is the change in section. Figure 1.8 shows how the expansion
loss coefficient calculated from Eq. 1.14 varies with the expansion area ratio for a
sudden expansion.




















Borda-Carnot for a Sudden Expansion
Fig. 1.8 Expansion loss coefficient versus contraction area ratio.
The maximum value of the losses due to flow path expansion equals the maximum
value of the kinetic energy of the fluid in the smaller pipe. Since the Borda-Carnot
equation for a sudden expansion is based on the assumption that the velocity profile
approaching the expansion and the one some distances away from it are flat, and the
kinetic energy for a flat profile is ρU2/2, then the maximum value of the expansion
loss coefficient is 1. As shown by Kays [24], if the velocity profile approaching the
contraction and the one after it are not flat, it should be taken into account. This can be
done by using the kinetic energy correction coefficient, which relates the kinetic energy
of the flow in a pipe cross-section to the velocity profile.
In the case of a sudden contraction the flow accelerates as it enters the smaller pipe.
Here, part of the static pressure is converted into dynamic pressure, while another part
is dissipated.
If the flow is entering the smaller pipe from a reservoir, the flow can only separate
after the contraction, in the smaller pipe (Figure 1.7 (b)). As a result, the cross-section
available for the fluid to advance is reduced with respect to the nominal hydraulic
diameter of the smaller pipe and as a consequence the flow velocity is increased. This
region is known as vena-contracta. Once the separation region starts to reduce in size,
the fluid expands gradually (generating irreversible losses) until it can finally occupy the
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whole pipe cross-section. The flow profile after the vena-contracta is not fully developed
and thus additional pressure is lost after the contraction due to the flow development.
As reported by Munson et al. "an obvious way to reduce the contraction losses is to
round the entrance region, thereby reducing or eliminating the vena-contracta effect"
[44].
If the flow enters the smaller pipe from a larger pipe, then, in addition to the vena-
contracta, another separation region is formed upstream the contraction (Figure 1.7 (b)).
This was shown in a PIV study performed by Durst and Loy [90] on laminar flows
through a sudden contraction. This separation region also contributes to the generation
of irreversible losses.
For the contraction loss coefficient various definitions can be found in the literature,
which are all empirical and based on experimental data. The correlations proposed by
Brightmore [91] (Eq.1.15), Merriman [92] (Eq.1.16), Weisbach [93] (Eq.1.17), Sullivan















































where A1 and A2 are the areas of the smaller and larger cross-section, respectively, and
Cc is a coefficient that expresses the area ratio between the smallest cross-section at the
vena-contracta and the smaller pipe hydraulic diameter.
Figure 1.9 shows how the contraction loss coefficient, calculated with these formulae,
varies with the contraction area ratio.

















Borda-Carnot for a Sudden Change in Cross-Section
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Fig. 1.9 Contraction loss coefficient versus contraction area ratio.
Note that very few details of the experiments performed by Brightmore [91] and
used to derive Eq. 1.15 have been reported and that those used to derive Eq. 1.16 - 1.20
have not been reported at all.
Brightmore [91] investigated the losses due to contraction and expansion for two
contraction and expansion area ratios (A1/A2 = 0.25 and 0.4̄). In this configuration,
both the vena-contracta and the flow separation upstream should have been accounted
for in the pressure losses. However, the location where the pressure was measured
is not reported, and thus it is not clear whether the measured pressure drop included
both loss sources. It is interesting to notice that in the study of Brightmore [91] the
experimental data have been compared to the Borda-Carnot equation (Eq. 1.14) for a
sudden expansion, which was also referred to as the "theoretical" expression for the
estimation of the contraction loss coefficient. To the author knowledge, Brightmore
is the only author who suggests using the Borda-Carnot equation as a theoretical
expression for estimation of both the contraction and expansion loss coefficients for
sudden change in cross-section. Also, Eq. 1.15 is the same as the Borda-Carnot equation
(Eq. 1.14) for a sudden expansion multiplied by 0.7.
The correlations of Merriman [92] and Weisbach [93] (Eq. 1.16 and Eq. 1.17)
only account for the losses due to the vena-contracta (it can be seen from the fact
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that they use the coefficient Cc). The correlation reported by Sullivan [94] (Eq. 1.18)
is an approximation of Weisbach’s coefficient (as reported by Crane [95]), and no
experiments were carried out. As reported by Brater [96], Eq. 1.16 and Eq. 1.17 have
been shown to agree well with experiments for the turbulent flow regime, while the
agreement in the laminar regime is not mentioned. The correlations proposed by Kays
[24] (Eq. 1.19 and Eq. 1.20) only account for the losses due to enlargement after the
vena-contracta, and use the cross-section restriction ratio Cc from Rouse [97], which
was derived for orifice plate. Moreover, Eq. 1.20 does not seem to be well validated
against the experimental data of Kays [24] for low Reynolds numbers, in multiple
channel geometries, as shown by Aleksandrova et al. [98].
To the author knowledge, apart from the experiments of Kays [24], only Konstan-
dopoulos [28] investigated experimentally the effect of the contraction and expansion
losses in particulate filters while no other experiments on contraction and expansion
losses in multi-channel geometry have been reported. As mentioned in section 1.2.1.1,
Konstandopoulos [28] investigated the effect of the contraction and expansion losses
in particulate filters by fitting a 0-D particulate filter model to the experimental data
for the pressure drop of four filters with different properties to calibrate both the per-
meability and the inertial loss coefficient (the sum of the contraction and expansion
loss coefficients). However, although the resulting values of the permeabilities are in
agreement with the values reported in the literature for similar filters, the estimated
inertial loss coefficients, ranging from 2.4 to 8.3, are considerably higher than any other
value reported by other authors (e.g. Brightmore [91], Merriman [92], Weisbach [93],
Sullivan [94] and Kays [24]).
Therefore, while a unanimous consensus on the value of the contraction loss co-
efficient to be used in particulate filter models has not been reached yet, and further
research is required, in absence of more reliable data any equation among Eqs. 1.15 -
1.20 can been considered as good approximation for contraction losses in particulate
filter geometries, as reported by Konstandopoulos et al. [23] and Haralampous et al.
[29].
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1.2.2.3 Through wall losses
Flows through porous media are encountered in many engineering applications (e.g.
filtration systems) as well as in nature (e.g. lungs, river beds), and have been extensively
investigated over the years. The through wall losses depend on several parameters, such
as the flow rate, the fluid temperature and the characteristics of the porous media (e.g.
porosity, tortuosity, pore size). Due to the relevance of the topic for this thesis, the
following sections describe the most relevant features of these losses under different
conditions.
Darcy’s law
The first significant study on the flow through porous media has been conducted by
Darcy in 1856 [99], who performed several experiments on the filtration of water
through a packed column of sand.
The most important result derived from these experiments is the functional relation







where Q is the volumetric flow rate through the porous medium, ∆P is the pressure drop,
κ is the hydraulic conductivity of the porous medium, A is the cross-sectional area of
the porous medium in the direction perpendicular to the flow, ρ is the fluid density and
L is the length of the porous medium.
This original equation was then modified by replacing the hydraulic conductivity
κ = k/ν , which depends on the kinematic viscosity ν of the fluid, with the permeability







Eq. 1.22 is commonly denominated Darcy’s Law.
As reviewed in the book of Dullien [100], several models have been proposed to
estimate the permeability of a porous medium using its mean porosity and pore diameter.
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However, as pointed out by Dullien [100], the permeability is also affected by other
parameters, such as the tortuosity, the pore shape and distribution, which are difficult to
account for in a model. Therefore, the permeability of porous media is often determined
empirically, by fitting the Darcy’s Law to the experimental data of the pressure drop.
The Darcy’s Law has been later supported by a theoretical study published by
Whitaker [101]. The author showed that Darcy’s Law can be derived from applying
a volume-averaging technique to the Stokes equations for the macroscopic flow. This
volume-averaging technique consists of averaging the microscopic flow field over a
small spatial volume in order to obtain a macroscopic volume-averaged flow field.
Using the same technique applied to the full Navier-Stokes equations, Whitaker [102]
derived the so called Volume-Averaged Navier-Stokes equations (VANS), which can be
considered as a generalisation of Darcy’s Law.
Darcy-Forchheimer law
The accuracy and limitations of Darcy’s Law have been discussed by several authors over
the years [103]. Because the linear equation proposed by Darcy was not appropriate for
describing pressure losses at high Reynolds numbers. The linear relationship between
the pressure gradient, d p/dx, and the flow velocity, U , is more evident rewriting Darcy’s






In 1901 Forchheimer [104] proposed a non-linear equation in order to extend the






This equation, commonly denominated Darcy-Forchheimer Law, adds a term that
accounts for the kinetic energy of the fluid, which increases non-linearly with the
velocity (and therefore the Reynolds number). The author justification was in fact that
with the increasing of the Reynolds number the inertial effects become more important
1.2 Literature review 41
and not negligible. The additional term is commonly referred to as the Forchheimer
term, while the parameter β as the Forchheimer constant [105].
Although the Darcy-Forchheimer Law improves the accuracy of the predictions
for high Reynolds number, it introduces an additional level of complexity related to
the determination of the Forchheimer constant. From a dimensional analysis it can
be understood that the constant β must have a dimension which is the inverse of a
length. Nevertheless, multiple length scales are involved in fluid flow through a porous
medium. Consequently, a theoretical determination of the Forchheimer constant is not
an easy task. Similar to the permeability the Forchheimer term is usually determined
empirically by fitting the Darcy-Forchheimer Law to the pressure drop measurements
[105].
The Forchheimer term is typically not included in particulate filters models, as its
effect was found negligible [23].
Slip flow permeability
The pressure drop through porous media can also be influenced by the temperature and
pressure of the flow due to slip flow effects associated with gas rarefaction. At high
temperatures and low pressures the mean free molecule path λ , defined as the average
distance travelled by a molecule before colliding with another one in the equilibrium
state [106], becomes higher. Several mathematical formulations of the mean free path
can be found in the literature, as reported by Zhang et al. [106], and one should be
careful when comparing equations from different authors. A formula for the mean free





where kb = 1.3806× 10−23[J/K] is the Boltzmann constant, T and P are the fluid
temperature and pressure, respectively, and dc is the collision diameter. The collision
diameter is often assumed to be equal to the molecule diameter [107].
As the mean free path increases, slip flow may occur and the molecules collisions
with the wall surface should be taken into account [108]. In the case of gases, a common
method to model this kind of flow is through the rarefied gas dynamics.
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where, λ is the mean free path and D is the flow conduit characteristic length [108],
which in porous media is often taken as the pore diameter.
The influence of the rarefaction effect increases with the increasing of the Knudsen
number [108] and four different flow regimes can be distinguished depending on the
range of the latter [106], as shown in Table 1.4.
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Table 1.4 Knudsen number range and flow regime description Zhang et al. (2012).
Knudsen number range Flow regime description
Kn < 10−2 Continuum regime: the continuum and thermodynamic
equilibrium assumptions are appropriate, and the flow can be
described by the Navier–Stokes equations with conventional
no-slip boundary conditions.
10−2 < Kn < 10−1 Slip flow regime: the non-equilibrium effects dominate near
the walls. The no-slip boundary condition fails to provide
agreement between theoretical predictions and experimental
results, although continuum conservation equations can still
be used to describe the bulk flow. However, the gas micro
flow can still be analysed by solving the Navier–Stokes
equations with slip velocity and temperature jump boundary
conditions.
10−1 < Kn < 10 Transition regime: the rarefaction effects dominate and
the continuum and thermodynamic equilibrium assumptions
of the Navier–Stokes equations begin to break down. The
slip models become more complex, and alternative solution
methods, such as direct simulation Monte Carlo (DSMC),
should be taken into account.
Kn > 10 Free molecular regime: the intermolecular collisions are
negligible as compared with the collisions between the gas
molecules and wall surfaces.
The classification of the flow regimes is indispensable for the selection of the
technique used to model the flow, because the equations governing the flow, and
consequently their solution method, change depending on the Knudsen number range,
as shown in Table 1.4.
Since particulate filters operate at high temperatures and, as reported by Konstan-
dopoulos and Johnson [16], the estimated Knudsen numbers could reach values close to
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0.01 or higher, slip flow may occur. Under such condition, the most appropriate methods
to predict the flow dynamics are the molecular dynamic (MD), direct simulation Monte
Carlo (DSMC) or solution of linearized Boltzmann equation (LBE), which describe
the flow at the molecular level. However, simulating a gas flow in a large scale system
using these methods is still impractical due to the excessive amount of time required for
the solutions.
Therefore, in particulate filters models, the effect of the slip flow is generally
accounted for by using a modified expression of the permeability, called apparent
permeability or slip permeability. Several authors, such as Maxwell [109], Beskok and
Karniadakis [110], Konstandopoulos and Johnson [16], Konstandopoulos et al. [21]
and Haralampous et al. [29], proposed different formulae for the apparent permeability,
which is usually correlated to the standard permeability kNon−Slip and the Knudsen
number Kn. Among these formulae it is worth reporting the correlation proposed and
used by Konstandopoulos et al. [21]:
kSlip = kNon−SlipSCF, (1.27)




is the Stokes-Cunningham Factor. This
correlation was validated by Konstandopoulos et al. [21] using the experimental data of
Kwetkus and Egli [22], and a good agreement was demonstrated.
1.2.2.4 Summary
To summarise, the literature review of the relevant contributions to the pressure losses in
particulate filters has shown that although an extensive research effort has been carried
out in order to model the friction losses, contraction and expansion losses, and through
wall losses, several gaps still need to be filled.
Firstly, although the different types of friction losses are generally well understood,
the losses due to developing flow and the losses in channels with porous walls are still
not entirely or properly characterised. Regarding the developing flow losses, none of
the proposed correlations for the pressure defect K(x) estimation has been validated
with experimental data or up to date RANS CFD analysis. Additionally, different
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experimental and numerical studies reported different values for the pressure defect
asymptotic value K(∞) as well as for the hydrodynamic entrance length Lhy. Regarding
the friction losses in channels with porous walls, the transition from laminar to turbulent
flow appears to occur at lower Reynolds numbers than in solid walls but it is not well
characterised.
Secondly, while the expansion loss coefficient for a sudden expansion can be
estimated with the Borda-Carnot equation, different experimental studies reported
different values for the contraction loss coefficient for a sudden contraction and its
variation with the contraction area ratio. Additionally, as reported by Brater [96], several
equations to estimate the contraction loss coefficient (i.e. Eq. 1.16 and Eq. 1.17) have
been shown to agree well with experiments for the turbulent flow regime, while the
agreement in the laminar regime is not mentioned.
Since both friction and contraction losses are used for modelling particulate filters
(as well as other multi-channels devices), a further understanding and characterisation
of these losses would be useful in order to improve the accuracy of particulate filter
models.
1.3 Aims and objectives
The aim of this project was to develop a fundamental understanding of the complex
physics of the flow in wall-flow filters and to develop tools for modelling filter flows,
with particular focus on Gasoline Particulate Filters (GPFs) and their operating condi-
tions. In order to achieve this aim, the following objectives were set:
1. Collection of experimental data for a variety of plugged filter samples for model
validation and assessment at different flow regimes and temperatures.
2. Collection of experimental data for a variety of unplugged filter samples for
establishing flow transition parameters in particulate filter channels.
3. Establish validity and limitations of existing correlations for friction and contrac-
tion/expansion losses through experiments and CFD analysis.
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4. Development of a new 1-D pressure drop model and assessment of its prediction
capabilities using the collected experimental data.
5. Development of a new approach for modelling wall-flow filters to overcome the
limitations of the traditional 0-D and 1-D modelling approaches.
Although the work is focused more on the high temperature/high flow rates regimes
characteristic to GPFs, most of the project findings and models are also applicable to
DPFs, provided the appropriate flow regime and geometry properties are taken into
account.
1.4 Thesis outline
Chapter 2 describes the experimental apparatus and methodology, and provides the
main details about the two numerical methodologies used throughout the thesis. Chapter
3 presents the numerical investigation regarding the developing flow losses in chan-
nels with circular and square cross-section, while Chapter 4 presents the numerical
investigation regarding the contraction losses in channels with circular and square cross-
section. Chapter 5 discusses the experimental results of the unplugged and plugged
filters. In Chapter 6 a new 1-D particulate filter model is presented and assessed against
experimental data. Chapter 7 presents a new multi-channel modelling approach for
particulate filters. Finally, Chapter 8 includes a summary of the main conclusions and




This chapter presents the experimental and numerical methodologies used throughout
this thesis. The experimental methodology section includes a description of the appara-
tus (rig and instrumentation) used to conduct the experiments, the filter samples and
the experimental procedure, while the numerical methodology includes an overview of
the two commercial software packages used for the modelling, namely Star-CCM+ and
MATLAB, along with a description of their main features used in this project. More
details about the numerical methodology procedure will be discussed in Chapter 3,
Chapter 4, Chapter 6 and Chapter 7, where relevant.
2.2 Experimental methodology
The literature review has shown that there is a lack of experimental data for particulate
filter pressure drop at high mass flow rates and temperatures, which are required for
models assessment. Hence, an experimental apparatus has been designed to measure
the pressure drop of several particulate filter cores under these conditions. The data
collected in these experiments has then been used to assess the two numerical models
developed during this project.
The same apparatus has been used to measure the pressure losses of several un-
plugged filters of different length. The data collected in these experiments has been
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used to investigate and establish the validity of existing correlation for friction losses
(in particular the transition from laminar to turbulent in channels with porous walls).
2.2.1 Experimental apparatus: Rig and instrumentation
The flow measurements were performed in the Flow Laboratory at the Engineering,
Environment and Computing Building at Coventry University. The experimental ap-
paratus used for the experiments (Figure 2.1) was designed in 2015 for a commercial
project with Jaguar Land Rover and was already available.
Fig. 2.1 Schematic of the experimental apparatus.
Dry air at room temperature was used as fluid medium for all experiments. The air
is supplied into the rig through a 2000 litre receiver (Air Supply System (1) in Figure
2.1) at 11 bar (gauge pressure) fed by a 55 kW compressor.
The mass flow rate is measured through a calibrated custom made viscous flow
meter (VFM (3) in Figure 2.1) placed upstream of the test rig along with a manual valve
(Regulation Valve (2) in Figure 2.1) that allows to adjust the amount of air which can
enter the rig.
The VFM is a differential pressure flow meter, which incorporates two sections of
pipes separated by a metal honeycomb monolith, two pressure tappings to measure
the pressure upstream and downstream the monolith and a thermocouple to measure
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the temperature of the fluid. The VFM pressure drop depends on the mass flow rate,
temperature and back-pressure in the pipe [111]. The VFM calibration consists in
correlating these parameters, so that from the measurement of the VFM pressure drop,
fluid temperature and pipe back-pressure it is possible to estimate the mass flow rate.
The calibration equation is reported in Appendix A.
Thus, three measurements are needed to establish the mass flow through the VFM:
the differential pressure drop, air temperature and back pressure (absolute pressure
upstream of the VFM). The pressure drop across the VFM was measured through two
pressure tappings, placed before and after the VFM, connected to a differential pressure
transmitter, the FCO318 by Furness Controls (±20[kPa] range and accuracy within
±0.25% of the read). The air temperature at the VFM was monitored using a Type
K thermocouple (accuracy within ±2.5[◦C]) by TC Direct connected to the Digitron
2038T digital thermometer (−200− 1350[◦C] range and accuracy within ±0.1% of
the read). The back-pressure in the pipeline (upstream the VFM) was measured either
with a pressure gauge (0−2.5[bar] range and accuracy within ±0.01[bar]) or with the
FCO318 pressure transmitter by Furness Controls (±20[kPa] range and accuracy within
±0.25% of the riding). The overall accuracy of the mass flow rate measurements with
the VFM was estimated in [112] and was found to be within ±5%.
Downstream of the VFM, the pipeline then splits in two lines and the flow passes
through the two 36[kW ] Sylvania SureMax heaters ((5) in Figure 2.1), which can heat
the air up to 750[◦C]. The heaters have a minimum mass flow rate safety limit of 6[g/s]
each. The desired temperature of each heater can be selected manually and a PID
controller ensures that the temperature stays constant at the selected value.
From the heaters, the hot air enters a double-skinned contraction nozzle ((6) in
Figure 2.1) designed to provide a uniform flow profile at the inlet of the test section and
to mix the hot air from the heaters.
The nozzle directs the air into an upstream measurement section, the test section
and a downstream measurement section, ((7), (8) and (9) in Figure 2.1).
The upstream measurement section ((7) in Figure 2.1) includes a thermocouple and
four pressure tappings. The Type K thermocouple by TC Direct was located 25[mm]
upstream of the test section to measure the temperature of the flow entering into the
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test section. The thermocouple was positioned in the centre of the pipe cross-section
to measure the temperature at that location. The pressure tappings, located at 30[mm]
upstream of the test section, were spaced equally around the circumference of the
pipe and were connected to a single differential pressure transmitter, the FCO318
by Furness Controls (±50[kPa] range and accuracy within ±0.25% of the riding) to
improve accuracy of the results and eliminate the effect of any asymmetry.
The test section ((8) in Figure 2.1) includes the filter holder (shown in Figure 2.2)
and three Type K thermocouples. The filter holder was made from a stainless steel pipe
with an inner diameter of 58[mm] and was welded to two flanges at its top and bottom.
The holder inner diameter was chosen to match the outer diameter of the plugged filters
cores used for the testing.
The bottom flange had an inner diameter of 50[mm], so that once a filter is inserted
from the top of the holder this sits on the flange. A stainless steel ring with inner
diameter of 50[mm] was placed over the top of the filter, as shown in Figure 2.2, to
prevent any flow to enter the channels outside the 50[mm] cross-section. Thus, although
the inner diameter of the holder was 58[mm], the effective diameter available for the
flow to pass through was 50[mm] only.
The thermocouples were placed at a quarter, half and three-quarter of the holder
length and their tips were in contact with the filter outer surface. These measure-
ments were used introduced to ensure that the filter temperature was stable during the
experiments.
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Fig. 2.2 Filter core holder.
The downstream measurement section ((9) in Figure 2.1) contained a thermocouple
and four pressure tappings. The Type K thermocouple by TC Direct was located at
75[mm] downstream of the test section to measure the temperature of the flow leaving
the test section positioned at the centre of the pipe cross-section. The pressure tappings,
located at 95[mm] downstream of the test section, were spaced equally around the
circumference of the pipe and are connected to a differential pressure transmitter, the
FCO318 by Furness Controls (±20[kPa] range and accuracy within ±0.25% of the
read).
An outlet sleeve ((10) in Figure 2.1) made of stainless steel was connected to the
downstream measurement section along with an adjustable duct attached to its end to
direct the air flow outside the building through an extractor duct.
All the components from the nozzle to the outlet sleeve were connected through
flanges bolted together and with gaskets in between them to provide a seal and avoid
leakages. These components have been covered by several layers of Vitcas ceramic fibre
blanket, each 25[mm] thick, secured with exhaust tape to provide thermal insulation.
Nevertheless, due to the size and the complexity of the rig, heat losses could not be
prevented altogether. The highest temperature achieved in the test section was around
680[◦C] (with air temperature of 750[◦C] at the exit from the heaters).
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Fig. 2.3 Experimental hot flow rig (shown without insulation).
The ambient pressure within the laboratory was continuously monitored using a GE
PACE1000 High Precision Pressure Indicator (0−1150[mbar] range and accuracy of
0.005% of the full scale).
All measurements were recorded using a custom LabView interface with an acquisi-
tion unit, the LabJack U6-PRO (14 channels), except the pressure gauge before the VFM
and the VFM thermocouple. The measurements from the two latter instruments were
recorded manually and did not vary considerably during the experiments. All digitally
recorded readings were continuously logged with intervals of approximately 0.5[s].
The final data point recording was triggered manually when the rig was considered in
thermal equilibrium. An average of 10 logged data points was recorded. The variation
between these 10 readings was low, within ±1% on average.
Table 2.1 shows a summary of the instruments used for the measurements and their
manufacturing details.
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Table 2.1 Instruments and manufacturing details.
Measurement Instrument Range Accuracy
LAb pressure GE PACE 1000 0−1150[mbar] ±0.005% FS
Pipeline back-pressure FCO318 ±20[kPa] ±0.25% rdg
Pipeline back-pressure Pressure gauge 0−2.5[bar] ±0.01[bar]
VFM temperature Digitron 2038T −200−1350[◦C] ±0.1% rdg
VFM differential pressure FCO318 ±20[kPa] ±0.25% rdg
Upstream pressure FCO318 ±50[kPa] ±0.25% rdg
Upstream pressure (> 50[kPa]) Testo525 0−70[kPa] ±0.05% FS
Downstream pressure FCO318 ±20[kPa] ±0.25% rdg
2.2.2 Filter core samples
The test section was designed to have a circular opening of 50[mm] in diameter available
to the flow at both ends. The diameter of filters for automotive applications is larger
(around 120−140[mm]), therefore a scaling approach was adopted, so that the mass
flow rates used in the experiments would be representative for the typical operational
ranges of a real size filter.
Two types of filter samples have been used for the testing: (a) unplugged filter cores
and (b) plugged filter cores. These are described in the next sections.
Unplugged filters samples
The testing was performed with a 300/8[Cpsi] unplugged filter core sample, shown in
Figure 2.4, which was cut from a cordierite monolith. The same core has been tested
and then cut at different lengths, from 100[mm] to 40[mm] with steps of 10[mm], to
investigate the effect of the filter length on the pressure drop.
The filter effective diameter was 50[mm], while the total outer diameter was 54[mm].
This is because the outer perimeter of the filter was covered with a 2[mm] layer of
cement to avoid air flow through the sides of the filter
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Since the unplugged filters were tested only at ambient temperature, a custom made
filter holder that included two flanges which relative distance can be regulated through
a screw was used during the experiments and the samples were taped to the flanges to
avoid any leak. A spray leak detector was used to ensure that the taping was placed
correctly and no leakage was present.
As some of the channels were partially closed by the outer layer of cement coating,
the estimation of the open frontal area with the nominal parameters is subject to minor






2 , where DFilter is
the filter diameter, dh is the cell hydraulic diameter and ws is the wall thickness.
Fig. 2.4 Unplugged filter sample.
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Table 2.2 Unplugged filters samples manufacturing details.
Property Unit Core
Cell density Cpsi 300
Bare wall thickness mil 8
Bare wall thickness mm 0.203
Length mm 100 - 40
Filter effective diameter mm 50
Cell hydraulic diameter mm 1.26
Coated − No
Median pore size µm 17.5
Median porosity − 0.64
Plugged filters samples
The testing was performed on four different filter core samples cut from a cordierite
monolith. One of the samples is shown in Figure 2.5.
The filter effective diameter was 54[mm], while the total outer diameter was 58[mm].
Since both cold (ambient temperature) and hot flow (up to 680[◦C]) testing was
performed, the core samples were enclosed in a steel sample holder (described in the
previous section and shown in Figure 2.2) with effective diameter of 50[mm].
The manufacturing details of the four samples used for the experiments are reported
in Table 2.3. Core #1 is uncoated, while cores #2, #3 and #4 have a catalyst coating
applied. The monolith wall thickness and hydraulic diameter were estimated using
the data provided by the manufacturer. Measurements performed on several randomly
selected channels using a Mitutoyo Vision measurement system showed hydraulic
diameter values within 5% of the nominal values for all filters.
As some of the channels were partially closed by the outer layer of cement coating,
the estimation of the open frontal area with the nominal parameters is subject to minor







DFilter is the filter diameter, dh is the cell hydraulic diameter and ws is the wall thickness
(including the washcoat thickness).
2.2 Experimental methodology 56
Fig. 2.5 Plugged filter sample.
Table 2.3 Plugged filters samples manufacturing details.
Property Unit Core #1 Core #2 Core #3 Core #4
Cell density Cpsi 300 300 300 300
Bare wall thickness mil 8 8 8 12
Bare wall thickness mm 0.203 0.203 0.203 0.305
Length mm 125 125 100 125
Filter effective diameter mm 50 50 50 50
Cell hydraulic diameter mm 1.26 1.22 1.22 1.13
Coated − No Yes Yes Yes
Coating thickness mm 0.000 0.035 0.035 0.022
Total wall thickness mm 0.203 0.238 0.238 0.327
Median pore size µm 17.5 10.3 10.3 12.3
Median porosity − 0.64 0.59 0.59 0.55
2.2.3 Experimental procedure
The following test procedure was used for the hot flow experiments:
1. Set all pressure transmitters to zero.
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2. Open the air line valve and ensure air flow rate is above 12[g/s] (minimum
required for the safe heater operation). A high mass flow is initially used to heat
the whole rig up to the required temperature quickly.
3. Start data logging.
4. Start the heaters and set the temperature to a value above the desired filter temper-
ature to compensate for the heat losses between the heaters and the test section.
For high temperatures this has been done in several stages by increasing the
temperature of 100−200[◦C] at a time, to avoid a sharp temperature increase that
can cause the heaters to locally overheat and shut down.
5. Monitor temperatures upstream and downstream of the test section and on the
core surface, and adjust the heater temperature as required to reach the desired
gas temperature. This stage can take around 2 hours.
6. Once the core temperature is nearly stabilised set the mass flow rate to the lowest
test value and adjust the heater temperature if necessary.
7. Wait for the temperatures to stabilise again and take the first measurement.
8. Increase mass flow rate to the next testing value and adjust the heater temperature,
if required, to ensure that the gas temperature does not change.
9. Wait for the temperatures to stabilise again and take the next measurement.
10. Repeat steps 8-9 till the maximum mass flow rate is reached.
This procedure was adopted after initial trial and error to ensure that the rig heats up
to the temperature quickly (hence higher mass flow rate is used initially) and that the
temperature inside the core is reasonably stabilised (after initial testing it was established
that the thermal equilibrium is reached after around 2 hours, when the core surface
temperature changes by around 1−2[◦C] in 10−15 minutes).
Because the mass flow rate in the air line depends on several parameters (VFM
differential pressure, air temperature in the VFM and pipeline backpressure), and
two of those are recorded manually, the mass flow rate during testing was known only
2.3 Numerical methodology 58
approximately. Therefore, the change in VFM differential pressure was used as indicator
for changing the mass flow rate, which was then calculated after the testing. Steps of
100[Pa] were used for lower differential pressures while steps of 50[Pa] were used for
the higher differential pressures, as the mass flow rate increases non-linearly with the
VFM differential pressure at high values of the pipeline backpressure.
The same procedure was used for the cold flow experiments with the exception of
the temperature changes.
2.3 Numerical methodology
Two commercial software packages have been used for numerical modelling to gain
further understanding of the flow physics in particulate filters and to develop predictive
tools.
The CFD package Star-CCM+ has been used to simulate/predict the flow behaviour
in a variety of geometrical configurations, namely:
1. The developing laminar flow in a straight section of pipe in Chapter 3.
2. The flow in a pipe with a sudden contraction, in order to estimate contraction
losses due to abrupt change in cross-section under laminar flow conditions in
Chapter 4.
3. The flow in a simplified automotive filter configuration used for demonstration of
the multi-channel model in Chapter 7.
Since the computational domains and simulations set-up are different for all cases, only
a broad overview of their modelling with Star-CCM+ is given in this Chapter, while the
full details are reported in Chapter 3, Chapter 4 and Chapter 7.
The second software package is MATLAB, which has been used for all the data
analysis and plotting of data, as well as for the derivation of the correlations proposed
in Chapter 3 and for the implementation and solution of the two 1-D models presented
in Chapter 6 and Chapter 7. Thus, a top level description of the non-linear curve fittings
and boundary value problems and their solutions with MATLAB is reported below,
while more specific details are reported in Chapter 3, Chapter 6 and Chapter 7.
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2.3.1 Numerical modelling with Star-CCM+
Star-CCM+ is a Computational Aided Engineering (CAE) solution for solving multidis-
ciplinary problems in both fluid and solid continuum mechanics.
The Star-CCM+ solver uses the finite volume method to obtain an approximate
solution to the underlying equations of fluid flow. This requires a mesh to be created,
which represents the fluid volume as a collection of much smaller volumes known as
cells. A mesh with trimmed hexahedral cells and prism layers near the walls has been
used for the modelling of the developing flow losses and contraction losses because
the flow is mainly unidirectional, while a mesh with polyhedral cells and prism layers
near the walls has been used for the modelling of the flow redistribution in the upstream
section of a wall-flow filter, since in the case with a sudden expansion the flow is not
unidirectional. A mesh dependency study has been carried for all cases, as reported in
the relative sections.
A laminar flow solver has been used for the modelling of the developing flow losses
and contraction losses, while the turbulent model v2 f has been used for the modelling
of the flow redistribution in the upstream section of a wall-flow filter. Turbulence model
v2 f has been chosen as it has been shown to perform reasonably well in separated flows
[113].
The residuals and stability of the CFD simulations have been monitored to ensure
convergence of the results. For the developing flow study, presented in Chapter 3, all the
simulations reached a stable solution with residuals’ magnitude in the order of 10−13,
while for the sudden contraction and flow redistribution upstream the filter, presented
in Chapter 4 and Chapter 7, the simulations reached a stable solution with residuals’
magnitude in the order of 10−8. The term stable solution used above means that the
residuals do not show any significant change for at least 500 iterations.
More details about the computational domains and simulation set-up are given in
Chapter 3, Chapter 4 and Chapter 7.
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2.3.2 Numerical modelling with MATLAB
MATLAB is a programming language developed by MathWorks and designed specif-
ically for engineers and scientists. MATLAB allows matrix manipulations, plotting
of functions and data, implementation of algorithms, creation of user interfaces, and
interfacing with programs written in other languages [114].
In Chapter 3 and Chapter 4 several correlations are proposed, derived by fitting
curves to the numerical data of the CFD simulations. Since these data points presented a
non-linear trend, the non-linear least-squares method is used for the fitting. MATLAB
offers a solver for these types of fitting problems, namely the lsqcurvefit. The lsqcurvefit,
which implements the Trust-Region-Reflective iterative algorithm, finds the set of
coefficients x that solve the problem:
min
x
∥F(x,xdata)− ydata∥22 = minx ∑i
(F(x,xdatai)− ydatai)
2 , (2.1)
given input data xdata, and the observed output ydata, where xdata and ydata are matrices
or vectors, and F(x,xdata) is a matrix-valued or vector-valued function of the same
size as ydata [115]. The function F(x,xdata) has to be guessed by the user and it is not
proposed by the solver.
In Chapter 6 and Chapter 7 two particulate filter models are proposed, and the model
equations are solved with a boundary value problem solver.
Boundary value problems (BVPs) are differential equations combined with a set of
boundary conditions. Unlike initial value problems, a BVP can have a finite solution, no
solution, or infinitely many solutions. Thus, in order to be useful in practice, a boundary
value problem has to be well posed, meaning that given the input to the problem there
exists a unique solution, which depends continuously on the input. The initial guess
of the solution is an integral part of solving a BVP, and the quality of the guess can be
critical for the solver performance or even for a successful computation [116].
In the two models developed in this thesis, the differential equations to be solved
are the mass and momentum balance equations in the inlet and outlet channels of a
wall-flow monolith, while the boundary conditions are Dirichlet conditions for either
the velocity or the pressure at the entrance or exit of the channels.
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MATLAB offers two solvers to solve boundary value problems, namely bvp4c
and bvp5c. Although the two solvers are very similar, bvp5c has been chosen over
bvp4c since the former implements a fifth-order method and solves the algebraic
equations directly, while the latter implements a fourth-order method and uses analytical
condensation.
The main limitation of both solvers is that their current implementation in MATLAB
does not allow a solution in parallel (parallelisation), and the software uses only one
CPU to solve the problem. This can greatly affect the time required to solve a boundary
value problem, as for the case of the multi-channel model presented in Chapter 7 due
to the great number of differential equations involved. An alternative boundary value
problem solver code for MATLAB that allows parallelisation and uses the GPU has
been developed in 2014 by Antony [117] at Purdue University, and was shown to be able
to decrease considerably the time required to solve boundary value problems. However,
this code was not accessible and thus it could not be used.
More specific details about the use of the non-linear least-squares and the boundary
value problems are given in Chapter 3, Chapter 4, Chapter 6 and Chapter 7.
Chapter 3
Modelling of developing flow losses in
laminar flow
3.1 Introduction
The literature review has shown that there are still several discrepancies between studies
of the pressure losses in laminar developing flow. In particular, different experimental
and numerical studies reported different values for the pressure defect asymptotic value
K(∞) as well as for the hydrodynamic entrance length Lhy and none of the proposed
correlations for the pressure defect K(x) estimation has been validated with experimental
data or up to date RANS CFD analysis.
Therefore, this chapter examines the source of the discrepancies found in the litera-
ture, and demonstrates that the inlet configuration is critical for the correct assessment
of the developing flow losses in a straight pipe. Both circular and square cross-sectional
channels have been investigated.
Since no universal correlation for the friction factor can be derived for all practical
applications with realistic inlet conditions, an approximation is offered which is shown
to be suitable for a well-designed uniform inlet flow configuration. For circular cross-
sectional channels two additional correlations for the kinetic energy correction factor
α(x) and momentum correction factor β (x) are derived, which can be useful for the
determination of the contraction and expansion coefficients in flows with abrupt cross-
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sectional changes as shown by Kays [24], Sadri and Floryan [118] and Chalfi and
Ghiaasiaan [119].
The ability to correctly separate friction losses associated with the flow development
from the contraction and expansion losses is crucial for predicting losses in complex
flow devices such as automotive catalyst and filter systems or heat exchangers, as
pointed out by Konstandopoulos [28] and Shah and London [51].
3.2 Channels with circular cross-section
3.2.1 Simulations set-up
In absence of reliable experimental data, numerical solutions of Navier-Stokes equations
are a good approximation for laminar incompressible continuum flows of Newtonian
fluids. Therefore, CFD modelling of developing pipe flow is used here in order to
improve existing correlations for developing flow losses in laminar flow regime. Several
laminar flow simulations have been performed using the commercial CFD package
Star-CCM+. Four 2-D axisymmetric computational domains have been investigated to
assess both idealised and more practical configurations:
1. Computational Domain 1 (Figure 3.1): consists only of a pipe. In this case the
inlet boundary condition, which is a constant/flat inlet velocity profile, is applied
at the exact entrance of the pipe (x+ = 0). Thus, this configuration represents
an ideal case, as in practical applications it would be unrealistic to achieve a




Fig. 3.1 Computational Domain 1.
2. Computational Domain 2 (Figure 3.2): consists of a pipe and an extra inlet
section of one hydraulic diameter in length. Because of the elliptical nature
of the incompressible Navier-Stokes equations, the flow at the entrance to the
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duct is affected by both upstream and downstream conditions. Thus, imposing
a uniform profile at x+ = 0 distorts the flow and pressure distributions in the
vicinity of the duct entry. Using a short inlet section before the duct mitigates this
problem. In this case the inlet boundary condition (a constant/flat inlet velocity
profile) is applied some distance upstream of the pipe entrance. A symmetry plane
boundary condition (∂/∂ r = 0) is used at r/R = 1 in the inlet section (x+ < 0)
so that a uniform velocity profile can be maintained up to the duct entrance, as
shown in Figure 3.5. The velocity profile entering the channel can be considered
more representative for practical applications, but is still somewhat idealised
assuming an "infinitely thin" channel wall. In practical applications, some flow
path contraction would be expected due to the finite wall thickness. This domain





Fig. 3.2 Computational Domain 2.
3. Computational Domain 3 (Figure 3.3): consists of a pipe with a bell-mouth
contraction nozzle placed upstream. The contraction nozzle (with contraction
area ratio Cc = 8.6) used for this computational domain follows the 3rd order
polynomial proposed by Bell and Metha [120]. Bell and Metha [120] optimized
this shape for the design of small low-speed wind tunnels in order to have
the lowest boundary layer thickness at the contraction exit, and thus a mostly
flat velocity profile. This configuration is representative of geometries used in
practical application. In contrast with the two previous cases, the inlet velocity
profile entering the pipe is Reynolds number dependent, as shown in Figure 3.3.
This effect is attributed to the shape of the contraction. Figure 3.5 shows how the
velocity profile for this case, at Re = 500, compares with the profiles of the other
computational domains.






Fig. 3.3 Computational Domain 3.
4. Computational Domain 4 (Figure 3.4): is the same as the previous one but the
bell-mouth contraction nozzle shape follows the 5th order polynomial proposed
by Bell and Metha [120]. The inlet velocity profile entering the pipe is Reynolds
number dependent, as shown in Figure 3.4. Figure 3.5 shows how the inlet







Fig. 3.4 Computational Domain 4.
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Fig. 3.5 Normalized inlet velocity profile at x+ = 0: Computational Domain 1 vs.
Computational Domain 2 vs. Computational Domain 3 at Re = 500 vs. Computational
Domain 4 at Re = 500.
u / U




















Fig. 3.6 Normalized inlet velocity profile at x+ = 0: Computational Domain 3.
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Fig. 3.7 Normalized inlet velocity profile at x+ = 0: Computational Domain 4.
The boundary conditions are shown in Table 3.1. The Reynolds number definition
Re = ρUD
µ
is based on the mean velocity U and channel hydraulic diameter D, with µ
being the dynamic viscosity and ρ being air density. Six values of the Reynolds number
from Re = 250 to Re = 1500 (in steps of 250) have been chosen in order to ensure a
fully laminar regime. The length L of the pipe was varied for each Reynolds number
in order to maintain the dimensionless length of the domain x+ = LDRe = 0.1. Other
parameters and assumptions for the CFD modelling are reported in Table 3.2.




Outlet Ambient Static Pressure (PAmb. = 101325[Pa])
Wall No Slip
Axis Axis
Symmetry Symmetry Plane (∂/∂ r = 0)
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Time Dependence Steady State
Flow Solver Segregated Flow
Solution Algorithm SIMPLE
Convection Scheme Second-Order
Equation of State Constant Density




Fluid Dynamic Viscosity µ = 1.8133×10−5 [Pa s]
A mesh with trimmed hexahedral cells and 10 prism layers near the walls has been
used and a mesh dependency study has been carried out in order to ensure that the
simulations results are independent from the mesh size. Three values of the cell base
size, 0.3[mm], 0.25[mm] and 0.2[mm] have been investigated (for an hydraulic diameter
of 10[mm]). It was found that the cell sizes 0.25[mm] and 0.2[mm] provide nearly
identical results, with a difference in the total pressure drop below 1%. Therefore, the
cell base size was set at 0.25[mm] for all simulations.
3.2.2 Results
To assess the static pressure loss along the pipe, the average cross-section static pressure



















were also calculated along the pipe. A typical pressure distribution
for one of the cases at Re = 500 is shown in Figure 3.8, along with the respective
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trend of the same parameters calculated with the Darcy-Weisbach equation for fully
developed flow (P∗F.D.F. and ∆P
∗
F.D.F.) expressed in terms of x
+ as:
∆PF.D.F. = 4 f Rex+. (3.2)
Here that the Fanning friction factor is f = 16/Re, since the cross-section is circular.
Figure 3.8 shows that sufficiently far from the pipe entrance the non-dimensional
static pressure reaches the asymptotic gradient characteristic for fully developed flow.
The contribution of the flow development losses to the total pressure drop compared
with the losses due to fully developed flow is more important for shorter pipes with
lower x+. When x+ = 0.1, the loss due to flow development is about 16% of the total
loss. This relative contribution increases as x+ decreases. Thus, not accounting for the
losses due to flow development can lead to considerable errors in applications such as
heat exchangers (e.g. [51]) or automotive catalyst systems (e.g. [121] and [113]), where
the flow is often laminar and the aspect ratio of the duct (L/D) is low, and hence x+ is
small.
Fig. 3.8 Dimensionless local static pressure and cumulative static pressure drop.
The pressure defect function K(x) has been calculated subtracting the dimensionless
cumulative pressure drop for fully developed flow from the cumulative pressure drop
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evaluated from the CFD results, which takes into account the additional losses due to
flow development:
K(x) = ∆P∗D.F.−CFD −∆P∗F.D.F.. (3.3)
Fig. 3.9 K(x) and K(∞) from CFD.
Figures 3.10 - 3.13 shows the CFD results for K(x) for the four computational
domains at different Reynolds numbers, compared with K(x) and K(∞) evaluated with
the correlation of Shah [69].
In the Computational Domain 1 K(x) depends on the Reynolds number and the
pressure defect decreases with increasing Reynolds number (Figure 3.10). These results
are consistent with the findings of Schmidt and Zeldin [64] and Su et al. [72], while
they are considerably higher than those of Shah [69].
The dependence of K(x) and K(∞) on the Reynolds number might be caused
by the inlet boundary condition, which constrains the profile of the velocity to be
constant/flat along the radius while being zero at the wall due to the no-slip condition.
As a consequence, an unrealistically sharp velocity gradient is formed right at the pipe
inlet, as shown in Figure 3.5, which then causes the transverse pressure gradients across
the entry sections of the pipe to become non negligible, as hypothesised by Shah and
London [51] and Bender [65], and to increase the cumulative pressure losses.
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As mentioned previously, a completely flat inlet velocity profile is an idealised
condition and, therefore, the trends of K(x) and the values of K(∞) obtained from the
Computational Domain 1 are not suitable for practical applications.
x+








K(x) CFD Re = 250
K(x) CFD Re = 500
K(x) CFD Re = 750
K(x) CFD Re = 1000
K(x) CFD Re = 1250
K(x) CFD Re = 1500
K(x) Shah
K(1) Shah
Fig. 3.10 K(x) from Computational Domain 1.
In the Computational Domain 2 K(x) is independent of the Reynolds number and
so is K(∞) (Figure 3.11). This confirms that K(x) is extremely sensitive to the inlet
conditions and with the boundary conditions used in the Computational Domain 2, the
effect of the Reynolds number is almost completely eliminated. Hence, for the more
realistic inlet velocity profile shown in Figure 3.5 for the Computational Domain 2,
K(x) and K(∞) are independent of the Reynolds number. Figure 3.11 shows a good
agreement between the pressure defect K(x) derived from CFD and the correlation of
Shah [69]. The main difference lies in the fact that K(x) reaches the constant value of
K(∞) at a shorter distance (at x+ = 0.069 instead of x+ = 0.858) from the entrance,
and that the value of K(∞) is 3.6% lower (K(∞) = 1.205 in CFD results instead of
K(∞) = 1.25 used by Shah [69]).
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K(x) CFD Re = 250
K(x) CFD Re = 500
K(x) CFD Re = 750
K(x) CFD Re = 1000
K(x) CFD Re = 1250
K(x) CFD Re = 1500
K(x) Shah
K(1) Shah
Fig. 3.11 K(x) from Computational Domain 2.
In the Computational Domain 3 and Computational Domain 4 K(x) depends on
the Reynolds number (Figures 3.12 - Figure 3.13) and, in contrast with the results
of the Computational Domain 1 and those reported by Su et al. [72], the pressure
defect increases with the increasing of the Reynolds number. The pressure defect is,
in both cases, lower than that predicted by Shah [69]. Overall, values of K(x) for
the Computational Domain 3 are about 3 to 10% higher than those obtained for the
Computational Domain 4.
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K(x) CFD Re = 250
K(x) CFD Re = 500
K(x) CFD Re = 750
K(x) CFD Re = 1000
K(x) CFD Re = 1250
K(x) CFD Re = 1500
K(x) Shah
K(1) Shah
Fig. 3.12 K(x) from Computational Domain 3.
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K(x) CFD Re = 250
K(x) CFD Re = 500
K(x) CFD Re = 750
K(x) CFD Re = 1000
K(x) CFD Re = 1250
K(x) CFD Re = 1500
K(x) Shah
K(1) Shah
Fig. 3.13 K(x) from Computational Domain 4.
Thus, the results presented for the four different inlet configurations show that im-
posing a fully flat velocity profile at the pipe inlet produces non-physical results, which
explains some of the discrepancies observed in the literature between the numerical
and experimental results for K(∞). This is attributed to the singularity introduced at the
wall at the pipe entrance, where the prescribed non-zero entrance velocity profile has to
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satisfy the non-slip condition. With the more robust inlet conditions used in Computa-
tional Domain 2, the pressure defect becomes Reynolds number independent. However,
this domain is not completely representative of the experimental configurations, where
the uniform inlet flow is usually achieved by using a carefully designed contraction
nozzle.
For the two contraction nozzles considered here, which are based on an optimised
design, the pressure defect is not Reynolds independent and increases with the Reynolds
number. Moreover, the total pressure loss is considerably lower than that predicted by
Shah [69]. The Reynolds number dependence and the difference between the results
for the Computational Domain 3 and the Computational Domain 4 can be attributed to
the different inlet velocity profile entering the pipe after the contraction. As shown in
Figures 3.6 - 3.7, the velocity gradient at the wall increases with the increasing of the
Reynolds number. The steeper velocity gradient at the wall increases the wall shear at
the entrance of the channel causing higher pressure losses and, hence, higher values of
K(x).
3.2.3 Proposed correlations
It has been shown that in practical applications there will be some dependence of
the pressure loss on Reynolds number, and this dependence is sensitive to the inlet
configuration. It is impractical to provide a correlation for every possible upstream
geometry, thus to a first approximation a solution independent of the Reynolds number
can be used. Therefore, the Computational Domain 2 has been chosen as a "standard
case" for the derivation of the following correlations:
1. Pressure defect K(x).
2. Hydrodynamic entrance length L+hy.
3. Kinetic energy correction factor α(x).
4. Momentum correction factor β (x).
However, the pressure defect has been shown to be lower for well-designed bell-
mouth contraction nozzles. Therefore, a second correlation for K(x), specifically
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designed for bell-mouth contractions, is proposed as well. These correlations have been
derived by fitting a suitable model function to the CFD results using the lest-squares
fitting method.
Pressure defect K(x) and hydrodynamic entrance length Lhy









Here C2 and C3 are the coefficients which have to be found by fitting Eq. 3.4 to the
CFD results. This exponential function ensures that K(x) = 0 at x+ = 0 and that K(x)
reaches an asymptotic value, K(∞), as x+ → ∞. The constants calculated using the
non-linear least squares method in MATLAB are: K(∞) = 1.205, C2 = 26.1728 and
C3 = 0.65. Figure 3.14 shows the quality of the fit, where the difference between the
CFD results and Eq. 3.4 is under 2% for x+ < 0.01 and under 0.1% for x+ > 0.01.
Fig. 3.14 K(x) exponential fit.
The dimensionless hydrodynamic entrance length L+hy, defined as L
+
hy = Lhy/(DRe),
can be found by calculating the dimensionless axial distance in which the centreline
velocity reaches the 99% of the fully developed centreline velocity. This condition
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gives L+hy = 0.0544, which is consistent with other studies reported in the literature (e.g.
[61],[62], [65], [74] and [44]) as shown in Table 1.3. Note here that the correlation
of Shah [69] cannot be used to derive the hydrodynamic entrance length based on
the centreline velocity, as the author did not investigate the velocity trend in the duct.
However, the hydrodynamic entrance length is an important parameter for the design of
flow meters (e.g. [122], [123] and EN ISO 5167-1:2003 section 7.2.1), wind tunnels
(e.g. [45]) and micro-channels where the boundary layer development region is used
for enhancing the heat transfer for cooling applications (e.g. [124]). Moreover, Shah’s
correlation for the pressure defect does not reach the 99% of its asymptotic value of
K(∞) = 1.25 until x+ = 0.858 which is an order of magnitude higher than the entrance
length based on the centreline velocity (see Table 1.3), while in the correlation 3.4
the 99% of the asymptotic value is reached at x+ = 0.069 which is comparable to the
entrance length based on the centreline velocity. For the Computational Domain 3 and
Computational Domain 4 the pressure drop results are Reynolds number dependent,
and thus a Reynolds number dependent correlations for both K(x) and K(∞) has to be
found. K(∞) can be obtained by fitting the CFD results of both Computational Domain







The constants calculated using the non-linear least squares method in MATLAB are:
C4 = 1.0639, C5 = 0.0843 and C6 = 0.5, and the deviation of the fitting from the CFD
results of the two domains is within ±5%.
Then, by using the same exponential function as Eq. 3.4, with Eq. 3.5 for the
calculation of K(∞), a new correlation of K(x) specifically for bell-mouth contractions
can be found. The constants calculated using the non-linear least squares method in
Matlab are: C2 = 32.5169 and C3 = 0.7572.
Figures 3.15 - 3.16 shows a comparison of the two proposed correlations (the
Reynolds independent and the Reynolds dependent) against the other correlations
reported in the literature. The results are plotted up to x+ = 0.5 to illustrate when the
different correlations for K(x) reach their asymptotic values.
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Figure 3.15 shows the Reynolds independent correlations. All the correlations
provide nearly identical values of K(x) up until x+ < 10−3, while they start to deviate
after this value. The correlations of Bender [65] and Shah [69] are almost equal in
the full range of x+ and, as mentioned previously, K(x) is still increasing even after
x+ = 0.5. The correlation of Yilmaz [73] provides marginally higher results than Shah’s
correlation, while the correlation of Muzychka and Yovanovich [74] shows much higher
results. Note that the correlation by Muzychka and Yovanovich [74] is not derived as a
sum of the fully developed and developing flow losses, therefore the value at x+ → ∞
has been subtracted from it to deduce the developing flow contribution. The correlation
proposed here shows similar results to the correlation of Shah, with slightly higher
values of K(x) in the range between 0.04 < x+ < 0.1 and a slightly lower value of K(∞)
which is still consistent with some of the available experimental measurements listed in
1.1. In contrast with all the previous correlations, K(x) reaches the constant value of
K(∞) at a much shorter distance from the entrance (at x+ = 0.069).
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Fig. 3.15 Reynolds independent correlations for K(x).
Figure 3.16 shows the Reynolds dependent correlations plotted with the present
Reynolds independent correlation for comparison purposes. In the correlation of Su et al.
[72] K(x) decreases with the increasing of the Reynolds number and its values are much
higher than those of the Reynolds independent correlation. This trend is consistent with
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the results obtained for the Computational Domain 1 investigated in the present study
(see Figure 3.10), which, as explained previously, has been considered not representative
of the practical applications as a completely flat inlet velocity profile is idealised and
uses the same inlet condition as Su et al. [72]. Moreover, the pressure defect calculated
by Su et al. [72] is still increasing after x+ = 0.5, while the authors stated that the
hydrodynamic entrance length based on the centreline velocity is around L+hy ∼ 0.06
for Reynolds number higher than Re = 250. The present correlation for bell-mouth
contraction shows the opposite trend, with K(x) increasing with the increasing Reynolds
number and values lower than those of the Reynolds independent correlation. K(x)
reaches the constant value of K(∞) in the same manner as the Reynolds independent
solution.
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Su et al. Re=250
Su et al. Re=500
Su et al. Re=1000
Su et al. Re=2000
Present work bell-mouth Re=250
Present work bell-mouth Re=500
Present work bell-mouth Re=1000
Present work bell-mouth Re=2000
Fig. 3.16 Reynolds dependent correlations for K(x).
The two correlations presented here have been derived for a semi-ideal inlet configu-
ration and a well-designed inlet nozzle, which limits their application. As reported at the
beginning of this section, it is evident that in practical applications there will be some
dependence of the pressure loss on the Reynolds number. This dependence is caused
by the fact that the inlet velocity profile in any non-idealised geometry is Reynolds-
dependent. Since it would be impractical to provide a correlation for every possible
upstream geometry, the Reynolds independent correlation Eq. 3.4 can be used as a first
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approximation for flows where the inlet velocity profile is close to being uniform. The
Reynolds-dependent effect of the extra inlet losses due to flow non-uniformity can then
be accounted for by adding such losses if these can be estimated using measurements or
known correlations.
For example, to estimate the pressure losses in a single or multiple tube system
configuration with abrupt changes in the cross section, the developing flow losses
calculated with the Reynolds independent correlation Eq. 3.4 can be added to the
contraction losses calculated from correlations available in the literature (e.g. [24]).
Kinetic energy correction factor α(x)
The change in kinetic energy between two sections associated with going from a
uniform velocity profile to a parabolic one can be accounted for through the kinetic







where u is the local velocity along the cross-section and U is the mean cross-sectional
velocity. For a flat velocity profile uFlat =U and αFlat = 1, while in fully developed




and αF.D.F. = 2. The value of α along the
axial direction, α(x), can be computed using Eq. 3.6 by extracting the velocity field
from the CFD results.
The following exponential function has been chosen for the derivation of the kinetic
energy correction factor:




so that α(x) = 1 at x+ = 0 and α(x) = 2, as x+ → ∞. The constants calculated using
the non-linear least squares method in MATLAB are: C2 = 26.1728 and C3 = 0.65.
Note here that the value of α(x) at x+ = 0 has been approximated to 1, which would
correspond to a perfectly flat velocity profile, to simplify the correlation.
Figure 3.17 shows show the quality of the fit, where the difference between the CFD
results and Eq. 3.7 is under 4% for x+ < 0.01 and under 0.1% for x+ > 0.01.
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Fig. 3.17 Kinetic energy correction factor.
Momentum correction factor β (x)
Similarly to the change in kinetic energy, the change in total flow momentum between
two cross-sections associated with going from a uniform velocity profile to a parabolic







where, u is the local velocity along the cross-section and U is the mean cross-sectional
velocity. When the velocity profile is flat βFlat = 1, while for fully developed laminar
flow βF.D.F. = 4/3. The value of β along the axial direction, β (x), can be computed
through Eq. 3.8 by extracting the velocity field from the CFD results.











so that β (x) = 1 at x+ = 0 and β (x) = 4/3, as x+ → ∞. The constants calculated using
the non-linear least squares method in MATLAB are: C2 = 26.1728 and C3 = 0.65.
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Note here that the value of β (x) at x+ = 0 has been approximated to 1, which would
correspond to a perfectly flat velocity profile, to simplify the correlation.
Figure 3.18 shows show the quality of the fit, where the difference between the CFD
results and Eq. 3.10 is under 2% for x+ < 0.01 and under 0.1% for x+ > 0.01.
Fig. 3.18 Momentum correction factor.
Apart from being useful in some fluid dynamics applications, such as for the
investigation of the contraction and expansion coefficients (e.g. [24], [118] and [119]),
the knowledge of the momentum correction factor can be used to verify the physical
interpretation of the pressure defect. As reported in the literature review, the pressure
losses in developing flows are usually estimated adding two components: 1) the pressure
losses for fully developed flow and 2) the additional pressure losses due to momentum
change and accumulated wall shear difference between developing and developed flow
[51]. Hence, according to Eq. 1.4, the term K(x) represents the dimensionless losses
due to momentum change and accumulated wall shear difference between developing
and developed flow.
The momentum change losses along the channel can be calculated as:
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The losses due to accumulated wall shear difference between developing and developed
flow can be calculated by subtracting the cumulative losses due to wall shear calculated
with the wall shear from the CFD results, τw,D.F.−CFD, from the cumulative losses due
to wall shear calculated with the fully developed wall shear.
Figure 3.19 shows that adding the dimensionless losses due to fully developed flow
to the accumulated wall shear difference and momentum change exactly matches the
dimensionless losses extracted from the CFD results, or in other words the dimensionless
losses calculated through Eq. 1.4 and Eq. 3.4. This confirms the physical interpretation
of the pressure defect given by Shah and London [51].
Fig. 3.19 Pressure losses due to fully developed flow friction, accumulated wall shear
difference between developing flow and fully developed flow and momentum change.
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3.3 Channels with square cross-section
3.3.1 Simulations set-up
The previous section has shown that in practical applications there will be some depen-
dence of the pressure loss on Reynolds number, and that this dependence is sensitive to
the inlet configuration. However, as it would be impractical to provide a correlation for
every possible upstream geometry, a computational domain similar to the Computa-
tional Domain 2, which provided Reynolds independent results, has been chosen for
the analysis of the developing flow losses of channels with square cross-section.
Figure 3.20 shows the Computational Domain. Since the geometry is not axisym-
metric, a full 3-D CFD approach is used. In order to decrease the computational effort,
only a quarter of a channel was used due to the symmetry properties of the geometry. A
no-slip condition is used at the walls, while a symmetry plane boundary condition has
been used for the other two surfaces (mid planes of the channel).
Fig. 3.20 Computational domain for the square channel.
The boundary conditions for the regions, defined as in Figure 3.20, are shown in
Table 3.3. The Reynolds number definition Re = ρUD
µ
is based on the mean velocity
U and channel hydraulic diameter D, with µ being the dynamic viscosity and ρ being
air density. Six values of the Reynolds number from Re = 250 to Re = 1500 (in steps
of 250) have been chosen in order to ensure a fully laminar regime. The length L of
the pipe was varied for each Reynolds number in order to maintain the dimensionless
length of the domain x+ = LDRe = 0.1. Other parameters and assumptions for the CFD
modelling are reported in Table 3.4.
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Table 3.3 Developing flow in channels with square cross-section: Boundary Conditions.
Boundary Boundary Condition
Inlet Constant Velocity
Outlet Ambient Static Pressure (PAmb. = 101325[Pa])
Wall No Slip
Symmetry Symmetry Plane (∂/∂h = 0)




Time Dependence Steady State
Flow Solver Segregated Flow
Solution Algorithm SIMPLE
Convection Scheme Second-Order
Equation of State Constant Density




Fluid Dynamic Viscosity µ = 1.8133×10−5 [Pa s]
3.3.2 Results
The average cross-sectional static pressure, fully developed flow losses and pressure
defect have been calculated using Eq. 3.1, Eq. 3.2 and Eq. 3.3. Note here that in Eq.
3.2 the Fanning friction factor is f = 14.227/Re, since the cross-section is square.
Figure 3.21 shows the CFD results of K(x) compared with K(x) and K(∞) evaluated
with the correlation of Shah [69] for square cross-section. Similar to the circular pipe
case, K(x) is independent of the Reynolds number and so is K(∞). A good agreement
between the pressure defect K(x) derived from CFD and the correlation of Shah [69] is
shown. The main difference lies in the fact that K(x) reaches the constant value of K(∞)
at a shorter distance (at x+ = 0.0915 instead of x+ = 0.8906) from the entrance, and that
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the value of K(∞) is 2.8% lower (K(∞) = 1.39 in CFD results instead of K(∞) = 1.43
used by Shah [69]).
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K(x) CFD Re = 250
K(x) CFD Re = 500
K(x) CFD Re = 750
K(x) CFD Re = 1000
K(x) CFD Re = 1250
K(x) CFD Re = 1500
K(x) Shah
K(1) Shah
Fig. 3.21 K(x) from the square computational domain.
3.3.3 Proposed correlation
The same exponential function used for fitting the CFD results of the Computational
Domain 2 (Eq. 3.4) has been chosen for the derivation of the pressure defect correlation
for the square cross-section. The constants calculated using the non-linear least squares
method in MATLAB are: K(∞) = 1.39, C2 = 21.7992 and C3 = 0.65. Figure 3.22
shows the quality of the fit, where the difference between the CFD results and Eq. 3.4
is under 2% for x+ < 0.01 and under 0.1% for x+ > 0.01.
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K(x) CFD Re = 250
K(x) CFD Re = 500
K(x) CFD Re = 750
K(x) CFD Re = 1000
K(x) CFD Re = 1250
K(x) CFD Re = 1500
K(x) Exponential Fit
K(1) Exponential Fit
Fig. 3.22 K(x) square exponential fit.
The dimensionless hydrodynamic entrance length L+hy, defined as L
+
hy = Lhy/(DRe),
can be found by calculating the dimensionless axial distance in which the centreline
velocity reaches the 99% of the fully developed centreline velocity. This condition
gives L+hy = 0.0674. As for the circular cross-section results, Shah’s correlation for
the pressure defect does not reach the 99% of its asymptotic value of K(∞) = 1.43
until x+ = 0.89 which is an order of magnitude higher than the entrance length based
on the centreline velocity (see Table 1.3), while in the correlation 3.4 the 99% of the
asymptotic value is reached at x+ = 0.094 which is comparable to the entrance length
based on the centreline velocity.
3.4 Chapter summary
In order to address some discrepancies in the previous studies, a numerical investigation
of laminar developing flows in circular and square cross-sectional ducts has been
conducted. In particular, the effect of the inlet conditions on the pressure loss due to the
development of the boundary layer has been investigated.
For the circular cross-section channels four types of inlet conditions have been used
to study the effect of idealised (flat profile at the pipe inlet) and semi-idealised (flat
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profile provided upstream of the pipe inlet) inlet conditions, as well as two more realistic
bell-mouth contraction nozzle inlet configurations. The results show that only the semi-
idealised configuration provides Reynolds number independent solutions, suggesting
that in real applications the pressure losses due to laminar developing flows can be
influenced by the duct Reynolds number. In configurations with a contraction nozzle
upstream of the pipe, the velocity profiles entering the pipe are not completely flat,
with Reynolds-dependent velocity gradients present near the pipe walls. This Reynolds
number dependence is related to the shape of the contraction upstream the pipe, as this
determines the shape of the velocity profile entering the pipe.
The results presented here clearly demonstrate that for different inlet configurations
the pressure defect can be Reynolds-independent, or change with the Reynolds number.
This would explain the scatter in the experimental results found in the literature.
For the square cross-section channels only one inlet condition has been used, which
matches the semi-idealised (flat profile provided upstream of the pipe inlet) inlet condi-
tion used also for circular cross-section channels. The results of this analysis show that
the pressure defect is Reynolds number independent.
New correlations for the pressure defect and hydrodynamic entrance length, based on
the fitting of the numerical solutions, have been proposed and compared with previous
studies for the Reynolds-independent semi-idealised configuration. The trend of the
pressure defect K(x) derived from these analyses is in reasonable agreement with the
classical correlation of Shah [69]. The main difference between the CFD results and the
correlation of Shah [69] lies in the fact that K(x) reaches the constant value of K(∞) at
a shorter distance from the entrance (lower hydrodynamic entrance length) and that the
value of K(∞) is lower. Since the original correlation by Shah [69] appears to be based
on the now outdated numerical results by Shah and Farnia [71] tabulated by Liu [70], it
is expected that the current correlation, derived using robust modern numerical methods
with high grid resolution, is more accurate. The resulting 3.6% and 2.8% improvement
in prediction of K(∞) for the circular and square cross-section ducts, respectively, might
be non-negligible in the design of components such as automotive catalysts and filters
or compact heat exchangers, where the extra pressure loss will result in increased fuel
and/or energy consumption.
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Another new correlation has been developed to approximate losses for a convergent
nozzle inlet geometry (with circular cross-section), which is more relevant for practical
applications, and shown to be Reynolds number-dependent. Losses for pipes with sharp
edged contraction entry and other less efficient inlet configurations will be different,
and would need a further investigation.
For both correlations, the dimensionless hydrodynamic entrance length based on
the centreline velocity is in good agreement with the values reported in the previously
published studies (e.g. [56], [61], [62], [65], [74] and [44]). As discussed in the
introduction, an accurate prediction of the hydrodynamic entrance length is important
for the design of flow meters (e.g. [122], [123] and EN ISO 5167-1:2003 section 7.2.1),
wind tunnels (e.g. [45]) and microchannels where the boundary layer development
region is used for enhancing the heat transfer for cooling applications (e.g. [124]). The
present correlation for the pressure defect, in both circular and square cross-section
channels, reaches its asymptotic value at an x+ comparable to the hydrodynamic
entrance length based on the centreline velocity, while in all the previous correlations
the asymptotic value is reached at an x+ one order of magnitude higher.
Finally, for circular cross-section ducts, a correlation for the momentum correction
factor and kinetic energy correction factor, as a function of the axial position from
the duct entrance, has been proposed for the first time (to the authors’ knowledge).
These are routinely used for calculation of flow contraction and expansion losses in heat
exchangers (e.g. [24]) and other applications such as particulate filters, and no reliable
analytical expressions for these correction factors exist.
Thus, along with a better understanding of the sources of the developing flow losses,
this study offers two improved correlations for pressure loss calculations for pipes
with two different representative inlet geometries, which can be easily adapted for
other inlet configurations. Better prediction of developing flow losses is particularly
important for the design of multi-channel flow devices, such as laminar flow meters and
micro-channel heat exchangers, and development of accurate 1-D flow models for these
devices.
Chapter 4
Modelling of contraction losses in
laminar flow
4.1 Introduction
The literature review has shown that there are still several discrepancies between studies
regarding the estimation of the contraction losses in laminar flow in single and multi-
channels configurations. In particular, different experimental studies reported different
values for the contraction loss coefficient for sudden contractions and its variation with
the contraction area ratio.
Therefore, this chapter examines the contraction losses using an up to date RANS
CFD numerical approach. Both circular and square cross-sectional channels have
been investigated. A new method has been proposed to derive the contraction loss
coefficient and to separate the contribution of the contraction losses from the friction
and developing flow losses upstream and downstream the contraction location. In the
case of particulate filters this is particularly important since after the contraction the
flow is likely not to re-develop as in other multi-channel systems, due to the mass flow
passing from one channel to another.
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4.2 Channels with circular cross-section
4.2.1 Simulations set-up
In absence of reliable experimental data, numerical solutions of Navier-Stokes equations
are a good approximation for laminar incompressible continuum flows of Newtonian
fluids. Therefore, CFD modelling of the flow in a sudden contraction is used here in
order to improve existing correlations for the contraction losses in laminar flow regime.
Several laminar flow simulations have been performed using the commercial CFD
package Star-CCM+. Two 2-D axisymmetric computational domains have been investi-
gated to assess the effect of the flow profile approaching the contraction:
1. Contraction Computational Domain 1 (Figure 4.1): consists of two pipes with
different diameter connected through a sudden contraction. The upstream pipe has
a length of x+ = LDRe = 0.005 so that when the flow approaches the contraction
the velocity profile is still developing (and it is almost flat). The downstream pipe
has a length of x+ = LDRe = 0.1 so that at the end of the pipe the flow profile is
fully developed.
Fig. 4.1 Contraction Computational Domain 1.
2. Contraction Computational Domain 2 (Figure 4.2): consists of two pipes with
different diameter connected through a sudden contraction. The upstream pipe
has a length of x+ = LDRe = 0.1 so that when the flow approaches the contraction
the velocity profile is fully developed. The downstream pipe has a length of
x+ = LDRe = 0.1 so that at the end of the pipe the flow profile is fully developed.
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Fig. 4.2 Contraction Computational Domain 2.
Both domains include an inlet section (as in the Computational Domain 2 in Chapter
3) to avoid the high velocity gradient and pressure distortion in the vicinity of the duct
entry. The boundary conditions are shown in Table 4.1.
The Reynolds number definition Re = ρUD
µ
is based on the mean velocity U and
channel hydraulic diameter D, with µ being the dynamic viscosity and ρ being air
density. Three values of the Reynolds number in the downstream (smaller) pipe Re =
500, Re = 1000 and Re = 1500 have been chosen in order to ensure a fully laminar
regime. Four contraction area ratios, defined as the ratio between the area of the pipe
downstream A1 and the area of the pipe upstream A2, σ = A1/A2 = 0.2, 0.4, 0.6 and
0.8 have been investigated . The length L of the upstream and downstream pipes was
varied for each Reynolds number in order to maintain the dimensionless length of the
domain x+. Other parameters and assumptions for the CFD modelling are reported in
Table 4.2.
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Flow Solver Segregated Flow
Solution Algorithm SIMPLE
Convection Scheme Second-Order
Equation of State Constant Density




Fluid Dynamic Viscosity µ = 1.8133×10−5 [Pa s]
4.2.2 Pressure calculation
Looking at Figure 4.1 and 4.2 from left to right the pressure losses can be divided in:
1. Losses due to friction and flow development upstream of the contraction.
2. The contraction losses in the proximity of the contraction location.
3. The gain in dynamic pressure after the contraction.
4. Losses due to friction and flow development downstream of the contraction.
To assess the mechanical energy losses (total pressure losses) due to a sudden
contraction both static and dynamic pressure have to be considered. By definition, the
total pressure along a streamline can be calculated by adding the local streamline values
of the static and dynamic pressure. However, in most of the practical applications, the
the local streamline values of the static and dynamic pressure are not known, and only
the mean cross-sectional static and dynamic pressure are available. For this reason, in
the present study the total pressure losses due to a sudden contraction and the contraction
loss coefficient have been calculated using the mean cross-sectional static and dynamic
pressure, so that they could be used in a wider range of practical applications.
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The mean dimensional and dimensionless cross-sectional total pressure (PTotal and
P∗Total) along the pipe can be calculated by adding the average cross-sectional static and
dynamic pressures as:






Here, the mean dimensional and dimensionless cross-sectional static and dynamic
pressure (PStatic, P∗Static, PDynamic and P
∗
Dynamic) along the pipe were calculated at every



















where A is the cross-sectional area of the pipe, U is the mean cross-sectional velocity in
the downstream pipe and u is the local mean cross-sectional velocity.
4.2.3 Results
The data presented in this section has been obtained by sampling respective variable
values from CFD results with step of x+ = 2.1×10−4, and interpolating between these
points (at every x+ = 5.25×10−5) using cubic interpolation to facilitate analysis. It
was found that the effect of the interpolation on the accuracy of the results is minimal,
and, as shown later in this section, a sensitivity study has been performed to ensure that
small variations in data point positions do not affect the conclusions significantly.
Figure 4.3 shows the dimensionless mean cross-sectional static pressure versus
x+ for the Contraction Computational Domain 1 and contraction area ratio σ = 0.2.
The sudden contraction is located at x+ = 0. The pressure losses for fully developed
flow (Darcy-Weisbach Eq. 3.2 and labelled F.D.F. in the legend) and developing flow
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(Eq. 1.4 and Eq. 3.4 and labelled D.F. in the legend) in the downstream pipe are also
plotted for comparison purposes.
Figure 4.3 (a) shows that after the contraction the static pressure trend is well
captured (less than 1% difference) by the trend of the developing flow losses calculated
with Eq. 1.4 and Eq. 3.4, except in the proximity of the contraction (0 < x+ < 0.005).
Figure 4.3 (b), which is a zoomed version of Figure 4.3 (a) for −0.005 < x+ < 0.005,
shows that the overall static pressure losses are almost Reynolds number independent.
This is valid also for the other contraction area ratios, although not shown here, and
σ = 0.2 was chosen only for demonstration purposes. However, a small difference in the
local pressure for different Reynolds numbers can be seen in the region 0 < x+ < 0.001.
This behaviour is attributed to the presence of the vena-contracta in this location, the
size of which varies with the Reynolds number.
At Reynolds number Re = 500 the size of the vena-contracta is very small and it
is characterised by a thickening of the boundary layer without flow recirculation. The
thickening of the boundary layer in this region causes the shear stresses at the wall to
be lower than for an ideal developing flow, thus producing less pressure losses. This
could explain why the developing flow losses calculated with Eq. 1.4 and Eq. 3.4 show
a higher pressure loss for 0 < x+ < 0.005, at the smaller pipe entrance.
At Reynolds number Re = 1000 and 1500 the size of the vena-contracta increases
and it is characterised by a thickening of the boundary layer with a flow recirculation
zone formed immediately after the contraction location. For these two Reynolds
numbers the presence of the vena-contracta has a clear effect on the local pressure,
which is characterised by a sudden decrease followed by a pressure recovery once the
flow re-expands in the cross-section.
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Fig. 4.3 Contraction Computational Domain 1: Dimensionless static pressure for
σ = 0.2 and Re = 500, 1000 and 1500: (a) full domain and (b) zoom in the proximity
of the contraction. F.D.F. abbreviates fully developed flow while D.F. abbreviates
developing flow.
Figure 4.4 shows the dimensionless mean cross-sectional static pressure versus x+
for all the contraction area ratios investigated (σ = 0.2, 0.4, 0.6 and 0.8) at Reynolds
number Re = 500, while Figure 4.5 shows the same graph but for the dimensionless
mean cross-sectional total pressure. From these figures it can be seen that the overall
pressure losses depend on the contraction area ratio and that after the contraction and
vena-contracta (after the pressure recovery) the flow re-develops with the same trend for
all the contraction area ratios. This is the case also for all the other Reynolds numbers,
although not shown here, and Re = 500 was chosen only for demonstration purposes.
Figure 4.4 (a) shows also the dimensionless mean cross-sectional dynamic pressure
versus x+ for all the contraction area ratios investigated (σ = 0.2, 0.4, 0.6 and 0.8) at
Reynolds number Re = 500. In contrast with the static pressure, which is decreasing
from the left to right in the domains considered here, the dynamic pressure increases
when the flow passes from the larger pipe to the smaller one, as the mean cross-sectional
velocity increases.
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Fig. 4.4 Contraction Computational Domain 1: Dimensionless static and dynamic
pressure for σ = 0.2, 0.4, 0.6 and 0.8 and Re = 500: (a) full domain and (b) zoom in
the proximity of the contraction. F.D.F. abbreviates fully developed flow while D.F.
abbreviates developing flow.
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Fig. 4.5 Contraction Computational Domain 1: Dimensionless total pressure for
σ = 0.2, 0.4, 0.6 and 0.8 and Re = 500: (a) full domain and (b) zoom in the proximity
of the contraction. F.D.F. abbreviates fully developed flow while D.F. abbreviates
developing flow.
Figure 4.5 (b) shows how calculating the total pressure with the mean cross-sectional
static and dynamic pressure, instead of along the flow streamlines, affects the local
values of the total pressure in the proximity of the contraction. As the total pressure
represents the irreversible losses, this should be always decreasing (or in other words
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the total pressure drop should be always increasing) from left to right in the domains
considered here.
However, this is not the case for the two smaller contractions (σ = 0.6 and 0.8)
where a small increase in the mean cross-sectional total pressure can be observed
between 0 < x+ < 5×10−4.
This behaviour is caused by the definition of the "total pressure" here, which is
taken as an average of the total pressure values across the cross-section of the pipe. If
the total pressure was calculated along a streamtube as it should be, this increase would
not be observed. However, it is difficult to do in practical applications as the size of
the vena-contracta is not known a priori. Downstream, where the main flow expands
to the whole cross-section, the monotonic decrease of the "total pressure" used here
is recovered. This does not invalidate the calculation of the contraction coefficient,
as these are performed bearing in mind the definitions, and using the pressure drop
between cross-sections outside the vena-contracta.
Since the total pressure losses measured between an upstream and downstream
position of the sudden contraction incorporate the coupled contribution of the changes in
the dynamic pressure, the friction losses associated with fully developed and developing
flow and the irreversible losses caused by the contraction, defining and separating these
losses quantitatively can be done in different ways. To the author knowledge, this is
the first study that investigates the contraction losses in laminar flow with CFD and
the reviewed experimental studies reported in the literature do not clearly specify the
method used to separate the contraction losses from the friction and development losses.
The method proposed here, which aims to identify an upstream and downstream loca-
tion of the sudden contraction where the pressure deviates from the developed/developing
flow pattern so that the extra losses due to the presence of the contraction is not neg-
ligible, is based on the knowledge of the fully developed and developing flow losses
(Chapter 3) and the investigation of the gradient of the static and total pressure.
Figure 4.6 (a) shows the dimensionless total pressure in the proximity of the contrac-
tion for the contraction area ratios σ = 0.2 and 0.6 at Reynolds number Re= 500. These
have been plotted together with the dimensionless developing flow losses upstream
(σ = 0.2 D.F. and σ = 0.6 D.F.) and downstream (D.F.) the contraction, calculated
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using Eq. 1.4 and Eq. 3.4, and the dimensionless fully developed flow losses, calculated
using Eq. 3.2. This plot allows to identify the axial location where the developing
flow upstream of the contraction deviates from its ideal trend due to the effect of the
contraction.
Similar to one of the definitions of the developing flow, where the flow is considered
fully developed when the centreline velocity is within 1% of its "ideal" fully developed
value, one can introduce a criterion for identifying the point where the contracting flow
behaviour deviates from the flow in a pipe without contraction. Here the flow will be
considered to be unaffected by the downstream contraction up to the location where
the CFD solution of the cross-sectional mean total pressure deviates less than ±1%
from the developing flow trend upstream. Hence, the location where the total pressure
deviates from the developing flow pressure profile by 1% (black marks in the plot) was
selected as the location that denotes the separation between the friction losses upstream
and the beginning of the contraction losses.
Figure 4.6 (b) shows the axial gradient of the dimensionless static pressure in the
proximity of the contraction for the contraction area ratios σ = 0.2 and 0.6 at Reynolds
number Re = 500, together with the gradient of the dimensionless developing flow
losses and the fully developed flow losses downstream of the contraction. This plot
allows to identify the approximate location where the re-developing flow downstream of
the contraction starts following the trend of an ideal developing flow, which will be used
as indication of the separation between the end of the contribution of the contraction
losses and the beginning of the friction and developing flow losses downstream.
The pressure gradient was used here rather than the actual pressure because, due
to the different velocity profile at the inlet of the downstream pipe between the ideal
developing flow and the case with a sudden contraction, the pressure development in the
proximity of the contraction is slightly different for different contraction ratios, while
the gradient/rate of change remains almost identical.
Thus, the location downstream the contraction, which denotes the end of the con-
tribution of the contraction losses and the beginning of the re-developing flow losses,
has been selected as the first location after the contraction and after the location of the
pressure recovery, if present, (marked with a circle in Figure 4.6) where the gradient
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of the total pressure falls in between the fully developed flow and developing flow
gradient.
This criterion has been selected because when the gradient of the total pressure
is lower (or higher if taken in absolute value) than the developing flow gradient for
the same location it means that an higher pressure is lost compared to the only ideal
developing flow losses, and hence the contribution of the contraction losses is still non
negligible. As for the top value, the gradient of the fully developed flow was used as
this is the asymptotic value to which the gradient should converge.
Since the total pressure is non dimensionalised with the dynamic pressure in the
outlet channel, the difference in the dimensionless pressure between the two loca-
tion selected (one upstream and one downstream the contraction) corresponds to the
contraction loss coefficients, as defined in Eq. 1.12.
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Fig. 4.6 Dimensionless total pressure and gradient of the total pressure for σ = 0.2 and
0.6 and Re = 500: (a) total pressure (b) gradient of the total pressure. F.D.F. abbreviates
fully developed flow while D.F. abbreviates developing flow.
Figure 4.7 shows that the contraction loss coefficient for the cases with Reynolds
number Re = 500 derived with the present method agrees well with the contraction loss
coefficient derived from the Borda-Carnot equation (Eq. 1.14) for a sudden change
in cross-section. Two additional contraction area ratios σ = 0.05 and 0.95 have been
simulated as well at Reynolds number Re = 500 to capture the full trend.
4.2 Channels with circular cross-section 100
<











Borda-Carnot for a sudden change in cross-section
Present method Re = 500
Fig. 4.7 Contraction loss coefficient for the contraction area ratios σ = 0.05, 0.2, 0.4,
0.6, 0.8 and 0.95 cases with Reynolds number Re = 500.
The method proposed here relies on the establishing the interval where the con-
traction losses are believed to change the pressure distribution in comparison with a
fully developed/developing flow. In order to further asses the method, a sensitivity
analysis was performed to evaluate how much the contraction loss coefficient would
change if a different x+ location upstream and downstream the contraction was used
for the calculations. Thus, the contraction loss coefficient was also calculated using
the total pressure at a |∆x+|= 1.575×10−4 further upstream and downstream from the
previously selected location.
Figure 4.8 shows the values of the contraction loss coefficient for all the contraction
area ratios and Reynolds numbers investigated, as well as the values calculated using
the further upstream and downstream locations (marked with a square and cross respec-
tively) from the previously selected location (marked with a circle). It can be seen here
that the contraction loss coefficient calculated with the present method agrees well with
the contraction loss coefficient derived from the Borda-Carnot equation (Eq. 1.14) for
a sudden change in cross-section with a maximum deviation of 0.1, regardless of the
contraction area ratio, Reynolds number and chosen downstream location.
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Re = 500 dw
Re = 1000 dw
Re = 1500 dw
Re = 500 up
Re = 1000 up
Re = 1500 up
Fig. 4.8 Contraction Computational Domain 1: Contraction loss coefficient for all the
contraction area ratios and Reynolds number calculated using different downstream
locations.
Applying the same method to calculate the contraction loss coefficient for the
Contraction Computational Domain 2 gives similar results, as shown in Figure 4.9.
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Re = 500 dw
Re = 1000 dw
Re = 1500 dw
Re = 500 up
Re = 1000 up
Re = 1500 up
Fig. 4.9 Contraction Computational Domain 2: Contraction loss coefficient for all the
contraction area ratios and Reynolds number calculated using different downstream
locations.
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Comparing these results with the empirical correlations reported in the literature
(Eqs. 1.15 - 1.20, plotted in Figure 1.9) suggests that the contraction loss coefficient
and its variation with the contraction area ratio is affected considerably by the pipe
configuration/type of contraction and it cannot be generalised. In the configuration in-
vestigated in this section (Figure 4.1 and Figure 4.2) as well as in the experimental study
of Brightmore [91], where both the vena-contracta and the flow separation upstream are
present, the contraction loss coefficient follows the trend of the Borda-Carnot equation
(Eq. 1.14). Therefore, the present results further give credit to Brightmore’s suggestion
to use the Borda-Carnot equation as a theoretical expression for estimation of both the
contraction and expansion loss coefficients for sudden change in cross-section.
However, in different configurations, where the flow separation upstream is not
present (or possibly not included in the contraction loss coefficient calculations), the
contraction loss coefficient shows a different trend. The latter effect has been further
investigated as shown in the next section.
4.3 Channels with square cross-section
The previous section has shown that the contraction loss coefficient in channels with
circular cross-section are well approximated by the contraction loss coefficient derived
from the Borda-Carnot equation.
However, in GPFs and other multi-channel systems the cross-section of the channels
is often square. Therefore, a new computational domain with square cross-section and
upstream flow bounded by solid walls and one without upstream flow bounded by solid
walls have been investigated in the following sections.
4.3.1 Single channel contraction simulations set-up
Figure 4.10 shows the computational domain, named Single Channel Contraction
Square Computational Domain, where the upstream flow is bounded by solid walls.
Since the geometry is not axisymmetric, a full 3-D CFD approach is used. In order
to decrease the computational effort, only a quarter of a channel was used due to the
symmetry properties of the geometry. A no-slip condition is used at the walls, while
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a symmetry plane boundary condition has been used for the other two surfaces (mid
planes of the channel).
Fig. 4.10 Single Channel Contraction Square Computational Domain.
The domain includes an inlet section (as in the Computational Domain 2 in Chapter
3) to avoid the high velocity gradient and pressure distortion in the vicinity of the duct
entry.
The boundary conditions are shown in Table 4.3.
The Reynolds number definition Re = ρUD
µ
is based on the mean velocity U and
channel hydraulic diameter D, with µ being the dynamic viscosity and ρ being air
density. Three values of the Reynolds number in the downstream (smaller) pipe Re =
500, Re = 1000 and Re = 1500 have been chosen in order to ensure a fully laminar
regime. Four contraction area ratios, defined as the ratio between the area of the pipe
downstream A1 and the area of the pipe upstream A2, σ = A1/A2 = 0.2, 0.4, 0.6 and 0.8
have been investigated . The length of the upstream and downstream pipes was varied
for each Reynolds number in order to maintain the dimensionless length of the domain,
x+ = −0.005 upstream and x+ = 0.1 downstream the contraction. Other parameters
and assumptions for the CFD modelling are reported in Table 4.4.




Outlet Ambient Static Pressure (PAmb. = 101325[Pa])
Wall No Slip
Symmetry Symmetry Plane (∂/∂h = 0)
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Time Dependence Steady State
Flow Solver Segregated Flow
Solution Algorithm SIMPLE
Convection Scheme Second-Order
Equation of State Constant Density




Fluid Dynamic Viscosity µ = 1.8133×10−5 [Pa s]
4.3.2 Single channel contraction results
Figure 4.11 shows the dimensionless mean cross-sectional static pressure versus x+
for the Single Channel Contraction Square Computational Domain and contraction
area ratio σ = 0.2. The sudden contraction is located at x+ = 0. The pressure losses for
fully developed flow (Darcy-Weisbach Eq. 3.2 and labelled F.D.F. in the legend) and
developing flow (Eq. 1.4 and Eq. 3.4 and labelled D.F. in the legend) in the downstream
pipe are also plotted for comparison purposes.
Figure 4.11 presents nearly identical features to Figure 4.3, discussed in the previous
section, and in particular it shows that the contraction losses in channels with circular
and square cross-section are both nearly Reynolds number independent. This is valid
also for the other contraction area ratios, although not shown here, and σ = 0.2 was
chosen only for demonstration purposes.
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Fig. 4.11 Single Channel Contraction Square Computational Domain: Dimensionless
static pressure for σ = 0.2 and Re = 500, 1000 and 1500: (a) full domain and (b) zoom
in the proximity of the contraction. F.D.F. abbreviates fully developed flow while D.F.
abbreviates developing flow.
Figure 4.12 shows the dimensionless mean cross-sectional static pressure versus x+
for all the contraction area ratios investigated (σ = 0.2, 0.4, 0.6 and 0.8) at Reynolds
number Re = 500, while Figure 4.13 shows the same graph but for the dimensionless
mean cross-sectional total pressure. From these figures it can be seen that the overall
pressure losses depend on the contraction area ratio and that after the contraction the
flow re-develops with a similar trend for all the contraction area ratios. This is the case
also for all the other Reynolds numbers, although not shown here, and Re = 500 was
chosen only for demonstration purposes.
Figure 4.12 (b) and Figure 4.13 (b) also show that, as expected, for the present
configuration (Figure 4.10), there is a pressure loss between x+ = −0.005 and the
contraction (x+ = 0.).
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Fig. 4.12 Single Channel Contraction Square Computational Domain: Dimensionless
static and dynamic pressure for σ = 0.2, 0.4, 0.6 and 0.8 and Re = 500: (a) full domain
and (b) zoom in the proximity of the contraction. F.D.F. abbreviates fully developed
flow while D.F. abbreviates developing flow.
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Fig. 4.13 Single Channel Contraction Square Computational Domain: Dimensionless
total pressure for σ = 0.2, 0.4, 0.6 and 0.8 and Re = 500: (a) full domain and (b) zoom
in the proximity of the contraction. F.D.F. abbreviates fully developed flow while D.F.
abbreviates developing flow.
The method presented in section 4.2, and used to calculate the contraction loss
coefficient in single channels contraction with circular cross-section, was also used for
the present configuration.
Figure 4.14 shows the dimensionless total pressure and gradient of the total pressure
in the proximity of the contraction for the contraction area ratios σ = 0.2 and 0.6 at
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Reynolds number Re = 500. Here the location downstream the contraction, which
denotes the end of the contribution of the contraction losses and the beginning of the
re-developing flow losses, has been selected as the first location after the contraction
(marked with a circle in Figure 4.14) where the gradient of the total pressure falls in
between the fully developed flow and developing flow gradient and after the location of
the pressure recovery (if present).
x+ #10-3









































Fig. 4.14 Single Channel Contraction Square Computational Domain: Dimensionless
total pressure and gradient of the total pressure for σ = 0.2 and 0.6 and Re = 500: (a)
total pressure (b) gradient of the total pressure. F.D.F. abbreviates fully developed flow
while D.F. abbreviates developing flow.
Figure 4.14 (b) shows a slight oscillation for the gradients of the CFD pressure
results, which is not a physical behaviour but rather a numerical artefact as discussed in
the previous section.
A sensitivity analysis was performed to evaluate how much the contraction loss
coefficient would change if a different x+ location upstream and downstream the
contraction was used for the calculations. Thus, the contraction loss coefficient was
also calculated using the total pressure at a |∆x+|= 1.575×10−4 further upstream and
downstream from the previously selected location. Two additional contraction area
ratios σ = 0.05 and 0.95 have been simulated as well at Reynolds number Re = 500 to
capture the full trend.
Figure 4.15 shows the values of the contraction loss coefficient for all the contrac-
tion area ratios and Reynolds numbers investigated, as well as the values calculated
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using the further upstream and downstream locations (marked with a square and cross
respectively) from the previously selected location (marked with a circle).
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Re = 500 dw
Re = 1000 dw
Re = 1500 dw
Re = 500 up
Re = 1000 up
Re = 1500 up
Fig. 4.15 Single Channel Contraction Square Computational Domain: Contraction loss
coefficient for all the contraction area ratios and Reynolds number calculated using
different downstream locations.
These results show that the square cross-section does not have a significant effect
on the contraction losses and that the contraction loss coefficient can be approximated
using the Borda-Carnot equation as for the circular cross-section contraction.
4.3.3 Multi-channel contraction simulations set-up
All the previous contraction losses results have shown that in laminar flows through
pipes with sudden contractions and upstream flow bounded by solid walls the contraction
loss coefficient appears to follow the Borda-Carnot equation. However, in GPFs the
upstream flow is not bounded by solid walls and thus the flow separation upstream
the contraction is not present. This also means that the flow profile is different (more
uniform, without the wall boundary layers) before entering the contraction, which will
affect the contraction losses. To study the effect of this different upstream flow on the
contraction losses, a configuration without side wall upstream is considered here.
4.3 Channels with square cross-section 109
Figure 4.16 shows the computational domain, named Multi-Channel Contraction
Square Computational Domain, used for the CFD analysis. Since the geometry
is not axisymmetric, a 3-D domain is used. In order to decrease the computational
effort, only a quarter of a channel was used due to the symmetry properties of the
geometry. A no-slip condition is used at the walls, while a symmetry plane boundary
condition has been used for the other surfaces. Using a symmetry boundary condition
on the sides of the upstream section implies that the channel is surrounded by an infinite
number of channels on each side, hence the name Multi-Channel Contraction Square
Computational Domain.
Fig. 4.16 Multi-Channel Contraction Square Computational Domain.
The boundary conditions are shown in Table 4.5.
The Reynolds number definition Re = ρUD
µ
is based on the mean velocity U and
channel hydraulic diameter D, with µ being the dynamic viscosity and ρ being air
density. Three values of the Reynolds number in the downstream (smaller) pipe Re =
500, Re = 1000 and Re = 1500 have been chosen in order to ensure a fully laminar
regime. Four contraction area ratios, defined as the ratio between the area of the pipe
downstream A1 and the area of the pipe upstream A2, σ = A1/A2 = 0.2, 0.4, 0.6 and 0.8
have been investigated . The length of the upstream and downstream pipes was varied
for each Reynolds number in order to maintain the dimensionless length of the domain,
x+ = −0.005 upstream and x+ = 0.1 downstream the contraction. Other parameters
and assumptions for the CFD modelling are reported in Table 4.6.
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Outlet Ambient Static Pressure (PAmb. = 101325[Pa])
Wall No Slip
Symmetry Symmetry Plane (∂/∂h = 0)




Time Dependence Steady State
Flow Solver Segregated Flow
Solution Algorithm SIMPLE
Convection Scheme Second-Order
Equation of State Constant Density




Fluid Dynamic Viscosity µ = 1.8133×10−5 [Pa s]
4.3.4 Multi-channel contraction results
Figure 4.17 shows the dimensionless mean cross-sectional static pressure versus x+ for
the contraction area ratio σ = 0.2. The sudden contraction is located at x+ = 0. The
pressure losses for fully developed flow (Darcy-Weisbach Eq. 3.2 and labelled F.D.F. in
the legend) and developing flow (Eq. 1.4 and Eq. 3.4 and labelled D.F. in the legend) in
the downstream pipe are also plotted for comparison purposes.
Figure 4.17 presents nearly identical features to Figure 4.3 and in particular it
shows that the contraction losses in channels with circular and square cross-section are
both nearly Reynolds number independent. This is valid also for the other contraction
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area ratios, although not shown here, and σ = 0.2 was chosen only for demonstration
purposes.
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Fig. 4.17 Multi-Channel Contraction Square Computational Domain: Dimensionless
static pressure for σ = 0.2 and Re = 500, 1000 and 1500: (a) full domain and (b) zoom
in the proximity of the contraction. F.D.F. abbreviates fully developed flow while D.F.
abbreviates developing flow.
Figure 4.18 shows the dimensionless mean cross-sectional static pressure versus x+
for all the contraction area ratios investigated (σ = 0.2, 0.4, 0.6 and 0.8) at Reynolds
number Re = 500, while Figure 4.19 shows the same graph but for the dimensionless
mean cross-sectional total pressure. From these figures it can be seen that the overall
pressure losses depend on the contraction area ratio and that after the contraction the
flow re-develops with a similar trend for all the contraction area ratios. This is the case
also for all the other Reynolds numbers, although not shown here, and Re = 500 was
chosen only for demonstration purposes.
Figure 4.18 (b) and Figure 4.19 (b) also show that, for the present configuration
(Figure 4.16), there isn’t any pressure loss until x+ ∼−5×10−4 upstream the contrac-
tion, in contrast with the circular and square cross-section cases shown in the previous
sections. This behaviour is not attributed to the square cross-section but rather to the
fact that the section upstream the contraction is not bounded by solid walls and hence
there isn’t any pressure lost due to friction.
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Fig. 4.18 Multi-Channel Contraction Square Computational Domain: Dimensionless
static and dynamic pressure for σ = 0.2, 0.4, 0.6 and 0.8 and Re = 500: (a) full domain
and (b) zoom in the proximity of the contraction. F.D.F. abbreviates fully developed
flow while D.F. abbreviates developing flow.
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Fig. 4.19 Multi-Channel Contraction Square Computational Domain: Dimensionless
total pressure for σ = 0.2, 0.4, 0.6 and 0.8 and Re = 500: (a) full domain and (b) zoom
in the proximity of the contraction. F.D.F. abbreviates fully developed flow while D.F.
abbreviates developing flow.
The same method presented in the previous sections was used here to calculate the
contraction loss coefficient, except for the determination of the axial location upstream
the contraction that identifies the beginning of the contraction losses. In fact, as in
the present configuration there isn’t any pressure lost due to friction upstream the
contraction, all the losses before the contraction are attributed to and included in the
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contraction losses. Thus, only the location downstream the contraction had to be
determined, while the total pressure at the beginning of the Multi-Channel Contraction
Computational Domain Square (x+ =−0.005) was used for the calculations.
Figure 4.20 shows the dimensionless total pressure and gradient of the total pressure
in the proximity of the contraction for the contraction area ratios σ = 0.2 and 0.6 at
Reynolds number Re = 500. Here, as in the previous sections, the location downstream
the contraction, which denotes the end of the contribution of the contraction losses and
the beginning of the re-developing flow losses, has been selected as the first location
after the contraction (marked with a circle in Figure 4.20) where the gradient of the
total pressure falls in between the fully developed flow and developing flow gradient
and after the location of the pressure recovery (if present).
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Fig. 4.20 Multi-Channel Contraction Square Computational Domain: Dimensionless
total pressure and gradient of the total pressure for σ = 0.2 and 0.6 and Re = 500: (a)
total pressure (b) gradient of the total pressure. F.D.F. abbreviates fully developed flow
while D.F. abbreviates developing flow.
Figure 4.20 (b) shows a slight oscillation for the gradients of the CFD pressure
results, which is not a physical behaviour but rather a numerical artefact. Several
methods exist to filter or smooth such oscillations/noise in the data (e.g. moving
average). However, due to the marginal effect of these oscillations, it has been preferred
not to apply any filter to the data.
A sensitivity analysis was performed to evaluate how much the contraction loss
coefficient would change if a different x+ location downstream the contraction was used
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for the calculations. Thus, the contraction loss coefficient was also calculated using
the total pressure at a |∆x+|= 1.575×10−4 further upstream and downstream from the
previously selected location. Two additional contraction area ratios σ = 0.05 and 0.95
have been used as well at Reynolds number Re = 500 to capture the full trend.
Figure 4.21 shows the values of the contraction loss coefficient for all the contraction
area ratios and Reynolds numbers investigated, as well as the values calculated using
the further upstream and downstream locations (marked with a square and cross respec-
tively) from the previously selected location (marked with a circle). It can be seen here
that, in contrast with the previous results, the contraction loss coefficient calculated with
the present method differs significantly from the contraction loss coefficient derived
from the Borda-Carnot equation for a sudden change in cross-section.
Thus, the non-linear least squares method was used to derive a correlation (Eq. 4.7)






Eq. 4.7 provides a maximum deviation of 0.1 from the calculated contraction
loss coefficient, regardless of the contraction area ratio, Reynolds number or chosen
downstream location.
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Re = 500 dw
Re = 1000 dw
Re = 1500 dw
Re = 500 up
Re = 1000 up
Re = 1500 up
Fig. 4.21 Multi-Channel Contraction Square Computational Domain: Contraction loss
coefficient for all the contraction area ratios and Reynolds number calculated using
different downstream locations.
These results, along with the empirical correlations reported in the literature (Eqs.
1.15 - 1.20, plotted in Figure 1.9), show that in a configuration where the flow separation
upstream is not present (i.e. Figure 4.16) the contraction loss coefficient presents a trend
significantly different from the Borda-Carnot equation and thus cannot be estimated
with Eq. 1.14.
Eq. 4.7 is a concave function and, although with a different magnitude, presents
a trend similar to Merriman [92] and Weisbach [93] empirical correlations (Eq. 1.16
and Eq. 1.17), which are mostly concave functions, in contrast with the Borda-Carnot
equation which is a convex function. Note that Merriman [92] and Weisbach [93]
empirical correlations include only the effect of the vena-contracta and not the flow
separation upstream the contraction. Due to the lack of information on the experimental
set-up, range of Reynolds numbers and method used by Merriman [92] and Weisbach
[93] to calculate the contraction loss coefficients it is difficult to properly identify the
source of the discrepancy in the magnitude between the values estimated with Eq. 4.7
and Eqs. 1.16 - 1.17.
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4.4 Chapter summary
In order to address some discrepancies in the previous studies, a numerical investigation
of the contraction losses in laminar flows in circular and square cross-sectional ducts
with a sudden contraction has been conducted. In particular, a new method has been
proposed to derive the contraction loss coefficient and to separate the contribution of
the contraction losses from the friction and developing flow losses upstream and down-
stream the contraction location. This means that the contraction loss coefficient derived
through this method can be used to estimate the losses due to the contraction regardless
of the fact that the flow may or may not re-develop downstream the contraction.
For the circular cross-section two configurations have been studied to investigate
the impact of the velocity profile approaching the contraction on the contraction loss
coefficient. The results show that there isn’t a significant difference between these two
cases and that the Borda-Carnot equation for a sudden change in cross-section provides
a good fit for the the contraction loss coefficient, with a maximum deviation below 0.1.
For the square cross-section two configurations have been studied. One with bound-
ing walls upstream, to match a standard single contraction with square cross-section,
and one without bounded walls upstream the contraction, to match the conditions at the
entrance of a GPF or other similar multi-channel systems.
In the first configuration the results show a good agreement with the Borda-Carnot
equation for a sudden change in cross-section, with a maximum deviation below 0.1. In
the second configuration (multi-channel system), instead, the contraction loss coefficient
results show a significant difference from those derived from the Borda-Carnot equation
for a sudden change in cross-section, while they present a similar trend to the empirical
correlations of Merriman [92] and Weisbach [93]. A new correlation, Eq. 4.7, has
been proposed and provides a good fit for the the contraction loss coefficient, with a
maximum deviation below 0.1. Due to the lack of information on the experimental
set-up, range of Reynolds numbers and method used by Merriman [92] and Weisbach
[93] to calculate the contraction loss coefficients it is difficult to properly identify the
source of the discrepancy in the magnitude between the values estimated with Eq. 4.7
and Eqs. 1.16 - 1.17, and further experimental data is required for validation.
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The CFD predictions presented in this chapter and the method used to calculate
the contraction loss coefficient can be exploited to design an experimental set-up to
estimate and compare the contraction losses. In particular, the present analysis might
be of help for the determination of the location in which the pressure measurements
should be taken in the close proximity of the contraction, so that both the upstream
and downstream energy dissipation regions are accounted for. Also, for comparison
purposes, it would be useful to correlate the results in terms of x+, which accounts for
both the channel aspect ratio and the Reynold number.
Finally, the results presented in this chapter further suggest that the inertial loss
coefficients estimated by Konstandopoulos [28], ranging from 2.4 to 8.3, are too high
and might be non-physical.
Chapter 5
Experimental study of pressure losses
in filter cores
5.1 Introduction
The literature review has shown that the friction losses in channels with porous walls
may differ considerably from those in channels with solid walls. Therefore, using
existing correlations derived for solid walls for particulate filter models needs to be
justified. Moreover, the presence of porous walls may change the Reynolds number
which correspond to the transition from laminar to turbulent flow regime. In this chapter,
an experimental study is carried out with filter cores with and without the plugs in order
to characterise the friction factor in filter channels with porous walls, which will be
used in the particulate filter models, and to collect pressure drop data, which will be
used for the assessment of the models.
In order to fill these gaps an experimental apparatus and methodology have been
developed, as described in Chapter 2, and in this chapter the experimental results of
both the unplugged and plugged filter cores testing are presented and discussed.
5.2 Pressure losses in unplugged filter cores
The testing was performed with a 300/8[Cpsi] unplugged filter core sample, shown in
Figure 2.4, which was cut from a cordierite monolith. The same core has been tested
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and then cut at different lengths, from 100[mm] to 40[mm] with steps of 10[mm], to
investigate the effect of the filter length on the pressure drop. This allowed to investigate
the friction losses and to identify the Reynolds numbers for which the flow is laminar,
transitional or turbulent in channels with passive porous walls.
5.2.1 Pressure loss sources in unplugged filters
Note that the unplugged filter cores tested are made of the same material and have the
same porosity of typical uncoated GPFs. Since, as shown by Watling et al. [30], the
effect of injection and extraction of flow through porous walls was found negligible on
the overall pressure losses in particulate filters, the friction factor investigated through
these experiments should be similar to the friction factor in particulate filters with
similar wall properties.
The overall pressure losses of an unplugged filter, where the flow does not pass
through the porous medium, can be decomposed in four main contributions, as shown
in Figure 5.1:
1. Pressure losses due to contraction (∆PContr.).
2. Pressure losses due to friction, which can be represented as a combination of flow
development losses and fully developed flow losses (∆PFriction).
3. Pressure losses due to expansion (∆PExp.).
Fig. 5.1 Unplugged channels schematic.
Therefore, the total pressure loss of an unplugged filter can be approximated as
follows:
∆PUnpluggedFilter = ∆PContr.+∆PFriction +∆PExp., (5.1)
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where ∆PContr. and ∆PExp. can be calculated from Eq. 1.12 and Eq. 1.13, respectively,
while ∆PFriction is usually calculated using Eq. 1.1 (neglecting the effect of the porous
walls) plus the developing flow losses which can be calculated using Eq. 1.4 and Eq.
3.4.
5.2.2 Experimental results of the unplugged filters
Figure 5.2 shows the experimental results of the pressure drop versus mass flow rate
for the seven different core lengths considered. The mass flow rate uncertainty is also
plotted and it was calculated as shown in Appendix A.
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Fig. 5.2 Unplugged filters experimental data.
As all experiments were performed with the same filter core, with only the filter
length changing, the degree of flow path contraction and expansion is the same. There-
fore, the associated contraction and expansion losses are expected to be very similar
in all experiments, and only friction losses will account for the differences in the total
pressure loss. Thus, the pressure losses due to friction can be separated from the others
assuming that the contraction and expansion losses and flow development losses are
the same for different filter lengths and that the friction factor f is the same for filters
with a different length. A similar procedure to estimate the friction losses and friction
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factor in unplugged filters has been recently used by Aleksandrova et al. [98]. Thus,
the pressure losses of two filters with different length L1 ̸= L2 can be expressed by the
following formulae:
∆PL1 = ∆PContr.,L1 +∆PFriction,L1 +∆PExp.,L1, (5.2)
∆PL2 = ∆PContr.,L2 +∆PFriction,L2 +∆PExp.,L2, (5.3)
where, due to the previously defined assumptions:
∆PContr.,L1 = ∆PContr.,L2 , (5.4)
∆PExp.,L1 = ∆PExp.,L2. (5.5)
As a consequence, the friction losses can be established from the experimental data
(∆PL1 and ∆PL2) by subtracting the pressure losses of two filters with different length
(∆PL1−L2 = ∆PL1 −∆PL2). Using Eqs. 5.2 - 5.5 and the Darcy-Weibach equation (Eq.
1.1) yields:
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Experimental results shown in Figure 5.2 have been used to calculate the friction
factor using expression Eq. 5.7. Since the measurement points in different experiments
were performed at different mass flow rates, the data was first interpolated at the same
mass flow rate values using linear interpolation.
The Darcy Friction Factor C f (C f = 4 f ) derived from the experiments is plotted in
Figure 5.3 versus channel Reynolds number.























































































Fig. 5.3 C f Darcy Friction Factor.
In the legend of Figure 5.3 the term C f L−100−90 means that the friction factor
was calculated using Eq. 5.7 with L1 = 100[mm] and L2 = 90[mm] and the same notation
was used for the other lengths.
It can be seen here that the trend of the experimental friction factor is in reasonably
good agreement with the existing theoretical expression for the friction factor (Eq. 5.8)























However, Eq. 5.8 was derived for channels of circular cross-section, and a correction
factor is required to account for the square cross-section used here. As reported in the
literature review, Jones [50] investigated the friction factor in ducts with different cross-
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sections and proposed a simple empirical correction factor, derived from experimental
data, based on a modified Reynolds number (Eq. 1.3) to correlate the friction factor
of circular cross-section ducts to other shapes. Jones [50] introduced the modified






Here Re is the Reynolds number for ducts of circular cross-section.
Using Re∗Square instead of Re in Eq. 5.8 gives an expression for the friction factor in
ducts of square cross-section:




















Because of the scatter of the results in Figure 5.3 it is difficult to see how well the
results agree with Eq. 5.10. To get a better insight into the overall trend, the mean value
of all experimental results for each Reynolds number has been calculated. The results
are shown in Figure 5.4 along with the standard deviation calculated for each Reynolds
number considered.
Figure 5.4 shows that the filter friction factor estimated from the experiments agrees
well with the friction factor in ducts of square cross-section calculated with Eq. 5.8.



























Fig. 5.4 Mean C f Darcy Friction Factor.
Thus, it has been established that the friction factor in both laminar and turbulent
regimes and the onset of transition in filter channels are comparable to those in channels
with solid walls. These results are consistent with the findings reported by Aleksandrova
et al. [98].
5.3 Pressure losses in plugged filter cores
The hot flow experiments were carried out by a team of researchers as part of a project
with Jaguar Land Rover. The testing was performed on four different filter core samples
cut from a cordierite monolith, as described in Chapter 2. This testing provided
experimental data for a range of mass flow rates and temperatures that will be used for
the development and assessment of the models (presented in Chapter 6 and Chapter
7) and to show that there is experimental evidence of laminar to turbulent flow regime
change in a particulate filter.
The cold flow (ambient temperature) test results are shown in Figure 5.5. As
expected, the uncoated filter core #1 shows the lowest pressure drop, while the filter
core #4, which has the thickest coating layer, shows the highest pressure drop. The
catalyst coating not only increases the wall thickness, but also has smaller pore size and
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therefore lower permeability, as discussed in [107]. Cores #2 and #3 have a different
length but identical coating parameters and nominal geometry.
Core #2 shows a lower pressure drop than core #3, although this is 25[mm] longer.
This counterintuitive result is in agreement with the study of Masoudi et al. [20] on
the effect of the filter length on the pressure drop. This effect is further discussed in a
parametric study shown in Chapter 6.
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Fig. 5.5 Plugged cold flow results.
The mass flow rate uncertainty has been calculated as in Appendix Appendix A.
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with MFR being the experimental mass flow rate, OFA the filter open frontal area, dh
the channel hydraulic diameter, while ρ and µ are the density and dynamic viscosity of
the air upstream the core.
Figure 5.6 shows that, although other non-dimensional groups (which will depend
on the filter properties such as permeability, length, etc.) play an important role, the
non-dimensional pressure losses in all cores present similar trends. A change in the
slope between lower and higher values of the Reynolds number is clearly visible. The
friction loss slope typical for laminar (Re−1) and turbulent (Re−1/4 [44]) flow regimes
have been plotted along with the experimental data. C1 and C2 are coefficients which
have been selected arbitrarily to display the slope lines next to the test data. Up to
Re < 1800 the experimental data follow the slope characteristic for laminar flows,
while for Re > 3000 the data coincide with the turbulent slope line. These results
are consistent with Jones’s investigation [50] who observed that in ducts with square
cross-section the laminar regime ends earlier than in ducts with circular cross-section.
Hence, a clear change of the pressure drop trend corresponding to the transition from



















Fig. 5.6 Dimensionless plugged cold flow results.
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Figure 5.7 shows the pressure drop of the four cores at T = 20, 200, 400 and 680[◦C],
which are the temperatures chosen to assess the models presented in Chapter 6 and
Chapter 7. Although not presented here, the pressure drop data for all four filters have
been collected also at T = 50, 100, 150, 250, 300, 350, 450, 500, 550, 600 and 650[◦C],
and the full set of results is shown in [98].
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Fig. 5.7 Plugged filter cores experimental pressure drop.
The results show that the pressure losses increase with temperature for a fixed mass
flow rate. This is the consequence of the increased volumetric flow rate which results in
higher channel velocities, and therefore higher total losses for all pressure contributions.
More detailed analysis of the experimental results will be presented in the next chapter
when they are compared with the new 1-D particulate filter model predictions.
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5.4 Chapter summary
An experimental investigation on unplugged and plugged filter cores has been conducted
to characterise the friction factor in channels with porous walls and to fill the lack
of experimental data for particulate filter pressure drop at high mass flow rates and
temperatures.
The unplugged filter cores results show that the friction factor and the transitional
regime in filter channels with porous walls are comparable to those in channels with
solid walls. For channels of square cross-section the friction factor trend and its variation
with the Reynolds number can be approximated by Eq. 5.10, which is a modified version
of Churchill’s correlation, Eq. 5.8, derived for the square cross-section.
Experimental data of the pressure drop of four plugged particulate filter cores with
different properties has been collected for a large range of mass flow rates and tempera-
tures. This data, as shown in the next chapter, can be used to validate particulate filter
predictive models for a wide range of flow conditions and filter properties. Assessing a
predictive model with a great variety of experimental data can ensure that the model
is based on physical principles rather than on empirically derived fitting coefficients,
and thus that the model can be used independently from the flow conditions or filter
properties. Additionally, the analysis of the results has shown that there is experimental
evidence of laminar to turbulent transition regime in particulate filters, which should be
accounted for in particulate filter predictive models.
Chapter 6
New 1-D particulate filter model
6.1 Introduction
The the literature review of particulate filter models has shown that all of the existing
1-D models are limited to laminar flow conditions. However, the flow in particulate
filters might be turbulent under some of the engine operational conditions. Additionally,
the experimental data used for validation of the reviewed models is usually limited and
does not cover both low and high flow regimes and temperatures.
This chapter presents a new 1-D model for particulate filter pressure losses, which
has been published in [14]. The proposed model is an extension of the Bissett-
Konstandopoulos model [16] to turbulent flow regime and high temperatures.
In the following sections the Bissett-Konstandopoulos model’s formulation and its
limitations are described in details first and successively the new model is presented
and assessed against the experimental data presented in the previous chapter.
6.2 Bissett-Konstandopoulos model
In 1989 Kostandopoulos and Johnson [16] proposed a simple single inlet/outlet channels
1-D flow model (Figure 6.1). This model, which provided the first tool for the rational
engineering design and optimization of DPFs, was validated with the experimental
pressure drop data of wall-flow monoliths available at the time.
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Fig. 6.1 Single inlet/outlet channels schematic.
Because of the model assumptions, reported in section 1.2.1.1, the flow within the
particulate filter can be described by a 1-D model, which includes four differential
equations, describing the mass and momentum balance in the inlet and outlet channels,











































• u1(x) and u2(x) are the local mean cross-sectional axial velocities along the inlet
and outlet channels and uw(x) is the local mean velocity in the porous wall.
• P1(x) and P2(x) are the local mean cross-sectional pressures along the inlet and
outlet channels.
• f1(x) and f2(x) are the local Fanning friction factors along the inlet and outlet
channels.
• dh is the cell hydraulic diameter.
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• ws is the porous wall thickness.
• ρ is the gas density.
• µ is the gas dynamic viscosity.
• k is the filter permeability.
• x is the axial coordinate, varying from 0 at the entrance of the filter to L at the
exit of the filter.
The model formulation is then completed through the following boundary conditions:
u1(0) =U, (6.6)
u2(0) = 0, (6.7)
P2(L) = PAtm.. (6.8)
where:
• U is the mean flow velocity at the entrance of the inlet channel (at x = 0).
• PAtm. is the atmospheric pressure (which can be replaced with pressure at the
outlet of the filter).
These boundary conditions (Eqs. 6.6 - 6.8) reflect the fact that: (i) the velocity at
the entrance of the inlet channel is known, (ii) the velocity at the entrance of the outlet
channel is zero (as the plug blocks the flow), and (iii) the pressure at the exit of the
outlet cell is known (and equal to the atmospheric pressure in this case).









(i = 1,2) is the local Reynolds number along the channel.
As shown in Eq. 6.9, the product of fiRei is a constant. This assumption, valid only
in laminar flow, simplifies the model considerably, so that it can be solved analytically.
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g1 = A1 −
√
A21 +2A2, (6.13)















Kostandopoulos and Johnson [16] reported that this was the "first comprehensive
relation that expresses explicitly the pressure drop of clean wall-flow monoliths in terms
of their manufacturing parameters and exhaust properties,” and it was a breakthrough
towards the advancement of understanding the flow physics within the particulate filters
and a useful tool for their design optimization.
However, the limitations of this model need to be considered carefully, as the Bisset-
Kostandopoulos model has been often used for high Reynolds number flow despite
having been developed for laminar flow regime only. In fact, the Eq. 6.9 is only valid
for laminar flow, and outside this range fiRei is not a constant. Moreover, the density
change of the exhaust gas along the channels has not been account for in this model
and the contraction and expansion losses have been neglected. As shown later in this
chapter, the effect of both density change and contraction and expansion losses need to
be accounted for, as their contribution becomes non negligible at high flow rates and
back-pressures.
Turbulent flow regimes within the filter channels can be present in some DPFs
operating conditions, as reported in the study of Masoudi et al. [13]. Although high
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local Reynolds numbers do not necessarily mean that transition to turbulent regime is
present, the experiments conducted in this thesis, as presented in Chapter 5, show that
there is evidence of turbulent flow. Therefore, considering that GPFs have different
geometry and wall properties (i.e. thicker walls and/or lower cell density) than DPFs
and generally work at different operating conditions, including higher flow rates, the
turbulent flow losses may become even more relevant in GPFs.
The model proposed by Konstandopoulos and Johnson [16] as well as all other 1-D
models based on their formulation do not consider turbulent flow losses and only some
models include the pressure loss contribution of the density change and contraction and
expansion losses. Hence, the model proposed here aims to fill these gaps.
6.3 Model development
The model presented in the following sections is based on the same equations (Eqs.
6.1 - 6.5) and the same assumptions as the Bissett-Kostandopoulos [16] model, with
the exception of the laminar flow assumption and the definition of the gas density. The
irreversible pressure losses due to contraction and expansion are added to the total
pressure loss to complete the model. Here, pressure loss contributions from different
sources are discussed in detail.
6.3.1 Coupled friction and through wall losses
The fully developed flow friction factor for a duct with circular cross-section can
be estimated with the Colebrook equation [47], which is an implicit equation with
no closed solution. Many approximate solutions of this equation exists (see [48]),
including the correlation of Churchill [49], which compared to other approximations
has the advantage of covering all flow regimes (laminar, transitional and turbulent) in
an explicit formula. Churchill’s correlation as been shown previously in Eq. 5.8 and is
6.3 Model development 134





























with (i = 1,2) is the local Reynolds number along the channel and ε
is the surface roughness.
Thus, in order to account for turbulent flow losses, Churchill’s correlation (Eq. 6.17)
is implemented for the friction factor. Consequently, the model uses the appropriate
friction factor based on the local Reynolds number value. Note that strictly speaking
Eq. 6.17 was proposed only for fully developed flow in channels with non-porous walls.
However, the experimental results of the unplugged filters presented in the previous
chapter show that this equation can be used to approximate the friction factor also in
channels with porous walls and porosity typical of particulate filters.
Since Eq. 6.17 has been derived for channels of circular cross-section, a correction
factor is required to account for the square cross-section used here, as discussed in
section 5.2.2. The friction factor in circular cross-section and square cross-section can
be correlated through the following equation (reported also in section 1.2.2.1 and shown










where ReCircular,i is the local Reynolds number along the channel for ducts of circular
cross-section, while ReSquare,i is the local Reynolds number along the channel for ducts
of square cross-section.
Thus, using ReSquare,i instead of Rei in Eq. 6.17 gives an expression for the friction
factor in ducts of square cross section.
Following the same procedure as Kostandopoulos and Johnson [16] (but without
assuming f Re = const.), to reduce the system of equations (Eqs. 6.1 - 6.5) to a single
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Here f1 and f2 can be derived by substituting Eq. 6.18 into Eq. 6.17.
Eq. 6.19 can be solved numerically for u2 with the following boundary conditions:
u2 (0) = 0, (6.20)
u2 (L) =U. (6.21)
Once u2 is known, the other variables can be calculated numerically from the system
of equations (Eqs. 6.1 - 6.5). In order, uw is calculated from Eq. 6.2, u1 is calculated
from Eq. 6.1, P2 is calculated from Eq. 6.4 with Eq. 6.8 as boundary condition and
finally P1 is calculated from Eq. 6.5. Once P1 and P2 are known, the filter pressure drop
due to coupled friction and through wall losses can be calculated as:
∆PFriction+T hroughWall = P1(0)−P2(L). (6.22)
Similar to the original laminar flow solution presented by Kostandopoulos and
Johnson [16], the through wall losses and the losses due to friction are coupled. As
a result, varying some filter parameters (i.e. the permeability, the channels hydraulic
diameter, others) affects at the same time the velocity within the channels, and thus the
losses due to friction, and the the velocity within the porous wall, and thus the through
wall losses. As shown in Figure 1.2, uncoupling the friction and through wall losses
may lead to considerable errors for some parameter ranges.
6.3.2 Contraction and expansion losses
In the present model, the losses due to contraction and expansion, which can be
estimated by Eq. 6.23 and Eq. 6.24 respectively, are added in series to the pressure drop
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where the contraction and expansion loss coefficients are defined by Eq. 1.15 and Eq.
1.14 and ρInlet and ρOutlet , the densities at the inlet and outlet, are discussed in the
following section.
Note that the equation derived in Chapter 4 (Eq. 4.7) for the contraction loss
coefficient was ultimately not implemented as it was not possible to properly validate it
with experimental data. Nevertheless, the study presented in Chapter 4 was useful in
order to determine that the inertial loss coefficients estimated by Konstandopoulos [28]
are not physical and should not be used.
6.3.3 Density variation effects
At high filter back-pressure and absolute local pressure within the channels the effect of
the density change becomes more relevant and has to be accounted for [28]. According





where M is the molar mass of the gas, P its local pressure, T its local temperature and
R is the universal gas constant.
In the present model, the density of the gas has been assumed to be spatially constant,
which allowed to simplify the implementation and solution of the equations. The effect
of the density change caused by the back-pressure has been accounted for by defining
the density of the gas as the mean density value based on the average local pressure
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where P1 is the local pressure along the inlet channel and P2 is the local pressure along
the outlet channel.
Introducing this new definition of the density requires knowledge of the pressure
distribution inside the channels and thus the proposed model requires an iterative
solution, which is summarized in the next section.
6.3.4 Model summary
The proposed predictive 1-D model takes into account the coupled effect of the friction
(including turbulent regime) and through wall losses, the effect of the density change
and the losses due to contraction and expansion.
The pressure drop due to friction and through wall losses is given by Eq. 6.22, as
described earlier, while the losses due to contraction and expansion are given by Eq.
6.23 and Eq. 6.24. The effect of the density change is accounted for through an iterative
process, as the local pressure in the inlet and outlet channels used in Eq. 6.26 are not
known a priori.
Thus, the iterative solution process consists of the following steps:
1. At the first iteration step, Eq. 6.22 is solved using a density based on the outlet
pressure ρit=1 = MRT P2(L).
2. The contraction and expansion losses, as defined in Eq. 6.23 and Eq. 6.24, are
added to Eq. 6.22. As after the first step the local pressure in the inlet and outlet
channel are known, the inlet and outlet density used in Eq. 6.23 and Eq. 6.24 can
be defined as ρInlet,it=1 = MRT P1(0) and ρOutlet,it=1 =
M
RT P2(L), respectively.
3. The mean density within the channels is recalculated using Eq. 6.26 and it used
as input density for the successive iteration.
4. Steps 1) to 3) are repeated n times, until |∆Pit=n−1−∆Pit=n
∆Pit=n−1
100 < 0.005|, which is
the criterion selected for the convergence here.
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6.4 Assessment of the model
The new 1-D model is assessed here against the experimental data presented in Chapter
5 and is compared with the Bissett-Konstandopoulos [16] model (with and without
added contraction and expansion losses).
Before the assessment, the permeability calibration, required for calculation of the
through wall losses, is presented.
6.4.1 Permeability calibration
One of the main advantages of the model is the fact that only one parameter needs to be
calibrated through experimental testing, namely the porous wall permeability.
Since at ambient temperature and in laminar regime the proposed model is nearly
identical to the Bissett-Kostandopoulos [16] model, their explicit expression (Eq. 6.10)
along with the losses due to contraction and expansion (Eqs. 6.23 - 6.24) can be used
to find the permeability value that results in fittings the experimental pressure drop
in the laminar flow regime. This method can be justified as at low mass flow rates
and temperatures, the density changes along the channels due to back-pressure are
negligible and the turbulent friction losses are not present. Note that it is suggested to
only use the experimental data in the laminar regime at ambient temperature for the
estimation of the permeability, as under these conditions the pressure losses are well
understood and, thus, better accuracy can be achieved. A different method could also
be considered, which would involve estimating the permeability by using the new 1-D
model instead of the Bissett-Kostandopoulos [16] model. However, as the new model
requires a numerical solution while the laminar flow model can be solved analytically,
it was more efficient to use the laminar flow model analytical solution.
For the Bissett-Kostandopoulos [16] model, the pressure drop is expressed by
Eqs. 6.10, 1.12 and 1.13, and thus the permeability can be estimated using the least
square fit. The resulting values of the permeability for cores #1, #2, #3 and #4 are
k = 5.5×10−12[m2], k = 1.9×10−13[m2], k = 1.4×10−13[m2] and k = 1.7×10−13[m2],
respectively. In order to further support the validity of the present method for the
permeability estimation, the permeability obtained from core #1 was compared with the
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one estimated by Aleksandrova et al. [107], which was derived experimentally through
wafer samples testing of the same core. The fact that the permeability estimated with
both method are similar, further confirms the validity of the method used here. The
permeability values reported above were used in the final model validation.
6.4.2 Model validation and comparison with the Bissett- Konstan-
dopoulos model
In the present study, the new 1-D model has been implemented in MATLAB and the
boundary value problem solver bvp5c has been used to solve the ordinary differential
equations (Eq. 6.19, with boundary conditions Eq. 6.20 and 6.21, and Eq. 6.4, with
boundary condition Eq. 6.8). bvp5c is a finite difference code that uses the four-stage
Lobatto Illa formula, which is implemented as an implicit Runge-Kutta formula. Since
bvp5c is a finite difference code this requires a mesh of points to be created along the
channel axis. Thus, several mesh densities have been investigated in order to achieve
mesh independent solutions. It was found that 31 mesh points for the bare filter and
11 mesh points for the coated one are sufficient to reach independence of the solutions.
However, since the computational requirements to solve the model equations is minimal,
a mesh of 101 points has been used for all cases to increase the results definition.
The script takes between 1 to 20 seconds to converge for each single pressure drop
prediction, depending on the flow conditions. Note that the number of mesh points
required to achieve mesh independent solutions might be different if a solver other than
bvp5c is used and that bvp5c was set to use a mesh with equally spaced points along
the channels axis.
In order to validate the new 1-D model, its predictions at different flow rates and
temperatures have been compared to the experimental data of all four cores reported
in Chapter 5 (Figure 6.2). Additionally, the new model has been compared to the
Bissett-Kostandopoulos [16] model with added contraction and expansion losses (see
Figure 6.2 (a)) and with the Bissett-Kostandopoulos [16] model with added contraction
and expansion losses and "corrected" to account for the density change effects (see
Figure 6.2 (b)). The contraction and expansion losses (expressed by Eqs. 6.23 - 6.24)
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and the iterative process to account for the density change effects have been included
in the Bissett-Kostandopoulos [16] model following the same procedure used for the
proposed model (see section 6.3.4). These two comparison have been included so that
the effect of the change in density and the turbulent friction losses could be evaluate
separately.
The effect of the density change "correction" can be evaluated by comparing the
Bissett-Kostandopoulos [16] model (Figure 6.2 (a)) with the corresponding density
"corrected" version (Figure 6.2 (b)). At low mass flow rates and temperatures, when the
filter back-pressure is small with respect to the filter outlet pressure, the effect of the
density change is negligible and both models show nearly identical results. However,
with increasing flow rate and temperature, and hence back-pressure, this effect becomes
increasingly significant and the model that does not account for the density change
effects clearly overpredicts the pressure drop (Figure 6.2 (a)).
The effect of the inclusion of the turbulent friction losses alone can be evaluated by
comparing the density "corrected" version of the Bissett-Kostandopoulos [16] model
with the new 1-D model (Figure 6.2 (b)), as both models include the density change
"correction" and differs only in the definition of the friction factor. Note that the laminar
flow model predictions have been plotted with dotted lines in the laminar flow regime
and dashed lines in the transitional and turbulent regime to facilitate the interpretation
of the results. Figure 6.2 (b) clearly show that the density "corrected" version of the
Bissett-Kostandopoulos [16] model deviates from the experimental data immediately
outside of the laminar flow regime, while the new model performs well even in the
turbulent flow regime. For all cores, the difference between the new model predictions
and experimental measurements is within ±10%, with exception of a few data points.
This means that a great part of the predictions lay within the experimental uncertainty.
Thus, Figure 6.2 (a) and Figure 6.2 (b) show that by including the generalized
friction factor (Eq. 6.17) and the density variation (Eq. 6.26) good predictions of
pressure loss for all temperatures and flow regimes can be made. In particular, at
high mass flow rates and temperatures the new model can improve the pressure drop
predictions up to 30−40% with respect to the Bissett-Kostandopoulos [16] model.
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Note that the maximum mass flow rate considered here is 120 [g/s] for a filter core
with diameter 50 [mm]. This is equivalent to 690 [g/s] (or 2500 [kg/h]) for a filter with
diameter 120 [mm], which is a common size for GPFs. Although this mass flow rate is
much higher than the mean mass flow rate in most of the engines operating conditions,
turbulent flow regime can occur in some applications as discussed earlier.
Considering high mass flow rates ensures that the model’s prediction of the flow
physics is valid for different operational regimes. For example, when considering
pulsating flows the instantaneous mass flow rate can be twice as high as the mean and,
thus, being able to model turbulent flows would be even more relevant/necessary for
accurate predictions if such condition is to be simulated.
Of course, the current model was not designed to cope with pulsating flows or
transient effects as this was outside the scope of the present project. As shown by
Piscaglia and Ferrari [35] and Torregrosa et al. [36], unsteady effects can be accounted
for in a particulate filter model by using the time dependent mass and momentum
balance equations (which include the term ddt (ρu)) and the local density (as done for
the model presented in Chapter 7), and can be solved using a shock-capturing numerical
method. Such modifications to the model presented here are possible, and could be
considered in the future.
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Fig. 6.2 Comparison of the proposed model with experiments and (a) the Bissett-
Konstandopoulos model with contraction and expansion losses and (b) the Bissett-
Konstandopoulos model with contraction and expansion losses and density change
effects. Dotted part of the lines indicates laminar regime.
6.4.3 Flow distribution in the filter channels
Compared to 0-D models, an additional advantage of 1-D models is the fact that they
can provide information about flow and pressure distribution in the channels. These can
be used to give a physical interpretation of the change in trend of the pressure drop for
different filters.
Combining the pressure drop predictions with the analysis of flow distribution along
the axis of the filter can also provide a guidance on the choice of the filter sizes. For
example, if a portion of the filter is not utilized for filtration, a shorter filter may be
considered. To demonstrate this process, two parametric study varying filter length or
volume have been carried out and are presented below.
Figure 6.3 (a) shows how the pressure drop for cores #1, #2 and #4 would vary with
the filter length and mass flow rate, while keeping all the other parameters constant. The
length, and thus volume, corresponding to the lowest pressure drop ("optimal length"
and "optimal volume" for a fixed diameter), for a given mass flow rate, is marked with a
black circle. In a filter with constant diameter, the variation of the length has a double
effect on the overall pressure drop. The total loss is the sum of friction and through
wall losses, which have opposite trends with respect to the length. The friction losses
increase with the increasing of the length, while the through wall losses decrease with
the increasing of the length, and vice versa.
The length for which the minimum total loss is achieved is also strongly affected by
the permeability, as this changes the contribution of the through wall losses with respect
to the friction ones. High values of the permeability decrease the through wall losses
(and thus their contribution) and vice versa. This is clearly visible in Figure 6.3 (a),
where for core #1 (high permeability) the "optimal length" is shorter than for core #2
and #4 (low permeability). Since coated filters are also used as catalytic converters, this
might be beneficial in terms of promoting the chemical reactions, as a bigger volume
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would increase the residence time. Moreover, for coated filters, the variation of the
pressure loss is very small for a large range of filter lengths, which means that from the
design point of view there is certain degree of freedom in choosing the filter length.
Figure 6.3 (b) shows how the predicted pressure drop would change keeping the
volume constant (V = 1.9635×105[mm3], which is the original volume of cores #1, #2
and #4) and varying the filter length and diameter ("optimal length to diameter ratio"
for a fixed volume), which is a common design procedure in sizing the after-treatment
devices. Here it can be seen that the pressure drop increases with the increasing of
the length to diameter ratio. However, the coated cores exhibit very little pressure loss
change at low length to diameter ratio, which again allows the manufacturers to combine
pressure loss considerations with other constraints (i.e. packaging requirements and
cost).
For coated filters, a comparison of Figure 6.3 (a) and (b) shows that, if the filter
diameter is kept constant, increasing the length would be beneficial for reducing pressure
loss, while if it is the volume to be kept constant, it would be more beneficial to increase
the diameter at the expenses of the length, provided that this does not adversely affect
the flow distribution across the filter.
However, the total pressure loss is not the only optimization parameter that needs
to be considered. The primary function of the particulate filters is the filtration of the
PM and the filtration efficiency is largely affected by other parameters, such as the
pore size and the volume of the porous media. Thus, for example, the shorter filters
presented in Figure 6.3 (a) and (b) would be unpractical for real applications, and they
have been plotted here only to illustrate the full trend of the pressure drop and location
of the minimum. Additionally, filtration efficiency is linked to the wall flow, and uneven
wall flow distribution along the channel axis will affect the soot and ash accumulation
patterns.
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Fig. 6.3 Predicted pressure drop vs (a) filter length with constant filter diameter and
different mass flow rate and (b) filter length to diameter ratio with constant filter volume
and different mass flow rate.
Figure 6.4, Figure 6.5 and Figure 6.6 show the predicted dimensional and normalized
velocities within the channels and in the porous wall, for three different length L1 = 50
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[mm], L2 = 100 [mm] and L3 = 150 [mm], tested at MFR = 60 [g/s] and T = 680 [◦C]
for three filter core specifications.
x [m]


































































































Fig. 6.4 Core #1: Predicted channels and through wall velocities with varying filter
length (dimensional values on the left and normalized values on the right).
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Fig. 6.5 Core #2: Predicted channels and through wall velocities with varying filter
length (dimensional values on the left and normalized values on the right).
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Fig. 6.6 Core #4: Predicted channels and through wall velocities with varying filter
length (dimensional values on the left and normalized values on the right).
Figure 6.4 shows that for the uncoated core the through wall velocities are highly
non-uniform, with low values for most of the filter length and a steep increase towards
the end. Also, the shortest core shows a slightly less steep velocity increase towards the
end, but with a peak of higher magnitude. Instead, for the coated filters, as shown in
Figure 6.5 and Figure 6.6, the through wall velocities are much more evenly distributed
along the channel length and in the shortest filters the velocity is the most uniform.
Although the model indicates that higher wall velocities are expected in the end part
of the filter, resulting in more soot accumulated here, the transient nature of soot and
ash accumulation means that no definitive conclusions can be made unless the model is
modified to account for transient soot layer thickness effects.
The pressure difference (P1 −P2) across the wall reflects the distribution of the
through wall velocities, uw, shown in Figure 6.4, Figure 6.5 and Figure 6.6.
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Fig. 6.7 Core #1: Predicted channels pressure with varying filter length (dimensional
values on the left and normalized values on the right).
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Fig. 6.8 Core #2: Predicted channels pressure with varying filter length (dimensional
values on the left and normalized values on the right).
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Fig. 6.9 Core #4: Predicted channels pressure with varying filter length (dimensional
values on the left and normalized values on the right).
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For the uncoated filter (Figure 6.7) the pressure is highly non-uniform in both
channels and slowly decreases for most of the filter length; the pressure difference
across the wall is small. Towards the end of the filter, the pressures change rapidly
producing a relatively large pressure difference and high through wall velocities. In
the coated filters (Figure 6.8 and Figure 6.9), the pressure is more evenly distributed
along the length of the filter, resulting in a more uniform through wall velocity as a
consequence of their lower wall permeability. The larger pressure drop for the coated
filters means that accounting for the density variation in the model will be more relevant.
6.5 Chapter summary
A new 1-D model has been proposed, which covers both laminar and turbulent flow
regimes. The new model requires solving a non-linear ordinary differential equation,
which is the case for most of the filter flow models based on the Bisset-Konstandopoulos
[16] model. The density variation effect has also been accounted for and requires an
iterative solution. It has been shown how the model can be implemented in MATLAB,
although any other commercial or open source boundary value problem solver can be
used. With the current implementation the model requires between 1 to 20 seconds to
be solved, and thus it can be considered efficient. In contrast to some other laminar flow
models that require the calibration of both wall permeability and inertial loss coefficient,
the present model requires the calibration of the wall permeability only. This can be
performed by fitting the model to the pressure drop experimental data of the filter at
ambient temperature and in laminar flow.
Unlike most of the reviewed models, which have only been validate against one
or two data sets, the predictions of the proposed model have been validated against
the pressure drop experimental data of four different filter cores (with varying cell
density, length and permeability) tested in both laminar and turbulent regime and at
high temperatures (up to T = 680 [◦C]). It has been demonstrated that the model
predictions agree well with the experimental data and that at high mass flow rates and
temperatures the new model can improve the pressure drop predictions up to 30−40%
with respect to the Bissett-Kostandopoulos [16] model. Thus, the proposed model
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effectively extends the Bissett-Kostandopoulos [16] model to the turbulent flow regime
and to high temperatures.
A parametric study has been carried out to look at the effect of the filter geometry on
the flow distribution and pressure losses. These studies show how the model could be
potentially used as a partial tool (as the pressure drop is not the only relevant parameter)
for filter selection or optimization.
A deeper knowledge of the contraction and expansion loss coefficients in the laminar
flow regime and the effects that the slip flow have on the friction losses may further
help in improving the model predictions and strengthen its physical base. Additionally,
the effect of the density change can be improved by using the channel local density
instead of assuming it as spatially constant.
Finally, the model is subject to the same limitations of the other single inlet/outlet
models and can be used for the prediction of the pressure drop and flow of clean filters
only. Predictions of loaded filters could be achieved through a deeper understanding of
the soot transport and accumulation, and accounting for transient effects.
Chapter 7
New multi-channel particulate filter
model
7.1 Introduction
The the literature review of particulate filter models has shown that although an extensive
research effort has been carried out in order to model accurately the flow behaviour
in a particulate filter, several gaps still need to be filled. In particular, regarding the
multi-channel models, all of the reviewed models require the knowledge of the velocity
or pressure profile upstream of the filter (which is not known a priori) and do not
account for the full cross-flow between the channels, instead modelling the filter as
a collection of identical inlet/outlet channel pairs. These shortcomings might greatly
affect the models predictions.
This chapter presents a new multi-channel model, which has been published in
[125]. This model is based on the 1-D model formulation proposed by Konstandopoulos
and Johnson [16], and it is coupled with a 3-D CFD simulation.
The new multi-channel model accounts for the full channel-to-channel cross-flow
and the uneven flow velocity and pressure profile upstream of the filter. The 3-D flow
upstream of the filter is coupled to the model, so that no prior knowledge of the upstream
flow is required. This is particularly relevant as it allows to avoid making assumptions
on the flow profile upstream the filter, which is generally not known. Density variation
in each individual channel is also taken into account, and uneven channel properties
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(along the channel and between different channels) can be accounted for. Apart from
the total pressure drop, the new model gives information about the flow and pressure
distribution in each individual filter channel. These details are highly valuable for
particulate filter optimisation.
7.2 Multi-channel model development and coupling with
CFD
7.2.1 Multi-channel model formulation
The wall-flow filter channel geometry considered here is the same as the one discussed
in previous works such as [16] or [14]. A filter with circular cross-section has been
used here for demonstration purposes. However, since particulate filters can have other
cross-sectional shapes (e.g. oval), the present model formulation and implementation
have been developed to allow the assignment of any given cross-section to the filter. A
sketch of a typical filter frontal area is shown in Figure 7.1. A 2-D indexing system
(i, j) is used to refer to the filter channels. The indexing notation (Figure 7.2) reflects
that every open channel (in white) has an even sum of indices and every closed channel
(in grey) has an odd sum of indices.
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Fig. 7.1 Cell indexing schematic.
Fig. 7.2 Notation of the multi-channel flow variables.
The equations governing the flow in the (i, j) channel can be written as follows, in
accordance with the notation shown in Figure 7.2:
7.2 Multi-channel model development and coupling with CFD 155






























Pi, j −Pi−1, j = ξ Pi, j
(
2




ti, jvi, j, (7.3)
Pi, j −Pi, j−1 = ξ Pi, j
(
2




si, jwi, j, (7.4)
Pi, j −Pi+1, j = ξ Pi, j
(
2




ti+1, jvi+1, j, (7.5)
Pi, j −Pi, j+1 = ξ Pi, j
(
2




si, j+1wi, j+1. (7.6)
Here:
• ui, j is the mean cross-sectional axial velocity in the (i, j) channel.
• Pi, j is the mean cross-sectional pressure in the (i, j) channel.
• vi, j and wi, j are the superficial velocities through the "vertical" and "horizontal"
walls respectively as shown in Figure 7.2.
• ρi, j is the mean cross-sectional density in the (i, j) channel.
• µ is the gas dynamic viscosity.
• ti, j and si, j are the thicknesses of the "vertical" and "horizontal" walls respectively
as sown in Figure 7.2.
• τi, j and σi, j are the permeabilities of the vertical and horizontal walls respectively.
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• ξ is a coefficient equal to ξ = 1 for the inlet channels and ξ =−1 for the outlet
channels, and can be expressed as ξ = (−1)i+ j.
• dh is the cell hydraulic diameter.
• f is the Fanning friction factor.
• Re is the channel Reynolds number (defined as Re = (ρUdh)/µ).
• x is the axial coordinate, varying from 0 at the entrance of the filter to L at the
exit of the filter.
The proposed formulation allows to prescribe individual channel properties. To demon-
strate this a filter with different permeability in the central part and in the outer part of
the filter have been simulated later in this chapter. Eqs. 7.3 - 7.6 come from solving
the differential form of Darcy’s law to allow for the change in gas density through the
filter wall as suggested by Konstandopoulos [28]. The hydraulic diameter of selected
cells could also be prescribed individually, although for correctness this would require a
different form of Darcy’s law to account for the trapezoidal cross-section of the walls,
which has not been accounted for at this stage of the study. Nevertheless, Darcy’s law
for a trapezoidal cross-section has been derived before and it can be incorporated in the
model with minor changes.





where RGas is the specific gas constant.
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Thus, for each individual channel the two unknowns ui, j and Pi, j satisfy first order
non-linear differential equations 7.8 and 7.9. The problem in each channel is coupled
with the four neighbouring channels. Treatment of the channels with fewer neighbours,
which are present at the outer border of the filter, is discussed below.
The multi-channel model formulation is then completed through the following
boundary conditions, which reflect the fact that: (i) the velocity at the entrance of each
inlet channel is known, (ii) the velocity at the entrance of the outlet channels and at the
end of the inlet channels is zero (as the plug blocks the flow), and (iii) the pressure at
the exit of the outlet cell is known:
Inlet channels (i+ j = even)
ui, j(x = 0) =Ui, j, (7.10)
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ui, j(x = L) = 0, (7.11)
Outlet channels (i+ j = odd)
ui, j(x = 0) = 0, (7.12)
Pi, j(x = L) = POutlet , (7.13)
where:
• Ui, j is the mean cross-sectional axial velocity at the entrance of the inlet channel
(i, j).
• Pi, j is the mean cross-sectional pressure at the exit of the outlet channel (i, j).
In Eq. 7.10, the mean cross-sectional axial velocity at the entrance of the inlet
channel can be assigned a priori by prescribing a velocity profile upstream the filter or,
as in this study, it can be determined using CFD simulations. Although other authors
used the former approach (e.g. [38]) to simplify the model solution, the determination
of the velocity profile upstream the filter using CFD simulations is a more rigorous
method.
The additional boundary conditions for the left, top, right and bottom impermeable
walls of the channels at the border of the filter are respectively:
Pi, j −Pi−1, j = 0, (7.14)
Pi, j −Pi, j−1 = 0, (7.15)
Pi, j −Pi+1, j = 0, (7.16)
Pi, j −Pi, j+1 = 0, (7.17)
which reflect the fact that the through wall velocity (vi, j, wi, j, vi+1, j and wi, j+1) is zero.
For a given geometry (e.g. the one shown in Figure 7.1), the resultant system
of coupled differential equations can be solved numerically using a boundary value
problem solver. In the present study, the multi-channel model has been implemented
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in MATLAB and the boundary value problem solver bvp5c has been used to solve the
system of coupled differential Eqs. 7.8 and 7.9 subject to boundary conditions 7.10 -
7.13 and extra algebraic Eqs. 7.14 - 7.17. The solver is a finite difference code that
implements the four-stage Lobatto IIIa formula. This solver is not parallelised, which
was not relevant for the cases simulated here, but parallel versions of the solver are also
available. Once axial velocity and pressure distribution for each channel is known, the
through wall velocities can also be calculated using Eqs. 7.3 – 7.6.
As for the new 1-D model, the losses due to contraction and expansion are added in
series to the filter pressure drop. The pressure drop contribution due to contraction and


















• ui, j−Inlet and ui, j−Outlet are the mean cross-sectional axial velocity at the inlet and
outlet of the (i, j) channel, respectively.
• ρi, j−Inlet and ρi, j−Outlet are the mean cross-sectional axial densities at the inlet
and outlet of the (i, j) channel, respectively.
• nInlet and nOutlet are the number of the inlet and outlet channels, respectively.
• ζContr. and ζExp. are the contraction and expansion coefficients, defined as in Eq.
1.14 and Eq. 1.15.
The total pressure drop across the filter can be calculated as the surface averaged
absolute pressure at the entrance faces of the inlet open channels minus the surface
averaged absolute pressure at the exit faces of the outlet channels, together with the
irreversible losses from sudden contraction and expansion.
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7.2.2 CFD methodology
In order to demonstrate how the multi-channel model can be coupled with computational
fluid dynamics simulations, several simplified geometries representative of typical
exhaust systems have been considered using Star-CCM+. The computational domain
includes an inlet pipe with a sudden expansion downstream (Figure 7.3). The diameter
of the filter was set as 50[mm], so that the results could be assessed with the experimental
measurements reported in Chapter 5 and published in [14]. The other dimensions have
been chosen arbitrary. A 30[g/s] mass flow rate is imposed at the inlet pipe entrance.
Only the entrance faces of the filter inlet channels are included in the CFD computational
domain and set up as pressure outlets (Figure 7.3), while the filter itself is not included.
The value of the pressure for each filter channel is determined from the multi-channel
model and is discussed in the next section. A no slip condition is prescribed for all other
boundary surfaces.
Fig. 7.3 Inlet section and expansion domain for the CFD simulations.
The other Star-CCM+ set-up parameters for the simulations are displayed in Table
7.1. The v2 f turbulence model has been selected among other turbulence models
as it was shown to perform well in separated flows [113]. In order to compare the
results of the present simulations with the experimental data published in [14], the flow
temperature was set as 680[◦C].
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Flow Solver Segregated Flow
Solution Algorithm SIMPLE
RANS Turbulent Model v2 f
Convection Scheme Second-Order
Temperature 680[◦C]
Equation of State Idea Gas Law
Fluid Dynamic Viscosity Sutherland’s Law
7.2.3 Multi-channel model and CFD coupling methodology
The multi-channel model and CFD simulations are coupled through the front faces of
the inlet channels (Figure 7.4), and an iterative procedure is used to obtain a converged
solution in both domains. The following solution process has been used here:
1. Setup CFD simulation in Star-CCM+, with initial pressures at the inlet channel
entrances estimated from the analytical solution of the one-dimensional model
from [16].
2. Run the CFD simulation until convergence.
3. Extract the mass flow rate and density from each entrance face of the inlet






4. Use these velocities as inlet boundary conditions for the multi-channel model and
solve the boundary value problem using MATLAB. The pressure at the exit of
the outlet channels is set as ambient pressure here because the flow downstream
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the filter is not considered, but would generally need to be coupled with the
downstream solution.
5. Extract pressure at the entrance of each inlet channel from the model solution.
6. Update the outlet pressure boundary condition of each entrance face of the inlet
channels in the CFD simulation with the newly calculated back-pressure.
7. Steps 2) to 6) are repeated n times, until the difference in back-pressure of each
single channel between two successive iterations is lower that 0.1%, which is the
criterion selected for the convergence here.
A pressure correction limiter between successive iterations has been implemented to
improve convergence time and stability. If the absolute pressure value at the entrance
to the inlet channels exceeded 1% difference from the value of the previous iteration,
then only a 1% correction was used. The solution time for each case is around 10
hours. This is because the boundary value problem solver used here is not parallelised
and as a consequence 2/3 of the solution time is taken by the multi-channel model
solution in MATLAB. In the multi-channel model, the 1-D solution from the model by
Konstandopoulos [16] was used as the initial guess.
Solved in Star-ccm+ Solved in Matlab
Fig. 7.4 Inlet section and expansion solved in Star-CCM+ (in gray) and multi-channel
model solved in MATLAB (in white).
Thus, the multi-channel model and the CFD simulations are fully coupled and the
velocity and pressure profile at the filter inlet are not assumed a priori but calculated.
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This means that the velocity profile at the filter inlet is influenced both the non-uniform
back-pressure from different channels and the upstream geometry configuration.
7.3 Results
7.3.1 Bare and coated filters
In this section the results from two cases, including a bare and a catalyst coated filter
cores, are presented and compared with the experimental measurements reported in
Chapter 5. This provided an initial assessment of the proposed modelling approach, as a
more thorough validation of this approach, and in particular of the velocity redistribution
upstream the filters solved in Star-CCM+, would require comparing the results with
PIV measurements, which are not available. A simple upstream configuration with no
sudden expansion (Figure 7.5) is considered here to replicate the geometry used in the
experiments reported in Chapter 5 and published in [14]. Also, the filter properties used
for the calculations are those reported in [14] (see Table 2.3 core #1 bare and core #2
coated), including the values of the permeability.
Note that the permeability estimated in [14] is based on the assumption that the filter
permeability is homogeneous. Although for bare filters this is usually true, catalyst-
coated filters might exhibit different coating penetration depth and thickness of the
coating layer in different regions of the filter. As a consequence the local permeability
of the filter might not be homogeneous.
For the two cases investigated in this section the permeability of the filters has
been assumed homogeneous. The effect of non-homogeneous filter permeability is





Fig. 7.5 Computational domain: (a) side view and (b) isometric view. Dimensions in
[mm].
For both the bare and catalyst coated filter cores the multi-channel model computa-
tional domain includes 437 inlet channels and 448 outlet channels, for a total of 885
channels. This number is related to the selected filter diameter, cells density and wall
thickness, and it would change if different filter parameters are considered.
The multi-channel model equations have been solved using the boundary value
problem bvp5c. Since bvp5c is a finite difference code this requires a mesh of points
to be created for of each single channel along its axial direction. Thus, several mesh
densities have been investigated for the bare and coated filter in order to achieve mesh
independent solutions. It was found that 31 mesh points for the bare filter and 11 mesh
points for the coated one are sufficient to reach independence of the solutions. In both
cases the mesh points are equally spaced along the channels axis. Note that the number
of mesh points required to achieve mesh independent solutions might be different if
a solver other than bvp5c is used. The different number of mesh points required by
the bare and coated filters can be explained by looking at the difference in the channel
velocity and pressure distribution for different permeability values. Two representative
velocity and pressure distribution in filters with different permeability are shown in
Figures 6.4 - 6.5 and Figures 6.7 - 6.8. In a coated filter the velocity profile in the axial
direction is almost linear, while in bare filters a sharp velocity gradient is present near
the end of inlet and outlet channels. These sharp velocity gradients require a denser
mesh to be captured properly.
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Figure 7.6 and Figure 7.7 show the results for the bare and coated filters, respectively.
Figure 7.6 and Figure 7.7 (a) and (b) show that for both filters the velocity and pressure
distribution are uniform up to a few millimetres away from the filter frontal face. This
behaviour was expected as, for this configuration, the flow at the inlet was provided
with a uniform velocity profile and the upstream configuration does not include any
expansion which may cause flow separation. At the interface between the upstream
section and the filter frontal face the flow accelerates rapidly to enter the open channels
while it forms small stagnation regions where the plugs are present. The local flow
acceleration is caused by the sudden change in cross-section which forces the flow into
a smaller open frontal area. The pressure field reflects the velocity distribution, with
a high stagnation pressure in the proximity of the plugs and a lower pressure at the
entrance of the open channels, where the flow is allowed to pass.
Figure 7.6 and Figure 7.7 (c) and (d) show the mean channel velocity and pressure at
the entrance of each inlet channel. Here it can be seen that the velocity entering in most
of the channels does not vary considerably and that the pressure field is predominately
uniform. This also means that the mass flow rate entering most of the channels is
nearly identical. Only a few channels at the border of the filter present a different
behaviour, with either higher velocity and lower pressure or a lower velocity and higher
pressure. This result is not surprising as the outer channels are bounded by one or more
impermeable walls and thus should not behave as the central channels. Looking at the
8 cells with the lowest velocity in Figure 7.6 (c) it can be seen that they also have the
highest back-pressure from Figure 7.6 (d). These cells have two porous walls and two
impermeable walls and, hence, are only coupled with two other cells each. Since all
of the mass flow entering these cells is forced to pass through two porous walls only,
instead of three or four as in other cells, the velocity through the porous wall will be
higher and thus, in accordance with Darcy’s law, the resulting pressure drop increases.
The different behaviour of the outer cells affects also the adjacent channels and few
lines of channels located next to them.
Comparing Figure 7.6 and Figure 7.7 (c), it can be notice that the velocity and
pressure at the entrance of the channels are more uniform in the coated filter. This
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behaviour can be explained by the fact that the lower permeability of coated filters, which
provides greater resistance to the flow, discourage the cross-flow between channels.
Figure 7.6 and Figure 7.7 (e) show the mean channel velocity at the exit of each
outlet channel. The outlet velocity shows the same qualitative trend of the inlet, but its
magnitude is higher. The increased velocity reflects the fact that as the flow advances
through the channels its local pressure decreases and so does the density. Thus, in
accordance with the conservation of mass, the magnitude of the velocity increases
towards the end of the filter. This effect, which is physical and not a numerical artefact,
underline the importance of accounting for the density change along the filter channels.
In fact, all models which assume the density as constant will not be able to predict the
flow acceleration at the end of the exit channels.
As mentioned at the beginning of this section, the two cases simulated here replicate
the same geometry and flow conditions of the experiments presented in Chapter 5. Thus,
the multi-channel model results are now assessed against the experimental data. The
total pressure drop of the bare filter is in good agreement with the experimental data
(Figure 7.8 (a)), with a difference of about 7.5%, which is within the experimental
uncertainty. Instead, the total pressure drop of the coated filter (Figure 7.8 (b)) is
about 16% higher with respect the experimental data, which is slightly outside the
experimental uncertainty. The fact that the coated filter shows a less accurate agreement
with respect to the bare filter could be attributed to the non-uniform permeability in






Fig. 7.6 300/8 bare filter: Velocity magnitude and absolute pressure in the mid-plane of





Fig. 7.7 300/8 coated filter: Velocity magnitude and absolute pressure in the mid-plane
of the upstream domain and at the entrance or exit of each channel.
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(a) (b)
Fig. 7.8 Pressure drop comparison between the new 1-D model, the multi-channel
model and the experiments: (a) 300/8 bare filter and (b) 300/8 coated filter.
7.3.2 Coated filter with upstream concentric and eccentric expan-
sion
Due to the different size of the filter diameter and the vehicle’s exhaust pipeline and
the placement of the particulate filter, which does not always allow to have the exhaust
pipeline in alignment with the monolith axis, the flow profile approaching the filter
is often non-uniform. Thus, two configurations are considered in this section, which
include an upstream concentric and eccentric expansion upstream of the filter (Figure
7.9). For both cases, the filter geometry and permeability are the same as those reported
in the previous section for the coated filter. In the case with the eccentric expansion the












Fig. 7.9 Side and isometric views of the computational domains for concentric expan-
sion case (a)-(b) and eccentric expansion case (c)-(d). Dimensions in [mm].
Figure 7.10 and Figure 7.11 show the results of the concentric and eccentric expan-
sion cases, respectively.
Figure 7.10 and Figure 7.11 (a) and (b) show that the flow profile upstream the filter
is highly non-uniform in both configurations. This is caused by the "jet" that develops
when the flow is discharged in the expansion section and hits the filter.
In the concentric expansion case (Figure 7.10 (a) and (b)), an adverse pressure
gradient region is formed as the flow impinges the filter frontal face. This also causes
the flow to spread towards the outer part of the filter and to enter the channels with an
angle. Instead, in the central part of the filter the flow entering the filter channels is
predominantly axial. As expected, due to the sudden expansion, the flow separates from
the expansion walls, forming a shear layer region between the jet and the recirculation
region.
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Figure 7.10 (c) and (d) show the mean channel velocity and pressure at the entrance
of each inlet channel. Here it can be seen that, as for the upstream section, the velocity at
the entrance of the filter is non-uniform and that the velocity magnitude in the outer part
of the filter is about 10% lower than in the central part. The pressure at the entrance of
the filter is also non-uniform and the highest back-pressure is located in correspondence
to the impinging region. The velocity non-uniformity is then preserved as the flow
progresses through the channels towards the end of the filter, as shown by Figure 7.10
(e).
The eccentric expansion case (Figure 7.11) shows similar features to the concentric
case. Thus only the differences between the two are highlighted below. Firstly, it can be
observed that the recirculation region after the expansion is bigger above the jet core, as
here the flow has more space to expand (Figure 7.11 (a)).
Secondly, the jet is slightly shifted towards the nearest wall and a smaller secondary
pressure peak is generated next to the nearest wall just below the main impingement
region, which is aligned with the inlet pipe axis (Figure 7.11 (b)). The secondary
pressure peak is formed because in that location the flow is squashed on three sides by
the filter frontal face, the lower wall and the main region with adverse pressure gradient.
The results of these two cases show that, although the high back-pressure from the
filter tends to flatten the flow profile, a highly non-uniform flow profile upstream will
result in non-uniform flow distribution between the filter channels. This means that
a higher mass flow rate will be observed in some of the channels and thus will cause





Fig. 7.10 300/8 coated filter with concentric expansion: Velocity magnitude and






Fig. 7.11 300/8 coated filter with eccentric expansion: Velocity magnitude and absolute
pressure in the mid-plane of the upstream domain and at the entrance or exit of each
channel.
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7.3.3 Coated filter with uneven permeability
In the two cases presented in previous section, the non-uniformity of the flow approach-
ing the filter was caused primarily by the shape of the section upstream of the filter (i.e.
the concentric or eccentric expansion). However, the geometry of the upstream section
is not the only factor which may influence the flow distribution approaching the filter
and its total pressure drop. The deposit of soot and ashes, a non-homogeneous catalyst
coating, and thus wall permeability, in different channels, cracks and manufacturing
defects can also play an important role. In fact these will change the local properties of
the filter and consequently the back-pressure coming from individual channels.
Therefore, to demonstrate how the proposed modelling approach can be used to
investigate non-uniform filter properties, two additional cases have been simulated in
this section. The first case includes a filter with non-homogeneous permeability and an
upstream pipe without changes in the cross-section (as in Figure 7.5), while the second
case includes a filter with non-homogeneous permeability and an upstream pipe with a
concentric expansion (as in Figure 7.9 (a) and (b)).
The filter geometry is the same as the one reported in Table 2.3 for the core #2,
while a permeability of kout = 2.09×10−13[m2] (10% higher than the value reported
in section 6.4.1) has been assigned in the outer region of the filter and a permeability
of kin = 1.71× 10−13[m2] (10% lower than the value reported in section 6.4.1) has
been assigned in the inner region, as shown in Figure 7.12. The 10% difference in
the permeability has been chosen arbitrarily and it is intended only for demonstration
purposes. In a practical case, the lower value of the permeability in the central part of
the filter might be caused by an uneven soot and ash accumulation or by an uneven
application of the catalyst coating layer on the filter walls.
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Fig. 7.12 Inner and outer region with different values of the permeability.
Figure 7.13 and Figure 7.14 show the results for the case without expansion upstream
and the case with the concentric expansion, respectively. The flow field on the mid-
plane of the upstream domain is not presented, as in both cases there is not a significant
difference from the respective cases with homogeneous permeability, which have been
already discussed.
In the case without expansion, Figure 7.13 (b) shows a marked uneven pressure
distribution, with the channels in the center providing an higher back-pressure compared
to the outer channels. This effect is caused by the lower permeability assigned to the
channels located in the inner part of the filter, which provide a higher resistance to the
flow. As a result of the uneven pressure distribution, the flow is diverted towards the
outer part of the filter and the channels in this region are characterised by an higher inlet
velocity, as shown in Figure 7.13 (a). Thus, the flow distribution becomes less uniform
with respect to the case with homogeneous permeability.
Figure 7.14 shows the results for the case with the concentric expansion. As
observed in the case without the upstream expansion, the lower permeability in the
central part of the filter causes the flow to divert towards the outer region. However,
since the lower permeability region coincides with the "jet" impingement region, the
7.3 Results 176
higher resistance in the central part results in flow deceleration and thus helps the flow
to become more uniform, as evident from a comparison between Figure 7.14 (b) and
Figure 7.10 (c).
The present results show that non-homogeneous filter properties can have a non
negligible impact on the filter performance. Depending on the shape of the upstream
section and the location of the non-homogeneous permeability different flow behaviours
can be observed. In the first case the non-homogeneous permeability causes an increase
in flow non-uniformity, which is generally considered not beneficial. This is because
the channels with higher inlet velocity will accumulate more soot and ashes (which
are transported by the flow) compared to the channels with a lower inlet velocity, as
the mass flow rate entering the former is higher. Thus, not all the channels are used
efficiently. In the second case, instead, the non-homogeneous permeability helps the
flow to become more uniform, thus producing a beneficial effect in terms of soot and
ash accumulation.
The effect of the non-homogeneous permeability on the total pressure drop of the





Fig. 7.13 300/8 coated filter without expansion in front of the filter and with non-
homogeneous permeability: Velocity magnitude and absolute pressure at the entrance




Fig. 7.14 300/8 coated filter with concentric expansion in front of the filter and non-
homogeneous permeability: Velocity magnitude and absolute pressure at the entrance
or exit of each channel.
7.3.4 Total pressure drop
In the previous sections six test cases have been simulated to show how the proposed
modelling approach can be used to investigate the effect on the flow field of different
upstream configurations and non-homogeneous filter properties. In this section the total
pressure drop across the filter has been calculated for all cases, as discussed in section
7.2, and is presented in Table 7.2 for comparison purposes.
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Table 7.2 Total pressure drop across the filter cores.
Filter Upstream Configuration Permeability Total Pressure Drop
300/8 Bare Without Expansion Homogeneous 9.9[kPa]
300/8 Coated Without Expansion Homogeneous 23.8[kPa]
300/8 Coated Concentric Expansion Homogeneous 23.8[kPa]
300/8 Coated Eccentric Expansion Homogeneous 23.8[kPa]
300/8 Coated Without Expansion Non-Homogeneous 23.3[kPa]
300/8 Coated Concentric Expansion Non-Homogeneous 23.4[kPa]
Comparing the pressure drop of the three coated filters with homogeneous perme-
ability and different upstream configuration it can be seen that, although they present
different flow features (see Figure 7.7, Figure 7.10 and Figure 7.11), the non-uniform
upstream flow seems to have little to none effect on the total pressure drop.
Looking instead at the two cases with non-homogeneous permeability it can be
seen that the overall filter pressure drop for both these cases is about 2% lower than for
the respective cases with uniform filter properties. This can be explained by the fact
that there is a higher mass flow entering the channels with higher permeability, which
provide a lower resistance to the flow. Note that, core #2, which properties have been
used here for the simulations, is likely to have a non-uniform permeability due to the
application of the catalyst coating layer on its channels walls. Thus, this finding might
explain why the pressure drop for the coated filter predicted with the multi-channel
approach and uniform permeability shows a higher value than the experimental results
reported in Chapter 5.
It is important to underline that the results of the comparison presented above
are valid only for the specific cases investigated here and cannot be generalised, as
different upstream configurations or different distribution of the uneven permeability
might change these results. It is also reasonable to assume that as the configurations
investigated here provide different flow distributions, their respective soot and ash accu-
mulation patterns, and hence filter local permeability, will be different. Consequently, it
is likely that after a short period of loading, filters with different upstream configurations
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will provide different total pressure drops. A modification of the present multi-channel
model to account for transient flows would allow to properly investigate these effects.
7.3.5 Through wall velocity in individual channels
While 0-D and 1-D models can provide quick results for the total pressure drop of a
filter, they cannot model or provide details about the axial flow and pressure distribution
in all the filter channels. However, the proposed multi-channel modelling approach is
able to provide these information, and in particular, it allows to analyse the distribution
of the through wall velocity in different channels. This is very helpful in predicting the
axial location of the soot accumulation and will be even more useful once the model is
extended to account for transient flows.
Thus, an analysis of the through wall velocity distribution in two pairs of channels,
one pair next to the outer filter wall (Ch1) and one pair at the centre of the filter (Ch2), is
presented in this section to further show the potentiality of the multi-channel modelling
approach. Two cases have been considered for this study.
Firstly, Figure 7.15 (a) compares the through wall velocities in the outer inlet channel
(Ch 1) with the central one (Ch 2), for the case without expansion upstream of the filter
and non-homogeneous permeability. Note here that the terms left, right, top and bottom
through wall velocities used in the legend of both Figure 7.15 and Figure 7.16 refer to
the velocity magnitude between the central cell and neighbouring cells according to the
notation shown in Figure 7.2. The through wall velocities in the channel at the centre
of the filter (Ch2) show the same magnitude and trend (in fact they are overlapping
in Figure 7.15 (a)), as expected due to the channel particular location. However, the
through wall velocities in the channel at the border of the filter (Ch1) show a slightly
different trend from the previous ones, and a clear difference between the flow through
different walls is also noticeable. In both channels the magnitude of the through wall
velocities is higher towards the end of the filter, showing that a higher percentage of
the flow passes from the inlet to the outlet channel in the second half of the filter. This
means that a higher soot accumulation is expected towards the end of the filter. Note
that this behaviour was also captured by the 1-D model, as shown in Figure 6.5. Figure
7.15 (b) compares the through wall velocities in the outlet channels near the wall (Ch 1)
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and near the centre of the filter (Ch 2). Here the velocity trends are similar to the inlet
channels, however the magnitudes are higher. This is caused by the density difference
between the inlet and outlet channels, as discussed before.
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Fig. 7.15 Through wall velocity magnitude along the filter axial direction for the 300/8
coated filter without expansion and with non-homogeneous permeability: (a) Inlet
channel and (b) outlet channel.
Figure 7.16 (a) and (b) show the through wall velocities for the case with the
concentric expansion upstream the filter and homogeneous permeability. The through
wall velocities present the same trend as the previous case. However, here the difference
in through wall velocities between the central and peripheral channel is bigger, which
reflects the fact that the flow is much more non-uniform.
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Fig. 7.16 Through wall velocity magnitude along the filter axial direction for the 300/8
coated filter with concentric expansion and homogeneous permeability: (a) Inlet channel
and (b) outlet channel.
7.4 Chapter summary
This chapter presents a new multi-channel particulate filter model and coupling with
CFD. This modelling approach overcomes the main limitations of the traditional 0-D
and 1-D modelling approaches, which simulate only representative pair of channels.
Although previous attempts to formulate and implement such model exist [38], this is
the first multi-channel model which accounts for the full cross-flow between channels.
Additionally, the formulation of the proposed model includes the density variation
effect and allows to change individual channel properties, such as wall thickness,
hydraulic diameter and wall permeability, which were not included in any of the
previous formulations.
The coupling between a 3-D CFD simulations of the upstream flow and the multi-
channel model has been demonstrated by using MATLAB and Star-CCM+. The
coupling with the CFD simulations has also never been included in any of the previous
multi-channel modelling approaches.
In order to demonstrate the potential of the new modelling approach, six different
cases, which include three distinctive upstream geometries, homogeneous and non-
homogeneous filter permeability or a combination of both, have been simulated. It has
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been shown that the upstream geometry and the non-homogeneous filter permeability
can affect the flow distribution approaching the filter frontal face and that the upstream
flow non-uniformity persists through the filter.
The model provides not only global flow parameters such as the total pressure drop
across the filter, but also offers insight into flow and pressure distribution along the
channel axis. This has been demonstrated by analysing the through wall velocities in
different channels, which are particularly important as these are used to predict the axial
location of the soot accumulation.
The main limitation of this modelling approach and the current implementation is
related to the computational time and resources required for the solution, which are
much more demanding than for the solution of the single inlet/outlet models. These can
be resolved by using a parallelised version of the boundary value problem solver.
The model formulation can be further extended to account for the heat transfer,
which can be included by using the local temperature for density calculations and adding
energy conservation equation, and to account for the turbulent regime by including the
turbulent friction factor, as done for the 1-D model proposed in Chapter 6.
Finally, the flow downstream of the filter was not considered and ambient pressure
conditions were assumed at the filter channel exit. However, the methodology for
coupling the downstream flow model to the multi-channel model would be exactly the




The aim of this project was to develop a fundamental understanding of the complex
physics of the flow in wall-flow filters and to develop tools for modelling filter flows,
with particular focus on Gasoline Particulate Filters (GPFs) and their operating condi-
tions. In order to achieve this aim several objectives were set and addressed.
From an industrial/practical point of view and with regard to particulate filters, the
main outcomes of this work include the collection of the pressure drop experimental
data for several filter core samples in different flow regimes and temperatures and the
development and assessment of two new physics-based particulate filter models. The
results of the numerical investigations on the developing flow losses and contraction
losses in laminar flow regime and of the experiments on unplugged filters provided
useful informations in order to support the physical base of the new models, but they can
also be used for the prediction/optimisation of the pressure drop in other applications
(i.e. catalyst filters, multi-channel systems, wind tunnels and flow meters). Although
the work was focussed more on the GPFs as a new technology with higher temperatures
and flow rates, all results can be used to improve the predictions of flows within DPFs
and their operation conditions.
8.1 Pressure losses in laminar flow
To the author knowledge this is the first study which uses an up to date RANS CFD
analysis to investigate these losses in laminar flow regime.
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A numerical investigation of laminar developing flows in circular and square cross-
sectional ducts has been conducted in order to improve the existing correlations for
developing flow losses, as shown in Chapter 3. The results clearly demonstrate that for
different inlet configurations the pressure defect K(x) can be Reynolds-independent, or
change with the Reynolds number. This would explain the scatter in the experimental
results found in the literature.
Several new correlations have been derived by fitting of the CFD solutions. Firstly,
two new improved correlations for the pressure defect and hydrodynamic entrance
length for Reynolds number independent developing flows in circular and square cross-
sectional ducts have been proposed. Secondly, a new Reynolds number dependent
pressure defect correlation for a bell-mouth contraction nozzle inlet geometry has been
proposed. These correlations can be used to improve/optimise the design of components
such as automotive catalysts and filters or compact heat exchangers, where the extra
pressure loss will result in increased fuel and/or energy consumption, as well as for the
design of flow meters and laminar flow wind tunnels.
Finally, a new correlation for the momentum correction factor and kinetic energy
correction factor, as a function of the axial position from the duct entrance, have been
proposed for the first time (to the author knowledge). These can be used for calculation
of flow contraction and expansion losses in heat exchangers (e.g. [24]) and other
applications such as particulate filters.
A new method has been proposed to derive the contraction loss coefficient and
to separate the contribution of the contraction losses from the friction and developing
flow losses upstream and downstream the contraction location. This means that the
contraction loss coefficient derived through this method can be used to estimate the
local losses due to the contraction regardless of the fact that the flow may or may not
re-develop downstream the contraction (i.e. in a particulate filter).
For the single channel contraction with circular and square cross-section the results
show that there isn’t a significant difference between the two geometries investigated
and that the Borda-Carnot equation for a sudden change in cross-section provides a good
fit for the the contraction loss coefficient. For the multi-channel contraction with square
cross-section the contraction loss coefficient results show a significant difference from
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the values derived from the Borda-Carnot equation for a sudden change in cross-section.
A new correlation, Eq. 4.7, has been proposed and provides a good fit for the the
contraction loss coefficient in multi-channel systems with square cross-section.
Since all the reviewed studies on this topic do not provide enough or any information
on the experimental set-up, range of Reynolds numbers and method used to calculate the
contraction loss coefficients it was not possible to identify the source of the discrepancy
between the present results and the correlations reported in the literature, and further
experimental data is required for validation. For this reason Eq. 4.7 was not ultimately
implemented in the particulate filter models developed in Chapter 6 and Chapter 7.
Nevertheless, the study was still useful in order to determine that the inertial loss
coefficients estimated by Konstandopoulos [28], ranging from 2.4 to 8.3, are too high
(non-physical) and should not be used.
Finally, the CFD predictions presented and the method used to calculate the contrac-
tion loss coefficient can be exploited to design an experimental set-up to measure and
estimate the contraction losses.
8.2 Experimental studies of filter pressure losses
A series of experiments have been carried out on plugged and unplugged cores in order
to provide further insight into the origins and magnitude of different contributions to the
total pressure loss, and to collect a robust set of data for the validation of the developed
model.
An experimental study on unplugged filter cores has been conducted to investigate
the friction factor in channels with porous walls, as shown in Chapter 5, as this was
never charactered before for wall porosities typical of particulate filters.
The results show that the friction factor and the transitional regime in channels with
porous walls, and porosity typical for particulate filters, are comparable to those in
channels with solid walls. The measurements are in good agreement with Eq. 5.10,
which is a modified version of Churchill’s correlation, Eq. 5.8, with a correction factor
to account for the square cross-section suggested by Jones [50].
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Note that the experimental results presented in this study are limited to wall porosi-
ties typical of particulate filters and the validity of Eq. 5.10 for other porosities has not
been assessed.
An experimental investigation of pressure losses in plugged filter cores has been
conducted to fill the lack of experimental data for particulate filter pressure drop at high
mass flow rates and temperatures, as shown in Chapter 5.
The data was collected by a team of researchers as part of a project with Jaguar
Land Rover and published in [107] and [14] can be used to validate particulate filter
predictive models in a wide range of flow conditions as well as filter properties.
The results have provided experimental evidence of laminar to turbulent transition
regime in particulate filters. Also the data indicates that the flow is no longer fully
laminar for Reynolds numbers above Re > 1800, which should be accounted for in
particulate filter predictive models.
These results are limited to clean filters and steady state flow conditions, where the
velocity profile entering the filter is flat.
8.3 New 1-D particulate filter model
Based on the insights gained from the numerical and experimental studies presented
in Chapter 3, Chapter 4 and Chapter 5, a new 1-D particulate filter model has been
proposed, which extends the Bissett-Kostandopoulos [16] model to the turbulent flow
regime and to high temperatures, as shown in Chapter 6. As reported by Masoudi [13]
and Prantoni et al. [14] turbulent flow regime within the filter channels can be present
in certain operating conditions of both DPFs and GPFs and this is the first 1-D model
which accounts for the turbulent friction losses.
The new model involves solving an ordinary differential equation. The equation is
non-linear and does not have a closed solution, which is the case for most of the filter
flow models based on the Bisset-Konstandopoulos model. However, it has been demon-
strated how the model can be readily implemented in MATLAB. Other commercial and
open source boundary value problem solvers can be used instead.
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The model predictions agree well with experimental data for four different filter
cores (with varying cell density, length and permeability), in both laminar and turbulent
flow regimes. At high mass flow rates and temperatures the new model can improve the
pressure drop predictions up to 30−40% with respect to the Bissett-Kostandopoulos
[16] model.
The main advantage of 1-D models over CFD and experimental studies is their
computational efficiency and flexibility. This makes them an invaluable tool in choosing
filter design parameters and optimisation of filter properties. In order to demonstrate
this potential of the new model, a parametric study has been carried out looking at the
effect of the filter geometry on the flow distribution and pressure losses. The results
demonstrate that for most of the considered filter geometries there is a range of filter
sizes providing minimum losses in the given mass flow rate range. Such insights would
allow filter designers to select the best filter configuration within other constraints used
in the development process.
Apart from inclusion of the turbulent flow regime, the new model uses more accurate
values of the density inside the filter. Although for simplicity an average of the inlet
and outlet density values has been included, it is possible to modify the model to
account for the local value of the density. This is particularly important for Gasoline
Particulate Filters where the back-pressure can reach very high values, therefore the
density variation inside the filter channels is considerable.
Finally, the model is subject to the same limitations of the other single inlet/outlet
models and can be used for the prediction of the pressure drop and flow of clean filters
only.
8.4 New multi-channel particulate filter model
A new multi-channel particulate filter model and coupling with CFD have been proposed,
which overcome the limitations of the traditional 0-D and 1-D modelling approaches,
as shown in Chapter 7.
Although previous attempts to formulate and implement such model exist [38], this
is the first multi-channel model which accounts for the full flow coupling between the
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channels and that allows full flexibility in prescription of individual channel properties
(wall thickness, hydraulic diameter and wall permeability).
The multi-channel framework developed here is based on the laminar Bisset-
Konstandopoulos model. Similar to the 1-D model presented in Chapter 6, it requires
solving a boundary value problem (now multi-dimensional). This is considerably more
computationally expensive than its one channel counterpart, however can also be im-
plemented using MATLAB or other boundary value problem solvers. The suggested
solution methodology allows inclusion of the turbulent flow losses instead of the laminar
flow model. One of the main challenges of using multi-channel filter models is prescrib-
ing the flow entering individual channels, as this depends on filter geometry, pressure
losses in each channel and the flow configuration upstream and downstream of the filter.
This has been tackled here by coupling the filter model with a full CFD solution of the
flow upstream of the monolith. This is also the first time that a multi-channel model
is successfully coupled with a 3-D CFD simulation of the domain upstream the filter.
Although the flow downstream of the filter was not considered and ambient pressure
conditions were assumed at the filter channel exit, the methodology for coupling down-
stream flow model to the multi-channel model would be exactly the same as with the
upstream flow.
In order to demonstrate the potential of the new model, several representative ge-
ometries were considered, featuring non-uniform flow caused by the upstream geometry
(such as a symmetric or asymmetric sudden expansion) and channel properties (differ-
ent permeability in different areas of the filter). It has been shown that upstream flow
non-uniformity may persist through the filter, which needs to be taken into account in
filter design. This highlights the limitations of the traditional filter modelling where
only one representative pair of channels is usually considered. The effect of different
wall permeability between different channels has also been demonstrated.
The model provides not only global flow parameters such as the total pressure drop
across the filter, but also offers insight into flow and pressure distribution along the
channel axis, which is important for heat transfer, soot and ash accumulation studies.
By varying wall thickness and/or permeability in the radial direction, the effect of the
soot accumulation and uneven catalyst coating distribution can also be considered.
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The main limitation of this modelling approach and the current implementation is
related to the computational time and resources required for the solution, which are
much more demanding than for the solution of the single inlet/outlet models. These can
be resolved by using a parallelised version of the boundary value problem solver.
8.5 Recommendations for future work
The present work has successfully used experimental and modelling tools to improve the
understanding of flow distribution and pressure losses in particulate filters and provide
new methodologies for further studies. However, there are several areas which require
further investigations and, thus, some recommendations for future work are proposed
below.
Although the presented study of contraction losses in laminar duct flows provided
correlations that can be used for filter modelling, it would be instructive to have a better
insight into the discrepancies between the reviewed experimental studies discussed in
section 1.2.2.2. A more thorough characterisation of the contraction loss coefficient
may further help in improving the predictions of particulate filter models and strengthen
theirs physical base. Therefore, an experimental study of the contraction losses using
state-of-the-art instrumentation and analysis method would be useful not only for
improvement of filter modelling tools, but also extending the derived correlations to
other configurations.
The new 1-D particulate filter model, proposed here assumes that the density is
constant along the filter channel. Although a better approximation of this density is
used (an average between the inlet and outlet gas densities), this is a limitation which
would cause loss of accuracy when the back pressure (and thus density variation) is
high. The model can thus be improved by using the local gas density, as done for the
new multi-channel model, instead of assuming it as spatially constant. This would be a
natural extension of the model improving its accuracy. The model also readily allows
using channel properties varying in the axial direction. Including transient effects and
soot accumulation would be less straightforward but also possible.
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The new multi-channel particulate filter model can be extended to the turbulent
regime by including turbulent friction factor as done for the new 1-D particulate filter
model. Although in the current formulation of the model different wall thickness and
channel hydraulic diameter can be provided for different channels, better predictions
could be achieved by modifying the Darcy losses equations to account for the cross-
sectional area changes in the walls between channels of different hydraulic diameters.
The new multi-channel model approach could also be extended by coupling the model
with a downstream CFD solution, which should be reasonably straightforward and can
be performed following an approach similar to that used for the upstream CFD coupling.
Making the framework more computationally efficient by using a parallelised version
of the boundary value problem solver would also be beneficial for making the model
more accessible for industrial use.
Finally, both the new models could be complemented by including the heat transfer.
This can be realised by using local temperature for density calculations and adding
energy conservation equation. Both models could be extended to account for transient
flows and a variable wall thickness, channel hydraulic diameter and permeability along
the channels axis to model the effect of the soot accumulation. These would also require
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Appendix A
Mass flow rate measurements and
uncertainty estimation
Mass flow rate measurements
The mass flow rate provided for the rig was measured using a Viscous Flow Meter
(VFM). The VFM was calibrated during another PhD project [112] at 1[bar] upstream
absolute pressure and 20[◦C] upstream temperature. The calibration procedure involved
correlating the differential pressure in the VFM to the mass flow rate calculated using
the outlet velocities from a pipe measured with an hot wire anemometer. The formula




where ∆PExp. is the differential pressure through the VFM measured during the experi-
ments (in [Pa]) and C1 = 1.13935×10−1, C2 =−4.67864×10−5 and C3 = 1.68481×
10−8 are fitting coefficients.
For high back pressures in the VFM, caused by the high resistance of the filter during
testing, a pressure correction has to be applied in order to calculate the resulting mass
flow rates through the line correctly [111]. A temperature correction is also applied
for different VFM air temperatures, although the effect of temperature variation was
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• ∆PCal. is the back-pressure corrected differential pressure through the VFM (in
[Pa]).
• ∆PExp. is the differential pressure through the VFM measured during the experi-
ments (in [Pa]).
• PCal. is the absolute line pressure upstream of the VFM measured during the
calibration (in [Pa]).
• PExp. is the absolute line pressure upstream of the VFM measured during the
experiments (in [Pa]).
• TCal. is the temperature upstream of the VFM measured during the calibration (in
[◦C]).
• TExp. is the temperature upstream of the VFM measured during the experiments
(in [◦C]).




Mass flow rate uncertainty estimation
Following the guidelines reported by Agami Reddy [126], the mass flow rate uncertainty
has been estimated with the following method.
The experimental uncertainty of direct measurements can be estimated through the
accuracy of the instrumentation (see Table 2.1). For example, a measured quantity A
202
can be estimated to be:
A = a±δa, (A.4)
where a is the value that is measured/read by the instrumentation while ±δa is the
uncertainty of the measurement (e.g. ±0.25% of the read).
When adding, subtracting, multiplying or dividing quantities from different mea-
surements the propagation of the uncertainty has to be taken in to account. For example
if C is a quantity measured as a sum or difference of two different quantities A = a±δa




If C = c±δc is a quantity measured by multiplying or dividing two different quantities





















Therefore, as the mass flow rate has been calculated with Eq. A.3 and Eq. A.2, the
resulting mass flow rate uncertainty δMFR estimated using Eqs. A.5 - A.7 is:
δMFR =
√
(C1δPCal.)
2 +(2C2PCal.δPCal.)
2 +
(
3C3P2Cal.δPCal.
)2
, (A.8)
with
δPCal.
PCal.
=
√(
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)2
+
(
δPExp.
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)2
+
(
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)2
+
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+
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)2
.
(A.9)
