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1. Introduction
A doubly stochasticmatrix is a nonnegative matrix such that each row and column sum is equal to
1. The theory of doubly stochastic matrices has been the object of research for such a long time. This
particular interest in this theory as well as the theory of nonnegativematrices stems from the fact that
it is endowed with a rich collection of applications that goes beyond mathematics to include many
areas of physics and engineering as well as many other disciplines such as economics and operation
research (see [1–3,7,8,6]).
The Perron–Frobenius theorem states that if A is a nonnegativematrix, then it has a real eigenvalue
r (that is the Perron–Frobenius root) which is greater than or equal to the modulus of each of the
other eigenvalues. Also, A has an eigenvector x corresponding to r such that each of its entries are
nonnegative. Furthermore, if A is irreducible then r is positive and the entries of x are also positive
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(see [4,5,15,22]). In particular, it is well-known that if A is an n × n doubly stochastic matrix then
r = 1 and the corresponding eigenvector x = en = 1√n (1, 1, . . . , 1)T ∈ Rn where R denote the
real line. Consequently, if λi is any eigenvalue of a doubly stochastic matrix, then |λi|  1. Now if I is
the imaginary unit and the complex plane is denoted byC, then we have the following three inverse
eigenvalue problems for doubly stochastic matrices that will refer to in this paper as the three major
problems.
Problem 1.1. The doubly stochastic inverse eigenvalue problem denoted by (DIEP), is the problem
of determining the necessary and sufficient conditions for a complex n-tuples to be the spectrum of
an n × n doubly stochastic matrix. Equivalently, it is the problem of finding the region n (which is
referred to as the region corresponding to this problem)ofCnwhere the spectra of all doubly stochastic
matrices lie.
Problem 1.2. The real doubly stochastic inverse eigenvalue problem (RDIEP) asks which lists of n
real numbers occur as the spectrum of an n × n doubly stochastic matrix. This problem is essentially
equivalent to describing the region rn ofR
n where the real spectra of doubly stochastic matrices lie.
More precisely, the corresponding region to this problem is given by rn = {λ = (1, λ2, . . . , λn) ∈
R
n; such that there exists a doubly stochastic with spectrum λ}.
Problem 1.3. The symmetric doubly stochastic inverse eigenvalue problem (SDIEP) asks which sets of
n real numbers occur as the spectrum of an n×n symmetric doubly stochastic matrix. To this problem
corresponds the regionsn ofR
n where the spectra of symmetric doubly stochastic matrices lie. More
precisely, sn = {λ = (1, λ2, . . . , λn) ∈ Rn; such that there exists a symmetric doubly stochastic
with spectrum λ}.
The following example appears in [19] and helps to see the difference among the three major
problems.
Example 1. The point α = (1,−1/2 + I√3/2,−1/2 − I√3/2) is in 3 as α is the spectrum of the
doubly stochastic matrix A =
⎛
⎜⎜⎜⎝
0 1 0
0 0 1
1 0 0
⎞
⎟⎟⎟⎠ . On the other hand, the list λ = (1, 1/2, 1/4) is in r3 since
λ is the spectrum of the doubly stochastic matrix B =
⎛
⎜⎜⎜⎝
7/12 1/6 1/4
1/12 2/3 1/4
1/3 1/6 1/2
⎞
⎟⎟⎟⎠ . Moreover, λ is in s3 as λ
is also the spectrum of the symmetric doubly stochastic C =
⎛
⎜⎜⎜⎝
13/24 7/24 1/6
7/24 13/24 1/6
1/6 1/6 2/3
⎞
⎟⎟⎟⎠ .
When λ = (1, λ2, . . . , λn) is a solution of any of these problems, i.e., λ is the spectrum of an n× n
doubly stochastic matrix A, then we will say that A realizes λ or that λ is realized by A. Moreover
it is clear that sn ⊆ rn ⊂ n. However, the question whether sn is strictly contained in rn or
not remains open. This is also essentially equivalent to answering the question of whether (RDIEP)
and (SDIEP) are generally equivalent. For n = 3, the two problems are equivalent, i.e., s3 = r3
(see [19]). While for n  4, it remains a very interesting open problem. For more on this subject see
[11,16,20,23,24] and the references therein.
The (SDIEP) was studied in [10,12,17,18,21], and earlier work can be found in [11,20,24] and all
the results obtained are partial. In addition, all three problems have been completely solved for n = 3
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in [19,20]. For general n  4 all three problems remain open. By analogy towhatwas explained in [18]
for (SDIEP), complete solutions to any of the three major problems require complete characterizations
of all the boundary sets of its corresponding region. These boundary sets contain in particular the
spectra of reducible doubly stochastic matrices in one hand and those of trace-zero on the other hand
as well as those spectra that have −1 as any of its components. Therefore, solving the trace-zero
inverse eigenvalue problem for any of the three major problems is perhaps the first step in order to
offer complete solutions.
Let In be the n×n identitymatrix and Jn the n×nmatrixwhose all entries are 1n and denote by Kn to
be the n×nmatrix whose diagonal entries are zeros and all whose off-diagonal entries are all equal to
1
n−1 . Note that (1, . . . , 1), (1, 0, . . . , 0) and (1,− 1n−1 , . . . ,− 1n−1 ) are, respectively, realized by In, Jn
and Kn. Now if (1, λ2, . . . , λm) and (1, μ2, . . . , μn) are realized by the twom×m and n× n doubly
stochasticmatricesA andB, respectively, then clearly (1, 1, λ2, . . . , λm, μ2, . . . , μn) is realized by the
(m+n)× (m+n) reducible doubly stochasticmatrix A⊕B. As a generalization of this construction to
irreducible doubly stochastic matrices, we present in the second section, a result concerning spectral
properties of doubly stochastic matrices which in turn leads to a method that serves as a technique
for finding sufficient conditions for the above three problems. The proofs are constructive in the sense
that one can easily construct the realizing matrix. To illustrate the efficiency of this method, we study
some of its consequences on the above three major problems. In particular, we use it in Section 3, to
identify new subregions of sn, 
r
n and n some of which are boundary sets.
2. Main observations
Our main goal here is to first present some auxiliary results that we are going to exploit their
advantages later. The first one is due to Fiedler [9].
Lemma 2.1 [9]. Let A be an m × m symmetric matrix with eigenvalues λ1, λ2, . . . , λm, and let u be the
unit eigenvector corresponding toλ1. Let B be ann×n symmetricmatrixwith eigenvaluesμ1,μ2, . . . , μn,
and let v be the unit eigenvector corresponding to μ1. Then for any ρ , the matrix C =
⎛
⎝ A ρuvT
ρvuT B
⎞
⎠
has eigenvalues λ2, . . . , λm, μ2, . . . , μn and γ1, γ2 where γ1, γ2 are the eigenvalues of the matrix⎛
⎝ λ1 ρ
ρ μ1
⎞
⎠ .
In the proof of the above lemma, the author uses the fact that each of the symmetricmatrices A and
B has a complete set of orthogonal eigenvectors (see [9]). However, a closer look at the proof shows
that a weaker hypothesis is needed. More precisely, the fact that the matrices A and B have complete
set of orthogonal eigenvectors can be replaced by the hypothesis that A and B have each a complete
set of eigenvectors such that the unit eigenvector u of A is orthogonal to all other eigenvectors of A and
the same is true for the unit eigenvector v of B. For the record, we state this observation in here.
Lemma 2.2. Let A be an m×m diagonalizable matrix with eigenvalues λ1, λ2, . . . , λm, and let u be the
unit eigenvector corresponding toλ1 such that u is orthogonal to all other eigenvectors of A. Let B be an n×n
diagonalizable matrix with eigenvaluesμ1, μ2, . . . , μn, and let v be the unit eigenvector corresponding to
μ1 such that v is orthogonal to all other eigenvectors of B. Then for any ρ , the matrix C =
⎛
⎝ A ρuvT
ρvuT B
⎞
⎠
has eigenvalues λ2, . . . , λm, μ2, . . . , μn and γ1, γ2 where γ1, γ2 are the eigenvalues of the matrix⎛
⎝ λ1 ρ
ρ μ1
⎞
⎠ .
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Now we identify a potential class of matrices for which the conditions of the preceding lemma are
satisfied.
Lemma 2.3. Let D = (dij) be an n× n matrix whose each row and column sum is equal to s. Then clearly
en is an eigenvector of D corresponding to the eigenvalue s and any other eigenvector x = (x1, x2, . . . , xn)T
that corresponds to an eigenvalue λ = s is orthogonal to en.
Proof. For any vector x, let σ(x) denote in general the sum of the components of x. Hence in order
to prove the lemma, it suffices to prove that σ((x1, x2, . . . , xn)
T ) = 0. Using the fact that x =
(x1, x2, . . . , xn)
T is a eigenvector of Dwith Dx = λx, we obtain
Dx =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d11x1 + d12x2 + d13x3 + · · · + d1nxn
d21x1 + d22x2 + d23x3 + · · · + d2nxn
...
d(n−1)1x1 + d(n−1)2x2 + · · · + d(n−1)nxn−1
dn1x1 + dn2x2 + dn3x3 + · · · + dnnxn
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and then
σ(Dx) = x1
n∑
i=1
di1 + · · · + xn
n∑
i=1
din = x1(s) + · · · + xn(s) = sσ(x) = σ(λx) = λσ(x).
Thus sσ(x) = λσ(x) and since λ = s then σ(x) = 0. 
For the class of doubly stochastic matrices, we have the following.
Lemma 2.4. Let D = (dij) be a d × d doubly stochastic matrix. Then for each eigenvalue λ of D, there
exists an associated eigenvector x such that if x = ed then x is orthogonal to ed.
Proof. If D is irreducible then by the preceding lemma, the result is true. On the other hand, if D is
reducible then it suffices to prove the statement for the multiple eigenvalue 1. As D is reducible then
it is cogredient to a direct sum of irreducible doubly stochastic matrices (see [15, p. 109]), i.e., there
exist irreducible doubly stochastic matrices A1, A2, . . . , Ak, and a permutation matrix P such that
D = PT (A1 ⊕ A2 ⊕ · · · ⊕ Ak)P. For simplicity we assume that D is cogredient to a direct sum of two
irreducible doubly stochasticmatrices, i.e.,D = PT (A⊕B)Pwhere A and B are, respectively,m×m and
n×n irreducible doubly stochasticmatriceswith d = m+n (the case formore can be done in a similar
fashion by induction). Clearly em and en are, respectively, the eigenvectors of A and B corresponding to
the eigenvalue 1. Now a direct verification shows that the two vectors x1 =
⎛
⎝ em
0
⎞
⎠ and x2 =
⎛
⎝ 0
en
⎞
⎠ of
R
m+n are eigenvectors of A⊕B corresponding to the double eigenvalue 1. In addition, the two linearly
independent vectorsw1 =
√
m√
m+n x1 +
√
n√
m+n x2 = em+n andw2 = x1 −
√
m√
n
x2 are also eigenvectors of
A⊕B corresponding to the double eigenvalue 1 such that the sumof the entries ofw2 is zero. However,
A ⊕ B = PDPT and then (A ⊕ B)w2 = w2 = PDPTw2 or DPTw2 = PTw2. Hence PTw2 is the second
eigenvector of D corresponding to the double eigenvalue 1 with the sum of the entries of PTw2 is zero.
This completes the proof. 
Thus without loss of generality, we can assume that any eigenvector x = ed of a d × d doubly
stochastic matrix is orthogonal to ed. Hence we have the following lemma which can be thought as a
generalization of Lemma 2.1 in the case of doubly stochastic matrices.
Lemma 2.5. Let A be an m×m diagonalizable doubly stochastic matrix with eigenvalues 1, λ2, . . . , λm,
and let B be an n × n diagonalizable doubly stochastic matrix with eigenvalues 1, μ2, . . . , μn. Then for
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any ρ , the matrix C =
⎛
⎝ A ρemeTn
ρene
T
m B
⎞
⎠ has eigenvalues λ2, . . . , λm, μ2, . . . , μn, and γ1, γ2 where
γ1, γ2 ∈ {1 + ρ, 1 − ρ} which are the eigenvalue of
⎛
⎝ 1 ρ
ρ 1
⎞
⎠ .
Proof. Let {em, u2, . . . , um} and {en, v2, . . . , vn} be the complete sets of eigenvectors of A and B,
respectively, with ui corresponds to λi and vi corresponds to μi. Using the preceding lemma with
a direct verification shows that for i = 2, . . . ,m and j = 2, . . . , n, the m + n − 2 vectors
⎛
⎝ ui
0
⎞
⎠
and
⎛
⎝ 0
vj
⎞
⎠ ofRm+n are eigenvectors of C corresponding to the eigenvalues λi and μi, respectively. In
addition, the other two eigenvectors of C are given by:
⎛
⎝ em
en
⎞
⎠ and
⎛
⎝ em
−en
⎞
⎠which corresponds to the
eigenvalues 1 + ρ and 1 − ρ , respectively, and the proof is complete. 
As a consequence, we have the following useful theorem.
Theorem2.6. Let A be anm×mdiagonalizable doubly stochasticmatrix with eigenvalues 1, λ2, . . . , λm,
and let B be an n × n diagonalizable doubly stochastic matrix with eigenvalues 1, μ2, . . . , μn. For any
α  0 and for any ρ  0 such that α and ρ do not vanish simultaneously, then the (m + n) × (m + n)
matrix C given by:
• For n  m, C = 1
α+ ρn√
mn
⎛
⎝ αA ρemeTn
ρene
T
m (α + ρ n−m√mn )B
⎞
⎠ is doubly stochastic with eigenvalues given by:
1,
α
√
mn−ρm
α
√
mn+ρn ,
α
α+ ρn√
mn
λ2, . . . ,
α
α+ ρn√
mn
λm,
α
√
mn+ρ(n−m)
α
√
mn+ρn μ2, . . . ,
α
√
mn+ρ(n−m)
α
√
mn+ρn μn.
• For m  n, C = 1
α+ ρm√
mn
⎛
⎝ (α + ρ m−n√mn )A ρemeTn
ρene
T
m αB
⎞
⎠ is doubly stochastic with eigenvalues given by: 1,
α
√
mn−ρn
α
√
mn+ρm ,
α
√
mn+ρ(m−n)
α
√
mn+ρm λ2, . . . ,
α
√
mn+ρ(m−n)
α
√
mn+ρm λm,
α
α+ ρm√
mn
μ2, . . . ,
α
α+ ρm√
mn
μn.
Proof. Let n  m. First note that ρemeTn is anm × nmatrix whose all entries are equal to ρ√mn where
each row sum is
nρ√
mn
and each column sum is
mρ√
mn
. Also as ρeme
T
n is the transpose of ρene
T
m and A
and B are doubly stochastic, then C is doubly stochastic. In addition, a virtually identical proof to that
of the preceding lemma shows that the eigenvalues of C are given by:
α
α + ρn√
mn
λ2, . . . ,
α
α + ρn√
mn
λm,
α
√
mn + ρ(n − m)
α
√
mn + ρn μ2, . . . ,
α
√
mn + ρ(n − m)
α
√
mn + ρn μn, γ1, γ2
where γ1, γ2 are the eigenvalues of the matrix X = 1α+ ρn√
mn
⎛
⎝ α ρ
ρ α + ρ n−m√
mn
⎞
⎠ which are given by
γ1, γ2 ∈
{
1,
α
√
mn−ρm
α
√
mn+ρn
}
. The casem  n is done obviously by exchanging the roles ofm and n. 
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Clearly in the above theorem if ρ = 0, then obviously C = A ⊕ B. Also if ρ = 0 and α = 0 and
A and B are positive then the matrix C is necessarily positive. Moreover if A and B are of trace-zero or
α = 0 and B is of trace-zero, then C is of trace-zero. Therefore boundary points in lower dimension lead
to boundary points in higher dimension bymaking use of the above theorem.We close this section by
noticing that the casem = n is a generalization of the following theorem which appears in [13].
Theorem 2.7 [13]. Let A and B be two n × n symmetric doubly stochastic matrices with eigenvalues
1, α2, . . . , αn and 1, β2, . . . , βn, respectively. For each 0  ρ  1n , the symmetric doubly stochastic
matrix C =
⎛
⎝ (1 − nρ)A ρeneTn
ρene
T
n (1 − nρ)B
⎞
⎠ has eigenvalues 1, 1−2nρ, (1−nρ)α2, . . . , (1−nρ)αn, (1−
nρ)β2, . . . , (1 − nρ)βn.
Proof. It suffices to takem = n and α = 1−nρ
n
in the preceding theorem to complete the proof. 
3. Applications
One of the obvious applications of Theorem 2.6 is concerned with generating new sufficient condi-
tions from known ones for the three major problems which in turnmeans identifying new subregions
of sn, 
r
n and n. Before illustrating the methods of this paper, we need to first recall what we men-
tioned earlier that the three major problems are completely solved only for n = 2 and n = 3. Indeed,
the three problems are equivalent for the case n = 2 since obviously any 2×2doubly stochasticmatrix
is necessarily symmetric. In addition, the following lemma solves the problem for the case n = 2.
Lemma 3.1. There exists a 2× 2 symmetric doubly stochastic matrix with spectrum (1, λ1) if and only if−1  λ1  1.
Proof. It suffices to note that for −1  λ1  1, the matrix X =
⎛
⎝ 1+λ12 1−λ12
1−λ1
2
1+λ1
2
⎞
⎠ is doubly stochastic
and has spectrum (1, λ1). 
For the case n = 3, s3 = r3 (see [19]) and the following theorem solves this case.
Theorem 3.2 [20]. There exists a symmetric 3 × 3 doubly stochastic matrix with spectrum (1, λ, μ) if
and only if −1  λ  1, −1  μ  1, λ + 3μ + 2  0 and 3λ + μ + 2  0.
Proof. Suppose that λ  μ, then the matrix X = 1
6
⎛
⎜⎜⎜⎝
2 + 4λ 2 − 2λ 2 − 2λ
2 − 2λ 2 + λ + 3μ 2 + λ − 3μ
2 − 2λ 2 + λ − 3μ 2 + λ + 3μ
⎞
⎟⎟⎟⎠ is doubly
stochastic and has spectrum (1, λ, μ).Now ifμ  λ, then the proof can be completed by exchanging
the roles of λ and μ. 
Now if we let 	3 denote the region of the complex plane specified as the convex hull of the cubic
roots of unity. Then in the complex case and for n = 3, we have the following theorem which is due
to [20] and the proof which we include here appears in [14].
Theorem3.3 [20]. Let z be a complex number and z¯ be its complex conjugate. Then (1, z, z¯) is the spectrum
of a 3 × 3 doubly stochastic matrix if and only if z ∈ 	3.
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Proof. It suffices to check that the circulant matrix
X = 1
3
⎛
⎜⎜⎜⎝
1 + 2r cos θ 1 − 2r cos(π
3
+ θ) 1 − 2r cos(π
3
− θ)
1 − 2r cos(π
3
− θ) 1 + 2r cos θ 1 − 2r cos(π
3
+ θ)
1 − 2r cos(π
3
+ θ) 1 − 2r cos(π
3
− θ) 1 + 2r cos θ
⎞
⎟⎟⎟⎠
has spectrum (1, z = reiθ , z¯ = re−iθ ), and X is doubly stochastic if and only if z = reiθ ∈ 	3. 
Next we shall show that the above three theorems together with Theorem 2.6 can serve as build-
ing blocks for obtaining many new results concerning the three major problems. This can be illus-
trated as follows. For all i = 2, 3, . . ., and for all αi  0 and ρi  0 such that for each i, αi
and ρi are not zeroes at the same time, define X
(i)
m,n = ρimαi√mn+ρin , Y
(i)
m,n = αi
√
mn
αi
√
mn+ρin , Z
(i)
m,n =
αi
√
mn+ρi(n−m)
αi
√
mn+ρin and W
(i)
m,n = Y (i)m,n − X(i)m,n where m and n are positive integers. Also, for convenience,
let Y
(i)
2,n = y(i)n , Z(i)2,n = z(i)n and W(i)2,n = w(i)n . In addition, for any two lists λ = (λ1, λ2, . . . , λn)
and μ = (μ1, μ2, . . . , μm), and for any real numbers a and b, we will write (aλ, bμ) to denote the
list (aλ1, aλ2, . . . , aλn, bμ1, bμ2, . . . , bμm). Using these notations, we have the following theorem
which identifies a subregion of sn.
Theorem3.4. Let n = 2k forn evenandn = 2k+1 for nodd, and let−1  λj  1 for all j = 1, 2, . . . , k.
Also let λ be the (2k − 1)-list defined by:
λ =
(
(w
(k)
2k−2), (z
(k)
2k−2w
(k−1)
2k−4 ), (z
(k)
2k−2z
(k−1)
2k−4 w
(k−2)
2k−4 ), . . . , (z
(k)
2k−2 · · · z(3)4 w(2)2 ), (y(k)2k−2)λk,
(z
(k)
2k−2y
(k−1)
2k−4 )λk−1, (z
(k)
2k−2z
(k−1)
2k−4 y
(k−2)
2k−6 )λk−2, . . . , (z
(k)
2k−2 · · · z(3)4 y(3)4 )λ3,
(z
(k)
2k−2 · · · z(3)4 z(2)2 )λ2, (z(k)2k−2 · · · z(3)4 z(2)2 )λ1
)
Then the n-list (1, λ) defines a subregion of sn for n = 2k. In addition, for the case n = 2k + 1 the n-list
defined by
(
1,W
(k+1)
1,2k , Z
(k+1)
1,2k λ
)
forms also a subregion of sn.
Proof. For n = 2k, the proof can be completed by performing the following k steps.
• Step1: Define the doubly stochastic matrix C2 =
⎛
⎝ 1+λ12 1−λ12
1−λ1
2
1+λ1
2
⎞
⎠ whose eigenvalues are given by
(1, λ1).
• Step2: In Theorem 2.6, taking A =
⎛
⎝ 1+λ22 1−λ22
1−λ2
2
1+λ2
2
⎞
⎠ and B = C2 of Step1, we obtain the 4×4 doubly
stochastic matrix C4 whose eigenvalues are given by
(
1, (w
(2)
2 ), (z
(2)
2 )λ2, (z
(2)
2 )λ1
)
.
• Step3: Repeating the same process by taking this time A =
⎛
⎝ 1+λ32 1−λ32
1−λ3
2
1+λ3
2
⎞
⎠ and B = C4 of Step2.
We then obtain the 6 × 6 doubly stochastic matrix C6 whose eigenvalues are(
1, (w
(3)
4 ), (z
(3)
4 w
(2)
2 ), (y
(3)
4 )λ3, (z
(3)
4 z
(2)
2 )λ2, (z
(3)
4 z
(2)
2 )λ1
)
.
• Step4: Next the same process is repeated with A =
⎛
⎝ 1+λ42 1−λ42
1−λ4
2
1+λ4
2
⎞
⎠ and B = C6 of Step3 to obtain
the 8 × 8 doubly stochastic matrix C8 whose eigenvalues are(
1, (w
(4)
6 ), (z
(4)
6 w
(3)
4 ), (z
(4)
6 z
(3)
4 w
(2)
2 ), (y
(4)
6 )λ4, (z
(4)
6 y
(3)
4 )λ3, (z
(4)
6 z
(3)
4 z
(2)
2 )λ2, (z
(4)
6 z
(3)
4 z
(2)
2 )λ1
)
.
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Continuing this way and after k − 1 steps, we obtain the (2k − 2) × (2k − 2)doubly stochastic
matrix C2k−2. So that the kth step is given by:
• Stepk: Let A =
⎛
⎝ 1+λk2 1−λk2
1−λk
2
1+λk
2
⎞
⎠ and B = C2k−2 which is found in the (k − 1)th Step. Then another
application of Theorem2.6with these data results in obtaining the 2k×2k doubly stochasticmatrix
C2k whose eigenvalues are given by the theorem.
For n = 2k + 1, it suffices to again apply Theorem 2.6 for A = 1 and B = C2k which is the 2k × 2k
matrix obtained in Stepk. 
Next to simplify notations, letW
(i)
3,n = a(i)n , Y (i)3,n = b(i)n and Z(i)3,n = c(i)n . Thenmaking use of Theorem
2.6 and Theorem 3.3, we obtain the following result which identifies a subregion of n.
Theorem 3.5. For all j = 1, 2, . . . , k, let βj be any point in 	3 and letμ be the (3k− 1)-list defined by:
β =
(
(a
(k)
3k−3), (c
(k)
3k−3a
(k−1)
3k−6 ), (c
(k)
3k−3c
(k−1)
3k−6 a
(k−2)
3k−9 ), . . . , (c
(k)
3k−3 · · · c(3)6 a(2)3 ), (b(k)3k−3)βk,
(b
(k)
3k−3)β¯k, (c
(k)
3k−3b
(k−1)
3k−6 )βk−1, (c
(k)
3k−3b
(k−1)
3k−6 )β¯k−1, (c
(k)
3k−3c
(k−1)
3k−6 b
(k−2)
3k−9 )βk−2,
(c
(k)
3k−3c
(k−1)
3k−6 b
(k−2)
3k−9 )β¯k−2, . . . , (c
(k)
3k−3 · · · c(3)6 b(2)3 )β2, (c(k)3k−3 · · · c(3)6 b(2)3 )β¯2,
(c
(k)
3k−3 · · · c(3)6 b(2)3 )β1, (c(k)3k−3 · · · c(3)6 b(2)3 )β¯1
)
.
Then the following two n-lists (1, β) and
(
1,W
(k+1)
1,3k , Z
(k+1)
1,3k β
)
define subregions of n for the cases
n = 3k and n = 3k + 1, respectively. Moreover for n = 3k + 2, the following two n-lists
• (1,W(k+2)1,3k+3, Z(k+2)1,3k+3W(k+1)1,3k , Z(k+2)1,3k+3Z(k+1)1,3k β)
• (1,w(k+1)3k , y(k+1)3k t, z(k+1)3k β) for all −1  t  1
define also two subregions of n.
Proof. We only need to employ a similar strategy to that of the previous proof so that the proof of the
first part can be completed by performing the following k steps.
• Step1: Define the 3 × 3 matrix doubly stochastic matrix C3 given by Theorem 3.3 and whose
eigenvalues are given by (1, β1, β¯1).• Step2: In Theorem 2.6, taking A to be the 3 × 3 doubly stochastic matrix whose eigenvalues are
(1, β2, β¯2) and B = C3 of Step1, we then obtain the 6 × 6 doubly stochastic matrix C6 whose
eigenvalues are given by
(
1, (a
(2)
3 ), (b
(2)
3 )β2, (b
(2)
3 )β¯2, (b
(2)
3 )β1, (b
(2)
3 )β¯1
)
.
• Step3: Repeating the same process by taking this time A to be the 3 × 3 doubly stochastic matrix
whose eigenvalues are (1, β3, β¯3) and B = C6 of Step2.We then obtain the 9×9 doubly stochastic
matrix C9 whose eigenvalues are(
1, (a
(3)
6 ), (c
(3)
6 a
(2)
3 ), (b
(3)
6 )β3, (b
(3)
6 )β¯3, (c
(3)
6 b
(2)
3 )β2, (c
(3)
6 b
(2)
3 )β¯2, (c
(3)
6 b
(2)
3 )β1, (c
(3)
6 b
(2)
3 )β¯1
)
.
• Step4: Next repeating the same process with A as the 3× 3 doubly stochastic matrix whose eigen-
values are (1, β4, β¯4) and B = C9 of Step3. We then obtain the 12 × 12 doubly stochastic matrix
C12 whose eigenvalues are given by the list(
1, (a
(4)
9 ), (c
(4)
9 a
(3)
6 ), (c
(4)
9 c
(3)
6 a
(2)
3 ), (b
(4)
9 )β4, (b
(4)
9 )β¯4, (c
(4)
9 b
(3)
6 )β3, (c
(4)
9 b
(3)
6 )β¯3,
(c
(4)
9 c
(3)
6 b
(2)
3 )β2, (c
(4)
9 c
(3)
6 b
(2)
3 )β¯2, (c
(4)
9 c
(3)
6 b
(2)
3 )β1, (c
(4)
9 c
(3)
6 b
(2)
3 )β¯1
)
.
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We may continue in a similar fashion to obtain the matrix C3k−3, and then the kth step is given
by:
• Stepk: Let A be the 3×3 doubly stochasticmatrixwhose eigenvalues are (1, βk, β¯k) and B = C3k−3
which is found in the (k− 1)th Step. We then obtain a 3k× 3k doubly stochastic matrix C3k whose
eigenvalues are given by the theorem.
Now for the case n = 2k + 1, another application of Theorem 2.6 with A = 1 and B = C3k which is
the 3k × 3k matrix obtained in Stepk, yields a (3k + 1) × (3k + 1) matrix C3k+1 which satisfies the
required conditions. For the first part of the case n = 3k + 2, we apply Theorem 2.6 with A = 1 and
B = C3k+1, and for the last part, we apply the same theoremwith A =
⎛
⎝ 1+t2 1−t2
1−t
2
1+t
2
⎞
⎠whose spectrum
is (1, t) with −1  t  1 and B = C3k to complete the proof. 
Now using Theorems 2.6 and 3.2 instead of Theorem 3.3, then a virtually identical proof to that of
the above theorem yields the following conclusion.
Theorem 3.6. For all j = 1, 2, . . . , k, let −1  λj  1 and −1  μj  1with λj + 3μj + 2  0 and
3λj + μj + 2  0. In addition, let γ be the (3k − 1)-list defined by:
γ =
(
(a
(k)
3k−3), (c
(k)
3k−3a
(k−1)
3k−6 ), (c
(k)
3k−3c
(k−1)
3k−6 a
(k−2)
3k−9 ), . . . , (c
(k)
3k−3 · · · c(3)6 a(2)3 ), (b(k)3k−3)λk,
(b
(k)
3k−3)μk, (c
(k)
3k−3b
(k−1)
3k−6 )λk−1, (c
(k)
3k−3b
(k−1)
3k−6 )μk−1, (c
(k)
3k−3c
(k−1)
3k−6 b
(k−2)
3k−9 )λk−2,
(c
(k)
3k−3c
(k−1)
3k−6 b
(k−2)
3k−9 )μk−2, . . . , (c
(k)
3k−3 · · · c(3)6 b(2)3 )λ2, (c(k)3k−3 · · · c(3)6 b(2)3 )μ2,
(c
(k)
3k−3 · · · c(3)6 b(2)3 )λ1, (c(k)3k−3 · · · c(3)6 b(2)3 )μ1
)
.
Then the two n-lists (1, γ ) and
(
1,W
(k+1)
1,3k , Z
(k+1)
1,3k γ
)
define two subregions of sn (resp. 
r
n) for the
cases n = 3k and n = 3k + 1, respectively. Moreover for the case n = 3k + 2, the following two n-lists
• (1,W(k+2)1,3k+3, Z(k+2)1,3k+3W(k+1)1,3k , Z(k+2)1,3k+3Z(k+1)1,3k γ )
• (1,w(k+1)3k , y(k+1)3k t, z(k+1)3k γ ) for all −1  t  1
define also two subregions of sn (resp. 
r
n).
Now for better understanding and clarification of the above three theorems, we restate them as
sufficient conditions for the resolutionof the inverseeigenvalueproblemfordoubly stochasticmatrices
for a fixed n such as the case n = 6. Indeed, the results in the preceding three theorems assert,
respectively, the following consequences for n = 6.
• If −1  λj  1 for j = 1, 2, 3, then for any nonnegative numbers α1, ρ1, α2 and ρ2 such that
α1 + ρ1 = 0, and α2 + ρ2 = 0, the list(
1,
α2
√
2 − ρ2
α2
√
2 + 2ρ2
,
(α2
√
2 + ρ2)
(α2
√
2 + 2ρ2)
(α1 − ρ1)
(α1 + ρ1) ,
α2
α2 + ρ2
√
2
λ3,
(α2
√
2 + ρ2)
(α2
√
2 + 2ρ2)
(α1)
(α1 + ρ1)λ2,
(α2
√
2 + ρ2)
(α2
√
2 + 2ρ2)
(α1)
(α1 + ρ1)λ1
)
is the spectrum of a 6 × 6 symmetric doubly stochastic matrix.
• If z and w are any points in 	3, then for any nonnegative numbers α and ρ with α + ρ = 0, the
list
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1,
α − ρ
α + ρ ,
α
α + ρ z,
α
α + ρ z¯,
α
α + ρw,
α
α + ρ w¯
)
is the spectrum of a 6 × 6 doubly stochastic matrix.
• If −1  λj  1, −1  μj  1 with λj + 3μj + 2  0 and 3λj + μj + 2  0 for j = 1, 2, then
for any nonnegative numbers α and ρ such that α + ρ = 0,(
1,
α − ρ
α + ρ ,
α
α + ρ λ1,
α
α + ρ μ1,
α
α + ρ λ2,
α
α + ρ μ2
)
is the spectrum of a 6 × 6 symmetric doubly stochastic matrix.
To illustrate these results, we consider a numerical example that uses this last case with the following
numerical data. Let α = 9, ρ = 1, λ1 = μ1 = − 12 and λ2 = 0 with μ2 = − 23 , then the list
(1, 4
5
, 0,− 9
20
,− 9
20
,− 3
5
) is realized by the matrix C = 1
10
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 9/2 9/2 1/3 1/3 1/3
9/2 0 9/2 1/3 1/3 1/3
9/2 9/2 0 1/3 1/3 1/3
1/3 1/3 1/3 3 3 3
1/3 1/3 1/3 3 0 6
1/3 1/3 1/3 3 6 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Here it isworthmentioning thatwe can repeat the sameprocesswith anyknown results concerning
the threemajor problems to obtain new results. In addition,manymore results of the kindwe obtained
in the last three theorems can be obtained by writing n as the sum of all possible combinations of 1,
2 and 3. To each possible such combination corresponds a new result which is similar in nature to
the above theorems. Although for general n it appears to be no systematic way under which this
can be done and the collection of all such results that can be obtained in this way seems messy and
unattainable at the moment, however, it should be stressed that this can be easily done for a fixed
n = n0.
Finally we shall illustrate what wementioned earlier that boundary points in lower dimension can
be used to generate boundary points in higher dimension. But first recall the following two results
appearing in [20] and are concerned with the 3 × 3 trace-zero (DIEP) and 4 × 4 trace-zero (SDIEP).
Theorem 3.7. Any 3× 3 doubly stochastic matrix of trace-zero is the form
⎛
⎜⎜⎜⎝
0 a 1 − a
1 − a 0 a
a 1 − a 0
⎞
⎟⎟⎟⎠with
0  a  1, and whose spectrum is
(
1,− 1
2
+ I(a − 1
2
)
√
3,− 1
2
− I(a − 1
2
)
√
3
)
.
Theorem 3.8. Let 1  λ1, μ1, ν1  −1. Then there exists a symmetric 4 × 4 doubly stochastic matrix
of trace-zero with spectrum (1, λ1, μ1, ν1) if and only if 1 + λ1 + μ1 + ν1 = 0.
Proof. It suffices to check that the4×4doubly stochasticmatrix 1
2
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1 + λ1 1 + μ1 1 + ν1
1 + λ1 0 1 + ν1 1 + μ1
1 + μ1 1 + ν1 0 1 + λ1
1 + ν1 1 + μ1 1 + λ1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
has the required spectrum. 
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Making use of Theorem 3.7 and applying the same technique as earlier, we have the following
theorem that identifies boundary points for the region n.
Theorem 3.9. For all j = 1, 2, . . . , k, let 0  aj  1 and φj = − 12 + I(aj − 12 )
√
3). Also define φ to
be the (3k − 1)-list defined by:
φ =
(
(a
(k)
3k−3), (c
(k)
3k−3a
(k−1)
3k−6 ), (c
(k)
3k−3c
(k−1)
3k−6 a
(k−2)
3k−9 ), . . . , (c
(k)
3k−3 · · · c(3)6 a(2)3 ), (b(k)3k−3)φk,
(b
(k)
3k−3)φ¯k, (c
(k)
3k−3b
(k−1)
3k−6 )φk−1, (c
(k)
3k−3b
(k−1)
3k−6 )φ¯k−1, (c
(k)
3k−3c
(k−1)
3k−6 b
(k−2)
3k−9 )φk−2,
(c
(k)
3k−3c
(k−1)
3k−6 b
(k−2)
3k−9 )φ¯k−2, . . . , (c
(k)
3k−3 · · · c(3)6 b(2)3 )φ2, (c(k)3k−3 · · · c(3)6 b(2)3 )φ¯2,
(c
(k)
3k−3 · · · c(3)6 b(2)3 )φ1, (c(k)3k−3 · · · c(3)6 b(2)3 )φ¯1
)
.
Then the two n-lists (1, φ) and
(
1,− 1
3k
, 3k−1
3k
φ
)
define boundary sets of n for the cases n = 3k and
n = 3k + 1, respectively. Moreover for n = 3k + 2, the three n-lists:
• (1,− 1
3k+1 ,− 13k+1 , 3k−13k+1φ
)
,
• (1,− 1
k
, 0, k−1
k
φ
)
,
• (1,w(k+1)3k ,−y(k+1)3k , z(k+1)3k φ)
are also boundary sets for the region n.
Proof. The idea of the proof relies again on successive applications of Theorem 2.6. Indeed, the case
n = 3k can be done by using an identical proof of Theorem 3.5 with the exception that the starting
3 × 3 matrix in this case is the one giving by Theorem 3.7, and then we obtain the 3k × 3k matrix
C3k whose eigenvalues are (1, φ). As for the case n = 3k + 1, it suffices to apply Theorem 2.6 with
α = 0, A = 1 and B = C3k to obtain the (3k+ 1)× (3k+ 1)matrix C3k+1 with the desired spectrum.
Finally, in the case n = 3k + 2,we apply Theorem 2.6, where for the first part, we take α = 0, A = 1
and B = C3k+1 and for the second part, we let α = 0 and A be any 2 × 2 matrix with B = C3k and
similarly for the last part, we let
A =
⎛
⎝ 0 1
1 0
⎞
⎠
whose spectrum is (1,−1) and B = C3k to obtain the required spectra. 
Similarly using Theorem 3.8 and defining the following new notationsW
(i)
4,n = f (i)n , Y (i)4,n = g(i)n and
Z
(i)
4,n = h(i)n to ease down the technical issue,we obtain the following theorem that also help identifying
boundary points for sn.
Theorem 3.10. Let −1  λj, μj, νj  1 be such that 1 + λj + μj + νj = 0 for all j = 1, 2, . . . , k.
Define δ to be the (4k − 1)-list given by:
δ =
(
(f
(k)
4k−4), (h
(k)
4k−4f
(k−1)
4k−8 ), (h
(k)
4k−4h
(k−1)
4k−8 f
(k−2)
4k−12), . . . , (h
(k)
4k−4 · · · h(4)8 f (2)4 ), (g(k)4k−4)λk,
(g
(k)
4k−4)μk, (g
(k)
4k−4)νk, (h
(k)
4k−4g
(k−1)
4k−4 )λk−1, (h
(k)
4k−4g
(k−1)
4k−8 )μk−1, (h
(k)
4k−4g
(k−1)
4k−8 )νk−1,
(h
(k)
4k−4h
(k−1)
4k−8 g
(k−2)
4k−12)λk−2, (h
(k)
4k−4h
(k−1)
4k−8 g
(k−2)
4k−12)μk−2, h
(k)
4k−4h
(k−1)
4k−8 g
(k−2)
4k−12)νk−2, . . . ,
(h
(k)
4k−4 · · · h(3)8 g(2)4 )λ2, (h(k)4k−4 · · · h(3)8 g(2)4 )μ2, (h(k)4k−4 · · · h(3)8 g(2)4 )ν2,
(h
(k)
4k−4 · · · h(3)8 g(2)4 )λ1, (h(k)4k−4 · · · h(3)8 g(2)4 )μ1, (h(k)4k−4 · · · h(3)8 g(2)4 )ν1
)
.
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Then the two n-lists (1, δ) and
(
1,− 1
4k
, 4k−1
4k
δ
)
define boundary sets of sn for the cases n = 4k and
n = 4k + 1, respectively. In addition, for n = 4k + 2, the three n-lists σ =
(
1,− 1
4k+1 ,
4k
4k+1 ,
4k
4k+1δ
)
,
η =
(
1,− 1
2k
, 0, 2k−1
2k
δ
)
and ξ =
(
1,w
(k+1)
4k ,−y(k+1)4k , z(k+1)4k δ
)
define also boundary sets for the region
sn. Finally, for n = 4k + 3, the following n-lists:(
1,− 1
4k + 2 ,−
(4k + 1)
2k(4k + 2) , 0,
(4k + 1)(4k − 2)
(4k + 2)(4k) δ
)
,
(
1,− 2
2k + 1 , 0,
(
2k − 1
2k + 1
)(
− 1
4k
)
,
(
2k − 1
2k + 1
)(
4k − 1
4k
)
δ
)
,
(
1,w
(k+1)
4k ,−y(k+1)4k , z(k+1)4k
(−1
4k
)
, z
(k+1)
4k
(
4k − 1
4k
)
δ
)
,
(
1,− 1
4k + 2 ,−
1
4k + 2 ,−
4k
4k + 2 ,
4k
4k + 2δ
)
,
(
1,− 3
4k
, 0, 0,
4k − 3
4k
δ
)
and(
1,− 1
4k + 2 ,
(4k + 1)
(4k + 2)w
(k+1)
4k ,
(4k + 1)
(4k + 2) (−y
(k+1)
4k ),
(4k + 1)
(4k + 2) z
(k+1)
4k δ
)
are also boundary subregions of sn.
Proof. First the case n = 4k can be done by using an identical proof of Theorem 3.5 but taking into
account that the initial matrix that we start with in this case is the 4 × 4 matrix giving by Theorem
3.8, and then we obtain the 4k × 4kmatrix C4k whose eigenvalues are (1, δ). For the case n = 4k + 1
we again apply Theorem 2.6 with α = 0, A = 1 and B = C4k to obtain the (4k+ 1)× (4k+ 1)matrix
C4k+1 with the desired spectrum. As for the case n = 4k + 2, the process can be repeated where for
the first part, we take α = 0, A = 1 and B = C4k+1 and for the second part, we let α = 0 and A be
any 2 × 2 matrix with B = C4k and similarly for the last part, we let
A =
⎛
⎝ 0 1
1 0
⎞
⎠
whose spectrum is (1,−1) and B = C4k we then obtain the three (4k + 2) × (4k + 2) doubly
stochastic matrices C
(1)
4k+2, C
(2)
4k+2 and C
(3)
4k+2 whose spectra are, respectively, σ, η and ξ. Finally, for the
case n = 4k+3,wemay continue the proof by using the same iterative processwhere for the first list,
we take α = 0, A = 1 and B = C(2)4k+2 and for the second list, we let α = 0 and A be any 2 × 2 matrix
with B = C4k+1 and for the third list, A =
⎛
⎝ 0 1
1 0
⎞
⎠ and B = C4k+1. The fourth and fifth and sixth lists
can be obtained by first taking α = 0, A = 1 and B = C(1)4k+2 and secondly by letting α = 0 and A be
any 3 × 3 matrix with B = C4k and thirdly by taking α = 0, A = 1 and B = C(3)4k+2 in Theorem 2.6,
respectively. 
We conclude by stressing again as we mentioned earlier that it is possible to obtain more results
of this kind by writing n as the sum of all possible combinations of 1, 2, 3 and 4. However to account
for all such results is not an easy task though it can be done for any fixed n = n0.
4. Conclusion
Wepresentedauseful theoremconcerning the spectral properties of doubly stochasticmatrices and
showed how it can be used to yield many sufficient conditions for three inverse eigenvalue problems
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concerning doubly stochastic matrices as the applications in Section 3 suggests. Although at this stage
we are not able to offer complete solutions using this technique, perhaps its major importance lies in
the fact that it can bring us one step closer to complete solutions as it can be used to generate boundary
points for which complete solutions to any of these problems relies heavily on characterizing all such
points. However besides the two facts that it offers many new partial results, and any known results
concerning these problems can lead to new results, the main importance of this theorem lies maybe
in the fact that it can be used as a checking tool in case of a conjecture concerning complete solutions
is given for any of the three major problems.
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