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ABSTRACT 
 
We approach the problem of trait introgression as an optimization challenge with clearly 
defined objectives in 3 different scenarios that largely capture the introgression problem in a 
diploid outcrossing selfing-tolerant species: 1) the introgression of a single alleles into a recipient 
background via backcrossing, 2) the introgression of multiple alleles from one line into a 
recipient line, and 3) the introgression of several alleles from multiple lines into the background 
of a recipient line.  For each of the 3 cases, we present a mathematical formulation, based on 
optimization principles from Operations Research (OR), defining the objectives to be optimized, 
decision variables and constraints of the introgression problem.  We then use simulation, with 
genome size and reproductive biology based on maize, to estimate the probability of achieving a 
set of breeding goals.  Algorithms from OR and combinatorics are used to optimize selections. 
Finally, Pareto response surfaces are presented for each of the 3 cases to concisely show the 
tradeoffs between objectives.  With this systematic approach of defining quantifiable objectives, 
translating the objectives into a mathematical model, then building simulation models that allow 
for analysis of the tradeoffs between objectives, we show a way forward where plant breeding 
has a deeper engagement with applied mathematics. 
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CHAPTER 1. GENERAL INTRODUCTION 
 
Introgression is the transfer of alleles from one genomic background into another.  
Historically, this has been carried out by crossing the progeny of a cross between a donor line 
and recipient line back to the recipient line each generation, selecting those progeny to cross that 
show the desired phenotype for a specific trait displayed by the donor line.  The goal is to obtain 
a line that expresses the desirable phenotype of the donor in the genomic background of the 
recipient line.  Harlan and Pope (1922) were the first to recommend the value of using 
introgression via backcrossing to improve crop plants after observing that backcrossing had been 
used in animal breeding for many years to transfer desirable traits to breeding populations. 
During the Green Revolution introgression was used to develop high-yielding, short (or semi-
dwarf), inbred varieties of wheat and rice which provided lodging tolerance under high 
fertilization regimes, leading to an increase in grain yield delaying the Malthusian prediction of 
massive famines in developing countries (Borlaug 1968).   
Advances in biotechnology have led to a growing catalogue of available transgenic traits 
in crop species, from herbicide and insect resistances (Castle, Wu et al. 2006) to reducing the 
amount of non-digestible fiber in forage species like switch grass (Shen, Poovaiah et al. 2013).  
Because of regulatory and intellectual property regulations in many countries, transgenic traits 
have to be introgressed into cultivars at the end of breeding for quantitative traits, thus 
introgression is an ever-present process for cultivar development.  The size of the seed-corn 
market is roughly 9 billion dollars in the U.S.A (USDA-ERS, 2016). To illustrate the economic 
significance of introgression, take for example the adoption of herbicide tolerant (HT) or 
Bacillus thuringiensis (BT) corn in the United States.  In the year 2000, only about 25% of all 
corn acreage in the U.S. had at least one of these traits.  By 2015, over 95% of the corn grown in 
the U.S. had at least one of these traits.  Thus, the optimization of introgression with respect to 
cost and time are critical in a competitive environment where first to market can rapidly change 
market share and corporate earnings. 
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Figure 1 Percentage of U.S. corn acreage growing GM varieties including: Herbicide tolerant 
(HT), Bacillus thuringiensis (BT), the two traits stacked together, and the cumulative sum of all 3 
types of GM corn (USDA-ERS, 2016) 
 
Exotic germplasm from centers of origin of crop species hold a wealth of genetic 
diversity, and have been shown to possess useful alleles for herbicide resistance, grain quality, 
disease and insect resistances, and tolerance to abiotic stress such as heat and drought (Lewis and 
Goodman 2003).  As disease pressures change with climate changes, the alleles conferring 
resistances in exotic accessions could become highly important to global food security. 
Transferring desirable alleles from these populations as quickly and cost effectively as possible 
while not losing agronomic performance in target locations will be necessary to increase and 
protect yield potentials of major crops (Evans and Fischer 1999).  
Optimization is the action of making the best or most effective use of a situation or 
resource. Operations Research is a discipline in applied mathematics that uses analytical methods 
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to quantify outcomes involving trade-offs among competing objectives, so that decision makers 
can optimize the design of their projects.  Operations Researchers use mathematical models to 
model a system or a process, algorithms to solve the mathematical models, and computer solvers 
to implement the algorithms.  Operations Research arose as a field in the British Military during 
the second world war out of the need for quantitative reasoning behind decision-making.  It 
found its way into Agriculture shortly after, as soldiers who studied and worked in the field came 
back home.  Pesek (1954) presented a linear programming approach to the optimization of land 
allocation to certain crops on a single farm under water and subsidy constraints to maximize 
overall profit.  He used the simplex algorithm, with his hand as the solver implementing it.  
Heady and Pesek (1954) used a response surface method to optimize fertilizer application and 
maximize bushels per acre of maize.  Robertson (1957) used a linear programming method to 
determine optimum group size in progeny testing and family selection in animal breeding.  
Although agriculture and genetics seemed to have had an early start with Operations Research, 
there was a dearth of research on optimization in agriculture in the decades following the initial 
work.  However, the last few years have seen Operations Research bring real improvement to 
plant breeding.  In 2015, Syngenta won the Edelman prize for their application of Operations 
Research methods to improve breeding decisions, reducing the time and cost required to develop 
highly productive crops (Byrum, Davis et al. 2016). 
A useful model framework in Operations Research is referred to as CTP and uses the 
criteria of cost, time, and probability of success as objectives to be minimized, minimized and 
maximized respectively.  We frame the introgression problem in this multi-objective CTP 
framework. There are 3 main parts of any optimization model: 1) objective functions 2) decision 
variables 3) constraints.  The CTP objectives need to be optimized with respect to explicit goals 
of the project.  Objective functions are what is desired to be minimized or maximized (i.e. 
minimize costs, maximize the probability of success).  Decision variables are components in the 
system that we can control, e.g., how many plants to grow per generation, how many markers to 
assay, how many plants to select each generation etc.  Constraints are limitations on the decision 
variables and objective functions, e.g., budget restrictions, biological growth, development and 
reproduction, size of field plots, etc.  Since this framework has not one but three different 
objectives there will not be a single maximum or minimum as a solution.  Instead, there will be 
an optimal set of solutions that fall on what is referred to as the Pareto-frontier, or the set of 
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optimal solutions surface where it is impossible to improve one objective without degrading at 
least one of the other objectives.  Pareto response surfaces are often represented as plots with 
either all or a subset of the objectives quantifying expected outcomes based on tradeoffs among 
the objectives.  For instance, there is a tradeoff between the amount of money we are willing to 
spend and the probability of meeting our breeding goals under different project deadlines or 
numbers of available generations.  Pareto response surfaces provide a clear and concise 
presentation of the tradeoffs among the objectives based on a model that integrates the variables 
affecting the objectives. 
Plant breeders have been effective at improving agronomic performance, but it is unclear 
if they have been efficient with introgression; there have been very few studies on the 
optimization of introgression.  Peng et al. (2014) evaluated a set of backcross strategies for five 
generations to determine which a) minimized the number of marker assays b) minimized the 
amount of donor genome flanking the introgression event and c) maximized the proportion of the 
recipient genome in the final introgression lines.  DeBuekeler (2015) used a heuristic search 
algorithm to “prune” the search space of possible crosses in a gene pyramiding simulation study.  
Perhaps one of the better-known optimization problems facing plant breeders is finding the right 
balance between maintaining genetic diversity while assuring genetic gains in a competitive 
environment.  In quantitative genetics, the usefulness criterion is a metric that combines 
information of the mean performance and genetic variance of a population (Bernardo 2002).  
Gómez-Romano et al. (2016) used a semi-definite programming approach to determine the 
optimal proportion that each individual in a current generation should contribute to the next 
generation to minimize coancestry both across the new genome, and in specific regions of the 
genome. Akdemir et al. (2016) took the idea of optimal contributions a step further with a 
quadratic programming model and genetic algorithm solver to determine the optimal matings in 
a genomic selection program that minimize coancestry in the next generation while assuring a 
specified amount of genetic gain.     
Selecting individuals as parents in a multi-allele stacking project based on Genomic 
Breeding Values (GBV) or Optimal Haplotype Values (OHV) will not guarantee that all of the 
desirable alleles are recovered.  GBV and OHV are calculated as sums across all loci in an 
individual.  Thus, selecting on individuals rather than matings doesn’t take into account the level 
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of complementarity of the parents; i.e. all selected parents could be homozygous at multiple loci, 
limiting future genetic gain at those loci in the breeding population.   
Han et al. (2017) presented an algorithm and metric referred to as the Predicted Cross 
Value (PCV) to determine optimal matings for creating the next generation of progeny in a 
genomic selection program.  The PCV determines which cross out of all possible pair-wise 
matings has the highest probability of leading to a gamete with only desirable alleles at the 
marker loci, in 2 subsequent generations.  This conditional probability metric does take into 
account the complementarity of potential parents, unlike GBV and OHV, and can easily be 
applied to segregating progeny.  This allows introgression to move outside of the backcrossing 
paradigm to transfer alleles one-by-one, or in small groups, and into a new paradigm where we 
can determine optimal crosses from progeny segregating at many loci to stack multiple alleles 
simultaneously.  
Since the PCV is a joint probability estimate of a gamete with only desirable alleles at 
marker loci being created from a particular cross in 2 generations, the PCV of any 2 individuals 
that are both homozygous for an undesirable allele at the same locus will be 0.  That is, the 
probability that the particular pair of potential parents will lead to an ideal gamete in 2 generation 
is 0, because all gametes created in the cross will have an undesirable allele at that particular 
locus.  Thus, the PCV allows for the selection of crosses that maintain specified alleles in the 
breeding population from one generation to the next.  When there are no pairs of parents in a 
breeding population that have desirable alleles at all loci, a different method is needed to select 
mates, because the PCV for every mating in the population would be 0.  Set-covering using a 
greedy heuristic algorithm, from the field of Combinatorics, can be useful in cases like this to 
determine a near-optimal set of individuals to mate each generation until a nonzero PCV value is 
obtained in the breeding population. 
In linear modeling approaches, we typically create a simplified function to approximate 
the relationships between costs and objectives.  Due to the stochastic processes of Mendelian 
inheritance, there is no clear way to develop a function associating costs and objectives, thus we 
need to simulate in order to understand the impact of the decision variables on the objectives.  
We use simulation as a “solver” in the Operations Research paradigm, with the algorithm being 
implemented one of repeated meiotic and selection tied to cost and time parameters until a 
particular genotype is obtained.   
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Simulating the genetic processes and selection based on markers requires the modeling of 
individual genomes, meiosis and recombination, and marker loci that are a subset of each 
individual genome. We can achieve this by simulating a set of loci to represent individuals.  
From this underlying model for each individual’s entire genome, we can take a subset of loci and 
designate them as marker loci.  These maker loci are selected upon in the simulations.  After the 
marker loci are no longer segregating (meaning we can’t distinguish progeny from each other), 
we can evaluate the entire genomes (i.e. not just the marker loci subset) for each selected 
individual and determine its genomic composition with respect to the initial parents in the 
breeding program.  This allows comparison between the actual amount of recipient genome 
recovered, vs. what the marker loci are indicating.   
In order to simulate and determine a probability of success for cost and an amount of 
time, we must define the goals of the introgression program, or what constitutes a successful 
simulation.  We use these criteria to create a binomial response variable from each simulation 
which is 1 if successful (i.e. all of the criteria were met for success), or 0 if not.  For instance, say 
the goal of an introgression program is to introgress 10 alleles from a donor line into the genomic 
background of at least 93% of the recipient line while eliminating linkage drag.  Assuming we 
have markers for each of the alleles, a set of markers flanking each to eliminate linkage drag, and 
a set of markers for the recipient genome, we can run 1000 simulations for a set of decision 
variables and determine how many of those 1000 were successful.  By counting the number of 
successful simulations for an amount of resource allocation and within particular amount of time, 
we can estimate the frequency or probability of success for those parameters. 
The purpose of this dissertation is to systematically investigate the optimization of 
introgression projects using the CTP framework. We approach the problem of trait introgression 
with clearly defined objectives that largely capture the introgression problem in a diploid 
outcrossing selfing-tolerant species: 1) the introgression of a single event into a recipient 
background via backcrossing, 2) the introgression of multiple events from one line into a 
recipient line, and 3) the introgression of several events from multiple lines into the background 
of a recipient line.  For each of the 3 introgression situations, we present a mathematical model 
defining the objectives to be optimized, decision variables and the constraints on the 
introgression problem.  We then use simulation, with genome size and reproductive biology 
based on maize, to estimate the probability of success, for combinations of sets of decision 
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variables.  Finally, we present Pareto response surfaces to concisely present the tradeoffs 
between objectives.  With this systematic approach of defining quantifiable objectives, 
translating the objectives into a mathematical model, then building simulation models that allow 
for analysis of the tradeoffs between objectives, we demonstrate how plant breeding can become 
more efficient through application of applied mathematics.  
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CHAPTER 2. SYSTEMATIC DESIGN FOR TRAIT INTROGRESSION PROJECTS 
John Cameron, Ye Han, Lizhi Wang, Bill Beavis 
Published in Theoretical and Applied Genetics 
Contributions 
JC defined the challenge, programmed the simulations and wrote initial drafts 
YH provided support with efficient coding methods 
LW provided support in implementing the PCV algorithm 
WDB provided support in defining the objective model, elaboration in the discussion and is 
responsible for the final draft   
 
Abstract 
 
 We demonstrate an innovative approach for designing Trait Introgression (TI) projects 
based on optimization principles from Operations Research (OR). If the designs of TI projects 
are based on clear and measurable objectives they can be translated into mathematical models 
with decision variables and constraints that can be translated into Pareto optimality plots 
associated with any arbitrary breeding strategy. The Pareto plots can be used to make rational 
decisions concerning the trade-offs between maximizing the probability of success while 
minimizing costs and time. The systematic rigor associated with a cost, time and probability of 
success (CTP) framework is well suited to designing TI projects that require dynamic decision-
making.  The CTP framework also revealed that previously identified ‘best’ strategies can be 
improved to be at least twice as effective without increasing time or expenses.  
 
Introduction 
 
 Trait Introgression (TI) has been used for decades to transfer simply inherited traits from 
one cultivar to another.  For example, native alleles for disease resistance and height were 
transferred through backcrossing in the “green revolution” (Swaminathan, 2009) and trait 
introgression will continue to be the primary means of delivering novel single gene traits to the 
farmer. Indeed, the market impacts of single gene traits, such as transgenes for seed composition, 
insect resistance and herbicide resistance, have prompted development of high throughput 
technologies such as robotic seed chipping (Depperman and Petersen, 2009) for this purpose. 
Valuable single gene traits are being developed with biotechnologies, and are being discovered 
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in wild and exotic germplasm (Kumar et al. 2010; Leung et al. 2015; Wang, S., et al. 2015; 
Wang, Y., et al. 2015).   
 Because the Recurrent Parent (RP) in a TI project is often a cultivar that has proven 
successful, a high level of genetic similarity to the RP is desired in introgression lines (ILs). 
Since the emergence of marker assisted breeding, marker assisted single gene TI projects have 
been investigated extensively (Hillel, 1990; Chevalet and Mulsant, 1992; Visscher, 1996; 
Charcosset, 1997; Frisch et al. 1999; Hospital, 2001; Herzog and Frisch, 2011; Peng et al. 2014; 
Herzong et al. 2014). The primary challenge in a TI project is to recover the genome of the RP 
when segments of the donor chromosome surrounding the desirable allele, referred to herein as 
an event locus, are retained due to linkage (Hanson 1959, Young and Tanksley 1989b, Stam and 
Zeven 1981, Naveira and Barbadilla 1992). Thus one of the goals of TI projects includes 
minimizing the amount of non-recurrent parent (NRP) genome especially in regions flanking the 
event locus. The goal of minimizing the size of the genomic region adjacent to the event locus, 
also known as minimizing Linkage Drag through Selection (LDS), is accomplished through use 
of informative markers closely linked to the event locus. Additional goals of a TI project include 
minimizing the numbers of progeny, numbers of marker assays and numbers of generations 
required to minimize the NRP (Herzog and Frisch, 2011; Peng et al. 2014; Herzog et al. 2014).  
 The trade-offs among minimizing generations, numbers of progeny, numbers of markers 
and amount of NRP represents an optimization challenge. Indeed the title of a motivating 
publication by Peng et al. (2014) suggested TI could be approached as an optimization challenge. 
Peng et al. (2014) stated that their primary objective was to “…identify optimal breeding 
strategies for MTI [marker trait introgression] using computer simulation, focusing on 
efficiencies for single event introgression…”. They suggested a measurable metric for selected 
ILs with an average residual NRP of less than or equal to 8 cM and no more than an average of 1 
cM of Foreground Region from Non Recurrent Parent (FRNRP), i.e., the NRP linked to the 
desirable allele at the event locus. Although they did not frame the challenge using an objective 
function involving time, cost and probability of success (CTP), their approach had specific 
objectives that could be translated into a mathematical objective function with decision variables 
and constraints for the parameters.  The specific objectives of Peng et al. (2014) can be stated as: 
Identify breeding strategies to produce avg(NRP) 8 cM, and avg(FRNRP) 1 cM with the 
fewest marker assays, and fewest number of progeny in five backcross generations. The 
£ £
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statement represents a multi-objective function where avg(FRNRP) and avg(NRP), are 
considered parameters and number of marker assays per plant, number of plants per generation 
and breeding strategies are considered decision variables. 
 Herein we revisit optimization of single gene TI by Peng et al. (2014) using the CTP 
framework from Operations Research (OR). The CTP model enables decision makers to quantify 
the trade-offs between maximizing probability of success and minimizing costs and time using 
Pareto Optimal graphics. Explicitly, we are not suggesting novel selection strategies, rather we 
demonstrate that existing selection strategies can be twice as effective for less cost and time by 
merely framing the objectives as a mathematical optimization (CTP) model.  Pareto optimality 
also enables the researcher to decide whether limited efforts have any chance of success. 
Sometimes it is better to do nothing than to waste resources on a project that has little chance of 
success. 
 
Methods 
 
Objectives and metrics.  
 In the CTP framework both numbers of progeny (np) and markers assays contribute to 
costs. Costs can be calculated on a cost per plant basis, then multiplied by total number of plants 
required by the breeding strategy over generations. Time in the CTP framework is represented by 
the number of generations, which also contributes to the total costs of the breeding strategy. In an 
operational TI project the number of generations will depend on whether selection criteria of a 
breeding strategy are met in any given generation. Thus, for the CTP framework we treated 
number of generations as dependent on a dynamic decision process.  The selection criteria of the 
breeding strategies in this manuscript are the fixation of marker sets, and determine the 
generation that a simulation finishes.  Perhaps most importantly the CTP framework requires the 
researcher to rigorously define success.  Rather than report average values of FRNRP and NRP 
for an unknown multivariate distribution, we defined success as outcomes in which the final four 
selected individuals had FRNRP£1 cM and NRP£8 cM.  This enabled us to determine the 
probabilities of success (P(s)) associated with such outcomes for each breeding strategy.   
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Definitions and Notation.  
 Let l represent the total number of discrete loci in the genomes of Donor and Recurrent 
homozygous lines where both GD and GR genomes are members of the same taxonomic group 
with genome G i.e., l ⊂{GD∪GR |GD∪GR ⊂G,GD∩GR ⊄∅} . For purposes of illustration we 
adopt a maize-like genome, (G) considered by Peng et al. (2014) where G is organized as 10 
linkage groups, each consisting of genetic length = 179 cM.  The loci in set l were spaced in 1 
cM intervals, from position 0 to position 179, for a total of 180 loci per linkage group. 
From these basic definitions for representing the loci in donor and recipient genomes GD and GR 
we let:  
• loci with polymorphic alleles (pl) represent a subset of l, i.e. pl lÌ ; 
• ten non-overlapping subsets of 180 pl are genetically located at 1 cM intervals on each 
linkage group;  
• marker loci (ml) represent a subset of l that can be assayed by a marker technology, i.e. 
ml ⊂ l ;  
• marker loci with polymorphic alleles (pml) represent the subset at the intersection of ml 
and pl, i.e., pml ml plº Ç ;  
• el represents the event locus in GD with the desired donor allele, where el pmlÎ ; 
• ll represent 20 tightly linked pml spaced in 1 cM intervals from el, ,  ll pml ll elÌ Ç ÌÆ ; 
• ul represent loci that are not tightly linked to el and are distributed uniformly throughout 
G, ul ⊂ pml,  ul∩el ⊂∅,  ul∩ ll ⊂∅ ; 
• nma/p denote the number of marker assays (nma) per sampled plant (p), where each 
marker assay (ma) assesses the genotypes at a set of pml;   
 
 
Figure 1 Representation of the relation between loci (l), loci with polymorphic alleles (pl), 
marker loci (ml), marker loci with polymorphic alleles (pml) , and three unique subsets (el, ll, ul) 
of marker loci with polymorphic alleles that are used for selection  
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Next consider genotypes at subsets of loci in diploid or allopolyploids genomes where there will 
be two possible alleles at each locus; one from the donor and one from the recipient. If alleles at 
each locus are compared there are two possible outcomes: the alleles are the same, i.e., 
monomorphic, or the alleles are not the same, i.e., polymorphic and informative. Based on these 
considerations we can represent genotypes at subsets of loci as matrices by letting:  
• pl1800,2 represent a (1800 x 2) matrix of genotypes at pl.  
• el represent a (1 x 2) matrix of the genotypic values at el.  
• ll20,2 represent a (20 x 2) matrix of genotypic values at the 20 ll. 
• ula,2 represent a (a x 2) matrix of genotypes at pml that are not tightly linked to el.  
• a will be the sum of pml on nine linkage groups that segregate independently of the 
linkage group with el and the set of pml on the linkage group that contains el, excluding 
any pml that are also members of ll and el.  Explicitly a will be either 98 or 187 
depending on the selection strategy. 
 
 
If we let desirable alleles in pl, el, ll and ul = 1 and undesirable alleles = 0, then  
• J1800,2
pl  , J1,2
el  , J20,2
ll   and Ja,2
ul  are matrices consisting of only desirable alleles in pl, el, ll and 
ul.  
 
Selection criteria.  
We adopted the notation for selection criteria provided by Peng et al. (2014):  
• ES refers to selection based on presence of the desirable allele at the el.  
• LDS refers to selection for the desirable alleles at ll. A weighting vector was used to 
assign recombination events occurring closer to the el a higher value than those farther 
away.  The weighting vector for one side of the event locus (Peng et al. 2014) was: !"## , %## , &## , '## , (## , ### , )## , *## , +## , !## , with !"## indicating the weight of the closest ll, and !## 
indicating the weighting of the ll farthest from the el. The sum of the weighting vector is 
1, thus the maximum FR score an individual can take in any generation is 1. The binary 
allele present at each member of ll, for each individual, was multiplied by the 
corresponding value in the weighting vector and the products were summed. The progeny 
with the highest scores were selected and advanced.   
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• RPS refers to selecting for the desirable alleles at ul.  
In order to develop dynamic decision rules to apply to progeny from backcross generations we 
note that if the genotypic scores in any generation are el = Jel, or ll = Jll, or ul = Jul, then 
respective ES, LDS or RPS in subsequent generations would represent unnecessary and wasteful 
activities.  We designate the generation when selection criteria are met, i.e., el = Jel , ll = Jll and 
ul = Jul as threshold generations  tel , tll and tul respectively.  We designate t’ as a terminal 
generation for any selection strategy.  In this generation, ul = Jul in each of the final selected 
individuals.  Seed with el = Jel could easily be obtained after selfing each of these final lines in 
the same generation, however our simulation stops once ul = Jul; we do not consider the selfing 
process.  Thus,  P(t’ ≤ g) represents the probability that the terminal generation is reached before 
generation g+1. 
 
Selection Strategies:  
Three selection strategies previously investigated by Peng et al. (2014) were used to demonstrate 
the impact of the CTP framework.  We also investigated the impact of doubling the nma 
suggested by Peng et al. (2014) for the ul. The resulting selection strategies and nma for 
selection-criteria are indexed by k (for k = 1 to 6).  
  
Table 1 Algebraic notation for selection strategies and number of markers (nma) assayed on 
each individual, for each selection criterion, per generation  
k strategyk nma 
(ES,LDS,RPS) 
1 (ES+LDS)
∀g∈ {g≤2,≠tel ,≠tll }
(ES+RPS)
∀g∈  {g>2,≠tel ,≠tul }
 1,20,98 
2 (ES+LDS)
∀g∈ {g≤3,≠tel ,≠tll }
(ES+RPS)
∀g∈  {g>3,≠tel ,≠tul }
 1,20,98 
3 (ES+LDS+RPS)
∀g∈  {g>0,≠tel ,≠tll ,≠tul }
 1,20,98 
4 (ES+LDS)
∀g∈ {g≤2,≠tel ,≠tll }
(ES+RPS)
∀g∈  {g>2,≠tel ,≠tul }
 1,20,187 
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Table 1 continued	
5 (ES+LDS)
∀g∈ {g≤3,≠tel ,≠tll }
(ES+RPS)
∀g∈  {g≥3,≠tel ,≠tul }
 1,20,187 
6 (ES+LDS+RPS)
∀g∈  {g>0,≠tel ,≠tll ,≠tul }
 1,20,187 
 
Explicitly, 
k = 1 represents ES + LDS for two initial backcross generations, followed by ES + RPS for 
as many backcross and self-pollination generations as needed for ul to become homozygous 
for the RP alleles in four ILs.  
k = 2 represents ES + LDS for a maximum of three initial backcross generations followed by 
ES + RPS for as many backcross generations as needed for 98 ul to become homozygous for 
the RP alleles in four ILs.  If the selection criteria for ES + LDS are met after 2 generations, 
then ES + RPS begins in generation 3. 
k = 3 represents ES + LDS + RPS for as many backcross generations as needed for 20 ll and 
98 ul to become homozygous for RP alleles in four ILs.  If the ll markers become fixed in 
any generation, then LDS selection is no longer employed and ES + RPS is carried out until 
all ul markers are fixed for the RP alleles. 
k = 4 represents ES + LDS for two initial backcross generations followed by ES + RPS for as 
many backcross generations as needed for 187 ul to become homozygous for the RP alleles 
in four ILs.  This strategy is analogous to strategy 1, the only difference being that a denser 
set of ul markers are used in RPS selection. 
k = 5 represents ES + LDS for a maximum of three initial backcross generations followed by 
ES + RPS for as many backcross generations as needed for 187 ul to become homozygous 
for the RP alleles in four ILs. If the selection criteria for ES + LDS are met after 2 
generations, then ES + RPS begins in generation 3. This strategy is analogous to strategy 2, 
the only difference being that a denser set of ul markers are used in RPS selection. 
k = 6 represents ES + LDS + RPS for as many backcross generations as needed for 20 ll and 
187 ul to become homozygous for RP alleles in four ILs.  If the ll markers become fixed in 
any generation, then LDS selection is no longer employed and ES + RPS is carried out until 
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all ul markers are fixed for the RP alleles. This strategy is analogous to strategy 3, the only 
difference being that a denser set of ul markers are used in RPS selection. 
  
The event locus marker was positioned on the first linkage group at the 89 cM, with 10 ll ranging 
from 79 cM to 88 cM on one side of the event, and 90 cM to 99 cM on the other side. The 
spacing of ul markers on the carrier linkage group for strategies 1-3 is as follows: a marker 
placed at 0 cM, 19 cM, 39 cM, 59 cM, 119 cM, 139 cM, 159 cM, and an end marker at 179 cM.  
Similarly, the spacing of ul markers for strategies 4-6 is as follows: a marker placed at 0 cM, 9 
cM, 19 cM, 29 cM, 39 cM, 49 cM, 59 cM, 69 cM, 109 cM, 119 cM, 129 cM, 139 cM, 149 cM, 
159 cM and an end marker at 179 cM.  On each of the non-carrier linkage groups, additional ul 
markers were placed at 79 cM and 99 cM for strategies 1-3, and 79 cM, 89 cM, 99 cM, and 109 
cM for strategies 4-6. Therefore, the total number of ul markers used in strategies 1-3 was 98, 
and the total number of ul markers used in strategies 4-6 was 187. 
  As per Peng et al. (2014) ES was always carried out first, culling all individuals without 
the event.  In strategies where two selection criteria were implemented (i.e. ES + RPS or ES + 
LDS), four individuals were selected after ES culling to backcross to the RP, based on either the 
highest score for desirable alleles in the ll set or highest number of desirable alleles in ul 
respectively.  In strategies using all three selection criteria (i.e. ES + LDS + RPS), eight 
individuals with the highest score for desirable alleles in the ll set were selected from among 
those with the desirable allele at the el, and subsequently four of the eight with the largest 
number of desirable alleles in the ul set were selected to backcross the RP.   
 The subscript t in each set of selection criteria within a strategy indicates the terminal 
generation based on selection criteria.  The selection criteria within a strategy were implemented 
sequentially, with the first set of criteria carried out until generation t is completed, followed by 
generations of selection on the second set of criteria until generation t indicated by the second 
subscript, etc. 
 For purposes of comparison, we also investigated a fixed number of 5 backcross 
generations as per Peng et al. (2014). Explicitly, estimation of P(t’ ≤ g), P(s) and costs in this 
situation were not based on the total number of generations needed until el = Jel, ll = Jll and ul = 
Jul. Rather, they were based on selection criteria applied to five backcross generations; no more, 
no less. For the sake of comparisons and notational convenience, we label the six strategies that 
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were based on a fixed number of five backcross generations as k=n’, e.g., k=1’ represents 
breeding strategy 1, but without dynamic decision-making.   
 
Objective model.  
M1: 
               
minζ = ck
p + ck
m , (1)
min g, (2)
max P(s), (3)
s.t.
ck
m = {[($0.05 /ma)(nmag / p) +$0.50 / p][npg ] | strategyk},
g=1
tel ,tul
∑ (4)
ck
p = [($5.00 / p)g (npg ) | strategyk ]
g=1
tel ,tul
∑ , (5)
strategyk ∈
(ES + LDS)
∀g∈ {g≤2,≠t el ,≠t ll }
(ES +RPS)
∀g∈  {g>2,≠t el ,≠tul }
;
(ES + LDS)
∀g∈ {g≤3,≠tel ,≠tll }
(ES +RPS)
∀g∈  {g≥3,≠t el ,≠tul }
;
(ES + LDS +RPS)
∀g∈  {g>0,≠t el ,≠t ll ,≠tul }
                         ...
⎧
⎨
⎪
⎪⎪
⎩
⎪
⎪
⎪
⎫
⎬
⎪
⎪⎪
⎭
⎪
⎪
⎪
, (6)
np
g≠tel ,t ll ,tul
∈{100,200,300,...1000}, (7)
(nma
g≠tel ,t ll ,tul
/ p) ∈{21,101,121,191,211| strategyk}, (8)
s ={ll ,1 • ll ,2 ≥19 ∩   pl,1 •pl,2 ≥1792}, (9)
P(s) = freq(s | strategyk ,npg ) (10)
   
     
 The objectives of M1 are to minimize the cost of carrying out the TI program (1), in as 
few generations possible (2) and maximize the probability of success (3). Costs of labor and 
materials for nursery activities of planting, growing, cultivating, and manually crossing and 
harvesting plants are represented by cp.  Laboratory costs associated with tissue sampling, 
transportation of tissues, extraction of DNA and marker assays from sampled plants are 
represented by cm. Calculation of costs of marker assays (4) is based on the tape array marker 
technology that permits the breeder to select ma for el, ll and two densities of ul at a cost of 
about $0.05 per ma, which does not represent the total costs for ma because there are also costs 
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associated with tissue sampling, DNA isolation and shipping DNA to a lab responsible for 
conducting the assays. Currently these costs are about $0.50 per sample.  We also used a cost 
estimate of $5.00 per plant for nursery operations (5). Total costs depended on the number of 
generations required for the selection strategies (6), np per generation (7), and nma per progeny 
(8) for the el, ll and ul.  Note that the number of generations required will be variable depending 
upon which generation selection criteria are met for the set of el, ll or ul used in each selection 
strategy.  Success is defined as development of at least four ILs with no more than 8 cM of NRP 
and no more than 1 cM of FRNRP.  Mathematically this was represented as (9): Marker loci ll, 
that are tightly linked to el, need to be homozygous for the recurrent parent at all but one of the 
ll.  In (9) pl,1 and pl,2 represent the first and second column vectors of pl. If the inner product of 
these two vectors for any individual is ≥ 1792 then the individual will have no more than 8 cM of 
the NRP, assuming that the probability of double recombination events within 1 cM intervals 
across all generations required to produce the individual is zero.  The probability of success, P(s), 
described in (10) depends on the stochastic processes of transmission genetics. Since there are no 
known functional relationships between costs, time and success computer simulations were used 
for the stochastic processes underlying outcomes from the TI process for each of the strategies.  
The Pareto optimal plots for this model with respect to cost and P(s) are presented in Figure 3.  
Figure 4 shows a modification of this model where time has been constrained to 5 BC 
generations. 
 
Simulation Models.  
 Two thousand simulations were carried out for each of the selection strategies on ten 
sample sizes (i.e. np) per generation, resulting in 20,000 simulations per strategy. The simulated 
genomes included ten linkage groups consisting of 180 genetic loci placed at 1 cM intervals on 
each. These genetic loci provided genotypic information for 1800 pl in pl, as well as genotypes 
for subsets of marker loci represented in el, ll and ul. Recombination between adjacent pl was 
simulated using Haldane’s mapping function.  Simulated selection and crossings were based on 
the genotypes in el, ll and ul and the decision rules for continued backcrossing described in the 
selection strategies. An explicit description of the simulation model and implemented code, 
written in MATLAB 2015a, is available (Appendix 1).    
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Evaluation metrics.  
 If marker selection criteria were met, then the generation in which the TI process was 
completed was recorded. Based on 2000 simulations for each combination of np and strategy we 
estimated the frequency of meeting the selection criteria, P(t’ ≤ g). If the final four selected 
individuals from each combination were evaluated using pl and the conditions described in (9) 
were met for all four selected individuals, the simulation was recorded as a success.  In this way, 
we were able to obtain estimates for P(s).  The set of solutions representing trade-offs between 
cost and P(s), also known as a Pareto frontier were graphed to enable quantitative assessment 
among competing objectives. 
 
Cost calculations.   
 The expected cost is weighted each generation by the probability that the selection 
criteria are met in that generation. Consider strategy k=1: Because there were no simulated 
results indicating that the first set of selection criteria were met in less than three generations, the 
probability of assaying more than 21 markers for the first two generations was zero.  Also the 
probability of assaying any number of markers other than 101 for subsequent generations is zero. 
Consider next strategy k=2 which consists of three generations of (ES+LDS) followed by 
generations of (ES+RPS) until el = Jel, and ul = Jul.  For the larger samples of progeny, there is a 
greater probability that all of the ll markers on either side of the el will be fixed for the allele 
from the RP after the second BC generation.  In simulations where this occurred, the third BC 
generation was not used for (ES+LDS) selection, but rather (ES+RPS).  Thus, we used 
empirically determined probabilities of meeting the selection criteria to weight the costs of the 
number of marker assays in each generation associated with each breeding strategy. 
 
Results 
 
 In simulations consisting of 100 progeny per backcross generation, the number of 
backcross generations required to meet the selection criteria ranged from as few as three 
generations in 1% of the simulations of strategy 1 to as many as 11 generations for 100% of the 
simulations of strategy 6 (Figure 2).  In general, the fewest generations were needed to meet the 
selection criteria using strategies 1 and 4, followed by strategies 2 and 5, while strategies 3 and 6 
 19 
required the greatest number of generations to meet the selection criteria.  As sample sizes 
increased, the total number of generations required to meet selection criteria in 100% of the 
simulations decreased (supplementary materials, tables 1-6). For example, it took seven 
backcross generations for 100% of the simulations to meet the selection criteria of strategy 1 in 
samples consisting of 100 progeny per generation, while it only took four generations to meet the 
same criteria with sample sizes greater than 700.  
 
 
Figure 2 Estimated probability that selection criteria were met in g or fewer backcross 
generations, P(t’ ≤ g), for six k = n selection strategies in which 100 progeny were evaluated 
each generation  
  
 In contrast, the probability of success, P(s), after 100% of the simulations met the 
selection criteria, was greatest for strategy 6 and least for strategies 1 and 2 (Table 2). For 
example, using a sample size of 100 per generation P(s) after 100% of the simulations met the 
selection criteria for strategy 1 was 0.034, while it was 0.681 for strategy 6. In general, the P(s) 
after 100% of the simulations met selection criteria increased profoundly by doubling the 
number of marker assays used for the set of ul (strategies 4,5 and 6 of Table 2). Also, the P(s) 
increased with sample size, although it approached an asymptote for all strategies indicating that 
there are limits to the P(s) based on increasing sample sizes (Figure 3). For strategy 6 the 
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asymptote was approached with 200 progeny per generation. Thus, strategy 6 provides the 
greatest probability of success for a cost of about $10,800.  To spend less with strategies using 
100 ul markers will result in less than half the success rate (Figure 2). Note, however that 
strategy 6 with 200 progeny per generation will require about eight or nine generations to 
provide high probability of success (supplementary materials and table 6).  Strategy 5 can 
achieve similar probabilities of success as strategy 6 in only five or six generations, but requires 
a cost that is about two and a half times as great using a sample size of about 700.   
 
Table 2 Probability of successfully meeting the breeding objectives, P(s), with 10 different 
sample sizes (np) evaluated for markers each generation, for six selection strategies 
strategyk npg=100 npg=200 npg=300 npg=400 npg=500 npg=600 npg=700 npg=800 npg=900 npg=1000 
k = 1 0.034 0.077 0.130 0.184 0.260 0.309 0.343 0.346 0.374 0.382 
k = 2 0.088 0.223 0.305 0.331 0.360 0.361 0.355 0.364 0.376 0.384 
k = 3 0.134 0.271 0.384 0.453 0.492 0.509 0.524 0.494 0.507 0.473 
k = 4 0.078 0.162 0.294 0.471 0.605 0.688 0.759 0.807 0.825 0.847 
k = 5 0.174 0.445 0.634 0.738 0.788 0.825 0.848 0.850 0.852 0.855 
k = 6 0.681 0.877 0.909 0.916 0.887 0.888 0.883 0.870 0.872 0.870 
 
 
 
Figure 3 Probability of successfully meeting the breeding objectives, P(s), and expected costs 
for each of six k = n selection strategies 
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 The probability that selection criteria will be met in five or fewer backcross generations 
for each of the strategies indicates that strategies 1’, 2’, and 4’, have very high probability that 
the selection criteria will be met in five or fewer generations with as few as 100 progeny (Figure 
2).  For selection strategies 3’ and 5’, there is better than 60% chance of meeting selection 
criteria using 100 progeny while strategy 6’ has a very low probability of meeting the selection 
criteria in five or fewer generations. For selection strategies 5’ and 6’ it requires about 600 
progeny to be evaluated every generation to assure that the probability of meeting selection 
criteria in five or fewer generations is greater than 0.8.   
 On the other hand, the probability of success, P(s), after five backcross generations was 
greatest for strategy 5’ and least for strategy 1’ (Table 3).  For example, using a sample size of 
100 per generation after five generations strategy 1’ was estimated to be successful in only 7 of 
2000 simulations, whereas strategy 5’ was successful in 14.5 % of the simulations. In general the 
probability of success increased profoundly by doubling the number of marker assays nma used 
for the set of ul , i.e., strategies 4’,5’ and 6’ (Table 3). Also, the P(s) increased with sample size, 
although it approached an asymptote for all strategies indicating that there are limits to success 
based on increasing np (Figure 4). In addition to a higher estimated P(s), strategies 4’ and 5’ 
have significant cost advantages relative to strategy 6’ for np > 300. Peng et al. (2014) reported 
strategy 2’ as optimal.  Strategy 5’ can achieve a P(s) of 0.844 with 700 progeny per generations 
for a cost of $29,245, whereas its analogue strategy (strategy 2’) with a sparser density of ul 
markers has a P(s) of only 0.378 with 1000 progeny costing $32,942.  Thus strategy 5’ more than 
doubles the P(s) of strategy 2’ for less cost (supplementary materials and Figure 4). 
 
Table 3 Probability of successfully meeting the breeding objectives in five BC generations, P(s), 
with 10 different sample sizes (npg) evaluated for markers each generation, for six introgression 
strategies 
strategyk’ npg=100 npg=200 npg=300 npg=400 npg=500 npg=600 npg=700 npg=800 npg=900 npg=1000 
k’ = 1’ 0.034 0.077 0.130 0.184 0.260 0.309 0.343 0.346 0.374 0.382 
k’ = 2’ 0.080 0.220 0.304 0.330 0.360 0.361 0.355 0.364 0.376 0.384 
k’ = 3’ 0.074 0.155 0.250 0.322 0.364 0.380 0.438 0.435 0.455 0.424 
k’ = 4’ 0.074 0.162 0.294 0.471 0.605 0.688 0.759 0.807 0.825 0.847 
k’ = 5’ 0.145 0.427 0.617 0.729 0.782 0.820 0.844 0.848 0.851 0.854 
k’ = 6’ 0.080 0.223 0.412 0.576 0.681 0.757 0.814 0.826 0.852 0.862 
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Figure 4 Probability of successfully meeting the breeding objectives in five BC generations, 
P(s), and expected costs for each of six k = n’ selection strategies 
 
Discussion 
 
 Simulations of TI have been reported for about 20 years. Visscher (1996) and Charcosset 
(1997) employed simulations to investigate the importance of genomic locations and number of 
marker assays on TI projects. Frisch et al. (1999) utilized simulation models to compare 
quantities of NRP genome based on numbers of markers and sample sizes evaluated in early to 
late backcross generations. Frisch (2005) also explored a wide range of selection strategies using 
simulation models. However, these reports described exploratory research without explicit 
competing objectives.  
 Herzog and Frisch (2011) began to consider optimization of competing objectives in TI 
projects by comparing the distribution of recurrent parent genome in the 10% quantiles of 
progeny from a final backcross generation for fixed-cost high throughput (HT) marker 
technologies versus variable-cost single marker (SM) technologies for several backcross 
breeding strategies.  Herzog et al. (2014) extended their approach to compare costs of creating 
100 ILs using doubled haploid versus selfing schemes coupled to marker assisted backcrossing 
strategies. As already noted, Peng et al. (2014) utilized simulations to investigate the ability of at 
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least 50 breeding strategies to meet five competing objectives.  Herein we have demonstrated 
that the next logical step is to formalize objectives of TI projects into a mathematical function 
(M1) that can be optimized in the sense that trade-offs among competing objectives can be 
quantified and results can be represented as Pareto Optimal curves for use in decision-making. 
Explicitly, we did not investigate novel selection strategies, rather we demonstrate that framing 
the objectives as a CTP model can reveal existing selection strategies may be more effective, 
cost less and take less time. 
 Although prior reports on optimization of TI projects (Herzog and Frisch, 2011; Herzog 
et al. 2014; Peng et al. 2014) did not frame their TI challenges using an objective function, they 
did provide specific objectives that can be translated into an objective function with decision 
variables and constraints. For example, consider Peng et al. (2014).  Their specific objectives 
were to identify breeding strategies that produced ILs with an avg(NRP) 8 cM, and 
avg(FRNRP) 1 cM with the fewest marker data points, and fewest number of plants grown, in 
no more than five backcross generations.  These objectives can be represented in the following 
objective function:  
minck
p ,
minck
m ,
min g,
                       
(1)
(2)
(3)
       
minavg(FRNRP),
minavg(NRP),    
      
(4)
(5)
                                                                                                                             
  s.t.                                                                                                                     
ck
p = (npg | strategyk ),
g=1
t
∑ (6)
ck
m = ((nma / p)g (npg ) | strategyk ),
g=1
t
∑    (7)
strategyk ∈{ESt=5;(ES + LDS + RPS)t=5;(ES + LDS)t=3(ES + RPS)t=5;...}, (8)
npg ∈{80,20,50,100,200,400,600,800,1000,1500,2000}, (9)
(nma / p)g ∈{1,21,101,121}, (10)
0 < t ≤ 5,  (11)
avg(FRNRP) ≤1 cM, (12)
avg(NRP) ≤ 8 cM (13)
       
        
 
This objective function has five objectives represented by the first five statements, where cm, cp, 
g, avg(FRNRP) and avg(NRP) are considered parameters, marker assays per plant (nma/p), 
number of plants (np) and strategy in the next five statements are considered decision variables 
£
£
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and the final three statements are constraints on the decision variables.  It is possible, that our 
understanding of their objectives, decision variables or constraints are not accurate and thus the 
objective function is not correct. The beauty of formalizing the objectives as an objective 
function is that there is no ambiguity in the objectives, decision variables and constraints. Thus, 
if our understanding of their text is not accurate, the mathematical statements in the objective 
function can be changed easily with succinct and clear interpretations. Further, framing the 
objectives as an objective function enabled us to recognize that it could be easily reframed as 
CTP objective function. 
 By using the CTP framework we chose to define success as a discrete event rather than as 
average contributions of donor genome segments because decision makers need clear metrics to 
effectively communicate the trade-offs among objectives. For example, a significant probability 
of failure may be represented by strategies and np that produce final ILs in which the 
avg(FRNRP) 1 and avg(NRP) 8. If these averages are associated with a strategy in which the 
P(s) = 0.5 then assessment of risk is very different than if it is associated with a P(s) = 0.7.  
Another issue that arises with using averages of residual cM length NRP is that those data are not 
symmetrically distributed, and instead have long right tails like a negative binomial distribution 
(data not shown).  The probability of success P(s) concisely summarizes all of the goals of the 
breeding program as a binomial response variable, allowing the breeder to compare strategies 
and resource allocations levels in meaningful way.  Appropriate metrics are essential to the 
optimization of breeding programs, and using the P(s) as a method of comparison is a major 
advantage of this Operations Research formulation to the TI problem in comparison with 
previous optimization approaches. 
 We also chose to define outcomes of selection criteria as discrete events.  Thus, the 
distinction between probability of success and probability of meeting selection criteria revealed 
that for some strategies the probability of meeting selection criteria can be very high in a few 
generations with small sample sizes, while their probability of success is very low. For example, 
from the results we see that strategy 1 with a sample size of 100 progeny per generation has a 
probability of meeting selection criteria of almost 1 in about four generations, but a P(s) of only 
0.034. If the budget of an introgression program is too small to obtain a high P(s), such as 
observed in strategy 1 with np = 100 per generation, then it would be better to do nothing rather 
than to waste resources on a project. The incredibly low P(s) of strategy 1 with np = 100 is most 
£ £
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likely due to fact that too few gametes are being sampled each generation to observe 
recombination in close proximity with the event locus with a high probability.  Strategies 1 and 2 
both reach a plateau of P(s) at 0.38; below that of strategy 3 which has a maximum P(s) of 0.52 
(Figure 3).  The increase in P(s) of strategy 3 over the P(s) of strategies 1 and 2 is likely is due to 
more selection being allowed on the ll, however it is also likely to be due in part to the very strict 
selection of only 8 individuals for LDS irrespective of sample size inhibiting the fixation of the 
ul and thus leading to more backcross generations to find double recombinants close to the el.   
We did not investigate differences in numbers of ll markers among breeding strategies, but did 
find that the greatest impact on P(s) was realized from doubling the number of markers in the ul 
(Figures 3 and 4). Reducing the size of the genetic intervals among the ul increases the 
probability of detecting double recombination events concealing NRP in the interval between 
adjacent ul. We conclude that a marker every 20 cM (Peng et al. 2014) is not sufficient to 
produce a high frequency of progeny with a total NRP ≤ 8 cM in each of the four final ILs. 
Herzog and Frisch (2011) found that increasing the marker density beyond one every 10 cM had 
little impact on the distribution of recurrent parent in 10% quantiles of the final backcross 
generation. Our results are consistent with Herzog and Frisch (2011) because the P(s) with 
markers at 10 cM intervals are greater than 0.9 and further improvements will be incrementally 
small.  
 In order to define discrete events for selection criteria and success, we needed explicit 
mathematical definitions and notation. Probability and set theory provided the foundation for 
these definitions (Hoel et al. 1971). Note that if ml represent a random sample of l, then 
pml/ml=frequency of pml, should provide an unbiased estimate of the frequency of pl among all 
loci in the genome, i.e., E(pml/ml) = pl/l.  In practice, we know that this is not true, because 
marker technologies such as the Tape Array are biased toward detection of pl. For situations 
involving marker-assisted breeding for TI, where the goal is to eliminate alleles from the donor 
parent, such detection bias of marker technologies is desirable.   
 Costs associated with marker technologies were based on interviews with marker assay 
service providers and are likely to decline in the future.  Not all marker assays provide the same 
number of informative markers nor the same cost per informative marker.  For example, 
technology options might include: A) Tape Array for about a nickel/marker/sample; B) 
Genotyping by Sequencing (GBS) for about 10 to 15 dollars per sample to assay 1200 markers 
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and C) BeadChip for about 25 to 30 dollars per sample to assay 12,000 markers. Tape Arrays 
enable the breeder to select markers that will be informative, i.e., polymorphic at specific 
genomic sites in the two parental lines. GBS and BeadChip represent ‘batch’ processes in which 
some proportion of the markers will be informative. For example, in a typical cross involving 
elite varieties of soybean, only about 1/5 of the markers will be informative for the BeadChip 
technologies (Song et al. 2015).  
 It is important to emphasize that while the cost per marker is highly variable among 
technologies, the marker costs are small regardless of the technologies when compared to the 
costs of growing plants, sampling tissue and extracting DNA for analysis. For the Tape Array 
technology, it would be possible to further reduce the costs by recognizing that it is not necessary 
to assay any pml that are homozygous for the RP. Thus, the marker costs are slightly lower than 
we reported for all combinations of np and strategies.   
 The k strategies that incorporated dynamic decision-making based on selection criteria 
produced greater P(s) than the k’ strategies that used five backcross generations; no more, no 
less. Peng et al. (2014) found strategy 2’ to be optimal in their study. Comparing strategies 5’ 
and 2’, we see that strategy 5’ can double the probability of success for less cost.  The P(s) for 
strategy 2’ can achieve a maximum of 0.384 for a cost of $32,942, whereas strategy 5’ can 
achieve a P(s) of 0.844 for a cost of $29,245 (supplemental materials). Overall the greatest P(s) 
for the least cost ($10,000) was achieved with k=6, however k=6 required about eight 
generations.  Strategy 5’ achieved a P(s) that was almost as good in only five generations, but 
required a sample size of about 700 per generation and a cost of about $26,000.  The results raise 
a question about the cost of time. Would an extra $16,000 be justified if the project were 
completed in three fewer generations? For organizations with continuous maize nurseries this 
translates into a year.  
 Bringing a new product to the market before a competitor could result in a larger share of 
the market, while arriving to the market with a product after a competitor could incur a penalty 
of lost market share. Thus, the cost of the breeding strategy is not the only cost. Consider the 
experience with herbicide resistance: From 1996 to 2001 the proportion of soybean seed with 
herbicide resistance grew from 0 to 68% and slowed thereafter to about 6% for the next three 
years, 2% for the subsequent 3 years and has remained at about 93% since 2010 (USDA-ERS, 
2016). The size of the US soybean market is about $12B. If market share was 25% the tangible 
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costs associated with taking an extra year would be ~ 13% of $3B or about $400M. Clearly, for 
herbicide resistance, the extra cost required to eliminate a year of development time would be 
justified for a project designed to introgress the event into many elite varieties.  
 Was the marketplace adoption of herbicide resistance a typical TI example? Probably not. 
The question of more appropriate forecast models that ascribe benefits (or costs) to time will be 
needed on a trait by trait basis and we suggest that this could be an exciting and useful topic for 
future research collaborations between plant breeders and agricultural economists who are 
already familiar with the OR approach to modeling.  
 As already mentioned, in this report we are not proposing any new selection strategies, 
rather we used a few of the same selection strategies propose by Peng et al. (2014), but framed 
these in the context of a CTP model. For strategies employing LDS only 1 side of the event (i.e. 
10 of the 20 ll markers) was evaluated per generation, the side evaluated alternated each 
generation.  The rationale for not selecting on all ll markers during LDS was not explained by 
Peng et al. (2014), but it is reasonable to assume that they chose this strategy because the 
probability of observing double recombinant is extremely low in the regions immediately 
adjacent to the event locus.  We hypothesize that other selection strategies such as those 
described by Herzog and Frisch (2011), will enable even better Pareto optimality in a CTP 
framework. 
 Last, we would like to remind the reader of some practical considerations for planning 
operational TI projects. M1 was formulated for the reproductive biology of maize, where it is 
possible to obtain ≈ 300 seeds from a cross about every 100 days. Thus, if more than 1000 
progeny per generation were needed it would require more than four selected individuals per 
generation. In self-pollinated species such as soybean, the reproductive biology is not as facile.  
The number of crossed progeny attainable per soybean plant will be no more than 100 per RP 
plant as the number of successful pollinations per plant is usually no more than ~ 50. Thus, 
selected individual plants in any given generation will have to be used as pollen sources for 
crossing with multiple individuals representing the RP line. Further, selected individuals would 
be limited in their nicking ability with the RP, so the individual plants representing the RP would 
have to be planted at multiple times. Fortunately, the parameters of the CTP model can be 
changed to replicate the biological reality of the crop under consideration, and uncertainty can be 
built into the model using distributions instead of point estimates for parameters.   
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Appendix 1. Simulation 
 
Transmission Genetics.  
 Maize is a diploid species with a genome size of around 1,788 cM (Fu, Wen et al. 2006) 
distributed among ten independently segregating chromosomes. Thus, each individual’s genome 
was modeled as matrix consisting of 1800 rows and two columns.  Each row represents a genetic 
locus and each column represents one of the two alleles at each locus. The 1800 loci were 
divided into ten groups of 180 to represent ten linkage groups.  
 The event locus (el) was arbitrarily designated as locus 90 on linkage group 1. The Donor 
genome was modeled as an 1800x2 matrix composed almost entirely of 0s with only the two 
entries in row 90 (el) having a value of 1.  For notational purposes, we use ⋮ to indicate that we 
are not at the end of a linkage group. To illustrate, the carrier chromosome of the Donor parent 
from locus 88 to 92 is represented as: 
 31 ⋮ ⋮0 00 01 10 00 0⋮ ⋮
 
The Recurrent parent (RP) genome was modeled as an 1800x2 matrix composed almost 
entirely of 1s with only the entries in row 90 both set to 0, indicating the absence of the desirable 
allele at the el. The carrier chromosome of the RP from locus 88 to 92 is represented as: 
	
⋮ ⋮1 11 10 01 11 1⋮ ⋮
 
To simulate meiosis for each generation of backcrossing, recombinant gametes from each 
individual were created using a recombination frequency of 0.01 for adjacent marker loci within 
each chromosome; 1 − 1 2+∗"."! = 0.009900663	 ≈ 0.01 (Haldane, 1919).  Between linkage 
groups a value of 0.5 was specified as the frequency with which a chromosome would be present 
in the gamete; this is in accordance with the Mendelian law of independent assortment. The 
values corresponding to the recombination rates between each pair of adjacent loci within 
chromosomes and the probability of chromosome assignments to gametes were assembled in a 
vector :.  A vector ; of identical length to : containing uniformly distributed random numbers 
between 0 and 1 was created, and each entry was compared to its corresponding entry in :. 
During the meiosis stage of the simulation, recombination between homologous chromosomes 
occurred when an entry from the random number generator was less than it’s corresponding 
entry in the recombination rate vector; i.e. if <= 	≤ ?=.  The gamete composition with respect to 
which of the recombinant chromosomes was assigned to a gamete was determined in a similar 
way; if the entry in ; corresponding to the position between linkage groups in the matrix notation 
was less than 0.5, the homologous chromosomes switched column positions in the genome 
matrix. To illustrate, consider the following example where … is used to indicate the end of a 
linkage group. 
 
 32 
Example 
; =
⋮0.08550.26250.45120.00430.9298⋮
	, : =
⋮0.010.010.500.010.01⋮
	 , E =
⋮ ⋮1 01 01 0…1 01 01 0⋮ ⋮
 			FGHIJHJ				 K = ⋮ ⋮1 01 01 0…1 00 10 1⋮ ⋮  
 Details for accomplishing the example outcome consist of two steps that are not 
consistent with meiosis, but generate the same result with less computational effort than steps 
that are consistent with meiosis: 
 
1.  Step 1  
 
				
⋮0.08550.26250.45120.00430.9298⋮
							
⋮>>≤≤>⋮
						
⋮0.010.010.500.010.01⋮
				
⋮ ⋮1 01 01 0…M N1 01 0⋮ ⋮
   	OP;IFIJIFGJGK;GKQRHIE  K =	
⋮1 01 01 0…0 10 10 1⋮
 
2.  Step 2 
 
			
⋮0.08550.26250.45120.00430.9298⋮
							
⋮>>≤≤>⋮
						
⋮0.010.010.500.010.01⋮
				
⋮ ⋮1 01 01 0…N MN M0 1⋮ ⋮
   	SG:IFTHEQRHIE			 K =	
⋮1 01 01 0…0 11 01 0⋮
  
 
 Thus, each of the two vectors in the output matrix (K) represents a gamete from an 
individual.  A random number generator is used once again to determine which of the gametes 
the backcross progeny will receive. If the value of the random number (u) is less than 0.5, the left 
vector is selected, while if it is greater than 0.5 the right vector is selected. 
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i.e. 	U = 0.2679 ≤ 0.50 																WX	YZ[1\1]																																																<1??U<1^\	_Z<1^\	YZ[1\1 ⋮ 	⋮1 01 01 0⋮ ⋮0 11 01 0⋮ 	⋮
																																																																															
⋮111…111⋮
 
 EG`	aO	b;IKGEc ⋮ ⋮1 11 11 1⋯ ⋯0 11 11 1⋮ ⋮
 
 
 The 1800x2 matrix for each individual in a generation indicates the loci with 
polymorphic alleles (pl), as described in the methods section.  To reiterate, selection was not 
carried out on pl, but rather on a set of marker loci with polymorphic alleles (pml) making up a 
subset of pl, for each individual.  The pml are further broken down into 3 groups: 1 marker locus 
designates the el, 20 loci (ll) flanking the el (10 on each side) are used for LDS, and 98 or 187 
loci (ul) spread across the genome are used for RPS.  The sets of pl for selected individuals in 
terminal generations were retained to calculate the efficacy of each strategy. 
 
Selection Criteria.   
 ES was implemented by evaluating the el (i.e. the 90th entry) of a simulated “gamete” 
vector inherited by each progeny in each BC generation. To illustrate, consider loci   88 – 92 of 
the carrier chromosome for 2 BC1F1 individuals: 
 
 34 																																e^fegefUZh	1																																																												e^fegefUZh	2   
  ⋮ ⋮0 10 1M 00 11 1⋮ ⋮
																																																																							
⋮ ⋮0 11 1N 01 11 1⋮ ⋮
					 
 
Individual 1 carries the desirable allele at the el and is selected, whereas individual 2 does not 
carry the desirable allele and is culled. 
 Because double recombination events are very rare it is often necessary to alternate LDS 
every backcross generation. This is accomplished by developing a Foreground Region (FR) 
score for each individual, calculated using a weighting vector (f) with a length of 10 entries. The 
ll closest to the el received the largest weight and marker weights decrease with distance from 
the el. Let x be a vector containing the alleles at ll on one side of the el for an individual. The FR 
score for that individual in the backcross population is thus calculated as: 
 
i= ∗ j=!"=  
 
For example, consider four progeny in a backcross generation with the desirable allele at 
the el.  Also, consider the vector f with relative weights, i.e, scores assigned to each x on each 
side of the el.  Based on each individual’s FR score, individuals 1 and 3 are selected to advance 
to the next generation of backcrossing.  The side being evaluated in LDS alternates every 
generation unless all ll on one side of the el become fixed for the RP.  If all of the selected 
individuals in a generation are fixed for the desirable alleles in the FR of one side of the el, the 
simulation will not carry out LDS on that side of the el again, and will instead return to 
evaluating the ll of the side that is not completely fixed for the RP. 
 
 35 												kl	]?m<1	g1?\m<	 i 							e^fegefUZh	1												e^fegefUZh	2														e^fegefUZh	3										e^fegefUZh	4															 
1/552/553/554/555/556/557/558/559/5510/550
                                 
⋮ ⋮1 11 11 11 11 11 11 10 10 10 11 0⋮ ⋮
		                          
⋮ ⋮1 11 11 10 10 10 10 10 10 10 11 0⋮ ⋮
	                             
⋮ ⋮1 11 11 11 11 10 10 10 10 10 11 0⋮ ⋮
		                        
⋮ ⋮1 11 10 10 10 10 10 10 10 10 11 0⋮ ⋮
		 
 
individual 1 score :	0 ∗ !"## + 0 ∗ %## + 0 ∗ &## + 0 ∗ '## + M ∗ (## + M ∗ ### + M ∗ )## + M ∗ *## + M ∗ +## + M ∗ !## = pqrr 
individual 2 score : 0 ∗ !"## + 0 ∗ %## + 0 ∗ &## + 0 ∗ '## + 0 ∗ (## + 0 ∗ ### + 0 ∗ )## + M ∗ *## + M ∗ +## + M ∗ !## = 	 srr 
individual 3 score : 0 ∗ !"## + 0 ∗ %## + 0 ∗ &## + 0 ∗ '## + 0 ∗ (## + M ∗ ### + M ∗ )## + M ∗ *## + M ∗ +## + M ∗ !## = Mrrr 
individual 4 score : 0 ∗ !"## + 0 ∗ %## + 0 ∗ &## + 0 ∗ '## + 0 ∗ (## + 0 ∗ ### + 0 ∗ )## + 0 ∗ *## + M ∗ +## + M ∗ !## =	 trr 
 
RPS was implemented by evaluating a subset of pml consisting either 98 or 187 loci 
spread across the genome (as described in the methods section), referred to as ul. Let ul indicate 
a matrix of genotypes at ul for an individual with 98 ul.  The score for each individual is thus 
computed as the sum of ul with RP alleles: 
 
	 Uh=u%&uv!+=v=  
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Appendix 2. Recombination Model 
 
We investigated the average number of recombinations occurring per linkage group 
during the formation of the non-recurrent parent (NRP) gametes during each backcross to ensure 
our simulation model was working properly.  We found on average that ~1.8 recombinations 
were occurring per linkage group, per round of meiosis.  This confirmed that the recombination 
structure of our model was working as intended.   
We then decided to look at the frequency distribution of: (a) the numbers of 
recombination events that occurred in all NRP gametes, and (b) the number of recombination 
events that occurred in formation of the gametes inherited by selected individuals.  To 
accomplish (a), we recorded the number of recombinations that occurred on a carrier and a non-
carrier linkage group during the formation of each NRP gamete inherited by each individual, in 
each generation.  For (b), we recorded the number of recombinations that had occurred on each 
(carrier and non-carrier) of two NRP derived linkage groups in each selected individual.   
We created 4 histograms showing the frequencies of the different numbers of 
recombination observed on the 2 linkage groups for (a) all individuals across the entire 
simulation, and (b) selected individuals only.  We expected the histograms showing the 
frequencies of numbers of recombination across the entire simulation progeny size for the 2 
linkage groups to be identical, and they were.  For selected individuals, the histogram showing 
the frequency of number of recombinations on the non-carrier linkage group was nearly identical 
to the histogram showing the number of recombinations for all individuals on the same linkage 
group.  For the carrier chromosome, the histogram showing recombination frequency for all 
individuals was very different than the histogram for selected individuals only.  Individuals with 
0 or 1 recombination event were less likely to be found in the selected individuals than in the 
overall progeny.  Individuals with 2 or more recombination events were much more likely to be 
found in the selected progeny than in the progeny overall.  For example, there was a 34.58% 
increase in the frequency of individuals that had 3 recombination events on chromosome 1 in the 
selected progeny compared with the overall progeny.  There was a 57.33% increase in the 
frequency of individuals with 4 recombinations in the selected progeny compared with the 
overall progeny. 
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Table 1 Frequency of number of recombination events occurring on the carrier linkage group, 
per round of meiosis, for (a) all individuals, and (b) selected individuals only 
 
 
Figure 1 Frequency of number of recombination events occurring on the carrier linkage group, 
per round of meiosis, for all individuals 
Number of recombination events
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Selected progeny only            
No. of recombinations 0 1 2 3 4 5 6 7 8 9 
Frequency 0.0709 0.2465 0.2927 0.2152 0.1119 0.0436 0.0142 0.0041 0.0009 0.0003 
All progeny           
No. of recombinations 0 1 2 3 4 5 6 7 8 9 
Frequency 0.1655 0.2994 0.2692 0.1599 0.0711 0.0254 0.0073 0.0018 0.0004 0.0001 
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Figure 2 Frequency of number of recombination events occurring on the carrier linkage group, 
per round of meiosis, for selected individuals only  
 
 
Figure 3 Frequency of number of recombination events occurring on a non-carrier linkage 
group, per round of meiosis, for all individuals 
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Figure 4 Frequency of number of recombination events occurring on a non-carrier linkage 
group, per round of meiosis, for selected individuals only 
 
Appendix 3. Supplementary Tables 
 
 The following six tables provide summary data from the simulations of the strategies in 
M1.  Generation is indicated by g and the number of progeny evaluated per generation is 
indicated by npg.  P(t’≤g) indicates the probability that the terminal generation is reached by 
generation g.  P(s) indicates cumulative probability of successfully achieving the project goals by 
generation g.  Cost is given in US dollars, and is the expected cost of carrying out g generations 
for the specified strategy.   
 
Table 1 Summary data for Strategy 1 
g npg P(t’≤g) P(s) Cost ($) 
 100    
3  0.001 0 1765 
4  0.52 0.01 2620 
5  0.991 0.034 3475 
6  0.999 0.034 4330 
7  1 0.034 5185 
 
Number of recombination events
0 1 2 3 4 5 6 7 8 9 10 11 12
Fr
eq
ue
nc
y
0
0.05
0.1
0.15
0.2
0.25
0.3
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Table 1 continued 
g npg P(t’≤g) P(s) Cost ($) 
 200    
3  0.005 0.001 3530 
4  0.909 0.064 5240 
5  1 0.077 6950 
 300    
3  0.009 0 5295 
4  0.969 0.125 7860 
5  1 0.13 10425 
 400    
3  0.012 0.003 7060 
4  0.993 0.180 10480 
5  1 0.184 13900 
 500    
3  0.016 0.004 8825 
4  0.997 0.259 13100 
5  1 0.260 17375 
 600    
3  0.019 0.004 10590 
4  0.999 0.308 15720 
5  1 0.309 20850 
 700    
3  0.030 0.004 12355 
4  1 0.343 18340 
 800    
3  0.037 0.009 14120 
4  1 0.346 20960 
 900    
3  0.046 0.011 15885 
4  1 0.374 23580 
 1000    
3  0.044 0.009 17650 
4  1 0.382 26200 
 
 
Table 2 Summary data for Strategy 2 
 g npg P(t’≤g) P(s) Cost ($) 
 100    
4  0.087 0.006 2221 
5  0.911 0.080 3076 
6  0.998 0.088 3931 
7  1 0.088 4786 
 200    
4  0.208 0.027 4444 
5  0.989 0.220 6154 
6  1 0.223 7864 
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Table 2 continued 
 g npg P(t’≤g) P(s) Cost ($) 
 300    
4  0.278 0.056 6685.2 
5  0.995 0.304 9250.2 
6  1 0.305 11815 
 400    
4  0.330 0.074 8949.6 
5  0.998 0.330 12370 
6  1 0.331 15790 
 500    
4  0.374 0.090 11276 
5  1 0.360 15551 
 600    
4  0.403 0.120 13694 
5  1 0.361 18824 
 700    
4  0.469 0.132 16201 
5  1 0.355 22186 
 800    
4  0.551 0.184 18853 
5  1 0.364 25693 
 900    
4  0.560 0.211 21595 
5  1 0.376 29290 
 1000    
4  0.684 0.251 24392 
5  1 0.384 32942 
 
Table 3 Summary data for Strategy 3 
g npg P(t’≤g) P(s) Cost ($) 
 100    
3  0.001 0 2864.8 
4  0.091 0.009 3816.2 
5  0.645 0.074 4761.9 
6  0.961 0.125 5701.6 
7  0.998 0.133 6645.9 
8  1 0.134 7595.2 
 200    
3  0.001 0 5728.4 
4  0.125 0.020 7615.1 
5  0.716 0.155 9482.1 
6  0.985 0.263 11336 
7  1 0.270 13219 
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Table 3 continued	
g npg P(t’≤g) P(s) Cost ($) 
 300    
4  0.151 0.040 11387 
5  0.738 0.250 14145 
6  0.987 0.375 16920 
7  1 0.384 19758 
 400    
3  0.001 0 11447 
4  0.193 0.063 15107 
5  0.789 0.322 18767 
6  0.993 0.447 22493 
7  1 0.453 26295 
 500    
3  0.002 0.001 14292 
4  0.248 0.069 18800 
5  0.807 0.364 23369 
6  0.991 0.485 28060 
7  1 0.492 32826 
 600    
3  0.003 0.001 17118 
4  0.320 0.099 22459 
5  0.836 0.380 27966 
6  0.997 0.506 33630 
7  1 0.509 39355 
 700    
3  0.003 0.001 19902 
4  0.384 0.150 26049 
5  0.877 0.438 32518 
6  0.996 0.521 39170 
7  1 0.524 45852 
 800    
3  0.005 0.002 22652 
4  0.444 0.164 29631 
5  0.918 0.435 37093 
6  0.998 0.492 44704 
7  1 0.494 52344 
 900    
3  0.008 0.001 25387 
4  0.514 0.194 33186 
5  0.934 0.455 41633 
6  0.998 0.505 50213 
7  1 0.507 58808 
 1000    
3  0.013 0.002 28146 
4  0.603 0.217 36794 
5  0.938 0.424 46220 
6  1 0.472 55763 
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Table 4 Summary data for Strategy 4 
g npg P(t’≤g) P(s) Cost ($) 
 100    
4  0.317 0.016 2215 
5  0.965 0.074 3520 
6  1 0.078 4825 
 200    
3  0.002 0.016 4430 
4  0.753 0.074 7040 
5  0.999 0.078 9650 
6  1 0.078 12260 
 300    
3  0.005 0.002 6645 
4  0.876 0.257 10560 
5  1 0.294 14475 
 400    
3  0.007 0.002 8860 
4  0.946 0.442 14080 
5  1 0.471 19300 
 500    
3  0.009 0.005 11075 
4  0.970 0.586 17600 
5  1 0.605 24125 
 600    
3  0.009 0.006 13290 
4  0.984 0.676 21120 
5  1 0.688 28950 
 700    
3  0.013 0.008 15505 
4  0.993 0.752 24640 
5  1 0.759 33775 
 800    
3  0.015 0.012 17720 
4  0.996 0.803 28160 
5  1 0.807 38600 
 900    
3  0.015 0.012 19935 
4  0.996 0.821 31680 
5  1 0.825 43425 
 1000    
3  0.023 0.017 22150 
4  1 0.846 35200 
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Table 5 Summary data for Strategy 5 
 
 
 
 
 
g npg P(t’≤g) P(s) Cost ($) 
 100    
4  0.043 0.006 2670.1 
5  0.8195 0.145 3975.1 
6  0.994 0.172 5280.1 
7  1 0.173 6585.1 
 200    
4  0.1205 0.049 5344.4 
5  0.9595 0.427 7954.4 
6  1 0.445 10564 
 300    
4  0.178 0.107 8026.9 
5  0.9795 0.617 11942 
6  1 0.634 15857 
 400    
4  0.21 0.143 10791 
5  0.989 0.729 16011 
6  1 0.738 21231 
 500    
4  0.275 0.213 13669 
5  0.994 0.782 20194 
6  1 0.788 26719 
 600    
4  0.322 0.258 16752 
5  0.995 0.820 24582 
6  1 0.825 32412 
 700    
4  0.376 0.308 20110 
5  0.996 0.844 29245 
6  1 0.848 38380 
 800    
4  0.473 0.399 23523 
5  0.998 0.847 33963 
6  1 0.849 44403 
 900    
4  0.551 0.465 27439 
5  1 0.851 39184 
 1000    
4  0.628 0.531 31159 
5  1 0.855 44209 
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Table 6 Summary data for Strategy 6 
g npg P(t’≤g) P(s) Cost ($) 
 100    
4  0.006 0.004 5615.4 
5  0.118 0.080 7010.3 
6  0.434 0.290 8398.1 
7  0.761 0.500 9790.1 
8  0.924 0.618 11188 
9  0.983 0.666 12591 
10  0.998 0.679 13996 
11  1 0.680 15400 
 200    
4  0.033 0.030 11213 
5  0.254 0.222 13973 
6  0.642 0.564 16725 
7  0.898 0.781 19504 
8  0.981 0.860 22304 
9  0.996 0.874 25112 
10  0.998 0.876 27921 
11  1 0.878 30731 
 300    
4  0.093 0.084 16784 
5  0.469 0.412 20883 
6  0.833 0.753 24995 
7  0.964 0.874 29178 
8  0.993 0.902 33386 
9  1 0.907 37600 
 400    
4  0.162 0.139 22309 
5  0.641 0.576 27733 
6  0.934 0.853 33249 
7  0.995 0.912 38849 
8  1 0.916 44465 
 500    
3  0.002 0.002 21036 
4  0.275 0.224 27793 
5  0.784 0.681 34565 
6  0.973 0.862 41499 
7  0.997 0.885 48510 
8  1 0.887 55534 
 600    
3  0.001 0.001 25207 
4  0.394 0.322 33229 
5  0.863 0.757 41379 
6  0.988 0.876 49746 
7  0.998 0.886 58170 
8  1 0.888 66599 
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Table 6 continued	
g npg P(t’≤g) P(s) Cost ($) 
 700    
3  0.004 0.003 29359 
4  0.499 0.418 38658 
5  0.928 0.813 48208 
6  0.997 0.879 57997 
7  1 0.882 67831 
 800    
3  0.008 0.006 33473 
4  0.629 0.536 44039 
5  0.954 0.826 55010 
6  0.998 0.869 66222 
7  1 0.871 77460 
 900    
3  0.013 0.012 37572 
4  0.724 0.616 49425 
5  0.979 0.852 61832 
6  1 0.872 74459 
 1000    
3  0.015 0.012 41648 
4  0.806 0.692 54776 
5  0.992 0.86 68622 
6  1 0.868 82662 
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Abstract 
 
We extend our investigation of the optimization of introgression of a single allele from a 
donor to the introgression of 10 to 30 desirable alleles from a single homozygous donor to a 
single homozygous recipient.  The challenge is formulated using Operations Research principles 
with defined objectives, decision variables, and constraints. The breeding objectives are: a) to 
introgress a set of alleles distributed throughout the genome of a homozygous donor line into a 
homozygous recipient line, b) minimize linkage drag associated with introgressed alleles, c) 
recover at least 95% of the recipient genome, and d) finish the project before defined deadlines.  
The Predicted Cross Value is used to select pairs of individuals to cross each segregating 
generation.  Simulations determine the probability of successfully meeting the breeding 
objectives while minimizing cost and assuring that the deadlines are met. Pareto response 
surfaces are used to illustrate the set of optimal solutions and quantify the tradeoffs among the 
competing objectives. 
 
Introduction 
 
 Introgression is a term used to describe breeding processes of transferring relatively small 
sets of desirable alleles from a donor into an unrelated, recipient. Although the original definition 
considered donors and recipients as distinct species, plant breeders have appropriated the term, 
based on current evolutionary concepts (Harrison and Larson 2014), to include members of 
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populations within species that are genetically isolated. Historically introgression of one 
desirable allele from a donor into a recipient has been carried out by backcrossing (Johnson and 
Eldredge 1953, Wilcox and Cavins 1995). Variability for most important agronomic traits, e.g., 
flowering time, maturity, seed composition, etc., is not associated with segregation at a single 
locus, rather with segregation of alleles at multiple loci. The introgression of desirable alleles at 
multiple loci distributed throughout the genome represents a much more complex breeding 
challenge.  
 Several methods have been proposed for Marker Assisted Trait Introgression of desirable 
alleles at multiple loci (MATI-ml). Servin et al, (2004) proposed that MATI-ml is a two-step 
process: 1) Combine all desirable donor alleles in a “root” genetic background, followed by 2) 
rounds of self-pollination and selection for homozygous genotypes. They focused on optimizing 
the first step, but not the second.  Peng et al. (2014a) proposed that MATI-ml is a four-step 
process: 1) Single event introgression from multiple donors into multiple recipient lines through 
an ‘optimal’ backcrossing strategy described in Peng et al, (2014b); 2) multiple-event 
pyramiding to create a root genotype, 3) self-pollination or use of doubled haploids to obtain 
lines that are homozygous for the event loci, and 4) version testing the lines in field trials. Both 
of these prior studies focused on optimizing the ‘gene stacking’ process, which represents an 
interesting optimization problem that we address elsewhere (Cameron et al, 2017). Herein, we 
focus on optimizing the challenge of introgressing donor alleles at multiple loci from a single 
line, i.e, after all desirable alleles have been aggregated into a single line. A motivating example 
is the challenge of converting day length sensitive tropical lines to day length insensitivity. 
 Over a hundred genetic components of floral initiation and developmental networks have 
been identified using reverse genetic approaches, primarily in Arabidopsis (Bouché 2016) 
(Spanudakis and Jackson 2014, Wang 2014). Even though Arabidopsis is a long day species, 
orthologous sequences to members of flowering networks are highly conserved in crops 
domesticated in the short-day tropics (Shrestha 2014, Blumel 2015). Also, hundreds of 
photoperiod response quantitative trait loci (QTL) have been identified across segregating maize 
families derived from temperate x tropical inbred line crosses (Wang 2008, Ducrocq, Giauffret et 
al. 2009, Coles 2010), many of which were also identified in the maize nested association 
mapping population (Buckler 2009). Based on evidence from these studies and results from 
reverse genetic studies, Jamann et al. (Jamann, Sood et al. 2017) suggested that there are alleles 
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from temperate maize donors at as few as 20 loci necessary for converting day length sensitive 
tropical lines to day length insensitive lines. In a comprehensive evaluation of allelic diversity 
associated with flowering time, individuals sampled from 4471 maize landraces were crossed to 
a few common parents to generate 3552 F1 families that were evaluated for flowering in multiple 
Mexican environments with different day lengths (Romero Navarro 2017). Results indicated 
1005 Marker Trait Associations with flowering under long day conditions, although the authors 
pointed out that most of these loci were likely associated with metabolic and stress responses to 
environments (temperature, water and nutrient availability during growth and development) in 
which many F1 families were not adapted. When the results were compared with flowering loci 
identified under short-day environments and with results from reverse genetic studies, Romero 
Navarro et al, (2017) hypothesized that 13 candidate genetic loci (Table 1) represent a set of 
necessary and sufficient loci for conversion of day length sensitive tropical lines to day length 
insensitive lines.  Twelve of the 13 are included in the 20 proposed by Jamann et al (2017).  In 
summary, it is likely that maize photoperiod insensitive tropical lines can be developed by 
introgressing alleles from temperate lines at 10 to 30 loci distributed throughout the genome.   
Table 1 Maize SNP loci, their nearest genes and Arabidopsis orthologs associated with 
flowering insensitivity, genetic linkage locations, and genetic networks in which the candidate 
genes participate  
SNP Loci and genes 
associated with flowering 
insensitivity 
Arabidopsis 
ortholog 
Maize Linkage 
position* 
(Chrom: cM) 
Network or Tissue 
GRMZM2G078798 
GA2oX1 
GA2OX6 1: 198 Gibberelic Acid 
GRMZM2G144744 
D8 
RGA1 1: 159 Gibberelic Acid 
GRMZM2G033962 
PRR37 
PRR7 2: 130 Circadian Clock 
GRMZM2G180190 
ZFL2 
LFY 2: 37 Shoot Apical Meristem 
GRMZM2G014902 
ZMCCA1  
CCA1 4: 51 Circadian Clock 
GRMZM2G129889 
ZMPHYC2 
PHYC 5: 26 Photoperiod 
GRMZM2G067921 
DLF1 
FD 7: 134 Shoot Apical Meristem 
GRMZM2G179264 
ZCN8  
FT 8: 67 Photoperiod 
GRMZM2G700665 
ZMRap2.7 
RAP2.7 8: 68 Photoperiod 
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Table 1 continued	
SNP Loci and genes 
associated with flowering 
insensitivity 
Arabidopsis 
ortholog 
Maize Linkage 
position* 
(Chrom: cM) 
Network or Tissue 
GRMZM2G 
vgt1 
VGT1 
 
8: 68 Shoot Apical Meristem 
GRMZM2G171365 
ZMM5 
AGL20 9: 114 Shoot Apical Meristem 
GRMZM2G381691 
ZMCCT 
COL-5 10: 42 Photoperiod 
GRMZM2G098813 
ZFL1 
LFY 10: 69 Shoot Apical Meristem 
*Genetic distances were estimated based on physical distance proximity to markers with 
estimated genetic location in the Maize NAM population (McMullen, Kresovich et al. 2009)  
 
 Bernardo (2009) proposed application of Genomic Selection (GS) to accomplish the 
goals of a MATI-ml project such as described in the previous paragraph.  In his approach GS 
was applied to F2 individuals from the cross of homozygous donor by homozygous recipient 
lines. Results indicated an increase in the frequencies of favorable alleles inherited from the 
donor parent while maintaining a reasonable frequency of favorable alleles inherited from the 
recipient. Similarly, Gorjanc et. al. (2013) proposed creating “bridging germplasm” by applying 
GS to landraces of maize for purposes of increasing the frequency of desirable donor alleles at 
polymorphic loci, then using the bridging germplasm to incorporate genetic variation into 
breeding populations of elite maize germplasm.  Longin et al. (2014) proposed the same 
approach for wheat accessions from gene banks to “bridge the yield gap between genetic 
resources and elite breeding pools”.  Based on these GS approaches Yu et. al. (2016) proposed a 
concerted global effort to sequence accessions in gene banks, then selective phenotyping could 
be used in a mixed model framework to identify and classify QTL and apply GS to exploit the 
genetic diversity of accessions for both major and orphan crops.    
 Our approach (Han et al., 2017) to MATI-ml calculates the conditional probabilities that 
crosses involving all pairs of segregating progeny from an initial cross will produce progeny 
capable of generating gametes with all of the desirable donor and recipient alleles at hundreds of 
loci. We referred to this conditional probability as the Predicted Cross Value (PCV). While GS is 
based on Genomic Estimated Breeding Values (GEBV), a type of general combining ability for 
each individual, the PCV can be thought of as a form of specific combining ability that takes into 
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account Mendelian inheritance, recombination among selectable marker loci, and the state of the 
alleles at all selectable marker loci in all possible crosses.  The use of the PCV was shown to be 
more effective than GS in a MATI-ml project in which up to 20 alleles were introgressed for a 
trait affected by 100 QTL by assaying all QTL in 100 progeny per generation.   
 While we demonstrated that application of the PCV was more effective than GS for 
introgression of up to 20 of 100 alleles affecting a polygenic trait, we did not optimize the 
application of the PCV for MATI-ml. Previously, we (Cameron, Y. Han et al. 2017) 
demonstrated that a useful framework for investigating optimization questions in plant breeding 
systems considers cost, time and probability of success (CTP) as objective functions.  
Formulating optimization problems in the CTP framework for the analysis of competing 
objectives, enables the plant breeder to rationally design the breeding process with a quantitative 
understanding of the consequences of decisions about budgets, time and probability of 
successfully meeting the breeding objectives. In applied breeding programs, time is not an 
unlimited resource. Peng et al (Peng, Sun et al. 2014) and Cameron et al (2017) demonstrated 
this by limiting consideration of breeding strategies for introgression of single events to no more 
than five generations of backcrossing. In commercial and public breeding programs, there are 
typically deadlines associated with budgets that determine when specific breeding projects must 
be completed. Thus, the treatment of time as a truncated deadline in the CTP framework is 
reasonable and useful for determining the probability of meeting the introgression objectives. 
Herein, we report on optimization of MATI-ml using the PCV in a CTP framework, where the 
breeding objectives include introgressing desirable alleles at 10, 20, and 30 loci, for a deadline d 
while assuring that the recipient genome remains 95% intact. We also report the optimal strategy 
for developing photoperiod insensitive maize lines, assuming the temperate alleles reported in 
Table 1, represent a necessary and sufficient set for photoperiod insensitivity.  
 
Methods 
 
Definitions and Notation.  
 Let l represent the total number of discrete loci in the genomes of Donor and Recurrent 
homozygous lines where both GD and GR genomes are members of the same taxonomic group 
with genome G i.e., h ⊂ xy ∪ x{|xy ∪ x{ ⊂ x, xy ∩ x{ ⊄ ∅ . For purposes of illustration we 
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adopt a maize-like genome, (G) considered by Peng et al. (2014) where G is organized as 10 
linkage groups, each consisting of genetic length = 179 cM.  From these basic definitions for 
representing the loci in donor and recipient genomes GD and GR we let:  
• loci with polymorphic alleles (pl) represent a subset of l, i.e. _h ⊂ h; 
• ten non-overlapping subsets of 180 pl are genetically located at 1 cM intervals on each 
linkage group;  
• marker loci (ml) represent a subset of l that can be assayed by a marker technology, i.e. [h ⊂ h;  
• marker loci with polymorphic alleles (pml) represent the subset at the intersection of ml 
and pl, i.e., 	_[h ≡ [h ∩ _h;  
• el represents the loci in GD with the desired donor alleles and 1h ⊂ _[h; 
• ll represents a set consisting of pairs of tightly linked pml spaced in 2 cM intervals 
flanking each el, hh ⊂ _[h, hh ∩ 1h ⊂ ∅; 
• ul represent pml that are not tightly linked to the el and are distributed throughout G; Uh ⊂ _[h, Uh ∩ 1h ⊂ ∅, Uh ∩ hh ⊂ ∅; 
• Herein we use a marker technology that allows the breeder to select a subset of pml that 
are uniformly distributed throughout the genome, so we let Z represent a subset of pml 
that includes el, ll, and a selected set of ul, Å ≡ 1h ∪ hh ∪ Uh;    
• nma/p denotes the number of marker assays (ma) per sampled plant (p), where each ma 
assesses the genotypes at pml;   
 	
53 
 
Figure 1 Representation of the relation between loci (l), polymorphic loci (pl), marker loci (ml), 
polymorphic marker loci (pml), and a subset of pml that includes el, ll, and a selected set of ul 
that are uniformly distributed throughout the genome 
 
 Next consider genotypes at pml in a diploid or allopolyploid genome with two possible 
alleles at each locus; one from the donor and one from the recipient. If alleles at each locus are 
compared in a segregating progeny, then there are two possible outcomes: the alleles are the 
same or the alleles are not the same. Based on these considerations we can represent genotypes at 
sets of loci as matrices by letting:  
• pl1800,2 represent a (1800 x 2) matrix of genotypes at 1800 pl.  
• Zm,2 represents a (m x 2) matrix of the genotypes at el, ll and ul. 
If we let desirable alleles in Z take the value of 1 and undesirable alleles 0, then  
•  is a matrix consisting of only desirable alleles in Z.  
• is a matrix consisting of only desirable alleles at 1800 polymorphic loci. 
 Let d indicate the deadline (in number of generations) for completing the MATI-ml 
Jm,2
z
J1800,2
pl
ml pl pml 	(el,ll,ul) 
l 
Z 
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project.  Because three generations of maize can be grown in continuous nurseries, we consider d 
in three generation intervals and consider potential deadlines for the introgression projects from 
3 to 7 years (i.e. 9 to 21 generations).  
Last, let prp = 0.95 represent the proportion of the recipient parent genome that needs to 
be present in the final lines to accomplish the breeding objective. 
 
Selection criteria. 
  The Predicted Cross Value (PCV) was used to select individuals to cross each generation 
(Han, Cameron et al. 2017).  In order to develop dynamic selection strategies that are applied to 
progeny in all generations we note that if the array of genotypic marker scores, Z, for any 
individual in a generation is equal to JZ then subsequent breeding generations would represent 
unnecessary and wasteful activities.  We designate the generation when at least one individual is 
homozygous for the desired alleles at all Z as tZ. Thus, P(tZ ≤ d) represents the probability that 
the terminal generation is reached before generation d.  All individuals that meet the conditions 
Z = JZ, were evaluated for prp, and if at least one exhibits 0.95 ≤ prp, then the simulated progeny 
was considered to meet the breeding objective.  
 
Objective model.  
 The breeding goals of this project are 1) to fix all marker loci in Z for the desired allele 2) 
recover at least 0.95 of the recipient parent genome in at least one line 3) by deadline d.  If these 
three conditions are met, the project is considered a success, if not it is considered a failure.  A 
set of several deadlines were investigated to understand the tradeoffs between the cost and 
probability of success associated with a range of deadlines. The selection strategy we employ 
proceeds as follows: a biparental cross between a donor with favorable alleles at 10, 20, or 30 
randomly distributed el and undesirable alleles throughout the remainder of GD is crossed to a 
recipient line GR with desirable alleles at all loci except the el. In each generation following the 
initial cross the PCV is calculated using Z for all possible pairs of individuals to determine which 
crosses should be made to produce the subsequent generation of progeny. The operational 
objectives for this introgression project are to minimize the project costs, minimize the amount 
of time it takes to complete the project (d), and maximize the probability of success (P(s)).  
These objectives, decision variables and constraints are formalized in the objective model M1. 
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M1:
 
 
 The objectives of M1 are to minimize the cost of carrying out the PCV enabled MATI-ml 
process (1), minimize the number of generations within a deadline (d) (2), and to maximize the 
probability of success (3). Calculation of the cost of marker assays (4) is based on the tape array 
marker technology that permits the breeder to select pml for inclusion in Z (i.e. for el, ll and ul) 
at a cost of about $0.05 per ma. Often ma’s also include hidden costs associated with sampling, 
DNA isolation and shipping DNA to a lab responsible for conducting the assays. Currently these 
costs are about $0.50 per sample.  We also used a cost estimate of $5.00 per plant for nursery 
operations (5). Total costs depend on the number of generations until Z = JZ (6), np per 
generation (7), and nma per generation per progeny (8).  The total number of marker loci in Z is 
dependent upon the genomic position of the el, and the intention of placing a ul marker at the 
two densities indicated in (6).  Note that the total number of generations required will be variable 
because it depends on outcomes of hybridization, recombination and segregation each 
generation.  Thus the total number of generations is recorded as the generation in which Z = JZ .  
																							
min 	ς = ckp + ckm , 1min 	g,	 2max	P(s),	 3
ck
m = [($0.05/ma)g(nmag /p)+$0.50/p][npg ]|ulk ,PCV{ } ,
g=1
t Z
∑ 4
ck
p = [($5.00/p)g(npg)]|ulk ,PCV{ } ,
g=1
t Z
∑ 5
ulk ∈
ul1 ≈20	cM	ul 	spacing
ul2 ≈10	cM	ul 	spacing⎧⎨⎪⎩⎪ ⎫⎬⎪⎭⎪ , 6
np
g≠t Z
∈ 500,1000,1500,2000...5000{ } , 7
nma
g≠t Z
/p( )∈ Z |ulk{ } , 8
d∈ 9,12,15,18,21{ } , 9
s = Z = JZ ∩ pl,1•pl,2( )/1800≥ prp∩t Z ≤d{ } , 10P(s)= freq s |ulk ,npg ,PCV( ) 11																																																																								
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The possible set of deadlines ranged from 3 to 7 years (9).  Success is defined in (10) as the 
development of at least one individual with Z = JZ, i.e, the marker loci are homozygous for the 
desirable marker alleles, the proportion of recipient parent genome is greater than 0.95 is 
obtained before deadline d. In (10) pl,1 and pl,2 represent the first and second column vectors of 
pl. If all marker loci in Z are not fixed, the inner product of these two vectors divided by the 
genome length is less than prp, and the final introgression line fails to meet the breeding 
objective.  The probability of success (11) is calculated as the proportion of successful outcomes 
from the total number of simulations for each strategy and set of ul.   
 
Simulations.  
 One thousand simulations were carried out for each selection strategy using ten sample 
sizes per generation, M1 (6), resulting in 10,000 simulations per strategy. The simulated 
genomes included ten linkage groups consisting of 180 genetic loci placed at 1 cM intervals on 
each. These genetic loci provided genotypic information for 1800 pl in pl, as well as genotypes 
for the subsets of marker loci represented in Z (i.e. el, ll and ul). Recombination between 
adjacent pl was simulated using Haldane’s mapping function.  Crosses were selected based on 
the PCV, calculated with the genotypes in Z for each possible pair of progeny including self-
pollinations. A new sample of el (and thus ll) were sampled from a uniform distribution each 
simulation in order to capture both ‘easier’ and ‘more difficult’ genomic distributions of loci 
containing desirable alleles for introgression. Two sets of background markers used in ul, were 
considered decision variables.  The ul were placed at 20 cM and 10 cM intervals across each 
linkage group depending on the prior placement of el and associated ll.  For each of a set of 
potential deadlines, d, we determined the P(s) for E(cost). Corn is only capable of generating 200 
to 300 seeds per cross.  We assumed that reciprocal crossing was possible, and that we could 
generate 300 progeny from a single cross.  This means that multiple crosses, not just a single, 
optimal cross had to be made to generate sufficient numbers of progeny for each generation.  
Crosses were selected based on the next highest PCV value until the requisite number of progeny 
were created. 
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Evaluation metrics.  
 If the decision rule, i.e., marker selection criteria were met, then the generation in which 
the MATI-ml process was completed was recorded. Based on 1000 simulations for each 
combination of npg and strategy we estimated the proportion, P(tZ ≤ d) . If an individual in any 
generation is evaluated using pl and the conditions described in (10) of M1 were met, the 
simulation was recorded as a success.  In this way, we were able to obtain estimates for P(s) for 
the strategies that met selection criteria.   
 Since there are multiple objectives to M1, there will not be a single optimal solution.  
Rather, there will be a set of solutions with objective values that we can plot to evaluate trade-
offs between cost, time and P(s) for the decision variables.  This plot of objective values is 
known as a Pareto frontier.  A particular solution (i.e. set of decision variables) is optimal and 
present on the Pareto frontier if the value of at least one of the objectives from that solution is 
better than any other solution. By evaluating the Pareto frontier of M1 it is possible to quantify 
consequences of decisions about costs and time on P(s). 
 
Cost calculations.   
 Cost was calculated for each simulation based on polymorphic markers in individuals 
used to create the next generation of progeny. Thus, only the markers that were polymorphic in 
the previous generation contributed to the cost in the subsequent generation; the tape array 
marker technology which we based our marker cost estimates enables dynamic decisions for 
selection of individual markers.   
 
Results 
 
 The probability of success for introgressing 10 desirable alleles for a deadline of three 
years (nine generations) was greater with markers that were unlinked to the els placed every 20 
cM, although this maximum probability of success was quite low (0.23) and required a high cost 
($350,000) (Figure 2, Table A1).  By relaxing the deadline to 12 generations and using the lower 
density of markers the probability of success is about 0.8 for less than $100,000.  Note, however, 
that the probability of success can exceed 0.9 by evaluating the PCV for all pairs of 1000 
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progeny and placing markers unlinked to the els every 10 cM for an incremental cost of about 
$10,000.    
 The P(s) and costs associated with introgressing desirable alleles at 20 loci and 
recovering at least 0.95 of the recipient’s genome for three deadlines are presented in Figure 3 
and Table A2. If the deadline is 12 generations, the maximum P(s) was obtained with the lower 
density of markers at unlinked loci but was less than 0.10, with 5000 progeny grown per 
generation for a cost of $583,724.46. By simply extending the deadline to 15 generations (five 
years), the P(s) could be increased to 0.99 using the higher density of unlinked loci and 2000 
progeny per generation for a total cost of about $330,000.  The total cost can be cut in half by 
extending the process for an additional year (i.e. to 18 generations) and evaluating only 1000 
progeny per generation.  The lower marker density associated with ul1 did not achieve high 
probabilities of success. 
 The P(s) and costs associated with introgressing desirable alleles at 30 loci and 
recovering at least 0.95 of the recipient’s genome for three deadlines are presented in Figure 4 
and Table A3. The maximum probability of success that can be expected by placing markers 
every 20 cM was less than 0.05, and required 5000 progeny per generation for a cost of 
$875,984.25.  The maximum probability of success was 0.834 and can be obtained using a 
deadline of 18 generations, placement of unlinked markers every 10 cM and evaluation of PCV 
among all pairs of 3500 progeny every generation for a total cost of about $835,000. If a decision 
is made to delay the deadline to seven years, it is possible to maintain the same probability of 
success for progeny sizes below 3500.   
 The Pareto optima associated with the specific motivating case of introgressing alleles 
from B73 at 13 loci hypothesized to be necessary and sufficient to confer photoperiod 
insensitivity to the tropical maize line CML228 for three deadlines are presented in Figure 5 and 
Table A4. Greatest probability of success can be attained in 12 generations (4 years of 
continuous nurseries) using 1000 progeny per generation for a total cost of about $94,000.  The 
high probability of success can be maintained while cutting the cost in half by extending the 
deadline to five years (15 generations) and evaluating only 500 progeny per generation. 
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Figure 2 Pareto optimality plots showing the tradeoff between cost and probability of success for 
introgression of 10 events (el) from a donor into the background of a recipient line, under two 
marker densities for possible deadlines (d) of 9, 12 and 15 generations 
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Figure 3 Pareto optimality plots showing the tradeoff between cost and probability of success for 
introgression of 20 events (el) from a donor into the background of a recipient line, under two 
marker densities for possible deadlines (d) of 12, 15 and 18 generations 
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Figure 4 Pareto optimality plots showing the tradeoff between cost and probability of success for 
introgression of 30 events (el) from a donor into the background of a recipient line, under two 
marker densities for possible deadlines (d) of 15, 18 and 21 generations 
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Figure 5 Pareto optimality plots showing the tradeoff between cost and probability of success 
(P(s)) for introgressing temperate alleles at loci responsible for photoperiod insensitivity from the 
photoperiod insensitive maize line B73 into the photoperiod sensitive line CML228 with ul 
marker density of approximately 1 every 10 cM, for possible deadlines (d) of 9, 12 and 15 
generations 
Discussion 
 
 We considered the introgression of 10, 20, and 30 alleles from loci randomly distributed 
in a possible homozygous donor line into a homozygous recipient as well as a specific 
motivating example of introgressing temperate alleles at loci associated with photoperiod, 
circadian clock and shoot apical meristem responses (Table 1) into the background of a day 
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length sensitive tropical maize line.  The breeding objectives were to introgress desirable alleles 
from a homozygous donor line into a recipient line, while eliminating linkage drag and 
recovering 95% of the recipient genome in a homozygous condition within possible project 
deadlines. The deadlines were specified in increments of three generations assuming a maize 
reproductive biology in which three generations per year can be completed in continuous 
nurseries. Decisions about which crosses to make among progeny in every generation were based 
on the Predicted Cross Value (Han et al, 2017) for all possible pairs of individuals created every 
generation.  Pareto optimal plots demonstrated that the greatest probabilities of success for 
minimal project costs were obtained with greater marker densities, albeit with greater costs per 
individual assay, fewer progeny per generation and longer deadlines. Dramatic increases to the 
probabilities of success and large reductions in costs can be attained by simply delaying the 
deadlines one year.   
 We based the costs for marker assays on the Tape Array technology, which permits the 
selection of individual polymorphic markers.  Other marker technologies such as GBS and DArT 
cost significantly less per data point, but produce many thousands of markers for a fixed cost per 
individual that is substantially greater.  Estimates of the DArT and GBS sequencing are around 
$20 per sample, as opposed to the highest per plant estimate for marker cost in this study of 
$13.50.  Further, we learned that increasing the marker densities beyond one every 10 cM will 
not have significant impact on the probability of success (data not shown).  Intuitively, this 
makes sense because if the probability of success is greater than 0.9 using markers at unlinked 
loci spaced at every 10 cM, there is not much potential for further improvement. 
 An important objective that we did not report is the defined proportion of recovery of 
recipient parent genome for claiming success in the introgression project.   We arbitrarily set a 
level of recipient parent genome recovery at 0.95 because we wanted to investigate introgression 
at the limits of practical considerations. We found that introgression of 30 alleles is approaching 
the limits of practical utility for the application of PCV for a reasonable deadline.  If we decrease 
the stringency of the proportion of recipient genome necessary in the final introgression lines, we 
can decrease the cost and number of generations needed to complete the project.  For instance, if 
we decrease the proportion of recipient genome required in the final lines to 0.8 it is possible to 
be successful in more than 90% of the simulations using 400 progeny per generation and with a 
deadline of 6 generations (data not shown). 
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 At the other extreme, it may be possible in the near future to recover over 99.99% of the 
recipient genome using genome editing techniques (Park, Jiang et al. 2014).  However, it is not 
clear whether this level of recipient parent genome recovery is necessary or even desirable in the 
context of a plant breeding program.  The motivating example of this study was based on 
discussions with directors of the Germplasm Enhancement of Maize program. Their experience 
suggests that the most useful photoperiod insensitive tropical maize lines will have not only the 
desirable temperate alleles at els, but also considerably less than 95% of the tropical genome 
because adaptation requires more than photoperiod insensitive alleles (Gardner, personal 
communication).   
 Implementation of multiple allele introgression in this context will require additional 
operational considerations.  For instance, the progeny must be able to be quickly genotyped and 
identified in the field.  The flowering time of individual progeny could be an issue further 
reduces the probability of success.  A pair of individuals may have a high PCV, however if the 
plants do not flower over a period with overlapping time intervals, it will not be possible to cross 
them. An accurate prediction of flowering date under short day conditions is still not possible for 
individual seed. Note, however that PCV’s involving either the F1 or donor with progeny from 
every generation are among the better values, although almost never the best values.  Therefore, 
to address the potential failure of pairs to “nick” it would be possible to stagger plantings of the 
donor and F1 to assure crosses in every cycle result in progeny that are on a path that will lead to 
the breeding objective.  
 An interesting topic for further research would be the extension of this introgression 
framework to include multiple loci from multiple donors, however, this would require a selection 
method other than the PCV in the initial generations of crossing.  This is because the PCV, will 
be 0 for all crosses in the initial generations.  Since the desirable alleles are scattered amongst 
more than two individuals there are no single crosses that can generate a positive PCV.  
Another potential topic of future research on multiple allele introgression could be to 
compare the strategies presented in this study with the genomic mating (GM) approach of 
Akdemir and Sanchez. (2016). Their approach uses a quadratic programming formulation and 
genetic algorithm heuristic solver to determine which crosses from a breeding population will 
maximize the genetic variance in the next generation while assuring a specified amount of 
genetic gain.  Another potential future research topic is the definition of the PCV to include 
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continuous, rather than solely binary values for alleles at loci, so it could be used to optimally 
select crosses with complementary alleles at loci in genomic selection as well as multiple allele 
introgression projects.  
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Appendix: Supplementary Tables 
Table 1 The probability of success (P(s)), E(cost), and probability fixing all marker loci for the recurrent parent (P(tZ≤d)), for the 
introgression of 10 events with 2 possible marker strategies and 3 potential deadlines (d) 
 
 
 
 
 d np=500 np=1000 np=1500 np=2000 np=2500 np=3000 n=3500 np=4000 n=4500 np=5000 
 9           
P(s): md1  0 0.001 0 0.003 0.017 0.034 0.057 0.113 0.20 0.23 
P(s): md2  0 0 0 0.001 0.001 0 0.005 0.016 0.02 0.04 
E(cost): md1  0 49375 71450 101520 140016.83 180361.36 227323.03 265801.26 309272.09 350651.82 
E(cost): md2  0 47200 71100 123900 165625 0 289800 377337.5 429137.50 465943.75 
P(tZ≤d): md1  0 0.01 0.018 0.03 0.052 0.066 0.089 0.159 0.258 0.275 
P(tZ≤d): md2  0 0.001 0.001 0.003 0.002 0 0.006 0.016 0.018 0.04 
 12           
P(s): md1  0.516 0.836 0.866 0.901 0.919 0.926 0.941 0.936 0.925 0.938 
P(s): md2  0.243 0.967 0.996 0.997 0.999 1 0.998 1 1 0.998 
E(cost): md1  41851.87 82500.15 120458.1 159706.60 197075.38 235186.2 274755.95 312334 347919.08 388907.25 
E(cost): md2  51652.78 108973.09 159884.31 213996.90 267555.25 317869.95 369940.38 423030.4 473716.13 526882 
P(tZ≤d): md1  0.669 1 1 1 1 1 1 1 1 1 
P(tZ≤d): md2  0.243 0.968 0.999 1 1 1 1 1 1 1 
 15           
P(s): md1  0.771 0.836 0.866 0.901 0.919 0.926 0.941 0.936 0.925 0.938 
P(s): md2  0.998 0.999 0.997 0.997 0.999 1 0.998 1 1 0.998 
E(cost): md1  43586.90 82500.15 120458.1 159706.6 197075.38 235186.2 274755.95 312334 347919.08 388907.25 
E(cost): md2  55773.17 109397.3 159912.08 213996.9 267555.25 317869.95 369940.38 423030.4 473716.13 526882 
P(tZ≤d): md1  1 1 1 1 1 1 1 1 1 1 
P(tZ≤d): md2  0.998 1 1 1 1 1 1 1 1 1 
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Table 2 The probability of success (P(s)), E(cost), and probability fixing all marker loci for the recurrent parent (P(tZ≤d)), for the 
introgression of 20 events with 2 possible marker strategies and 3 potential deadlines (d) 
 
 
 
 d np=500 np=1000 np=1500 np=2000 np=2500 np=3000 np=3500 np=4000 np=4500 np=5000 
 12           
P(s): md1  0 0 0 0 0.001 0.004 0.009 0.025 0.05 0.093 
P(s): md2  0 0 0 0 0 0 0 0 0 0 
E(cost): md1  0 0 0 0 243937.50 327685.71 394251.14 454500 520238.57 583724.46 
E(cost): md2  0 0 0 0 0 0 0 593933.33 659575 743214.29 
P(tZ≤d): md1  0 0 0 0 0.002 0.007 0.022 0.054 0.105 0.186 
P(tZ≤d): md2  0 0 0 0 0 0 0 0.003 0.009 0.014 
 15           
P(s): md1  0 0.111 0.282 0.384 0.421 0.463 0.468 0.552 0.559 0.556 
P(s): md2  0 0.132 0.765 0.992 0.999 1 1 1 1 1 
E(cost): md1  55900 132615.39 197197.12 258052.50 319292.88 377935.05 438166.40 498140.80 559111.73 620237.75 
E(cost): md2  0 160793.56 246728.46 330383.27 412167.125 490926.60 570487.93 650857.60 724073.63 804333 
P(tZ≤d): md1  0.002 0.588 0.99 1 1 1 1 1 1 1 
P(tZ≤d): md2  0 0.132 0.766 0.992 1 1 1 1 1 1 
 d np=500 np=1000 np=1500 np=2000 np=2500 np=3000 np=3500 np=4000 np=4500 np=5000 
 18           
P(s): md1  0.089 0.174 0.285 0.384 0.421 0.463 0.468 0.552 0.559 0.556 
P(s): md2  0.457 0.989 0.998 1 0.999 1 1 1 1 1 
E(cost): md1  73469.042 136440.50 197380.43 258052.50 319292.88 377935.05 438166.40 498140.80 559111.73 620237.75 
E(cost): md2  88485.54 173197.60 250844.55 330641.40 412167.13 490926.60 570487.93 650857.6 724073.63 804333 
P(tZ≤d): md1  0.919 1 1 1 1 1 1 1 1 1 
P(tZ≤d): md2  0.465 0.999 1 1 1 1 1 1 1 1 
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Table 3 The probability of success (P(s)), E(cost), and probability fixing all marker loci for the recurrent parent (P(tZ≤d)), for the 
introgression of 30 events with 2 possible marker strategies and 3 potential deadlines (d) 	 d np=500 np=1000 np=1500 np=2000 np=2500 np=3000 np=3500 np=4000 np=4500 np=5000 
 15           
P(s): md1  0 0 0 0 0 0.001 0.004 0.006 0.014 0.029 
P(s): md2  0 0 0 0 0 0 0 0.003 0.01 0.026 
E(cost): md1  0 0 0 0 409500 489637.50 572194 660314.29 746128.01 833147.69 
E(cost): md2  0 0 0 0 0 0 0 807000 916506.82 1027740.39 
P(tZ≤d): md1  0 0 0 0 0.002 0.012 0.05 0.105 0.241 0.347 
P(tZ≤d): md2  0 0 0 0 0 0 0 0.003 0.011 0.026 
 18           
P(s): md1  0 0.001 0.01 0.019 0.024 0.027 0.025 0.033 0.034 0.047 
P(s): md2  0 0 0.04 0.141 0.397 0.595 0.73 0.763 0.777 0.834 
E(cost): md1  0 180053.57 275159.94 372209.38 459468.22 543882.90 627530.23 712153 793255.73 875984.25 
E(cost): md2  0 211700 330926.67 460252.41 594381.69 718859.97 833785.01 948287.69 1059039.68 1170609.75 
P(tZ≤d): md1  0 0.042 0.498 0.917 0.999 1 1 1 1 1 
P(tZ≤d): md2  0 0.001 0.045 0.187 0.579 0.878 0.984 0.999 1 1 
 21           
P(s): md1  0 0.003 0.01 0.019 0.024 0.027 0.025 0.033 0.034 0.047 
P(s): md2  0.001 0.145 0.435 0.536 0.641 0.663 0.739 0.763 0.777 0.834 
E(cost): md1  99622.97 203355.08 288918.98 375300.80 459522.75 543882.90 627530.23 712153 793255.73 875984.25 
E(cost): md2  112600 252456.035 385790.18 502042.90 613976.63 725411.10 834988 948448 1059039.68 1170609.75 
P(tZ≤d): md1  0.037 0.954 1 1 1 1 1 1 1 1 
P(tZ≤d): md2  0.001 0.29 0.932 1 1 1 1 1 1 1 
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Abstract 
 
Pareto optimal solutions have been demonstrated for the challenge of introgressing 
multiple desirable alleles from a single donor into a single recipient.  We build on this previous 
work by formulating the challenge of introgressing multiple alleles from multiple donors as a 
two-stage process.  In the first stage, a greedy set covering heuristic is employed to rapidly 
aggregate all desirable alleles from the donor lines and the recipient line into complementary 
pairs of progeny. Once all desirable alleles are aggregated into a pair of complementary 
individuals, the second stage is equivalent to the challenge of introgressing favorable alleles from 
a single donor into a single recipient using the Predicted Cross Value (PCV).  A set of possible 
breeding strategies, each employing a variation of the two-stage selection, are proposed and an 
optimization model is formulated with the objectives of minimizing cost and time, and 
maximizing the probability of achieving breeding goals.  Pareto response surfaces, showing the 
tradeoffs between the competing objectives, enable the breeder to make optimized decisions 
when planning introgression projects. 
 
Introduction 
 
Since 1922  (Harlan and Pope 1922) backcrossing progeny to a recurrent parent has been 
the most commonly used breeding method to introgress desirable single gene traits into existing 
cultivars  (Concibido, La Vallee et al. 2003, Zhu, Walker et al. 2007).  In the last decade, both 
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forward and reverse genetic approaches have been used to identify valuable single gene traits in 
germplasm resources and gene banks (Kumar, Sakthivel et al. 2010, Blumel 2015, Leung, 
Raghavan et al. 2015). Introgression of desirable alleles for pathogen resistance and abiotic stress 
tolerance have been effective in protecting yield potentials of a crop (Okogbenin, Porto et al. 
2007, Zhao, Tan et al. 2012), and it is well documented that commercial seed companies have 
developed valuable transgenic traits such as herbicide and corn borer resistance using genetic 
transformation technologies and disseminated these using marker assisted backcrossing. Because 
the recipient genome is often an elite line with proven agronomic performance, a high percentage 
of the recipient genome needs to be recovered. The most challenging aspect of recovering the 
recipient genome is that undesirable alleles from a donor are genetically linked to the desirable 
alleles that are the focus of the introgression project (Hospital 2001).  
Since the development and dissemination of multiple desirable single gene traits have 
occurred over time into multiple lines, there is a need to develop efficient breeding strategies to 
aggregate multiple single gene traits into a single elite line.  Also, variability for quantitative 
traits such as flowering time, yield, and drought tolerance, is determined by segregation at 
multiple loci distributed throughout the genome and across multiple genetic backgrounds. 
Previously we have reported optimal breeding strategies to introgress a single allele from a single 
donor into a single recipient (Cameron et al. 2017) and optimal breeding strategies for 
introgressing up to 30 alleles from a single donor to a single recipient (Han et al. 2017, Cameron 
et al. 2017). Herein we address the optimization challenge of introgressing multiple alleles from 
multiple donors into a single recipient genome. 
Previous studies have treated introgression of desirable alleles at multiple loci from 
multiple donors as a multi-stage challenge.  Servin et al. (2004) proposed a 2-stage process for 
Marker Assisted Trait Introgression of desirable alleles at multiple loci (MATI-ml) from multiple 
parents.  In the first stage, all desirable alleles from the donors were aggregated into a “root” 
genotype. After the root genotype was created desirable alleles were converted to a homozygous 
state through a combination of self-pollination and backcross breeding. The first phase utilized a 
computational pedigree-building algorithm to explore all possible pedigrees and the pedigree 
with the fewest number of generations was chosen.  Peng et al. (2014a, 2014b) proposed a 
process consisting of four stages for MATI-ml in maize from multiple sources: 1) single allele 
introgression of 15 desirable alleles from 15 unique homozygous lines into a homozygous 
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recipient; 2) pyramiding, or gene stacking, of the alleles into two recipient lines representing 
each heterotic group; 3) converting desirable alleles to a homozygous state in several versions of 
lines representing each heterotic group, and 4) version testing as hybrids involving the versions 
of each set of lines. The gene pyramiding methods used in these studies assume that each 
generation will successfully create a particular genotype from the matings at each node 
(generation) in the pedigree. In other words, the probability of success assigned to each node was 
assumed to be 1.0.  In particular, the pedigree algorithms did not include parameters with 
estimates of recombination frequencies among loci, thus the probability of failure for the 
pedigree with the fewest number of generations could be higher than the probability of failure of 
a pedigree requiring more generations.   
The optimization challenge of combining multiple alleles from multiple donors into a 
single recipient genome can be considered a multi-objective optimization problem, with 
competing objectives consisting of minimizing non-target genomic alleles from donors, costs, 
and time. These competing objectives are typically referred to as a cost, time and probability of 
success (CTP) framework.  Formulating optimization problems in the CTP framework enables 
decision makers such as plant breeders to understand consequences of making decisions while 
designing and executing breeding projects.   
In our previous investigation of breeding strategies to optimize introgression of up to 30 
alleles from a single donor to a single recipient (Chapter 3 of this dissertation) we employed a 
new metric, the Predicted Cross Value (PCV; Han et al, 2017). It is not possible to employ the 
PCV for a set of desirable alleles that are distributed among more than two individuals because 
the PCV is defined as the conditional probability of creating a gamete with all desirable alleles in 
the progeny of a single cross between two individuals.  This conditional probability is always 
zero under the rules of transmission genetics when the desirable alleles are distributed among 
more than two possible individuals. During the initial generations of crossing, mating strategies 
that aggregate all desirable alleles into pairs of individuals need to be optimized.  The goal 
becomes similar to that of part 1 of Servin et. al (2004); to aggregate desirable alleles in two 
individuals as quickly as possible so they that can then be crossed and their subsequent 
generations of progeny evaluated with the PCV.   
The challenge of aggregating multiple alleles from multiple parents into pairs of lines can 
be formulated as a set covering problem with the objective of picking the fewest number of sets 
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i.e. individuals to cross, that have at least one copy of all of the desirable alleles.  In other words, 
this represents an integer programming model. Integer programming models have known linear 
programming algorithms to solve them, and thus accompanying proofs providing best solutions 
to optimization problems.  However, due to the vast number of possible combinations of 
individuals across multiple generations and the impact of recombination on transmission of 
alleles to the next generation, these types of problems have been shown to be N-P hard (Xu et al, 
2011).   As an alternative, we propose a “greedy” heuristic algorithm that can be used to obtain a 
solution that approximates the optimal solution. 
 We organized the breeding objective of aggregating a set of desirable alleles from 
multiple parents into a single homozygous introgression line as a two-phase process consisting of 
an aggregation phase and phase in which development of at least one homozygous line 
consisting of desirable marker alleles from donors at introgression loci (el), and alleles from the 
recipient at all other loci. For the first phase, we used a set covering approach implemented in a 
greedy algorithm to obtain a solution that approximates the optimal solution of finding the 
minimum number of crosses to cover the set of all possible loci in donor and recipient lines with 
desirable alleles.  For the second phase, we applied the PCV to progeny generated from the first 
phase because it is currently the most effective metric for assuring development of homozygous 
introgression lines (Han et al, 2017).   
 Herein we report a comparison of five conceivable two-phase breeding strategies in a 
CTP framework using Pareto optimal graphs for the following objectives: introgress 12 donor 
alleles at 12 distinct loci distributed throughout maize genomes of 12 unique donor lines into the 
background of a single recipient line. A successful outcome is defined as development of at least 
one introgression line within a defined deadline that is homozygous for desired alleles at all 
marker loci and with less than 5% of the genome having originated from donor genomes. 
 
Methods 
  
Definitions and Notation.  
 Let l represent the total number of discrete loci in the homozygous genomes of a set of 
Donor lines !"#,%,&…(and a Recipient line !) where all genomes are members of the same 
taxonomic group with genome ! i.e. * ⊂ !"#,%,&…( ∪ !)	|	!"#,%,&…( ∪ !) 	⊂ ! .  The set l 
 
	
	
74 
represents the genomic “fingerprint” from which a subset of marker loci (ml) are available. For 
illustration, we adopt a maize-like genome organized as 10 linkage groups, with the length of 
each linkage group equal to the maize-NAM genetic map equal to 1398 cM (McMullen et al., 
2009).  From these basic definitions, we let:  
• loci with polymorphic alleles (pl) represent a subset of l, i.e. /*	 ⊂ *; 
• we only consider pl that are genetically located at 1 cM intervals on each linkage group;  
• marker loci (ml) represent a subset of l that can be assayed by a marker technology, i.e.  1* ⊂ *; 
• marker loci with polymorphic alleles (pml) represent the subset at the intersection of ml 
and pl, i.e., /1* ≡ 1* ∩ /*;  
• el represents the loci in !"#,%,&…( with the desired donor alleles, where 4* ⊂ /1*; 
• ll represent a set consisting of pairs of tightly linked pml spaced in 3 cM intervals 
flanking each el, ** ⊂ /1*, ** ∩ 4* ⊂ ∅; 
• ul represent loci that are not tightly linked to el and are distributed uniformly throughout 
G, 6* ⊂ /1*, 6* ∩ 4* ⊂ ∅, 6* ∩ ** ⊂ ∅; 
• let prp represent the proportion of alleles at non-target loci, i.e., pl el-  from the recipient 
parent,  
Let Z represent the total set of selectable marker loci, 7 ≡ 4* ∪ ** ∪ 6*; 
• let nma/p denote the number of marker assays (ma) per sampled plant (p), where each ma 
assesses the genotypes at a locus in Z;   
• let d represent a deadline in terms of generations, g 
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Figure 1 Representation of the relation between loci (l), polymorphic loci (pl), marker loci (ml), 
polymorphic marker loci (pml), and the set of marker loci (Z) used in selection for 12 donors and 
1 recipient line 	
 Next consider genotypes at subsets of loci in diploid or allopolyploids genomes where 
there will be two possible alleles at each locus. If alleles at each locus are compared there are 
two possible outcomes: the alleles are the same, i.e., monomorphic, or the alleles are not the 
same, i.e., polymorphic and informative. Based on these considerations we can represent 
genotypes at subsets of loci as matrices by letting:  
• pl1398,2 represent a (1398x 2) matrix of genotypes at pl.  
• Z171,2 represents a (171 x 2) matrix of the genotypes at el, ll and ul. 
If we let desirable alleles in Z take the value of 1 and undesirable alleles 0, then  
• J9:9,;< is a matrix consisting of only desirable alleles in Z.  
• J9=>?,;@A  is a matrix consisting of only desirable alleles at all polymorphic loci. 
In this way, we represent alleles at all loci except those with desirable alleles from the donors in 
the recipient line as “1”.  The alleles in the recipient line at the loci to be introgressed from the 
donors are represented as “0”.   
ml pl pml 
l 
Z 
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Selection strategies.  
 To illustrate the two-phase introgression process in a CTP framework, we investigated 
the relative efficiencies of five conceivable breeding strategies. 
0. In the first phase, begin by applying set covering to all marker loci in the donors and the 
recipient. Continue to apply set covering to select and cross individual progeny for 
subsequent generations until a nonzero PCV value exists for at least one pair of progeny. 
In the second phase apply the PCV to progeny from each generation of crosses until all 
desirable marker alleles are homozygous.   
1. In the first phase, begin by applying set covering for only the desirable alleles at the el to 
all donors. Continue using set covering in subsequent generations until all of the desirable 
donor alleles at el result in a nonzero PCV value for at least one pair of progeny. In the 
second phase, cross individuals with the highest PCV values for the el to the recipient line. 
In subsequent generations select and cross individuals with the largest PCVs for all 
selectable markers, Z, until all desirable marker alleles are homozygous.   
2. In the first phase, begin by crossing all donors with the recipient. Apply set covering to the 
progeny based on only the desirable alleles at the el to select and cross individual progeny 
for subsequent generations until a nonzero PCV, based only on desirable alleles at el, is 
observed for at least one pair of progeny. In the second phase select and cross individuals 
with the greatest PCVs, based on desirable alleles for all marker loci, in subsequent 
generations until all alleles at all marker loci, Z, are homozygous.  
3. In the first phase begin by crossing all donors to the recipient. Apply set covering for all 
marker loci to select and cross individual progeny for subsequent generations until a 
nonzero PCV exists for at least one pair of progeny. In the second phase, select and cross 
individuals with the greatest PCVs, based on desirable alleles for all marker loci, in 
subsequent generations until all desirable marker alleles are homozygous.  
4. In the first phase begin by crossing all donors to the recipient.  Then carry out set covering 
selection based on all marker loci until pairs of progeny with nonzero PCV values are 
obtained in the breeding population.  In the second phase, cross individual members of the 
pairs with the highest PCVs, to the recipient parent and in subsequent generations 
continue making crosses between pairs of individuals with the greatest PCV’s based on all 
marker loci.   
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Selection criteria. 
  A set covering heuristic algorithm (Cormen, Leiserson et al. 2009) was used to select 
progeny in initial generations when the PCV for every possible mating was zero.  Briefly, for the 
set covering algorithm let X be the set of lines (individuals) that are characterized as having at 
least one desirable allele at marker loci that we want to aggregate.  Initially let U = X.  Next let F 
be the collection of possible subsets of individuals with desirable alleles. Let S represent a 
selected individual.  Let C be the collection of selected subsets of individuals with desirable 
alleles.  From U, remove one individual that contains the largest set of desirable alleles and place 
the individual in S and C. From U, remove the next individual that is characterized as having the 
largest set of desirable alleles that are not characteristics of members of C, add the next 
individual to C, and continue iterating through until C consists of a set of individuals that are 
characterized as having the full complement the desirable alleles.  Make appropriate 
complimentary crosses among the individuals in C and start the process again with the next 
generation.    
 
 
 After set covering enabled crosses have aggregated the desirable alleles from the donors 
into a set of individuals for which the PCV is not zero, apply the PCV in subsequent generations 
of matings until Z = JZ.  For an in depth explanation of this PCV metric and algorithm we refer 
readers to (Han, Cameron et al. 2017).  The PCV is a function of a) recombination rates between 
the marker loci b) the state of the alleles at the marker loci in each parent of a particular cross 
(i.e. desirable or undesirable) and c) Mendelian inheritance.  In order to simulate dynamic 
selection strategies that are applied to progeny in all generations we note that if the genotypic 
marker scores in any generation are Z = JZ then subsequent breeding generations would 
Greedy	set	cover(X ,F)
U = X
C =∅
while	U ≠∅select	a	S∈F 	that	maximizes	 S∩U
U =U − S
C =C∪{S}
return	C
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represent unnecessary and wasteful activities.  We designate the generation when at least one 
individual homozygous for the desirable alleles at all marker loci is created as tZ. Thus, P(tZ ≤ g) 
represents the probability that the terminal generation is reached before generation g + 1.  If 
multiple individuals are created where Z = JZ, then up to 10 were evaluated for prp, the amount 
of recipient parent recovery at all pl - el. We arbitrarily decided that if at least one individual had 
a 0.93prp ³ , the simulated progeny was a successful outcome. Because breeding projects do not 
have unlimited time horizons, we established d (in terms of g) to represent a reasonable deadline 
as a decision variable consisting of 12 or 15 generations for completing the MATI-ml project.   
 
Objective model.  
 We framed the objectives as a CTP model (M1) 
M1 
 
 Lines (1)-(3) represent the objectives of the model.  (1) indicates an objective to 
minimize cost conditional on a deadline d, (2) the objective of minimizing the number of 
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generations conditional on g ≤ d, and (3) represents the objective of maximizing the probability 
of successfully achieving the breeding objectives, which are defined in (10). Equations (4) and 
(5) indicate the cost parameters associated with marker assays and growing progeny, summed 
across all generations until the terminal generation is reached.  Decision variables representing 
breeding strategies can be found in (6), number of progeny per generation during the first phase 
(7), second phase (8) and number of marker assays is equal to the cardinality of Z (9).  Success 
for the breeding project is defined in (10) and the frequency of success from the simulations is 
determined as the frequency of success for each of the combinations of decision variables (11).  
 
Simulation model.  
 Because there are no functional relationships between the decision variables and the 
objectives, we simulated transmission of pl and Z from one generation to the next, 1000 times for 
all 120 combinations (5 strategies x 6 np x 2 densities of ul markers x 2 deadlines) of the 
decision variables.  The genomic data for the recipient and donor lines used genotypic data from 
maize lines in the Maize NAM population (McMullen et al., 2009).  “B97” was arbitrarily 
designated as the recipient line.  Genotypic data from 12 CIMMYT lines, each with a unique 
allele at a locus, i.e., the locus was polymorphic with every other line, were selected as donors.  
These donor lines shared SNP alleles at loci distributed throughout the genome of B97, i.e., they 
were identical in state.  The alleles at all non-target loci, ,ll ulÈ  in B97 were considered 
desirable.  Alleles at the 12 target loci, el, distributed among the 12 donor lines were considered 
desirable. To create a set of genomic loci l for each of the 12 donor lines and the recipient line, 
we used the genotypic data of each line from each marker locus in the maize NAM genetic map 
(McMullen et al, 2009). Because many of the loci were tightly linked, we chose to let one of the 
loci represent a 1 cM region. The decision on which locus to use was determined by going 
sequentially through marker loci on each chromosome for each of the donor lines, if the previous 
marker loci had an identical allele with the recipient the entire genomic interval was set as the 
recipient allele.  We then calculated the sum of recipient genome in 1 cM intervals across the 
genome, and if more than half of the 1 cM interval was composed of the same alleles as the 
recipient genome (i.e. identical in state) the new allele was coded as a 1, if not 0.  The new allele 
represents the entire 1 cM region.  This allowed simulation based on the approximated genetic 
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relationships between a real set of maize lines while reducing the computation time necessary to 
carry out the simulations. 
 
Results 
 
 We present results as two Pareto-optimal plots of cost vs. P(s) for four selection strategies 
for each deadline. Strategy 0 failed to produce successful outcomes in all simulations (Figure 2, 
and Table 1).  Strategy 2 provided the greatest P(s) for all progeny sizes when the deadline was 
set to 12 generations (4 years in continuous maize nurseries).  The P(s) for both strategies 1 and 
4 were effectively 1 for all progeny sizes considered with the later deadline of 15 generations.  
Strategies 3 and 1 did not achieve as high a P(s) in either deadline as strategies 1 or 2.  For 
example, the maximum P(s) obtained for the deadline of 12 generations was 0.93 with strategy 1 
and 3000 progeny, with an expected cost of $305,400.  By delaying the deadline another year, 
P(s) can be guaranteed with strategy 2 by growing just 500 progeny per generation, for less than 
a third of the expected cost ($86,190).  For the deadline of 15 generations, strategy 4 was able to 
achieve the same P(s) of success as strategy 2 with 500 progeny grown per generation, however 
the expected cost was significantly higher ($127,340) 
 
 
 
 
 
 
 
 
 
 
 
 
 
	
	
81 
	
Figure 2 Pareto optimality plots showing the tradeoff between cost and probability of success 
(P(s)) for introgressing alleles at 12 loci originating from 12 donors with a deadline (d) of a) 12 
generations and b) 15 generations  
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Table 1 The probability of success (P(s)), E(cost), and probability fixing all marker loci for the 
recurrent parent (P(tZ ≤ d)), for the introgression of 12 events with 2 marker strategies and 2 
deadlines (d) 
 d np=500 np=1000 np=1500 np=2000 np=2500 np=3000 
 12       
P(s): strategy1  0.002 0.055 0.221 0.463 0.600 0.743 
P(s): strategy2  0.016 0.246 0.497 0.731 0.856 0.937 
P(s): strategy3  0.005 0.030 0.055 0.126 0.173 0.188 
P(s): strategy4  0.057 0.280 0.506 0.608 0.692 0.740 
E(cost): strategy1  78.95 123.38 167.48 213.63 259.67 305.40 
E(cost): strategy2  82.38 121.92 161.61 202.50 243.24 283.32 
E(cost): strategy3  116.34 160.25 203.63 248.48 293.87 338.81 
E(cost): strategy4  127.19 165.98 205.27 245.51 285.80 325.33 
P(tZ≤d): strategy1  0.003 0.075 0.282 0.556 0.697 0.838 
P(tZ≤d): strategy2  0.016 0.247 0.503 0.740 0.860 0.943 
P(tZ≤d): strategy3  0.009 0.066 0.136 0.308 0.378 0.470 
P(tZ≤d): strategy4  0.057 0.284 0.509 0.610 0.694 0.742 
 d       
 15       
P(s): strategy1  0.72 0.811 0.858 0.868 0.877 0.895 
P(s): strategy2  0.971 0.992 0.990 0.989 0.994 0.992 
P(s): strategy3  0.263 0.320 0.328 0.371 0.382 0.361 
P(s): strategy4  0.989 0.987 0.995 0.996 0.997 0.998 
E(cost): strategy1  86.22 131.46 175.78 220.29 265.46 309.09 
E(cost): strategy2  88.19 127.93 167.24 206.52 246.00 284.76 
E(cost): strategy3  127.34 174.38 219.10 263.27 308.48 352.89 
E(cost): strategy4  127.19 165.98 205.27 245.51 285.80 325.33 
P(tZ≤d): strategy1  0.999 1 1 1 1 1 
P(tZ≤d): strategy2  0.999 1 1 1 1 1 
P(tZ≤d): strategy3  0.974 1 0.999 1 1 1 
P(tZ≤d): strategy4  1 1 1 1 1 1 
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Discussion 
 
The greedy set-covering approach for selecting crosses during the first phase of an 
introgression project from multiple donors provided an efficient way to collect the alleles into 
pairs of individuals with complementary sets of desirable alleles to be crossed each generation.  
The dozen el for this initial case were not linked and we did not consider the impact of possible 
linkage among the dozen el. In particular, the need to combine desirable alleles that could be 
brought together in a trans configuration on homologous chromosomes will likely increase the 
number of generations and number of progeny needed to meet the breeding objectives. In all 
generations where the PCV was 0, only 500 progeny were created.  There was little or no benefit 
in increasing the number of progeny grown during the first phase of breeding for the strategies 
considered (data not shown).  There may be other strategies employing set covering selection 
and PCV selection in which larger numbers of progeny during the set covering phase could lead 
to a higher P(s) and reduce the number of generations.  
In order to be able to implement the approaches presented in this study in breeding 
program, certain operational considerations also must be taken into account.  For instance, each 
progeny in each generation must be identified and genetically characterized between planting 
and pollination.  This requires a tracking and provenance system.  Another operational 
consideration is that flowering time between the best crosses determined by the PCV may differ 
under short day conditions of continuous nurseries.  Thus, it may not be possible to make the 
optimal crosses in any generation if the progeny pair do not “nick” in their flowering time.   
A core difference between the approach presented in this study and the genomic selection 
approach to multiple allele introgression (Bernardo 2009) is that the desirable alleles must be 
identified before the introgression project can be carried out.  The paradigm is different, making 
use of information gleaned from previous genetic studies instead of training populations to 
determine desirable and undesirable alleles.  One advantage of our approach over genomic 
selection is that sets of alleles can be transferred into lines after they’ve been evaluated for yield 
potential.  Recipient lines with good yield performance can be improved through multiple allele 
introgression, linkage drag can simultaneously be eliminated, and a vast majority of the recipient 
genome can be maintained in the process.  Desirable alleles from diverse germplasm could be 
introgressed into the lines of a breeding population to improve overall performance.  For hybrid 
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crops, this strategy could be used to introgress sets of alleles into members of each heterotic 
group breeding population, as proposed by Peng et al (2014b).    
An interesting topic for future research would be to compare the strategies presented in 
this study and the genomic mating (GM) approach of Akdemir et al (2016), which uses a 
quadratic programming formulation and genetic algorithm heuristic solver to determine which 
crosses from a breeding population will maximize the genetic variance in the next generation, 
while assuring genetic gain for the traits of interest.  Response surface methods, such as 
presented by Howard et al. (2017) could also be used to compare the efficacy of GS, GM and 
multiple allele introgression using the PCV.  Last, the definition of the PCV could be extended to 
include continuous, rather than solely binary values for alleles at loci, so it can be applied in 
genomic selection as well as multiple allele introgression projects to select complementary 
crossings.  
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CHAPTER 5. GENERAL CONCLUSIONS 
 
This dissertation demonstrated a systematic Operations Research approach to assuring 
that genetic introgression programs are designed to be optimal with respect to cost, time and the 
probability of successfully meeting the project goals (CTP).  This was accomplished by 
formulating the introgression problem as a mathematical model with objective functions to be 
maximized and minimized, decision variables for possible choices, and the constraints on those 
choices. We’ve explored how to optimize single-event introgression via backcrossing, 
introgression of multiple alleles from a single donor into a recipient line, and the introgression of 
multiple alleles from multiple donors into a recipient line.  All of the optimization in this 
dissertation was done in the CTP framework, where the objectives for the models of each of the 
three introgression cases considered were to a) maximize the probability of success, b) minimize 
program costs, and c) minimize the amount of time it takes to complete the program.  Simulation 
was used to estimate the probability of a set of genetic outcomes being observed in a particular 
generation for a particular cost.  In the case of the introgression of multiple alleles from a single 
donor into a recipient genomic background, the PCV was developed and evaluated for its ability 
to select individuals to mate each subsequent generation using simulations.  For a situation in 
which the goal is to introgress multiple alleles from multiple donors into a recipient genomic 
background, a set covering algorithm was combined with the PCV by initially assembling 
desirable alleles.  The set covering approach is used to achieve the same goal as the pedigree 
based gene pyramiding approaches of Peng et al. (2014) and Servin et al. (2009), however it 
allows selection to dynamically respond to samples of gametes and progeny from crosses in each 
generation of breeding. The set covering algorithm was used to select progeny to cross in 
generations where the PCV was 0 for any possible cross in the population due to desirable alleles 
at marker loci being distributed amongst greater than 2 lines, making the probability of an ideal 
gamete being created from any cross 0.  The first generation that a cross in a set of progeny has a 
nonzero PCV, the PCV was used to optimally select specific crosses, with respect to maximizing 
the probability that an ideal gamete is created in 2 generations.  
To our knowledge this is the first comprehensive investigation of how to design plant 
breeding projects that will result in optimal outcomes.  In particular it represents a significant 
improvement on how to design optimized introgression programs, however there is an immense 
potential for future research on the subject of optimization of introgression.  For example, in our 
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optimization framework we always considered a fixed number of progeny grown across 
generations in any simulation.  This ignores the fact that it may actually be better to allocate 
resources differentially across generations (i.e. 500 progeny in generation 1, then 1000 progeny 
in generation 2, etc.).  Han et al. (2017) modeled introgression with a fixed deadline as a Markov 
Decision Process (MDP), and showed how the optimal resource allocation for each generation, 
or policy, could be determined.  Frameworks that can optimize under uncertainty are especially 
useful in genetic improvement projects, as discrete optimization is made difficult by the 
stochastic processes of inheritance.  
In our single event introgression study, we only considered backcrossing to a recurrent 
parent as an option for mating each generation in the simulations.  It would be interesting to see 
how selection based on the PCV instead of solely backcrossing might change the Pareto response 
surfaces. The PCV algorithm of Han et al. (2017) could be extended to the case of introgression 
in autopolyploid species, where phasing and the ability to accurately determine allelic dosages 
complicates genotyping.  The definition of the PCV could also be extended to accommodate 
genomic selection, where each marker has a continuous rather than binary value. 
Being able to develop specific genotypes as quickly as possible for a minimal cost is of 
interest not only for plant and animal breeding but also for fundamental studies on the genetic 
architecture of complex traits such as epistatic interactions in specific genomic backgrounds.  
The PCV could be used with model plant species like Arabidopsis Thaliana to create cost-
effective specific genotypes for research into fundamental questions on non-additive genetic 
variance. 
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