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Abstract
In this paper, we discuss the existence and uniqueness of solutions for Langevin
impulsive q-diﬀerence equations with boundary conditions. Our study relies on
Banach’s and Schaefer’s ﬁxed point theorems. Illustrative examples are also presented.
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1 Introduction and preliminaries
In recent years, the boundary value problems of fractional order diﬀerential equations
have emerged as an important area of research, since these problems have applications in
various disciplines of science and engineering such as mechanics, electricity, chemistry,
biology, economics, control theory, signal and image processing, polymer rheology, regu-
lar variation in thermodynamics, biophysics, aerodynamics, viscoelasticity and damping,
electro-dynamics of complex medium, wave propagation, blood ﬂow phenomena, etc. [–
].Many researchers have studied the existence theory for nonlinear fractional diﬀerential
equations with a variety of boundary conditions, for instance, see the papers [–], and
the references therein.
The Langevin equation (ﬁrst formulated by Langevin in ) is found to be an eﬀective
tool to describe the evolution of physical phenomena in ﬂuctuating environments []. For
some new developments on the fractional Langevin equation, see, for example, [–].
Nowadays there is a signiﬁcant increase of activities in the area of q-calculus due to
its applications in various ﬁelds such as mathematics, mechanics, and physics. The book
by Kac and Cheung [] covers many of the fundamental aspects of the quantum calcu-
lus. A variety of new results can be found in the papers [–] and the references cited
therein.
Impulsive diﬀerential equations serve as basicmodels to study the dynamics of processes
that are subject to sudden changes in their states. Recent development in this ﬁeld has
been motivated by many applied problems, such as control theory, population dynamics
and medicine. For some recent works on the theory of impulsive diﬀerential equations,
we refer the interested reader to the monographs [–].
Recently in [] the notions of qk-derivative and qk-integral on ﬁnite intervals were in-
troduced. Let us recall here these notions. For a ﬁxed k ∈N∪ {} let Jk := [tk , tk+]⊂R be
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an interval and  < qk <  be a constant. We deﬁne qk-derivative of a function f : Jk → R
at a point t ∈ Jk as follows.
Deﬁnition . Assume f : Jk → R is a continuous function and let t ∈ Jk . Then the ex-
pression
Dqk f (t) =
f (t) – f (qkt + ( – qk)tk)
( – qk)(t – tk)
, t = tk ,
Dqk f (tk) = limt→tk
Dqk f (t),
(.)
is called the qk-derivative of function f at t.
We say that f is qk-diﬀerentiable on Jk provided Dqk f (t) exists for all t ∈ Jk . Note that if
tk =  and qk = q in (.), then Dqk f =Dqf , where Dq is the well-known q-derivative of the
function f (t) deﬁned by
Dqf (t) =
f (t) – f (qt)
( – q)t . (.)
In addition, we should deﬁne the higher qk-derivative of functions.
Deﬁnition . Let f : Jk →R be a continuous function, we call the second-order qk-deriv-
ative Dqk f provided Dqk f is qk-diﬀerentiable on Jk with D

qk f = Dqk (Dqk f ) : Jk → R. Simi-
larly, we deﬁne higher order qk-derivative Dnqk : Jk →R.
The qk-integral is deﬁned as follows.
















for t ∈ Jk . Moreover, if a ∈ (tk , t) then the deﬁnite qk-integral is deﬁned by
∫ t
a
f (s)dqk s =
∫ t
tk



























Note that if tk =  and qk = q, then (.) reduces to q-integral of a function f (t), deﬁned
by
∫ t
 f (s)dqs = ( – q)t
∑∞
n= qnf (qnt) for t ∈ [,∞).
For the basic properties of the qk-derivative and qk-integral we refer to [].
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In this paper we combine all the above subjects and investigate the nonlinear second-
order impulsive qk-diﬀerence Langevin equation with boundary conditions of the form⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Dqk (Dqk + λ)x(t) = f (t,x(t)), t ∈ J , t = tk ,
x(tk) = Ik(x(tk)), k = , , . . . ,m,
Dqkx(t+k ) –Dqk–x(tk) = I∗k (x(tk)), k = , , . . . ,m,
αx() + βDqx() = x(T), γ x() + ηDqx() =Dqmx(T),
(.)
where  = t < t < t < · · · < tk < · · · < tm < tm+ = T , f : J × R → R is a continuous
function, λ is a given constant, Ik , I∗k ∈ C(R,R), x(tk) = x(t+k ) – x(tk) for k = , , . . . ,m,
x(t+k ) = limh→+ x(tk + h),  < qk <  for k = , , , . . . ,m, and α, β , γ , η are given constants.
The rest of this paper is organized as follows. In Section , we present a preliminary
result which will be used in this paper. In Section , we will consider the existence results
for problem (.) while in Section , we will give examples to illustrate our main results.
2 An auxiliary lemma
In this section, we present an auxiliary lemma which will be used throughout this paper.
Let J = [,T], J = [t, t], Jk = (tk , tk+] for k = , , . . . ,m.
Lemma . Let λT(η +βλ–α) = (α – )(η – ) + γ (T –β). The unique solution of problem
(.) is given by

































































































































<(·) = , where
	 = (α – )(η – ) – λT(η + βλ – α) + γ (T – β),
δ = η –  + βλ, δ = λ(η + βλ –  – α) +  – γ ,
δ = T – β , δ = α –  – βλ.
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Proof For t ∈ J using q-integral for the ﬁrst equation of (.), we get








Setting x() = A and Dqx() = B, we have







dqs – λx(t), (.)
which leads to







dqs – λx(t). (.)
For t ∈ J we obtain by q-integrating (.),













In particular, for t = t






























From the second impulsive equations of (.), we have






















dqs – λx(t). (.)




































Using the second impulsive equation of (.) with (.) and (.), one has






























































































Repeating the above process, for t ∈ J , we get


















































For t = T , we get


















































It is easy to see that

























dqk s – λx(t).
For t = T and using x(T) = αA + βB, we have
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Applying the boundary conditions of (.) with (.) and (.), it follows that
































































































































































Substituting the values of A and B into (.), we get (.) as required. The proof is com-
pleted. 
3 Main results
Let PC(J ,R) = {x : J →R: x(t) is continuous everywhere except for some tk at which x(t+k )
and x(t–k ) exist and x(t–k ) = x(tk), k = , , . . . ,m}. PC(J ,R) is a Banach space with the norm
‖x‖PC = sup{|x(t)|; t ∈ J}.
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From Lemma ., we deﬁne an operator S : PC(J ,R)→ PC(J ,R) by
































































































































where constants δ, δ, δ, δ, and	 are deﬁned as in Lemma .. It should be noticed that
problem (.) has solutions if and only if the operator S has ﬁxed points.
Our ﬁrst result is an existence and uniqueness result for the impulsive boundary value
problem (.) by using the Banach contraction mapping principle.
For convenience, we set

 =
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Theorem . Assume that the following conditions hold:
(H) f : [,T]×R→R is a continuous function and there exists a constant L >  such that
∣∣f (t,x) – f (t, y)∣∣≤ L|x – y|
for each t ∈ J and x, y ∈R.
(H) The functions Ik , I∗k : R→ R are continuous and there exist constants L,L >  such
that
∣∣Ik(x) – Ik(y)∣∣≤ L|x – y| and ∣∣I∗k (x) – I∗k (y)∣∣≤ L|x – y|
for each x, y ∈R, k = , , . . . ,m.
If

 ≤ δ < , (.)
where 
 is deﬁned by (.), then the impulsive qk-diﬀerence Langevin boundary value
problem (.) has a unique solution on J .
Proof Firstly, we transform the impulsive qk-diﬀerence Langevin boundary value problem
(.) into a ﬁxed point problem, x = Sx, where the operator S is deﬁned by (.). Applying
the Banach contraction mapping principle, we shall show that S has a ﬁxed point which
is the unique solution of the boundary value problem (.).
Let K, K, and K be nonnegative constants such that K = supt∈J |f (t, )|, K =
sup{|Ik()| : k = , , . . . ,m}, and K = sup{|I∗k ()| : k = , , . . . ,m}. We choose a suitable
constant ρ by
ρ ≥ 
 – ε ,
where δ ≤ ε <  and
 deﬁned by (.). Now, we will show that SBρ ⊂ Bρ , where a set Bρ



































































































(∣∣f (s,x(s)) – f (s, )∣∣ + ∣∣f (s, )∣∣)dqk–s
+
(∣∣I∗k (x(tk)) – I∗k ()∣∣ + ∣∣I∗k ()∣∣)


















(∣∣f (s,x(s)) – f (s, )∣∣ + ∣∣f (s, )∣∣)dqk–s
+


























(∣∣f (s,x(s)) – f (s, )∣∣ + ∣∣f (s, )∣∣)dqk–s
+
(∣∣I∗k (x(tk)) – I∗k ()∣∣ + ∣∣I∗k ()∣∣)






























(Lρ +K)dqk–s + (Lρ +K)



























































 ≤ (δ +  – ε)ρ ≤ ρ,
which implies that SBρ ⊂ Bρ .
For any x, y ∈ PC(J ,R) and for each t ∈ J , we have
∣∣Sx(t) – Sy(t)∣∣


















∣∣f (s,x(s)) – f (s, y(s))∣∣dqk–s
+


















∣∣f (s,x(s)) – f (s, y(s))∣∣dqk–s
+

























∣∣f (s,x(s)) – f (s, y(s))∣∣dqk–s + ∣∣I∗k (x(tk)) – I∗k (y(tk))∣∣
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+ |λ|∣∣Ik(x(tk)) – Ik(y(tk))∣∣
)









∣∣x(s) – y(s)∣∣dqk s













L(tk – tk–) + L + |λ|L
)
(T – tk) + L
(T – tm)
 + qm
+ |λ|(T – tm)
}




L(tk – tk–) + L + |λ|L
)
+ L(T – tm)
}







+ |λ|(tk – tk–) + L
)




L(tk – tk–) + L + |λ|L
)




+ |λ|(T – tm)‖x – y‖
=
‖x – y‖,
which implies that ‖Sx – Sy‖ ≤ 
‖x – y‖. As 
 < , S is a contraction. Therefore, by
the Banach contraction mapping principle, we ﬁnd that S has a ﬁxed point which is the
unique solution of problem (.). 
The second existence result is based on Schaefer’s ﬁxed point theorem.
Theorem . Assume that the following conditions hold:
(H) f : J ×R→R is a continuous function and there exists a constant M >  such that
∣∣f (t,x)∣∣≤M
for each t ∈ J and all x ∈R.
(H) The functions Ik , I∗k :R→R are continuous and there exist constantsM,M >  such
that
∣∣Ik(x)∣∣≤M and ∣∣I∗k (x)∣∣≤M
for all x ∈R, k = , , . . . ,m.
If
|δ| + |δ|T + |	|
|	| |λ|T < , (.)
then the impulsive qk-diﬀerence Langevin boundary value problem (.) has at least one
solution on J .
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Proof We shall use Schaefer’s ﬁxed point theorem to prove that the operator S deﬁned by
(.) has a ﬁxed point. We divide the proof into four steps.
Step : Continuity of S .
Let {xn} be a sequence such that xn → x in PC(J ,R). Since f is a continuous function on




)→ f (t,x(t)), Ik(xn(tk))→ Ik(x(tk)) and I∗k (xn(tk))→ I∗k (x(tk))
for k = , , . . . ,m, as n→ ∞.
Then, for each t ∈ J , we get
∣∣(Sxn)(t) – (Sx)(t)∣∣


















∣∣f (s,xn(s)) – f (s,x(s))∣∣dqk–s + ∣∣I∗k (xn(tk)) – I∗k (x(tk))∣∣



















∣∣f (s,xn(s)) – f (s,x(s))∣∣dqk–s
+
∣∣I∗k (xn(tk)) – I∗k (x(tk))∣∣

























∣∣f (s,xn(s)) – f (s,x(s))∣∣dqk–s + ∣∣I∗k (xn(tk)) – I∗k (x(tk))∣∣








∣∣f (r,xn(r)) – f (r,x(r))∣∣dqk r dqk s + |λ|
∫ t
tk
∣∣xn(s) – x(s)∣∣dqk s,
which gives ‖Sxn – Sx‖ →  as n→ ∞. This means that S is continuous.
Step : S maps bounded sets into bounded sets in PC(J ,R).
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Let us prove that for any ρ∗ > , there exists a positive constant σ such that for each
x ∈ Bρ∗ = {x ∈ PC(J ,R) : ‖x‖ ≤ ρ∗}, we have ‖Sx‖ ≤ σ . For any x ∈ Bρ∗ , we have
∣∣(Sx)(t)∣∣



















∣∣f (s,x(s))∣∣dqk–s + ∣∣I∗k (x(tk))∣∣
+ |λ|∣∣Ik(x(tk))∣∣
)


































































M(tk – tk–) +M + |λ|M
)
(T – tk) +M
(T – tm)
 + qm
+ ρ∗|λ|(T – tm)
}















+ ρ∗|λ|(tk – tk–) +M
)





M(tk – tk–) +M + |λ|M
)




Hence, we deduce that ‖Sx‖ ≤ σ .
Step : S maps bounded sets into equicontinuous sets of PC(J ,R).
Let τ, τ ∈ Ji = (ti, ti+] for some i ∈ {, , , . . . ,m}, τ < τ, Bρ∗ be a bounded set of
PC(J ,R) as in Step , and let x ∈ Bρ∗ . Then we have
∣∣(Sx)(τ) – (Sx)(τ)∣∣































































































M(tk – tk–) +M + |λ|M
)
(T – tk) +M
(T – tm)
 + qm
+ ρ∗|λ|(T – tm)
}












M(tk – tk–) +M + |λ|M
)
+ |τ – τ|M (τ + τ + ti) + qi .
The right-hand side of the above inequality is independent of x and tends to zero as
τ → τ. As a consequence of Steps  to , together with the Arzelá-Ascoli theorem, we
deduce that S : PC(J ,R)→ PC(J ,R) is completely continuous.
Step :We show that the set
E =
{
x ∈ PC(J ,R) : x = κSx for some  < κ < }
is bounded.
Let x ∈ E. Then x(t) = κ(Sx)(t) for some  < κ < . Thus, for each t ∈ J , we have
x(t) = κ(Sx)(t)



































































































































This implies by (H) and (H) that for each t ∈ J , we have
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Setting






















‖x‖ ≤ |δ| + |δ|T + |	||	| |λ|‖x‖T + ,
which yields
‖x‖ ≤ 
 – |δ|+|δ|T+|	||	| |λ|T
:=M.
This shows that the set E is bounded. As a consequence of Schaefer’s ﬁxed point theorem,
we conclude that S has a ﬁxed point which is a solution of the impulsive qk-diﬀerence
Langevin boundary value problem (.). 
4 Examples
Example . Consider the following boundary value problem for the second-order im-











+  )x(t) =
t
et (+t) · |x(t)|(+|x(t)|) , t ∈ J = [, ], t = tk ,
x(tk) = |x(tk )|(+|x(tk )|) , tk =
k





x(t+k ) –D( k–k– )






















(k + )/(k + ), k = , , , . . . , , m = , T = , λ = /, α = /, β = /,
γ = /, η = /, f (t,x) = (t|x(t)|)/(et( + t)( + |x(t)|)), Ik(x) = |x|/(( + |x|)), and I∗k (x) =
(/) tan–(x/). Since
∣∣f (t,x) – f (t, y)∣∣≤ (/)|x – y|,∣∣Ik(x) – Ik(y)∣∣≤ (/)|x – y| and ∣∣I∗k (x) – I∗k (y)∣∣≤ (/)|x – y|,
then (H) and (H) are satisﬁed with L = (/), L = (/), L = (/). We can ﬁnd that
	 = ,/,, δ = (–)/, δ = /, δ = /, δ = (–)/ and thus

 ≈ . < .
Hence, by Theorem ., the boundary value problem (.) has a unique solution on [, ].
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Example . Consider the following boundary value problem for the second-order im-
pulsive qk-diﬀerence Langevin equation:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩







, t ∈ J = [, ], t = tk ,
x(tk) = k cos
 π t
k+t|x(tk )| , tk =
k
 ,k = , , . . . , ,
D( k+k+ )x(t
+
k ) –D( kk+ )x(tk) =
 sin((π t)/)
k+|x(tk )| cos t , tk =
k








D  x() =D  x().
(.)
Here qk = ((k + )/(k + )), k = , , , . . . , , m = , T = , λ = /, α = /, β = /,
γ = /, η = /, f (t,x) = ((t)/( + x)/), Ik(x) = ((k cos π t)/(k + t|x|)), and I∗k (x) =
(( sin((π t)/))/(k + |x| cos t)). Clearly,
∣∣f (t,x)∣∣ = ∣∣∣∣ t( + x) 
∣∣∣∣≤  ,
∣∣Ik(x)∣∣ =




∣∣∣∣  sin((π t)/)k + |x| cos t
∣∣∣∣≤  .
We can ﬁnd that




where 	 = (α – )(η – ) – λT(η + βλ – α) + γ (T – β) = ,/,, δ = η –  + βλ =
(–)/ and δ = λ(η + βλ –  – α) +  – γ = ,/,.
Hence, by Theorem ., the boundary value problem (.) has at least one solution on
[, ].
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