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Synopsis
Energy estimates for regularly hyperbolic operators with Sm1,2/3 class symbols are drawn.
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1. Introduction
Consider the wave operator with an oscillating coefficient
Lεu = ∂2t u− a2ε(t)∂2xu = 0
with aε(t) = a(t/ε) . Here a(t) is a positive and periodic smooth function and ε is a small positive
parameter. For the standard energy E(t) = ‖ut‖2 + ‖ux‖2 of a solution u, we have
E(t) ≤ eC tεE(0).
In order to improve the above estimate, we consider the decomposition of Lˆε = d
2
dt2
+ a2ε(t)ξ
2:
(
d
dt
± iaε(t)ξ + a0(t)± i
ξ
a1(t))(
d
dt
∓ iaε(t)ξ − a0(t)∓ i
ξ
a1(t)) = Lˆε +R±(t, ξ) (1)
with a0(t) =
−a′ε(t)
2aε(t)
, a1(t) =
1
2aε(t)
(a′0(t) + a0(t)2) and
R±(t, ξ) = ∓ i
ξ
(2a1(t)a0(t) + a′1(t)) +
a1(t)2
ξ2
.
Then we see that
uˆ± = a−1/2ε (t)(
d
dt
∓ iaε(t)ξ − a0(t)∓ i
ξ
a1(t))uˆ
satisfies
(
d
dt
± iaε(t)ξ ± i
ξ
a1(t))uˆ± = a−1/2ε (t)Lˆεuˆ+R±(t, ξ)uˆ±. (2)
We define the energy e1(t) by
e1(t) =
1
2
(|uˆ+|2 + |uˆ−|2) = 1
aε
(| d
dt
uˆ− a0uˆ|2 + |(aεξ + a1
ξ
)uˆ|2.
Note that
|a0(t)| ≤ C
ε
, |a1(t)| ≤ C
ε2
, and |R±(t, ξ)| ≤ C( 1|ξ|ε3 +
1
|ξ|2ε4 ).
Then, when |ξ|ε is large, we see C−1e1(t) ≤ (|uˆt|2 + ξ2|uˆ|2) ≤ Ce1(t) with some C > 0. Hence from
(2) follows that a solution uˆ of Lˆεuˆ = 0 satisfies, when |ξ|ε is large,
d
dt
e1(t) ≤ C|ξ|2ε3 e1(t),
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from which we obtain
e1(t) ≤ e
Ct
|ξ|2ε3 e1(0), (t ≥ 0).
Hence, the high frequency energy Eε(t) =
∫
|ξ|≥Cε−3/2(|uˆt|2 + ξ2|uˆ|2) dξ with large C of a solution
Lεu = 0, has the estimate
Eε(t) ≤ C1eC2tEε(0) (t ≥ 0)
(see the related results 1),2)).
In order to obtain a similar estimate for the regularly hyperbolic operator
Pεu = Dmt u+
∑
1≤j≤m,|α|≤j
aj,α(
t
ε
,
x
ε
)Dm−jt D
α
xu,
we are led to study the property of the operator Pε in the case where ε|ξ|2/3 is large.
Noting, if ε−1 ≤ C|ξ|2/3,
|∂kt ∂αx aj(
t
ε
,
x
ε
)| ≤ C1ε−(k+|α|) ≤ C2|ξ|(k+|α|) 23 ,
we consider, in this paper, the regularly hyperbolic operator P whose symbol p(t, x, τ, ξ) is given by
p(t, x, τ, ξ) = τm +
m∑
j=1
aj(t, x, ξ)τm−j
with real aj(t, x, ξ) satisfying
|∂kt ∂αx ∂βξ aj(t, x, ξ)| ≤ C〈ξ〉j−|β|+(k+|α|)
2
3
that is, aj in S
j
1,2/3 where
〈ξ〉 = (1 + |ξ|2)1/2.
More precisely, for given T > 0, we denote by Skρ,δ([0, T ]) the set of symbols a(t, x, ξ) ∈ C∞([0, T ]×
Rn × Rn) satisfying for any non-negative integer l and any multi-index α, β ∈ Nn, where N =
{0, 1, 2, . . . },
|∂lt∂αx ∂βξ a(t, x, ξ)| ≤ Cl,α,β〈ξ〉k−ρ|β|+δ(l+|α|)
on [0, T ]× Rn × Rn.
Let P be an operator on [0, T ]× Rn:
Pu = Dmt u+
m∑
j=1
Aj(t, x,Dx)D
m−j
t u
whose symbol p(t, x, τ, ξ) = τm+
∑m
j=1 aj(t, x, ξ)τ
m−j with real symbols aj(t, x, ξ) ∈ Sj1,2/3([0, T ]) has
a factorization : if |ξ| ≥ R0 with some R0 > 0,
p(t, x, τ, ξ) =
m∏
j=1
(τ − λj(t, x, ξ)) (3)
with real λj(t, x, ξ) satisfying, with some δ > 0,
|λj(t, x, ξ)− λk(t, x, ξ)| ≥ δ〈ξ〉 (t, x, ξ) ∈ [0, T ]× Rn × Rn with |ξ| ≥ R0 (4)
for any j, k ∈ I with j = k.
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Here I = {1, 2, . . . ,m} and Dt = 1i ∂t. For a symbol a(t, x, ξ) ∈ Sj1,2/3([0, T ]), we define the
operator A(t, x,Dx) by
A(t, x,Dx)u =
1
(2pi)n
∫
ei(x−y)ξa(t, x, ξ)u(y) dydξ
and for q(t, x, τ, ξ) =
∑l
j=0 aj(t, x, ξ)τ
l−j
Q(t, x,Dt, Dx) =
l∑
j=0
Aj(t, x,Dx)D
l−j
t .
We show the following energy estimate for P .
Theorem 1. We assume that the opretator P satisfies the above mentioned conditions (3) and (4).
Then we have the following:
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(t, ·)‖−(m−1)/2 ≤
C(
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(0, ·)‖−(m−1)/2 +
∫ t
0
‖(P + Psb)u(s, ·)‖−(m−1)/2 ds) (5)
for any u(t, x) ∈ C∞([0, T ]×Rn) that is rapidly decreasing with respect to x, where Psb is the operator
whose symbol psb(t, x, τ, ξ) is given by psb(t, x, τ, ξ) = 12i
∑n
µ=0 ∂xµ∂ξµp(t, x, τ, ξ) with x0 = t, ξ0 = τ .
Here Dxj =
1
i ∂xj and D
α
x = Dα1x1 · · ·Dαnxn . The norm ‖ · ‖σ stands for the standard Sobolev norm
given by ‖u(·)‖2σ =
∫
(1 + |ξ|2)σ|uˆ(ξ)|2 dξ with the Fourier transform uˆ(ξ) of u(x).
Remark 1. The differential operator whose principal symbol has only real roots satisfying (3) and (4)
is called the regularly hyperbolic operator.
Remark 2. We remark that the above estimate (5) dose not necessarily imply the wellposedness of the
Cauchy problem for P + Psb. The application of the above estimate to the operator with oscillating
coefficients will be discussed in a forthcoming paper.
If m = 1, Theorem 1 is evident. We assume m ≥ 2 from now on. In order to draw the estimate
(5), we use the decomposition of P similar to (1). For the simplicity of expression, we use the Weyl
calculus of pseudodifferential operators. For the properties of such calculus, refer to the section 14 in
Chapter 7 of Taylor’s book3). For symbols a(t, x, ξ) and q =
∑l
j=1 aj(t, x, ξ)τ
l−j , we define operators
Aw and Qw by
Aw(t, x,Dx)u =
1
(2pi)n
∫
ei(x−y)ξa(t,
x+ y
2
, ξ)u(y) dydξ (6)
and
Qw(t, x,Dt, Dx)u =
l∑
j=0
1
(2pi)n+1
∫
ei((t−s)τ+(x−y)ξ)aj(
t+ s
2
,
x+ y
2
, ξ)τ l−ju(s, y) dsdydτdξ
with some appropriately extended aj(t, x, ξ) on R × Rn × Rn. The same operator Qw(t, x,Dt, Dx)
can also be given by
Qw(t, x,Dt, Dx)u =
l∑
j=0
Dl−js (A
w
j (
t+ s
2
, x,Dx)u(s, x))|s=t. (7)
For the proof of Theorem 1 we use the following.
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Proposition 2. Let p(t, x, τ, ξ) = τm +
∑m
j=1 aj(t, x, ξ)τ
m−j with real aj(t, x, ξ) ∈ Sj1,2/3([0, T ]).
Suppose that we have
p(t, x, τ, ξ) =
m∏
j=1
(τ − λj(t, x, ξ))
with real λj(t, x, ξ) ∈ S11,2/3([0, T ]) satisfying, with some δ > 0,
|λj(t, x, ξ)− λk(t, x, ξ)| ≥ δ〈ξ〉 (t, x, ξ) ∈ [0, T ]× Rn × Rn (8)
for any j, k ∈ I with j = k. Then we have the following:
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(t, ·)‖−(m−1)/2 ≤
C(
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(0, ·)‖2−(m−1)/2 +
∫ t
0
‖Pwu(s, ·)‖−(m−1)/2 ds) (9)
for any u(t, x) ∈ C∞([0, T ]× Rn) that is rapidly decreasing with respect to x.
In order to see that Proposition 2 implies Theorem 1, first we remark that an operator Aw(t, x,Dx)
with a(t, x, ξ) ∈ Ss1,2/3([0, T ]) has the order s, that is, we have ‖Au‖σ ≤ C‖u‖σ+s ( see Proposition
5.5 and the section 14 in Chapter 7 in Taylor’s book3)) and that, for an operator Qw(t, x,Dt, Dx)
with the symbol q(t, x, τ, ξ) =
∑k
j=0 aj(t, x, ξ)τ
k−j with aj(t, x, ξ) ∈ Ss−k+j1,2/3 ([0, T ]), we have
‖Q(t, x,Dt, Dx)u‖σ ≤ C
∑k
j=0 ‖Dk−jt u‖j−k+s+σ (see (7)).
Suppose that p satisfies the assumptions of Theorem 1. Set q = −18
∑n
µ,ν=0 ∂ξµ∂ξν∂xµ∂xνp. Then
we see that q =
∑m
j=1 bj(t, x, ξ)τ
m−j with real symbols bj(t, x, ξ) ∈ Sj−2/31,2/3 ([0, T ]) and we have
‖Pw(t, x,Dt, Dx)u− (P + Psb +Q)u‖−(m−1)/2 ≤ C
m−1∑
j=0
‖Djtu‖m−j−1−(m−1)/2. (10)
Noting
‖Qwu−Qu‖−(m−1)/2 ≤ C
m−1∑
j=0
‖Djtu‖m−j−1−(m−1)/2, (11)
we have
‖(Pw −Qw)u− (Pu+ Psbu)‖−(m−1)/2 ≤ C
m−1∑
j=0
‖Djtu‖m−j−1−(m−1)/2.
See (14.8) on page 60 in Taylor’s book3) for the above two claims (10) and (11).
On the other hand, p− q = τm +∑mj=1(aj(t, x, ξ)− bj(t, x, ξ))τm−j has the factorization : when
|ξ| is large,
p− q =
∏
(τ − λ˜j(t, x, ξ))
with real λ˜j(t, x, ξ) satisfying, with some R1 > 0 and δ > 0,
|λ˜j(t, x, ξ)− λ˜k(t, x, ξ)| ≥ δ〈ξ〉 (t, x, ξ) ∈ [0, T ]× Rn × Rn with |ξ| ≥ R1
for any j, k ∈ I with j = k. See the appendix for the proof of this claim.
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The above λ˜j(t, x, ξ) (j = 1, . . . ,m) can be extend as a real symbol in S11,2/3([0, T ]) satisfying (8).
See the appendix for the proof of this claim. Using the extended λ˜j(t, x, ξ) (j = 1, . . . ,m), we set
p˜(t, x, τ, ξ) =
∏m
j=1(τ − λ˜j(t, x, ξ)). Then p˜ = p− q when |ξ| is large. Hence we have
‖P˜wu− (Pu+ Psbu)‖−(m−1)/2 ≤ C
m−1∑
j=0
‖Djtu‖m−1−j−(m−1)/2.
While, applying Proposition 2 to p˜(t, x, τ, ξ), we obtain
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(t, ·)‖−(m−1)/2 ≤
C(
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(0, ·)‖−(m−1)/2 +
∫ t
0
‖P˜wu(s, ·)‖−(m−1)/2 ds).
Then, noting that
∑
|α|≤m−1−j ‖Dαxu‖σ is equivalent to ‖u‖m−1−j+σ, we have
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(t, ·)‖−(m−1)/2 ≤
C(
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(0, ·)‖−(m−1)/2
+
∫ t
0
(‖Pu(s, x) + Psbu(s, ·)‖−(m−1)/2 +
m−1∑
j=0
∑
|α|≤m−1−j
‖DjtDαxu(s, ·)‖−(m−1)/2) ds).
Then, by Gronwall’s inequality we obtain the estimate (5). Hence Proposition 2 implies Theorem 1.
In the next section, we prove Proposition 2 by using the decomposition of Pw given in Proposition
3 that is proved in the section 3.
We denote by L(k, s) with a non-negative integer k and a real s, the set of symbols q(t, x, τ, ξ) =∑k
j=0 aj(t, x, ξ)τ
k−j with aj(t, x, ξ) ∈ Sj−k+s1,2/3 ([0, T ]). L(0, s) = Ss1,2/3([0, T ]). For operators Q and R,
we write Q = R mod L(k, s) when Q−R can be given by V w(t, x,Dt, Dx) with some v(t, x, τ, ξ) ∈
L(k, s). While, for an operator Q, Q ∈ Sk1,2/3([0, T ]) means that Q can be given by Q = Aw with
a(t, x, ξ) ∈ Sk1,2/3([0, T ]).
For the operator Qw(t, x,Dt, Dx) whose symbol is q(t, x, τ, ξ) =
∑k
j=0 aj(t, x, ξ)τ
k−j ∈ L(k, s), the
expression (7) implies that there exist bj(t, x, ξ) ∈ Sj−k+s1,2/3 ([0, T ]) such that bj(t, x, ξ) − aj(t, x, ξ) ∈
S
j−1/3−k+s
1,2/3 ([0, T ]) and
Qw(t, x,Dt, Dx)u =
k∑
j=0
Bwj (t, x,Dx)D
k−j
t u.
We recall some properties of the Weyl calculus. See (14.24) on page 62 in Taylor’s book3). We
define the Poisson bracket {q, r} of q(t, x, τ, ξ) ∈ L(k, s1) and r(t, x, τ, ξ) ∈ L(l, s2), by
{q, r} =
n∑
µ=0
(∂ξµq∂xµr − ∂xµq1∂ξµq2),
and (q, r)2 by
(q, r)2 =
−1
4
n∑
µ,ν=0
(q(µ,ν)r(µ,ν) + q(µ,ν)r
(µ,ν) − 2q(ν)(µ)r
(µ)
(ν)) (12)
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where q(µ,ν) = ∂ξµ∂ξνq, q(µ,ν) = ∂xµ∂xνq and q
(ν)
(µ) = ∂xµ∂ξνq with x0 = t and ξ0 = τ . We use also the
notation q(µ) = ∂ξµq , q(µ) = ∂xµq.
Here we note {q, r} = −{r, q} and (q, r)2 = (r, q)2.
We set
d0 = qr, d1 =
1
2i
{q, r}, d2 = 12(q, r)2.
We remark that dj ∈ L(k + l, s1 + s2 − j/3) (j = 0, 1, 2). We have, for j0 = 0, 1, 2,
QwRw =
j0∑
j=0
Dwj (mod L(k + l, s1 + s2 − (j0 + 1)/3)) (13)
and
QwRw −RwQw = 2Dw1 (mod L(k + l, s1 + s2 − 1))
Furthermore when q(t, x, τ, ξ) − τk ∈ L(k − 1, s1) or r(t, x, τ, ξ) − τ l ∈ L(l − 1, s2), we have for
j0 = 0, 1, 2,
QwRw =
j0∑
j=0
Dwj (mod L(k + l − 1, s1 + s2 − (j0 + 1)/3)) (14)
and
QwRw −RwQw = 2Dw1 (mod L(k + l − 1, s1 + s2 − 1)) (15)
In the following we use the following notations. We denote the inner product in the space of
square integrable functions on Rn, by (·, ·), that is,
(v, w) =
∫
Rn
v(x)w(x) dx
and its norm by ‖v(·)‖ = (v, v)1/2 .
We use C or C with some suffix in order to denote a positive constant which may be different line
by line.
2. Proof of Proposition 2.
In this section, because we use only the Weyl calculus, the operator define by (6) or (7) is denoted
by A or Q instead of Aw or Qw.
Suppose that the assumption of Proposition 2 is fulfilled. Recall I = {1, 2, . . . ,m}. For j ∈ I we
set
pj(t, x, τ, ξ) =
∑
k∈I\{j}
(τ − λk(t, x, τ, ξ)).
We have the following.
Proposition 3. We set, for j ∈ I,
e0j (t, x, ξ) =
∑
k∈I\{j}
−1
2i
{τ − λj , τ − λk}
λj − λk .
There exist a real symbol e1j (t, x, ξ) ∈ S1/31,2/3([0, T ]) and a symbol rj(t, x, τ, ξ) ∈ L(m − 1,m − 1/3)
such that
(Dt − Λj + E0j + E1j )(Pj +Rj)− P ∈ L(m− 1,m− 1). (16)
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For the moment admitting the validity of the above proposition, we draw the estimates (9). In
the following, we denote by u a C∞ function on [0, T ]×Rn, which is rapidly decreasing with respect
to x.
Set
wj(t, x, ξ) =
∏
k∈I\{j}
|λj − λk|−1/2.
We see from (8) that wj ∈ S−(m−1)/21,2/3 ([0, T ]) and wj(t, x, ξ) ≥ C(1 + |ξ|)−(m−1)/2. We have
{τ − λj , wj} = wj(−
∑
k∈I\{j}
1
2(λj(t, x, ξ)− λk(t, x, ξ)){τ − λj , λj − λk}).
Then 1i {τ − λj , wj} = wje0j . Setting g = wje0j , we get from (15)
(Dt − Λj)Wj −Wj(Dt − Λj) = G (mod S−(m−1)/21,2/3 ).
While with e˜1j ∈ S1/31,2/3 given by e˜1j = − 12i{wj , e0j}/wj which is real-valued, we have
WjE
0
j = G− E˜1jWj (mod S−(m−1)/21,2/3 ([0, T ])).
Then we have
(Dt − Λj)Wj −Wj(Dt − Λj)−WjE0j − E˜1jWj ∈ S−(m−1)/21,2/3 ,
which and E1jWj = WjE
1
j ( mod S
−(m−1)/2
1,2/3 ([0, T ])), where e
1
j ∈ S1/31,2/3([0, T ]), imply that
Wj(Dt − Λj +E0j +E1j )− (Dt − Λj +E1j + E˜1j )Wj ∈ S−(m−1)/21,2/3 . (17)
Then we see from (16) and (17) that there exists vj(t, x, τ, ξ) ∈ L(m− 1, (m− 1)/2) such that
(Dt − Λj +E1j + E˜1j )Wj(Pj +Rj) = WjP + Vj . (18)
Since −λj(t, x, ξ)+e1j (t, x, ξ)+ e˜1j (t, x, ξ) is real-valued, then −Λj(t, x,Dx)+E1j (t, x,Dx)+E˜1j (t, x,Dx)
is formally selfadjoint with respect to the inner product (u, v). Then we see that
d
dt
‖u‖2 = 2(iDtu(t, ·), u(t, ·)) = 2(i(Dt − Λj +E1j + E˜1j )u(t, ·), u(t, ·)).
Hence ddt‖Wju‖2 = 2(i(Dt − Λj + E1j + E˜1j )Wju(t, ·),Wju(t, ·)). Then
d
dt
‖Wju‖2 ≤ 2‖(Dt − Λj + E1j + E˜1j )Wju‖‖Wju‖.
Therefore, noting wj ∈ S−(m−1)/21,2/3 ([0, T ]), we obtain from (18)
d
dt
‖Wj(Pj +Rj)u‖2 ≤ C(‖Pu‖−(m−1)/2 +
m−1∑
k=0
‖Dkt u‖−k+(m−1)/2)‖Wj(Pj +Rj)u‖,
from which we obtain
‖Wj(Pj +Rj)u(t, ·)‖ ≤ ‖Wj(Pj +Rj)u(0, ·)‖
+ C
∫ t
0
(‖Pu(s, ·)‖−(m−1)/2 +
m−1∑
k=0
‖Dkt u(s, ·)‖−k+(m−1)/2) ds.
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See for example Lemma 23.1.1 in the book of Ho¨mander4).
Since wj ∈ S−(m−1)/21,2/3 ([0, T ]) and wj ≥ C(1 + |ξ|)−(m−1)/2, we have ‖u‖−(m−1)/2 ≤ C(‖Wju‖ +
‖u‖−(m−1)/2−1). Hence we see
‖(Pj +Rj)u(t, ·)‖−(m−1)/2 ≤ C(
m−1∑
k=0
‖Dkt u(t, ·)‖−k+(m−1)/2−1
+
m−1∑
k=0
‖Dkt u(0, ·)‖−k+(m−1)/2
+
∫ t
0
(‖Pu(s, ·)‖−(m−1)/2 +
m−1∑
k=0
‖Dkt u(s, ·)‖−k+(m−1)/2) ds. (19)
Now we draw the estimate of the norm of Dkt u from the estimate of ‖(Pj + Rj)u‖−(m−1)/2 (j =
1, . . . ,m). First we note that rj ∈ L(m− 2,m− 1− 1/3) implies that
‖Rju‖−(m−1)/2 ≤ C
m−2∑
k=0
‖Dkt u‖−k+(m−1)/2−1/3 (20)
Note that we have
pj(t, x, τ, ξ) = τm−1 +
m∑
k=2
ajk(t, x, ξ)τm−k〈ξ〉k−1
with ajk(t, x, ξ) ∈ S01,2/3([0, T ]).
Let A be a m by m matrix whose (j, k) element is ajk(t, x, ξ). Here we set aj1(t, x, ξ) = 1. We
remark that
pj(t, x, τ, ξ)/〈ξ〉m−1 =
m∑
k=1
ajk(t, x, ξ)
( τ
〈ξ〉
)m−k
Then we have | detA| ≥ C with C > 0. Indeed, since
pj(t, x, λl(t, x, ξ), ξ) =
{∏
k∈I\{j}(λj(t, x, ξ)− λk(t, x, ξ)) l = j
0 otherwise,
and
pj(t, x, λl(t, x, ξ), ξ)/〈ξ〉m−1 =
m∑
k=1
ajk(t, x, ξ)
(λl(t, x, ξ)
〈ξ〉
)m−k
,
then we obtain the desired estimate |detA| ≥ C from (8) and the Vandermonde determinant.
Hence each element of A−1 belongs to S01,2/3([0, T ]). Then there exists an m by m matrix L ∈
S01,2/3([0, T ]) satisfying L(t, x,Dx)A(t, x,Dx)− I ∈ S−11,2/3([0, T ]). Noting that
‖Pju−
m∑
k=1
Ajk(t, x,Dx)Dm−kt 〈Dx〉k−1u‖−(m−1)/2 ≤ C
m−2∑
l=0
‖Dltu‖−l+(m−1)/2−1/3,
we see that, for k ∈ I,
‖
m∑
j=1
Lkj(t, x,Dx)Pju−Dm−kt 〈Dx〉k−1u‖−(m−1)/2 ≤ C
m−1∑
l=0
‖Dltu‖−l+(m−1)/2−1/3,
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where Lkl is the (k, j) element of the L. Then we obtain from the above estimate and (20)
m−1∑
k=0
‖Dm−1−kt u(t, ·)‖k−(m−1)/2 ≤ C(
m∑
j=1
‖(Pj +Rj)u‖−(m−1)/2 +
m−1∑
k=0
‖Dkt u(t, ·)‖−k+(m−1)/2−1). (21)
Here we used the property of Sobolev norm: ‖u‖σ−1/3 ≤ ε‖u‖σ + Cε‖u‖σ−1 for any ε > 0 with some
Cε.
It follows from (19) and (21)
m−1∑
k=0
‖Dkt u(t, ·)‖−k+(m−1)/2 ≤ C(
m−1∑
k=0
‖Dkt u(t, ·)‖−k+(m−1)/2−1 +
m−1∑
k=0
‖Dtu(0, ·)‖−k+(m−1)/2
+
∫ t
0
(‖Pu(s, ·)‖−(m−1)/2 +
m−1∑
k=0
‖Dkt u(s, ·)‖−k+(m−1)/2) ds. (22)
Note that for 0 ≤ k ≤ m− 2
d
dt
‖Dkt u(t, ·)‖2−k+(m−1)/2−1 ≤ 2‖Dkt u(t, ·)‖−k+(m−1)/2−1‖Dk+1t u(t, ·)‖−k+(m−1)/2−1.
and
d
dt
‖Dm−1t u(t, ·)‖2−(m−1)/2−1
≤ 2‖Dm−1t u(t, ·)‖−(m−1)/2−1(‖(Pu(t, ·)‖−(m−1)/2−1 +
m−1∑
k=0
‖Dkt u(t, ·)‖(m−k−(m−1)/2−1). (23)
Then we have
d
dt
(
m−1∑
k=0
‖Dkt u(t, ·)‖2−k+(m−1)/2−1)
≤ C(‖Pu‖−(m−1)/2−1 +
m−1∑
k=0
‖Dkt u(t, ·)‖−k+(m−1)/2)(
m−1∑
k=0
‖Dkt u(t, ·)‖2k−(m−1)/2−1)1/2,
from which we obtain
m−1∑
k=0
‖Dkt u(t, ·)‖−k+(m−1)/2−1 ≤ C(
m−1∑
k=0
‖Dkt u(0, ·)‖−k+(m−1)/2−1
+
∫ t
0
(‖Pu(s, ·)‖−(m−1)/2−1 +
m−1∑
k=0
‖Dkt u(s, ·)‖−k+(m−1)/2) ds).
Hence from the above estimate and (22), we obtain
m−1∑
k=0
‖Dkt u(t, ·)‖−k+(m−1)/2 ≤ C(
m−1∑
k=0
‖Dkt u(0, ·)‖−k+(m−1)/2
+
∫ t
0
(‖Pu(s, ·)‖−(m−1)/2 +
m−1∑
k=0
‖Dkt u(s, ·)‖−k+(m−1)/2) ds. (24)
Then we obtain from (24) the desired estimate (9), by using Gronwall’s inequality.
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3. Proof of Proposition 3.
In this section also, we use only the Weyl calculus. Then the operator define by (6) or (7) is
denoted by A or Q instead of Aw or Qw.
First we show two lemmas on symbols.
Recall I = {1, 2, . . . ,m}. For j, k ∈ I with j = k, we set
pj =
∏
l∈I\{j}
(τ − λl(t, x, ξ)), pkj =
∏
l∈I\{k,j}
(τ − λl(t, x, ξ)).
When m = 2, we set pjk = 1.
Lemma 4. For j ∈ I, we set
a0j = −
∑
k∈I\{j}
1
2i
{τ − λj , λk − λj}
λk − λj
and for k ∈ I \ {j},
b0jk =
1
2i
{τ − λj , λk − λj}
λk − λj .
We set also
r0j =
∑
k∈I\{j}
bjkpjk.
Then we have
1
2i
{τ − λj , pj}+ a0jpj + (τ − λj)r0j = 0.
Proof. Indeed, by the definition of the Poisson bracket, we see that {τ − λj , pj} =
∑
k∈I\{j}{τ −
λj , τ − λk}pjk. Since 1 = (τ−λj)−(τ−λk)λk−λj , noting (τ − λj)pjk = pk and (τ − λk)pjk = pj , we get
pjk =
pk − pj
λk − λj . (25)
Since {τ − λj , τ − λj} = 0 and (τ − λk) − (τ − λj) = λj − λk, we see that {τ − λj , τ − λk} =
{τ − λj , λj − λk}. Hence
{τ − λj , pj} =
∑
k∈I\{j}
{τ − λj , λj − λk} pk − pj
λk − λj .
Then, noting (τ − λj)pjk = pk, we obtain
1
2i
{τ − λj , pj}+ a0jpj + (τ − λj)r0j = 0.
Lemma 5. There exist real symbols a1,hj , b
1,h
jk ∈ S1/31,2/3([0, T ]) (h = 1, 2, 3, 4) such that
(τ − λj , pj)2 = a1,1j pj +
∑
k∈I\{j}
b1,1jk pk (26)
1
2i
{a0j , pj} = a1,2j pj +
∑
k∈I\{j}
b1,2jk pk (27)
1
2i
{τ − λj , r0j} = a1,3j pj +
∑
k∈I\{j}
b1,3jk pk (28)
a0jr
0
j = a
1,4
j pj +
∑
k∈I\{j}
b1,4jk pk (29)
where a0j and r
0
j are symbols defined in Lemma 4.
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Proof. For three distinct elements j, k, l in I, we set
pjkl =
∏
h∈I\{j,k,l}
(τ − λh).
When m = 3, we set pjkl = 1.
Lagrange’s interpolation formula implies that, for three distinct elements j, k, l ∈ I,
1 =
(τ − λj)(τ − λk)
(λl − λj)(λl − λk) +
(τ − λk)(τ − λl)
(λj − λk)(λj − λl) +
(τ − λl)(τ − λj)
(λk − λl)(λk − λj)
Then we have
pjkl =
pl
(λl − λj)(λl − λk) +
pj
(λj − λk)(λj − λl) +
pk
(λk − λl)(λk − λj) (30)
Note that we have for µ, ν ∈ {0, 1, 2, . . . , n}
pj(µ,ν) =
∑
k∈I\{j}
(τ − λk)(µ,ν)pjk +
∑
k,l∈I\{j},k =l
(τ − λk)(µ)(τ − λl)(ν)pjkl.
Then we see from (25) and (30) that
(τ − λj)(µ,ν)pj(µ,ν) =
∑
k∈I\{j}
(τ − λj)(µ,ν)(τ − λk)(µ,ν)
pk − pj
λk − λj
+
∑
k,l∈I\{j},k =l
(τ − λj)(µ,ν)(τ − λk)(µ)(τ − λl)(ν)
×
(
pl
(λl − λj)(λl − λk) +
pj
(λj − λk)(λj − λl) +
pk
(λk − λl)(λk − λj)
)
. (31)
Since λk (k ∈ I) is real-valued, we see that there exist real symbols ak ∈ S1/31,2/3([0, T ]) so that we have
(τ − λj)(µ,ν)pj(µ,ν) =
∑
k∈I
akpk.
Since this argument can be applied to other terms of (τ −λj , pj)2 (see (12)), we see that the assertion
for (26) is valid. Noting that
a0j
i ∈ S
2/3
1,2/3([0, T ]) is real valued, we see that the assertion for (27)
follows from
1
2i
{a0j , pj} =
∑
k∈I\{j}
1
2i
{a0j , τ − λk}pjk
=
∑
k∈I\{j}
1
2i
{a0j , τ − λk}
pk − pj
λk − λj .
Since
1
2i
{τ − λj , b0jkpjk} =
1
2i
{τ − λj , b0jk}pjk +
b0jk
2i
{τ − λj , τ − λl}pjkl,
noting that
b0jk
i ∈ S
2/3
1,2/3([0, T ]) is real valued, we see from (25) and (30), the assertion for (28) is valid.
Finally, noting that a0jr
0
j is real-valued, we see from the definition of a
0
j and r
0
j and from (25) that
the assertion for (29) is valid.
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We see from (14) that
(Dt − Λj)Pj = P +Qj,1 +Qj,2 (mod L(m− 1,m− 1))
with qj1 = 12i{τ − λj , pj} and qj,2 = 12(τ − λj , pj)2.
Setting h1(t, x, τ, ξ) = 12i{a0j , pj}+ 12i{τ − λj , r0j}, we see from Lemma 4 and (14) that
A0jPj + (Dt − Λj)R0j +Qj1 = H1 (mod L(m− 2,m− 1)).
Then, setting h2(t, x, τ, ξ) = h1(t, x, τ, ξ) + qj2 + aojr
0
j , we see that
(Dt − Λj +A0j )(Pj +R0j ) = P +H2 (mod L(m− 1,m− 1)).
Since
h2(t, x, τ, ξ) =
1
2i
{a0j , pj}+
1
2i
{τ − λj , r0j}+
1
2
(τ − λj , pj)2 + aojr0j ,
Lemma 5 shows the following expression of h2 with real symbols a1j , b
1
jk ∈ S1/31,2/3([0, T ])
h2(t, x, τ, ξ) = −a1jpj −
∑
k∈I\{j}
b1jkpk
With r1j =
∑
k∈I\{j} b
1
jkpjk ∈ L(m− 2,m− 2 + 1/3) we have
h2(t, x, τ, ξ) = −a1jpj − (τ − λj)r1j
Then we see that
H2 = −A0jPj − (Dt − Λj)R1j (mod L(m− 2,m− 1)).
Then we obtain
(Dt − Λj +A0j +A1j )(Pj +R0j +R1j ) = P (mod L(m− 1,m− 1)).
Since a1j (t, x, ξ) is real-valued, Proposition 3 is proved.
4. Appendix.
We show the validity of two claims stated in Introduction. Assume that the symbol p(t, x, τ, ξ) =
τm +
∑m
j=1 aj(t, x, ξ)τ
m−j with real aj(t, x, ξ) ∈ Sj1,2/3([0, T ]) has the following factorization when
|ξ| ≥ R0 with some R0 > 0.
p(t, x, τ, ξ) =
m∏
j=1
(τ − λj(t, x, ξ)) (32)
with real λj(t, x, ξ) satisfying, with some δ > 0,
|λj(t, x, ξ)− λk(t, x, ξ)| ≥ δ〈ξ〉 (t, x, ξ) ∈ [0, T ]× Rn × Rn with |ξ| ≥ R0 (33)
for any j, k ∈ I with j = k.
The first claim is the following. For any q(t, x, τ, ξ) =
∑m
j=1 bj(t, x, ξ)τ
m−j with real bj(t, x, ξ) ∈
S
j−2/3
1,2/3 ([0, T ]), p(t, x, τ, ξ) + q(t, x, τ, ξ) has the factorization similar to (32) and (33) when |ξ| ≥ R1
with some R1 > 0. Indeed, when |ξ| ≥ R0, set pj =
∏
l∈I\{j}(τ − λk(t, x, ξ)). Then, by Lagrange’s
interpolation formula, we have
q(t, x, τ, ξ) =
m∑
j=1
dj
pj
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with
dj =
q(t, x, λj(t, x, ξ), ξ)
pj(t, x, λj(t, x, ξ), ξ)
.
Since pj(t, x, λj(t, x, ξ), ξ) =
∏
l∈I\{j}(λj(t, x, ξ)− λk(t, x, ξ)), we see from (33)
|pj(t, x, λj(t, x, ξ), ξ)| ≥ C〈ξ〉m−1 (|ξ| ≥ R0).
Note that the estimates |aj | ≤ C〈ξ〉j (j = 1, . . . ,m) imply |λj | ≤ C〈ξ〉 (j = 1, . . . ,m). Then from
bj(t, x, ξ) ∈ Sj−2/31,2/3 ([0, T ]) we obtain |q(t, x, λj(t, x, ξ), ξ)| ≤ C〈ξ〉m−1−2/3. Hence |dj | ≤ C〈ξ〉−2/3.
Then dj is small when |ξ| is large. Since bj(t, x, ξ) is real-valued, dj is real-valued. From p+ q =
p(1+
∑m
j=1
dj
τ−λj ) and from (33), by considering the change of sign, follows that there exists a positive
R1 such that, when |ξ| ≥ R1, we have the factorization of p+ q similar to (32) and (33). Then we see
that the first claim is valid.
The second claim is the following. Each λj(t, x, ξ) (j = 1, . . . ,m) appearing in (32) has an real
extention λ˜j ∈ S11,2/3([0, T ]) satisfying, with some δ > 0,
|λ˜j(t, x, ξ)− λ˜k(t, x, ξ)| ≥ δ〈ξ〉 (t, x, ξ) ∈ [0, T ]× Rn × Rn (34)
for any j, k ∈ I with j = k.
We show this claim by using Nuij’s theorem5). We assume λ1 < λ2 < · · · < λm when |ξ| ≥ R0.
Let a non-negative function χ(s) ∈ C∞(R) satisfy
χ(s) =
{
1 |s| ≤ 3/2
0 |s| ≥ 2.
Note that by the implicit function theorem and (33), we see (1−χ(|ξ|/R0))λj(t, x, ξ) ∈ S11,2/3([0, T ]).
Set p˜ =
∏m
j=1(τ − (1 − χ(|ξ|/R0)λj(t, x, ξ)). The polynomial p˜ has only real roots that are distinct
when |ξ| ≥ 2R0. Thanks to Nuij’s theorem, we see that
˜˜p = (1 + χ(
|ξ|
2R0
)∂τ )m−1p˜
has only simple real roots λ˜j (j = 1, . . . ,m). We assume λ˜1 < λ˜2 < · · · < λ˜m. Since ˜˜p = p when
|ξ| ≥ 4R0, we see that λj = λ˜j there. Then (34) is verified when |ξ| ≥ 4R0. When |ξ| ≤ 4R0, the
coefficients of p˜ are bounded. Then as a polynomial in τ , the set {p˜(t, x, τ, ξ) | (t, x, ξ) ∈ [0, T ]×Rn×
Rn with |ξ| ≤ 4R0 } is a bounded set. For any p˜ belonging to its closure that has also only real roots,
˜˜p has only simple real roots. Then we see that, even if |ξ| ≤ 4R0, (34) is valid. Hence the claim is
verified.
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