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ABSTRAKT
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ďalšej kapitole sú vyobrazené ukážky dát a spôsob ich spracovania. Ďalej nasleduje popis mo-
delov neurónovej siete a všetkých skriptov, ktoré pri tejto práci vznikli. Poslednými kapitolami
sú spracovanie nameraných dát pri trénovaní a testovaní modelov a ich celkové vyhodnotenie.
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ABSTRACT
This bachelors thesis describes the process of implementing trained neural network model to
AI accelerator - Intel Movidius. The first chapter is about machine learning and computer
vision theory. The second chapter describes the options which can be chosen for programming
of convolutional neural networks as programming language or related libraries which suit the
most. The third and fourth chapters are highly connected. They describe the whole process
of hardware installation and troubleshooting of software issues during installation. The next
chapter shows previews of images, which are used as data input for neural network. Next pages
describe used scripts and models of neural networks which were created from scratch. The
last chapters are all about measured datas during the training or testing of neural networks
and its evaluation.
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Úvod
Počítačové videnie a všeobecne umelá inteligencia sú oborom, ktorý je čoraz viac žia-
daný a obľúbený. Slovné spojenie umelá inteligencia sa prvýkrát skloňovalo v roku 1956
na konferencii, kde prednášal John McCarthy. Avšak s podobnou myšlienkou, akou sa
umelá inteligencia zaoberá, sa ľudia pohrávali dávnejšie. Napríklad Alan Turing s Da-
vidom Champernowne v roku 1948 vydali prácu, ktorá popisovala algoritmus v šachu,
ktorým by mohol byť stroj schopný poraziť človeka. Jeho výpočetná náročnosť však spô-
sobila, že pokus vytvoriť na základe algoritmu spustiteľný program, stroskotal. [1]
Za posledné desaťročia využitie umelej inteligencie výrazne vzrástlo. Dôvodom je práve
prudký nárast výpočetnej sily, ktorá umožňuje spracovávať čoraz zložitejšie algortimy. Po-
čítačové videnie má využitie v rôznych oboroch. Začínajúc v zdravotníctve, bezpečnosti,
alebo automatizácii, až po robotiku, alebo šport. Vstupom pre tento obor je obrazový
materiál v podobe fotiek, obrázkov, kamerových záznamov alebo kresieb, na ktorých sú
detekované objekty, alebo rozpoznávané tvary. Často však tieto dáta musia byť spraco-
vané čo najrýchlejšie, a s čo najväčšou presnosťou. S tým veľmi úzko súvisí aj hardware,
respektíve technológie používané na tieto výpočty.
V poslednej dobe je pomerne veľký trend vyvýjať a vyrábať stále menšie a menšie
zariadenia, s čoraz väčšou výpočetnou silou. Pokiaľ to technológia umožňuje, tak je stále
viac populárny aj prenájom virtuálnych strojov a presun výpočtov na cloud. Lenže to nieje
vhodné vo všetkých situáciách a pre každé využitie. Prístroj, ktorý má za úlohu spracovať
dáta a následne ich vyhodnotiť, nemusí mať pripojenie k internetu. Alebo miesto, kde
sa tieto aplikácie využívajú, môžu byť limitované rozmerami. Peniaze hrajú tak isto vý-
znamnú rolu. Môže sa stať, že spoločnosť, ktorá chce používať svoju kameru a následne
obraz spracovávať a vyhodnocovať, má prístup k internetu. Rovnako tak má aj veľké pries-
tory, kde by bol HW uložený. Ale nemôže si dovoliť nákup takého zariadenia.
Všetky tieto okolnosti zobrali do úvahy niektoré veľké korporáty, ako napríklad Go-
ogle LLC, alebo Intel Corporation. Začali preto vyvýjať zariadenia, ktorých úlohou bolo,
v čo najmenšom tele ponúknuť veľkú výpočetnú silu pre spracovanie neurónových sietí.
To všetky pri zachovaní rozumnej ceny. Postupne tak vznikali akcelerátory neurónových
sietí - AI accelerators. Ich hlavnou úlohou je ponúknuť svoju výpočetnú silu zariadeniu,
ku ktorému sú pripojené. Takže nieje potrebné mať zakúpený HW za vysoké čiastky. Stačí
mať akcelerátor pripojený k zariadeniu. Na akcelerátori, ako na optimalizovanom a pre
neurónové siete uspôsobenom zariadení, sa následne spracovávajú potrebné výpočty.
Tejto téme sa venuje práve táto práca. Hlavnou úlohou je dosiahnuť spoluprácu a ko-
munikáciu medzi akcelerátorom a svojími rozmerami malým zariadením - Raspberry Pi.
Táto kombinácia následne môže byť využívaná vo vyššie spomenutých odvetviach, za úče-
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lom prekonania daných limitácií. Súčasťou práce je aj naprogramovanie a natrénovanie
modelov neurónových sietí na klasifikáciu dát do šiestich kategórií. Za účelom porovnania
kombinácie akcelerátoru a Raspberry Pi s ostatnými platformami, boli stanovené dáta ako
doba trénovania modelu neurónovej siete, jeho úspešnosť a doba testovania. Z týchto hod-
nôt potom bolo možné odvodiť, či a poprípade aký veľký prínos má použitie akcelerátoru
neurónových sietí.
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1 Strojové učenie v počítačovom videní
Strojové učenie – Machine Learning (ML) v počítačovom videní je odvetvím, ktoré vzbu-
dzuje čoraz väčší záujem ľudí pracujúcich v informatike a oboroch jej príbuzným. Nemusia
to byť len vedci, ale aj ľudia, ktorí si chcú založiť firmu - startup, pretože samotné ML
ponúka veľmi veľké možnosti. Zameriava sa na riešenie celej rady problémov z reálneho ži-
vota o rôznej obtiažnosti. Algoritmy, ktoré využíva sú veľmi blízke ľudskému biologickému
videniu. [2]
1.1 Strojové učenie
ML je jednou z čaští alebo podkategóriou umelej inteligencie. Využíva sa v systémoch,
ktoré nemajú presne definovaný postup a inštrukcie ako daný problém vyriešiť. Namiesto
toho pracuje so štatistickými modelmi a v kombinácii s vhodnými algoritmami rieši špe-
cifický problém. Hlavne aplikácia vhodného algoritmu pre danú úlohu je kritickou časťou.
Nie všetky algoritmi sa dajú aplikovať pre riešenie daného problému. Medzi často použí-
vané je možné zaradiť:
• Lineárna regresia:
Algoritmus, ktorý popisuje vzťah dvoch premenných na základe rovnice Y = a*X +
b, pričom Y je závislá premenná a X naopak nezávislá. Takže algoritmus lineárnej
regresie predpovedá hodnotu závislej premennej na základe premennej nezávislej.
Rovnica reprezentuje priamku.
• Rozhodovacie stromy:
Tento druh algoritmu môže byť použitý ako na klasifikáciu, tak aj na regresiu. Má
stromovú štruktúru a jeho koreňom je atribút, ktorý nosí najväčšie množstvo infor-
mácií o danom probléme. Tréningová množina dát je ďalej rozdelená na podmnožiny.
To závisí na obsiahnutých informáciách v rámci daných množín. Proces sa opakuje
až pokiaľ sa všetky dáta neklasifikujú a pokiaľ sa nenájde list každej vetvy.
• Naive-Bayes algoritmus:
Tento algoritmus vychádza z Bayes-oveho teorému, ktorý je používaný poväčšine pre
vysoko sofistikované klasifikačné metódy. Učí sa pravdepodobnosť, z akou skúmaný
objekt s danými vlastnosťami patrí do žiadanej skupiny. Pri tejto technike je výskyt
každej vlastnosti nezávislí na výskyte ostatných. [3]
• Neurónové siete:
Tento algoritmus sa môže zaradiť medzi absolútne najpopulárnejšie ML algoritmy
súčastnosti. Spolu s faktom, že neurónové siete boli naimplementované v tejto práci,
bude im v ďalšej časti venovaná podkategória.
Na to aby Umelá inteligencia – Artificial Intelligence (AI) mohla napredovať sa musí ve-
dieť učiť. To je presne úloha s ktorou jej pomáha ML. ML preto nachádza využitie v
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software-ovom inžinierstve, počítačovom videní alebo rozpoznávaniu vzorov - pattern re-
cognition. Podľa typu učenia vieme ML rozdeliť do nasledujúcich kategórií:
• Učenie s učiteľom
• Učenie bez učiteľa
• Spätnoväzebné učenie
1.1.1 Učenie s učiteľom
Tento typ učenia môžeme považovať za najrozšírenejší, pretože je pomerne jednoduché si
predstaviť jeho funkcionalitu. Rovnako najjednoduchšie zo všetkých kategórií sa dá daný
algortimus naimplementovať.
Vstupom pre algoritmus sú dáta v tvare - príklad toho na čo má byť algoritmus natréno-
vaný a označenie daného príkladu. Algoritmus následne vyhodnotí kam tento príklad patrí
a v zápetí dostane zpätnú väzbu k jeho predpovedi, či bola správna alebo nie. Postupným
iteratívnym vyhodnocovaním vstupných dát a spracovávaním zpätnej väzby ktorá sa mu
dostane je schopný stále viac aproximovať vzťah medzi samotnými príkladmi a ich ozna-
čeniami. Takto plne naučení algoritmus potom dokáže predpovedať označenie príkladu,
ktorý mu nikdy predtým nebol predložený.
Avšak tento typ učenia je vhodný na spracovanie iba jednej konkrétnej úlohy na ktorú
je trénovaný. Ako príklad sa dá uviezť cielená reklama, ktorá sa zobrazuje uživateľom v
aplikáciách alebo na webe, alebo rozpoznávanie tváre spracovávané rôznymi sociálnymi
sieťami. [4]
1.1.2 Učenie bez učiteľa
Učenie bez učiteľa na rozdiel od kategórie spomenutej vyššie, je špecifické tým, že vstupné
dáta nemajú označenie podľa ktorého by sa algoritmus učil. Tým pádom nemá ani fázu
trénovania. Výstupom takýchto algoritmov teda niesú konkrétne označenia do ktorých
dáta patria.
Algoritmy využívajúce metódu učenia bez učiteľa sa snažia nájsť podobnosti vo vstup-
ných dátach a na základe nich ich porozdeľovať do kategórií. V zásade najbežnejšou me-
tódou je clustering - zhlukovanie podľa podobných vlastností.
Tento typ algorimtu je používaný v bioinformatike na sekvenčnú analýzu, v medicíne
na segmentáciu obrazu alebo v počítačovom videní na rozpoznávanie objektov. [5]
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1.1.3 Spätnoväzebné učenie
Spätnoväzebné učenie je druh trénovania modelu tak, aby bol schopný vykonať postup-
nosť rozhodnutí, ktoré ho privedú do cieľa. Cieľom sa myslí napríklad naučiť autonómne
šoférovať vozidlo alebo poraziť súpera v nejakej hre.
Za každý krok, ktoré model urobí je buď odmenený alebo penalizovaný. Na dosiahnu-
tie správneho výsledku model maximalizuje svoju odmenu za krok, ktorý spravil. Okrem
ohodnotenia v podobe penalizácie alebo odmeny programátor nedáva žiadne ďalšie rady
modelu ako sa dostať k cielenému výsledku. Ako už z toho vyplýva, model začína z úplne
náhodného štádia.
Spätnoväzebné učenie patrí medzi najefektívnejšie spôsoby ako naučiť model kreativite.
Pri porovnaní so živým tvorom, model má možnosť byť trénovaný paralelne na tisíckach
rôznych situáciách a na veľmi výkonných strojoch. [6]
1.2 Neurónové siete
Ako už bolo spomenuté, Neurónové siete – Neural Networks (NN) patria medzi najob-
ľúbenejšie a najpoužívanejšie techniky strojového učenia. V priebehu času bolo postupne
dokázané, že NN prekonávajú iné algoritmy či už v presnosti, ale aj rýchlosti. Momentálne
existujú rôzne variácie NN. Začínajúc Convolučné neurónové siete – Convolutional Neural
Networks (CNN), Rekurentné neurónové siete – Recurrent Neural Network (RNN) až po
neurónové siete pre deep learning.
Ako už z názvu vyplýva, NN sú inšpirované biologickou nervovou stavbou ľudského
mozgu. Rovnako ako pri človeku, základnou stavebnou jednotkou je neurón. Ten je defi-
novaný aktivačnou funkciou. V princípe, na vstupe sa objaví nejaká hodnota. Na ňu sa
následne aplikuje aktivačná funkcia a tento výsledok sa následne objaví na výstupe. Kolek-
cia neurónovom následne tvorí vrstvy NN. Obrázok 1.1 ukazuje príklad veľmi jednoduchej
neurónovej stiete.
Vrstva na ľavej strane je vstupnou vrstvou. Na pravej strane je to výstupná vrstva. V
tomto prípade ide iba o jeden neurón. Ostatné vrstvy medzi tým sa nazývajú skryté vrstvy,
pretože ich hodnoty niesú obsiahnuté vo vstupných dátach. Každá neurónová vrstva obsa-
huje vstupnú a výstupnú vrstvu. Počet skrytých vrstiev zasa záleží na zložitosti riešeného
problému. Rovnako je dobré spomenúť, že nemusí mať každá skrytá vrstva rovnaký typ
aktivačnej fukncie.
Aby NN dokázala správne reagovať na vstup, musí pre každú vrstvu nastaviť vhodné
váhy. Váhou sa rozumie parameter, ktorým je vynásobený výstup predošlej vrstvy a ná-
sledne je táto hodnota predaná ako vstup pre nasledujúcu vrstvu. Neurónové siete, ktoré
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Obr. 1.1: Jednoduchý príklad architektúry neurónovej siete. [7]
obsahujú viacero skrytých vrstiev sa často označujú ako Deep Neural Networks. [7]
Keďže na riešenie problému, ktorým sa zaoberá táto práca bola použitá CNN, je vhodné
ju tak isto trochu priblížiť.
1.2.1 Konvolučné neurónové siete
Konvolučné neurónové siete sú jendou z variánt neurónových sietí hlbokého učenia - deep-
learning, používaných prevažne v počítačovom videní. Ich názov je odvodený od typu skry-
tých vrstiev. Typicky pozostávajú z konvolučných, pooling-ových, plne prepojených (fully-
connected), alebo normalizačných vrstiev. V praxi to znamená, že sa miesto váh používajú
konvolučné filtre. V nasledujúcich odstavcoch sú spomenuté tie najpoužívanejšie vrstvy.
Konvolučná vrstva využíva aplikáciu konvolučnej funckie na dáta. Konvolučná fun-
kcia operuje v 1D na dvoch signáloch, pre dvojrozmerný priestor na obraze a jadre. Jednou
časťou je obraz, tou druhou je práve jadro, ktoré pripomína akýsi filter veľkosti napríklad
3x3 alebo 5x5. Ten sa následne posúva po celom obraze. Matematicky je to vyjadrené ako
skalárny súčin vstupnej funkcie a funkcie jadra. Graficky je znázornená na obrázku 1.2.
Cieľom poolingovej vrstvy a pooling-ovej funkcie je znížiť rozmery vstupného vek-
toru a následne môcť predpokladať, aké vlastnosti obsahujú jednotlivé podoblasti. Existuje
viac hlavných typov pooling-ových funkcií. Môžu nimi byť max, min, alebo average pooling.
Pri použití max pooling sa vyberá maximálna hodnota z danej oblasti, pre min pooling tá
minimálna, a pre average sa spočíta priemerná hodnota pre danú oblasť. [7]
Úlohou normalizačnej vrstvy je normalizovať hodnoty z vrstvy predchádzajúcej.
Pomáha tak isto urýchľovať proces učenia a v niektorých prípadoch aj zlepšuje úspešnosť
predikcie celého modelu. Je veľmi obľúbená v moderných konvolučných neurónových sie-
ťach. [51]
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