Two archival studies examined the relation between year-to-year shifts in temperature and violent and property crime rates in the United States. Study 1 examined the relation between annual average temperature and crime rate in the years 1950-1995. As expected, a positive relation between temperature and serious and deadly assault was observed, even after time series, linear year, poverty, and population age effects were statistically controlled. Property crime was unrelated to annual average temperature. Study 2 examined the relation between the average number of hot days (~-90°F) and the size of the usual summer increase in violence for the years 1950-1995. As expected, a positive relation was observed between number of hot days and magnitude of the summer effect, even after time series and linear year effects were statistically controlled. For property crime, the summer effect was unrelated to number of hot days.
What caused the aggression expressed by John.'? Previous research has shown that emotional aggressive outbursts, such as those displayed by John, are frequently caused by aversive events such as provocation, frustration, uncomfortable temperatures, loud noise, unpleasant odors, and smoke (e.g., Berkowitz, 1983) . In this article we further explore the heat hypothesis, which simply states that uncomfortably hot temperatures increase aggressive motives and aggressive behavior. Of particular interest is affective aggression, defined as a deliberate attempt to harm another person in which the harm is the primary goal rather than a means to some other goal. In affective aggression (sometimes labeled angry, emotional, hostile, or impulsive aggression), other gains are secondary. In fact, one hallmark of affective aggression is that it is often carried out even when the objective costs vastly outweigh the gains from the aggressive act. Most instances of murder have this characteristic (U.S. Federal Bureau of Investigation, 1951 Investigation, -1996 . Instrumental aggression, in contrast, is defined as a deliberate attempt to harm another person as a means to obtaining some other goal (e.g., money, power, dominance, social status). Affective aggression is primarily annoyance motivated, whereas instrumental aggression is primarily incentive motivated. Therefore, hot temperatures should have a greater effect on hostile aggression than on instrumental aggression.
Studying the heat hypothesis is important for both theoretical and applied reasons. At a theoretical level, findings from studies of the heat hypothesis contribute to the emerging models of affective aggression (e.g., C. A. Anderson, Deuser, & DeNeve, 1995; Berkowitz, 1993) . The general affective aggression model, proposed by C. A. Anderson et al. (1995) , for example, specifies that both situation and personality variables influence the aggression process through one or more specific pathways. Recent laboratory studies have shown that hot temperatures increase hostile affect and physiological arousal (C. A. Anderson, Anderson, & Deuser, 1996; C. A. Anderson et al., 1995) . Thus, the current model of the relation between heat and aggression predicts that violent crimes will increase during hot periods of time. Studies of the heat hypothesis also have stimulated theoretical debates in several more diverse areas of interest to social scientists, including the development of cultures of violence (e.g., C. A. Anderson & Anderson, 1996, in press; Nisbett, 1993; Pennebaker, Rime, & Blankenship, 1996) and cross-national differences in experienced role overload (e.g., Van de Vliert & Van Yperen, 1996) . At a more practical level, an improved understanding of the psychological mechanisms and the generality of heat effects on aggression might suggest means to ameliorate violence in a variety of contexts, such as schools, prisons, and workplaces, as well as adding another important reason for concerns about the long-term consequences of global warming.
Triangulation
The basic approach taken in studies of the heat hypothesis is one of triangulation (C. A. Anderson, 1989) . Different types of studies, each with its own unique strengths and weaknesses, are examined. If findings from very different types of studies or perspectives support the same basic hypothesis, then one's confidence in the validity of that hypothesis grows.
meaning from the kinds of aggression measures used in the real world, such as murder, assault, and rape (but see C. A. Anderson & Bushman, 1997 , for an analysis demonstrating that the external validity problem is not as serious as many have supposed). A second weakness of laboratory experiments is that they have produced mixed findings, with some experiments showing increases in aggression at hot temperatures, some showing decreases, and others showing no temperature effect (see K. B. Anderson & Anderson, 1997b , for a meta-analysis of these studies). Although recent work has suggested that the effect of heat on aggression depends on several other situational variables (e.g., C. A. Anderson & Anderson, in press) , there is still room for debate about underlying psychological processes (cf. C. A. Anderson & DeNeve, 1992; Bell, 1992) .
Time Period Perspective
The third type of study common in the triangulation approach to the heat hypothesis has been labeled time period. In these studies, aggressive behavior is examined across time periods that differ in temperature. For example, murder, rape, and assault rates tend to be higher during the summer than during other seasons (C. A. Anderson, 1989; C. A. Anderson & Anderson, in press ).
Geographic Region Perspective
One type of study compares indicators of aggression in different geographic regions to see whether violence is higher in the hotter region. For example, C.A. examined violent crime rates across major cities in the United States and found that hotter cities had significantly higher violent crime rates than did cooler cities. A major strength of geographic region studies is that cyclic variations, such as school vacations and holiday periods, are essentially the same in the different regions (if the regions are in the same country). A weakness of geographic region studies, however, is that different regions typically vary on a number of dimensions other than temperature, dimensions that might be related to aggression. Anderson and Anderson used statistical controls for many variables (e.g., poverty rate, an index of Southern culture), but one can always postulate additional variables.
Concomitant Perspective
A second type of study of the heat hypothesis is characterized by the measurement of temperature and aggression simultaneously. Laboratory experiments have this characteristic, as do some field experiments. In one field experiment (Kenrick & MacFarlane, 1984) , for example, an experimenter sat through a green traffic light on days of varying temperature while an observer recorded horn honks by trapped motorists as an indicator of aggression. Results showed that there was more aggressive horn honking by drivers without air conditioning at hotter temperatures than at cooler temperatures. A major strength of this concomitant approach is that many extraneous factors are controlled, especially in laboratory experiments. Laboratory experiments, however, also have weaknesses. One is that they use aggression measures that tend to be quite different in surface
Advantages
A major strength of the time period approach is that the participant population remains the same across different levels of temperature. This strength is particularly important when one considers the cultural explanations for heat effects in geographic region studies. Specifically, Nisbett ( 1993; see also Cohen, Nisbett, Bowdle, & Schwarz, 1996) proposed that the regional differences in violent crime rates in the United States result solely from a culture of honor that developed in the hotter regions because of economic and social factors in early Southern society. For both theoretical and empirical reasons (e.g., C. A. Anderson & Anderson, 1996, in press; Pennebaker et al., 1996) , we believe that temperature is at least partially responsible for regional differences in violence and that hotness of climate may even be responsible for regional differences in cultures of honor and violence. However, the fact remains that with geographic region studies comes the possibility of regionally confounded variables such as culture. Time period studies are particularly useful in this regard, because the same resident population (and the same culture) is present in both the hotter and cooler time periods, thus rendering any cultural explanations of the heat effects irrelevant.
Alternative Explanations for Time Period Effects
Seasonalfluctuations. One problem with time period studies is that cyclic events may be related to aggression and may also coincide with the temperature-time period shifts. For example, seasons of the year are related to numerous school, work, vacation, and employment activities that might relate to aggression. One way to address this particular weakness is to use time periods that are less related to seasonal variations.
The present studies took precisely this approach, examining violent crime rates in years of varying temperatures. The reasoning behind this approach is straightforward. Aggressive outbursts in natural settings often produce aggressive retaliations by the initial target, thus setting off an aggressive escalation cycle. Thus, hot temperatures should generally increase violence in natural settings by triggering an aggressive outburst and retaliation cycle. Seasonal life tasks (e.g., vacations, summer jobs) are essentially the same from one year to the next, so finding a yearly temperature effect would strengthen the heat hypothesis and weaken the seasonal life tasks alternative hypothesis, whereas failure to find a year-based temperature effect would contradict the heat hypothesis. Only one study has used this approach (C. A. Anderson, 1987) . It found that violent crime rates and annual average temperatures in the United States across a 10-year period were positively related.
Correlated residuals. C.A. Anderson's (1987) study raises several additional issues, however, which may be resolved by using statistical procedures that require a larger number of yearlong time periods. First, the residuals of time series data often are correlated with time. The most common version is when the residuals at any given time period (T) are correlated with the residuals at the subsequent time period (T + 1 Age shifts. Year-to-year variations in violent crime rates may primarily reflect shifts in the proportion of the population who are in the "high violence" age range. Individuals in the 15-29 year age range are most likely to be involved in violent crimes (Moffitt, 1993; Steffensmeier, Allan, Harer, & Streifel, 1989) . A larger sample of time periods allows one to partial out effects of year-to-year shifts in the proportion of the population that is in the high-violence age range.
Poverty. The proportion of the U.S. population living below the poverty line shifts across time as well. The fact that violent crime is associated with poverty (e.g., Berkowitz, 1993) suggests that the association between increasing temperatures and violent crime rates may be a mere coincidence, stemming from their relation to increasing poverty across time. This alternative explanation assumes that (a) the poverty rate in the United States has systematically increased over the particular time period under study, (b) the poverty rate has been positively related to violent crime during this same period, and (c) the poverty rate has been positively related to the average annual temperature. Two problems with the poverty rate variable precluded us from using it as a main focus in the present studies. First, official poverty rate data are not available for all the years covered in our studies (see Method section). Second, there is some consensus that the official measure of poverty in use during most of the target years is seriously flawed (U.S. Bureau of the Census, 1997 ). In addition, the available poverty rate data contradict all three of the assumptions of this alternative explanation, thus ruling it out. We therefore decided to use the poverty variable only in supplemental analyses.
Race. An additional issue raised by a reviewer of an earlier version of this article concerns systematic shifts in the racial makeup of the U.S. population. Specifically, the percentage of the entire U.S. population that is of European descent has steadily declined from about 89% in 1950 to about 83% in 1995. To examine the suggestion that changes in racial composition may account for heat-correlated increases in violent crime rates, we gathered data on the percentage of the population classified as "White" for use in our analyses. However, three major problems with the race variable led us to drop it from our analyses. First, the underlying causal mechanism of such a race effect is unclear. One could imagine diverse explanations, including some that are racist (e.g., People of European descent are less violent by nature than other peoples), others that are racism-based (e.g., The majority race puts numerous stresses on the minority races, thereby triggering high crime rates), and still others that are less specifically tied to race (e.g., Increasing cultural diversity in a society puts a variety of additional stresses on all members of that society, and violent crime is one manifestation of these stresses). But there is little relevant theory to guide us here. Second, the correlation between year and the percentage of the U.S. population that is White was -.98. This high correlation between year and race creates major statistical problems if both variables are entered in the model (i.e., multicollinearity; see Neter, Wasserman, & Kutner, 1990) .
Third, the high correlation between year and race means that if year is included as a control variable, or if autoregressive parameters are included in the statistical model, then we are substantially controlling for racial composition shifts as well as any other variables that happen to correlate strongly with time.
The much heralded decline in violent crime rates in recent years is more hyperbole than fact. The violent crime rate (sum of murder, rape, and assault rates) appears to have peaked in 1992 at 494.1 incidents per 100,000 people. But the decreases have been miniscule at best. For example, the lowest violent crime rate in the 1990s (1995, 463 .3 per 100,000) is about 96% of the 1992 rate. However, it also is 133% of the 1985 rate, 176% of the 1975 rate, 375% of the 1965 rate, and 642% of the 1955 rate. The National Crime Victimization Survey results suggest somewhat larger declines in some violent crimes than the FB! Uniform Crime Reports used in the present research, but the overall picture is much the same. Until substantially larger declines are seen, it is hard to put much positive spin on recent violent crime rates, regardless of data source.
We decided, therefore, to focus on our originally chosen variables (temperature, year, and age). We also conducted several supplementary analyses with poverty. Race was dropped entirely from further analyses.
Negative affect escape model. The negative affect escape model (NAE; e.g., C. A. Anderson & DeNeve, 1992; Bell & Baron, 1976) postulates that (a) negative affect increases as temperatures become uncomfortably hot, (b) both aggressive and escape motives increase as negative affect increases, and (c) at high levels of negative affect, if escape from the situation is possible, then escape motives overpower aggressive motives and escape behavior is expressed (and aggressive behavior is not expressed). This model predicts a downturn in aggression when temperatures are so high that they push escape motives beyond aggressive motives. In the present studies, though, the simple heat hypothesis and NAE are indistinguishable, mainly because hotter years not only have more days where escape motives might operate but also have more days that are hot enough to increase aggressive motives but not hot enough to make escape motives dominant. More important, the simple heat hypothesis--that hot temperatures increase aggressive tendencies-is fully compatible with NAE. In other words, NAE is not an alternative explanation for an observed positive relation between temperature and violence.
In sum, the present studies address six alternative explanations for time period effects on violent behavior: (a) seasonal fluctuations; (b) correlated residuals; (c) coincident crime, year, and global warming trends; (d) coincident age distribution shifts; (e) coincident poverty shifts; and (f) coincident race shifts. The first alternative explanation is dealt with by using year as the unit of analysis. The remaining five alternatives are dealt with by statistical controls.
Study 1
Study 1 examined the effects of average annual temperature on the total U.S. annual violent and property crime rates. The following variables were added to the model as statistical controls: autoregression parameters (to deal with autocorrelated residuals), a linear year shift parameter, and an age distribution parameter indicating the percentage of the U.S. population that was in the high-violence age range. The crime and age variables were based on national totals and national population. Temperature variables were estimated from weather data gathered at 50 locations in the United States.
Average annual temperature is an appropriate predictor of violent crime rate in this context because it includes hot days that occur regardless of when they occur within the calendar year. The heat hypothesis predicts that hotter years will be associated with higher violent crime rates. Because property crimes are more instrumental than affective (relative to violent crimes), the heat effect was expected to be weak or nonsignificant for property crimes.
Method

Data and Sources
Annual temperatures. The first task was to estimate the yearly "warmth" of the United States in each of the target years. Annual temperature data (for 1950-1995 ) Commerce, 1950 Commerce, -1995a Commerce, , 1950 Commerce, -1995b . The only way to measure "hotness" of a year is to sample weather reports from locations in the target region. In other words, there is no real "U.S. average temperature" without some kind of sampling scheme. We used the data from the 50 largest cities in the United States for four reasons. First, these locations are the most likely ones to have data from the same location across this fairly long time span. Second, these locations are geographically and climatologically diverse. Third, by sampling temperature of the 50 largest cities, we have in some sense weighted the average temperature by population, which makes good theoretical sense. One certainly wouldn't want to sample locations where no (or few) people live, simply because there would be no possibility for crimes to occur. For example, one wouldn't expect the temperatures in Death Valley to predict violent crime rates, except to the extent that Death Valley temperatures correlate with other location temperatures. Fourth, population data by city for 1980 were easily accessible to us because of other ongoing research (C. A. .
The same weather station for each city was used across years from 1950 to 1995, whenever possible. When data were missing from a target station for a given year, or when the location of the reporting station changed, the closest weather station with similar geographic features was used. The annual temperature for each city during each of the study years was recorded. The average across the 50 cities was then calculated for each year, providing an index of how warm each year was in the United States.
The temperature data can be thought of as coming from a test in which the test items are the 50 different cities and years are different participants. This "test" is designed to give an estimate of the relative hotness or coolness of each year, in exactly the same way that a personality test is designed to give a relative estimate of participants' standings on a given trait. The internal reliability (coefficient alpha) for this test of average temperature was .95, indicating that we do indeed have a good index of year-to-year differences in temperature.
Age. Age distribution data were collected from the U.S. Census Bureau Current Population Reports for the years 1950 to 1995. The percentage of residents in the 15-29 year age range was calculated for each year.
Crime rates. Crime rate reports were acquired through the Federal Bureau of Investigation Crime Report Index (U.S. Federal Bureau of Investigation, 1951 Investigation, -1996 . Seven categories of crime are reported annually by the Federal Bureau of Investigation (FBI): homicide, aggravated assault, forcible rape, robbery, burglary, larceny, and motor vehicle theft. The rates for the crimes are expressed as the frequency per 100,000 inhabitants.
We decided to create theoretically meaningful composite crime rates, where possible, to increase the stability of the measures. The heat hypothesis predicts increases in the frequency of aggressive acts that are primarily intended to harm the victim (i.e., affective aggression ). Aggravated assault and homicide are serious aggressive acts carried out with this primary intent in the vast majority of cases (U.S. Federal Bureau of Investigation, 1951 Investigation, -1996 . Homicide, of course, is the ultimate assault. Thus, the dependent variable of primary interest is serious and deadly assault, defined as the sum of homicide (including nonnegligent manslaughter) and aggravated assault rates.
Crime that is carried out with the primary intent of gaining money or other tangible goods is largely instrumental and thus should not be as influenced by temperature as the affective based crimes. Thus, the second composite dependent variable is property crime, defined as the sum of the burglary and motor vehicle theft rates. Although larceny also belongs in this category, the FBI definition of larceny changed in 1973, producing marked shifts in the rate. It therefore could not be used in the present study.
The remaining major crime types do not fit theoretically into either of our major composites because they have mixed motives. Recent theory and research by Felson (e.g., 1993) suggests that some portion of rapes are not based primarily on intention to harm and therefore may not be as clear an indicator of affective aggression as homicide and assault. Most robberies are committed with the primary goal of gaining money or valuables rather than of harming the victim, but they also involve the use or threat of force. Several prior studies (e.g., C. A. Anderson, 1987; have used this same theoretically based rationale for not including robbery as a violent crime. Thus, temperature effects on rape and on robbery were analyzed separately.
One potential problem with use of official crime statistics involves accuracy of reporting. For example, local governments at various levels (e.g., county, city) might give somewhat inaccurate reports of crime in order to make their administrations or political entities look good to the public. In general, such reports are likely to underestimate the actual crime rates. Though this is a serious problem for many research questions, we believe it to be less serious for the present research question for two related reasons. First, distortion in crime reports is unlikely to be related to temperature. Second, if underreporting of crime is related to temperature, it most likely occurs for hotter time periods, thus leading to underestimates of the heat-aggression relation.
Poverty. The U.S. Census Bureau maintains a web site (www.census. gov) containing links to various kinds of data and papers. The current procedure for calculating poverty rates was first applied in 1959. Thus, including poverty rates in the analyses necessarily meant dropping nine years of data (i.e., 1950-1958) . Furthermore, economists now believe that this method of calculating poverty rates is itself flawed, so new indices are being created. Finally, poverty rates across the 1959-1995 time span were negatively (rather than positively) correlated with serious and deadly assault rate (r = -.49), year (r = -.51 ), and temperature (r = -. 19), thereby ruling out poverty as an adequate alternative explanation for heat-related aggression.
Analysis Strategy
The time series regression analyses included average annual temperature, year, and age as predictors of the various crime rates. Ostrom (1990) describes a time series as "a collection of data Xt (t = 1, 2, .... T) with the interval between Xt and Xt+~ being fixed and constant" (p. 5). As noted earlier, one problem in the analysis of time series data is that residuals are frequently related to ordinal position in the time series. Ordinary least squares regression assumes uncorrelated residuals. When this assumption of uncorrelated residuals is violated, serious inferential errors can be made. To address the problem of correlated residuals, we conducted a series of model estimations using standard autoregression parameters.
In all regression analyses, we used chi-square tests (Ljung & Box, 1978) to assess goodness of model fit regarding the presence of correlated residuals. The chi-square statistic simultaneously tested for autocorrelations in the first six lags of the residuals. When the chi-square statistic suggested that the model provided a poor fit to the data, autoregressive parameters were added to the model. This process was iteratively repeated until the chi-square statistic indicated nonsignificant autocorrelations in the new residuals. In Study 1, all analyses required at least one autoregression parameter.
Results
Descriptive Statistics
The two main predictor variables were temperature and age, and the four criterion variables were serious and deadly assault, Table l , all of the zero-order correlations between the crime criterion variables and each of the two main predictor variables (i.e., temperature and age) were significant except the property crime correlation with average annual temperature. Most of the correlations were moderate to large in size.
Serious and Deadly Assault
Main analyses. As shown in Table 1 , serious and deadly assault was positively related to average temperature at the zeroorder correlation level. The serious and deadly assault index was regressed on temperature, and the residuals were plotted against year. As can be seen in Figure 1 , the residuals were linearly related to year, indicating substantial autocorrelation. The residuals in Figure 1 also suggest that serious and deadly assault rates have increased over time independently of temperature changes. Table 2 shows that an OLS approach was not appropriate, because the chi-square test indicated significant autocorrelation in the residuals. Three autoregression terms were added to the model to reduce autocorrelation in the residuals, then the reliability of the main predictors was tested simultaneously. Table 2 includes these results, reported as t tests of the unstandardized regression coefficients. As can be seen in Table 2 , average annual temperature in the United States significantly predicted the rate of serious and deadly assault, even after controlling for time series trends (three autoregression parameters), year, and the relative size of the high-violence age group, t(39) = 2.22, p < .05. The slope relating temperature to serious and deadly assault indicates that on average, the number of serious and deadly assaults increased by about 3.68 per 100,000 people for every temperature increase of I°F. Table 2 also displays the results of year and age as predictors of serious and deadly assault rates across time. As expected, given the residuals in Figure 1 , the year effect was quite strong. On average, the serious and deadly assault rate increased by 8.62 each year. Age was not a significant predictor of serious and deadly assault rate when autoregressive parameters, temperature, and year were included in the model. Supplementary analysis. Poverty rate was added as another covariate in the prediction of serious and deadly assault. Recall that this also decreased the sample size because comparable poverty data are not available for the first nine years included in the main analyses. Despite the decreased sample size, the heat effect on serious and deadly assault remained largely unchanged, t(29) = 2.28, p < .05, b = 4.22, SE = 1.85. The year effect also was significant, t(29) = 28.42, p < .05, b = 11.00, SE = 0.39. Neither age nor poverty was related to serious and deadly assault (both ts < 1.0).
Rape Main analyses. Because it is unclear what proportion of
rapes represent a form of hostile aggression (Felson, 1993) , no a priori predictions were made about the relation between temperature and rape. As noted earlier, the zero-order correlation between temperature and rape was positive and significant (see Table 1 ). Table 2 shows that an OLS approach was not appropriate, because of autocorrelation in the residuals. The full model therefore included one autoregression parameter. The autoregressive analyses revealed that the general trend for rape was similar to the trend for serious and deadly assault, but the heat effect on rape was not significant. The percentage of the population in the 15-29 year age range also was not related to rape. However, the rape rate increased over the years, b = 0.66, t(41) = 5.88, p < .05.
Supplemental analysis. Adding poverty (and dropping the nine years without poverty data) produced some changes in the rape results. First, two autoregression parameters were needed in this model. Second, the heat, year, and age effects all increased in magnitude. However, the temperature effect remained nonsignificant, t(30) = 2.02, p < .05. As in the main analysis, rape rates increased over years, t (30) 
Robbery
Main analyses. Because of the large instrumental component in robbery, temperature was expected to have a weaker effect on robbery than on serious and deadly assault. Because robbery also involves threats or the use of force, however, we decided not to include robbery in the property composite. The zero-order correlation between temperature and robbery was positive and significant (see Table 1 ). The OLS analysis re- vealed that autoregressive procedures were necessary. With two autoregression parameters, year, and age in the model, the heat effect on robbery was not significant (see Table 2 ). Year was related to robbery rates. On average, robbery rate increased 4.90 each year, t(40) = 15.15, p < .05. Age also was related to robbery rates. For each 1% increase in the 15-29 year age group, the robbery rate increased by 9.76, t(40) = 6.24, p < .05. Supplemental analysis. Adding poverty (and dropping the nine years without poverty data) had little impact on the robbery analysis. The heat effect was still nonsignificant, t(30) = 1.50, p > .05, b = 3.28, SE = 2.18. The year and age effects were also still significant, t(30) = 12.06, p < .05, b = 4.88, SE = .40, and t(30) = 4.11, p < .05, b = 8.37, SE = 2.04, respectively. Poverty rate was not related to robbery, t(30) = -1.47, p > .05, b = -2.76, SE = 1.88.
Property Crime
Main analyses. Temperature was expected to be either weakly related or unrelated to property crimes (burglary and motor vehicle theft), primarily because of their largely instrumental component. The zero-order correlation between temperature and property crime was not significant (see Table 1 ).
The regression analyses required two autoregression parameters. As expected, the temperature effect on property crime did not approach statistical significance (see Table 2 ). Year and age were both positively related to property crime. On average, there was a yearly increase of 29.67 in the property crime rate, t(40) = 11.38, p < .05. For each t% increase in the 15-29 year age group, there was an average increase of 101.0 in the property crime rate, t(40) = 7.64, p < .05.
Supplemental analysis. Adding poverty rate to the model (and thereby losing nine years) did not change the pattern of results. The heat effect on property crime was still nonsignificant, t(40) = 1.06, p > .05. The year, age, and poverty effects were all significant, t(30) = 10.82, p < .05, b = 22.53, SE = 2.08; t(30) = 8.83, p < .05, b = 92.38, SE = 10.46; and t(30) = 2.77, p < .05, b = -0.27, SE = 0.10, respectively. Interestingly, the poverty rate was negatively related to property crime in the model.
Discussion
Study 1 found that hotter years produced higher rates of serious and deadly assault even when age distribution, year effects, time series factors, and poverty rates were statistically controlled. These results cannot be interpreted in terms of seasonal events (a problem with earlier time period studies) or in terms of a culture of honor (a problem with some geographic region studies).
Study 1 also confirmed that property crime is relatively unaffected by hotness of year. Our general affective aggression model (C. A. Anderson, Anderson, & Deuser, 1996; C. A. Anderson et al., 1995) as well as other models of affective aggression (e.g., Berkowitz, 1993; Geen, 1990) predicted this outcome on the basis of the fact that property crime is less based on angry affect than is serious and deadly assault.
Rape and robbery, which both involve mixed perpetrator motives, were not significantly related to average annual temperature, although the slopes were positive. However, in the supplementary analysis of rape, which included poverty, the heat effect approached statistical significance (i.e., p < .10).
Study 2
An additional prediction from the heat hypothesis was tested in Study 2. This prediction is based on the summer violence effect, the finding that the third quarter of the year (July through September) typically yields higher violent crime rates than the other quarters of the year (see C.A. Anderson, 1989 , for a review). The summer effect is an extremely robust finding, although there are interpretational ambiguities. For instance, in the United States, the summer effect may be attributable to sociological factors that vary with season, such as summer and school vacations. It would be useful to test the summer effect in a design that rules out such alternative explanations.
If hot temperatures increase aggressive tendencies, then years in which the summers are especially hot should produce relatively larger summer effects on serious and deadly assault. Seasonal events such as summer vacations and school vacations occur in both relatively hotter and relatively cooler summers, so a finding of an increased summer effect in years with hotter summers would directly support the heat hypothesis and would contradict several seasonal alternative explanations. This test of the summer effect is conceptually orthogonal to the general test of the heat hypothesis in Study 1. The overall annual serious and deadly assault rate is not important in this study; rather, the difference between the percentage of serious and deadly assaults committed in the third quarter versus the other quarters is the variable of interest.
One methodological problem with testing this hypothesis concerns finding a measure of hotness of summers. Federal government weather summaries for U.S. cities typically include a count of the number of hot days that occurred during the year, defined as days during which the maximum temperature was -~90°F. Because the majority of hot days in the United States occur during the third quarter of the year (over 70% in the present sample), this indicator was chosen to assess the hotness of each summer during the years under investigation.
In Study 2, the summer violence variable was defined as the percentage of the year's total serious and deadly assaults committed in the third quarter minus the average percentage of serious and deadly assaults committed in the first, second, and fourth quarters. Thus, positive scores indicate a summer effect, and larger scores indicate larger summer effects than smaller scores. Summer effect scores were also created for the other criterion variables used in Study 1 (i.e., rape, robbery, and property crime).
Method
Hotness of Summer
The National Atmospheric and Oceanic Administration defines a hot day as one on which the maximum temperature is at least 90°F. These data are routinely collected at weather stations. The same sampling procedure used in Study 1 also was used in Study 2. The number of hot days reported for each year at each of 50 U.S. cities was totaled and then averaged across the 50 cities to obtain an index of how hot the summer was that year for the United States.
Ideally, we would have obtained the number of hot days on a quarterby-quarter basis and done our analyses on this more precise data base. However, for some years only the yearly total was available. There would be little difference in outcome, though, because for the years 1982-1992 (which required month-by-month tabulations for all 50 cities), the correlation between the number of hot days in the third quarter and the total number of hot days in that year was .91.
Several sources were required to tabulate the number of hot days each year for each of the 50 cities. For a few of the years, the Annual Summaries (U.S. Department of Commerce, 1950 Commerce, -1995b were sufficient. For many years, however, the number of hot days data were gathered on a month-by-month basis (U.S. Department of Commerce, 1950 Commerce, -1995a . As in Study 1, missing data were replaced by data from the closest weather station. As in Study 1, the 50 cities can be treated as test items, and the 46 years can be treated as participants. Coefficient alpha on this test was .91, indicating high internal consistency. 
Quarterly Crime Rates
All crime data were based on the entire U.S. totals. For most years in the target time period, monthly totals of various crimes or monthly percentages of the annual total were available. In some years, the data were available only by quarter of the year. For the years 1964-1969, we were unable to locate tables presenting quarterly or monthly breakdowns. However, we were able to locate figures displaying the monthly crime rates for these years; we therefore used these figures to estimate quarterly crime rates. The same data sources were used in this study as in Study 1.
The quarterly percentages were adjusted for the slightly differing number of days that occurred in different quarters, also taking into account leap years. For each year, the summer effect was calculated by subtracting the average percentage for Quarters 1, 2, and 4 from the percentage for Quarter 3. Note also that an alternative procedure that compares third-quarter violence to the average of second-and fourth-quarter violence produced essentially the same results as reported below.
Analysis Strategy
The same time series approach used in Study 1 was applied in Study 2. First, the zero-order correlations between the number of hot days in a year and the various summer effect crime variables were examined. This demonstrated that the number of hot days was significantly correlated with magnitude of the summer effect for serious and deadly assault. We then applied the full regression model, including autoregression parameters when necessary. Because the major effects of interest are within the same year, age and poverty were not considered in these analyses. That is, the age and poverty variables are the same for the third quarter of a year as they are for the other quarters and therefore cannot serve as alternative explanations of any discovered hotness effects.
indicated.that there was a fairly large amount of variability in hotness across years.
There were statistically significant summer effects for serious and deadly assault, rape, and property crime. That is, these three crimes occurred relatively more frequently in the third quarter than in the other three quarters. The summer effect was particularly large for serious and deadly assault, M = 2.57, t (45) Table 4 presents the results of the various regression analyses of summer effects. The chi-square test of autocorrelated residuals was not significant for the OLS model with hotness and year as predictors. As expected, the hotness effect was positive and significant, indicating that serious and deadly assaults were most common during hotter summers, t(43) = 2.72, p < .05. The slope relating summer hotness to serious and deadly assault (b = 0.069) indicates how much the summer effect increased for each additional hot day in the year. The year was not significant. Table 3 presents descriptive statistics, including correlations between the number of hot days per year and the various crime measures. On average, there were 37.89 days per year in which the temperature equalled or exceeded 90°F during the years included in the study. The standard deviation of hot days (5.92)
Serious and Deadly Assault
Results
Descriptive Statistics
Rape
As was shown in Table 3 , the rape summer effect was not significantly correlated with summer hotness. As can be seen in Table 4 , autocorrelation was observed in the residuals. Two autoregression parameters were added to the final model. In the final model, neither hotness nor year was significantly related to the rape summer effect. 
Robbery
The robbery summer effect similarly failed to show a summer hotness effect or a year effect. However, autocorrelation was observed in the residuals (see Table 4 ).
Property Crime
The property crime summer effect yielded highly correlated residuals, necessitating the addition of one autoregression parameter. As expected, summer hotness was not significantly related to the property crime summer effect. There was, however, a significant positive effect for year, t(42) = 3.87, p < .05, b = 0.087, indicating that the summer effect on property crime has systematically increased across this 46-year period.
Discussion
Study 2 provided a more difficult test of the heat hypothesis by examining the magnitude of the summer increase in serious and deadly assaults as a function of the hotness of the summer. As predicted, summer hotness was positively related to the summer effect on serious and deadly assault but was unrelated to the summer effects on rape, robbery, and property crime. The overall pattern of results in Study 2 strongly supports the heat hypothesis. Furthermore, the results from Study 2 cannot be interpreted in terms of the alternative explanations of seasonal factors or culture of honor.
General Discussion
Serious and Deadly Assault Results in a Broad Context
Both studies provide strong support for the hypothesis that affective violence increases in uncomfortably warm temperatures. It is important, of course, to consider alternative explanations of the present results. Hotter years may be associated with increases in violence because of indirect processes. For instance, alcohol consumption may increase in hotter years, and this increased alcohol consumption may cause increases in violence (cf. Bushman & Cooper, 1990) . A related problem concerns making cross-level inferences (Pedhazur, 1982) , a problem sometimes referred to as the ecological fallacy. In the present case, the problem is that the temperature, age, poverty, and crime measures were assessed at the level of year, but the theoretical processes presumed to underlie the heat effect operate at the level of individuals. In the present studies, the data do not allow a direct examination of whether the increase in serious and deadly assault rate during hot years actually occurred on hot days. Of course, other studies have shown that violent crimes are relatively more likely to occur on hotter days (see C. A. Anderson, 1989 , for a review).
Both of these problems require consideration of the entire nomological network involving the causes of aggression, as well as the "logic of multiple levels of translation and falsifiability" (C. A. Anderson & Anderson, 1996, p. 744) . Numerous studies of the relation between hot temperatures and aggressive behavior have yielded considerable support for the heat hypothesis. No simple alternative explanation can account for the wide array of findings. For instance, one study reported that major league batters are more likely to be hit by pitched balls on hot days than on cooler days (Reifman, Larrick, & Fein, 1991) . This relation held up even when other variables (such as number of walks) were statistically controlled. This hit-the-batter effect cannot be handled by an alcohol alternative explanation. Similarly, even though the theory behind the heat hypothesis is framed at the individual level, one set of translations of this abstract conceptual hypothesis to a set of concrete empirical realizations results in a clear prediction at the aggregate level: Hot years should yield relatively higher serious and deadly assault rates and larger serious and deadly assault summer effects. Because this empirical prediction is falsifiable, it constitutes a legitimate test of the theory despite its cross-level nature.
The existence of plausible alternative explanations is always a problem in attempts to establish causality and is particularly likely to arise in correlational field studies of this type. From a purely predictive standpoint, such alternative explanations for why the temperature-violence relation exists may be relatively unimportant. Regardless of the cause of the relation, it may be helpful to policy makers at a variety of levels to know that hotter periods of time will produce increases in aggressive behavior. Presentation of the causal mechanisms may well be more persuasive than more purely statistical evidence (Slusher & Anderson, 1996) , but law enforcement personnel as well as policy makers do not necessarily need the exact causal mechanisms in order to use the information about the existence of the temperatureaggression relation.
50-
n,- 100,000 -~.
7.
75,000 o u~ 50,000
,< 25,000 ~ c o
Other Crime Results in a Broad Context
The lack of a temperature effect on property crime in both studies was expected, given the relatively instrumental nature of burglary and larceny. Similarly, the lack of a robust temperature effect on rape and robbery suggests that the instrumental components in these crimes may also be substantial. One instrumental goal of robbery, burglary, and larceny is fairly obvious, revolving around acquiring material goods or money either for sale or for immediate use. All three of these crimes may also serve less obvious goals such as maintaining or enhancing one's stature within a peer group. This latter type of nonmaterial (but instrumental) goal also underlies some serious and deadly assaults, but most assaults and murders are more affectively driven. The rape results support Felson's (1993) analysis, suggesting that a variety of motives are served by rape, not just an anger-based desire to harm the victim. Surely there is also an important hostility component (e.g., K. B. Anderson & Anderson, 1997a; Malamuth, 1984) , but the present data provide minimal support for it.
Implications
Overall, these results and the broader affective aggression theories suggest that hot temperatures increase aggression in many settings. Some settings are amenable to human control, such as schools, prisons, and many workplace environments. Applied research that experimentally manipulates temperature in such contexts would allow further tests of the heat hypothesis and could generate estimates of the cost effectiveness of such interventions. For example, would increasing use of air conditioning in prisons reduce the problems of inmate violence, and if so, is such environmental control more cost effective than hiring more guards to decrease the prisoner to guard ratio? Similarly, would air conditioning schools and the workplace reduce various forms of affective aggression in those settings? We believe that new research on these questions would be immensely valuable.
Finally, the heat hypothesis has obvious implications for global warming. Global climate models are extremely complex (e.g., Schmandt & Clarkson, 1992) , making projections for the United States in general quite risky. Nonetheless, researchers studying climate models are now convinced that global warming is in progress and that we can expect to see increases of 2-8°F by the middle of the 21st century (e.g., U.S. House of Figure 2 . Projected global warming effects on serious and deadly assaults. Serious and deadly assault rate is incidents per 100,000 people. Serious and deadly assault number is based on a population of 270 million. S.E. = standard error. Representatives, 1994) . The potential effects of such global warming are illustrated in Figure 2 . Three lines are plotted showing the expected increase in serious and deadly assault due to increases in average annual temperature. The lines are based on the slope estimate ( ___ 1 SE) relating average annual temperature to serious and deadly assault from the full model (antoregression parameters, temperature, year, and age terms; see Table  2 ). The figure shows that it is very possible for global warming to increase the annual serious and deadly assault rate by almost 43 incidents per 100,000 people, or about 115,000 more serious and deadly assaults every year at the current U.S. population of roughly 270 million.
Furthermore, these estimates are likely to be overly conservative for a couple of reasons. First, the U.S. population will be considerably larger than 270 million by the middle of the 21st century, so the 115,000 figure underestimates the increase in number of serious and deadly assaults. Second, the full model removes variance that is confounded with any of the various control factors from the temperature effect. To the extent that some of this confounded variance truly belongs to the temperature effect, our slope estimates relating temperature to serious and deadly assault are too small. Indeed, if we take the slope estimate from the model in which temperature is the only predictor as an upper bound on the "true" effect (b = 86.7), we see that the true slope may be as much as 20 times larger than the full model slope displayed in Figure 2 .
We believe that the heat hypothesis has received sufficient support from a wide array of research methods to warrant concluding that the heat effect is real and significant when applied to large populations. We also believe that the magnitude of the heat effect is sufficient to include increases in serious and deadly assault as yet additional entries in the long list of the negative consequences of global warming.
