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Based on a biophysical model of retinal Starburst Amacrine Cell (SAC) [1] we analyse here the
dynamics of retinal waves, arising during the visual system development. Waves are induced by
spontaneous bursting of SACs and their coupling via acetycholine. We show that, despite the
acetylcholine coupling intensity has been experimentally observed to change during development
[2], SACs retinal waves can nevertheless stay in a regime with power law distributions, reminiscent
of a critical regime. Thus, this regime occurs on a range of coupling parameters instead of a single
point as in usual phase transitions. We explain this phenomenon thanks to a coherence-resonance
mechanism, where noise is responsible for the broadening of the critical coupling strength range.
PACS numbers: 42.55.Ah, 42.65.Sf, 32.60.+i,06.30.Ft
I. INTRODUCTION
Since the seminal work of Beggs and Plen [3] - report-
ing that neocortical activity in rat slices occur in the
form of neural avalanches with power law distributions
close to a critical branching process - there have been
numerous papers suggesting that the brain as a dynam-
ical system fluctuates around a critical point. Scale-free
neural avalanches have been found to occur in a wide
range of neural tissues and species [4]. From a theoreti-
cal point of view, it has been suggested [4, 5] that such
a scale-free organisation could foster information storage
and transfer, improvement of the computational capabil-
ities [6], information transmission [3, 6, 7], sensitivity to
stimuli and enlargement of dynamic range [8–11].
In this spirit it has been proposed by M. Hennig et al,
in a paper combining experiments and modelling, that
such a critical regime could also take place in the vi-
sual system, at the early stages of its development [12].
Investigating the dynamics of stage II retinal waves, a
mechanism participating in the development of the vi-
sual system of mammals [13–16] (see section II A for a
detailed description), they show that the network of neu-
rons (here Starburst Amacrine Cells - SACs) is capable
of operating at a transition point between purely local
and global functional connectedness, corresponding to a
percolation phase transition, where waves of activity - of-
ten referred to as ”avalanches”- are distributed according
to power laws (see Fig. 4 of [12]). They interpret this
regime as an indication that early spontaneous activity in
the developing retina is regulated according to the follow-
ing principle; maximize randomness and variability in the
resulting activity patterns. This remark is in complete
agreement with the idea of dynamic range maximization
[17] and could be of central importance for our under-
standing of the visual system. In fact, it suggests that,
during its formation, the visual system could be driven by
spontaneous events, namely the retinal waves, exhibiting
the characteristics of a second order phase transition.
This captivating idea raises nevertheless the following
important issue. The spontaneous stage II retinal waves
are mediated by a transient network of SACs, connected
through excitatory cholinergic connections [35], which are
formed only during a developmental window up to their
complete disappearance. Especially, in [2], Zheng et al
have shown that the intensity of the acetylcholine cou-
pling is monotonously decreasing with time. However,
the notion of a critical state corresponds to a point in
the control parameter space of a system. Assuming here
the cholinergic coupling as a control parameter, the above
narrative is incompatible with the framework of critical-
ity. In contrast, Zheng et al observations would suggest
that criticality, if any, (a) either lasts for a short mo-
ment during development where the coupling parameter
is right at a critical value, ruining any hope of robustness
of the phenomenon, or (b) occurs within an interval of
this coupling parameter.
Two theoretical arguments could solve this apparent
incompatibility: (i) There is a hidden mechanism adapt-
ing to the coupling parameter variations so as to maintain
the retina in a critical state, in a mechanism reminiscent
to self-organized criticality (SOC) e.g. the scenario called
”Mapping Self-Organized Criticality onto Criticality” in-
troduced by D. Sornette and co-workers in [18]. In the
past, this line of thought has collected a broad consen-
sus and resulted in numerous interesting results [18–23].
For example, in [19] and more recently in [21], dynamical
synapses are shown to be responsible for self-organized
criticality. In [24], the feedback of the control param-
eter to the order parameter is carried out through the
dynamics of the synaptic tree radius. (ii) Retinal waves
dynamics indeed displays power law distributions on an
interval of the coupling parameter, without the need of
adding an extra mechanism.
In this paper we report on the action of noise fluctu-
ations onto the retinal waves dynamics and give strong
arguments in favor of hypothesis (ii). In the past, noise
has already be shown to lead to unexpected behavior in
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2excitable systems. In 1997, studying the dynamics of a
single excitable FitzHugh-Nagumo neuron under exter-
nal noise driving, Pikovsky and Kurths [25] reported the
existence of a coherence resonance mechanism, charac-
terised by the existence of a noise amplitude for which the
self-correlation characteristic time displays a maximum.
Moreover, for this noise amplitude, the signal to noise
ratio displays a minimum. Later, on neural networks cell
cultures and in computer simulations, the existence of an
optimal level of noise for which the regularity of the syn-
chronized neural interburst interval becomes maximal,
has been reported [26].
Here, we argue that noise is responsible for the broad-
ening of the region of cholinergic coupling where stage II
retinal waves exhibit power laws. Starting from a model
we developed in [1] describing the individual bursting be-
havior of Starburst Amacrine Cells (SACs) and reproduc-
ing numerous experimental observations, we study the
properties of stage II retinal waves and their dependence
upon the cholinergic coupling. The existence of a phase
transition between asynchronized and synchronized pulse
coupled excitable oscillators has already been well estab-
lished in the literature [27–29]. We do observe it as well as
the usual power law behaviours are commonly observed
at the threshold of phase transition. But here, because of
the system’s closeness to a saddle node bifurcation point,
thoroughly analysed in [1], retinal waves can be initiated
by noise by a mechanism detailed below. This leads to a
surprising consequence: in the absence of any SOC-like
mechanism we numerically show the existence of a whole
interval of cholinergic coupling where retinal waves ex-
hibit power laws. The width of this interval depends on
noise and there is an optimal noise level where this inter-
val has a maximal width. We call this effect noise driven
broadening of the neural synchronisation transition.
The paper is organised as follows. In section II we
briefly outline the conductance-based dynamical model
previously used in [1] to describe the individual SAC dy-
namics and quickly remind the main associated results.
We then introduce the synaptic cholinergic coupling, dis-
cuss the complexity of the ensuing model and the vari-
ous difficulties associated with its numerical simulation
and conclude with the validity limits of our numerical
investigation. Section III deals with the neural synchro-
nisation phase transition. Numerical evidence of such a
phase transition is given from the point of view of global
firing rate (i.e. the total number of spiking SACs at a
given time) and evolution of the shape of the avalanches
size probability density function (pdf). In section IV we
discuss these results from the point of view of travelling
waves [30] and give a theoretical interpretation leading
to the correct prediction of a range of critical cholinergic
coupling strengths. Finally, section V is devoted to the
role played by the noise fluctuations in the broadening
of the synchronisation transition region. In the conclu-
sion, we discuss the links of our result with self-organized
criticality and similar mechanisms that could explain the
broadening of the critical range. We also briefly discuss
the geometry of waves dynamics and their potential links
to visual system development.
II. STAGE II RETINAL WAVES MODEL
A. The biophysics of retinal waves
Retinal waves are bursts of activity occurring spon-
taneously in the developing retina of vertebrate species,
contributing to the shaping of the visual system organiza-
tion [13–16]. They are characterized by localized groups
of neurons becoming simultaneously active, initiated at
random points and propagating at speeds ranging from
100µm/s (mouse, [31], [32]) up to 400µm/s (chick, [33]),
with changing boundaries, dependent on local refractori-
ness [16, 34]. This activity, slowly spreading across the
retina, is an inherent property of the retinal network [35].
More precisely, the generation of waves requires three
conditions [16, 36]:
(C1) A source of depolarization for wave initiation (”How
do waves start?”). Given that there is no exter-
nal input (e.g. from visual stimulation in the early
retina), there must be some intrinsic mechanism by
which neurons become active;
(C2) A network of excitatory interactions for propaga-
tion (”How do waves propagate?”). Once some neu-
rons become spontaneously active, how do they ex-
cite neighboring neurons ?
(C3) A source of inhibition that limits the spatial ex-
tent of waves and dictates the minimum interval
between them (How do waves stop? ).
Wave activity begins in the early development, long be-
fore the retina is responsive to light. It emerges due
to several biophysical mechanisms which change during
development, dividing retinal waves maturation into 3
stages (I, II, III) [15]. Each stage, mostly studied in
mammals, is characterized by a certain type of network
interaction (condition C2): gap junctions for stage I;
cholinergic transmission for stage II; and glutamatergic
transmission for stage III. In this work, we focus on stage
II.
During this period, the principal mechanism for trans-
mission is due to the neurotransmitter acetylcholine. The
first functional cholinergic connections are formed around
birth, firstly at Starbust Amacrine Cells (SACs). The
emergence of waves depends on cellular mechanisms stud-
ied by [35] (for the rabbit), where it is found that Star-
burst Amacrine Cells emit spontaneous intrinsic Calcium
bursts (condition C1). When the multiple bursts occur-
ing in a neighbourhood of a neuron are synchronized,
they trigger a wave. Stage II waves are therefore spa-
tiotemporal phenomena resulting from the spatial cou-
pling of local bursters (SACs) via acetylcholine (condi-
tion C2). In addition, a strong after hyperpolarization
3current (sAHP) induces a long refractory period for the
recently active neurons, preventing the propagation of a
new wave for a period of order few seconds, in the region
where a wave has spread [35]. Moreover, sAHP plays a
prominent role in shaping waves periodicity and bound-
aries (condition C3).
B. The model
The model we propose is initially inspired by the
work of [37] and [12], with strong variations, justified
on biophysical grounds. It accurately reproduces exper-
imental facts in stage II retinal waves and affords their
mathematical study with qualitative and quantitative
descriptions of points C1, C2, C3 [1, 38]. It describes a
network of Starbust Amacrine Cells (SAC) distributed
on a regular lattice where sites/neurons are labelled with
an index j = 1 . . . N . The state variables characterizing
neuron j are: Vj(t), the membrane potential, Nj(t), the
gating variable for fast K+ channels, Rj(t) and Sj(t),
the gating variables for slow Ca2+-gated K+ channels,
Cj(t), the intracellular Ca
2+ concentration, Aj(t), the
extracellular acetylcholine concentration emitted by
neuron j. We note {j} the set of SACs which are
in synaptic contact with SAC j (j 6∈ {j}) and IAj (t)
the acetylcholine synaptic current seen by cell j. All
parameter values are carefully calibrated with respect
to biophysics, found in the literature or fitted from
experimental curves in [39], [2] and [35]. Parameters
values and units are given in appendix VII A
The equations ruling the dynamics are:
Cm
dVj(t)
dt = −gL (Vj(t)− VL)−gCM∞ [Vj(t) ] (Vj(t)− VC )
−gKNj(t) (Vj(t)− VK )
−gH Rj(t)4 (Vj(t)− VK )︸ ︷︷ ︸
IHj (t)
−gA (Vj(t)− VA)
∑
k∈{j}
Ak(t)
2
γAch +Ak(t)2︸ ︷︷ ︸
IAj (t)
+η ξj(t),
τN
dNj(t)
dt = Λ [Vj(t) ] (N∞ [Vj(t) ]−Nj(t) ) ,
τR
dRj(t)
dt = αRSj(t) (1−Rj(t))−Rj(t),
τS
dSj(t)
dt = αSC
4
j (t) (1− Sj(t))− Sj(t),
τC
dCj(t)
dt = −αCHxCj(t) + C0 − δCgCM∞ [Vj(t) ] (Vj(t)− VC) ,
dAj(t)
dt = −µAj(t) + βAchTAch [Vj(t) ] ,
(1)
with 
M∞ [V ] = 12
(
1 + tanh
(
V−V1
V2
))
,
Λ [V ] = cosh
(
V−V3
2V4
)
,
N∞ [V ] = 12
(
1 + tanh
(
V−V3
V4
))
,
(2)
and
TAch [V ] =
1
1 + exp (−KAch (V − V0)) . (3)
Cm is the membrane capacitance; gL and VL are, re-
spectively, the leak conductance and the leak reversal
potential; gCM∞ [V ] is the voltage dependent conduc-
tance and VC the Ca
2+ reversal potential of Ca2+ ionic
channels; gK and VK are the conductance and reversal
potential associated with fast voltage-gatedK+ channels;
gH is the maximum SAHP conductance.
Voltage dynamics is stochastic: ξj are independent,
Gaussian, random variables, that mimic noise in dynam-
ics, with vanishing average and a variance equal to 1.
The parameter η stands for the noise amplitude.
The term IAj corresponds to the acetylcholine cur-
rent (with nicotinic receptors explaining the power 2 in
the term A2k). gA stands for the acetylcholine coupling
strength and is the main control parameter of our model.
Note that, while gL, gC , gK , gH are cell membrane con-
ductances, gA is a conductance per synapse. At rest,
for Vj close to VL, TAch [Vj ] ' 0 and the acetylcholine
production is almost vanishing. On the contrary, when
voltage increases during bursting, Vj ' 0mV , the pro-
duction of Ach sharply increases generating the excita-
tory current IAj (t).
Finally, IHj is a slow, potassium-gated, hyper-
polarization current (sAHP) limiting the bursting period
and waves propagation.
C. Dynamics of an isolated SACs
The two key biophysical mechanisms associated with
the emergence of spontaneous activity during early reti-
nal development are (i) the fast repetitive bursts of spikes
mainly controlled by fast voltage-gated channels and (ii)
the existence of the prolonged slow after hyper polar-
isation (sAHP) modulating fast oscillations, controlled
by Ca2+-gated K+ channels [35]. These two effects are
reproduced by the model (1) and the dynamics of iso-
lated SACs (gA = 0) has been thoroughly analysed in
[1]. Bifurcations analysis allowed us to mathematically
understand the origin and dynamics of bursts, and the
role of sAHP. We give here the method and the main
conclusions of that paper, useful to understand as well
the wave dynamics in the presence of acetylcholine.
The analysis is based on time scales separation. There
are indeed 3 distinct timescales: (1) fast variables (∼
10ms) Vj(t), Nj(t); (2) medium scale variable (∼ 2 s)
Cj(t), Aj(t); (3) slow variables (∼ 10 s) Rj(t) and Sj(t).
4Taking advantage of this huge time scale separation, the
fast dynamics of variables Vj , Nj can be rewritten as:
Cm
dVj(t)
dt = −gL (Vj(t)− VL)−gCM∞ [Vj(t) ] (Vj(t)− VC )
−gKNj(t) (Vj(t)− VK ) + Itot,j
τN
dNj(t)
dt = Λ [Vj(t) ] (N∞ [Vj(t) ]−Nj(t) ) .
(4)
where Itot,j = IHj + IAj is slowly varying compared to
the fast scale dynamics. Eq. (4) correspond to a Morris-
Lecar model [40] whose bifurcations under the variations
of several parameters has been analysed in [1]. Consider-
ing Itot,j as such a parameter one can show the following
(fig. 1). There exist two regimes separated by a small
transition interval [IHC , ISN ]. IHC corresponds to an ho-
moclinic bifurcation, ISN to a saddle-node bifurcation.
When Itot,j < IHC the neuron is in a rest state with a
voltage close to VL. For Itot,j > ISN there is a stable limit
cycle corresponding to fast voltage oscillations. In the in-
terval [IHC , ISN ] a stable fixed point coexists with a sta-
ble limit cycle. In this region, when increasing Itot,j , the
stable fixed point disappears for Itot,j = ISN , while, de-
creasing Itot,j , the limit cycle disappears for Itot,j = IHC .
When coupled with the slow sAHP current isolated
neurons produce bursts, as illustrated in the figure 1.
Here is the mechanism. Assume first that a SAC spon-
taneously produces fast oscillations (i.e. dynamics lives
on stable limit cycle). As this neuron is in a high voltage
state, calcium loads, leading to a raise of sAHP (a de-
crease of IHj becoming more and more negative) which
eventually leads the cell through the homoclinic bifur-
cation and bursting stops. IHj goes on decreasing for a
while, leading to hyperpolarization. Then, because volt-
age is low, [Ca2+] decreases and IHj increases until the
cell returns to its rest state.
The cell stays in the rest state in the absence of noise.
For the parameters values chosen here this rest state is
however close to the saddle-node bifurcation SN so that
noise will eventually induce the neuron to jump back
to the fast oscillating regime. The bifurcation diagram
explains therefore the bursting mechanisms and how
noise triggers it (condition C1); it explains as well the
role of sAHP in controlling the bursting period (see [1])
(condition C2).
Note that, while a low noise intensity η has the effect
of triggering bursting, a too high intensity of noise can,
on the contrary, stop bursting. The mechanism was illus-
trated in the bifurcation diagram fig.11d of the paper [1]:
the noise is so high that the neuron cannot stay on the
limit cycle long enough to trigger the calcium and sAHP
activation. Therefore, the bursting period depends on
η, increasing first, then decreasing. Since, the medium
scale phenomena (calcium and acetylcholine production)
requires that the SAC stays in a fast oscillation regime
long enough, they take place only in a range of value of
η and are not possible when η becomes too large.
FIG. 1. Representation of bursting in the plane Itot − V in
relation with the bifurcation diagram of eq.4. In abscissa, the
instantaneous current Itot and in ordinate the instantaneous
voltage. The merging of the red branch (stable fixed points)
with the black branch (unstable fixed points) corresponds to
a saddle-node bifurcation. The green line corresponds to the
minimum and maximum voltage amplitude of a stable peri-
odic orbit. This orbit collapses with the unstable branch of
fixed points via a homoclinic bifurcation. Purple traces cor-
respond to the trajectory of a burst in the two dimensional
plane Itot, V where Itot depends on V via the sAHP current.
D. Dynamics of coupled SACs
We now consider the dynamics of SACs in the pres-
ence of acetylcholine coupling (gA > 0). When a SACs is
bursting, in a high voltage state, it releases acetylcholine
inducing an excitatory current in the neighbouring SACs,
increasing their excitability. When the amount of neuro-
transmitter is high enough, the neighbouring SACs can
be excited enough to start to burst thereby inducing a
wave of activity propagating through the lattice. Hence
the system of equations (1) belongs to the well known
class of pulse-coupled excitable oscillator which is known
to possess travelling wave solution [30].
E. Numerical simulations
Starburst amacrine cell (SAC) display an almost 2D
isotropic synaptic tree with a disk shape. On the retina,
they form an irregular 2D tiling with an average distance
of about ' 50µm. The cover factor (CF) is defined as
the number of synaptic trees which overlay a given ge-
ographic point on the retina. It is a quantity that is
directly measurable by observation. It depends on the
distance to the visual streak and varies from 30 to 70
5[41]. The cover factor is proportional to the ratio be-
tween the radius of the synaptic tree and the average
distance between two closest cells, but the proportion-
ality coefficient depends on the details of the statistical
distribution of the cells. Nevertheless, a CF of ' 30
is compatible with the possibility for a given cell to be
connected with almost one hundred other neighbouring
cells (in agreement with the ' 20 simultaneously active
synaptic releases experimentally observed in [35].
This rather large number of potential neighbouring
cells greatly increases the number of operations to be
performed at each time step of the numerical simulation.
Combined with the huge difference between the fastest
and slowest time scales in (1), this finalises in making
this type of numerical investigations especially time con-
suming. Therefore, for the sake of rigour and precision
and although some 2D exploratory numerical simulations
have been performed (see conclusion section), here we
will restrict to 1D configuration. We are well aware that
the choice of this geometry tends to move us away from
reality, but the physical mechanisms bring into play, es-
pecially those associated with the coherence resonance
phenomena, are still valid and then properly described.
We used a fourth order Runge Kutta algorithm with
a ' 0.1ms time step. Several number of cells (nc) have
been used, from 128 to 2048, although the vast majority
of the simulation deals with 1024 cells. We assume that
each cell is symmetrically connected to the nearest 2 n
neighbours, n on each side. In our 1D simulations, n
change from 3 to 95, but most of the results deal with
n = 12. Finally periodic, but also vanishing and zero
flux boundary conditions have been employed without
relevant modification in the results.
III. SYNCHRONISATION PHASE TRANSITION
Fig. 2 displays typical spatio-temporal evolutions of
Cj(t), the intracellular calcium concentration of cell j,
for various values of gA. The horizontal axis corresponds
to j while the vertical axis stands for the time t. Because
of the huge difference between typical time scales, not all
the time evolution is shown but only a periodic sampling
(1 frame per 1.1 s). Nevertheless, spontaneous propa-
gating calcium waves are clearly visible, corresponding
to bursts temporary synchronized between neighbours.
For small values of gA (fig. 2 a), these synchronisations
events are short both in time and in the number of cells
involved, but they clearly become longer with increasing
value of the coupling strength gA (fig. 2 b and c). After
the passage of an avalanche, one sees clearly the SAHP-
driven refractory period lasting several seconds. This
is particularly visible in fig. 2 b where three dynami-
cal regimes can easily be distinguished: thin black lines
(avalanches), followed by a pure white area (rest state)
and finally a rather homogeneous ”grey” zone associated
with noise driven isolated spiking. For high value of gA
(fig. 2 c), the refractory period (pure white) imprints the
FIG. 2. Spatio-temporal evolution of the calcium concentra-
tion Cj(t) (highest values are in dark). We choose black and
white representation instead of colors for a better legibility of
the figure. Cell indexes correspond to the horizontal axis, time
is increasing along the upward vertical axis. The simulation
involves 1024 cells, arranged in a circle, with 24 synaptically
connected nearest neighbors for each cell. gH = 10nS. The
total record time is 880 s, and the periodic sample is 1.1 s.
From left to right, gA = 6 pS (a), 8 pS (b) and 9 pS (c).
network so that waves (grey) are not possible during a
long period.
A. Firing Rate
We qualify a cell j as ”active at time t” if the calcium
concentration Cj(t) is higher than a given threshold con-
centration Cth. At rest, the concentration is close to C0
but it can jump to 4 or 5 times C0 in a burst. This
provides a quantitative criterion to define an ”efficient
burst”, namely a burst that lasts long enough so that
sAHP rising and acetylcholine production (of the same
time scale as calcium production) can take place. Arbi-
trary, we chose Cth = 2C0. With this choice, the bursts
are detected for sure but some isolated noise driven ac-
tivities can also be detected. At a given time t, the firing
rate FR(t) is then defined as the ratio between the num-
ber of active cells and the total number of cells (nc).
In fig. 3 we display the mean of FR(t), 〈FR 〉 and its
mean square deviation σFR, as a function of gA. The
most obvious observation is then the existence of a steep
increase of both the average and standard deviation in
the neighborhood of gA ' 5.2 pS (for gH = 4nS) and
gA ' 7.5 pS (for gH = 10nS). Calling gnA these naked-
eye estimated threshold values, we indicate their location
in fig.3 by an orange window, centered on the threshold
value and whose width stands for an estimate of the mea-
surement error. They clearly distinguish between two
phases. On the left, the activity is essentially noise driven
with a low probability that calcium concentration exceeds
the threshold. In this phase FR is not exactly vanishing
for small values of gA. This residual value depends on Cth
6and can be reduced by increasing it. The activity in this
region is almost homogeneous with respect to time and
space, and therefore leads to small fluctuations of the
FR in the neighbourhood of its average value. On the
opposite, the region on the right of the orange window
corresponds to the presence of a intermittent collective
behaviour nicely characterized by σFR (fig. 3, column 2).
Synchronised dynamics leads to bursts of activity, strong
temporal variations of FR and then to large value of σFR.
In order to study in more detail the transition area, we
introduce the (gA) function defined as follows. Note that
σFR is a function of gA. For a fixed value of gA we esti-
mate the shape of the curve SgA = {(g, σFR(g)), g 6 gA}
by a second order polynomial PgA . SgA is the curve one
can fit knowing the values of σFR(gA) for Ach conduc-
tances smaller than gA. Let n(gA) be the number of
points in SgA . We introduce:
(gA) =
1
n(gA)
∑
x∈SgA
(PgA(x)− σFR(x))2 , (5)
which measures how much (in the L2 sense) the standard
deviation σFR(gA) deviates from the value that can be
guessed from smaller values of gA. As long as σFR evolves
regularly with gA, then its behavior for values a little
larger is predictable and the difference, measured by ,
between the real value and that predicted, is small. On
the contrary, larger values of  indicates the presence of
a brutal change. In fig. 3 c and 3 f, we expect and we do
observe a strong variation of (gA) in the neighbourhood
of gnA. We checked this observation persists even when
the interpolation polynomial degree is increased above 2.
B. Distribution of the avalanche size
With regard to numerical simulations, a precise def-
inition of what we call an ”avalanche” can be formu-
lated, with as few arbitrary parameter choices as possible.
There are nc cells with periodic boundary conditions and
the numerical simulation implies the existence of a small
enough time increment dt. We introduce the state vari-
able a(j, p) equals to 1 if the calcium concentration at cell
j at time p dt is higher than Cth and equal to 0 otherwise.
Two ”on” states a(j, p) = 1 and a(j′, p′) = 1 are said to
be connected if and only if there exist a continuous path
of excited cells connecting them. The avalanche associ-
ated with the ”on” cell a(j, p) = 1 is then the set of all
the ”on” cells which are connected with it. Therefore, in
our definition of avalanche, there is a notion of cells con-
nexity and propagation, in contrast to other works where
this notion is not taken into account. Our definition in-
deed takes carefully into account the wave mechanism
underlying these avalanches which involves a topological
structure of neighbouring cells.
We first measure how the average and standard devi-
ation of the avalanche size distribution evolve with in-
creasing synaptic coupling strength gA. As for the firing
FIG. 3. Numerical simulation showing the evolution of 〈FR 〉
and σFR with gA. The top figures (a, b, c) are associated with
gH = 4nS while the bottom ones (d, e, f) with gH = 10nS.
The simulation involves 1024 cells, arranged on a circle, with
24 synaptically connected nearest neighbours for each cell.
The first column (a, d) shows the average value of the firing
rate versus gA. The pale orange rectangular window points to
the transition region. Its position is determined with naked
eye and its width stands for the measurement uncertainty.
The second column (b, e) shows the corresponding standard
deviation of the firing rate versus gA. The transition region
determined in column (a, d) has been identically reported in
(b,e) and still matches with the area where a strong change
takes place. Finally in the last column (c, f), we have reported
 (definition (5) in the text ) versus gA. Again the transition
area identified in (a, d) or (b, e) has been identically reported
and does correspond to a strong  variation. However the
figures (especially f) clearly show that  actually starts to
increases a little bit before the strong transition region spotted
by the pale orange window (vertical blue arrow). Finally,
note in b two points close to gAc ' 9 pS, that stand out and
depart clearly from the alignment with the other experimental
measurements. An explanation is given later in the text.
rate in fig. 3 bottom, fig. 4 clearly reports on a brutal be-
haviour change in the avalanche size distribution around
gA = g
n
A ' 7.5 pS for gH = 10nS. It is worth observing
that, above the pale orange rectangular window which
stands for gnA and its measurement uncertainty, the stan-
dard deviation of the avalanche size distribution is not
only greater, but also increases much faster than the av-
erage size. Although this remark alone does not allow
to identify the shape of the avalanche size distribution
curve, it nevertheless goes in the direction of a scale free
process, i.e. without characteristic size.
Avalanche size distributions are shown in Fig. 5. The
various values of the synaptic coupling strength gA la-
belled on fig. 4 with vertical orange arrows have been
chosen in order to frame the zone around gnA. We use
log-log scales for a straightforward comparison with pos-
sible power law curve. The evolution of both the average
firing rate (fig. 3 d,e) and the standard deviation of the
avalanche size (fig. 4), already provides a coherent pos-
sible value of the gA synchronisation threshold close to
7FIG. 4. Numerical simulation with the same parameters as
in fig. 3 (bottom, gH = 10nS), showing the evolution of the
mean (red circle) and standard deviation (blue squares) of
the avalanche size distribution versus gA. The arrows point
to specific values of gA used in fig. 5.
gnA = 7.5 pS for gH = 10nS. We now show that there is a
value of gA, depending on gH and η, where the waves dis-
tribution is the closest to a power law, where the distance
is measured by the Batthacharyya’s distance.
For two probability distributions p and q defined over
the same domain X, the Batthacharyya’s distance be-
tween p and q, noted dB (p, q), is defined as
dB (p, q) = −ln
(∑
x∈X
√
p(x)q(x)
)
(6)
The terminology ”distance” is improper because dB
does not satisfy the triangular inequality. However,
the Hellinger’s distance dH =
√
1− e−dB , which is
monotonously related to Batthacharyya’s one, does. Fi-
nally, note also that i) the Batthacharyya’s distance de-
pends mainly on the values of x that are most likely ii)
the distance is defined even for small statistical set X (as
in fig.5a).
Fig. 6a shows the Batthacharyya’s distance between
the numerically measurement of the avalanche size dis-
tribution (Pexp(S), S ≥ 1) and the best power law fit
Pb(S) =
ζ(b)
Sb
, where ζ(b) is a normalisation constant de-
pending on the exponent b. For each value of gA, we
first compute dB(Pexp, Pb) and then optimize the out-
come with respect to b. The curve dB(Pexp, Pb) as a
function of gA displays a minimum for gA = g
n
A ' 7.5 pS
(gH = 10nS). This is in very good agreement with the
previous and independent measurements of the coupling
threshold gnA, for which a divergence of the correlation
length is expected. In fig. 7 we check this coincidence for
several values of the noise amplitude η. Finally fig. 6b
displays, not only the evolution of distance to the best
power law - vertical enlargement of fig. 6a -, but also the
distance to the best exponential fit.
Both the measurements of the average firing rate
(fig.3), of the average and standard deviation of the
FIG. 5. Probability density of the avalanche sizes in log-log
scale. Note that the horizontal scale changes significantly
from one plot to another. The red disk are numerical mea-
surements while the blue line corresponds to the best power
law fit. All the parameters, except gA are the same as in fig. 2.
From top to bottom and from left to right: a: gA = 5.5 pS, b:
gA = 6.5 pS, c: gA = 7.0 pS, d: gA = 7.5 pS, e: gA = 8.0 pS,
f: gA = 9.0 pS. These values are labelled on fig. 4 and on fig.
6 with vertical orange.
FIG. 6. Numerical simulation of eq. (1) with the same
parameters as in fig.2, showing a: Bhattacharya’s distance
between the numerical probability density function of the
avalanche size and its best power law fit, b: Comparaison
between the distance to the best power law fit (green dots,
vertical enlargement of a) and the distance to the best ex-
ponential fit (red dots). We have identically reproduced the
orange window and vertical blue arrow previously introduced
in fig.3.
avalanche size (fig.4), and of the Bhattacharya’s distance
to the best power fit (fig.6), independently contribute
to prove the existence of a transition synchronisation
threshold close to gnA. Now, besides g
n
A, a more subtle ob-
servation of fig.3c,f and fig.6b, reveals the existence of an
other noteworthy gA coupling value, smaller than g
n
A and
materialized in the figures by a vertical pale blue arrow.
We call this value gpA. This same value is associated with
8FIG. 7. Coincidence between two independent measurements
of gnA versus the noise amplitude η. The parameters are the
same as in fig. (2). In the text, two measurements of gnA have
been reported. In section III A, gnA is first introduced as the
value of the coupling strength value associated with a sudden
increase of the average and standard deviation of FR (vertical
red bars). Then, in section III B, gnA was identified as the cou-
pling strength value for which the probability density function
of the avalanche size looks most like a power law (vertical blue
bars). The vertical bar length stands for the measurement er-
ror. As the figure shows, the two measurements accurately
coincide.
the coupling value for which: i) in fig.3c,f (gA) starts
to deviate from zero, ii) in fig. 6b, the Bhattacharya’s
distance to an exponential law starts to increase.
IV. TRAVELLING WAVES AND THEIR
NUCLEATION
Up to now, for gH = 10nS, we have reported on the
existence of two noteworthy synaptic coupling values:
gnA ' 7.5 pS (pale orange rectangular window) associated
with the synchronisation threshold, and gpA ' 6.5 pS (ver-
tical blue arrow) which looks like a precursor. In what
follows, we are going to propose a theoretical interpreta-
tion of these noticeable values.
FIG. 8. Travelling wave solution. The parameters are the
same as in fig.2 c, except that here the noise amplitude is van-
ishing. The horizontal axis corresponds to the cell indexes j,
from 1 to 512, with periodic boundary conditions. The arrow
stands for the propagation direction. From top to bottom,
V , R (green) and S blue), A and C and finally Itot (see eq.
4). For Itot plot, the horizontal line corresponds to ISN . The
vertical lines across the five plots are associated with the first
and last crossings Itot = ISN .
A. Travelling waves
In the absence of noise (η ' 0) and with periodic
boundary conditions, eq. (1) possesses travelling wave
solution. They are classical excitable wave [30], periodic
in space and in time, propagating, in 1 D, either on the
left or on the right and disappearing by collision. Here
the refractory tail is associated with the SAHP mecha-
nism. Fig. 8 displays a period of the typical solution
profile. The stability of the travelling waves has been in-
vestigated numerically. As for usual excitable waves, the
travelling solution may become unstable when its wave-
length is not large enough [42]. Indeed in such a case,
9each travelling excitable pulse catches the refractory tail
of the previous pulse and stops. For large enough wave-
length, the stability depends on the acetylcholine cou-
pling between the cells: the travelling solution is stable
for large gA but stops to propagate and disappears as
soon as gA is smaller than a well defined threshold. The
mechanism can be deeper understood through a rough
analytical computation displayed in VII B.
We have accurately measured the threshold associated
with the travelling wave stability in absence of noise for
several values of gH (continuous blue line in fig.9), and
do observe that it is definitely different from gnA. By
cons, it accurately coincides with gpA (red dot asterisks
in fig.9), the smallest noteworthy gA coupling strength
related to the beginning of occurrence of non vanishing
(gA) values and the decline of the best exponential fit.
We interpret this result in the following way: At each
time step, the set of all SACs is described by a state
vector W = [Vj , Nj , Rj , Sj , Cj , Aj , j ∈ [1, nc]] which lives
in a compact subset of R6nc space. With time and in
absence of noise, W describes a deterministic trajectory
whose starting point is given by the initial conditions
W (t = 0). A travelling wave solution is then associated
with a periodic orbit in this space, and the set of all
the initial conditions which asymptotically converge to
this periodic orbit is called the attraction basin of the
travelling wave. Hence by definition, attraction basin
borders are separatrix of the dynamics, and the basin of
attraction of an unstable solution has zero volume. The
presence of the noise leads to a broadening of determinis-
tic trajectories. Especially the borders of the attraction
basin are no longer insurmountable boundaries: they can
be crossed thanks to noise. Hence, an initial condition,
which in the absence of noise would have led to a travel-
ling wave, can, in presence of noise, give birth to a tra-
jectory that will persist for a time in the travelling wave
basin of attraction, and finally end up escaping, result-
ing in a spatio-temporal structure that looks like a trav-
elling wave embryo, i.e. something like an unsuccessful
or an incomplete wave start. Conversely, an initial con-
dition outside the attraction basin, which in the absence
of noise would not have led to a travelling wave, can, in
presence of noise cross the attraction basin border and
looks like a travelling wave for a moment. We make the
assumption that these finite duration waves are in fact
what is called avalanche. In this scenario, the existence
of avalanches requires at least the existence of attraction
basin, i.e. stability of the traveling wave and gA > g
p
A.
B. Nucleation of travelling waves
Hence above gpA, the dynamics starts to be sensitive
to the presence of a travelling wave attraction basin.
But this is not the end of the story, because two dis-
tinct and somewhere competing mechanisms, both driven
by the noise fluctuations, are now bring into play. On
the one hand, noise fluctuations can help the system to
FIG. 9. The parameters are the same as in fig.2c except that
here the noise amplitude is vanishing and gH is varying. The
red asterisks correspond to numerical determination of gpA
from the observation of (gA) curves (like those in fig.3c).
The continuous blue curve is determined by accurate numer-
ical investigations of the travelling wave stability in absence
of noise. Above this blue line, the travelling waves are stable.
FIG. 10. Schematic representation of the additional numeri-
cal simulation performed in section IV B. Vanishing boundary
conditions are imposed for both left and right ends. The cells
on the left, from 0 to nc
2
−1 are subjected to noise fluctuations
(η > 0), unlike the rest of the box, from nc
2
to nc for which
η = 0.
jump from its rest state into the traveling wave attraction
basin and are therefore directly involved in the frequency
with which avalanches are generated. On the other hand,
noise fluctuations are also straightforwardly involved in
the time spent by the trajectory in the travelling waves
attraction basin as well as the minimal distance at which
the trajectory approaches the exact travelling orbit. It
is no longer a question of wave generation frequency, but
rather a matter of quality of the generated waves.
In order to investigate this last point, a new experi-
ment in which the detection of a travelling wave is done
for sure, has been designed. We use the same parameter
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regime as in fig. 2 but with specific boundary conditions
and inhomogeneous repartition of the noise amplitude
(see diagram fig.10). We impose vanishing boundary con-
ditions for both left and right ends (i.e. A = 0). Also the
cells on the left half side (from 0 to nc/2−1) are submit-
ted to noise while those on the right half side (from nc/2
to nc) are not (η = 0). We use values of the synaptic
coupling gA slightly higher than g
p
A such that, in absence
of noise, periodic travelling wave, once created, can prop-
agate. Therefore, in the right side of the numerical box,
cells tend to stay in their rest state (i.e. waves do not
spontaneously occur) except when waves created in the
left side propagate through the right side and disappear
at the right end. Hence this right side plays the role of a
travelling wave revealer, i.e. a place where the traveling
wave can be undoubtedly identified.
We then numerically observe that in the left side, the
dynamics looks like those in fig. 2, i.e. with the sponta-
neous occurrence of spatio-temporal areas of synchroni-
sation (fig.11). Therefore, for long enough recording time
and for gA > g
p
A, it always happens that a synchronisa-
tion area occurs close to the nc/2 border, with a velocity
toward the right side. But, and this is the crucial point,
that this burst of synchronisation is able to give birth to a
travelling wave propagating in the right side (i.e to nucle-
ate a traveling wave), depends on whether gA is smaller
(fig.11a) or higher (fig.11b) than gnA. This qualitative
observation is supported by the measure of the external
current seen by the cell number nc/2 (i.e. Itot(nc/2)),
especially by the maximum value reached during a suffi-
ciently long observation period (fig.12). In this figure, we
do observe the existence of a nucleation threshold close
to 7.5 pS, i.e. exactly the same value as the threshold ob-
served for the firing rate evolution gnA. We checked this
coincidence for several values of the noise amplitude (not
shown).
We note that, for large enough coupling strength and
even in presence of noise (provided η is small enough),
travelling waves can propagate without being destroyed.
The occurrence of these steady travelling waves for large
values of gA depends on the initial conditions, so they
may be present or not, but once created, they persist. In
fig.3b, the two unexpected points close to gA ' 9 pS and
σFR ' 0.04 correspond to the accidental presence of such
steady travelling waves. Hence, besides gpA and g
n
A, there
also exists a third gA threshold, larger than the previous
ones, even if, for the present study, we are not concerned
with it.
V. ROLE OF THE NOISE
Up to now, we have identified two noticeable coupling
strength values: gpA associated with the travelling wave
stability threshold in the absence of noise, and gnA related
to the spontaneous nucleation of travelling waves in the
presence of noise. Tab.13 presents a summary of their
respective properties.
FIG. 11. Typical spatio-temporal evolution of the calcium
concentration Cj(t) (highest values are in dark). Cell indexes j
are on the horizontal axis, time is increasing along the upward
vertical axis. The parameters are the same as in fig.(2) but
the geometry corresponds to fig.(10). a) gA = 7.3 pS < g
n
A.
b) gA = 8.0 pS > g
n
A. For a) the lack of travelling wave in the
right side persists even for very long time
We now investigate the effect of noise onto the syn-
chronisation transition. We proceed in the following way:
the regime of parameters is the same as in fig. 2 except
that the noise amplitude η varies from 5.25 pAms
1
2 to
8.59 pAms
1
2 . For each value of the noise amplitude, we
scan several values of the coupling strength gA, from far
below gpA to far above g
n
A. Then for each pair (η, gA), we
numerically measure the avalanche size probability den-
sity function Pexp(S), compute b
∗ which corresponds to
the best power law approximation Pb∗(S) =
ζ(b∗)
Sb∗ and
finally compute the Batthacharyya’s distance between
Pexp(S) and Pb∗(S).
Fig. 14 reports on this Bhattacharya’s distance (dB)
for two distinct noise amplitudes. Let us call η− the
smallest one (green dots) and η+ the highest one (purple
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FIG. 12. Maximum value of Itot measured at cell nc/2
(see text) versus gA. The horizontal black line stands for
ISN . The parameters are the same as in fig.(3), and the pale
orange window as well as the vertical blue arrow have been
identically reported from that figure.
dots). Recalling that the nucleation threshold gnA is as-
sociated with the minimum of dB , we first observe that
gnA(η−) < g
n
A(η+), in good agreement with the intuitive
idea that the greater the noise, the harder it is to nucle-
ate a long duration travelling wave. Fig. 7 confirms this
trend for the range of noise amplitude [ η−, η+ ].
The second observation deals with the dB curvature ρ
at the minimum gnA. It is quantitatively determined from
the computation of the best polynomial fourth order fit
(the continuous red lines in fig. 14)
dB(gA) ' dB(gnA) +
1
2
∂2dB
∂g2A
∣∣∣
gnA︸ ︷︷ ︸
ρ
(gA − gnA)2 + ... (7)
as its second order derivative. Dimensionally, the curva-
ture ' 1/δgA2 where δgA is a characteristic distance to
the extremum gnA. Here, already with naked eye, we ob-
serve that ρ(η−) > ρ(η+), which means that the gA range
of parameters for which the avalanche size pdf ”looks
like” a power law is larger for η+ than for η−.
In Fig 15a we investigate the evolution of the curvature
with respect to the noise amplitude. The evolution is not
steadily varying but displays a minimum for a noise am-
plitude close to η˜ ' 6.6 pAms1/2. From our knowledge,
this behaviour has never been reported before. What
comes closest in the literature deals with the coherence
resonance mechanism, i.e. with the existence of a noise
amplitude for which the self correlation of an excitable
system displays a maximum [25]. Later in [26] the rela-
tionship between coherence resonance and bursting neu-
ral networks has been investigated, with the experimen-
tal evidence that there is a noise strength for which the
regularity of the interburst sequence becomes maximal.
But here, we are dealing with a different mechanism: the
broadening of the synchronization transition with noise.
It means that the range of coupling strength around gnA
FIG. 13. Summary table of gpA and g
n
A characteristics and
properties. Oblique arrows indicate the presence of a sudden
variation. The numbers in the boxes at the bottom right
correspond to the number of figures.
for which the avalanche size pdf looks like a power law,
i.e. the neural system is critical, is maximal for η˜.
Fig.15b reports on how the exponent b∗ of the best
power law fit depends on the noise amplitude. We ob-
serve that b∗ displays a minimum close to ' 3.17 for the
same noise amplitude η˜ for which the curvature displays
a minimum in fig.15a. As for a power law Pb(S) =
ζ(b)
Sb
,
the smaller b the larger the standard deviation, it means
that not only η˜ corresponds to the largest critical range
of parameter gA, but also to the largest distribution of
avalanche size and therefore to the maximal sensitivity
to stimuli. These observations form the main result of
our study.
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FIG. 14. Bhattacharya’s distance between the numeri-
cally measurement of the probability density function of the
avalanche size and its best power law fit, for two distinct noise
amplitude: 5.25 pAms
1
2 (green) and 6.68 pAms
1
2 (purple).
The continuous red lines correspond to 4th order polynomial
fit in the neighborhood of the local minimum. b: is an en-
largement of the orange rectangle in a
FIG. 15. a: Evolution of the curvature ρ of the dB(gA) curve
at the minimum gnA versus the noise amplitude (η). b: Evo-
lution of the exponent b∗ versus η.
VI. DISCUSSION AND CONCLUSION
A. Self organized criticality
So far, in the studies of the mechanisms that allow a
neuronal system to self-organize in a critical state, noise
was not expected to play a relevant role. The literature
reported on two main mechanisms. Either the presence of
a feedback loop which dynamically maintains the param-
eters controlling the synchronization in the neighborhood
of its transition threshold [18, 19, 21, 24], or the presence
of a particular synaptic network with hierarchical mod-
ularity, small worldness and economical wiring [22]. In
both cases, noise was not playing any fundamental role.
Our results do not contradict these previous studies but
the mechanism we propose is of a different nature: noise
enlarges the critical range of coupling parameters near
the saddle-node bifurcation leading cells to burst, and in
a sense stabilizing criticality in an interval of coupling
parameter.
Note that in the classical paradigm of Self-Organized
Criticality the self-organization is reached at the price
of adding hidden symmetries in the dynamics. For ex-
ample, in the discrete state sandpile model in [43] or its
continuous state version [44], a local conservation law is
imposed so as to reach, in the thermodynamic limit, the
time scale separation between injection and dissipation
necessary to achieve a critical state [45, 46]. Violating
this conservation law with a local dissipation parameter
, breaks down criticality. But, there is a whole inter-
val of  where it is not possible to detect this violation
in numerical, thus finite-sized, samples [47]. By analogy,
this would suggest that in our model, there might exist a
local conservation law at the optimal noise, although we
have not been able to assess what this law could be.
Yet, our work and its relations with critical systems
needs further developments, subject of a forthcoming pa-
per. Especially, it is not enough to call ”critical” a sys-
tem exhibiting power laws. In statistical physics, critical
systems are characterized by several critical exponents,
which are related by relations obtained from the renor-
malization group analysis [48, 49]. This imposes more
complicated constraints than power-law emergence, lead-
ing to theoretical ”crash tests”, used on models to check
whether they really exhibit a critical behaviour [50]. In
the literature many models, sticking merely at the ex-
istence of power laws to prove criticality, are found not
to pass these more elaborate tests [51, 52]. We believe
that the mechanism exhibited here can be combined with
an equation of transport for waves and a renormalization
group analysis, in the spirit of [53], to obtain constitutive
relations between critical exponents.
B. Two dimensions
In section II E, we already discussed why we limit our-
selves to 1D numerical simulations. We want now to dis-
cuss the possible extensions of our results to genuine 2D
type II retinal waves. In our model, a cell in the hyper-
polarized state cannot be excited by its bursting neigh-
bours. We observed in particular that the slow hyperpo-
larization current (sAHP) following the bursting phase,
generates a landscape in which subsequent waves have to
propagate. But the 1D and 2D cases are very different
topologically. In 1D, regions of hyperpolarized cells with
strong sAHP (high values of the variable R) constitute
impassable borders to the propagation of the action po-
tential. This is not the case in 2D, where they can be
bypassed and give rise to more complex landscape. An
example is shown in Fig. 16.
In 1D, we have proved the existence of 2 thresholds for
cholinergic coupling gA, one associated with the stability
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FIG. 16. Example of the two dimensional time evolution of
the calcium concentration C. Dark regions correspond to low
calcium concentration while red corresponds to high concen-
tration (wave). The time (in s) is displayed in the bottom
right corner. The same thin white line in the center of each
image, delimits a closed domain where wave propagates al-
most periodically. Hence, after the sequence shown above
which correspond to a single period, a new one takes place a
time later with a new wave following almost the same trajec-
tory. The domain delimited by the white line is circled with
high sAHP regions and therefore slowly evolves with time.
of the travelling wave, the other with the nucleation of
the travelling wave. In 2D, the travelling wave propaga-
tion speed is expected to depend on the local curvature
of the front [54]. Only in the limit of a flat front we can
hope to recover the results about the stability of an 1D
travelling wave in absence of noise. However, it is not
certain because in 2D, a flat front can generically desta-
bilize itself through perturbations perpendicular to the
front velocity (see [55] for a review).
About the nucleation threshold, one may imagine that
a sudden activity burst, due to a local synchronisation of
SACs, gives rise to a centrifugal circular waves. As in 1D,
the nucleation mechanism requires the synchronisation of
high enough number of SACs firing together, but it also
requests to overcome the front curvature effect, which
can be a strong geometrical effect especially in the start-
up phase. For all these reasons, we cannot analytically
derive the 2D regime of parameters corresponding to the
synchronization threshold from the 1D case. Nevertheless
we succeed in numerically find a parameter regime where
the avalanches size probability density function looks ap-
proaches a power law. A movie is available on line [56].
Furthermore, in the 1D case, we have found that,
for the optimal noise amplitude η˜ and at the coupling
strength threshold gnA(η˜), the avalanches size pdf follows
a Pb∗(S) =
ζ(b∗)
Sb∗ power law, with b
∗ ' 3.17. If we make
a rough approximation and assume that the 2D analog
is a centrifugal circular avalanche, then the probability
to observe a 2D wave with size S is related to the prob-
ability to observe a 1D wave with size S
1
2 , and therefore
should decrease like 1
S
b∗
2
. The exponent b
∗
2 ' 1.59 is then
not too much far compared to the values experimentally
reported [12].
C. Understanding the functional role of retinal
waves
In a critical regime waves exhibit maximal variability
in their sizes and durations. It would be interesting to ex-
plore, at a modelling level, what could be the functional
impact of this regime in the development of the retino-
thalamico-cortical pathways, elucidating why early neu-
ral networks would choose to maintain their activity in
critical states. Our next step would be to link the reti-
nal waves model presented here to the cortical V1 model
developed in [57] to investigate the role of synaptic plas-
ticity under retinal wave stimulation to shape the cor-
tical response during developement. More particularly,
in our 2D numerical simulations, we observe (Fig. 16)
the apparition of sAHP patterns that spatially bound the
propagating waves. Those localized bounding patches are
found to persist more than a sAHP timescale, indicating
that in the network scale, they introduce a type of spatial
memory of previous activity. In other words, they create
an heterogeneous landscape where waves could propa-
gate, inducing an immediate effect first on waves char-
acteristics and second on the selective synaptic plasticity
of the network through this spatial bias. Such patterns,
although they have never been experimentally observed
during stage II phase, are still interesting. For example,
late waves (stage III) appear to be spatially bounded
and more localised than stage II waves [32], suggesting
that probably late stage II waves could prepare the land-
scape for the transition to more spatially confined activ-
ity. Hence, those localized activity patterns, could po-
tentially have a link with how receptive fields are formed
before vision becomes functional.
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VII. APPENDIX
A. Parameter Values
Parameter Physical value
Cm 22 pF
gL 2nS
gC 12nS
gK 10nS
gH [2, 12] nS
VL −72mV
VC 50mV
VK −90mV
V1 −20mV
V2 20mV
V3 −25mV
V4 7mV
τN 5ms
τR 8250ms
τS 8250ms
τC 2000ms
δC 10.503 nM pA
−1
αS
1
2004
nM−4
αC 4865 nM
αR 4.25
HX 1800 nM
C0 88 nM
η [5.2, 9.0] pAms1/2
TABLE I. Typical parameters values used in eq.(1).
Parameter Physical value
µ 1.82 s
KAch 200V
−1
VA 0mV
V0 −40mV
γAch 1nM
2
βAch 5nM s
−1
TABLE II. Typical parameters values related to the acetyl-
choline neurotransmitter (Ach).
B. Wave threshold
Denoting V− the rest state of a SAC, the condition for
cell j to start bursting at time tB , in the absence of noise,
is Itot,j(tB) = ISN which reads:
−gA (V− − VA)
∑
k∈{j}
Ak(tB)
2
γAch +Ak(tB)2
−gHR4j (tB) (V− − VK ) = ISN .
(8)
This equation nicely illustrates the competitive role
of the excitatory Ach current coming from neighbouring
bursting SACs and the slow hyperpolarization current.
The more a cell is hyperpolarized the harder it is to ex-
cite it by Ach and there is a long hyperpolarization phase
during which a SAC cannot be excited by its excited
neighbours. The wave of activity propagates therefore
into a landscape of sAHP coming from previous waves,
rendering the dynamics dependent on the network his-
tory on large time scales (several minutes). Additionally,
when two waves collide, they penetrate each other until
they reach the hyperpolarization zone, where they stop.
Eq. (8) allows to define a critical value for gA below
which it is not possible to propagate a wave. In the
absence of acetylcholine current the rest state V− obeys
the implicit non-linear equation:
V− =
gLVL + gCM−VC + VK
(
gKN −+gHR4−
)
gL + gCM− + gKN− + gHR4−
, (9)
with

M− = M∞ [V− ]
N− = N∞(V−)
C− = HXαC [C0 − δCgCM−(V− − VC) ]
S− =
αSC
4
−
1+αSC4−
R− =
αRS−
1+αRS−
.
(10)
Let A+ be the maximal possible production of Ach and
n the number of neighbours. In the absence of noise, a
propagation is possible only if:
gA ≥
ISN + gHR
4
− (V− − VK )
nA2+
γAch+A2+
(VA − V− )
. (11)
In this equation, one assumes that all neighbors are active
with a maximal Ach production. This is therefore a lower
threshold. In the presence of noise this threshold is not
sharp anymore: the probability to trigger an avalanche
is a sigmoid whose slope increases as η → 0.
