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SUMMARY
Automated analysis of temporal data is a task of utmost importance for intelligent
machines. For example, ubiquitous computing systems need to understand the intention of
humans from the stream of sensory information, and health-care monitoring systems can
assist patients and doctors by providing automatically annotated daily health reports. In
addition, a huge amount of multimedia data such as videos await to be analyzed and indexed
for search purposes, while scientific data such as recordings of animal behavior and evolving
brain signals are being collected in the hope to deliver a new scientific discovery about life.
In this dissertation, I present a set of extensions of switching linear dynamic systems
(SLDSs) which provide the ability to capture the higher-order temporal structures within
data and to produce more accurate results for the tasks such as labeling and estimation
of global variations within data. The presented models are formulated within a dynamic
Bayesian network formulation along with the inference and learning methods thereof.
The previous state-of-the-art standard SLDSs model the nature of continuous multi-
variate temporal data under the assumption that the characteristics of complex non-linear
temporal sequences can be captured by Markov switching between a set of simpler primitives
which are linear dynamic systems (LDSs). Accordingly, the SLDS model provides us with
the ability to learn the temporal models from training data and to label novel sequences
according to regimes that exhibit different dynamics.
However, the standard SLDS model is lacking in several aspects, which leads to its
shortcomings in the scope of the data and the tasks it can handle, and in the quality of
the labeling results. First, in terms of the quality of the continuous labeling tasks without
known segment boundaries, it produces inaccurate and often over-segmented labeling results
because it blindly adopts the geometric duration models implied by the Markov assumption.
Second, the standard SLDS model does not provide principled mechanisms to capture or to
xiv
infer the amount of global variations within data, which we refer to as the quantification
task. Accordingly, they tend to produce both inaccurate labeling and quantification results.
Third, it can not effectively model the data with grammar-like hierarchical temporal struc-
ture. Accordingly, the standard SLDSs do not provide means to interpret data at multiple
temporal or semantic granularities and often produce less than impressive labeling results.
In this dissertation, we address all of the above limitations of standard SLDSs by en-
hancing the model to incorporate higher-order temporal structures.
First, segmental SLDSs (S-SLDSs) produce superior labeling results by capturing the
descriptive duration patterns within each LDS segment. The encoded duration models
describe data more descriptively and allow us to avoid the severe problem of over-segmented
labels, which leads to superior accuracy.
Second, parametric SLDSs (P-SLDSs) allows us to encode the temporal data with global
variations. In particular, we have identified two types of global systematic variations :
temporal and spatial variations. The P-SLDS model assumes that there is an underlying
canonical model which is globally transformed in time and space by the two associated
global parameters respectively. Accordingly, P-SLDSs can solve the quantification problem
of estimating the global variations within data and simultaneously produce the labeling
results with superior accuracy.
Third, we present hierarchical SLDSs (H-SLDSs), a generalization of standard SLDSs
with hierarchic Markov chains. H-SLDSs are able to encode temporal data which exhibits
hierarchic structure where the underlying low-level temporal patterns repeatedly appear
among different higher-level contexts. Accordingly, H-SLDSs can be used to analyze tem-
poral data at multiple temporal granularities, and provide the additional ability to learn a
more complex H-SLDS model easily by combining underlying models.
The developed SLDS extensions have been applied to two real-world problems. The first
problem is to automatically decode the dance messages of honey bee dances where the goal
is to correctly segment the dance sequences into different regimes and parse the messages
about the location of food sources embedded in the data. We show that a combination of
the P-SLDS and S-SLDS models has demonstrated improved labeling accuracy and message
xv
parsing (an instance of a quantification task) results. The second problem is to analyze
wearable exercise data where we aim to provide an automatically generated exercise record
at multiple temporal and semantic resolutions. It is demonstrated that the H-SLDS model
with multiple layers can be learned from data, and can be successfully applied to interpret
the exercise data at multiple granularities. It is also shown that the H-SLDS model produces
superior labeling results than the standard SLDSs for low-level semantic patterns, due to




We introduce new temporal models to address the challenges in interpreting multivariate
time-series data in this dissertation. These models build upon the previously developed
standard switching linear dynamic systems (SLDSs) by adding additional model parameters
which are designed to encode the higher-level temporal structure often not captured by the
original SLDSs. The resulting models can be learned from data, and can be used to label
data w.r.t. the dynamics exhibited by data, and to identify underlying global factors which
produce the systematic variations within data. The experimental results demonstrate that
the proposed models produce superior accuracy over the standard SLDSs for a variety of
tasks, guided by the descriptive temporal structure and the learned function of the data
variations w.r.t. the global factors.
My thesis in this dissertation is the following :
Switching linear dynamic systems with higher-order temporal structure
increase the scope of the data and the temporal inference tasks that can be
handled, and produce superior labeling results over the standard SLDSs.
Specifically, the thesis can be split into three claims that I will defend with the
corresponding extensions of SLDSs in this dissertation :
1. Segmental SLDSs (S-SLDSs) produce superior labeling results by capturing
the descriptive duration patterns within each LDS segment.
2. Parametric SLDSs (P-SLDSs) can model data with global variations and
provides superior labeling accuracy along with the additional ability to estimate
the amount of global transformation exhibited by data.
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3. Hierarchical SLDSs (H-SLDSs), a generalization of standard SLDSs with hier-
archic Markov chains, are able to encode temporal data which exhibits grammar-
like hierarchic structure and provides the ability to label temporal data at mul-
tiple temporal granularities along with superior labeling accuracy.
In the following sections, we describe the core problems of interest in temporal sequence
analysis, our approach towards the problems, and how it advances the state of the art in
this field.
1.1 Automated Temporal Sequence Analysis
Temporal sequences are abundant. Examples of temporal data include motion trajectories,
voice, video frames, medical sensor signals (e.g., fMRI or heartbeat signals), wearable sensor
data, and economic indices, only to name a few. Temporal data in the most general form is
a sequence of multivariate vectors.
In contrast to the abundance of temporal data, the analysis of such data still often relies
on manual interpretation by humans. The manual interpretation of the temporal data,
which is a time-consuming process, seems challenging in some cases due to the complexity of
data. For example, sound technicians study complex sound waves, medical doctors conduct
diagnosis based on the signals recorded from medical monitoring systems, and investment
bank analysts analyze stock price histories. In other occasions, the tasks seem simpler,
but, the data has still been mostly interpreted and labeled by humans, simply due to the
lack of automated analysis tools. For example, computer graphics experts in animation
industry often search for a particular motion sequence from a database investing substantial
amount of time, and field biologists label the tracked motion sequences of animals w.r.t. the
corresponding motion regimes by thoroughly examining the tracks frame by frame.
We can observe that the development of automated tools to analyze temporal sequences
can contribute to such diverse fields where they would assist the knowledge workers to
improve their work productivity through the automation of diverse manual works. Moreover,
these new tools can provide them with the ability to explore a large temporal sequence
database, which was previously challenging due to the substantial amount of manual work
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required. In addition, the advances in temporal sequence analysis can contribute to so-called
emerging real-time applications which are targeted to proactively respond to the needs of
the users based on the sensor signals, e.g., medical monitoring devices and wearable gesture
recognition system among many others. Such systems are designed to improve the quality of
people’s lives by allowing them to have the necessary assistance at all times and help them
to conduct their tasks more easily.
In the following sections, we will describe important problems in automated temporal
sequence analysis, what are lacking in the state of the art to address such problems, and
how we address the challenges by developing models with higher-order temporal structures.
1.2 Model-based Approach : SLDSs
We adopt switching linear dynamic systems (SLDSs), a probabilistic generative model, to
characterize temporal sequences based on training data and to interpret novel temporal
sequences. The SLDS model assumes that complex temporal sequences can be described
by the Markov switching between a set of simpler primitives which are linear dynamic
systems (LDSs), often called a Kalman filter model. Hence, the distinctive feature of SLDSs
is the fact that they use LDSs as their primitives, compared to the piecewise constant
approximators used by the popular hidden Markov models (HMMs) [70]. Accordingly, the
SLDS model provides us with the ability to label novel sequences into regimes that exhibit
different dynamics.
Due to its appealing characteristic, the SLDS model has been studied in a variety of
problem domains. Representative examples include computer vision [68, 67, 69, 59, 16, 2,
63], computer graphics [48, 71], control systems [86], econometrics [41], speech recognition
[66, 73], tracking [11], plan recognition [89], machine learning [46, 34, 61, 60, 37], signal
processing [25, 26], statistics [80] and visualization [90], to name a few.
In particular, a set of linear dynamic system primitives provide potential advantages
over piecewise constant approximators of HMMs in several aspects. First, LDSs can be
more descriptive and concise for certain types of temporal sequences. Every LDS encodes
the associated dynamics, not measured values, exhibited by the corresponding data. Hence,
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Figure 1: Modeling of a 1D temporal sequence by an LDS and a piecewise approximation.
The blue x’s indicate the original training sequence changing over time (x-axis). The red
and green lines represent the approximation result by an LDS model and a constant approx-
imator. It can be observed that an LDS can model the example dynamic sequence more
accurately than a constant approximator.
an LDS has the possibility to describe the primitive patterns of temporal sequences more
concisely and accurately in case the data demonstrates certain dynamics. In contrast, the
piecewise approximation primitives used by HMMs discard the temporal dynamic informa-
tion and try to extract key values from data. For example, the 1D sequence in Fig. 1 can
be modeled concisely by an LDS while a piecewise approximator will simply learn the mean
of the data and fails to capture the distinctive dynamic information.
Additionally, LDS provides the possibility to effectively deal with high-dimensional data
using dimensionality reduction techniques. For example, a subset of LDSs are dynamic
extensions of the factor analysis model (FA) [12, 35], a dimensionality reduction technique.
In certain domains, data may exhibit very high dimensionality, e.g., video data of computer
vision community. While a huge number of piecewise approximators will be needed to extract
the informative key-points from high-dimensional sequences, relatively small number of LDSs
may be needed to model the dynamic patterns from the dimension-reduced data1.
In terms of temporal ordering structure, the standard SLDSs encode such structure by
a Markov transition matrix, identical to HMMs. The Markov assumption simplifies the
temporal structure learning problem for switching models by assuming that the short-term
1It is worth noting that HMMs are often used with the pseudo-measurements which are obtained through
dimension reduction techniques such as PCA from original observations. A more principled generalization
such as an HMM extension with underlying factor analysis components [72] has been developed for the
speech recognition problems.
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switching patterns of discrete modes are descriptive enough to encode the characteristics of
data.
1.3 Beyond standard SLDSs
While the standard SLDSs have the promising properties mentioned in Section 1.2, they are
lacking in several aspects, which leads to their shortcomings in the scope of the data and
the tasks it can handle, and in the quality of the temporal sequence analysis results. In
the following sections, we describe the important tasks in temporal sequence analysis, the
limitations of the standard SLDS model to address these tasks, and our novel developments
to overcome the challenges.
1.3.1 Superior Labeling of Temporal Data via Duration Modeling
One important task is label ing, which is to categorize every part of temporal sequences into
different classes based on the properties it exhibits. Labeling of temporal sequences appears
in many fields and applications. The classes can be defined by the domain experts based on
the semantic concepts they are interested, can be discovered in an unsupervised manner, or
may be simply the low-level patterns of dynamics exhibited by data. We can describe the
problem more in detail with an application in the biology domain. Honey bees communicate
the location and distance to a food source through a stylized dance that takes place within
the hive. The dance is decomposed into three different regimes: “left turn”, “right turn”
and “waggle”, as shown in Fig. 2(a). The length (duration) and orientation of the waggle
phase correspond to the distance and the orientation to the food source. Figure 2(b) shows
a dancer bee that was tracked by a previously developed vision-based tracker [40, 78]. The
labeling problem in this domain is to automatically segment the trajectory into one of the
three categories. An example result obtained by a developed automated sequence tool is
shown in Fig 2(c) with the color-coded motion patterns.
The standard SLDSs are lacking in their duration modeling capability, which often leads
to inaccurate labeling results to exhibit over-segmented results. Specifically, the Markov
assumption limits SLDSs from capturing descriptive duration patterns of LDSs and only
allow the induced geometric duration distributions within each LDS regime. The fact that
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(a) (b) (c)
Figure 2: (a) A bee dance consists of three patterns : waggle, left turn, and right turn.
(b) The box in the middle is a tracked bee. (c) An example honey bee dance trajectory.
The track is automatically obtained using a vision-based tracker and automatically labeled
afterwards.
Key : waggle , right-turn , left-turn
LDSs encode dynamics suggests that every LDS is expected to be active for a longer time-
span than the piecewise constant approximators of HMMs. However, the geometric duration
model induced by Markov assumption assigns the highest probability to the duration of
one. Consequently, accurate segmentation results are expected only when the observation
is minimally noisy and the discrepancies between the model and the intrinsic characteristics
of the data are trivial. In reality, sensory data can possess substantial amount of noise.
Accordingly, the simple Markovian assumption can result in labeling results with over-
segmentations where false labels with very short durations can be inserted due to the noise
at those particular time frames.
In this dissertation, we present segmental SLDSs (S-SLDSs), presented in Chapter 3,
which is an extension of SLDSs consisting of LDSs with more accurate time duration mod-
els. In particular, S-SLDSs effectively discount short-term strong noise and produce more
accurate labeling results, guided by the descriptive prior knowledge on the durations of the
LDS models.
1.3.2 Modeling and Interpreting Data with Global Variations
The ability to model temporal data with global variations and to infer the amount of global
variations within novel sequences are very important but relatively less addressed issues in
temporal sequence analysis. By global variations, we mean the global factors that underlie
the systematic variations in the data. For example, the intended pointing direction of a
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person changes the overall trajectory of the person’s gesture. Another example is the dance
trajectories of honey bees which vary substantially depending on the distance and orientation
to the indicating food sources. Examples of varying honey bee dance trajectories in stylized
forms are shown in Figure 3.
The ability to encode global variations is important not only because it can lead to
more accurate labeling results by understanding the context where the data stems from
but also because the estimation of the amount of global variations, which we refer to as
a quantification task, is often the important task of interest. In many cases, we are more
interested in the global parameters that vary the behavior of the signals rather than the
exact categorization of the sub-regimes. Accordingly, the quantification of global variables
provide users with the high-level information they need. In other words, there are data
with global parameters which affect the whole sequence and one can model it explicitly
and estimate them accordingly. For example, we would be more interested in capturing the
pointing direction of a human gesture and the messages about the food locations within the
honey bee dances rather than the explicit labeling results.
Most of the temporal models such as standard HMMs and standard SLDSs are lacking to
encode the global variations within data because their developments were focused on captur-
ing only the local variations within data. For example, it is well known that standard HMMs
demonstrate excellent ability to capture the slight variations within speech data. However,
once the amount of variations increases, which are often due to the global effects caused by
different speakers, standard HMMs need to rely on the use of mixture of observation models
or even a set of HMMs in an unprincipled way [70], ignoring the underlying structure of
the problems. More importantly, these models do not provide principled mechanisms to
estimate the amount of global variations from data. The previous work in HMMs which
address the global transformation within data include a parametric HMMs (P-HMM) [87]
where the problem of recognizing globally parameterized gestures are studied, and ’Style
Machine’ by Brand and Hertzmann [14] where they developed a method to vary the styles
of dance sequences by treating them to globally condition their HMM model. A related
transformation-invariant learning approach for video analysis appeared in [31].
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Figure 3: Examples of diverse honey bee dance trajectories in stylized forms. The upper
row shows the trajectory variations which depend on the duration of the waggle phase. The
bottom row shows the trajectory variations which depend on the orientation of the waggle
phase. Waggle phase and angle indicate the distance and orientation to the food source.
In this dissertation, we present an extension of SLDSs, parametric SLDSs (P-SLDSs),
which assumes that there is an underlying canonical template which is globally transformed
based on a set of global transformation factors. In particular, we have identified two types
of global systematic variations : temporal and spatial variations. Temporal variations corre-
spond to the rate of dynamic switching within data. On the other hand, the spatial variation
refers to the correlated transformation that applies to the overall temporal sequences. Ac-
cordingly, the P-SLDS model describes the data with global variations by transforming the
canonical template both in space and time. An illustrative example is the honeybee dances
: bees communicate the orientation and the distance to the food sources through the dance
angles and waggle duration of their stylized dances. In this example, the canonical underly-
ing template is in the form of the prototype dance trajectory illustrated in Fig. 2 (a) where
a set of instantiated example trajectories are shown in Fig. 3.
In addition, we introduce an inference method for the P-SLDS model where we solve the
labeling problem and the quantification problem simultaneously. The intuition behind the
presented inference method is that an accurate estimate on the amount of global transfor-
mation will lead to a superior labeling result since it will provide a strong cue for the context
of the data. Moreover, it is sensible to expect that the improved low-level labeling results
can lead to superior quantification results in return. Specifically, we formulate expectation-
maximization (EM) methods for learning and inference in P-SLDS and present it in Chapter
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4 of this dissertation. It is demonstrated that P-SLDSs can solve the quantification problem
of estimating the global variations within data and simultaneously produce labeling results
with superior accuracy.
1.3.3 Modeling and Interpreting Data with Hierarchy
It is very important to be able to model data with a grammar-like hierarchical structure.
By data with grammar-like hierarchic structures, we mean the data where the underlying
low-level temporal patterns repeatedly appear among different higher-level contexts through
certain stochastic temporal ordering processes. In other words, the data has a grammar-like
hierarchical structure when (1) the overall behavior of the data over time can be modeled
by a probabilistic grammar such as a probabilistic context free grammar where the symbols
in the grammar correspond to different sub-states of the system, (2) the symbols in the
grammar can be categorized into multiple hierarchies where each hierarchy exhibit distinct
levels of abstraction in terms of temporal duration and semantic extent, and (3) the parent-
children relationships between the states within adjacent hierarchies can be characterized.
As an example, we can see the two different data sequences in Fig. 4 and Fig. 5 where the
dynamic patterns of the triangle sides are color-coded. The sequence in Fig. 4 (a) starts
with the upward triangle pattern (repeating 10 times) and finishes in the downward triangle
pattern (repeating 10 times). In contrast, the training sequence in Fig. 5 (a) starts with the
downward triangle pattern and finishes in the upward triangle pattern. On the right side
of Fig. 4 and Fig. 5, the transition tables of the corresponding hierarchical Markov models
and the flat Markov models are shown. It can be observed that the hierarchical models can
capture the long-term temporal structure along with the detailed repetitive patterns, which
would allow the two different models to reliably differentiate the two structurally different
training sequences. On the other hand, the inability of flat Markov models to capture both
the long-term and the repetitive patterns can be shown in the transition tables in Fig. 4
(c) and Fig. 5 (c) where the transition tables are identical, due to the property of Markov
models which only learn the averaged switching patterns. It is worth noting that it would
be potentially possible to capture such behaviors within data by increasing the number
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of states in the flat models, which amounts to the strategy of duplicating an identical
state to multiple states w.r.t. the surrounding contexts. However, the true benefits of
representational descriptiveness of hierarchical models is that they impose certain transition
structure between the states in comparison to the flat models with increased number of
states. Accordingly, the hierarchical models can be learned in a modular way and may need
fewer training data because the imposed hierarchical structure reduces the structural search
space substantially compared to flat models.
Furthermore, the encoding of hierarchic structure within data provides us with the pow-
erful ability to interpret data at multiple semantic and temporal granularities. In particular,
most of the semantic labels that we are interested in categorizing are hardly described by a
single LDS model. For example, the gym exercise of a person and the different behavioral
modes of a multi-robot system exhibit very complex temporal behavior over a substantial
span of time which would comprise of large number of primitive patterns. Moreover, such
complex behaviors usually comprise of another set of less complex behaviors which builds up
on a set of primitive patterns, e.g., LDSs, in a nested manner, forming a hierarchy between
the semantic top level concepts down-to low-level primitive dynamic patterns. In certain
cases, we would be interested in interpreting the behavior of the signals at all possible se-
mantic and temporal resolutions, a task which can be hardly done in a principled manner
when we do not encode such mappings between high-level concepts to low-level signals.
While there has been previous work to develop SLDSs with hierarchic Markov structure
[37, 91], they were lacking in some aspect both in theoretical and empirical aspects. From the
theoretical point of view, their models do not provide the ability to capture the descriptive
call-return semantics. By call-return semantics, we mean that a higher-level concept which
initiates a chain of actions at the lower level can only switch to another state when the
lower-level states terminate. For example, the triangle sequence in Fig. 4 switches from the
upward triangle state to the downward triangle state when only a complete upward triangle
is completed. However, the previous hierarchical extensions of SLDSs [37, 91] do not provide
such descriptiveness in modeling, and the triangles can switch from one pattern to another
even when the first triangle has not been closed. In terms of empirical analysis, the previous
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Figure 4: (a) A training sequence. (b) A two-level hierarchical model and (c) a flat Markov
model, learned from the training data on the left.
Figure 5: (a) A training sequence. (b) A two-level hierarchical model and (c) a flat Markov
model, learned from the training data on the left.
work [37, 91] was applied to either too simple toy problems [91] or they were applied to
too complex problems [37] where the detailed analysis of the inference result can be hardly
conducted about detailed sub-regimes mostly due to the lack of the ground truth labels.
We present hierarchical SLDSs (H-SLDSs) in Chapter 6, a generalization of standard
SLDSs with hierarchic Markov chains, as a powerful tool to model and interpret dynamic
multivariate data with grammar-like hierarchic structure. H-SLDSs are able to encode tem-
poral data which exhibits hierarchic structure where the underlying low-level temporal pat-
terns repeatedly appear among different higher-level contexts. Accordingly, H-SLDSs can be
used to analyze temporal data at multiple temporal granularities, and provide the additional
ability to learn a more complex H-SLDS model easily by combining underlying models.
In particular, the developed H-SLDS model provides two main benefits : (1) it allows a set
of lower-level behaviors to be easily shared among multiple high-level patterns, effectively
increasing scalability and interpretability, and (2) it incorporates additional variables to
encode the call-return semantics within data descriptively. As a result, the H-SLDS model
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can encode the hierarchic relations between the concepts at different semantic and temporal
resolutions, and the correlations between the events appearing far apart, in a succinct and
comprehensive manner. On the contrary, the flat Markov models of standard SLDSs can only
capture the local temporal correlations. Furthermore, the H-SLDSs allow us to interpret
novel data according to the semantic concepts of interest, effectively marginalising out the
low-level behaviors of signals modeled based on a set of shared LDSs.
Furthermore, we provide detailed analysis of the empirical results obtained by applying
the H-SLDS model to the collected human exercise data. The data are carefully collected
from multiple people to analyze the generalization power of the model along with large
amount of ground-truth labels at entire hierarchies. Accordingly, the empirical results pre-
sented in Chapter 7 provides insight into the H-SLDS model and demonstrates its practical
usefulness.
1.3.4 Discussion : Generative and Discriminative modeling
It would be worthwhile to discuss the comparative advantages of using generative models,
e.g., SLDSs in our work, over the other class of discriminative modeling approaches [13].
In particular, one of the tasks of primary interest in this dissertation is labeling. It is
well known that discriminative models such as conditional random fields (CRFs) [44] are
excellent in segmenting and labeling data. For example, the standard CRF model and
the variants with hidden temporal structures have been applied to the problems of vision-
based gesture recognition [55, 5] where they demonstrated promising results compared to
the generative models such as HMMs. In other work, a hierarchical CRF model has been
developed to classify the on-going activity and the significant places based on the GPS signals
collected from a person [49]. Furthermore, a variant of HMMs which learns discriminative
observation models with large margins between class representations has been developed
and demonstrated promising results for a speech recognition problem [79]. In particular, the
discriminative approaches aim to learn a conditional model P (X|Z) of the targeted hidden
variables X given the observed data Z directly. On the other hand, the class of generative
models which learn the joint distribution P (X,Z) which is often used in a conditional
12
posterior form P (X|Z) ∝ P (X)P (Z|X) within Bayesian formulation. In the Bayesian
formulation of generative modeling, there is always a question about the quality of the
imposed form of the prior P (X), which do not occur for the discriminative models. In
addition, most generative models assume that the set of temporal observations Z are usually
conditionally independent from each other to make the inference problem tractable.
Nonetheless, the generative models provide several advantages over the discriminative
models, which leads us to pursue such a direction in this dissertation, as described below.
First, the generative models such as SLDSs easily allow available domain knowledge,
e.g., physics, to be incorporated into the models and provide more interpretable forms of
parameterization, which may lead to superior inference results when the amount of train-
ing data is limited. For example, Ng and Jordan [4] provided an empirical result where
they showed that a generative model (naive Bayes classifier) outperforms a discriminative
equivalent (logistic regression) when the size of the training data is relatively limited.
Second, the class of generative models provides the possibility for superior scalability over
the discriminative models. Specifically, generative models allow different concept classes to
be learned independently from each other. On the other hand, the discriminative models
should be learned jointly together because they usually pursue to learn the boundaries be-
tween the class representations. Accordingly, larger number of concept classes imply further
challenges for the discriminative models since the number of boundaries between classes
approximately increases quadratically w.r.t. the number of classes while the complexity of
generative modeling increases linearly in general.
Third, the class of generative models provides the ability to sort out outlier data. For
example, generative models can be used for the tasks such as anomaly detection through
threshold-based filtering on the computed likelihoods. On the other hand, discriminatively
trained models are likely to perform poorly for such tasks because the training examples
at the boundary between classes are generally weighted more heavily during the learning
process than the common patterns.
Finally, generative models provide more straightforward ways to combine and to ex-
tend the existing models. For example, the P-SLDS model presented in Chapter 4 extends
13
the standard SLDSs by incorporating global variables into the generative process, and the
hierarchical SLDS model presented in Chapter 6 can be formed from an existing set of un-
derlying models through a simple procedure. However, it is not clear how the continuous
global variables can be easily fit into the discriminative models such as CRFs. Similarly, the
hierarchical CRFs presented in [49, 84] requires substantial amount of additional learning
procedure whenever we introduce new hierarchies.
As discussed above, generative models provide several advantages over the class of dis-
criminative models, in particular, for the type of data and the tasks that we are interested
in this dissertation. Accordingly, we would regard the comparison of our work presented in
this dissertation against the discriminative alternatives as our future work and would not
directly compare each other in the forthcoming chapters.
1.4 Summary of Contributions
In summary, we present three theoretical contributions in this dissertation which extend
SLDSs to produce superior labeling accuracy over the standard SLDS model for a diverse
types of data and tasks :
1. Segmental SLDSs, SLDSs with duration models, and the associated learning and in-
ference algorithms are presented in the Chapter 3. S-SLDSs produce more accurate
labeling results than the standard SLDSs as the result of more descriptive duration
modeling.
2. Parametric SLDSs, a new representation which explicitly models the deformation func-
tion between the canonical template w.r.t. the global parameters, is presented in
Chapter 4. P-SLDSs provide a principled way to estimate high-level global parame-
ters from data. The associated learning and inference algorithms are presented in this
work where we additionally demonstrate superior labeling accuracy.
3. Hierarchical SLDSs, a hierarchical extension of SLDSs, and the associated learning and
inference algorithms are presented in Chapter. 6. H-SLDSs allow us to model data with
hierarchic structure and to interpret data at multiple temporal resolutions. Moreover,
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it allows us to re-use sub-structures, which leads to the reduction in representational
redundancy, and to encode domain knowledge on temporal hierarchy into the model
more easily.
The rest of this dissertation describes the above-mentioned extensions in detail with the
experimental results that demonstrate their usefulness. We will review the background on
the standard SLDS model in Chapter 2 to introduce the background knowledge as well as
the notations to be used through this dissertation.
1.5 Declaration of Previous work
This dissertation is based on the following previously published material :
• “Data-Driven MCMC for Learning and Inference in Switching Linear Dynamic Sys-
tems” by Sang Min Oh, James M. Rehg, Tucker Balch, Frank Dellaert, Twentieth
National Conference on Artificial Intelligence (AAAI-2005), Pittsburgh, U.S.A [61].
• “Learning and Inference in Parametric Switching Linear Dynamic Systems” by Sang
Min Oh, James M. Rehg, Tucker Balch, Frank Dellaert, IEEE 2005 International
Conference on Computer Vision (ICCV-2005), Beijing, China [62].
• “A Variational inference method for Switching Linear Dynamic Systems” by Sang Min
Oh, Ananth Ranganathan, James M. Rehg, Frank Dellaert, Technical Report GIT-
GVU-05-16, 2005, Georgia Institute of Technology [60].
• “Segmental Switching Linear Dynamic Systems” by Sang Min Oh, James M. Rehg,
Frank Dellaert, Technical Report GIT-CC-05-13, 2005, Georgia Institute of Technology
[65].
• “Parameterized duration modeling for switching linear dynamic systems” by Sang Min
Oh, James M. Rehg, Frank Dellaert, IEEE 2006 International Conference on Computer
Vision and Pattern Recognition (CVPR 2006), NYC, U.S.A [64].
• “Learning and Inferring Motion Patterns using Parametric Segmental Switching Linear
Dynamic Systems”, by Sang Min Oh, James M. Rehg, Tucker Balch, Frank Dellaert
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Chapter II
BACKGROUND : SWITCHING LINEAR DYNAMIC SYSTEMS
In this chapter, we describe the background knowledge on the standard switching linear
dynamic system (SLDS) model which serves as the baseline model in this dissertation.
While there are several versions of SLDSs in the literature, this paper addresses the model
structure depicted in Figure 7, which we describe in detail in the following sections.
An SLDS model represents the nonlinear dynamic behavior of a complex system by the
switching among a set of linear dynamic models over time. In contrast to HMM’s [70],
the Markov process in an SLDS selects from a set of continuously-evolving linear Gaussian
dynamics, rather than a fixed Gaussian mixture density. As a consequence, an SLDS has po-
tentially greater descriptive power. Offsetting this advantage is the fact that exact inference
in an SLDS is intractable because the continuous states are coupled during the switchings,
which complicates inference and parameter learning [45].
The rest of this chapter is organized as follows. First, we review the linear dynamic
systems (LDSs), and its extension, switching LDSs (SLDSs). Then, we review a set of the
developed approximate inference techniques and an EM-based learning method for SLDSs.
Finally, related work is reviewed and this chapter concludes.
2.1 Linear Dynamic Systems
Figure 6: A linear dynamic system (LDS)
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A Linear Dynamic System (LDS) is a time-series state-space model consisting of a linear
Gaussian dynamics model and a linear Gaussian observation model. The graphical repre-
sentation of an LDS is shown in Fig. 6. The Markov chain at the top represents the state
evolution of the continuous hidden states xt. The prior density p1 on the initial state x1 is
assumed to be normal with mean µ1 and covariance Σ1, i.e., x1 ∼ N (µ1,Σ1).
The state xt is obtained by the product of state transition matrix F and the previous
state xt−1, corrupted by zero-mean white noise wt with covariance matrix Q:
xt = Fxt−1 + wt where wt ∼ N (0, Q) (1)
In addition, the measurement zt is generated from the current state xt through the obser-
vation matrix H, and corrupted by zero-mean observation noise vt:
zt = Hxt + vt where vt ∼ N (0, V ) (2)
Thus, an LDS model M is defined by the tuple M ∆= {(µ1,Σ1), (F,Q), (H,V )}. Exact
inference in an LDS can be performed using the RTS smoother [10], an efficient variant of
belief propagation for linear Gaussian models. Further details on LDSs can be found in
[10, 50, 74].
Linear dynamic systems have been often used for tracking problems [10, 50]. In addition,
LDSs have been used to model the overall texture of video scenes in a compact way with
the video as a sequence of observations and generate a infinitely long video similar to the
training sequences [24]. In other work, multiple LDSs were used to segment video w.r.t. the
associated temporal texture patterns [19].
2.2 Switching Linear Dynamic Systems
In a switching LDS (SLDS) model, we assume the existence of n distinct LDS models
M
∆= {Ml|1 ≤ l ≤ n}. The graphical model corresponding to an SLDS is shown in Fig. 7.
The middle chain, representing the hidden state sequence X ∆= {xt|1 ≤ t ≤ T}, together
with the observations Z ∆= {zt|1 ≤ t ≤ T} at the bottom, is identical to an LDS in Fig.
6. However, we now have an additional discrete Markov chain L ∆= {lt|1 ≤ t ≤ T} that
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Figure 7: Switching linear dynamic systems (SLDS)
determines which of the n models Ml is used at every time-step. We call lt ∈ M the label
at time t and L a label sequence.
The switching state lt is obtained from the previous state label lt−1 based on the Markov
transition model P (lt|lt−1, B) which is represented as an n × n transition matrix B that
defines the switching behavior between the n distinct LDS models : P (lt|lt−1, B) = B{i, j}.
The state xt is obtained by the product of the corresponding state transition matrix Flt
and the previous state xt−1, corrupted by zero-mean white noise wt with covariance matrix
Qlt :
xt = Fltxt−1 + wt where wt ∼ N (0, Qlt) (3)
In addition, the measurement zt is generated from the current state xt through the
corresponding observation matrix Hlt , and corrupted by zero-mean observation noise vt
with covariance Vlt :
zt = Hltxt + vt where vt ∼ N (0, Vlt) (4)
Finally, in addition to a set of LDS models M , we specify two additional parameters: a
multinomial distribution π(l1) over the initial label l1 : P (l1) = π{l1}.
In summary, a standard SLDS model is defined by a tuple Θ ∆=
{
π,B,M
∆= {Ml|1 ≤ l ≤ n}
}
.
It is worth noting that the previous work on SLDSs often adopts simplified versions of
the SLDS model described above by introducing different assumptions on parameter tying.
Variations include [80, 34, 2] where only the observation models (H and V ) are switching,
[68, 67, 69, 59] where only the dynamics models (F and Q) are switching with a single
observation model, and [66] where all the parameters (F,Q,H, V ) are switching but with the
additional assumption that the successive continuous states decouple when switching occurs.
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Algorithm 1 Learning algorithm for SLDSs based on expectation maximization (EM)
method.
1. Initiate a learning process with an initial model parameter tuple Θ0.
2. E-step : Inference to obtain the posterior distribution :
f i(L,X) ∆= P (L,X|Z,Θi) (5)
over the hidden variables L and X, using the current guess for the SLDS parameters
Θi.
3. M-step : obtain the updated Θi+1 that maximizes the expected log-likelihood :
Θi+1 ← argmax
Θ
〈logP (L,X,Z|Θ〉f i(L,X) (6)
4. Check convergence via log-likelihood monitoring.
If converged, stop. Otherwise, go back to Step 2 and repeat.
In the formulation of [66], the originally coupled transition model in Eq. 4 decouples the
continuous states between the two successive time-steps whenever the corresponding discrete
regimes switches :
xt ∼ N (µlt ,Σlt) when lt 6= lt−1
In this dissertation work, we adopt the most generic SLDS model without any parameter
tying which appeared in [10, 41, 73, 63].
2.3 Inference in SLDS
Inference in an SLDS model involves computing the posterior distribution of the hidden
states, which consist of the (discrete) switching states L and the (continuous) dynamic
states X. More formally, the inference procedure in SLDSs corresponds to the computation
of the posterior P (L,X|Z,Θ) on the hidden variables which are the label sequence L and
the state sequence X, given the observation sequence Z and the known parameters Θ.
In application domains such as behavior recognition, the users are typically interested in
inferring the switching states L [63], i.e., the labeling problem. On the other hand, the
continuous state sequence X is the variable of interest in applications such as tracking or
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signal processing. It is worth noting that inference is also the crucial step in parameter
learning via the EM algorithm, in addition to its central role in state estimation.
However, it was proven that the exact inference in SLDSs is intractable [45] with the
exception of [66] where the authors assumed that the successive continuous states (xt, xt+1)
are decoupled when switching occurs.
Consequently, an array of approximate inference methods have been developed. The
approximate inference in SLDSs has focused primarily on three classes of techniques :
1. Stage-wise filtering-based methods such as approximate Viterbi or GPB2 (generalized
pseudo-Bayesian estimator of order 2) which maintain a constant representational size
for each time step as data is processed sequentially [68, 67, 69, 10].
2. Structured variational methods which approximate the intractable exact model with
a tractable, decoupled model [69, 34, 37], including our own work on a variational ap-
proximation method for SLDSs with switching observation models [60]. Expectation-
propagation [52, 90] belongs to this class of algorithms since it approximates the in-
tractable model by probabilistic densities with tractable constant representational size.
3. Sampling based methods which sample the hidden variables using Monte Carlo tech-
niques [18, 25, 26, 73], including our own work on a Rao-blackwellised data-driven
MCMC method [61, 63].
In particular, the stage-wise filtering-based methods produce inference results which have
only finite resolution while the other class of methods can represent probabilistic densities
upto arbitrary resolution. In this dissertation, we use the following inference methods in our
experiments : an approximate Viterbi method [68], a structured variational method [60],
and a Rao-Blackwellised data-driven MCMC method[61].
2.4 Learning in SLDS
The maximum-likelihood (ML) parameters Θ̂ for an SLDS model can be obtained using
the Expectation Maximization (EM) algorithm [22]. The hidden variables in EM are the
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label sequence L and the state sequence X. Given the observation data Z, EM proceeds as
described in Algorithm 1.
There, 〈·〉W denotes the expectation of a function or a statistic (·) w.r.t. a distribution
W . The E-step in Eq. 5 corresponds to the inference procedure for SLDSs. As mentioned
in Section 2.3, it is proven that the exact inference in SLDSs is intractable [45]. Hence,
we should rely on one of the approximate inference methods described in Section 2.3 for
the E-step, unless we use the variation in [66] where they put strong assumption that the
continuous states decouple when switching occurs.
The learning procedure in Algorithm 1 is simplified in the case where the ground truth
LDS labels for the training sequences are known. In that case, every LDS parameters are
learned separately based on the corresponding parts of the data. Then, the parameters
of the discrete process, initial distribution π(l1) and the Markov switching matrix B, are
learned separately.
On the other hand, if the ground truth labels are not available, the underlying LDS
models should be learned in an unsupervised way. In that case, the inferred labels in
Algorithm 1 are used to partition the data which provide the basis to learn distinct LDS
models.
2.5 Related Work
The development of SLDSs is closely related with the work on dimensionality reduction
[82, 75, 35] for static (non time-series) data as well. In particular, the SLDS model can
be thought to be a dynamic parallel of the work on modeling complex static dataset as a
mixture of low-dimensional linear models [82, 35]. This analogy can be made since SLDSs
aim to model non-linear and high dimensional data as the mixtures of locally linear dynamic
systems which switch over time in the latent space.
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Chapter III
SEGMENTAL SWITCHING LINEAR DYNAMIC SYSTEMS
3.1 Need for Improved Duration modeling for Markov models
The duration modeling capability of any first-order Markov model is limited by its own
assumption upon the transitions between the discrete switching states, i.e., a geometric
distribution. As a consequence of the Markov assumption, the probability of remaining in
a given switching state follows a geometric distribution :
P (d) = ad−1(1− a) for d ≥ 1 (7)
Above, d denotes the duration of a given switching state and a denotes the probability of a
self-transition. One consequence of this model is that a duration of one time-step possesses
the largest probability mass. This can be seen in Fig. 8 where the red curve depicts the
geometric distribution.
Figure 8: A Gaussian model is closer to the duration distribution of training data (shown
as the overlaid histogram) than a geometric duration model.
In contrast, many natural temporal phenomena exhibit patterns of regularity in the
duration over which a given model or regime is active. In such cases the geometric duration
models of Markov models would not effectively encode the regularity of the data. A honey
bee dance is a good example: a dancer bee will attempt to stay in the waggle regime for a
certain duration to effectively communicate a message. Another example would be a walking
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human. Humans exhibit walking cycles of certain duration which would be modeled better
using a Gaussian density. In such cases, it is clear that the actual duration diverges from a
geometric distribution.
To illustrate this point, we learned a duration model for the waggle phase using a Gaus-
sian density and a conventional geometric distribution, using one of the manually labeled
dance sequences available. Figure 8 shows the learned geometric (red) and Gaussian (blue)
distributions for comparison. It can be observed that the Gaussian model is much closer to
the training data than the conventional geometric model.
The limitation of a geometric distribution has been previously addressed by the HMM
community, and HMM models with enhanced duration capabilities have been developed,
which are generally referred to as semi-Markov models [28, 47, 76, 66]. The variable duration
HMM (VD-HMM) was introduced in [28] : state durations are modeled explicitly in a variety
of PDF forms. Later, a different parameterization of the state durations was introduced
where the state transition probabilities are modeled as functions of time, which are referred
to as non-stationary HMMs (NS-HMM) [47], sometimes referred to as inhomogeneous or
non-homogeneous HMMs. It has since been shown that the VD-HMM and the NS-HMM
are duals [23]. In addition, segmental HMM with random effects was developed in the data
mining community [33, 42]. Ostendorf et.al. provide an excellent discussion of segmental
HMMs in [66].
We adopt similar ideas to arrive at SLDS models with enhanced duration modeling.
3.2 Segmental SLDS
We introduce the segmental SLDS (S-SLDS) model, which improves upon the standard
SLDS model by relaxing the Markov assumption at a time-step level to a coarser segment
level. The development of the S-SLDS model is motivated by the regularity in durations
that is often exhibited in nature. For example, as discussed in Section 3.1, a dancer bee will
attempt to stay in the waggle regime for a certain duration to effectively communicate the
distance to the food source. In such a case, the geometric distribution induced in a standard
SLDS is not an appropriate choice. Fig. 8 shows that a geometric distribution assigns the
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highest probability to the duration of a single time step. As a result, the label inference in
standard SLDSs is susceptible to over-segmentation.
In an S-SLDS, the durations are first modeled explicitly [28] and then non-stationary
duration functions [47] are derived from them to be suitably incorporated into the graphical
model framework. Both of them are learned from data. As a consequence, the S-SLDS
model has more descriptive power and can yield more accurate results than the standard
SLDSs. Nonetheless, we show that one can always convert a learned S-SLDS model into
an equivalent standard SLDS, operating in a different label space. The approach has the
significant advantage of allowing us to reuse the large array of approximate inference and
learning techniques developed for SLDSs.
3.2.1 Conceptual View on the Generative Process of S-SLDS
Figure 9: A schematic view of an S-SLDS with explicit duration models.
In an S-SLDS, we deal with segments of finite duration with pre-selected maximum
duration Dmaxl for every label l. Each segment si
∆= (li, di) is described by a tuple consisting
of a label li and a duration di. Within each segment, a fixed LDS model Ml is used to
generate the continuous state sequence for the duration di which follows the associated
duration model Dli . Similar to SLDSs, we take an S-SLDS to have an n × n semi Markov
label transition matrix B̃ that defines the switching behavior between the segment labels,
and an initial distribution P (l1) over the initial label l1 of the first segment s1. The tilde
denotes that the matrix is a semi-Markov transition matrix between segments rather than
between time-steps. Additionally, we associate each label l with a fixed duration model Dl.
We denote the set of n duration models as D ∆= {Dl(d)|1 ≤ l ≤ n}, and refer to them in
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what follows as explicit duration models :
li ∼ P (li|li−1, B̃) and di ∼ Dli
In summary, an S-SLDS is defined by a tuple Θ ∆=
{
π, B̃,D,M
∆= {Ml|1 ≤ l ≤ n}
}
.
A schematic depiction of an S-SLDS model is illustrated in Fig. 9. The top chain in the
figure is a series of segments where each segment is depicted as a rounded box. In the model,
the current segment si
∆= (li, di) generates a next segment si+1 in the following manner :
(1) the current label li generates the next label li+1 based on the label transition matrix
B̃, (2) then, the next duration di+1 is generated from the duration model for the label li+1,
i.e. di+1 ∼ Dli+1(d), (3) the dynamics for the continuous hidden states and observations are
identical to a standard SLDS : a segment si evolves the set of continuous hidden states X
with a corresponding LDS model Mli for the duration di, (4) then the observations Z are
generated given the labels L and the set of continuous states X.
3.2.2 Graphical Representation of S-SLDS
Figure 10: Graphical representation of an S-SLDS
In this section we present a graphical representation of an S-SLDS which transforms the
conceptual generative model described in Section 3.2.1 into an equivalent model that uses a
conventional Markov switching process at every time-step. To maintain the same duration
semantics, we introduce counter variables C ∆= {ct|1 ≤ t ≤ T}. The resulting graphical
model of S-SLDS is illustrated in Fig. 10, and is identical to the graphical model of an
SLDS, but with additional top chain representing a series of counter variables C.
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The variables C maintain an incremental counter which evolves on the basis of non-
stationary transition functions (NSTFs) U ∆={Ul(c)|1 ≤ l ≤ n}. An NSTF Ul for the current
label lt defines the conditional dependency of the next counter variable ct+1 given the current
counter variable ct and the label lt :
Ul(ct) = P (ct+1|ct, l)
The system can either increment the counter, i.e. ct+1 ← ct + 1, or reset it to one, i.e.
ct+1 ← 1. If the counter variable ct+1 is reset, then a label transition occurs, i.e. a new
segment is initialized. A new label lt+1 is chosen based on the label transition matrix B̃.
If the counter simply increments, then the new label is set to be the current label lt, i.e.
lt+1 ← lt.
Figure 11: Conversion from explicit duration model D (left) to an equivalent NSTF U
(right). As an example, U(2) = D(2)/{D(2) +D(3) +D(4)} = 0.4/0.8 = 0.5.
We first describe how to convert explicit duration models to equivalent NSTFs. Then,
we discuss how the computed NSTFs are used for inference in SLDSs in Sec. 3.4. Given
a time series data set, it is straightforward to estimate the parameters of explicit duration
models D, as discussed in Sec. 3.2.1. However, in order to incorporate these durations
into the SLDS framework, it is necessary to transform the explicit duration models D into
equivalent NSTFs U . To do this, we can observe that the explicit duration models D and
the NSTFs U are analogous to the duration models of VD-HMMs [28] and NS-HMMs [47]
respectively. Hence, we can exploit the duality between VD-HMMs and NS-HMMs, which
is described in [23].










Above, Dmaxl denotes the maximum duration allowed for the l th model. Intuitively, the
second term Ūl(ct) on the r.h.s. in Eq. 8 denotes the probability for a segment with a label
l to reset the counter variable, i.e., ct+1 ← 1. It represents the ratio of the probability of
current duration ct over the sum of durations equal or greater than ct in the corresponding
duration model Dl. An example is illustrated in Fig. 11 to show the evaluation of an NSTF
from an explicit duration model. In summary, an S-SLDS model is completely defined
by a tuple Θ ∆=
{
π, B̃, U
∆= {Ul|1 ≤ l ≤ n},M
∆= {Ml|1 ≤ l ≤ n}
}
where the NSTFs U are
obtained from the explicit duration models D.
3.3 Learning in Segmental SLDS
Learning in S-SLDSs is analogous to learning in SLDS, using EM. The initial distribution π,
and LDS model parametersM are learned in exactly the same manner as in SLDS. However,
it is necessary to learn the additional duration models D and the semi-Markov transition
matrix B̃. These two additional model parameters can be estimated from the segmental
representations of the label sequences L’s, i.e., L = ∪|s|j=1sj . The specific functional forms
of ML estimation depend upon the choice of duration models. An example duration model
would be the Gaussian distribution. However, Gaussian models encode probabilities for non-
existing negative durations as well. Hence, only the positive part of the learned Gaussian
models were used in our work after normalization. Note that the choice on the form of prob-
ability distributions depend on the duration characteristics of data. For example, Gamma
or log-normal distributions which only encode probability regions on positive durations can
be used.
3.4 Inference for Segmental SLDSs
We describe a convenient inference procedure for S-SLDS which reuses the existing SLDS
inference modules by re-parameterizing S-SLDSs into equivalent SLDSs. This is an im-
portant advantage as it allows us to readily reuse the large array of existing approximate
inference algorithms for SLDSs. In other words, the inference in S-SLDSs is identical to that
of the standard SLDSs, simply with additional conversion from an S-SLDS to its correspond-
ing SLDS. Note that the conversion algorithm described in this section is an independent
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Figure 12: Inference in S-SLDS.
convenience procedure which differs from the conversion for NSTFs described in Eq. 8.
The overall idea of inference is depicted in Figure 12. In step 1, we convert an S-
SLDS model into an equivalent SLDS model. Then, we perform step 2 (inference) using
any of the approximate inference algorithms for the standard SLDSs. Once the inference
results are obtained via available standard SLDS inference methods, the inference results
are marginalized to be represented in S-SLDS format and concludes.
The model conversion from an S-SLDSs to an equivalent SLDS is possible by applying the
standard technique of merging multiple discrete variables into meta variables. Specifically,
all possible pairs of a label lt and a counter value ct are merged and form a set of “lc”
variables where LC ∆= {(l, ci)|1 ≤ l ≤ n, 1 ≤ ci ≤ Dmaxl }. To obtain a complete SLDS




l , is constructed




B̃li,lj (1− Uli(ci)) reset
0 not allowed
(9)
In Eq. 9, the three cases for the counter variable differ as follows : (increment) li =
lj and cj = ci + 1, (reset) cj = 1, and (not allowed) for all other cases. In addition, the
initial label distribution π′ for the equivalent SLDS can similarly be constructed from the
S-SLDS initial distribution π :
π′(li, ci) =
 π(li) if ci = 10 otherwise
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3.4.1 Computational Considerations
Now that we have established that an equivalent SLDS can always be constructed from an
arbitrary S-SLDS, we need to consider efficient inference methods. If we reuse the original
learning and inference algorithms for SLDSs in a naive manner, the cost of inference will
be on the order of O(TD2max|L|2) for S-SLDSs, while it takes O(T |L|2) for SLDSs without
duration models, where Dmax
∆= max1≤l≤n{Dmaxl } denotes the maximum duration among
all labels. Thus, there is a considerable computational overhead, by a factor of O(D2max).
Such increased asymptotic running time overhead applies to all the approximate inference
algorithms1 which require pairwise computations between every time-step in general.
Nonetheless, we can still maintain linear efficiency w.r.t. the maximum duration Dmax
by exploiting the sparseness of the constructed SLDS matrix B′. It can be observed from
Eq. 9 that the SLDS matrix B′ is mostly sparse, i.e. only a few transitions are allowed
between the states in LC. In fact, only (|L|+ 1) transitions allowed for every lc state. The
allowable transitions include the resets to |L| labels and one increment transition. Hence, we
can achieve an overall performance of O(TDmax|L|2) via exploiting this fact, which results
in reduced overhead by a factor of O(Dmax). The number is derived from the fact that there
are total O(Dmax|L|) states at time t − 1, and the number of transitions allowed for each
state to time t reduces to O(|L|) from O(Dmax|L|). This reduction in complexity allows us
to incorporate a duration model with a large Dmax and maintain computational efficiency.
As a consequence, we can adopt the more powerful duration modeling capabilities of an
S-SLDS at the cost of a modest complexity increase over the standard SLDS model.
3.5 Discussion and Future Work
We have presented S-SLDSs which aim to provide additional descriptive duration mod-
eling abilities for each switching state. The S-SLDS model is formulated based on the
non-stationary duration models [47] which are dual representations of the explicit duration
1Examples include approximate Viterbi methods [69] and variational methods [69, 34, 60] which require
the computations between all possible state pairs from the previous time-step to the next time-step. An




An interesting avenue for future research would be to investigate the use of more compact
representations for the duration models to further improve the complexity of the inference al-
gorithms while we maintain the descriptive knowledge about the duration patterns. The cur-
rent approaches model the durations of sequences given the fixed maximum duration length
Dmax by implementing a left-to-right counter Markov chain without any self-transition or
skip (jump), along with the deterministic initialization prior fully on the left-most state.
However, this approach increases the computational load by a multiple of Dmax, which
makes the approach less appealing for the domains where the sequences can span over very
long durations, e.g., visual surveillance. Such shortcoming typically requires the system de-
signers to sub-sample their data to decrease the maximum duration, which will result in loss
of information. Although the conventional approach of full duration modeling used in this
dissertation can encode the duration patterns without any loss of information, there may be
practical trade-offs between the accuracy in information and resulting computational load
(efficiency).
A promising set of solutions seem to be among the class of phase-type distributions [58],
e.g., Erlang and Coxian distributions, which aim to approximate the duration data with fewer
number of states within a counter Markov chain. For example, Duong et.al. [27] studied the
use of discrete Coxian distribution to provide more compact duration models. The discrete
Coxian distributions allow self-transitions and allow prior distribution to be non-zero for the
states other than the left-most state. In particular, it has been formally proven that the
class of Coxian distributions can approximate any duration distributions arbitrarily closely
[58]. Erlang distribution does not provide such provable guarantee in the limit, but still
provides simpler solutions. In particular, the computational load increases linearly w.r.t.
the number of states in Erlang distributions, and quadratically in Coxian distributions. As
a result, the following questions still need to be answered about the use of more compact
duration model representations : How can we incorporate systematic variables to control
such trade-offs between resulting computational loads and the accuracy of information in a
principled manner? Fortunately, the phase-type distributions have been studied extensively
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within queuing theory and computer system performance modeling communities. It would
be interesting to incorporate such work into S-SLDSs in the future.
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Chapter IV
PARAMETRIC SWITCHING LINEAR DYNAMIC SYSTEMS
4.1 Need for the Modeling of Global Variations
Temporal sequences often exhibit global variations, which are often controlled by global
parameters. For example, people walk, but at different paces and with different styles.
Sound fluctuates, but with different frequencies and different amplitudes. Hence, one im-
portant problem in temporal sequence analysis is ’quantification’, by which we mean the
identification of global parameters that underlie the behavior of the signals. However, most
switching system models are only designed to be able to label temporal sequences into dif-
ferent regimes, e.g., HMMs or SLDSs do not provide a principled mechanism to conduct
quantification. Furthermore, these models are focused on capturing the local variations, not
correlated systematic global variations over the entire sequences.
The consideration of global parameters is motivated at least by four observations : (1)
temporal sequences can be often described as the combination of a representative template
and underlying global variations, (2) we are often more interested in estimating the global pa-
rameters rather than the exact categorization of the sub-regimes, (3) accurate quantification
results provide possibility to produce superior labeling results by incorporating the context
information embedded in the data, and (4) the existing models which do not encode the
global factors are suitable to capture the local variations but not the global transformations
that produces systematic long-term correlations between measurements, often requiring us
to use either a single less accurate model or multiple mixtures of such models.
There has been previous work that tried to incorporate the above-mentioned global
transformations into the time-series modeling. For example, Wilson & Bobick addressed
this problem by presenting a parametric HMMs (P-HMM) [87]. In P-HMMs, the para-
metric observation models are conditioned on global observation parameters where a set of
globally parameterized gestures such as pointing gestures could be recognized successfully.
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P-HMMs have been used to interpret human gestures and demonstrated superior recognition
performance in comparison to HMMs.
Inspired by P-HMMs, we extend the standard SLDS model to develop parametric SLDSs
(P-SLDSs). As in a P-HMM, the P-SLDS model incorporates global parameters that un-
derlay systematic spatial variations of the overall target motion, and is able to estimate the
associated global parameters from data. In addition, while P-HMMs only identified global
observation parameters which describe the spatial variations in the outputs, we additionally
capture global dynamic parameters which encode temporal variations. Then, the problems
of global parameter quantification and labeling can be solved simultaneously, improving
both solutions iteratively. Hence, we formulate expectation-maximization (EM) methods
for learning and inference in P-SLDSs, which is presented through this chapter.
4.2 Parametric Switching Linear Dynamic Systems
As discussed in Section 4.1, the standard SLDS model does not provide a principled means to
quantify global variations in the motion patterns. For example, honey bees communicate the
orientation and distance to food sources through the (spatial) dance angles and (temporal)
waggle durations of their stylized dances which take place in the hive, as shown in Fig. 2.
As a result, these global motion parameters which encode the messages of the bee dances
are the variables of most interest.
In this section, we present a parametric SLDS (P-SLDS) model which makes it possible
to (1) model globally parameterized data, (2) quantify the global variables, and (3) solve
both labeling and quantification problems simultaneously in an iterative manner based on
the EM [22, 51] framework.
4.2.1 Graphical representation of P-SLDS
In P-SLDSs, the discrete state transition probabilities and output probabilities are param-
eterized by a set of two types of global parameters Φ = {Φd,Φo}. The parameters Φ are
global in that they systematically affect the entire sequence. The graphical model of P-SLDS
is shown in Fig. 13. Note that there are two classes of global parameters : the dynamics
parameters Φd at the top and the observation parameters Φo at the bottom.
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Figure 13: Parametric SLDS (P-SLDS)
The dynamics parameters Φd represent the factors that cause temporal variations. The
different dynamics parameters Φd induce distinct switching behavior between behavioral
modes. In the case of the honey bee dance, a food source that is far away leads a dancer
bee to stay in each dance regime longer, resulting in a dance with larger radius which
will show less frequent transitions between the dance regimes. In analogy to the S-SLDS
model, the global dynamics parameters are associated with duration models. In contrast, the
observation parameters Φo represent factors that cause spatial variations. A good example
is a pointing gesture where the indicating direction changes the overall arm motions. In the
honey bee dance case, one can consider a standard SLDS model as a behavioral template
that can be stretched in time by the global dynamic parameters Φd and spatially rotated by
the global observation parameters Φo.
The common underlying behavioral template is defined by the canonical parameters Θ.
Note that the canonical parameters Θ are embedded in the conditional dependency arcs in
Fig. 13. In the bee dancing example, the canonical parameters describe the prototyped
stylized bee dance. Then, the individual dynamics in the different bee dances systemati-
cally vary from the prototyped dance due to the changing food source locations which are
represented by the global parameters Φ.
Notice that the discrete state transitions in the top chain of Fig. 13 are instantiated
by Θ and Φd, and the observation model at the bottom is instantiated by Θ and Φo while
the continuous state transitions in the middle chain are instantiated solely by the canonical
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parameters Θ. In other words, the dynamics parameters Φd, vary the prototyped switch-
ing behaviors, and the observation parameters Φo vary the prototyped observation model.
The intuition behind the quantification of global parameters is that they can be effectively
discovered by finding the global parameters that best describe the discrepancies between
the new observations and the behavioral template. In other words, the global parameters
are estimated by minimizing the residual error that remains between the template and the
observation sequence.
The result of parameterizing the SLDS model is the incorporation of additional condi-
tioning variables in the initial state distribution P (l1|Θ,Φd), the discrete state transition
table P (lt|lt−1,Θ,Φd), and the observation model P (zt|lt, xt,Θ,Φo). There are three possi-
bilities for the nature of the parameterization: (a) the PDF is a linear function of the global
parameters Φ, (b) the PDF is a non-linear function of Φ, and (c) no functional form for
the PDF is available. In the latter case of (c), general function approximators such as a
neural network may be learned from data, as suggested in [87]. In Sections 4.3 and 4.4, we
discuss learning and inference in P-SLDS under the assumption that functional forms are
available. Additionally, we assume that the global parameters are available as part of the
training data during the learning phase. However, during the testing phase, we are given
only the observation sequence and we estimate the global parameters Φ jointly with the
label sequence L.
4.3 Learning in P-SLDS
In the learning phase, P-SLDS learns a canonical behavior template from the data sequences
where the individual dynamics may vary due to the different underlying global parameters,
but we assume that these parameters are provided as part of our training data. Learning




Φ̄ = {Φ̄d, Φ̄o}, L̄, Z̄
}
where the training data D̄ comprises a set of known global
parameters Φ̄ = {Φ̄d, Φ̄o}, ground truth label sequence L̄, and the observation sequence
Z̄. The upper bars (̄·) on the variables are used to indicate that the values are known for
clarification purposes. We employ EM [22, 51] with the continuous stateX as the only hidden
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Algorithm 2 EM1 for Learning in P-SLDS
• E-step 1: obtain the posterior distribution
f iL(X)
∆= P (X|Θi, D̄) (10)
over the hidden state sequence X, based on the current estimate of the canonical
parameters Θi.








variables to be inferred during the ML estimation process for the canonical parameters Θ̂.
The overall EM algorithm for learning in P-SLDSs is shown in Algorithm 2.
The E-step in Eq. 10 is equivalent to inference in an LDS model. In more detail, since
the global parameters Φ̄, the current P-SLDS parameters Θi, the label sequence L̄, and
the observations Z̄ are all known, inference over the continuous hidden states X in E-step
can be conducted through Kalman-smoothing [9] exactly. Given the posterior distribution
f iL(X) estimated during E-step (Eq. 10), we then update (re-estimate) the parameters Θ
i+1
through M-step (Eq. 11).
In the case where the parameterized dependencies such as the Markov switching model
P (lt|lt−1,Θ,Φd) are linear functions of the global parameters Φ, the M-step in Eq. 11 can be
solved analytically. However, in the case where the parametric dependencies are non-linear,
an exact M-step is infeasible and needs be solved by alternative optimization methods, e.g.,
conjugate gradient or Levenberg-Marquardt methods.
4.4 Inference in P-SLDS
We use the learned P-SLDS canonical parameters Θ to quantify the global parameters Φ and
infer the label sequence L , given the observations Z̄. Note that the canonical parameter set
Θ is left to be fixed once they are learned from the training dataset, and we now interpret
a novel dataset via inference where neither the global parameters Φ nor the label sequence
L are known (hence, upper bars are omitted).
We use EM to quantify the optimal global parameters Φ as shown in Algorithm 3. Note
37
Algorithm 3 EM2 for Inference in P-SLDS
• E-step 2 : obtain the posterior distribution:
f iI(L,X)
∆= P (L,X|Z̄,Θ,Φi) (12)
over the hidden label sequence L and the state sequence X, using a current guess for
the global parameters Φi.








that we use Algorithm 2 to learn the canonical model parameters Θ, while Algorithm 3 is
used to estimate the global parameters Φ with simultaneous inference of the labels L. The
details on the EM algorithm in Algorithm 3 are described below. Finally, we will describe a
set of helpful strategies to conduct the general EM-based inference, along with our findings
about the necessary conditions for successful quantification of the global parameters and
their behaviors during the EM-based inference procedure.
4.4.1 E-step 2
The exact E-step in Eq. 12 is proved to be intractable [45], which requires us to rely on the
approximate inference methods. Here, we present a derivation of E-step based on approxi-
mate Viterbi (VI) method [67]. Note that our derivation can be extended straightforwardly
to the other approximate inference methods as well. At the i-th EM iteration, the approxi-
mate Viterbi methods approximates the joint posterior over the hidden variables L and X
by a single Viterbi label sequence L̂i and a series of peaked Gaussian distributions over X :
P (L,X|Z̄,Φi) = P (X|L, Z̄,Φi)P (L|Z̄,Φi)
≈ P (X|L̂i, Z̄,Φi)δ(L̂i) (14)
Accordingly, the posterior in Eq. 12 during E-step can be re-written as follows :
f iI(X)
∆= P (X|L̂i, Z̄,Φi)δ(L̂i)




Using the approximate posterior f iI(X) obtained in Eq. 14, the expected complete log-










logP (L̂i, X, Z̄|Φ)f iI(X) (15)
Using the chain rule, the first factor in the r.h.s. of Eq. 15 can be factored as :
P (L̂i, X, Z̄|Φ) = P (L̂i|Φd)P (X, Z̄|L̂i,Φo) (16)
Note that we now only condition on the relevant global parameters, e.g. the label sequence
L̂i is only conditioned on Φd. Substituting Eq. 16 into the expected log-likelihood Li(Φ) in
Eq. 15, we obtain a more succinct form of Li(Φ) in which the term logP (L̂i|Φd) is moved
outside the integral :
Li(Φ) = logP (L̂i|Φd) +
ˆ
X
logP (X, Z̄|L̂i,Φo)f iI(X)
= Li(Φd) + Li(Φo) (17)
Above, we introduced two convenience terms, the dynamic log-likelihood L(Φd) and the
observation log-likelihood L(Φo) :
Li(Φd)





logP (X, Z̄|L̂i,Φo)f iI(X) (19)
The factorization in Eq. 17 provides us with a crucial insight for the solution for the learning
problem in P-SLDSs : the total expected log-likelihood Li(Φ) is maximized by independently
updating the global observation parameters Φo and dynamic parameters Φd, i.e. we obtain
the updated global parameters Φi+1d and Φ
i+1
o by maximizing the dynamic log-likelihood
Li(Φd) and the observation log-likelihood Li(Φo) respectively.
We can further factorize the dynamic log-likelihood Li(Φd) in Eq. 18 and the observation
log-likelihood Li(Φo) in Eq. 19. Finally, we obtain the fully factorized log-likelihood terms :
39































f iI(X). Note that the term
´
X logP (X|L̂
i)f iI(X) disappears in the second
line of Eq. 21 as it is not a function conditioned by the global observation parameter Φo
and does not help to improve the observation likelihood Li(Φo). In the case where we
are modeling data with parametric S-SLDS models (see Chapter 3), the global dynamic
parameters Φd are associated with the duration models of S-SLDSs, and Eq. 20 is not
directly applicable because label transitions occur between segments. Hence, once we obtain
the Viterbi labels L̂i, the label sequence is converted into a list of segments, i.e., L̂i = ∪|s|j=1sj
where sj
∆= (lj , dj), as described in the chapter for S-SLDSs. Then, the dynamic log-









The observation log-likelihood for parametric S-SLDSs would be evaluated as in Eq. 21. Note
that Eq. 22 is derived under the assumption that only the duration models in parametric
S-SLDSs are parameterized, not the Markov switching patterns between the segments. The
details of the M-step will depend upon the application domain and the functional forms. In
the case where the parametric forms are linear in the global parameters Φ, the M-step is
obtained analytically. Otherwise, alternative optimization methods can be used to maximize
the non-linear log-likelihood function in Eq. 21, as described in Section 4.3.
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4.5 Discussion
4.5.1 Initial conditions for Global parameters
Through the work in this dissertation, it has been found that fairly good initial values are
needed for the global observation parameters to reach an accurate outcome. In particular, it
was the case when the functional dependencies between the global observational parameters
and the canonical models are non-linear (e.g., rotation), leaving the optimization landscapes
complex. Accordingly, there may be multiple local minima where the proposed EM algorithm
would not pass through in case the initial values are quite distinct from the true values in
the signals.
On the other hand, such sensitivity of outcome regarding the initial condition was only
rarely observed for the global dynamics parameters. It is conjectured that most of the widely-
used duration model densities we tried were linear w.r.t. the global dynamics parameters,
resulting in fairly straightforward likelihood surfaces for optimizations.
4.5.2 Strategies for the EM-based inference updates
We have frequently observed that there are certain tendencies that the global dynamics
parameters tend to converge to smaller values, resulting in faster switching patterns than
ground truth values in many cases. While the exact cause is not clearly identified, it is
conjectured that the duration densities prefer to be in the forms of concentrated proba-
bility mass with high peaks rather than the wide-spread densities with shallow volumes.
In particular, the shrinking behavior appeared more prominently when global observation
parameters were relatively inaccurate and yields intermediate labeling results which tend
to include incorrect labels, e.g., over-segmentations. In the presence of over-segmentations,
global dynamics parameters are inaccurately estimated to be in ranges of smaller values.
The effective strategy we found is to update two types of global parameters asyn-
chronously during the EM iterations where we update global observation parameters more
frequently than the global dynamics parameters. In detail, in the spirit of generalized EM
[57], we do not necessarily have to conduct full M-step at every iteration for both global
parameters. Hence, we update global observation parameters until they converge and only
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update global dynamics parameters afterwards. The updated dynamics parameters change
the overall parameterization of P-SLDSs and creates new room to improve global observa-
tions parameters. In other words, a series of M-steps with only global observation parameter
updates were conducted after which an intermittent M-step with the global dynamics pa-
rameters was conducted. This approach was found to be useful for our application described
in Chapter 5.
4.5.3 Priors for the global parameters
The use of probabilistic priors for the global parameters is an interesting issue for P-SLDSs.
Nonetheless, we have not identified clear benefits yet. Noting that our current formulation
of P-SLDSs assumes no priors over the global parameters, it seems to be natural to include
more powerful prior densities for the global parameters. Nonetheless, the prior factors are
conjectured to be useful only to limited cases of global dynamics parameters at this moment
for the following reasons.
The usefulness of the priors for the global observation parameters would be very limited in
general, since the global parameters are linked to a large number of measurements variables.
Hence, the inference on the global observation parameters would be mainly driven by the
large number of likelihood product terms formed by the links between the global observation
parameter and the measurements at every time-step, substantially repressing the sole prior
term to be useless. The critical factor that would drive the accurate estimation of the global
observation parameters would be the use of excellent initial guesses, and the usefulness can
be increased by initiating iterative inference procedures multiple times starting from different
initial guesses.
The use of the prior density for the global dynamics parameters is conjectured to be
potentially useful to avoid the shrinking behavior of duration models that can appear during
the EM iterations for the inference in P-SLDSs. In particular, we can use priors to bias the
duration patterns of switching models away from being over-shrunken, to avoid the extreme
preference for the fast switching patterns. In other words, the global dynamics parameters
can be designed to include two types of duration parameters such as mean and variance,
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and the prior can play as regularizers that tend to constrain the variances from being overly
shrunken. However, we did not see the practical needs for the priors when we used the
strategies for the inference tasks described in Sec. 4.5.2, and it is clear that the usefulness
of the priors will be again limited when the length of the time-series data increases and
there will be increased number of label segments. The interesting future research question
is to study whether the use of priors for the global dynamics parameters would eliminate or




AUTOMATED ANALYSIS OF HONEY BEE DANCES USING
A PARAMETRIC SEGMENTAL SLDS MODEL
In this chapter, we experimentally evaluate the developed theory of S-SLDSs (Ch. 3) and
P-SLDSs (Ch. 4) on the real-world honey bee dance dataset 1 for the labeling and quantifica-
tion tasks. To take advantage of both models, we combine the models and use the resulting
parametric segmental SLDS (PS-SLDS) model to learn the temporal patterns from data
and use the learned model to conduct labeling and quantification tasks. The details of the
parameterization within the model is described in this chapter. The resulting PS-SLDS
model demonstrates superior accuracy over the standard SLDS model for both the labeling
and the quantification tasks.
5.1 Motivation
(a) (b) (c)
Figure 14: (a) A honey bee dance consists of three patterns : waggle, left turn, and right
turn. (b) A photo of a honey bee hive managed by the researchers at Georgia Tech. (c) A
snapshot of a visual tracking system operating on the beehive videos. The white box in the
middle is a tracked bee. Examples of honey bee dance trajectories can be seen in Figure 15.
The application domain which motivates the work in this chapter is a new research area
which enlists visual tracking and AI modeling techniques in the service of biology [7, 8,
1The honey bee dance dataset is publicly available for research purposes. It can be downloaded from :
http://www.cc.gatech.edu/~borg/ijcv_psslds/.
44
(1) (2) (3) (4) (5) (6)
Figure 15: Honey bee dance sequences used in the experiments. The trajectories are
obtained automatically as the outputs of vision-based trackers. Tables 1 shows the global
parameters for each of the numbered sequences.
Key : waggle , right-turn , left-turn
Table 1: The orientation angle (in radian) and duration (in frame) associated with the
dataset (sequence numbers refer to Fig. 15). The clockwise angles are measured with zero
corresponding to the positive x-axis. The videos were recorded at 30 fps.
Sequence 1 2 3 4 5 6
Orientation angle (radian) -0.30 -0.25 1.13 -1.33 -2.08 -0.80
Duration (frame) 51.6 46.6 21.4 41.1 19.4 32.6
15, 77, 85]. The current state of biological field work is still dominated by manual data
interpretation - a time-consuming process. Automatic interpretation methods can provide
field biologists with new tools for the quantitative study of animal behavior.
A classical example of animal behavior and communication is the honey bee dance [32],
depicted in a stylized form in Fig. 14(a). Honey bees communicate the location and distance
to a food source through a dance that takes place within their hive (an example beehive is
shown in Fig. 14(b)). The dance is decomposed into three different regimes: “left turn”, “right
turn” and “waggle”. The length (duration) and orientation of the waggle phase correspond
to the distance and the orientation to the food source. Figure 14(c) shows a dancer bee that
was tracked by a previously developed vision-based tracker.
The whole six trajectories obtained by the trackers are shown in Figure 15 (1-6) 2. After
tracking, the obtained trajectories of the dancing bees are manually labeled as “left turn”
(blue), “right turn” (red) or ”waggle” (green), and the associated orientation angles and the
durations are estimated, as shown in Table 1. The manually marked labels and the global
2For tracking, two different visual tracking systems have been used where the first three sequences (1-3)
were tracked by [40] and the latter three sequences (4-6) were obtained by [78].
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parameter estimates are to be used as ground truth during the test phases to measure the
accuracy of the developed modeling framework.
In this domain, our work on SLDSs is in support of three goals for automatic bee dance
analysis. First, we aim to learn the motion patterns of honey bee dances from the labeled
training sequences. Second, we should be able to automatically segment novel sequences into
the three dance modes reliably, i.e., the labeling problem. Finally, we face a quantification
problem where the goal is to automatically deduce the message communicated, in this case
: the distance and orientation to the food source. Note that both the labels and the global
parameters are unknown, hence the problem is one of simultaneously inferring these hidden
variables using the developed PS-SLDS model.
5.1.1 Related Work
There was another effort which aimed to build a system which automatically track honey
bees and interpret their behaviors [85] where they used three-layer hierarchical HMMs with
an integrated visual tracker that encodes both shapes and appearance of the bees. In their
work, they combined ARMA models with the H-HHM model where they track the dancing
bees and conduct behavioral analysis simultaneously. The authors reported highly accurate
recognition rates on waggle regimes on two sequences where they used higher definition with
higher resolution. It is not clear whether leave-one-out approach was used between the two
sequences or over-segmentations exist in their results.
In other work, the honey bee data collected by us has been used to empirically validate
the usefulness of algorithms developed for the problems such as change detection [88], and
models such as SLDSs with hierarchical Dirichlet process prior [30].
5.2 Modeling of Honey bee dances using PS-SLDS
We describe a model for the honey bee dance based on our parametric segmental SLDS
(PS-SLDS) model, a combination of the P-SLDS and the S-SLDS models. We expect that
the following characteristics of honey bee dance datasets can be captured by PS-SLDSs :
(a) the global spatial and temporal variations of the honey bee dances occurring due to the
distinct food source locations and (b) the non-exponential characteristics of the duration
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patterns of the dance regimes.
The bee dance is parameterized by both classes of global parameters : dynamic param-
eters for the dance durations and observation parameters for the dance orientations. A set
of global dynamics parameter set Φd
∆= {Φd,l|1 ≤ l ≤ n} is chosen to be correlated with the
average duration of each dance regime, where n = 3 while a global observation parameter
Φo is chosen to be the angle orientation of the bee dance.
5.2.1 Canonical parameters
To define the fixed parameters for the canonical templates, we assume the following prop-
erties for the honey bee dances :
• The segmental Markov switching parameters between different dance modes are fixed
across distinct dances.
• The variance of durations within each behavioral mode is fixed across sequences.
• The dynamics exhibited within each behavioral mode is fixed across distinct bees.
Consequently, the canonical parameters in honey bee dances comprise of a tuple of ini-
tial label distribution π, semi-Markov segmental Markov transition matrix B̃, LDS model




∆= {Ml|1 ≤ l ≤ n},Σ
∆= {Σl|1 ≤ l ≤ n}
}
Note that the canonical parameter tuple Θ is fixed once it is learned from data, as
mentioned in Section 4.4 for P-SLDSs. The choice of canonical parameters are based on
the knowledge of honey bee dances [32]. For example, it is reasonable to assume that the
initial label distribution π and the segment label transition matrix B̃ between different
dance regimes do not vary across the dance sequences. In addition, the dancer bees try to
regulate their waggle durations to convey the dance messages effectively. Hence, the amount
of variation in the duration of each dance regime is assumed to be constant. Hence, they
are learned and represented as the variances Σ.
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5.2.2 Dynamics model
We set the global dynamic parameters of the l-th model Φd,l to be the average duration µl of
the l-th dance regime, i.e., Φd
∆= {µl|1 ≤ l ≤ n}. Accordingly, each parameterized duration
model Dl of (P)S-SLDSs is modeled as a Gaussian distribution as follows :
Dl(ct) = N (µl; Σl) (23)
Above, the duration mean µl is a global dynamic parameter which is re-estimated at every
EM iteration in P(S)-SLDS learning (described in Section 4.4) while the variance Σl is a fixed
canonical parameter. Then, the explicit duration model in Eq. 23 is used as a discretized
histogram with maximum duration length Dmaxl = 100. In the video database, a dance
regime with extremely long duration lasted for about 75 frames. Thus, the choice of the
maximum duration length Dmaxl would be sufficient to represent the duration model. Once
the histogram duration model Dl is learned, we convert the model into an NSTF Ul , as
discussed in Section 3.2.2 on S-SLDSs.
The M-step update for a dynamics parameter Φd,l can be obtained by differentiating the




































In fact, the M-step update in Eq. 25 for the global dynamic parameters µnew ∆= {µnewl |1 ≤
l ≤ n} turns out to be equivalent to re-estimating the mean durations of distinct dance
phases from the estimated segmented label sequence L̂i = ∪|s|j=1sj .
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5.2.3 Observation model
The observation data are time-series sequences of vectors zt = [xt, yt, cos(θt), sin(θt)]Twhere
(xt, yt) and θt denote, respectively, the 2D coordinates and the heading angle of the tracked
dancer bee at time t. The angle of zero corresponds to the direction of the positive x-axis and
increases in the clockwise direction. The trigonometric function elements in the observations
were introduced to bound the effects of angular factors within [−1, 1], to eliminate the
boundary condition that appears when the raw radian angles are used. Note that the
observed temporary heading angle θt differs from the global dance angle Φo.
We use the following parameterized observation model P (zt|lt, xt,Φo) :
zt ∼ N (R(Φo)Hl̂txt, Vl̂t) (26)
where R(Φo) is the rotation matrix, and Hl̂t and Vl̂t denote the observation parameters of
the l̂t-th component LDS, corresponding to label l̂t of the Viterbi sequence L̂. We also define
αt(Φo) to denote the projected-then-rotated vector of the corresponding state xt:
αt(Φo)
∆= R(Φo)Hltxt (27)











where we have omitted redundant constant terms. Intuitively, the optimization in (28) is to
find an updated dance angle Φi+1o which minimizes the sum of the expected Mahalanobis
distances between the observations zt’s and the projected-then-rotated states αt(Φo)’s. How-
ever, since the non-linearity is involved due to the rotation, there is no analytical solution
to this maximization problem. Specifically, Eq. 28 involves quadratic trigonometric terms,
e.g., sin(Φo)2. Thus, we conduct 1D gradient ascent on the obtained functions where the
increase of the model likelihoods is still guaranteed in the spirit of Generalized EM [57].
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5.3 Experimental Results
The experimental results demonstrate that PS-SLDSs provide reliable global parameter
quantification capabilities along with improved labeling abilities in comparison to the stan-
dard SLDS model.
We conducted experiments with 6 video sequences with length 1058, 1125, 1054, 757,
609 and 814 frames, respectively. Once the sequence observations Z’s were obtained, the
trajectories were pre-processed so that the mean of each track is located at a fixed coordinate
origin Note from Fig. 15 that the tracks are noisy and much more irregular than the idealized
stylized dance prototype shown in Fig. 14(a). The red, green and blue colors represent
right-turn, waggle and left-turn phases. The ground-truth labels are marked manually for
comparison and learning purposes. The dimensionality of the continuous hidden states was
set to four.
We adopted a leave-one-out (LOO) strategy for evaluation. The parameters are learned
from five out of six datasets, and the learned model is applied to the left-out dataset to
perform labeling and simultaneous quantification of angle/average waggle duration. Six
experiments were conducted using both PS-SLDSs and standard SLDSs, so that we test on
each sequence once. The PS-SLDS estimates of angle and average waggle durations (AWD)
are directly obtained from the results of global parameter quantification. On the other
hand, the SLDS estimates are heuristically obtained by averaging the transition numbers or
averaging the heading angles from the inferred “waggle” segments.
5.3.1 Learning from Training Data
The parameters of both PS-SLDSs and standard SLDSs are learned from the data sequences
depicted in Fig. 15. The standard SLDS model parameters were learned as described in
the section for learning in SLDSs based on the given ground truth labels. The canonical
parameter tuples described in Section 5.2.1 are all learned solely based on the observations
Z without any parameter tying. However, the prior distribution π on the first label was set
to be a uniform distribution.
To learn the PS-SLDS model parameters, the ground truth waggle angles and AWDs
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were manually found from the data. Then, each sequence was pre-processed (rotated to be
aligned) in such a way that the waggles head in the same direction based on the estimated
ground truth waggle angles. This preprocessing was performed to allow the PS-SLDS model
to learn the canonical parameters which represent the behavioral template of the dance.
Note that the six sets of model parameters are learned through the LOO approach and the
global angle of the test sequence is not known a priori during the test phases. In addition to
the model parameters learned by the standard SLDS, PS-SLDSs learn additional duration
models D (with focus on the duration variances Σ), and the semi-Markov transition matrix
B̃, as described in Section 3.2.1.
5.3.2 Inference on Test Data
During the testing phase, the learned parameter sets are used to infer the labels of the
left-out test sequences. An approximate Viterbi (VI) method [67, 69] and a variational
approximation (VA) methods [60] were used to infer the labels in standard SLDSs. The
initial probability distributions for the VA method were initialized based on the VI labels.
Our initialization scheme assigned VI labels a probability of 0.8 and the other two labels
at every time-step were assigned probabilities of 0.1. We used the VI method due to its
simplicity and speed. Our experiments compare the performance of SLDS and PS-SLDS
models based on VI and VA methods.
5.3.3 Qualitative Results
Our experimental results demonstrate the superior recognition capabilities of the proposed
PS-SLDS model over the original SLDS model. The label inference results on all data
sequences are shown in Fig. 16. The four color-coded strips in each figure represent SLDS
VI, SLDS VA, PS-SLDS VI and the ground-truth labels from the top to the bottom. The
x-axis represents time flow and the color is the label at every corresponding video frame.
The superior recognition abilities of PS-SLDSs can be observed from the presented re-
sults. The PS-SLDS results are closer to the ground truth or comparable to SLDS results in
all sequences. In particular, the sequences 1, 2 and 3 are challenging because the tracking









Figure 16: Label inference results. Estimates from SLDS and PS-SLDS models are com-
pared to manually-obtained ground truth (GT) labels.
Key : waggle , right-turn , left-turn
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Table 2: Absolute errors in the global rotation angle estimates from PS-SLDS and SLDS
in radians. The numbers in parenthesis are error rates (%). Last row contains the ground
truth rotation angles. Sequence numbers refer to Fig. 15.
Sequence 1 2 3 4 5 6
PS-SLDS 0.09 (30) 0.01 (4) 0.03 (3) 0.11 (8) 0.11 (5) 0.06 (8)
SLDS VI 0.05 (16) 0.03 (12) 0.02 (2) 0.09 (7) 0.18 (9) 0.09 (11)
SLDS VA 0.05 (16) 0.03 (12) 0.02 (2) 0.09 (7) 0.18 (9) 0.09 (11)
Ground Truth -0.30 -0.25 1.13 -1.33 -2.08 -0.80
Table 3: Absolute errors in the Average Waggle Duration (AWD) estimates for PS-SLDS
and SLDS in frames. The numbers in parenthesis are error rates (%). Last row contains the
ground truth AWD. Sequence numbers refer to Fig. 15.
Sequence 1 2 3 4 5 6
PS-SLDS 13.7 (27) 0.91 (2) 1.9 (9) 0.22 (<1) 0.4 (2) 5.6 (17)
SLDS VI 40.8 (79) 28.9 (62) 11.1 (52) 0.44 (1) 3.6 (19) 8 (25)
SLDS VA 40.7 (79) 28.9 (62) 11.1 (52) 0.44 (1) 3.6 (19) 8 (25)
Ground Truth 51.6 46.6 21.4 41.1 19.4 32.6
Table 4: Accuracy of label inference in percentage. Sequence numbers refer to Fig. 15.
Sequence 1 2 3 4 5 6
PS-SLDS 75.9 92.4 83.1 93.4 90.4 91.0
SLDS DD-MCMC 74.0 86.1 81.3 93.4 90.2 90.4
SLDS VI 71.6 82.9 78.9 92.9 89.7 89.2
SLDS VA 71.6 82.8 78.9 92.9 89.7 89.2
of switching between the dance modes and the durations of the dance regimes are more
irregular than the other sequences.
It can be observed that most of the over-segmentations that appear in the SLDS labeling
results disappear in the PS-SLDS labeling results. PS-SLDSs labels still introduce some
errors, especially in sequences 1 and 3. However, keeping in mind that even a human expert
can introduce labeling noise, the labeling capabilities of PS-SLDSs are fairly good.
5.3.4 Quantitative Results
The quantitative results on the angle and average waggle duration quantification show the
robust global parameter quantification capabilities of PS-SLDS. Table. 2 shows (from top
to bottom ) : the absolute errors of the PS-SLDS estimates along with the error rates (%)3
3The error rates are obtained by dividing each estimate by the corresponding ground truth value.
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in parenthesis, SLDS estimates based on the VI and the VA methods, and the ground truth
angle. The best estimates are accented in bold fonts. The SLDS estimates for the global
parameters are obtained by the heuristic of averaging the heading angles in the sequences
that were labeled as “waggle” in the inference step. All of the error values are the difference
between the estimated results and known ground truth values.
Based on the six tests, PS-SLDSs and SLDSs show comparable waggle angle estimation
capabilities. There is no distinguishable gap in performance between VI and VA methods.
Our hypothesis is that the over-segmentation errors do not effect the waggle angle estimates
as much as it effects the average waggle duration estimates, since the waggle segments
detected by SLDSs are still mostly correct in spite of the over-segmentation effects. Note
that the maximum error of PS-SLDS angle estimate was 0.11 radians for the fifth dataset,
which is fairly good considering the noise in the tracking results.
The quantitative results on average waggle duration (AWD) quantification show the
advantages of PS-SLDS in quantifying the global dynamics parameters of interest. AWD
is an indicator of the distance to the food source from the hive and is a valuable data for
insect biologists. Table. 3 shows (from top to the bottom) : the absolute errors and error
rates of the PS-SLDS estimates, the SLDS estimates of VI and VA methods and the ground
truth AWDs. Again, the best estimates are marked in bold fonts where PS-SLDS estimates
are consistently and substantially superior to the SLDS estimates. The SLDS estimates are
obtained by evaluating the means of the waggle durations in the inferred segments. The
results again show that PS-SLDS estimates match the ground-truth closely. In particular,
we would like to highlight the quality of the PS-SLDS AWD estimates for sequences 2, 3,
4 and 5. In contrast, the SLDS estimates in these cases are inaccurate. More specifically,
the SLDS estimates deviate far from the ground truth in most cases except for the sequence
4. The reliability of the AWD estimates obtained by PS-SLDSs show the benefit of the
duration modeling and the canonical parameters supported by the enhanced models.
Finally, Table 4 shows the overall accuracy of the inferred labels for the PS-SLDS, SLDS
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DD-MCMC [61]4, SLDS VI, and SLDS VA results. It can be observed that PS-SLDS pro-
vides very accurate labeling results w.r.t. the ground truth. Moreover, PS-SLDS consistently
improves upon the standard SLDSs across all six datasets. The overall experimental results
show that PS-SLDS model is promising and provides a robust framework for the bee ap-
plication. It should be noted that SLDS DD-MCMC is the most computationally intensive
method, and PS-SLDS still improves on SLDS DD-MCMC in a consistent manner.
5.4 Conclusion
We presented experimental results on the real-world honey bee dance sequences, where the
honey bee dances were modeled using PS-SLDSs. Both the qualitative and quantitative
results demonstrate that the enhanced PS-SLDS model can robustly infer the labels and
global parameters more accurately in comparison to SLDSs. Accordingly, the accurate
quantification abilities of PS-SLDSs validate the additional modeling efforts to include global
parameters on top of the simpler base models. The consistently superior results obtained
by PS-SLDSs for the honey bee dance data suggest that PS-SLDSs may be promising for
other applications.
4The data-driven Markov chain Monte Carlo (DD-MCMC) inference method for SLDSs [61] was developed
by the author, to examine the full potential capabilities of SLDSs with least approximation.
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Chapter VI
HIERARCHICAL SWITCHING LINEAR DYNAMIC SYSTEMS
6.1 Introduction
In this chapter, we introduce hierarchical switching linear dynamic systems (H-SLDSs), a
probabilistic time-series model designed to encode the dynamics and the hierarchical tem-
poral ordering structure exhibited by multivariate signals.
The superior aspect of the hierarchical models over flat temporal models is the ability
to reuse sub-models in different contexts, which can be observed well in the following ex-
ample. A hierarchical automaton model that corresponds to the upward-downward triangle
sequence in Fig. 17(a) is illustrated in Fig. 17(b). It can be observed that the shared three
primitive dynamic patterns (colored in blue, red, and green) appear in two different upward
and downward triangle sub-structures in the sequences. In the flat Markov models, such
repeating sub-structures (in the middle layer) or primitive dynamic patterns (at the bottom
level) need to be redundantly duplicated under the left-to-right modeling assumption.
Other examples of real-world temporal data which exhibit intrinsic hierarchy are honey
bees and soccer players, shown in Fig. 18. The first example, the honey bee community, is
shown in Fig. 18(a). The honey bee community consists of three different types of members,
(a) (b)
Figure 17: (a) An example upward-downward triangle sequence. (b) An example 3-level
hierarchical automaton representing the triangle sequence. Solid lines represent horizon-
tal transitions, dotted lines represent vertical transitions. Double-circled nodes represent
production states on which the corresponding dynamic patterns are visually overlaid.
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(a) (b)
Figure 18: (a) A scene of honey bee hive : a queen bee is color-marked in the middle,
surrounded by drones and worker bees. (b) A shot of a soccer game where each team consists
of multiple players with different roles.
namely a queen, worker bees and drones. While the low-level primitive motion patterns of
all three types of bees over short time duration would be rather similar, it is the clear
difference in the longer-term temporal patterns that lets us to identify the roles of each bee
and the collective status of the community from their motion trajectories : a queen bee has
relatively less dynamic motion range over time, while worker bees have the largest range
of motion such as dancing within the hive and staying on and off from the hive. Another
example is a soccer game, shown in Fig. 18(b). A soccer team consists of multiple players
whose roles differ substantially depending on their positions, i.e., attack middle fielders,
defenders, a goal keeper, center forwards, and etc. Again, the motion trajectories of each
player over short duration do not provide strong cues on the players’ roles and the current
team strategies. However, the longer-term trajectories provide us with relatively strong clues
to answer many different types of high-level questions. Hence, a hierarchical model can be
used to identify the top-level role of every player as well as the strategies the players are
following. Accordingly, the hierarchical models can be used to label the play of every player
at multiple semantic/temporal resolutions.
The real-world data of interest in this dissertation for the hierarchical modeling work is
the human dumbbell exercises conducted in the gyms. For example, most gym exercises can
be grouped into either aerobics/an-aerobics activities. Then, they can be further categorized
down-to upper/lower/whole body exercises. Eventually, there are many different types of
weight-lifting or dumbbell exercises which share common low-level motions such as bend,
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—————- time ———————————————————–>
Figure 19: The top figure shows the six dimensional signals collected from a wired on-
body sensor where the subject conducted six (seven including unknown) different dumbbell
exercises illustrated at the bottom : (a) flat curl, (b) shoulder extension, (c) back, (d) twist
curl, (e) shoulder press, (f) tricep, and (g) unknown. Every occurrence of the exercises is
visualized as a colored rectangle where the labels are shown as a color strip below the top
figure with the color and the width of the rectangles corresponding to the category and the
duration of conducted exercises.
twist, extend, curl and etc. As an example, Fig. 19 shows a six dimensional signal sequence
collected from a wired on-body sensor where the subject conducted six different dumbbell
exercises illustrated at the bottom. It can be observed that the raw signals demonstrate
bounded number of patterns repeatedly which are shared across different exercise categories.
The development of H-SLDSs presented in this paper has been motivated to achieve
the following goals. First, a hierarchical extension of standard SLDSs [10, 69] which can
encode the interaction between the temporal structures at different granularities was needed.
Second, a scalable model representation whose size increases moderately w.r.t. the size of
the problem was necessitated. Third, a hierarchical formulation which allows us to interpret
novel data simultaneously at multiple temporal resolutions was needed. Finally, we aimed to
understand how the resulting theoretical framework solves large-sized real-world problems.
The previous work that partly addressed the hierarchical extensions of SLDSs include
’Dynamical System Trees’ (DSTs) [37]1 and ’Multi-scale SLDSs’ (MS-SLDSs) [91], whose
1A DST has a tree structure and is targeted to model a group of interacting temporal sequences. The
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(a) (b)
Figure 20: Dynamic Bayesian networks of related work. (a) A hierarchical extension of
SLDSs used in [91, 37] with the hierarchical Markov chain colored in blue. (b) A hierarchical
HMM model presented in [56].
graphical model is shown in Fig. 20(a). These work extended the flat SLDSs by introducing
multi-layer hierarchical Markov chains. However, the representational power of these models
were limited in the sense that they do not provide a principled mechanism to encode terminal
sub-states for the parent states. Hence, the parent states can switch at anytime regardless
of the configuration of the child states and the models are not able to encode the call-
return semantics between the hierarchies. Accordingly, DSTs and MS-SLDSs are not able to
describe data more descriptively even in the presence of well-established domain knowledge
about terminal sub-states and such shortcomings may potentially undermine the accuracy
of the inference tasks.
A previous work that provided a solution to represent the terminal sub-states and termi-
nation probabilities within the graphical model formalism was [56] where the corresponding
DBN is shown in 20(b). They explicitly added ’finish’ variables (marked as F variables)
within the proposed hierarchical DBN which encode the ’return’ semantics of the termi-
nal sub-states. The H-SLDS model to be presented in the following sections share similar
architecture to H-HHMs in that H-SLDSs adopt hierarchical Markov chain with the finish
DBN shown in Fig. 20(a) corresponds to a branch of a DST.
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variables to encode the higher-order structure within data, with the necessary modifications
suitable to encode continuous signal domains that SLDSs address.
In terms of scalability, a promising avenue has been shown for the visual object recogni-
tion task [83] where the sharing of the sub-structures was proposed as a solution. It suggests
that, by sharing the sub-states between the upper-level states, the size of the model may
increase sub-linearly w.r.t. the number of the new states added at a higher level by re-using
most of the existing parameters for the sub-states. Although a similar motivation of sub-
structure sharing was mentioned in an H-HHM work [56], the described model had a dense
inter-dependency between all the layers which made it unclear how the sub-structures should
be shared. Another work on H-HHMs which also incorporates finish variables within the
hierarchical Markov chain additionally address the sub-structure sharing problem [17], but
presents an inference algorithm with the computational complexity O(T 3). Because we are
interested in the data collected over a long period of time, the implied cubic computational
complexity would not be suitable for our purpose.
Another potential advantage that we can gain by relying on hierarchical models is the
computational efficiency or saving. In detail, the shared sub-structures provide us with the
possibility to re-use a large amount of the computational results, resulting in the speed up
of inference. Especially, this is advantageous in the case where we are interested in the
labeling tasks. The demanding computations associated with the filtering or the smoothing
operations for the LDS primitives at the bottom level can be effectively shared under different
contexts of high-level state configurations.
Our work on H-SLDSs presents the following contributions. First, the developed H-SLDS
model provides superior descriptiveness in modeling over the previous hierarchical extensions
of SLDSs [91, 37], by introducing the finish variables which encode the conditions when every
Markov chains would terminate. Second, we provide novel sub-structure representations and
the associated learning methods for each which allow us to effectively share sub-structures
within a hierarchy to achieve scalability, which are three-fold : (1) we present an approach
to discover a set of base LDS vocabulary to be shared, by learning a mixture of LDSs
from the post-processed data, (2) left-to-right SLDSs (LR-SLDSs), which impose minimal
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assumptions on the Markov transitions between LDSs, are presented to provide the upper-
level representations which are assembled from the learned LDS vocabulary, (3) the inter-
dependence between the layers in the hierarchy is designed to be sparse to enhance the
modular behavior between hierarchies. Third, we provide effective methodology for inference
in H-SLDSs where we convert H-SLDSs to equivalent SLDSs to use the existing array of
inference methods for SLDSs. Finally, we provide a strong empirical proof on the usefulness
of the above H-SLDSs and hierarchical temporal models in general, by applying the model to
the two real-world human exercise datasets whose hierarchy structures are carefully designed
to possess interesting temporal structure and the accuracy of labeling tasks are measured
against the ground truth labels. More in detail, for the thoroughness of the empirical
analysis, the inference results obtained using H-SLDSs were compared to the ground truth
labels across the entire hierarchy to provide both qualitative and quantitative analysis of
the results. We believe that the empirical analysis presented in this thesis provides stronger
evidence on the usefulness of the hierarchical temporal models than the previous work where
only the limited toy examples [91, 37] were tested or the behavior of the model could not
be analyzed in-depth since the ground-truth did not exist [37].
In the remainder of the chapter, we will describe the sub-structure models and the
methodologies that are used to construct H-SLDSs : (1) the learning methodology to learn
LDS vocabulary to be shared across distinct Markov chains, and (2) the left-to-right SLDS
models (LR-SLDSs) which are used to encode the lowest-level temporal patterns, which
correspond to the leaf states of the hierarchical Markov chains. Finally, we will present the
graphical model of H-SLDSs with the details on the joint PDFs along with the appropriate
inference methodologies.
6.2 Learning Shared LDS Vocabulary
The approach adopted in this work to build a scalable hierarchical extension of SLDSs is to
promote the sharing of the bottom-level LDSs. For example, a set of low-level motions, e.g.,
twist, untwist, bend, extend, and etc., are shared between different weight-lifting or dumbbell
exercises illustrated in Fig. 19. It would be reasonable to expect that the representational
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Figure 21: An illustration of the LDS vocabulary learning scheme. A sequence of six
dimensional data shown at the top is chopped into a set of unlabeled short segments. Then,
a set of N LDS models are learned via clustering within EM framework where each segment
will be assigned the most likely cluster membership and the LDS models are learned.
size of the agglomerate model would be much smaller when such low-level dynamic primitives
are discovered and shared between multiple high-level exercise categories.
To discover a set of common LDS primitives embedded in the signals, we take a machine-
learning approach where a mixture of LDSs are learned from the collected signals once the
signals are chopped into short segments of fixed duration. For example, a sequence of six
dimensional data (30 Hz) collected for about 1.5 minutes shown at the top of Fig. 21 is
chopped into a set of unlabeled short segments, as shown in the middle of Fig. 21, we can
learn a set of N LDS models by clustering the segments based on their likelihood within EM
framework where each short segment will be assigned the most likely cluster membership, as
visualized in different colors at the bottom of Fig. 21. Simultaneously, the LDS parameters
are learned from the (probabilistically) assigned segments. Afterwards, the parameters of
LDSs can be possibly improved by building an SLDS model from them, and updating the
parameters through further learning processes. However, we did not see any benefits of such
further learning process in our application domain described in Chapter 7.
In practice, we have set the duration of short segments to be physically sensible, a half
second each for human gym exercises. Then, a mixture of fifteen LDS models are learned,
based on a variant of an EM algorithm presented in [20]. The number of LDS vocabularies,
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e.g., N = 15 for the gym exercise data, can be chosen empirically to be the maximum
size where every LDS model represents at least a minimum percentage, e.g., 2 percent,
of the whole segments. More principled model selection method such as AIC [3] can be
used but overly simplified models were observed to be preferred, and such options were not
investigated further.
6.3 Left-to-right SLDSs (LR-SLDSs)
In this section, we present left-to-right SLDSs (LR-SLDSs) which are the sub-structure
representations used to encode the lowest-level semantic temporal patterns that form the leaf
states of the hierarchical Markov chain within H-SLDSs. The graphical model of LR-SLDSs
is shown in Fig. 23(a) where the left-to-right Markov chain is colored in blue. The examples
of the lowest-level semantic temporal patterns would correspond to exercise categories such
as flat-curl or shoulder extension in our wearable exercise dataset. In other words, the
lowest-level semantic patterns correspond to labels at the finest level whose examples can
be manually provided by human experts.
The LR-SLDS model provides the following desirable properties :
• The top chain of LR-SLDSs (shown in blue in Fig. 23(a)) is a well-known left-to-right
Markov chain [13] where the left-most and the right-most states correspond to the
start and end characteristics of the temporal signals. Hence, LR-SLDSs are suitable
to capture the one-way ordering structures within temporal patterns.
• Every state within the left-to-right Markov chain is associated with emission model
over the learned LDS vocabulary. Hence, LR-SLDSs builds implicit transition models
between LDSs rather than adopting more explicit Markov transition models used in
standard SLDSs.
The rationale to use the LR-SLDS model over the standard SLDS model is that it allows us
to re-use shared LDSs with minimal assumption on the Markov transition model, which at-
tempts to soothe the encoding of direct temporal correlations between LDSs. An alternative
but common choice for the discrete Markov chain structure would be the fully connected
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model between all the LDSs. However, such models may be problematic in case (1) iden-
tical LDSs may appear multiple times in a pattern where the learned model would be less
descriptive due to the averaging effect, or (2) the level of the noise in the raw signals Z are
high enough to create the risk of over-fitting where the learned model would be misleading
under the stronger assumption of fully connection Markov transition model. Additionally,
LR-SLDSs are intended to be used to encode the temporal patterns at the bottom hierar-
chy of H-SLDSs where the risk of failing to capture the repeating patterns are minimized.
Above the LR-SLDS layer, LR-SLDSs are actively shared across hierarchical Markov chain
(as described in Section 6.4 and LR-SLDSs build upon the learned LDS vocabulary. Hence,
the use of LR-SLDSs as our intermediate models is exactly in line with the overall goal of
actively sharing sub-structures across the hierarchical models.
In detail, the top chain of LR-SLDSs (shown in blue in Fig. 23(a)) is a well-known left-to-
right Markov chain denoted by L(1) where the super-script denotes the height of the discrete
layer within the entire hierarchy, with the zeroth layer corresponding to the LDS vocabulary.
During the generative process, the left-to-right chain initializes w.r.t. a prior distribution π,
i.e., l(1)1 ∼ π(l
(1)
1 ). Then, as the state l
(1)
t at the top chain evolves over time based on a Markov
transition model B ∆= P (l(1)t |l
(1)
t−1), the state l
(1)
t emits an LDS primitive l
(0)
t among a set of
n learned LDSs, based on an emission model Elt
∆= P (l(0)t |l
(1)
t ) where E
∆= {Ei|1 ≤ i ≤ n}.
Hence, the joint PDF of LR-SLDSs is as follows :










In summary, an LR-SLDS model is completely defined by a parameter set Φ ∆= {π,B,E,M}
where M denotes a set of LDS model parameters.
6.3.1 Inference and Learning in LR-SLDSs
In this work, the inference and learning in LR-SLDSs are conducted in an analogous way to
the methods used for S-SLDSs in Ch. 3, i.e., model conversion. All the possible pairs of left-
to-right Markov chain states and LDS states are formed to create meta states. Consequently,
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(a) (b) (c) (d) (e) (f) (g)
Figure 22: Each figure corresponds to the following category : (a) flat curl (b) shoulder
extension (c) back (d) twist curl (e) shoulder press (f) tricep (g) unknown. The top row
images show the snapshot of each exercise pattern. The images in the second row shows the
multivariate time series data in each category. The bottom row shows the labeling results
of data in each category using the corresponding learned LR-SLDS model where the LDS
labels are color-coded.
an LR-SLDS model is converted to an equivalent SLDS model where an approximate in-
ference method for SLDSs is used to conduct inference. Finally, the inference results are
marginalized to obtain the results for LR-SLDSs. For learning, the parameters of LR-SLDSs
can be learned within the EM framework, as has been done for S-SLDSs.
In terms of initialization, the left-to-right Markov transition model can be initialized
to be a band-diagonal upper diagonal matrix where the rows and columns correspond to
the previous and the next states respectively. The emission models can be initialized in
a data-driven manner. In detail, the whole training sequences can be heuristically labeled
by classifying every time frame along with its neighborhood deterministically w.r.t. the
learned LDS models, by assigning the LDS label which incurs highest likelihood for that
particular time frame. Once such labels are obtained, the whole label sequences are divided
into segments with equal lengths. Then, each emission model can be initialized based on
the empirical label distribution that appears in the corresponding segments on top of the
uninformative uniform prior.
We used the LR-SLDS models to encode the dumbbell exercise data where there were
total 7 categories which include 6 distinct dumbbell exercises and an additional unknown
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category. First, sets of training data for each category were collected manually where LR-
SLDSs are to build upon the shared 15 LDS models. Illustrative figures of exercises are shown
at the top row of Fig. 22. The corresponding six-dimensional data sequences, overlaid on top
of each other, are shown in the middle row for each category, demonstrating the noticeable
within-category similarity in their signals. Note that the different dimensions within signals
are visualized with distinct colors to illustrate the behavior of the signals more descriptively.
Then, LR-SLDSs were initialized with Markov transition model with bandwidth of two
where such bandwidth was chosen to descriptively capture the temporal ordering structure
while allowing a plausible amount of variation. Finally, the LR-SLDS models are learned
through EM method using approximate Viterbi method as the inference tool during the
E-steps, as described earlier. The switching behavior between LDSs interpreted by LR-
SLDSs are shown at the bottom row of Fig. 22 where the different LDS components are
visualized with distinct colors. In other words, the color strips at the bottom row are the LDS
labels assigned to the L(0) layer in Fig. 23(a). The horizontal and vertical axes correspond
to time and sequences respectively. It can be observed that the signals in each category
demonstrate similar temporal ordering structure while variations do exist. Moreover, the
temporal ordering structure of (a) flat-curl and (d) twist-curl show very similar patterns
where the only real-world difference in their motion is the wrist twist that occurs in the
middle of the trajectories. It seems that such subtle difference in the dynamic patterns are
successfully captured by the LR-SLDS models to a certain extent.
In the next section, we describe the details of H-SLDSs and show how they incorporate
hierarchical Markov chains on top of LR-SLDSs to encode longer-term temporal structures
of higher-level regimes.
6.4 Hierarchical SLDSs
We introduce H-SLDSs, a novel hierarchical extension of SLDSs. The H-SLDS model is
formulated by incorporating the hierarchical Markov chains augmented by finish variables
on top of a set of LR-SLDSs which are built from a set of shared LDSs. In the following
sections, we describe the parameterization of H-SLDSs in detail along with its potential use
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for the targeted wearable exercise interpretation tasks.
6.4.1 Graphical model of H-SLDSs
(a) (b)
Figure 23: Dynamic Bayesian networks of LR-SLDSs and H-SLDSs. (a) A left-to-right
SLDS model. The blue sub-structure denotes the left-to-right Markov chain. (b) An H-
SLDS model with two level hierarchy. The blue and red sub-structures correspond to the
hierarchical Markov chain and the finish variables respectively. The bottom Markov chain
at L(1) layer corresponds to the left-to-right Markov chain. The discrete nodes underneath,
denoted by L(0), correspond to the emitted LDS dynamic modes. It can be observed that
H-SLDSs build upon LR-SLDSs by introducing additional hierarchical Markov chain at the
upper levels.
The DBN for the H-SLDS model with hierarchical Markov chains (HMC) is shown in
Fig. 23(b) where the example has two-layer Markov chain marked in blue. Each discrete
node in the DBN is denoted as l(h)t with the superscript h corresponding to the height of the
layer (base zero) where the bottom level L(0), which is not a part of the HMC, corresponds
to the activated LDSs. A time-slice of the DBN at time t for H-SLDSs comprises of the
discrete state vector L0:Ht
∆= [l0t , l
1
t , ..., l
H
t ] where the height of the Markov chain is H, the
continuous state xt, and the corresponding observation zt.
The H-SLDS model builds upon LR-SLDSs by introducing two additional structures
: (1) the (blue) HMC with the downward arcs from the upper layers to the lower layers,
which encode the Markov behavior of the lower-level sub-states in the context of the parent
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states, (2) the (red) Boolean finish variables f (h)t are designed to identify the lower-level
sub-states which trigger the termination of the current Markov regime and the transition
at the parent level. In particular, the diagonal upward arcs from the finish variables f (h)t
at the h-th layer to the discrete states l(h+1)t+1 are designed to identify the lower-level states
which trigger the state transitions at the upper levels. Simultaneously, the finish variable
structure helps the inference phase to decode the label (segmentation) boundaries more
accurately and to enforce the property that transitions in the upper layers occur only when
there is a transition in the lower level. A related hierarchical SLDS extension without the
finish variables appeared in [37, 91]. Hence, the presented H-SLDS model in Fig. 23(b) is
novel primarily due to the newly added finish variables and the use of LR-SLDSs as its core
sub-structure representations.
More in detail, the downward arcs between the discrete states l(h+1)t and l
(h)
t represent
the fact that a parent state invokes child sub-states. Additionally, the finish variable f (h)t at
the h-layer is a Boolean variable which indicates that the current Markov regime conditioned
by the parent state l(h+1)t finishes at time t when f
(h)
t = true. In the case where f
(h)
t = false
, the current regime at the h-th layer continues with the the constant ancestor configuration
remaining constant, i.e., L(h+1):Ht+1 ← L
(h+1):H
t . Note that if f
(h)
t = true, then for all the
levels below h′ < h, the finish variables are true, i.e., ∀h′ < h, f (h
′)
t = true. In other
words, a parent state invokes the Markov regime which guides the switching patterns of the
child sub-states by the downward arrows. Then, once such Markov regime terminates, the
finish variables turn on and signals back to the parent state (via the upward diagonal arcs) to
invoke a state transition.Additionally, the (red-colored) upward arcs between the f variables
across different levels demonstrate the fact that a parent regime can only switch when the
lower sub-regime of the child states finishes, effectively enforcing call-return semantics.
The main difference between the structure of the HMC presented in this work and the
work in [56] is that most of the incoming arrows from the ancestor variables L(h+1):Ht to
every discrete state l(h)t disappear and only a single incoming downward arrow from its
parent state lh+1t exists in our work. The sparser structure implies that the behavior of a
particular layer depends only on the immediate parent and child layers, enforcing an even
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more modular call-return semantics.
6.4.2 Conditional PDFs of HMC
In H-SLDSs, the discrete state l(1)t at the bottom HMC layer is evolved from the previous
state l(1)t−1 depending on the associated finish variable f
(1)
t−1 and its parent state l
(2)
t . In the
case where the finish variable was turned off, i.e., f (1)t−1 = false, the state l
(1)
t maintains its
regime and switches based on the left-to-right Markov transition model Bl
(2)
t of the upper
state l(2)t , which indicates the active LR-SLDS model. Otherwise, the finish variable is on,
i.e., f (1)t−1 = true, and it implies that the current LR-SLDS regime on the HMC bottom layer
is over. Hence, the new state l(1)t is sampled from the prior multinomial distribution πL
(2)
t of
the new LR-SLDS parent state l(2)t . Formally, we can write this as follows where the prior
and the transition model that belong to the parent state k are denoted by πk and Bk and
exclamation marks (!) denote negations :
P (l(1)t = j|l
(1)
t−1 = i, l
(2)
t = k, f
(1)
t−1 = v) =
 π
k(j) if v











In the intermediate h-th layer (h > 1), the new discrete state l(h)t depends on the
previous state l(h)t−1, the parent state l
(h+1)
t , and both finish variables at the same level f
(h)
t−1
and at the child level f (h−1)t−1 . In the case where the finish variable of the child layer is off,





Otherwise, the finish variable of the child layer is on, i.e., f (h−1)t−1 = true, and indicates that
the current state is switching from the previous state, i.e., l(h)t 6= l
(h)
t−1. There are two cases
depending on whether f (h)t−1 is false or true. In the first case where f
(h)
t−1 = false, it states




t−1 . Hence, the new state is sampled
based on the Markov transition model of the parent state l(h+1)t . On the other hand, in the




t−1 . Consequently, the new state is
sampled based on the multinomial prior distribution of the parent state. Formally, it can
be written as follows :
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P (l(h)t = j|l
(h)
t−1 = i, l
(h+1)
t = k, f
(h−1)
t−1 = b, f
(h)
t−1 = v) =

δ(j, i) if !b
Bk(i, j) if b&!v
πk(j) if b&v
(31)








The finish variable at the h-th layer f (h)t can be true only when f
(h−1)
t = true and the
current state l(h)t is allowed to to terminate where Ek(l
(h)
t ) indicates the probability that the
child state l(h)t would invoke the termination of the parent regime :
P (f (h)t = true|l
(h)
t = i, l
(h+1)
t = k, f
(h−1)
t−1 = b) =




)f (h)t ×b × (1− E(k(i))(1−f (h)t )×b
×(1− f (h)t )1−b
At the zeroth L(0) layer and the continuous state layer X, the generative process follows
the standard SLDS model described in Ch. 2. Finally, for the first time-slice, the multinomial
prior for the top level state is defined, i.e., l(N)1 ∼ P (l
(N)
1 ), and the initialization priors
P (l(h)1 |l
(h+1)
1 )’s are defined for every pair of adjacent layers for all the layers h’s.
6.4.3 Joint PDF of H-SLDSs
In this section, we summarize the joint PDF of H-SLDSs, which includes all of the factors
described in the preceding sections : SLDSs, LR-SLDS, and HMC. Briefly, the joint PDF of
H-SLDSs is defined as follows :
P (L1:H , F 1:H , L0, X, Z) = P (L1:H , F 1:H)︸ ︷︷ ︸
HMC
× P (L(0)|L(1))︸ ︷︷ ︸
LR-SLDS emissions
×P (Z|X,L(0))P (X|L(0))︸ ︷︷ ︸
SLDS
where the first factor of HMC is defined as belows :
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P (L1:H , F 1:H) = P (L1:H1 )× P (F 1:H |L1:H1 )︸ ︷︷ ︸





P (F 1:Ht−1 |L1:Ht )P (L1:Ht |L1:Ht−1, F 1:Ht−1 )P (L1:Ht−1, F 1:Ht−1 )
}
︸ ︷︷ ︸
Conditional PDF at the successive time frames
6.4.4 Inference in H-SLDSs
The exact inference in H-SLDSs is infeasible due to the the intrinsic intractability of in-
ference for SLDSs where the number of Gaussian mixtures to represent the uncertainty for
the continuous states X increases exponentially over time [45]. In terms of the hierarchi-
cal data interpretation tasks, the inference step aims to compute the posterior distribution
on the entire discrete states at all the hierarchies P (L1:H1:T , F
1:H
1:T |Z) as accurately as possi-
ble. An example method used in this work include an approximate Viterbi method [69]
which approximates the target distribution P (L1:H1:T , F
1:H
1:T |Z) with a single most-likely label
sequence P (L1:H1:T , F
1:H
1:T |Z) ≈ δ(L̂1:H1:T , F̂ 1:H1:T ) and a variational approximation method [69]
which computes the probabilistic posterior distribution under the lower-bound optimization
principle.
In this work, we re-used the available inference methods for standard SLDSs for H-
SLDSs. This is possible because we can convert an H-SLDS model into an equivalent flat
SLDS model by collapsing the hierarchy and create meta-variables by merging the discrete
states and the finish variables. Eventually, the HMC in the original H-SLDS model collapses
to a flat Markov chain, and we obtain an equivalent SLDS model. The resulting SLDS model
has a discrete state space with a size of order O(h×
∏H
h=0 |L(h)|) where the first term and the
second product term correspond to the size of the configurations for the finish variables and
the discrete states respectively where |L(h)| denotes the cardinality for the h-th layer. While
such exponential increase in state size may look infeasible, the resulting collapsed Markov
chain is mostly sparse since every parent state invokes only a small subset of the available
sub-states. Hence, if we use a sparse matrix representations to encode the resulting Markov
chain, the size of the model is often found to be well-tractable within manageable bounds.
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Figure 24: An illustration of a flattened Markov chain with total 9,450 states obtained by
flattening the hierarchical Markov chain of H-SLDSs during the conversion process. Darker
color represent higher probability areas where the rows and the columns correspond to
previous and next states respectively. It can be observed that the resulting transition model
is sparse.
This model conversion approach was also successfully used for S-SLDSs, as presented in
Chapter. 3.
The time-complexity of the above approximate inference methods are strictly linear
w.r.t. the time and roughly linear w.r.t. the meta-state size. The roughly linear (rather
than quadratic) computational overload w.r.t. the state size is due to the fact that the
state transitions are sparse and mostly bounded by a modest constant that arises from
the structured topology within HMC, i.e, the maximum number of transitions for an HMC
state is bounded in practice. Once the posterior on the discrete states are computed in the
equivalent SLDS representation, the posterior can be marginalized and the targeted posterior
on multiple layers can be obtained. To illustrate the sparseness of the equivalent flat Markov
chain, we converted a 3-layer H-SLDS model into an equivalent SLDS model where the
resulting flattened Markov chain possessed 9,450 states. To illustrate the sparseness of the
transitions, the obtained flat transition matrix is depicted in Fig. 24. It can be observed that
the transition model is extremely sparse. Using the sparse matrix routines which effectively
discards the zero probability transitions, the inference in the large H-SLDS models could be
conducted in reasonable time in practice with a gain in the speed to the order of three.
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It is worth noting that the worst case scenario of exponential increase in the size of the
meta states is limited in practice when the hierarchical models are applied to appropriate
problems with sparse grammar-like structures. The grammar-like structure between the
states in the parent layer and the child layer is sparse in most cases, and avoids the expo-
nential increase in the flattened states. As an example, we can assume that there are two
child states ’a’ & ’b’, which are initiated by the parent states ’A’ & ’B’ respectively. Now
the flattened states are ’Aa’ and ’Bb’ (constant), instead of ’Aa’,’Ab’,’Ba’,’Bb’ (exponential
increase). As can be seen from this example, the exponential increase is well avoided, unless
naively done. The provided exponential increase in the number of states is indeed only the
worst case where all the parent layers are densely connected to child layer. In fact, we can
argue that densely connected models do not exploit the advantage of the sparse essence of
the hierarchical models.
Furthermore, the use of flattening procedure to produce an equivalent SLDS model bears
a benefit that it excludes additional levels of approximation in the inference results. Such
methodology will help us to carefully examine the power of the model as close to the ground
truth as possible.
6.4.5 Learning in H-SLDSs
The learning problem for H-SLDSs consists of two sub-problems : (1) the parameter learning
problem given a fixed model structure and (2) the structure learning problem.
In terms of the parameter learning problem, an EM-based approach can be used to im-
prove the model parameters under the maximum-likelihood principle. Based on the success
of the EM-based parameter learning for H-HHMs [29, 56, 43, 27] and SLDSs [37, 91, 64, 63],
the EM-based learning method has been used as the primary learning machinery for our
work on H-SLDSs.
In our work of applying H-SLDSs to the problems of automatic human exercise annota-
tion presented in Chapter 7, we used a hybrid learning approach where we provided a set of
labeled training data for the upper layers of the hierarchy and the parameters for the lower
layers are learned in an unsupervised manner.
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The structure learning problem for H-SLDSs has been only partially addressed within
limited scope where we take a bottom-up learning approach and used empirical measures to
determine the size of the LDS vocabularies. As mentioned in Section 6.2, different number of
LDSs were learned and the maximum size where every cluster represents more than certain
amount of data was chosen as the underlying structure. For the upper layers and LR-SLDSs,
we used available domain knowledge or hand-turning to grasp reasonable model structures.
For the data where neither the existence nor the structure of the HMC is unclear, we may
have to rely on the unsupervised structure learning work. However, we plan to address the
unsupervised structure learning problem for the deep hierarchies as part of our future work.
6.5 Discussion and Related work
6.5.1 Direction for more Scalable Inference method
It would be worth noting that a computationally less demanding inference algorithm for
the presented H-SLDS model may be derived under certain approximation assumptions,
e.g., a structured variational approximation [39] may be used, as has been done for another
extension of SLDSs [37]. Howard and Jebera [37] provided an iterative variational infer-
ence method for the ’dynamical system tree’ model where the overall posterior distribution
over the hidden variables is approximated as the product of probability distribution over
individual Markov chains at multiple layers. By adopting such strategy, the demanding com-
putation on the whole hierarchical Markov chain divides into a set of smaller Markov chain
computation at every layer. While such approach would introduce more approximation to
the exact joint posterior distribution, it would be desirable to bear such disadvantage and
gain speed and reduced memory requirements to apply H-SLDSs to overly large problems
where there would be far more than a million state configurations. Although the structured
variational inference algorithm for H-SLDSs is not presented in this dissertation, we plan to
address the problem for H-SLDSs and H-HHMs [56] in general in the future.
6.5.2 Learning in H-SLDSs
It would be worth noting that one would be able to obtain the optimal learning results for
H-SLDSs when the amount of unsupervised learning is reduced as much as possible. The
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argument is that we often have semantic concepts related to the upper layers of the hier-
archical model, and we should exploit such known relationships between semantic concepts
by providing labeled data as much as possible. In detail, it would be best to provide labeled
datasets for the upper layers to facilitate the learning procedure in a supervised setting. In
parallel, the low-level primitive patterns which underlie the semantic concepts can be learned
from the data in an unsupervised manner within EM framework, as it has been done to learn
LR-SLDSs in Section 6.3. In particular, since the upper layers correspond to coarser time
scales and possess less number of states and associated parameters, there is a high possibil-
ity that amount of training data to learn meaningful and generalizable parameters is within
practical range. Moreover, every time we reduce the number of layers whose parameters are
to be learned in an unsupervised manner, the size of the meta state size decreases expo-
nentially, and so does the amount of training data. While earlier work has shown certain
empirical success of hierarchy learning in a full unsupervised setting [43, 37], the problem
still remains as finding a needle in a huge haystack. Furthermore, we would need substantial
progress in the methodologies to test the generalization ability of the learned models across
different datasets and to provide debugging ability to demonstrate the learned concepts in
a human-understandable forms.
6.5.3 Representational Power of H-SLDSs
The probabilistic automata encoded by the H-SLDS model corresponds to probabilistic
hierarchical regular grammar whose representational power is described best by a form of
non-deterministic push-down automata with bounded-sized queues. Specifically, the finish
variables act as the elements in the context queues but the size of the queue in the H-SLDS
model is bounded because the hierarchy is of fixed height.
A temporal model representation which is more powerful than the hierarchical Markov
chain in terms of the representational scope is a stochastic context-free grammar (SCFG),
which is also called a probabilistic context-free grammar (PCFG). SCFG is a context-free
grammar in which each production is augmented with a probability. The probability of a
derivation (parse) is then the product of the probabilities of the productions used in that
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derivation; thus some derivations are more consistent with the stochastic grammar than
others. SCFGs extend context-free grammars in the same way that hidden Markov models
extend regular grammars. SCFGs have application in areas as diverse as from natural
language processing to the study of RNA molecules. For example, previous work [38, 54]
used SCFG to interpret the high-level behaviors from video measurements, such as car
parking, recognition of rectangular shape drawings, and card plays.
While the class of SCFGs provide superior representational power, the major challenge
for the labeling problem is that the worst case asymptotic time complexity of the inference
algorithm such as Cocke-Younger-Kasami (CYK) algorithm (alternatively called CKY) is
O(T 3) w.r.t. the length of the sequences. In particular, the worst case time complexity
holds when the interpretation (parsing) of data is ambiguous, i.e., there can be multiple
interpretations available for a sequence, which is often the case when we apply the model to
a long sequence and the model is stochastic. When a context free grammar is unambiguous,
the time complexity reduces to O(T 2), and the complexity eventually becomes linear O(T )
when all the rules are left-to-right, which is essentially a regular grammar, which is identical
to the inference complexity of the presented H-SLDS model.
In practice, a large number of hierarchical phenomenon can be effectively and sufficiently
encoded using hierarchical regular grammars, i.e., hierarchical Markov chains. In particular,
the semantic concepts that we are interested in practice have mostly bounded depth of
grammar composition hierarchy, probably due to the limit of human reasoning capabilities.
Indeed, the examples in many works on SCFGs for probabilistic interpretation of data can be
successfully modeled using hierarchical Markov chains. A major representational benefit of
using SCFGs is that it allows us to capture the recursive structures. For example, a context
free grammar can represent recursively nested productions such as A→ aAb→ aaAbb while
regular grammars can not. However, such heavily recursive nesting patterns exist very
rarely (with the exception in biological systems such as DNAs). When the recursiveness is
bounded, most of such nested structures can be represented as left-to-right structures which
are easily encoded by regular grammars. Hence, the use of simpler hierarchical Markov chain
is often sufficient for many practical problems and we should avoid the use of more complex
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SCFGs unless there are pertinent need to pursue such direction, in particular when we are
dealing with data captured over a long period of time.
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Chapter VII
AUTOMATED ANNOTATION OF EXERCISES USING H-SLDSS
The application to which we apply H-SLDSs is the automated human exercise annotation.
This task is important for the health monitoring industries where the system would automat-
ically generate a report on the amount and the categories of exercises the subjects conducted,
which would eventually save the substantial cost of appointing professional personnels sim-
ply to monitor the exercise progress frequently. Moreover, the subject individuals would be
able to keep track of their own progress over time, keep the history of their exercises, and
review the stored information in the future.
7.1 Two Dumbbell Exercise Datasets and H-SLDSs
Two dumbbell exercise datasets were used to test the practical usefulness of the developed
H-SLDS model. The first dataset was collected in [53] where an XSens MT9 inertial motion
sensor was attached to the subject’s wrist by fitting it into a pouch sewn to the back of a
thin glove. The original data is sub-sampled at 12.5Hz where three axis accelerometer and
gyroscope readings are recorded to collect the entire 31 sequences. The second dataset was
collected by the author using two wireless bluetooth accelerometer sensors attached to the
upper and lower arms respectively, where 5 different subjects conducted 6 sequences each,
following the choreographies designed by the author. A snapshot of the two bluetooth sensors
attached on an arm of a subject is shown in Fig. 25 (a). Both datasets are six dimensional
where a single accelerometer sensor used for the first dataset recorded three dimensional
directions and acceleration in each dimension, which sums to six dimensional data. On the
other hand, the two bluetooth sensors used to record the second dataset reported only the
acceleration in three dimensions, which sums to six dimensional data again.
Once the datasets were collected, they were manually labeled at all hierarchies down
to every occurrence of an exercise to provide ground truth (GT) labels against which the
accuracy of the developed H-SLDS framework is measured. In particular, we have recorded
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(a) (b)
Figure 25: Use of H-SLDSs for the human exercises. (a) A snapshot of the two bluetooth
sensors attached on an arm of each subject. (b) A 4-layer H-SLDS model for dumbbell
exercises. The hierarchies correspond to the exercise routines, exercise repeats, each exercise
occurrence, and LR-SLDS states, from top to the bottom layer respectively.
the exercise of the subjects using video-cameras which are synched with motion signals from
the wearable sensors, and these video records were used to aid to mark the ground-truth
labels of the collected sequences.
The hierarchic structure in both datasets are similar where the corresponding DBN for
the H-SLDS model is shown in Fig. 25(b). In both datasets, the subjects conducted six
different dumbbell exercises (plus one unknown) illustrated in Fig. 19. Accordingly, there
are seven states in the second layer (from bottom) of the DBN where each state corresponds
to an occurrence of an exercise. The third layer of the DBN captures the repeatedness of the
conducted exercises : each subject was asked to repeat an exercise three times successively
whenever they conduct distinct exercises. Hence, there are seven repeat states in the third
layer, identical to the second layer. However, the states in the third layer do not switch even
if an identical exercise repeats successively while the second layer would switch. Finally, at
the top level, there are ’routines’ which are sequences of three distinct exercise categories.
For example, a routine would be a sequence of three flat curls, three shoulder extensions,
and three triceps. The two datasets contain four and six routines respectively where the top
layer of the DBN comprises of these routine states. Every sequence was choreographed to
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Table 5: The characteristics of the two exercise datasets.
Data 1 Data 2
No. of On-body Sensors (Type) 1 (Wired) 2 (Bluetooth)
Noise level Low High
Sampling Frequency 12.5 Hz 30 hz
No. of Human Subjects 1 5
No. of Choreographies 4 6
Total No. of Sequences 31 30
No. of Routines 4 4
No. of Exercise Categories 6 (+1 unknown) 6 (+1 unknown)
Leave-one-out Criteria Every sequence Every subject
contain exactly three routines. By choreography, we mean the pre-designed exercise scripts
which the participating subjects were asked to follow. In summary, the characteristics of
the two datasets are tabulated in Table 5. Note that, in the first dataset, a single subject
conducted an identical choreography multiple times (average 7 times). On the other hand,
five subjects conducted every choreography exactly once in the second dataset.
More in detail, the first dataset consists of the following four choreographies :
Choreogrpahy 1 ∆= [ Routine 1; Routine3; Routine 4]
Choreogrpahy 2 ∆= [ Routine 2; Routine1; Routine 4]
Choreogrpahy 3 ∆= [ Routine 4; Routine3; Routine 2]
Choreogrpahy 4 ∆= [ Routine 3; Routine1; Routine 2]
The second dataset comprises of the following six top-level choreographies :
Choreogrpahy 1 ∆= [ Routine 1; Routine 3; Routine 4]
Choreogrpahy 2 ∆= [ Routine 2; Routine 1; Routine 4]
Choreogrpahy 3 ∆= [ Routine 3; Routine 1; Routine 2]
Choreogrpahy 4 ∆= [ Routine 1; Routine 2; Routine 4]
Choreogrpahy 5 ∆= [ Routine 4; Routine 1; Routine 2]
Choreogrpahy 6 ∆= [ Routine 3; Routine 4; Routine 1]
The four routines shared in both dataset are as follows where the patterns in parenthesis
(·) indicate that those patterns may occur by chance :
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(a) Dataset 1 (b) Dataset 2
(c) The color map of seven different exercise categories.
Figure 26: The color-coded visualization of the datasets. Every row represents distinct
sequences. (a) Dataset 1. (b) Dataset 2. (c) The color map of seven different exercises. The
exercises correspond to flat curl, shoulder extension, back, twist curl, shoulder press, tricep,
and unknown, from left to right. It can be observed that there are four and six different
choreographies for the first and the second dataset respectively.
Routine 1 ∆= [(Repeat 7); Repeat 1; (Repeat 7); Repeat 2; (Repeat 7); Repeat 3; (Repeat 7)]
Routine 2 ∆= [(Repeat 7); Repeat 3; (Repeat 7); Repeat 4; (Repeat 7); Repeat 5; (Repeat 7)]
Routine 3 ∆= [(Repeat 7); Repeat 4; (Repeat 7); Repeat 5; (Repeat 7); Repeat 6; (Repeat 7)]
Routine 4 ∆= [(Repeat 7); Repeat 6; (Repeat 7); Repeat 2; (Repeat 7); Repeat 1; (Repeat 7)]
Finally, each of the repeat patterns shared between two datasets correspond to the succes-
sive occurrence of exercise categories where there are seven repeat patterns that correspond
to the six exercise categories and additional unknown pattern. The patterns from Repeat 1
to Repeat 7 correspond to the repeated occurrences of flat curls, shoulder extensions, backs,
twist curls, shoulder presses, triceps, and unknowns.
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To clarify the hierarchic structure within data further, two color-codings of the datasets
are shown in Fig. 26 where every row represents a sequence and every colored rectangle
corresponds to an occurrence of a particular exercise. The larger rounded rectangles overlaid
across multiple sequences roughly identify the four different routines colored in cyan, red,
yellow, and green respectively. Additionally, Note that the illustrated labels are manually
obtained ground truth information.
7.1.1 Learning H-SLDSs for the Exercise Datasets
The H-SLDS model used to automatically annotate the dumbbell exercise datasets is shown
in Fig. 25. The parameters of the hierarchical Markov chain of the H-SLDS model are
initialized based on the domain knowledge described in the Section 7.1. In terms of shared
LDS vocabulary, total of 13 and 15 LDSs are learned from the first and second data re-
spectively, based on the mixture modeling approach described in Section. 6.2. Then, 7
different LR-SLDSs for each category are learned on top of the LDS vocabulary, based on
the approach described in Section. 6.3. Now that all the parameters are available, H-SLDSs
are formed for both datasets and converted to equivalent SLDSs.
7.1.2 Inference in H-SLDSs
Once the H-SLDS models are constructed, the models are applied to automatically an-
notate novel test sequences using two inference methods : (1) a variational approximation
(VA) method [69, 60] generates probabilistic posterior distributions, and (2) an approximate
Viterbi inference method (VI) generates a single most-likely label sequence. The inference
task, i.e., data annotation, is conducted using the equivalent SLDS models and the results
are marginalized through post-processing to be converted back to hierarchical representa-
tions. The resulting hierarchical annotations contain the interpretation of data at multiple
layers simultaneously. We would show the results through visualization in Section 7.3.
7.2 Experimental Results
During the training phase described in Sec. 7.1.1, we adopted the leave-one-out approach
(LOO) - we excluded a part of the data from the training phase and tested the learned
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model on the excluded dataset. Such experiments are repeated for all possible divisions of
the datasets. For the first dataset, we conducted LOO experiments at the sequence level :
every sequence is excluded in turn within the LOO testing framework, resulting in total of 31
experiments. For the second dataset, the LOO experiments are conducted at the subject level
: the data belonging to a particular subject was excluded and tested after the parameters
are learned from the remaining data, resulting in total of 5 experiments. To understand the
impact of the hierarchy, H-SLDS models are built for the second dataset without ’Repeat’
and ’Routine’ layers, and experiments were conducted to label the sequences in the identical
LOO setting.
In the following sections, both qualitative and quantitative results are presented in Sec.
7.3 and Sec. 7.4 respectively.
7.3 Qualitative Results
The experimental results demonstrate that human exercise datasets can be successfully
interpreted across multiple time resolutions. Among the experimental results, four repre-
sentative satisfactory results by H-SLDSs from each dataset are shown in Figures 27 and 28
respectively. For each result, the smoothed posterior by variational approximation (VA), the
most-likely annotation by approximate Viterbi (VI), and the ground truth (GT) are color-
coded for every layer where the layers correspond to the routines, repeats, and individual
occurrence from top to the bottom. The x-axis represents time-flow and the color is the
label at that corresponding time frame. The vertical black bars in the VI results shown in
the middle color strips for all the layers denote the switchings detected by H-SLDSs. The
color maps for the ’Repeat’ and ’Category’ levels refer to Fig. 26(c). Note that a different
color map is used to visualize the four and six ’Routines’ at the top level for each dataset
respectively.
For the first dataset, the inference results for all the 31 sequences were fairly good
and comparable to the representative results shown in Fig. 27. It can be observed that
the smoothing results (VA) show plausible soft labeling results which closely match the
ground truth. In particular, there were no particularly unsuccessful result for the first
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dataset. Although such overall successful results are satisfying, it is worth noting that the
first dataset was entirely collected from a single subject where even the applied LOO setting
does not prevent the model from learning fairly large amount of information about the
subject through the separate training datasets. Hence, the successful results on the first
dataset demonstrates that H-SLDSs may be used successfully per user-basis once enough
data is provided. More insight about the generalization power of H-SLDSs can be obtained
by analyzing the results from the second dataset.
For the second dataset, we obtained successful results in general where four representative
examples are shown in Fig. 28. The second dataset is more challenging than the first dataset
since (1) the experiments were conducted through a subject-level LOO setting where the data
from the test subject was never used in the training stage, and (2) the sensor measurements
consist of only acceleration measurements obtained from two more noisy wireless sensors
and the very distinctive orientation measurements in the first dataset were missing. It is
interesting to note that the smoothing results for the second dataset in Fig. 28 are much
sharper than the ones shown for the first dataset in Fig. 27. While it is hard to exactly
understand why the resulting posterior distributions are sharper for the second dataset, we
conjecture that the parameters of H-SLDSs learned for the second dataset are less fine-tuned
for the test datasets, and tend to produce more over-confident labeling results.
To examine the usefulness of the high-level information, we have built a shorter H-SLDSs
(with less hierarchy) which only models up to the category occurrence layer. Exactly the
same category models are used, but the Markov switching behavior between the categories
were assumed to be uniform, including the unknown category. The labeling results obtained
by this simpler model is shown in Fig. 29 where the sequences are identical to the ones shown
in Fig. 28. It can be observed that the amount of additional error due to the absence of
higher-level information such as repeating patterns and high-level routines are substantial.
In particular, the unknown categories are almost never detected and there is high ratio of
substitution errors between back (cyan), flat-curl (red), and twist-curl (green) exercises.
Additionally, there were several unsatisfactory experimental results for the second dataset.
A set of unsatisfactory results for the second datasets are shown in Fig. 30 where we can
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Table 6: Gender and Heights of the subjects involved in the data collection for Dataset 2.
The bottom row shows gender where M and F denotes male and female respectively.
Subjects 1 2 3 4 5
Height (cm) 190 160 175 179 173
Gender (M / F) M F M M M
observe different types of errors such as insertion, substitution and shift errors. In terms
of insertion and substitution errors, these errors were introduced mostly when the following
exercise categories were confused : flat curl (green), twist curl (red), and back (cyan). The
sources of such confusion can be further analyzed by revisiting the interpreted LDS labels
for each category shown in Fig. 22 - it can be observed that the interpreted LDS switching
patterns for these confused categories show high similarity. In particular, the only difference
in the two exercises, flat curl and twist curl, is the slight wrist twist at the top of the lifting
motion for the twist curl exercise while we keep the wrists unmoved (flat) for the flat curl
exercise. In terms of the confusion w.r.t. the back exercise, it can be guessed that the
sensor measurements may not be substantially different from the curl-type exercises given
that there were no orientation readings. Furthermore, Table 6 shows that the subjects who
participated in the data collection for the second dataset presented very different physical
characteristics where the height of the subjects ranged from 160 cm to 190 cm. And the
gender of the subjects were mixed where the second subject was a female and the others were
male. The substantial difference in physical characteristics of the subjects may have caused
H-SLDSs to generalize less given the sparse dataset. It is worth noting that the poorest
results were obtained from the data obtained from the second subject who was the only
female and whose height was most apart from the median of the heights of the participants.
7.4 Quantitative Results
The experimental results are quantitatively analyzed by computing the matching accuracy
which is the ratio of the correctly inferred VI labels w.r.t. the ground truth (GT) across
all the time frames and layers, where the accuracy ranges from zero (total failure) to one
(perfect match). Table 7 shows the detailed accuracy results for both datasets.
The average accuracy was 85% for the first dataset and 76% for the second dataset.
85
——– time ———————————-> ——– time ———————————->
(a) Choreography 1 (b) Choreography 2
(c) Choreography 3 (d) Choreography 4
Figure 27: Satisfactory hierarchical labeling results from Dataset 1. Representa-
tive examples for each of the four choreographies are shown. For each result, the smoothed
posterior by variational approximation (VA), the most-likely annotation by approximate
Viterbi (VI), and ground truth (GT) are color-coded for every layer where the layers cor-
respond to the routines, repeats, and individual occurrence from top to the bottom. The
color maps for the ’Repeat’ and ’Category’ levels refer to Fig. 26(c). Note that a different
color map is used to visualize the four ’Routines’ at the top level.
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(a) Sub. 1, Ch. 1 (b) Sub.1, Ch. 4
(c) Sub. 3, Cho. 5 (d) Sub. 4, Cho. 2
Figure 28: Satisfactory hierarchical labeling results from Dataset 2. Representa-
tive examples from different subjects and choreographies are shown. For each result, the
smoothed posterior by variational approximation (VA), the most-likely annotation by ap-
proximate Viterbi (VI), and ground truth (GT) are color-coded for every layer where the
layers correspond to the routines, repeats, and individual occurrence from top to the bot-
tom. The color maps for the ’Repeat’ and ’Category’ levels refer to Fig. 26(c). Note that
a different color map is used to visualize the six ’Routines’ at the top level. Beneath each
result, the subject and the corresponding choreography are shown.
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(a) Sub. 1, Ch. 1 (b) Sub.1, Ch. 4
(c) Sub. 3, Cho. 5 (d) Sub. 4, Cho. 2
Figure 29: Labeling results from Dataset 2 with shorter H-SLDSs. The labeling
results obtained for the sequences shown in Fig. 28. A shorter H-SLDS model with hierarchy
only up to category layer was built, and used to label the data. For each result, the smoothed
posterior by variational approximation (VA), the most-likely annotation by approximate
Viterbi (VI), and ground truth (GT) are color-coded for the category layer. It can be seen
that the amount of additional error due to the absence of hierarchy is substantial.
The accuracy for the both datasets are fairly good. Furthermore, we can highly esteem
even the lower accuracy for the second dataset since the dataset poses more challenges
as mentioned in Section 7.3. Moreover, a large portion of the errors is due to the slight
boundary misalignment between the VI and GT labels, as it can be observed in Fig. 28. In
contrast, the overall accuracy of the shorter H-SLDS model which encodes only up to the
category layer was 49% for the second dataset.
In Table 7 (a), the results for the first dataset are organized in choreography-wise order.
The double-line borders between the rows indicate the boundaries between the subjects
that belong to different choreographies. However, distinctive difference between accuracy
for different choreographies can not be observed. For the experimental results for the second
dataset shown in Table 7 (b), the results are organized in subject-wise order. The top six
results belong to the first subject, and the bottom six results belong to the fifth subject.
The double-line borders between the rows indicate the boundaries between the subsets which
belong to different subjects. The poorest results are highlighted in bold fonts. It can be
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(a) Insertion. (b) Substitution.
(c) Shift. (d) Substitution & Insertion.
Figure 30: Unsatisfactory hierarchical labeling results from Dataset 2. Qualitative
errors are identified by the difference between the Viterbi labels and ground truth labels.
Insertion, substitution, and shift errors are most common error types. For each result,
the smoothed posterior by variational approximation (VA), the most-likely annotation by
approximate Viterbi (VI), and ground truth (GT) are color-coded for every layer where
the layers correspond to the routines, repeats, and individual occurrence from top to the
bottom. The color maps for the ’Repeat’ and ’Category’ levels refer to Fig. 26(c). Note
that a different color map is used to visualize the six ’Routines’ at the top level. Beneath
each result, the types of errors are shown : insertion, substitution, and shift errors.
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Figure 31: Subject-wise accuracy results for Dataset 2. It can be seen that the test results
on the data from the second subject shows lowest accuracy across all the layers.
observed that most of the unsatisfactory results are obtained from the data collected from
the second subject. A graph in Fig. 31 highlights that the accuracy for the second subject
who is the only female and whose height is the most different from the median heights of
all the subjects is lowest, which suggests that we would need larger and denser amount of
training dataset to achieve superior generalization power using H-SLDSs.
7.5 Conclusion and Related Work
We presented our experimental results on the real-world human exercise datasets, where the
two exercise datasets were modeled using H-SLDSs. Both the qualitative and quantitative
results demonstrate that the presented H-SLDS model can infer the labels across multiple
layers fairly accurately. The two datasets exhibit different types of sensor measurements
and have been collected using different physical sensors, which suggests that H-SLDSs can
be useful in variety of settings and sensor modalities. In particular, the experimental results
on the second dataset demonstrate that H-SLDSs provide a working framework which can
generalize to label data from unseen subjects.
We believe that the experimental results presented in this chapter is one of the most
thorough results to demonstrate the practical usefulness of the hierarchical temporal models,
in comparison to the previous work which dealt with toy examples [56, 91] or problems
without ground truth [37, 43]. A related work [17] on using H-HHMs for vision-based
activity and plan recognition also presented successful results on fairly large problems in
terms of hierarchy complexity and the number of concept classes, however, the length of
their sequences were often substantially shorter than the results reported in this chapter
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Table 7: Accuracy results for the two datasets. (1) Results for Dataset 1. The results are
organized in choreography-wise order. The double-line borders between the rows indicate
the boundaries between the subjects that belong to different choreographies. Distinctive
difference between accuracy for different choreographies can not be observed. (b) Results
for Dataset 2. The results are organized in subject-wise order. The top six results belong
to the first subject, and the bottom six results belong to the fifth subject. The double-
line borders between the rows indicate the boundaries between the subsets which belong
to different subjects. The poorest results are highlighted in bold fonts. It can be observed
that most of the unsatisfactory results are obtained from the data collected from the second
subject. A bar graph which shows subject-wise accuracy across different hierarchies are
shown in Fig. 31.
Sequence Category Repeat Routine Average
1 0.84 0.73 0.92 0.83
2 0.89 0.77 0.93 0.86
3 0.93 0.71 0.96 0.87
4 0.81 0.68 0.94 0.81
5 0.91 0.77 0.94 0.87
6 0.75 0.73 0.96 0.81
7 0.81 0.73 0.94 0.83
8 0.80 0.74 0.92 0.82
9 0.84 0.78 0.95 0.86
10 0.82 0.77 0.94 0.84
11 0.89 0.80 0.96 0.88
12 0.82 0.80 0.95 0.85
13 0.87 0.77 0.94 0.86
14 0.89 0.82 0.94 0.88
15 0.87 0.76 0.93 0.85
16 0.86 0.82 0.95 0.88
17 0.87 0.77 0.95 0.86
18 0.88 0.80 0.95 0.88
19 0.90 0.78 0.94 0.87
20 0.87 0.77 0.94 0.86
21 0.90 0.75 0.93 0.86
22 0.85 0.78 0.92 0.85
23 0.78 0.74 0.94 0.82
24 0.81 0.75 0.91 0.82
25 0.87 0.74 0.93 0.85
26 0.88 0.75 0.92 0.85
27 0.85 0.76 0.96 0.86
28 0.82 0.76 0.91 0.83
29 0.82 0.73 0.93 0.83
30 0.78 0.69 0.96 0.81
31 0.81 0.81 0.95 0.86
Average 0.85 0.76 0.94 0.85
Sequence Category Repeat Routine Average
1 0.73 0.70 0.96 0.80
2 0.77 0.73 0.90 0.80
3 0.66 0.67 0.53 0.62
4 0.81 0.78 0.96 0.85
5 0.71 0.68 0.96 0.78
6 0.75 0.70 0.96 0.80
7 0.66 0.64 0.76 0.69
8 0.54 0.51 0.87 0.64
9 0.71 0.65 0.92 0.76
10 0.61 0.60 0.76 0.66
11 0.66 0.64 0.81 0.70
12 0.57 0.59 0.62 0.59
13 0.79 0.76 0.97 0.84
14 0.64 0.61 0.81 0.69
15 0.76 0.75 0.56 0.69
16 0.74 0.69 0.91 0.78
17 0.80 0.75 0.99 0.85
18 0.71 0.64 0.89 0.75
19 0.80 0.75 0.95 0.84
20 0.79 0.75 0.95 0.83
21 0.69 0.70 0.96 0.78
22 0.76 0.73 0.96 0.82
23 0.81 0.76 0.96 0.84
24 0.78 0.71 0.91 0.80
25 0.81 0.73 0.89 0.81
26 0.67 0.67 0.83 0.72
27 0.69 0.66 0.96 0.77
28 0.83 0.79 0.97 0.86
29 0.74 0.69 0.95 0.79
30 0.54 0.53 0.57 0.55
Average 0.72 0.69 0.87 0.76
(a) Dataset 1 (b) Dataset 2
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and their models involve less of discovering minute primitive patterns directly from data.
It is our hope that the presented work boosts the use of temporal models with higher-






The thesis statement presented in Chapter 1 can now be restated with all the terms explained
in detail, and all the claims made therein defended through theoretical developments and
experimental results :
Switching linear dynamic systems with higher-order temporal structure
increase the scope of the data and the temporal inference tasks that can be
handled, and produce superior labeling results over the standard SLDSs.
In particular, I have presented three extensions of SLDSs which provides the following
novel contributions :
1. Segmental SLDSs (S-SLDSs) produce superior labeling results by capturing
the descriptive duration patterns within each LDS segment.
2. Parametric SLDSs (P-SLDSs) can model data with global variations and
provides superior labeling accuracy along with the additional ability to estimate
the amount of global transformation exhibited by data.
3. Hierarchical SLDSs (H-SLDSs), a generalization of standard SLDSs with hier-
archic Markov chains, are able to encode temporal data which exhibits grammar-
like hierarchic structure and provides the ability to label temporal data at mul-
tiple temporal granularities along with superior labeling accuracy.
Furthermore, we have described practical and tractable approximate inference algorithms
for each of the above models along with the learning algorithms which optimize the model
parameters based on the data under the maximum likelihood learning principle.
93
Finally, we have demonstrated that the SLDS models with higher-order temporal struc-
tures are practical by applying the models to two different types of data. The two applica-
tions we addressed in this dissertation are (1) honey bee dance decoding and (2) hierarchical
annotation of human exercises. We demonstrated that PS-SLDSs decode honey bee dances
more accurately than standard SLDSs in terms of both labeling and quantification tasks.
Additionally, H-SLDSs were shown to annotate two human exercise datasets fairly accurately
where each dataset was collected using different sensors.
8.2 Discussion
A number of improvements are possible to the techniques presented in this dissertation. We
would describe the theoretical and practical challenges we faced in our work along with the
potentially promising research directions when it is possible.
8.2.1 Labeling versus Detection
It has been observed that there are often challenges in deciding whether one should adopt
the sequential labeling framework studied in this dissertation or another venue of detection
framework, for the problem of automatic data interpretation. In particular, it is often the
case that the particular patterns that the system designer is interested in do not densely
span the whole temporal data. This phenomena appears more frequently when certain tem-
poral patterns are over long-term temporal ranges, effectively leaving unknown segments in
between. To fit the problem in the labeling framework in such occasions, we often need
to relying on introducing an ’unknown’ regime, as shown in Chapter 7. However, as the
complexity of the data increases, the role of ’unknown’ regime becomes heavier since the
’unknown’ regime needs to encode larger amount of unlabeled data, rendering the learning
problem for this specific regime ever more challenging. In such cases, one can attempt to
adopt the detection framework since it avoids the problem of modeling gigantic ’unknown’
classes. However, the limitations of detection framework is that (1) we need additional
parameters for the detection window sizes and detection thresholds, and (2) more impor-
tantly, the detection accuracy for the low-level temporal patterns may be limited due to the
fact that contexts are crucial to reliably identify such patterns. For example, it has been
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shown in Chapter 7 that the use of hierarchy demonstrates superior ability to identify the
occurrences of dumbbell exercises in comparison to the models without such hierarchies. An
interesting approach would be the use of labeling approaches to identify a set of lower-level
concepts, which are then fed into detection framework to identify higher-level concepts. The
problem of pattern recognition and discovery on sequential categorical data has been also
extensively studied, e.g., [6]. In particular, an excellent work [21] has demonstrated an
in-depth study on the theoretical limit of the Markov models on the categorical sequence
data. They provide insights into the relationship between the characteristics of data and the
most achievable recognition rate through analytical form which is obtained through weak
approximation. Indeed, the analytical analysis would provide important insights about the
design issues between the labeling and detection framework depending on the characteristics
of data.
8.2.2 Scalable Inference Method for H-SLDSs
As have been mentioned in Chapter 6, a more scalable inference algorithm for H-SLDSs
would be needed to analyze temporal data with deep hierarchy. An interesting future direc-
tion of research for the developed H-SLDS work in this dissertation would be to develop a
variant of a class of structured variational inference methods in the spirit of [37, 39]. How-
ever, the use of structured variational inference methods poses other issues such as inference
scheduling across multiple Markov chains and additional levels of approximation added dur-
ing the overall inference phase. An in-depth study on the various design options for such
developed inference method may yield interesting insights to the research community.
8.2.3 Structure Learning Problem
The problem of learning appropriate model structure automatically from data was not deeply
addressed in this dissertation. Although we have tried to explore the use of more mathemat-
ically principled measures such as AIC [3], the result was not successful even for the simple
task of finding the appropriate number of LDS components to be shared within H-SLDSs,
because the number of LDS components was mostly under-estimated to provide enough basis
to descriptively encode the difference between different exercise categories. The learning of
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deep (many layers of) hierarchy poses even further challenges. Indeed, the problem of learn-
ing deep hierarchic structure has been well-known to be a very challenging problem. Most
notably, the work by Chudova and Smyth [21] has shown that even the detection problem,
which is much easier than the discovery problem, can be guaranteed only limited accuracy
which is bounded by Bayes’ error rate. Fortunately, promising advances have been made
for the problems such as deep hierarchy learning using neural networks [36] and Bayesian
approaches towards the structure learning problems using hierarchical Dirichlet processes
[81]. For example, a recent work has demonstrated promising results where they discover an
appropriate size of the representations for SLDSs using hierarchical Dirichlet process priors
[30]. A theoretical and empirical studies on the premises of all the above approaches would
provide more insights into the future solutions.
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