This paper proposes a novel study on personality recognition using video data from different scenarios. Our goal is to jointly model nonverbal behavioral cues with contextual information for a robust, multi-scenario, personality recognition system. Therefore, we build a novel multi-stream Convolutional Neural Network framework (CNN), which considers multiple sources of information. From a given scenario, we extract spatiotemporal motion descriptors from every individual in the scene, spatio-temporal motion descriptors encoding social group dynamics, and proxemics descriptors to encode the interaction with the surrounding context. All the proposed descriptors are mapped to the same feature space facilitating the overall learning effort. Experiments on two public datasets demonstrate the effectiveness of jointly modeling the mutual Person-Context information, outperforming the state-of-the art-results for personality recognition in two different scenarios. Lastly, we present CNN class activation maps for each personality trait, shedding light on behavioral patterns linked with personality attributes.
INTRODUCTION
Human personality and its influence on behaviors have been studied extensively in the field of psychology [38] . Independently from the situation or the geographical location [43] , humans tend to show consistent behavioral patterns, defined by the psychologists as personality traits. The Big-Five trait model [33] is the most popular one, dividing human behaviors in five general dimensions: Extroversion (i.e. talkative, outgoing), Agreeableness (i.e. considerate, forgiving), Conscientiousness (i.e. efficient, motivated), Neuroticism (i.e. tense, full of worries), and Openness to Experience (i.e. inventive, imaginative). With the recent rise in data usage and data analysis, there has been an increasing interest in the automatic assessment of personality traits using sensory data. Personality computing [49] is the field in which theories coming from the areas of machine learning and psychology merge to create computational models for personality understanding. However, given the uncertain delineations of human behaviors in different situations, it is extremely challenging to build general systems, which would work in diverse scenarios. As a consequence, recent personality computing systems have mostly focused on context-specific problems (e.g. job screening interviews [37] , activities of daily living [18] , and work meetings [60] ). In contrast, in this study, we focus on building a novel and general architecture for personality recognition suitable for different contexts. In computer vision, contextual information has been shown to improve several challenging tasks such as action recognition [31] and social scene understanding [5] . Building on these findings, we propose a new framework, which maps the mutual relation between individual behaviors and contextual information to personality labels.
Imagine a social scenario in which different interpersonal styles influence the group interaction, for example, individuals that strive to be the center of attention will try to actively capture the attention of the rest of the group, resulting in the group acting more passively [47] . By combining Authors' addresses: Dario Dotti information at the individual level with information at the context level, a robust semantic understanding of the situation is perceived. Even if individuals are in a nonsocial scenario (e.g. when an individual is alone at home), it has been shown that people engage with contextual objects as they would engage with other humans (i.e. Anthropomorphism) [19] . Therefore, by examining the interaction between human behaviors and the surrounding scene, important information about human personality can be extracted.
In the field of smart monitoring systems, the affective/emotional aspects of human behaviors are often omitted [16] , whereas, it has been shown that actions and movements made by the individuals are influenced by their affective state, as well as their personality attributes [59] . For example, authors in [59] show that the pedestrians' walking behaviors in a public environment can be described by affective attributes. Pedestrians are considered aggressive if their walking path is not influenced by the surrounding crowd, whereas pedestrians are considered conservative if their paths are modified to avoid contact with the crowd. Similarly, authors in [16] introduce the use of personal space as a source of information for surveillance systems. By considering mutual distances and mutual orientations, socially relevant material can be derived for assessing unexpected or abnormal situations. In this paper, we build on these findings to create a behavioral monitoring framework that considers the users' personality in different scenarios, and in this way, we aim to fulfill one of the most important systems design principle: "know the user" [21] . There are several ways in which users' information can be gathered through an interactive system, the standard way is the "active interaction", where the user is actively engaged with the system, for instance by pushing buttons or performing some actions. In the last years, with the advance of the technological power as well as sensors precision, studies have been presented in which the user is not directly engaged with the system, but through measurements and observations, the system is able to predict what the user wants. In this direction, we believe that automatically recognizing users' personality through "passive interactions" can improve the user's experience as well as can increase the system acceptance [1] . For example, the user does not have to actively declare his/her current affective state, mood, or personality to the system, but the system aims to understand and subsequently make actions adapted to the user's personality [30, 48, 50] . Therefore, by making automatic personality recognition systems more accurate and robust to different contexts, we are improving the system capacity to interact and adapt more like a "human" (i.e. perceiving more subtle human characteristics).
In the last few years, deep neural network (DNN) architectures achieved reliable results in the field of Personality Computing, using video [18] , audio [27] , as well as multimodal data [20, 54] . However, despite the growing effort, many challenges still remain to be tackled. First of all, datasets providing personality labels are still limited, resulting in ad-hoc methods for specific contexts [2, 18] , and, secondly, findings about personality are often too restricted to a research field (i.e. either psychology or computer vision). Thus, interdisciplinary research providing both quantitative, as well as qualitative results, are crucial towards more robust behavior understanding systems. In this paper, we propose a novel architecture based on Convolutional Neural Networks (CNNs) [44] for personality recognition, by studying the interaction between Person and Context information in a general manner, both in a social and a nonsocial context. In Fig. 1 , we show the high-level description of the proposed system. Apart from the Person motion Descriptor (red color), computed for every individual in the scene, context information is extracted in different levels of granularity. On the one hand, we compute the Social Group Descriptor (green color) on individuals engaging in close social interactions, where, by social interactions we imply the mutual interaction between two or more people [15] . On the other hand, we compute the Context Proxemics Descriptor (purple color), considering the interpersonal distance between all the individuals in the scene. Additionally, we show that our Context Proxemics descriptor is general enough to be applied also in a nonsocial scenario, encoding human-object interactions. As a result, both the local, as well as the global behavioral cues of an individual are mapped to personality labels.
Our contributions are as follows: First, we create a novel, end-to-end, multi-stream CNN framework to analyze individual, as well as context information, for personality recognition using video data. This method is robust to different types of data (e.g. RGB or Depth image), different types of camera settings (e.g. fps and resolution), as well as different scenarios (e.g. social as well as nonsocial situations). Second, in addition to individual motion descriptors [24] , that are transferred from the activity recognition field, novel CNN descriptors are proposed to encode the surrounding context in different scenarios. Transforming different sources of information (e.g. Person-Context) into CNN descriptors with the same backbone structure has the great advantage of facilitating the discovery of common latent representations. Third, to demonstrate the generalizability of our algorithm, experiments are carried out on two public datasets. Results show that our Person-Context model outperforms the state-of-the-art methods. Additionally, to demonstrate the robustness of the learned personality patterns, we evaluate our framework using two different sets of personality classes as training labels (e.g. personality traits [33] , as well as personality types [9] ). Fourth, by visualizing the CNN activation map for both high and low scores of each personality trait, we pose the following questions: 1) Is the relation between Person-Context dynamics reflected in the traits? and 2) Do the dynamics correspond to the trait attributes defined by psychologists?. Our qualitative results provide new insights into the interaction between context and individuals' behavioral cues for behavior and personality understanding.
RELATED WORKS
In this section, we describe works that are closely related to ours, in both the fields of computer vision and personality computing.
Skeleton motion features
Human motion recognition is one of the most important challenges in the computer vision community, because of its great applicability in several real-world challenges, such as video surveillance and activity recognition [52] . In the past years, a multitude of methods have been proposed spanning across RGB-based features, Depth-based features, RGB-Depth-based features and skeleton-based features, combined with a plethora of Deep Neural Network (DNN) models [52] . Since in this paper we utilize skeleton-based features, we will mainly focus on this type of information.
Skeleton joint estimation has shown promising results in the tasks of pose estimation [12, 61] and activity recognition [24, 28] . However, by using only coordinates from skeleton joints, a considerable portion of RGB information is discarded, limiting the applicability of CNN methods. To overcome this issue, in the last years, novel strategies have been proposed to create feature representations similar to images [18, 24, 28] . Authors in [24] proposed a spatio-temporal representation of skeleton joints called "image clips" for action recognition. These features allowed the use of the VGG pre-trained model [45] for feature extraction. Similarly, in [28] , a skeleton image of varying dimensionality is constructed to take advantage of the 2D CNN receptive field. These approaches brought a new way of encoding the skeleton joints, showing promising results for action recognition.
The multitude of methods, as well as the important amount of available data proposed for human motion recognition opens the way to transfer the acquired knowledge to personality computing. For this reason, in this paper, we chose to explore the relation between skeleton motion features and personality labels, due to their compact representation, as well as robustness to occlusions or inter-personal variations. We show that our approach, inspired by [24] , and optimized for a CNN architecture, outperforms the state-of-the-art for personality recognition.
Personality recognition
Several datasets for personality recognition have been proposed in the recent years, both in controlled scenarios [13, 37] , and real life scenarios [2, 18] . These datasets are recorded using video data [18] , multimodal data ( video and audio [37] or video and wearable sensors [2] ), as well as neuro-physiological data [34] .
A popular approach towards personality computing is to link face and audio features to personality traits [54] , and recently, authors in [62] showed that facial and audio features can be used to link personality and emotion cues. However, systems that apply face analysis are not robust to camera positions, as well as to privacy restrictions [10] . To overcome this obstacle, it has been shown that body motion patterns are also a major indicator of personality traits [2, 18] . Authors in [2] found that high extroversion trait is highly correlated with body postures predisposed towards face to face conversations, while [25] showed that upper body motion of public speakers is a good predictor for personality. Body pose features in combination with Deep Boltzmann Machines (DBMs) proved their efficiency at discovering the emergent leadership in a small group [7] . In [18] , posture dynamics are learned using an Autoencoder-LSTM architecture, discovering motion patterns for personality labels. In this direction, we propose a model for personality recognition, to discover discriminative nonverbal behavioral cues for each personality trait. (1, 2, 3) . The output descriptors are fused in FC layers (4) and finally, a softmax layer is employed for personality recognition.
Social and nonsocial interaction
The analysis of social interactions is an important challenge for several applications, like video surveillance [17] and activity recognition [8] . Social interactions are rich in information, revealing characteristics of both single individuals as well as groups. In [8] , authors proposed an LSTM based system to model, at the same time, individual and group activities. In [51] , an LSTM system is proposed to model intra-group dynamics (person within a group) and inter-group (group to group) interactions. When it comes to nonsocial interaction, human-object interaction has been studied by several authors. In [31] , the correlation between actions and context has been explored, showing how actions are constrained by certain scenes. In [58] , the mutual context between human poses and objects has been modeled for Human-Object Interactions. Following these studies, this paper studies the relation between Person-Context interaction dynamics and personality behavioral patterns.
PERSON-CONTEXT FRAMEWORK
In this paper, we jointly model the nonverbal behavioral cues from single individuals, with surrounding context information, for personality recognition using video data. Theoretical models such as the Laban Movement Analysis (LMA) [22] conceptualize the relation between human motion and the surrounding space. Although this model was proposed initially to describe dance movements, authors of [39] and [40] adopted certain concepts for Human to Human and Human-Robot Interactions understanding. Moreover, while psychological studies have demonstrated the tight relation between contextual information and personality patterns [26] , works considering both sources of information are quite limited in the computer vision community. Therefore, inspired by these interdisciplinary research themes, we propose an automatic personality recognition system using a person-context deep model.
Architecture
The proposed architecture is shown in Fig. 2 . For every frame I t in a given sequence, we first run a pose estimation algorithm [12] , with the role of defining semantic components of the scene (Fig. 2 (a), (b) and (c)). In case some of the body joints are not detected correctly, we estimate their positions using the neighbours' joints coordinates. As the algorithm proposed by [12] does not track the detected objects, a frame by frame tracking algorithm is added [11] . Given the detected skeletons p sub js (subjs ∈ 1, .., n) where n is the total number of subjects in a social sc s or nonsocial scene sc ns , we aim to map Person as well as Context information to personality labels. One disadvantage of jointly modeling different sources of data is that their intrinsic structure is too diverse, making the learning process more complex. Differently, one key aspect of the proposed method is to use the same backbone structure (i.e. cylindrical coordinates descriptors, Fig. 2 (1) ), to describe the various types of information. In this way, different feature modalities are mapped onto the same feature space, allowing the creation of the same network structure ( Fig. 2 (2) and Fig. 2 (3) ). Note, the extracted components ( Fig. 2 (a) , (b) and (c)) are general enough to deal with nonsocial scenes sc ns , where, the Social Group Interaction (Fig. 2 (b) ) will be set to 0, and the Context Proxemics Descriptor (Fig. 2 (c ns )) will encode interactions with semantic objects in the scene. Finally, Fully-Connected Layers (FC) are adopted to fuse the features extracted by the distinct streams, and a Softmax layer is added for the personality recognition task. As follows, detailed explanation of every component is provided: the Person descriptor is described in Sec. 3.2, then, novel Context CNN descriptors are presented in Sec. 3.3 and Sec. 3.4. The learning component is introduced in Sec. 4, and, finally, quantitative as well as qualitative results are reported in Sec. 5, Sec. 6 and Sec. 7 respectively.
Person motion
Nonverbal behavioral cues have been studied extensively as personality patterns descriptors [18, 25] . In this section, skeleton pose information, extracted using [12] , is employed to create the "Person" descriptor ( Fig. 3(a, 0) ), in the proposed Person-Context framework. Inspired by [24] , we create temporal "skeleton clips", to describe the relative motion of each skeleton joint J joint s , where joints is the number of skeleton joints detected. In particular, for every frame in a sequence t, the relative position of all skeleton joints is computed with respect to the selected reference joints Jr r ef , where re f denotes the number of reference joints. Similar to [24] , we set re f = 4, resulting in re f matrices of size t × J joint s−1 .
To make our descriptor more compact, unlike [24] , the computed distances are stacked vertically ( Fig. 3(a, 1) ), to form a final matrix that describes along the vertical axis, the temporal evolution of the joints in a sequence t, and along the horizontal axis, the relative distance of the skeleton joints in one frame. Note that, the relative distances are computed for each coordinate independently, resulting in a 3D matrix. Since the joints positions are declared in the Cartesian coordinates, following [24] and [55] , we transform the 3D temporal matrix into cylindrical coordinates ( Fig. 3(a,  1) ). Authors in [55] , created motion features for action recognition using cylindrical coordinates to obtain features invariant to location, orientation and scale. This is particularly important in unconstrained multi-camera datasets, like the Salsa dataset [2] , in which the scene is crowded, and occlusions make the skeleton detection challenging.
Cylindrical coordinates (Eq. 1) are composed by three terms: ρ, θ , and z. The term ρ is defined as the euclidean distance between the reference joints Jr r ef and the observed joints J joint s , the term θ is defined as the angle between the reference joints Jr r ef and the observed joints J joint s , and the term z is the difference considering only the vertical axis between the reference joints Jr r ef and the observed joints J joint s . Finally, the three descriptors values are converted between 0 − 255, suitable for a CNN architecture.
Social Group Motion
Given a social scene sc s , the modeling of social group interactions [16] is a challenging task for behavior understanding. Since, interaction dynamics are affected by the behaviors of single individuals involved in the group, the understanding of each personality is of great importance to unfold the social group evolution. For example, an extroverted person will tend to be actively involved in the group, while an agreeable person will tend to be more passive [2] . In this section, we explain how the social group motion is encoded using the cylindrical descriptors (Eq. 1).
The code provided by [15] , for social interaction discovery during social events, is used to detect the members of each social group in the scene. We define each member as m дr oup M , where M is the total number of individuals in a given social group дroup. Since social groups dynamics are affected by single individual's motion, we compute the motion dynamics (Sec. 3.2) for every member m дr oup M . However, this introduces a new challenge: groups vary the number of members frequently, resulting in descriptors of different sizes. Therefore, a pooling strategy is adopted to encode the social motion dynamics of each group in a compact representation. This strategy ensures that the obtained features are more robust to the effect of group dynamics variation, while still preserving important data patterns.
Social Motion Pooling.
In order to integrate the motion dynamics of m дr oup M , we focus on the two most conventional pooling operations, max pooling and average pooling. Choosing the right pooling strategy is important to "downstream" the descriptors to a fixed dimension independently from the social group size, as well as encoding the group motion dynamics.
Pooling operations are performed on the three cylindrical descriptors independently (ρ, θ, z). An exploratory experiment is conducted to test the performance variation when using the described pooling strategies on the Salsa dataset poster session [2] . In particular, we aim to analyze the information carried by the social group motion descriptor in the task of personality recognition. In Fig. 4(a) , accuracy results for the classification of the big 5 personality traits, using the described pooling strategies are visualized. The results indicate that average pooling constantly reaches higher accuracy, and therefore is selected as the social group pooling strategy in the rest of the experiments. However, it is interesting to notice that the performances are not statistically significant (indicated by the asterisks), when predicting two personality traits: Conscientiousness and Neuroticism.
Average motion pooling encodes the motion from all the members in the social group, whereas max pooling encodes the highest motion value in the group. As individuals with high Conscientiousness or Neuroticism traits are less likely to stand out or influence the social group, the average social group motion dynamics may acquire more importance than the individual motion, and therefore confuse the classifier decision.
Context proxemics
Human behaviors are often correlated with the environment they are performed in, hence, in this section, proxemics descriptors encoding the interaction with different contextual information are introduced depending on the analyzed scenario. For example, during a social event, it is likely that individuals show social behaviors, whereas, when individuals are at home alone, it is likely that behaviors are related with objects in the scene. In the next sections, two strategies are proposed towards encoding proxemics to different entities. 3.4.1 Social Proxemics. Several works highlighted the correlation between interpersonal distances (i.e. proxemics) and personality traits [60] , [15] in social scenarios. Thus, in this section, a proxemics descriptor encoding the global position of p sub js in respect to all the other individuals in the scene, is computed.
In the analyzed scene sc s , proxemics is intended as the way people use their personal space in relation to other individuals. The process is illustrated in Fig. 3 (c s , 0) , where we compute ρ and θ descriptors between p sub js and the rest of the individuals using Eq. 1, for a frame sequence of length t. To avoid dimensionality discrepancy due to the different number of individuals in the scene, we always consider the maximum number n of subjects for a given dataset. Note that the z descriptor is not considered, as the interpersonal distance does not occur on the vertical axis. Thus, two descriptors of size t × n − 1 are obtained, and to be consistent with the other generated features, they are transformed into grey images by scaling the values between 0 − 255 ( Fig. 3 (c s , 1) .
These descriptors have two advantages: Firstly, the global position of every subject with respect to all the other subjects in the scene is represented, reflecting behaviors that have been already correlated with personality display [2] . For example, individuals who like to be engaged in group conversations (Agreeableness personality trait) will have a higher number of neighbours, while on the other hand, shy individuals will have fewer neighbours. Secondly, due to the common cylindrical coordinates structure, these descriptors can be fused with the other generated features, optimizing the learning capacity of our CNN architecture.
3.4.2 Nonsocial proxemics. As humans are by nature social beings, personality displays have been well explored during social interaction. However, as reported by [18] , few efforts have been made towards the understanding of personality in a nonsocial context. This problem has been shown to be important for applications in domains like Ambient Assisted Living (AAL) and Smart Homes, where it often occurs that individuals are spending their time at home alone. Thus, in this section, we aim to learn the relation between human behaviors and the surrounding nonsocial context, defining proxemics as the way people use their personal space in relation to objects ( Fig. 3 (c ns ) ).
We build on the philosophical and psychological theorem which states that people engage with objects as they engage with other humans (e.g. Anthropomorphism [19] ). In this section, a novel descriptor is proposed to capture the way individuals engage with the scene. As shown by [19] , especially in case of "lonely" situations, subjects are more likely to be subjected to anthropomorphism with nonhuman elements like objects, robots etc.
Since no a priori information is given about the scenario, firstly, semantic regions of the scene are discovered in an unsupervised way and, secondly, we compute a temporal descriptor optimized for a CNN architecture, encoding Person-Context interactions. Spatial information is extracted by dividing the scene into fined-grained patches. In every patch, we assume that the arm motions are the most important joints for person-context interaction location. Therefore, we quantize motion, as well as orientation information of the arms in a histogram of oriented tracklets descriptor [35] . However, movements such as walking generate motion from the arms but are not interesting for our Person-Context Interaction investigation. To avoid this, the average body motion is subtracted from the arm motion. To locate the regions of the scene where the interaction occurs in an unsupervised way, Gaussian Mixture Model (GMM) is applied [6] . GMM clustering is a method which attempts to find a mixture of multidimensional Gaussian probability distributions that best model the input data. Because GMM is a probabilistic model, we can treat the clustering task as "soft" assignment, being more robust to outliers and noisy data. In Fig. 3 (c ns ) , the discovered semantic regions r r eдions are shown, where reдions = 6.
To extract descriptors that reflect the engagement of individuals in the generated semantic regions, we adopt the same strategy as in Sec. 3.4.1, computing ρ and θ (Eq. 1) descriptors between p sub js and the generated regions, for every frame sequence t ( Fig. 3 (c ns , 0) . Finally, two descriptors of size t × reдions are obtained, and transformed into grey images by scaling the values between 0 − 255 ( Fig. 3 (c ns , 1) .
PERSON-CONTEXT INTERACTION LEARNING USING A CNN ARCHITECTURE
The integration of multiple feature representations, is a challenging task due to the heterogeneity of their distributions [63] . However, CNN architectures showed great ability in discovering common latent representations. Therefore, in this paper, a CNN framework is proposed for the fusion and learning of features extracted from multiple sources: individuals' motion (Sec. 3.2), social group motion (Sec. 3.3) and context proxemics (Sec. 3.4). In order to reduce the structural difference of different distributions, a common feature representation based on cylindrical coordinates is created ( Fig. 2(1) ). This strategy allows the CNN model to use the same parameters (e.g. number of hidden units, pooling layers etc.) for all the feature representations, decreasing the duration and complexity of the training phase ( Fig. 2(2) , Fig. 2(3) , Fig. 2(4) ).
Feature Learning
The temporal resolution of each descriptor varies depending on the fps of the analyzed dataset (t ∈ 15, 30 frames), while, in order to be fed to the CNN network, their final size is scaled to (68 × 68 × 3). This dimensionality is chosen to preserve the mapping of the skeleton joints indexes on the original vector, with the rescaled descriptors. This is particularly useful, for example, for the visualization of the CNN layers (Sec. 7). Given the CNN descriptors as input, the VGG19 model [45] pre-trained on ImageNet [41] , is used as a first step in the learning phase. Note that we utilize the VGG19 model only for feature extraction discarding the last 3 fully-connected layers. Early convolutional layers showed to learn more generic features, whereas, deeper layers are more influenced by the task they are trained for [24] . Since our CNN representations are very different from the images contained in ImageNet, we extract the features from the convolutional layers conv5 1 . We justify the adoption of this layer, as authors in [24] applied it on similar image clips. Specifically, the generated cylindrical descriptors are fed as input to the VGG model. As output, from the conv5 1 we obtain feature representations of size 4 × 4 × 512 (512 feature maps of size 4 × 4). Since the VGG feature extractor projected the Person-Context information in a lower-dimensional feature space, a pooling strategy is adopted to encode semantic spatio-motion features. Specifically, as in [24] , we apply temporal mean pooling (TMP) to extract temporal information from the sequences. After the pooling step, the local features, defined as D per s , D дr oup , and D pr ox in Fig. 2 (3) , are fused to form the input to two Fully-Connected Layers (FC) and the Softmax layer for the final classification. Between the two FC layers there is a rectified linear unit (ReLU) [36] to introduce an additional non-linearity.
Fusion.
The fusion of different input cues can improve the recognition performance, as it combines different sources of information that are relevant to discover personality patterns. In our framework, fusion can be performed as early fusion (feature fusion) or late fusion (decision fusion) [46] .
As feature fusion, we implemented the following methods: 1) concatenation of the features coming from different modalities. 2) Principal Component Analysis (PCA) [57] was applied on the features extracted from different modalities, for dimensionality reduction, as well as to remove correlations between the features. Following [4] , 98% of variance was kept. 3) PCA was applied on the concatenated features. As decision fusion, the network was trained on the three descriptors (e.g. D per s , D дr oup , and D pr ox ) independently and the recognition decision was fused (sum-rule) [4] . Fig. 4(b) shows the personality traits recognition results using the described fusion methods on Salsa dataset poster session. The concatenation method exhibits the best results on all the big 5 traits, being significantly higher on four out of five traits (p-value less than 0.05 is summarized using one asterisk). Therefore, this method is used for the reminder of the experiments.
EXPERIMENTS
In order to examine the strength of our framework, in this section, we present personality recognition experiments on two public datasets (Sec. 5.1). The choice of these two datasets justifies the evaluation of the system in two different scenes, where, depending on the scenario, the deep Person stream is combined with distinct Context streams (Fig. 3) . The experiments are organized as follows: in Sec. 5.3, we compare our work with state-of-the-art systems for personality recognition, and in Sec. 5.4 we evaluate our framework using the Big-Five personality traits as labels, and finally, qualitative results are explained in Sec. 6.
Datasets
The Salsa dataset [2] contains multimodal data from two social events (30 minutes each) in an unconstrained indoor scenario. Video data was recorded from 4 cameras placed at each corner of the room, and ground truth positions of the subjects' movements were provided every 45 frames. It consists of two parts, the first part was recorded during a poster presentation session, and the second one was recorded during the coffee break, where all the participants were allowed to freely interact with each other (this part is named cocktail party). The two parts contain the same participants and their personality scores were collected using the Big-Five personality questionnaire [23] . The personality in a nonsocial context [18] is a recent dataset, providing video data of 45 participants in an unconstrained indoor scenario. Every subject performed six tasks resembling Activities of Daily Living (ADL) and filled the short version of the Big-Five personality questionnaire [38] .
Experimental Setup
Since the research in [18] is the most related to our work, the same experimental procedures are followed. In particular, the personality trait scores from the two datasets are normalized (between 0, . . . , 1), and a hierarchical clustering technique [14] is applied to explore the traits configuration. Confirming the findings in [18] , clusters = 3 are found. As shown in Fig. 5(a) , the traits scores are grouped in three main clades (colored in green, red and azure). Then, in order to assign a semantic meaning to the discovered clusters, we compute the average score of each personality trait in the different clusters.
In Fig. 5(b) , we show the obtained results, which are consistent with the psychological theory proposed by [9] , stating that the Big-5 personality traits can be organized in three major types: undercontrolled, overcontrolled and resilient [18] . In Fig. 5(b) , resilient personality type (green color) shows high Extraversion score and the lowest score in Neuroticism, the undercontrolled type (red color) scores high in Extraversion as well as Neuroticism, and finally, the overcontrolled type (azure color) has the lowest score in Extraversion and scores high in Neuroticism.
These new classes are used as labels in the personality recognition experiments. Moreover, regarding the classification task, using personality types labels, two testing approaches are carried out: "K-cross validation" where K = 10 and "leave-one-out" (specifically, the data from one subject is left out from the training procedure and used only for testing). Baseline Methods. We compare our framework against the three most related works. In particular, LST M cl , developed by [18] was initially proposed for personality recognition on the nonsocial dataset. Clips + MT LN was proposed by [24] , and it uses similar skeleton descriptors as input to a CNN framework called MTLN. Finally, EL-LMKL [7] was proposed for leadership recognition as well as extraversion trait recognition on a leadership Dataset [42] . Please note that all the baselines were implemented by the authors, as to the best of their knowledge, there do not exist personality recognition results on the Salsa dataset.
Personality types recognition
Personality recognition results obtained on the two parts of the Salsa dataset, as well as on the nonsocial dataset, are shown in Table 1 and Table 2 respectively. Overall, the proposed method is able to reach the best accuracy results in both datasets, demonstrating the benefit of fusing Person-Context information. In Table 1 we report the results on the two parts of Salsa dataset (poster and cockatil party sessions) for both testing approaches (Cross-validation and Leave-One-Out). For the results on the poster session part, the ablation study indicates that, although the fusion of all the context descriptors (D per s + D pr ox + D дr oup ) obtains the highest accuracy, it does not improve significantly the result obtained using only D per s + D дr oup . This may be explained by studying the scenario of the dataset, which displays interactions during a scientific poster session. During this type of sessions, individuals have to respect some spatial constrains, for example, if a poster presentation is already crowded, individuals cannot position themselves freely. Hence, in this situation, the proxemics descriptor does not always describe affective behaviors as explained by [15] . Additionally, note that D per s descriptor alone reaches higher accuracy than D pr ox + D дr oup , supporting the explanation that proxemics features in this scenario does not show a clear link to personality patterns. On the other hand, the ablation study on the cocktail party part demonstrates the advantage of considering all the descriptors, where the three proposed descriptors (D per s + D pr ox + D дr oup ) obtain the best accuracy, significantly improving all the other descriptors' combinations. As this part of the dataset depicts the participants freely interacting with each other, Table 1 . Experiments on the Salsa dataset for Personality Recognition. CV= Cross-validation, LOO= leave-oneout. The p-values less than 0.001 are summarized with three asterisks, p-values less than 0.01 are summarized with two asterisks, p-values less than 0.05 are summarized with one asterisk, and finally, no asterisks show not significant p-values. social behaviors are more natural and less constrained by social roles (i.e. poster presenter vs. audience). While natural behaviors may be more representative of a certain personality type, they are more complex to model, and as consequence, the overall recognition accuracy is lower. The complexity in this scenario affects all the parts of the framework, as free interaction and group formation create occlusions and clutter, challenging the tracking and motion modeling components. Finally, the results show that the fusion of all the descriptors is more robust to real-world cluttered scenarios than individual descriptors. Furthermore, the statistical significance of the results over the two parts of Salsa dataset is computed in respect to the baselines (indicated by the number of asterisks in Table 1 ). As the poster session presents more static social groups that are not formed by free interactions but imposed by the rules of a poster session event, the combination of Context and Person information does not add a statistical improvement (p-value > 0.05) in comparison to single motion information computed using [24] . On the other hand, the results obtained on the second part of the dataset (i.e. cocktail party) show significance difference (p-value < 0.05) demonstrating the benefit of fusing Person-Context information during social interactions. Finally, our experiments show that there exist many factors interfering with finding the connection between human behaviors and personality labels, such as within-person variability [53] in different situations (i.e. poster session versus cocktail party session). For this reason, we also show the personality recognition results by averaging the two sessions (78.52% for cross-validation and 73% for leave-one-out testing), which are significantly different than the baselines. Concerning the nonsocial dataset (Table 2) , our method obtains the highest results, proving the benefit of combining Person-Context information also in a nonsocial environment. Overall, our results pave the way for future studies exploring the connection between contextual information and nonverbal behaviors for personality recognition from a psychological as well as computational point of view. 
Methods

Salsa
Personality traits
The Big-Five personality Traits [33] is the most popular model for personality recognition, hence, it is of great importance that the proposed framework is evaluated using the big five traits labels. To the best of the authors' knowledge, this is the first study presenting the recognition of personality traits on the two chosen datasets, providing new insights on personality patterns in the depicted scenarios.
In order to use the traits scores as classification labels, following the approach used by [60] , the score of each trait is transformed into a binary value (HIGH or LOW), based on the median value computed from the population. Note that every trait is evaluated independently from the scores of the other traits. As for the proposed architecture, we employ the descriptors that obtained the best results in the previous experiment. Hence, the D per s + D дr oup + D pr ox framework is used for the Salsa dataset, and the D per s + D pr ox framework is used for the Nonsocial dataset.
Results of the K-fold cross validation experiment are reported in Table 3 . For the Salsa dataset, like in the previous experiment, results are presented for the two parts of the dataset independently. In the poster session part, the highest accuracy is obtained for the OE trait, followed by E and A traits. Considering the scenario in which the dataset was recorded (university environment), behavioral attributes related to these traits, such as curiosity or being talkative, can be easily matched with researchers' behaviors depicted in the video data. On the other hand, in the cocktail party part, the highest accuracy is obtained for the E, as well as N traits. As in this scenario the participants are allowed to freely interact with each other, attributes like talkative and sociable belonging to the E trait, are more evident than in the other scenario. For the nonsocial dataset, which contains problem solving tasks data for ADL applications, the highest accuracy is obtained for the A, C and OE traits. When it comes to engagement with the scene, searching for objects, deliberate scanning strategies or curiosity are attributes related to C and OE traits, which can be matched to behaviors observed in the nonsocial dataset. Moreover, given the nonsocial scenario, as expected, the E trait is the hardest to predict.
QUALITATIVE RESULTS
As explained in section 5, all the proposed descriptors contribute to the understanding of certain behavioral patterns, bearing to an improved personality recognition performance. In this section, aiming to further investigate the learning process, we disentangle the behavior of each descriptor at test time. Specifically, we select two frame sequences t 1 , t 2 belonging to a subject with high Agreeableness trait. One sequence, (t 1 ) depicted in Figure 6 was classified correctly and the network showed high confidence that the sequence belonged to the right label, whereas the other sequence (t 2 ) shown in Figure 7 was misclassified. The graphs display the three descriptor values before being fed to the CNN learning framework. On the y-axis, we show the individual motion values (D per s red line), social group motion (D дr oup green line), and proxemics (D pr ox purple line) for each frame of the sequence, on the x-axis. In the correctly classified sample (Fig. 6) , we can notice an alternation of Fig. 7 . Example of misclassified sequence belonging to high A trait. The graph contains the descriptors values (depicted in red, green and purple) on the y-axis, for each frame in the sequence on the x-axis. As the interaction between the two individuals is limited, and the descriptors values are quite low, the system did not associate this behavioral pattern with high A trait.
high values between the individual motion descriptor D per s , and the social group motion descriptor D дr oup . This variation of high motion may denote that the two parts are conversing, each taking turns in a discussion. The displayed behavioral pattern, identified by our framework as belonging to the Agreeableness trait, is in line with previous literature studies, which correlate this trait with aspects like cooperation and empathy [56] .
In the misclassified sample ( Fig. 7) , the interaction is more limited, and the descriptors values display low variation, while, the conversation occurs between only two individuals making the D pr ox values low as well. This pattern violates previous literature findings, which correlate high Agreeableness trait with large and highly interactive conversational groups [3] . Hence, to further improve the results, our framework should be able to better model situations in which the motion is rather limited, or the behavior of the individuals is close to being "static", by including additional sources of information, such as facial or audio data.
DISCOVERED PERSONALITY PATTERNS
In this section, class activation maps are explored [64] to exploit which discriminative personality patterns our proposed CNN framework learned in the social scenario data. Specifically, we use the D per s + D дr oup descriptor on the Salsa dataset, to reveal the interaction between individual and group behaviors with different personality traits. The activation of the feature maps extracted by the VGG component, corresponds to spatial information of the original image [24] . We aim to discover the importance (determined by the classifier weights in the softmax layer) of both 
, where w is the weights vector of the softmax layer, f k (x, y) is the activation of the k unit in the last convolutional layer at spatial location (x, y) for the personality class c, while the number of units K is formed of two components, one corresponding to the Person information (D per s ) and one to the Context information (D дr oup ). We are interested in visualizing meaningful personality patterns for each personality trait. Specifically, we pose the following questions: 1) Is the relation between Person-Context dynamics reflected in the traits? and 2) Do the dynamics correspond to the trait attributes defined by psychologists? The discovered personality patterns for each trait are displayed in Fig. 8 . In particular, we visualize the learned patterns from both Person and Context CNN networks. We quantize the activation of each joint in three groups: low activation (first quartile) depicted in blue color, medium activation (second quartile) depicted in green color, and finally, high activation (third quartile) is depicted in red color. When an individual has a high E trait (e.g. talkative, outgoing), the CNN weights show high activation on the features coming from the Person stream, and low activation in the features coming from the Context stream. As a consequence, if an individual has a low E trait, features coming from the Context stream are more important. Thus, to answer the first question, the two stream dynamics are learned by the CNN architecture and are mapped to personality behavioral patterns. In order to answer the second question, we highlight that, since individuals with a high E trait are described as talkative and outgoing, when it comes to social interaction, they tend to be the center of attention, forcing the rest of the social group to be more passive [29] . On the other hand, CNN weights for individuals with high A and C traits, show high activation on both Person-Context streams, demonstrating that these personality types like to be engaged with the social group, without trying to dominate the situation [32] . Medium/high CNN activation on both Person-Context streams is found also for individuals with low N and OE traits, showing that having low scores in attributes, such as being tense or being imaginative, makes individuals more sociable.
CONCLUSION
In this paper, we have presented a novel CNN-based framework for personality recognition. Our model analyzes the scene at multiple levels of granularity: firstly, we encode spatio-temporal descriptors for each individual in the scene, secondly, we extract spatio-temporal descriptors from social groups, and thirdly, we encode the global proxemics of every individual in the scene. Additionally, we demonstrate that our proxemics features can be applied also in a nonsocial scenario, encoding scene interaction information. Experiments on two personality recognition datasets demonstrate the effectiveness of our approach, showing that modeling together Person-Context information significantly improves the state-of-the-art personality recognition results. Furthermore, we presented CNN class activation maps for each personality trait, providing novel insights on nonverbal behavioral patterns linked with personality attributes defined by theories from behavioral psychology. We believe these findings are of great importance for future interdisciplinary behavioral studies, aiming to combine data-driven approaches with psychological studies.
