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Unregulated concurrency in functional programs may lead to space demands that exceed 
available space, causing deadlock. This thesis proposes regulating concurrency optimistically 
with rollbacks. Excessive concurrency is viewed as a fault from which to recover. An optimistic 
regulator has two parts: a recovery-point manager and a process scheduler. This thesis presents 
a formal model that characterizes data flow and control flow within concurrent functional 
programs. The model guides the design of the recovery-point manager and process scheduler. 
The proposed regulator guarantees that concurrent execution of a program does not deadlock 
if the program is given space sufficient for sequential execution. 
The advantage of the optimistic regulation is that concurrency is tailored to fit available 
space instead of vice versa. Furthermore, the optimistic approach allows errors on the side of 
too much concurrency rather than too little, and may be able to obtain better speedup than 
pessimistic regulation. 
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Chapter 1 
Introduction 
This thesis looks at regulating concurrency in programs. A naive concurrent implementation 
of a program on a parallel architecture may attempt to run more concurrent processes than 
necessary to obtain speedup. Extra concurrency, besides being superfluous, may entail extra 
space exceeding the capacity of the host machine [RS87, CA88]. Thus concurrency should be 
regulated between the extremes of too little and too much; too little concurrency causes a loss 
of speedup and too much concurrency causes contention for space that blocks efficient progress 
and that can result in deadlock. 
The problem of regulating the concurrency of arbitrary programs executing on arbitrary 
architectures is much too wide for a single thesis to cover. This thesis focuses on functional 
programs running on multiple-instruction multiple-data (MIMD)[Fly^6] machines. We choose 
functional programs because they simplify analysis of control and data flow, which in turn sim-
plifies extraction of concurrency. Available methods for extracting concurrency from imperative 
programs essentially extract a functional description, thus our ideas should extend to impera-
tive programs. MIMD machines are targeted because the lock-step nature of single-instruction 
multiple-data (SIMD) machines tends to prevent excessive concurrency. Chapter 4 examines 
these assumptions in more detail. 
There are two fundamental issues- to the execution of a program as a set of sequential 
concurrent processes: deciding how finely to partition the program into sequential processes, and 
deciding how many sequential processes to execute concurrently. The fineness of the partition 
affects the program grain size, which is how many instructions each sequential process executes. 
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The more processes into which a program is partitioned, the finer its grain size must be. The 
grain size trades context-switching overhead against concurrency. Context-switching overhead 
includes both the time for switching and the space for storing contexts. A large grain size reduces 
context-switching overhead and reduces the number of sequential processes, but perhaps limits 
concurrency because the concurrency cannot exceed the number of sequential processes. A 
small grain size incurs a higher amount of context-switching, and may increase concurrency. 
This thesis assumes that the partitioning has already been carefully chosen to optimize speedup. 
This thesis addresses the second issue: how many sequential processes to execute concur-
rently. A simple strategy would be to run one process per processor. Usually this strategy is 
inefficient, because some processes may have to wait for input/output devices or other processes, 
and waiting processes would leave their processors idling. Thus for efficiency, processors should 
be multiprogrammed. A concurrency regulator controls the degree of multiprogramming, i.e. 
how many processes to run concurrently. Not running enough processes may cause processors 
to idle; running too many processes may incur excessive context-switching overhead. In extreme 
cases, a system may run out of space for new contexts, causing program failure. 
1.1 Contributions 
The main contribution of this thesis is optimistic concurrency regulation. Optimistic concur-
rency regulation assumes that increasing concurrency is good, and if proven otherwise, the 
regulator can decrease concurrency. Pessimistic regulation waits to increase concurrency until 
it is sure that increasing concurrency cannot cause a problem. This thesis assumes that the only 
possible problem is running out of space. Optimistic regulation may obtain better speedup, 
because it can err on the side of too much concurrency; pessimistic regulation must err on the 
side of too little concurrency. 
The regulation dichotomy is related to the optimistic/pessimistic concurrency control di-
chotomy, but the dichotomies are not the same. Concurrency control and regulation are related 
in that they restrict the order of concurrent events, but solve different problems. Concurrency 
control addresses the problem that ensuring concurrent events are serializable, i.e. have an 
equivalent and valid serial order. Concurrency regulation deals with the problem of how much 
concurrency to create. 
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On a more concrete level, our optimistic regulator promises the following: let the regulator 
sequentially evaluate a functional program, measure the maTimiiTn space that the program re-
quires, and have the regulator run the program concurrently. The regulator guarantees that if 
the program is given the space required for sequential evaluation, concurrent optimistic evalu-
ation will run to completion within that space. In the worst case, it slows down to sequential 
evaluation; otherwise it fits concurrency to the space given. 
Other supporting contributions of this thesis provide the general setting, theory, and im-
plementation for concurrency regulation via rollback. These contributions are: 
• Information flow within concurrent functional programs is linked to backward error re-
covery by a formal graph-rewriting model; 
• Methods of concurrency regulation are classified into a taxonomy for our investigations 
and other related work on concurrency regulation; 
• A taxonomy of concurrency is developed, based upon a formal model; 
• Algorithms and tradeoffs for identifying safe recovery points in functional programs are 
examined. 
The graph-rewriting model (Chapter 5) may be of independent interest. Indeed, the most 
interesting piece of theory is the Reduced Path Lemma (page 57), which is a non-obvious 
deduction about data flow within programs that have delayed expressions or "futures" such as 
found in Scheme [RCA+86] programs. 
1.2 Outline of Thesis 
This thesis is built around a theoretical model. Chapters 2-4 provide the background for the 
model. Chapter 2 classifies previous work on excessive concurrency regulation as a function 
of when concurrency regulation decisions are made (language-design time, compile time, and 
run time), and who or what makes the decisions (programmer or machine). Chapter 3 looks at 
rollback concepts relevant to our work. Chapter 4 specifies assumptions about the target archi-
tecture and software, and the sub-goals to be achieved to regulate concurrency via rollbacks. 
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Chapter 5 develops the theoretical model of data flow within functional programs. Infor-
mation relevant to rollbacks is characterized by the model. The model is extended to include 
control flow. 
Chapters 6-8 apply the model. Chapter 6 constructs a taxonomy of concurrent functional 
programs based upon the theoretical model. This taxonomy guides the development and anal-
ysis of concurrency regulation in subsequent chapters. The next two chapters develop an opti-
mistic regulator of concurrency. The algorithms in Chapter 7 manage the information necessary 
for rollback; the algorithms in Chapter 8 apply this information to regulate concurrency. 
Chapter 9 compares the optimistic regulator with a pessimistic regulator. Chapter 10 con-
cludes with an evaluation of the proposed optimistic regulator and suggests directions for future 
research. 
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Chapter 2 
Previous Work on Concurrency 
Regulation 
THESE NOTES ARE NOT A SUBSTITUTE FOR THE TEXT ITSELF... 
— disclaimer in Cliffs Notes [Cli] 
For our purposes, a process is a set of events. We assume that processes are sequential, i.e. 
the events within a process are totally ordered with respect to time. Concurrency occurs when 
two processes overlap in time. 
Regulating concurrency requires decisions about when and where processes overlap in time. 
Previous work on regulating concurrency may be classified according to who makes the decisions 
and when the decisions are made. The who is either the programmer (explicit) or the machine 
(automatic). The when is language design time, compile time, or run time; run time may be 
divided more finely according to how processes are regulated. Figure 2.1 outlines the taxonomy. 
The choice of automatic regulation versus programmer regulation trades convenience for 
flexibility. Automatic regulation is more convenient if the regulator's designer has correctly 
anticipated the needs of the programmer. Regulation by the programmer is more flexible, but 
adds the burden of specifying the regulation in detail. The choice may also depend upon "who 
knows what." A programmer may know more about the high-level behavior of a program; 
the compiler and run-time system may know more about low-level details of the architecture. 
Because neither choice has an absolute advantage, probably both choices should be combined. 
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Static regulation 
Compile-time regulation 
Machine 
Programmer 
Run-time regulation 
Who 
Machine 
Programmer 
Feedback 
Open-loop 
Closed-loop 
How 
Limiting process creation 
Suspending processes 
Rolling back processes 
Figure 2.1: Taxonomy of concurrency regulation 
The choice between compile-time and run-time regulation is similar to making the choice be-
tween compile time and run time for other scheduling issues. For example, instruction schedul-
ing may be done at compile time (traditional) or run time (dataflow). Pipeline interlocking (a 
problem in scheduling register transfers) may be resolved at run time (traditional) or compile 
time [HJB+82]. Compile-time decisions have the advantage of not having to be made in real 
time, and much work can be precomputed. On the other hand, compile-time decisions must 
proceed upon assumptions about expected or average run-time conditions. Run-time decisions 
have the advantage of dynamic response, but must operate in real time in order that they not 
to slow the system down unreasonably. 
The distinction between open-loop and closed-loop regulation is whether regulation is or is 
not a function of run-time resource availability. We also distinguish how the regulator controls 
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processes. For example, some regulators lose control of a process once a process begins execut-
ing. How the regulator controls processes affects how well the regulator can adjust concurrency. 
The rest of this chapter examines examples of the various forms of concurrency regulation. 
The last section explains where our own work fits in and how it relates to the other work. 
2.1 Static Regulation 
The simplest way to regulate concurrency is to statically allocate it. Static allocation imposes 
restrictions on the source language so that static analysis of concurrency and space is possible. 
In FORTRAN, for instance, all procedures are non-recursive and array dimensions are con-
stants. The extra space incurred by concurrency (for example, from scalar expansion[PW86]), 
is predetermined. 
Hoare's "Communicating Sequential Processes" language [Hoa78] and its commercial in-
carnation Occam [INM84] provide other examples of static allocation. These languages are 
designed for programming networks of processors. 
The text of a program determines a fixed upper bound on the number of processes 
operating concurrently; there is no recursion and no facility for process-valued vari-
ables. [Hoa78] 
Occam is a little less restrictive — it supports arrays of processes. However, some Occam 
implementations require that the arrays be of predetermined size [LNM84], in which case the 
number of processes is known at compile-time. 
Static allocation schemes are Procrustean for functional languages. Functional program-
ming does not necessitate recursion. For example, Backus eschews recursion for a fixed set 
of higher-order functions [Bac78]. It is possible to conceive of a functional language without 
dynamic structures. However, such restrictions severely reduce the expressiveness of functional 
languages. Hence static regulation is considered only as a degenerate case. 
2.2 Automatic Compile-time Regulation 
The introduction asserted that having more processes than processors is desirable, because pro-
cesses may wait for input. If processes could be scheduled such that no process ever has to wait 
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Figure 2.2: Computation tree 
for input, then the extra concurrency would be unnecessary. For programs with specific recur-
sion patterns, the compiler can design such a schedule. These methods are quite effective for 
programs with very orderly process organization, but are not applicable to arbitrary programs. 
Two examples of compile-time scheduling of functional programs are Chen's linear trans-
forms [Che86] and Cohen's recursion schemas [Coh79]. Both of these are instances of tabulations, 
which attempt to remove redundant computations and find an efficient order of evaluation. 
Tabulations are surveyed by Bird [BirBO]. 
Chen's "Crystal" system attempts at compile time to find a linear map from function 
invocations to process invocations. For demonstration, the Crystal transformations will be 
applied to the following recursion equation. 
i = 0 - » l 
C(i,j)= { j = 0 - > l 
(0 < i A 0 < j) -> C(i - 1, j ) + C(i,j - 1) 
Naive evaluation with this equation with unlimited concurrency would create a combinatorially 
explosive tree of computations. Figure 2.2 shows the tree for computing (7(2,3). The naive 
evaluation is inefficient on two counts. First, it recomputes redundant expressions. Second, it 
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makes two passes over the tree; it sweeps down the tree and then back up to the top. Crystal 
finds a more efficient evaluation order that makes a single pass over the tree from bottom to 
top and computes each value once. 
Crystal considers each C(i, j) to be the name of a process. The processes are just names, the 
actual running of a process is called an invocation. In our example, each process name C(i,j) 
has a corresponding invocation Q(s,t), where the pair (s,t) must be a linear function of (i,j). 
Crystal works only if such a linear function exists. In the invocation Q(s, t), the coordinate s is 
a processor identifier and the coordinate t is a time. Call the linear function / . So that results 
are computed before use, each Q(s,t) may not depend upon any Q(s,t') such that t' > t, i.e. 
temporal order must respect data dependence. In our example, / is chosen to be the function 
/ ( i , j ) = (t, i + j). The function / is more conveniently expressed in matrix form: 
: ) - ( : : ) ( : ) 
Finding (i,j) as a function of (s,t) is simply a matter of inverting the matrix. The matrix must 
have an inverse for the method to work, otherwise / would map more than one process name 
to a given process invocation. Inverting the example matrix yields the following solution for 
(i,j)'w terms of (s,t). 
; ) • ( ' . : ) ( : 
That is (i,j) = (s, t - s). Substituting the mapped process invocation Q for each process name 
C, the recursion equation becomes 
Q(s,t) = 1 t-s = 0-*l (0<sA0<t- s) - • Q(s - l,t - s) + Q(s,t - s - 1). 
Inspection verifies that no Q(s,t) depends upon a Q(s,t') with t' > t. Now the Q's can be 
invoked in order of increasing time as shown in Figure 2.3. Whereas the original program 
exhibited exponential concurrency, the transformed program exhibits polynomial concurrency, 
with no loss of speedup. Most of the space savings is due to the elimination of redundant 
concurrency, but note the following space savings made by the transformation from top-down 
to bottom-up evaluation. Evaluating C(i,j) in a top-down manner, even with the elimination 
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Figure 2.3: Bottom-up version of Figure 2.2 
of redundancy, would require storing 0(ij) partial results. Evaluating C(i,j) in a bottom-up 
manner requires storing only a frontier of 0(i + j) partial results, which in comparison to 
top-down evaluation reduces the requisite space by a factor of O(JjL). 
Cohen takes a similar approach by considering instances of the recursion schema: 
/ ( , ) = ( * * ) " "(=) 
[ -,&) -» b(x,f(c(x)),f(d(x)))) 
Cohen's transforms depend upon the descent functions c and d, which control how / calls 
itself. The computation of f(x) builds a tree, with c(x) and d(x) creating the left and right 
branches respectively. However, some of the branches may be redundant. For example, c and 
d may commute, so that c(d(x)) = d(c(x)) for all x. Then any composition of c's and d's 
may be rearranged as c'«P', where the superscripts indicate repeated composition. Cohen calls 
this commutative redundancy, and when it exists the tree for f(x) may be collapsed into the 
10 
two-dimensional table below. 
f(x) /««)) /(*(«)) f(d?(x)) ... 
f(c(x)) f(c(d(x))) f(c(d*(x) f(c(d*(x))) ... 
/(<='(*)) f(c*(d(x))) f(c\d*(x))) f(c\d>(x))) . . . 
f(c\x)) f(<?(d(x))) f(c3(d?(x))) /(c3(d3(x))) . . . 
If n is the depth of the tree, then the potentially 0(2") node computation has been collapsed 
to a 0(n2) table. In addition to commutative redundancy, Cohen considers three other kinds 
of redundancy not mentioned here. 
Both of the preceding examples were motivated by the desire to remove redundant compu-
tations, but could also be used for further regulation because they recognize the global structure 
of concurrency. However, they depend upon the program fitting a certain mold, and are not 
suitable as a general means of concurrency regulation. 
2.3 Programmer Compile-time Regulation 
Compile-time regulation of concurrency by the programmer is the earliest form of regulation. 
The fork-join [Con63] and parbegin-parend [Dij68] were two early structures that let the pro-
grammer regulate concurrency in imperative languages.1 In functional languages, programmers 
may regulate concurrency by specifying evaluation order, which Hudak and Smith call parafunc-
tional programming [Hud88, HS86]. Evaluation order does not affect the result of a functional 
program, except that some orders may prevent a program from terminating. Hence the elegance 
of parafunctional programming is that functional details (getting the answer right) are sepa-
rated from operational details (getting the answer efficiently). Here termination is considered 
an operation detail; non-termination is the ultimate inefficiency. 
2.3.1 A Model of Evaluation Orders 
Hudak and Anderson model evaluation order by partial orders of events [HA87]. Chapter 5 
develops a related model. In their model, there are two events per expression e: 
'Note that semaphore* [Dij68] and monitors [Hoa74] do not regulate the level of concurrency, but rather 
control the synchronisation of concurrent processes. 
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1. A demand De for the value of e; 
2. A return Re of the value of e. 
For example, to evaluate the expression f(x,y), four subexpressions might be evaluated: / , 
x, y, and body, where body is the body of / . Usually / is just an identifier, but / could be 
a more complicated expression that returns a function. The expressions / and the body of / 
must be evaluated; the expressions x and y may not have to be evaluated if / is not strict 
in both arguments, or they each may be evaluated more than once if they are call-by-name 
parameters. An evaluation order is modeled by a partial order of the demand and return events 
for the subexpressions and the whole expression. Figure 2.4 employs the partial-order formalism 
to compare serial call-by-need, serial call-by-value, parallel call-by-value, and parallel call-by-
future2. Observe that in the call-by-future diagram, there are no arrows from Rx and Ry to 
Rg. This is not a mistake. If the bodydoes not need the values of x and y (e.g. / i s a lazy list 
constructor) then body may return before the computations for x and y return. 
2.3.2 Lambda : The Ul t imate Fork / Jo in 
Burton [Bur87b, Bur87a] demonstrates how call-by-future and parallel call-by-value in func-
tional languages are equivalent to the fork and join operations in imperative languages. Call-
by-future forks a thread of control for each parameter, and continues without waiting for the 
parameter threads to return. Call-by-value joins threads of control for each parameter before 
continuing further. Hence parafunctional programs can specify any synchronization that can 
be specified with fork and join operations in an imperative language. Languages with controls 
for evaluation order are discussed in [HA87, GG88, Bur87b], 
2.3.3 Limitations on Programmer Compile-Time Regulation 
Compile-time regulation is a good way to structure potential concurrency. The programmer 
can specify at compile-time the maximum concurrency allowed and where concurrency might 
be profitable. The main limitation on compile-time regulation is that run-time conditions are 
2
 Call-by-future is what some other authors call call-by-tpeculation, because arguments are evaluated before 
their need is ascertained. Call-by-speculation is a misnomer, because other orders such as call-by-value also 
evaluate arguments before their need is ascertained. 
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Figure 2.4: Partially ordered events in evaluation of f(x,y) [HA87]. 
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function right(x, y) 
if idle processors exist then 
evaluate x and y concurrently 
else 
evaluate x before evaluating y 
end if 
return x + y\ 
end right 
function wrong(x, y) 
if idle processors exist then 
return x + y 
else 
return x - y 
end if 
end wrong 
Figure 2.5: The result of wrong depends on available resources. 
not known. Some form of run-time regulation is required to tune concurrency to available 
resources. 
2.4 Run-t ime Regulation 
So far the concurrency regulators discussed make all decisions at compile time. This section 
looks at run-time regulation, both automatic and by the programmer. 
The distinction between compile-time and run-time regulation is a matter of when regulation 
decisions are made. For example, evaluation order may be determined at compile time or 
run time. However, run-time regulation must be done carefully so as not to lose referential 
transparency, i.e. information concerning concurrency regulation should not alter the functional 
part of the computation. Consider the functions right and wrong in Figure 2.5. The function 
right picks its evaluation order depending upon available resources, but computes the same 
result regardless of evaluation order. The function wrong computes a result dependent upon 
available resources, and therefore wrong is not referentially transparent. 
Run-time regulators may be classified as closed-loop or open-loop. Closed-loop regulators 
make decisions based upon the global machine state. Closed-loop regulators can respond and 
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tune execution to dynamic resource availability. The opposite of a closed loop regulator is 
an open-loop regulator. An open-loop regulator makes decisions independent of the global 
machine state. An open-loop regulator can dampen concurrency, but may not be able to adjust 
concurrency to dynamic resource availability. 
2.4.1 Open-Loop Regulat ion 
The two simplest open-loop regulators are the last-in first-out (LD70) and first-in first-out 
(FIFO) scheduling strategies. With LD70, the newest waiting process gets the next available 
processor; with FD70, the oldest waiting process gets the next available processor. Ruggiero 
and Sargent [RS87] claim that LIFO scheduling is preferred for divide-and-conquer (tree-like) 
problems, and FIFO scheduling is preferred for iterative problems. 
The reason for the former claim is that for tree-like problems, FIFO approximates parallel 
breadth-first search and thus takes space exponential in the depth of the tree, while LIFO 
approximates parallel depth-first search [RK87] and thus takes space linear in the depth of the 
tree. The reason for the latter claim is as follows. On the Manchester Dataflow Machine, each 
iteration of a loop is a separate process. Each iteration creates its successor iteration. Hence 
each successive iteration is newer than the previous iteration. Applying the LIFO rule to such 
a loop causes all iterations to be created before the first iteration terminates. Thus with LIFO 
the loop will occupy space proportional to the number of iterations. In contrast, the FIFO rule 
gives preference to finishing an iteration before starting the successor iteration. Therefore with 
FIFO, processors create new iterations only in the absence of other work. Consequently the 
FIFO rule creates just enough iterations to keep processors busy. 
However it is not clear that for iterative problems the FIFO strategy is really better than 
the LIFO strategy. The problem with the LIFO strategy described by Ruggiero and Sargent is 
really a poor choice of stacking order3. In their LIFO strategy, the set of processes is stored as 
a stack structure. The process at the top of the stack gets the next execution cycle. When an 
iteration t creates its successor iteration t + 1, iteration i + 1 is stacked on top of iteration i. 
For iterative problems, this order should be reversed: stack iteration i on top of iteration i + l. 
Then the LIFO strategy will tend to finish evaluating iteration i before executing iteration i + l. 
5L. V. Kale pointed this out to me. 
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The following example suggests that the programmer or compiler needs to indicate the 
relative LIFO stacking order in call-by-future. 
function loop(i,...) 
Zoop(i+l,...) 
Assume that a new process is created to evaluate each call to loop. If loop is intended to behave 
iteratively, then the process for loop(i +1) should be stacked underneath the process for loop(i). 
Conversely, if loop is setting up a pipeline, then the process for loop(i +1) should be stacked on 
top of the process for loop(i). Such a LIFO strategy with correctly chosen stacking order should 
be employed to avoid gross excess concurrency before the methods of this thesis are applied. 
An interesting combination of the FLFO and LEFO rules occurs in Kale and Saletore's 
priority system for executing parallel logic programs [KS88]. The priority system is designed 
to conserve space and find the first solution to AND/OR trees quickly. In an AND/OR tree, 
all AND subproblems must be solved, but only one subproblem of an OR node must be solved. 
The assigned priorities cause AND subproblems to be solved in parallel (breadth-first) and OR 
subproblems to be solved sequentially (depth-first). This prevents work from being wasted on 
redundant solutions to the OR subproblems, while allowing AND parallelism to be exploited. 
2.4.2 Closed-Loop Regulat ion (Throt t les) 
Closed-loop regulators, also called throttles [RS87], employ negative feedback to control concur-
rency. Open-loop regulators dampen concurrency, but feedback- is necessary to tune the level of 
concurrency to perturbations and available resources. Closed-loop regulators occur frequently 
in engineering [May71]. A thermostat keeps a room at a desired temperature. A governor 
keeps an engine running at a desired speed. A closed-loop regulator of concurrency should keep 
system concurrency at a desired level that maximizes speedup with available resources. 
Figure 2.6 diagrams a closed-loop regulator. The input to the throttle is a measure of the 
activity of the machine, such as the amount of space in use or the number of busy processors. 
The output of the throttle is a general scheduling decision, such as "suspend some processes". 
When the activity falls below a threshold, the throttle opens to increase concurrency; when 
the activity is above the threshold, the throttle closes to reduce concurrency. In this way the 
throttle provides negative feedback. 
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throttle e 
scheduling activity 
-^ execution 
Figure 2.6: Schematic of closed-loop concurrency regulation. 
throttle close open 
parallel/serial 
suspension 
rollback 
depth first breadth first 
suspend reactivate 
rollback breath first 
Table 2.1: Negative and positive feedback responses for throttles. 
Negative feedback itself does not guarantee stability. In fact, adding negative feedback to 
a stable system may cause it to become unstable if there is a time delay in the loop [Mee8l]. 
For instance, connecting the output of an inverter to its input may cause oscillation. There is 
a conflict between control and stability — too much negative feedback may cause oscillation. 
Mees gives an excellent mathematical exposition of feedback and the stability problem [Mee8l]. 
Designing a concurrency throttle involves picking an activity measure and providing a mech-
anism for opening and closing the throttle. Relevant measures of activity are space, processes, 
and idle processors. Table 2.1 lists some kinds of throttles and the way they open and close. 
A parallel/serial throttle closes by requesting depth-first execution and opens by requesting 
breadth-first execution. A suspension throttle closes by suspending processes and opens by re-
activating processes. A rollback throttle closes by rolling back processes and opens by requesting 
breadth-first execution. The three throttles are listed in decreasing order of commitment. The 
parallel/serial throttle has the highest level of commitment; once it starts a process running, 
the process runs to completion. The suspension throttle has lower commitment, because once 
it starts a process running, the process can be suspended. The rollback throttle has the least 
commitment; it can completely undo any decision to run a process. The overhead penalty for 
lowering the level of commitment is that the system must maintain more information about 
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what can be undone. The following two subsections examine two real examples of concurrency 
regulators. 
2.4.3 Manchester Dataflow Machine 
Ruggiero and Sargent's throttle for the Manchester Dataflow Machine is a limited form of 
a suspension throttle [RS87]. Their measure of activity is the length of token-queues in the 
machine. The tokens contain operands for instructions; a growing queue indicates work is 
accumulating faster than it can be processed, an empty queue indicates there is no work to 
be done. A process does not generate tokens until it is activated. The throttle controls the 
activation of processes. Opening the throttle activates more processes which in turn generate 
more tokens. Closing the throttle stops any more processes from being activated, and no more 
tokens are generated when the current set of processes terminate or have to wait. 
Ruggiero and Sargent's throttle is helped by compile-time code that enforces call-by-value, 
i.e. functions are not invoked until their parameters are evaluated. Otherwise function bodies 
would be partially evaluated, and then wait for parameters, and the waiting function bodies 
would occupy space without doing much useful work. 
A poorly chosen measure of activity may cause deadlock. For example, if a throttle restricts 
a program to N processes, and the N processes running happen to wait for another process 
that needs to run, then the system deadlocks. Ruggiero and Sargent point out that using the 
token queue length as the measure of activity in their machine ensures that deadlock cannot 
occur. The reason is that tokens in the queue contain all necessary operands, and thus do not 
have to wait. If all running processes have to wait, then the queue will drain. When the queue 
length falls below the throttle threshold, the throttle opens by activating more processes. 
Ruggiero and Sargent's simulations for the N-queens problem and some hydrodynamics code 
indicate that space grows linearly with the problem size (e.g. number of queens). Their throttle 
dampens space demand, but does not put an absolute ceiling on it. Furthermore, Arvind and 
Culler note that since only new processes are suspended, a running process may continue to 
generate unwanted processes [CA88]. This objection could be addressed by controlling the 
stacking order of a process LIFO as discussed in Section 2.4.1. 
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2.4.4 MIT Dataflow Machine 
Arvind and Culler[CA88] have proposed bounding the number of concurrent loop iterations. 
If the resource requirements of a loop can be determined at compile-time, then the compiler 
can insert run-time code to determine how many concurrent iterations to allow. This scheme 
is easy to implement on a dataflow machine; each iteration "owns" a trigger token, and only 
k of these trigger tokens are created. If the space for a single loop iteration can be proven to 
be constant, then the bounded loops approach can run loops in fixed space. Loop bounding is 
effective for iterative code, but as [RS87] point out, does not solve the excessive concurrency 
problem for tree-like programs. 
2.5 Summary 
Languages may restrict concurrency to trivially regulated forms, but this precludes dynamic 
creation of processes. Automatic compile-time regulators assume that the global structure of 
a program is understood by the compiler. Programmer compile-time annotations, or para-
functional programming, is a powerful technique for modifying operation of a program without 
affecting its result. To tune concurrency to resource availability, closed-loop run-time regulation 
is necessary. 
Our own work extends automatic run-time regulation with rollback-based regulation. Be-
cause no single form of concurrency regulation is a panacea, any practical system will need at 
least several forms of regulation. Therefore our form of regulation is not expected to be used 
alone, but in conjunction with some of the other forms of regulation discussed in this chapter. 
Indeed, our regulator is an extension of the Manchester Dataflow Machine's suspension throttle 
discussed in Section 2.4.3. Compile-time choice of evaluation order should be made so that 
concurrency is allowed only where it is potentially useful. LIFO scheduling should be used to 
encourage depth-first execution. Rollbacks should be the last resort. This last resort allows 
the other regulators to err on the optimistic side, and perhaps gain more speedup. Chapter 9 
compares the speedup with pessimistic regulation. 
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Chapter 3 
Previous Work on Rollbacks 
First Guardian: "Time has resumed its shape." 
— Harlan Ellison's original script for Star Trek episode City on the Edge of Forever 
[E1176, p. 132] [E1176] 
Rollback is undoing computations. This chapter reviews previous work on rollbacks that is 
relevant to this thesis. Four topics are covered: reversion, backward error recovery, virtual time, 
and persistent data structures. Reversion motivates the coupling of rollbacks with functional 
programming. Backwards error recovery provides the theoretical foundation. Virtual time is an 
application of rollbacks to managing concurrency. The fourth area, persistent data structures, 
is essential to practical implementation of the other three ideas. This thesis concentrates on 
the first three areas. 
3.1 Reversion 
Functional programming is referentially transparent in that expressions (within a given environ-
ment) always evaluate to the same result and do not cause side effects. Therefore an expression 
uniquely yields a result. When an expression is referentially transparent it can be replaced by 
its result (and vice versa) without affecting the meaning of a program. 
Referential transparency can be exploited to improve performance by memoization [Mic68], 
also called applicative caching [KS86]. In memoization, the result of an expression is saved 
in a table. Subsequent requests for the result then need only to retrieve it from the table. 
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Section 2.2 already examined the form of memoization called tabulation, and showed how 
some combinatorial functions which take exponential time or space to compute directly can be 
automatically reduced to polynomial time and space via memoization. 
A difficulty with memoization is that the table of results may become full. The problem is 
analogous to virtual memory; a purging policy must be chosen. Various purging policies have 
been analyzed [KS86, Hil76, PT89, Rob87]. A purged item can always be recomputed from its 
specification, just as a purged page can be reloaded from its page descriptor and copied onto 
secondary storage. Though the initial motivation for memoization was common-subexpression 
elimination, the ability to purge items makes memoization a means for controlling space [KS86]. 
Keller and Sleep call this notion, purging a result and recomputing its value from a specification, 
reversion. 
Deutsch and Schiffman use reversion as a substitute for virtual memory in their PS im-
plementation of Smalltalk [DS84]. The PS system represents code in two formats: a compact 
pseudocode and expanded native code. Instead of swapping out the voluminous native code 
to disk, they simply delete it. Native code is recompiled on demand. They call this dynamic 
translation; it is essentially a compiler with reversion. Section 4.2.1 comments further on the 
tradeoffs between virtual memory and reversion. 
The implementation of reversion leads to quite a few issues. What should be the purg-
ing policy? When is reversion counter-productive (e.g. when the result is smaller than the 
specification)? To which specifications should a system revert? The next section provides the 
framework of backward error recovery for answering these questions. 
3.2 Backward Error Recovery 
Rollbacks fall under the general area of fault tolerance. This section reviews fault-tolerance 
concepts and terminology relevant to our thesis. For more information on fault tolerance, the 
reader may want to consult Anderson and Lee's frequently cited textbook [AL81]. This section 
is a summary of those aspects of fault-tolerance and how they relate to our own work. 
Anderson and Lee [AL81] define four phases of fault-tolerance: 
(i) error detection 
(ii) damage confinement and assessment 
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* 
(Hi) error recovery 
(iv) fault treatment and continued system service 
These four phases apply to our own work as follows: (i) The error to be detected is lack of 
space; (ii) Functional programs confine the damage to specification/result pairs; (iii) Once out 
of space, the system needs to reclaim space using forward error recovery or backward error 
recovery. In forward error recovery, when a fault is detected, the system attempts to correct 
the fault directly, e.g. use error-correcting bits to fix an erroneous bit in a word. In backward 
error recovery, the system jumps back to a previous state free from error. Our own work uses 
backward error recovery, hence this section does not consider forward error recovery any further. 
(iv) The system may try to limit further concurrency by other methods, or continue to allow 
faults as long as progress can be guaranteed. 
3.2.1 Recovery Points 
For a system to jump back to a previous state, it must be able to reconstruct the previous state 
from currently available information. Such a previous state is known as a recovery point. A 
useful picture for reasoning about recovery points is a time line with squares marking recovery 
points (Figure 3.1). The picture can be extended to multiple time lines to handle concurrently 
executing processes. 
There are two fundamental ways to establish a recovery point. The first is by making a 
copy of the entire system state. Such a copy is called a checkpoint. This is obviously quite 
costly in space and time, as the total space (and time) to store checkpoints is proportional to 
the process' space multiplied by the number of checkpoints. 
To avoid the high space cost, observe that if checkpoints are made frequently, then subse-
quent checkpoints should be quite similar. Instead of recording checkpoints, the system may 
just record state changes. Such a record of state changes sufficient to reconstruct a previous 
state is called an audit trail. An example of audit trails is Tichy's revision control system 
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(RCS) [Tic82]. Instead of saving an entire copy of every new revision of a document, the 
system just saves differences, or deltas, between revisions. Section 3.8 discusses the practical 
implementation aspects of checkpoints and audit trails. 
In a system of concurrent processes, a single global recovery point may not be practical. 
Partial recovery points may be necessary. A partial recovery point allows a single process to 
jump back to a previous state. To recover a global state, a consistent set of partial recovery 
points must be maintained. Henceforth all recovery points are assumed to be partial, so the 
"partial" modifier is dropped. Two recovery points are inconsistent if they disagree about 
whether some event has happened or about the value of a shared variable. 
As an example of the consequences of inconsistent recovery points, consider an example 
given by Koo and Toueg [KT87]. Two processes p and q run concurrently, and q receives a 
message m from p. If p rolls back to a state before m was sent, and q rolls back to a state 
after m was received, then message m will be received twice by q. An informal example is the 
old science-fiction conundrum of a time-traveler shooting his grandparents before they became 
parents. The state of the world becomes inconsistent — the time-traveler was born, but was 
also not born. 
Lamport [Lam78] observes that the laws governing consistent global states are relativistic: 
events need not be totally ordered as in Newtonian physics. The computation models of Best 
and Randall [BR81] and Petri [Pet82] order time partially. This thesis adopts terminology from 
the latter.1 Each process has its own local time line, and processes interact via events. Each 
process totally orders the events that it observes. By transitive closure, the local orderings 
induce a partial ordering C on events. Two events ea and e2 are cotemporaP if neither cx C e2 
nor e2 C ex [Pet82]. 
Figure 3.2 shows a time diagram for four processes. An event is shown by vertical segments 
between time lines of processes that observe the event. A local state of a process is represented 
by a point on that process' time line; a consistent global state is represented by a consistent cut 
that divides the diagram into "past" and "future" sections. Just dividing the diagram in two 
may not be a consistent cut, since any pair of points on a consistent cut must be cotemporal 
1
 [Pet82] is recommended reading for anyone interested in partially ordered time. It derives partially ordered 
time from some very fundamental assumptions about the universe. 
3
 Some authors use the term concurrent. This word is already bandied about too ubiquitously in this thesis. 
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Figure 3.2: Example of consistent cut (C) and inconsistent cut (C) . Adapted from [KT87]. 
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Figure 3.3: Error propagation. 
[Pet82]. Otherwise if two points of a cut are not cotemporal, then they disagree about the 
events between them in the partial order. Examples of consistent and inconsistent cuts are 
shown in Figure 3.2. The cut C" is inconsistent because it represents a global state in which q 
has observed, but r has not observed, an event common to q and r. 
3.2.2 Er ro r Propaga t ion 
When a process fails and the extent of damage is unknown, other processes may have to roll 
back also. For instance, consider Figure 3.3, a time diagram for two processes p and q. When 
process p fails, it rolls back to recovery point R3. Because a message was sent from p after R3 
to q before #4, g must roll back to R2. Similarly, because p at £3 has observed a message from 
q after R2, p must roll back to R\. This chain reaction, which may continue all the way back 
to time zero, is called the domino effect [Ran75]. 
Lin and Keller claim that functional programming is not subject to the domino effect: 
Since an applicative program has no side effects, it does not require any "undo". 
operation, and hence there is no domino effect. [LK86] 
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Figure 3.4: Time diagram and corresponding sequential states. 
However for our purposes the domino effect must be considered. One of our goals is to guar-
antee that given the space required for sequential evaluation, concurrent evaluation will run to 
completion within that space, even allowing for the space required for recovery points. In the 
worst case, the concurrent evaluation must be able to roll back to a state occurring in sequen-
tial evaluation. However, failure to cascade rollbacks may lead to a state that is functionally 
correct, but not one of the sequential states. This state may require more space than any of the 
sequential states; the guarantee would be invalidated. For example, Figure 3.4 shows a time 
diagram for two processes p and q. Process p communicates the value of x to process q. The 
possible sequential states are listed below the diagram. Now suppose that process p rolls back 
to state x = 6 + 2. This is equivalent to taking the cut shown by the dashed line in the figure. 
The cut is inconsistent because q has observed the future of p. The future of p is deterministic, 
however, and it will communicate the same value of x to q. If functional correctness is the only 
goal, then q does not have to roll back just because p did. However, the program has entered 
a state not encountered in the sequential evaluation, namely ux = 6 + 2, y = 4". If rollback to 
a sequential state is a goal, then q must roll back when p does. Essentially, looking below the 
functional level adds more details that must be kept consistent. 
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3.2.3 Recovery Lines 
A recovery line is a set of consistent recovery points, and acts as a firewall to contain the domino 
effect. Necessary and sufficient conditions for recovery lines are given by [AL81] and [Zie89] in 
terms of information flow. The following equivalent derivation is based upon the partial ordering 
induced by communication. When a system rolls back a subset P of its processes at time3 t, it 
must end up in a consistent global state without losing messages, i.e. the corresponding cut of 
the time diagram must contain: 
1. A recovery point for each process in P\ 
2. The state at time t of each process not in P. 
Hence, a recovery line for time £ is a subset of a consistent global state. For each process not 
in the recovery line, the consistent global state contains that process' state at time t. 
The observations above translate into the following conditions for a recovery line. Let Ct 
be the partial order at time t, i.e. the partial order induced by all events not after t. At time 
t, a subset R of recovery points form a recovery line if and only f: 
1. Any two recovery points in R are cotemporal (in C*); 
2. Any recovery point inside R is cotemporal (in C:) with the state (at time t) of any process 
without a recovery point in R. 
Figure 3.5 shows an example of recovery lines. Note that subsequent communication may 
invalidate a recovery line; recovery lines usually exist for limited time. 
3.2.4 Safe Recovery Points 
Saving every recovery point forever is usually unrealistic due to space limitations. Hence some 
recovery points must be eventually discarded. When a system discards a recovery point, the 
system may be committing to not use the recovery point, or the system may be recognizing that 
the recovery point can never be used. Such a useless recovery point is called a safe recovery 
point. A recovery point is safe if it is not a part of any recovery line [Zie89]. 
3
 For simplicity, a global time is assumed. If a global clock does not exist, then t can correspond to a set of 
local times that form a consistent global state. 
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Figure 3.6: Recovery point JRI becomes safe. 
Figure 3.6 shows how a recovery point may become safe. In part (a), process q has estab-
lished a recovery point Ri after receiving a message from p. The two possible recovery lines are 
shown. The outer line can be used if either p or q fails, and the inner line can be used if only q 
fails. In part (b), process p receives a message from q, therefore invalidating the inner recovery 
line. Since Ri is no longer part of any recovery line, it is safe. 
Zielinski discusses dynamic identification of safe recovery points within a system of commu-
nicating processes [Zie89]. The problem is equivalent to identifying dynamic atomic actions, 
because safe recovery points are internal to completed atomic actions. A rollback may not 
partially undo an atomic action; it must either completely roll back an atomic action or not 
at all. One of our goals is to identify safe recovery points, and consequently atomic actions, 
within functional programs. 
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3.2.5 Summary of Backward Error Recovery 
A system can recover from an error by either forward or backward error recovery. Backward 
error recovery requires saving previous states, called recovery points. Instead of global recovery 
points, each process of a system can record its own partial recovery points. Sets of partial 
recovery points for rollback must be consistent about shared events and values. A consistent 
set of recovery points is called a recovery line. A recovery point is safe if it is not a part of 
any recovery line. Safe recovery points may be discarded without incurring any commitment 
beyond that which already exists. 
3.3 Virtual Time 
/ tell everybody, "Go ahead and do it. You can always apologize later." 
— Admiral Grace Hopper [Hod86] 
This section looks at Jefferson's Time Warp [Jef85] as an example of managing concurrency 
via rollbacks. In contrast to our objective of regulating concurrency, Time Warp's goal is 
controlling concurrency, i.e. preventing interference. Time Warp is similar to our work in that 
it is optimistic, and makes decisions that may have to be undone. 
Time Warp works with a system of processes that interact by message-passing. Each message 
is seen as a send event and a receive event. Virtual time is a total ordering of all events, and 
Time Warp attempts to execute these events in a partial order consistent with virtual time. 
Time Warp is optimistic; it lets events occur even if their correct order is not yet known. If 
the occurrence order is later found to be incorrect, Time Warp rolls back processes to undo 
the offending events. Refer to Jefferson [Jef85] for detailed description of the Time Warp 
mechanism. Tinker [Tin89] describes a similar mechanism for parallel evaluation of Scheme. 
In contrast to optimistic concurrency control, pessimistic concurrency control delays events 
until sufficient information exists to indicate their correct order. Pessimistic control has the 
advantage that no work is wasted. However, its drawback is that in the absence of complete 
information, processes may block unnecessarily. Hence the performance of pessimistic versus 
optimistic concurrency control depends upon the relative costs of verifying correct order versus 
undoing mistakes. 
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A simple example of optimistic versus pessimistic control is an instruction pipeline [Bur85]. 
When a branch is encountered, the pessimistic solution is to wait until the branch condition is 
ascertained. The optimistic solution is to continue processing instructions along a branch (or 
both branches!), and if wrong, to cancel the erroneous instructions. 
Jefferson points out the following analogy between virtual time and virtual memory. Just as 
a page table maps virtual address to real addresses, the Time Warp scheduler maps virtual time 
to real time. A rollback is a time fault, analogous to a page fault. The Time Warp mechanism 
may thrash if temporal locality does not exist, just as virtual memory may thrash if spatial 
locality does not exist. 
3.4 Persistent Data Structures 
All the topics discussed so far in this chapter assume the ability to save the states of processes, 
i.e. recovery points. This assumption covers not just the ability to save a single global recovery 
point, but many local recovery points. This section addresses the problem of implementing 
recovery points in an efficient manner. 
Functional software runs on imperative hardware. To resolve this paradox, state changes 
must be invisible. The simplest way to solve the problem is copy-on-write. Instead of modifying 
an object, copy-on-write makes a copy of the object and modifies the copy. This leads to the 
aggregate update problem [HB85], For example, just to change the value of a single element 
of an aggregate, the whole aggregate must first be copied. Where destructive update of an 
aggregate takes constant time and zero space, the copy-on-write scheme takes time and space 
proportional to the aggregate's size. 
Copying the entire aggregate can be wasteful since the old and new versions of the aggregate 
are almost identical. To reduce the overhead, the old and new versions should share common 
data. For instance, a program's memory may be an aggregate of pages. Some virtual memory 
systems save real space by sharing identical pages between programs. When one program 
writes to a page, the written page is copied and no longer shared. This saves the time and 
space overhead for copying the entire memory state. Copy-on-write of pages has also been used 
to checkpoint programs for later "replay" [FB88]. 
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Figure 3.7: Non-persistent stack structure. 
Mutable data structures that "remember" previous versions are called multiversion or per-
sistent4 data structures [DSST86, DSST89]. For a trivial example, consider a stack. A typical 
stack representation consisting of an array with a pointer is non-persistent (Figure 3.7). A pop 
followed by a push on such a stack destroys the previous version of the stack. Given the top 
stack in the figure, c is popped, d is pushed, and e is pushed. In the resulting bottom stack, 
all evidence is erased that c ever existed and the stack was once of height 3. In contrast, a 
stack represented by a linked list is persistent (Figure 3.8). Each version of the stack is repre-
sented by a pointer, and different versions of the stack share common information. The stack 
is a trivial example; other structures (such as real-time queues [MH81] and real-time deques 
[Hoo82, Hoo84]) are trickier. General techniques for making linked structures persistent are 
found in [DSST86]. 
Persistence can be full or partial In partial persistence, only the most recent version of 
the structure may be updated, that is, the versions are totally ordered along a time line. In 
full persistence, any version of the structure may be updated, that is the versions are partially 
ordered along a time tree. Clearly, full persistence includes partial persistence. 
4
 Unfortunately, the label "persistent" has been adopted by both theorists and software engineers to mean 
two different things. Software engineering uses "persistent structures" to mean structures that persist after a 
program completes. This is quite different from theorist's meaning that we are using. 
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Figure 3.8: Persistent stack structure. 
The aggregate update problem may be solved with persistent structures, because side effects 
can be hidden by creating new versions of the structure. If the side effects are totally ordered 
("single threaded" [Sch85]), then partial persistence suffices. Otherwise the aggregate must be 
fully persistent. 
Referential transparency does not come free. Making a structure persistent incurs overhead. 
For example, the best known persistent arrays of size n are built from AVL trees [Mye84]. These 
take O(logn) time to access an element, as compared to 0(1) time for destructive arrays. Note 
that O(logn) is the most persistence can cost, since persistent arrays can implement persistent 
random-access memory. Frequently this cost can be hidden or amortized when the arrays are 
part of higher-level structures (e.g. AVL trees!). See [AHN88] for an empirical comparison of 
running times for persistent array implementations. 
There is also the following argument that the imperative model is unrealisticly fast, because 
it assumes 0(1) memory-access time. Theoretically, the access time on most machines is really 
O(logn), because the depth of the address-decoding circuitry is O(logn) 5. Normally, n is fixed 
for a machine, and hence the access time appears to be constant. However, with multi-level 
"Digression: This assumes that gate fan-in is bounded. Whether this is true depends upon the gate technology. 
If gate fan-in is bounded, then a machine built out of gates cannot possibly run asymptotically faster than a 
functional program, because gatei are functions. 
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memory hierarchies, or complex memory-processor networks for shared-memory machines, the 
constant-time approximation may no longer be accurate. 
If the price of persistence is paid to implement referential transparency, then the persistence 
may also be used to implement recovery points at little additional cost. Note that full persistence 
is necessary for recovery points, because after rollback execution will update a previous version 
of a structure. Of course, advanced compilation techniques that optimize functional programs 
into imperative programs [HB85, Hud87] may remove the aggregate update problem. Then the 
cost of adding persistence for recovery points will reappear. 
3.5 Summary 
This chapter examines four topics related to rollbacks. The first, reversion, suggests that 
functional programming and rollbacks fit together. The second, backward error recovery, models 
and illuminates the problems of rollback. The third, virtual time, illustrates the solution of a 
concurrency problem by rollback. Finally the fourth, persistent data structures, provides an 
economical way to save state. 
We are certainly not the first to suggest coupling functional programming with rollbacks. 
Motivated to provide fault-tolerance, Lin and Keller exploit the properties of functional pro-
gramming to develop a distributed checkpointing scheme called functional checkpointing [LK86]. 
Harper, Nagle, and Serrano further explore this idea [HNS89]. Each specification is a partial 
state, ami the set of specifications form a distributed global checkpoint. Because functional 
specifications have no side effects, such checkpoints may be recorded asynchronously. When a 
processor is found to be faulty, the specifications which it was evaluating are moved to good 
processors. The advantage of functional specifications is that they are compact, so they may 
quickly be communicated between processors. 
Our work differs in its motivation and in its direction. The motivation here is maximizing 
concurrency within a fixed space. When a system runs out of space, it will selectively destroy 
or roll back processes. In this regard our task is easier because our system has control over 
process failure. But in another way our task is harder because, as the next chapter explains, 
the system must be able to roll back to a state that would have been reached if the program 
had executed sequentially. 
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Chapter 4 
Design Assumptions and Goals 
Designs do not evolve in a void — they evolve in a milieu of assumptions, motivations, and goals. 
This chapter sketches this thesis' milieu. The assumptions state the architectures and programs 
that this thesis considers. The motivation is the deadlock problem and how its solution leads to 
the goal. The goal is controlling concurrency with rollbacks. Subsequent chapters fill the gap 
between the assumptions and goals. 
4.1 Assumptions 
This section states our assumptions about the kind of software and hardware on which we are 
trying to regulate concurrency. Tersely stated, the assumptions are: 
1. The hardware is multiple-instruction multiple-data (MTMD) computers with shared-memory; 
2. The programs are functional; 
3. Sequential evaluation uses minimal space; 
4. Sequential evaluation terminates. 
The first two assumptions complement each other in that one of the principle problems of pro-
gramming MTMD hardware is concurrent interacting side-effects, which are carefully proscribed 
by functional programs. The last two assumptions are discussed in Sections 4.1.3 and 4.1.4. 
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4.1.1 Architecture 
The architectural assumptions highlight the excessive concurrency problem while reducing a 
number of other issues. 
MTMD architecture is assumed because it is most susceptible to excessive concurrency. 
Single-instruction multiple-data (SLMD) computers basically have a sequential thread control-
ling vector operations, and consequently SLMD space demands are usually deterministic and 
amenable to compile-time analysis. In contrast, MTMD space demands may depend upon rel-
ative processor speeds and scheduling decisions. However, it is possible for an SIMD machine 
to run MLMD code by running an interpreter that simulates a MTMD machine, with only a 
constant-factor loss in time [Hil85]. This work applies to such simulations. 
Shared-memory is chosen instead of message-passing, because the latter raises complications 
of distributed memory, load-balancing, and topology. The choice of shared-memory removes 
these issues by reducing the machine model to a homogeneous chunk of memory and a homo-
geneous collection of processors. Processors and memory may be freely assigned to any task. 
In a message passing system, it is preferable to assign local memory and "near" processors to 
a task. Message-passing machines also come in many network topologies. However, this work 
should also apply to message-passing machines, because message-passing machines can simu-
late shared-memory machines (with a time loss dependent upon the network topology). Indeed, 
shared-memory machines really have some kind of underlying message-passing network. 
4.1.2 Functional Programs 
Functional languages simplify the analysis of control and data flow. Simplified analysis has two 
benefits. First, potential concurrency is easier to identify. Indeed, methods for extracting con-
currency from imperative programs essentially extract a functional description of the program. 
Second, the concurrency regulator can more easily determine the correct way to partially roll 
back a program. 
Either the programmer or the compiler is assumed to have indicated the grain size of pro-
cesses and potential forks. The run-time code specifies the maximum concurrency which might 
be profitable; the throttle's job is to restrain the specified concurrency to what is actually 
profitable. 
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4.1.3 Sequential Evaluation Uses Minimal Space 
This thesis informally assumes that sequential programs take no more space than concurrent 
programs, or equivalently, that increasing concurrency never decreases space. Though programs 
may possibly violate this assumption, this subsection argues that the sequential version of such 
a program is inefficient, and once rewritten to be efficient, will exhibit non-decreasing space 
with increasing concurrency. 
The problem of space versus concurrency is analogous to the problem of speedup versus 
processors. The speedup of a program is T(l)/T(p), where T(l) is the uniprocessor execution 
time and T(p) is the p-processor execution time. Usually a program's speedup does not ex-
ceed p. Programs that exhibit speedup in excess of pare said to have superunitary speedup1. 
Superunitary speedup has been observed by many authors; practical examples are given by 
Kornfeld [Kor82] and Baudet [Bau78]. However, we argue that such programs are inefficient. A 
program exhibits superunitary speedup if T(l) > pT(p). If context-switching time is negligible, 
then a faster sequential version can be written by using time slicing to simulate concurrency 
[FLW86]. Indeed, the examples of Kornfeld and Baudet are intended to show how time slicing 
on a uniprocessor can yield speedup. If the program takes time T(p) on p processors, then 
the time-sliced program should take time pT(p) on a single processor, assuming that context-
switching time is negligible. Relative to the time-sliced program, the multiprocessor program 
exhibits speedup pT(p)/T(p) = p, which is not superunitary. Note that this argument requires 
that the context-switching time be negligible [Jan87]. 
The space versus concurrency problem is similar. Suppose a program's space decreases 
as concurrency is increased. We argue that such a program is inefficient. If context space is 
negligible, then a sequential version that takes less space can be written by using time slicing 
to simulate concurrency. For a practical example, consider a producer-consumer program. If 
the sequential program produces all items before consuming any items, then the program needs 
buffering space for all the items. Introducing concurrency may cause the required space to 
decrease, because each item can be consumed as soon as it is produced. However, the sequential 
program can be rewritten to simulate concurrency with time slicing. The time-sliced program 
'The term "superunitary" is suggested by Eugene Miya. Speedup exceeding the Lumber of processors is usually 
termed "superlinear speedup", which is sometimes a misnomer. "Superunitary" indicates that the speedup may 
be linear, but the factor exceeds unity. "Superlinear" should be reserved for speedup that is truly greater than 
linear, for example quadratic or exponential. 
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can interleave productions and consumptions, and consequently reduce its required space to 
that of the concurrent program. Note that the preceding argument assumes that context space 
is negligible, just as the superunitary speedup argument assumes that context-switching time 
is negligible. The rest of this thesis assumes that programs have been written (or transformed 
by the compiler) 2 so that they take minimal space when running sequentially. 
4.1.4 Sequential Evaluation Terminates 
One of the claims of this thesis is that our algorithms can always evaluate a parallel program 
within the space required for sequential evaluation; that is, sequential evaluation gives an 
upper bound on the space required. To obtain that upper bound, the sequential evaluation 
must terminate. 
The programming construct affected by the above argument is OR-parallelism. When 0It-
parallelism is allowed, sequential evaluation may fail to terminate, but concurrent evaluation 
may terminate. For example, consider computing "p or qn where p does not terminate and 
q evaluates to true. A sequential evaluation that evaluates p first will never terminate. A 
concurrent evaluation of p and q will find that q is true, and does not need to continue evaluating 
p. Of course the concurrent evaluation can be done by sequential evaluation that time-slices 
between p and q. Our assumptions allow this simulation of OR-parallelism, and even allow 
running the time-slices simultaneously, as long as the sequential ordering of the slices terminates. 
Since practical (albeit theoretically sticky) OR-parallelism can be built within our assumptions, 
OR-parallelism is considered no further. 
4.2 Motivation 
The motivation for regulating excessive concurrency is that excessive concurrency may cause 
deadlock. In deadlock, no process can progress without obtaining a limited resource held by 
another process. In this thesis that resource is space. Thus a goal is avoiding or preventing 
deadlock owing to limited space. 
'Some compilers can automatically convert space-inefficient programs to the space-efficient time-sliced form 
for special cases such as the consumer-producer problem [Wad84, Wat87], 
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The most frequently cited example of deadlock avoidance is the banker's algorithm [Dij68, 
Dij82]. This algorithm avoids ever reaching a state that can lead to deadlock. For our purposes, 
the banker's algorithm is impractical for four reasons. First, the banker's algorithm assumes 
a fixed number of processes. Second, prior knowledge of the maximum space claim may not 
exist; frequently the maximum space claim is dependent on the program's input. Third, the 
banker's algorithm assumes independent processes, and in particular that it is allowed to run 
one process to completion before allowing any other process to proceed. Our processes may 
wait for each other, i.e. processes are resources too. Fourth, even if the above three problems 
were solved, deadlock avoidance would tend to leave resources idle because maximum possible 
claims may exceed typical claims; consequently, resource allocation may be overly conservative. 
The alternative to deadlock avoidance is deadlock prevention. For deadlock to occur, four 
conditions must exist [CES71]: 
1. Mutual exclusion: some resource must not be sharable; 
2. Hold and wait: some process must be holding some resource and requesting another; 
3. Circular wait: there must be a circular chain of processes, each holding one resource and 
waiting for the resource held by the next process around the chain; 
4. No preemption: Only the process holding a resource can release it. 
All four conditions must hold simultaneously; deadlock cannot occur if any one condition does 
not hold. Deadlock prevention breaks one of these four conditions, so consider how these four 
conditions relate to space. 
The mutual exclusion condition must hold; two processes cannot put independent variables 
in the same location simultaneously. Of course, virtual memory allows more than one process to 
use the same primary store at different times, but virtual memory is more accurately classified 
as a preemption mechanism because memory is taken from a process by saving it on secondary 
storage. 
The hold-and-wait condition could be broken by requiring processes to request all their 
necessary space. This would cause restrictions and inefficiency similar to those for deadlock 
avoidance. 
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The "circular wait" condition may be prevented by imposing a linear ordering on resources 
[Hav68], and requiring that resources be granted in that order. For the resource of space, 
imposing a linear ordering requires that blocks of memory be acquired in ascending order. Not 
only is this awkward, but it means that the sum of all space requests by a process may not 
exceed the total space available. That is, garbage collection becomes useless. Furthermore, 
processes use the results of other processes; therefore processes become a resource that must 
be included in the linear ordering, which is impractical when dependencies between processes 
are not known. 
The last deadlock condition left is "no preemption." A process can be preempted by com-
pressing it to occupy less space and later expanding it. Two methods of compression are virtual 
memory and reversion. Virtual memory compresses by swapping to backing store and leaving a 
page or segment descriptor in primary storage. Virtual memory expands by swapping back into 
primary store. Reversion compresses by throwing away a result and keeping its specification. 
Reversion expands by recomputation.3 Both can be viewed as virtual resource solutions to 
deadlock: virtual memory is virtual space, reversion is virtual time [Jef85]. 
4.2.1 Tradeoffs of Vir tual Memory vs. Reversion 
Since virtual memory and reversion are so similar, it is worthwhile to compare their costs and 
benefits: 
t ime cost: Both virtual memory and reversion cost time for compression and expansion. 
For virtual memory, the compression and expansion times are the times for swapping between 
real memory and secondary storage. For reversion, the compression time is that for storage 
reclamation and the expansion time is that for recomputation. 
primary store cost: Both methods require primary store overhead for specifications. For 
virtual memory, the overhead is the page/segment table, and has fixed size. For reversion, the 
overhead is the specification expression. In contrast to the fixed-size specifications in virtual 
memory, the specifications in reversion may be of arbitrary size. A specification may be quite 
3
 Peter Madany recounts working on a system with "/dev/null for backing store." Actually, the system 
preempted a process' space only when a process did not need the space. 
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small compared to the result, e.g. "compute first million decimals of %." It may be the same 
size, e.g. "the constant 3.1415926535...". Or it may be quite large compared to the result, 
e.g. "compute the integer part of 3.1415926535...". In the last two cases, discarding the 
specification would be preferred to discarding the result. Alternatively, the parent process that 
created the specification could revert, causing its child processes to disappear. 
processor cost: Both methods require processor work for compression and decompression. 
The processor cost may be fixed or arbitrarily sized. If disk latency is disregarded, then comput-
ing a page from a page descriptor takes constant time. Recomputing a result from a specification 
may take very little time or very great time. But a result will usually take time at least pro-
portional to its space, thus within a constant factor, reversion can do no better than virtual 
memory when only transfer time from disk to memory is considered. If disk bandwidth is also 
considered, then the following comparison of scaling becomes important. 
scaling: Because virtual memory requires backing store (e.g. disks) and reversion does not, 
the two methods scale differently. When scaling up the number of processors, virtual memory 
requires proportionate scaling of backing store bandwidth, but reversion does not. This is a 
big technological difference. Currently, the backing store of choice is magnetic disk, which is a 
largely mechanical device with moving parts. Processors are electronic devices with no moving 
parts. The gap between disks and processors should widen in the future, both because the 
number of processors per chip increases and because the absolute speed of processors increases 
as circuits change from silicon to gallium arsenide, superconductors, and optics. Unless another 
backing store technology (e.g. semiconductor memory) is used, the competitiveness of reversion 
with virtual memory should improve over time as computer systems scale up in speed.4 
This comparison does not imply that reversion is a substitute for virtual memory. Virtual 
memory has the advantage that programs may run that cannot run in primary memory. If 
sequential execution does not fit within primary memory, then reversion keeps net progress 
from ever being made. Section 8.3 addresses the livelock problem further. Conversely, virtual 
memory is not a substitute for reversion. Swapping out data does not stop a process from 
continuing to fill memory with more data. Reversion has the advantage that it can suspend or 
* Disks also run out of space — witness the popularity of data compression programs. 
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destroy the offending process. Reversion not only regulates the symptom (excessive space), but 
it also regulates the cause (excessive concurrency). 
The designers of the PS Smalltalk interpreter mentioned in Section 3.1 contend that sub-
stituting reversion for virtual memory is effective for a technological niche, but do not give any 
experimental results [DS84]. Their work also differs from ours in that they are only trying to 
conserve space during sequential execution and not trying to regulate concurrency. This author 
does not know of any systems other than PS that substitute reversion for virtual memory. 
4.2.2 Example of Improving Speedup with Rollbacks 
Rollbacks are intuitively counterproductive to progress. This subsection presents a simple 
example of how a system might be faster with rollbacks than without. Consider a process with 
time-varying space demands as shown at the top of Figure 4.1. The vertical cross-section of 
the hatched area represents the space demand at a given time; that is, it doesn't make any 
difference if the diagram is drawn upside down. The process' space claim ramps up to a peak 
and then back down. Such convex behavior is common, though usually not so neatly shaped. 
Consider running two such processes that acquire space from a common pool. Assume that 
the pool contains space equal to the peak space demand of one process. Assume that two 
processors exist that can run the processes concurrently without interference, except for the 
competition for space. Assume that the scheduler knows only the maximum possible space 
demand and not the time-varying peak characteristic. If neither process can roll back, the 
scheduler must first run one process to completion, and then the other (middle of Figure 4.1), 
otherwise deadlock may occur. 
If the processes can roll back, then the scheduler can try to run both processes concurrently, 
and roll back process 2 whenever space is exhausted. The consequent execution is diagrammed 
at the bottom of Figure 4.1. Until process 1 reaches its peak demand, process 2 is rolled back. 
As process 1 claims more space, process 2 rolls back more frequently. If time and space were 
infinitesimal quanta, process 2 would roll back an infinite number of times. Once process 1 
reaches its peak, process 2 can start running to completion. 
The schedule without rollbacks took time 2T; the schedule with rollbacks took time 1.5T. 
Even if the scheduler knew the peaked-shape demand, the schedule without rollbacks would 
take time 1.5T. That is, the rolled-back computations would have been blocked anyway [Jef85]. 
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Figure 4.1: Rollbacks may increase speedup. 
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Though somewhat contrived, this example shows that rollbacks may speed up a computa-
tion, even when the number of rollbacks is infinite. Rollbacks allow a system to optimistically 
take chances, and come out ahead if winnings exceed losses. Chapter 9 studies the speedup for 
representatives of real programs. 
4.3 Goals 
Our goal is to regulate concurrency with rollbacks. Excessive concurrency is viewed as a fault 
to be corrected by backward error recovery. 
Backwards error recovery resembles house-keeping: the system must decide what informa-
tion to keep and what information to throw away. Not only does the system have to determine 
what to throw away during rollback, it also has to determine what to throw away during for-
ward evaluation. Suppose every specification were saved during forward evaluation. Then long 
loops, which are essentially long chains of specifications, would exhaust memory. Thus we are 
faced with the question of when to throw away specifications during forward progress. This is 
the problem of identifying safe recovery points, which is discussed in Section 3.2.4. 
A general fault-tolerant system must handle arbitrary faults, but our "faults" occur only due 
to exhaustion of memory. Analogously, virtual memory is a fault-tolerant system that handles 
only page-faults. Furthermore, whereas general distributed fault tolerant schemes must assume 
that processes can fail in any order, our system has control over which processes will fail. We 
may, consequently, be able to use strategies that do not work for general fault tolerance. For 
example, one strategy is to throw away a specification when the corresponding result becomes 
available. This strategy is effective for space regulation only if results occupy no more space 
their specifications. Such is frequently the case, and certainly so when the result is a scalar 
quantity. However, if the result is much larger than the specification (an extreme example 
would be an infinite stream of integers), then the strategy fails. 
Ideally, the system should guarantee that a program can always roll back to a state requiring 
no more space than the sequential state. Though Section 4.1.3 shows that such a state may not 
minimize space, its maximum size can be found by running the program sequentially. Usually 
the maximum space for concurrent execution cannot be found empirically because concurrency 
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will introduce non-determinism. It is difficult to know if a particular concurrent run was the 
worst case, best case, or something in between. 
In general, it is quite difficult to predict the relative sizes of different states, so the only 
known state that requires no more space than the sequential state will be the sequential state 
itself. Thus, we set as our goal a stronger condition: the system should be able to roll any 
concurrent execution back to a sequential state. Note that this does not mean just retaining 
the information contained by a sequential state, it also means being able to discard all other 
information. Hence, the challenge is to keep track of exactly (no more, no less) the information 
that is required to reconstruct a sequential state. Furthermore, the system should not have to 
roll back concurrency completely, but should be able to roll back partially. The next chapter 
begins the formal pursuit of this goal. 
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Chapter 5 
Theoretical Model 
The biologists, physicists, and engineers had all failed to increase milk production 
more than 5%. The farmers gathered around the mathematician. "I can increase 
milk production 300%," he said. The farmers listened eagerly. The mathematician 
continued triumphantly: "Assume a spherical cow ..." 
— Anonymous joke. 
This chapter develops a graph-theoretic model of information flow within functional pro-
grams. The goal of the model is to discover the information that is necessary and sufficient for 
backward error recovery, i.e. exactly what state a system must save, and how the system can 
determine that information at run time. 
The next three chapters build upon this model. In Chapter 6, it motivates a taxonomy of 
programs for evaluating the practicality of using rollbacks to regulate concurrency. Chapter 7 
uses the model to design and analyze various algorithms for deciding which information to save 
or discard. Chapter 8 uses the model to design and analyze algorithms for scheduling forward 
computation and rollback. 
The model is founded on graph rewriting. The advantages of graph-rewriting models have 
been expounded extensively [FK86]. Graph-rewriting models are well suited to the issues of 
concurrency, communication, and sharing of state. Our graph-rewriting model considers not 
the specifics of computations (how to compute "2 + 2"), but rather the general interactions 
between computations (how the result of "2 + 2" may travel to other computations). Also, the 
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model is independent of evaluation order. For example, the model applies to lazy evaluation as 
well as eager evaluation. 
Since the chapter is long, here is an overview. Section 5.1 introduces the model, which 
records the history of a computation with graphs: vertices represent processes and edges rep-
resent interprocess communication. Section 5.2 describes how the graphs grow as a compu-
tation progresses. Section 5.3 studies acyclic information flow among processes. Section 5.4 
studies cyclic information flow among processes. Cyclic information flow is related to strongly-
connected components in the graphs and determines which recovery points are safe. Section 5.5 
characterizes when and where strongly-connected components occur. Section 5.6 extends the 
graph-rewriting model to study control flow. Section 5.7 summarizes the model and its conse-
quences. 
Proofs appear at the end of each section, so that readers may skip the tedium of rigor 
by moving on to the next section. Readers may also wish to consult the glossary of symbols 
beginning on page xv. 
5.1 Motivation 
The model expands the notions of reversion and fault-tolerance discussed in Chapter 3. Forward 
execution of a functional language consists of computing results from specifications. Backwards 
execution consists of throwing away results, which may be recomputed from specifications when 
needed. This section motivates the formal model by describing how backward-error-recovery 
concepts apply to functional programming. 
The first decision to make is whether to work with states or histories. Each represents 
an extreme of information from which to work. States are the lower extreme; they contain 
the minimum amount of information required for forward execution. To develop a rollback 
algorithm from a state-based model, the problem is to discover what information (e.g. recovery 
points) must be added. Histories are the upper extreme; they contain information about all 
events that have occurred during forward execution. To develop a rollback algorithm from a 
history-based model, the problem is to discover what information may be discarded. We choose 
the upper extreme, since it models all information and it can guide us on what information to 
discard. 
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Figure 5.1: Events during functional program execution. 
Consider evaluation of a functional program with a set of communicating sequential pro-
cesses, where each process computes a result from a specification. There are three kinds of 
events in which a process p may interact with a process q. 
spec, p specifies q, i.e. p creates a thunk for q. 
init p initiates execution of process q. 
use: p uses q, i.e. p reads the result of q. 
Figure 5.1 diagrams examples of these three events. The example shows three processes p, q, 
and r. Process p has specified process q, i.e. defined the initial state of q, but q is not yet 
executing. Subsequently process r initiates execution of q. Then processes p and r use q. 
A process p is allowed to use q before q terminates. When such a "premature use" occurs, 
it is assumed that p stops until q terminates. The advantage of including "premature use" in 
the model becomes apparent in Section 7.1. 
All usual evaluation orders can be implemented by suitably arranging these three kinds 
of events. In particular, the events support call-by-need, call-by-future, and parallel call-by-
value. Asynchronous spec and use events allow call-by-need. Let each parameter to a function 
be a separate "parameter process". In call-by-need, a parameter process is executed the first 
time its result is needed and its result is saved. In other words, call-by-need is memoized 
call-by-name. The latter executes a parameter process every time its result is needed by the 
function. Call-by-name rolls back each process to its specification after each use event.1 Note 
'Including call-by-name in our model without adding a "rollback" event might appear to be a problem. The 
solution is to copy the specification to a temporary process, execute the temporary process, and then destroy 
the temporary process. 
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that call-by-name would greatly diminish the choice of processes that could be rolled back; 
most processes would be in their initial state. Asynchronous init and use events extend call-by-
need to call-by-future. In call-by-future, each parameter process is specified and initiated, and 
then the caller starts evaluating the function. In parallel call-by-value, parameter processes are 
specified and initiated, and the calling process waits for each parameter process to terminate 
before evaluating the function. The calling process waits by using the result of each parameter 
process. If the spec, init, and use events were not all separate, then they could not implement 
all of the evaluation orders mentioned. 
The init events are omitted from here on, because the precise timing of init events is relatively 
unimportant for getting the right answer in functional programs. Their timing is related to the 
degree of concurrency. In general, early initiation raises concurrency and late initiation lowers 
concurrency. The extremes are initiation on specification (e.g. parallel call-by-value) and 
initiation on use (e.g. call-by-need). Note that the separation of specification and initiation 
events reflects the possibility of delayed evaluation. If evaluation were never delayed, then 
these two events could be made into a single event. Assume that initiation is forced by first 
use if necessary. Preserving initiation points during rollback is thus unnecessary, and even 
undesirable, because rollbacks occur when concurrency should be lowered. 
Now consider relating the diagram to rollbacks. As discussed in Section 3.2, relevant features 
are recovery points, recovery lines, and safe recovery points. Assume that every specification is 
a recovery point. Most of the recovery-point literature assumes that all processes exist when 
the system starts, but our model assumes that processes are created dynamically. To simulate 
the former assumption, consider all yet-unspecified processes to have null state. The null state 
is also assumed to be a recovery point, albeit a trivial one that costs nothing to save. Then all 
processes but the first have exactly two recovery points: an initial null state and a specification. 
The first process has only a single recovery point, namely its specification. Restoring the first 
process to the null state would destroy the entire computation. 
The restriction to a single non-trivial recovery point is not as restrictive as it might seem. 
Multiple recovery points can be created via continuation passing. To add a recovery point at 
point x in the time line of process p, let p terminate at x, and return as its value a new process 
p* which is the continuation of p. Application of this trick is left to the programmer or compiler, 
just as control of process granularity is. 
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Figure 5.2: Sequence of history graphs corresponding to Figure 5.1. 
To simplify identification of recovery lines and safe recovery points, a new kind of diagram 
is defined that retains the useful information of the previous diagrams, but disposes of some 
unnecessary detail. The new diagram is called a history graph. It is a directed graph that 
changes over time; the graph at any time records all spec and use process interactions up to a 
given time. Each vertex of the graph represents a process. Essentially, each process' time line 
is collapsed into a point. The graph contains two kinds of edges: use edges and spec edges. The 
use and spec edges have fhe same meaning as in the previous time diagrams. 
Figure 5.2 shows a sequence of history graphs corresponding to Figure 5.1.2 The next 
section states the rules that govern the progression of the sequences. Simplification of time 
diagrams to history graphs hinges on referential transparency. Because time diagrams induce 
partial orders of events, there may be many possible sequences of history graphs corresponding 
to a time diagram. Referential transparency asserts that all such sequences lead to the same 
state; subject to data-flow constraints, the order of spec, use, and (hidden) init events does not 
matter. History graphs forget irrelevant history. 
Because every process except the first is specified by exactly one other process, the spec edges 
always form a tree rooted at the system's very first process, as in the example of Figure 5.3. 
Note that the equivalent time diagram would be much more complex, because it would portray 
event order. 
'The spec edges in history graphs are drawn with solid arrows; the use edges are drawn with dashed arrows. 
To reduce clutter in figures, ipee and use labels are omitted henceforth in favor of the solid/dash convention. 
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Figure 5.3: History graph illustrating tree-structure of spec edges. 
spec 
time diagram history graph 
Figure 5.4: Recovery-point marks are moved to spec edges. 
In history graphs, a recovery-point mark is put on the middle of its spec edge instead of at 
the head of its spec edge (Figure 5.4).* Recovery-point marks are elided from the graphs when 
they are unimportant. A recovery line is a set of consistent recovery points. Since recovery 
points lie on spec edges in a history graph, a recovery line corresponds to a set of spec edges. 
The recovery line can be pictured as a cut of the history graph that prunes the spec tree by 
cutting one or more branches from the spec tree as shown in (Figure 5.5). Call such a cut a 
recovery cut. Each spec edge broken by the recovery cut means that the process at the edge's 
head will roll back to its specification. The cut shown in Figure 5.5 means that the processes 
go, gi, and q2 roll back. Subgraphs created by these processes must be removed. In Figure 5.5, 
3
 If recovery points were denned to be heads of spec edges, recovery lines would have to split vertices into 
"before" and "after" parts of their time lines, which would be awkward. 
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recovery cut 
Figure 5.5: Recovery cut that rolls back q0, qi, and q2 
processes r>o, rx and r2 must be removed along with their incident edges. Processes above the 
recovery cut remain unchanged, e.g. po and pi in Figure 5.5. 
A recovery cut divides the graph into a "past" and a "future". In Figure 5.5, above the 
cut is the "past," below the cut is the "future," and on the cut is the "present". Section 3.2.1 
showed that information should not flow from the future into the past. However, if the processes 
are referentially transparent, then the "future" is deterministic, and backward information flow 
cannot cause harm. This would seem quite convenient, because any recovery cut that prunes 
the spec tree could be taken. However, if any recovery cut that prunes the spec tree can be 
taken, no recovery point can ever become safe. The ensuing overabundance of recovery points 
might consume vast space, which is exactly what is to be avoided! Therefore, potential recovery 
cuts should be restricted, so that some recovery points become safe and can be discarded. 
One such restriction is to disallow information flow "backwards" from the "future" to the 
"past" of the cut. The rationale for this restriction is that information never flows backwards 
during sequential execution. The problem of error-propagation (Section 3.2.2) strongly hints 
that letting information flow backwards might thwart reconstruction of a sequential state. The 
restriction has other useful properties. This chapter shows, in particular, that the restriction 
causes each control thread to keep only one recovery point. Hence, space overhead devoted to 
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concurrency regulation is roughly proportional to the number of control threads.4 This preview 
should persuade the reader that our plot device, namely preventing backward information flow, 
is an interesting, though odd, turn to take with referentially transparent processes. 
The foregoing restriction implies that not every cut that prunes the spec tree forms a recovery 
cut. Neither spec nor use edges may pass from "after" the cut to "before" the cut. It follows that 
no recovery cut may partition a strongly-connected component (SCC)5 of the history graph. 
Any directed graph G may be decomposed into a directed acyclic graph (DAG) of its strongly-
connected components. The DAG in the decomposition of G is called the condensation of G 
[BM76]. Hence, potential recovery lines correspond to cuts of the condensation. 
Once recovery points and recovery lines are found, safe recovery points may be found. A 
safe recovery point is one that is not part of any recovery line. In the history graph model, a 
recovery point is safe if and only if its spec edge is part of a strongly-connected component, i.e. 
the spec edge is not part of any cut of the condensation. 
To summarize, the global state of the system is represented by a directed graph, where 
vertices represent processes and edges represent communication. Rollbacks are delineated by 
recovery cuts. Each spec edge is a recovery point. A recovery cut is a set of spec edges that prunes 
the history graph. To avoid having to save all recovery points, potential recovery cuts must be 
restricted. The restriction chosen is that no information may flow from the future to the past of a 
recovery cut. Consequently, no recovery cut can pass through a strongly-connected component. 
Safe recovery points are spec edges within strongly-connected components. Therefore, the goal 
of the model is to find algorithms for identifying strongly-connected components and valid 
recovery cuts. 
5.2 Formal Model 
This section begins sculpting formal mathematics by starting with a block (graph-rewriting 
system) and chipping away with theorems to find structure. The tools are directed graphs 
'This is not to say that the space overhead is proportional to the speedup. Some threads may have to wait 
on other threads, which causes the speedup to be less than the number of threads. 
* A strongly connected component (SCC) of a graph is a maximal subgraph such that there is a directed path 
from u to v for any two vertices u, v of the subgraph. 
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and the partial orders they induce. The model also introduces some new information-flow 
restrictions not discussed in the previous section. 
The model so far may be formally summarized as follows. A history is represented as 
a directed graph G. The graph G is an ordered triple (VQ, EG, «G), where VQ is a set of 
vertices and EG is a set of edges. The function KG labels each edge either spec or use, i.e. 
KQ : EG —» {spec, use}. Each edge e is an ordered pair (p, q) of vertices, where p is called the 
tail of e and and q is called the head of e. The edge e is usually written as p !^q or p j ^ g , 
depending upon /cc(e), or just p —• q when the label does not matter. 
A path is a non-empty alternating sequence of vertices and edges beginning and ending with 
vertices, such that each edge is preceded by its tail and succeeded by its head, i.e. sequences 
have the form 
P i , P i • P2> P 2 , • • •» P n - l , P n - l » P n , Pn-
The vertices and edges need not be distinct.6 A cycle is a path with identical first and last 
vertices. The length of a path is the number of edges in the path. 
A history graph represents the history of a computation. Vertices of the graph represent 
processes. Edges labeled spec represent the specification of new processes; edges labeled use 
represent the use of processes' results by other processes. The edge p ^^q means that process 
p specified the creation of process q. The edge p^Xq means that process q used the result of 
process p. Each kind of edge is oriented such that information flows from tail to head, so that 
information always follows paths in the graphs. Call the subgraph of G containing only use 
edges the use subgraph of G. Similarly call the subgraph of G containing only spec edges the 
spec subgraph of G. 
Histories allowed by functional programs are defined by graph rewrite rules in which the 
rewrites correspond to state transitions during computation. All results are formally derived 
from the graph-rewriting system, i.e. the proofs do not depend upon the interpretation of 
the graph. Any implementation that uses the formal results needs to only guarantee that it 
faithfully reflects the graph-rewriting system. 
'Technically, this is a walk rather than a path. To graph theorists, a path must contain distinct vertices and 
edges. However, the term path is probably more intuitive to non-theorists, and the distinction is not important 
for this thesis. 
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Before the graph-rewriting rules can be described, the following definition must be made to 
capture the notion of information flow between processes. 
Definition 1 The relation p=£q on vertices p and q is true iff directed path from p to q exists 
G 
with edges in G. The path may contain any sequence of use or spec edges, or the path may 
contain no edges, i.e. p and q may be the same vertex. 
Note that the relation p=>q is defined even if p or g are not in VG- To reduce clutter, the 
G 
G subscript is omitted from ==• and other symbols when no ambiguity arises. The assertion 
p=$-q indicates that process q may have obtained information from process p. The phrase 
"path p==>g" means a specific path from p to q in G. A slash through any symbol indicates 
G 
env 
logical negation, e.g. p^=>q means there is no path from p to q. 
The relation = ^ is reflexive since a vertex always has a trivial path to itself. The relation 
==£ is transitive since paths may be catenated. The deduction "p = £ q A q ^ r implies p = ^ r" 
is usually abbreviated up^q^£r". 
The following definition reduces notational clutter. 
Definition 2 Let T be a distinguished element not in VQ- Let irG :VG -• (VG U {T}) be any 
function that obeys the following axioms: 
1. If3p: (p a ) E EG then (wG(q) ^q) 6 EG. 
2. If i3p: (p ^q) e EG then wG(q) = T. 
The previous section informally argued that the spec subgraph is a tree. Hence VG(q) is uniquely 
defined as the parent of q in the tree or T if q is the root/ However, the formal model must be 
further defined to prove this, so for the moment assume that -KG may not be uniquely defined. 
The rewrite-system's initial graph is the trivial graph of a single vertex. The result of the 
entire computation is assumed to be the result of the process represented by this vertex. The 
rewrite-system has just two transition rules. Given a history graph G, another history graph is 
found by applying one of the two transition rules below: 8 
TThe letter » is mnemonic for "parent", or for the Greek "xarepao-" ("father"). I thank Panagiotis Kougiouris 
for the latter suggestion. 
'There is a temptation to call this a graph-grammar, but the prohibition in rule (2) against use cycles is too 
global in nature to fit any usual graph-grammar mold. I thank Steve Goering for discussing this point. 
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directly reachable 
unreachable 
Figure 5.6: On next transition, process q cannot use any process in the "unreachable" region. 
1. Pick any vertex p G VQ. Add a new vertex q, and add edge p *pe,c</> 
2. Add an edge p^^q such that no use cycle is formed and at least one of the following 
conditions holds: 
env 
a. p=>q 
G 
b. rG(p)^q. * 
G 
If a graph G' can be derived from G by a single transition, we write G ~» G'. The transitive 
closure of ~» is written ~», i.e. G ~> G' denotes that graph G' can be derived from G in zero 
or more transitions. 
Rule (1) models the specification of a new process q by an existing process p. Rule (2) 
models the use of process p's result by process q. The (a) and (b) parts of the second rule 
determine the ways a process q can "see" a result from a process p. Either (a) the process q 
already has an information path from p, or (b) the process q has a path from some process that 
specified p. The key point is that a process can "look through" at most one level of specification 
per transition. 
Figure 5.6 gives an example of how the "look through" restriction of rule (2) applies. Process 
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q in the figure can use any process in the "directly reachable" region by part (a), and can use 
any process in the "one level away" region by part (b). Process p cannot use any process in the 
"unreachable" region, because that would require looking through more than one level of spec 
edge. Of course, using a process in the "one level away" region would cause the "unreachable" 
region to shrink. 
The rewrite rules explicitly prohibit use cycles. This restriction is necessary in some of the 
proofs. The restriction is reasonable if no useless computations are allowed. A use cycles implies 
deadlock, because each process in the cycle would wait indefinitely for the result of the next 
process in the cycle9. Therefore the theorems and derived algorithms may not be correct for 
non-terminating programs or programs with useless computations. Later, sequential evaluation 
is formally defined (Section 7.1) and the restriction against use cycles becomes a consequence 
of the earlier assumption that sequential evaluation terminates (Section 4.1.4). 
5.2.1 Comparison with Othe r Models 
The partial-order model of Anderson and Hudak [HA87] (Section 2.3.1) also models concurrency 
in functional programs. Their model's events are demand and return of a value. Their demand 
event is identical to our process initiation event; their return event is hidden in our model, 
though our use events are implicitly constrained by return events. Their model does not consider 
our notion of a spec event directly. In our model, demand and return events for a process occur 
somewhere in between specification and use, but their exact times are unimportant. 
An important difference is that their events are partially ordered, while our events are 
linearly ordered. In principle, the models have equal power because any partial order may be 
described by its set of linearizations, though the set of linearizations may be clumsy to handle 
[Pra86]. For our purposes, linearly ordered events simplify some of the proofs. Frequently, the 
proofs use terms such as "the most recently added edge," which would not be well-defined in a 
partial order model. 
The difference between the models reflects a difference in goals. Anderson and Hudak's 
primary goal is to model concurrent timing, and eventually to specify timing before events 
*A program can still terminate if it does not need the result of any process in a use cycle. 
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happen. Our goal is to model concurrent information flow, and eventually to undo it after 
events happen. 
5.3 Paths in History Graphs 
Not just any graph is a history graph; the transition rules constrain the structure of history 
graphs. This section studies the structure of paths in history graphs. The structure of paths 
is important in subsequent sections that study cycles and strongly-connected components of 
history graphs. 
Section 5.1 argued informally that the spec subgraph must be a tree. To show this in the 
formal model, observe that transition rule (1) causes the spec subgraph to be a tree rooted 
at the initial vertex. Each addition of a spec edge simply sprouts a new leaf in the spec tree. 
Because the spec graph is a tree, each vertex has a unique parent vertex. 
Now define two relations about paths in the spec and use subgraphs. 
Definition 3 Let p,q € VG. The relation p ^±?q is true iff the spec subgraph of G contains a 
G 
(directed) path from p to q. 
Definition 4 Let p,q £ VG- The relation p==$ q is true iff the use subgraph of G contains a 
G 
(directed) path from p to q. 
Informally, p =^>g means that process p directly or indirectly specified process q, and p = ^ q 
means that the result of process p was used directly or indirectly by process q. 
The following simple facts are applied frequently without notice. The relation ==> C ^..w 
G G 
Similarly => C = ^ . Since the use subgraph is acyclic, ==£ is a partial order (reflexive, 
G G G 
antisymmetric and transitive). Similarly, since spec edges form a tree, the j ^ relation induces 
a sup-semilattice11 where the order is defined as q Q p iff p ^ f g . The top element of the spec 
semilattice is the root of the tree. A relation R is stable if G £* G' implies RG C RGi [CL85]. 
The relations =^>, ^ f , and = ? are stable, because the transition rules never remove edges. 
10If the notation looks odd, remember that a relation is a set of ordered pairs. 
11A $up-$emilatticeis a partial order with unique least upper bounds. 
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In the pictures of graphs, solid double-arrows are used for ^ . ° and dashed double-arrows 
are used for ==£. The =H£ relation, which is a mixture of use and spec edges, is shown as 
double-arrow with solid and dashed lines.13 
The rest of this section proves two lemmas. Lemma 5 is a useful observation about the 
spec relation. Lemma 6 reveals an important structural property of history graphs. It is called 
the Reduced Path Lemma, because given an arbitrary path between two vertices, it proves the 
existence of a simpler path in which all use edges precede all spec edges along the path. This 
lemma is a sledgehammer for subsequent proofs. 
Lemma 5 Let p and r be distinct vertices such that p ¥£r. Then p Z=£*(r) ^ r . 
Proof: Since spec edges form a tree, the path p ^ > r is unique. Because p ^ r, the path 
contains at least one edge and *(r) ^ T. Let the last edge be q ^ r . Each vertex in the spec 
tree is the head of at most one spec edge, therefore q = x(r) and x(r) lies on the path p J^fr. 
Therefore p ^ V ( r ) and r(r) ^ r . • 
Lemma 6 (Reduced Path Lemma) Ifp^q then there exists a vertex r such thatp^r ^^q. 
The vertex r may bep or q. 
Proof: This lemma is trivially true for the initial graph of a single vertex. Proceed by 
induction on graph transitions, i.e. assume the lemma holds for a graph G, and prove the lemma 
holds for any G' such that G ~» G'. 
Assume p = * g . Let p* —• q' be the edge added by the transition. If p=£q, then the r of 
G' G 
the lemma already exists in VQ. SO assume pj=$-q. The rest of the path p==>g must exist in 
G & 
G, so p^p1 and q'==£q. Consider the three ways the last edge can be added. 
G G 
If transition rule (1) adds the edge, then it is a spec edge and vertex q' was just added. 
Furthermore q' = q. Since the lemma is true for G, there exists r such that p^r ^^pf 
G G 
(Figure 5.7). The new spec edge completes the path p = > r ^£q. 
G G 
This somewhat cryptic notation is chosen to reduce clutter and be easily reproducible with available 
monochromatic type-setting. The choice for = > is mnemonic in that a frequently used lemma picturesquely 
breaks the mixed double-arrow into an all-dashed double-arrow and a solid double-arrow. Color would be a lot 
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q(q') * / < : 
Figure 5.7: Graph after edge p* ^q' is added. 
q < - - - g' p < 
Figure 5.8: Edge pf JJ!$g' is to be added in next transition. 
Transition rule (2a) cannot add the edge, because otherwise p'=$-q'. By transitivity, 
G 
env , env , env . . . . * ° v 
p =>. p =>• q" =*. q contradicts p aL> q. 
G G G c 
If transition rule (2b) adds the edge, then xG(p') ^q'. Since the lemma holds for G, p^p1 
G G 
and q'=>q imply that there are vertices o and n such that p^£o =>p / and q'=£n =>q. 
G G G G G 
Figure 5.8 shows the construction so far. If o ^ pf, Lemma 5 implies o ==> TTG(P')- Therefore 
G 
p==>o
 ==$.iTG(p')^>q' ^%-q, which contradicts pJ=^-q. Thus o = p1, which implies p=£p'. G G G G
 G G 
The added edge completes the path p===>p'==>g'==En. Therefore the lemma holds for G', 
G' G' & 
, use spec because p = > n =>g. • 
G' G' 
Remark: Lemma 6 is true even if use-cycles are allowed. 
5.4 Supervertices and Their Structure 
As discussed in Section 5.1, detecting safe recovery points requires detecting strongly-connected 
components. This section examines the structure of strongly-connected components in history 
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I 
graphs. Strongly-connected components turn out to behave much as processes, which leads to 
the following definition. 
Definition 7 Call a strongly connected component a supervertex. The supervertex in G to 
which a vertex p belongs is written \P]G-
The spec and use subgraphs within a supervertex have a special structure. The spec subgraph 
within a supervertex is always a tree (Theorem 10). The root of this tree is called the top of 
the supervertex (Definition 11). Every supervertex also contains a use path from every vertex 
of the supervertex's spec subgraph back to its top (Theorem 13). This means that information 
flows out from the top along spec edges and flows back to the top along use edges. The practical 
implication is that this structure simplifies computation of supervertices (strongly-connected 
components). 
The computation is further simplified by observing that a use edge contributes no useful 
information if its tail is not the top of a supervertex (Theorem 14). More precisely, adding such 
an edge does not affect the partitioning into supervertices of a graph or graphs derived from a 
graph. 
Unskeptical readers should look at the notation in Definition 11 and then skip to Section 5.5. 
The rest of this section proves the claims of the two preceding paragraphs. 
L e m m a 8 For any two vertices p and q, q 6 Vjp] iff p ^ q A q^p. 
Proof: Vertices p and q are in the same strongly-connected component. • 
L e m m a 9 Let P be a supervertex and p,q E Vp. 7/x(p) ^ Vp then q^-p. 
Proof: By Lemma 8, p =^£ q A q ^ p . By the Reduced Path Lemma, there exists vertex r 
such that g==£ r ^p. Show r = p by contradiction. Assume r ^ p. By Lemma 5, r ^>°x(p). 
Therefore p^-q^r ^w(p) ^ p . By Lemma 8, x(p) £ P, a contradiction. • 
T h e o r e m 10 A supervertex's spec subgraph is a tree. 
Proof: Let P be a supervertex of graph G. The spec subgraph of G is a tree, therefore it 
suffices to show that the spec subgraph of P has exactly one component. 
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Figure 5.9: A supervertex's spec subgraph may not be a tree if use cycles are allowed. 
Since the spec subgraph of G is a tree, the components of the spec subgraph of P must be 
trees. Let X C Vp be the roots of each tree in P, i.e. X = {p\p € Vp A x(p) £ Vp}. Show that 
|A~ | > 1 leads to a contradiction. If X > 1, then X contains two distinct vertices q and r. By 
Lemma 9, q=£r and r=£q. The use cycle g=£ r^-q contradicts the transition rules. 
• 
Remark: Prohibiting use cycles is essential for Theorem 10 to hold. See Figure 5.9 for a simple 
counter-example when use cycles are allowed. 
Definition 11 For subgraph P, define \JP as the root of the spec tree in P. Call [J P the top 
of P. 
Corollary 12 For any vertex p,p= [}\p] iff*(p) $ Vy. 
Proof: A vertex is the root of a tree iff it has no parent. • 
Theorem 13 For any vertex p, p=^£ |J[p]. 
Proof: Let P = [p]. Clearly p G VP and [JP € VP. By Corollary 12, x(|JP) i P. By 
L e m m a 9 , p = ^ U f . • 
Theorem 14 Let G~»G' and EG> =EG0 {(p^q)}. If p ± \J\p]a then ^ = ^ . 
G' G 
Proof: It suffices to show p=£q, and hence adding p j ^ g has no effect on =^*. The 
G 
proof constructs Figure 5.10. Transition rule (2a) does not change the ^ relation, so assume 
that edge p j ^ g is added by transition rule (2b). By Corollary 12, xg(p) £ V^]a. By Lemma 8, 
p^KG(p). By transition rule (2b), xc(p) =^>g. Hence p^irc(p) ^>q. • 
G G G G 
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Figure 5.10: Proof of Theorem 14. 
5.5 Merging Supervertices 
Supervertices (strongly-connected components) determine which recovery points are safe. Sec-
tion 5.1 explained why a process' recovery point is safe if and only if the corresponding vertex 
is not the top (root) of a supervertex. Supervertices could be computed "from scratch" after 
each graph transition, but it should be more efficient to incrementally compute supervertices. 
The latter requires knowing how supervertices change during a transition. This subsection 
characterizes when supervertices change and how far the change propagates. 
Supervertices are strongly-connected components, and therefore partition a history graph. 
A history graph may be partitioned into a spec tree of supervertices. The following definition 
classifies a use edge with respect to the spec tree of supervertices. 
Definition 15 Let p,q G VG. Let pf — |J[p] and q' = |J[g]. Then p J ^ g is exclusively an 
internal, superback , superforward, or supercross edge according to the following truth table: 
internal 
superback 
superforward 
supercross 
G 
true 
false 
true 
false 
g'=^Y 
G 
true 
true 
false 
false 
This definition applies to edges not in EG- Indeed it can be shown that superback edges are 
never part of a graph, because when a superback edge is added to a graph, it becomes an internal 
edge. Superback edges play an important part in incrementally computing supervertices. 
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The form of Definition 15 guarantees that every edge falls into one of the four classifications, 
but has the disadvantage that the names are not be obvious from the formal definitions. For 
practical purposes, an edge is internal if both ends are in the same supervertex; an edge is 
superback, superforward, or supercross if it corresponds to a back, forward, or cross edge 
respectively in the spec tree of supervertices. Equivalence of the formal definitions to these 
informal definitions can be proven from the theorems in Section 5.4. 
Two vertices are a member of the same supervertex in G if and only if they share a cycle 
in G. The following definition will be useful in formal arguments. 
Definition 16 The relation p£% q is true iffp^q A g = ^ p . 
G 
The relation p<==> q is an equivalence relation, therefore supervertices can be viewed as equiv-
alence classes. The relation ^ > is stable, therefore a transition can never split an equivalence 
class. Thus, adding a new edge can affect the partition in exactly one of three ways: 
• Adding a spec edge creates a new equivalence class containing the head of the edge; 
• Adding a non-superback use edge causes no change in the equivalence classes; 
• Adding a superback use edge causes equivalence classes to merge. 
Examples of each case are shown by the diagrams in Figure 5.11. In each case, the added edge 
is p —• g, and the circled supervertices existed before the edge was added. The top diagram 
depicts the first case, in which the addition of edge p *pe°g creates a singleton supervertex 
containing q. The middle diagram depicts the second case, in which the addition of edge p " ^ 
causes no change in the supervertices. The bottom diagram depicts the third case, in which 
the addition of edge pjf% q completes a cycle through all of the supervertices shown, therefore 
merging all of the supervertices into a common supervertex. The bottom diagram also shows 
that the addition of a single use edge can cause quite global changes in the supervertex partition 
of a graph. 
The first and second cases are not very interesting in themselves, other than in how they 
might lead to the third case. Thus exactly when and where the third case applies will be 
characterized. Theorems 17-20 break this characterization into four parts. Theorem 17 proves 
that a transition creates at most one new supervertex. Theorem 18 proves that only superback 
edges cause merging. Theorem 19 tells where the representative of the newly created supervertex 
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Figure 5.11: How adding an edge may affect supervertices. 
63 
is located. Finally, Theorem 20 tells where to look for the supervertices that take part in the 
merging. 
Theorem 17 Let G ~» G'. Then G' contains at most one supervertex P not contained in G. 
Proof: Let the edge added by the transition be p —• q. If the transition is by rule 
(1), then a trivial supervertex containing q is created. If the transition is by rule (2), then 
VG = VQ>. It suffices to show that for any r, s £ VG, ->(r ^ > s) A r <^> s implies r <^> p, i.e. if 
G & G' 
[r] is changed by the transition, then r G [p]c. Pick any r and s as stated. The edge p —• q 
must complete the path r==>a. Therefore r==>p=>g=*a. Reverse the roles of r and s to 
G' & G< & 
. env env env _ - . , , , . . env 
show s = > p = > g = > r . By Definition 10, r<=>p. • 
G' G' G' G' 
Theorem 18 Consider a transition G ~» G' such that <=$• ^ 4=> . TAe M^iM^ i^ ioM must add 
G G' 
an edge pj?$ q by rule (2b), where p = \J\P]G and x©(p) <^> g. 
G 
Proof: Tfp^-q, then adding p —• q does not change the J0i£ relation. So assume p^=>g. 
G
 G 
Consider the three possible transitions. If G ~> G' by transition rule (1), then <^> = <^> . 
G G' 
env 
Transition rule (2a) contradicts p^=>g. Therefore the transition G ~» G' must occur by rule 
G 
(2b). Let P = [p]c and (? = [g]c. If P = Q, then p G Vj,]G and Lemma 8 implies p=^*g, a 
contradiction. Therefore P £Q. 
For the supervertices P and Q to merge into a common supervertex, a cycle passing through 
both supervertices must be formed by the added edge. This added edge completes a path from 
P to Q, so there must already exist a return path from Q to P. Since supervertices are strongly 
connected, the return path implies the existence of a path |J Q =£ | J f as shown in Figure 5.12. 
G 
By the Reduced Path Lemma, there exists s such that |J Q =^> s ==£ \J P. 
G G 
Transition rule (2b) requires ITG{P) ==>q- If p ^ U-P, then Corollary 12 implies TTG(P) G P. 
G 
By Theorem 13, p^ira(p). Then p ^ x c ( p ) = ^ g , which contradicts pj=>g. Therefore 
G G G
 G 
P = UP-
By Theorem 13, g = £ \JQ. Therefore s ^ p, otherwise adding p J ^ g completes the use 
G 
cycle p==£g=> \JQ =>p . Since s ^ p and s ^ > p . Lemma 5 implies s j ^ x c ( p ) . Thus, there 
G G G G G 
is a cycle |_|<2=^a ^**G(P)^q = ^ UQ- By Definition 16, x G ( p ) ^ g . • 
G G G G G 
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Figure 5.12: Proof of Theorem 18. 
Theorem 19 Consider a transition G ~» G' that adds edge p. 
\_\[q]G is the top of the new supervertex in G'. 
:q.If4Z?^, then 
G G' 
Proof: Let P = [p]c and Q = [g]c- Let r be any vertex of the new supervertex in G', and 
let R = [T]G. The goal is to show \JQ =?£r, which implies \JQ ^ r because ^ is stable. 
G G' 
If R = Q, then |J Q ^ r is trivial by Theorem 10. So assume R ^ Q (but perhaps R = P). 
G 
The edge p J ^ g must complete a cycle in G' that contains p, g, and r. Therefore G contains 
the path (partial cycle) q=>r^H!>p (Figure 5.13). By the Reduced Path Lemma, there exists a 
G G 
vertex s such that g = ^ s ^ r (Figure 5.14). The path s ^r^-p implies s^%p. The goal 
G G G G G 
is to show s G Vq, and therefore [}Q =£3 (by Theorem 10) and \JQ ^ s S£r. 
G G G 
By the Reduced Path Lemma, there exists vertex n such that s =^> n j ^ p . If n = p, adding 
c G 
pJ i^g completes the use cycle p==£ g ==£ j ==£ p. Therefore n / p , and Lemma 5 implies 
G G G 
env env use n => xg(p). By Theorem 18, xc(p)<^.g. Thus, there is a cycle s ^ n ^ c x c ( p ) = ^ g = ^ a. 
G G G G G G 
Consequently s G VQ by Lemma 8. 
Theorem 20 Consider a transition G ~» G' that adds edge pjff^g and & # ^ . LetR 
be a supervertex of G such that R / [g]c A R C [g]G«. Then []R=£p-
G 
Proof: Let P = [p]G and (? = [g]G. By Theorem 18, p = [J-P- If A = P, then \JR = P 
and the theorem is trivially true. So assume that R ^ P . Let r = (J#. Vertices p, g, r are in 
65 
Figure 5.18: Adding edge p j ^ g will complete cycle (Theorems 19 and 20). 
Figure 5.14: Vertices s and n must exist by Reduced Path Lemma (Theorem 19). 
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Figure 5.15: Vertex o must exist by Reduced Path Lemma (Theorem 20). 
disjoint supervertices of G, but in the same supervertex of G', so p j ^ g must complete a cycle 
p ^ g ^ r ^ p . Therefore g ^ r ^ p (Figure 5.13). 
G> & G' G G 
The goal is to show r ==£ p. Apply the Reduced Path Lemma to find o such that r ==> o ^p 
G G G 
(Figure 5.15). If o = p, then r=£p. It remains to show that o ^ pis not possible. Assume 
G 
o # p . Then o ^»xc(p) by Lemma 5. By Theorem 18, xg(p) G Q. By Lemma 8, xG(p) =^£g. 
G G 
Thus q =?£ r ^ £ o ^Txc(p) ^ g . By Corollary 8, r G Q, which contradicts A ^ [q]a. • 
G G G G 
5.6 Extended Model 
The history-graph model sweeps a lot of flow-of-control information under the rug. In particular, 
the model hides the state of each process. This section extends the model by adding some state 
information. The purpose of the extended model is to show that a supervertex (strongly-
connected component) contains at most one running thread of control, i.e. the flow of control 
within a supervertex is sequential. More precisely, a supervertex is composed of terminated 
processes, a running process, and a set of waiting processes. The waiting processes act as a 
call-return stack; each process waits on the process above it on the stack. At the top of the 
stack is the running process within the supervertex. When the top-of-stack process terminates, 
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it pops off the stack and the process below it resumes running. A more precise description 
and examples of the stacking behavior are given after the extended model is defined. The rest 
of the supervertex consists of terminated processes, i.e. those popped off the stack, which are 
now history. This section rigorously proves this description of supervertex control flow. Those 
inclined to take this on faith can skip to the next section. The extended model also rears its 
head briefly in Sections 7.1 and 8.1. 
The extended model annotates each vertex of a history graph with a label from the set 
{START, RUN, WAIT, TERM}. The label of vertex p in graph G is denoted <rG(p). Informally, 
the four possible values of <rG(p) have the following meanings: 
START: Process p has not started yet; 
RUN: Process p is running; 
WAIT: Process p is waiting for another process' result; 
TERM: Process p has terminated. 
Note that edges model interprocess communication, and vertex labels model iniraprocess state. 
In the extended model, the initial vertex has the label RUN. Given a history graph G, 
another history graph G' is found by applying a transition. The transitions are governed 
by edge-transition rules and vertex-transition constraints. Edge-transition rules control inter-
process communication; vertex-transition constraints control intraprocess state changes. The 
transition of G to G' must apply exactly one of the following three edge-transition rules: 
1. Pick any vertex p G VQ such that <zG(p) = RUN. Add a new vertex g; add an edge 
P'-E^q-
2. Pick any vertex q G VQ such that erG(g) = RUN. Add an edge p _ ! ^ g such that no use 
cycle is formed and either of the following conditions holds: 
env 
a. p=>g 
G 
b. xG(p)=^£g. 
G 
3. Do not add an edge. 
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The first two rules differ from the earlier rules (page 53) on in that a vertex must be labeled 
RUN when it specifies or uses another process. The third edge-transition rule is new. It does 
nothing. Introducing it allows intraprocess state changes (vertex label transitions) without 
interprocess communication (edge transitions). 
The vertex-transition constraints are restrictions on the states of vertices. They differ in 
flavor from the edge rules in that every vertex may change state during a transition, as compared 
to the edge rules that allow only a single edge transition. The vertex-transition constraints for 
the transition G ~» G' are: 
5. If <rG(p) = TERM, then o~G'(p) = TERM. 
6. If <rG.(p) = START, then aG(p) = START. 
7. If q $ VG, then <rG.(g) = START. 
8. 3p: ( p J ^ g ) G EG A <rG(p) # TERM if and only if <rG(g) = WAIT. 
The constraints have the following interpretation. Constraints (4) and (5) keep a vertex 
from running backward. Note the symmetry between initiation and termination. Constraint 
(6) defines the initial label of a vertex to be START. Because a process may start running 
before another process uses it, the constraints do not forbid a transition from changing a vertex 
label from START to RUN. Constraint (7) means that a process g is labeled WAIT if and 
only if the process is waiting for the result of another process p. Just the "only if" part is of 
interest in this section; the "if" part appears in Section 7.1. 
The proofs at the end of this section concern control-flow within a supervertex. Figure 5.16 
exemplifies control flow within a supervertex when it contains a process labeled START or 
RUN. There is at most one vertex labeled START or RUN. A path can be traced from this 
vertex to the top vertex; each vertex along the path after the first is labeled WAIT. All other 
vertices in the supervertex are labeled TERM. 
The path of unterminated processes corresponds to a call-return stack (Figure 5.17). The-
orem 25 below proves that this path is unique, and that every vertex except the top-of-stack 
has the label WAIT. Each waiting process along the path is waiting on the process above it 
on the stack to terminate. The top-of-stack is the running process; the bottom-of-stack is the 
top process of the supervertex. Popping the stack occurs when a running process terminates, 
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Figure 5.16: Control flow within supervertex. 
top of stack: p • START or RUN 
v-
g . WAIT 
i 
v 
r • WAIT 
i 
bottom of stack: s • WAIT 
Figure 5.17: Path of use edges corresponds to stack of processes. 
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r - WA/T 
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Figure 5.18: Graph transitions corresponding to pop and push operations. 
which allows the process waiting on it to continue running. In Figure 5.18, process p is popped. 
If the stack becomes empty, every process in the supervertex has terminated. As shown in Fig-
ure 5.18, pushing the stack occurs when a running process q uses the result of another process s 
that has not terminated. If s has terminated, g keeps on running. More than one process may 
be pushed simultaneously, because s may be the end of another path and the transition may 
merge the supervertices containing q and s. That is, pushing may involve pushing one stack 
onto another (Figure 5.19). 
The rest of this section contains theorems and proofs with the goal of showing that at most 
one vertex in a supervertex has label RUN. Some prerequisite facts are proven. Theorem 21 
is a use transitive closure of the "only if" part of constraint (4). It shows that the condition 
3p: (pJ^Jg) G EG in constraint (7) can be replaced by the more general condition 3p: p=^£ q. 
G 
Theorem 22 looks at how use edges pointing to the same vertex constrain their tail's labels. 
Theorem 23 shows that flow of control within certain subgraphs is sequential. Theorem 24 
reaches the goal: it proves that at most one vertex in a supervertex has the RUN label. 
Theorem 25 is a related theorem that proves that the "stack" of processes in a supervertex is 
well defined. 
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F igure 5.19: Transition may cause stacks to merge. 
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Theorem 21 Let q and p be distinct vertices such that p=^>g. If cr(p) ^ TERM then 
<r(q) = WAIT. 
Proof: Let d(p,q) be the fewest number of edges in a use path p^>q- Since p and q are 
distinct, d(p, q) > 0. Proceed by induction on d(p, q). If d(p, g) = 1 the theorem is trivially true 
by vertex-transition constraint (7). Let n be a positive integer. Assume that the theorem is true 
for d(p, q) < n, and show that it holds for d(p, q) = n. There exists vertex r distinct from p and q 
such that p=^£ r =^£ g and d(p,r) < n and d(r,q) < n. By inductive hypothesis, o(p) £ TERM 
implies <r(r) = WAIT. By inductive hypothesis, <r(r) £ TERM implies o~(q) = WAIT. U 
Theorem 22 Given a vertex q in history graph G, there exists at most one vertex p such that 
o(p) jt TERM and ( p_^g) G EG. 
Proof: Let P = {p|(pj^%g) G EG}- If P is empty, the theorem is trivially true, so assume 
|P| > 1. Let pJ^Jg be the most recently added use edge pointing to p, and let G' be the graph 
just before this edge was added. Then <rG»(g) = RUN, by vertex-transition rule (7), implies 
o-G'tf) = TERM for all p* G (P - {p}). • 
Theorem 23 If o(r) = WAIT, there exists exactly one vertex p such that p=£r and cr(p) G 
{RUN, START}. Furthermore, for all vertices q distinct from p, g = ^ r implies 
[ WAITifp^q 
4?) = < 
{ TERM otherwise. 
Proof: Let h(r) be the path length of the longest use path with terminal vertex r. The 
proof proceeds by induction on h(r). If h(r) = 0, then the theorem is vacuously true, because 
then r is not the head of any use edge and, by vertex transition constraint (7), o-(r) ^ WAIT. 
Now assume that the theorem holds for all r such that h(r) < n and show that the theorem 
holds for all r with h(r) = n, 
Let r be a vertex such that a(r) = WAIT and h(r) = n, where n > 0. By vertex transition 
constraint (7), 3 / : (r' ™>r) G EG A <r(r') ^ TERM. By Theorem 22, this r' is unique. Let q 
be a vertex such that q=£r. 
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Either qj=>r' or g==£r'. If g^=>.r', then there exists a vertex r" distinct from r' such 
that g = ^ r " and ( r " J ~ r ) G £ G . Since r" # r', by Theorem 22, <r(r") = TERM. By the 
contraposition of Theorem 21, a(q) = TERM. 
The rest of the proof assumes g ^ r \ By vertex transition constraint (7), cr(r') ^  TERM. 
Now consider the three possible cases for o'(r'). 
If <r(r') G {START, RUN}, then for all g distinct from r' such that g = ^ r', <r(g) = TERM 
by Theorem 21. Thus the vertex r ' is the vertex p in the theorem. 
The remaining case is <r(r') = WAIT. Since (r'_"!$r) and h(r) = n, A(r') < n. By inductive 
hypothesis, there exists p such that p = ^ r ' and <r(p) G {5rA.RT, JZt/iV}. Since p ^ r ' ^ r , 
p==£r. Since g==£r', by inductive hypothesis 
<r(q) = i 
WAITifp^q 
TERM otherwise. 
Theorem 24 A supervertex contains at most one vertex p such that a(p) = RUN. 
Proof: For any vertex p in supervertex P , p ^ £ \JP (Theorem 13). By Theorem 21, if 
o(\JP) # WAIT, then <r(p) = TERM for any p G VP - {\JP}- By Theorem 23, if <r(|JP) = 
WC4JT, then P contains at most one vertex p with <r(p) = RUN. • 
Theorem 25 If p,r G VG ore vertices such that <r(r) = WAIT and g(p) G {START, RUN}, 
then there is at most one use path from p to r. 
Proof: Suppose the theorem is false. Then there exist distinct qi,q2 such that p=^£ gi => r 
and p = ^ q2 =^> r. Let r ' be the first vertex shared by the paths g% = ^ r and g2 =^> r. Let q[ be 
the vertex immediately preceding r in path p==£gi=!^£r for i = 1,2 as shown in Figure 5.20. 
Then p = ^ g j = ^ g , = ^ r ' = ^ r . By Theorem 23, a(q){ = WAIT and o(r)' = WAiT. But 
(g,- J ^ r) G EG and the g;'s are distinct, which contradicts Theorem 22. • 
5.7 Summary 
This chapter develops a graph-rewriting model for studying backward error recovery for func-
tional programs. The model divides interprocess communications into two kinds: the speci-
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fication of a process and the use of a process' result. Each kind of communication must be 
acyclic, but information cycles are allowed by combining the two forms of communication. The 
specifications are also the recovery points. A goal is identification of safe recovery points, which 
in turn requires identifying cycles of information flow. Any cycle in the model is part of a 
strongly connected component (supervertex) of the graph. Specifications within supervertices 
are safe recovery points, i.e. they may be discarded. Thus a supervertex represents an atomic 
action — it cannot be rolled back partially, but must be either rolled back completely or not 
at all. Supervertices are aptly named: similarly to vertices, they have a single running thread 
of control, and a single (unsafe) recovery point (their top-vertex's specification). 
Because functional programs restrict the structure of information cycles, such program's 
atomic actions have a special structure. In particular, every atomic action consists of a top 
vertex from which information has flowed out to every other vertex in the atomic action via spec 
edges and returned by use edges. Furthermore, this chapter identifies conditions and form for 
merging supervertices, which correspond to the creation of an atomic action by smaller atomic 
actions. We can now exploit this structure to incrementally identify safe recovery points more 
rapidly than might be possible in the non-functional case. Chapter 7 presents an algorithm 
for safe recovery point identification. Unfortunately, the algorithm may not run in real time, 
i.e. the time is not linear in the number of events, therefore approximate algorithms will also 
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be examined. These algorithms trade fault-tolerance reliability for speed or generality. Before 
looking at the exact and approximate algorithms and evaluating their efficiency, the next chapter 
looks to the kinds of programs the algorithms might be applied. 
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Chapter 6 
Taxonomy of Concurrency 
The previous chapter develops the theoretical model of functional programs. This chapter ap-
plies the model to build a taxonomy of common program behaviors. The taxonomy serves two 
purposes. In Chapter 7 it motivates approximations to an ideal rollback algorithm. In Chap-
ter 9, representatives of various classes are chosen for experimentally comparing concurrency 
regulators. 
Our taxonomy is based upon the form and structure of programs as seen through the 
theoretical model. The function of a program or its computational complexity is irrelevant 
here; the taxonomy is more precisely a morphology. The taxonomy examines three general 
characteristics of programs: 
1. Data flow between processes; * 
2. Control flow; 
3. The shape of processes' space versus time demands. 
In the graph rewriting model: (1) is the structure of the graph, (2) is the order that edges are 
added to the graph, and (3) is disregarded. The model is formulated to study what rollbacks 
are possible, but (3) affects the only the efficiency of rollbacks. 
Two characteristics not considered by the taxonomy are non-determinism and OR-parallelism. 
The former should not affect performance of our algorithms, and so is irrelevant. The latter 
has been excluded from this thesis for reasons explained in Section 4.1.4. A general taxonomy 
of concurrency should certainly include OR-parallelism. 
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Data flow is the principle feature that separates classes within the taxonomy. However, a 
given data flow can be combined with many different control flows. The presentation of the 
taxonomy is organized as follows. First, the general notions of control flow are presented, since 
these apply independently to the data flow classes. Second, the data flow classes are presented. 
Finally, whether a process' space shrinks or grows is discussed, as is the importance of this 
somewhat nebulous notion. 
6.1 Informal Programming Language 
So far the relation between history graphs and real programs has been left tenuous. This 
section defines an informal language for writing programs modeled by history graphs. Because 
individual processes are assumed to be sequential, the language is typical sequential pseudocode 
with extensions for interprocess communication. This language should be considered a low-
level language for exposing details of our system. This language is not proposed as a high-level 
programming language, but rather as an intermediate language that a compiler would generate. 
As the language is only for pseudocode examples, the description of semantics will be quite 
informal. 
Our fundamental assumption about a process is that it computes a result from a specifica-
tion. The specification is expressed in the language as function and a set of parameter values. 
The result of the process is the result of applying the function to the parameters. The process 
computes the result via a sequential program with extensions for interprocess communication. 
All variables in a process' program are local to a process; i.e., side-effects are hidden from 
other processes. Because variables are local to a process, they may be updated without causing 
side-effects that are visible to other processes. 
The statements of the language include the usual assignment and sequential control con-
structs. Three statements are introduced in order to control the three kinds of interprocess 
events (spec, init, and use) described in Section 5.1. Their syntax is: 
(variable) := spec (ident)((exp1) , (exp2) , . . . , (expn) ) 
init ((expression returning pointer to a process)) 
(variable) := use((expression returning pointer to a process)) 
Their meanings are explained below. 
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When process p executes the statement uv := spec f(e\,e2,...,en)", process p evaluates 
expressions e\,e2,...,en locally. Then process p specifies a new process g that if initiated will 
apply function / to the values oi ei,e2,....en. The new process g does not yet start running 
until it is initiated or used by another process. A pointer to the new process q is assigned to 
variable v, which is local to process p. In terms of history graphs, a new vertex q and an edge 
P 2ff? are added to the current history graph. 
Let eq be an expression with value "pointer to process g." When process p executes the 
statement "init (e,)", process p initiates process g; i.e., process g starts running. In the basic 
history graph model, init events were omitted, and hence the statement has no affect on the 
history graph. In the extended history graph model, if cr(q) = START, then <r(g) changes to 
RUN. 
Let eq be an expression with value "pointer to process g." When process p executes the 
statement "u := use(e,)", process p uses process g; i.e., p waits for g to terminate and then 
reads the result of g. The result of process g is assigned to variable y. 
The Fibonacci function Fib(n) in Figure 6.1 demonstrates the statements for interprocess 
communication. If n < 2, no other processes are created. Otherwise, two other processes are 
created (lines 4-5). One process is initiated explicitly (line 6); the other process is initiated 
implicitly by use (line 7). The results of the two process are summed and returned as the value 
of the function. 
The sequence of history graphs in Figure 6.1 correspond to an execution of Fi6(4) as follows: 
a. The initial root process has the specification Fib(4); 
b. The root process specifies a subprocess for Fib(3) (line 4); 
c. The root process initiates the subprocess (line 5), so it can start building the left subgraph; 
d. The root process specifies a subprocess for Fib(2) (line 6); 
e. The root process uses the right subprocess (line 7); 
f. The root process waits for the right subprocess to terminate, at which time the right 
subgraph has been built; 
g. The root process uses the left subprocess (line 8); 
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function Fib(n) 
2 if n < 2 then return n 
else 
4 left-process := spec Fi6(n - 1) 
5 init (left-process) 
6 right-process := spec Fib(n - 2) 
7 right-result := use(rigAf.process) 
8 left-result := we(left-process) 
return left-result + right-result 
end if 
end Fib 
(a) 
4- /\A 
0>) w 
O ^ / \ > 
(4 
0> 
2-
Figure 6.1: Fibonacci function and an associated history graph sequence 
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h. The root process waits for the left subprocess to terminate, at which time the left subgraph 
has been built. The root process can finish and return its result. 
Our model is based upon serialization, so concurrent construction of the graph is properly 
modeled by interleaving transitions. Thus there are many possible transition sequences from 
(c) to (h) in the figure. The " . . . " in the pictures indicate where the graphs' structure depends 
upon the particular transition sequence. 
6.2 Control Flow 
The formal model simplifies the study of data flow by omitting details of control flow. In 
particular, the model collapses time-lines of processes into points (Section 5.1), and elides 
process initiation events. To study control flow, the relationship of the time-diagrams to the 
history graphs must be reconsidered. 
Control flow in our context really means interprocess control flow. Each process is assumed 
to have a single thread of control that is either running, stopped, or rolling back at any given 
moment. The interaction of threads is our interest, because the degree of concurrency at any 
given moment is the number of running threads. 
During forward computation, the maximum potential degree of concurrency is the num-
ber of supervertices (strongly-connected components) in the history graph. This follows from 
Theorem 24, which showed that each supervertex contains at most one running process. 
The number of supervertices puts an upper bound on the degree of concurrency. Whether 
this degree of concurrency is reached depends upon process initiation events, which were present 
in the time diagrams of Chapter 5 and were omitted from the history graphs. The degree of 
concurrency depends upon the timing of process initiation. Consider the time diagram in 
Figure 6.2, in which each time line widens when its process is running, and thins when its 
process is stopped or waiting. The sequential extreme is shown on the left: p initiates q just 
before it needs g's result, and then p waits for g's result. The concurrent extreme is shown 
on the right: p initiates q immediately after specification. In general, moving initiation to an 
earlier point in time increases the degree of concurrency, and delaying initiation to a later point 
decreases concurrency. 
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Figure 0.2: Degree of concurrency depends upon init timing. 
To summarize, the degree of concurrency depends upon the relationship between process 
initiation and use events. Because initiation events are hidden in history graphs, a given 
sequence of history graphs may correspond to many possible degrees of concurrency. 
6.3 Data Flow 
Interprocess data flow determines the structure of the history graphs. The graphs are con-
strained to those obtainable via a set of rewrite rules which reflect constraints of functional 
programming. Most programs further constrain the graphs. For example, divide-and-conquer 
programs have tree-like graphs. Figure 6.3 diagrams the taxonomy. The boxes show classes; the 
circles show where some representatives lie. The outmost box encompasses all programs within 
our model. The inner boxes represent classes of the taxonomy. These classes are defined by 
restrictions on where spec and use edges occur. The classes and representatives are explained 
below. The taxonomy is not hierarchical since some classes intersect. 
6.3.1 Spec-Once Class 
Programs in the spec-once class have graphs such that every vertex sprouts no more than one 
spec edge; that is, the spec subgraph is linear. Spec-once structures are embodied in producer-
consumer streams and linear recursions (Figure 6.4). 
Figure 6.5 shows a producer program Rev-iota(n) that produces a stream of integers from 
n down to 1, and a consumer program Sum that sums a stream of integers. 
The producer-consumer stream is a good example of how a given data flow can have more 
than one possible control flow. In a producer-consumer stream, the producer computes the 
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Figure 6.3: Data-flow taxonomy. 
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producer-
Producer-Consumer Linear-Recursion 
Figure 6.4: Graphs of spec-once class. 
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function Rev-iota(n:integer) 
"Return stream of integers n, n - 1, n - 2 , . . . 1." 
if n — O then return null 
else 
tail := spec Rev-iota(n - 1); 
return cons(n, tail) 
end if 
end Rev-iota 
function 5um(*:stream of integers) 
"Return sum of a stream of integers" 
total = 0 
while s / null do 
total := total + s.head 
s := me(s.tail) 
end while 
return total 
end Sum 
Figure 6.5: Code for a producer (Rev-iota) and a consumer (Sum) 
next item in the stream, and specifies a new process to compute the rest of the stream. In 
Figure 6.5, function Rev-iota specifies a process to compute the rest of the stream, but does 
not initiate that process, i.e. the rest of the stream items are not computed until they are used. 
Inserting a line "init (tail)" after line 4 of Rev-iota would cause the rest of the stream to be 
computed immediately. 
Linear recursion occurs when a function invokes itself exactly once. In our process model, 
each invocation is a separate process. Linear recursion is interesting because it is in the inter-
section of many of our classes. 
6.3.2 Use-Once Class 
Programs in the use-once class have graphs such that no vertex is the tail of more than one 
use edge, i.e. each component of the use subgraph is a tree. Practically speaking, the use-once 
class is the set of programs with no shared computations. 
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function Divide-and-Conquer (problem) 
break problem into n subproblems 
for i := 1 to n do 
Pi := spec Divide-and-Conquer(ith sub-problem) 
init(pi) 
end for 
for t := 1 to number of subproblems do 
result^ := use(pi) 
end for 
return answer computed from results of sub-problems 
end Divide-and-Conquer 
Figure 6.6: Schema for divide-and-conquer programs 
6.3.3 Supe r t r ee Class 
A supertree is a graph containing no non-internal use edges. The supertree class contains 
programs that have supertree graphs. The supertree class is interesting because it encompasses 
a large set of programs for which safe recovery points can be trivially identified in constant 
time, as discussed in Chapter 7. The existence of supercross edges makes fast identification of 
safe recovery points much more difficult. 
The supertree class includes many practically important programs. In particular, most 
divide-and-conquer type algorithms fall within this class; in fact they fall within the "two-cycle 
tree" subclass to be discussed. Figure 6.6 shows a schema for divide-and-conquer programs. It 
breaks a problem into subproblems, specifies and initiates a separate process for each subprob-
lem, and then computes an answer from the results of the subproblem processes. 
Producer-consumer programs straddle the supertree class boundary (Figure 6.3). Whether 
a producer-consumer (Figure 6.4) is in the supertree class depends upon the relative location 
of the consumer: the producer-consumer program is in the supertree class if and only if the 
consumer is above the producer in the spec tree. 
Two characteristics of trees that are of interest are the branching factor and the balance. The 
branching factor is the number of branches that sprout from each vertex. The precise value of 
the branching factor is probably unimportant, because it can change according to the resolution 
with which the tree is viewed. For example, the binary tree in Figure 6.7 becomes a quaternary 
tree if adjacent vertices are grouped. Hence, for evaluating concurrency controls, it should 
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Figure 6.7: Branching factor depends on resolution of view. 
suffice to pick a "high branch-factor" representative and a "low branch-factor representative. 
The practical lower limit on the branch factor is one, i.e. linear recursion. 
The balance of a tree is the relative sizes of the subtrees. If a tree is balanced, it should 
make no difference which subtrees are given priority. If a tree is unbalanced, it is reasonable to 
expect that giving priority to the bigger/smaller side makes a difference. 
A subtle technical point is that the supertree class differs from all of the other data-flow 
classes defined in this thesis in that the supertree class is sensitive to control flow. That 
is, a program may have two different history graph sequences corresponding to different but 
equivalent serializations of events, and one sequence may contain exclusively supertrees while 
the other does not. 
More precisely, the data-flow classes are defined as "programs with history graphs G that 
have property V(G).n Call a property V reverse-stable if for any G ^ G', V(G') implies V(G).1 
If a data-flow class is defined by a stable property, then the order that a program adds use edges 
cannot affect whether a program is in that class. 
Except for the supertree class, every other data-flow class is defined by a reverse-stable 
property. The property "is a supertree" is not reverse-stable, as demonstrated by Figure 6.8. 
Theorem 26 at the end of this section shows that if G and G' are supertrees such that G ~» G', 
there exists a transition sequence from G to G' in which every intermediate graph is a supertree. 
'The notion of a reverie-stable property is similar to the notion of a stable relation defined on page 56, but 
with the direction of time reversed. 
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q G' 
Figure 6.8: G is not a supertree, but G' is a supertree. 
This property is interesting because the supervertex identification algorithm to be developed 
in Section 7.6 essentially finds such a transition sequence. 
Theorem 26 Let G and G' be supertrees such that G ~» G'. Then there exists a transition 
sequence from G to G' that contains only supertrees. 
Proof: Proceed by induction on \E& - EQ\- If \EG> - EQ\ = 0, then G' = G and the 
theorem is trivially true. Assume that the theorem is true for \EG> — EG\ < n, and prove that 
it holds for |i?G> - EG\ = n. Let n = \EQ> — EG\- Lemma 27 below shows that there exists 
supertree H such that G ~» H ~* G'. Since each transition adds an edge, \EG< - EH\ < n. By 
induction, there exists a transition sequence from H to G' that contains only supertrees; hence, 
the theorem follows by prefixing the sequence with the transition G ~> H. • 
Lemma 27 If G and G' are supertrees such that G ~» G', then there exists supertree H such 
thatG^H ~» G\ 
Proof: If <=> = <==>, then the theorem is trivial because every graph in a sequence 
G G' 
G ** G' cannot contain supercross edges. 
So assume that ^ > ^ <*=£ . If the spec subgraphs of G and G' differ, then it is easy to find 
G G> 
H by adding a spec edge to G. So assume that the spec subgraphs of G and H are identical. Let 
Ho ~> Hi ~»• • • ~» Hn be any transition sequence where HQ = G and Hn = G'. Let i be the 
least positive integer such that <=> ^ •£=> . By Theorem 18, the transition #<_% ~> Hi adds 
Hi G 
an edge p j ^ g by rule (2b) where p = |_l[p]#_i and r(p) -£%>q. Since <^> = ^ , x ( p ) ^ g. 
J?i_i ffi_i G G 
Since the spec subgraphs of #<_i and G are identical, x(p) G VG. Let H be graph G with edge 
p j ^ g added. The edge can be added by transition rule (2b). All edges in G are internal, and 
edge p _ ^ q is a superback edge with respect to G, therefore all edges in H are internal. • 
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Figure 6.9: Two-cycle tree 
Figure 6.10: Graph that is use-once and supertree, but not a two-cycle tree. 
6.3.4 Two-cycle Tree Class 
Programs in the two-cycle tree class have graphs such that every use edge is the reverse of a 
spec edge. Figure 6.9 shows an example. This class is a subclass of both the use-once and 
supertree classes, but not the complete intersection of these two classes as Figure 6.10 shows. 
The two-cycle tree class is interesting because it is the set of programs in which child processes 
communicate exclusively with their parent and their own child processes. 
6.3.5 Mesh Class 
Mesh computations occur frequently in numerical applications. In a mesh computation, a 
single vertex specifies a large array of processes. Each element of the mesh depends upon 
other elements in the mesh, typically in a regular fashion. Figure 6.11 shows an example of a 
3 x 3 mesh. What makes mesh computations quite different from the other classes discussed is 
that most of the use edges are cross edges. That is, mesh computations are the antithesis of 
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Figure 6.11: Mesh computation 
supertrees. As mentioned earlier, cross edges make the task of identifying safe recovery points 
much more difficult. However, mesh computations typically have a regular structure that can 
be exploited to simplify the task. 
Because processes are assumed to be sequential, and one process specifies an entire mesh, 
the mesh computations may appear to offer little speedup within the model. However, the 
model does not deal with real time. In practice, a single process can specify many processes in 
parallel. As long as there is an equivalent serial order, the model is still valid. 
6.3.6 Other Classes 
Every taxonomy has its platypuses; not every program fits within one of our classes. Our classes 
do, however, encompass a large quantity of practical programming schemas. Real programs may 
combine many of the schemas, but are typically dominated by one schema. 
6.4 Growing vs. Shrinking 
The third characteristic examined by the taxonomy is the shape of processes' space versus time 
curves. This characteristic is not addressed by the graph model. Though the history graphs 
always grow, the modeled program may shrink in its space demands. The reason is that history 
graphs are a virtual representation; only parts of the graph need to physically exist. That is, 
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history graphs do not reflect garbage collection. Furthermore, a process' local space may change 
with time. For example, if a process is summing a local list of numbers, the process may shrink 
after each number is consumed. 
Whether a process grows or shrinks in space strongly affects the effectiveness of rolling back 
to reclaim space. Clearly it is counter-productive to roll back shrinking processes. Therefore 
rollbacks should be more effective for regulating concurrency in computations that are domi-
nated by growing processes. Of course, if a computation is dominated by shrinking processes, 
then it is not likely to run out of space. Shrinking processes might be marked "do not roll 
back". Though in general a compiler cannot decide whether a process grows or shrinks, there 
are frequent special cases in which it can. In particular, if the result of a process is a scalar 
quantity, the process would do better to throw away its specification than to roll back. Alter-
natively, it may be possible to quickly measure the space (e.g. by stack-pointer offsets) for the 
specification and current state, and replace the specification with the current state whenever 
the current state is smaller. This method guarantees that the size of the recovery point mono-
tonically (but perhaps not strictly) decreases with time, and thus be no bigger than the original 
specification. 
6.5 Summary 
Our taxonomy classifies programs primarily based upon their data flow. An important distinc-
tion is whether supercross edges are allowed. A secondary classification is control flow, which 
affects the degree of concurrency. Finally, whether processes shrink or grow with time may 
change the effectiveness of rolling back to reclaim space. 
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Chapter 7 
Recovery Point Management 
There is no such thing as a free lunch. 
Our concurrency regulator decomposes into two pieces: the recovery-point manager and 
the scheduler. The recovery-point manager controls when recovery points are discarded. The 
scheduler controls when processes run forward or roll back. This chapter addresses recovery-
point managers; the next chapter addresses schedulers. 
The ideal recovery-point manager would take time proportional to the number of graph 
transitions. (The bottom of Figure 5.11 demonstrates that constant time per graph transition 
is impossible.) The managers to be presented do not quite reach this ideal, but this chapter 
characterizes how they fall short. The managers trade simplicity and speed against accuracy of 
identifying safe recovery points. The simpler and faster managers are presented first. Their flaws 
highlight the problem situations with which an ideal recovery-point manager must contend. 
They also introduce the pieces necessary for the final manager. The final manager, called 
perfect-commit, identifies all safe recovery points, but may involve significant overhead for some 
programs. The taxonomy of the previous chapter helps discriminate kinds of programs for 
which the fast managers work, and the overhead incurred by the perfect-commit manager. 
An ideal recovery-point manager discards every recovery point that becomes safe. The 
simpler and faster managers may err on the side of over-commitment or under-commitment. 
The manager over-commits if it discards a recovery point that is not yet safe. The manager 
under-commits if it does not discard a recovery point that is safe. Either error may preclude 
recovering a sequential state — over-commitment because the system will not be able to discard 
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results that the sequential state would have discarded, and under-commitment because the 
system will not be able to discard specifications that the sequential state would have discarded. 
Either error may cause a program to require more memory for concurrent evaluation than for 
sequential evaluation. This would invalidate the guarantee that sequential evaluation provides 
an upper bound on the memory required for concurrent evaluation. 
7.1 Sequential State 
"f dont know what you mean by 'glory,'" Alice said. 
Humpty Dumpty smiled contemptuously. "Of course you don't — till I tell you. I 
meant there's a nice knock-down argument for you!" 
Lewis Carroll's Through the Looking G/ass[Car60] 
One of our stated goals was to be able to roll a program back to a sequential state. This 
section defines the meaning of "sequential state". A prerequisite is to distinguish various kinds 
of "state." There are three different kinds of state to define. The state of a vertex is the 
information local to its corresponding process. The internal structure of this information is 
irrelevant. The only assumptions about it are that it is empty (and occupies no space) until its 
process is initiated, and that it changes as the process progresses in time. The specification of 
a process is not part of its state. 
The state of a supervertex is the collected states of its vertices and any undiscarded recovery 
points created by the supervertex. In the graph drawings, these points always lie on those spec 
edges with tails in the supervertex. For example, in Figure 7.1, discarded and undiscarded 
recovery points are shown by Q and • respectively. The state of supervertex Q contains the 
states of vertices go, gi, q2, plus the recovery point on edge g% i p 'cr. The recovery point on edge 
go 2ffgi has been discarded, otherwise it would also be part of the state of Q. The recovery 
point on edge p f^go belongs to the state of supervertex P. 
The state of a (history) graph is the state of all vertices and the set of undiscarded recov-
ery points. Note that the state of a graph can be partitioned into the state of the graph's 
supervertices. 
A sequential state is the state of a sequential graph. Informally, a sequential history graph 
is one created by call-by-need evaluation. The corresponding time diagrams have no init events; 
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Figure 7.1: State of supervertex includes recovery points specified by it. 
no process starts until its result is demanded by a use event. The graph model does not deal 
directly with init events, but the following definition for the extended model (Section 5.6) works. 
Definition 28 A history graph G is sequential, if for any vertex q that is not the initial vertex, 
oG(q) # START implies 3p: ( g j ^ p ) G EG-
This definition implies that at most one process is in the RUN state. The reason being that 
initially only the initial vertex is in the RUN state. The definition prevents some process q from 
changing into the RUN state until it is used by some process p, at which point the transition 
rules make p stop until q terminates, i.e. processes may pass a thread of control around but 
never split it. 
The definition is motivated by call-by-need evaluation, in which no process runs until its 
result is needed. The definition also covers sequential call-by-value evaluation, because call-by-
value can be simulated by artificially early use events. The reason for not defining "sequential" 
as "at most one vertex in the RUN state" is explained later. 
Sequential graphs have the following structural properties. The proofs of these properties are 
trivial. Sequential graphs have a single supervertex that is not a singleton set. This supervertex, 
which contains the initial vertex, is called the root supervertex (Figure 7.2). All other vertices 
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initial vertex 
Figure 7.2: Example of a sequential graph. 
Before transition. Sprout spec edge or add use edge. 
Figure 7.3: Transitions external to supervertex during sequential evaluation. 
outside this supervertex are in the START state. Transitions between sequential graphs are 
internal to the root supervertex except for the two cases shown in Figure 7.3: 
• The root supervertex sprouts an external spec edge; 
• A superback use edge pointing into the root supervertex is added. Afterwards, the edge's 
tail merges with the root supervertex. 
A rollback to a sequential state is demarcated by a recovery cut that contains all external 
spec edges sprouted from the root supervertex (Figure 7.4). Rolling back to a sequential state 
may also require discarding recovery points on internal edges if those points would have been 
deleted during sequential evaluation. 
Now the reason for not defining "sequential" as "at most one process in the RUN state" 
can be explained more clearly. Such a definition would allow graphs without the structure in 
Figure 7.2. If all processes within the root supervertex terminated, then any vertex outside of 
the root supervertex would be allowed to spontaneously jump into the RUN state. However, 
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Figure 7.4: Rolling back to a sequential state. 
because all processes within the root supervertex terminated, it turns out that no use edge can 
ever be added to the supervertex. Hence, information from the spontaneously running vertex 
will never have bearing upon the result of the initial vertex. This case of a spontaneous but 
useless running vertex is a theoretical nuisance that is better avoided by the chosen definition 
of "sequential". 
7.1.1 Recovery-Point Management Symmet ry 
The foregoing discussion raises the temptation to give the root supervertex special treatment. 
For example, a recovery-point manager might delete only those specifications in the root super-
vertex and keep all others. While this allows rolling back to a sequential state, it causes forked 
threads of control to use more space than the initial thread, even if they are performing the 
same computation. Intuitively, forked threads should behave as much like the initial thread as 
possible. In particular, a thread of control should exhibit the same demand for space regardless 
of whether the thread is the "root" thread or a forked thread. The following principle captures 
this intuition within our theoretical framework. 
Supervertex symmetry principle: The decision to discard a recovery point 
should not depend upon knowning which supervertex is the root supervertex. 
In practical terms, the symmetry principle ensures that the space demand of a program 
can be decomposed into the space demands of the program's parts. A subprogram can be run 
separately and its space demand measured. We can be sure that when the subprogram is forked 
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Figure 7.5: Commit-on-termination gives Q control of recovery point belonging to P. 
from a larger program, the subprogram will make the space demands measured previously. All 
the proposed managers adhere to the symmetry principle. 
7.2 Commit-on-termination Manager 
A series of recovery-point managers are presented. Each manager improves upon its predecessor 
by coming closer to the ideal of discarding a recovery point if and only if it is safe. The 
initial manager in the series is called commit-on-termination. It deletes a specification when its 
corresponding result becomes ready, i.e. discard a process' recovery point when it terminates. 
This manager is simple to implement, as it requires only trivial information local to a process. 
It can be quite effective when the result occupies no more space than its specification, as for 
instance when the result is a single number or Boolean answer. 
The problem with commit-on-termination is that it may discard recovery points either too 
soon or too late. From the perspective of the formal model, the flaw of commit-on-termination 
is that the state of a supervertex is dependent upon vertices outside of it. In Figure 7.5, 
for instance, the state of supervertex P includes the recovery point on p ^ c g . In commit-
on-termination, process g in supervertex Q controls the time that this recovery point will be 
discarded. 
When a specification is deleted too soon and its result is larger, then the commit-on-
termination manager may commit too much space. For example, each element of a stream 
contains a result and a specification for the next element of the stream. If the specifications 
are deleted, then the stream becomes a list of results that cannot be cut back. 
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(a) (b) 
Figure 7.6: Discarding recovery points too soon (a) or too late (b). 
If specifications are deleted too late, safe recovery points may accumulate and fill up space. 
For instance, consider the function loop below, which is an iteration written tail-recursively. 
function loop(i) 
if i = 10 then return i 
else return loop(i + 1) 
end loop 
Systems without rollbacks can run loop(0) in constant space by deleting the specification of 
each iteration immediately after the iteration starts. However, if a system waits for loop(k) to 
return before deleting its specification, by the time it reaches /oop(10) itswill have stacked up 
specifications for loop(0), loop(l), . . . , /oop(9). 
In the formal graph model, deleting a specification too soon means deleting a recovery point 
on a non-internal spec edge; deleting a specification too late means leaving a recovery point on 
an internal spec edge. Figure 7.6(a) shows an example of deleting too soon; processes have 
terminated and deleted their recovery points so that they can not be cut from the root super-
vertex. Figure 7.6(b) shows an example of deleting too late; recovery points have accumulated 
within a supervertex. 
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Figure 7.7: Rolling back to sequential state may entail discarding useful work. 
If neither the premature nor late discarding of recovery points is a problem, then commit-
on-termination is a cheap way to throttle concurrency. It may even finish a computation more 
quickly than the other managers to be discussed, because commit-on-termination tends not to 
throw away completed sub-computations that the other managers may need to throw away in 
order to recover a sequential state. 
Figure 7.7 shows how recovering the sequential state may force discarding of useful work. 
Sequential evaluation by divide-and-conquer (e.g. Fibonacci function) traverses a tree in depth-
first order from left to right. In concurrent evaluation, the tree would be traversed breadth-first. 
Suppose the right branch has finished, but the left branch is still running when a sequential 
state must be recovered. In this case, the right branch must be discarded, because in any 
sequential state, the left branch must complete before the right branch can start. 
The commit-on-termination manager is cheap, even advantageous sometimes, but offers no 
general guarantees. 
7.3 First-use Manager 
The following observation leads to a crude recovery-point manager. If the transition G ^ G' 
adds an edge p _ ^ g and p j ^ g is internal with respect to G', then either p j ^ g is internal 
with respect to G, or the transition caused merging of supervertices. In the latter case, by 
Theorems 18 and 19 the vertex p is not the top of its supervertex in G', and the recovery 
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procedure First-use-updateQ 
switch transition G ~» G' of 
caseG' = G u { g f ^ p } : 
g saves recovery point for p. 
caseG' = G u { p _ ^ g } : 
discard recovery point for p. 
end switch 
end First-use-update 
Figure 7.8: First-use recovery-point manager 
r r 
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Figure 7.9: First-use manager may over-commit when supercross edge is added. 
point for p should be discarded. Furthermore, if there are no supercross edges in G, no other 
recovery points become safe. Thus if every use edge is internal after being added, the manager 
in Figure 7.8 identifies all safe recovery points, i.e. the manager never errs for programs in the 
supertree class. 
The manager is called first-use because it discards the recovery point for a process as soon 
as the process is used by some other process. The algorithm correctly identifies all recovery 
points for programs in the supertree class. When applied to programs outside the supertree 
class, the algorithm may over-commit. Figure 7.9 shows an example in which it commits too 
soon when a supercross edge p j ^ g is added. If first-use has not discarded a recovery point, 
its vertex must not be the tail of any use edge, and by Theorem 13 the vertex must be a top 
vertex. Therefore the first-use manager always errs on the side of over-commitment. 
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procedure Two-cycle-update() 
switch transition G ~» G' of 
caseG' = G u { g ^ p } : 
g saves recovery point for p. 
p.parent := {g} 
caseG' = G u { p J 3 g } : 
if p.parent = g then 
discard recovery point for p. 
else 
ignore edge at own risk 
end if 
end switch 
end Two-cycle-update 
Figure 7.10: Two-cycle recovery-point manager 
'V* 
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Figure 7.11: Two-cycle manager may not find all safe recovery points. 
7.4 Two-cycle Manager 
The first-use manager over-commits because it assumes that every use edge becomes internal 
as soon as the edge is added, when in fact some edges may not. There is a variation on the 
first-use manager that always under-commits. 
If a history-graph contains edge q " ^ p , then clearly adding edge p . } ^ 9 causes p to become 
part of [g], which in turn causes the recovery point for p to become safe. This suggests the 
manager in Figure 7.10. It discards the recovery point for a process p if and only if p is part 
of a two-cycle g , p ' c p_!^ g, hence its name. Since the recovery point is provably safe, the two-
cycle manager never over-commits. It should be obvious that the two-cycle manager neither 
under-commits nor over-commits for programs in the two-cycle class. 
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procedure Supertree-updateQ 
switch transition of 
caseG' = G u { g ^ p } : 
g saves recovery point for p 
p.top := true; 
p.«uper := {p}; 
p.parent-super := g.super 
caseG' = G U { p J ^ g } : 
9 if p.top then 
10 if p.parent-super = g.super then 
union( g.super,p.super ) 
p.top := false 
discard recovery point for p 
else 
ignore supercross edge at own risk 
16 end if 
else 
edge contributes no information 
19 end if 
end switch 
end Supertree-update 
Figure 7.12: Supertree recovery-point manager 
Like the first-use manager, the two-cycle manager does not record supercross edges, hence it 
may fail to identify safe recovery points for programs outside the two-cycle class. For example, 
in Figure 7.11, it fails to identify that p, g, and r belong to the same supervertex, and therefore 
that the recovery point for p is safe. 
7.5 Supertree Manager 
The under-commitment of the two-cycle manager in Figure 7.11 was due to edge p^% q becom-
ing an internal edge, but spanning more than one spec edge. The two-cycle manager cannot 
decide whether the edge causes merging, and conservatively assumes that the edge does not 
cause merging. To correctly identify such edges, the recovery-point manager must know which 
vertices belong to the same supervertex. Since supervertices are equivalence classes that merge 
over time, it is natural to apply the classic union-find algorithm. Figure 7.12 shows such a 
manager. 
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v^> 
before after 
Figure 7.13: Supertree manager forgets supercross edges. 
Compared to the two-cycle manager, the supertree manager adds two new variables per 
process. The variable p.top is true if and only if pis the top of its supervertex. The variable 
p.super is the supervertex of p, and is represented according to a modified union-find algorithm 
(Appendix A); i.e., p.super is the root of a tree representing the set [p]. The manager works as 
follows. When an edge g **™p is added, the new process g is the top of a trivial supervertex. 
When an edge p j ^ g is added, line 9 checks if p is a top vertex. If not, the edge is uninteresting 
by Theorem 14. If so, then line 10 checks if the edge is a superback edge. If the edge is 
a superback edge, then the supervertices of p and q merge, and p is no a longer top vertex. 
Otherwise the supertree manager ignores the edge. 
The supertree manager does not under-commit in the situation of Figure 7.11. It never 
over-commits, because if p j ^ g is a superback edge, then p can never be a top after the edge 
is added. It should be obvious that the supertree manager neither under-commits nor over-
commits for programs in the supertree class. This is also true of the first-use manager, but the 
supertree manager differs in that the supertree manager under-commits at worst, in contrast 
to the first-use manager that over-commits at worst. Figure 7.13 shows a case wherein the 
supertree manager under-commits. When edge q J ^ r is added, p and g should become part of 
[r] and their recovery points discarded. The supertree manager correctly discards the recovery 
point for g, but incorrectly retains the recovery point for pbecause it "forgot" the edge p _ ^ g . 
Note that the "after" graphs are identical in Figures 7.11 and 7.13. Unlike the first-use and 
two-cycle managers, errors by the supertree manager are dependent upon the order in which use 
edges are added. Section 6.3.3 shows that changing the order of adding use edges can change 
which are supercross edges, and the supertree manager errs when it adds supercross edges. 
102 
Unlike the preceding managers, the supertree manager does not quite run in constant time 
per graph transition. Tarjan's union-find algorithm takes time fa(f,n) for / > n finds and 
n — 1 unions. The function a(f,n) is roughly the inverse Ackerman's function. It grows so 
slowly that it is considered a constant for practical purposes [Tar75, RND77]. Therefore, the 
supertree manager runs in amortized time 0(a(f,\V\)) per transition, where V is the set of 
vertices, and / is the number of find operations. The amortized time is the average time per 
operation for the worst-case sequence of operations [Tar85]. The manager may take a long time 
for one graph transition, but the time averaged over many transitions is almost constant per 
transition. 
7.6 Perfect-commit Manager 
The problem with the supertree manager is that it throws away supercross edge information, 
which in turn prevents it from identifying all supervertices. This section describes a manager 
that keeps track of supercross edges. Consequently it can identify all supervertices. 
Section 5.5 proved that there are three possible cases to consider when adding an edge: 
• Adding an edge q **'fp creates a new singleton supervertex [p]; 
• Adding a use edge causes no change if it is not a superback edge; 
• Adding edge p _ ^ g causes supervertices to merge if there exists a spec edge from [q] to 
[p]. Furthermore, all other supervertices to be merged have use paths leading to p, and 
hence can be found by tracing these paths backward from p. 
Our incremental algorithm (Figure 7.14) for computing supervertices follows from these obser-
vations. 
Each vertex q has three variables associated with it: g.super, q.top, and q.parent-super. 
These three are the same as for the supertree manager. The variable g.super is the supervertex of 
g, and is represented according to a modified union-find algorithm (Appendix A). The variable 
q.top is true if and only if g is the top of [g]. The variable q.parent-super is the supervertex 
of the vertex that specified g, i.e. q.parent-super — [ir(g)]. A fourth new variable Q. use-edges 
associated with each supervertex Q is introduced. This variable remembers supercross edges 
pointing to a supervertex that may affect supervertex merging. The variable also may contain 
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other "junk" edges. The junk edges contribute neither useful information nor misinformation, 
and are excised when encountered. The actual edges need not be stored. It suffices to let 
Q.use-edges list every tail of an edge pointing to Q such that the tail is a top vertex. Tails of 
non-top vertices are uninteresting by Theorem 14. Formally, 
Q.use-edges D {p\p = p.top A 3g : g G Q A ( p j ^ g ) G EG}-
The superset symbol indicates the possible presence of junk edges. 
The pseudocode in Figure 7.14 is organized as follows. Lines 3-8 handle addition of a spec 
edge; lines 9-18 handle addition of a use edge. The test in line 10 avoids further processing of 
use edges that provide no useful information (Theorem 14). Line 11 checks whether a new use 
edge will cause merging. If not, the edge is remembered for future reference (line 14). If so, 
supervertices are merged by procedure Supermerge. The invocation Supermerge( q,p ) merges 
supervertices, given that q is the top of the new supervertex and p is the root of the use DAG 
of other supervertices. 
The procedure Supermerge starts with vertices p and q that satisfy the merging condition, 
i.e. pis a top vertex and p j ^ g was just added. It operates by collecting supervertices into the 
supervertex of g. To find all supervertices that should be collected, it sweeps a front across [q]. 
The pseudocode for Supermerge is shown at the bottom of Figure 7.14. The set F is the set of 
top vertices exactly one use edge away from g.super. The set F can be thought of as a frontier 
that spreads out from p and collects supervertices that it passes over. Figure 7.15 shows an 
example of the front. A use edge was just added from supervertex P to supervertex Q. One 
possible sequence of fronts is labeled 0 . . .4. Each successive front merges one more supervertex 
into Q. When the front is done moving, g.super = [g]. 
The characterization of which supervertices merge is almost enough to prove that Superme-
rge works. It is straightforward to show that each iteration merges supervertices that should be 
merged, and that the loop invariant holds. It is tougher to show that the algorithm terminates 
correctly and not too soon. Supermerge uses exactly one-level of look-ahead beyond the front 
F, and for arbitrary graphs such a technique fails. Figure 7.16 shows such a failure for three 
vertices in which the edge r J^p was just added. The three vertices are part of a supervertex, 
but Supermerge would fail to merge any of the vertices. However, arbitrary graphs are not 
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procedure Perfect-commit-updateQ 
switch transition of 
3 caseG' = G u { g f ? p } : 
p saves recovery point for p 
p.top := true; 
p.super := {p}; 
p.parent-super := g.super 
8 p.super.use-edges := {} 
9 caseG' = Gu{p_^g}: 
10 if p. top then 
11 if p.parent-super = q.super then 
Supermergef q,p ) 
else 
14 g.super use-edges := g.super use-edges U {p} 
end if 
else 
edge contributes no information 
18 end if 
end switch 
end Perfect-commit-update 
procedure Supermerge( g,p:vertex) 
assumptions: g.top A (pj^p) G G 
F : = { p } 
loop invariant: F = {rjr.top A r^p A 3g': g' G g.super A (r J ^ g ' ) G G}. 
25 while 3r : r G f A r .parent-super = q.super do 
union( g.super, r.super ) 
F := FU {s\s G r.super.use-edges A s.top} 
r.top :=false 
discard recovery point for r 
F:=F- {r} 
end while 
q.super.use-edges := q.super.use-edges U F 
end Supermerge 
Figure 7.14: Algorithm for merging vertices after edge g j ^ p is added. 
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Figure 7.16: Moving front of procedure Supermerge. 
P. 
A 
Figure 7.16: One-edge look-ahead may not find supervertex in arbitrary graph. 
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allowed by the transition rules. Indeed, Figure 7.16 is impossible to construct via the transition 
rules. 
To prove that one-edge look-ahead suffices, first define the notion of an upper subset. 
Definition 20 Let P be a subset of vertices of history graph G. A subset X C P is an upper 
subset if there is no spec edge from P - X to X. That is for all p G P and for all x G X, 
(p ^x) G G impliespeX. 
This definition is closely related to the usual notion of an upper subset of a partial order. In 
the partial order definition, a subset X is an upper subset of a set P with partial order C if 
for all p G P and x G X,x3 p implies p G X. Our definition is equivalent to the partial order 
definition, where the partial order is the spec semilattice. 
Upper sets assist in proving Supermerge correct as follows. Let P be the supervertex that 
results after calling Supermerge. It is easy to show by induction that the vertices above the 
moving front in Supermerge are an upper set X C P. By Theorem 30 below, as long as P - X is 
non-empty, another vertex in P - X will allow advancement of the front. Therefore Supermerge 
does not terminate until P — X is empty, i.e. the front has swept over the entire supervertex P. 
Theorem 30 Let P be a supervertex. Partition the vertices of P into non-empty sets X and 
Y such that X is an upper subset of P. Then there exists a vertex y eY such that there is a 
spec edge from X to y and a use edge from y to X. 
Proof: Consider the very first path completed from Y to X. Let G ~» G' be transition 
that completes the path. Because the path's endpoints lie in the same supervertex P, every 
vertex along the path must be in P. Consequently, at least one edge in the path must cross 
from Y to X. Because X is an upper set, this edge cannot be a spec edge. It must be a use 
edge y j ^ z , where y G Y A x G X. Before the edge was added, there was no path from y to 
x in G. Therefore the use edge must have been added by transition rule (2b) and %G(u)=^z 
G 
(Figure 7.17). Since X is not empty, y ^ \JP, and therefore %G(u) G P by Corollary 12. For 
%-(%)=> z to hold, ir(y) cannot be in Y, otherwise a path would already exist between Y and 
G 
X in G. Therefore ir(y) G X. The edges claimed by the theorem are %(y) ^y and y J ^ x. 
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Figure 7.17: Proof of Theorem 30. 
7.6.1 Complexi ty Analysis 
This section analyzes the asymptotic amortized time per graph transition required by the 
perfect-commit algorithm. This is a sequential analysis, it does not account for possible inter-
ference of concurrent graph operations. 
Clearly each spec edge takes constant time to process. Each use edge whose tail is not a 
top is also processed in constant time. This is a strong point of the Perfect-commit-update 
algorithm: only communication between supervertices incurs non-trivial overhead, and hence 
overhead should be low when the degree of concurrency is low. 
Moving on to use edges whose tails are tops, there are two cases. Assume that the use-edges 
sets are represented by linked lists. If the use edge is a supercross edge, it takes constant time 
to append to a use-edges set (line 10). The time for this case is dominated by the 0(a(f, \V\)) 
amortized cost of / find operations (line 9). The other case, the use edge is a superback edge, 
may incur significant overhead. Each iteration of the while-loop (line 25 of Figure 7.14) causes 
a supervertex merge. There can be at most |V| - 1 mergings, so the amortized number of 
iterations is 0(1). The cost of each iteration is dominated by the while-loop's test, which takes 
amortized time 0(max(a(/, |V|), \F\). 
Hence, the worst-case amortized time per operation for the perfect-commit algorithm is 
0(max(a(/, |V|), \F\)), which for practical purposes is 0(max(l, |F|)). Thus the size of \F\ is 
of interest. In the worst case, \F\ is 0( |E|) , as would happen if gJif^p were added to Figure 7.18. 
In such a case, Tarjan's off-line algorithm for computing strongly-connected components would 
do just as well. Tarjan's algorithm uses depth-first search to compute the strongly connected 
components of a graph G(V,E) in time 0(\V\ + \E\) [Tar72]. However, for frequently occur-
ring cases, \F\ is much smaller. For example, in the two-cycle tree class F is always empty. 
More generally, F is empty for the supertree class. Our perfect-commit algorithm takes amor-
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. / / 
Figure 7.18: Worst-case for |F | is 0(\E\) 
tized time 0(a(f, \V\)) for programs in the supertree class, which is constant for all practical 
purposes. 
If true parallelism is available (as opposed to interleaved concurrency), then the amortized 
time per event can be brought down from practically 0(max(l, |F|)) to 0(1). The reason is 
that the |.F| time arises from a linear search of set F for a process with a certain property (line 
25 of Figure 7.14). A parallel search of \F\ can shrink the time to find an element to 0(1), at 
the cost of having every process simultaneously check whether it has the property. 
The following details about space complexity should be noted. Storing use-edges might 
seem to prevent rolling back to a sequential state, because use-edges might take up space not 
accounted for by sequential states. In a sequential graph, q.super.use-edges is trivially empty 
for any vertex q outside the root supervertex. For any vertex p inside the root supervertex, 
p.super.use-edges is also empty, because the root supervertex can never be the end of a super-
cross edge. Proper accounting for the space taken by union-find is a bit trickier due to subtleties 
of garbage collection; this problem is discussed in Appendix A. 
7.6.2 Rela ted Work 
Our work studies the intersection of two problems: identification of safe recovery points in 
systems of communicating processes and on-line computation of strongly connected components. 
The on-line computation of strongly connected components is part of the more general 
problem of efficient dynamic data structures for representing graphs. Italiano provides a bibli-
109 
ography of work in this area [Ita88]. Most of the work pursues on-line computation of transitive 
closure, i.e. answering queries of the form "is there a path from vertex p to vertex g?" This 
relates directly to strongly-connected components, because vertices p and q are in the same 
SCC if and only if there is a path from p to g and vice versa. More specific to the history graph 
model, if (p *p^q) G G then the recovery point of q is safe if and only if there is a path g=£p . 
G 
Most of the work assumes that both edge insertions and deletions on unrestricted graphs, and 
hence the bounds are much worse than for our special case. On-line computation of transitive 
closure for unrestricted graphs when only insertions are allowed is considered by Ibaraki and 
Katoh [DX83]. Their algorithm takes 0(|V|3) for adding \E\ edges, assuming that no duplicate 
edges are allowed. For very dense graphs, i.e. E = 0(|V|3), this yields an amortized time of 
0(|V|), which is better than our algorithm if |F| exceeds 0(\V\). Usually |f| is much smaller 
in practice. For instance, F is empty for supertree class programs. 
Jones [JS86, Jon86] develops an on-line algorithm for identifying circular dependencies in 
attribute grammars. Part of the algorithm does incremental computation of SCC. The algo-
rithm handles both addition and deletion of edges. It assumes that the graph can be embedded 
in a tree such that: 
• Each tree node contains no more than a constant number of graph vertices; 
* Edges in the graph must only go between vertices in adjacent nodes. 
The algorithm takes time 0(\affected\) per edge addition or deletion, where affected is the set of 
vertices affected by the change. In general, graphs in our model do not meet these constraints. 
Programs in the two-cycle class trivially meet these constraints, in which case our algorithm 
takes amortized time 0(a(f, \V\)), which is significantly better than 0(\affected\). Of course, 
our algorithm is restricted to history graphs. 
Zielinski proposes identifying safe recovery points by simulating possible backward recovery 
(pseudo-recovery). This is analogous to garbage-collection by the mark-sweep method. Analo-
gously to the mark-sweep method, Zielinski's does not identify safe recovery points when they 
occur, but only after performing pseudo-recovery. No analysis of the algorithm's complexity is 
given. 
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7.6.3 Distributed Implementation 
This section describes how to distribute control in the perfect-commit manager. Except that 
the distributed implementation is used for experimental analysis in Chapter 9, this section is 
independent of the rest of this thesis and may be skipped with no loss of continuity. 
The key to Perfect-commit-update and SuperMerge is keeping track of supercross edges that 
have not yet become superback edges. Only addition of a superback use edge causes merging of 
supervertices. The effect of a supercross use edge is delayed until it becomes a superback edge 
due to its head merging with another supervertex. Any use edge with a non-top tail vertex may 
be ignored. Because only one-edge look-ahead is used, except for the union-find operations each 
vertex need only communicate with its nearest neighbors in the history graph. The locality of 
information flow makes distributing control in the perfect-commit manager straightforward. 
Figure 7.19 shows pseudocode for a distributed implementation of the perfect-commit man-
ager, written for the Chare Kernel. In the Chare Kernel a process is called a chare. A chare 
receives and processes one message at a time. Each labeled section of code between the lines 
"chare" and "end chare" handles a particular event, which may be the receiving of a message 
or some internal event. For presentation purposes the pseudocode assumes that chare p uses 
chare g and clarifies which parts of the code goes with which ends of the use communication by 
splitting the code between chares p and g. In practice each chare has code for all events since 
the chares might be at either end of a use event. 
The spec and use events are handled by a request/acknowledge protocol. Chare q specifies 
chare p by sending the message (SPEC, q) to a new chare. The new chare acknowledges by 
sending chare q the message (ACK-SPEC,q). The acknowledgement was necessary because in 
the Chare Kernel a parent chare is not told automatically the name of a child chare.1 
Chare g uses chare p by sending chare p the message (USE, q). By sending the message 
(USE, q), chare p also implicitly creates a use edge in the history graph. The algorithm delays 
allocation of an actual record for implicit use edge p j ^ p until it determines that the edge does 
not immediately cause merging. If the edge does cause immediate merging, the edge becomes 
internal and no record of it need be kept. If the edge p j ^ g does not cause immediate merging, 
then chare p allocates a record for the edge and sends the record back to chare q. When chare 
1
 More recent versions of the Chare Kernel provide a way around this problem. 
I l l 
chare g 
begin-computing-result: 
use-edges := {} "set of some use edges pointing to g" 
out-edges := 0 "number of use edges pointing to q but not in use-edges" 
change-flag := false "true if supervertex changed since last check" 
begin-spec(p): 
send (SPEC, q,...) to new chare 
receive (ACK-SPEC,p): 
chare q continues where it left off to specify p 
begin-use(p): 
out-edges := out-edges + 1 
send (USE,q) top 
receive (ACK-USE,result): 
chare q continues where it left off to use p 
receive (NACK-USE): "chare p ran out of space" 
ask scheduler to roll back a process 
retry begin-use(p) 
receive (NOCHANGE, edge): 
Receive-edges(l,faise, {edge}) 
receive (FORWARD-EDGES, set-of-edges): 
Receive-edge8(l, true, set-of-edges) 
end chare g 
chare p 
receive (SPEC, q,...): 
term := false "true iff finish event has occurred" 
top := true "true iff this process is a top" 
super := {p} "our supervertex" 
parent-super := p.super "our parent's supervertex" 
merging - user := null "head of use edge that caused merge" 
send (ACK-SPEC,p) to q 
receive (USE, q): 
Check-edge(p, q, null) 
receive (CHECK, edge): 
Check-edge(p, edge.head, edge) 
finish-computing-result: 
term := true 
Forward-edgesQ 
end chare p 
Figure 7.10: Distributed Perfect-commit algorithm (Page 1 of 4) 
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procedure Check-edge( p, g: chares, e: edge ) 
"Check whether edge pj±%g causes merging of supervertices. e points to an 
edge record for p_!H$g if it has been allocated or e is null otherwise." 
if p. top then 
if p.parent-super = q.super then 
"Edge e causes supervertices of p and q to merge." 
union(p.parent-*uper, pauper) 
p.parent-super := null 
p.top :=false 
discard recovery point for p 
p.merging-user := g 
p. Jtecei«e-e(/ges(0, true, {}) "Kick-start edge checking" 
else 
"The edge does not cause supervertices to merge." 
if e = null then 
"A record for the edge has not been created yet." 
e :=new edge record with head = q and tail = p 
endif 
if e = null then 
"There was not enough space for the new edge record. Since e ^ 
null upon entry, we must have been called from case USE in the 
code for chare g. Send (NACK-USE) to g, who will rollback a 
process and retry." 
send (JVOCJTAJVGE,null) to g 
send (NACK-USE) tog 
else 
send (NOCHANGE,e) to g 
e := null 
endif 
endif 
else 
"The edge provides no information and should be deallocated." 
send (NOCHANGE,miR) to g 
endif 
if e ^ null then 
deallocate edge e 
endif 
end Check-edge 
Figure 7.19 (Page 2 of 4) 
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procedure Receive-edgea( couni:integer, cnangre:boolean, E : set of edges ) 
"If count = 1 then process a set of use edges E that were returned to their 
head chare. Parameter change indicates whether supervertices for the tails 
have changed. If count, then this is a dummy call to get the edge-checking 
going." 
use-edges :— use-edges U E 
change-flag := change-flag or change 
out-edges :— out-edges — count 
if out-edges = 0 then 
"use-edges contains all use edges pointing to this vertex" 
if change-flag then 
"Our supervertex changed, so recheck the edges" 
for all e G use-edges do 
send (CHECK,e) to e.tail 
out-edges:= out-edges + 1 
end for 
use-edges :={} 
change-flag :=false 
elsif -ifop then 
"Our supervertex has not changed, but we are no longer the 
top of our supervertex. Forward the edges closer to the top." 
Forward-edgesO 
else 
"Our supervertex has not changed." 
endif 
end 
end Receive-edges 
Figure 7.19 (Page 3 of 4) 
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procedure Forward-edgea(p) 
"Forward use edge records closer to the top of supervertex" 
if term A "No more edge records to be created here" 
-itop A "Not the top of supervertex" 
out-edges = 0 A "No edges in transit" 
merging-user ^  null "Edges have not been forwarded yet" 
then 
"First repoint edges to destination chare" 
for all e G use-edges do 
e.heod := merging-user 
end for 
send (FORWARD-EDGES, use-edges) to merging-user 
use-edges :={} 
merging-user := null 
endif 
end Forward-edges 
Figure 7.19 (Page 4 of 4) 
p needs to recheck whether the edge causes merging, it sends the record back to chare q in a 
message (CHECK, ( p ^ g ) ) . Essentially the edge record is bounced back and forth between p 
and q like a ping-pong ball until one of three conditions occurs: 
• Chare q finds that no merging has occurred since the last time all edge records were sent 
out for checking, therefore chare g holds onto the record until further notice; 
• Chare p is no longer the top of a supervertex. Therefore the edge record contains no 
useful information and chare p deletes the edge; 
• The edge causes the supervertices of p and q to merge. Thus the edge becomes internal 
and chare p deletes the edge. 
If condition (1) occurs and q is no longer the top of a supervertex, then q forwards its set of 
edge records towards the top of the supervertex of q. 
In the centralize Perfect-commit-update algorithm, the variable use-edges was associated 
with each supervertex and kept track of all non-internal edges pointing to the supervertex. In the 
distributed algorithm, the variable use-edges is distributed across the vertices in a supervertex. 
The shared-memory communication lost by distributing use-edges is replaced by the forwarding 
of use-edge records towards the top of supervertices. 
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Manager No Errors for Class Error 
commit-on-termination none either 
first-use supertree over-commit 
two-cycle two-cycle under-commit 
supertree supertree under-commit 
perfect-commit all none 
Table 7.1: Summary of recovery-point managers 
7.7 Summary 
Recovery-point managers try to identify and discard safe recovery points. Speed may be 
traded against accuracy of identifying all safe recovery points. Inaccuracies may prevent rollback 
to a sequential state, either because of over-commitment or under-commitment. A manager 
may be inaccurate for general programs, but accurate for programs within a certain class. 
Table 7.1 summarizes the managers, the classes for which they make no errors, and how they 
err. The manager without error incurs overhead because it must remember supercross edges and 
determine when they become superback edges. The next chapter shows how these supercross 
edges are the key to scheduling rollbacks. 
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Chapter 8 
Scheduling 
The previous chapter dealt with managing space, i.e. deciding when to keep or discard recov-
ery points. This chapter deals with managing time, i.e. scheduling when to run or roll back 
processes. Recovery point management gives the scheduler the tool of rollback to regulate con-
currency. The scheduler must apply this tool with caution, else livelock may occur. In livelock, 
processes are caught in a Sisyphean cycle; they progress forward and then roll back with no 
net gain. The goal of this chapter is to sketch a scheduler that breaks deadlock and prevents 
livelock. 
Since the scheduler is the final piece of the optimistic regulator, it is worthwhile to sketch 
the complete system (Figure 8.1). There are three components: the processes, recovery-point 
manager, and scheduler. The labeled arrows depict component interaction. The recovery-point 
manager maintains information on the history-graph structure. This structure is computed 
from spec and use events. The manager tells processes when to discard recovery points, and 
gives the scheduler the history-graph structure. When the scheduler rolls back processes, it tells 
the manager which parts of the history graph to cut. The scheduler determines which processes 
run forward or backward, and it keeps track of allocated space resources. It knows indirectly 
about spec and use events via the recovery-point manager. Note that init events go directly to 
the scheduler since init events do not affect the history graph structure. This chapter looks at 
how the scheduler coordinates all these interactions. 
117 
run forward/backward 
history discard recovery point 
Figure 8.1: Sketch of optimistic regulator of concurrency 
8.1 Rolling Back 
To increase concurrency, the scheduler runs more processes concurrently. Concurrency may 
decrease because processes terminate and are not replaced. To force concurrency to decrease, 
the scheduler selects victim processes to roll back. This section shows how the recovery-point 
manager constrains the scheduler's choice of victims. The constraint arises from the non-internal 
use edges maintained by the perfect-commit recovery-point manager. 
The notion of consistent cut from Section 5.1 comes into play now. Not just any process 
that is forward running should be rolled back. Recall from Section 5.1 that a history graph is 
a directed graph representing data flow. The graph may be decomposed into a directed acyclic 
graph of its strongly-connected components (super-vertices). The decomposition is called its 
condensation. A rollback must correspond to a cut of the condensation. 
The condensation's edges correspond to spec edges between supervertices and non-internal 
use edges. This information is already maintained by the perfect-commit recovery-point man-
ager. Consider the example history graph in Figure 8.2. Each circle represents a supervertex. 
There are four cuts, labeled 1-4, that might be made. The problem of finding cuts in a DAG is 
closely related to topological sorting. A topological sort, or topsort for short, finds a total order 
consistent with the partial order induced by a DAG. A cut of the total order partitions the 
vertices into two sets. This partitioning can also be obtained from a cut of the partial order. In 
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Figure 8.2: Potential consistent cuts. 
other words, every cut of the total order corresponds to a cut of the partial order.1 For instance, 
a topsort of the DAG in Figure 8.2 is P0, Pi, P2, P3, P*. A cut between Pi and P2 partitions 
the vertices into {P0,Pi} and {P2j.P3.P4}> which corresponds to cut # 2 in the figure. 
The perfect-commit scheduler adapts topsort to select rollback victims. Consider the fol-
lowing topsort algorithm, which is the same as the topsort given by Knuth [Knu73] except that 
it computes the total order backward. Begin with a DAG (V, E) to be sorted. Attach to each 
vertex a reference count of its out-going edges. Call the set of vertices with zero out-going edges 
the fringe. Store the fringe as a linked list, so that any vertex may be added or removed from 
the fringe in constant time. Let a variable i count iterations backward, from |V| down to 1. On 
iteration i, remove a vertex p from the fringe list and make p the ith vertex of the total order. 
Remove vertex p and its incident edges from the DAG, and update affected reference counts. 
Whenever a vertex's reference count goes to zero, add it to the fringe list. Since each iteration 
removes one vertex, the DAG will be reduced to an empty graph by the last iteration. The 
algorithm takes time 0(\V\ + \E\) to topsort a DAG. As Knuth remarks, "It is hard to imagine 
a faster algorithm for this problem!" 
*The converse is not true. Frequently there is more than one total order consistent with a partial order. 
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Essentially the topsort cuts the DAG apart one vertex at a time. Suppose for the moment 
that the condensation DAG contains only use edges. The computation can be rolled back 
partially by cutting back the DAG in the same manner as the topological sort. On each 
iteration, pick a process that has a recovery point and is in the use fringe. Roll back this 
process. When the process rolls back, it deletes its set of incoming use edges. Unlike the 
topological sort, the cut-back algorithm does not (and should not!) reduce the graph to an 
empty graph, but can stop iterating when sufficient space is released. Basically, the cut-back 
algorithm is a lazy topsort. 
Our fundamental assumption has been that information is not allowed to flow backward 
through a cut. Viewed from this foundation, the cut-back algorithm works because the use 
fringe is the set of information sinks, i.e. processes from which information has not escaped. 
A sink process may be rolled back without causing backward information flow. Rolling back a 
sink will undo information transfers to it from other processes, so the other processes may in 
turn become sinks. 
This is all very well, except that spec edges were deliberately forgotten up until now. A 
history graph's condensation DAG really contains both use and spec edges. The spec edges can 
not be given the same treatment as use edges, because rolling back a process does not delete 
its incoming spec edge. However, if a vertex y has no outgoing use edges, it can be rolled back 
even if it has outgoing spec edges, because y is the root of a spec subtree and Theorem 32 
(at the end of this section) shows that this tree taken as a whole acts as an information sink. 
More precisely, there is no edge from the subtree to the outside of the subtree. Therefore, 
process y can be rolled back, and the rest of the subtree can be deleted by a garbage collector. 
Hence, the scheduler needs to know only the use fringe of the condensation DAG. The use 
fringe can be maintained dynamically by reference-counting non-internal use edges; the latter 
are serendipitously kept by the perfect-commit manager. No further information is necessary. 
A potential problem with the cut-back algorithm is that it lops off one process at a time off 
the use DAG. In a concurrent computation, many processes may demand space simultaneously, 
and the rollback algorithm could become a bottleneck. To widen the bottleneck, the algorithm 
can simultaneously lop off all processes in the use fringe. If the use DAG were unrelated to 
the amount of concurrency, this widening might not be enough. For example, perhaps the 
use fringe might consist of a single process. It turns out that if the use fringe consists of a 
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Figure 8.3: Up to four processes may be running in this graph. 
single process, then there is only one process running (not necessarily the same process). More 
generally, Theorem 31 shows that there are never more processes running than the number of 
processes in the use fringe. The theorem does not say anything about the space occupied by 
the use fringe. It is possible that the processes in the fringe may be very small, and that the 
overall space needed is very large. In this case, each running process may have to iterate the 
cut-back procedure. What the theorem does say is that each running process can have its own 
victim process to roll back on each iteration. 
With a little extra work, the spec edges could be included along with the use edges when 
deciding which processes to roll back. Not every out-going spec edge should be added to the 
reference count, but only those pointing to processes that have started running. However, this 
may turn the cut-back algorithm into a bottleneck. For example, in Figure 8.3, the number of 
running processes may be as high as four, because the use fringe is {r,Pi,Pz,P3} which has four 
elements. If spec edges were considered by the cut-back algorithm, then process p% would be 
the only possible victim for rollback. If spec edges are not considered, the n processes pi, p%, 
and p3 are all candidates for rollback. If the g; processes need more space simultaneously, then 
the pi processes can be rolled back simultaneously. Of course, if only one process needs more 
space, then it would be preferable to roll ps back. Rolling back pi would cause the garbage 
collector to destroy p2 and p$. Section 8.3 shows how to impart this preference to the regulator. 
This section ends with the two theorems promised earlier. 
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Figure 8.4: Proof of Theorem 32 
Theorem 31 Given a graph G in the extended model, the number of its vertices labeled RUN 
does not exceed the size of its use fringe, i.e. 
\{p\oG(p) = RUN}\ < | { p | - , 3 g : ( p - g ) G ^ G } | . 
Proof: Because the use subgraph of G is acyclic, there exists a use path from any vertex 
to at least one element of the use fringe. Suppose there are more processes in the RUN state 
than use fringe elements. By the pigeon-hole principle, there exists a pair of such processes 
with use paths to the same fringe element. This contradicts Theorem 23. • 
Theorem 32 Let Y be a spec subtree of G, and y be the root ofY. Ify is not the tail of any 
use edge in G, then there is no path from Y to G -Y. 
Proof: Suppose to the contrary that there is a path y'^x, where y'eYAx£G-Y 
G 
(Figure 8.4). Because Y is a spec subtree with root y, there is a path y => y'. Catenate these 
G 
two paths at y' to construct a path y = > z . By the Reduced Path Lemma, there exists r such 
G 
that y = £ r = ^ z . Since y is not the tail of any use edge, the path y=>r cannot contain any 
G G G 
•pec 
G 
edges, and therefore y =J£x. Thus z is in the subtree Y, a contradiction. 
8.2 Scheduler Control of Processes 
The scheduler considers each process to be in one of seven phases. The term "phase" is used 
to draw distinction from the term "state" discussed in Section 7.1 (page 92). A process' phase 
changes over time according to the finite state machine shown in Figure 8.5. The meanings of 
the various phases are as follows: 
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Figure 8.5: Finite-state machine for phase transitions. 
THUNK: The process has been specified, but neither initiated nor used. The scheduler does 
not know yet whether the process will ever be used, hence the process is not considered 
a candidate for forward computation, i.e. the proposed scheduler does not indulge in 
speculative computation unless explicitly told to do so by init events; 
INIT: The process has been specified and initiated by another process. Initiation indicates to 
the scheduler that the process should be run when the scheduler sees fit; 
FRINGE: The process is running forward or has terminated, has a recovery point, and is part 
of the use fringe. The process is therefore a candidate for rollback; 
FORWARD: The process is running forward or has terminated, has a recovery point, but is 
not part of the use fringe. The process is therefore not currently a candidate for rollback, 
but may become so if the system rolls back; 
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BACKWARD: The process is rolling back. Rollback may not be instantaneous because the 
process may have to cancel outstanding requests and destroy locally created structures or 
processes that it specified; 
COMMIT: The process is running forward or has terminated, and its recovery point has been 
discarded. The process is committed and cannot be rolled back; 
DESTRUCT: The process is being destroyed. As with rollback, destruction is not instanta-
neous because the process may have to cancel outstanding requests. The transition arrow 
from DESTRUCT to off the diagram is a reminder that once destroyed, a process does 
not exist. 
The allowed phase transitions arise from the following considerations. At any time dur-
ing execution, a process can be destroyed, hence the transitions from any other phase to the 
DESTRUCT phase. The first event for a process is its specification, hence THUNK is the 
initial phase. Next, the process will be initiated (perhaps implicitly by a use event) and change 
to the INIT phase. Initiation merely indicates that the process should be run. If the process is 
used, it automatically jumps to the FORWARD phase. Otherwise the scheduler decides when 
to run the process, at which time the process changes to the FRINGE phase. A process may 
shuffle between the FORWARD and FRINGE phases as use edges are added or deleted. A 
process in the BACKWARD phase returns to the INIT phase when it is done rolling back, 
unless in the meantime it has acquired an out-going use edge or is no longer the top of its 
supervertex, in which case it goes directly to the FORWARD or COMMIT phases. If a process 
loses its recovery point, it jumps to the COMMIT phase. To lose its recovery point, it must 
have at least one outgoing use edge; hence, it cannot be in the FRINGE phase. While rolling 
back, a process p may be used by other processes. If these added use edges mean that p's re-
covery point should be discarded, obviously it should wait until it is finished rolling back before 
discarding the recovery point. Thus there is no transition from BACKWARD to COMMIT; 
such a transition must pass first through FORWARD. 
Most of the transitions are controlled by the processes or the recovery-point manager. The 
scheduler has direct control over only two transitions: INIT -+ FRINGE and FRINGE -» 
BACKWARD. These two transitions increase and decrease concurrency respectively, and are 
dashed in Figure 8.5. Note the three-cycle in the figure: INIT -» FRINGE -» BACKWARD -» 
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Figure 8.6: Suspension throttle phase transitions are subset of those for rollback throttle. 
INIT. The scheduler can push processes around two legs of the triangle. Processes stay in the 
BACKWARD phase just long enough to undo their actions, for example to recall outstanding 
use requests. The BACKWARD phase is strictly house cleaning, so essentially the scheduler 
shuffles processes between the INIT and FRINGE phases. 
In the limit of sequential evaluation, a process is not run until it is used by the root su-
pervertex, and rollback is pointless. Therefore, if the regulator goes to the limit of sequential 
evaluation, processes never enter the FRINGE or BACKWARD phases. The phase transitions 
for sequential evaluation are as follows. A process external to the root supervertex will be in 
the THUNK phase. When it is used by the root supervertex, it will be implicitly initiated, and 
change to the INIT phase. Because it has an out-going use edge, it will then change to the 
FORWARD phase. Once the recovery-point manager figures out that it should be absorbed 
into the root supervertex, it will change to the COMMIT phase (and finally be destroyed at 
some time). Essentially the INIT and FORWARD phases become transient phases, lasting 
only as long as the system "has to think." 
In Section 2.4.2, rollback throttles were contrasted with suspension throttles. A scheduler 
for a suspension throttle would have merely a subset of the phases, namely the THUNK, INIT, 
COMMIT and DESTRUCT as shown in Figure 8.6. A suspension throttle moves processes 
from the INIT phase to the COMMIT phase, but has no way of moving processes the other way. 
The suspension throttle would also be simpler because the recovery-point manager would not 
exist. Our rollback throttle subsumes a suspension throttle. Furthermore, if lazy evaluation is 
disallowed, the phases may be simplified even more. Because in eager evaluation every process 
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Figure 8.7: Livelock 
needs to be evaluated, the THUNK phase could be omitted, and the initial phase could be 
INIT. 
8.3 Livelock Prevention 
The scheduler controls concurrency by shuffling processes between the INIT and FRINGE 
phases. This leaves open the question of which processes to shuffle. Because all issues pertaining 
to correctness have been already resolved, the choice of which processes to shuffle could be made 
arbitrarily. However, the choices affect the efficiency of the system, and in extreme cases make 
it so inefficient that it never terminates. This section looks at how to make the choices. 
To see how the choices might affect efficiency, recall the diagram for preemptive scheduling 
in Figure 4.1. This diagram is redrawn at the top of Figure 8.7. Note that process 2 always 
rolled back to let process 1 progress. The bottom of Figure 8.7 shows what might happen if 
either process is chosen to be rolled back — livelock occurs and neither process ever finishes. 
One solution to the livelock problem is to impose a linear priority order on processes. If 
the system must choose between two processes to roll back, the system rolls back the process 
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with the lower priority. The linear priority ordering ensures that no subset of processes can 
livelock, because the process with highest priority in the subset cannot be rolled back by other 
processes in the subset. Given a set of processes in the FRINGE phase and the need to roll 
back some process, the safe choice is to pick the process with lowest priority. By giving the 
root supervertex highest priority, termination can be guaranteed, since then in the worst case 
the system does sequential evaluation. 
However, fixed priorities may be inefficient. For example, if process p uses process g, it is 
probably more efficient to assign g a higher priority than p, so that q is run first if a rollback 
occurs. Otherwise if p has the higher priority, p will run until it uses q. Rolling back q after 
that point in time is to no advantage, since p cannot progress until g terminates. 
More generally, processes should be moved from INIT to FRINGE in an order that promotes 
bottom-up execution order (Section 2.2). The use edges are assumed to be unknown at compile 
time, so by "Murphy's law", picking the right order the first time is hopeless. However, as the 
computation progresses, use edges become known. If rollbacks are necessary, it would be nice 
to redo the computation in bottom-up order. This can be easily done by organizing processes 
in the INIT phase as a stack. The cutting back algorithm cuts use paths from top to bottom. 
Therefore pushing the rolled-back processes on a stack and later popping them off puts the 
processes in the right order for bottom-up evaluation. Actually a true stack is undesirable in 
a parallel system, because it creates a hot-spot at its top. Presumably the trade-off between 
parallelism and tendency towards LIFO behavior is system dependent. This trade-off is left to 
the implementer. 
To summarize, the root supervertex should be run at highest priority. This is enough to 
guarantee termination. Picking the other priorities is a matter of efficiency. Processes in the 
INIT and FRINGE phase should be organized in LLFO-like structures. Doing so for the INIT 
phase allows use edge information to be exploited for bottom-up evaluation. Doing so for the 
FRINGE phase encourages depth-first execution. 
8.4 Summary 
The process scheduler interacts with the processes and the recovery-point manager. The sched-
uler increases concurrency by running more processes and decreases concurrency by rolling back 
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processes. The recovery-point manager constrains which processes the scheduler may roll back. 
Processes must be rolled back in an order that cuts back the use DAG. By giving the root 
supervertex highest priority, termination is guaranteed. When free from other constraints, the 
set of processes waiting to run should be organized as a stack. This tends towards more efficient 
bottom-up re-evaluation after rollbacks. Similarly, the set of processes that may be rolled back 
should be organized as a stack. This tends to encourage depth-first execution. 
This chapter completes the overall design of the optimistic regulator of concurrency. The 
next chapter compares it to a pessimistic regulator. 
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Chapter 9 
Experimental Analysis 
This chapter experimentally analyzes the algorithms in Chapters 7-8 for optimistic regulation of 
concurrency. It reports and interprets the results of simulated execution of concurrent programs 
with pessimistic and optimistic regulation. The goals are: 
• To show that work expended on rolled back computation is relatively small; 
• To compare optimistic regulation with pessimistic regulation. 
Almost all of the analysis is qualitative. Quantitative results depend heavily upon the skill of 
the implementor and hardware. The analysis greatly simplifies and idealizes assumptions about 
time and space. The chapter is like a physics text that assumes frictionless planes and massless 
pulleys: the results provide useful insights despite the simplifications. The sample programs and 
measurements do not constitute benchmarks of performance, but rather illuminate the behavior 
of two concurrency regulators. Section 9.6 reports some quantitative measurements that put 
the qualitative analysis in context. 
This chapter is organized as follows. Section 9.1 summarizes the theoretical analysis from 
previous chapters and Section 9.2 summarizes what is to be obtained through experimental 
analysis. The next two sections explain the construction of the experiment. Section 9.3 describes 
implementation details of the regulator, sample programs, and simulator. Section 9.4 explains 
how simulation data were collected and converted to graphs for presentation. Section 9.5 
presents and interprets the results for some sample programs. Section 9.6 lists some quantitative 
results. Section 9.7 summarizes the findings. 
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9.1 Summary of Theoretical Analysis 
Experimental analysis should fill in gaps left by theoretical analysis, so it is worthwhile to 
summarize the results of the theoretical analysis of the optimistic regulator. 
Section 7.6.1 analyzed the amortized asymptotic time per event taken by the recovery-point 
management algorithm. The time can vary from almost constant to linear in the number of 
events, depending upon the structure of the program's history graph. More precisely, each 
history graph of a program can be decomposed into a tree of supervertices (strongly-connected 
components) with supercross/superforward edges between supervertices. The amortized time 
per event is at worst practically linear in the maximum number of supercross/superforward 
edges pointing to a supervertex. For events internal to a supervertex the amortized time per 
event is practically constant. Since supervertices correspond to sequential threads of control, 
most of the overhead is incurred only for communication between different threads of control. 
An important class of programs is the supertree class (Section 6.3.3). History graphs for 
programs in the supertree class have neither supercross nor superforward edges, and thus, run 
in almost constant amortized time per event. 
Section 8.1 shows that when rollback is necessary, there are always more potential victim 
processes than running processes, hence rollback should not become a bottleneck. Section 8.3 
showed how to schedule computations so that some progress is made despite rollbacks. In the 
worst case execution becomes sequential. 
9.2 Questions for Experimental Analysis 
The theoretical analysis does not tell all because some questions fall outside the theoretical 
model's domain. The theoretical model concerns graph rewriting and graph algorithms. Ex-
ecution time and space do not exist in the model. The sequencing of graph transitions does 
not correspond to time because the sequences need only be valid serializations of potentially 
concurrent subgraph transitions. The number of vertices and edges in the history graph does 
not correspond to space because the vertices correspond to processes of potentially varying size 
and parts of the graph may be deleted by a garbage collector. 
Hence the questions for experimental analysis concern time and space. Three questions are 
investigated: 
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• How the running time of programs varies with given processor and space resources and 
the kind of regulation; 
• How much extra work is entailed by rollbacks; 
• How much overhead per process is incurred by concurrency regulation. The overhead 
affects the ideal grain size; a very small grain size will cause program execution to be 
dominated by the regulation overhead. 
This chapter compares an optimistic regulator with a pessimistic regulator similar to the 
suspension throttle in the Manchester dataflow machine (Section 2.4.3). The reason for choosing 
this comparison is that the suspension throttle is the closest relative to the optimistic regulator. 
As mentioned in Section 8.2, the optimistic regulator is an extension of the suspension throttle. 
By comparing closest relatives, most of the system variables can be kept constant and the 
comparison should reveal just the differences between optimistic and pessimistic regulation. 
9.3 System Implementation 
This section describes the construction of the system with which the experiments were done. 
Our system has three parts: 
1. An implementation of both optimistic and pessimistic regulators; 
2. Sample programs to be regulated; 
3. A parallel processor simulator on which to execute (1) and (2). 
The implementations of these three parts are discussed below. 
9.3.1 Regulators 
The optimistic and pessimistic regulators are written in C++ [Str86] and employ the Chare 
Kernel [Kal89, KS89a] with a few extensions for shared-memory operations and scheduling 
of processors. The optimistic regulator is described first because the pessimistic regulator is 
essentially the optimistic regulator with some features removed. 
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The Chare Kernel is a message-passing system with dynamic process creation. A process 
within the Chare Kernel is called a chare. Each chare's state is local and hidden from other 
chares; i.e., there is no shared memory. Chares interact in one of three ways: 
• A chare creates a new chare; 
• A chare sends a message to a chare; 
• A chare receives a message from a chare. 
These interactions are subject to two temporal restrictions: 
• A message is never received before it is sent; 
• A chare is given a thread of control when it receives a message, and must relinquish the 
thread before receiving another message. 
The first restriction ensures causality. The second restriction makes chares into regions of 
mutual exclusion. 
The advantage of using the Chare Kernel is that it is a simple "lowest common denominator" 
for writting concurrent programs, and efficient implementations exist for a variety of machines. 
Furthermore, a parallel implementation of the Chare Kernel is easily simulated on a sequential 
processor. The simulator need only guarantee the stated temporal restrictions. 
There are two disadvantages of using the Chare Kernel for the optimistic regulator. First, 
rollbacks can be a bit tricky because the Chare Kernel does not allow "send a message" op-
erations to be undone. For example, a use event requires just two messages, but undoing 
a use event requires three more. Appendix B describes the protocol for use events and the 
housekeeping to "unsend" a message. 
The second disadvantage of using the Chare-Kernel is that some operations are more simply 
implemented with shared memory rather than message passing. The operations and global data 
structures that depend upon shared memory are: 
• reference counting for garbage collection; 
• union-find operations; 
• a common pool of memory for space allocation; 
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• two global lists for scheduling; 
• phase transitions involving the INIT and FRINGE phases. 
The actual garbage collection of chares is distributed. When a chare p decrements another 
chare g's reference count to zero, chare p sends the message (DELETE) to chare q. Chare q 
deletes itself when it receives the message. The two global lists hold processes in the INIT and 
FRINGE phases as explained in Section 8.2. Processes in the INIT phase are processes that can 
execute but have not yet begun executing. Processes in the FRINGE phase are somewhat the 
opposite: they are executing or finished executing but can be rolled back if necessary. Because 
the two lists are in global shared memory, transitions to and from the INIT and FRINGE 
phases necessarily involve shared memory operations. 
The Chare Kernel provides a variety of disciplines for scheduling the order in which messages 
are received. The optimistic regulator uses a first-in first-out (FIFO) discipline for messages 
for reasons to be discussed shortly. Note that the Chare-Kernel scheduler is distinct from the 
optimistic and pessimistic regulators' schedulers. The Chare-Kernel scheduler controls only 
the order in which messages are received. The regulator scheduler controls which chares begin 
computing results and which chares are rolled back. 
The recovery-point manager is the distributed perfect-commit manager discussed in Sec-
tion 7.6.3. The scheduler follows the guidelines in Chapter 8. Each chare is in one of seven 
phases. The pools of processes in the INIT and FRINGE phases are organized as stacks. An 
idle processor looks for more work in the following order: 
1. A message to a chare ready to receive it; 
2. A chare in the INIT pool. 
This order tends to favor completion of existing work before the creation of new work. 
The idea for the preference is borrowed from the Chare Kernel, but unfortunately technical 
problems prevent the Chare Kernel implementation of the idea from being borrowed. The 
Chare Kernel gives processing messages to existing chares priority over creating new chares. 
The problem is that in our system, a rolled-back chare should behave identically to a newly 
create chare, but the Chare Kernel does not provide a means of rolling back a chare to the 
status of a new chare. A possible solution might be to delete the chare and create a new chare 
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in its place. This solution has not been tried. Instead, for reasons of expedience, the priority 
mechanism was reimplemented as an extension to the Chare Kernel. 
The FD70 discipline for scheduling messages ensures that storage reclamation does not suffer 
starvation. For instance, consider what would happen if a LD70 (last-in last-out) discipline 
were used instead. Appendix B explains that if a process rolls back, it may have to send an 
"antimessage" to cancel a previously sent message m. In LD70, the message m might become 
deeply buried in the message stack, and as a consequence not only would the antimessage beat 
message m to the destination, but all messages in the stack above message m would have to 
be received before message m could be cancelled. For similar reasons, the LIFO discipline can 
cause garbage collection messages to be deferred longer than desirable. 
The pessimistic regulator is a subset of the optimistic regulator. More precisely, it is the 
optimistic regulator with the following modifications: 
• The phases INIT, FRINGE, and FORWARD are removed as discussed in Section 8.5; 
• No history graph information is maintained; 
• No recovery points are saved; 
• A space threshold value must be specified. The regulator increases concurrency if and 
only if already allocated space is below this threshold; 
• An idle processor looks for work in the following order: 
1. A message to a chare ready to receive it; 
2. A chare in the INIT pool, / / the space in use is below the space threshold then the 
chare begins executing. Otherwise the processor remains idle. 
Except for these differences the pessimistic regulator is the same as the optimistic regulator. 
In particular, the pessimistic regulator still imposes the same basic computation model of spec, 
init, and use events. 
9.3.2 P rog rams 
The programs are written in C++. Each process for evaluating a function / has five procedures 
of interest: 
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• f(): Construct a process, its recovery point, and specification for evaluating / ; 
• destructQ: Discard all local information (including the recovery point); 
• revert(): Restore local information to recovery point; 
• discard_rec_point(): Discard this process' recovery point; 
• run(): procedure for computing the result from the specification. 
The procedure run() frequently returns before it is really done, and marks its place so that 
it can continue when called again. For pessimistic regulation each process omits the recovery 
point and procedures revert() and discard_rec_point(). 
9.3.3 Simulator 
The simulator is written in C++. It simulates a parallel processor executing an extended and 
idealized Chare-Kernel. The simulator keeps a global clock and each simulated CPU keeps 
a local clock. Concurrent execution of the CPU's is simulated by time-sliced execution. To 
properly simulate parallelism the following restriction is imposed: 
When a CPU performs a shared-memory operation, its local clock must agree with 
the global clock. 
Otherwise, time slices are made as large as possible in order to reduce context-switching over-
head within the simulator. This is done by making the simulator event-driven where the events 
are shared-memory operations. The simulator executes a CPU's code until the CPU is about 
to perform a shared-memory operation and its local clock does not agree with the global clock. 
At this point the CPU's state is saved and a "resume" event is inserted in an event heap. The 
simulator continually picks the earliest "resume" event in the event heap and executes that 
CPU's code until it generates another "resume" event. 
9.3.4 Uni ts of T ime and Space 
The exact time and space required by a program vary with the target machine and skill of 
the implementor. To abstract these details, the units of time and space in the simulator are 
idealized into "ticks" and "chunks" respectively. A send or receive operation is assumed to 
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take an average of one tick of time. All other operations take zero time. Each process and 
each use edge record occupies one chunk of space. This may seem unreasonable, but in fact it 
is reasonable for our purposes of estimating the time and space so as long as 0(1) operations 
taking zero time are performed between any operations with nonzero time. As stated previously, 
this is like doing physics with frictionless planes and massless pulleys. The results are intended 
to illuminate qualitative behavior rather than provide hard numbers. 
The most serious source of "friction" that is ignored is contention for access to the global 
pools for processes in the INIT and FRINGE phases. A real implementation should use dis-
tributed data structures for these pools. Another source of "friction" that is ignored is the 
space for buffering messages. It is easy to show, however, that the number of messages is 
bounded by a linear function of the number of processes and use edge records in the system. 
Hence, space for messages can be considered part of previously accounted space. 
9.4 Collection and Presentation of Data 
The fundamental principle of experimental analysis is to observe correlations between variables. 
The results of this chapter are obtained by keeping some variables constant, varying some 
independent variables, and measuring some dependent variables. The independent variables 
include the kind of program and number of processors. The dependent variables include the 
"wall clock" time for computation and the total work done by all processors. Whether the 
available space is an independent or dependent variable depends upon the kind of regulation, a 
difference that makes comparison somewhat difficult. This section explains how the difficulty 
is resolved by making the comparison charitable towards pessimistic regulation, and explains 
the how the raw data is transformed into graphs for presentation. 
The optimistic and pessimistic regulators have different means of regulating concurrency. 
The optimistic one regulates concurrency according to an upper limit on available space. The 
pessimistic one regulates concurrency according to a space threshold: new processes are initiated 
if and only if the current space in use is below the threshold. Hence the behavior of the 
pessimistic regulator is strongly influenced by how well the threshold is chosen. Choosing too 
low a threshold may unnecessarily limit concurrency; choosing too high a threshold may result in 
deadlock. Simulating every possible combination of threshold and space in addition to different 
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combinations of processors and programs would result in a profusion of data too large to digest. 
Therefore the analysis of the pessimistic regulator makes the charitable assumption that the 
threshold was set just high enough to use all the available space. To include this assumption the 
simulations of pessimistically regulated programs make the threshold a controlled independent 
variable and measure the mA-rimum space used. 
The two independent variables that are measured for both pessimistic and optimistic regu-
lation are the "wall clock time" for computation and the total work done by all processors. The 
theoretician's term depth1 is adopted for the "wall clock time". The depth that results from 
using p processors is denoted T(p). The speedup is defined as T(l)/T(p). The term work is used 
to mean the sum of all CPU time spent on the computation. The work that results from using 
p processors is denoted W(p). The efficiency is defined as W(l)/W(p). Ideally, speedup should 
be linear in the number of processors and efficiency should be unity. In practice, the speedup 
tends to be sublinear due to data dependencies and contention for resources. The efficiency 
tends to fall below unity due to contention and, for optimistic regulation, rollbacks. 
9.4.1 Plots 
The results are presented as plots of depth or work versus space. The plots on pages 142 
and 143 are good examples of these plots. Each plot contains a set of curves; each curve is 
for a different value of p and is labeled with that value of p. Since the z-axis is a dependent 
variable for pessimistic regulation and an independent variable for optimistic regulation, the 
plots for pessimistic regulation are parametric plots and the plots for optimistic regulation are 
functional plots. Beware that axes may be linear or logarithmic depending upon which more 
clearly shows the important features. The y-value of each plotted point is the arithmetic mean 
y~ of N measurements yi,«2> •••>!/#• The same holds for the z-axis when it is a dependent 
variable. The value of N is written at the top of the page that contains the plot. 
Each plotted point is enclosed by a box. The sides of the box demarcate the 95% confidence 
intervals for dependent variables. When the z-axis is an independent variable the width of the 
box is fixed.2 The 95% confidence interval indicates the range within which the true mean 
'The term depth naturally arises when the parallel computation is considered to be a circuit composed of 
constant-delay gates. 
3
 The plots are too crowded to use the traditional "I" error bars. 
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lies with 95% probability, assuming that the measured variable has a normal distribution. The 
formula for the confidence interval [Sin85] is 
fjt/2 lT,i(vi -
17 V ( # -v±
Kw /E (w-S)2 
VN  ( i ) 
where e = 1 - 95% = 5%. The value of K is found in a table for Student's t-distribution, 
which can be found in most statistics textbooks. Note that for fixed N, the confidence interval 
is proportional to the sample standard deviation.3 This means that the interval boxes also 
indicate how much the measurements vary. 
The calculation of the 95% confidence interval assumes that the measurements have a normal 
distribution. Our measurements are the depth and work. For forward computation the depth 
is the sum of many small random times, and therefore by the Central Limit Theorem tends 
towards a normal distribution. For forward computation the work is constant, and therefore the 
distribution is normal with a standard deviation of zero. Unfortunately, rollbacks complicate 
the analysis. A rollback can cause a large step in the depth or work, resulting in a multimodal 
distribution. In such cases the "95% confidence intervals" really are not such. However, the 
intervals are always proportional to the standard deviation and therefore indicate how much 
the measurements vary. Hence the intervals are informative, but should not be taken literally. 
To facilitate comparison and indicate relative scaling of axes, a diagonal dashed line may ap-
pear on the plots of depth versus / . The dashed line is always the same for corresponding pairs 
of plots for pessimistic and optimistic regulation. It is defined as the curve xy = (5(1), T(l)), 
where 5(1) and T(l) are the space and time for sequential execution. That is, the dashed line 
demarcates linear speedup with respect to space. It is provided only as a reference, and does 
not imply that any of the curves should follow it. 
9.5 Simulation Results 
The behaviors of seven different programs are examined under pessimistic and optimistic reg-
ulation. These programs are representatives of the taxonomy from Chapter 6. Four of the 
programs are from the supertree class and are typical of divide-and-conquer programs. The 
'There are two kinds of standard deviation: sample and population. The sample standard deviation is 
V / £i ( l ' ' - ? )*/ (# - !)• The population standard deviation is the same, except that the denominator is TV 
instead of TV-1 . 
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four programs compare the effects of the branch factor and the relative sizes of specifications 
and results. Two programs are in the spec-once class and are typical of stream-processing pro-
grams. The last program is in the mesh class. These programs certainly are not representative 
of all programs but provide samples of some typical program structures. 
The methods of collecting and presenting the data are explained in the previous section 
(9.4), which absolutely must be read before proceeding further. 
9.5.1 Super t ree P rograms 
This section examines four programs from the supertree class in our taxonomy of concurrency. 
These programs are actually representatives of the more restrictive two-cycle subclass, but 
should be representative of programs from the supertree class. The first three programs differ 
in their relative specification/result sizes, i.e. they differ in the "growing versus shrinking" 
characteristic discussed in Section 6.4. The fourth program is similar to the first except for a 
change in branch-factor. 
Each of the three programs forms a history graph that is a tree of height h and branch-
factor b. The first program, Tree, computes bh. Each process has a small specification (the 
function name Tree and pair of integers 6, h) and a small result (an integer). The second 
program, BuildTree, constructs a tree of height h and branch-factor 6. Each process has a small 
specification (the function name BuildTree and a pair of integers b, h) and a large result (a 
tree). The third program, CollapseTree, counts the number of leaves in a tree. We assume that 
the program is given a tree of height h and branch-factor b. Furthermore we assume that there 
are no other references to the tree, so that parts of the tree are destroyed as soon as they are 
no longer needed by CollapseTree. Each process in CollapseTree has a large specification (the 
function name CollapseTree and a tree), and a small result (an integer). 
Figures 9.1, 9.2, and 9.3 list pseudocode for the three programs. The value null denotes 
the null pointer. Much of the code assigns null to pointer variables as soon as the variable is 
"dead" so that garbage can be collected as soon as possible. When space is the resource limiting 
execution, this is an important thing to do. As stated in Section 6.1, the pseudocode is intended 
to expose the low-level details of our system and is therefore quite explicit. Presumably, an 
optimizing compiler would find most of these "dead" variables automatically. 
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function Tree(b,h) 
if n = 0 then return 1 
else 
for * := 1 to 6 do 
branchi := spec Tree (b, h-1) 
init (branchi) 
end for 
sum := 0 
for i := 1 to b do 
z :=use(6rancftj) 
sum := sum + z 
branchi '•= null "promote garbage collection" 
end for 
return sum 
endif 
end Tree 
Figure 9.1: Program in supertree class that computes bh the hard way 
function BuildTree(b, h) 
if h = 0 then return null 
else 
* for i := 1 to b do 
branchi '•= spec BuildTree (b, h - 1) 
init (6rancnj) 
end for 
tree := pointer to newly allocated node 
for i := 1 to b do 
tree.chUdi := use(6rancn«) 
branchi '= null "promote garbage collection" 
end for 
return tree 
endif 
end BuildTree 
Figure 9.2: Program in supertree class that builds a 6-ary tree of height h 
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function CollapseTree(tree) 
if tree — null then return 1 
else 
b :=number of branches from the root node of tree 
for i := 1 to 6 do 
branchi := spec CollapseTree(tree.chUdi) 
init (branchi) 
end for 
tree := null "promote garbage collection" 
sum := 0 
for i := 1 to 6 do 
z := use(branchi) 
sum := sum + z 
branchi '•= null "promote garbage collection" 
end for 
return sum 
endif 
end CollapseTree 
Figure 9.3: Program in supertree class that counts the leaves in a tree 
9.5.1.1 Behavior of Tree 
Figure 9.4 plots the behavior of Tree(2,8) with pessimistic regulation. As explained in 
Section 9.4, the plots are parametric for pessimistic regulation. The dashed reference-line 
indicates linear speedup with respect to space. Both axes of each plot show dependent variables 
and the horizontal sections of the depth curves are extrapolations. The downward sloping 
sections indicate where the depth is bounded by limited space. Note that the downward sloping 
sections are practically collinear for different values of p. This is because a pessimistic regulator 
limits the degree of concurrency according to the available space, and thus makes limited space 
equivalent to a limited number of processors. The amount of work is practically constant. The 
reason for the slight increase in the work with the space or number of processors is that a little 
work needs to be done to asynchronously initiate processes, because to execute a process that 
has not been used yet, the scheduler must send a message to the process. 
Figure 9.5 plot the behavior of Tree(2,8) with optimistic regulation. The plot is functional; 
the axis for space is an independent variable and there are no extrapolations. The curve for 
p = 1 bounds all the other curves from above, which indicates that despite rollbacks concurrent 
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execution is faster than sequential execution. It is a little higher than the same curve for 
pessimistic regulation, which reflects some overhead for maintaining the history graph. As 
with pessimistic regulation, each curve for p > 1 has a downward sloping section corresponding 
to space bounded depth and a horizontal sloping section corresponding to processor bounded 
depth. All of the curves track the p = 256 curve fairly closely until becoming processor bound. 
This indicates that when space and processors are limited, the limited processor resources are 
expended on rolled back computations only when they would otherwise idle. 
The plot of work versus space reveals the amount of work that is thrown away by rollbacks. 
Work is never thrown away for sequential execution, and hence all of the curves are bounded 
from below by p = 1. Curves for concurrent execution tend to have an upward sloping section, 
a downward sloping section, and a horizontal section. The horizontal sections show where 
no rollbacks occurred, which concur with the plot of depth versus space. The height of the 
horizontal sections increases with p for the same reason as for pessimistic regulation. For a 
given curve, the amount that the curve rises above its horizontal section indicates the amount 
of work that is done and rolled back. The upward sloping section indicates where increasing 
space merely allows more processes to run and roll back. The downward sloping section indicates 
where increasing space is allowing more processes to complete their work without rolling back. 
Section 6.3.3 claimed that the branch factor of a tree should not affect the general behavior 
of a regulator because the branch factor changes depending upon from what granularity the 
tree is viewed. Figures 9.5 and 9.6 support this claim by showing similar behavior for programs 
with history graphs that are respectively a binary tree of height 8 and an octonary tree of 
height 3. 
9.5.1.2 Behavior of BuildTree 
Program BuildTree is similar to program Tree in that processes have small specifications. Pro-
gram BuildTree differs in that processes have large results where processes in program Tree 
have small results. Therefore the space required for sequential execution of BuildTree is quite 
large, because the space must hold the completely built tree. 
For program BuildTree each tree node occupies a chunk, the same space as each process. As 
the tree is constructed, less space becomes available for running processes. If tree nodes were 
smaller, then BuildTree would behave more similarly to Tree. 
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Figures 9.7 and 9.8 plot the behavior of BuUdTree(2,S) with pessimistic and optimistic 
regulation respectively. The depth versus space curves for BuildTree are similar to the curves 
for Tree, except that as mentioned the minimum space is much higher. The more pronounced 
curvature in comparison to the curves for Tree is an artifact of the logarithmic scale and the 
curves being "pushed left" by the space required to hold the completed tree. 
The p = 1 curve bounds all the other curves from above. Therefore concurrent execution is 
never slower than sequential execution. When the depth is space bound, it drops quickly with 
increasing space because adding a small amount of space greatly increases the available space 
above that required for the tree. 
The work versus space curves for BuildTree reinforce the conclusions drawn from the depth 
versus space curves. For both forms of regulation a little increase in available space greatly 
increases the number of processes that can run concurrently. The work for pessimistic regulation 
is practically constant. For optimistic regulation an increase in space increase the number of 
processes that do not have to be rolled back. 
9.5.1.3 Behavior of CollapseTree 
The CollapseTree program behaves like the BuildTree program with the "arrow of time" re-
versed, so one might expect the plots for CollapseTree and BuildTree to look quite similar. 
Figures 9.9 and 9.10 for CollapseTree and the corresponding figures for BuildTree show that 
indeed this is true. In fact, for a given value of p, the horizontal sections of the curves in 
corresponding depth plots for BuildTree and BuildTree are quite close. The chief difference is 
that collapsing a tree is faster than building a tree when space is near minimum. The reason is 
that when building a tree, both tree nodes and processes compete for space. When collapsing 
a tree, the processes delete tree nodes while creating processes, so the need for process space is 
offset partially by garbage collection of deleted tree nodes. 
9.5.2 Spec-Once P r o g r a m s 
This section examines the behavior of two programs in the spec-once class (Section 6.3.1). 
These programs differ in that concurrent processes compete for space in one program but not 
in the other. 
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The first program, Producer-consumer, is the simple producer-consumer program shown in 
Figure 9.11. The producer Eager-iota(n) generates a streams of integers n, n - 1, n - 2 , . . . 1. It 
is identical to the Rev-iota function in Figure 6.5 except that Rev-iota generates stream items 
only on demand but Eager-iota(n) generates stream items as quickly as it can. 
Figures 9.12 and 9.13 plot the behavior of />roducer-consumer(64). The vertical section of 
the p = 4 work plot for pessimistic regulation indicates that two different settings of the space 
threshold caused different depths but the same amount of space to be used. Note that the depth 
contains a single step down as space increases. The depth for sequential evaluation is higher for 
optimistic than pessimistic regulation due to overhead for recovery-point management. With 4 
processors and sufficient space there is negligible depth penalty for recovery-point management 
because it is overlapped with the rest of the computation. Similarly, the difference between 
p = 2 and p = 4 for pessimistic regulation is due to garbage collection overlapping the rest of 
the computation. 
Note the step-like behavior for the depth.4 When given the near-minimum amount of space, 
there is no space to buffer the stream of items from producer to consumer, and therefore items 
are produced only on demand. For the minimum space, the slight speedup is due to garbage 
collection running concurrently with the computation. When given enough space to buffer at 
least one item, the producer can run concurrently with the consumer, and the depth decreases. 
The depth is not quite cut in half because the computation work is not split evenly between 
producer and consumer. 
The producer-consumer program is quite simple to analyze because there is no competition 
for resources. Only the "front" process of the producer requests space. A second program, 
Pipeline, demonstrates competition for resources. It constructs the pipeline sketched at the top 
of Figure 9.14; its pseudocode appears at the bottom of the same figure. Stages of the pipeline 
communicate via streams. The first stage produces a stream of integers. Transducer stages 
apply a function F itemwise to their input streams to generate their output streams. The final 
stage consumes its input stream. The producer and transducers all produce output as quickly 
as they can, and therefore compete for space to buffer items. 
'The plot for pessimistic regulation does not show as great a step because it is a parametric plot. The space 
is a function of a space-threshold parameter, and the function is not continuous. 
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function i?ager-ioto(n:integer ) 
"Return stream of integers n, n 
if n = 0 then return null 
else 
tail := spec Eager-iota (n 
init (tail) 
return cons(n, tail) 
endif 
end Eager-iota 
function 5um(s:stream of integers) 
"Return sum of a stream of integers" 
total = 0 
while s ^ null do 
total := total + s.head 
s := use(s.tail) 
end while 
return total 
end 5um 
function Producer-consumer(n:integer) 
"Create a stream of integers n, n - 1, n — 2 , . . . , 1 and sum the 
resulting stream." 
s := spec Eager-iota (n) 
val := use(s) 
s := spec Sum (val) 
val := use(s) 
return val 
end Producer-consumer 
Figure 9.11: Program Producer-consumer 
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function Map(s : stream of integers) 
"Map global function F over stream of integers" 
if s = null then return null 
else 
in-next := use(s.tail) 
rest := spec Map(in - next) 
init (rest) 
return cons(F(s.head), rest) 
endif 
end Map 
"Include functions Eager-iota and Sum from Figure 9.11" 
function Pipe/ine(n:integer) 
"Create a stream of integers to feed the pipeline" 
s := spec Eager-iota (n) 
val := use(s) 
"Build pipeline of three stream transducers" 
for i := 1 to 3 do 
s := spec Map (val) 
val := use(s) 
end for 
"Put a consumer at the end of the pipeline" 
s := spec 5um(va/) 
val := use(s) 
return val 
end Pipeline 
Figure 9.14: Pipeline program 
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Figures 9.15 and 9.16 plot the behavior of Pipeline. If resources were ideally allocated, the 
minimum depth would be obtained when each stage of the pipeline had a little extra space 
to buffer items. Pessimistic regulation appears to come close to this ideal, as the depth for 
p = 4 drops off sharply with space. The corresponding depth curve for optimistic regulation 
drops off more broadly. Two factors that contribute to the broader drop. The first factor is 
that the optimistic regulator requires extra space to store records of use supercross edges. This 
accounts for the broader drop of the depth curve for p = 2 for optimistic regulation compared 
to pessimistic regulation*. The work curve for p = 2 verifies this effect because it is basically 
flat, which indicates that few processes are ever rolled back. The second factor contributing to 
a broader drop in depth for optimistic regulation is that processes are rolled back. This effect 
occurs in the humped part of the work curves. Presumably, this effect could be lessened if the 
scheduler made better choices of which computations to run forward or backward. 
9.5.3 Mesh P r o g r a m 
Programs in the mesh class have a root process that specifies a collection of child processes 
that use each other. Figure 9.17 shows the pseudocode for a representative of the mesh class. 
The root process evaluates function Grid(m, n), which spawns a rectilinear mxn grid of child 
processes and then uses the process in the northeast corner of the grid. When each child runs 
it uses its western and southern neighbors. 
Our implementation does not support parallel specification, so the for-loops in Grid that 
specify the grid of processes are sequential. As remarked in Section 6.3.5, though the graph-
rewriting model modifies the history graph sequentially, a process can in practice specify many 
processes simultaneously. Our implementation is deficient in this respect and the sequential 
for-loops are clearly a bottleneck. Because this bottleneck in the first part of Grid would 
dominate the effects of concurrency in the second part of Grid, only execution of the second 
part is measured. 
Figures 9.18 and 9.19 plot the behavior of the second part of Grid(24,24). The pessimisti-
cally regulated program requires no more space than that for the grid of processes and each 
process runs in constant space. Therefore, adding more space does not increase the speedup. 
'The gentle curvature in the middle of the pessimistic depth curve for p = 2 is an artifact of the logarithmic 
axes. Linear axes would flatten this curvature. 
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function Add(west, south : chares ) 
"Return the sum of the results of two chares" 
if west = null A south = null then return 1 
else 
if south ^ null then 
init (south) 
endif 
if west = null then 
result := 0 
else 
result := use(west) 
endif 
if south ^ null then 
z := use(south) 
result := result + z 
endif 
return result 
end Add 
function Grid(m, n:integers) 
"Part 1: specify an m X n grid of processes." 
for i := 1 to TO do 
for j := 1 to n do 
, , : = s p e c A d d ( | ; ; ; : ^ | , | ; : 
end for 
end for 
"Part 2: use the northeast corner." 
x := use(am,n) 
return z 
end Grid 
Figure 9.17: Representative of the mesh class 
159 
AT = 20 Simulation 
8192-1 
4 0 9 6 -
2048 
Depth (ticks) 
1 0 2 4 -
5 1 2 -
256 
1-64 
I 
512 
131072 -
65536 -
32768 • 
Work (messages) 
16384• 
8192 
4096 
2048 
512 
1024 
Space(chunks) 
1024 
p = l 
p = 2 
p = 4 
p = 8 
p = 1 6 
p = 32,64 
p = 64 
p = l 
Space(chunks) 
F igu re 9.18: Behavior of the second part of Grid(24,24) with pessimistic regulation 
160 
AT = 20 Simulation 
8192-1 
4 0 9 6 -
2 0 4 8 -
Depth (ticks) 
1024-
5 1 2 -
2 5 6 -
512 
131072 
65536 -
32768 • 
Work (messages) 
16384• 
8 1 9 2 -
4 0 9 6 -
2 0 4 8 -
512 
p = l 
p = l 
p = 2 
p = 4 
p = 8 
« p = 16 
1024 
Space (chunks) 
1024 
p = 2 
Space (chunks) 
F igu re 9.19: Behavior of the second part of Gri<z(24,24) with optimistic regulation 
161 
•*o-o-o 
I 
I I I 
Figure 9.29: Snapshot of history graph for Grid(6,6) midway through computation 
The vertical sections of the plots indicate that two different settings of the space threshold 
caused different depths but that the same space was used. The curves for optimistic regula-
tion are not flat because the optimistic regulator requires one chunk of space to record each 
supercross use edge between supervertices, and therefore concurrency is limited by the space 
available for supercross edges. 
Figure 9.20 diagrams the supervertices and supercross edges for a similar computation. The 
figure is a snapshot of the history graph for Grid(6,6) midway through computation. Each 
circle is a supervertex and the large enclosed area is the root supervertex. The dots are the 
processes for invocations of Add; the process for Grid is not shown but is part of the root 
supervertex. The dashed arrows are the use supercross edges. The dashed arrow inside the 
root supervertex indicates that its endpoint's supervertices merged just before the snapshot 
was taken and that the edge is to be removed in the near future. Note that the only non-trivial 
supervertex is the root supervertex. This is not a coincidence, but a consequence of the fact 
that the spec tree for the computation is almost flat. The process for Grid specified every 
other process; there are no spec edges between the other processes. The condition for merging 
supervertices requires a spec edge between them. Hence, supervertices can merge only with the 
root supervertex, which contains the process for Grid that specified all the other processes. 
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Clearly, pessimistic regulation is superior to optimistic regulation for the program Grid. 
This is a consequence of the assumption that each process runs in constant space and that 
the spec tree of processes is essentially flat. The optimistic regulator has no control since it 
cannot prune the spec tree and needs space to maintain the history graph, which pessimistic 
regulation does not need. Of course, the space incurred for maintaining the history graph in 
a real implementation depends upon the real size of a "chunk." The example assumes that 
each edge and each process takes a "chunk." In a real implementation the space allocated to 
an edge record is going to be relatively small compared to the space to allocate a process. In 
such an implementation the extra space required to obtain minimum depth should be a smaller 
fraction of the total space than in the example. Section 9.6 gives some hard numbers for an 
implementation. 
9.6 Quantitative Measures 
As noted in Section 9.3.4, this chapter idealizes time and space into "ticks" and "chunks." 
The real sizes of "ticks" and "chunks" depend upon the hardware and implementation of the 
regulator, and affect the ideal grain size for processes. This section looks at the real sizes of 
ticks and chunks in an implementation and how components of the system contribute to the 
sizes. 
The numbers in this section are for a Chare Kernel and AT&T 2.0 C++ implementation 
running on an Encore Multimax with NS32332 processors. Each Multimax processor has a 15 
MHz clock and executes approximately 2 million instructions per second. The numbers are for 
programs that do little useful work; that is, the numbers measure essentially pure overhead. 
Our method for optimistically regulating concurrency introduces three kinds of overhead 
that contribute to the sizes of ticks and chunks: 
• Overhead from imposing the spec, init, and use model on the computation; 
• Overhead for maintaining history graph and recovery point information during forward 
computation; 
• Overhead due to rollbacks. 
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Program 
Tree 
Pipeline 
Grid 
ms per process 
Pessimistic Optimistic 
3.2 4.3 
3.4 4.5 
2.1 3.3 
Overhead 
34% 
32% 
57% 
Table 9.1: Overhead for pessimistic and optimistic execution 
Object 
Process 
Union-find node6 
Use edge record 
Bytes per object 
Pessimistic Optimistic 
64 92 
32 
8 
Table 9.2: Breakdown of space overhead for pessimistic and optimistic regulators 
Some of the second kind of overhead could be removed by a optimizing compiler. For example, 
frequently a process is initiated immediately after it is specified; in such a case the spec and 
init events could be combined. Another frequent example is a child process that is used by its 
parent first; in such a case the simpler recovery-point management method of Section 7.3 could 
be employed. These and other optimizations are beyond the scope of this thesis. The space 
and time figures are for an unoptimized system. 
Time per process for some of the representative programs is shown in Table 9.1. The times 
for pessimistic regulation are essentially the time overhead imposed by the spec, init, and use 
model. Overhead for optimistic regulation over pessimistic regulation ranges from 1.2 ms 4 ms, 
or about 13% to 95%. The higher overheads reflect the higher numbers of supercross edges in 
the history graphs, which require more work to maintain and analyze. Note that all of these 
numbers are for processes that do little real work, i.e., the grainsize is the smallest possible. 
The percentage of overhead will decrease with increasing grainsize. 
Space overheads are shown in Table 9.2. The numbers are the sizes of various objects in 
bytes. The numbers given for a process are sizes for the process base class. The table indicates 
that optimistic regulation makes the process base class half again as large as the process base 
class for pessimistic regulation. This increase is for extra information required by the recovery-
point manager and scheduler. 
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Figures 9.21-9.26 show depth and work versus space plots for the Encore Multimax imple-
mentation. These plots indicate that the simulator reflects reality reasonably, except for two 
differences: 
• Towards the limit of maximum space, speedup is less than the simulator would indicate. 
• Towards the limit of minimum space, optimistically regulated programs may slow down 
if processors are added. 
The first difference can be attributed to contention problems not modeled by the simulator. 
The difference appears to be independent of the form of regulation, and therefore, will not 
be considered further. The second difference reflects a fundamental difference between the 
simulation and the real implementation. In the simulation, processors take work from a single 
global job queue; in the real implementation, each processor takes work from a local queue. 
(This part of the implementation is part of the Chare Kernel that was used.) Once a chare is 
created, it becomes "anchored" to a processor, and that processor processes all messages sent 
to the chare. Hence, the expected service time for a message is longer than if a single global 
queue were employed. 
However, the increase in expected service time does not account for the problem that adding 
processors may slow down an optimistically regulated program. The problem arises because 
processors may idle and create more work when there is already work to be done, but the 
existing work is in other local queues. When space is limited, the extra work is eventually 
rolled back. Thus the multiple job queues cause processors to perform more useless work than 
for a single job queue. A possible (but untested) fix would be to "re-anchor" chares to idle 
processors. The problem does not exist in pessimistic regulation because work is never useless. 
The plots indicate that adding processors may slow down a pessimistic computation a little, 
but this is attributable to contention. 
9.7 Summary 
The most significant finding in this chapter is that allowing rollbacks does not significantly 
impede progress. Furthermore, extra processors let the work for recovery-point management 
*The sise of the union-find node may seem a bit large. Appendix A explains why a union-find node needs to 
contain a bit more information than a union-find node in the classic union-find algorithm. 
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Figure 9.27: Space as a function of threshold setting for pessimistic regulator 
overlap the rest of the computation. If the demand for space does not increase with concur-
rency, then the optimistic regulator has no control. In such cases there is no need to regulate 
concurrency to limit space. That is, the optimistic regulator works only if space can be regu-
lated. 
The graphs for depth versus space appear to indicate that the pessimistic regulator obtains 
better speedup than the optimistic regulator. However, the performance of the pessimistic 
regulator depends upon the proper setting of the threshold value. The graphs for pessimistic 
regulation assume that the threshold was chosen ideally. If the threshold is set too low, the 
regulator will be unnecessarily conservative. If the threshold is set too high, the regulator may 
run into deadlock. Figure 9.27 shows how the space used by the pessimistic regulator varies with 
the threshold value for the representative programs. The curves shown are for p = oo. Curves 
for finite values of p are essentially the same except that they stop rising after some threshold 
is reached. This should be expected since the pessimistic regulator limits space by limiting 
concurrency. Setting the ideal threshold requires knowing the curve for the program, which is 
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further complicated by the fact that the curve is usually dependent upon the program's input 
data. Furthermore, the curves shown are for quite simple programs. For more complicated 
programs the ideal threshold could vary with time. Presumably, the threshold value would be 
chosen to err on the conservative side to avoid deadlock. 
In contrast to the pessimistic regulator's need for tweaking, the optimistic regulator does 
not depend upon any parameters. Therefore the optimistic regulator may in fact obtain better 
speedup if the space versus threshold function is not known well, and it is certainly more reliable 
if deadlock is a potential problem. 
As a final note, it should be mentioned that the space for problems with known structure can 
be reduced dramatically by other means. For instance, Kale and Saletore describe a strategy for 
tree-search problems in which the space demand is proportional to the sum of the tree depth and 
number of processors, rather than thch product [KS89b]. Chapter 2 discusses other strategies 
to reduce space. Since these other strategies affect only forward computation, they could easily 
be combined with optimistic regulation if excessive space demand were still a problem. The 
real power of the optimistic regulator is, however, is that it works for programs with no more 
structure than that imposed by the history-graph model. 
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Chapter 10 
Conclusion 
This thesis proposes optimistic regulation of concurrency and describes the theory and imple-
mentation of an optimistic regulator. The optimistic regulator views excessive concurrency as a 
fault from which to recover via backward error recovery. The strongest point of the optimistic 
regulator is reliability. A program can be run sequentially and its required space measured. 
If the program is run concurrently with at least the space required for sequential evaluation, 
then the optimistic regulator guarantees that the program will not deadlock due to limited 
space. The practical advantage of the optimistic regulator is that the application programmer 
can specify the maximum concurrency that might be profitable without fear that excessive 
concurrency might lead to deadlock. 
Chapters 2 and 3 look at previous work on concurrency regulation and rollbacks respectively^ 
These provide the background for the rest of this thesis. 
Chapter 4 cast concurrency regulation as a fault-tolerance problem. 
Chapter 5 develops a theoretical model of data flow within functional programs based upon 
graph rewriting. Vertices in the graphs represent processes; edges in the graphs represent 
interprocess communication. Strongly-connected components within the graphs are atomic 
actions that must be rolled back completely or not at all. 
Chapter 6 constructs a taxonomy of concurrent functional programs based upon the graph-
rewriting model. This taxonomy lumps together programs with similar graphs and, presumably, 
similar behavior when optimistically regulated. 
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The optimistic regulator is composed of a recovery point manager (Chapter 7) and a sched-
uler (Chapter 8). Both of these components depend upon maintaining a graph of strongly-
connected components. 
Chapter 9 examines the behavior of some programs under both pessimistic and optimistic 
regulation. Pessimistic regulation offers superior speedup if deadlock is not a problem, because 
optimistic regulation entails extra time and space to manage recovery points. If deadlock is a 
potential problem, then optimistic regulation can offer superior speedup because it can err on 
the side of too much concurrency and recover when excessive concurrency threatens to cause 
deadlock. 
10.1 Future Research 
The obvious work left undcne is th: construction of a system programmed in a high-level 
functional language. There are probably many useful compiler optimizations to reduce overhead 
by statically determining the structure of the history graph. A compiler might even be able to 
figure out where optimistic regulation should or should not be used within a program. 
This thesis assumes that programs are functional, an assumption that is not required for 
optimistic regulation but merely simplifies data flow analysis and recovery point management. 
It would be interesting to look at the kinds of side effects that could be permitted. For example, 
it would seem that side effects local to a supervertex should not cause problems. 
The histOry-graph model could be made more elegant by replacing the total ordering of 
transitions with a partial ordering. A sequence of history graphs could be replaced by a single 
graph in which the edges and vertices are partially ordered. The graph rewriting rules would 
be changed to describe legal partial orderings of edges and vertices instead of legal transitions. 
The distributed recovery point manager in this thesis is a crude translation of the centralized 
algorithm. Since distributed systems are frequently more natural to describe with partially 
ordered time, perhaps a model with partially ordered events would provide insight to a more 
efficient distributed implementation. 
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APPENDIX A 
Reclaiming Space in Union-Find 
Some of the algorithms in Chapter 7 depend upon the classic union-find algorithm [Tar75] 
[RND77], which maintains a partition of a set of elements. Chapter 7 implicitly assumes that the 
space used by union-find at any time is proportional to the number of elements in the partition. 
Otherwise, rolling back a computation might not release all the space acquired during forward 
computation, because the union-find algorithm would fail to release space corresponding to 
elements removed by rollback. This appendix shows how to modify classic union-find so that 
the space at any time is exactly proportional to the number of elements in the partition. 
The classic union-find algorithm begins with an empty partition. This partition is modified 
by adding singleton sets to the partition and merging together sets in the partition. Each set 
has a representative element that uniquely identifies that set. The classic union-find algorithm 
accepts a sequence containing the following three operations: 
• new(): Create a new element x not yet in any set and add the set {x} to the partition. 
Return the element x; 
• find(x): Find the representative of the set containing z; 
• union(x,y): Merge the sets containing x and y. 
The operation new is frequently implicit in other texts. The operation new is explicit here so 
that memory allocation is explicit. 
The classic implementation of union-find represents each set in the partition as a tree. 
Figure A.l shows trees representing the partition {{a,b,c,d,e},{f},{g,h}}. Each value x is 
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Figure A. l : Trees representing partition {{a,b,c,d,e},{f}, {g,h}} 
a pointer to a node in the tree. Each node, unless it is a root of a tree, has a pointer to its 
parent in the tree. The root of each tree is the representative of the corresponding set. The 
operation neu>() creates a new node with its parent pointer set to null. The operation find(x) 
traces parent pointers from node x to find the root of the tree containing node x. The operation 
union(x, y) combines the trees containing nodes x and y into a single tree. The root of one tree 
is made a child of the root of the other tree. 
Two important optimizations, balancing &nd path compression, improve the running time of 
union-find by shortening the average path length from nodes to roots. Balancing modifies the 
operation union. A count of descendants is maintained at the root of each tree. When combining 
trees, the root with fewer descendants is made a child of the root with more descendants. Path 
compression modifies both find and union: whenever a path is traced from a node x to the root, 
all nodes along the path are moved to become children of the root. With balancing and path 
compression, the execution time for n — 1 union operations and / find operations for / > n is 
0(n,a(f,n)) [Tar75]. 
Our modification of union-find stems from the need to add garbage collection to union-find. 
To do so, add the following operation to the three discussed above. 
• remove(x): Remove element x from the partition. No further operations may refer to x. 
Call a node that has been removed dead; call any other node live. The desired restriction is 
that the total space at any time is proportional to the number of live nodes. Note that this 
restriction is both an upper and lower bound on space. 
The classic union-find cannot be kept under such a bound. The problem is that nodes in a 
tree cannot be deleted until all of their children are deleted. It is possible to pick a sequence of 
operations that create an arbitrary number of dead nodes that cannot be deleted. For example, 
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Figure A.2: Steps to create a dead node that cannot be deleted 
consider the following construction. For tree T, define root(T) as the root node of tree T. Let 
tree T0 be a trivial tree created by neto(). Construct Tn+i from tree Tn with the following 
sequence: 
1. By suitable new and union operations, create a tree Tn with more nodes than in Tn 
(Figure A.2a); 
2. Perform union(root(Tn), root(Tn)). Since tree Tn has more nodes than tree Tn, root(Tn) 
becomes a child of root(T'n) (Figure A.2b); 
3. For all nodes x in Tn, perform remoue(z). All nodes in Tn can be deleted, except the 
root, because the root of Tn points to the root of Tn. Call the remaining tree Tn+i 
(Figure A.2c). 
The net effect of these operations is that tree Tn+i is tree Tn with a new dead node that cannot 
be deleted. By induction, Tn is a linear tree of n + 1 nodes that cannot be deleted. The leaf of 
the tree is live, the other n nodes are dead. 
If parent pointers could be updated to point to a dead node's grandparent, then a dead 
node could be deleted. To make this possible, let each node keep a double-linked list of its 
children. Since elements may be added or removed from a double-linked list in 0(1) time, a 
node's parent can be changed in 0(1) time. Since changing a node's parent takes 0(1) time, 
maintaining the lists of children does not alter the asymptotic running time of union-find on 
sequences lacking remove operations. When a node is dead, each of its children can be moved 
up to become a child of the dead node's parent. If the dead node has no parent, then the first 
child can be made into the parent of that child's siblings. 
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A problem that remains is that the time for the remove operation may become quite large, 
because every child of a dead node must be moved up the tree. The solution is to wait until 
a dead node has at most one child before deleting a dead node. Then at most one child needs 
to be moved up. It is easy to show by induction that if every dead node has at least two 
children (and the tree is finite), then the number of dead nodes is less than the number of live 
nodes. Therefore the total space at any time is bounded by twice the number of live nodes. 
Furthermore, it can be shown that at most two nodes are deleted by a remove operation. 
Therefore the remove operation takes 0(1) time, because it marks a node as dead and removes 
at most two nodes. 
The above shows how the upper bound on space for union-find is achieved. The lower bound 
can be achieved trivially by always requesting space for twice the number of live nodes. Space 
requested but not needed is simply ignored. 
This exercise in data structures demonstrates how care in specifying a problem can pay 
off. If the problem had been to delete all dead nodes, then the solution almost surely would 
require some kind of balanced tree structures, and the time for n - 1 union operations and / 
find operations for / > n would be slowed down to 0(/ logn). However, for our purposes, it 
really matters only that the space is dependent soley upon the number of live elements, and 
the modified union-find algorithm solves the problem. 
179 
APPENDIX B 
Interprocess Communication 
Protocols 
The theoretical model in Chapter 5 defines three kinds of interprocess events: spec, init, and 
use. This appendix describes message passing protocols for implementing the spec and use 
events with the Chare Kernel [Kal89, KS89a]. The init events are implemented with shared 
memory. These protocols are used by the C++ implementation described in Chapter 9. Of 
particular interest is the protocol for undoing partially completed use events. 
The three kinds of events are: 
spec q specifies p, i.e. q creates a thunk for p. 
inib q initiates execution of process p. 
use: q uses p, i.e. q reads the result of p. 
The rest of this thesis considers these events to be atomic. Here the events are decomposed 
into collections of events. These "subatomic" events are the sending or receiving of messages. 
In the Chare Kernel, a process is called a chare. Chares communicate by passing messages. 
When a chare receives a message, it is given a thread of control which it must give up before 
receiving another message. The Chare Kernel scheduler decides the order in which messages 
are received. Messages may be received in an order different from they were sent subject to the 
constraint that messages are not lost and that messages are received after they are sent. 
A spec event is handled by a simple request/acknowledge protocol. When a chare q specifies 
a new chare, q sends a message (SPEC,q,...) to the new chare where . . . is the specification. 
180 
The new chare acknowledges by sending q the message (ACK-SPEC,p), where p is the name 
of the new chare. To undo the specification, chare q sends a message (DELETE) to chare p. 
An init event is done with shared memory. When chare q initiates chare p, chare p is put 
into a global pool of processes in the INIT phase. When the concurrency regulator decides that 
chare p should start executing, it sends chare p the message (GO). 
For forward computation, the protocol for use events is similar to the protocol for spec 
events. When chare q needs to use the result of chare p, it sends p the message (USE, q) 
to p. When chare p receives the message, chare p acknowledges by sending q the message 
(ACK-USE, result) as soon as p has finished computing the result. While p is computing the 
result, p puts q on a local waiting list. 
If chare q has received the acknowledgement (ACK-USE, result), then the use event has been 
completed. Undoing the interaction is simply a matter of rolling back q, because p does not de-
pend upon q. If chare q has sent p the message (USE, q) but not yet received (ACK- USE, result), 
the situation is considerably trickier because q has no way of knowing how far p is along in the 
protocol. 
Suppose q has not yet received (ACK-USE, result) fromp, and decides to send p the message 
(UNUSE, q) that is supposed to cancel the already sent message (USE, q). When p receives the 
message (UNUSE, q), there are three possibilities: 
1. Process p has not yet received (USE,q); 
2. Process phas received (USE,a) but has not yet sent (ACK-USE,result); 
3. Process p has sent (ACK-USE, result) to q. 
The problem is that p cannot distinguish between cases (1) and (3) without keeping some record 
of uncancelled (USE,...) and (UNUSE,...) messages that have been received. Keeping such 
a record of every such uncancelled message is unwieldy since many chares might send many 
uncancelled (USE,...) messages to chare p. 
A better solution employs two more kinds of messages and a flag bit per chare in the waiting 
list. The waiting list for p is called p.ulist A chare q 6 p.ulist is denoted +q or -q according 
to its flag, or just q if the flag is unimportant. As chare q may occur at most once in p.ulist. If 
q € p.ulist and q is added to p.ulist again, then both occurrences of q are removed from p.ulist 
and the message (ACK-UNUSE) is sent to q to report the "cancellation". 
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The protocol works as follows. Assume that chare q has sent (USE, q) to chare p and chare 
q has not received (ACK-USE, result) yet. To start undoing the use interaction, chare q sends 
(UNUSE, q) to chare p. If p receives (USE, q), it adds +q to p.ulist If p receives (UNUSE, q), 
it adds -q to p.ulist When q receives (ACK-UNUSE), all other messages in the protocol have 
been received and q is not longer on p's waiting list. If q receives (ACR-USE,p), then the 
message (UNUSE,q) that q sent to p earlier leaves -q in p.ulist Chare q removes the -q in 
p.ulist by sending p another message (UNUSE, q). After p receives both (UNUSE, q) messages, 
"cancellation" occurs and q receives the message (ACK-UNUSE) to confirm the cancellation. 
Figure B.l shows pseudocode for the use protocol. The code assumes that chare q uses 
chare p. For presentation purposes separate pieces of code are shown for q and p. In practice 
each chare has both pieces of code since any chare may be at either end of the communication. 
The "begin-use(g)" and "undo-use(g)" events are internal to chare q, and are intended to show 
what chare q does when it starts the use communication and then decides to undo it. Likewise, 
the "finish" event is internal to chare p, and is intended to show what chare p does when it 
fmisiwo computing its result. 
The proof that the protocol works is the finite-state machine in Figure B.2. Each state of 
the machine is a set of assertions about the state of q and p and messages in transit at a given 
moment. The initial state is drawn at the top of the diagram. Each transition corresponds 
to the processing of an event. If the event is receipt of a message, the corresponding arc in 
the diagram is labeled with that message. Arcs for other events are labeled with the names of 
the events. For brevity some states that differ only in the value of term have been collapsed; 
consequently, some of the boxes in the diagram have two out-going arrows with the same label. 
In these cases, the arrow taken depends upon the state of term. Self-loops in the diagram have 
been omitted. This diagram proves the following assertions. 
• All states lead to the initial state after a finite number of transitions, therefore the protocol 
always terminates; 
• No messages are in transit when the initial state is restored; 
• Chare p has removed q from p.ulist when the initial state is restored. 
To summarize, the protocol for use communication reduces to a request/acknowledge pro-
tocol when rollback does not occur. One or three extra messages must be sent to rollback a 
182 
chare q 
switch event of 
begin-use(p): 
unuse := false 
undo-incomplete-use(p): 
send (UNUSE,q) to p 
unuse := true 
receive (ACK-USE,result): 
if unuse then 
send (UNUSE,q) top 
else 
end of use interaction 
endif 
receive (ACK-UNUSE): 
unuse := false 
use interaction has been undone 
end switch 
end chare q 
chare p 
term:= false 
switch event of 
finish: 
term:— true 
for all +9 € ulist do 
ulist := ufisf - {q} 
end for 
receive (USE,q): 
if q 6 ulist then 
ulist := u/is* - {q} 
send (ACK-UNUSE) to g 
elsif term then 
send (ACK-USE,result) to g 
else 
u/is*:= u/is*U{+g} 
endif 
receive (UNUSE,q): 
if q € u/ist then 
u/isf := u/ist - {g} 
send (ACK-UNUSE) to g 
else 
u/ist:= u/istU{-g} 
endif 
end switch 
end chare p 
Figure B. l : Protocol for use communication 
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p.term =? 
q 0 p.waitList 
q.unuse = false 
CK-USE,. 
p.term=? 
q # p.waitList 
q.unuse = false 
{(USE,q)} 
(USE,Q\ 
p.term = false 
+q 6 p.waitList 
q.unuse = false 
{} 
p.finish. 
p.term = true 
q £ p.waitList 
q.unuse = false 
{(ACK-USE,...)} 
g.undo g.undo g.undo 
p.term =? 
q # p.waitList 
q.unuse = true 
f (USE,q) \ 
\ (UNUSE,q) ] 
(UNUSE, q) 
(USE,q)z 
p.term = false 
+g 6 p.tuaitiist 
q.unuse = true 
{(UNUSE, q)} 
p.finish. 
p.term =? 
-q G p.waitList 
q.unuse = true 
{(USE,q)} 
p.term = true 
q 0 p.waitList 
q.unuse = true 
(UNUSE, q) 
(ACK-USE,...) 
CK-USE,...) 
p.term = true 
—g € p.u/o»t£i»t 
g. unuse = true 
{(ACK-USE,...)} 
p.term = true 
5 0 p.waitList 
q.unuse = true 
f (UNUSE,q) \ 
\ (UNUSE,q) j 
(ACK-USE,.?? 
(ACK-UNUSE) 
p.term =? 
g # p.waitList 
q.unuse — true 
{(ACK-UNUSE)} 
NUSE,q) 
(UNUSE, g) 
p.term = true 
—g € p.uia:t.L»at 
g.unuse = true 
{(UNUSE, q)} 
Figure B.2: Finite-state machine for use protocol. 
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partially completed use communication. Except for a few extra flag bits, the overhead for the 
capability of rollback is incurred only when rollback occurs. 
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DEFINITION INDEX 
speedup, 137 
amortized time, 103 
audit trail, 22 
BACKWARD, 123 
edge 
internal, 61 
spec, 48 
superback, 61 
supercross, 61 
call-by-need, 46 
chare, 111, 132, 180 
checkpoint, 22 
chunk, 136 
commit-on-termination 
condensation, 51 
consistent global state, 
cotemporal, 23 
cycle, 52 
DAG, 51 
deadlock, 36 
DESTRUCT, 124 
domino effect, 24 
manager, 96 
23 
use, 48 
efficiency, 137 
error propagation 
event 
init, 46 
spec, 46 
use, 46 
FD70, 15,133 
first-use, 99 
FORWARD, 123 
COMMIT, 124 
FRINGE, 123 
fringe, 119 
195 
grain size, 1 
graph 
state, 92 
head,52 
history graph, 48 
sequential, 93 
INIT, 123 
init 
event, 46 
internal, 61 
length, 52 
LD70, 15 
linear recursion, 84 
livelock, 117 
memoization, 20 
mesh class, 88 
MTMD, 1 
over-commit, 91 
path, 52 
persistent data structure, 30 
full vs. partial, 30 
process, 5 
recovery 
backward, 22 
cut, 49 
forward, 22 
point 
manager, 91 
recovery line, 26 
recovery point, 22 
safe, 26 
Reduced Path Lemma, 57 
reverse-stable, 86 
reversion, 21 
RUN, 68 
SCC, see strongly-connected component 
semilattice, 56 
sequential 
graph, 92 
history graph, 93 
state, 92 
SIMD, 1, 34 
space threshold, 134, 136 
196 
spec 
edge, 48 
event, 46 
semilattice, 56 
subgraph, 52 
tree, 56 
spec-once class, 82 
speedup, 35, 137 
stable, 56 
START, 68 
state, 92 
graph, 92 
sequential, 92 
supervertex, 92 
vertex, 92 
strongly-connected component, 51 
superback, 61 
supercross, 61 
superforward, 61 
supertree class, 85 
supervertex, 59 
merging, 62 
root, 93 
state, 92 
top, 60 
symmetry principle, 95 
tail, 52 
TERM, 68 
threshold, 134 
THUNK, 123 
tick, 136 
time diagram, 23 
top, 60 
topological sorting, 118 
topsort, 118 
transition rule, 53 
extended, 68 
tree 
spec, 56 
two-cycle tree class, 88 
under-commit, 91 
upper subset, 107 
use 
edge, 48 
event, 46 
subgraph, 52 
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use-once class, 84 
vertex label, 68 
virtual time, 28 
WAIT, 68 
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