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The work in this thesis is based on kernel smoothing techniques with applications
to nonparametric statistical methods and especially kernel density estimation and
nonparametric regression. We examine a bootstrap iterative method of choosing the
smoothing parameter, in univariate kernel density estimation, and propose an em-
pirical smoothness correction that generally improves the method for small-medium
sample sizes tested. In a simulation study performed, the corrected bootstrap it-
erative method shows consistent overall performance and can compete with other
popular widely used methods.
The theoretical asymptotic properties of the smoothed bootstrap method, in uni-
variate kernel density estimation, are examined and an adaptive data-based choice
of fixed pilot smoothing parameter formed, that provides a good performance trade-
off among distributions of various shapes, with fast relative rate of convergence to
the optimal. The asymptotic and practical differences of the smoothed bootstrap
method, when the diagonal terms of the error criterion are included or omitted, are
also examined. The exclusion of the diagonal terms yields faster relative rates of
convergence of the smoothing parameter to the optimal but a simulation study shows
that for smaller sample sizes, including the diagonal terms can be favourable. In a
real data set application both methods produced similar smoothing parameters and
the resulting kernel density estimates were of reasonable smoothness.
Existing methods of kernel density estimation in two dimensions are discussed
and the corrected bootstrap iterative method is adapted to work in the bivariate
kernel density estimation, with considerable success. Additionally, the theoretical
asymptotic properties of the smoothed bootstrap method, in the bivariate kernel
density estimation, are examined, and adaptive data-based choices for the fixed pilot
smoothing parameters formed, that provide fast relative rates of convergence to the
optimal, compared to other popular methods. The smoothed bootstrap method with
the diagonal terms of the error criterion omitted, exhibits slightly faster relative rates
of convergence, compared to the method which includes the diagonal terms, and in a
simulation study they performed considerably well, compared to other methods. Also,
we discover that a scaling transformation of the data, before applying the method,
leads to poor results for distributions of various shapes, and it should be generally
avoided. In an application using the iris flowers data set, both smoothed bootstrap
versions suggested, produce reasonable kernel density estimates.
We also look at various methods of estimating the variance of the errors in non-
parametric regression and suggest a simple robust method of estimating the error
variance, for the homoscedastic fixed design. The method is based on a multiplicative
correction of the variance of the residuals and a comparison with popular difference-
based methods shows favourable results, especially when the local linear estimator is
employed.
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Chapter 1
Introduction
The methodology and theory of smoothing is becoming increasingly useful and
popular in statistics. The flexibility of nonparametric techniques has absorbed a
considerable amount of attention from the traditional parametric approaches and
the progress in the development of efficient computers has enabled the construction
of more demanding and advanced nonparametric methods. An attractive feature of
nonparametric techniques is that they do not depend on prior assumptions about the
distribution of the data, which sometimes cannot be justified, but rather utilize the
data to determine an estimate of the function of interest.
A general class of techniques in nonparametric estimation is called kernel smooth-
ing and it is based on estimating smooth curves by applying kernel functions, with a
chosen window width, to the data. The kernel functions used are usually symmetric
probability density functions with zero mean and the choice of window width is of
great importance, because it determines the size of the neighbourhood around the
point of interest, which is going to be utilized in the estimation of the smooth curve
at that point.
An important area of kernel smoothing is kernel density estimation, which is
concerned with the construction of smooth curves that display the probability density
function of a given data set. The importance of kernel density estimation lies in the
fact that in general the underlying density, f(x), is unknown and an estimate of f(x)
is constructed using a random sample, x1, . . . , xn , from that density. The kernel
15
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density estimator, at a point x, is an estimate of f(x), based on the data, and it is
defined by
fˆh(x) =
1
n
n∑
i=1
1
h
K
(
x− xi
h
)
,
where h > 0 is the window width, also known as bandwidth or smoothing parameter,
K is the kernel function and n is the sample size of the xi’s. The functional of interest
may be the density curve f(x) itself, its derivatives or extreme points of the curve.
Another important area of kernel smoothing concerns applications to nonpara-
metric regression where, in its simplest form, the relationship between a response
variable, y, and an explanatory variable, x, needs to be determined. The general
regression relationship can be expressed as
yi = m(xi) + i i = 1, . . . , n,
where the i are called the errors and are independent and identically distributed
with mean zero and variance σ2 and m(x) is the unknown smooth curve of interest.
The kernel regression estimator can be expressed as
mˆ(x) =
1
n
n∑
i=1
Whi(x)yi,
where Whi(x) is a sequence of kernel weights on the point x. Like in the kernel den-
sity estimation, the value of the smoothing parameter h determines the size of the
neighbourhood around x, that will be utilized in the estimation of the smooth regres-
sion curve at that point. The functional of interest may be the smooth regression
curve m, its derivatives or the variance of the errors for the construction of confidence
intervals, among other uses.
We are interested in methods of choosing the smoothing parameter h in the uni-
variate kernel density estimation and assess the performance of the methods by their
asymptotic efficiency and performance in simulations studies. The choice of smooth-
ing parameter h is the most crucial in kernel based methods and the performance of
the methods depends highly on that choice. The error criterion used to determine the
asymptotic efficiency of the smoothing parameters, provided by a specific method, is
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the mean integrated squared error and it is defined as
MISE(h) = E
∫ (
fˆh(x)− f(x)
)2
dx.
Additionally, we examine methods of estimating the smoothing parameters in the
bivariate kernel density estimation and robust methods of estimation of the variance
of the errors in nonparametric regression.
In Chapter 2 we discuss various existing methods of estimating the smoothing
parameter in the univariate kernel density estimation and suggest a correction for a
bootstrap iterative method, which deals with the underestimation of a bias component
that is evident when the sample size is not large. The bootstrap iterative method
allows for the pilot smoothing parameter g to iterate instead of being set to a fixed
value. The correction is then assessed through a simulation study where it exhibits
considerable improvement over the original method and manages to compete with
other popular methods.
In Chapter 3 we examine the asymptotic properties of bootstrap-based methods
of estimating the smoothing parameter when the pilot smoothing parameter, g, is
kept fixed and comment on the differences between the smoothed bootstrap methods
and the smoothed cross-validation method, in univariate kernel density estimation.
The criterion to be minimized in order to decide the smoothing parameter, for a given
sample, is called the bootstrap mean integrated squared error and it is a bootstrap
estimate of the mean integrated squared error. It is given by
BMISE(h) = E∗
∫ (
fˆ ∗h(x)− fˆg(x)
)2
dx,
where E∗ denotes expectation with respect to the bootstrap resamples, from the
kernel density estimator fˆg(x), and it will be explained in detail in the next chapter.
The asymptotic differences between the method based on the bootstrap criterion,
with and without the diagonal terms in the summation of the explicit expression of
BMISE, are determined, and the exclusion of the diagonal terms exhibits slightly
improved asymptotic relative rate of convergence of the smoothing parameter, hˆ,
to the MISE optimal, h0. The exclusion of the diagonal terms is equivalent to us-
ing the leave-one-out kernel density estimator in the expression of BMISE(h). The
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asymptotic relative rates of convergence depend on the choice of the initial smooth-
ing parameter g and its dependence on the sample size n. Data-based choices of g
are suggested for the bootstrap-based methods with and without the diagonal terms,
which aim in providing a good overall performance for distributions with different
features and shapes. The performance of the methods is assessed through a simu-
lation study, where the method with the diagonal terms included performs better
overall, for the smaller sample sizes, but is outperformed by the method without the
diagonal terms for the larger sample sizes. Both methods show that they are capable
of coping well with distributions that have extreme features, while providing decent
smoothing parameters for distributions with more common shapes. In a real data
set application using a random sample of the eruption lengths of the Old Faithful
geyser, both smoothed bootstrap methods provided kernel density estimates which
were reasonably smooth and enough details of the two modes of the density were
visible, without the introduction of spurious features.
In Chapter 4 we discuss popular methods of estimating the smoothing parame-
ters in the bivariate kernel density estimation and suggest a bivariate version of the
bootstrap iterative methods discussed in Chapter 2, where two smoothing parame-
ters have to be estimated, instead of one. Also, the asymptotic theoretical analysis
of bivariate versions of the smoothed bootstrap methods suggested in Chapter 3, are
examined, and adaptive choices of the fixed pilot smoothing parameters established.
The asymptotic differences between the method with and without the diagonal terms
is determined and, like in the univariate kernel density estimation, the method with-
out the diagonals exhibits slightly faster relative rate of convergence to the optimal.
An interesting observation is that the relative rates of convergence for the smoothed
bootstrap methods with fixed pilot bandwidths, in the bivariate kernel density esti-
mation, were slightly slower compared to their univariate counterparts. The methods
are compared through a simulation study using random samples of various sizes,
drawn from distributions with a variety of features. Both methods show favourable
performance compared to the other methods tested and also the corrected bootstrap
iterative method performs surprisingly well. A scaling transformation on the data
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before applying the method, that was suggested by other authors, proves to be in-
consistent and leads to generally inferior performance, apart from the case of the
unimodal symmetric and uncorrelated distribution. In a real data set example using
the iris flowers dataset, the smoothed bootstrap methods provide reasonable density
estimates, which make the distinction between the features of the 3 iris species visibly
detectable.
Finally, in Chapter 5 we look at various kernel-based methods of estimating the
smooth curve, m, in nonparametric regression and methods of choosing the smooth-
ing parameter h. Then, existing techniques of estimating the variance of the errors
are discussed, along with their advantages and disadvantages, and a robust method
of estimating the error variance is suggested. The robust method is based on a mul-
tiplicative correction of the variance of the residuals, which are defined as
ˆi = yi − mˆh(xi),
and it is sufficient to obtain a single estimate of the smoothing parameter, in order
to apply the method.
A simulation study performed, compares the robust method for different choices
of kernel regression estimators, different methods of smoothing parameter selection
and also compares the method, in general, with some popular difference-based meth-
ods. The robust method shows excellent performance in the simulation results, even
when the cross-validation method was used to estimate the smoothing parameter. In
the case where the local linear estimator with an improved akaike information crite-
rion choice of smoothing parameter was employed, the robust estimator performed
considerably better than the other methods, overall.
Chapter 2
Univariate kernel density estimation
2.1 Introduction
Given a random sample of observations x1, . . . , xn , drawn from an unknown den-
sity f(x), the kernel density estimator, also known as Parzen-Rosenblatt estimator,
from Parzen (1962) and Rosenblatt (1956), is an estimator of f(x) and is defined by
fˆh(x) =
1
n
n∑
i=1
1
h
K
(
x− xi
h
)
=
1
n
n∑
i=1
Kh (x− xi) , (2.1)
where K is a smooth symmetric kernel function satisfying∫
K(x) dx = 1∫
xK(x) dx = µ1(K) = 0∫
x2K(x) dx = σ2K = µ2(K) > 0,
and h > 0, is the smoothing parameter or bandwidth. The integrals without limits,
denote integration over the whole range of real numbers <, for the corresponding
variable of integration. It is common for a symmetric probability density function to
be chosen as kernel K, since most of them satisfy the above conditions and a good
example is the standard normal density.
The estimation of the optimal smoothing parameter, h, is of great importance
in kernel density estimation applications. A good choice of smoothing parameter h,
leads to a density estimate which is neither undersmooth (too rough) nor oversmooth.
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This provides us with an estimate of the distribution of the sample of interest, where
no true features of the distribution are lost (oversmoothing) and also no features are
a result of roughness due to undersmoothing. An optimally smoothed kernel density
estimate can be used to estimate derivatives of a given function, confidence intervals
and to interpret features of the underlying distribution of a dataset (peaks, troughs
and skewness).
In choosing an appropriate value for the smoothing parameter, a widely used
global measure of accuracy of fˆh is given by the mean integrated squared error
(MISE), which is the expectation of the integrated squared error (ISE), and is given
by
MISE
(
fˆh(x)
)
= E
∫ (
fˆh(x)− f(x)
)2
dx.
The MISE can be written as the sum of the integrated variance (IV) and integrated
squared bias (ISB) which are defined as
ISB
(
fˆh(x)
)
=
∫ (
E
(
fˆh(x)
)
− f(x)
)2
dx
and
IV
(
fˆh(x)
)
=
∫ [(
E
{
fˆh(x)
}2)
−
{
E
(
fˆh(x)
)}2]
dx.
To understand the effect that the smoothing parameter h has on the MISE, we
provide the asymptotic expressions of the bias and variance of fˆh. Assuming that the
second derivative of f , f ′′, exists and is continuous, then if h → 0 and nh → ∞, as
n→∞, the bias and variance of fˆh are given by (Silverman (1986) p.39)
Bias
(
fˆh(x)
)
=
h2µ2(K)f
′′(x)
2
+ o
(
h2
)
(2.2)
and
Var
(
fˆh(x)
)
=
f(x)R (K)
nh
+O
(
n−1
)
. (2.3)
The notation R(K) is called the roughness of K defined as R(K) =
∫
K(x)2dx and
the little-o, o(h2), and big-O, O(n−1), notations denote an order of magnitude lower
than h2 and an order of magnitude of n−1, respectively (Appendix B.2). Adding the
variance (2.3) and the square of the bias (2.2) and integrating over the range of x,
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leads to the asymptotic MISE given by
AMISE
(
fˆh(x)
)
=
R(K)
nh
+
h4µ2(K)
2R (f ′′)
4
. (2.4)
From the expression of the AMISE, we can see that an increase in h leads to a
larger squared bias and a lower variance and therefore, the optimal choice of h is a
trade-off between the variance and the squared bias components of the MISE. The
smoothing parameter minimizing the AMISE expression is (Parzen (1962) Lemma
4A)
h˜0 =
[
R(K)
µ2(K)2R (f ′′)
]1/5
n−1/5, (2.5)
and depends on the roughness of the second derivative of the unknown density f .
From the form of (2.5) we can see that, as rougher densities have a larger value of
R (f ′′), a smaller smoothing parameter would be required in general. Plugging the
AMISE minimizing smoothing parameter into the expression of the AMISE (2.4), we
obtain the minimum of the AMISE which is given by
AMISEopt =
5
4
(
µ2(K)R(K)
2
)2/5
R (f ′′)1/5 n−4/5. (2.6)
The kernel K which minimizes the AMISEopt corresponds to the function which min-
imizes C(K) = (µ2(K)R(K)2)
2/5, as it is the only part of AMISEopt which depends
on K. That function is the Epanechnikov kernel by Epanechnikov (1969) and it is
given by
Ke(t) =

3
4
√
5
(
1− t
2
5
)
for |t| < √5
0 otherwise
.
The efficiency of a symmetric kernel K is defined as
eff(K) =
[
C(Ke)
C(K)
]5/4
and most known kernels have efficiency close to 1, with the Gaussian kernel having
efficiency equal to (36pi/125)(1/2) ≈ 0.9512. This translates into the property that
for large sample size n the MISE will be equal, when we use n observations with
the Gaussian kernel or 0.9512n (theoretical) observations with the Epanechnikov
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kernel. This shows that the choice of smooth kernel function K is not crucial in the
construction of the kernel density estimator.
Therefore, other factors like the degree of differentiability or the ease of compu-
tation can be considered when choosing the kernel (Silverman (1986) p.43) and for
these reasons the Gaussian kernel is a frequently chosen kernel. Also, with the use
of equivalent kernels and canonical bandwidths, the Gaussian kernel can be replaced
by other kernels, by adjusting the smoothing parameter accordingly (Ha¨rdle, Mu¨ller,
Sperlich and Werwatz (2004) p.57-60).
In the following subsections we describe various methods of choosing the smooth-
ing parameter, h, automatically. These include rule of thumb methods, plug-in meth-
ods, cross-validation methods, Taylor’s bootstrap method (Taylor (1989)) and a boot-
strap iterative method by Foster and Hahn (1997).
We then identify the main source of bias in the bootstrap iterative method and
propose an empirical correction to reduce the small sample bias inherent in this
method, with considerable success. Extensive simulations are then conducted, using
datasets with different features, to compare the corrected method with the uncor-
rected method, Taylor’s method and other popular methods of choosing the smooth-
ing parameter in univariate kernel density estimation.
2.1.1 Rule of Thumb
A simple way to choose the smoothing parameter is to substitute the unknown
density f , in the formula of h˜0 in (2.5), with a reference distribution from a standard
family of distributions. When the normal distribution with variance σ2 is used as f ,
then if φ denotes the standard normal density,∫
f ′′(x)2dx = σ−5
∫
φ′′(x)2dx
=
3
8σ5
√
pi
. (2.7)
Plugging the value of (2.7) into the expression for h˜0 in (2.5) and using a Gaussian
kernel K, leads to
hRT1 = 1.06σ n
−1/5. (2.8)
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Using an estimate of σ from the standard deviation of the data, hRT1 provides a
reasonable choice of smoothing parameter, if the population is close to being nor-
mally distributed. If the density is multimodal then hRT1 tends to oversmooth since
the R (f ′′)1/5 term is expected to be larger relative to the standard deviation, for
multimodal densities.
Silverman (1986) investigated the effect of multimodality, skewness and kurtosis
on the choice of hRT1, by comparing the value of the smoothing parameter produced
using hRT1 to what the smoothing parameter should optimally be, by plugging the
true density f into the equation of h˜0, in (2.5), for the density used. He discovered
that bimodal distributions with separated means were severely overestimated by hRT1
and the same was true for highly skewed distributions. Therefore, he suggested an
adaptive estimate of variation with a reduced constant, to guard against overestima-
tion in the case of distributions that deviate from normality. The adaptive rule of
thumb is given by
hRT2 = 0.9An
−1/5, (2.9)
where A = min
(
σˆ,
ÎQR
1.34
)
, σˆ is the sample standard deviation and ÎQR is the sample
interquartile range. This adaptive version of the rule of thumb method copes well
with the unimodal densities, while not overestimating severely for moderately bimodal
distributions.
These rule of thumb methods will provide adequate choices of smoothing param-
eters when the underlying density f is close to normal and in other cases they can
provide a decent starting point for more complicated methods.
2.1.2 Unbiased cross-validation
Cross-validation techniques have been widely used in the estimation of the smooth-
ing parameter in univariate kernel density estimation (Hall (1982)). A popular
method of estimating the smoothing parameter automatically is the least-squares
cross-validation as described by Rudemo (1982) and Bowman (1984). The smooth-
ing parameters produced using the least-squares cross-validation method, have been
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shown by Hall (1983) to be asymptotically optimal in a MISE sense.
Least-squares cross-validation attempts to estimate the smoothing parameter by
minimizing a part of the integrated squared error (ISE), instead of the MISE. The
ISE can be written as
ISE
(
fˆh(x)
)
=
∫ [
fˆh(x)− f(x)
]2
dx
= R
(
fˆh
)
− 2
∫
fˆh(x)f(x) dx+R(f), (2.10)
where R(f) does not depend on the smoothing parameter h. Rudemo (1982) and
Bowman (1984) suggested finding data-based expressions to estimate the first two
terms of the ISE, in (2.10), which is equivalent to estimating a uniformly shifted
version of ISE. The function they considered is given by
UCV = R
(
fˆh
)
− 2
n
n∑
j=1
fˆh,−j (xj) , (2.11)
where fˆh,−j (xj) is the leave-one-out kernel density estimator defined as
fˆh,−j (x) =
1
n− 1
n∑
i=1
i 6=j
1
h
K
(
x− xi
h
)
.
The notation UCV stands for unbiased cross-validation and that name was chosen
because the expectation of the UCV criterion is exactly unbiased of the shifted MISE
and given by
E [UCV(h)] = MISE(h)−R(f).
This follows from the result
E
(
1
n
n∑
j=1
fˆh,−j (xj)
)
= E
(
1
n
n∑
j=1
1
h
K
(
xj − xi
h
))
= E
{∫
1
h
K
(
y − xi
h
)
f(y) dy
}
= E
∫
fˆh(y)f(y)dy.
Using a symmetric kernel K with finite support, the UCV criterion can be written as
UCV(h) =
R(K)
nh
+
n∑∑
i 6=j
[
1
n2h2
∫
K
(
xi − x
h
)
K
(
x− xj
h
)
dx−
2
nh(n− 1)K
(
xi − xj
h
)]
(2.12)
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and for the Gaussian kernel it takes the simple computational form,
UCV(h) =
1
2nh
√
pi
+
1
n2h
√
pi
∑∑
1≤ i< j≤n
[
exp
(−(xi − xj)2
4h2
)
−
√
8 exp
(−(xi − xj)2
2h2
)]
. (2.13)
Despite its asymptotic optimality for large samples, Hall and Marron (1987) have
shown that the unbiased cross-validation method, even though it succeeds in choosing
the optimal bandwidth on average, the method performs poorly in general, exhibiting
a large variability with a tendency towards undersmoothing.
Scott and Terrell (1987) have established that for f ′′′ absolutely continuous, f (4)
integrable, R
(
f (4)(f)1/2
)
and R
(
f
(
f (4)
)1/2) finite, K ≥ 0 symmetric on [−1, 1], K ′
Ho¨lder continuous and µ2(K) > 0, then as n→∞,
hˆUCV − h0
h0
= O
(
n−1/10
)
,
where hˆUCV is the minimizer of UCV(h) and h0 is the minimizer of MISE. This is
called the relative rate of convergence of hˆUCV to the MISE optimal and the rate of
n−1/10 is a very slow rate, compared to the fastest possible rate which corresponds to
the lower bound of n−1/2 (Hall and Marron (1991)).
Hall and Marron (1991) have shown that methods which aim to minimize the
ISE produce bandwidths that have a relative rate of convergence which cannot be
reduced below the n−1/10 order. Therefore, such techniques are sensitive to sampling
fluctuations and this helps to explain the large sampling variation of the UCVmethod.
However, when the error criterion is the MISE then, assuming enough smoothness
for f , the relative rate of convergence of the smoothing parameter can be reduced to
the order n−1/2. For this reason they suggest that methods which aim to minimize
the MISE should be considered, because they can be much more stable.
2.1.3 Biased cross-validation
The shortcomings of the UCV method have motivated many authors to try to
establish more consistent methods of bandwidth estimation and one of them is the
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biased cross-validation by Scott and Terrell (1987). The biased cross-validation com-
bines cross-validation and plug-in techniques with the aim to minimize an estimate
of the AMISE (2.4). This is done by replacing the unknown quantity, R (f ′′), by
Rˆ (f ′′) ≡ R
(
fˆ ′′h
)
− R (K
′′)
nh5
,
since under suitable conditions,
E
[
R
(
fˆ ′′h
)]
= R (f ′′) +
R (K ′′)
nh5
+O
(
h2
)
. (2.14)
Then, by writing
R
(
fˆ ′′h
)
=
R (K ′′)
nh5
+
2
n2h5
∑∑
1≤ i< j≤n
∫
K ′′(w)K ′′
(
w +
(xi − xj)
h
)
dw,
and plugging Rˆ (f ′′) into the AMISE expression, in (2.4), leads to the BCV function
BCV(h) =
R(K)
nh
+
µ2(K)
2
2n2h
∑∑
1≤ i< j≤n
∫
K ′′(w)K ′′
(
w +
(xi − xj)
h
)
dw. (2.15)
The authors have derived the asymptotic variance of the BCV function, under
appropriate regularity conditions, and it is given by
Var [BCV(h)] =
µ2(K)
4
8n2h
R(ψ)R(f) +O
(
h
n2
)
, (2.16)
where ψ(c) =
∫
K ′′(w)K ′′ (w + c) dw. The variance of the UCV function is defined
as
Var [UCV(h)] =
4
n
[
R
(
f 3/2
)−R(f)2]+O( 1
n2h
+
h4
n
)
, (2.17)
but this variation measures the vertical variation of the UCV curve about the shifted
MISE−R(f) level, instead of the MISE level which converges to 0. That has no effect
on the location of the minimum, which is the point of interest and Hall (1983) argued
that the variance of an augmented version of UCV is the appropriate measure. That
measure is given by
AUCV(h) = R
(
fˆh
)
− 2
n
n∑
j=1
fˆh,−j (xj) +
2
n
n∑
j=1
f(xj)−R(f),
and its variance is
Var [AUCV(h)] =
2
n2h
R(γ)R(f) +O
(
h
n2
)
, (2.18)
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where γ(c) =
∫
K(w)K(w + c) dw − 2K(c). Although the asymptotic variances of
both methods are of the order O
(
n−9/5
)
, for h = O
(
n−1/5
)
, Scott and Terrell (1987)
argued that the square root of the ratio of the leading term of Var [AUCV(h)] to the
leading term of Var [BCV(h)], can be greater than 10, for most practical kernels.
The biased cross-validation smoothing parameter, hˆBCV, that minimizes the BCV
function, in (2.15), shares the same relative rate of convergence to the MISE optimal,
h0, as the unbiased cross-validation and it is of the order O
(
n−1/10
)
.
After testing both methods in a simulation study using the standard normal distri-
bution, the Cauchy distribution, the Lognormal distribution and a bimodal mixture
distribution, for sample sizes ranging from 25 to 25600, Scott and Terrel (1987) con-
cluded that both the BCV and UCV methods showed an unreliable behaviour for
very small sample sizes with the BCV consistently oversmoothing and the UCV hav-
ing an unacceptably large variance. When the sample size was set to be equal to 25,
the BCV function had no local minima in many of the samples simulated, but as the
sample size increased, the smoothing parameters obtained were more consistent and
spread almost evenly around the MISE minimizer.
2.1.4 Smoothed cross-validation
The smoothed cross-validation method was proposed by Hall, Marron and Park
(1992) and it is based on a smooth version of the least squares cross-validation. Scott
and Terrell (1987) have shown that the least squares cross-validation criterion can be
expressed as
UCV(h) =
R(K)
nh
+ n−1(n− 1)−1
n∑∑
i 6=j
(Kh ∗Kh − 2Kh +K0) (Xi −Xj) , (2.19)
where ∗ denotes convolution andK0 is the Dirac delta function. The usefulness of this
representation is that it shows that the first part of (2.19) is a good approximation
of the IV part of MISE and the second part of (2.19) can be seen as an estimate of
the ISB. Hall and Marron (1987a) have shown that when bandwidths of the order
n−1/5 are considered, then estimates of the ISB tend to suffer from high variance.
This leads to a large variability in the estimates of h based on the UCV criterion and
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the smoothed cross-validation addresses this issue by modifying the second part of
expression (2.19). The way the SCV modifies the bias part of UCV, is by applying a
presmoothing of the differences (Xi −Xj) which leads to better stability properties.
The smoothed cross-validation function is defined by
SCVg(h) = (nh)
−1R (K) + Bˆg(h), (2.20)
where
Bˆg(h) =
1
n(n− 1)
n∑∑
i 6=j
{(Kh ∗Kh − 2Kh +K0) ∗ Lg ∗ Lg} (Xi −Xj) , (2.21)
for a kernel function L and bandwidth g.
It is interesting to note that when g = 0 then the SCV is the same as least squares
cross-validation and the relative rate of convergence of the SCV minimizer, hˆSCV, to
h0 is slow and of the order n−1/10. This slow relative rate of convergence is also
evident when g is allowed to be equal to h, which is equivalent to Taylor’s method
(Taylor (1989)). In the case where K and L are kernels of order 2, then the best
attainable relative rate of convergence of hˆSCV to h0, is of the order n− 4/13 and it
corresponds to fixing g to be proportional to n−2/13. The best possible relative rate
of convergence is of the order n−1/2 and can be achieved only with the use of higher
order kernels in this scenario. Specifically if K is of order 2 then L needs to be of
order 6, f needs to have 2.25 theoretical derivatives and g has to be proportional to
n−1/9, in order for the relative rate of convergence of hˆSCV to h0 to be of the order
n−1/2.
Jones, Marron and Park (1991) proposed a method which uses a criterion very
similar to the SCV criterion but the choice of g depends on h and is of the form
g = Cnphm,
for constants C, p and m. They showed that for m = −2, p = −23/45, the inclusion
of the diagonal terms in their M̂ISE criterion and an appropriate choice of C, their
estimator can achieve a relative rate of convergence of the order n−1/2, without the
use of higher order kernels at any stage.
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2.1.5 Plug-in methods
The slow relative rates of convergence of the cross-validation methods have lead
to the search for techniques which attain a relative rate of convergence faster than
O
(
n−1/10
)
. The plug-in methods attempt to achieve faster rates by plugging-in esti-
mates of the unknown parts of AMISE, using smoothing parameters that are different
from the target smoothing parameter.
This can be compared to the BCV method, where the unknown R(f ′′) was esti-
mated by Rˆ (f ′′) ≡ R
(
fˆ ′′h
)
− R (K
′′)
nh5
, but the plug-in methods allow for a different
kernel function and a different smoothing parameter to be used in the estimation of
R(f ′′). The papers by Park and Marron (1990), Sheather and Jones (1991) and Hall,
Sheather, Jones and Marron (1991) include variations of plug-in techniques which
achieve convergence rates markedly faster than O
(
n−1/10
)
.
The goal of the plug-in methods is to optimise estimates of the AMISE function
AMISE
(
fˆh(x)
)
=
R(K)
nh
+
h4µ2(K)
2R (f ′′)
4
,
which are of the form
ÂMISE(h) =
R(K)
nh
+
h4µ2(K)
2Rˆg (f
′′)
4
, (2.22)
where Rˆg (f ′′) is a kernel estimate of R (f ′′), with a smoothing parameter g. This
problem is in itself another smoothing parameter selection problem which has to be
solved.
Park and Marron (1990) tried to estimate R (f ′′) with Rˆf ′′(a) = R
(
fˆ ′′a
)
− R(K
′′)
na5
and used the value of the smoothing parameter a that minimizes the mean squared
error for using Rˆf ′′(a) to estimate R (f ′′). That value was obtained by Hall and
Marron (1987b) who showed that if f (4) is Ho¨lder continuous and square integrable
then as n→∞
aAMSE = C1(K)C2(f)n
−2/13, (2.23)
where
C1(K) =
{
18R
(
K(4) ∗K)
σ4K ∗K
}1/13
,
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C2(f) =
{
R(f)
R(f ′′′)2
}1/13
,
K ∗ K(x) = ∫ K(x− t)K(t) dt and σ4K ∗K = (∫ x2K ∗K(x) dx)2. Combining the
minimizer of AMISE, h˜0 in (2.5), with aAMSE leads to
aAMSE = C3(K)C4(f) h˜
10/13
0 , (2.24)
where C3(K) =
{
18R
(
K(4)
)
µ2(K)
4
σ4K∗KR(K)2
}1/13
and C4(f) =
{
R(f)R(f ′′)2
R(f ′′′)2
}1/13
. That
establishes a relationship between the target h˜0 and a, with the only unknown quan-
tity being C4(f) whose dependence on f seems to be of less importance compared to
earlier stages.
Therefore, the authors proposed using a scale parameter model for f like a nor-
malised fixed probability density g1(x), with a measure of scale equal to 1. Then, the
scale model gλ(x) =
1
λ
g1
(x
λ
)
replaces f in C4(f) and a can be written as
aλ(h) = C3(K)C4(g1)λ
3/13h10/13. (2.25)
Hence, the plug-in bandwidth hˆPI is obtained as the root over h ∈
[
Bn−1/5, Bn−1/5
]
,
for 0 < B < B, of
h =
[
R(K)
µ2(K)2Rˆf ′′
(
aλ̂(h)
)]1/5 n−1/5, (2.26)
where λ̂ is a good estimate of λ.
The authors have taken g1 as the normal density and established that, assuming
f has smoothness of order larger than 2, hˆPI attains a relative rate of convergence to
h0 of the order n− 4/13.
Sheather and Jones (1991) attempted to improve on that rate of convergence
by reinstating the diagonal terms in Rˆf ′′
(
aλ̂(h)
)
, which were omitted by Park and
Marron (1990). The Rˆf ′′ (a) used by Park and Marron is of the form
SˆND(a) =
1
n(n− 1)a5
n∑∑
i 6=j
L(4)
(
xi − xj
a
)
, (2.27)
where L is a kernel and the ND subscript refers to the omission of the diagonal terms,
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i = j, in the double summation. This result is derived from the property∫
f ′′(x)2dx =
∫
f (4)(x)f(x)dx
= E
(
f (4)(X)
)
.
Sheather and Jones (1991) decided to reinstate the diagonal terms, which were
omitted by Park and Marron when estimating the integrated squared density deriva-
tive, and showed that the positive diagonal terms can be used to reduce the bias
present in R
(
fˆ ′′
)
in (2.14). The value of a was obtained by Jones and Sheather
(1991) and it was chosen so as to cancel the leading bias term with the term added
from the diagonals. That value is given by
a2 = D1(L)R(f
′′′)−1/7n−1/7, (2.28)
where D1(L) =
{
2L(4)(0)
σ2L
}1/7
. Then their smoothing parameter choice, hˆ2S , solves
the equation
h =
[
R(K)
µ2(K)2SˆD (a2(h))
]1/5
n−1/5, (2.29)
where a2 = c1 h˜
5/7
0 , for appropriate c1, which can be estimated by a2 = cˆ1 h5/7. Then
instead of estimating the c1 using a scale model, Jones and Sheather (1991) suggest
estimating R(f ′′′) by a function Tˆ so that Tˆ = R(f ′′′) + op
(
n−1/14
)
.
Their method succeeds in having a faster relative rate of convergence compared
to the Park and Marron plug-in estimator and it is of the order n−5/14. Also this
plug-in method has been shown by Sheather (2004) to have good overall performance
but tends to oversmooth for densities having a widely varied |f ′′(x)|.
A plug-in method with the fast rate of convergence of O
(
n−1/2
)
is attributed to
Hall, Sheather, Jones and Marron (1991). Their method works by introducing an
extra term in the formula of AMISE in (2.4), to be estimated.
The optimal smoothing parameter is obtained by finding the value of h that
minimizes
AMISE(h) =
R(K)
nh
+
h4µ22I2
4
− h
6µ2µ4I3
24
, (2.30)
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where µj =
∫
xjK(x) dx and Ij =
∫ {
f (j)(x)
}2
dx. The only unknown terms in
(2.30) are I2 and I3 and the method achieves the O
(
n−1/2
)
convergence rate by using
estimators Iˆ2 and Iˆ3, which satisfy Iˆ2−I2 = Op
(
n−1/2
)
and Iˆ3−I3 = Op
(
n−1/10
)
. The
solution of (2.30) does not ensure an explicitly defined minimum and one approach to
the minimization of AMISE is to use an expression which is asymptotically equivalent
to the minimizer, given by
hˆHSJP =
(
Jˆ1
n
)1/5
+ Jˆ2
(
Jˆ1
n
)3/5
, (2.31)
where Jˆ1 =
R(K)
µ22Iˆ2
, Jˆ2 =
µ4Iˆ3
20µ2Iˆ2
and K is a bounded symmetric kernel of order 2.
They propose an explicit procedure for the estimation of I2 and I3 by using a
kernel of order 6 for Iˆ2, derived by Gasser, Mu¨ller and Mammitzsch (1985) and a
normal scale model to estimate the smoothing parameter for Iˆ2. A kernel of order r
satisfies the property that
∫
xiK(x) dx = 0 for i = 1, . . . , r − 1 and ∫ xiK(x) dx 6= 0
for i = r. Then since
∫
f ′′(x)2 dx = E
(
f (4)(X)
)
they set
Iˆ2 =
1
n(n− 1)λ51
n∑
i=1
n∑
j=1
L(4)
(
xi − xj
λ1
)
, (2.32)
where λˆ1 = 4.29
(
ÎQR
)
n−1/11 and since
∫
f ′′′(x)2 dx = −E (f (6)(X)) they set
Iˆ3 =
−1
n(n− 1)λ72
n∑
i=1
n∑
j=1
φ(6)
(
xi − xj
λ2
)
, (2.33)
where λˆ2 = 0.91
(
ÎQR
)
n−1/9 and ÎQR is the sample interquartile range. L is a kernel
of order 6 with 4th derivative given by L(4)(x) =
135135
4096
(1−x2)(46189x8−80036x6+
42814x4 − 7236x2 + 189) on |x| ≤ 1, and 0 elsewhere, and φ is the standard normal
kernel with 6th derivative given by φ(6)(x) = (x6 − 15x4 + 45x2 − 15)φ(x). In the
light of the findings of Sheather and Jones (1991), they did not remove the diagonal
terms in Iˆ2 and Iˆ3.
The plug-in rules explained here are not the only plug-in rules in the literature
and different versions of the methods have been applied, but they are all based on
the same principle of trying to estimate the AMISE more accurately. Even though
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the plug-in methods exhibit fast rates of convergence, they have their disadvantages
compared to other methods. They require strong assumptions on the smoothness of f ,
the use of higher order kernels and intense theoretical analysis, which could make the
methods unfavourable to data analysts without a strong mathematical background.
Loader (1999) examined the differences between the plug-in methods and classic
methods, like the cross-validation technique, and concluded that plug-in methods
depend heavily on the arbitrary choices of the pilot bandwidths and fail when those
choices are wrong. Also he noted that plug-in methods often oversmooth, missing
important features of the underlying distribution and their favourable asymptotic
properties are plagued by the slow asymptotic rates of their pilot estimates.
In a study using a real dataset of the Old Faithful geyser eruptions, which was also
used by Silverman (1986), Loader noted that the larger smoothing parameters chosen
by the plug-in methods did not necessarily indicate asymptotic superiority, even if
the resulting density estimates looked smoother, compared to the classic methods
used. He explained that plots of the fits of density estimates for real datasets can be
misleading and very one-sided, as far as the bias-variance trade-off is concerned. This
is because variance is easier to spot, since it translates into spurious rough features,
whereas bias is hard to distinguish and this may lead to oversmoothing by just looking
at the fitted curves.
2.1.6 Taylor’s Bootstrap method
The bootstrap resampling method is often used to make inferences about the sam-
pling distribution of a statistic of interest φ(x1, x2, . . . , xn, F ), using the observed
data (Efron (1979)). More formally, if we have a random sample of size n defined
as x1, x2, . . . , xn and randomly drawn from a population, then the x′is are indepen-
dent and identically distributed (iid) with probability density function (pdf) F . A
bootstrap sample of size n, x∗1, x∗2, . . . , x∗n, is then randomly drawn from Fˆn which
is the population distribution function in the bootstrap domain. Hence, the x∗i s are
iid with distribution Fˆn and we can estimate the statistic of interest by considering
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φ(x∗1, x
∗
2, . . . , x
∗
n, Fˆn).
The bootstrap expectation of the statistic of interest is an unbiased estimate of the
statistic based on the original sample. Therefore, the standard bootstrap resampling
method is not appropriate in situations where we want to model an amount of bias
that is present in the relationship of interest. This is also the case in the situation
where we have smoothing involved, in the estimation of a function or parameter, and
in that case the smoothed bootstrap would be more appropriate.
The smoothed bootstrap differs from the simple bootstrap in that, instead of
sampling with replacement from the original sample of interest, we sample from
a smooth function of that sample, fˆh(x). The bootstrap resamples x∗i are sampled
from the smooth function fˆh(x) and can be generated in the following way (Silverman
(1986) p.143-144):
1. Choose I uniformly from {1, . . . , n}, with replacement.
2. Generate  to have probability density function K, the kernel function used to
construct fˆ .
3. Set x∗ = xI + h, for a given smoothing parameter h.
4. In order to correct the increase in variance caused from smoothing we can
set x∗ = x¯ + (xI − x¯+ h) / (1 + h2σ2K/Var(x))1/2 where x¯ and Var(x) are the
sample mean and variance of {Xi} and σ2K is the variance of the kernel K. This
step replaces step 3 when we want the realisations to be variance corrected.
In the case where the Gaussian kernel is used, this procedure is not necessary
since the bootstrap mean can be calculated without any actual resampling taking
place. This makes the whole process less time consuming and the bootstrap estimate
of MISE (BMISE), which is provided below, can be given in closed form.
In the problem we are interested in, minimizing the MISE would be equivalent to
minimizing the bootstrap MISE (BMISE) defined by
BMISE(h) = BISB(h) + BIV(h) = E∗
∫ (
fˆ ∗h(x)− fˆh(x)
)2
dx,
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with
BISB(h) =
∫ [(
E∗
(
fˆ ∗h(x)
))
− fˆh(x)
]2
dx,
and
BIV(h) =
∫ [
E∗
((
fˆ ∗h(x)
)2)
−
{
E∗
(
fˆ ∗h(x)
)}2]
dx,
where E∗ denotes expectation with respect to the bootstrap realizations, BISB is
the bootstrap integrated squared bias, BIV is the bootstrap integrated variance and
fˆ ∗h(x) is the smooth kde of the bootstrap sample, x∗1, . . . , x∗n, obtained from the smooth
version fˆh(x) of the original sample x1, . . . , xn. The smoothed bootstrap estimator,
fˆ ∗h(x), can be written as
fˆ ∗h(x) =
1
n
n∑
i=1
1
h
K
(
x− x∗i
h
)
.
Taylor (1989) showed that using the Gaussian kernel
K (x) =
1√
2pi
exp
(
−x
2
2
)
,
the BMISE is given by
BMISET(h) = E∗
∫ (
fˆ ∗h(x)− fˆh(x)
)2
dx
=
1
2n2h(2pi)1/2
[
n∑
i=1
n∑
j=1
exp
(
−(xj − xi)
2
8h2
)
− 4√
3
n∑
i=1
n∑
j=1
exp
(
−(xj − xi)
2
6h2
)
+
√
2
n∑
i=1
n∑
j=1
exp
(
−(xj − xi)
2
4h2
)
+ n
√
2
]
.
(2.34)
Then, by taking expectations, using a substitution with a Taylor series expansion,
assuming that h→ 0 as n→∞ and that the condition
[f ′′′(y)f(y)]+∞−∞ = [f
′′(y)f ′(y)]+∞−∞ = 0
holds, the asymptotic expectation of BMISET(h) is given by
E (BMISET(h)) =
1.074
2nh
√
pi
+
h4
4
∫
(f ′′(y))2 dy +O
(
h6
)
.
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Comparing the asymptotic expression of E (BMISET) with the asymptotic ex-
pression of MISE for Gaussian kernel used, denoted
AMISE(h) =
1
2nh
√
pi
+
h4
4
∫
(f ′′(y))2 dy,
we can see that there is small bias of the order O ((nh)−1). For a robust correction of
this bias, Taylor (1989) proposed the removal of the diagonal terms in the summations
of the BMISET expression in (2.34), to get the modified function
BMISE∗T(h) =
1
2n2h(2pi)1/2
[
n∑∑
i 6=j
exp
(
−(xj − xi)
2
8h2
)
− 4√
3
n∑∑
i 6=j
exp
(
−(xj − xi)
2
6h2
)
+
√
2
n∑∑
i 6=j
exp
(
−(xj − xi)
2
4h2
)
+ n
√
2
]
.
(2.35)
Taylor (1989) showed that the variance of the estimator is given by
Var {BMISE∗T(h)} =
0.026
8n2h
√
pi
∫
{f(y)}2dy +O
(
h
n2
)
,
which is in fact of the same asymptotic order of magnitude as the variance of the
unbiased cross-validation and biased cross-validation estimators.
Also, he pointed out that the method tends to provide smoothing parameters
larger than the optimal which lead to oversmoothing of the kde and even in some
cases the BMISE∗T(h) curve can be monotonic and strictly decreasing. In that case
the method fails in finding a smoothing parameter that minimizes the BMISE∗T(h),
even after removing the diagonal terms, and can be therefore considered generally
inconsistent, especially for samples of lower size.
To show the effect of the removal of the diagonals to the method, we present plots
with the BIV, BISB and BMISE for the method, with and without the diagonals.
Superimposed on the plots are the curves of the IV, ISB and MISE, for comparison,
and these functions are drawn with solid lines compared to their bootstrap counter-
parts, which are plotted with dotted lines. The limits of the x-axis and y-axis of the
plots are chosen to be the same for each method, so that comparisons can be made
more effectively and meaningfully. The sample used is a random sample of size 100,
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simulated from the Gaussian distribution (X ∼ N (0, 22)) with mean 0 and standard
deviation 2.
Figure 2.1: BIV and IV for Taylor’s method with (left plot) and without the diagonal
terms (right plot)
In Figure 2.1 we can see the IV (solid line) and the BIV estimate (dotted line)
for Taylor’s method with (left plot) and without the diagonals (right plot). Both
estimates of the BIV are very good estimates of the IV and that can be seen by the
fact that the solid lines and the dotted lines are almost identical on the two plots.
Therefore, removing the diagonals does not affect the estimation of the BIV which is
already a good estimate of the IV.
Figure 2.2: BISB and ISB for Taylor’s method with (left plot) and without the diagonal
terms (right plot)
From Figure 2.2 we can see that the BISB (dotted line) is a bad estimate of ISB
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(solid line) with and without the diagonals. By removing the diagonal terms (plot to
the right), we can see that the BISB decreases for smaller values of h, taking negative
values and also the curve diverges from ISB as h increases.
Figure 2.3: BMISE and MISE for Taylor’s method with (left plot) and without the diagonal
terms (right plot)
Comparing the two plots in Figure 2.3, we can observe marginal discrepancy
between the BMISE with and without the diagonals (dotted line) and in both cases
the resulting estimate is a bad estimate of the MISE (solid line), as it diverges from
MISE and the minimum point of the curve is shifted towards larger values of h.
The optimal smoothing parameter for this sample using Taylor’s method with the
diagonals is h = 1.045 and without the diagonals it takes the value h = 1.012. The
MISE minimizing value of the smoothing parameter is equal to h0 = 0.8663, which
is substantially lower compared to the smoothing parameters obtained using Taylor’s
method with and without the diagonals. Therefore, in this case, the removal of the
diagonals manages to slightly improve the estimate of the smoothing parameter but
fails to track the ISB for larger values of the smoothing parameter and also takes
negative values which should not be the case for a non negative function.
Taylor (1989) noted that the BMISE∗T(h) may be monotonic when the sample
size is small and suggested that the method should be used for sample sizes larger
than n = 100. Also the smoothing parameter obtained by this method exhibits the
slow relative rate of convergence of O
(
n−1/10
)
, shared by the unbiased and biased
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cross-validation methods.
2.1.7 Bootstrap iterative method
Various alternatives to Taylor’s bootstrap method have been proposed which im-
prove on the estimation of the bias component of the BMISE (Faraway and Jhun
(1990)). The most notable, due to its automation, is the bootstrap iterative method
proposed by Foster and Hahn (1997). Foster and Hahn showed in their work that the
reason Taylor’s technique can lead to a strictly decreasing BMISE estimate, is that
it fails to mimic successfully the bias part of MISE (ISB), by BISB. This can be the
case regardless of the good asymptotic results, due to the fact that in many cases the
assumptions of large sample size n and small smoothing parameter h are not justified
for the sample of interest.
In the light of these issues with the bootstrap method, Foster and Hahn proposed
an alternative method of smoothing parameter selection which is more flexible with
respect to sample differences. The method is using an iterative pilot smoothing
parameter g, for the estimation of the MISE, which updates with every iteration and
tries to model the bias quantity more accurately.
The main goal of this bootstrap method is to model approximately the probability
distribution of
{
fˆh(x)− f(x)
}
, by the probability distribution of the conditional
estimator
{
fˆ ∗h(x)− fˆg(x)
∣∣∣x1, x2, . . . , xn}. If the approximation is close enough to
the relationship of interest, then the trade off between the bias and the variance
components of the MISE (ISB and IV) can be estimated effectively and provide a
smoothing parameter close to the smoothing parameter that minimizes the MISE.
The reason that the smoothed bootstrap is used, is to account for the bias part of
the MISE, since the standard discrete bootstrap is an unbiased resampling method.
Therefore, the BMISE takes the following form
BMISE(h) = BISB(h) + BIV(h)
= E∗
∫ (
fˆ ∗h(x)− fˆg(x)
)2
dx, (2.36)
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where g is the pilot smoothing parameter, updating with each iteration. This can be
seen as a generalized method where Taylor’s method is a special case when g = h.
For the bootstrap iterative method the asymptotic expression of the BMISE(h)
as n→∞, was shown by Foster and Hahn (1997) to be
ABMISE(h) =
R(K)
nh
+
h4µ2(K)
2
4
∫
fˆ ′′g (x)
2dx. (2.37)
The asymptotic expression of the MISE(h) is given by (Scott and Terrell (1987)):
MISE(h) =
R(K)
nh
+
h4µ2(K)
2
4
∫
(f ′′(y))2 dy +O
(
h5 +
1
n
)
,
which can be expressed as
AMISE(h) =
R(K)
nh
+
h4µ2(K)
2
4
∫
(f ′′(y))2 dy. (2.38)
From the asymptotic expression of the BMISE(h), in (2.37), and the asymptotic
expression of MISE(h), in (2.38), we can see that they are of the same order of
magnitude for n and the difference is that f ′′(y)2 is replaced by its kernel estimate
fˆ ′′g (x)
2, in the ABMISE(h) expression.
The corresponding minimizer of ABMISE(h) is
hˆABMISE =
 R(K)
µ2(K)2R
(
fˆ ′′g (x)
)
1/5 n−1/5, (2.39)
and the smoothing parameter that minimises the AMISE(h) is given by h˜0 in (2.5).
Comparing h˜0 with the minimiser of the ABMISE, hˆABMISE, we can see that they
converge to zero at the same rate, as n→∞, and the only difference between them
is that the unknown quantity R(f ′′(x)) is replaced by R
(
fˆ ′′g (x)
)
, in hˆABMISE.
The relative rate of convergence of the bootstrap iterative method bandwidth is
the same as Taylor’s bootstrap method and is of the order O
(
n−1/10
)
(Foster and
Hahn (1997)) and the detailed iterative procedure is described below.
Iterative procedure : Here the procedure involves drawing bootstrap samples
from the density estimate
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fˆg(x) =
1
n
n∑
i=1
1
g
K
(
x− xi
g
)
,
where g is initially chosen arbitrarily or set to be equal to the normal rule of thumb
choice, which is defined by gRT1 = 1.06 σˆ n−1/5 (Silverman (1986) p.45), where σˆ
is the sample standard deviation and n is the sample size. The bootstrap mean
of the ISE, with respect to the density fˆg, is used in this case and h varies over
the candidate values. When the Gaussian kernel K is used, BISB and BIV can be
evaluated explicitly and the expressions are given by
BISB(h) =
1
n2
n∑
i=1
n∑
j=1
[
1√
2pi
√
2(h2 + g2)
exp
(
−(xi − xj)2
4(h2 + g2)
)
−
2√
2pi
√
h2 + 2g2
exp
(
−(xi − xj)2
2(h2 + 2g2)
)
+
1
2g
√
pi
exp
(
−(xi − xj)2
4g2
)]
(2.40)
and
BIV(h) =
1
2nh
√
pi
− 1
n3
n∑
i=1
n∑
j=1
[
1√
2pi
√
2(h2 + g2)
exp
(
−(xi − xj)2
2(h2 + g2)
)]
. (2.41)
The detailed steps of the procedure are the following:
1. Choose a reasonable initial value for the pilot smoothing parameter g0, like the
rule of thumb.
2. Create a dense grid of h values (call the grid H), h1, h2, . . . , hn, around g0.
3. Construct the BMISE for the grid of h values, by adding up expressions (2.40)
and (2.41).
4. Define the new pilot smoothing parameter gnew as
gnew = arg min
h∈H
BMISE(h).
5. If |gnew − g0| < δ, for small δ > 0, then the process stops and the optimal
smoothing parameter is set to hBI = gnew. Otherwise gnew is set as the new
pilot smoothing parameter g0 and steps 2 to 6 are repeated until the process
converges.
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This iterative bootstrap procedure generally produces better estimates of ISB than
Taylor’s method (with and without the diagonal terms) and the occasional problem of
not attaining the global minimum, is resolved. This is due to the fact that the BISB
is a better estimate of the ISB and the underestimation that is evident in Taylor’s
method is substantially reduced. To show the effect of this improvement, we present
the BIV, BISB and BMISE estimates along with the IV, ISB and MISE superimposed
on the same plots, for the Taylor’s method without the diagonals and the bootstrap
iterative method. The same sample of size 100 that was used for Figures 2.1, 2.2 and
2.3 is used here, for comparison.
Figure 2.4: BIV and IV for Taylor’s method without the diagonal terms (left plot) and
bootstrap iterative method (right plot)
In Figure 2.4 we can see the BIV estimate (dotted line) with the IV (solid line)
on the same plot for Taylor’s method with the diagonals (left) and the BIV estimate
(dotted line) with the IV (solid line) on the same plot, for the bootstrap iterative
method (right). In both plots the BIV is a very good estimate of the IV and therefore
the solid line and the dotted line are almost indistinguishable. Hence, the variance
part of the BMISE seems to be a good estimate of the variance part of the MISE,
regardless of the method used.
In Figure 2.5 we observe that the BISB estimate (dotted line) of the bootstrap
iterative method (right plot) is markedly larger and closer to the target ISB (solid
line), compared to Taylor’s method estimate of BISB (plot to the left). Also the
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Figure 2.5: BISB and ISB for Taylor’s method without the diagonal terms (left plot) and
bootstrap iterative method (right plot)
problem with the negative values for small values of h is not evident in the bootstrap
iterative method here.
Figure 2.6: BMISE and MISE for Taylor’s method without the diagonal terms (left plot)
and Hahn’s and Foster’s method (right plot)
Displayed in Figure 2.6 are the plots of the BMISE (dotted line) and MISE (solid
line) for the two methods. The plot to the right (bootstrap iterative method) provides
a better estimate of the BMISE than the plot to the left (Taylor’s method without
the diagonals) and we can see that the underestimation is less severe in the case of
the bootstrap iterative method, which leads to an estimate of the optimal smoothing
parameter that is closer to the MISE minimizer, h0. The estimated value obtained for
the smoothing parameter with the bootstrap iterative method is equal to h = 0.9115
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and it is closer to the MISE minimizing value of h0 = 0.8663, compared to Taylor’s
method without the diagonals, where the corresponding smoothing parameter is equal
to h = 1.012.
As we can see from the estimate of the BMISE using the bootstrap iterative
method in Figure 2.6 (plot to the right), there still exists an amount of bias in the
estimation of ISB by the BISB. In the section that follows we try to identify why this
bias is evident, empirically, and minimize it by applying a smoothness correction to
the bootstrap iterative method.
2.2 Smoothing correction application to the boot-
strap iterative method
We have seen that the bootstrap iterative method performs better than Taylor’s
method in estimating the MISE but the bootstrap estimate of the bias is still under-
estimating the ISB, leading to a global minimum of the BMISE which corresponds
to a larger value of h, compared to the MISE minimizing h0.
In order to find a correction for this underestimation, a deeper understanding
of the situation is needed so that the source of the bias can be recognised. What
this method is trying to do is mimic the relationship between f(x) and fˆh(x) by
the relationship between fˆg(x) and fˆ ∗h(x). To see the difference between these two
relationships, we derive the expectations of the four components for Gaussian f(x)
and compare the discrepancy of the two relationships. Here as an example we set
f(x) =
1√
2piσ
exp
(
− x
2
2σ2
)
, the Gaussian density with mean 0 and variance σ2.
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E
(
fˆh(x)
)
= E
(
1
n
n∑
i=1
Kh (x− xi)
)
=
1
n
n∑
i=1
E (Kh (x− xi))
=
1
n
n∑
i=1
∫
Kh (x− y) f (y) dy
=
1
n
n∑
i=1
∫
Kh (x− y) Kσ (y) dy
= K√
σ2+h2
(x) (2.42)
E
(
fˆg(x)
)
= K√
σ2+g2
(x) (2.43)
E∗
(
fˆ ∗h(x)
)
= E∗
(
1
n
n∑
i=1
1
h
K
(
x− x∗i
h
))
=
1
n
n∑
i=1
∫
1
h
K
(
x− y
h
)
fˆg(y)dy
=
∫
1
h
K
(
x− y
h
)
1
n
n∑
i=1
1
g
K
(
y − xi
g
)
dy
=
∫
Kh (x− y) 1
n
n∑
i=1
Kg (y − xi) dy
=
1
n
n∑
i=1
K√
h2+g2
(x− xi) (2.44)
E
(
E∗
(
fˆ ∗h(x)
))
= E
(
1
n
n∑
i=1
K√
h2+g2
(x− xi)
)
=
1
n
n∑
i=1
∫
K√
g2+h2
(x− y) Kσ (y) dy
= K√
σ2+g2+h2
(x) . (2.45)
From equations (2.42), (2.43), (2.44) and (2.45) we can see that the bootstrap
iterative method is effectively trying to model the relationship between f(x) and fˆh(x)
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with a relationship that is not identical to the relationship of interest. This is evident
from the fact that the expectations of the components of the two relationships are not
identical and the resulting distributions, in the case of Gaussian kernels and Gaussian
f(x), have different variances, as the first comprises of N(0, σ2) and N(0, σ2 +h2) and
the second of N(0, σ2 + g2) and N(0, σ2 + g2 +h2). To see how this can cause the bias
which is evident in the estimation of ISB by BISB, we compute the expectation of
BISB, assuming that f(x) = Kσ (x) for Gaussian kernel K and also the ISB.
E (BISB(h)) = E
(∫ (
E∗
(
fˆ ∗h(x)
)
− fˆg(x)
)2
dx
)
=
(
n− 1
n
)[
1
2
√
pi
√
h2 + g2 + σ2
−
√
2√
pi
√
h2 + 2g2 + 2σ2
+
1
2
√
pi
√
g2 + σ2
]
+
1
2n
√
pi
√
h2 + g2
− 2
n
√
2pi
√
h2 + 2g2
+
1
2ng
√
pi
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ISB(h) =
∫ (
E
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fˆh(x)
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dx
=
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√
pi
√
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−
√
2√
pi
√
h2 + 2σ2
+
1
2σ
√
pi
. (2.47)
To compare the two expressions, we fix a value for σ and choose g to be the normal
rule of thumb defined by gRT1 = 1.06 σˆ n−1/5, where n is the sample size. Then for
h we choose a grid of size m given by h1, . . . , hm, centred around the value of gRT1.
We try a few combinations of values of σ and n, to get a general impression of the
discrepancy between expression (2.46) and (2.47), and the resulting plots are given
in Figure 2.7.
As we can see from the graphs in Figure 2.7, the expectation of BISB (dotted
line) tends to slightly underestimate ISB (solid line) and the underestimation seems
to depend on the sample size n and maybe on the standard deviation σ. The increase
of the standard deviation (second plot) does not seem to affect the discrepancy of
the expectation of the BISB with the ISB but the increase of the sample size (third
plot) seems to improve the expectation of the BISB, as it is closer to the ISB (solid
line). This is reasonable as we would expect to obtain a better estimate of ISB by its
bootstrap counterpart as the amount of information increases.
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Figure 2.7: Plots of E(BISB) (dotted line) and ISB (solid line) for n = 50 and σ = 0.5
(first plot), n = 50 and σ = 3 (second plot) and n = 200 and σ = 3 (third plot), respectively
Therefore, a reasonable robust remedy to this problem would be to find a smooth-
ing correction, when estimating BISB, which removes some amount of smoothing from
fˆg(x), when comparing the two functions. That will help to compensate for the under-
estimation in the BISB, as we will be comparing the bootstrap expectation of fˆ ∗h(x)
with fˆg−(x), instead of fˆg(x), where  depends on h. This way the corrected BMISE
will be a better approximation to MISE and the smoothing parameter minimizing
BMISE will be closer to the MISE minimizing, h0.
To determine the form of the correction, , we start from the general form of  =
αh1.1, where α is a constant to be determined. This is because the underestimation
increases as h increases and we want the correction to reflect that feature by providing
a slightly larger magnitude of the correction for larger h. The power 1.1 was chosen
to incorporate for the nonlinear increase of the bias as h increases, without being
large enough to overcorrect in datasets where the optimal h is substantially larger
than the initial choice of g. An example of the relationship between the bias of BISB
and h can be seen in Figure 2.8 below.
What remains to be defined are the factors on which α depends on and the exact
form of their relationship. As reasonable factors of dependency, the sample size n
and the sample standard deviation σˆ are chosen, as they are the factors which, when
combined together, give us a general idea of how much information we have, related
to the measure of spread of the sample.
In order to make the correction automatic and robust, we use simulations to decide
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Figure 2.8: Plots of ISB−E(BISB) against h for n = 50 and σ = 1 (first plot) and n = 100
and σ = 1 (second plot), respectively
the way that α depends on n and σ, empirically, since the problem seems to be more
severe for small sample sizes and therefore a correction based on asymptotic theory
where n → ∞ would not be helpful in this case. For the simulations, h1.1 was fixed
and a grid of α values created, ranging from −0.15 to 0.35. Then from 50 randomly
simulated samples of size n, from a Normal distribution with mean 0 and standard
deviation σ, the value of α minimizing the Sum of Squared Errors (SSE) between the
final BISB (with g set to the iterated optimal) and ISB, is obtained. Their average
over the 50 random samples, α¯, is then chosen as the estimate of α for the given value
of the sample size n and the standard deviation σ. The simulations are repeated for
various sample sizes and standard deviation of the sampling distribution. The sample
sizes range from 20 to 250 and the standard deviations of the distribution range from
0.1 to 3. After α¯ is obtained for all the values of the sample size and standard
deviation, we try to determine functionals which express the relationship between α,
n and σ successfully.
Due to the shape of the plots of α¯ against n for various fixed σ, we try to fit a
nonlinear regression curve through the points α¯ for each case. The plot of α¯ against
n for σ = 1, along with the nonlinear least squares fitted curve through the points,
is given below as an example.
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The nonlinear least squares are fitted using the nls command in R and the non-
linear model used is of the form α¯ = a− exp (nb). For the case shown in Figure 2.9
the estimated nonlinear fitted model is given by α¯ = 2.9788− exp (n0.015). The same
procedure is repeated for the whole range of fixed standard deviations, σ, in order to
obtain a generalized form of α.
Figure 2.9: Plot of α¯ against sample size n for fixed σ = 1 with nonlinear least squares
fitted curve (dashed line)
The form of the general nonlinear regression is α = c− exp (nd) and the relation-
ship between c and the standard deviation and d and the standard deviation is shown
in Figure 2.10. The nonlinear least squares fitted curves, for these relationships, are
shown as dashed lines on the plots.
From the nonlinear fitted curves in Figure 2.10 we obtain values for the parameters
c and d that depend on the standard deviation σ and are given by c = 5.6947 −
exp(σ0.024) and d = 2.733− exp(σ0.001314). When these are combined together we get
the function for α, which we define as CORR, and is given by
CORR : α = 5.6947− exp (σˆ0.024)− exp(n2.733−exp(σˆ0.001314)) , (2.48)
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Figure 2.10: Plots of c and d against the standard deviation with nonlinear least squares
fitted curves (dashed lines)
where σˆ is the sample standard deviation.
It can be seen from the form of α in (2.48) that when n is quite large, then
α converges to 0 and then takes negative values, leading to a reverse effect of the
correction. To make up for this and since the underestimation of ISB occurs when
the sample size is small, we trim the value of α in the following way:
α˜ =
 α for α > 00 for α ≤ 0 (2.49)
Then the corrected BISB can be expressed as
BISBc(h) =
∫ (
E∗
(
fˆ ∗h(x)
)
− fˆ(g−)(x)
)2
dx
=
1
n2
n∑
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n∑
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(
−(xi − xj)2
4(h2 + g2)
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2√
2pi
√
h2 + g2 + (g − )2 exp
(
−(xi − xj)2
2(h2 + g2 + (g − )2)
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+
1
2(g − )√pi exp
(
−(xi − xj)2
4(g − )2
)]
, (2.50)
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and its expectation takes the following form:
E (BISBc(h)) = E
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)2
dx
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√
h2 + g2 + (g − )2
+
1
2n(g − )√pi , (2.51)
where  = α˜h1.1.
It is interesting to note that because the smoothness correction factor, , converges
to zero as n → ∞, then the corrected bootstrap iterative method shares the same
asymptotic results and relative rate of convergence to the MISE optimal, as the
bootstrap iterative method.
Below we produce the plots of the corrected E(BISBc) (2.51) with ISB, for fixed
σ and sample size n (2.47), to compare with the plots obtained in Figure 2.7.
Figure 2.11: Plots of corrected E(BISBc) (dotted line) and ISB (solid line) for n = 50 and
σ = 0.5 (first plot), n = 50 and σ = 3 (second plot) and n = 200 and σ = 3 (third plot),
respectively
As we can see from Figure 2.11 the expectation of the corrected BISBc (dotted line)
provides a better estimate of the ISB (solid line), compared to the uncorrected BISB
(2.46), for different combinations of the sample size n and the standard deviation σ,
under the Normality assumption. In the first plot of Figure 2.11, we can see that the
corrected E(BISBc) (dotted line) slightly overestimates the ISB (solid line) but for
the larger standard deviation (second plot) and larger sample size (third plot), the
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corrected E(BISBc) is a good estimate of the ISB (solid line).
In order to examine the effect of the correction on the BMISE, for the random
sample used previously, we provide plots of BIV, BISB and BMISE with IV, ISB and
MISE superimposed for the bootstrap iterative method and the corrected method.
Figure 2.12: BIV (dotted line) and IV (solid line) for bootstrap iterative method (left
plot) and corrected method (right plot)
In Figure 2.12 we can see that the estimates of the BIV for the bootstrap iterative
method (plot to the left) and the corrected method (plot to the right) are both very
good estimates of the IV (solid line) and no differences can be observed between
them.
Figure 2.13: BISB (dotted line) and ISB (solid line) for bootstrap iterative method (left
plot) and corrected method (right plot)
In Figure 2.13 we can see that the corrected method (plot to the right) provides
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an improved estimate of the ISB, by BISB, compared to the uncorrected method
and the underestimation evident on the left plot (uncorrected method) has severely
decreased with the use of the correction.
The overall effect of the correction on the BMISE is evident below, in Figure 2.14,
where we can see that the BMISEc estimate (dotted curve to the right) is closer to the
MISE (solid line) compared to the uncorrected method and the BMISEc minimizing
smoothing parameter is closer to the MISE minimizing smoothing parameter. The
BMISEc minimizing value of h for the corrected method is equal to h = 0.8539,
compared to h = 0.9115 obtained with the bootstrap iterative method. Considering
the fact that the optimal smoothing parameter is equal to h = 0.8663, then the
corrected method provides an improved estimate of the optimal smoothing parameter,
compared to the previous methods considered, in this example. Also it has managed
to compensate for the underestimation that was evident, before the correction was
applied.
Figure 2.14: BMISE (dotted line) and MISE (solid line) for bootstrap iterative method
(left plot) and corrected method (right plot)
In order to examine the performance of the corrected method experimentally
and determine if it manages to provide better estimates of the optimal smoothing
parameter, for a variety of distributions and sample sizes, we perform a simulation
study.
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2.3 Simulation study
We want to determine the effect of the correction on the bootstrap iterative method
and also compare the corrected method with some of the popular and widely used
methods in univariate kernel density estimation. Therefore, we perform a simulation
study with samples of different sizes, simulated from distributions with various char-
acteristics. The statistic of interest is the ratio of the chosen smoothing parameter,
using each of the methods, to the ISE minimizing smoothing parameter hˆ0, averaged
for 500 random samples. The minimizer of ISE is used to determine the performance
of the smoothing parameters for each sample, because it tells us how close to the
optimal the smoothing parameter is, for the given sample.
The methods used in the simulation study are explained below in more detail.
HF : HF is the bootstrap iterative method by Foster and Hahn (1997) and the
smoothing parameter is obtained by minimizing the BMISE iteratively, which
is the sum of the BISB, in (2.40), and the BIV, in (2.41). The procedure is
described in detail in subsection 2.1.7.
CORR : This is the corrected trimmed bootstrap iterative method with α˜ given
in equation (2.49). The smoothing parameter is obtained by minimizing the
BMISEc criterion iteratively, which, for the standard Gaussian kernel K is
given by
BMISEc(h) = BISBc(h) + BIV(h)
=
1
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n∑
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n∑
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[
1√
2pi
√
2(h2 + g2)
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4(h2 + g2)
)
−
2√
2pi
√
h2 + g2 + (g − )2 exp
(
−(xi − xj)2
2(h2 + g2 + (g − )2)
)
+
1
2(g − )√pi exp
(
−(xi − xj)2
4(g − )2
)]
+
1
2nh
√
pi
− 1
n3
n∑
i=1
n∑
j=1
[
1√
2pi
√
2(h2 + g2)
exp
(
−(xi − xj)2
2(h2 + g2)
)]
.
(2.52)
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The iterative procedure is the same as the bootstrap iterative method described
in subsection 2.1.7, with BMISEc(h) replacing the criterion BMISE(h).
BT : This is Taylor’s bootstrap method (Taylor (1989)) without the diagonal terms.
The smoothing parameter using this method is obtained by minimizing the
expression BMISE∗T, in (2.35), for h.
BCV : The BCV is the biased cross-validation, where the expression to be mini-
mized, for the standard Gaussian kernel, is given by (Scott (1992) p.167)
BCV(h) =
1
2nh
√
pi
+
1
64n2h
√
pi
∑∑
1≤i<j≤n
[(
(xi − xj)
h
)4
−
12
(
(xi − xj)
h
)2
+ 12
]
exp
(
− (xi − xj)
2
4h2
)
.
UCV : This is the unbiased cross-validation method with the expression to be min-
imized for standard Gaussian kernel given by
UCV(h) =
1
2nh
√
pi
+
1
n2h
√
pi
∑∑
1≤i<j≤n
[
exp
(−(xi − xj)2
4h2
)
−
√
8 exp
(−(xi − xj)2
2h2
)]
,
where n± 1 is approximated by n (Scott (1992) p.166).
SCV : This is the smoothed cross-validation method described in subsection 2.1.4
and the expression to be minimized for h is SCVg(h), given in (2.20). The
kernels K and L are chosen to be the Gaussian kernels and g is fixed to the
normal scale reference value of g = 0.9266 σˆ n−2/13.
PI : PI is the plug-in method by Hall, Sheather, Jones and Marron (1991). The
optimal smoothing parameter is obtained by the procedure suggested by the
authors and is explained in more detail in subsection 2.1.5.
RT1 : RT1 is the rule of thumb method where the optimal hˆ is defined by hˆRT1 =
1.06 σˆ n−1/5, where σˆ is the sample standard deviation and n is the sample size
(Silverman (1986) p.45).
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RT2 : RT2 is the adjusted rule of thumb method defined by hˆRT2 = 0.9An−1/5,
where A = min
(
σˆ, ÎQR/1.34
)
and ÎQR is a data based estimate of the in-
terquartile range (Silverman (1986) p.48).
The distributions used in the simulation study are the following:
Symmetric (1): N(0, 1).
Bimodal (2):
1
2
N
(
2,
1
2
)
+
1
2
N
(
−2, 1
2
)
.
Skewed (3):
1
5
N (0, 1) +
1
5
N
(
1
2
,
(
2
3
)2)
+
3
5
N
(
13
12
,
(
5
9
)2)
.
Thick tailed (4):
2
3
N (0, 1) +
1
3
N (0, 32).
Trimodal (5):
3
10
N
(
−5
2
,
(
1
2
)2)
+
4
10
N
(
0,
(
1
2
)2)
+
3
10
N
(
5
2
,
(
1
2
)2)
.
Skewed heavy tailed (6):
1
4
N
(
−11
2
, 42
)
+
1
4
N
(
−9
2
,
(
7
2
)2)
+
1
2
N (0, 1).
Plots of the probability density functions of the six distributions used in the
simulation study, are presented in the following page. Also, the complete simulation
results are shown in the tables which are presented after the plots of the probability
density functions, of the six distributions used. The notation NC in the simulation
results corresponds to a method where the criterion failed to exhibit a local minimum
for all the simulated samples and the notation, ∗, corresponds to the case where
the method failed to exhibit a minimum for a number of simulated samples. The
underlined number in bold corresponds to the best result for the given sample size
and distribution used, which, using the notation HRatio =
(
hˆ/hˆ0
)
, corresponds
to the method where |1− HRatio| is minimal. Table (2.5) gives a summary of the
simulation results with the total ranks of each method for each sample size, the total
overall rank (rank sum), the average rank sum (divided by the maximum possible
overall rank sum) and the overall rank for each method with the best results outlined
with bold underlined numbers.
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Figure 2.15: Distributions 1 and 2 used in the simulation study
Figure 2.16: Distributions 3 and 4 used in the simulation study
Figure 2.17: Distributions 5 and 6 used in the simulation study
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Distribution Method n=25 n=50 n=100
CORR 1.0635(0.0175) 1.0628(0.014) 1.078(0.013)
1 HF 1.286(0.0187) 1.196(0.0144) 1.155(0.0137)
BT NC 1.494(0.0157)∗ 1.327(0.0134)
BCV 1.504(0.0202) 1.287(0.0132) 1.216(0.0126)
Symmetric UCV 1.1796(0.0253) 1.116(0.0212) 1.13(0.0196)
SCV 1.341(0.0195) 1.266(0.0149) 1.23(0.0141)
PI 1.246(0.208) 1.0552(0.0132) 1.072(0.0124)
RT1 0.968(0.0127) 0.989(0.0104) 1.016(0.0105)
RT2 0.7488(0.0111) 0.8046(0.0091) 0.839(0.0092)
CORR 1.179(0.0201) 1.102(0.0118) 1.087(0.0103)
2 HF 2.537(0.0594) 1.243(0.0136) 1.156(0.01065)
BT NC 4.919(0.0332)∗ 5.024(0.077)∗
BCV 4.844(0.0366)∗ 4.696(0.2)∗ 1.247(0.0203)
Bimodal UCV 1.125(0.0198) 1.104(0.0169) 1.087(0.0158)
SCV 2.903(0.0309) 2.23(0.019) 1.89(0.0143)
PI 3.835(0.0437) 4.186(0.0361) 4.071(0.0296)
RT1 2.379(0.018) 2.478(0.0166) 2.543(0.0163)
RT2 2.011(0.0164) 2.104(0.0141) 2.159(0.0139)
CORR 1.125(0.0179) 1.1097(0.0154) 1.1047(0.0141)
3 HF 1.387(0.02) 1.266(0.0165) 1.19(0.0146)
BT NC 1.697(0.024)∗ 1.451(0.0162)
BCV 1.595(0.0269)∗ 1.4(0.0169) 1.257(0.014)
Skewed UCV 1.25(0.02497) 1.18(0.0218) 1.128(0.02)
SCV 1.463(0.0204) 1.37(0.0169) 1.30(0.0151)
PI 1.108(0.034) 1.0858(0.01435) 1.0885(0.0131)
RT1 1.127(0.0149) 1.1696(0.0133) 1.1954(0.0125)
RT2 0.824(0.0123) 0.8948(0.0117) 0.928(0.011)
Table 2.1: Average HRatio and standard error for 500 random samples
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Distribution Method n=200 n=400
CORR 1.076(0.0119) 1.055(0.0113)
1 HF 1.109(0.012) 1.055(0.0113)
BT 1.238(0.0117) 1.16(0.0111)
BCV 1.163(0.0114) 1.098(0.0109)
Symmetric UCV 1.084(0.01797) 1.044(0.01665)
SCV 1.183(0.0124) 1.126(0.0115)
PI 1.0657(0.011) 1.036(0.0105)
RT1 1.019(0.0096) 1.006(0.0092)
RT2 0.848(0.00834) 0.842(0.0081)
CORR 1.0723(0.0093) 1.0485(0.0086)
2 HF 1.100(0.00945) 1.0485(0.0086)
BT 1.375(0.0343)∗ 1.178(0.0084)
BCV 1.15(0.0088) 1.092(0.0082)
Bimodal UCV 1.0524(0.0145) 1.0242(0.0131)
SCV 1.678(0.0118) 1.52(0.0102)
PI 3.455(0.023) 2.807(0.0175)
RT1 2.57(0.0161) 2.563(0.0158)
RT2 2.18(0.0137) 2.176(0.0134)
CORR 1.098(0.0129) 1.0718(0.0117)
3 HF 1.133(0.0131) 1.0718(0.0117)
BT 1.299(0.0136) 1.198(0.01177)
BCV 1.181(0.0124) 1.113(0.0115)
Skewed UCV 1.104(0.0183) 1.059(0.0164)
SCV 1.242(0.0135) 1.176(0.0119)
PI 1.08(0.0119) 1.051(0.0108)
RT1 1.21(0.0119) 1.203(0.0109)
RT2 0.942(0.0105) 0.933(0.0092)
Table 2.2: Average HRatio and standard error for 500 random samples
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Distribution Method n=25 n=50 n=100
CORR 1.194(0.0213) 1.168(0.0181) 1.1385(0.0154)
4 HF 1.474(0.0245) 1.3213(0.0197) 1.219(0.0161)
BT NC 2.002(0.0557)∗ 1.629(0.0224)∗
BCV 1.748(0.042)∗ 1.53(0.0243)∗ 1.30(0.0156)
Thick tailed UCV 1.238(0.028) 1.189(0.0239) 1.1397(0.0211)
SCV 1.66(0.0244) 1.551(0.020) 1.455(0.0169)
PI 1.09(0.0212) 1.098(0.0159) 1.099(0.0139)
RT1 1.448(0.0205) 1.538(0.0182) 1.594(0.0172)
RT2 0.862(0.0137) 0.943(0.0131) 0.967(0.012)
CORR 3.196(0.0475) 2.736(0.0567) 1.112(0.0116)
5 HF 4.066(0.0352) 3.824(0.0353) 2.0284(0.0602)
BT NC 4.859(0.03317)∗ 4.851(0.0319)
BCV 4.571(0.0375)∗ 4.828(0.0343)∗ 5.156(0.0318)
Trimodal UCV 1.222(0.0348) 1.099(0.0163) 1.0786(0.0138)
SCV 4.163(0.0364) 4.01(0.0279) 3.63(0.0258)
PI 4.77(0.389) 4.72(0.206) 8.283(2.996)
RT1 2.839(0.0218) 3.01(0.0181) 3.097(0.0187)
RT2 2.343(0.0219) 2.539(0.0162) 2.625(0.0161)
CORR 1.677(0.0359) 1.344(0.0236) 1.223(0.016)
6 HF 2.34(0.044) 1.613(0.0294) 1.316(0.0176)
BT NC 4.75(0.0972)∗ 5.078(0.06)∗
BCV 3.93(0.017)∗ 4.035(0.0955)∗ 2.912(0.0921)∗
Skewed UCV 1.366(0.0326) 1.165(0.0225) 1.116(0.0184)
heavy tailed SCV 2.703(0.0353) 2.39(0.027) 2.16(0.0212)
PI 2.114(0.0385) 2.123(0.0302) 2.046(0.0233)
RT1 2.338(0.0247) 2.482(0.0218) 2.607(0.0206)
RT2 1.776(0.0251) 1.998(0.0214) 2.138(0.0189)
Table 2.3: Average HRatio and standard error for 500 random samples
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Distribution Method n=200 n=400
CORR 1.113(0.0129) 1.091(0.0122)
4 HF 1.146(0.0131) 1.091(0.0122)
BT 1.355(0.014) 1.236(0.0125)
BCV 1.205(0.0126) 1.14(0.0118)
Thick tailed UCV 1.0792(0.0181) 1.0485(0.0171)
SCV 1.367(0.0138) 1.290(0.0128)
PI 1.088(0.0117) 1.0695(0.0111)
RT1 1.616(0.0148) 1.621(0.0147)
RT2 0.975(0.0102) 0.976(0.01)
CORR 1.073(0.0083) 1.048(0.0074)
5 HF 1.104(0.0084) 1.048(0.0074)
BT 5.086(0.0273) 5.565(0.0275)
BCV 5.683(0.0289) 4.669(0.115)
Trimodal UCV 1.03(0.0125) 1.0086(0.0111)
SCV 2.79(0.0191) 2.185(0.0135)
PI 4.78(0.401) 4.062(0.126)
RT1 3.138(0.0168) 3.156(0.0165)
RT2 2.665(0.0143) 2.68(0.014)
CORR 1.147(0.012) 1.093(0.0107)
6 HF 1.177(0.0123) 1.093(0.0107)
BT 4.734(0.089)∗ 1.359(0.0197)
BCV 1.337(0.0283) 1.144(0.0107)
Skewed UCV 1.072(0.0152) 1.0304(0.0136)
heavy tailed SCV 1.94(0.0167) 1.763(0.0144)
PI 1.93(0.019) 1.816(0.016)
RT1 2.66(0.0192) 2.686(0.0191)
RT2 2.21(0.0176) 2.252(0.0168)
Table 2.4: Average HRatio and standard error for 500 random samples
Method CORR HF BT BCV UCV SCV PI RT1 RT2
n = 25 15 34 54 47 15 40 25 21 19
n = 50 15 28 54 46 17 39 24 30 18
n = 100 14 24 52 40 16 40 27 34 23
n = 200 16 24 47 36 13 41 28 39 26
n = 400 21 21 43 34 10 38 29 42 32
Total 81 131 250 203 71 198 133 166 118
Average 0.300 0.485 0.926 0.752 0.263 0.733 0.493 0.615 0.437
Rank 2 4 9 8 1 7 5 6 3
Table 2.5: Rank sums, their totals, averages over the maximum possible total (270) for all
the sample sizes and overall rank
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As we can see from the results in Tables (2.1)-(2.4), the corrected method gener-
ates smoothing parameters closer to the ISE optimal for all of the distributions used,
compared to the uncorrected bootstrap iterative method, with the exception of the
sample size of 400 where they provide the same results. This is due to the fact that
α becomes negative for the sample size of 400 and therefore the correction takes the
value of 0, giving the same results as the uncorrected method. This shows that the
trimming of α in the correction helps in preventing the bias that would be evident
if it was not applied. This is because α would be negative and the underestimation
of ISB, by BISB, would be evident, leading to smoothing parameter estimates larger
than the optimal.
In order to have a detailed and clear understanding of the simulation results, we
compare the corrected method with the rest of the methods used, for each distribu-
tion.
Distribution 1 : From the simulation results for distribution 1, we can see that the
corrected method performs better than the HF method while the BT method
fails to find a smoothing parameter choice for small sample sizes. The RT2
method underestimates consistently while the RT1 method provides the closest
smoothing parameters to the ISE minimizer, hˆ0, on average. This is expected
since the RT1 method is constructed using a Gaussian distribution as the true
function f in the expression of the AMISE minimizer, h˜0, (2.5). The BCV
and SCV criteria choose smoothing parameters larger than the HF method, for
all sample sizes used, whereas the UCV and PI methods provide smoothing
parameters which are on average slightly closer to the optimal, compared to
the corrected method for larger sample sizes.
Distribution 2 : For the bimodal distribution used, the BT method fails to find a
minimum for the sample size of 25 and performs poorly for the small sample
sizes. Also the BCV, PI, RT1, RT2, SCV and HF provide oversmooth results
for small sample sizes with only the corrected method and UCV performing
well. However, for the larger sample sizes the UCV method produces smoothing
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parameters with variability up to 1.5 times larger than the corrected method. As
the sample size increases the HF and BCV methods choose bandwidths closer
to the desired values with the PI, RT1 and RT2 still producing oversmooth
bandwidths with large variability. Also the standard errors of the estimates for
the CORR, HF and BCV are markedly lower than the other methods for the
larger sample sizes.
Distribution 3 : The results for the skewed distribution show that the BT method
has problems providing a smoothing parameter choice for small sample sizes and
the corrected method provides bandwidths close to the optimal and compara-
ble to the PI method. As the sample size increases, all the methods perform
comparably well with CORR, UCV, PI and RT2 performing slightly better,
with the UCV having an inflated variability of the estimate, compared to the
other methods. The SCV method consistently oversmooths more than the HF
method with a slightly larger variability.
Distribution 4 : For the thick tailed distribution the RT2 method performs better
overall, while the RT1 method appears to choose bandwidths which diverge
from the ISE optimal, as the sample size increases. The BT and BCV meth-
ods have problem providing smoothing parameters for the smaller sample sizes
while the UCV method provides results with a high variability over all sam-
ple sizes, compared to the other methods. The PI method provides consistent
choices of smoothing parameters and the corrected method once again provides
estimates closer to the desired value and with lower variability compared to the
HF method. The SCV method once again oversmooths compared to the HF
method and it is outperformed by the BCV for larger sample sizes.
Distribution 5 : For the trimodal distribution the RT1, RT2, PI, BCV and BT
methods appear to be very inconsistent and provide smoothing parameters
markedly larger than the optimal smoothing parameter and with quite large
variability. The CORR method oversmooths on average for the sample sizes
of 25 and 50 but less than the HF method. Both methods improve fast as
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the sample size increases and provide reasonable smoothing parameter choices
with lower variability compared to the UCV method, which provides estimates
centred close to the desired bandwidths. The SCV estimates improve as the
sample size increases but even for the sample size of 400, they provide smooth-
ing parameters which are on average twice the ISE optimal and with twice the
standard error of the HF method.
Distribution 6 : For the skewed heavy tailed distribution the RT1, RT2 and PI
methods overestimate the ISE optimal smoothing parameter, even for the larger
sample sizes. The BT method performs poorly for sample sizes below 400 but
still suffers from high variability at sample size of 400. The BCV has similar
problems as the BT method but provides good estimates of the smoothing
parameter for large sample sizes, with lower variability compared to the BT
method. The corrected method provides smoothing parameters which are closer
to the optimal and with lower variability compared to the HF method, with the
UCV method providing smoothing parameters centred closer to the optimal but
with higher variability, especially for larger sample sizes. The SCV bandwidths
converge to the ISE optimal but at a slow rate and are outperformed by the
corrected and HF method.
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2.4 Concluding remarks
From the simulation results obtained in Tables (2.1)-(2.4), we can see that the cor-
rection manages to improve the estimation of MISE, by the BMISEc, by mimicking
the relationship of interest better than the previous application of the bootstrap iter-
ative method. The resulting smoothing parameters are closer to the ISE minimizer,
hˆ0, for all the distributions used in the simulations, especially for smaller sample sizes
where the adjustment of the correction is greater.
The corrected bootstrap iterative method is able to compete with some of the
widely used methods and provides estimates of the smoothing parameter closer to
hˆ0, compared to most of the tested methods for the distributions used. Compared
to the smoothed cross-validation method, it exhibits consistently lower bias of the
estimate and, for the vast majority of the results, a lower variability too. Also,
although the UCV method chooses smoothing parameters around the optimal for all
the distributions and sample sizes, it has an inflated variability of the estimate, which
is sometimes up to 1.5 times larger compared to the corrected method. Furthermore,
considering that the iterative process of the corrected bootstrap iterative method
succeeds in finding the minimum of the BMISEc(h) curve without problems and that
a minimum is always attained, then we can say that the method is reliable in providing
reasonable smoothing parameters. The only distribution where the corrected method
provides smoothing parameters markedly larger than the ISE optimal, is the trimodal,
but it still manages to provide estimates closer to the desired hˆ0, compared to the
uncorrected method.
To conclude, we can say that the smoothing correction applied to the bootstrap
iterative method, succeeds in providing better estimates of the optimal smoothing
parameter hˆ0, in the case where our sample has a relatively small size (below n =
400) and performs as well for the larger sample sizes. Also, the standard errors
of most of the estimates are slightly smaller for the corrected bootstrap iterative
method and that shows a lower variability of the estimate. So we can say that the
bootstrap corrected method, although not universally best, provides good estimates
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of the ISE optimal smoothing parameter, and is an improvement to the bootstrap
iterative method for small-medium sample sizes and distributions of various features.
Chapter 3
Asymptotically motivated bandwidth
choice in univariate kernel density
estimation
3.1 Asymptotically motivated smoothed bootstrap
method with the diagonal terms removed
The scope of this chapter is to examine the theoretical aspects of univariate ker-
nel density estimation using the smoothed bootstrap method and decide data-based
choices of the smoothing parameter g, that achieve good relative rates of convergence
of hˆ to h0. We are also interested in comparing the smoothed bootstrap method with
the smoothed cross-validation (SCV) by Hall, Marron and Park (1992) and deter-
mine whether there are differences between the smoothed bootstrap method, with
and without the diagonal terms of BMISE. That is equivalent to using the leave-
one-out kernel density estimator to obtain the BMISE, without the diagonal terms,
and using the complete kernel density estimator (2.1), to obtain the BMISE with the
diagonal terms included.
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In this section we show the asymptotic similarities between the smoothed boot-
strap method and the smoothed cross-validation and suggest an adjusted data-driven
method of choosing the value of the smoothing parameter, g, for the smoothed boot-
strap method. Hall, Marron and Park (1992) have also shown that SCV is a smoothed
bootstrap estimate of MISE which satisfies
SCV(h) = BMISE(h) + o
(
(nh)−1
)
. (3.1)
It is interesting to highlight the similarities and differences between the plug-in
methods, the smoothed cross-validation and the smoothed bootstrap method. The
plug-in method attempts to obtain the MISE optimal smoothing parameter by es-
timating the asymptotic integrated variance and the asymptotic integrated squared
bias of the MISE, whereas the smoothed cross-validation method tries to estimate the
integrated squared bias directly and the integrated variance asymptotically (like the
plug-in methods). The smoothed bootstrap methods try to estimate the MISE not
based on its asymptotic expressions but directly through an estimate of the integrated
variance and the integrated squared bias.
The corresponding bootstrap version of the leave-one-out estimator is given by
fˆ ∗h,−j(x) =
1
n− 1
n∑
i=1
i 6=j
1
h
K
(
x− x∗i
h
)
,
where x∗i are bootstrap realizations. Then the BMISE without the diagonal terms
included is given by
BMISEND(h) = E∗
∫ {
fˆ ∗h,−j (x)− fˆg,−j (x)
}2
dx
and it can be expressed as the sum of the BIVND and the BISBND. These are defined
as
BISBND(h) =
∫ {
E∗
(
fˆ ∗h,−j (x)
)
− fˆg,−j (x)
}2
dx
BIVND(h) =
∫ [
E∗
(
fˆ ∗h,−j(x)
2
)
−
{
E∗
(
fˆ ∗h,−j(x)
)}2]
dx.
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Using the expressions for the bootstrap expectation of the kernels given by
E∗
(
Kh
(
x−X∗j
))
=
∫
1
h
K
(
x− y
h
)
fˆg,−j (y) dy
=
∫
1
h
K
(
x− y
h
)
1
(n− 1)g
n∑
k=1
k 6=j
K
(
y −Xk
g
)
dy
=
1
n− 1
n∑
k=1
k 6=j
∫
Kh (x− y)Kg (y −Xk) dy
=
1
n− 1
n∑
k=1
k 6=j
K√
h2+g2
(x−Xk)
and
E∗
(
K2h
(
x−X∗j
))
=
∫
K2h (x− y) fˆg,−j (y) dy
=
∫
K2h (x− y)
1
(n− 1)g
n∑
k=1
k 6=j
K
(
y −Xk
g
)
dy
=
1
n− 1
n∑
k=1
k 6=j
∫
K2h (x− y)Kg (y −Xk) dy
=
1
2
√
pi h(n− 1)
n∑
k=1
k 6=j
K√
(h2+2g2)/2
(x−Xk) ,
for the standard normal kernel K, we can obtain the explicit expressions for the BISB
and the BIV. These can be expressed as follows:
BISBND(h) =
∫ {
E∗
(
fˆ ∗h,−j(x)
)
− fˆg,−j(x)
}2
dx
=
∫ [
E∗ (Kh (x−X∗k))−
1
n− 1
n∑
i 6=j
Kg (x−Xi)
]2
dx
=
∫ [{
E∗ (Kh (x−X∗k))
}2
− 2E∗ (Kh (x−X∗k))
1
n− 1
n∑
i 6=j
Kg (x−Xi) +
{
1
n− 1
n∑
i 6=j
Kg (x−Xi)
}2 ]
dx
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=
∫ {
1
n− 1
n∑
k 6=j
K√
h2+g2
(x−Xk) 1
n− 1
n∑
l 6=j
K√
h2+g2
(x−Xl)
}
dx−
2
∫ {
1
n− 1
n∑
k 6=j
K√
h2+g2
(x−Xk) 1
n− 1
n∑
i 6=j
Kg (x−Xi)
}
dx+∫ {
1
n− 1
n∑
i 6=j
Kg (x−Xi) 1
n− 1
n∑
k 6=j
Kg (x−Xk)
}
dx
=
1
n(n− 1)
n∑∑
i 6=j
K√
2(h2+g2)
(Xi −Xj)− 2
n(n− 1)
n∑∑
i 6=j
K√
h2+2g2
(Xi −Xj) + 1
n(n− 1)
n∑∑
i 6=j
K√
2g2
(Xi −Xj) (3.2)
BIVND(h) =
∫ [
E∗
(
fˆ ∗h,−j(x)
2
)
−
{
E∗
(
fˆ ∗h,−j(x)
)}2]
dx
=
∫ [
E∗

(
1
n− 1
n∑
i 6=j
Kh (x−X∗i )
)2−
{
E∗ (Kh (x−X∗k))
}2]
dx
=
∫ [
E∗
{
1
(n− 1)2
(
n∑
k 6=j
K2h (x−X∗k) +
n∑∑
l 6=i 6=j
Kh (x−X∗l )
Kh (x−X∗i )
)}
−
{
1
n− 1
n∑
k 6=j
K√
h2+g2
(x−Xk)
}2 ]
dx
=
∫
1
n− 1
(
1
2
√
pih(n− 1)
n∑
l 6=j
K√
(h2+2g2)/2
(x−Xl)
)
dx+∫
(n− 1)2 − (n− 1)
(n− 1)2
(
1
n− 1
n∑
k 6=j
K√
h2+g2
(x−Xk)
)2
dx−∫ {
1
n− 1
n∑
k 6=j
K√
h2+g2
(x−Xk)
}2
dx
=
n− 1
2
√
pi h(n− 1)2 +
∫ (
1− n− 1
(n− 1)2 − 1
)
(
1
n− 1
n∑
k 6=j
K√
h2+g2
(x−Xk)
)2
dx
=
1
2
√
pi h(n− 1) −
1
n− 1
∫ (
1
n− 1
n∑
k 6=j
K√
h2+g2
(x−Xk)
)2
dx
=
1
2
√
pi h(n− 1) −
1
n(n− 1)2
n∑∑
i 6=j
K√
2(h2+g2)
(Xi −Xj) . (3.3)
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Hence, by combining the expressions for BISBND(h), in (3.2), and BIVND(h), in
(3.3), and using the approximation (n−1) = n, we get the expression for BMISEND(h)
given below by
BMISEND(h) = BISBND(h) + BIVND(h)
=
1
n2
n∑∑
i 6=j
K√
2(h2+g2)
(Xi −Xj)− 2
n2
n∑∑
i 6=j
K√
h2+2g2
(Xi −Xj)
+
1
n2
n∑∑
i 6=j
K√
2g2
(Xi −Xj) + 1
2
√
pihn
− 1
n3
n∑∑
i 6=j
K√
2(h2+g2)
(Xi −Xj) . (3.4)
In order to choose a reasonable data-based value for g, which leads to a fast
relative rate of convergence of the BMISEND minimizer, hˆ, to the MISE minimizer
h0, we examine the asymptotic properties of the estimator.
In the case where the kernel L is set to be the same as kernel K, the expression
of Bˆg(h) of the smoothed cross-validation, in (2.21), is the same as BISBND given in
(3.2) and therefore,
BMISEND(h) = SCV(h) + o
(
(nh)−1
)
. (3.5)
By defining
κi = (−1)i(i!)−1
∫
xiK(x)dx
λi = (−1)i(i!)−1
∫
xiL(x)dx,
and using functions K and L satisfying∫
K(x) dx =
∫
L(x) dx = 1,
the following conditions are stated by Hall, Marron and Park (1992).
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Condition 3.1.1. Kernel K is of order r and L is a kernel of order at least s so that
κi = 0, for i = 1, . . . , r − 1
κr 6= 0
λi = 0 for i = 1, . . . , s− 1
with r ≥ 2 integer and s ≥ 2 even integer.
Condition 3.1.2. K and L have compact support and are Ho¨lder continuous and L′
exists and is Ho¨lder continuous.
Condition 3.1.3. L(r) exists and is continuous.
Condition 3.1.4. f has compact support and max(2r, r+ (s/2)) bounded derivatives
and for some 0 ≤ q ≤ 1,
sup
−∞<x,y<∞
∣∣f (r+(s/2))(x)− f (r+(s/2))(y)∣∣
|x− y|q <∞.
Then Hall, Marron and Park (1992) have shown that
Theorem 3.1 (Hall, Marron and Park (1992)). Assume either that h0/g → c where
0 < c <∞, and (3.1.1), (3.1.2) and (3.1.4) hold; or else that h0/g → 0 and (3.1.1)-
(3.1.4) hold. Then if hˆ denotes the minimizer of SCVg(h),(
hˆ− h0
)
h0
= c−11 n
2(r−1)/(2r+1)h2r−20
[ (
c2n
−2g−(4r+1) + c3n−1
)1/2
Zn + c4g
s +O
(
g2ν
) ]
where Zn is asymptotically normal N(0, 1).
Here ν = (s/2) + q and c1, . . . , c4 are constants given by
c1 =
AMISE′′
(
h˜0
)
n−2(r−1)/(2r+1)
c2 = 8r
2κ4rR(f)R
(
L(r) ∗ L(r))
c3 = 16r
2κ4r
{∫ (
f (2r)
)2
f −R (f (r))2}
c4 = (−1)(s/2)+1 4rκ2rλsR
(
f (r+(s/2))
)
,
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where AMISE is the asymptotic expression of the MISE and h˜0 is the minimizer of
AMISE.
Now if we set the kernel L = K to be the standard normal kernel N(0, 1) of order
2, then r = s = 2 and using expression (3.5) and the fact that the probability density
function of the standard normal kernel is effectively 0 outside [−4, 4], we get that
Theorem 3.1 holds for BMISEND(h). The conditions and theorem for this case can
be simplified as
Condition 3.1.5. f has compact support and 4 bounded derivatives and for some
0 ≤ q ≤ 1,
sup
−∞<x, y<∞
∣∣f (3)(x)− f (3)(y)∣∣
|x− y|q <∞.
Theorem 3.1.1. Assuming that h0/g → 0 and that condition (3.1.5) holds, then if
hˆ denotes the minimizer of BMISEND(h),(
hˆ− h0
)
h0
= c−11a n
2/5h20
[ (
c2an
−2g−9 + c3an−1
)1/2
Zn + c4ag
2 +O
(
g2ν
) ]
where Zn is asymptotically normal N(0, 1), ν = 1 + q and c1a, . . . , c4a are constants.
The constants c1a, . . . , c4a are given by
c1a =
AMISE′′
(
h˜0
)
n−2/5
c2a = 2R(f)R
(
K(2) ∗K(2))
c3a = 4
{∫ (
f (4)
)2
f −R (f (2))2}
c4a = R
(
f (3)
)
.
In order to get the exact form of the constant c1a, we have to obtain the asymptotic
expression for MISE(h) and the minimizer of the AMISE(h), h˜0. For the kde given
by
fˆh(x) =
1
n
n∑
i=1
Kh (x−Xi) ,
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we have
E
(
fˆh(x)
)
=
1
n
n∑
i=1
E
(
1
h
K
(
x−Xi
h
))
=
∫
1
h
K
(
x− y
h
)
f(y)dy.
The bias of the estimator is defined as
bias
(
fˆh(x)
)
= E
(
fˆh(x)
)
− f(x)
=
∫
1
h
K
(
x− y
h
)
f(y)dy − f(x)
=
∫
K (t) f(x− ht)dt− f(x)
=
∫
K (t)
[
f(x)− (ht)f ′(x) + (ht)
2
2
f ′′(x) + . . .
]
dt− f(x)
= f(x) +
1
2
∫
h2t2K(t)f ′′(x)dt− f(x) + o (h2)
=
h2
2
f ′′(x) + o
(
h2
)
, (3.6)
after using the substitution t =
(
x− y
h
)
and a Taylor’s series expansion for f(x−ht).
Now the ISB takes the form
ISB(h) =
∫
bias
(
fˆh(x)
)2
dx
=
∫
h4
4
f ′′(x)2dx+ o
(
h4
)
and therefore the asymptotic expression of ISB is
AISB(h) =
h4
4
∫
f ′′(x)2dx. (3.7)
The variance of the estimator is given by
Var
(
fˆh(x)
)
=
1
n
Var
(
1
h
K
(
x−Xi
h
))
=
1
n
[∫
1
h2
K
(
x− t
h
)2
f(t)dt−
{
1
h
∫
K
(
x− t
h
)
f(t)dt
}2]
=
1
n
[∫
1
h2
K
(
x− t
h
)2
f(t)dt−
{
E
(
fˆh(x)
)}2]
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and the IV is defined as
IV(h) =
∫
Var
(
fˆh(x)
)
dx
=
∫
1
n
[∫
1
h2
K
(
x− t
h
)2
f(t)dt−
{
E
(
fˆh(x)
)}2]
dx
=
∫
1
n
∫
1
h2
K
(
x− t
h
)2
f(t)dt dx− 1
n
∫ {
E
(
fˆh(x)
)}2
dx
=
∫
1
n
∫
1
h
K (u)2 f(x− hu)du dx− 1
n
∫ {
E
(
fˆh(x)
)}2
dx
=
∫ ∫
1
nh
K (u)2
[
f(x)− (hu)f ′(x) + (hu)
2
2!
f ′′(x) + . . .
]
du dx−
1
n
∫ {
bias
(
fˆh(x)
)
+ f(x)
}2
dx
=
R(K)
nh
+O
(
h
n
)
− 1
n
∫ {
h2
2
f ′′(x) + o
(
h2
)
+ f(x)
}2
dx
=
R(K)
nh
+O
(
n−1
)
. (3.8)
The asymptotic expression of IV is therefore
AIV(h) =
R(K)
nh
, (3.9)
and by combining the expressions of AISB and AIV, in equations (3.7) and (3.9), we
get
AMISE(h) = AISB(h) + AIV(h)
=
h4
4
∫
f ′′(x)2dx+
R(K)
nh
.
To obtain the expression for the AMISE(h) minimizer, h˜0, we take the first derivative
of AMISE(h) with respect to h,
AMISE′
(
h˜0
)
= −R(K)
nh˜20
+ h˜30R
(
f (2)
)
= 0
⇒ h˜30R
(
f (2)
)
=
R(K)
nh˜20
⇒ h˜50 =
R(K)
nR (f (2))
⇒ h˜0 =
(
R(K)
nR (f (2))
)1/5
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⇒ h˜0 =
(
R(K)
R (f (2))
)1/5
n−1/5
⇒ h˜0 = c0an−1/5,
where
c0a =
(
R(K)
R (f (2))
)1/5
.
To obtain the expression of c1a we need the second derivative of AMISE
(
h˜0
)
, with
respect to h, which is given by
AMISE′′
(
h˜0
)
=
2R(K)
nh˜30
+ 3h˜20R
(
f (2)
)
=
2R(K)
n c30a n
−3/5 + 3 c
2
0an
−2/5R
(
f (2)
)
= 2n−2/5c−30aR(K) + 3 c
2
0an
−2/5R
(
f (2)
)
= n−2/5
(
2c−30aR(K) + 3 c
2
0aR
(
f (2)
))
= c1a n
−2/5,
where
c1a =
(
2c−30aR(K) + 3 c
2
0aR
(
f (2)
))
.
From Theorem 3.1.1 we know that the relative rate of convergence of hˆ to h0,
when h0/g → 0, for n→∞, is(
hˆ− h0
)
h0
= c−11a n
2/5h20
[ (
c2an
−2g−9 + c3an−1
)1/2
Zn + c4ag
2 +O
(
g2ν
) ]
and since
h0 ≈ h˜0 = c0an−1/5,
we get (
hˆ− h0
)
h0
= c−11a c
2
0a
[ (
c2an
−2g−9 + c3an−1
)1/2
Zn + c4ag
2 +O
(
g2ν
) ]
.
The fastest relative rate of convergence of hˆ to h0 corresponds to the value of g, that
is obtained by balancing out the factors (c2an−2g−9 + c3an−1)
1/2 and c4ag2. If we let
g = c5an
−α
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for a constant c5a, then for α > 1/9 the part c2an−2g−9 dominates c3an−1 as n→∞.
Also for h0/g → 0 as n → ∞, α < 1/5 has to be satisfied. Therefore, the optimal
choice of α corresponds to the value occurring when (n−2g−9)1/2 is of the same order
as g2. That is
n−1 n(9α/2) = n−2α
⇒ −1 + 9
2
α = −2α
⇒ 13
2
α = 1
⇒ α = 2
13
.
Hence, the asymptotically optimal choice of g is of the form
gop = c5an
−2/13,
which leads to a relative rate of convergence of hˆ to h0 of the order n− 4/13. This
relationship for standard normal kernels has also been evaluated by Hall, Marron
and Park (1992) for their smoothed cross-validation method. In the following section
a data-based choice of the constant c5a is discussed which extends on the minimization
of a mean squared error criterion proposed by Hall, Marron and Park (1992).
3.1.1 Data-based choice of initial smoothing parameter g
In order to choose a reasonable data-based value for the constant c5a of gop,
Hall, Marron and Park (1992) suggest the minimization of a mean squared error
criterion and the replacement of any unknown parts by equivalent expressions, using
a reference distribution with an adjusted scale like in Park and Marron (1990). The
mean squared error criterion is constructed from the variance and squared bias parts
of the expression in Theorem 3.1.1, which is proportional to
MSC∗ =
(
c2an
−2g−9 + c3an−1
)
+ c24a g
4.
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Then, by taking the partial derivative with respect to g and setting the resulting
function to be equal to 0, we get
∂MSC∗
∂g
= −9c2an−2g−10m + 4c24a g3m = 0
⇒ 4 c24a g3m = 9c2an−2g−10m
⇒ g13m =
9c2an
−2
4c24a
⇒ gm =
(
9c2an
−2
4c24a
)1/13
⇒ gm =
(
9c2a
4c24a
)1/13
n−2/13, (3.10)
where
c2a = 2R(f)R
(
K(2) ∗K(2))
= 2
∫
f(x)2dx
∫ (∫
K ′′(x− y)K ′′(y)dy
)2
dx
=
105
√
2
512
√
pi
∫
f(x)2dx,
for standard normal kernel K, and
c4a = R
(
f (3)
)
=
∫ (
f (3)(x)
)2
dx.
To replace the unknown density function f , a rescaled normal distribution can be
used, f˜σ̂, where f˜σ(x) = f˜ (x/σ) /σ, f˜ (x) is the standard normal distribution and σ̂
is the sample standard deviation. Using the invariance property
R
(
f˜ (p)σ (x)
)
=
R
(
f˜ (p)(x)
)
σ2p+1
,
we get
ĉ2a =
105
√
2
512
√
pi
R
(
f˜σ̂(x)
)
=
105
√
2
512
√
pi
R
(
f˜(x)
)
σ̂
=
105
512
√
2piσ̂
(3.11)
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and
ĉ4a = R
(
f˜
(3)
σ̂ (x)
)
=
R
(
f˜ (3)(x)
)
σ̂ 7
=
15
16
√
piσ̂ 7
. (3.12)
Then, by plugging the expressions of ĉ2a, (3.11), and ĉ4a,(3.12), into the expression
for gm in (3.10), we get
ĝm =
(
9ĉ2a
4ĉ 24a
)1/13
n−2/13
∼= 0.9266 σ̂ n−2/13, (3.13)
which is the special case discussed by Hall, Marron and Park (1992).
We now extend on the idea of Hall, Marron and Park (1992) and discuss alternative
expressions for c5a that are more adaptable to a variety of distributions. We start
with an alternative robust measure of spread which is the interquartile range (IQR)
and since for the normal distribution, σ = (IQR/1.34), then ĝm can be expressed as
ĝr = 0.6915 IQRn−2/13. (3.14)
Although the expression (3.13) will provide a good estimate of g when the population
is normally distributed, it will oversmooth when multimodality is present due to the
magnitude of
(∫
f (3)(x)2dx
)2/13 being larger compared to the normal scale choice,
because of the inflated value of σ̂. In order to examine the effect of the oversmoothing
by using expression (3.13) on multimodal, skewed and kurtotic distributions, we
provide plots equivalent to the plots provided by Silverman (Silverman (1986) p.46),
with the ratio of asymptotically optimal value of g (3.10) to the choice of g provided
by the normal optimal choice (3.13). Also on the same plots we present the ratio of
the asymptotically optimal value of g (3.10) to the choice of g using the IQR given
in (3.14), for comparison.
For the multimodal distribution the true density is an equal mixture of stan-
dard normals with varying mean separation, for the skewed distribution a log-normal
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density is used with varying skewness and for the kurtotic distribution the Stu-
dent’s t distribution is used, with varying kurtosis. The first distribution is given
by 1
2
N(−a, 1) + 1
2
N(a, 1) with probability density function (pdf)
f(x) =
1
2
√
2pi
exp
(
−(x+ a)
2
2
)
+
1
2
√
2pi
exp
(
−(x− a)
2
2
)
and the separation of means is given by 2a. In Figure 3.1 the value of a varies in
the range [0, 3] for a mean separation of [0, 6]. The second distribution is given by
lnN(µ, σ2) with pdf
f(x) =
1
x
√
2piσ2
exp
(
−(ln(x)− µ)
2
2σ2
)
and the skewness is given by
(
eσ
2
+ 2
)√
eσ2 − 1. The values of σ > 0 used in Figure
3.2 vary from
[
0.001,
√
ln 2
]
for a skewness in the range [0, 4]. The third distribution
used is the Student’s t distribution with pdf given by
f(x) =
Γ
(
ν+1
2
)
√
νpiΓ
(
ν
2
) (1 + x2
ν
)−( ν+12 )
,
where ν > 0 are the degrees of freedom and Γ is the gamma function given by
Γ(z) =
∫∞
0
tz−1e−t dt. The skewness is equal to zero for ν > 3 and the kurtosis is
given by 6
ν− 4 for ν > 4. The values of ν used in Figure 3.3 vary from [5, 64] and
correspond to kurtosis values in the range [0.6, 6].
As we can see from Figure 3.1, using the estimate of g with the IQR (3.14)
leads to even more extreme overestimation of the asymptotically optimal choice of g,
because for multimodal distributions the value of (IQR/1.34) is larger compared to
the standard deviation.
In the case of the skewed log-normal distribution in Figure 3.2, we can see that
using the IQR to estimate g, leads to a better estimate of the asymptotic g but
the overestimation is severe even for moderate amounts of skewness. This is due to
the fact that for skewed densities (IQR/1.34) tends to be lower than the standard
deviation.
In Figure 3.3 we can see that the overestimation of the asymptotically optimal
g by the normal scale estimates, using the standard deviation and the IQR, is not
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Figure 3.1: Ratios of asymptotically optimal choice of g (3.10) to choice of g using the
normal scale (solid line) (3.13) and the IQR (dotted line) (3.14). Ratios were calculated for
true density of equal mixture of standard normals
Figure 3.2: Ratios of asymptotically optimal choice of g (3.10) to choice of g using the
normal scale (solid line) (3.13) and the IQR (dotted line) (3.14). Ratios were calculated for
true density of log-normal distribution
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Figure 3.3: Ratios of asymptotically optimal choice of g (3.10) to choice of g using the
normal scale (solid line) (3.13) and the IQR (dotted line) (3.14). Ratios were calculated for
true density of Student’s t distribution
substantial. In fact the choice of g using the IQR (3.14) provides a good estimate for
the asymptotically optimal value of g, as can be seen by the dotted line in Figure 3.3.
Since using the IQR leads to better estimates of g for the skewed and kurtotic
distributions and worse estimates for the multimodal distributions we can use a trade
off between the two choices using
A = min
(
σ̂,
IQR
1.34
)
,
instead of σˆ, like the adaptive rule of thumb method proposed by Silverman (1986). In
his adaptive rule of thumb method Silverman (1986) proposed using a lower value of
the constant for the smoothing parameter, due to the fact that using A as a measure
of spread leads to further overestimation in the case of the separated multimodal
distributions, as we can see in Figure 3.1. Silverman (1986) replaced the constant
of 1.06 with the value of 0.9 which provides the ratio
0.9
1.06
≈ 0.85 and since in our
problem the overerestimation appears to be slightly more severe, we multiply the
original constant by 0.75. Therefore, we can replace the constant 0.9266 in (3.13)
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with the value of 0.9266(0.75) ≈ 0.7 to obtain the estimate of g given by
ga = 0.7An
−2/13. (3.15)
A final modification, to guard against overestimation in the case of separated mul-
timodal distributions, can be constructed using the relationship between (IQR/1.34)
and the standard deviation. If we define IQRRS = (IQR/1.34σ), then for multimodal
separated distributions this ratio will tend to be larger than the value of 1. A plot
of the ratio of the asymptotically optimal g (3.10) to the adaptive estimate using A
(3.15), against the IQRRS is given below in Figure 3.4. The scale is proportional to
Figure 3.1 for comparison and therefore the maximum value of IQRRS in Figure 3.4
corresponds to the maximum separation of the means in Figure 3.1.
Figure 3.4: Ratio of asymptotically optimal choice of g (3.10) to choice of g using the
adaptive estimate (solid line) (3.15) against IQRRS. Ratios were calculated for true density
of equal mixture of standard normals
From Figure 3.4 we can see that as the separation of the means increases so does
the IQRRS and the overestimation of g is more severe. A simple way to provide a
modification is to choose a cut-off point for IQRRS for which to introduce a further
reduction for g. Since
0.7
0.9266
≈ 0.75, a reasonable choice for the cut-off point of
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IQRRS is the value that corresponds to the ratio of 0.75. That is so that multi-
modal distributions that would have been overestimated by more than
1
0.75
can be
approximately adjusted to be closer to the asymptotically optimal g. The value that
corresponds to the ratio of 0.75 in Figure 3.4 is approximately 1.25. Therefore, a
simple conservative modification takes the form
ζ =

0.75 if IQRRS ≥ 1.25
1.0 otherwise
Then, the suggested modified data based choice of g is defined as
g˜m = 0.7 ζ An
−2/13.
The procedure for this method (AOUND) is as follows:
1. Fix the value of the smoothing parameter g = g˜m.
2. Obtain
hˆ = arg min
h
BMISEND(h)
for g = g˜m, using BMISEND(h) of expression (3.4).
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3.2 Asymptotically motivated smoothed bootstrap
method with the diagonal terms included
In this section we examine the asymptotic properties of the smoothed bootstrap
method, when the diagonal terms of BMISE are included, in (3.4). That is equivalent
to using the kde given by
fˆg(x) =
1
n
n∑
i=1
1
g
K
(
x− xi
g
)
,
and the corresponding bootstrap version is given by
fˆ ∗h(x) =
1
n
n∑
i=1
1
h
K
(
x− x∗i
h
)
,
for bootstrap realizations x∗i .
The bootstrap mean integrated squared error is given by
BMISED(h) = E∗
∫ {
fˆ ∗h(x)− fˆg(x)
}2
dx,
and can be expressed as the sum of the BIVD and the BISBD, which are defined as
BISBD(h) =
∫ {
E∗
(
fˆ ∗h(x)
)
− fˆg(x)
}2
dx
BIVD(h) =
∫ [
E∗
(
fˆ ∗h(x)
2
)
−
{
E∗
(
fˆ ∗h(x)
)}2]
dx.
Then, expanding the bootstrap expectations for standard normal kernel K,
E∗
(
Kh
(
x−X∗j
))
=
∫
1
h
K
(
x− y
h
)
fˆg (y) dy
=
∫
1
h
K
(
x− y
h
)
1
ng
n∑
k=1
K
(
y −Xk
g
)
dy
=
1
n
n∑
k=1
∫
Kh (x− y)Kg (y −Xk) dy
=
1
n
n∑
k=1
K√
h2+g2
(x−Xk) ,
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and
E∗
(
K2h
(
x−X∗j
))
=
∫
K2h (x− y) fˆg (y) dy
=
∫
K2h (x− y)
1
ng
n∑
k=1
K
(
y −Xk
g
)
dy
=
1
n
n∑
k=1
∫
K2h (x− y)Kg (y −Xk) dy
=
1
2nh
√
pi
n∑
k=1
K√
(h2+2g2)/2
(x−Xk) ,
the explicit expressions of the BISBD and the BIVD are given by
BISBD(h) =
∫ {
E∗
(
fˆ ∗h(x)
)
− fˆg(x)
}2
dx
=
∫ [
E∗ (Kh (x−X∗k))−
1
n
n∑
j=1
Kg (x−Xj)
]2
dx
=
∫ [{
E∗ (Kh (x−X∗k))
}2
− 2E∗ (Kh (x−X∗k))
1
n
n∑
j=1
Kg (x−Xj) +{
1
n
n∑
j=1
Kg (x−Xj)
}2 ]
dx
=
∫ {
1
n
n∑
j=1
K√
h2+g2
(x−Xj) 1
n
n∑
l=1
K√
h2+g2
(x−Xl)
}
dx−
2
∫ {
1
n
n∑
k=1
K√
h2+g2
(x−Xk) 1
n
n∑
j=1
Kg (x−Xj)
}
dx+∫ {
1
n
n∑
j=1
Kg (x−Xj) 1
n
n∑
k=1
Kg (x−Xk)
}
dx
=
1
n2
n∑
i=1
n∑
j=1
K√
2(h2+g2)
(Xi −Xj)− 2
n2
n∑
i=1
n∑
j=1
K√
h2+2g2
(Xi −Xj) +
1
n2
n∑
i=1
n∑
j=1
K√
2g2
(Xi −Xj)
= BISBND(h) +
1
n2
[
n∑∑
i=j
K√
2(h2+g2)
(Xi −Xj)−
2
n∑∑
i=j
K√
h2+2g2
(Xi −Xj) +
n∑∑
i=j
K√
2g2
(Xi −Xj)
]
= BISBND(h) +
1
n
[
1
2
√
pi
√
h2 + g2
−
√
2√
pi
√
h2 + 2g2
+
1
2g
√
pi
]
(3.16)
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and
BIVD(h) =
∫ [
E∗
(
fˆ ∗h(x)
2
)
−
{
E∗
(
fˆ ∗h(x)
)}2]
dx
=
∫ [
E∗

(
1
n
n∑
j=1
Kh
(
x−X∗j
))2−
{
E∗ (Kh (x−X∗k))
}2]
dx
=
∫ [
E∗
{
1
n2
(
n∑
k=1
K2h (x−X∗k) +
n∑∑
j 6=l
Kh
(
x−X∗j
)
Kh (x−X∗l )
)}
−
{
1
n
n∑
k=1
K√
h2+g2
(x−Xk)
}2 ]
dx
=
∫
1
n
(
1
2nh
√
pi
n∑
l=1
K√
(h2+2g2)/2
(x−Xl)
)
dx+∫ (
n2 − n
n2
)(
1
n
n∑
k=1
K√
h2+g2
(x−Xk)
)2
dx−∫ {
1
n
n∑
k=1
K√
h2+g2
(x−Xk)
}2
dx
=
n
2
√
pihn2
+
∫ (
1− n
n2
− 1
)( 1
n
n∑
k=1
K√
h2+g2
(x−Xk)
)2
dx
=
1
2
√
pihn
− 1
n
∫ (
1
n
n∑
k=1
K√
h2+g2
(x−Xk)
)2
dx
=
1
2
√
pihn
− 1
n3
n∑
i=1
n∑
j=1
K√
2(h2+g2)
(Xi −Xj)
= BIVND(h)− 1
n3
[
n∑∑
i=j
K√
2(h2+g2)
(Xi −Xj)
]
= BIVND(h)−
[
1
2n2
√
pi
√
h2 + g2
]
. (3.17)
Therefore,
BMISED(h) = BISBD(h) + BIVD(h)
= BISBND(h) + BIVND(h) +
1
n
[
1
2
√
pi
√
h2 + g2
−
√
2√
pi
√
h2 + 2g2
+
1
2g
√
pi
]
−
[
1
2n2
√
pi
√
h2 + g2
]
. (3.18)
It is interesting to note that the BMISED, which includes the diagonal terms,
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is asymptotically equivalent to the BMISEND which does not include the diagonal
terms. To show this we expand
BMISED(h) = BMISEND(h) +
1
n
[
1
2
√
pi
√
h2 + g2
−
√
2√
pi
√
h2 + 2g2
+
1
2g
√
pi
]
−[
1
2n2
√
pi
√
h2 + g2
]
= BMISEND(h) +
1
n
[
1
2
√
pi
√
h2 + g2
−
√
2√
pi
√
h2 + 2g2
+
1
2g
√
pi
]
+O
(
1
n2g
)
, (3.19)
for h/g → 0 as n→∞. Then the second term can be written as
Γ =
1
n
√
2pi
[
1√
2(h2 + g2)
− 2√
h2 + 2g2
+
1√
2g
]
=
1
n
√
2pi
 1√
2g2
(
h2
g2
+ 1
) − 2√
g2
(
h2
g2
+ 2
) + 1√2g

=
g−1
n
√
2pi
 1√
2
(
h2
g2
+ 1
) − 2√(
h2
g2
+ 2
) + 1√2

= o
(
1
ng
)
, (3.20)
since the expression in the squared brackets converges to 0 as h/g → 0 and n→∞.
Therefore plugging the expression of Γ into (3.19), we obtain
BMISED(h) = BMISEND(h) + o
(
1
ng
)
.
Theorem 3.2.1. Assuming that h0/g → 0 and that condition (3.1.5) holds, then if
hˆ denotes the minimizer of BMISED(h),(
hˆ− h0
h0
)
= −c−11a c20a
[ (
c2an
−2 g−9 + c3an−1
)1/2
Zn − c4ag2 +O
(
n−1g−5
) ]
where Zn is asymptotically normal N(0, 1), ν = 1 + q and c0a, . . . , c4a are constants.
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The constants c0a, . . . , c4a are given by
c0a =
(
R(K)
R (f (2))
)1/5
c1a =
AMISE′′
(
h˜0
)
n−2/5
c2a = 2R(f)R
(
K(2) ∗K(2))
c3a = 4
{∫ (
f (4)
)2
f −R (f (2))2}
c4a = R
(
f (3)
)
.
Proof of Theorem 3.2.1. To prove Theorem 3.2.1 we follow techniques similar to the
techniques used by Hall, Marron and Park (1992) to prove their Theorem 3.1.
From the expression of BIV in (3.3) we have that
BIVND(h) =
R(K)
nh
+ o
(
(nh)−1
)
and from the expression of IV in (3.8) we get
IV(h) =
R(K)
nh
−
R
(
E
(
fˆ
))
n
+ o
(
(nh)−1
)
.
Therefore,
MISE(h) = IV(h) + ISB(h)
=
R(K)
nh
−
R
(
E
(
fˆ
))
n
+ ISB(h) + o
(
(nh)−1
)
(3.21)
and by subtracting (3.21) from BMISED(h), in (3.18), we get
∆ = BMISED(h)−MISE(h)
= BISBND(h) +
R(K)
nh
+
1
n
[
1
2
√
pi
√
h2 + g2
−
√
2√
pi
√
h2 + 2g2
+
1
2g
√
pi
]
−
[
1
2n2
√
pi
√
h2 + g2
]
− R(K)
nh
+
R
(
E
(
fˆ
))
n
− ISB(h) + o ((nh)−1)
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= BISBND(h)− ISB(h) +
R
(
E
(
fˆ
))
n
+
1
2n
√
pi
√
h2 + g2
−
√
2
n
√
pi
√
h2 + 2g2
+
1
2ng
√
pi
− 1
2n2
√
pi
√
h2 + g2
+ o
(
(nh)−1
)
= ∆1 +
R
(
E
(
fˆ
))
n
+
1
2n
√
pi
√
h2 + g2
−
√
2
n
√
pi
√
h2 + 2g2
+
1
2ng
√
pi
−
1
2n2
√
pi
√
h2 + g2
+ o
(
(nh)−1
)
,
where ∆1 = BISBND(h)− ISB(h).
Then, by taking the partial derivative with respect to h leads to
∆′
(
hˆ
)
= ∆′1
(
hˆ
)
+
∂
∂h
R
(
E
(
fˆ
))
n
− hˆ
2n
√
pi
(
hˆ2 + g2
)3/2+
√
2 hˆ
n
√
pi
(
hˆ2 + 2g2
)3/2 + hˆ
2n2
√
pi
(
hˆ2 + g2
)3/2 .
We need to evaluate
∂
∂h
R
(
E
(
fˆ
))
so we write
∂
∂h
(
R
(
E
(
fˆ
)))
=
∂
∂h
(∫ (
E
(
fˆh(x)
))2
dx
)
=
∂
∂h
∫ {
bias
(
fˆh(x)
)
+ f(x)
}2
dx
=
∂
∂h
∫ {
h2
2
f ′′(x) + o
(
h2
)
+ f(x)
}2
dx
=
∂
∂h
(∫ {
h4
4
f ′′(x)2 + f(x)2 + h2f ′′(x)f(x)
}
dx
)
+ o (h)
= O (h) . (3.22)
Plugging expression (3.22) into the expression for ∆′
(
hˆ
)
, we get
∆′
(
hˆ
)
= ∆′1
(
hˆ
)
+O
(
n−1hˆ
)
− hˆ
2n
√
pi
(
hˆ2 + g2
)3/2 +
√
2 hˆ
n
√
pi
(
hˆ2 + 2g2
)3/2+
hˆ
2n2
√
pi
(
hˆ2 + g2
)3/2 , (3.23)
and Hall, Marron and Park (1992) have shown that
∆′1
(
hˆ
)
≈ (c2n−2h4r−20 g−(4r+1) + c3n−1h4r−20 )1/2 Zn − c4h2r−10 gs +O (h2r−10 g2ν) ,
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where Zn is asymptotically Normal N(0, 1) and r, s and the constants c2,c3 and c4
are defined in Theorem 3.1. Also, since from (3.5) we know that
BMISEND(h) = SCVg(h) + o
(
(nh)−1
)
,
then the expression below by Hall, Marron and Park (1992) can be used to obtain
the relative rate of convergence of hˆ to h0,
hˆ− h0 = −c−11 n2(r−1)/(2r+1) {1 + op(1)}∆′
(
hˆ
)
.
In our case because we use the standard normal kernel K of order 2, then r = s = 2,
ν = 1 + q and therefore
∆′1
(
hˆ
)
≈ (c2an−2h60 g−9 + c3an−1h60)1/2 Zn − c4ah30 g2 +O (h30g2ν) (3.24)
and
hˆ− h0 = −c−11a n2/5 {1 + op(1)}∆′
(
hˆ
)
, (3.25)
where c1a, c2a, c3a and c4a are defined in Theorem 3.2.1 and are equivalent to c1, c2,
c3 and c4 for r = s = 2.
Hence, by plugging the expression of ∆′1
(
hˆ
)
, in (3.24), into the expression of
∆′
(
hˆ
)
, in (3.23), we obtain
∆′
(
hˆ
)
=
(
c2an
−2h60 g
−9 + c3an−1h60
)1/2
Zn − c4ah30 g2 +O
(
h30g
2ν
)
− hˆ
2n
√
pi
(
hˆ2 + g2
)3/2 +
√
2 hˆ
n
√
pi
(
hˆ2 + 2g2
)3/2 + hˆ
2n2
√
pi
(
hˆ2 + g2
)3/2 ,
and substituting into (3.25) we get
hˆ− h0 = −c−11a n2/5
[ (
c2an
−2h60 g
−9 + c3an−1h60
)1/2
Zn − c4ah30 g2 +O
(
h30g
2ν
)
− h0
2n
√
pi (h20 + g
2)
3/2
+
√
2h0
n
√
pi (h20 + 2g
2)
3/2
+ op
(
n−1h−20
) ]
.
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To obtain the relative rate of convergence we divide by h0, to get(
hˆ− h0
h0
)
= −c−11a n2/5h−10
[
h30
(
c2an
−2 g−9 + c3an−1
)1/2
Zn − c4ah30 g2 +O
(
h30g
2ν
)
− h0
2n
√
pi (h20 + g
2)
3/2
+
√
2h0
n
√
pi (h20 + 2g
2)
3/2
+ op
(
n−1h−20
) ]
= −c−11a n2/5h20
[ (
c2an
−2 g−9 + c3an−1
)1/2
Zn − c4ag2−
h−20
2n
√
pi (h20 + g
2)
3/2
+
√
2h−20
n
√
pi (h20 + 2g
2)
3/2
+O
(
g2ν
) ]
= −c−11a c20a
[ (
c2an
−2 g−9 + c3an−1
)1/2
Zn − c4ag2 − h
−2
0
2n
√
pi (h20 + g
2)
3/2
+
√
2h−20
n
√
pi (h20 + 2g
2)
3/2
+O
(
g2ν
) ]
. (3.26)
In order to find the relationship between g and n, that yields the fastest relative
rate of convergence of hˆ to h0, we need to calculate the leading term of the difference
given by
Θ =
√
2h−20
n
√
pi (h20 + 2g
2)
3/2
− h
−2
0
2n
√
pi (h20 + g
2)
3/2
=
h−20
n
√
pi
[ √
2
(h20 + 2g
2)
3/2
− 1
2 (h20 + g
2)
3/2
]
=
h−20
n
√
pi
[
2
√
2 (h20 + g
2)
3/2 − (h20 + 2g2)3/2
2 (h20 + 2g
2)
3/2
(h20 + g
2)
3/2
]
=
h−20
n
√
pi

2
√
2g3
(
h20
g2
+ 1
)3/2
− g3
(
h20
g2
+ 2
)3/2
2g3
(
h20
g2
+ 2
)3/2
g3
(
h20
g2
+ 1
)3/2

=
h−20 g
−3
2n
√
pi

2
√
2
(
h20
g2
+ 1
)3/2
−
(
h20
g2
+ 2
)3/2
(
h20
g2
+ 2
)3/2(
h20
g2
+ 1
)3/2
 . (3.27)
Then, for
h0
g
→ 0 as n→∞, we can simplify expression (3.27) with the use of power
series expansions given by(
h20
g2
+ 2
)3/2
= 2
√
2 +
3 (h20/g
2)√
2
+
3 (h20/g
2)
2
8
√
2
+O
((
h20
g2
)3)
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and (
h20
g2
+ 1
)3/2
= 1 +
3 (h20/g
2)
2
+
3 (h20/g
2)
2
8
+O
((
h20
g2
)3)
.
Plugging the above expansions into the expression (3.27), we get
Θ =
h−20 g
−3
2n
√
pi

2
√
2
(
1 +
3h20
2g2
+O
((
h20
g2
)2))
−
(
2
√
2 +
3h20√
2g2
+O
((
h20
g2
)2))
(
h20
g2
+ 2
)3/2(
h20
g2
+ 1
)3/2

=
h−20 g
−3
2n
√
pi

3
√
2
(
h20
g2
)
− 3h
2
0√
2g2
+O
((
h20
g2
)2)
(
h20
g2
+ 2
)3/2(
h20
g2
+ 1
)3/2

=
h−20 g
−3
2n
√
pi

3
√
2h20
2g2
+O
((
h20
g2
)2)
(
h20
g2
+ 2
)3/2(
h20
g2
+ 1
)3/2

=
3
√
2g−5
4n
√
pi
 1(h20
g2
+ 2
)3/2(
h20
g2
+ 1
)3/2
+ o (n−1g−5)
= O
(
n−1g−5
)
,
since
(
h20
g2
+ 2
)3/2
−→ 2√2 and
(
h20
g2
+ 1
)3/2
−→ 1, for h0
g
→ 0 as n→∞.
So, by replacing Θ with its leading term, O (n−1g−5), in expression (3.26) leads
to(
hˆ− h0
h0
)
= −c−11a c20a
[ (
c2an
−2 g−9 + c3an−1
)1/2
Zn − c4ag2 +O
(
n−1g−5
) ]
. (3.28)
The fastest relative rate of convergence of hˆ to h0, under these conditions, is given
by the value of α1 in g = c5d n−α1 that corresponds to the balancing out of the terms
c4ag
2 and O (n−1g−5), with respect to n. That occurs when the following terms are
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equal:
n−1n5α1 = n−2α1
⇒ −1 + 5α1 = −2α1
⇒ 7α1 = 1
⇒ α1 = 1
7
.
Therefore, the asymptotically optimal choice of g is given by
gopd = c5d n
−1/7, (3.29)
which leads to a relative rate of convergence of hˆ to h0 of the order n−2/7. We can
see that when the diagonal terms are included in the expression of BMISE, then the
magnitude of g that corresponds to the fastest relative rate of convergence, under
these conditions, is greater than in the case where the diagonal terms are not in-
cluded. Also, the corresponding relative rate of convergence is slightly faster when
the diagonal terms are not included. Even for a sample of size 10000, the correspond-
ing ratio of the two relative rates of convergence
(
n−2/7
n− 4/13
)
is approximately 1.225,
which is not a large difference and other factors might cancel that difference out.
3.2.1 Data-based choice of initial smoothing parameter g
For a data-based choice of g in the case where the diagonal terms are included,
we suggest using the same expression used for the case with no diagonals, with the
only difference being the order of n. This is because in the case where the diagonal
terms are included, obtaining an explicit mean squared error criterion is not feasible
due to the nature of expression (3.28). Therefore, the data based choice of g when
the diagonal terms of BMISE are included, is given by
g˜md = 0.7 ζ An
−1/7,
where
A = min
(
σ̂,
IQR
1.34
)
,
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and
ζ =

0.75 if IQRRS ≥ 1.25
1.0 otherwise
with IQRRS = (IQR/ (1.34 σ̂)).
The smoothing parameter choice procedure for this method (AOUD) is as follows:
1. Fix the value of the smoothing parameter g = g˜md.
2. Obtain
hˆ = arg min
h
BMISED(h)
for g = g˜md, using BMISED(h) of expression (3.18).
In order to compare the method with (AOUD) and without the diagonal terms in-
cluded (AOUND) and also compare the methods with the bootstrap iterative method
and various other known methods, we perform a simulation study.
3.3 Simulation study
We would like to examine the performance of the AOUD and AOUND meth-
ods for samples of finite size and also compare them with the methods described
in Chapter 2. The performance criterion for the simulation results is given by(
ISE
(
hˆ
)
−MISE (h0)
)/
MISE (h0) and it is chosen so that the performance of each
method is assessed for the given sample through the ISE. A lower value of the crite-
rion for a given sample denotes a better fit for the kernel density estimate with the
corresponding smoothing parameter, hˆ.
This criterion is different from the criterion used in the simulation study in Chap-
ter 2. The reason why a criterion that directly compares the estimated smoothing
parameter, hˆ, to the ISE minimizer, hˆ0, was chosen in the previous simulation study,
is to determine if the corrected method was successful in adjusting the BISB upwards
and lead to smaller estimates of hˆ that are closer to the target hˆ0, compared to the
bootstrap iterative method.
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The notation IMM
(
hˆ, h0
)
=
[(
ISE
(
hˆ
)
−MISE(h0))/MISE (h0)] is used here
as the performance criterion, for convenience. Also the lowest attainable values of
the IMM criterion are provided in the simulation results denoted by ISE and are the
IMM values corresponding to the smoothing parameters hˆ that minimize the ISE, for
each simulated sample. Due to the fact that the minimum of the MISE, MISE(h0),
varies for different sample sizes and distributions, the minimum IMM criterion is not
always decreasing with sample size and can take negative values in the cases when the
minimum of the MISE, MISE (h0), is larger than the minimum of the ISE, ISE
(
hˆ
)
.
The methods used here are described in section 2.3 and the AOUD and AOUND
methods are discussed in this chapter. For these methods, the kernel function used
is the standard normal kernel and the values of g are kept fixed. The criteria used
by these methods along with the values of g are given below.
AOUD : The smoothing parameter g is fixed to
g˜md = 0.7 ζ An
−1/7,
and the criterion to be minimized, for h, is given by
BMISED(h) =
1
n2
n∑
i=1
n∑
j=1
K√
2(h2+g2)
(Xi −Xj)−
2
n2
n∑
i=1
n∑
j=1
K√
h2+2g2
(Xi −Xj) + 1
n2
n∑
i=1
n∑
j=1
K√
2g2
(Xi −Xj)
+
1
2
√
pihn
− 1
n3
n∑
i=1
n∑
j=1
K√
2(h2+g2)
(Xi −Xj) .
AOUND : The smoothing parameter g is fixed to
g˜m = 0.7 ζ An
−2/13,
and the criterion to be minimized, for h, is defined as
BMISEND(h) =
1
n2
n∑∑
i 6=j
K√
2(h2+g2)
(Xi −Xj)−
2
n2
n∑∑
i 6=j
K√
h2+2g2
(Xi −Xj) + 1
n2
n∑∑
i 6=j
K√
2g2
(Xi −Xj)
+
1
2
√
pihn
− 1
n3
n∑∑
i 6=j
K√
2(h2+g2)
(Xi −Xj) .
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Distribution Method n=25 n=50 n=100
CORR 0.364(0.0536) 0.195(0.0433) 0.131(0.0346)
HF 0.264(0.0404) 0.173(0.0401) 0.116(0.0327)
AOUND 0.312(0.0443) 0.196(0.0406) 0.137(0.0329)
AOUD 0.327(0.0495) 0.169(0.0409) 0.1092(0.0325)
1 BT NC 0.401(0.0437)∗ 0.184(0.034)
SCV 0.278(0.039) 0.194(0.0389) 0.1297(0.0324)
BCV 0.424(0.0455) 0.205(0.0392) 0.114(0.0324)
Symmetric UCV 0.752(0.0732) 0.616(0.0674) 0.441(0.0602)
PI 0.4042(0.065) 0.174(0.0413) 0.097(0.0321)
RT1 0.163(0.0396) 0.0931(0.0368) 0.0442(0.03)
RT2 0.551(0.0593) 0.278(0.0425) 0.1795(0.0336)
ISE -0.0834(0.03314) -0.0603(0.0343) -0.093(0.0293)
CORR 0.145(0.0309) 0.0605(0.0271) 0.0426(0.0235)
HF 1.402(0.053) 0.105(0.0275) 0.0543(0.0235)
AOUND 0.351(0.0302) 0.195(0.0263) 0.138(0.0238)
AOUD 0.259(0.0285) 0.164(0.0258) 0.1288(0.0236)
2 BT NC 5.034(0.0099)∗ 8.467(0.042)∗
SCV 1.92(0.0164) 1.51(0.0275) 1.029(0.0277)
BCV 2.912(0.0081)∗ 4.991(0.129)∗ 0.129(0.0388)
Bimodal UCV 0.323(0.0482) 0.234(0.0364) 0.235(0.0364)
PI 2.586(0.0131) 4.531(0.0203) 6.766(0.0314)
RT1 1.387(0.0139) 2.042(0.0173) 2.756(0.0207)
RT2 0.91(0.0182) 1.289(0.0197) 1.684(0.0219)
ISE -0.056(0.0252) -0.0564(0.02496) -0.0516(0.0227)
CORR 0.25(0.0469) 0.192(0.0415) 0.0997(0.0326)
HF 0.28(0.0417) 0.201(0.0385) 0.11(0.0327)
AOUND 0.254(0.0426) 0.207(0.0398) 0.1225(0.0329)
AOUD 0.206(0.0428) 0.165(0.0397) 0.0891(0.0318)
3 BT NC 0.704(0.0524)∗ 0.34(0.0393)
SCV 0.326(0.0416) 0.249(0.0378) 0.158(0.0339)
BCV 0.4886(0.0544)∗ 0.316(0.0404) 0.143(0.034)
Skewed UCV 0.6082(0.076) 0.484(0.0572) 0.365(0.0476)
PI 0.248(0.0505) 0.165(0.0409) 0.0781(0.0317)
RT1 0.1186(0.0372) 0.1061(0.034) 0.0685(0.0311)
RT2 0.317(0.0467) 0.207(0.0419) 0.103(0.0313)
ISE -0.0816(0.0321) -0.0711(0.0312) -0.0973(0.0286)
Table 3.1: Average IMM
(
hˆ, h0
)
and standard error for 500 random samples
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Distribution Method n=200 n=400 n=800
CORR 0.0992(0.032) 0.10687(0.0318) 0.0644(0.0293)
HF 0.0958(0.032) 0.10687(0.0318) 0.0644(0.0293)
AOUND 0.112(0.0323) 0.113(0.0319) 0.0691(0.0295)
AOUD 0.0902(0.0315) 0.1034(0.0316) 0.0601(0.0291)
1 BT 0.128(0.0338) 0.1056(0.0325) 0.0637(0.0299)
SCV 0.108(0.0327) 0.103(0.0319) 0.0633(0.0295)
BCV 0.0999(0.0329) 0.1031(0.0324) 0.0633(0.0295)
Symmetric UCV 0.425(0.06) 0.358(0.0476) 0.219(0.0355))
PI 0.077(0.0315) 0.0933(0.0318) 0.0516(0.0291)
RT1 0.0445(0.0305) 0.0631(0.0305) 0.0312(0.0283)
RT2 0.149(0.0312) 0.169(0.0321) 0.1145(0.0289)
ISE -0.0682(0.0302) -0.0494(0.0296) -0.0621(0.0276)
CORR 0.07(0.0244) 0.0571(0.0234) 0.0372(0.0218)
HF 0.0722(0.0243) 0.0571(0.0234) 0.0372(0.0218)
AOUND 0.132(0.02437) 0.0881(0.0233) 0.0617(0.022)
AOUD 0.131(0.0243) 0.0911(0.0232) 0.0662(0.022)
2 BT 0.428(0.0102)∗ 0.0804(0.0234) 0.0491(0.02195)
SCV 0.727(0.0275) 0.475(0.0259) 0.331(0.0243)
BCV 0.0787(0.0242) 0.0553(0.0233) 0.0368(0.0218)
Bimodal UCV 0.246(0.0353) 0.1837(0.0287) 0.1276(0.0258)
PI 7.307(0.0422) 5.59(0.0368) 3.597(0.0339)
RT1 3.528(0.0257) 4.237(0.0296) 4.986(0.033)
RT2 2.101(0.0258) 2.433(0.0283) 2.793(0.0305)
ISE -0.0145(0.0232) -0.0202(0.0222) -0.0299(0.0209)
CORR 0.0833(0.0317) 0.0893(0.0308) 0.0135(0.0261)
HF 0.0854(0.0319) 0.0893(0.0308) 0.0135(0.0261)
AOUND 0.0972(0.0323) 0.0934(0.03095) 0.0191(0.0264)
AOUD 0.0743(0.0313) 0.0796(0.0304) 0.00597(0.0259)
3 BT 0.166(0.035) 0.106(0.0316) 0.0262(0.0271)
SCV 0.118(0.0333) 0.0963(0.0312) 0.0242(0.0267)
BCV 0.0925(0.0326) 0.0915(0.0315) 0.0151(0.0265)
Skewed UCV 0.348(0.0574) 0.285(0.0434) 0.231(0.0408)
PI 0.0616(0.0311) 0.0685(0.03) -0.0042(0.0257)
RT1 0.077(0.0317) 0.0858(0.0306) 0.0467(0.027)
RT2 0.0814(0.0303) 0.0832(0.0293) -0.0003(0.0249)
ISE -0.084(0.0289) -0.0728(0.02785) -0.1152(0.02386)
Table 3.2: Average IMM
(
hˆ, h0
)
and standard error for 500 random samples
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Distribution Method n=25 n=50 n=100
CORR 0.3656(0.0478) 0.235(0.0415) 0.138(0.0331)
HF 0.43(0.045) 0.273(0.0422) 0.153(0.0333)
AOUND 0.3596(0.046) 0.257(0.0418) 0.1572(0.0334)
AOUD 0.315(0.0475) 0.202(0.04) 0.118(0.0318)
4 BT NC 1.246(0.116)∗ 0.631(0.0527)∗
SCV 0.54(0.0437) 0.442(0.0442) 0.312(0.0371)
BCV 0.685(0.0731)∗ 0.495(0.0536)∗ 0.196(0.0352)
Thick tailed UCV 0.816(0.106) 0.54(0.062) 0.387(0.0471)
PI 0.356(0.0513) 0.1904(0.0398) 0.102(0.0311)
RT1 0.363(0.038) 0.448(0.0409) 0.516(0.0386)
RT2 0.399(0.0532) 0.196(0.0383) 0.1012(0.0295)
ISE -0.03603(0.0321) -0.0468(0.0319) -0.0756(0.0271)
CORR 1.053(0.0111) 1.544(0.0405) 0.0596(0.0215)
HF 1.193(0.0062) 2.27(0.0122) 1.307(0.0813)
AOUND 1.113(0.00842) 1.321(0.0334) 0.688(0.0312)
AOUD 0.9688(0.0109) 1.142(0.0296) 0.737(0.0317)
5 BT NC 2.493(0.0068)∗ 4.525(0.0089)
SCV 1.2(0.0055) 2.35(0.0476) 3.79(0.0105)
BCV 1.19(0.0056)∗ 2.49(0.00763)∗ 4.621(0.00849)
Trimodal UCV 0.3107(0.0398) 0.189(0.0287) 0.131(0.0225)
PI 1.22(0.0214) 2.431(0.0286) 4.354(0.0606)
RT1 1.013(0.0076) 1.931(0.0092) 3.17(0.0124)
RT2 0.823(0.0112) 1.532(0.0127) 2.37(0.0155)
ISE -0.0333(0.0208) -0.0323(0.021) -0.0344(0.0192)
CORR 0.381(0.0362) 0.1913(0.0341) 0.0954(0.0277)
HF 0.796(0.0388) 0.388(0.0399) 0.1495(0.0302)
AOUND 0.6(0.0324) 0.609(0.0346) 0.542(0.0337)
AOUD 0.478(0.0298) 0.555(0.0326) 0.549(0.033)
6 BT NC 3.669(0.0476)∗ 5.597(0.0571)∗
SCV 1.065(0.0303) 1.22(0.0357) 1.202(0.0375)
BCV 2.053(0.0567)∗ 2.841(0.0836)∗ 2.423(0.137)∗
Bimodal skewed UCV 0.354(0.0411) 0.284(0.0465) 0.184(0.0319)
heavy tailed PI 0.7082(0.0348) 0.957(0.0407) 1.069(0.0429)
RT1 0.841(0.0241) 1.365(0.0277) 2.018(0.0309)
RT2 0.475(0.0264) 0.8043(0.0292) 1.20(0.0318)
ISE -0.0668(0.0238) -0.0823(0.0238) -0.0911(0.0216)
Table 3.3: Average IMM
(
hˆ, h0
)
and standard error for 500 random samples
CHAPTER 3. ASYMPTOTICALLY MOTIVATED BOOTSTRAP METHOD 101
Distribution Method n=200 n=400 n=800
CORR 0.127(0.0313) 0.0974(0.029) 0.1028(0.0298)
HF 0.13(0.0318) 0.0974(0.029) 0.1028(0.0298)
AOUND 0.141(0.0324) 0.104(0.0296) 0.1025(0.0296)
AOUD 0.1137(0.031) 0.0871(0.0287) 0.0909(0.029)
4 BT 0.267(0.0373) 0.141(0.0318) 0.1135(0.0307)
SCV 0.262(0.0362) 0.174(0.0325) 0.149(0.0316)
BCV 0.149(0.0332) 0.102(0.0298) 0.0967(0.0298)
Thick tailed UCV 0.361(0.0463) 0.305(0.0374) 0.2283(0.0352)
PI 0.0993(0.0304) 0.0742(0.0283) 0.0795(0.0286)
RT1 0.637(0.0399) 0.672(0.0398) 0.766(0.0399)
RT2 0.0951(0.0285) 0.0732(0.0268) 0.0791(0.0276)
ISE -0.0426(0.0281) -0.0613(0.0259) -0.0313(0.0264)
CORR 0.0526(0.0184) 0.0274(0.018) 0.0283(0.018)
HF 0.0583(0.0185) 0.0274(0.018) 0.0283(0.018)
AOUND 0.393(0.0247) 0.186(0.0199) 0.131(0.0192)
AOUD 0.456(0.0261) 0.226(0.0204) 0.162(0.0195)
5 BT 7.897(0.0095) 13.626(0.00948) 23.51(0.011)
SCV 3.7(0.0314) 2.29(0.0321) 1.38(0.0277)
BCV 8.256(0.0078) 9.772(0.304) 0.0293(0.018)
Trimodal UCV 0.176(0.0255) 0.1128(0.0213) 0.1015(0.0202)
PI 6.813(0.0669) 9.658(0.0728) 12.59(0.0449)
RT1 4.726(0.0164) 6.49(0.022) 8.445(0.0285)
RT2 3.347(0.0186) 4.332(0.0233) 5.376(0.0282)
ISE -0.00868(0.0181) -0.0257(0.0175) -0.0203(0.0174)
CORR 0.0739(0.024) 0.0755(0.0238) 0.0511(0.0216)
HF 0.0849(0.0244) 0.0755(0.0238) 0.0511(0.0216)
AOUND 0.473(0.0305) 0.375(0.0298) 0.289(0.0274)
AOUD 0.517(0.0308) 0.433(0.0305) 0.35(0.0282)
6 BT 7.462(0.183)∗ 0.3511(0.0683) 0.106(0.0242)
SCV 1.09(0.036) 0.895(0.0352) 0.705(0.0324)
BCV 0.329(0.066) 0.0885(0.025) 0.0564(0.0221)
Bimodal skewed UCV 0.188(0.031) 0.175(0.0294) 0.136(0.0258)
heavy tailed PI 1.108(0.0414) 1.043(0.0397) 0.936(0.0358)
RT1 2.823(0.0351) 3.735(0.0406) 4.744(0.044)
RT2 1.702(0.0347) 2.237(0.0386) 2.816(0.0406)
ISE -0.0585(0.0214) -0.0378(0.0219) -0.0412(0.0199)
Table 3.4: Average IMM
(
hˆ, h0
)
and standard error for 500 random samples
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Method 25 50 100 200 400 800 Total Average Rank
CORR 23 21 18 17 23 24 126 0.318 1
HF 37 26 23 21 23 24 154 0.389 3
AOUND 27 27 33 36 39 37 199 0.503 4
AOUD 17 16 21 23 28 28 133 0.336 2
BT 66 65 63 56 44 43 337 0.851 11
SCV 45 43 46 46 43 45 268 0.677 10
BCV 53 56 44 38 31 22 244 0.616 8
UCV 35 39 42 44 46 45 251 0.634 9
PI 37 40 31 33 34 34 209 0.528 5
RT1 24 33 37 43 45 54 236 0.596 7
RT2 32 34 36 39 40 40 221 0.558 6
Table 3.5: Rank sums, their totals, averages over the maximum possible total (396) for all
the sample sizes and overall rank
From the simulation results in Tables (3.1)-(3.4) we can see that there is no glob-
ally best method and there are some interesting observations to be made. The AOUD
and AOUND methods perform similarly, with the method without the diagonal terms
performing generally better for larger sample sizes and the method with the diagonal
terms performing generally better for the smaller sample sizes. Compared to the SCV
method, they perform better overall with a substantially lower IMM discrepancy mea-
sure and lower variability for the bimodal (distribution 2), thick tailed (distribution
4), trimodal (distribution 5) and heavily skewed (distribution 6) distributions for all
sample sizes.
The RT1 method outperforms the other methods for the symmetric unimodal
distribution, as expected, but performs very poorly for distributions 2,4,5 and 6
that deviate from normality, exhibiting an increased IMM criterion as the sample
size increases. The adaptive rule of thumb method, RT2, succeeds in improving
the situation for the thick tailed distribution but performs worse for the symmetric
unimodal distribution and although it performs better for distributions 2,5 and 6, it
still fails to improve with the increase in sample size.
Taylor’s bootstrap method produces a monotonic criterion for small sample sizes,
while exhibiting problems even for larger sample sizes, when the distribution is bi-
modal or heavily skewed. In the case of the trimodal distribution, it has problem
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adjusting to the shape of the distribution and tends to oversmooth severely even for
large sample sizes. The unbiased cross-validation performs reasonably overall but
exhibits high variability for the first four distributions. Biased cross-validation shows
difficulty in finding a smoothing parameter choice for the multimodal distributions,
for small sample sizes, but performs well for the large sample sizes with markedly
lower variability compared to the unbiased cross-validation.
The plug-in method shows consistent performance for the distributions that don’t
exhibit multimodality (1,3,4 and 6) but fails to provide smoothing parameters close to
the ISE optimal when multimodality is present. The bootstrap iterative method (HF)
performs comparably well for all the distributions and the corrected method generally
improves the smoothing parameter estimates for small sample sizes, especially for the
multimodal distributions.
Also from Table (3.5) we can see that the corrected method and the AOUDmethod
are the best overall, as far as ranks are concerned, with the bootstrap iterative method
and the AOUND method following.
3.4 Real data set application
In order to assess how the methods outlined in the simulation study perform, when
applied to a real data set, we use them to estimate the smoothing parameters for the
data set of the eruption length, in minutes, of the Old Faithful geyser. The data set
has a size of 272 and it is provided in Appendix C. A scatterplot of the data is given
below.
From the scatterplot in Figure 3.5 we can see that the eruption times are concen-
trated around approximately 2 and 4.5 minutes, so we expect the density estimate
to be bimodal. The kernel density estimates constructed using the smoothing pa-
rameters obtained from the methods described in the simulation study, are presented
below.
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Figure 3.5: Scatterplot of the eruption length (in minutes) of Old Faithful geyser
Figure 3.6: Kernel density estimates of the Old Faithful geyser eruption times with smooth-
ing parameters chosen using AOUD (h = 0.177) and AOUND (h = 0.174) methods
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Figure 3.7: Kernel density estimates of the Old Faithful geyser eruption times with smooth-
ing parameters chosen using HF (h = 0.129) and CORR (h = 0.126) methods
Figure 3.8: Kernel density estimates of the Old Faithful geyser eruption times with smooth-
ing parameters chosen using BT (h = 0.1789) and PI (h = 0.468) methods
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Figure 3.9: Kernel density estimates of the Old Faithful geyser eruption times with smooth-
ing parameters chosen using RT1 (h = 0.3943) and RT2 (h = 0.3348) methods
Figure 3.10: Kernel density estimates of the Old Faithful geyser eruption times with
smoothing parameters chosen using BCV (h = 0.1576) and UCV (h = 0.1032) methods
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Figure 3.11: Kernel density estimate of the Old Faithful geyser eruption times with
smoothing parameter chosen using the SCV method (h = 0.236)
From Figures 3.6 - 3.11 we can observe that the kernel density estimates of the
eruption times show evidence of bimodality inherent in the underlying distribution
of the eruption lengths, of the Old Faithful geyser.
The AOUD and AOUND methods in Figure 3.6 provide similar smoothing pa-
rameters for the data (h = 0.177 and h = 0.174 respectively) and the kernel density
estimates produced seem to be slightly undersmooth. The separation of the two
modes is clear, with the second mode being slightly skewed to the left, indicating
that this could be the result of a number of eruptions that belong to the group of the
longer eruptions but ended sooner for some reason.
In Figure 3.7 we can see that the HF and CORR methods produce smaller smooth-
ing parameters (h = 0.129 and h = 0.126 respectively), compared to the AOUD and
AOUND methods and are slightly more undersmooth. This is evident by the sharper
peaks and the rough trough between the two peaks. Taylor’s bootstrap method in
Figure 3.8 chooses a larger smoothing parameter (h = 0.1789), leading to a kernel
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density estimate similar to the AOUD and AOUND methods. The larger smoothing
parameter is not surprising, given the shape of the function minimized by the BT
method, in order to obtain the optimal smoothing parameter (like Figure 2.6).
The plug-in method in Figure 3.8 provides a very large bandwidth compared to
the other methods (h = 0.468) and the resulting kernel density estimate is quite
oversmooth. The peaks are more connected to each other and the skewness of the
larger peak is not evident with this choice of smoothing parameter. The same con-
clusions can be made for the RT1 method in Figure 3.9 which produces a smoothing
parameter equal to h = 0.3943, for this data set. Method RT2 in Figure 3.9 provides
a less oversmooth kernel density estimate with a smoothing parameter of h = 0.3348.
In Figure 3.10 we observe that the BCV produces a smoothing parameter equal to
h = 0.1576, which is of slightly lower magnitude compared to the smoothing parame-
ters produced by AOUD and AOUND methods, while the UCV choice undersmooths
the kernel density estimate markedly, with a bandwidth of h = 0.1032. This is evi-
dent from the very sharp peaks and trough, with the two peaks having almost equal
height.
The SCV method, in Figure 3.11, provides a smoothing parameter equal to
h = 0.236 and the corresponding kernel density estimate of the eruption times looks
reasonably smooth.
In situations where we are interested in investigating features of the underlying
distribution from a given sample, it is often best to undersmooth slightly instead of
oversmoothing, because then we can examine extreme features that are present and
assess them carefully. If the density estimate is oversmooth then we might not realize
the possibility of these features being real and they might go unnoticed.
3.5 Concluding remarks
We have studied the theoretical aspects of the bootstrap method in the univariate
kernel density estimation and made adaptive choices for the constant of the initial
smoothing parameter g, along with the choice of the relationship between g and n,
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which leads to fast relative rates of convergence. The optimal choice of g for the
method without the diagonal terms included was of the order n−2/13, which lead to a
relative rate of convergence to the MISE optimal of n−4/13. For the method with the
diagonal terms included, the optimal g was of the order n−1/7, with a relative rate of
convergence of the order n−2/7.
The methods perform well overall, for the distributions examined, and adapt to
distributions with extreme features without performing badly for unimodal symmetric
shaped distributions. Despite the slightly slower relative rate of convergence, the
method with the diagonals (AOUD) performs better overall, especially for the smaller
sample sizes, which is not surprising since the asymptotics assume large n→∞ and
sometimes the effect of the relative rates of convergence is not evident for small-
medium sample sizes.
Also in a real dataset example with the eruption times of the Old Faithful geyser,
both methods have produced a reasonable density estimate from the data which is
neither undersmooth, with spurious features, nor oversmooth.
Chapter 4
Bivariate kernel density estimation
4.1 Introduction
The problem of density estimation can be extended to the multivariate setting
and becomes more complicated as the number of variables increases. The general
smoothing parametrisation of the kernel density estimator requires the estimation of
1
2
d(d+1) parameters, for d dimensions, and this has lead to the consideration of sim-
pler smoothing parametrizations. Silverman (1986) has shown that the sample size
required to ensure that the relative mean squared error
(
E
{
fˆ(0)− f(0)
}2)/
f(0)2
is below 0.1 at 0, for the multivariate normal density, increases rapidly as the dimen-
sion increases. This is sometimes called the curse of dimensionality as more data is
needed to provide an estimate of the same accuracy, at higher dimensions. In this
chapter we are interested in the problem of density estimation in the bivariate setting.
We consider X1, . . . ,Xn to be a bivariate random sample with probability density
f , where Xi = (Xi1, Xi2)
T are the components of Xi. The 2 variables are represented
by a vector x ∈ <2, with the representation x = (x1, x2)T and the notation dx denotes
dx1dx2.
The general bivariate kernel density estimator is given by
fˆH(x) =
1
n
n∑
i=1
KH (x−Xi) , (4.1)
where the bandwidth matrixH is a symmetric positive definite 2×2 matrix,KH(x) =
110
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|H|−1/2K
(
H−1/2x
)
and K is a bivariate kernel function which satisfies∫
<2
K(x)dx = 1.
For the kernel K one can use a bivariate probability density function or construct
the kernel by using a symmetric univariate kernel. The performance of a kernel den-
sity estimator depends primarily on the choice of bandwidths and the importance of
the choice of kernel function is minor, like in the univariate kernel density estimation
setting (Simonoff (1996)). The standard bivariate normal density is a widely used
choice for K and it is given by
K(x) =
1
2pi
exp
(
−1
2
xTx
)
,
which in its general form, KH (x−Xi), is equivalent to the bivariate normal den-
sity with mean vector Xi and variance covariance matrix H. The general bivariate
normal N2
(
µ,Σ
)
, with mean vector µ =
µ1
µ2
 and variance-covariance matrix
Σ =
σ21 σ12
σ12 σ
2
2
, can be written as
f(x) =
1
2pi
√
σ 21 σ
2
2 − ρ 2σ 21 σ 22
exp
−1
2
(
x1 − µ1 x2 − µ2
)
Σ−1
x1 − µ1
x2 − µ2

=
1
2piσ1σ2
√
1− ρ 2 exp
(
− 1
2(1− ρ 2)
[
(x1 − µ1)2
σ 21
+
(x2 − µ2)2
σ 22
−
2ρ(x1 − µ1)(x2 − µ2)
σ1σ2
])
,
where µ1 and µ2 are the mean of the first and second variable, σ21 is the variance of
the first variable, σ22 the variance of the second variable, σ12 the covariance of the two
variables and ρ is the correlation between the two variables, given by
ρ =
σ12
σ1σ2
.
Similarly, for a bandwidth matrix HF =
 h21 h12
h12 h
2
2
 and the standard bivariate
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normal kernel K, we can write the kernel density estimator fˆHF (x) as
fˆHF (x) =
1
n
n∑
i=1
KH (x−Xi)
=
1
n
n∑
i=1
{
1
2pih1h2
√
1− (h212/h21h22)
exp
(
− 1
2 (1− (h212/h21h22))
[
(x1 −Xi1)2
h 21
+
(x2 −Xi2)2
h 22
− 2h12(x1 −Xi1)(x2 −Xi2)
h21h
2
2
])}
, (4.2)
where h1, h2 > 0 and |h12| < h1h2.
It is often the case that the bandwidth matrix H is assumed to be diagonal, of the
form HD =
h21 0
0 h22
, which only requires the estimation of 2 parameters instead
of 3. In that case the kernel density estimator, in (4.2), can be simplified to
fˆHD(x) =
1
n
n∑
i=1
{
1
2pih1h2
exp
(
− 1
2
[
(x1 −Xi1)2
h 21
+
(x2 −Xi2)2
h 22
])}
, (4.3)
and this bivariate kernel density estimator can be expressed using the product of
univariate standard normal kernels, given by
fˆh1, h2(x) =
1
n
n∑
i=1
Lh1 (x1 −Xi1)Lh2 (x2 −Xi2)
=
1
n
n∑
i=1
1
h1
L
(
x1 −Xi1
h1
)
1
h2
L
(
x2 −Xi2
h2
)
=
1
n
n∑
i=1
1√
2pih1
exp
(
− 1
2h21
(x1 −Xi1)2
)
1√
2pih2
exp
(
− 1
2h22
(x2 −Xi2)2
)
=
1
n
n∑
i=1
{
1
2pih1h2
exp
(
− 1
2
[
(x1 −Xi1)2
h 21
+
(x2 −Xi2)2
h 22
])}
. (4.4)
If, additionally, the restriction that h1 = h2 = h is made, then the bandwidth matrix
can be written as HS =
h2 0
0 h2
 and the bivariate kernel density estimator takes
the simple form
fˆHS(x) =
1
n
n∑
i=1
{
1
2pih2
exp
(
− 1
2h2
[
(x1 −Xi1)2 + (x2 −Xi2)2
])}
, (4.5)
which can be expressed by the product kernels, as in (4.4), with h1 = h2 = h.
Wand and Jones (1993) comment on the choice of bandwidth matrix parametri-
sation and argue that even though a full bandwidth matrix allows for more flexibility,
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it comes at the expense of considerable complexity and computations, whereas the
diagonal bandwidth matrix will be sufficient most of the time in providing a decent
estimate of the density of the data. The single smoothing parameter parametrisation
lacks flexibility in practice and fails to cope with variables that have a large discrep-
ancy in variability. Therefore, the diagonal bandwidth matrix parametrisation is a
good trade-off between complexity and flexibility.
The global error criterion most widely used in bivariate density estimation, is the
mean integrated squared error and it is given by
MISE
(
fˆH(x)
)
= E
∫
<2
{
fˆH(x)− f(x)
}2
dx1 dx2. (4.6)
Assuming that f has all second-order partial derivatives bounded, continuous and
square integrable and that h1, h2, h12 → 0 and n−1 |H|−1/2 → 0, as n→∞, then the
asymptotic expression of MISE is given by (Wand and Jones (1993))
AMISE
(
fˆH(x)
)
= (4npi)−1 |H|−1/2 + 1
4
ψ4, 0h
4
1 + ψ3, 1h
2
1h12 +
1
2
ψ2, 2
(
h21h
2
2 + 2h
2
12
)
+
ψ1, 3h
2
2 h12 +
1
4
ψ0, 4h
4
2, (4.7)
for standard bivariate normal K and where,
ψr1,r2 =
∫
<2
∂ r1+r2f(x)
∂xr11 ∂x
r2
2
f(x)dx. (4.8)
Wand and Jones (1993) noted that it is not possible, in general, to obtain an explicit
expression for the minimizer of AMISE, when the full bandwidth matrix is used, but
when the bandwidth matrix is diagonal then HAMISE = arg infHD AMISE(H) can be
obtained explicitly.
A very important problem in bivariate kernel density estimation concerns the
estimation of the smoothing parameters and a few methods have been proposed,
that attempt to tackle this problem. We discuss some important methods in the
subsections below.
4.1.1 Rule of thumb
The rule of thumb method in bivariate kernel density estimation, shares the same
principle as the rule of thumb methods in the univariate kernel density estimation.
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The goal is to obtain an estimate of the smoothing parameters by minimizing the
asymptotic MISE, with a reference distribution replacing the unknown f . Scott
(1992) used the multivariate standard normal distribution for kernelK and the multi-
variate normal distribution with, variance-covariance matrix Σ = diag (σ21, . . . , σ2d), as
the reference distribution, to obtain the minimizer of AMISE for diagonal bandwidth
matrix HD. The smoothing parameters that minimize the AMISE for a bivariate
problem, under these conditions, are given by
h˜j = n
−1/6 σj,
for the jth variable and this leads to Scott’s rule of thumb
ĥj = n
−1/6 σ̂j , (4.9)
where σ̂j is the sample standard deviation of the jth variable.
This rule of thumb is an easy way to obtain an initial estimate of the density, for
a given sample, or they can be used as starting values for more complicated methods
of choosing the smoothing parameter.
4.1.2 Unbiased cross-validation
The unbiased cross-validation method can be extended to the bivariate kernel
density estimation in a simple way. Stone (1984) has shown that if the underlying
multivariate density and its one dimensional marginals are bounded, then smoothing
parameters obtained by least-squares cross-validation are asymptotically optimal.
The integrated squared error for the bivariate product kernel density estimator takes
the form
ISE(h1, h2) =
∫
<2
(
fˆh (x)− f(x)
)2
dx1dx2 (4.10)
and can be expressed as
ISE(h) = R
(
fˆh(x)
)
− 2
∫
<2
fˆh(x)f(x)dx +R (f(x)) , (4.11)
where the last term does not depend on the smoothing parameters. Sain, Baggerly
and Scott (1994) have shown that using the leave-one-out product kernel density
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estimator
fˆ−i (xi) =
1
(n− 1)h1h2
n∑
j 6=i
{
2∏
k=1
K
(
xik − xjk
hk
)}
, (4.12)
the bivariate UCV criterion is given by
UCV(h) = R
(
fˆh(x)
)
− 2
n
n∑
i=1
fˆ−i (xi) . (4.13)
Then, for the standard normal kernel K and replacing n − 1 with n, the bivariate
unbiased cross-validation criterion is given by
UCV(h1, h2) =
1
4pinh1h2
+
1
4pin2h1h2
n∑
i=1
∑
j 6=i
[
exp
{
− 1
4
2∑
k=1
(
(xik − xjk)2
h2k
)}
−
4 exp
{
−1
2
2∑
k=1
(
(xik − xjk)2
h2k
)}]
.
Also Sain, Baggerly and Scott (1994) derived the relative rate of convergence for
the bivariate unbiased cross-validation, under the constraint that h1 = h2, and it is
of the order O
(
n−1/6
)
, which is faster than the relative rate of convergence of the
UCV in the univariate density estimation, which is O
(
n−1/10
)
.
4.1.3 Biased cross-validation
The extension of the biased cross-validation method to the bivariate kernel density
estimation is applied by Sain, Baggerly and Scott (1994) who expressed the bivariate
AMISE, using the product kernel density estimator, as
AMISE (h1, h2) =
R(K)2
nh1h2
+
1
4
σ4K
{
h41
∫
<2
fx1x1 (x1, x2)
2 dx1dx2+
h42
∫
<2
fx2x2 (x1, x2)
2 dx1dx2 + 2h
2
1h
2
2
∫
<2
fx1x1 (x1, x2) fx2x2 (x1, x2) dx1dx2
}
, (4.14)
where K is a univariate kernel with variance σ2K and fx1x1 denotes the second partial
derivative of f with respect to x1.
Then, the integrated squares of the second derivatives in AMISE can be written
as ∫ ∫
fx1x1 (x1, x2)
2 dx1dx2 = E
[
∂4f(x1, x2)
∂x41
]
,
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which can be estimated by
1
n
n∑
i=1
[
∂4fˆ−i(xi1, xi2)
∂x41
]
and ∫ ∫
fx1x1 (x1, x2) fx2x2 (x1, x2) dx1dx2 = E
[
∂4f(x1, x2)
∂x21∂x
2
2
]
,
which can be estimated by
1
n
n∑
i=1
[
∂4fˆ−i(xi1, xi2)
∂x21∂x
2
2
]
.
Substituting these estimates into the expression of AMISE, in (4.14), and simplifying
for the standard Normal kernel, Sain, Baggerly and Scott (1994) showed that the
bivariate form of their preferred biased cross-validation function is given by
BCV(h1, h2) =
1
4pinh1h2
+
1
4n(n− 1)h1h2
n∑
i=1
∑
j 6=i
[(
(xi1 − xj1)2
h21
+
(xi2 − xj2)2
h22
)2
−
8
(
(xi1 − xj1)2
h21
+
(xi2 − xj2)2
h22
)
+ 8
]
φ
(
xi1 − xj1
h1
)
φ
(
xi2 − xj2
h2
)
,
(4.15)
where φ(x) is the standard normal density.
The biased cross-validation method shares the same relative rate of convergence
as the unbiased cross-validation, in the bivariate kernel density estimation, and it is
of the order
(
n−1/6
)
.
4.1.4 Taylor’s bootstrap method
The extension of Taylor’s bootstrap method to the bivariate density estimation is
straightforward when the product kernel is applied. Sain, Baggerly and Scott (1994)
considered the bootstrap estimator of MISE of the form
M̂ISE(h) =
∫
<d
E∗
{
fˆ ∗h(x)− fˆh(x)
}2
dx, (4.16)
where fˆ ∗h(x) is a multivariate product kernel estimator constructed with data sampled
from fˆh(x).
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Using the normal kernel in the evaluation of M̂ISE(h), they derived the multi-
variate bootstrap criterion which, for the bivariate case, can be written as
B (h1, h2) =
1
4pinh1h2
+
1
4pin2h1h2
n∑
i=1
∑
j 6=i
[
n− 1
2n
exp
{
− 1
8
(
(xi1 − xj1)2
h21
+
(xi2 − xj2)2
h22
)}
+ exp
{
− 1
4
(
(xi1 − xj1)2
h21
+
(xi2 − xj2)2
h22
)}
−
4
3
exp
{
−1
6
(
(xi1 − xj1)2
h21
+
(xi2 − xj2)2
h22
)}]
, (4.17)
where the diagonal i = j terms are omitted from the summations, following Taylor
(1989).
The relative rate of convergence of this method in the bivariate kernel density
estimation is the same as the UCV and BCV methods described above, and is of the
order O
(
n−1/6
)
. Sain, Baggerly and Scott (1994) performed simulations to compare
the UCV, BCV and Taylor’s bootstrap method for d = 1, 2, 3, using a product kernel
density estimator and the same smoothing parameter for all variables in the 2 and
3 dimensions, for simplicity. They discovered that in the bivariate application, Tay-
lor’s bootstrap method failed to find a minimum, for sample sizes lower than 100,
more than 50% of the time and sample sizes lower than 250 for the 3-dimensional
application. From the three methods tested, the biased cross-validation performed
best with values close to the MISE optimal with reasonable variability. The unbi-
ased cross-validation, although centred close to the MISE optimal, showed tendency
to undersmooth and exhibited large variability. Taylor’s bootstrap method was the
least variable but tended to oversmooth and had problem finding minima in small
samples.
4.1.5 Bootstrap iterative method
The bootstrap iterative method in the univariate kernel density estimation (Fos-
ter and Hahn (1997)) has been a remarkable improvement from Taylor’s bootstrap
method. It is interesting to extend this method to the bivariate kernel density esti-
mation, in order to determine if the good performance carries on to the 2 dimensions.
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The bivariate bootstrap mean integrated squared error (BBMISE), for the product
kernel density estimator, takes the form
BBMISE(h1, h2) = E∗
∫
<2
{
fˆ ∗h(x)− fˆg(x)
}2
dx, (4.18)
where
fˆg(x) =
1
n
n∑
j=1
Kg1(x1 −Xj1)Kg2(x2 −Xj2)
and
fˆ ∗h(x) =
1
n
n∑
j=1
Kh1(x1 −X∗j1)Kh2(x2 −X∗j2),
for a univariate kernel K. The aim is to then find the values of h1 and h2 which min-
imize the BBMISE by updating the values of g1 and g2 iteratively, until convergence.
The method proposed works as follows:
1. Choose reasonable initial values for the pilot smoothing parameters g10 and g20,
using a method like Scott’s rule of thumb.
2. Fix h2 = g20, g1 = g10 and g2 = g20.
3. Find the minimiser of BBMISE(h1, h2) for h1, hˆ1, and set h1 = h1new = hˆ1.
4. Find the minimiser of BBMISE(h1, h2) for h2, hˆ2, and set h2 = h2new = hˆ2.
5. Repeat steps 3 and 4 until |h1new−h1| < t and |h2new−h2| < t, for small t > 0.
6. Set g1 = g1new = h1new and g2 = g2new = h2new.
7. If |g1new − g1previous| < δ and |g2new − g2previous| < δ, for small δ > 0, then the
process stops and the optimal smoothing parameters are set to hˆ1BI = g1new
and hˆ2BI = g2new. Otherwise steps 3 to 7 are repeated.
4.1.6 Corrected bootstrap iterative method
We have seen that, in the univariate kernel density estimation, the correction
proposed for the bootstrap iterative method succeeds in generating estimates of the
smoothing parameter closer to the MISE optimal for small-medium sample sizes. It
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is interesting to extend this idea to the bivariate kernel density estimation by simply
applying the smoothness correction on each variable, in the same way as it is applied
in the univariate kernel density estimation. Even though the bivariate setting is
different from the univariate setting, the correction that was used in the univariate
setting applies to the bivariate setting in the sense that it should have the same effect
on each variable marginally, if the two variables are uncorrelated.
The smoothing corrections take the form i = α˜ih1.1i , for i = 1, 2, where
αi = 5.6947− exp
(
σˆ0.024i
)− exp(n2.733−exp(σˆ0.001314i ))
and the trimmed αi is defined as
α˜i =
 αi for αi > 00 for αi ≤ 0 (4.19)
where σˆi is the sample standard deviation of the ith variable that can be estimated
from the data. The smoothing parameters obtained from this method, are the values
hˆ1 and hˆ2 which minimise the corrected bivariate bootstrap mean integrated squared
error, BBMISEc, expressed as
BBMISEc(h1, h2) = BBISBc(h1, h2) + BBIV(h1, h2).
Here BBISBc is defined as
BBISBc(h1, h2) =
∫ ∫ {
E∗
(
fˆ ∗h1, h2(x)
)
− fˆg1− 1, g2− 2(x)
}2
dx1 dx2
and BBIV is given by
BBIV(h1, h2) =
∫ ∫ (
E∗
(
fˆ ∗h1, h2(x)
2
)
−
{
E∗
(
fˆ ∗h1, h2(x)
)}2)
dx1 dx2,
where
fˆg1− 1, g2− 2(x) =
1
n
n∑
j=1
Kg1− 1(x1 −Xj1)Kg2− 2(x2 −Xj2).
The procedure is the same as the bivariate bootstrap iterative method, explained in
subsection 4.1.5, with BBMISEc(h1, h2) replacing BBMISE(h1, h2).
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4.1.7 Plug-in rules
The plug-in methods in the bivariate density estimation were introduced by Wand
and Jones (1994) and are based on the idea of replacing unknown functionals of the
AMISE expression, with data based estimates. The general form of the AMISE is
given by
AMISE
(
fˆ (x;H)
)
=
1
n
|H|−1/2R(K) + 1
4
σ4K (vechH)
T ΨF (vechH) , (4.20)
where vechH is the vector comprised of the columns of H stacked over each other,
but with the upper off-diagonal elements of H removed,
vechH =

h21
h12
h22
 .
Also, ΨF is the 3× 3 matrix given by
ΨF =
∫
<2
[vech {2Hf (x)− diagHf (x)}] [vech {2Hf (x)− diagHf (x)}]T dx,
where diagHf (x) is the Hessian matrix of f with the off-diagonal terms set to zero.
In the bivariate scenario it takes the form
ΨF =

ψ4,0 2ψ3,1 ψ2,2
2ψ3,1 4ψ2,2 2ψ1,3
ψ2,2 2ψ1,3 ψ0,4
 , (4.21)
where the ψi,j’s are defined in expression (4.8).
Assuming that the entries of Hf (x) are continuous and square integrable, that all
entries of H and n−1 |H|−1/2 tend to zero as n → ∞, then Wand (1992) has shown
that
MISE
{
fˆ (x;H)
}
= AMISE
{
fˆ (x;H)
}
+ o
{
n−1 |H|−1/2 + tr2 (H)
}
, (4.22)
where tr (H) is the trace of H which is the sum of its diagonal entries.
Since the only parts of AMISE which depend on the unknown f are the entries
of ΨF , the plug-in methods in bivariate density estimation employ different ways of
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estimating those entries to plug them in the AMISE function (hence the term plug-
in). Then once the estimate of the AMISE function is obtained, the entries of the
bandwidth matrixH can only be estimated numerically, unless the bandwidth matrix
is diagonal. In that case the AMISE can be simplified to
AMISE
(
fˆ (x;h1, h2)
)
=
1
nh1h2
R(K) +
1
4
σ4K
(
h41ψ4,0 + 2h
2
1 h
2
2 ψ2,2 + h
4
2ψ0,4
)
, (4.23)
and can be minimized analytically by
h1,AMISE =
 ψ3/40,4 R(K)
σ4Kψ
3/4
4,0
(
ψ
1/2
4,0 ψ
1/2
0,4 + ψ2,2
)
n
1/6 (4.24)
and
h2,AMISE =
(
ψ4,0
ψ0,4
)1/4
h1,AMISE. (4.25)
The unknown ψ components in h1,AMISE and h2,AMISE can be estimated by
ψˆk, l (A) = n−1
n∑
i=1
fˆ (k+l) (Xi;A) = n−2
n∑
i=1
n∑
j=1
K
(k+l)
A (Xi −Xj) , (4.26)
where A is a full bandwidth matrix and K a bivariate kernel.
Wand and Jones (1994) proposed using a bandwidth matrix of the form A = a2I,
so that the asymptotic mean squared error of ψˆk, l (A) can be expressed in a closed
form and the minimizing value of A, aAMSE, obtained explicitly. The form of aAMSE
depends on the unknown ψk+2, l and ψk, l+2 and the process can be repeated indefi-
nitely. Therefore, a solution is to use a reference distribution to replace the unknown
f and obtain the necessary ψ’s at a chosen stage. The bivariate normal distribution
with mean vector 0 and variance-covariance matrix Σ is used as a reference distri-
bution by the authors, where the variance-covariance matrix is estimated from the
data.
Variations of the plug-in method in bivariate kernel density estimation include
the work by Duong and Hazelton (2003), where they employ a different criterion for
choosing the bandwidth of A, to estimate the ψ’s, and they allow for a full bandwidth
matrix H to be used to estimate f . They argue that Wand and Jones (1994) choice
of initial bandwidths may lead to a non positive-definite or almost singular matrix
ΨF (4.21), which can lead to a monotonically decreasing AMISE surface.
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Duong and Hazelton proposed using a single smoothing parameter, a, to estimate
the elements of ΨF and they choose that value by minimising the sum of AMSE
(SAMSE) for the ψˆk, l terms. That can be written as
a4, SAMSE = arg min
a>0
∑
r:|r|=4
AMSEψˆr(a),
where |r| are all the possible combinations of k, l, where k+l = 4. Then a4, SAMSE will
depend on a6, SAMSE and the dependence repeats, but aj,SAMSE, for j = |r| = 4, 6, 8, . . .,
is available in closed form. Hence, by choosing the maximum order of jmax, for which
to estimate ajmax,SAMSE, the functionals of that order can be estimated using a normal
reference estimate.
In a simulation study performed by Duong and Hazelton (2003), they compared
their plug-in method for full bandwidth matrices and the plug-in method by Wand
and Jones for full bandwidth matrices and diagonal bandwidth matrices, for 1 and 2
stages of pilot smoothing, before using a reference distribution to estimate the neces-
sary ψ’s. When 1 stage of pilot smoothing is used then the aAMSE needed to estimate
the original ψˆk, l is obtained by plugging estimates of ψk+2, l and ψk, l+2, derived using
a reference distribution. They also used sphering and scaling transformations (sep-
arately) on the data, before applying the bandwidth a, so that the choice of initial
smoothing parameter is appropriate for both variables, and then transformed the re-
sulting bandwidth matrixH back to the original scale (more detailed discussion about
this in subsection 4.2.1). They concluded that the 2-stage methods perform better
than their 1-stage counterparts and sphering the data, before applying the methods
with full bandwidth matrices, appears to be better than the scaling transformation.
It is interesting to comment that the method where the bandwidth matrix was
set to be diagonal, which is equivalent to using the product kernel density estimator,
performed as well as its counterparts, overall, when the data was scaled. The authors
noted that the sphering transformation on the data before using a diagonal bandwidth
matrix, can lead to very poor performance, which agrees with the findings of Wand
and Jones (1993).
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4.1.8 MCMC method
Another method for estimating the density in the bivariate setting includes a
Bayesian MCMC approach by Zhang, King and Hyndman (2006), who show that
their method can be employed to higher dimensions without an increased difficulty.
The approach is based on treating the bandwidth matrix H as a parameter ma-
trix and sampling the parameters from a posterior distribution, after choosing an
appropriate prior density for the parameters. The criterion to be minimized for H is
the Kullback-Leibler information which is given by
dKL
(
f, fˆH
)
=
∫
<d
log
(
f(x)
fˆH(x)
)
f(x) dx
=
∫
<d
log [f(x)] f(x) dx−
∫
<d
log
[
fˆH(x)
]
f(x) dx,
and it is equivalent to maximize the expression
E log
[
fˆH(x)
]
=
∫
<d
log
[
fˆH(x)
]
f(x) dx.
To do this they use a likelihood cross-validation criterion which selects H by maxi-
mizing the average logarithmic likelihood function
1
n
L
(
x1, . . . ,xn
∣∣H) = 1
n
n∑
i=1
log
(
fˆH,i(xi)
)
,
where
fˆH, i(xi) =
1
n− 1
n∑
j=1
j 6=i
|H|−1/2K
(
H−1/2 (xi − xj)
)
.
To implement the procedure they use the Cholesky decomposition H = LLT∗ , where
L is a lower triangular matrix and LT∗ is its conjugate transpose. They then set
B = L−1 and use the leave-one-out kernel estimator of f(x) given by
fˆB, i(xi) =
1
n− 1 |B|
n∑
j=1
j 6=i
K (B (xi − xj)) ,
to obtain the logarithmic posterior of B
pi (B|λ,x) ∝
2∑
i=1
i∑
j=1
logpi (bij|λ) +
n∑
i=1
log fˆB, i(xi),
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where
pi (bij|λ) ∝ 1
1 + λ b2ij
is the prior density for a parameter λ and j ≤ i, i = 1, 2 for the bivariate setting.
Then, the elements of B, bij can be sampled from the posterior pi (B|λ,x) using the
Metropolis-Hastings algorithm and the posterior mean of B is an estimator of the
optimal bandwidth.
Simulations performed by the authors show comparable results to the PI method
by Duong and Hazelton (2003) and better results compared to Scott’s rule of thumb
method, for a bivariate density using the MISE criterion. Due to the fact that
the MCMC method is numerically intensive and requires strong mathematical back-
ground and the selection of prior parameters, it is not very popular in density es-
timation. However, due to its capability in obtaining estimates of the smoothing
parameters in higher dimensions, without markedly increased complexity even for
full bandwidth matrices, it has the potential of becoming a useful method in multi-
variate density estimation.
4.2 Asymptotically motivated smoothed bootstrap
method in bivariate kernel density estimation
with the diagonal terms removed
In this section we examine the theoretical properties of the bootstrap based method
of choosing smoothing parameters, in bivariate kernel density estimation, and suggest
a modified choice of initial smoothing parameters, g1 and g2, that are to be kept fixed
when estimating the smoothing parameters, hˆ1 and hˆ2.
Like in the univariate kernel density estimation application in Chapter 3, we want
to investigate the difference between the asymptotic relative rates of convergence
of the estimated smoothing parameters to the MISE optimal, for the cases where
the diagonal terms of the BBMISE (Bivariate Bootstrap Mean Integrated Squared
Error) are included or omitted. This is equivalent to using the leave-one-out kernel
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density estimator to construct the BBMISE without the diagonal terms, like in the
univariate density estimation. For that, we define the bivariate leave-one-out product
kernel density estimator as,
fˆg,−i(x) =
1
n− 1
n∑
j 6=i
Kg1(x1 −Xj1)Kg2(x2 −Xj 2)
and the corresponding bootstrap kernel density estimator
fˆ ∗h,−i(x) =
1
n− 1
n∑
j 6=i
Kh1(x1 −X∗j1)Kh2(x2 −X∗j2)
where X∗j1 and X∗j2 are bootstrap realizations from x1 and x2 respectively. The
error function we want to minimize is the BBMISEND (Bivariate Bootstrap Mean
Integrated Squared Error with no diagonals) which is given by
BBMISEND(h) = E∗
∫ ∫ {
fˆ ∗h,−i(x)− fˆg,−i(x)
}2
dx1dx2.
BBMISEND can be expressed as the sum of the BBIVND (Bivariate Bootstrap Inte-
grated Variance) and BBISBND (Bivariate Bootstrap Integrated Squared Bias), which
are defined as
BBISBND(h) =
∫ ∫ {
E∗
(
fˆ ∗h,−i(x)
)
− fˆg,−i(x)
}2
dx1dx2
and
BBIVND(h) =
∫ ∫ [
E∗
(
fˆ ∗h,−i(x)
2
)
−
{
E∗
(
fˆ ∗h,−i(x)
)}2]
dx1dx2.
In the asymptotic analysis we make the assumptions that h1 = h2 = h and g1 =
g2 = g, because under these assumptions the explicit expression for the minimizer of
the asymptotic MISE (AMISE) is available (Sain, Baggerly and Scott (1994)) and for
theoretical convenience. The explicit minimizer of AMISE, h˜00, is needed in order to
obtain the relative rate of convergence of the estimated smoothing parameters to the
MISE optimal, h00, and also the qualitative behaviour of hˆ1 and hˆ2 should be similar
to that of hˆ (Sain, Baggerly and Scott (1994)).
The standard Gaussian kernel K will be used for the bootstrap method, although
most of the theory holds for a general second order kernel.
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The structure of Section 4.2 is outlined here, in order to make it easier to read
and understand. We start by obtaining the explicit expressions of the BBISB, BBIV
and BBMISE with no diagonals, for standard normal kernel. A necessary regularity
condition on f follows which leads to the theorem of interest, concerning the relative
rate of convergence of the BBMISE minimizer, hˆ, to the MISE optimal h00. In order
to prove the theorem of interest, 6 lemmas are stated and derived, which contain
results that are necessary at various steps of the proof of the theorem. Then, the
proof of the theorem is given and the relationship between g and n which leads to
the fastest relative rate of convergence of hˆ to the h00 is obtained. After that, a
data-based choice of the smoothing parameters gi is discussed and the procedure for
the proposed method explained.
The following expectations are useful in expanding the expressions for the BBIVND
and BBISBND:
E∗
(
Kh(x1 −X∗j1)Kh(x2 −X∗j 2)
)
=
=
∫ ∫
Kh(x1 − y1)Kh(x2 − y2) 1
(n− 1)g2
n∑
k 6=j
K
(
y1 −Xk1
g
)
K
(
y2 −Xk2
g
)
dy
=
1
n− 1
n∑
k 6=j
∫ ∫
Kh(x1 − y1)Kh(x2 − y2)Kg(y1 −Xk1)Kg(y2 −Xk2) dy
=
1
n− 1
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
E∗
(
Kh(x1 −X∗j1)2Kh(x2 −X∗j 2)2
)
=
=
∫ ∫
Kh(x1 − y1)2Kh(x2 − y2)2 1
(n− 1)g2
n∑
k 6=j
K
(
y1 −Xk1
g
)
K
(
y2 −Xk2
g
)
dy
=
1
n− 1
n∑
k 6=j
1
2pi
K√
h4+2h2g2
(√
2(x1 −Xk1)2h2
)
K√
h4+2h2g2
(√
2(x2 −Xk2)2h2
)
=
1
4h2pi(n− 1)
n∑
k 6=j
K√√√√h2 + 2g2
2
(x1 −Xk1)K√√√√h2 + 2g2
2
(x2 −Xk2) .
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The BBISBND can be expressed as
BBISBND(h) =
∫ ∫ {
E∗
(
fˆ ∗h,−i(x)
)
− fˆg,−i(x)
}2
dx1 dx2
=
∫ ∫ {
E∗
(
Kh(x1 −X∗j 1)Kh(x2 −X∗j 2)
)−
1
n− 1
n∑
l 6=i
Kg(x1 −Xl1)Kg(x2 −Xl2)
}2
dx1 dx2
=
∫ ∫ {
1
n− 1
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)−
1
n− 1
n∑
l 6=i
Kg(x1 −X1l)Kg(x2 −X2l)
}2
dx1 dx2
=
∫ ∫ ({
1
n− 1
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2
−
2
{
1
n− 1
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}
{
1
n− 1
n∑
l 6=i
Kg(x1 −X1l)Kg(x2 −X2l)
}
+
{
1
n− 1
n∑
l 6=i
Kg(x1 −X1l)Kg(x2 −X2l)
}2)
dx1 dx2
=
∫ ∫ ({
1
n− 1
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
1
n− 1
n∑
m 6=l
K√
h2+g2
(x1 −Xm1)K√h2+g2 (x2 −Xm2)
}
−
2
{
1
n− 1
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
1
n− 1
n∑
l 6=i
Kg(x1 −X1l)Kg(x2 −X2l)
}
+
{
1
n− 1
n∑
l 6=i
Kg(x1 −X1l)
Kg(x2 −X2l) 1
n− 1
n∑
k 6=i
Kg(x1 −X1k)Kg(x2 −X2k)
})
dx
=
1
n(n− 1)
n∑∑
k 6=j
K√
2h2+2g2
(Xk1 −Xj1)K√2h2+2g2 (Xk2 −Xj2)−
2
n(n− 1)
n∑∑
l 6=m
K√
h2+2g2
(Xl1 −Xm1)K√h2+2g2 (Xl2 −Xm2) +
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1
n(n− 1)
n∑∑
i 6=j
K√
2g2
(Xi1 −Xj1)K√2g2 (Xi2 −Xj2)
=
1
n(n− 1)
[
n∑∑
k 6=j
1
4pi(h2 + g2)
exp
(−(Xk1 −Xj1)2
4(h2 + g2)
)
exp
(−(Xk2 −Xj2)2
4(h2 + g2)
)
−
n∑∑
l 6=m
1
pi(h2 + 2g2)
exp
(−(Xl1 −Xm1)2
2(h2 + 2g2)
)
exp
(−(Xl2 −Xm2)2
2(h2 + 2g2)
)
+
n∑∑
i 6=j
1
4pig2
exp
(−(Xi1 −Xj1)2
4g2
)
exp
(−(Xi2 −Xj 2)2
4g2
)]
, (4.27)
and the BBIVND is given by
BBIVND(h) =
∫ ∫ (
E∗
(
fˆ ∗h,−i(x)
2
)
−
{
E∗
(
fˆ ∗h,−i(x)
)}2)
dx1 dx2
=
∫ ∫ [
E∗

(
1
n− 1
n∑
j 6=i
Kh(x1 −X∗j1)Kh(x2 −X∗j2)
)2−{
1
n− 1
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2]
dx1 dx2
=
∫ ∫ [
E∗
{
1
(n− 1)2
(
n∑
k 6=i
Kh(x1 −X∗k1)2Kh(x2 −X∗k2)2+
n∑
j 6=l 6=i
Kh(x1 −X∗j1)Kh(x2 −X∗j2)Kh(x1 −X∗l1)Kh(x2 −X∗l2)
)}
−
(
1
(n− 1)2
){ n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2]
dx
=
∫ ∫ [
1
(n− 1)2
n∑
k 6=i
{
1
4pih2(n− 1)
n∑
l 6=j
K√
(h2+2g2)/2
(x1 −Xl1)
K√
(h2+2g2)/2
(x2 −Xl2)
}
+
1
(n− 1)2
n∑
j 6=l 6=i
{
1
(n− 1)
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
1
(n− 1)
n∑
m6=l
K√
h2+g2
(x1 −Xm1)K√h2+g2 (x2 −Xm2)
}
−
{
1
(n− 1)
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2]
dx
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=
∫ ∫ [
1
4pih2(n− 1)2
n∑
l 6=j
K√
(h2+2g2)/2
(x1 −Xl1)K√(h2+2g2)/2 (x2 −Xl2) +
(n− 1)2 − (n− 1)
(n− 1)2
{
1
(n− 1)
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2
−
{
1
(n− 1)
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2]
dx
=
(n− 1)
4pih2(n− 1)2 +∫ ∫ (−(n− 1)
(n− 1)2
){
1
(n− 1)
n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2
dx
=
1
4pih2(n− 1) −
1
(n− 1)3
∫ ∫ ( n∑
k 6=j
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
)2
dx
=
1
4pih2(n− 1)−
(n− 1)2
n(n− 1)(n− 1)3
n∑∑
i 6=j
K√
2(h2+g2)
(Xi1 −Xj1)K√2(h2+g2) (Xi2 −Xj2)
=
1
4pih2(n− 1) −
1
n(n− 1)2
n∑∑
i 6=j
K√
2(h2+g2)
(Xi1 −Xj1)K√2(h2+g2) (Xi2 −Xj2)
=
1
4pih2(n− 1) −
1
n(n− 1)2
n∑∑
i 6=j
K√
2(h2+g2)
(Xi1 −Xj1)K√2(h2+g2) (Xi2 −Xj2)
=
1
4pih2(n− 1) −
1
4pi(h2 + g2)n(n− 1)2
n∑∑
i 6=j
exp
(−(Xi1 −Xj1)2
4(h2 + g2)
)
exp
(−(Xi2 −Xj 2)2
4(h2 + g2)
)
.
(4.28)
The expression for the BBMISEND(h) is obtained by adding the expression for the
BBISBND(h), in (4.27), and the expression for the BBIVND(h), in (4.28), and is given
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by
BBMISEND(h) = E∗
∫ ∫ {
fˆ ∗h,−i(x)− fˆg,−i(x)
}2
dx1 dx2
= BBISBND(h) + BBIVND(h)
=
1
n(n− 1)
[
n∑∑
k 6=j
1
4pi(h2 + g2)
exp
(−(Xk1 −Xj1)2
4(h2 + g2)
)
exp
(−(Xk2 −Xj2)2
4(h2 + g2)
)
−
n∑∑
l 6=m
1
pi(h2 + 2g2)
exp
(−(Xl1 −Xm1)2
2(h2 + 2g2)
)
exp
(−(Xl2 −Xm2)2
2(h2 + 2g2)
)
+
n∑∑
i 6=j
1
4pig2
exp
(−(Xi1 −Xj1)2
4g2
)
exp
(−(Xi2 −Xj 2)2
4g2
)]
+
1
4pih2(n− 1) −
1
4pi(h2 + g2)n(n− 1)2
n∑∑
i 6=j
exp
(−(Xi1 −Xj1)2
4(h2 + g2)
)
exp
(−(Xi2 −Xj 2)2
4(h2 + g2)
)
=
1
n2 − n
[(
1− 1
n− 1
) n∑∑
k 6=j
1
4pi(h2 + g2)
exp
(−(Xk1 −Xj1)2
4(h2 + g2)
)
exp
(−(Xk2 −Xj2)2
4(h2 + g2)
)
−
n∑∑
l 6=m
1
pi(h2 + 2g2)
exp
(−(Xl1 −Xm1)2
2(h2 + 2g2)
)
exp
(−(Xl2 −Xm2)2
2(h2 + 2g2)
)
+
n∑∑
i 6=j
1
4pig2
exp
(−(Xi1 −Xj1)2
4g2
)
exp
(−(Xi2 −Xj 2)2
4g2
)]
+
1
4pih2(n− 1) (4.29)
To state the theorem of interest, we introduce the following regularity condition
on the true density f :
Condition 4.2.1. The function f is compactly supported and has 4 bounded deriva-
tives and for some 0 ≤ q ≤ 1,
sup
−∞<x1, x2, y1, y2<∞
∣∣f (3)(x)− f (3)(y)∣∣
||x− y|| q <∞, (4.30)
where
f (r)(x) =
∂|r|
∂xr11 ∂x
r2
2
f(x), (4.31)
with |r| = r1 + r2 and ||x|| is the L2 Norm.
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Theorem 4.2.1. Let h00 be the minimizer of MISE. Assuming that (h00/g)→ 0 and
condition (4.2.1) holds, then if hˆ is the minimizer of BBMISEND(h),(
hˆ− h00
h00
)
= −C−12 C21
[ (
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5g2 +O
(
g2+2q
) ]
,
where Zn is asymptotically Normal N(0, 1) and C1, . . . , C5 are constants.
The constants C1, . . . , C5 are given by
C1 =
21/6R(K)1/3(∫
<2 [f11(x)
2 + 2f11(x)f22(x) + f22(x)2] dx
)1/6 ,
C2 = 6C
− 4
1 R(K)
2 + 3C 21
(∫
<2
[
f11(x)2 + 2f11(x)f22(x) + f22(x)2
]
dx
)
,
C3 =
3
8pi
∫
<2
f(x)2dx ,
C4 = 4
{[∫
<2
f(x)
{(
f1111(x) + f2211(x)
)2
+
(
f1122(x) + f2222(x)
)2
+
2
(
f1111(x) + f2211(x)
)(
f1122(x) + f2222(x)
)}
dx−
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2]}
,
C5 =
∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx ,
where fiij(x) =
(
∂3/∂x2i∂x
1
j
)
f(x), and their derivation is provided further on in the
chapter.
In order to prove Theorem 4.2.1, a number of preparatory lemmas is stated first.
Lemma 4.2.2. If the function H vanishes outside a compact set and satisfies
|H (x + y)−H (x)| ≤ C||y||q, for −∞ < x1, x2 <∞,
where 0 ≤ q ≤ 1, and if 1, 2, δ1, δ2 → 0 and supδ1 |B1(δ1)|, supδ2 |B1(δ2)| are bounded,
then ∫
<2
H (w)
[
H (w1 + 1 +B1(δ1), w2 + 2 +B1(δ2))−
H (w1 +B1(δ1), w2 +B1(δ2))
]
dw = O
(||||2q) . (4.32)
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Lemma 4.2.2 is equivalent to Lemma 5.4 (Appendix B.3) by Hall and Marron
(1991) and Lemma 5.1 (Appendix B.3) by Hall, Marron and Park (1992).
For the proofs of the lemmas that follow we introduce a notation that is equivalent
to the notation used by Hall, Marron and Park (1992), where ∗ denotes convolution.
This is
D = Kh ∗Kg(x1)Kh ∗Kg(x2)−Kg(x1)Kg(x2),
a(x) = E {D (x−X)} ,
b(x) = E
(
fˆh(x)
)
− f(x),
and their partial derivatives with respect to h are ah = (∂/∂h) a, Dh = (∂/∂h)D and
bh = (∂/∂h) b.
Lemma 4.2.3. Assuming condition (4.2.1) then as h→ 0 and g → 0,
b (x) = κ2h2f11(x) + κ2h2f22(x) +O
(
h4
)
bh (x) = 2κ2hf11(x) + 2κ2hf22(x) +O
(
h3
)
a(x)− b (x) = O (h2g2) .
If also (h/g) is bounded then∫
<2
(ah (x)− bh (x)) (a (x) + b (x)) dx = −4κ32 h3 g2
[∫
<2
f111(x)2 dx+
3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx
]
+O
(
h3g2+2q
)
∫
<2
(ah (x) + bh (x)) (a (x)− b (x)) dx = −4κ32 h3 g2
[∫
<2
f111(x)2 dx+
3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx
]
+O
(
h3g2+2q
)
.
Proof of Lemma 4.2.3. We define b(x) to be the bias of the kernel density estimate
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fˆh(x) and κj = (−1)j (j!)−1
∫
wjK(w) dw. Then
b(x) = E
(
fˆh(x)
)
− f(x)
= E
(
1
h2
K
(
x1 −Xi1
h
)
K
(
x2 −Xi2
h
))
− f(x)
=
∫ ∫
1
h2
K
(
x1 − t1
h
)
K
(
x2 − t2
h
)
f(t1, t2) dt− f(x)
and by making the substitutions w1 =
(
x1 − t1
h
)
and w2 =
(
x2 − t2
h
)
we get
b(x) =
∫ ∫
K (w1)K (w2) f(x1 − hw1, x2 − hw2) dw − f(x).
Using the bivariate Taylor’s series expansion to expand f(x1 − hw1, x2 − hw2),
f(x− hw) = f(x)−
2∑
j=1
hwj fj(x) +
1
2
2∑
r, s=1
h2wr ws frs(x)−
1
3!
2∑
r, s, k=1
h3wrwswkfrsk(x) +
1
4!
2∑
r, s, k, l=1
h4wrwswkwlfr s k l(x) + o
(
h4
)
,
we get
b(x) =
∫ ∫
K (w1)K (w2)
{
f(x)−
2∑
j=1
hwjfj(x) +
1
2
2∑
r, s=1
h2wrwsfrs(x)− 1
3!
2∑
r, s, k=1
h3wrwswkfrsk(x) +
1
4!
2∑
r, s, k, l=1
h4wrwswkwlfrsk l(x) + o
(
h4
)}
dw − f(x)
= f(x) +
1
2
σ2K
2∑
j=1
h2fjj(x) +O
(
h4
)− f(x)
= κ2h
2f11(x) + κ2h2f22(x) +O
(
h4
)
, (4.33)
where
2∑
r, s, k, l=1
≡
2∑
r=1
2∑
s=1
2∑
k=1
2∑
l=1
.
Taking the partial derivative of b(x) with respect to h leads to
bh(x) = 2κ2hf11(x) + 2κ2hf22(x) +O
(
h3
)
.
Now using
D (x) = Kh ∗Kg(x1)Kh ∗Kg(x2)−Kg(x1)Kg(x2)
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we can write,
a(x) = E {D (x−X)}
= E
{
1
(n− 1)
n∑
i 6=j
∫ ∫
Kh(x1 − y1)Kg(y1 −Xi1)Kh(x2 − y2)Kg(y2 −Xi2) dy
− 1
(n− 1)
n∑
i 6=j
Kg(x1 −Xi1)Kg(x2 −Xi2)
}
= E
{
1
(n− 1)
n∑
i 6=j
K√
h2+g2
(x1 −Xi1)K√h2+g2(x2 −Xi2)−
1
(n− 1)
n∑
k 6=l
Kg(x1 −Xk1)Kg(x2 −Xk2)
}
=
1
(n− 1)
n∑
i 6=j
∫ ∫
K√
h2+g2
(x1 − z1)K√h2+g2(x2 − z2)f(z) dz−
1
(n− 1)
n∑
k 6=l
∫ ∫
Kg(x1 − y1)Kg(x2 − y2)f(y) dy
=
∫ ∫
1√
h2 + g2
K
(
x1 − z1√
h2 + g2
)
1√
h2 + g2
K
(
x2 − z2√
h2 + g2
)
f(z1, z2) dz−∫ ∫
1
g
K
(
x1 − y1
g
)
1
g
K
(
x2 − y2
g
)
f(y1, y2) dy.
Applying the substitutions t1 =
(x1 − z1)√
h2 + g2
, t2 =
(x2 − z2)√
h2 + g2
, ξ1 =
(x1 − y1)
g
and
ξ2 =
(x2 − y2)
g
, we get
a(x) =
∫ ∫
K(t1)K(t2)f
(
x1 − t1
√
h2 + g2, x2 − t2
√
h2 + g2
)
dt1dt2−∫ ∫
K(ξ1)K(ξ2)f (x1 − gξ1, x2 − gξ2) dξ1 dξ2
=
∫ ∫
K(t1)K(t2)
{
f(x)−
2∑
i=1
√
h2 + g2 tifi +
2∑
r=1
2∑
s=1
(h2 + g2)
2
trtsfrs−
2∑
r, s, k=1
(h2 + g2)3/2
3!
tr ts tk frsk +
2∑
r, s, k, l=1
(h2 + g2)2
4!
tr ts tk tl fr s k l+
o
((
h2 + g2
)2)}
dt−
∫ ∫
K(ξ1)K(ξ2)
{
f(x)−
2∑
i=1
gξifi +
2∑
r,s=1
g2
2
ξrξsfrs−
2∑
r, s, k=1
g3
3!
ξrξsξkfrsk +
2∑
r, s, k, l=1
g4
4!
ξrξsξkξlfr s k l + o
(
g4
)}
dξ
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= f(x) +
1
2
σ2K
(
h2 + g2
)
f11 +
1
2
σ2K
(
h2 + g2
)
f22+
(h4 + 2h2g2 + g4)
24
2∑
r,s,k,l=1
tr ts tk tl frskl + o
(
h4
)− f(x)− 1
2
σ2Kg
2f11 − 1
2
σ2Kg
2f22
− g
4
24
2∑
r, s, k, l=1
ξrξsξkξlfrskl + o
(
g4
)
=
1
2
σ2K
(
h2 + g2
)
f11 +
1
2
σ2K
(
h2 + g2
)
f22 − 1
2
σ2Kg
2f11 − 1
2
σ2Kg
2f22 +O(h
2g2)
= κ2h
2f11(x) + κ2h2f22(x) +O(h2g2). (4.34)
Hence, by subtracting the expression of b(x), in (4.33), from the expression of
a(x), in (4.34), we get
a(x)− b(x) = O (h2g2) .
We define δ(x) = a(x) − b(x). We want to obtain the asymptotic expressions
of
∫ ∫
(ah − bh) (a+ b) and
∫ ∫
(ah + bh) (a− b) which is equivalent to obtaining the
asymptotic expressions of
∫ ∫
(δhδ + 2δhb) and
∫ ∫
(δhδ + 2δbh), respectively.
We rewrite b(x) and a(x) in the following way:
b(x) =
∫ ∫
K (w1)K (w2) f(x1 − hw1, x2 − hw2) dw − f(x)
=
∫ ∫
K (w1)K (w2) f(x1 − hw1, x2 − hw2) dw −
∫ ∫
K(w1)K(w2)f(x) dw
=
∫ ∫
K (w1)K (w2) {f(x1 − hw1, x2 − hw2)− f(x1, x2)} dw
=
∫
<4
K (u1)K (u2)K (v1)K (v2) {f(x1 − hu1, x2 − hu2)− f(x1, x2)} du dv,
(4.35)
and
a(x) =
∫
<4
Kh(x1 − y1)Kg(y1 − z1)Kh(x2 − y2)Kg(y2 − z2)f(z) dy dz−∫
<2
Kg(x1 − s1)Kg(x2 − s2)f(s) ds.
Using substitutions u1 =
(x1 − y1)
h
, u2 =
(x2 − y2)
h
, v1 =
(y1 − z1)
g
, v2 =
(y2 − z2)
g
,
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ξ1 =
(x1 − s1)
g
and ξ2 =
(x2 − s2)
g
, we get
a(x) =
∫
<4
K(u1)K(v1)K(u2)K(v2)f(y − vg) du dv−∫
<2
K(ξ1)K(ξ2)f(x− ξg) dξ
=
∫
<4
K(u1)K(u2)K(v1)K(v2)f(x− uh− vg) du dv−∫
<4
K(u1)K(u2)K(ξ1)K(ξ2)f(x− ξg) du dξ
=
∫
<4
K(u1)K(u2)K(v1)K(v2) {f(x− uh− vg)− f(x− vg)} du dv. (4.36)
By subtracting the expression of b(x), in (4.35), from the expression of a(x), in
(4.36), we get the expression for δ(x) given by
δ(x) = a(x)− b(x)
=
∫
<4
K(u1)K(u2)K(v1)K(v2)
{
f(x− uh− vg)− f(x− vg)−{
f(x− uh)− f(x)
}}
du dv.
For the following part we use the bivariate Taylor’s series expansion with remain-
der which is given by
f(x) = f(a) +
n∑
|α|=1
1
α!
(Dαf) (a)(x− a)α+
∑
|α|=n+1
n+ 1
α!
(x− a)α
∫ 1
0
(1− t)n (D αf) (a+ t(x− a)) dt,
whereDαf denotes the αth partial derivative of f , n is the number of terms before the
remainder and |α| = m are the combinations of all possible mth partial derivatives.
In this example it takes the form
f(x− uh) = f(x)− f1(x)hu1 − f2(x)hu2 + (−hu1)2
∫ 1
0
(1− t)f11(x− uht) dt+
(−hu2)2
∫ 1
0
(1− t)f22(x− uht) dt+ 2(−hu1)(−hu2)∫ 1
0
(1− t)f12(x− uht) dt.
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Then b(x), in (4.35), can be expressed as
b(x) =
∫ ∫
K (u1)K (u2) {f(x1 − hu1, x2 − hu2)− f(x1, x2)} du
=
∫ ∫
K (u1)K (u2)
{
f(x)− f1(x)hu1 − f2(x)hu2+
(−hu1)2
∫ 1
0
(1− t)f11(x− uht) dt+ (−hu2)2
∫ 1
0
(1− t)f22(x− uht) dt+
2(−hu1)(−hu2)
∫ 1
0
(1− t)f12(x− uht) dt− f(x)
}
du
=
∫ ∫
K (u1)K (u2)
{
(−hu1)2
∫ 1
0
(1− t)f11(x− uht) dt+
(−hu2)2
∫ 1
0
(1− t)f22(x− uht) dt+
2(−hu1)(−hu2)
∫ 1
0
(1− t)f12(x− uht) dt
}
du. (4.37)
Now to obtain δh(x) we take the partial derivative of δ(x), with respect to h. The
expression of δ(x) is given by
δ(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
{
f(x− uh− vg)− f(x− vg)−{
f(x− uh)− f(x)
}}
du dv, (4.38)
and its partial derivative with respect to h is
δh(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
{
(−u1)f1(x− uh− vg)+
(−u2)f2(x− uh− vg)−
{
(−u1)f1(x− uh) + (−u2)f2(x− uh)
}}
du dv
=
∫
<4
K (u1)K (u2)K (v1)K (v2)
[{
(−u1)
(
f1(x− uh− vg)−
f1(x− uh)
)}
+
{
(−u2)
(
f2(x− uh− vg)− f2(x− uh)
)}]
du dv.
Adding the terms∫
<4
K (u1)K (u2)K (v1)K (v2)u1 (f1(x− vg)− f1(x)) du dv
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and ∫
<4
K (u1)K (u2)K (v1)K (v2)u2 (f2(x− vg)− f2(x)) du dv ,
which are equal to zero due to the property
∫
uiK (ui) dui = 0, we get
δh(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
[{
(−u1)
(
f1(x− uh− vg)−
f1(x− uh)−
(
f1(x− vg)− f1(x)
))}
+{
(−u2)
(
f2(x− uh− vg)− f2(x− uh)−
(
f2(x− vg)− f2(x)
))}]
du dv.
Then, using the bivariate Taylor’s series expansion with remainder for f1(x−uh−
vg), f1(x− vg), f2(x− vg) and f2(x− uh− vg), leads to
δh(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
[{
(−u1)
(
f1(x− uh) + (−gv1)f11(x− uh)
+ (−gv2)f12(x− uh) + (−gv1)2
∫ 1
0
(1− t)f111(x− vgt− uh) dt+
(−gv2)2
∫ 1
0
(1− t)f122(x− vgt− uh) dt+
2(−gv1)(−gv2)
∫ 1
0
(1− t)f112(x− vgt− uh) dt− f1(x− uh)−(
f1(x) + (−gv1)f11(x) + (−gv2)f12(x) + (−gv1)2
∫ 1
0
(1− t)f111(x− vgt) dt+
(−gv2)2
∫ 1
0
(1− t)f122(x− vgt) dt+ 2(−gv1)(−gv2)
∫ 1
0
(1− t)f112(x− vgt) dt−
f1(x)
))}
+
{
(−u2)
(
f2(x− uh) + (−gv1)f21(x− uh) + (−gv2)f22(x− uh)+
(−gv1)2
∫ 1
0
(1− t)f211(x− vgt− uh) dt+ (−gv2)2∫ 1
0
(1− t)f222(x− vgt− uh) dt+ 2(−gv1)(−gv2)∫ 1
0
(1− t)f212(x− vgt− uh) dt− f1(x− uh)−(
f2(x) + (−gv1)f21(x) + (−gv2)f22(x) + (−gv1)2
∫ 1
0
(1− t)f211(x− vgt) dt+
(−gv2)2
∫ 1
0
(1− t)f222(x− vgt) dt+ 2(−gv1)(−gv2)
∫ 1
0
(1− t)f212(x− vgt) dt
− f2(x)
))}]
du dv ,
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which simplifies in the following way
δh(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
[{
(−u1)(
(−gv1)2
∫ 1
0
(1− t)f111(x− vgt− uh) dt+ (−gv2)2
∫ 1
0
(1− t)
f122(x− vgt− uh) dt+ 2(−gv1)(−gv2)
∫ 1
0
(1− t)f112(x− vgt− uh) dt−(
(−gv1)2
∫ 1
0
(1− t)f111(x− vgt) dt+ (−gv2)2
∫ 1
0
(1− t)f122(x− vgt) dt+
2(−gv1)(−gv2)
∫ 1
0
(1− t)f112(x− vgt) dt
))}
+{
(−u2)
(
(−gv1)2
∫ 1
0
(1− t)f211(x− vgt− uh) dt+
(−gv2)2
∫ 1
0
(1− t)f222(x− vgt− uh) dt+
2(−gv1)(−gv2)
∫ 1
0
(1− t)f212(x− vgt− uh) dt−(
(−gv1)2
∫ 1
0
(1− t)f211(x− vgt) dt+ (−gv2)2
∫ 1
0
(1− t)f222(x− vgt) dt+
2(−gv1)(−gv2)
∫ 1
0
(1− t)f212(x− vgt) dt
))}]
du dv
=
∫
<4
K (u1)K (u2)K (v1)K (v2)
[{
(−u1)(
(−gv1)2
∫ 1
0
(1− t)
{
f111(x− vgt− uh)− f111(x− vgt)
}
dt+
(−gv2)2
∫ 1
0
(1− t)
{
f122(x− vgt− uh)− f122(x− vgt)
}
dt+
2(−gv1)(−gv2)
∫ 1
0
(1− t)
{
f112(x− vgt− uh)− f112(x− vgt)
}
dt
)}
+{
(−u2)
(
(−gv1)2
∫ 1
0
(1− t)
{
f211(x− vgt− uh)− f211(x− vgt)
}
dt+
(−gv2)2
∫ 1
0
(1− t)
{
f222(x− vgt− uh)− f222(x− vgt)
}
dt+ 2(−gv1)
(−gv2)
∫ 1
0
(1− t)
{
f212(x− vgt− uh)− f212(x− vgt)
}
dt
)}]
du dv.
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Using the bivariate Taylor’s series expansion with remainder once again, we get
δh(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
[{
(−u1)(
(−gv1)2
∫ 1
0
(1− t)
{
f111(x− vgt) + (−hu1)
∫ 1
0
f1111(x− uht1 − vgt) dt1+
(−hu2)
∫ 1
0
f1112(x− uht1 − vgt) dt1 − f111(x− vgt)
}
dt+
(−gv2)2
∫ 1
0
(1− t)
{
f122(x− vgt) + (−hu1)
∫ 1
0
f1221(x− uht1 − vgt) dt1+
(−hu2)
∫ 1
0
f1222(x− uht1 − vgt) dt1 − f122(x− vgt)
}
dt+
2(−gv1)(−gv2)
∫ 1
0
(1− t)
{
f112(x− vgt) + (−hu1)
∫ 1
0
f1121(x− uht1 − vgt) dt1
+ (−hu2)
∫ 1
0
f1122(x− uht1 − vgt) dt1 − f112(x− vgt)
}
dt
)}
+{
(−u2)
(
(−gv1)2
∫ 1
0
(1− t)
{
f211(x− vgt) + (−hu1)∫ 1
0
f2111(x− uht1 − vgt) dt1 + (−hu2)
∫ 1
0
f2112(x− uht1 − vgt) dt1−
f211(x− vgt)
}
dt+ (−gv2)2
∫ 1
0
(1− t)
{
f222(x− vgt) + (−hu1)∫ 1
0
f2221(x− uht1 − vgt) dt1 + (−hu2)
∫ 1
0
f2222(x− uht1 − vgt) dt1−
f222(x− vgt)
}
dt+ 2(−gv1)(−gv2)
∫ 1
0
(1− t)
{
f212(x− vgt) + (−hu1)∫ 1
0
f2121(x− uht1 − vgt) dt1 + (−hu2)
∫ 1
0
f2122(x− uht1 − vgt) dt1−
f212(x− vgt)
}
dt
)}]
dudv ,
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and simplifying the expression leads to
δh(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
[ (
hu21
){
(gv1)
2
∫ 1
0
∫ 1
0
(1− t1)
f1111(x− uht− vgt1) dt1dt+ (gv2)2
∫ 1
0
∫ 1
0
(1− t1)f1122(x− uht− vgt1) dt1dt
+ 2(g2v1v2)
∫ 1
0
∫ 1
0
(1− t1)f1112(x− uht− vgt1) dt1dt
}
+
(
hu22
){
(gv1)
2
∫ 1
0
∫ 1
0
(1− t1)f2211(x− uht− vgt1) dt1dt+
(gv2)
2
∫ 1
0
∫ 1
0
(1− t1)f2222(x− uht− vgt1) dt1dt+ 2(g2v1v2)
∫ 1
0
∫ 1
0
(1− t1)
f2212(x− uht− vgt1) dt1dt
}
+ (2hu1u2)
{
(gv1)
2
∫ 1
0
∫ 1
0
(1− t1)
f1211(x− uht− vgt1) dt1dt+ (gv2)2
∫ 1
0
∫ 1
0
(1− t1)f1222(x− uht− vgt1) dt1dt
+ 2(g2v1v2)
∫ 1
0
∫ 1
0
(1− t1)f1212(x− uht− vgt1) dt1dt
}]
dudv. (4.39)
Using the expression of b(x), in (4.37), and the expression of δh(x), in (4.39), we
have∫ ∫
h δh(x) b(x) dx =
∫
<6
K (u1)K (u2)K (v1)K (v2)K (w1)K (w2)[∫ 1
0
∫ 1
0
∫ 1
0
(1− t1)(1− t3)
[∫
<2
[
2∑
r1, r2, q1, q2, l1, l2=1
fq1q2l1l2(x− uht2 − v gt3)
fr1r2(x−wht1)(−hwr1)(−hwr2)(huq1)(huq2)(gvl1)(gvl2)
]
dx
]
dt1 dt2 dt3
]
du dv dw.
(4.40)
Using the notation for the rth partial derivative of f , with respect to x1 and x2,
defined as
f (r)(x) =
∂|r|
∂xr11 ∂x
r2
2
f(x),
we can express the following property of partial derivatives for bivariate density func-
tions∫
<2
f (r)(x)f (s)(x) dx =
 (−1)|r|
∫
<2 f
(r+s)(x)f(x) dx if |r + s| even
0 otherwise
, (4.41)
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where |r| = r1 + r2.
Then, from property (4.41), we can express the product of the fourth partial
derivative and the second partial derivative in (4.40), as the negative product of
third partial derivatives of the functions as follows:∫
<2
f (4)(x−uht2−vgt3)f (2)(x−wht1) dx = −
∫
<2
f (3)(x−uht2−vgt3)f (3)(x−wht1) dx.
(4.42)
Then by adding and subtracting third partial derivatives in each case, as below
(
f (3)(x− uht2 − vgt3)− f (3)(x− uht2)
)
+
(
f (3)(x− uht2)− f (3)(x)
)
+ f (3)(x)
(
f (3)(x−wht1)− f (3)(x)
)
+ f (3)(x), (4.43)
we get six products where the leading term is
f (3)(x)f (3)(x),
and, from Lemma 4.2.2, the rest of the products are of the order O(g2q +h2q + gqhq).
Since we have ∫
uK (u) du = 0,
then all the parts in the summation in expression (4.40) where r1 6= r2 or q1 6= q2
or l1 6= l2, have a leading term (containing f (3)(x)f (3)(x)) equal to zero. Therefore,
after applying property (4.42) and (4.43) to (4.40) we obtain∫ ∫
hδh(x)b(x) dx =
∫
<6
K (u1)K (u2)K (v1)K (v2)K (w1)K (w2)[∫ 1
0
∫ 1
0
∫ 1
0
(1− t1)(1− t3) dt1dt2dt3(−1)h4g2
[
w21u
2
1v
2
1∫
<2
f111(x)2 dx + w21u
2
1v
2
2
∫
<2
f112(x)2 dx + w21u
2
2v
2
1
∫
<2
f112(x)2 dx
+ w21u
2
2v
2
2
∫
<2
f122(x)2 dx + w22u
2
1v
2
1
∫
<2
f112(x)2 dx + w22u
2
1v
2
2∫
<2
f122(x)2 dx + w22u
2
2v
2
1
∫
<2
f122(x)2 dx+
w22u
2
2v
2
2
∫
<2
f222(x)2 dx
]]
dudvdw +O
(
h4g2+2q
)
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=
∫
z21K (z1) dz1
∫
z22K (z2) dz2
∫
z23K (z3) dz3
[
− 1
2
(1− t1)2
]1
0[
t2
]1
0
[
− 1
2
(1− t3)2
]1
0
(−1)h4g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx
+ 3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx
]
+O
(
h4g2+2q
)
= (2κ2)
3
[
1
4
]
(−1)h4g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx+
3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx
]
+O
(
h4g2+2q
)
= −2κ32h4g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx
+
∫
<2
f222(x)2 dx
]
+O
(
h4g2+2q
)
. (4.44)
Therefore, the expression of interest is given by∫ ∫
δh(x)b(x) dx = −2κ32h3g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx+
3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx
]
+O
(
h3g2+2q
)
. (4.45)
For the next part we want to obtain the asymptotic expression for
∫
<2 bhδ(x) dx.
In order to express δ(x) in a useful way, we use the bivariate Taylor’s series expansion,
with one derivative before the remainder, for f(x−uh−vg) and f(x−uh). Then, we
apply the bivariate Taylor’s series expansion with one derivative before the remainder
to the second partial derivatives of f(x−uh−vg), that result from the first application
of the Taylor’s series expansion, to obtain the expression for δ(x) with 4th partial
derivatives of f .
The bivariate Taylor’s series expansions used in the first step are of the form given
below and the Taylor’s series expansions used for the second step are equivalent, with
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two extra partial derivatives to start with for each case.
f(x− uh− vg) = f(x− vg)− f1(x− vg)hu1 − f2(x− vg)hu2 + (−hu1)2
∫ 1
0
(1− t)
f11(x− uht− vg) dt+ (−hu2)2
∫ 1
0
(1− t)f22(x− uht− vg) dt
+ 2(−hu1)(−hu2)
∫ 1
0
(1− t)f12(x− uht− vg) dt
= f(x− uh)− f1(x− uh)gv1 − f2(x− uh)gv2 + (−gv1)2
∫ 1
0
(1− t)
f11(x− uh− vgt) dt+ (−gv2)2
∫ 1
0
(1− t)f22(x− uh− vgt)dt
+ 2(−gv1)(−gv2)
∫ 1
0
(1− t)f12(x− uh− vgt) dt. (4.46)
So from (4.38) we obtain the expression for δ(x) with 4th partial derivatives, given
by
δ(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
{
f(x− uh− vg)− f(x− vg)−{
f(x− uh)− f(x)
}}
du dv
=
∫
<4
K (u1)K (u2)K (v1)K (v2)
[
(−hu1)2
{
(gv1)
2
∫ 1
0
∫ 1
0
(1− t)(1− t1)
f1111(x− uht− vgt1) dt1dt+ (gv2)2
∫ 1
0
∫ 1
0
(1− t)(1− t1)f1122(x− uht− vgt1)
dt1dt+ 2(g
2v1v2)
∫ 1
0
∫ 1
0
(1− t)(1− t1)f1112(x− uht− vgt1) dt1dt
}
+
(−hu2)2
{
(gv1)
2
∫ 1
0
∫ 1
0
(1− t)(1− t1)f2211(x− uht− vgt1) dt1dt+
(gv2)
2
∫ 1
0
∫ 1
0
(1− t)(1− t1)f2222(x− uht− vgt1) dt1dt+ 2(g2v1v2)∫ 1
0
∫ 1
0
(1− t)(1− t1)f2212(x− uht− vgt1) dt1dt
}
+ (2h2u1u2)
{
(gv1)
2
∫ 1
0
∫ 1
0
(1− t)(1− t1)f1211(x− uht− vgt1) dt1dt+ (gv2)2
∫ 1
0
∫ 1
0
(1− t)(1− t1)
f1222(x− uht− vgt1) dt1dt+
2(g2v1v2)
∫ 1
0
∫ 1
0
(1− t)(1− t1)f1212(x− uht− vgt1) dt1dt
}]
dudv , (4.47)
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and we get bh(x) from the expression of b(x), in (4.35), in the following way
bh(x) =
∫
<2
K (u1)K (u2)
{
(−u1)f1(x− hu) + (−u2)f2(x− hu)
}
du
=
∫
<2
K (u1)K (u2)
{
(−u1)
[
f1(x) + (−hu1)
∫ 1
0
f11(x− thu) dt+
(−hu2)
∫ 1
0
f12(x− thu) dt
]
+ (−u2)
[
f2(x) + (−hu1)
∫ 1
0
f21(x− thu) dt+
(−hu2)
∫ 1
0
f22(x− thu) dt
]}
du
=
∫
<2
K (u1)K (u2)
{
hu21
∫ 1
0
f11(x− thu) dt+ 2hu1u2
∫ 1
0
f12(x− thu) dt+
hu22
∫ 1
0
f22(x− thu) dt
}
du. (4.48)
Hence, to obtain
∫
<2 bhδ(x) dx we use the expression of δ(x), in (4.47), and the
expression of bh(x), in (4.48),∫
<2
hbh(x)δ(x) dx =
∫
<6
K (u1)K (u2)K (v1)K (v2)K (w1)K (w2)[∫ 1
0
∫ 1
0
∫ 1
0
(1− t)(1− t1)h2g2h2
[∫
<2
[
2∑
r1, r2, q1, q2, l1, l2=1
fq1q2l1l2(x− uht− vgt1)
fr1r2(x−wht2)(wr1)(wr2)(uq1)(uq2)(vl1)(vl2)
]
dx
]
dt dt1 dt2
]
du dv dw. (4.49)
Now applying property (4.42) and (4.43) to the expression in (4.49) leads to∫
<2
hbh(x)δ(x) dx =
∫
<6
K (u1)K (u2)K (v1)K (v2)K (w1)K (w2)[∫ 1
0
∫ 1
0
∫ 1
0
(1− t)(1− t1) dt dt1 dt2(−1)h4g2
[
w21u
2
1v
2
1∫
<2
f111(x)2 dx + w21u
2
1v
2
2
∫
<2
f112(x)2 dx + w21u
2
2v
2
1
∫
<2
f112(x)2 dx
+ w21u
2
2v
2
2
∫
<2
f122(x)2 dx + w22u
2
1v
2
1
∫
<2
f112(x)2 dx + w22u
2
1v
2
2∫
<2
f122(x)2 dx + w22u
2
2v
2
1
∫
<2
f122(x)2 dx+
w22u
2
2v
2
2
∫
<2
f222(x)2 dx
]]
du dv dw +O
(
h4g2+2q
)
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=
(∫
z2K (z) dz
)3(
−1
4
)
h4g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx
+ 3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx
]
+O
(
h4g2+2q
)
= −2κ32h4g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx+∫
<2
f222(x)2 dx
]
+O
(
h4g2+2q
)
,
and dividing by h we get the second expression of interest,∫
<2
bh(x)δ(x) dx = −2κ32h3g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx+
3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx
]
+O
(
h3g2+2q
)
. (4.50)
Only
∫ ∫
δδh(x) dx is left to obtain to complete the lemma. For this we need the
Taylor’s series expansion with no derivatives before the remainder which is as follows:
f(x− uh− vg) = f(x− vg) + (−hu1)
∫ 1
0
f1(x− uht− v g) dt+
(−hu2)
∫ 1
0
f2(x− uht− v g) dt
= f(x− uh) + (−gv1)
∫ 1
0
f1(x− v gt− uh) dt+ (−gv2)
∫ 1
0
f2(x− v gt− uh) dt.
(4.51)
For δ(x) we apply the Taylor’s series expansion with remainder of the form in (4.46)
first and then the Taylor’s series expansion with remainder of the form in (4.51) to
get
δ(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
[
f(x− uh− vg)− f(x− vg)−{
f(x− uh)− f(x)
}]
du dv
=
∫
<4
K (u1)K (u2)K (v1)K (v2)
[
(−hu1)2(−gv1)
∫ 1
0
∫ 1
0
(1− t)
f111(x− uht− vgt1) dt1 dt+ (−hu1)2(−gv2)
∫ 1
0
∫ 1
0
(1− t)f112(x− uht− vgt1)
dt1 dt+ (−hu2)2(−gv1)
∫ 1
0
∫ 1
0
(1− t)f221(x− uht− vgt1) dt1 dt+ (−hu2)2
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(−gv2)
∫ 1
0
∫ 1
0
(1− t)f222(x− uht− vgt1) dt1 dt+ (2h2u1u2)(−gv1)
∫ 1
0
∫ 1
0
(1− t)
f121(x− uht− vgt1) dt1 dt+ (2h2u1u2)(−gv2)
∫ 1
0
∫ 1
0
(1− t)
f122(x− uht− vgt1) dt1 dt
]
du dv. (4.52)
For δh(x) we apply the Taylor’s series expansion of the form in (4.51) twice, to
obtain
δh(x) =
∫
<4
K (u1)K (u2)K (v1)K (v2)
[{
(−u1)
(
f1(x− uh− v g)−
f1(x− uh)−
(
f1(x− v g)− f1(x)
))}
+{
(−u2)
(
f2(x− uh− v g)− f2(x− uh)−
(
f2(x− v g)− f2(x)
))}]
du dv
=
∫
<4
K (u1)K (u2)K (v1)K (v2)
{
(−gv1)(u21h)
∫ 1
0
∫ 1
0
f111(x− uht1 − vgt)
dt1 dt+ (−gv1)(u1u2h)
∫ 1
0
∫ 1
0
f112(x− uht1 − v gt) dt1 dt+ (−gv2)(u21h)∫ 1
0
∫ 1
0
f121(x− uht1 − v gt) dt1 dt+ (−gv2)(u1u2h)∫ 1
0
∫ 1
0
f212(x− uht1 − v gt) dt1 dt+ (−gv1)(u1u2h)∫ 1
0
∫ 1
0
f211(x− uht1 − v gt) dt1 dt+ (−gv1)(u22h)
∫ 1
0
∫ 1
0
f212(x− uht1 − v gt) dt1 dt+ (−gv2)(u1u2h)
∫ 1
0
∫ 1
0
f221(x− uht1 − v gt) dt1 dt
+ (−gv2)(u22h)
∫ 1
0
∫ 1
0
f222(x− uht1 − v gt) dt1 dt
}
du dv. (4.53)
Combining the expression of δ(x), in (4.52), and δh(x), in (4.53), leads to∫ ∫
hδh(x)δ(x) dx =
∫
<8
K (u1)K (u2)K (v1)K (v2)K (w1)K (w2)K (z1)K (z2)
h4g2
[∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
(1− t)
[∫
<2
{
2∑
r1,r2,r3,q1,q2,q3=1
fr1r2r3(x− uht− v gt1)(ur1)(ur2)
(vr3)fq1q2q3(x−wht2 − zgt3)(wq1)(wq2)(zq3)
}
dx
]
dt dt1 dt2 dt3
]
du dv dw dz.
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Due to the existence of vr3 and zq3 and since
∫
v K(v) dv = 0, by rewriting f (3)(x−
uht− vgt1) as
(
f (3)(x− uht− vgt1)− f (3)(x− uht)
)
+
(
f (3)(x− uht)− f (3)(x))+ f (3)(x),
for fr1r2r3(x− uht− v gt1) and fq1q2q3(x−wht2 − z gt3), we get∫ ∫
hδh(x)δ(x) dx = O
(
h4g2+2q
)
∫ ∫
δh(x)δ(x) dx = O
(
h3g2+2q
)
, (4.54)
since the term including the product fr1r2r3(x)fq1q2q3(x), is equal to zero.
Therefore by using the expression for
∫ ∫
δhb, in (4.45), the expression of
∫ ∫
δbh,
in (4.50), and the expression of
∫ ∫
δδh, in (4.54), we get∫ ∫
(ah(x)− bh(x)) (a(x) + b(x)) dx =
∫ ∫
(δh(x)δ(x) + 2δh(x)b(x)) dx
= −4κ32 h3 g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx+∫
<2
f222(x)2 dx
]
+O
(
h3g2+2q
)
(4.55)
and ∫ ∫
(a(x)− b(x)) (ah(x) + bh(x)) dx =
∫ ∫
(δh(x)δ(x) + 2δ(x)bh(x)) dx
= −4κ32 h3 g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx+∫
<2
f222(x)2 dx
]
+O
(
h3g2+2q
)
. (4.56)
which completes the lemma.
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We define I1, I2, I3 and I4 as follows
I1 =
∫
<4
E {D (x−X)D (y −X)} ah(x) ah (y) dx dy
I2 =
∫
<4
E {Dh (x−X)Dh (y −X)} a (x) a (y) dx dy
I3 =
∫
<4
E {D (x−X)Dh (y −X)} ah (x) a (y) dx dy
I4 =
∫
<4
E {Dh (x−X)D (y −X)} a (x) ah (y) dx dy.
Lemma 4.2.4. Let I represent any one of I1, I2, I3, I4. Assuming condition (4.2.1),
as h→ 0 and g → 0,
I ∼ 1
4
h6
∫
<2
f(u)
{(
f1111(u) + f2211(u)
)2
+
(
f1122(u) + f2222(u)
)2
+ 2
(
f1111(u) + f2211(u)
)(
f1122(u) + f2222(u)
)}
du.
Proof of Lemma 4.2.4. The expression D(x) can be written in the following way,
D(x) = Kh ∗Kg(x1)Kh ∗Kg(x2)−Kg(x1)Kg(x2)
=
∫
Kh(x1 − y1)Kg(y1) dy1
∫
Kh(x2 − y2)Kg(y2) dy2 −Kg(x1)Kg(x2)
=
∫
1
h
K
(
x1 − y1
h
)
1
g
K
(
y1
g
)
dy1
∫
1
h
K
(
x2 − y2
h
)
1
g
K
(
y2
g
)
dy2−
1
g
K
(
x1
g
)
1
g
K
(
x2
g
)
.
Using the substitutions ξ1 =
x1 − y1
h
and ξ2 =
x2 − y2
h
, we get
D =
∫
K (ξ1)
1
g
K
(
x1 − hξ1
g
)
dξ1
∫
K (ξ2)
1
g
K
(
x2 − hξ2
g
)
dξ2−∫
1
g
K
(
x1
g
)
K(ξ1) dξ1
∫
1
g
K
(
x2
g
)
K(ξ2) dξ2,
and taking the partial derivative of D with respect to h leads to
Dh =
∫
<2
[
K (ξ1)K (ξ2)
1
g2
(
−ξ1
g
)
K
′
(
x1 − hξ1
g
)
K
(
x2 − hξ2
g
)
+
K (ξ1)K (ξ2)
1
g2
(
−ξ2
g
)
K
(
x1 − hξ1
g
)
K
′
(
x2 − hξ2
g
)]
dξ1 dξ2.
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We now introduce the notation L0 = K, L1 = K
′ , G0 = K and G1 = −xK(x).
Also Qi is defined as follows
Qi(x) =
(
2i−1
)∫
<2
[{(
1
(−ξ2)i
)
Li
(
x1 − hξ1
g
)
K
(
x2 − hξ2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − hξ1
g
)
Li
(
x2 − hξ2
g
)}
−
{(
1
(−ξ2)i
)
Li
(
x1
g
)
K
(
x2
g
)
+
(
1
(−ξ1)i
)
K
(
x1
g
)
Li
(
x2
g
)}]
Gi (ξ1) Gi (ξ2) dξ1 dξ2,
giving
Q0(x) =
∫
<2
[
K
(
x1 − hξ1
g
)
K
(
x2 − hξ2
g
)
−K
(
x1
g
)
K
(
x2
g
)]
K(ξ1)K(ξ2) dξ
(4.57)
and
Q1(x) =
∫
<2
[{
(−ξ1)K ′
(
x1 − hξ1
g
)
K
(
x2 − hξ2
g
)
+ (−ξ2)K
(
x1 − hξ1
g
)
K
′
(
x2 − hξ2
g
)}
−
{
(−ξ1)K ′
(
x1
g
)
K
(
x2
g
)
+
(−ξ2)K
(
x1
g
)
K
′
(
x2
g
)}]
K(ξ1)K(ξ2) dξ. (4.58)
Therefore, we can write D = g−2Q0 and Dh = g−3Q1. To start the proof we
define
R1(i, j) = g
−4
∫
<4
E {Qi (x−X)Qj (y −X)} Ai(x)Aj(y) dx dy (4.59)
and then we have
I1 =
∫
<4
E {D (x−X)D (y −X)} ah(x) ah (y) dx dy
= g− 4
∫
<4
E {Q0(x−X)Q0 (y −X)} A0(x)A0 (y) dx dy
= R1(0, 0) (4.60)
CHAPTER 4. BIVARIATE KERNEL DENSITY ESTIMATION 151
I2 =
∫
<4
E {Dh (x−X)Dh (y −X)} a (x) a (y) dx dy
= g− 6
∫
<4
E {Q1(x−X)Q1 (y −X)} A1(x)A1 (y) dx dy
= g− 2R1(1, 1) (4.61)
I3 =
∫
<4
E {D (x−X)Dh (y −X)} ah (x) a (y) dx dy
= g− 5
∫
<4
E {Q0(x−X)Q1 (y −X)} A0(x)A1 (y) dx dy
= g− 1R1(0, 1) (4.62)
I4 =
∫
<4
E {Dh (x−X)D (y −X)} a (x) ah (y) dx dy
= g− 5
∫
<4
E {Q1(x−X)Q0 (y −X)} A1(x)A0 (y) dx dy
= g− 1R1(1, 0), (4.63)
where A1(x) = a(x) and A0(x) = ah(x). Hence, we can generalize these relation-
ships with Iλ = g−(i+j)R1(i, j) and our aim is to prove the lemma by obtaining the
asymptotic expression of R1(i, j). For that, it is useful to obtain the expansion of the
expectation given by
E {Qi (x−X)Qj (y −X)} =
∫
<6
[ (
2(i−1)
){(( 1
(−ξ2)i
)
Li
(
x1 − u1 − hξ1
g
)
K
(
x2 − u2 − hξ2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − u1 − hξ1
g
)
Li
(
x2 − u2 − hξ2
g
))
−((
1
(−ξ2)i
)
Li
(
x1 − u1
g
)
K
(
x2 − u2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − u1
g
)
Li
(
x2 − u2
g
))}(
2(j−1)
){(( 1
(−η2)j
)
Lj
(
y1 − u1 − hη1
g
)
K
(
y2 − u2 − hη2
g
)
+
(
1
(−η1)j
)
K
(
y1 − u1 − hη1
g
)
Lj
(
y2 − u2 − hη2
g
))
−
((
1
(−η2)j
)
Lj
(
y1 − u1
g
)
K
(
y2 − u2
g
)
+
(
1
(−η1)j
)
K
(
y1 − u1
g
)
Lj
(
y2 − u2
g
))}]
Gi (ξ1)
Gi (ξ2) Gj (η1) Gj (η2) f (u1, u2) du dξ dη. (4.64)
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Plugging (4.64) into the expression for R1, in (4.59), leads to
R1 =
∫
<6
U (u, ξ,η) f(u)Gi (ξ1) Gi (ξ2) Gj (η1) Gj (η2) du dξ dη, (4.65)
where
U (u, ξ,η) = g− 4
∫
<4
(
2(i+j−2)
) [{((
(−ξ2)−i
)
Li
(
x1 − u1 − hξ1
g
)
K
(
x2 − u2 − hξ2
g
)
+
(
(−ξ1)−i
)
K
(
x1 − u1 − hξ1
g
)
Li
(
x2 − u2 − hξ2
g
))
−
((
(−ξ2)−i
)
Li
(
x1 − u1
g
)
K
(
x2 − u2
g
)
+
(
(−ξ1)−i
)
K
(
x1 − u1
g
)
Li
(
x2 − u2
g
))}
{((
(−η2)−j
)
Lj
(
y1 − u1 − hη1
g
)
K
(
y2 − u2 − hη2
g
)
+
(
(−η1)−j
)
K
(
y1 − u1 − hη1
g
)
Lj
(
y2 − u2 − hη2
g
))
−
((
(−η2)−j
)
Lj
(
y1 − u1
g
)
K
(
y2 − u2
g
)
+
(
(−η1)−j
)
K
(
y1 − u1
g
)
Lj
(
y2 − u2
g
))}]
Ai(x)Aj(y) dx dy.
Then, using the substitutions z1 =
(
x1 − u1
g
)
, z2 =
(
x2 − u2
g
)
, m1 =
(
y1 − u1
g
)
and m2 =
(
y2 − u2
g
)
, we get
U (u, ξ,η) =
∫
<4
(
2(i+j−2)
) [{((
(−ξ2)−i
)
Li
(
z1 − hξ1
g
)
K
(
z2 − hξ2
g
)
+
(
(−ξ1)−i
)
K
(
z1 − hξ1
g
)
Li
(
z2 − hξ2
g
))
−
((
(−ξ2)−i
)
Li (z1)
K (z2) +
(
(−ξ1)−i
)
K (z1)Li (z2)
)}{((
(−η2)−j
)
Lj
(
m1 − hη1
g
)
K
(
m2 − hη2
g
)
+
(
(−η1)−j
)
K
(
m1 − hη1
g
)
Lj
(
m2 − hη2
g
))
−((
(−η2)−j
)
Lj (m1)K (m2) +
(
(−η1)−j
)
K (m1)Lj (m2)
)}]
Ai(z g + u)Aj(m g + u) dz dm
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and by substituting ν1 =
(
z1 − hξ1
g
)
, ν2 =
(
z2 − hξ2
g
)
, θ1 =
(
m1 − hη1
g
)
and
θ2 =
(
m2 − hη2
g
)
, we obtain
U (u, ξ,η) =
∫
<4
(
2(i+j−2)
) [{(
Ai(u+ νg + ξh)− Ai(u+ νg)
)
(
Aj(u+ θg + ηh)− Aj(u+ θg)
)}{(
(−ξ2)−i
) (
(−η2)−j
)
Li(ν1)K(ν2)
Lj(θ1)K(θ2) +
(
(−ξ2)−i
) (
(−η1)−j
)
Li(ν1)K(ν2)K(θ1)Lj(θ2) +
(
(−ξ1)−i
)
(
(−η2)−j
)
K(ν1)Li(ν2)Lj(θ1)K(θ2) +
(
(−ξ1)−i
) (
(−η1)−j
)
K(ν1)Li(ν2)
K(θ1)Lj(θ2)
}]
dν dθ. (4.66)
Substituting expression (4.66) into the expression of R1, in (4.65), yields
R1 =
∫
<10
f(u)
(
2i+j−2
) [ (
(−ξ2)−i
) (
(−η2)−j
)
Li(ν1)K(ν2)Lj(θ1)K(θ2) +
(
(−ξ2)−i
)
(
(−η1)−j
)
Li(ν1)K(ν2)K(θ1)Lj(θ2) +
(
(−ξ1)−i
) (
(−η2)−j
)
K(ν1)Li(ν2)Lj(θ1)
K(θ2) +
(
(−ξ1)−i
) (
(−η1)−j
)
K(ν1)Li(ν2)K(θ1)Lj(θ2)
][
Ai(u+ νg + ξh)−
Ai(u+ νg)
]
Gi(ξ1)Gi(ξ2)
[
Aj(u+ θg + ηh)− Aj(u+ θg)
]
Gj(η1)Gj(η2) du dξ dη dν dθ. (4.67)
Now we apply Taylor’s series expansions with remainder for Ai(u+νg+ ξh) and
Aj(u + θg + ηh). For the case where i = 0 (or j = 0) we use the following Taylor’s
series expansion
Ai(u+ νg + ξh) = Ai(u+ νg) + (hξ1)Ai(1)(u+ νg) + (hξ2)Ai(2)(u+ νg)+
(hξ1)
2
∫ 1
0
(1− t)Ai(11)(u+ νg + ξht) dt+ (hξ2)2
∫ 1
0
(1− t)
Ai(22)(u+ νg + ξht) dt+ (2h
2ξ1ξ2)
∫ 1
0
(1− t)Ai(12)(u+ νg + ξht)dt
where the notation used is of the form
Ai(122)(u) =
∂3
∂u11 ∂u
2
2
Ai(u).
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For the case where i = 1 (or j = 1) we use the following Taylor’s series expansion
Ai(u+ νg + ξh) = Ai(u+ νg) + (hξ1)
∫ 1
0
Ai(1)(u+ νg + ξht) dt+
(hξ2)
∫ 1
0
Ai(2)(u+ νg + ξht) dt.
Using the following notation
τ0 = 2
τ1 = 1
Ai(τ0k)(u) = Ai(kk)(u) =
∂τ0
∂uτ0k
Ai(u) =
∂2
∂u2k
Ai(u)
Ai(τ1k)(u) = Ai(k)(u) =
∂τ1
∂uτ1k
Ai(u) =
∂1
∂u1k
Ai(u)
Ai(k0)(u) = Ai(u)
Ai(k1)(u) = Ai(k)(u),
and the Taylor’s series expansions for the Ai’s and the Aj’s just described, the ex-
pression for R1, in (4.67), can be written as
R1 =
∫
<6
f(u)
(
2i+j−2
) [[
(−1)i(−1)j Li(ν1)K(ν2)Lj(θ1)K(θ2)
∫
<2
hτi
{
ξ21
∫ 1
0
(1− t)τi−1Ai(τi1)(u+ gν + htξ) dt+ ξτi2 ξi1
∫ 1
0
(1− t)τi−1Ai(τi2)(u+ gν + htξ) dt
+ 2 ξ1ξ2(i− 1)i
∫ 1
0
(1− t)Ai(12)(u+ gν + htξ) dt
}
K(ξ1)K(ξ2) dξ∫
<2
hτj
{
η21
∫ 1
0
(1− t)τj−1Aj(τj1)(u+ gθ + htη) dt+ ητj2 ηj1
∫ 1
0
(1− t)τj−1
Aj(τj2)(u+ gθ + htη) dt+ 2 η1η2(j − 1)j
∫ 1
0
(1− t)Aj(12)(u+ gθ + htη) dt
}
K(η1)K(η2) dη
]
+
[
(−1)i(−1)j Li(ν1)K(ν2)K(θ1)Lj(θ2)
∫
<2
hτi
{
ξ21
∫ 1
0
(1− t)τi−1
Ai(τi1)(u+ gν + htξ) dt+ ξ
τi
2 ξ
i
1
∫ 1
0
(1− t)τi−1Ai(τi2)(u+ gν + htξ) dt
+ 2 ξ1ξ2(i− 1)i
∫ 1
0
(1− t)Ai(12)(u+ gν + htξ) dt
}
K(ξ1)K(ξ2) dξ
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∫
<2
hτj
{
η
τj
1 η
j
2
∫ 1
0
(1− t)τj−1Aj(τj1)(u+ gθ + htη) dt+ η22
∫ 1
0
(1− t)τj−1
Aj(τj2)(u+ gθ + htη) dt+ 2 η1η2(j − 1)j
∫ 1
0
(1− t)Aj(12)(u+ gθ + htη) dt
}
K(η1)
K(η2) dη
]
+
[
(−1)i(−1)jK(ν1)Li(ν2)Lj(θ1)K(θ2)
∫
<2
hτi
{
ξτi1 ξ
i
2∫ 1
0
(1− t)τi−1Ai(τi1)(u+ gν + htξ) dt+ ξ22
∫ 1
0
(1− t)τi−1Ai(τi2)(u+ gν + htξ) dt
+ 2 ξ1ξ2(i− 1)i
∫ 1
0
(1− t)Ai(12)(u+ gν + htξ) dt
}
K(ξ1)K(ξ2) dξ∫
<2
hτj
{
η21
∫ 1
0
(1− t)τj−1Aj(τj1)(u+ gθ + htη) dt+ ητj2 ηj1
∫ 1
0
(1− t)τj−1
Aj(τj2)(u+ gθ + htη) dt+ 2 η1η2(j − 1)j
∫ 1
0
(1− t)Aj(12)(u+ gθ + htη) dt
}
K(η1)
K(η2) dη
]
+
[
(−1)i(−1)jK(ν1)Li(ν2)K(θ1)Lj(θ2)
∫
<2
hτi
{
ξτi1 ξ
i
2∫ 1
0
(1− t)τi−1Ai(τi1)(u+ gν + htξ) dt+ ξ22
∫ 1
0
(1− t)τi−1Ai(τi2)(u+ gν + htξ) dt
+ 2 ξ1ξ2(i− 1)i
∫ 1
0
(1− t)Ai(12)(u+ gν + htξ) dt
}
K(ξ1)K(ξ2) dξ∫
<2
hτj
{
η
τj
1 η
j
2
∫ 1
0
(1− t)τj−1Aj(τj1)(u+ gθ + htη) dt+ η22
∫ 1
0
(1− t)τj−1
Aj(τj2)(u+ gθ + htη) dt+ 2 η1η2(j − 1)j
∫ 1
0
(1− t)Aj(12)(u+ gθ + htη) dt
}
K(η1)
K(η2) dη
]]
du dν dθ. (4.68)
From the expression of a(x), in (4.34), we have seen that
a(x) = κ2h2f11(x) + κ2h2f22(x) + o(h2),
and when taking second partial derivatives with respect to x1 and x2, leads to
a(11)(x) = κ2h2f1111(x) + κ2h2f2211(x) + o(h2)
a(22)(x) = κ2h2f1122(x) + κ2h2f2222(x) + o(h2). (4.69)
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Then, taking partial derivative with respect to h, yields
ah(11)(x) = 2κ2hf1111(x) + 2κ2hf2211(x) + o(h)
ah(22)(x) = 2κ2hf1122(x) + 2κ2hf2222(x) + o(h). (4.70)
Now, introducing the notation
Ak(x) = (∂/∂h)
qk a(x)
ck = 2
qkκ2
pk = 2− qk
qk = 0 or 1, (4.71)
we can write
Ak(11)(x) = ckhpkf1111(x) + ckhpkf2211(x) + o(hpk)
Ak(22)(x) = ckhpkf1122(x) + ckhpkf2222(x) + o(hpk). (4.72)
Additionally, by applying integration by parts i times, for expressions like the one
below∫
Li(ν1)Ai(τi1)(u+ gν + htξ) dν1 = (−1)i
∫
L(ν1) g
iAi(τi11i)(u+ gν + htξ) dν1,
and using a Taylor’s series expansion for the expressions in (4.68) of the form
Ai(τi11i)(u+ gν + htξ) = Ai(τi11i)(u) + (gν1 + htξ1)Ai(τi11i1)(u)+
(gν2 + htξ2)Ai(τi11i2)(u) + o(g),
then R1, in (4.68), can be expressed as
R1 ∼
∫
<6
f(u) 2i+j−2
[[(
K(ν1)K(ν2)
∫
<2
hτiξ21K(ξ1)K(ξ2)
∫ 1
0
(1− t1)τi−1Ai(11)(u)dt1
gi dξ + giK(ν1)K(ν2)
∫
<2
hτiξi1ξ
τi
2
∫ 1
0
(1− t1)τi−1Ai(τi21i)(u) dt1K(ξ1)K(ξ2) dξ
)
(
K(θ1)K(θ2)
∫
<2
hτjη21K(η1)K(η2)
∫ 1
0
(1− t2)τj−1Aj(11)(u) dt2
gj dη + gjK(θ1)K(θ2)
∫
<2
hτjηj1η
τj
2
∫ 1
0
(1− t2)τj−1Aj(τj21j)(u) dt2K(η1)K(η2) dη
)]
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+
[(
K(ν1)K(ν2)
∫
<2
hτiξ21K(ξ1)K(ξ2)
∫ 1
0
(1− t1)τi−1Ai(11)(u) dt1
gi dξ + giK(ν1)K(ν2)
∫
<2
hτiξi1ξ
τi
2
∫ 1
0
(1− t1)τi−1Ai(τi21i)(u) dt1K(ξ1)K(ξ2) dξ
)
(
K(θ1)K(θ2)
∫
<2
hτjη
τj
1 η
j
2K(η1)K(η2)
∫ 1
0
(1− t2)τj−1Aj(τj12j)(u) dt2
gj dη + gjK(θ1)K(θ2)
∫
<2
hτjη22
∫ 1
0
(1− t2)τj−1Aj(22)(u) dt2K(η1)K(η2) dη
)]
+[(
K(ν1)K(ν2)
∫
<2
hτiξτi1 ξ
i
2K(ξ1)K(ξ2)
∫ 1
0
(1− t1)τi−1Ai(τi12i)(u) dt1
gi dξ + giK(ν1)K(ν2)
∫
<2
hτiξ22
∫ 1
0
(1− t1)τi−1Ai(22)(u) dt1K(ξ1)K(ξ2) dξ
)
(
K(θ1)K(θ2)
∫
<2
hτjη21K(η1)K(η2)
∫ 1
0
(1− t2)τj−1Aj(11)(u) dt2
gj dη + gjK(θ1)K(θ2)
∫
<2
hτjηj1η
τj
2
∫ 1
0
(1− t2)τj−1Aj(τj21j)(u) dt2K(η1)K(η2) dη
)]
+
[(
K(ν1)K(ν2)
∫
<2
hτiξτi1 ξ
i
2K(ξ1)K(ξ2)
∫ 1
0
(1− t1)τi−1Ai(τi12i)(u) dt1gi dξ+
giK(ν1)K(ν2)
∫
<2
hτiξ22
∫ 1
0
(1− t1)τi−1Ai(22)(u) dt1K(ξ1)K(ξ2) dξ
)
(
K(θ1)K(θ2)
∫
<2
hτjη
τj
1 η
j
2K(η1)K(η2)
∫ 1
0
(1− t2)τj−1Aj(τj12j)(u) dt2 gj dη+
gjK(θ1)K(θ2)
∫
<2
hτjη22
∫ 1
0
(1− t2)τj−1Aj(22)(u) dt2K(η1)K(η2) dη
)]]
du dν dθ.
This expression can be simplified to
R1 ∼
∫
<2
f(u) 2i+j−2 hτi+τj gi+j
[[(
σ2K
∫ 1
0
(1− t1)τi−1dt1Ai(11)(u) +
∫
ξi1K(ξ1)dξ1∫
ξτi2 K(ξ2)dξ2
∫ 1
0
(1− t1)τi−1dt1Ai(τi21i)(u)
)(
σ2K
∫ 1
0
(1− t2)τj−1dt2Aj(11)(u)+∫
ηj1K(η1)dη1
∫
η
τj
2 K(η2)dη2
∫ 1
0
(1− t2)τj−1dt2Aj(τj21j)(u)
)]
+[(
σ2K
∫ 1
0
(1− t1)τi−1dt1Ai(11)(u) +
∫
ξi1K(ξ1)dξ1
∫
ξτi2 K(ξ2)dξ2∫ 1
0
(1− t1)τi−1dt1Ai(τi21i)(u)
)(∫
η
τj
1 K(η1)dη1
∫
ηj2K(η2)dη2∫ 1
0
(1− t2)τj−1dt2Aj(τj12j)(u) + σ2K
∫ 1
0
(1− t2)τj−1dt2Aj(22)(u)
)]
+[(∫
ξτi1 K(ξ1)dξ1
∫
ξi2K(ξ2)dξ2
∫ 1
0
(1− t1)τi−1dt1Ai(τi12i)(u)+
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σ2K
∫ 1
0
(1− t1)τi−1dt1Ai(22)(u)
)(
σ2K
∫ 1
0
(1− t2)τj−1dt2Aj(11)(u) +
∫
ηj1K(η1)dη1∫
η
τj
2 K(η2)dη2
∫ 1
0
(1− t2)τj−1dt2Aj(τj21j)(u)
)]
+[(∫
ξτi1 K(ξ1)dξ1
∫
ξi2K(ξ2)dξ2
∫ 1
0
(1− t1)τi−1dt1Ai(τi12i)(u)+
σ2K
∫ 1
0
(1− t1)τi−1dt1Ai(22)(u)
)(∫
η
τj
1 K(η1)dη1
∫
ηj2K(η2)dη2∫ 1
0
(1− t2)τj−1dt2Aj(τj12j)(u) + σ2K
∫ 1
0
(1− t2)τj−1dt2Aj(22)(u)
)]]
du,
where σ2K =
∫
ξ2K(ξ) dξ. Now we define
κ(α) =
∫
zαK(z) dz,
and since ∫ 1
0
(1− t)τi−1 dt =
[−1
τi
(1− t)τi
]1
0
=
1
τi
,
we can write R1 as follows
R1 ∼
∫
<2
f(u) 2i+j−2 hτi+τj gi+j
[(
1
τi
Ai(11)(u) + κ(i)κ(τi)
1
τi
Ai(τi21i)(u)
)
(
1
τj
Aj(11)(u) + κ(j)κ(τj)
1
τj
Aj(τj21j)(u)
)
+
(
1
τi
Ai(11)(u) + κ(i)κ(τi)
1
τi
Ai(τi21i)(u)
)
(
1
τj
Aj(22)(u) + κ(j)κ(τj)
1
τj
Aj(τj12j)(u)
)
+
(
1
τi
Ai(22)(u) + κ(i)κ(τi)
1
τi
Ai(τi12i)(u)
)
(
1
τj
Aj(11)(u) + κ(j)κ(τj)
1
τj
Aj(τj21j)(u)
)
+
(
1
τi
Ai(22)(u) + κ(i)κ(τi)
1
τi
Ai(τi12i)(u)
)
(
1
τj
Aj(22)(u) + κ(j)κ(τj)
1
τj
Aj(τj12j)(u)
)]
du.
Using the expressions for Ak(11)(x) and Ak(22)(x) in (4.72), we get
R1 ∼
∫
<2
f(u) 2i+j−2 hτi+τj gi+j τ−1i τ
−1
j
[(
ci h
pi
(
f1111(u) + f2211(u)
)
+ κ(i)κ(τi)
cih
pi
(
f11(τi21i)(u) + f22(τi21i)(u)
))(
cj h
pj
(
f1111(u) + f2211(u)
)
+ κ(j)κ(τj)cjh
pj
(
f11(τj21j)(u) + f22(τj21j)(u)
))
+
(
ci h
pi
(
f1111(u) + f2211(u)
)
+ κ(i)κ(τi)
cih
pi
(
f11(τi21i)(u) + f22(τi21i)(u)
))(
cj h
pj
(
f1122(u) + f2222(u)
)
+ κ(j)κ(τj)cjh
pj
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(
f11(τj12j)(u) + f22(τj12j)(u)
))
+
(
ci h
pi
(
f1122(u) + f2222(u)
)
+ κ(i)κ(τi)
cih
pi
(
f11(τi12i)(u) + f22(τi12i)(u)
))(
cj h
pj
(
f1111(u) + f2211(u)
)
+ κ(j)κ(τj)cjh
pj
(
f11(τj21j)(u) + f22(τj21j)(u)
))
+
(
ci h
pi
(
f1122(u) + f2222(u)
)
+ κ(i)κ(τi)
cih
pi
(
f11(τi12i)(u) + f22(τi12i)(u)
))(
cj h
pj
(
f1122(u) + f2222(u)
)
+ κ(j)κ(τj)cjh
pj
(
f11(τj12j)(u) + f22(τj12j)(u)
))]
du ,
and simplifying the expression leads to
R1 =
∫
<2
f(u) 2i+j−2 hτi+τj+p i+pj gi+j τ−1i τ
−1
j ci cj
[(
f1111(u) + f2211(u)
)2
+(
f1111(u) + f2211(u)
)(
f11(τj21j)(u) + f22(τj21j)(u)
)
κ(j)κ(τj) +
(
f1111(u) + f2211(u)
)
(
f11(τi21i)(u) + f22(τi21i)(u)
)
κ(i)κ(τi) + κ(i)κ(τi)κ(j)κ(τj)(
f11(τi21i)(u) + f22(τi21i)(u)
)(
f11(τj21j)(u) + f22(τj21j)(u)
)
+(
f1111(u) + f2211(u)
)(
f11(τj12j)(u) + f22(τj12j)(u)
)
κ(j)κ(τj)+(
f1111(u) + f2211(u)
)(
f1122(u) + f2222(u)
)
+ κ(i)κ(τi)κ(j)κ(τj)(
f11(τi21i)(u) + f22(τi21i)(u)
)(
f11(τj12j)(u) + f22(τj12j)(u)
)
+ κ(i)κ(τi)(
f11(τi21i)(u) + f22(τi21i)(u)
)(
f1122(u) + f2222(u)
)
+ κ(i)κ(τi)
(
f1111(u) + f2211(u)
)
(
f11(τi12i)(u) + f22(τi12i)(u)
)
+ κ(i)κ(τi)
(
f11(τi12i)(u) + f22(τi12i)(u)
)
κ(j)κ(τj)(
f11(τj21j)(u) + f22(τj21j)(u)
)
+
(
f1111(u) + f2211(u)
)(
f1122(u) + f2222(u)
)
+
κ(j)κ(τj)
(
f11(τj21j)(u) + f22(τj21j)(u)
)(
f1122(u) + f2222(u)
)
+ κ(i)κ(τi)κ(j)κ(τj)(
f11(τi12i)(u) + f22(τi12i)(u)
)(
f11(τj12j)(u) + f22(τj12j)(u)
)
+ κ(i)κ(τi)(
f1122(u) + f2222(u)
)(
f11(τi12i)(u) + f22(τi12i)(u)
)
+ κ(j)κ(τj)
(
f1122(u) + f2222(u)
)
(
f11(τj12j)(u) + f22(τj12j)(u)
)
+
(
f1122(u) + f2222(u)
)2]
du+ o
(
hτi+τj+pi+pj gi+j
)
.
(4.73)
Then, using the notation in (4.71), we set q0 = 1 and q1 = 0 and we have τi = 2−i,
pk = 2− qk and ci = 2qiκ2 = 2qi−1, since κ2 = (1/2) for
∫
x2K(x)dx = 1. The reason
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why we set q0 = 1 and q1 = 0 is for Ai(x) = (∂/∂h)
qi a(x) to satisfy the notation in
the expressions of the Iλ in (4.60)-(4.63). Also since
κ(i)κ(τi) =
∫
ziK(z)dz
∫
xτiK(x)dx =
 1 if i = 00 if i = 1 ,
we can replace κ(i)κ(τi) by (1− i) and write R1 from (4.73) as follows
R1 = 2
(i+j+qi+qj−4) h(8−(i+j+qi+qj)) g(i+j) τ−1i τ
−1
j
∫
<2
f(u)
[(
f1111(u) + f2211(u)
)2
+
(
f1111(u) + f2211(u)
){
(1− j)
(
f11(τj21j)(u) + f22(τj21j)(u)
)
+ (1− i)(
f11(τi21i)(u) + f22(τi21i)(u)
)
+ (1− j)
(
f11(τj12j)(u) + f22(τj12j)(u)
)
+
2
(
f1122(u) + f2222(u)
)
+ (1− i)
(
f11(τi12i)(u) + f22(τi12i)(u)
)}
+(
f1122(u) + f2222(u)
){
(1− i)
(
f11(τi21i)(u) + f22(τi21i)(u)
)
+ (1− j)(
f11(τj21j)(u) + f22(τj21j)(u)
)
+ (1− i)
(
f11(τi12i)(u) + f22(τi12i)(u)
)
+ (1− j)(
f11(τj12j)(u) + f22(τj12j)(u)
)}
+
(
f1122(u) + f2222(u)
)2
+ (1− i)(1− j){(
f11(τi21i)(u) + f22(τi21i)(u)
)(
f11(τj21j)(u) + f22(τj21j)(u)
)
+(
f11(τi21i)(u) + f22(τi21i)(u)
)(
f11(τj12j)(u) + f22(τj12j)(u)
)
+(
f11(τi12i)(u) + f22(τi12i)(u)
)(
f11(τj21j)(u) + f22(τj21j)(u)
)
+(
f11(τi12i)(u) + f22(τi12i)(u)
)(
f11(τj12j)(u) + f22(τj12j)(u)
)}]
du+
o
(
h(8−(i+j+qi+qj)) g(i+j)
)
. (4.74)
Now in terms of the values of (i, j, qi, qj) corresponding to the Iλ’s, given that
q0 = 1 and q1 = 0 and from the expressions in (4.60)-(4.63), we have for I1: (0, 0, 1, 1),
for I2: (1, 1, 0, 0), for I3: (0, 1, 1, 0) and for I4: (1, 0, 0, 1). Therefore, in every case we
have the relationship (i+ j+ qi + qj) = 2 and since Iλ = g−(i+j)R1(i, j), we can write
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a general form of Iλ, using (4.74), in the following way:
Iλ =
1
4
h6 τ−1i τ
−1
j
∫
<2
f(u)
[(
f1111(u) + f2211(u)
)2
+
(
f1111(u) + f2211(u)
)
{
(1− j)
(
f11(τj21j)(u) + f22(τj21j)(u)
)
+ (1− i)
(
f11(τi21i)(u) + f22(τi21i)(u)
)
+ (1− j)
(
f11(τj12j)(u) + f22(τj12j)(u)
)
+ 2
(
f1122(u) + f2222(u)
)
+
(1− i)
(
f11(τi12i)(u) + f22(τi12i)(u)
)}
+
(
f1122(u) + f2222(u)
)
{
(1− i)
(
f11(τi21i)(u) + f22(τi21i)(u)
)
+ (1− j)
(
f11(τj21j)(u) + f22(τj21j)(u)
)
+ (1− i)
(
f11(τi12i)(u) + f22(τi12i)(u)
)
+ (1− j)
(
f11(τj12j)(u) + f22(τj12j)(u)
)}
+(
f1122(u) + f2222(u)
)2
+ (1− i)(1− j){(
f11(τi21i)(u) + f22(τi21i)(u)
)(
f11(τj21j)(u) + f22(τj21j)(u)
)
+(
f11(τi21i)(u) + f22(τi21i)(u)
)(
f11(τj12j)(u) + f22(τj12j)(u)
)
+(
f11(τi12i)(u) + f22(τi12i)(u)
)(
f11(τj21j)(u) + f22(τj21j)(u)
)
+(
f11(τi12i)(u) + f22(τi12i)(u)
)(
f11(τj12j)(u) + f22(τj12j)(u)
)}]
du+ o
(
h6
)
=
1
4τiτj
h6
∫
<2
f(u)
[
(2− i)(2− j)
{(
f1111(u) + f2211(u)
)2
+
(
f1122(u) + f2222(u)
)2
+ 2
(
f1111(u) + f2211(u)
)(
f1122(u) + f2222(u)
)}]
du
+ o
(
h6
)
. (4.75)
Then, by plugging the values of i and j corresponding to each Iλ in expression
(4.75), we get
Iλ ∼ 1
4
h6
∫
<2
f(u)
{(
f1111(u) + f2211(u)
)2
+
(
f1122(u) + f2222(u)
)2
+
2
(
f1111(u) + f2211(u)
)(
f1122(u) + f2222(u)
)}
du , (4.76)
which completes the proof.
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We define
J1 =
∫
<4
E {Dh(x−X)Dh (y −X)} E {D (x−X)D (y −X)} dx dy
J2 =
∫
<4
E {Dh(x−X)D (y −X)} E {D(x−X)Dh (y −X)} dx dy.
Lemma 4.2.5. Let J represent any one of J1 or J2. Assuming condition (4.2.1) then
as h→ 0, g → 0 and h/g → 0,
J =
3
64pi
h6g−10
∫
<2
f(x)2dx + o
(
h6g−10
)
∼ 3
64pi
h6g−10
∫
<2
f(x)2dx. (4.77)
Proof of Lemma 4.2.5. Using the same notation for L0, L1, G0, G1, Q0 and Q1 as in
Lemma 4.2.4, we can define R2 as
R2(i, j, k, l) = g
−5
∫
<4
E
{
Qi(x−X)Qj (y −X)
}
E
{
Qk(x−X)Ql (y −X)
}
dx dy.
Then, since D = g−2Q0 and Dh = g−3Q1, we can express J as Jλ = g−5R2(i, j, k, l)
and R2 can be written as
R2 = g
−5
∫
<4
[∫
<6
(
2i+j−2
){(( 1
(−ξ2)i
)
Li
(
x1 − u1 − hξ1
g
)
K
(
x2 − u2 − hξ2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − u1 − hξ1
g
)
Li
(
x2 − u2 − hξ2
g
))
−((
1
(−ξ2)i
)
Li
(
x1 − u1
g
)
K
(
x2 − u2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − u1
g
)
Li
(
x2 − u2
g
))}{((
1
(−η2)j
)
Lj
(
y1 − u1 − hη1
g
)
K
(
y2 − u2 − hη2
g
)
+
(
1
(−η1)j
)
K
(
y1 − u1 − hη1
g
)
Lj
(
y2 − u2 − hη2
g
))
−
((
1
(−η2)j
)
Lj
(
y1 − u1
g
)
K
(
y2 − u2
g
)
+
(
1
(−η1)j
)
K
(
y1 − u1
g
)
Lj
(
y2 − u2
g
))}
f (u)
Gi (ξ1)Gi (ξ2) Gj (η1) Gj (η2) du dξ dη
][
(k, l) replaces (i, j)
]
dx dy.
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Now using the transformations z1 =
(
x1 − u1
g
)
and z2 =
(
x2 − u2
g
)
for both
parts in the square brackets, we can write R2 as
R2 = g
−1
∫
<4
[∫
<6
(
2i+j−2
){(
(−ξ2)−i Li
(
z1 − hξ1
g
)
K
(
z2 − hξ2
g
)
+
(−ξ1)−i K
(
z1 − hξ1
g
)
Li
(
z2 − hξ2
g
))
−
(
(−ξ2)−i Li (z1)K (z2) +
(−ξ1)−iK (z1)Li (z2)
)}{(
(−η2)−j Lj
(
z1 +
y1 − x1
g
− hη1g−1
)
K
(
z2 +
y2 − x2
g
− hη2g−1
)
+ (−η1)−j K
(
z1 +
y1 − x1
g
− hη1g−1
)
Lj
(
z2 +
y2 − x2
g
− hη2g−1
))
−
(
(−η2)−j Lj
(
z1 +
y1 − x1
g
)
K
(
z2 +
y2 − x2
g
)
+ (−η1)−jK
(
z1 +
y1 − x1
g
)
Lj
(
z2 +
y2 − x2
g
))}
f (x− zg)Gi (ξ1)Gi (ξ2)
Gj (η1) Gj (η2) dz dξ dη
][
(k, l) replaces (i, j)
]
dx dy.
Furthermore using another transformation v1 =
(
y1 − x1
g
)
and v2 =
(
y2 − x2
g
)
, we
get
R2 = g
∫
<4
[∫
<6
(
2i+j−2
){(
(−ξ2)−i Li
(
z1 − hξ1
g
)
K
(
z2 − hξ2
g
)
+
(−ξ1)−i K
(
z1 − hξ1
g
)
Li
(
z2 − hξ2
g
))
−
(
(−ξ2)−i Li (z1)K (z2) +
(−ξ1)−iK (z1)Li (z2)
)}{(
(−η2)−j Lj
(
z1 + v1 − hη1g−1
)
K
(
z2 + v2 − hη2g−1
)
+ (−η1)−j K
(
z1 + v1 − hη1g−1
)
Lj
(
z2 + v2 − hη2g−1
))−(
(−η2)−j Lj (z1 + v1)K (z2 + v2) + (−η1)−jK (z1 + v1)Lj (z2 + v2)
)}
f (x− zg)Gi (ξ1)Gi (ξ2)Gj (η1) Gj (η2) dz dξ dη
][
(k, l) replaces (i, j)
]
dx dv ,
and rearranging leads to
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R2 = g
∫
<4
[∫
<6
(
2i+j−2
)
f (x− zg)
({
(−ξ2)−i
(
Li
(
z1 − hξ1
g
)
K
(
z2 − hξ2
g
)
−
Li (z1)K (z2)
)
+ (−ξ1)−i
(
K
(
z1 − hξ1
g
)
Li
(
z2 − hξ2
g
)
−K (z1)Li (z2)
)}
Gi (ξ1)Gi (ξ2) dξ
)({
(−η2)−j
(
Lj
(
z1 + v1 − hη1g−1
)
K
(
z2 + v2 − hη2g−1
)−
Lj (z1 + v1)K (z2 + v2)
)
+ (−η1)−j
(
K
(
z1 + v1 − hη1g−1
)
Lj
(
z2 + v2 − hη2g−1
)
−K (z1 + v1)Lj (z2 + v2)
)}
Gj (η1) Gj (η2) dη
)
dz
][
(k, l) replaces (i, j)
]
dx dv.
Using Taylor’s series expansions, for the expressions of the form Li
(
z1 − hξ1g
)
,
like below
Li
(
z1 − hξ1
g
)
= Li(z1) +
(−hξ1g−1) Li(z1)′ + (−hξ1g−1)2 Li(z1)′′
2
+ o
((
h
g
)2)
,
given that
h
g
−→ 0, as n→∞, and generalizing for i and j, we get
R2 = g
∫
<4
[∫
<2
(
2i+j−2
)
f (x− zg)
∫
<2
{(
hg−1
)τi ξ21K(z2)K(z1)′′ (τi!)−1 +
(1− i)K(z1)K(z2)
′′
2
(−hg−1)2 ξ22 + o((hg
)τi)
+
(
hg−1
)τi ξ22K(z1)K(z2)′′ (τi!)−1
+ (1− i)K(z2)K(z1)
′′
2
(−hg−1)2 ξ21 + o((hg
)τi)}
K (ξ1) K (ξ2) dξ∫
<2
{(
hg−1
)τj η21K(z2 + v2)K(z1 + v1)′′ (τj!)−1 + (1− j)K(z1 + v1)K(z2 + v2)′′2(−hg−1)2 η22 + o((hg
)τj)
+
(
hg−1
)τj η22K(z1 + v1)K(z2 + v2)′′ (τj!)−1 +
(1− j)K(z2 + v2)K(z1 + v1)
′′
2
(−hg−1)2 η21 + o((hg
)τj)}
K (η1) K (η2) dη dz
]
[
(k, l) replaces (i, j)
]
dx dv
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= g
∫
<4
[∫
<2
(
2i+j−2
)
f (x− zg) (hg−1)τi (hg−1)τj (τi!)−1 (τj!)−1∫
<2
{
ξ21K(z2)K(z1)
′′ + ξ22K(z1)K(z2)
′′ + (1− i)
(
K(z1)K(z2)
′′ξ22+
K(z1)
′′K(z2)ξ21
)}
K (ξ1) K (ξ2) dξ
∫
<2
{
η21K(z2 + v2)K(z1 + v1)
′′
+ η22K(z1 + v1)K(z2 + v2)
′′ + (1− j)
(
K(z1 + v1)K(z2 + v2)
′′η22+
K(z2 + v2)K(z1 + v1)
′′η21
)}
K(η1)K(η2) dη dz
][
(k, l) replaces (i, j)
]
dx dv
+ o
(
g(hg−1)τi+τj+τk+τl
)
. (4.78)
Then, by using the notation τˆ = τi + τj + τk + τl, using the Taylor’s series expansion
f(x− gz) = f(x) +O(g)
and expanding the expression in the last squared brackets of (4.78), we get
R2 = h
τˆg(−τˆ+1)2(i+j+k+l−4) (τi!)
−1 (τj!)
−1 (τk!)
−1 (τl!)
−1 (τi)(τj)(τk)(τl)
∫
<2
f(x)2dx∫
<2
{∫
<2
(
K(z2)K(z1)
′′ +K(z1)K(z2)′′
)(
K(z2 + v2)K(z1 + v1)
′′+
K(z1 + v1)K(z2 + v2)
′′
)
dz
}2
dv + o
(
hτˆg(−τˆ+1)
)
. (4.79)
Since (τi)(τi!)−1 = ((τi − 1)!)−1 = 1, τi = 2− i, τˆ = 8− (i+ j + k + l) and for J1 and
J2, (i+ j + k + l) = 2, we get
R2 =
1
4
h6g−5
∫
<2
f(x)2dx
∫
<2
{∫
<2
(
K(z2)K(z1)
′′ +K(z1)K(z2)′′
)
(
K(z2 + v2)K(z1 + v1)
′′ +K(z1 + v1)K(z2 + v2)′′
)
dz
}2
dv + o
(
h6g−5
)
=
3
64pi
h6g−5
∫
<2
f(x)2 dx + o
(
h6g−5
)
(4.80)
for standard normal K. From the relationship Jλ = g−5R2(i, j, k, l) we can derive the
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expressions for J1 = g−5R2(1, 1, 0, 0) and J2 = g−5R2(1, 0, 0, 1) as
J1 = J2 =
3
64pi
h6g−10
∫
<2
f(x)2dx + o
(
h6g−10
)
∼ 3
64pi
h6g−10
∫
<2
f(x)2dx ,
which completes the proof.
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We define
Ui(x) = D(x−X i)− E (D(x−X i)) = D(x−X i)− a(x)
Vi(h) =
∫
<2
Ui(x)a(x) dx
Uh =
∂
∂h
U.
Lemma 4.2.6. Assuming condition (4.2.1) then as h→ 0 and g → 0,
E
{
V ′(h)2
} ∼ h6[∫
<2
f(x)
{(
f1111(x) + f2211(x)
)2
+
(
f1122(x) + f2222(x)
)2
+
2
(
f1111(x) + f2211(x)
)(
f1122(x) + f2222(x)
)}
dx−
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2]
.
Proof of Lemma 4.2.6. We write
V1(h)
dist
= V (h) ≡
∫
<2
U a,
whose first derivative can be expressed as
V ′1(h)
dist
= V ′(h) ≡
∫
<2
(Uh a+ U ah) ,
and then we have
V ′(h)2 =
∫
<2
Uh a
∫
<2
Uh a + 2
∫
<2
Uh a
∫
<2
U ah +
∫
<2
U ah
∫
<2
U ah.
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Hence, taking expectation leads to
E
{
V ′(h)2
}
= E
{∫
<4
[
Uh(x)Uh(y) a(x) a(y) + 2Uh(x)U(y) a(x) ah(y)+
U(x)U(y) ah(x) ah(y)
]
dx dy
}
=
∫
<4
[
E
{
Uh(x)Uh(y)
}
a(x)a(y) + 2E
{
Uh(x)U(y)
}
a(x)ah(y)+
E
{
U(x)U(y)
}
ah(x)ah(y)
]
dxdy
=
∫
<4
[
E
{
(Dh(x−X)− ah(x)) (Dh(y −X)− ah(y))
}
a(x)a(y)+
2E
{
(Dh(x−X)− ah(x)) (D(y −X)− a(y))
}
a(x)ah(y)+
+ E
{
(D(x−X)− a(x)) (D(y −X)− a(y))
}
ah(x)ah(y)
]
dx dy
=
∫
<4
[
E
{
Dh(x−X)Dh(y −X)
}
a(x)a(y)− ah(x)ah(y)a(x)a(y)+
2E
{
Dh(x−X)D(y −X)
}
a(x)ah(y)− 2ah(x)a(y)a(x)ah(y)+
E
{
D(x−X)D(y −X)
}
ah(x)ah(y)− a(x)a(y)ah(x)ah(y)
]
dx dy
=
∫
<4
[
E
{
Dh(x−X)Dh(y −X)
}
a(x)a(y)+
2E
{
Dh(x−X)D(y −X)
}
a(x)ah(y) + E
{
D(x−X)D(y −X)
}
ah(x)ah(y)− 4a(x)a(y)ah(x)ah(y)
]
dx dy
= I2 + 2I4 + I1 − 4
∫
<4
a(x)a(y)ah(x)ah(y) dx dy, (4.81)
where I1, I2 and I4 are known from Lemma 4.2.4. To calculate the latter part of
(4.81) we use the expression of a(x), in (4.36), given by
a(x) =
∫
<4
K(u1)K(u2)K(v1)K(v2) {f(x− uh− vg)− f(x− vg)} du dv , (4.82)
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and using a Taylor’s series expansion with remainder for f(x− uh− v g), we get
a(x) =
∫
<4
K(u1)K(u2)K(v1)K(v2)
{
(−hu1)2
∫ 1
0
(1− t)f11(x− hut− gv)dt+
(−hu2)2
∫ 1
0
(1− t)f22(x− hut− gv)dt+
2(−hu1)(−hu2)
∫ 1
0
(1− t)f12(x− hut− gv)dt
}
du dv. (4.83)
Now for ah(x) we take the partial derivative of a(x), in expression (4.82), to obtain
ah(x) =
∫
<4
K(u1)K(u2)K(v1)K(v2)
{
(−u1)f1(x− uh− vg)+
(−u2)f2(x− uh− vg)
}
du dv
=
∫
<4
K(u1)K(u2)K(v1)K(v2)
{
(−u1) (f1(x− uh− vg)− f1(x− gv)) +
(−u2) (f2(x− uh− vg)− f2(x− vg))
}
du dv,
and using a Taylor’s series expansion with remainder, like below,
f1(x− uh− vg) = f1(x− vg) + (−hu1)
∫ 1
0
f11(x− uht− vg) dt+
(−hu2)
∫ 1
0
f12(x− uht− vg) dt,
leads to
ah(x) =
∫
<4
K(u1)K(u2)K(v1)K(v2)
{
(−u1)
(
(−hu1)
∫ 1
0
f11(x− uht− vg) dt+
(−hu2)
∫ 1
0
f12(x− uht− vg) dt
)
+ (−u2)
(
(−hu1)
∫ 1
0
f21(x− uht− vg) dt+
(−hu2)
∫ 1
0
f22(x− uht− vg) dt
)}
du dv
=
∫
<4
K(u1)K(u2)K(v1)K(v2)
{
(hu21)
∫ 1
0
f11(x− uht− vg) dt+
(2hu1u2)
∫ 1
0
f12(x− uht− vg) dt+ (hu22)
∫ 1
0
f22(x− uht− vg) dt
)}
du dv.
(4.84)
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Combining the expressions of a(x), in (4.83), and ah(x), in (4.84), we get∫
<2
a(x)ah(x)dx =
∫
<8
K(u1)K(u2)K(v1)K(v2)K(w1)K(w2)K(z1)K(z2)h
3
∫ 1
0
∫ 1
0
(1− t1)
∫
<2
{ ∑
i, j , k , l=1, 2
ui uj wk wl fij(x− hut1 − gv)
fkl(x− hwt2 − gz)
}
dx dt1 dt2 du dv dw dz,
and using Lemma 4.2.2, in the same way as in expression (4.43), leads to∫
<2
a(x)ah(x)dx =
∫
<4
1
2
K(u1)K(u2)K(w1)K(w2)h
3
∫
<2
{
u21w
2
1 f11(x) f11(x)+
u21w
2
2 f11(x) f22(x) + u
2
2w
2
1 f22(x) f11(x) + u
2
2w
2
2 f22(x) f22(x)
}
dx du dw +O
(
h3g2q
)
=
1
2
h3
∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx +O
(
h3g2q
)
.
Hence, the expression of interest is given by∫
<4
a(x)ah(x)a(y)ah(y) dx dy =
1
4
h6
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2
+O
(
h6g2q
)
, (4.85)
for h→ 0, g → 0 and h/g → 0, as n→∞.
Substituting (4.85) and the Iλ’s, in (4.76), into the expression of E {V ′(h)2}, in
(4.81), we get
E
{
V ′(h)2
}
= I2 + 2I4 + I1 − 4
∫
<4
a(x)a(y)ah(x)ah(y) dx dy
= h6
∫
<2
f(x)
{(
f1111(x) + f2211(x)
)2
+
(
f1122(x) + f2222(x)
)2
+
2
(
f1111(x) + f2211(x)
)(
f1122(x) + f2222(x)
)}
dx−
h6
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2
+ o
(
h6
)
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∼ h6
[∫
<2
f(x)
{(
f1111(x) + f2211(x)
)2
+
(
f1122(x) + f2222(x)
)2
+
2
(
f1111(x) + f2211(x)
)(
f1122(x) + f2222(x)
)}
dx−
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2]
, (4.86)
which completes the proof.
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Using the previously defined notation
Ui(x) = D(x−X i)− E (D(x−X i)) = D(x−X i)− a(x),
we define
V12(h) =
∫
<2
U1 U2,
V ′12(h) =
∫
<2
(
U1 U2h + U1h U2
)
and
V ′12(h)
2 =
∫
<2
U1 U2h
∫
<2
U1 U2h + 2
∫
<2
U1 U2h
∫
<2
U1h U2 +
∫
<2
U1h U2
∫
<2
U1h U2.
(4.87)
Lemma 4.2.7. Assuming condition (4.2.1) then as h→ 0, g → 0 and (h/g)→ 0,
E
(
V ′12(h)
2
) ∼ 3
16pi
h6g−10
∫
<2
f(x)2dx.
Proof of Lemma 4.2.7. The expression of interest is given by
E
(
V ′12(h)
2
)
= E
{∫
<4
[
U1(x)U1(y)U2h(x)U2h(y) + 2U1(x)U1h(y)U2h(x)U2(y)+
U1h(x)U1h(y)U2(x)U2(y)
]
dx dy
}
,
which can be simplified to(
1
2
)
E
(
V ′12(h)
2
)
=
∫
<4
[
E
{
U1(x)U1(y)
}
E
{
U2h(x)U2h(y)
}
+
E
{
U1(x)U1h(y)
}
E
{
U2h(x)U2(y)
}]
dxdy
=
∫
<4
[
E
{(
D(x−X)− a(x)
)(
D(y −X)− a(y)
)}
E
{(
Dh(x−X)− ah(x)
)(
Dh(y −X)− ah(y)
)}
+
E
{(
D(x−X)− a(x)
)(
Dh(y −X)− ah(y)
)}
E
{(
Dh(x−X)− ah(x)
)(
D(y −X)− a(y)
)}]
dx dy
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=
∫
<4
[
E
{
D(x−X)D (y −X)− a(x)a (y)
}
E
{
Dh(x−X)Dh (y −X)− ah(x)ah (y)
}
+
E
{
D(x−X)Dh (y −X)− a(x)ah (y)
}
E
{
Dh(x−X)D (y −X)− ah(x)a (y)
}]
dx dy. (4.88)
Expanding (4.88) leads to(
1
2
)
E
(
V ′12(h)
2
)
=
∫
<4
[
E
{
D(x−X)D(y −X)
}
E
{
Dh(x−X)Dh(y −X)
}
−
E
{
D(x−X)D(y −X)
}
ah(x)ah(y)− E
{
Dh(x−X)Dh(y −X)
}
a(x)a(y) + a(x)a(y)ah(x)ah(y) + E
{
D(x−X)Dh(y −X)
}
E
{
Dh(x−X)D(y −X)
}
− E
{
D(x−X)Dh(y −X)
}
ah(x)a(y)−
E
{
Dh(x−X)D(y −X)
}
a(x)ah(y) + a(x)ah(y)ah(x)a(y)
]
dxdy
= J1 − I1 − I2 + 2
∫
<4
a(x)ah(x)a(y)ah(y) dx dy + J2 − I3 − I4.
Using Lemmas 4.2.4, 4.2.5 and result (4.85), for (h/g) −→ 0, we get
(
1
2
)
E
(
V ′12(h)
2
)
=
3
32pi
h6g−10
∫
<2
f(x)2dx− h6
∫
<2
f(u)
{(
f1111(u) + f2211(u)
)2
+(
f1122(u) + f2222(u)
)2
+ 2
(
f1111(u) + f2211(u)
)
(
f1122(u) + f2222(u)
)}
du+
1
2
h6
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2
+ o
(
h6
)
=
3
32pi
h6g−10
∫
<2
f(x)2dx + o
(
h6g−10
)
.
Hence,
E
(
V ′12(h)
2
) ∼ 3
16pi
h6g−10
∫
<2
f(x)2dx. (4.89)
which completes the proof.
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In order to prove Theorem 4.2.1, we also need the asymptotic expression for
MISE′′(h00) and h00. From the expression of the bias of fˆh(x), in (4.33), we get
b(x) = E
(
fˆh(x)
)
− f (x)
= κ2h
2f11(x) + κ2h2f22(x) +O
(
h4
)
,
and therefore we can express the integrated squared bias (ISB) as
ISB =
∫
<2
b(x)2 dx
=
∫
<2
[
κ22h
4f11(x)2 + 2κ22h
4f11(x)f22(x) + κ22h
4f22(x)2
]
dx +O
(
h6
)
≈
∫
<2
[
κ22h
4f11(x)2 + 2κ22h
4f11(x)f22(x) + κ22h
4f22(x)2
]
dx
≈ 1
4
h4
∫
<2
f11(x)2 dx +
1
2
h4
∫
<2
f11(x)f22(x) dx +
1
4
h4
∫
<2
f22(x)2 dx. (4.90)
For the variance part of MISE we use
Var
(
fˆh(x)
)
= Var
(
1
n
n∑
i=1
Kh(x1 −X1i)Kh(x2 −X2i)
)
=
1
n2
Var
(
n∑
i=1
Kh(x1 −X1i)Kh(x2 −X2i)
)
=
1
n
Var
(
Kh (x1 −X11)Kh (x2 −X21)
)
=
1
n
[
E
(
K2h (x1 −X11)K2h (x2 −X21)
)
−
E
(
Kh (x1 −X11)Kh (x2 −X21)
)2]
, (4.91)
where
E
(
K2h(x1 −X11)K2h(x2 −X21)
)
=
∫ ∫
K2h(x1 − y1)K2h(x2 − y2)f(y1, y2)dy
=
∫ ∫
1
h4
K
(
x1 − y1
h
)2
K
(
x2 − y2
h
)2
f(y1, y2)dy.
Then, by using the transformations y1 = x1− ht1 and y2 = x2− ht2 and the Taylor’s
series expansion
f(x− ht) = f(x)−
2∑
j=1
h tj fj(x) +
1
2
2∑
r,s=1
h2 tr ts frs(x) + o
(
h2
)
,
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we get
E
(
K2h(x1 −X11)K2h(x2 −X21)
)
=
∫ ∫
1
h2
K(t1)
2K(t2)
2f(x1 − ht1, x2 − ht2) dt
=
∫ ∫
1
h2
K(t1)
2K(t2)
2
[
f(x)−
2∑
j=1
h tj fj(x) +
1
2
2∑
r,s=1
h2 tr ts frs(x) + o
(
h2
) ]
dt
=
∫ ∫
1
h2
K(t1)
2K(t2)
2f(x)dt+O
(
h0
)
, (4.92)
since
∫
tK(t)2 dt = 0 for standard Normal kernel K. Therefore, by plugging expres-
sion (4.92) into (4.91) leads to
Var
(
fˆh(x)
)
=
1
n
[∫
<2
1
h2
K(t1)
2K(t2)
2f(x)dt+O
(
h0
)−
(∫
<2
Kh(x1 − y1)Kh(x2 − y2)f(y1, y2)dy
)2]
=
1
n
[∫
<2
1
h2
K(t1)
2K(t2)
2f(x)dt+O
(
h0
)− (bias(fˆh(x))+ f(x))2]
=
1
n
[∫
<2
1
h2
K(t1)
2K(t2)
2f(x)dt+O
(
h0
)− (O (h2)+ f(x))2],
which for (h/g) −→ 0 can be simplified to
Var
(
fˆh(x)
)
=
(
n−1h−2
)
f(x)
∫
<2
K(t1)
2K(t2)
2dt+O
(
n−1
)− 1
n
E
(
fˆh(x)
)2
≈ (n−1h−2) f(x)∫
<2
K(t1)
2K(t2)
2dt.
Now integrating with respect to x1 and x2 we get the expression for the integrated
variance
IV =
∫
<2
Var
(
fˆh(x)
)
dx
=
(
n−1h−2
) ∫
<2
K(t1)
2K(t2)
2dt+O
(
n−1
)− 1
n
∫
<2
E
(
fˆh(x)
)2
dx
≈ (n−1h−2)R (K)2 , (4.93)
where R(K) is the roughness defined by R(K) =
∫
K(t)2dt.
Hence, by combining the asymptotic expression of the ISB, from (4.90), and the
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IV, from (4.93), we obtain the expression for the asymptotic MISE (AMISE),
AMISE = AIV + AISB
=
(
n−1h−2
)
R (K)2 + κ22 h
4
∫
<2
f11(x)2 dx + 2κ22 h
4
∫
<2
f11(x)f22(x) dx+
κ22 h
4
∫
<2
f22(x)2 dx
=
(
n−1h−2
)
R (K)2 +
1
4
h4
∫
<2
f11(x)2 dx +
1
2
h4
∫
<2
f11(x)f22(x) dx+
1
4
h4
∫
<2
f22(x)2 dx. (4.94)
It is interesting to note that the relationship between MISE and AMISE is given by
MISE(h) = AMISE(h) +O
(
h6 + n−1
)
. (4.95)
Now taking the first partial derivative of AMISE(h), with respect to h, we get
∂
∂h
AMISE =
−2R(K)2
nh3
+ h3
∫
<2
f11(x)2 dx + 2h3
∫
<2
f11(x)f22(x) dx+
h3
∫
<2
f22(x)2 dx.
For the minimizer of MISE, h00, we have
∂
∂h
MISE(h00) = 0 and therefore the asymp-
totic approximation of h00 is obtained by solving the equation
∂
∂h
AMISE = 0
⇒ h3
(∫
<2
[
f11(x)2 + 2f11(x)f22(x) + f22(x)2
]
dx
)
=
2R(K)2
nh3
⇒ h6 = 2R(K)
2
n
(∫
<2 [f11(x)
2 + 2f11(x)f22(x) + f22(x)2] dx
)
⇒ h00 ≈ 2
1/6R(K)1/3n−1/6(∫
<2 [f11(x)
2 + 2f11(x)f22(x) + f22(x)2] dx
)1/6 ,
which can be written as
h00 ≈ h˜00 = C1n−1/6, (4.96)
where h˜00 is the minimizer of AMISE and the constant C1 is defined as
C1 =
21/6R(K)1/3(∫
<2 [f11(x)
2 + 2f11(x)f22(x) + f22(x)2] dx
)1/6 .
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For the second partial derivative of AMISE, with respect to h, we get
∂2
∂h2
AMISE =
6R(K)2
nh4
+ 3h2
(∫
<2
[
f11(x)2 + 2f11(x)f22(x) + f22(x)2
]
dx
)
, (4.97)
and by substituting the expression of the asymptotic h00, from (4.96), into (4.97), we
get
AMISE′′(h00) =
6R(K)2
nh400
+ 3h200
(∫
<2
[
f11(x)2 + 2f11(x)f22(x) + f22(x)2
]
dx
)
=
6R(K)2
nC41n
−4/6 + 3C
2
1n
−2/6
(∫
<2
[
f11(x)2 + 2f11(x)f22(x) + f22(x)2
]
dx
)
= n−2/6
[
6C−41 R(K)
2+
3C21
(∫
<2
[
f11(x)2 + 2f11(x)f22(x) + f22(x)2
]
dx
)]
= C2n
−2/6, (4.98)
where C2 is a constant defined by
C2 = 6C
− 4
1 R(K)
2 + 3C 21
(∫
<2
[
f11(x)2 + 2f11(x)f22(x) + f22(x)2
]
dx
)
.
After stating all the conditions, lemmas and expressions needed to prove Theorem
4.2.1, we proceed with the proof.
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Proof of Theorem 4.2.1. Let ∆ be defined as
∆ = BBMISEND −MISE.
Then for the BBMISEND minimizer, hˆ, we have
BBMISE′ND
(
hˆ
)
= ∆′
(
hˆ
)
+ MISE′
(
hˆ
)
= 0. (4.99)
Assuming that MISE′ is continuous on a closed interval
[
min
(
hˆ, h00
)
,max
(
hˆ, h00
)]
and differentiable on the open interval
(
min
(
hˆ, h00
)
,max
(
hˆ, h00
))
, then for a
smoothing parameter h∗ ∈
(
min
(
hˆ, h00
)
,max
(
hˆ, h00
))
, the mean value theorem
(Appendix B.3.1) can be used to obtain
MISE′
(
hˆ
)
−MISE′ (h00)(
hˆ− h00
) = MISE′′ (h∗) ,
and since MISE′(h00) = 0, we can rearrange the expression as
MISE′
(
hˆ
)
=
(
hˆ− h00
)
MISE′′ (h∗) . (4.100)
Substituting equation (4.100) into (4.99), we get
∆′
(
hˆ
)
+
(
hˆ− h00
)
MISE′′ (h∗) = 0,
and therefore
hˆ− h00 = −
∆′
(
hˆ
)
MISE′′ (h∗)
.
Using the result from (4.98),
MISE′′ (h00) ≈ C2n−2/6,
and (Appendix A.17)
MISE′′ (h∗)
MISE′′ (h00)
p−→ 1,
we get
hˆ− h00 = −C−12 n2/6∆′
(
hˆ
)
{1 + op(1)} . (4.101)
With the approximation (n− 1) = n, for n→∞, we get the expressions
BBMISEND = BBIVND + BBISBND
=
R(K)2
nh2
+ o
(
n−1h−2
)
+ BBISBND (4.102)
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and
MISE = IV + ISB
=
R(K)2
nh2
+O
(
n−1
)− 1
n
∫
<2
(
E
(
fˆh(x)
))2
dx + ISB. (4.103)
Subtracting (4.103) from (4.102) leads to
∆ = BBMISEND −MISE
= BBISBND − ISB + 1
n
∫
<2
(
E
(
fˆh(x)
))2
dx +O
(
n−1
)
= ∆1 +
1
n
∫
<2
(
E
(
fˆh(x)
))2
dx +O
(
n−1
)
, (4.104)
where ∆1 = BBISBND − ISB. We can write ∆1 as
∆1(h) = BBISBND(h)− ISB(h)
= (BBISBND(h)− E (BBISBND(h))) + (E (BBISBND(h))− ISB(h)) ,
(4.105)
and the first part can be expanded to
BBISBND(h)− E (BBISBND(h)) = 1
n(n− 1)
n∑∑
i 6=j
∫
<2
D
(
x−Xi
)
D
(
x−Xj
)
dx−
1
n(n− 1)E
{
n∑∑
i 6=j
∫
<2
D
(
x−Xi
)
D
(
x−Xj
)
dx
}
=
1
n(n− 1)
n∑∑
i 6=j
∫
<2
D
(
x−Xi
)
D
(
x−Xj
)
dx−
1
n(n− 1)
n∑∑
i 6=j
∫
<2
E
(
D
(
x−Xi
))
E
(
D
(
x−Xj
))
dx
=
1
n(n− 1)
[
n∑∑
i 6=j
∫
<2
(
D
(
x−Xi
)
− E
(
D
(
x−Xi
)))
(
D
(
x−Xj
)
− E
(
D
(
x−Xj
)))
dx− 2
n∑∑
i 6=j
∫
<2
E
(
D
(
x−Xi
))
E
(
D
(
x−Xj
))
dx + 2
n∑∑
i 6=j
∫
<2
D
(
x−Xi
)
E
(
D
(
x−Xj
))
dx
]
CHAPTER 4. BIVARIATE KERNEL DENSITY ESTIMATION 180
=
1
n(n− 1)
[
n∑∑
i 6=j
∫
<2
(
D
(
x−Xi
)
− E
(
D
(
x−Xi
)))
(
D
(
x−Xj
)
− E
(
D
(
x−Xj
)))
dx
]
+
2
n(n− 1)
[
n∑∑
i 6=j
∫
<2
(
D
(
x−Xi
)
E
(
D
(
x−Xj
))
− E
(
D
(
x−Xi
))
E
(
D
(
x−Xj
)))
dx
]
=
1
n(n− 1)
[
n∑∑
i 6=j
∫
<2
(
D
(
x−Xi
)
− E
(
D
(
x−Xi
)))
(
D
(
x−Xj
)
− E
(
D
(
x−Xj
)))
dx
]
+
2
n
[
n∑
i=1
∫
<2
(
D
(
x−Xi
)
− E
(
D
(
x−Xi
)))
E
(
D
(
x−Xi
))
dx
]
=
1
n(n− 1)
n∑∑
i 6=j
Vij(h) +
2
n
n∑
i=1
Vi(h). (4.106)
The second part of (4.105) is given by
E (BBISB(h)ND)− ISB(h) = 1
n(n− 1)
n∑∑
i 6=j
∫
<2
E
(
D
(
x−Xi
))
E
(
D
(
x−Xj
))
dx−
∫
<2
b(x)2dx
=
∫
<2
a(x)2dx−
∫
<2
b(x)2dx
=
∫
<2
(
a(x)2 − b(x)2
)
dx
=
∫
<2
(
a(x)− b(x)
)(
a(x) + b(x)
)
dx, (4.107)
and plugging expressions (4.106) and (4.107) into ∆1(h), in (4.105), leads to
∆1(h) = BBISBND(h)− E (BBISBND(h)) + E (BBISBND(h))− ISB(h)
=
1
n(n− 1)
n∑∑
i 6=j
Vij(h) +
2
n
n∑
i=1
Vi(h) +
∫
<2
(
a(x)− b(x)
)(
a(x) + b(x)
)
dx.
(4.108)
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Now for the second part of ∆, in (4.104), we have∫
<2
(
E
(
fˆh(x)
))2
dx =
∫
<2
(
bias
(
fˆh(x)
)
+ f(x)
)2
dx
=
∫
<2
(
κ2h
2f11(x) + κ2h2f22(x) + o
(
h2
)
+ f(x)
)2
dx
≈
∫
<2
(
κ2h
2f11(x) + κ2h2f22(x) + f(x)
)2
dx
≈
∫
<2
(
κ22h
4f11(x)2 + κ22h
4f22(x)2 + f(x)2 + 2κ22h
4f11(x)f22(x)
+ 2κ2h
2f11(x)f(x) + 2κ2h2f22(x)f(x)
)
dx ,
and taking the partial derivative with respect to h, leads to
∂
∂h
∫
<2
(
E
(
fˆh(x)
))2
dx ≈
∫
<2
(
4κ22h
3f11(x)2 + 4κ22h
3f22(x)2 + 8κ22h
3f11(x)f22(x)+
4κ2hf11(x)f(x) + 4κ2hf22(x)f(x)
)
dx
= O (h) . (4.109)
Hence, by taking the partial derivative of ∆, in (4.104), with respect to h, we obtain
∆′
(
hˆ
)
= ∆′1
(
hˆ
)
+O
(
n−1hˆ
)
. (4.110)
To get the expression for ∆′1 (h) we take the partial derivative, with respect to h, in
(4.108), which is
∆′1(h) =
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h) +
2
n
n∑
i=1
V ′i (h) +
∫
<2
(
ah(x)− bh(x)
)
(
a(x) + b(x)
)
+
(
a(x)− b(x)
)(
ah(x) + bh(x)
)
dx. (4.111)
For the latter part of (4.111) we use Lemma 4.2.3 to get,∫
<2
(
ah(x)− bh(x)
)(
a(x) + b(x)
)
+
(
a(x)− b(x)
)(
ah(x) + bh(x)
)
dx
= −8κ32 h3 g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx+∫
<2
f222(x)2 dx
]
+O
(
h3g2+2q
)
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= −h3 g2
[∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx
]
+O
(
h3g2+2q
)
= −C5h3g2 +O
(
h3g2+2q
)
, (4.112)
where C5 is a constant defined as
C5 =
∫
<2
f111(x)2 dx + 3
∫
<2
f112(x)2 dx + 3
∫
<2
f122(x)2 dx +
∫
<2
f222(x)2 dx.
Now by plugging the expression in (4.112), into the expression of ∆′1 (h), in (4.111),
and using
(
hˆ
h00
)
p−→ 1 (Appendix A.15), we get
∆′1
(
hˆ
)
=
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00)+
2
n
n∑
i=1
V ′i (h00)−C5h300g2+O
(
h300g
2+2q
)
. (4.113)
Plugging (4.113) into the expression for ∆′
(
hˆ
)
, in (4.110), leads to
∆′
(
hˆ
)
=
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00)− C5h300g2 +O
(
h300g
2+2q
)
+Op
(
n−1h00
)
.
Additionally, by substituting the expression of ∆′
(
hˆ
)
above, into the expression for(
hˆ− h00
)
, in (4.101), we get
hˆ− h00 = −C−12 n2/6∆′
(
hˆ
)
{1 + op(1)}
= −C−12 n2/6
[
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00)− C5h300g2
+O
(
h300g
2+2q
)
+Op
(
n−1h00
) ]
. (4.114)
Let
S =
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00).
Using the Crame´r-Wold device (Appendix B.3.6) and a martingale argument, we can
show that (Appendix A.2)
S ≈ (C3 n−2h600 g−10 + C4 n−1h600)1/2 Zn, (4.115)
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where Zn is asymptotically normal N (0, 1) and C3 and C4 are constants defined as
C3 =
3
8pi
∫
<2
f(x)2dx
and
C4 = 4
{[∫
<2
f(x)
{(
f1111(x) + f2211(x)
)2
+
(
f1122(x) + f2222(x)
)2
+
2
(
f1111(x) + f2211(x)
)(
f1122(x) + f2222(x)
)}
dx−
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2]}
.
Therefore, substituting the expression of S, in (4.115), into the expression of(
hˆ− h00
)
, in (4.114), we get
hˆ− h00 = −C−12 n2/6
[ (
C3 n
−2h600 g
−10 + C4 n−1h600
)1/2
Zn − C5h300g2 +O
(
h300g
2+2q
)
+Op
(
n−1h00
) ]
,
and by dividing by h00 leads to(
hˆ− h00
h00
)
= −C−12 n2/6h−100
[ (
C3 n
−2h600 g
−10 + C4 n−1h600
)1/2
Zn − C5h300g2+
O
(
h300g
2+2q
)
+Op
(
n−1h00
) ]
= −C−12 n2/6h200
[ (
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5g2 +O
(
g2+2q
)
+Op
(
n−1h−200
) ]
.
(4.116)
Then by substituting h00 ≈ C1n−1/6, from (4.96), into (4.116), we get(
hˆ− h00
h00
)
= −C−12 C21
[ (
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5g2 +O
(
g2+2q
)
+
Op
(
n−4/6C−21
) ]
⇒
(
hˆ− h00
h00
)
= −C−12 C21
[ (
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5g2 +O
(
g2+2q
) ]
,
(4.117)
which completes the proof.
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In order to obtain the asymptotically optimal choice of g, we use the notation
g = C6 n
−α, where C6 is a constant and α <
1
6
, because of the condition that
h
g
−→ 0.
Also for α >
1
10
the term C3 n−2 g−10 dominates C4 n−1 and the optimal relative rate
of convergence of hˆ to h00 is obtained by balancing out the terms (C3 n−2 g−10)
1/2 and
C5g
2. That occurs when we balance n−1+5α with n−2α and the corresponding value
of α is
1
7
. Therefore the asymptotically optimal choice of g is gop = C6n−1/7 with a
relative rate of convergence of hˆ to the optimal h00 of the order n−2/7.
4.2.1 Data-based choice of the initial smoothing parameters
In order to obtain a data based estimate for the constant C6, involved in the choice
of g, gop = C6n−1/7, we can minimize the mean squared error comprised by the bias
and variance parts of the expression for the relative rate of convergence of hˆ to h00,
in (4.117). That is proportional to minimizing the expression M∗ given by
M∗ =
[(
C3 n
−2 g−10 + C4 n−1
)1/2]2
+
(−C5g2)2
= C3 n
−2 g−10 + C4 n−1 + C25g
4.
So, by taking the first derivative with respect to g and setting the expression equal
to zero we get
∂M∗
∂g
= −10C3 n−2 g−11 + 4C25g3 = 0
⇒ 4C25g3MS = 10C3 n−2 g−11MS
⇒ g14MS =
5C3 n
−2
2C25
⇒ gMS =
(
5C3 n
−2
2C25
)1/14
⇒ gMS =
(
5C3
2C25
)1/14
n−1/7.
Therefore, the constant C6 is of the form
C6 =
(
5C3
2C25
)1/14
.
However, the constants C3 and C5 depend on the unknown function f and its
partial derivatives and therefore they cannot be obtained explicitly. In order to
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obtain an estimate of these constants, we can replace the unknown density f by
a reference distribution f˜ , like the bivariate Normal distribution N2
(
µ,Σ
)
. Here
µ =
µ1
µ2
 is the mean vector, with µ1 and µ2 being the mean of the first and second
variables, respectively, and Σ =
σ21 σ12
σ12 σ
2
2
 is the variance-covariance matrix, with
σ21 being the variance of the first variable, σ22 the variance of the second variable and
σ12, the covariance of the two variables. Then, using the notation σ̂1, σ̂2 and σ̂12 for
the estimates of the standard deviations and covariance, from the sample at hand,
we can write f˜(x) as
f˜(x) =
1
2pi
√
σ̂ 21 σ̂
2
2 − ρ̂ 2σ̂ 21 σ̂ 22
exp
−1
2
(
x1 − µ̂1 x2 − µ̂2
)
Σ̂−1
x1 − µ̂1
x2 − µ̂2

=
1
2piσ̂1σ̂2
√
1− ρ̂ 2 exp
(
− 1
2(1− ρ̂ 2)
[
(x1 − µ̂1)2
σ̂ 21
+
(x2 − µ̂2)2
σ̂ 22
−
2ρ̂(x1 − µ̂1)(x2 − µ̂2)
σ̂1σ̂2
])
,
where ρ̂ is the sample correlation between the two variables given by
ρ̂ =
σ̂12
σ̂1σ̂2
.
Now we estimate the constants C3 and C5 by Ĉ3 and Ĉ5,
Ĉ3 =
3
8pi
∫
<2
f˜(x)2dx
=
3
32pi2σ̂1 σ̂2
√
1− ρ̂ 2
Ĉ5 =
∫
<2
f˜111(x)2 dx + 3
∫
<2
f˜112(x)2 dx + 3
∫
<2
f˜122(x)2 dx +
∫
<2
f˜222(x)2 dx
=
1
32piσ̂1σ̂2(1− ρ̂ 2)5/2
[
15
σ̂ 61 (1− ρ̂ 2)
+
45ρ̂ 2
σ̂ 41 σ̂
2
2 (1− ρ̂ 2)
+
9
σ̂ 41 σ̂
2
2
+
15
σ̂ 62 (1− ρ̂ 2)
+
45ρ̂ 2
σ̂ 21 σ̂
4
2 (1− ρ̂ 2)
+
9
σ̂ 21 σ̂
4
2
]
.
Then, the data-based estimate of gMS is
ĝMS = Ĉ
1/14
6 n
−1/7 =
(
5Ĉ3
2Ĉ25
)1/14
n−1/7.
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It is interesting to examine the case where f˜(x) is the standard bivariate normal with
σ1 = 1, σ2 = 1 and ρ = 0. In that case the estimate of gMS is
ĝMS = 0.851 n
−1/7.
In order to adjust for distributions that deviate from normality, we apply a simple
modification by multiplying the choice of g by 0.9. This is done because it is not easy
to determine the effect of multimodality, skewness and kurtosis in detail, like in the
univariate kernel density estimation and therefore a modification greater than 10%
cannot be justified in this case. The resulting form of ĝMS for the ith variable of the
sample takes the form
ĝi = 0.9 Ĉ
1/14
6 n
−1/7. (4.118)
The complete process of the method suggested here (AOBND method), is outlined
below:
1. Fix the values of g1 = ĝ1, g2 = ĝ2 and h2 = ĝ2, in BBMISEND (h1, h2), with ĝi
as defined in (4.118).
2. Obtain the value of h1, hˆ11, which minimizes BBMISEND (h1, h2), for h1 and fix
h1 = hˆ11.
3. Obtain hˆ21 by minimising BBMISEND
(
hˆ11, h2
)
, with respect to h2 and fix
h2 = hˆ21.
4. Obtain hˆ12 by minimising BBMISEND
(
h1, hˆ21
)
, with respect to h1 and fix
h1 = hˆ12.
5. Repeat the process until both
∣∣∣hˆ1(j+1) − hˆ1j∣∣∣ < δ and ∣∣∣hˆ2(j+1) − hˆ2j∣∣∣ < δ, for
small δ > 0, and choose hˆ1(j+1) and hˆ2(j+1) as the optimal choices of smoothing
parameters.
An issue which needs to be addressed, is the fact that in our asymptotic analysis
the initial smoothing parameters, g1 and g2, are in fact set to be equal to each other.
That would reasonably be inappropriate in datasets where the dispersion of the data
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varies markedly between the two coordinate directions. To address this issue, Duong
and Hazelton (2003) proposed transforming the data before employing the algorithm,
for their proposed plug-in method.
Specifically, they considered applying the method of interest to transformed data,
X∗1 , . . . , X
∗
n, with the possible transformations being sphering
X∗ = S−1/2X,
where S is the sample covariance matrix of the original data, and scaling
X∗ = SD−1/2X,
where SD is the diagonal matrix with elements equal to the diagonal elements of
S =
 s21 s12
s12 s
2
2
. Once the estimated smoothing parameters are obtained for the
transformed data, they can be transformed back to the scale of the original data. If
we denote the smoothing parameters for the transformed data by Hˆ∗ (with h2∗1 and
h2∗2 as the diagonal entries), then the smoothing parameters for the original data are
given by Hˆ = S1/2Hˆ∗S1/2, for the sphered and Hˆ = SD1/2Hˆ∗SD1/2, for the scaled
data.
However, Wand and Jones (1993) and Duong and Hazelton (2003) observed that
when diagonal bandwidth matrices are used, which is equivalent to using the product
kernel density estimator, then sphering the data is not appropriate and can perform
very badly for general density shapes, while scaling is a reasonable option.
4.3 Asymptotically motivated smoothed bootstrap
method in bivariate kernel density estimation
with the diagonal terms included
In this section we examine the asymptotic relative rates of convergence of hˆ to
the MISE optimal, h00, when the diagonal terms of BBMISE(h) are included in the
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expression, which is equivalent to using the kernel density estimator of f(x) defined
below:
fˆg(x) =
1
n
n∑
j=1
Kg1(x1 −Xj1)Kg2(x2 −Xj2).
The corresponding bootstrap kernel density estimator is given by
fˆ ∗h(x) =
1
n
n∑
j=1
Kh1(x1 −X∗j1)Kh2(x2 −X∗j2),
where X∗j1 and X∗j2 are bootstrap realizations from x1 and x2, respectively. Like
in the previous section, for the asymptotic analysis we make the assumptions that
h1 = h2 = h and g1 = g2 = g. This is done so that the minimizer of AMISE, h˜00,
which is needed to derive the relative rate of convergence of hˆ to the MISE minimizer,
h00, can be obtained explicitly.
The error function minimized, in order to obtain the smoothing parameters, is
the BBMISED (bivariate bootstrap mean integrated squared error with diagonals),
which is given by
BBMISED(h) = E∗
∫ ∫ {
fˆ ∗h(x)− fˆg(x)
}2
dx1 dx2.
BBMISED can be written as the sum of the BBIVD (bivariate bootstrap integrated
variance) and BBISBD (bivariate bootstrap integrated squared bias), which are de-
fined as
BBISBD(h) =
∫ ∫ {
E∗
(
fˆ ∗h(x)
)
− fˆg(x)
}2
dx1 dx2
and
BBIVD(h) =
∫ ∫ [
E∗
(
fˆ ∗h(x)
2
)
−
{
E∗
(
fˆ ∗h(x)
)}2]
dx1 dx2.
To obtain the expressions for the BBIVD and BBISBD we first expand the following
expectations for standard Gaussian kernel K:
E∗
(
Kh
(
x1 −X∗j1
)
Kh
(
x2 −X∗j2
))
=
=
∫ ∫
Kh(x1 − y1)Kh(x2 − y2) 1
ng2
n∑
k=1
K
(
y1 −Xk1
g
)
K
(
y2 −Xk2
g
)
dy
=
1
n
n∑
k=1
∫ ∫
Kh(x1 − y1)Kh(x2 − y2)Kg(y1 −Xk1)Kg(y2 −Xk2) dy
=
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
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and
E∗
(
Kh
(
x1 −X∗j1
)2
Kh
(
x2 −X∗j2
)2)
=
=
∫ ∫
Kh(x1 − y1)2Kh(x2 − y2)2 1
ng2
n∑
k=1
K
(
y1 −Xk1
g
)
K
(
y2 −Xk2
g
)
dy
=
1
n
n∑
k=1
1
2pi
K√
h4+2h2g2
(√
2(x1 −Xk1)2h2
)
K√
h4+2h2g2
(√
2(x2 −Xk2)2h2
)
=
1
4h2pin
n∑
k=1
K√
(h2+2g2)/2
(x1 −Xk1)K√(h2+2g2)/2 (x2 −Xk2) .
Using the approximation (n− 1) = n, for large n, in the expressions of BBISBND(h),
in (4.27), and BBIVND(h), in (4.28), we can obtain BBISBD(h) and BBIVD(h) by
BBISBD(h) =
∫ ∫ {
E∗
(
fˆ ∗h(x)
)
− fˆg(x)
}2
dx1dx2
=
∫ ∫ {
E∗
(
Kh(x1 −X∗j1)Kh(x2 −X∗j2)
)−
1
n
n∑
l=1
Kg(x1 −Xl1)Kg(x2 −Xl2)
}2
dx1dx2
=
∫ ∫ {
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)−
1
n
n∑
l=1
Kg(x1 −X1l)Kg(x2 −X2l)
}2
dx1dx2
=
∫ ∫ ({
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2
−
2
{
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}
{
1
n
n∑
l=1
Kg(x1 −Xl1)Kg(x2 −Xl2)
}
+{
1
n
n∑
l=1
Kg(x1 −Xl1)Kg(x2 −Xl2)
}2)
dx1dx2
=
1
n2
n∑
k=1
n∑
j=1
K√
2h2+2g2
(Xk1 −Xj1)K√2h2+2g2 (Xk2 −Xj2)−
2
n2
n∑
l=1
n∑
m=1
K√
h2+2g2
(Xl1 −Xm1)K√h2+2g2 (Xl2 −Xm2) +
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1
n2
n∑
i=1
n∑
j=1
K√
2g2
(Xi1 −Xj1)K√2g2 (Xi2 −Xj2)
=
1
n2
[
n∑
k=1
n∑
j=1
1
4pi(h2 + g2)
exp
(−(Xk1 −Xj1)2
4(h2 + g2)
)
exp
(−(Xk2 −Xj2)2
4(h2 + g2)
)
−
n∑
l=1
n∑
m=1
1
pi(h2 + 2g2)
exp
(−(Xl1 −Xm1)2
2(h2 + 2g2)
)
exp
(−(Xl2 −Xm2)2
2(h2 + 2g2)
)
+
n∑
i=1
n∑
j=1
1
4pig2
exp
(−(Xi1 −Xj1)2
4g2
)
exp
(−(Xi2 −Xj2)2
4g2
)]
= BBISBND(h) +
1
n2
[
n
4pi (h2 + g2)
− n
pi (h2 + 2g2)
+
n
4pig2
]
= BBISBND(h) +
[
1
4npi (h2 + g2)
− 1
npi (h2 + 2g2)
+
1
4npig2
]
(4.119)
and
BBIVD(h) =
∫ ∫ (
E∗
(
fˆ ∗h(x)
2
)
−
{
E∗
(
fˆ ∗h(x)
)}2)
dx1 dx2
=
∫ ∫ [
E∗

(
1
n
n∑
j=1
Kh(x1 −X∗1j)Kh(x2 −X∗2j)
)2−{
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2 ]
dx1 dx2
=
∫ ∫ [
E∗
{
1
n2
(
n∑
k=1
Kh(x1 −X∗k1)2Kh(x2 −X∗k2)2+
n∑∑
j 6=l
Kh(x1 −X∗j1)Kh(x2 −X∗j2)Kh(x1 −X∗l1)Kh(x2 −X∗l2)
)}
−
(
1
n2
){ n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2 ]
dx
=
∫ ∫ [
1
n2
n∑
k=1
{
1
4pih2n
n∑
l=1
K√
(h2+2g2)/2
(x1 −Xl1)
K√
(h2+2g2)/2
(x2 −Xl2)
}
+
1
n2
n∑
j 6=l
{
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)
K√
h2+g2
(x2 −Xk2) 1
n
n∑
m=1
K√
h2+g2
(x1 −Xm1)K√h2+g2 (x2 −Xm2)
}
−{
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2 ]
dx
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=
∫ ∫ [
1
4pih2n2
n∑
l=1
K√
(h2+2g2)/2
(x1 −Xl1)K√(h2+2g2)/2 (x2 −Xl2)
+
n2 − n
n2
{
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2
−{
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2 ]
dx
=
n
4pih2n2
+∫ ∫ (−n
n2
){
1
n
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
}2
dx
=
1
4pih2n
− 1
n3
∫ ∫ (
n∑
k=1
K√
h2+g2
(x1 −Xk1)K√h2+g2 (x2 −Xk2)
)2
dx
=
1
4pih2n
− 1
n3
n∑
i=1
n∑
j=1
K√
2(h2+g2)
(Xi1 −Xj1)K√2(h2+g2) (Xi2 −Xj2)
=
1
4pih2n
−
1
4pi(h2 + g2)n3
n∑
i=1
n∑
j=1
exp
(−(Xi1 −Xj1)2
4(h2 + g2)
)
exp
(−(Xi2 −Xj2)2
4(h2 + g2)
)
= BBIVND(h)−
1
4pi(h2 + g2)n3
n∑
i=j
exp
(−(Xi1 −Xj1)2
4(h2 + g2)
)
exp
(−(Xi2 −Xj2)2
4(h2 + g2)
)
= BBIVND(h)− 1
4pi(h2 + g2)n2
. (4.120)
Therefore, by adding the expression of BBISBD(h), in (4.119), and the expression
of BBIVD(h), in (4.120), we get the expression for BBMISED(h) given by
BBMISED(h) = BBISBD(h) + BBIVD(h)
= BBISBND(h) + BBIVND(h) +
1
4npi (h2 + g2)
− 1
npi (h2 + 2g2)
+
1
4npig2
− 1
4pi(h2 + g2)n2
= BBISBND(h) +
R(K)2
nh2
+ o
(
n−1h−2
)
+
1
4npi (h2 + g2)
− 1
npi (h2 + 2g2)
+
1
4npig2
− 1
4pi(h2 + g2)n2
. (4.121)
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It is interesting to show that BBMISED(h) is asymptotically equivalent to the
criterion BBMISEND(h) for h → 0, g → 0, nh → ∞, ng2 → ∞ and h/g → 0, as
n→∞. For that we write
BBMISED(h) = BBMISEND(h) +
1
n
[
1
4pi (h2 + g2)
− 1
pi (h2 + 2g2)
+
1
4pig2
]
+O
(
1
n2g2
)
= BBMISEND(h) +
1
npi
 1
4g2
(
h2
g2
+ 1
) − 1
g2
(
h2
g2
+ 2
) + 1
4g2

+O
(
1
n2g2
)
= BBMISEND(h) +
1
ng2pi
 1
4
(
h2
g2
+ 1
) − 1(
h2
g2
+ 2
) + 1
4

+O
(
1
n2g2
)
= BBMISEND(h) + o
(
1
ng2
)
+O
(
1
n2g2
)
= BBMISEND(h) + o
(
1
ng2
)
,
since the expression in the squared brackets converges to 0 for, h/g → 0. Then the
theorem for the bootstrap method, with the diagonal terms included in the BBMISE,
which is equivalent to Theorem 4.2.1 is given below.
Theorem 4.3.1. Assuming that (h00/g) → 0 and condition (4.2.1) holds, then if hˆ
is the minimizer of BBMISED(h),(
hˆ− h00
h00
)
= −C−12 C21
[ (
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5g2 +O
(
n−1g−6
) ]
,
where Zn is asymptotically Normal N(0, 1) and C1, . . . , C5 are constants.
Proof of Theorem 4.3.1. From the expressions of the AMISE in (4.103), we get
MISE(h) = IV(h) + ISB(h)
=
R(K)2
nh2
+O
(
n−1
)− 1
n
∫
<2
(
E
(
fˆh(x)
))2
dx + ISB (4.122)
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and using BBMISED(h), in (4.121), and MISE(h), in (4.122), we have
∆D(h) = BBMISED(h)−MISE(h)
= BBISBND(h)− ISB(h) + 1
n
∫
<2
(
E
(
fˆh(x)
))2
dx +
1
4npi (h2 + g2)
− 1
npi (h2 + 2g2)
+
1
4npig2
− 1
4pi(h2 + g2)n2
= ∆1(h) +
1
n
∫
<2
(
E
(
fˆh(x)
))2
dx +
1
4npi (h2 + g2)
− 1
npi (h2 + 2g2)
+
1
4npig2
− 1
4pi(h2 + g2)n2
,
where ∆1(h) = BBISBND(h)− ISB(h). We also know from (4.109) that
∂
∂h
(
1
n
∫
<2
(
E
(
fˆh(x)
))2
dx
)
= O
(
n−1h
)
,
and therefore by taking the partial derivative of ∆D(h), with respect to h, we get
∆′D(h) = ∆
′
1(h) +O
(
n−1h
)− 2h
4npi (h2 + g2)2
+
2h
npi (h2 + 2g2)2
+
2h
4n2pi(h2 + g2)2
.
Now using the result of ∆′1
(
hˆ
)
, in (4.113), and that
(
hˆ
h00
)
p−→ 1 (Appendix
A.15), we obtain
∆′D
(
hˆ
)
=
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00)− C5h300g2 +O
(
h300g
2+2q
)
+Op
(
n−1h00
)− 2h00
4npi (h200 + g
2)
2 +
2h00
npi (h200 + 2g
2)
2 +
2h00
4n2pi(h200 + g
2)2
,
(4.123)
where
Ui(x) = D(x−X i)− E (D(x−X i))
Vi(h) =
∫
<2
Ui(x)a(x) dx
Vij(h) =
∫
<2
Ui(x)Uj(x) dx.
Plugging the expression of ∆′D
(
hˆ
)
, in (4.123), into the expression of
(
hˆ− h00
)
, in
(4.101), given by
hˆ− h00 = −C−12 n2/6∆′
(
hˆ
)
{1 + op(1)} ,
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with ∆′D
(
hˆ
)
replacing ∆′
(
hˆ
)
, we get
hˆ− h00 = −C−12 n2/6
[
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00)− C5h300g2
+O
(
h300g
2+2q
)− 2h00
4npi (h200 + g
2)
2 +
2h00
npi (h200 + 2g
2)
2 +
2h00
4n2pi(h200 + g
2)2
]
.
Now dividing by h00 leads to(
hˆ− h00
h00
)
= −C−12 n2/6h−100
[
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00)− C5h300g2+
O
(
h300g
2+2q
)− 2h00
4npi (h200 + g
2)
2 +
2h00
npi (h200 + 2g
2)
2 + o
(
n−2h−300
) ]
.
Since from the expression of S, in (4.115), we have
S =
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00)
≈ (C3 n−2h600 g−10 + C4 n−1h600)1/2 Zn,
where Zn is asymptotically normal N (0, 1), we can write
(
hˆ− h00
h00
)
as
(
hˆ− h00
h00
)
= −C−12 n2/6h−100
[ (
C3 n
−2h600 g
−10 + C4 n−1h600
)1/2
Zn − C5h300g2+
O
(
h300g
2+2q
)− 2h00
4npi (h200 + g
2)
2 +
2h00
npi (h200 + 2g
2)
2
]
= −C−12 n2/6h−100
[
h300
(
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5h300g2+
O
(
h300g
2+2q
)− 2h00
4npi (h200 + g
2)
2 +
2h00
npi (h200 + 2g
2)
2
]
= −C−12 n2/6h200
[ (
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5g2 +O
(
g2+2q
)−
2h−200
4npi (h200 + g
2)
2 +
2h−200
npi (h200 + 2g
2)
2
]
= −C−12 C21
[ (
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5g2 +O
(
g2+2q
)−
2h−200
4npi (h200 + g
2)
2 +
2h−200
npi (h200 + 2g
2)
2
]
. (4.124)
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The last two parts of expression (4.124) can be written as
Θ =
[
2h−200
npi (h200 + 2g
2)
2 −
2h−200
4npi (h200 + g
2)
2
]
=
h−200
npi
[
2
(h200 + 2g
2)
2 −
1
2 (h200 + g
2)
2
]
=
1
2npi
[
3h200 + 4g
2
(h200 + 2g
2)
2
(h200 + g
2)
2
]
,
which for
h00
g
−→ 0, as n→∞, has the leading term
Θ1 =
1
2npi
[
4g2
(h200 + 2g
2)
2
(h200 + g
2)
2
]
=
2n−1g2
pi
 1(
g2
(
h200
g2
+ 2
))2(
g2
(
h200
g2
+ 1
))2

=
2n−1g−6
pi
 1((h200
g2
+ 2
))2((
h200
g2
+ 1
))2

= O
(
n−1g−6
)
, (4.125)
since
((
h00
g
)2
+ 2
)
and
((
h00
g
)2
+ 1
)
both converge to a constant.
Hence, the relative rate of convergence of hˆ to the MISE minimizer, h00, can be
expressed as(
hˆ− h00
h00
)
= −C−12 C21
[ (
C3 n
−2 g−10 + C4 n−1
)1/2
Zn − C5g2 +O
(
n−1g−6
) ]
,
(4.126)
which completes the proof.
Using the notation g = C6 n−α, the optimal value of α that leads to the fastest
overall relative rate of convergence of hˆ to h00, as n → ∞, can be obtained by
balancing the terms O (n−1g−6) and C5g2. That occurs when we balance n−1+6α
with n−2α and the corresponding value of α is
1
8
. Therefore, the asymptotically
optimal choice of g, when the diagonal terms of BBMISE are included, is given by
CHAPTER 4. BIVARIATE KERNEL DENSITY ESTIMATION 196
gop = C6n
−1/8, with a relative rate of convergence of hˆ to the optimal, h00, equal
to n−1/4. It is interesting to note that this relative rate of convergence is slightly
slower, compared to the bootstrap method without the diagonal terms, with the rate
of n−2/7.
4.3.1 Data-based choice of the initial smoothing parameters
For a data-based choice of the constant C6 for g, we use the form chosen for the
application without the diagonal terms included in the BBMISE. This is because of
the extra term in the bias part of expression (4.126), which makes a mean squared
error criterion not helpful for choosing the constant term of g. Therefore, the data
based choice of g in this case is given by
ĝid = 0.9 Ĉ
1/14
6 n
−1/8. (4.127)
The complete process for the smoothing parameter estimation based on BBMISED
(AOBD method), is outlined below:
1. Fix the values of g1 = ĝ1 d, g2 = ĝ2d and h2 = ĝ2d in BBMISED (h1, h2), with
ĝid as defined in (4.127).
2. Obtain the value of h1, hˆ11, which minimizes BBMISED (h1, h2), for h1 and fix
h1 = hˆ11.
3. Obtain hˆ21 by minimising BBMISED
(
hˆ11, h2
)
, with respect to h2 and fix h2 =
hˆ21.
4. Obtain hˆ12 by minimising BBMISED
(
h1, hˆ21
)
, with respect to h1 and fix h1 =
hˆ12.
5. Repeat the process until both
∣∣∣hˆ1(j+1) − hˆ1j∣∣∣ < δ and ∣∣∣hˆ2(j+1) − hˆ2j∣∣∣ < δ, for
small δ > 0, and choose hˆ1(j+1) and hˆ2(j+1) as the optimal choices of smoothing
parameters.
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Following the discussion in subsection 4.2.1, concerning the transformation of the
data before applying the methods, we tried to implement the scaling transformation
process to the methods proposed in this chapter (AOBD and AOBND). However, we
realized that it actually leads to consistently inferior performance, with the exception
of the uncorrelated, unimodal and symmetric distribution tested. For any deviation
from that shape the results were from marginally to markedly worse and therefore,
the methods were implemented without a transformation on the data. To demon-
strate this effect, the results for the methods using the scaling transformation were
performed and given for the sample sizes of 25, 50 and 100.
4.4 Simulation study
In order to assess the performance of the bootstrap methods, defined previously,
for finite sample sizes and compare them with other existing methods, we perform a
simulation study. The measure of discrepancy for this simulation study is given by
IMMB =
ISE
(
hˆ1, hˆ2
)
−MISE(h01, h02)
MISE(h01, h02)
where h01 and h02 are the smoothing parameters that minimize the MISE,
MISE(h1, h2) = E
∫ ∫ {
fˆh1, h2(x)− f(x)
}2
dx1 dx2
and ISE is given by
ISE(h) = ISE(h1, h2) =
∫ ∫ {
fˆh(x)− f(x)
}2
dx1 dx2.
The distributions used in the simulation study are 10 of the Normal mixture den-
sities given by Wand and Jones (1993) and they are chosen because this wide class
of densities admits explicit expressions for the MISE and its asymptotic approxi-
mation, AMISE, while covering a wide range of density shapes and features. The
aforementioned densities are the following:
Uncorrelated Normal (1): N
 0
0
 ,
 1/4 0
0 1
.
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Correlated Normal (2): N
 0
0
 ,
 1 7/10
7/10 1
.
Skewed (3):
1
5
N
 0
0
 ,
 1 0
0 1
+ 1
5
N
 1/2
1/2
 ,
 (2/3)2 0
0 (2/3)2

+
3
5
N
 13/12
13/12
 ,
 (5/7)2 0
0 (5/7)2
.
Kurtotic (4):
2
3
N
 0
0
 ,
 1 1
1 4
+ 1
3
N
 0
0
 ,
 (2/3)2 −1/9
−1/9 (2/3)2
.
Bimodal connected (5):
1
2
N
 −1
0
 ,
 (2/3)2 0
0 (2/3)2
+
1
2
N
 1
0
 ,
 (2/3)2 0
0 (2/3)2
.
Separated correlated bimodal (6):
1
2
N
 −1
1
 ,
 (2/3)2 4/15
4/15 (2/3)2
+
1
2
N
 1
−1
 ,
 (2/3)2 4/15
4/15 (2/3)2
.
Bimodal (7):
1
2
N
 1
−1
 ,
 (2/3)2 14/45
14/45 (2/3)2
+
1
2
N
 −1
1
 ,
 (2/3)2 0
0 (2/3)2
.
Trimodal I (8):
9
20
N
 −6/5
6/5
 ,
 (3/5)2 27/250
27/250 (3/5)2
+
9
20
N

 6/5
−6/5
 ,

(
3
5
)2
−27/125
−27/125
(
3
5
)2

+
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1
10
N

 0
0
 ,

(
1
4
)2
1/80
1/80
(
1
4
)2

.
Trimodal II (9):
1
3
N
 −6/5
0
 ,
 (3/5)2 63/250
63/250 (3/5)2
+
1
3
N

 6/5
0
 ,

(
3
5
)2
63
250
63
250
(
3
5
)2

+13N

 0
0
 ,
 (3/5)2 − 63250
− 63
250
(3/5)2

.
Trimodal III (10):
3
7
N
 −1
0
 ,
 (3/5)2 63/250
63/250 (7/10)2
+
3
7
N

 12√3
3
 ,

(
3
5
)2
0
0
(
7
10
)2

+
1
7
N

 1
−2
√
3
3
 ,

(
3
5
)2
0
0
(
7
10
)2

.
To obtain a visual understanding of the shapes of the distributions used, the
contour plots along with 3-dimensional kernel density plots are provided below.
Figure 4.1: Contour plot and density of distribution 1
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Figure 4.2: Contour plot and density of distribution 2
Figure 4.3: Contour plot and density of distribution 3
Figure 4.4: Contour plot and density of distribution 4
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Figure 4.5: Contour plot and density of distribution 5
Figure 4.6: Contour plot and density of distribution 6
Figure 4.7: Contour plot and density of distribution 7
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Figure 4.8: Contour plot and density of distribution 8
Figure 4.9: Contour plot and density of distribution 9
Figure 4.10: Contour plot and density of distribution 10
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The methods used in the simulation study are given below:
UCV: This method is the bivariate unbiased cross-validation as described by Sain,
Baggerly and Scott (1994) and explained in subsection 4.1.2. The function
minimised to obtain the smoothing parameters for normal kernel K, is given
by
UCV(h1, h2) =
1
4pinh1h2
+
1
4pin2h1h2
n∑
i=1
∑
j 6=i
[
exp
{
− 1
4
(
(xi1 − xj1)2
h21
+
(xi2 − xj2)2
h22
)}
− 4 exp
{
−1
2
(
(xi1 − xj1)2
h21
+
(xi2 − xj2)2
h22
)}]
.
BCV: The method for the bivariate biased cross-validation is derived by Sain, Bag-
gerly and Scott (1994), for their preferred BCV2 criterion, explained in sub-
section 4.1.3. For the standard normal kernel K the criterion to be minimized
in order to obtain the smoothing parameters, is given by expression BCV in
(4.15).
HF: This method is based on the bootstrap iterative method by Foster and Hahn
(1997), applied to the bivariate density estimation. The criterion minimised is
the BBMISE(h1, h2), with the diagonal terms included and the product kernel
estimator used, with standard normal K. The procedure for obtaining the
optimal smoothing parameters is described in subsection 4.1.5. The criterion
to be minimized iteratively is given explicitly by
BBMISE(h1, h2) =
1
n2
[
n∑
k=1
n∑
j=1
1
4pi
√
h21 + g
2
1
√
h22 + g
2
2
exp
(−(Xk1 −Xj1)2
4(h21 + g
2
1)
)
exp
(−(Xk2 −Xj2)2
4(h22 + g
2
2)
)
−
n∑
l=1
n∑
m=1
1
pi
√
h21 + 2g
2
1
√
h22 + 2g
2
2
exp
(−(Xl1 −Xm1)2
2(h21 + 2g
2
1)
)
exp
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CORR: This is the corrected bootstrap iterative method applied to the bivariate
kernel density estimation setting, as explained in subsection 4.1.6. For the sim-
ulations, the Gaussian kernel K is used in the construction of BBMISEc(h1, h2),
which is given by
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AOBND: The smoothing parameters for this method are obtained from the pro-
cedure described in subsection 4.2.1, where the criterion to be minimized is
BBMISEND(h1, h2). The values of g1 and g2 are set to the values obtained from
expression (4.118), which are of the order O
(
n−1/7
)
. The BBMISEND(h1, h2)
for Gaussian kernel K is given by
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AOBD: This is the method described in section 4.3, where the criterion to be min-
imized, in order to obtain the smoothing parameters, is BBMISED(h1, h2) and
the choices of g1 and g2 are set to the quantities obtained from expression
(4.127), which are of the order O
(
n−1/8
)
. The BBMISED(h1, h2) is given by
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BT: This is the bivariate Taylor’s bootstrap method, where the criterion to be min-
imised is derived by Sain, Baggerly and Scott (1994) and the method is ex-
plained in subsection 4.1.4. For standard normal kernel K the criterion is given
by expression B (h1, h2), in (4.17).
SRT: The method considered here is the rule of thumb method as described by Scott
(1992) and the smoothing parameter estimate is given by hˆi = σˆin−1/6, where
σˆi is the sample standard deviation of the ith variable.
For the BT,HF,CORR,UCV and BCV methods, Scott’s rule of thumb choice of
smoothing parameter is set as initial value for each smoothing parameter, to start
the process. Then h2 is kept fixed and the value of h1 minimizing the corresponding
criterion function is set as the new h1. Then for the new h1, the value of h2 minimizing
the corresponding error function is set as the new h2 and the process is repeated until
both values converge independently, for a predetermined threshold. The minimum of
the corresponding error criterion is searched using a success-failure procedure with a
quadratic interpolation using 3 points around the minimum.
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For some methods like the BCV and the BT, the error function was monotone and
no minimum could be obtained for small sample sizes, in some of the distributions.
Those cases are indicated by a ∗ for a small number of cases with no minimum, a
∗∗ for failing to find a minimum in more than half of the samples and NC when a
minimum could not be attained for any sample. The BT method failed to obtain a
minimum for the sample sizes of 25,50 and 100 for all the distributions and is therefore
omitted for these sample sizes.
The methods indicated by AOBNDS and AOBDS are the two methods described
above (AOBND and AOBD) with a scaling transformation of the data performed
and the obtained smoothing parameters are transformed back to the original scale,
as explained in subsection 4.2.1.
The tables with the averages of the IMMB criteria and the standard error of the
estimates, are provided below as well as the table with the overall rank sums.
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Distribution Method n=25 n=50 n=100
CORR 0.208(0.0281) 0.127(0.0247) 0.0836(0.0212)
HF 0.231(0.0242) 0.157(0.0241) 0.102(0.0219)
AOBND 0.185(0.0233) 0.15(0.0232) 0.114(0.022)
AOBNDS 0.1706(0.0231) 0.1376(0.0232) 0.1027(0.0218)
1 AOBD 0.195(0.024) 0.1386(0.022) 0.109(0.0209)
AOBDS 0.116(0.022) 0.0868(0.0218) 0.0659(0.0206)
SRT 0.1344(0.0218) 0.0827(0.0205) 0.06(0.0195)
UCV 0.7152(0.0751) 0.482(0.0437) 0.383(0.0332)
BCV 0.94(0.0595) 1.021(0.0534) 1.154(0.0456)
ISE -0.0836(0.0202) -0.0564(0.0203) -0.0336(0.0198)
CORR 0.1339(0.0231) 0.0866(0.0197) 0.0783(0.017)
HF 0.309(0.0191) 0.186(0.0191) 0.125(0.0175)
AOBND 0.141(0.0185) 0.109(0.0189) 0.0969(0.0172)
AOBNDS 0.143(0.0185) 0.1096(0.0189) 0.097(0.0172)
2 AOBD 0.101(0.0196) 0.0633(0.0187) 0.0619(0.0166)
AOBDS 0.1075(0.0197) 0.0671(0.0187) 0.0636(0.0166)
SRT 0.0723(0.0171) 0.0983(0.0173) 0.153(0.0173)
UCV 0.574(0.0538) 0.3896(0.0351) 0.319(0.0294)
BCV 0.6298(0.0467) 0.7332(0.044) 0.866(0.037)
ISE -0.0737(0.0155) -0.0515(0.0159) -0.0192(0.0154)
CORR 0.272(0.0238) 0.243(0.0222) 0.255(0.0199)
HF 0.373(0.0236) 0.295(0.0232) 0.287(0.0213)
AOBND 0.271(0.0222) 0.26(0.0225) 0.28(0.021)
AOBNDS 0.278(0.0222) 0.264(0.0226) 0.282(0.021)
3 AOBD 0.199(0.0216) 0.198(0.0211) 0.234(0.0197)
AOBDS 0.2135(0.0216) 0.207(0.0212) 0.239(0.0197)
SRT 0.192(0.021) 0.178(0.02) 0.21(0.019)
UCV 0.83(0.0657) 0.639(0.0486) 0.6067(0.04)
BCV 0.914(0.0486) 1.029(0.0449) 1.196(0.04)
ISE 0.0213(0.0194) 0.076(0.0199) 0.143(0.019)
CORR 0.2496(0.0198) 0.275(0.021) 0.243(0.022)
HF 0.457(0.0171) 0.496(0.0216) 0.406(0.0242)
AOBND 0.233(0.017) 0.303(0.0194) 0.321(0.0198)
AOBNDS 0.328(0.016) 0.473(0.0184) 0.575(0.02)
4 AOBD 0.125(0.0152) 0.221(0.0175) 0.281(0.0183)
AOBDS 0.259(0.015) 0.431(0.0171) 0.58(0.019)
SRT 0.335(0.0136) 0.626(0.0147) 1.006(0.016)
UCV 0.466(0.0456) 0.358(0.0268) 0.263(0.0273)
BCV 0.439(0.0226) 0.551(0.0262) 0.526(0.0232)
ISE -0.052(0.0144) -0.0192(0.0155) -0.00981(0.0147)
Table 4.1: Average IMMB and standard error for 500 random samples
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Distribution Method n=200 n=400 n=800
CORR 0.0543(0.0194) 0.0551(0.0177) 0.0547(0.0155)
BT 0.197(0.0223) 0.121(0.0197) 0.0912(0.017)
HF 0.0625(0.0198) 0.0551(0.0177) 0.0547(0.0155)
AOBND 0.0796(0.02) 0.0723(0.0179) 0.069(0.0159)
1 AOBD 0.0688(0.0189) 0.073(0.0173) 0.0679(0.0151)
SRT 0.0264(0.0179) 0.0347(0.0166) 0.0373(0.0147)
UCV 0.324(0.0347) 0.264(0.0249) 0.2416(0.022)
BCV 1.229(0.0396) 1.441(0.035) 1.60(0.0319)
ISE -0.0406(0.0182) -0.019(0.0172) -0.00424(0.0152)
CORR 0.0598(0.0156) 0.0554(0.0144) 0.0469(0.0126)
BT 0.563(0.021)∗ 0.244(0.0164) 0.141(0.0141))
HF 0.0777(0.0159) 0.0554(0.0143) 0.0469(0.0126)
AOBND 0.072(0.0157) 0.0586(0.0143) 0.0543(0.0127)
2 AOBD 0.0413(0.0151) 0.0378(0.0137) 0.037(0.0122)
SRT 0.194(0.0165) 0.247(0.0157) 0.3018(0.0148)
UCV 0.28(0.0276) 0.204(0.0185) 0.171(0.0164)
BCV 0.959(0.0334) 1.136(0.0298) 1.27(0.025)
ISE -0.0176(0.0146) -0.0055(0.0136) 0.00113(0.0121)
CORR 0.354(0.0189) 0.507(0.018) 0.713(0.0151)
BT 0.577(0.0233) 0.6(0.02) 0.762(0.0168)
HF 0.366(0.0195) 0.507(0.018) 0.713(0.0151)
AOBND 0.37(0.0196) 0.515(0.0183) 0.722(0.0155)
3 AOBD 0.336(0.0185) 0.493(0.0176) 0.706(0.0151)
SRT 0.315(0.0182) 0.48(0.0175) 0.703(0.0153)
UCV 0.6045(0.0299) 0.721(0.027) 0.873(0.0199)
BCV 1.422(0.0362) 1.81(0.036) 2.193(0.0309)
ISE 0.258(0.0178) 0.427(0.017) 0.653(0.0147)
CORR 0.184(0.018) 0.142(0.0166) 0.0986(0.0137)
BT 2.944(0.0902)∗∗ 4.283(0.0423)∗∗ 6.126(0.039)∗
HF 0.243(0.0192) 0.142(0.0166) 0.0986(0.0137)
AOBND 0.316(0.0177) 0.286(0.0171) 0.259(0.0154)
4 AOBD 0.317(0.017) 0.319(0.0169) 0.312(0.0156)
SRT 1.518(0.0157) 2.18(0.0163) 3.039(0.0176)
UCV 0.209(0.0208) 0.152(0.0163) 0.1157(0.0131)
BCV 0.573(0.0211) 0.705(0.0193) 0.861(0.0163)
ISE -0.003(0.0137) 0.0053(0.0133) 0.0119(0.0115)
Table 4.2: Average IMMB and standard error for 500 random samples
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Distribution Method n=25 n=50 n=100
CORR 0.169(0.0199) 0.14(0.0159) 0.138(0.0141)
HF 0.232(0.0161) 0.231(0.0152) 0.231(0.0139)
AOBND 0.148(0.0169) 0.118(0.0161) 0.107(0.0154)
AOBNDS 0.163(0.0162) 0.157(0.0154) 0.161(0.0146)
5 AOBD 0.099(0.0185) 0.0538(0.0168) 0.043(0.015)
AOBDS 0.0972(0.0167) 0.09(0.0154) 0.107(0.0141)
SRT 0.0889(0.0167) 0.0624(0.0158) 0.0747(0.0139)
UCV 0.529(0.0447) 0.396(0.0337) 0.324(0.0278)
BCV 0.667(0.0433) 0.738(0.0416) 0.785(0.0322)
ISE -0.0683(0.0147) -0.0509(0.0153) -0.0292(0.0147)
CORR 0.115(0.0154) 0.0803(0.0151) 0.0572(0.0131)
HF 0.795(0.0192) 0.279(0.0175) 0.126(0.0139)
AOBND 0.264(0.0157) 0.223(0.0153) 0.184(0.0141)
AOBNDS 0.274(0.0158) 0.228(0.0154) 0.187(0.0141)
6 AOBD 0.164(0.0147) 0.178(0.0149) 0.171(0.0139)
AOBDS 0.176(0.0149) 0.184(0.015) 0.174(0.014)
SRT 0.439(0.0105) 0.673(0.0116) 0.929(0.0121)
UCV 0.365(0.0368) 0.29(0.0279) 0.224(0.0222)
BCV 0.374(0.0298)∗ 0.577(0.0348) 0.646(0.0264)
ISE -0.0499(0.0132) -0.0297(0.0136) -0.0227(0.0123)
CORR 0.125(0.0154) 0.0924(0.0156) 0.065(0.0132)
HF 0.67(0.0164) 0.311(0.0174) 0.15(0.0142)
AOBND 0.215(0.0152) 0.189(0.0153) 0.159(0.0138)
AOBNDS 0.222(0.0153) 0.193(0.0153) 0.161(0.0138)
7 AOBD 0.1117(0.014) 0.129(0.0147) 0.13(0.0134)
AOBDS 0.12(0.0143) 0.134(0.0147) 0.133(0.0135)
SRT 0.362(0.0106) 0.566(0.0115) 0.802(0.0117)
UCV 0.393(0.0482) 0.298(0.033) 0.208(0.02)
BCV 0.37(0.0268)∗ 0.516(0.0302) 0.608(0.0268)
ISE -0.0514(0.0132) -0.0337(0.0136) -0.0304(0.012)
Table 4.3: Average IMMB and standard error for 500 random samples
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Distribution Method n=200 n=400 n=800
CORR 0.127(0.015)) 0.116(0.0151) 0.0747(0.0127)
BT 0.779(0.0147) 0.989(0.0136) 1.221(0.0139)
HF 0.172(0.015) 0.116(0.0151) 0.0747(0.0127)
AOBND 0.0874(0.0155) 0.0831(0.0148) 0.0674(0.0127)
5 AOBD 0.0385(0.0149) 0.051(0.0143) 0.0444(0.0121)
SRT 0.0978(0.0136) 0.148(0.0134) 0.186(0.0121)
UCV 0.271(0.0242) 0.211(0.0186) 0.159(0.0152)
BCV 0.91(0.0322) 1.084(0.0289) 1.21(0.0257)
ISE -0.0223(0.0146) -0.0024(0.014) -0.0036(0.0118)
CORR 0.0538(0.0125) 0.0571(0.0118) 0.0379(0.00972)
BT NC 0.3325(0.0137) 0.1688(0.0112)
HF 0.0764(0.0127) 0.0571(0.0118) 0.0379(0.00972)
AOBND 0.156(0.0132) 0.135(0.0124) 0.109(0.0106)
6 AOBD 0.162(0.0132) 0.152(0.0124) 0.132(0.0107)
SRT 1.21(0.0126) 1.515(0.0133) 1.829(0.0134)
UCV 0.186(0.0202) 0.139(0.0153) 0.1154(0.0124)
BCV 0.753(0.0245) 0.936(0.023) 1.09(0.0207)
ISE -0.0125(0.0119) 0.00174(0.0113) -0.000682(0.0093)
CORR 0.054(0.0127) 0.0588(0.0116) 0.040(0.00992)
BT NC 0.478(0.016)∗ 0.222(0.0118)
HF 0.0818(0.0131) 0.0588(0.0116) 0.040(0.00992)
AOBND 0.132(0.0133) 0.119(0.0121) 0.1(0.0107)
7 AOBD 0.124(0.0131) 0.125(0.012) 0.114(0.0108)
SRT 1.079(0.0124) 1.378(0.0126) 1.694(0.013)
UCV 0.164(0.019) 0.128(0.0142) 0.108(0.0122)
BCV 0.698(0.024) 0.876(0.0209) 1.022(0.0194)
ISE -0.0236(0.0117) -0.00607(0.0108) -0.00401(0.00937)
Table 4.4: Average IMMB and standard error for 500 random samples
CHAPTER 4. BIVARIATE KERNEL DENSITY ESTIMATION 211
Distribution Method n=25 n=50 n=100
CORR 0.126(0.0124) 0.111(0.0125) 0.0999(0.0113)
HF 0.471(0.0113) 0.323(0.0124) 0.208(0.0118)
AOBND 0.138(0.0117) 0.1267(0.0122) 0.116(0.0114)
AOBNDS 0.139(0.0117) 0.1275(0.0122) 0.116(0.0114)
8 AOBD 0.0559(0.0124) 0.0519(0.012) 0.0587(0.011)
AOBDS 0.0579(0.0124) 0.0533(0.012) 0.0596(0.011)
SRT 0.442(0.0079) 0.709(0.0085) 1.038(0.00866)
UCV 0.365(0.0326) 0.2296(0.0217) 0.1886(0.0165)
BCV 0.279(0.0249)∗ 0.385(0.0258) 0.459(0.0235)
ISE -0.0438(0.0112) -0.0294(0.0117) -0.0244(0.0105)
CORR -0.055(0.012) -0.135(0.013) -0.337(0.0126)
HF 0.115(0.0116) 0.128(0.0118) -0.13(0.0132)
AOBND -0.058(0.0116) -0.162(0.0122) -0.343(0.0117)
AOBNDS 0.00266(0.0113) -0.0437(0.0116) -0.214(0.0117)
9 AOBD -0.185(0.0116) -0.261(0.012) -0.409(0.0113)
AOBDS -0.0971(0.0108) -0.125(0.0112) -0.251(0.0112)
SRT -0.151(0.0108) -0.156(0.0108) -0.197(0.0106)
UCV 0.203(0.0573) -0.0082(0.033) -0.279(0.02)
BCV 0.128(0.0249) 0.125(0.0271) 0.0616(0.0262)
ISE -0.298(0.0113) -0.371(0.0113) -0.52(0.0109)
CORR 0.179(0.0134) 0.157(0.0147) 0.117(0.0138)
HF 0.46(0.0118) 0.435(0.0144) 0.262(0.015)
AOBND 0.2287(0.0127) 0.233(0.0142) 0.207(0.0138)
AOBNDS 0.24(0.0127) 0.245(0.0141) 0.217(0.0138)
10 AOBD 0.115(0.0127) 0.151(0.0135) 0.166(0.0132)
AOBDS 0.133(0.0123) 0.166(0.0134) 0.179(0.0131)
SRT 0.106(0.0113) 0.204(0.0118) 0.331(0.0114)
UCV 0.364(0.0316) 0.267(0.0272) 0.219(0.0196)
BCV 0.378(0.0275) 0.489(0.0292) 0.594(0.0285)
ISE -0.0525(0.0122) -0.0356(0.013) -0.0312(0.0121)
Table 4.5: Average IMMB and standard error for 500 random samples
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Distribution Method n=200 n=400 n=800
CORR 0.0974(0.0109) 0.0922(0.0102) 0.0515(0.0086)
BT NC 1.129(0.0289)∗∗ 0.521(0.117)
HF 0.139(0.0111) 0.0922(0.0102) 0.0515(0.0086)
AOBND 0.108(0.0109) 0.0981(0.0101) 0.0771(0.0087)
8 AOBD 0.0705(0.0107) 0.0773(0.0099) 0.069(0.0086)
SRT 1.443(0.009) 1.926(0.0094) 2.492(0.0097)
UCV 0.125(0.0136) 0.102(0.0109) 0.0648(0.00884)
BCV 0.541(0.0199) 0.667(0.0178) 0.7703(0.0153)
ISE -0.0158(0.01) -0.0079(0.0093) -0.0154(0.00788)
CORR -0.604(0.0116) -0.991(0.0112) -1.607(0.00997)
BT 1.207(0.013)∗ 1.744(0.0143) 2.37(0.0436)
HF -0.545(0.012) -0.991(0.0112) -1.607(0.00997)
AOBND -0.59(0.0112) -0.976(0.0111) -1.574(0.0101)
9 AOBD -0.626(0.011) -0.9915(0.0109) -1.577(0.01)
SRT -0.274(0.0102) -0.485(0.0102) -0.888(0.0102)
UCV -0.533(0.0186) -0.951(0.0136) -1.554(0.0114)
BCV -0.0893(0.0229) -0.319(0.0218) -0.747(0.0191)
ISE -0.731(0.0106) -1.088(0.0105) -1.664(0.00935)
CORR 0.0877(0.0133) 0.0846(0.0124) 0.0476(0.0106)
BT 2.465(0.0767)∗∗ 3.3096(0.0394)∗∗ 0.668(0.0464)
HF 0.131(0.0139) 0.0846(0.0124) 0.0476(0.0106)
AOBND 0.172(0.0136) 0.152(0.0129) 0.118(0.0114)
10 AOBD 0.162(0.0133) 0.161(0.0128) 0.137(0.0116)
SRT 0.477(0.0118) 0.643(0.0123) 0.803(0.0123)
UCV 0.151(0.0172) 0.139(0.0165) 0.0952(0.0120)
BCV 0.658(0.0229) 0.825(0.0214) 0.938(0.0183)
ISE -0.026(0.0114) -0.0027(0.011) -0.0075(0.00966)
Table 4.6: Average IMMB and standard error for 500 random samples
Method 25 50 100 200 400 800 Total Average Rank
CORR 40 28 25 19 23 21 156 0.289 2
HF 79 72 57 34 23 21 286 0.530 5
AOBND 40 42 44 37 37 39 239 0.443 4
AOBNDS 52 55 57 - - - 164 0.547 6
AOBD 20 17 22 26 30 35 150 0.278 1
AOBDS 26 31 35 - - - 92 0.307 3
BT 100 100 100 72 68 65 505 0.935 10
SRT 36 51 62 50 57 59 315 0.583 7
UCV 78 69 64 50 50 47 358 0.663 8
BCV 79 85 84 70 72 73 463 0.857 9
Table 4.7: Rank sums, their totals, averages over the maximum possible total (540 and
300 for scaling methods) for all the sample sizes and overall rank
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From Tables (4.1)-(4.6) we can see that the bootstrap methods with the scal-
ing transformation (AOBDS and AOBNDS) perform marginally worse than their
counterparts, without a transformation applied, except from distribution 1 where
the transformation improves the estimation considerably for both methods. In the
case of distributions 4,5 and 9, the bootstrap methods with scaling applied perform
very poorly and this corresponds to the kurtotic distribution (4), the connected tri-
modal distribution (5) and the other connected trimodal distribution (9). The reason
for this poor performance, in these occasions, is probably because when the data is
scaled, the features of kurtosis and multimodality of the densities disappear, due to
the difference in the variability of the two variables being large. Then the variable
with the larger variability is ‘compressed’ from the scaling and features like kurtosis,
skewness and connected multimodality disappear, leading to a poor estimation of the
smoothing parameters.
Also, the kernel density estimator with a normal kernel will work well for densities
with symmetric peaks. This can be seen in the case of Distribution 1 where the
original density has a peak which has an ellipsoid shape and the scaling transformation
makes it circular, leading to improved performance. In the case of Distribution 5 the
original density would have worked well, but the transformation based on estimates
of the variability in each direction scales it and hence performance is worse.
In general, the AOBD method performs better than the AOBND method but for
some distributions the faster relative rate of convergence of the method without the
diagonals is evident, towards the larger sample sizes, and it outperforms the AOBD.
Taylor’s bootstrap method performs very poorly and for some distributions it fails to
provide an estimate of the MISE that is not monotonic, even for the sample size of
400. The biased cross-validation method performed surprisingly worse compared to
the unbiased cross-validation method in the simulation study and the performance
showed no signs of improvement as the sample size increased. The same observations
about the poor performance of the biased cross-validation method, in the bivariate
kernel density estimation, were made by Duong and Hazelton (2005) who noted that
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sometimes it was hard to find a minimum on the BCV surface. The unbiased cross-
validation method could not compete with the bootstrap methods in general (with the
exception of Taylor’s method), apart from distributions 4 (kurtotic) and 10 (trimodal)
where it was competitive with low IMMB average and reasonable variability of the
estimate.
The corrected bootstrap iterative method (CORR), even though it was con-
structed to correct the bootstrap iterative method (HF) in the univariate kernel
density estimation, performs surprisingly well, providing lower average discrepancy
measures (IMMB), compared to the uncorrected method, with variability ranging
from slightly higher to slightly lower. Scott’s rule of thumb method (SRT) performed
well only for unimodal distributions with low correlation (distribution 1 and 3), while
being unable to provide reasonable smoothing parameter estimates for distributions
with multimodality, kurtosis or highly correlated variables.
Also, from Table (4.7) we can see that the AOBD method performs best overall
and the corrected method is a considerable improvement over the bootstrap itera-
tive method, with both methods performing considerably better than the rest, as is
evident by the markedly lower values of their average ranks.
4.5 Real data set application
In order to assess how the methods outlined in the simulation study perform when
applied to real data sets, we use them to estimate the smoothing parameters for the
data set of the sepal length and sepal width of the iris flowers. The bivariate sample
used has a size of 150 and the first variable is the sepal length of the iris flowers,
in centimetres, while the second variable is the sepal width of the iris flowers, in
centimetres (Appendix C). The complete data set contains the sepal width, sepal
length, petal width and petal length of 50 flowers from each of three species of iris
flowers (setosa, versicolor and virginica), with a total sample size of 150 for each
variable, and it was first used by Fisher (1936).
The scatterplots of the sepal length against the sepal width for all three species
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of iris flowers and each species separately, is provided here.
Figure 4.11: Scatterplots of the sepal length and width for all flower species and the setosa
flower species, separately
Figure 4.12: Scatterplots of the sepal length and width for the versicolor and the virginica
flower species, separately
From Figures 4.11 and 4.12 we can see that there is a pattern evident in the
relationship between sepal length and sepal width for the three different species. The
setosa flowers tend to have lower sepal length and higher sepal width, compared to
the versicolor and virginica flowers and also the virginica flowers tend to have larger
sepal lengths compared to the versicolor flowers. While it is easy to distinguish the
setosa flower characteristics in the first plot of Figure 4.11, the difference between the
versicolor and virginica flowers is more subtle since the two overlap. It is interesting
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to see if the kernel density estimates, constructed using the smoothing parameters
obtained from the methods of interest, can help us to visually observe the features of
the sepal length and width of the three species.
The smoothing parameters obtained using each method, for the sepal length and
sepal width variables, along with the bivariate kernel density estimates produced
using the smoothing parameters, is presented below. Taylor’s bivariate bootstrap
method failed to produce smoothing parameters for this sample as the BT function
(4.17) produced a monotonically decreasing surface, with respect to the smoothing
parameters and therefore it is not included in the results.
The smoothing parameter h1 corresponds to the sepal length variable and the
smoothing parameter h2 corresponds to the sepal width variable.
Figure 4.13: Kernel density estimate of sepal length and sepal width for the AOBD method
with h1 = 0.2375 and h2 = 0.1756 and the AOBND method with h1 = 0.258 and h2 = 0.174
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Figure 4.14: Kernel density estimate of sepal length and sepal width for the HF method
with h1 = 0.298 and h2 = 0.171 and the CORR method with h1 = 0.265 and h2 = 0.156
Figure 4.15: Kernel density estimate of sepal length and sepal width for the UCV method
with h1 = 0.166 and h2 = 0.135 and the BCV method with h1 = 0.175 and h2 = 0.0853
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Figure 4.16: Kernel density estimate of sepal length and sepal width for the SRT method
with h1 = 0.359 and h2 = 0.189
As we can observe in Figure 4.15, the unbiased cross validation and biased cross-
validation methods produce kernel density estimates which are considerably rough,
making the interpretation of the density estimate of the sample hard. We can see
around five main peaks and two small bumps towards the higher values of sepal
length and width, which correspond to the three isolated data points in the first plot
of Figure 4.11.
In Figure 4.16 we can see that Scott’s rule of thumb produces smoothing parame-
ters which oversmooth the kernel density estimate of this sample. We can clearly see
the two peaks which correspond to the setosa and versicolor species but the virginica
species are confounded with the versicolor species in the higher peak.
From Figure 4.14 we can see that the density estimates produced by the boot-
strap iterative and corrected methods are not too different from each other, with the
smoothness corrected method providing a slightly rougher estimate of the density of
the sample, making the existence of a third peak adjacent to the highest peak, more
evident.
Figure 4.13 shows the kernel density estimates for the smoothing parameter
choices of the AOBD and AOBND methods described earlier in chapter 4. We can
observe that the smoothing parameters provided by the two methods are fairly close
to eachother and the density estimates produced are smooth enough without losing
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the expected features underlying the data. A third peak connected to the higher peak
is also evident in the density estimates here, which, judging from the scatterplots in
Figure 4.12, represents the virginica flowers.
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4.6 Concluding remarks
We have studied the asymptotic performance of the bootstrap method in the bi-
variate kernel density estimation and obtained optimal choices for the initial smooth-
ing parameters, g1 and g2, for the cases where the diagonal terms are included in
the bivariate bootstrap MISE, or removed. The optimal dependence of the initial
smoothing parameters on the sample size n, is of the order n−1/7 for the method
without the diagonal terms and n−1/8, for the method including the diagonal terms.
The corresponding relative rate of convergence for each case is n−2/7 and n−1/4, re-
spectively, which shows that the method without the diagonals (AOBND) produces
smoothing parameters which converge to the MISE optimal faster than the method
with the diagonals (AOBD). These relative rates of convergence are faster than exist-
ing popular cross-validation and bootstrap based methods, which share the relative
rate of convergence of n−1/6.
The proposed methods were applied, with the smoothing parameters for each
variable allowed to be different from each other, and tested in a simulation study, to
assess their finite sample performance. In the simulation study they compared well, in
general, with the other methods tested and they provided a minimum of the BBMISE
criterion, even for small sample sizes. The initial choice of smoothing parameters, g1
and g2, appeared to be reasonable in practice, even though for the theory we assumed
that g1 = g2 = g. Using a scaling transformation on the data, before applying the
method, and transforming the obtained smoothing parameters back to the original
scale, proved inefficient in general and it would be useful to consider its application
only if the underlying distribution is reasonably unimodal and symmetric, with small
correlation between the two variables.
The bootstrap iterative and the corrected method also performed well in the
simulation results, with the smoothness correction providing smoothing parameters
closer to the ISE optimal for small-medium sample sizes, as intended.
Also, in an application of the methods on a real dataset of the sepal length and
sepal width of the iris flowers, the methods proposed (AOBD and AOBND), provided
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reasonable density estimates with an acceptable amount of smoothness that allows
the distinction between the distributions of the 3 flower species.
Chapter 5
Robust error variance estimation in
nonparametric regression
5.1 Introduction
5.1.1 Nonparametric regression
In the univariate regression analysis the aim is to find ways to describe the rela-
tionship between a response variable, y, and an explanatory variable, x. In general
the relationship can be expressed as
yi = m (xi) + i, i = 1, . . . , n
where m is a function and 1, . . . , n are independent and identically distributed with
mean 0 and variance σ2 > 0. One approach of estimating the mean function m is
called the parametric approach, where m has some prescribed functional form, which
is fully described by a number of parameters. Estimating those parameters leads to
an estimate of the function m and that is the goal of parametric regression analysis.
An alternative approach is to make no assumptions on the functional form of m and
estimate the full regression curve using the available data. That approach is called
nonparametric regression and it takes the general form
yi = m(xi) + i, i = 1, . . . , n, (5.1)
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where 1, . . . , n are called the errors.
There are two designs of nonparametric regression and they are called fixed design
and random design. In the univariate fixed design the experimenter can set the values
of the xi’s and they are ordered numbers. A special case of a fixed design is when
the xi, . . . , xn are equally spaced so that (xi−1 − xi) is constant for all i. In the fixed
design the function m is called the mean regression function, since E(yi) = m(xi).
When the variance of yi is assumed to be constant for all i, then the model is called
homoscedastic and the variance of the errors is constant for all x. Otherwise, if the
Var(yi) depends on the xi then the model is called heteroscedastic and the variance
of the errors varies with x.
In the random design regression model, the pairs are random and form a bivariate
sample (X1, y1) , . . . , (Xn, yn) and the 1, . . . , n are independent and identically dis-
tributed with zero mean and finite variance, conditional on X1, . . . , Xn. The model
is given by
yi = m(Xi) + i, i = 1, . . . , n. (5.2)
Also in the random design the conditional mean and variance of y, given X = x, are
given by
E
(
y
∣∣X = x) = m(x)
and
Var
(
y
∣∣X = x) = Var () .
For the estimation of the mean regression function, m, a popular family of esti-
mators is the kernel regression estimators. We discuss some of the kernel regression
estimators along with their differences and advantages in the next section.
5.1.2 Kernel type nonparametric regression
There are various kernel type regression estimators and some of the most common
are the Priestley-Chao estimator (Priestley and Chao (1972))
mˆPC (x;h) =
n∑
i=1
(
x(i) − x(i−1)
)
Kh
(
x− x(i)
)
y[i], (5.3)
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the Gasser-Mu¨ller estimator (Gasser and Mu¨ller (1979))
mˆGM (x;h) =
n∑
i=1
y[i]
∫ si
si−1
Kh (t− x) dt, (5.4)
and the Nadaraya-Watson estimator (Nadaraya (1964) and Watson (1964))
mˆNW (x;h) =
∑n
i=1K
(
xi − x
h
)
yi∑n
i=1K
(
xi − x
h
) , (5.5)
where si =
1
2
(
x(i) + x(i+1)
)
, s0 = 0, sn = 1, the pairs
(
x(i), y[i]
)
are ordered with
respect to the xi’s and K is a kernel function satisfying∫
K(x) dx = 1∫
xK(x) dx = 0∫
x2K(x) dx 6= 0.
Another type of kernel regression estimator is the local polynomial estimator
where the estimated regression curve is obtained by fitting a polynomial of degree
p to the neighbourhood of the point we want to estimate. The kernel function is
introduced to apply more weight to points near the point of estimation and the
problem to be solved is given by the minimization of the expression
n∑
i=1
{yi − β0 − β1 (xi − x)− . . .− βp (xi − x)p}2K
(
xi − x
h
)
,
with respect to β0, . . . , βp. Using the notation
X =

1 (x1 − x) (x1 − x)2 . . . (x1 − x)p
1 (x2 − x) (x2 − x)2 . . . (x2 − x)p
...
...
... . . .
...
1 (xn − x) (xn − x)2 . . . (xn − x)p

,
Y =

y1
...
yn
 ,
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βˆ =

βˆ0
...
βˆp
 ,
W =

K
(
x1−x
h
)
0 . . . 0
0 K
(
x2−x
h
)
. . . 0
...
...
... . . .
...
0 0 . . . K
(
xn−x
h
)

,
the least squares problem can be expressed as solving
(Y −Xβ)T W (Y −Xβ) ,
with respect to β. The solution is given by
βˆ =
(
XTWX
)−1
XTWY ,
and the local linear estimator is a special case of the local polynomial estimator, with
polynomial of degree p = 1, and the Nadaraya-Watson estimator can be thought of
as the local constant estimator which would be equivalent to the local polynomial
estimator with degree p = 0. The local linear estimator (Fan (1992)) can also be
expressed as
mˆLL(x;h) =
1
n
n∑
i=1
{sˆ2(x;h)− sˆ1(x;h)(xi − x)}Kh(xi − x)yi
sˆ2(x;h)sˆ0(x;h)− sˆ1(x;h)2 , (5.6)
where sˆm(x;h) =
1
n
∑n
i=1 (xi − x)mKh (xi − x).
Many authors (Hastie and Loader (1993), Fan (1992) and Fan (1993)) have shown
that local polynomial estimators, and especially those of odd degrees, have desir-
able properties compared to other kernel regression estimators. Estimators like the
Priestley-Chao, the Gasser-Mu¨ller and the Nadaraya-Watson estimator suffer from
inflated boundary bias which is not evident in the case of local polynomial estimators.
The boundary bias is caused from the fact that near the boundary there is not enough
data and therefore part of the kernel window contains no data, as it extends beyond
the region of x that contains information. Gasser and Mu¨ller (1979), Mu¨ller (1984),
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Mu¨ller (1993) and Rice (1984a), have discussed the boundary problem of kernel re-
gression estimators and proposed boundary kernels to be used near the boundary,
that asymptotically remove the boundary bias. Under appropriate regularity condi-
tions and as the smoothing parameter h→ 0, as n→∞, then the Nadaraya-Watson,
Gasser-Mu¨ller and Priestley-Chao estimators exhibit a bias of the order O (h) near
the boundary of x, compared to the bias of the order O (h2) in the interior. The
local linear estimator does not share the boundary bias of the other kernel regression
estimators and exhibits bias of the order O (h2), even near the boundary.
A common measure of discrepancy of regression smoothers is the mean squared
error, which is defined at a point x, as
MSE (mˆh(x)) = E {mˆh(x)−m(x)}2 .
For the asymptotic analysis it is assumed that x ∈ [0, 1], m′′(x) is continuous on
[0, 1], the kernel K is symmetric about zero and supported on [−1, 1], the bandwidth
h = hn satisfies h → 0 and nh → ∞ as n → ∞ and the point x, at which the
estimation is taking place, satisfies h < x < 1 − h for all n ≥ n0 and n0 fixed. For
the random design it is additionally assumed that f ′(x) is continuous, where f(x) is
the probability distribution function of X.
Gasser and Mu¨ller (1984) showed that for the fixed equally spaced design their
estimator has the asymptotic form
MSE (mˆGM(x)) ≈ σ
2
R(K)
nh
+
h4µ2(K)
2m′′(x)2
4
, (5.7)
where the first term corresponds to the variance of the estimator and the second
term corresponds to the squared bias. We can see the trade-off between variance and
bias here, where, as the smoothing parameter increases, the bias increases and the
variance decreases. A smoothing parameter choice which balances that trade-off and
minimizes the discrepancy between the regression smoother and the true unknown
regression mean, is the goal of smoothing parameter choice techniques.
The asymptotic properties of the Gasser- Mu¨ller estimator in the random design
setting, were presented by Chu and Marron (1991) and the mean squared error is
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given by
MSE (mˆGM(x)) ≈ 3σ
2
R(K)
2nhf(x)
+
h4µ2(K)
2m′′(x)2
4
. (5.8)
The interesting feature of the mean squared error of the Gasser- Mu¨ller estimator, in
the random design setting, is that the variance is 1.5 times larger compared to the
fixed design scenario, which makes it inefficient.
For the Nadaraya-Watson estimator, Ha¨rdle (1990) showed that in the random
design case, the mean squared error of the estimator has the complicated form
MSE (mˆNW (x)) ≈ σ
2
R(K)
nhf(x)
+
h4µ2(K)
2 (m′′(x)f(x) + 2m′(x)f ′(x))2
4f(x)2
.
This introduces an extra term in the bias of the estimator which includes m′(x) and∣∣∣∣f ′(x)f(x)
∣∣∣∣, that depend on the shape of m and the distribution of the data points x,
respectively. For the fixed design scenario, the Nadaraya-Watson estimator shares
the same mean squared error as the Gasser-Mu¨ller estimator in expression (5.7).
For the local linear estimator, Wand and Jones (1995) derived the asymptotic
expression for the mean squared error and for the random design it is given by
MSE (mˆLL(x)) ≈ σ
2
R(K)
nhf(x)
+
h4µ2(K)
2m′′(x)2
4
, (5.9)
which coincides with the mean squared error for the fixed design, when f(x) is set
to 1 in (5.9). In the case of the local linear estimator, this mean squared error is the
same even for values of x near the boundary, which makes it favourable compared to
the other methods.
The choice of smoothing parameter h is one of great importance when fitting
a kernel regression smoother to a dataset, whereas the choice of kernel K is not
very critical (Ha¨rdle (1990)). A choice of large smoothing parameter leads to mean
regression estimates which take into account a wider neighbourhood around a point
x, to estimate mˆh(x). This can lead to a regression smoother which is basically
the average of all points yi. A choice of small smoothing parameter leads to mean
regression estimates which only consider points in a narrow range of x. This can
lead to an estimate of the mean regression curve which is too rough and basically
interpolates through the points yi.
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In order to demonstrate the effect of the smoothing parameter choice in kernel
regression estimation, we present plots of local linear fits for a simulated random
sample of size 200. The data y1, . . . , yn are generated from
yi = m(xi) + i i = 1, . . . , 200 (5.10)
where xi =
i
200
and the true regression function is given by
m(x) = sin (2pix), (5.11)
on the interval [0, 1] and i ∼ N (0, 0.52).
Figure 5.1: Local linear kernel estimates (solid lines) of the regression function with a very
small smoothing parameter (left plot) and a very large smoothing parameter (right plot).
The true curve, m, is represented by the dashed lines
As we can see from Figure 5.1, a very small smoothing parameter leads to an
extremely rough estimate of the regression function, whereas a very large smoothing
parameter leads to a straight line which goes through the points. Various methods
of estimating an optimal smoothing parameter, by minimizing a loss function, are
discussed in the next section.
5.1.3 Smoothing parameter choice
The choice of smoothing parameter in kernel regression is usually decided by
minimizing quadratic error measures, like the average squared error (ASE) given by
ASE(h) =
1
n
n∑
i=1
[mˆh(xi)−m(xi)]2 (5.12)
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or the mean average squared error (MASE) defined as
MASE(h) =
1
n
n∑
i=1
E [mˆh(xi)−m(xi)]2 . (5.13)
A popular method of estimating the smoothing parameter in kernel regression is
the leave-one-out cross-validation (Stone (1974)) where the criterion to be minimized,
for h, is defined as
CV(h) =
1
n
n∑
i=1
[yi − mˆh,i(xi)]2 , (5.14)
where mˆh,i(xi) is the leave-one-out kernel regression estimator given by
mˆh,i(xi) =
1
n
n∑
j 6=i
Whj(xi)yj, (5.15)
for weights Whj(xi). The reason that the leave-one-out estimator is used for cross-
validation, instead of the usual kernel estimator, is that the minimum of CV(h) would
occur at the value of h = 0, since then mˆh(xi) = yi. The cross-validation function
can also be expressed as
CV(h) = ASE(h)− 2
n
n∑
i=1
i [m(xi)− mˆh,i(xi)] + 1
n
n∑
i=1
2i , (5.16)
where the expectation of the cross-product term is zero and therefore the cross-
validation function is an unbiased estimator of ASE, up to a constant.
A drawback of data-driven methods, like the cross-validation, is that the rate
of convergence to their optimum is slow. Under the assumptions (Ha¨rdle, Hall and
Marron (1988)) that
• the errors, i, are iid with zero mean and all other moments finite,
• the kernel, K, is a symmetric and compactly supported probability density with
Ho¨lder continuous second derivative,
• the second derivative of the regression function, m, is uniformly continuous and
integrable,
the relative rate of convergence of the minimizer of CV(h), hˆ, to the ASE optimum,
hˆ0 is of the order n−1/10. Also Ha¨rdle, Hall and Marron (1988) have shown that,
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although the rate of n−1/10 is slow, it is the same as the rate of convergence of the
ASE minimizer, hˆ0, to the minimizer of MASE, h0 and also hˆ, hˆ0 and h0 converge to
zero at the rate of n−1/5.
The same authors (Ha¨rdle, Hall and Marron (1992)) have shown that by trying to
estimate the MASE optimal smoothing parameter, h0, the relative rate of convergence
can be improved to the better rate of n−1/2 and provide a double smoothing method
that achieves that rate under certain conditions, which include higher order kernels.
Double smoothing methods are based on the principle of using a kernel smooth es-
timator, mˆg, with a different smoothing parameter, to estimate the bias part of the
MASE in (5.18). The method tries to estimate MASE minimizing smoothing param-
eters, by obtaining smoothing parameters, h, which minimize an estimate of MASE.
Using the Nadaraya-Watson estimator for the homoscedastic fixed design over [0, 1],
the MASE can be separated into a variance part given by
V (h) =
1
n
∗∑
i
Var (mˆ(xi))
= σ2
1
n
∗∑
i
1
n2
n∑
j=1
K2h (xi − xj)
fˆh (xi)
2
(5.17)
and a squared bias part
B(h) =
1
n
∗∑
i
(E [mˆ(xi)]−m(xi))2 , (5.18)
where fˆh (xi) is the kernel density estimate at the point xi. The summation over ∗
denotes that only points c < xi < d, where 0 < c < d < 1, are taken into account
when estimating the MASE, in order to avoid the inflated bias near the boundary for
estimators like the Nadaraya-Watson. Ha¨rdle, Hall and Marron (1992) propose using
a different kernel L and bandwidth g with a second kernel smoother
mˆg(x) =
∑n
j=1 yjL [(x− xj)/g]∑n
j=1 L [(x− xj)/g]
,
and estimate the squared bias using
Bˆ(h) =
1
n
∗∑
i
{∑n
j=1 mˆg(xj)K [(xi − xj)/h]∑n
j=1K [(xi − xj)/h]
− mˆg(xi)
}2
, (5.19)
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and the variance by
Vˆ (h) = σˆ
2 1
n
∗∑
i
n∑
j=1
K [(xi − xj)/h]2
{∑nk=1K [(xi − xk)/h]}2 , (5.20)
where σˆ2 is an estimate of σ2 . Then the MASE estimate to be minimized for h,
Mˆ(h), can be expressed as Mˆ(h) = Bˆ(h) + Vˆ (h) − n− 3σˆ2
∑∗
i
∑n
j=1Aj(xi)
2, where
the last term is a variance term removed and
Aj(x) =
1
n
n∑
k=1
K [(x− xk)/h]
{
L [(xk − xj)/g]∑n
l=1 L [(xk − xl)/g]
− L [(x− xj)/g]∑n
l=1 L [(xk − xl)/g]
}
∑n
l=1K [(x− xl)/h]
.
Then under the following assumptions (Ha¨rdle, Hall and Marron (1992)):
Assumption 1 : K and L are compactly supported kernels of orders r and s, re-
spectively and K ′ and L(r+1) are bounded.
Assumption 2 : m(r+r′) is continuous on (0,1), for r′ = max(r, s).
Assumption 3 : Assume σˆ2 is
√
n consistent for σ2 with σˆ
2 = σ2 +Op
(
n−1/2
)
.
they prove the theorem below.
Theorem 1 (Ha¨rdle, Hall and Marron (1992)). Under the above assumptions,
hˆ− h0
h0
= γ1
(
σˆ
2 − σ2
)
+
(
γ2n
−2g−(4r+1) + γ3n−1
)1/2
Zn + γ4g
s + o (gs) , (5.21)
where Zn is asymptotically normal N(0, 1).
The functionals γ1, . . . , γ4 are defined as
γ1 = c
−1
1 (d− c)
∫
K(x)2dx,
γ2 = 2c
−2
2 (d− c)r2κ4rσ4
∫ [∫
L(r)(y)L(r)(y + z) dy
]2
dz,
γ3 = 4c
−2
2 r
2κ4rσ
2

∫ d
c
(
m(2r)(x)
)2
dx,
γ4 = −4c−12 r κ2rλs
∫ d
c
m(r+s)(x)m(r)(x) dx,
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where κr = (−1)r(r!)−1
∫
urK(u) du, λs = (−1)s(s!)−1
∫
usL(u) du and the constants
c1 and c2 correspond to M ′′(h0) ≈ c1 (nh30)−1 ≈ c2h2r−20 . The choice of g which leads
to the fastest possible convergence rate of hˆ, is of interest and especially in the case
where r = s = 2. The authors have shown that in that case the optimal choice of
g is of the order n−2/13 and the corresponding relative rate of convergence of hˆ to
h0 is of the order n−4/13. If g = h0 ∼ n−1/5, then the corresponding relative rate of
convergence of hˆ to h0 is of the order n−1/10. We will later use this result to employ
a smoothing parameter choice based on the bootstrap method.
The smoothed bootstrap method is similar to the double smoothing method, in
that it tries to provide a MASE optimal smoothing parameter by minimizing an
estimate of MASE. Applying the naive bootstrap approach of resampling from the
pairs of observations {(Xi, Yi)} is not appropriate in this case, because the bootstrap
bias will be zero, due to the zero bias property of the naive bootstrap method and the
bias part of MASE will not be estimated successfully using its bootstrap counterpart
(Ha¨rdle and Marron (1991)). Therefore, the bootstrap method is constructed by
resampling from the residuals to model the conditional error distribution. For the
model
yi = m(xi) + i,
the errors are assumed to be iid from distribution F , with mean zero and variance
σ2 . Since the true distribution F and the empirical distribution function Fn are
unknown, the resampling can take place from the estimated residuals (Bickel and
Freedman (1981)) which are given by
ˆi = yi − mˆ(xi) i = 1, . . . , n (5.22)
and the procedure is as follows:
• Choose an initial value of h for mˆh(x).
• Estimate the residuals from ˆi = yi − mˆh(xi). When the Priestley-Chao,
Nadaraya-Watson or the Gasser-Mu¨ller estimator is used to obtain mˆh(x), then
only residuals in the interior of x are used, to avoid the effect of the excessive
boundary bias.
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• Recentre the resampled residuals ˜i = ˆi − ¯i, to reflect the zero mean property
of the true errors (Ha¨rdle and Bowman (1988)).
• Take a sample of size n from the ˜i, with replacement, to obtain the bootstrap
residuals ∗.
• Create bootstrap observations y∗i = mˆh(xi) + ∗i .
The kernel estimator can then be applied to the bootstrap data {(xi, y∗i )}, in order to
obtain the bootstrap regression estimator mˆ∗h(x), for a smoothing parameter h. For
the choice of initial smoothing parameter for the pilot estimate used to obtain the
residuals, Ha¨rdle and Marron (1985) suggested using the cross-validation choice due
to its good asymptotic properties. Hahn (1997) suggested an alternative iterative
process where the initial smoothing parameter iterates until convergence, in order to
avoid the large sample variability inherent in the cross-validation bandwidth selection
choice. The procedure is the following:
1. Choose any reasonable initial value for the initial bandwidth g0 and set g = g0.
2. Compute the pilot regression estimate mˆg(xi).
3. Estimate the residuals ˆi = yi − mˆg(xi).
4. Centre the residuals ˜i = ˆi − ¯i.
5. Create the bootstrap residuals ∗i , by sampling with replacement.
6. Obtain bootstrap observations y∗i = mˆg(xi) + ∗i .
7. Calculate the bootstrap estimate mˆ∗h(xj) by smoothing {(xi, y∗i )}.
8. Construct the bootstrap estimate of the MASE (BMASE) defined as
BMASE(h) =
1
n
n∑
j=1
E∗ [mˆ∗h(xj)− mˆg(xj)]2 , (5.23)
where expectation is with respect to the bootstrap resamples y∗i .
CHAPTER 5. ERROR VARIANCE IN NONPARAMETRIC REGRESSION 234
9. Define the new pilot bandwidth g as
g = arg min
h
BMASE(h).
10. If
|g − gold| < t
for small t > 0, then stop and define the final bandwidth for this method as
hˆ = g. Otherwise start again from step 1 with the new g as the pilot bandwidth.
Hahn (1997) used the Priestley-Chao estimator for this method and demonstrated
good finite sample results compared to the cross-validation choice of smoothing pa-
rameter for hˆ. It is interesting to note that when the Nadaraya-Watson estimator
is used and the kernels K = L, then the BMASE criterion is similar to the double
smoothing criterion without the variance term removed, given by
M˜(h) = Bˆ(h) + Vˆ (h), (5.24)
where Bˆ(h) and Vˆ (h) are given in equations (5.18) and (5.17), respectively. To show
that, we start with the bootstrap regression estimate given by
mˆ∗h(xj) =
∑n
i=1K
(
xj − xi
h
)
y∗i∑n
i=1K
(
xj − xi
h
) . (5.25)
Then, the BMASE criterion can be expressed as the bootstrap squared bias (BSB)
and bootstrap variance (BV) which are defined as
BSB(h) =
1
n
∗∑
j
[E∗ (mˆ∗h(xj))− mˆg(xj)]2
=
1
n
∗∑
j
[∑n
i=1K
(xj−xi
h
)
mˆg(xi)∑n
i=1K
(xj−xi
h
) − mˆg(xj)]2 (5.26)
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and
BV(h) =
1
n
∗∑
j
[Var∗ (mˆ∗h(xj))]
=
1
n
∗∑
j
[
Var∗
(∑n
i=1K
(xj−xi
h
)
y∗i∑n
i=1K
(xj−xi
h
) )]
=
1
n
∗∑
j
[∑n
i=1K
(xj−xi
h
)2
Var∗ (y∗i )(∑n
i=1K
(xj−xi
h
))2
]
=
σ2∗
n
∗∑
j
[ ∑n
i=1K
(xj−xi
h
)2(∑n
i=1K
(xj−xi
h
))2
]
, (5.27)
where σ2∗ is the variance of the bootstrapped residuals. In the light of the equivalence
of the bootstrap method to the double smoothing method, it would be asymptotically
optimal for a kernel K of order 2, to choose an initial fixed pilot choice of g of the
order n−2/13, for the bootstrap method, instead of allowing for g to converge. An
easy way to do this would be to choose g to be the cross-validation bandwidth choice,
which is of the order n−1/5, multiplied by n3/65.
An alternative method of choosing the smoothing parameter in kernel regression
is the improved Akaike Information Criterion (AICc) by Hurvich, Simonoff and Tsai
(1998), which chooses the smoothing parameter by minimizing an estimate of the
expected Kullback-Leibler discrepancy. The criterion to be minimized is given by
AICc = log
(
dˆ 2
)
+ 1 +
2 {tr(H) + 1}
n− tr(H)− 2 , (5.28)
where dˆ 2 = n−1
∑n
i=1 {yi − mˆh(xi)}2 andH is an (n×n) matrix given by mˆ(x) = Hy.
Here y is the (n × 1) vector (y1, . . . , yn)T, where T denotes transpose and tr(H) is
the trace of the matrix H.
The authors have demonstrated that the method manages to provide less under-
smooth estimates compared to the cross-validation method and is competitive com-
pared to more complicated methods like the plug-in method by Ruppert, Sheather
and Wand (1995).
The plug-in method attempts to obtain an estimate of the smoothing parameter,
by plugging-in data-based estimates for the unknown functionals, in the expression
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of the smoothing parameter that minimizes the asymptotic conditional MISE
MISE (mˆ|x1, . . . , xn) = E
{∫ b
a
(mˆ(z)−m(z))2 fx(z) dz
}
,
given by
h0 ≈
[
R(K)σ2
n
(∫
z2K(z) dz
)2 ∫
m′′(z)2fx(z) dz
]1/5
,
where fx(z) is the density function of x.
The smoothing parameter obtained with the plug-in method exhibits markedly
lower variability, compared to the cross-validation method and does not tend to un-
dersmooth. However, plug-in selectors suffer from various problems. One of the
problems is that the asymptotically optimal bandwidth can have a complicated form
where many derivatives of the unknown m have to be estimated. Another issue is
that estimation is with respect to the MISE and therefore the target hˆ is optimal
with respect to the average performance over all possible data sets and not the sam-
ple at hand. For example to estimate the plug-in smoothing parameter for the local
linear estimator, the estimation of
∫
m′′(z)2fx(z) dz is needed and the assumption of
the existence of 4 continuous derivatives of m is made. This amount of smoothness
makes the estimator asymptotically inefficient because in many cases the existence
of 4 continuous derivatives is not a realistic assumption and it is violated, leading
to poor choices of preliminary parameters for the estimation of the unknown func-
tionals that are plugged-in, which can affect the final smoothing parameter estimates
severely (Loader (1999)).
5.1.4 Error variance estimation
The estimation of the error variance, σ2 , in nonparametric regression is of great
importance, due to its requirement to construct confidence intervals for the regression
function m (Carroll (1987)), make predictions and estimate detection limits (Carroll
and Ruppert (1988)). Some methods have been proposed (Hall and Carroll (1989),
Neumann (1994) and Ruppert, Wand, Hollst and Ho¨ssjer (1997)) for the estimation
of the error variance in the heteroscedastic setting where the error variance, σ2 (x),
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is assumed to depend on x. The methods are based on fitting a nonparametric
regression smoother on the squared residuals given by
ˆ 2i = 
2
i − 2i (mˆ(xi)−m(xi)) + (mˆ(xi)−m(xi))2 ,
in order to obtain an estimate of the conditional error variance. Fan and Yao (1998)
proposed to first estimate the regression curve using the local linear technique, to
solve the following least squares problem, for mˆ(x) = aˆ:(
aˆ, bˆ
)
= arg min
a,b
n∑
i=1
{yi − a− b (xi − x)}2K
(
xi − x
h2
)
. (5.29)
Here K is a density function and h2 > 0 is a bandwidth. Then they estimate σ2(x)
by σˆ2(x) = αˆ that solves the problem(
αˆ, βˆ
)
= arg min
α,β
n∑
i=1
{rˆi − α− β (xi − x)}2W
(
xi − x
h1
)
, (5.30)
where rˆi = (yi − mˆ(xi))2, W is a density function and h1 > 0 is a bandwidth.
The most important drawback of this estimator is that it can take negative values.
To address this issue Yu and Jones (2004) proposed a different estimator, based on
local Normal likelihood estimation and Chen, Cheng and Peng (2008) proposed an
estimator based on the logarithm of the squared residuals which deals with heavy
tails in σ2(x) more efficiently.
For the estimation of the error variance, σ2 , in the homoscedastic nonparametric
regression setting, two classes of estimators have been introduced. The first class
concerns estimators based on second sample moments of the residuals and the second
class concerns difference-based estimators. The first class of estimators is asymptot-
ically optimal but estimation of the regression function mˆ is required, whereas the
second class suffers from high asymptotic variance (Mu¨ller, Schick and Wefelmeyer
(2003)).
An estimator, using second sample moments based on residuals, was proposed
by Hall and Marron (1990) who showed that for random covariates the expression
n−1
∑n
i=1 (yi − mˆ(xi))2, has the same asymptotic variance as n−1
∑n
i=1 
2
i and it is
given by ∫
x4dF (x)− σ4
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where, F (x) is the distribution function of the errors. Their estimator is defined as
σˆ2 =
(
n− 2
n∑
i=1
wii +
n∑
i=1
n∑
j=1
w2ij
)−1 n∑
i=1
(
Yi −
n∑
j=1
wijYj
)2
(5.31)
where, wij are constants satisfying
∑
j wij = 1, for each i. The estimator is unbiased
when the regression function m is zero and has the property that as n→∞ then
E
{(
σˆ2 − σ2)2} = n−1Var () + o (n−1) . (5.32)
Other works concerning this class of estimators include the paper of Buckley,
Eagleson and Silverman (1988) and Carter and Eagleson (1992), who use smoothing
splines to estimate the unknown regression curve m and obtain the residuals.
The second class of estimators is based on differencing the data to create pseudo-
residuals. The order of an estimator of this class is given by the number of observa-
tions involved in calculating the local residual. Rice (1984) suggested a difference-
based estimator of order 1, given by
σˆ2R =
1
2(n− 1)
n∑
i=2
(Yi − Yi−1)2 (5.33)
and Gasser, Sroka and Jennen-Steinmetz (1986) suggested an estimator of order 2,
defined as
σˆ2GSJ =
1
6(n− 2)
n∑
i=3
(Yi + Yi−2 − 2Yi−1)2 . (5.34)
Buckley and Eagleson (1989) noted that the bias of such estimators can be decreased
using higher order differences at the expense of increased variance. Hall, Kay and
Titterington (1990) considered higher order estimators of the form
σˆ2 =
1
n−m
n−m2∑
k=m1+1
(∑
j
djYj+k
)2
, (5.35)
where {dj} is a sequence of real numbers such that
∑
dj = 0 and
∑
d2j = 1 and dj = 0
for j < −m1 and j > m2. The order of the sequence is defined by m = m1 + m2,
where m1,m2 ≥ 0.
The difference-based estimators have the property
E
{(
σˆ2 − σ2)2} ∼ n−1cVar () , (5.36)
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where c > 1, but there is no need for the estimation of a smoothing parameter like
the estimators of the first class. Other difference-based estimators were proposed by
Seifert, Gasser and Wolf (1993) and a review of such estimators has been discussed by
Dette, Munk and Wagner (1998). Another very popular difference-based estimator
was introduced in the wavelet domain by Donoho and Johnstone (1994) and it is
based on the median absolute deviation (MAD) of the coefficients on the finest scale
of a wavelet decomposition.
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5.2 Robust error variance estimation
We are interested in the estimation of the error variance in the equispaced fixed
design with homoscedastic variance. The model used in that case is of the form
yi = m(xi) + i, i = 1, . . . , n, (5.37)
where the errors 1, . . . , n are independent and identically distributed with zero mean
and variance σ2 . We propose a robust method of estimating the variance of the errors,
σ2 , in nonparametric regression by applying a simple multiplicative bias correction
to the variance of the estimated residuals, σ2ˆ . The method does not require the
estimation of any extra parameters and the choice of smoothing parameter, hˆ, for the
estimation of the mean curve, m(x), is the only parameter necessary for this method.
A simulation study conducted also shows that in the case of the Nadaraya-Watson
estimator, which has inflated asymptotic bias of the order O (h) at the boundary, the
exclusion of the boundary for the estimation of the variance of the errors, is not only
not necessary but provides inferior estimates of the error variance.
It is also interesting to note that the method is not heavily dependent on the choice
of smoothing parameter h and even suboptimal choices of smoothing parameter for
the estimation of the variance of the residuals, lead to good results. This makes the
method favourable as the use of complicated techniques, which require the estimation
of other functionals, are not necessary to obtain a good estimate of the error variance.
A simple choice of smoothing parameter, like the cross-validation for the Nadaraya-
Watson estimator (5.5) or the AICc by Hurvich, Simonoff and Tsai (1998) for the
local linear estimator (5.6), provide good finite sample results.
5.2.1 Methodology
The method is simple and is based on bias correcting the estimate of the variance
of the residuals to obtain an estimate for the variance of the errors. In that way it
is comparable to the first class of estimators discussed in the previous section. We
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define the nonparametric regression equation for the fixed design by
yi = m(xi) + i, (5.38)
where i ∼ N (0, σ2 ) are the errors. If we let mˆh(xi) be an estimator of the smooth
curve m(xi), with a smoothing parameter choice h, then the residuals are given by
ˆi = yi − mˆh(xi). (5.39)
Substituting the expression of yi in (5.38) into the expression for the residuals in
(5.39), we get
ˆi = (m(xi)− mˆh(xi)) + i. (5.40)
We start by expanding the variance of the residuals, which can be written as follows:
Var (ˆi) = E
(
ˆi
2
)− E (ˆi)2
= E
(
2i + 2i (m(xi)− mˆh(xi)) + (m(xi)− mˆh(xi))2
)−
[E ((m(xi)− mˆh(xi)) + i)]2
= E
(
2i
)
+ 2E [i (m(xi)− mˆh(xi))] + E
[
(m(xi)− mˆh(xi))2
]−
[E ((m(xi)− mˆh(xi)))]2
= σ2 − 2E (imˆh(xi)) + E
[
m(xi)
2 − 2m(xi)mˆh(xi) + mˆh(xi)2
]−
(m(xi)− E (mˆh(xi)))2
= σ2 − 2E (imˆh(xi)) + E
(
mˆh(xi)
2
)− E (mˆh(xi))2
= σ2 − 2E (imˆh(xi)) + Var (mˆh(xi)) . (5.41)
The next step is to replace the estimator mˆh(xi) with the estimator of interest and
solve for σ2 . For the Nadaraya-Watson estimator we have
mˆNW (xi;h) =
∑n
j=1K
(
xi − xj
h
)
yj∑n
j=1K
(
xi − xj
h
) =
∑n
j=1K
(
xi − xj
h
)
(m(xj) + j)∑n
j=1K
(
xi − xj
h
) (5.42)
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and the second part of (5.41) is given by
E (i mˆNW (xi;h)) = E

∑n
j=1K
(
xi − xj
h
)
(m(xj) + j) i∑n
j=1K
(
xi − xj
h
)

= E
 K
(
xi − xi
h
)
2i∑n
j=1K
(
xi − xj
h
)

= σ2
K(0)∑n
j=1K
(
xi − xj
h
) , (5.43)
since E (ij) = 0, for i 6= j. For the third part of the expression (5.41) we need the
variance of mˆNW (xi) which can be written as
Var (mˆNW (xi;h)) = Var

∑n
j=1K
(
xi − xj
h
)
yj∑n
j=1K
(
xi − xj
h
)

=
∑n
j=1K
(
xi − xj
h
)2
Var(yj)(∑n
j=1K
(
xi − xj
h
))2
=
∑n
j=1K
(
xi − xj
h
)2
σ2(∑n
j=1K
(
xi − xj
h
))2 . (5.44)
Then, by plugging expressions (5.43) and (5.44) into the expression of the variance
of the residuals, in (5.41), and writing Var (ˆi) as σ2ˆ , we obtain
σ2ˆ = σ
2
 − 2σ2
K(0)∑n
j=1K
(
xi − xj
h
) +
∑n
j=1K
(
xi − xj
h
)2
σ2(∑n
j=1K
(
xi − xj
h
))2
= σ2
1− 2K(0)∑n
j=1K
(
xi − xj
h
) +
∑n
j=1K
(
xi − xj
h
)2
(∑n
j=1K
(
xi − xj
h
))2
 .
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Therefore, the variance of the errors can be expressed as
σ2 =
σ2ˆ1− 2K(0)∑n
j=1K
(
xi − xj
h
) +
∑n
j=1K
(
xi − xj
h
)2
(∑n
j=1K
(
xi − xj
h
))2

. (5.45)
If we consider the equidistant homoscedastic fixed design regression model, then the
variance of the residuals is assumed to be constant over the range of x and the
denominator of (5.45) takes the same value for any xi in the interior of x, because
of symmetry of the kernel K. Therefore, a natural estimator of the error variance
in nonparametric regression for the equidistant homoscedastic fixed design, when the
Nadaraya-Watson estimator is used, is given by
σˆ2 =
σ2ˆ1− 2K(0)∑n
j=1K
(
x(m) − xj
h
) +
∑n
j=1K
(
x(m) − xj
h
)2
(∑n
j=1K
(
x(m) − xj
h
))2

, (5.46)
where x(m) is the median of the design points x1, . . . , xn.
For the estimation of the residual variance, σ2ˆ , in the case where a regression esti-
mator with boundary bias is used, then possible solutions would be to use boundary
kernels (Gasser, Mu¨ller and Mammitzsch (1985)) or estimate the residual variance
only in the interior of x. A simulation study, conducted in the next section, shows
that when the residual variance estimate used is obtained from residuals from the
whole range of x, without the use of boundary kernels, then the performance of the
estimator is superior compared to using residuals only in the interior of x.
For the local linear estimator defined by
mˆLL(xi;h) =
1
n
n∑
j=1
{sˆ2(xi, h)− sˆ1(xi, h)(xj − xi)}Kh(xj − xi)yj
sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2 , (5.47)
we can obtain a similar expression for the error variance. Like previously, we can
write
E (i mˆLL(xi;h)) =
sˆ2(xi, h)Kh(0)σ
2

n (sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2) (5.48)
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and the variance of the estimator is given by
Var (mˆLL(xi;h)) = Var
(
1
n
n∑
j=1
{sˆ2(xi, h)− sˆ1(xi, h)(xj − xi)}Kh(xj − xi)yj
sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2
)
=
σ2
n2
n∑
j=1
{sˆ2(xi, h)− sˆ1(xi, h)(xj − xi)}2Kh(xj − xi)2
[sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2]2
. (5.49)
Then by plugging (5.48) and (5.49) into the expression of the variance of the residuals,
in (5.41), we get
σ2ˆ = σ
2
 −
2sˆ2(xi, h)Kh(0)σ
2

n (sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2)+
σ2
n2
n∑
j=1
{
{sˆ2(xi, h)− sˆ1(xi, h)(xj − xi)}2Kh(xj − xi)2
[sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2]2
}
= σ2
[
1− 2sˆ2(xi, h)Kh(0)
n (sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2) +
1
n2
n∑
j=1
{
{sˆ2(xi, h)− sˆ1(xi, h)(xj − xi)}2Kh(xj − xi)2
[sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2]2
}]
, (5.50)
and the error variance for the local linear estimator can be expressed as
σ2 =
σ2ˆ[
1− 2 sˆ2(xi, h)Kh(0)
n (sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2) +
1
n2
∑n
j=1A (i, j)
] , (5.51)
where A (i, j) =
{sˆ2(xi, h)− sˆ1(xi, h)(xj − xi)}2Kh(xj − xi)2
[sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2]2
. Then, an estimator
of the error variance in nonparametric regression for the equidistant homoscedastic
fixed design, when the local linear estimator is used, is given by
σˆ2 =
σ2ˆ[
1− 2 sˆ2(x(m), h)Kh(0)
n
(
sˆ2(x(m), h)sˆ0(x(m), h)− sˆ1(x(m), h)2
) + 1
n2
∑n
j=1A ((m), j)
] . (5.52)
It is interesting to discuss about the case where the design is not equidistant and
the denominator in (5.52) is not the same for the xi’s in the interior of x. A possible
solution would be to average over all xi in the interior of x, 0 < c < x < d < 1. Then
the estimator would take the form
σˆ2 =
∗∑
i
σ2ˆ[
1− 2 sˆ2(xi, h)Kh(0)
n (sˆ2(xi, h)sˆ0(xi, h)− sˆ1(xi, h)2) +
1
n2
∑n
j=1A (i, j)
] , (5.53)
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where summation over ∗ denotes summation for indices of i in the interior of the
range of x.
Another aspect of the estimator that needs examining, is the values that the
denominator in (5.52) can take and its dependence on the sample size and smoothing
parameter choice. To do that we write the denominator for the local linear estimator
as
DNll = 1− 2 sˆ2(x(m), h)Kh(0)
n
(
sˆ2(x(m), h)sˆ0(x(m), h)− sˆ1(x(m), h)2
) + 1
n2
n∑
j=1
A ((m), j) (5.54)
and using the Gaussian kernel K, we produce plots of the relationship between the
denominator and the smoothing parameter h, for n = 100 and n = 1000.
Figure 5.2: Plots of the relationship between the denominator and the smoothing param-
eter h for sample size n = 100
From Figures 5.2 and 5.3 we can see that as the smoothing parameter increases,
the denominator converges to the value of 1. In the second plot from each figure we
can see that as h→ 0 then the denominator dips below 0 and takes negative values for
extremely small values of h. It is interesting to note that the denominator converges
to 1 faster for the larger sample size and also crosses the value of 0 around the value
of h = 0.0005, compared to the sample size of 100 where the denominator crosses the
value of 0 at, approximately, h = 0.0055. These findings are reasonable in that when
the smoothing parameter is small, then the regression estimator, mˆ(xi), is closer to
the data points yi and the resulting residuals have a variance of a lower magnitude.
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Figure 5.3: Plots of the relationship between the denominator and the smoothing param-
eter h for sample size n = 1000
Therefore, the low value of the denominator tries to correct that underestimation of
the error variance, by inflating the residual variance. When the smoothing parameter
increases, then the regression estimator, mˆ(xi), converges to a straight line which av-
erages through the data points yi and would be a good estimate of the true regression
mean, m(x), if it was a linear function. Therefore, the denominator converging to 1
reflects that property, since the residuals would be good estimates of the errors and
the residual variance a good estimate of the error variance.
Concerning the sample size, it is reasonable that since smoothing parameter
choices based on minimizing the MASE (5.13), are of the asymptotic form hˆ = C n−1/5
(Eubank (1999)), for a constant C, then the optimal smoothing parameter decreases
as n→∞. This, however, seems to be reflected by the values that the denominator
takes as the sample size increases and the value of h for which the denominator takes
negative values, decreases as n → ∞. In the case where we would like to have a
better approximation of the relationship between the denominator, the smoothing
parameter h and the sample size n, then log-log plots with log (1−DNll) against
log(h) could be more illustrative, but this is beyond the scope of this chapter.
In order to guard against the unlikely possibility of the denominator taking a
negative value, due to the smoothing parameter choice being extremely small, we
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introduce a trimming of the denominator. Letting DNTll denote the trimmed de-
nominator for the local linear estimator, we define
DNTll =

DNll if DNll > 0
1.0 otherwise
(5.55)
and the estimator of the error variance when the local linear estimator is used, is
given by
σˆ2 =
σ 2ˆ
DNTll
. (5.56)
The trimmed denominator for the error variance estimate using the Nadaraya-Watson
estimator is equivalent to the trimmed denominator for the local linear smoother.
5.3 Simulation study
In order to determine how the robust error variance estimation method performs,
using different nonparametric regression estimators and various choices of smoothing
parameter, and also to observe how it compares with some of the most widely used
methods, we perform a simulation study. For the simulation study, three different
smooth curves are used as the true m(x), and these are shown in Figures 5.4 and 5.5.
Figure 5.4: Smooth functions 1 and 2 used in the simulation study
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Figure 5.5: Smooth function 3 used in the simulation study
The three smooth functions are given by
1. m(x) = 1− x+ exp
(
−100 (x− 1
2
)2)
2. m(x) = sin (2pix2)3
3. m(x) = sin (2pix),
and similar curves were also used by Ha¨rdle (1990) and Fan and Gijbels (1996).
The methods compared in the simulation study are explained below.
NWCV : This is the error variance estimator using the Nadaraya-Watson smoother
which is given in expression (5.46) and is based on the median of the xi’s. The
standard Gaussian kernel K is used and the smoothing parameter is chosen
by minimizing the cross-validation criterion (5.14). Also, the variance of the
residuals, σˆ, is estimated using the same smoothing parameter h and from the
whole range of x.
NWCVRB : The method here is the same as NWCV with the residual variance, σˆ,
estimated using only data points in the interior of x, in the interval [0.1, 0.9].
This is done in order to obtain an estimate of the residual variance without the
boundary bias affecting the estimate.
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NWBIF : This method is similar to the NWCV method with a different choice of
smoothing parameter, based on the bootstrap. The method is based on choosing
the smoothing parameter hˆ which minimizes the criterion BMASE = BSB+BV
given in (5.26) and (5.27). The initial choice g is fixed to the value g = n3/65 hˆCV
in order to achieve the fastest possible asymptotic relative rate of convergence
of hˆ to h0, for this criterion and a kernel of order 2, which is equal to n−4/13.
The smoothing parameter is chosen from the following procedure:
1. Set g = n3/65 hˆCV, where hˆCV is the cross-validation choice of h.
2. Compute the pilot regression estimate mˆg(xi).
3. Estimate the residuals ˆi = yi − mˆg(xi).
4. Centre the residuals ˜i = ˆi − ¯i.
5. Create the bootstrap residuals ∗i , by sampling with replacement from ˜i.
6. Obtain bootstrap observations y∗i = mˆg(xi) + ∗i .
7. Calculate the bootstrap estimate mˆ∗h(xj) by smoothing {(xi, y∗i )}.
8. Construct the bootstrap estimate of the MASE (BMASE) defined as
BMASE(h) =
1
n
n∑
j=1
E∗ [mˆ∗h(xj)− mˆg(xj)]2 , (5.57)
where expectation is with respect to the bootstrap resamples y∗i .
9. Define the smoothing parameter choice based on the bootstrap, hˆ, as
hˆ = arg min
h
BMASE(h).
LLAICC : This method is based on the estimator which is constructed using the
local linear smoother and the estimation is performed at the median value of
x. Also the denominator is trimmed to avoid negative values and the kernel
used is the standard Gaussian kernel K. The form of the estimator is given in
expression (5.56) and for the smoothing parameter choice the AICc criterion,
in (5.28), is used.
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GSJ : This is the difference-based estimator of the error variance given by (Gasser,
Sroka and Jennen-Steinmetz (1986))
σˆ2GSJ =
1
6(n− 2)
n∑
i=3
(Yi + Yi−2 − 2Yi−1)2 .
RICE : This is the difference-based estimator defined as (Rice (1984))
σˆ2R =
1
2(n− 1)
n∑
i=2
(Yi − Yi−1)2 .
The simulated random samples of (xi, yi) are taken from the fixed design model
given by
yi = m(xi) + i i = 1, . . . , n
where xi =
i − 0.5
n
and i ∼ N (0, σ2 ). The sample sizes for the simulation study are
chosen to be equal to 100, 200 and 400 and the error standard deviation, σ, is set to
0.05, 0.1, 0.7, 0.75 and 1.0.
The goodness of fit measures used in the simulation study are defined as follows:
ASE : The Average Squared Error given by
ASE =
1
m
m∑
i=1
(σˆi − σi)2 ,
where m is the number of simulated samples, σˆi is the estimate of the error
standard deviation for the ith sample and σi is the true error standard deviation.
AAE : The Average Absolute Error defined as
AAE =
1
m
m∑
i=1
|σˆi − σi| .
AESD : The Average Estimated Standard Deviation is the average of the error
standard deviation estimates for the 500 simulated samples and is defined as
AESD =
1
m
m∑
i=1
σˆi.
The standard error of the estimate is obtained by
SE =
√
Var (σˆ)
m
.
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The simulation results are presented in the tables below with the best result for
the given sample size, standard deviation of the errors, σ, and true m(x), indicated
by the bold underlined number. The last table is made up from the rank sums of the
methods using the ASE criterion in Table (5.1).
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Average Squared Error (ASE)
True m(x) St. Deviation σ Method n=100 n=200 n=400
NWCV 8.754 2.99 1.33
NWCVRB 15.49 3.503 1.668
1 0.1 NWBIF 8.534 2.955 1.326
LLAICC 6.489 2.92 1.32
GSJ 9.454 4.635 2.37
RICE 7.629 3.512 1.8
NWCV 386.3 136.8 62.7
NWCVRB 538.5 165.4 79.4
1 0.7 NWBIF 382.1 138.6 63.26
LLAICC 273.2 136.5 62.2
GSJ 463.7 227 116
RICE 350 174.8 88.6
NWCV 768.9 279 127
NWCVRB 1078 335.5 161
1 1.0 NWBIF 760.5 281 128
LLAICC 558 279.2 126.7
GSJ 946.3 463 237
RICE 715 357 181
NWCV 9.36 3.11 1.37
NWCVRB 18.72 3.71 1.7
2 0.1 NWBIF 9.2 3.07 1.364
LLAICC 7.57 3.091 1.360
GSJ 9.44 4.63 2.37
RICE 11.15 3.64 1.81
NWCV 398.9 138.1 63.5
NWCVRB 544.6 166 79.9
2 0.7 NWBIF 398.6 142 64.5
LLAICC 282 138.4 62.9
GSJ 463.7 227 116.1
RICE 349.4 174.7 88.6
NWCV 806 282 128
NWCVRB 1097 337 162.7
2 1.0 NWBIF 788.7 287.5 131
LLAICC 562 280.6 127
GSJ 946 463 237
RICE 714 357 181
Table 5.1: Average squared errors of estimated error standard deviations for 500 randomly
simulated samples
(×105)
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Average Absolute Error (AAE)
True m(x) St. Deviation σ Method n=100 n=200 n=400
NWCV 6.773 4.28 2.86
NWCVRB 7.924 4.764 3.254
1 0.1 NWBIF 6.646 4.26 2.857
LLAICC 6.414 4.23 2.85
GSJ 7.654 5.335 3.905
RICE 6.8 4.676 3.39
NWCV 43.65 28.85 19.9
NWCVRB 49.54 32.57 22.4
1 0.7 NWBIF 43.48 29.1 19.9
LLAICC 41.4 28.80 19.8
GSJ 53.61 37.3 27.3
RICE 47.12 32.64 23.83
NWCV 61.61 41.18 28.33
NWCVRB 69.75 46.2 31.9
1 1.0 NWBIF 61.06 41.4 28.4
LLAICC 59.3 41.28 28.36
GSJ 76.59 53.3 39
RICE 67.36 46.6 34
NWCV 7.01 4.372 2.9
NWCVRB 8.44 4.869 3.29
2 0.1 NWBIF 6.93 4.36 2.896
LLAICC 6.87 4.38 2.889
GSJ 7.643 5.33 3.9
RICE 8.43 4.82 3.394
NWCV 44.96 29.13 19.917
NWCVRB 49.89 32.92 22.5
2 0.7 NWBIF 45.08 29.68 20.0
LLAICC 42.4 29.11 19.918
GSJ 53.6 37.3 27.3
RICE 47.0 32.6 23.8
NWCV 63.5 41.5 28.47
NWCVRB 70.6 46.7 32.1
2 1.0 NWBIF 62.8 42.0 28.6
LLAICC 59.6 41.3 28.46
GSJ 76.6 53.3 39.0
RICE 67.3 46.6 34.0
Table 5.2: Average absolute errors of the estimated error standard deviations
(×103) for
500 randomly simulated samples
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Average of error standard deviation estimate and its standard error
True m(x) σ Method n=100 n=200 n=400
NWCV 0.10085(4.171) 0.100466(2.439) 0.10034(1.625)
NWCVRB 0.10029(5.569) 0.1004(2.643) 0.10043(1.818)
1 0.1 NWBIF 0.10138(4.089) 0.10075(2.41) 0.10048(1.616)
LLAICC 0.1019(3.502) 0.1006(2.406) 0.10033(1.62)
GSJ 0.0996(4.349) 0.0995(3.041) 0.09994(2.18)
RICE 0.103(3.667) 0.10043(2.646) 0.10011(1.9)
NWCV 0.697(27.8) 0.699(16.55) 0.7003(11.2)
NWCVRB 0.694(32.75) 0.6983(18.2) 0.7008(12.6)
1 0.7 NWBIF 0.704(27.61) 0.703(16.62) 0.7023(11.2)
LLAICC 0.6998(23.4) 0.6983(16.52) 0.6998(11.16)
GSJ 0.697(30.45) 0.6968(21.3) 0.6996(15.2)
RICE 0.698(26.48) 0.697(18.67) 0.6993(13.3)
NWCV 0.995(39.18) 0.998(23.6) 1.00007(15.96)
NWCVRB 0.989(46.22) 0.9964(25.88) 1.00052(17.9)
1 1.0 NWBIF 1.0038(39) 1.00327(23.7) 1.0031(15.99)
LLAICC 0.9973(33.42) 0.9967(23.61) 0.9993(15.93)
GSJ 0.9957(43.5) 0.9954(30.4) 0.9994(21.8)
RICE 0.9970(37.84) 0.9958(26.7) 0.9989(19)
NWCV 0.1014(4.28) 0.10074(2.47) 0.1005(1.64)
NWCVRB 0.10062(6.12) 0.10061(2.71) 0.10057(1.83)
2 0.1 NWBIF 0.102(4.2) 0.10105(2.44) 0.10064(1.63)
LLAICC 0.1034(3.59) 0.1011(2.44) 0.10056(1.63)
GSJ 0.0997(4.35) 0.0995(3.04) 0.09994(2.18)
RICE 0.107(3.54) 0.10145(2.62) 0.10037(1.895)
NWCV 0.6993(28.27) 0.7004(16.6) 0.7008(11.27)
NWCVRB 0.6959(32.99) 0.6991(18.2) 0.7012(12.6)
2 0.7 NWBIF 0.708(28) 0.7055(16.7) 0.7035(11.26)
LLAICC 0.7023(23.7) 0.6997(16.6) 0.7004(11.27)
GSJ 0.697(30.4) 0.6968(21.3) 0.69957(15.25)
RICE 0.6987(26.4) 0.697(18.7) 0.69934(13.3)
NWCV 0.9967(40.2) 0.9995(23.77) 1.00078(16.04)
NWCVRB 0.9909(46.7) 0.9975(26) 1.0012(18.05)
2 1.0 NWBIF 1.0074(39.6) 1.006(23.8) 1.0049(16.06)
LLAICC 0.9995(33.57) 0.9982(23.7) 0.99996(16.01)
GSJ 0.9958(43.5) 0.9954(30.4) 0.9994(21.8)
RICE 0.9974(37.8) 0.9959(26.67) 0.99901(19)
Table 5.3: Average of the error standard deviation estimate
(×100) and its standard error(×104) for 500 randomly simulated samples
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Sample size 75
True m(x) σ Method ASE AAE AESD
NWCV 3.08 4.44 0.05133(2.4)
3 0.05 LLAICC 2.37 3.86 0.05137(2.09)
GSJ 3.11 4.38 0.04976(2.49)
RICE 23.8 14.94 0.0649(1.72)
NWCV 458 53.87 0.748(30.3)
3 0.75 LLAICC 429.8 51.6 0.7483(29.3)
GSJ 702 65.7 0.746(37.5)
RICE 550 58.6 0.7476(33.2)
Table 5.4: ASE
(×105), AAE (×103), average of the estimate (AESD) (×100) and its
standard error (SE)
(×104) for 500 randomly simulated samples of size 75
Method n = 100 n = 200 n = 400 Total Average Rank
NWCV 23 12 14 49 0.454 3
NWCVRB 36 25 24 85 0.787 5
NWBIF 17 15 16 48 0.444 2
LLAICC 6 9 6 21 0.194 1
GSJ 29 36 36 101 0.935 6
RICE 15 29 30 74 0.685 4
Table 5.5: Rank sums, their totals, averages over the maximum possible total (108) for all
the sample sizes and overall rank
In Table (5.1) we can see the average squared error for the estimated error stan-
dard deviations based on the different methods. In the case of the first regression
curve, m(x), we can see that Rice’s difference-based method outperforms the GSJ
difference-based method, considerably, over the whole range of sample sizes and σ
with smaller values of the ASE. The method based on the Nadaraya-Watson estima-
tor, with the boundary removed when estimating σˆ (NWCVRB), performs poorly
compared to the method with the boundary included (NWCV) but still outperforms
the difference-based methods for the larger sample sizes. The NWBIF method ap-
pears to perform better than the NWCV method for the smaller sample size but is
then slightly outperformed by the NWCV method for the larger sample sizes.
The method based on the local linear estimator, with the AICc choice of smoothing
parameter, is outperforming all other method, especially in the case of the smaller
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sample sizes. Similar conclusions can be drawn from the results in the case of the
second regression curve, m(x), with the only considerable difference being that the
GSJ method outperforms Rice’s method for the small sample size and σ. Again
the method based on the local linear estimator (LLAICC) appears to be the most
consistent with the lowest or very close to the lowest value of the discrepancy measure
for all the results.
The results in Table (5.2) are comparable to the results in Table (5.1), as one
would expect, which shows that the inflated values of ASE in Table (5.1) are not
the result of outliers which would inflate the discrepancy measure, after taking the
square of the difference.
In Table (5.3) we see the simulation results with the average estimate of σ, for
each method, and the standard error of the estimate in brackets. The average of
the estimated error standard deviation is reasonably close to the true value for all
sample sizes and true σ, for the methods used. Any differences between the bias
of the estimates of the methods is not of considerable magnitude and the major dif-
ference lies in the standard error of the estimates. The difference-based method by
Rice has consistently lower variability compared to the GSJ difference-based method
with a slightly increased bias for the larger sample size, which agrees with the find-
ings of Buckley and Eagleson (1989) about the increased variability and lower bias of
the higher order difference-based methods. The method with the removed boundary
(NWCVRB) provides estimates with high variability, especially for the small sam-
ple size but for the larger sample size the variability is lower compared to the two
difference-based methods. The method based on the local linear estimator (LLAICC)
appears to provide a consistently low variability for the whole range of sample sizes,
true error standard deviation values and regression curves, while at the same time
exhibiting a consistently low bias.
Table (5.4) shows the ASE, AAE, the average estimate of the error standard
deviation and the standard error of the estimate for the two difference-based methods,
the robust error variance estimator based on the Nadaraya-Watson smoother without
the boundary removed (NWCV) and the method based on the local linear estimator
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with the improved Akaike Information Criterion choice of smoothing parameter. The
third true curvem(x) is used, with a sample size of 75 and a true standard deviation of
the error equal to 0.05 and 0.75, in order to see how the methods compare for smaller
sample size and error variance. For the σ of 0.05, Rice’s difference-based method
performs poorly with comparably large ASE, AAE and bias. The LLAICC method
performs better than the other methods, with a slightly higher bias compared to the
GSJ method but a lower variability of the estimate. For the σ of 0.75 the LLAICC
method performs better than the other methods with a lower bias and variability of
the estimates, with the NWCV method following in performance.
From Table (5.5) we can confirm the findings from the previous tables with the
LLAICC method exhibiting superior overall performance and a lower rank sum com-
pared to the other methods. Also the method NWBIF appears to be marginally
better overall compared to the NWCV method and the NWCVRB method performs
markedly worse compared even to RICE method.
5.4 Concluding remarks
From the simulation results we can conclude that the error variance estimator
based on the corrected residual variance performs really well, especially when the local
linear estimator is used, even with a simple smoothing parameter choice technique
like the improved AIC. When using the Nadaraya-Watson estimator, removing the
data at the boundary to avoid boundary bias when estimating the residual variance,
is not advisable and better estimates are obtained when the boundary values are
included. Also the performance of the estimators does not seem to be very sensitive
to the smoothing parameter choice, when a reasonable value is used, since the results
using the cross-validation choice of h and the bootstrap choice of h yield similar
results.
Hence, in cases where a reasonable estimate of the mean regression curve with a
smoothing parameter choice, h, is available in a fixed design setting, an estimate of
the error variance can be obtained using the robust estimator based on the residual
CHAPTER 5. ERROR VARIANCE IN NONPARAMETRIC REGRESSION 258
variance. When the local linear estimator is used, the estimates obtained from this
method are generally better than the difference-based methods tested.
Another comment that can be made is that the smooth regression curves, m, used
in the simulation study, are quite smooth which could be advantageous for methods
that make use of a pilot estimate. Therefore, difference-based estimators may perform
well over a larger range of test signals.
Chapter 6
Final conclusions and future work
6.1 Final conclusions
We have examined Taylor’s bootstrap method (BT) and a bootstrap iterative
method (HF) of choosing the smoothing parameter in univariate kernel density esti-
mation. The bootstrap iterative method showed improved performance in estimating
the bias part of the MISE, compared to Taylor’s bootstrap method, but an underes-
timation was still evident for small-medium samples. A smoothness correction was
proposed that depends on the sample size n and the sample standard deviation σˆ,
which showed improvement in the estimation of the bias part of the MISE. In a
simulation study it produced smoothing parameters closer to the ISE optimal and
with lower variability compared to the bootstrap iterative method, for small-medium
sample sizes where the effect of the correction applies. It managed to compete with
various popular methods and provided smoothing parameters closer to the ISE opti-
mal, with low variability, compared to the smoothed cross-validation and markedly
lower variability compared to the unbiased cross-validation. Also it managed to pro-
vide bandwidths close to the ISE optimal for the separated bimodal and the trimodal
distributions where the plug-in method suffered from severe overestimation.
We have studied the differences between the smooth bootstrap method and the
smoothed cross-validation and suggested fixed adaptive data-based pilot estimates for
the smooth bootstrap method. The constants of the pilot estimates were chosen with
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the aim to provide a trade-off between univariate symmetric distributions and dis-
tributions with extreme features, like skewness and multimodality. The dependence
of the pilot estimates on the sample size n was decided so that the fastest possible
relative rates of convergence could be established for the method, for kernels of order
2.
When the diagonal terms of the BMISE were omitted (AOUND), the choice of
pilot smoothing parameter, g, was of the order O
(
n−2/13
)
with a relative rate of
convergence to the MISE optimal of O
(
n−4/13
)
, whereas when the diagonal terms
of BMISE were included (AOUD), the pilot smoothing parameter g was set to be of
the order O
(
n−1/7
)
with a relative rate of convergence of O
(
n−2/7
)
. In a simulation
study performed, both versions of the method performed comparatively well with the
method including the diagonal terms performing better overall, especially for smaller
sample sizes. Compared to the smoothed cross-validation they showed consistently
better performance, especially for the distributions that were multimodal, skewed or
thick tailed. In a real dataset example, using a random sample of the eruption times
(in minutes) of the Old Faithful geyser, both methods have produced a reasonable
kernel density estimate which is neither undersmooth, with spurious features, nor
oversmooth, and the features of the two peaks can be easily observed.
In the bivariate kernel density estimation we examined the asymptotic properties
of the smooth bootstrap method with the product kernel density estimator used. The
distinction between the relative rates of convergence for the method with the diago-
nal terms of BBMISE included (AOBD) and the method where the diagonal terms of
BBMISE were omitted (AOBND), was established, and adaptive data-based choices
for the pilot smoothing parameters suggested. The dependence of the pilot smooth-
ing parameters g1 and g2, on the sample size n, was set so that the fastest possible
relative rates of convergence of the smoothing parameters to the MISE optimal (for
a kernel of order 2) could be attained. For the method with the diagonal terms omit-
ted, the pilot smoothing parameters were set to be of the order O
(
n−1/7
)
, yielding a
relative rate of convergence of O
(
n−2/7
)
and for the method with the diagonal terms
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included, the pilot smoothing parameters were set to be of the order O
(
n−1/8
)
, lead-
ing to a relative rate of convergence of the order O
(
n−1/4
)
. Like in the univariate
kernel density estimation, the method with the diagonal terms omitted exhibits a
slightly faster relative rate of convergence and the bivariate smooth bootstrap meth-
ods have comparatively marginally slower relative rates of convergence, compared to
their univariate counterparts.
In order to use the smooth bootstrap methods in a simulation study, a scaling
transformation was considered, where each sample is divided by the standard de-
viation of the sample. This is done so that the variances of the two transformed
variables become equal, before the method is applied to the data, and then the re-
sulting smoothing parameters are transformed back to the original scale. This is
considered because in the asymptotic theory for the methods, the assumption that
the pilot smoothing parameters are equal, g1 = g2 = g, was made and the scaling
transformation reflects that assumption.
However, when the methods were applied with the scaling transformation, the
performance was considerably poor for the majority of the distributions tested ex-
cept from the unimodal, symmetric and uncorrelated distribution, where the scaling
transformation yielded better results. In the case of the connected multimodal dis-
tributions and the thick tailed distribution, the results were markedly inferior and it
should be expected since scaling removes most of the structure of multimodality and
heavy tails in those cases. Therefore, the scaling transformation should be generally
avoided and should be considered only when the distribution of the data is approx-
imately uncorrelated, symmetric and unimodal or when the difference in variability
of the two variables is markedly large.
In the simulation study performed, bivariate versions of the bootstrap iterative
and the corrected method were also used and, surprisingly, both methods showed
favourable results overall, with the corrected method performing consistently better
for the small-medium sample sizes, as intended. The smooth bootstrap methods were
competitive with the bootstrap iterative methods and generally outperformed Scott’s
rule of thumb, unbiased cross-validation and the biased cross-validation methods,
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while Taylor’s bootstrap method failed to obtain smoothing parameters for the sample
sizes lower than 200 and was generally inferior in performance to the other methods.
In a real data set application, using the random sample of the sepal length and
sepal width of the 3 iris flower species, the smooth bootstrap methods proposed
(AOBD and AOBND), provided reasonable density estimates with an amount of
smoothness that made the distinction between the distributions of the 3 flower species
easy to visually detect. Taylor’s bootstrap method failed to provide smoothing pa-
rameters for the sample at hand, whereas the unbiased and biased cross-validation
methods provided considerably undersmooth density estimates.
We have proposed a method of estimating the error variance in nonparametric
regression in the fixed design with homoscedastic variance, which is based on ap-
plying a multiplicative correction to the variance of the residuals. In order for the
method to be applied, the regression curve m has to be estimated, using a smoothing
parameter h, and the variance of the residuals obtained from that estimate. From a
simulation study performed, using a homoscedastic equally spaced fixed design model
with Normal errors, we can conclude that the method is successful in providing con-
sistent estimates of the error variance and is generally favourable compared to the
difference-based methods used, but the difference-based methods may perform well
over a larger range of regression function shapes. Also, removing the data near the
boundary when estimating the residual variance, in the case of a boundary biased
regression smoother like the Nadaraya-Watson estimator, leads to consistently poor
performance and it is therefore advised to either use all the data to estimate the
residual variance or use boundary kernels, in the case of boundary biased smoothers.
Using the local linear estimator with a simple method of estimating the smoothing
parameter, like the improved Akaike information criterion, yields the best overall
performance. Therefore, in cases where an estimate of the variance of the errors is
required, in a homoscedastic fixed design, and an estimate of the smooth regression
curve is obtainable, the robust method described provides a consistent alternative
way of estimating the error variance in nonparametric regression.
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6.2 Future work
Some ideas for future work and extensions are outlined below:
• Apply the corrected bootstrap iterative method to the 3-dimensional kernel
density estimation.
• Apply the corrected bootstrap iterative method with kernel density estimators
using full bandwidth matrices, for the bivariate density estimation.
• Apply the robust error variance estimation method to the non-equidistant fixed
design.
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Appendix A
Asymptotic bivariate density
estimation theory
A.1 Convergence in probability
A.1.1 Consistency of BBMISE minimizing bandwidth
In this section of the Appendix we show the procedure that leads to the result
ĥ
h00
p−→ 1, for hˆ, the minimizer of BBMISEND and h00, the minimizer of the bivariate
MISE. The expression for BBMISEND(h) is given by
BBMISEND(h) = BBISBND(h) + BBIVND(h)
=
1
n(n− 1)
n∑∑
k 6=j
K√
2(h2+g2)
(Xk1 −Xj1)K√2(h2+g2) (Xk2 −Xj2)−
2
n(n− 1)
n∑∑
l 6=m
K√
h2+2g2
(Xl1 −Xm1)K√h2+2g2 (Xl2 −Xm2) +
1
n(n− 1)
n∑∑
i 6=j
K√
2g2
(Xi1 −Xj1)K√2g2 (Xi2 −Xj2) +
R(K)2
(n− 1)h2−
1
n(n− 1)2
n∑∑
i 6=j
K√
2(h2+g2)
(Xi1 −Xj1)K√2(h2+g2) (Xi2 −Xj2)
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=
1
n(n− 1)
[
n∑∑
k 6=j
1
2(h2 + g2)
K
(
Xk1 −Xj1√
2(h2 + g2)
)
K
(
Xk2 −Xj2√
2(h2 + g2)
)
− 2
h2 + 2g2
n∑∑
l 6=m
K
(
Xl1 −Xm1√
h2 + 2g2
)
K
(
Xl2 −Xm2√
h2 + 2g2
)
+
1
2g2
n∑∑
i 6=j
K
(
Xi1 −Xj1√
2g2
)
K
(
Xi2 −Xj2√
2g2
)]
+
R(K)2
(n− 1)h2 −
1
2(h2 + g2)n(n− 1)2
n∑∑
i 6=j
K
(
Xi1 −Xj1√
2(h2 + g2)
)
K
(
Xi2 −Xj2√
2(h2 + g2)
)
, (A.1)
and by taking the expectation with respect to (X1, X2), we get
E (BBMISEND(h)) =
1
n(n− 1)
[
n(n− 1)
2(h2 + g2)
∫
<4
K
(
z1 − v1√
2(h2 + g2)
)
K
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f (z) f (v) dz dv − 2n(n− 1)
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K
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)
K
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f (z) f (v) dz dv. (A.2)
Using the approximation (n− 1) = n, for large n→∞, leads to
E (BBMISEND(h)) =
n− 1
2n(h2 + g2)
∫
<4
K
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2(h2 + g2)
)
K
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nh2
.
Applying the appropriate transformations of the form w1 =
(
(z1 − v1)√
2(h2 + g2)
)
, for
the expressions in the kernels, K, we get
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and then using a Taylor’s series expansion of the form
f
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the expression (A.3) can be written as
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Simplifying (A.4) leads to
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w21
(
h2 + 2g2
)
f11(v)f(v) +
1
2
w22
(
h2 + 2g2
)
f22(v)
f(v) +
1
24
w41
(
h2 + 2g2
)2
f1111(v)f (v) +
1
24
w42
(
h2 + 2g2
)2
f2222(v)f (v) +
6
24
w21w
2
2
(
h2 + 2g2
)2
f1122(v)f (v) +O
(
h6
) ]
dw dv+∫
<4
K(w1)K(w2)
[
f(v)2 +
1
2
w21
(
2g2
)
f11(v)f(v) +
1
2
w22
(
2g2
)
f22(v)f(v)+
1
24
w41
(
2g2
)2
f1111(v)f (v) +
1
24
w42
(
2g2
)2
f2222(v)f (v)
+
6
24
w21w
2
2
(
2g2
)2
f1122(v)f (v) +O
(
h6
) ]
dw dv +
R(K)2
nh2
+O
(
n−1
)
=
∫
<4
K(w1)K(w2)
[
w41
12
h4f1111(v)f(v) +
w42
12
h4f2222(v)f(v)+
w21w
2
2
2
h4f1122(v)f(v)
]
dw dv +
R(K)2
nh2
+O
(
n−1 + h6
)
= 2κ4h
4
∫
<2
f1111(v)f(v)dv + 2κ4h
4
∫
<2
f2222(v)f(v)dv + 2κ
2
2h
4
∫
<2
f1122(v)f(v)dv
+
R(K)2
nh2
+O
(
n−1 + h6
)
. (A.5)
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For kernels with kurtosis 0, like the standard normal kernel, the following property∫
x4K(x)dx = 3
(∫
x2K(x)dx
)2 holds and therefore κ4 = κ22
2
. Then using property
(4.41) we have
E (BBMISEND(h)) = κ22h
4
∫
<2
f11(v)
2dv + 2κ22h
4
∫
<2
f11(v)f22(v)dv+
κ22h
4
∫
<2
f22(v)
2dv +
R(K)2
nh2
+O
(
n−1 + h6
)
= AMISE(h) +O
(
n−1 + h6
)
. (A.6)
The variance of BBMISEND(h) is given by
Var (BBMISEND(h)) = E
(
BBMISEND(h)2
)− E (BBMISEND(h))2 ,
and therefore to obtain an asymptotic expression of Var (BBMISEND(h)), we need to
evaluate E (BBMISEND(h)2). Simplifying (A.1) we get
BBMISEND(h) =
n− 2
n(n− 1)2
n∑∑
k 6=j
1
2(h2 + g2)
K
(
Xk1 −Xj1√
2(h2 + g2)
)
K
(
Xk2 −Xj2√
2(h2 + g2)
)
− 2
(h2 + 2g2)n(n− 1)
n∑∑
l 6=m
K
(
Xl1 −Xm1√
h2 + 2g2
)
K
(
Xl2 −Xm2√
h2 + 2g2
)
+
1
2g2n(n− 1)
n∑∑
i 6=j
K
(
Xi1 −Xj1√
2g2
)
K
(
Xi2 −Xj2√
2g2
)
+
R(K)2
(n− 1)h2 ,
and by taking the square of BBMISEND, we obtain
BBMISEND(h)2 =
(n− 2)2
n2(n− 1)44 (h2 + g2)2
{
n∑∑
i 6=j
K2
(
Xi1 −Xj1√
2(h2 + g2)
)
K2
(
Xi2 −Xj2√
2(h2 + g2)
)
+
n∑∑
(i, j) 6=(k, l)
K
(
Xi1 −Xj1√
2(h2 + g2)
)
K
(
Xi2 −Xj2√
2(h2 + g2)
)
K
(
Xk1 −Xl1√
2(h2 + g2)
)
K
(
Xk2 −Xl2√
2(h2 + g2)
)}
+
4
n2(n− 1)2 (h2 + 2g2)2{
n∑∑
i 6=j
K2
(
Xi1 −Xj1√
(h2 + 2g2)
)
K2
(
Xi2 −Xj2√
(h2 + 2g2)
)
+
n∑∑
(i, j)6=(k, l)
K
(
Xi1 −Xj1√
(h2 + 2g2)
)
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K
(
Xi2 −Xj2√
(h2 + 2g2)
)
K
(
Xk1 −Xl1√
(h2 + 2g2)
)
K
(
Xk2 −Xl2√
(h2 + 2g2)
)}
+
1
n2(n− 1)24g4{
n∑∑
i 6=j
(
Xi1 −Xj1√
2g2
)
K2
(
Xi2 −Xj2√
2g2
)
+
n∑∑
(i, j) 6=(k, l)
K
(
Xi1 −Xj1√
2g2
)
K
(
Xi2 −Xj2√
2g2
)
K
(
Xk1 −Xl1√
2g2
)
K
(
Xk2 −Xl2√
2g2
)}
+
1
16pi2h4(n− 1)2−
2(n− 2)
n2(n− 1)3 (h2 + 2g2) (h2 + g2)
n∑∑
i 6=j
K
(
Xi1 −Xj1√
2(h2 + g2)
)
K
(
Xi2 −Xj2√
2(h2 + g2)
)
n∑∑
k 6=l
K
(
Xk1 −Xl1√
(h2 + 2g2)
)
K
(
Xk2 −Xl2√
(h2 + 2g2)
)
+
n− 2
n2(n− 1)32g2 (h2 + g2)
n∑∑
i 6=j
K
(
Xi1 −Xj1√
2(h2 + g2)
)
K
(
Xi2 −Xj2√
2(h2 + g2)
)
n∑∑
k 6=l
K
(
Xk1 −Xl1√
2g2
)
K
(
Xk2 −Xl2√
2g2
)
+
(n− 2)
n(n− 1)34pih2 (h2 + g2)
n∑∑
i 6=j
K
(
Xi1 −Xj1√
2(h2 + g2)
)
K
(
Xi2 −Xj2√
2(h2 + g2)
)
− 2
n2(n− 1)2g2 (h2 + 2g2)
n∑∑
i 6=j
K
(
Xi1 −Xj1√
(h2 + 2g2)
)
K
(
Xi2 −Xj2√
(h2 + 2g2)
)
n∑∑
k 6=l
K
(
Xk1 −Xl1√
2g2
)
K
(
Xk2 −Xl2√
2g2
)
−
1
n(n− 1)2pih2 (h2 + 2g2)
n∑∑
i 6=j
K
(
Xi1 −Xj1√
(h2 + 2g2)
)
K
(
Xi2 −Xj2√
(h2 + 2g2)
)
+
1
n(n− 1)24pih2g2
n∑∑
i 6=j
K
(
Xi1 −Xj1√
2g2
)
K
(
Xi2 −Xj2√
2g2
)
.
Taking expectation leads to
E
(
BBMISEND(h)2
)
=
(n− 2)2
n(n− 1)34 (h2 + g2)2
∫
<4
K2
(
z1 − v1√
2(h2 + g2)
)
K2
(
z2 − v2√
2(h2 + g2)
)
f(z)f(v) dz dv +
(n− 2)2
(
(n2 − n)2 − (n2 − n)
)
n2(n− 1)44 (h2 + g2)2∫
<8
K
(
z1 − v1√
2(h2 + g2)
)
K
(
z2 − v2√
2(h2 + g2)
)
K
(
m1 − q1√
2(h2 + g2)
)
K
(
m2 − q2√
2(h2 + g2)
)
f(z)f(v)f(m)f(q) dz dv dm dq +
4
n(n− 1) (h2 + 2g2)2
∫
<4
K2
(
z1 − v1√
(h2 + 2g2)
)
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K2
(
z2 − v2√
(h2 + 2g2)
)
f(z)f(v) dz dv +
4
(
(n2 − n)2 − (n2 − n)
)
n2(n− 1)2 (h2 + 2g2)2∫
<4
K
(
z1 − v1√
(h2 + 2g2)
)
K
(
z2 − v2√
(h2 + 2g2)
)
K
(
m1 − q1√
(h2 + 2g2)
)
K
(
m2 − q2√
(h2 + 2g2)
)
f(z)f(v)f(m)f(q) dz dv dm dq +
1
n(n− 1)4g4
∫
<4
K2
(
z1 − v1√
2g2
)
K2
(
z2 − v2√
2g2
)
f(z)f(v) dz dv +
(n2 − n)2 − (n2 − n)
n2(n− 1)24g4
∫
<8
K
(
z1 − v1√
2g2
)
K
(
z2 − v2√
2g2
)
K
(
m1 − q1√
2g2
)
K
(
m2 − q2√
2g2
)}
f(z)f(v)f(m)f(q) dz dv dm dq +
1
16pi2h4(n− 1)2−
2(n− 2)
(n− 1) (h2 + 2g2) (h2 + g2)
∫
<4
K
(
z1 − v1√
2(h2 + g2)
)
K
(
z2 − v2√
2(h2 + g2)
)
f(z)f(v) dz dv
∫
<4
K
(
m1 − q1√
(h2 + 2g2)
)
K
(
m2 − q2√
(h2 + 2g2)
)
f(m)f(q) dm dq
+
n− 2
(n− 1)2g2 (h2 + g2)
∫
<4
K
(
z1 − v1√
2(h2 + g2)
)
K
(
z2 − v2√
2(h2 + g2)
)
f(z)f(v) dz dv
∫
<4
K
(
m1 − q1√
2g2
)
K
(
m2 − q2√
2g2
)
f(m)f(q) dm dq +
(n− 2)
(n− 1)24pih2 (h2 + g2)∫
<4
K
(
z1 − v1√
2(h2 + g2)
)
K
(
z2 − v2√
2(h2 + g2)
)
f(z)f(v) dz dv − 2
g2 (h2 + 2g2)∫
<4
K
(
z1 − v1√
(h2 + 2g2)
)
K
(
z2 − v2√
(h2 + 2g2)
)
f(z)f(v) dz dv
∫
<4
K
(
m1 − q1√
2g2
)
K
(
m2 − q2√
2g2
)
f(m)f(q)dmdq − 1
(n− 1)pih2 (h2 + 2g2)
∫
<4
K
(
z1 − v1√
(h2 + 2g2)
)
K
(
z2 − v2√
(h2 + 2g2)
)
f(z)f(v) dz dv +
1
(n− 1)4pih2g2
∫
<4
K
(
z1 − v1√
2g2
)
K
(
z2 − v2√
2g2
)
f(z)f(v) dz dv,
and using transformations of the form w1 =
z1 − v1√
2 (h2 + g2)
, w1 =
z1 − v1√
(h2 + 2g2)
, w1 =
z1 − v1√
(2g2)
, y1 =
m1 − q1√
2 (h2 + g2)
, y1 =
m1 − q1√
(h2 + 2g2)
and y1 =
m1 − q1√
(2g2)
, we obtain
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E
(
BBMISEND(h)2
)
=
(n− 2)2
n(n− 1)3 (h2 + g2)
∫
<4
K2(w1)K
2(w2)
f
(
v +w
√
2 (h2 + g2)
)
f(v) dw dv +
(n− 2)2 (n(n− 1)− 1)
n(n− 1)3
∫
<8
K(w1)K(w2)
K(y1)K(y2)f
(
v +w
√
2 (h2 + g2)
)
f(v)f
(
q + y
√
2 (h2 + g2)
)
f(q) dv dw dy dq
+
4
n(n− 1) (h2 + 2g2)
∫
<4
K2(w1)K
2(w2)f
(
v +w
√
(h2 + 2g2)
)
f(v) dw dv+
4 (n(n− 1)− 1)
n(n− 1)
∫
<8
K(w1)K(w2)K(y1)K(y2)f
(
v +w
√
(h2 + 2g2)
)
f(v)
f
(
q + y
√
(h2 + 2g2)
)
f(q) dv dw dy dq +
1
n(n− 1)2g2
∫
<4
K2(w1)K
2(w2)
f
(
v +w
√
2g2
)
f(v) dv dw +
n(n− 1)− 1
n(n− 1)
∫
<8
K(w1)K(w2)K(y1)K(y2)
f
(
v +w
√
2g2
)
f(v)f
(
q + y
√
2g2
)
f(q) dv dw dy dq +
1
16pi2h4(n− 1)2−
4(n− 2)
(n− 1)
∫
<4
K(w1)K(w2)f
(
v +w
√
2 (h2 + g2)
)
f(v) dw dv
∫
<4
K(y1)K(y2)
f
(
q + y
√
(h2 + 2g2)
)
f(q) dq dy +
2(n− 2)
(n− 1)
∫
<4
K(w1)K(w2)
f
(
v +w
√
2 (h2 + g2)
)
f(v) dw dv
∫
<4
K(y1)K(y2)f
(
q + y
√
(2g2)
)
f(q) dq dy
+
n− 2
2(n− 1)2pih2
∫
<4
K(w1)K(w2)f
(
v +w
√
2 (h2 + g2)
)
f(v) dw dv−
4
∫
<4
K(w1)K(w2)f
(
v +w
√
(h2 + 2g2)
)
f(v) dw dv∫
<4
K(y1)K(y2)f
(
q + y
√
(2g2)
)
f(q) dy dq − 1
(n− 1)pih2
∫
<4
K(w1)
K(w2)f
(
v +w
√
(h2 + 2g2)
)
f(v) dw dv +
1
2(n− 1)pih2
∫
<4
K(w1)K(w2)
f
(
v +w
√
(2g2)
)
f(v) dw dv. (A.7)
Then by subtracting the square of the expression for E (BBMISEND(h)), in (A.5),
from the expression of E (BBMISEND(h)2), in (A.7), and with the use of Mathemat-
ica, for h→ 0, g → 0, (h/g)→ 0, nh4 −→∞, as n→∞, we obtain that the variance
is of the order
Var (BBMISEND(h)) = O
(
1
n2g2
)
. (A.8)
In order to prove that the minimizer of BBMISEND(h), ĥBND, converges to the
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minimizer of MISE(h), h00, in probability, we start by using Chebyshev’s inequal-
ity (Definition B.3.3) and then arguments similar to the ones used in the proof of
Corollary 3.2 of Scott and Terrell (1987). We have
P
(∣∣BBMISEND(h)− E (BBMISEND(h)) ∣∣ ≥ β) ≤ Var (BBMISEND(h))
β2
where β > 0 is a constant. Then because Var (BBMISEND(h)) → 0 as n → ∞ we
obtain
lim
n→∞
P
(∣∣BBMISEND(h)− E (BBMISEND(h)) ∣∣ > β) = 0 (A.9)
for all β > 0. Now let h˜00 be the minimizer of AMISE and z > 0, a constant. Then,
since from (4.95) we know that
MISE(h) = AMISE(h) +O
(
n−1 + h6
)
,
we can write
lim
n→∞
P
(∣∣AMISE(zh˜00)−MISE(zh˜00)∣∣ > β) = 0. (A.10)
Similarly from (A.6) we have that
E (BBMISEND(h)) = AMISE(h) +O
(
n−1 + h6
)
,
and since
Var (BBMISEND(h))→ 0 as n→∞,
we can write
lim
n→∞
P
(∣∣AMISE(zh˜00)− E (BBMISEND(zh˜00)) ∣∣ > β) = 0.
From the result in (A.9) this implies that
lim
n→∞
P
(∣∣AMISE(zh˜00)− BBMISEND(zh˜00)∣∣ > β) = 0.
Also from (A.10) we get
lim
n→∞
P
(∣∣MISE(zh˜00)− BBMISEND(zh˜00)∣∣ > β) = 0, (A.11)
and from the expression of AMISE in (4.94), by using the notation,
γ =
∫
<2
f11(x)2 dx + 2
∫
<2
f11(x)f22(x) dx +
∫
<2
f22(x)2 dx (A.12)
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we can write
AMISE(zh˜00)
AMISE(h˜00)
=
R (K)2
nz2h˜200
+
z4h˜400γ
4
R (K)2
nh˜200
+
h˜400γ
4
=
4R (K)2 + nz6h˜600γ
z2
(
4R (K)2 + nh˜600γ
) . (A.13)
We know from (4.96) that
h˜600 =
2R(K)2n−1
γ
,
and plugging into (A.13) leads to
AMISE
(
zh˜00
)
AMISE
(
h˜00
) = 4R (K)2 + 2z6R (K)2
z2
(
4R (K)2 + 2R (K)2
)
=
2R (K)2 (2 + z6)
z2
(
6R (K)2
)
=
z6 + 2
3z2
,
which is greater than 1 for z 6= 0, 1. Therefore,
MISE
(
zh˜00
)
> MISE
(
h˜00
)
for z 6= 1 and large n, (A.14)
and let us suppose that z = ĥBND/h˜00 does not converge to 1. In that case
lim
n→∞
P
(
BBMISEND
(
ĥBND
)
< BBMISEND
(
h˜00
))
→ 1,
which contradicts the results in (A.11) and (A.14). Hence, as n→∞ we have
ĥBND
h˜00
p−→ 1,
and since
(
h˜00/h00
)
p−→ 1, we get the desired consistency of the smoothing parameter
ĥBND
h00
p−→ 1. (A.15)
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A.1.2 Consistency of ratio of second derivatives of MISE
In order to show that
MISE′′(h∗)
MISE′′(h00)
p−→ 1, for h∗ ∈
(
min(hˆ, h00),max(hˆ, h00)
)
, we
start with the expression of the second partial derivative of AMISE in (4.97), given
by
AMISE′′(h) =
6R(K)2
nh4
+ 3h2γ,
where γ is defined in (A.12). Then, using the same notation as before, we are inter-
ested in the ratio
AMISE′′(zh˜00)
AMISE′′(h˜00)
=
6R(K)2
nz4h˜400
+ 3z2h˜200γ
6R(K)2
nh˜400
+ 3h˜200γ
=
6R(K)2 + 3z6h˜600nγ
z4
(
6R(K)2 + 3nh˜600γ
)
=
6R(K)2 + 6z6R(K)2
z4 (6R(K)2 + 6R(K)2)
=
6R(K)2 (z6 + 1)
12z4R(K)2
=
z6 + 1
2z4
. (A.16)
If z =
h∗
h˜00
p−→ 1, then we can see from (A.16) that AMISE
′′(h∗)
AMISE′′(h˜00)
p−→ 1 and therefore,
MISE′′(h∗)
MISE′′(h00)
p−→ 1. (A.17)
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A.2 Asymptotic normality
The proof of the asymptotic normality of expression
S =
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00),
is based on degenerate U-statistic theory, zero mean martingale theory and an appli-
cation of the central limit theorem for the sum of random variables (Theorem B.3.2).
We can write
S =
1
n(n− 1)
n∑∑
i 6=j
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00)
=
2
n(n− 1)
∑∑
1≤ j< i≤n
V ′ij(h00) +
2
n
n∑
i=1
V ′i (h00)
=
2
n(n− 1) S1 +
2
n
S2,
where S1 =
∑∑n
1≤j<i≤n V
′
ij(h00) and S2 =
∑n
i=1 V
′
i (h00). Let
V (Xi,Xj) = Vij (h)
=
∫
<2
Ui(x)Uj(x)dx
=
∫
<2
(
D
(
x−Xi
)
− E
(
D
(
x−Xi
)))
(
D
(
x−Xj
)
− E
(
D
(
x−Xj
)))
dx,
and
V (Xi) = Vi (h)
=
∫
<2
Ui(x)a(x)dx
=
∫
<2
(
D
(
x−Xi
)
− E
(
D
(
x−Xi
)))
E
(
D
(
x−Xi
))
dx.
Now using the same notation as Hall’s Theorem 1 (Hall (1984)) (Appendix B), we
can write Hn (Xi, Xj) = V ′ij(h) and Gn (Xi, Xj) = E
{
V ′1i(h)V
′
1j(h)
}
. To show that
APPENDIX A. BIVARIATE DENSITY ESTIMATION ASYMPTOTICS 285
V ′ij(h) is centred and a degenerate U-statistic, we calculate the following expressions,
E
(
V ′ij(h)
)
= E (V ′12(h))
= E
(∫
<2
(
U1(x)U2h(x) + U1h(x)U2(x)
)
dx
)
= E
(∫
<2
[(
D(x−X1)− E (D(x−X1))
)(
Dh(x−X2)−
E (Dh(x−X2))
)
+
(
Dh(x−X1)− E (Dh(x−X1))
)(
D(x−X2)−
E (D(x−X2))
)]
dx
)
=
∫
<2
[(
E (D(x−X1))− E (D(x−X1))
)(
E (Dh(x−X2))−
E (Dh(x−X2))
)
+
(
E (Dh(x−X1))− E (Dh(x−X1))
)
(
E (D(x−X2))− E (D(x−X2))
)]
dx
= 0 (A.18)
and
E {V ′ (Xi,Xj) /Xi} = E
{∫
<2
[(
D
(
x−Xi
)
− E
(
D
(
x−Xi
)))
(
Dh
(
x−Xj
)
− E
(
Dh
(
x−Xj
)))
+
(
Dh
(
x−Xi
)
− E
(
Dh
(
x−Xi
)))
(
D
(
x−Xj
)
− E
(
D
(
x−Xj
)))]
dx
}
= 0,
since E
(
D
(
x−Xi
))
= D
(
x − Xi
)
and E
(
Dh
(
x−Xi
))
= Dh
(
x − Xi
)
, for
Xi given. Hence, to show that S1 is asymptotically normal, we need to prove that
it satisfies expression (B.1) and for that we want to evaluate the expressions for
E {G2n (X1, X2)}, E {H4n (X1, X2)} and E {H2n (X1, X2)}.
The expression E {H2n (X1, X2)} = E {V ′12(h)2} is evaluated in Lemma 4.2.7 and
is given by
E
{
V ′12(h)
2
} ∼ 3
16pi
h6g−10
∫
<2
f(x)2dx. (A.19)
For the expression E {G2n (X1, X2)} = E
[{E {V ′11(h)V ′12(h)}}2], we need to obtain
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E {V ′11(h)V ′12(h)}. We use the notation
V11(h) =
∫
<2
U 21
V ′11(h) = 2
∫
<2
U1hU1
V ′12(h) =
∫
<2
U1U2h +
∫
<2
U1hU2,
and the expectation of their product is
E {V ′11(h)V ′12(h)} = E
{
2
∫
<2
U1U1h
∫
<2
U1U2h + 2
∫
<2
U1U1h
∫
<2
U1hU2
}
= 2E
{∫
<4
[U1(x)U1(y)U1h(x)U2h(y) + U1(x)U1h(y)U1h(x)U2(y)] dx dy
}
= 2
{∫
<4
[
E {U1(x)U1(y)U1h(x)}E {U2h(y)}+
E {U1(x)U1h(y)U1h(x)}E {U2(y)}
]
dx dy
}
= 0,
since
E {U2(y)} = E {D(y −X)− E (D(y −X))} = 0
and
E {U2h(y)} = E {Dh(y −X)− E (Dh(y −X))} = 0.
Therefore, the other expression of interest is given by
E
[
{E {V ′11(h)V ′12(h)}}2
]
= 0, (A.20)
and the last expression we need to obtain is E {H4n (X1, X2)} = E {V ′12(h)4}. From
expression (4.87) we know that
V ′12(h)
2 =
∫
<2
U1 U2h
∫
<2
U1 U2h + 2
∫
<2
U1 U2h
∫
<2
U1h U2 +
∫
<2
U1h U2
∫
<2
U1h U2,
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and the square of V ′12(h)2 is given by
V ′12(h)
4 =
∫
<2
U1U2h
∫
<2
U1U2h
∫
<2
U1U2h
∫
<2
U1U2h + 4
∫
<2
U1U2h
∫
<2
U1U2h∫
<2
U1U2h
∫
<2
U1hU2 + 2
∫
<2
U1U2h
∫
<2
U1U2h
∫
<2
U1hU2
∫
<2
U1hU2+
4
∫
<2
U1U2h
∫
<2
U1hU2
∫
<2
U1U2h
∫
<2
U1hU2 + 4
∫
<2
U1U2h
∫
<2
U1hU2
∫
<2
U1hU2∫
<2
U1hU2 +
∫
<2
U1hU2
∫
<2
U1hU2
∫
<2
U1hU2
∫
<2
U1hU2.
Then, by taking expectation we obtain
E
(
V ′12(h)
4
)
= E
{∫
<8
[
U1(x)U1(y)U1(z)U1(w)U2h(x)U2h(y)U2h(z)U2h(w)+
4U1(x)U1(y)U1(z)U1h(w)U2h(x)U2h(y)U2h(z)U2(w) + 2U1(x)U1(y)U1h(z)U1h(w)
U2h(x)U2h(y)U2(z)U2(w) + 4U1(x)U1h(y)U1(z)U1h(w)U2h(x)U2(y)U2h(z)U2(w)+
4U1(x)U1h(y)U1h(z)U1h(w)U2h(x)U2(y)U2(z)U2(w) + U1h(x)U1h(y)U1h(z)U1h(w)
U2(x)U2(y)U2(z)U2(w)
]
dx dy dz dw
}
=
∫
<8
[
2E
{
U1(x)U1(y)U1(z)U1(w)
}
E
{
U2h(x)U2h(y)U2h(z)U2h(w)
}
+
8E
{
U1(x)U1(y)U1(z)U1h(w)
}
E
{
U2h(x)U2h(y)U2h(z)U2(w)
}
+
6E
{
U1(x)U1(y)U1h(z)U1h(w)
}
E
{
U2h(x)U2h(y)U2(z)U2(w)
}]
dx dy dz dw
=
∫
<8
[
2E
{
(D (x−X)− a(x)) (D (y −X)− a(y)) (D (z −X)− a(z))
(D (w −X)− a(w))
}
E
{
(Dh (x−X)− ah(x)) (Dh (y −X)− ah(y))
(Dh (z −X)− ah(z)) (Dh (w −X)− ah(w))
}
+ 8E
{
(D (x−X)− a(x))
(D (y −X)− a(y)) (D (z −X)− a(z)) (Dh (w −X)− ah(w))
}
E
{
(Dh (x−X)− ah(x)) (Dh (y −X)− ah(y)) (Dh (z −X)− ah(z))
(D (w −X)− a(w))
}
+ 6E
{
(D (x−X)− a(x)) (D (y −X)− a(y))
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(Dh (z −X)− ah(z)) (Dh (w −X)− ah(w))
}
E
{
(Dh (x−X)− ah(x))
(Dh (y −X)− ah(y)) (D (z −X)− a(z)) (D (w −X)− a(w))
}]
dx dy dz dw,
where the leading terms for h→ 0, g → 0 and h/g → 0, as n→∞, are of the form∫
<8
[
2E
{
D (x−X)D (y −X)D (z −X)D (w −X)
}
E
{
Dh (x−X)Dh (y −X)
Dh (z −X)Dh (w −X)
}
+ 8E
{
D (x−X)D (y −X)D (z −X)Dh (w −X)
}
E
{
Dh (x−X)Dh (y −X)Dh (z −X)D (w −X)
}
+ 6E
{
D (x−X)D (y −X)
Dh (z −X)Dh (w −X)
}
E
{
Dh (x−X)Dh (y −X)D (z −X)D (w −X)
}]
dx dy dz dw.
In order to obtain the leading term of this expression, we define the following rela-
tionships to evaluate
T1 =
∫
<8
[
E
{
D (x−X)D (y −X)D (z −X)D (w −X)
}
E
{
Dh (x−X)
Dh (y −X)Dh (z −X)Dh (w −X)
}]
dx dy dz dw
T2 =
∫
<8
[
E
{
D (x−X)D (y −X)D (z −X)Dh (w −X)
}
E
{
Dh (x−X)
Dh (y −X)Dh (z −X)D (w −X)
}]
dx dy dz dw
T3 =
∫
<8
[
E
{
D (x−X)D (y −X)Dh (z −X)Dh (w −X)
}
E
{
Dh (x−X)
Dh (y −X)D (z −X)D (w −X)
}]
dx dy dz dw.
Using the notation L0 = K, L1 = K
′ , G0 = K and G1 = −xK(x), the definition of
Qi(x) is given by
Qi(x) =
(
2i−1
) ∫
<2
[{(
1
(−ξ2)i
)
Li
(
x1 − hξ1
g
)
K
(
x2 − hξ2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − hξ1
g
)
Li
(
x2 − hξ2
g
)}
−
{(
1
(−ξ2)i
)
Li
(
x1
g
)
K
(
x2
g
)
+
(
1
(−ξ1)i
)
K
(
x1
g
)
Li
(
x2
g
)}]
Gi (ξ1) Gi (ξ2) dξ1 dξ2
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so that D and Dh can be written as D = g−2Q0 and Dh = g−3Q1. We can then
express R3 as
R3 = g
−10
∫
<8
E
{
Qi (x−X)Qj (y −X)Qk (z −X)Ql (w −X)
}
E
{
Qm (x−X)
Qp (y −X)Qq (z −X)Qt (w −X)
}
dx dy dz dw, (A.21)
for i, j, k, l,m, p, q, l = 0 or 1. Then Ts = g−10R3, for s = 1, 2, 3, and we start with the
expansion
E
{
Qi (x−X)Qj (y −X)Qk (z −X)Ql (w −X)
}
=
∫
<10
[ (
2(i−1)
){(( 1
(−ξ2)i
)
Li
(
x1 − u1 − hξ1
g
)
K
(
x2 − u2 − hξ2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − u1 − hξ1
g
)
Li
(
x2 − u2 − hξ2
g
))
−
((
1
(−ξ2)i
)
Li
(
x1 − u1
g
)
K
(
x2 − u2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − u1
g
)
Li
(
x2 − u2
g
))}(
2(j−1)
){(( 1
(−η2)j
)
Lj
(
y1 − u1 − hη1
g
)
K
(
y2 − u2 − hη2
g
)
+
(
1
(−η1)j
)
K
(
y1 − u1 − hη1
g
)
Lj
(
y2 − u2 − hη2
g
))
−((
1
(−η2)j
)
Lj
(
y1 − u1
g
)
K
(
y2 − u2
g
)
+
(
1
(−η1)j
)
K
(
y1 − u1
g
)
Lj
(
y2 − u2
g
))}(
2(k−1)
){(( 1
(−θ2)k
)
Lk
(
z1 − u1 − hθ1
g
)
K
(
z2 − u2 − hθ2
g
)
+
(
1
(−θ1)k
)
K
(
z1 − u1 − hθ1
g
)
Lk
(
z2 − u2 − hθ2
g
))
−
((
1
(−θ2)k
)
Lk
(
z1 − u1
g
)
K
(
z2 − u2
g
)
+
(
1
(−θ1)k
)
K
(
z1 − u1
g
)
Lk
(
z2 − u2
g
))}(
2(l−1)
)
{((
1
(−ψ2)l
)
Ll
(
w1 − u1 − hψ1
g
)
K
(
w2 − u2 − hψ2
g
)
+
(
1
(−ψ1)l
)
K
(
w1 − u1 − hψ1
g
)
Ll
(
w2 − u2 − hψ2
g
))
−
((
1
(−ψ2)l
)
Ll
(
w1 − u1
g
)
K
(
w2 − u2
g
)
+
(
1
(−ψ1)l
)
K
(
w1 − u1
g
)
Ll
(
w2 − u2
g
))}]
Gi (ξ1)Gi (ξ2)
Gj (η1) Gj (η2)Gk (θ1)Gk (θ2)Gl (ψ1) Gl (ψ2) f (u1, u2) du dξ dη dθ dψ.
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Substituting into expression (A.21) we get
R3 = g
−10
∫
<8
[∫
<10
(
2(i−1)
){(( 1
(−ξ2)i
)
Li
(
x1 − u1 − hξ1
g
)
K
(
x2 − u2 − hξ2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − u1 − hξ1
g
)
Li
(
x2 − u2 − hξ2
g
))
−
((
1
(−ξ2)i
)
Li
(
x1 − u1
g
)
K
(
x2 − u2
g
)
+
(
1
(−ξ1)i
)
K
(
x1 − u1
g
)
Li
(
x2 − u2
g
))}
(
2(j−1)
){(( 1
(−η2)j
)
Lj
(
y1 − u1 − hη1
g
)
K
(
y2 − u2 − hη2
g
)
+
(
1
(−η1)j
)
K
(
y1 − u1 − hη1
g
)
Lj
(
y2 − u2 − hη2
g
))
−
((
1
(−η2)j
)
Lj
(
y1 − u1
g
)
K
(
y2 − u2
g
)
+
(
1
(−η1)j
)
K
(
y1 − u1
g
)
Lj
(
y2 − u2
g
))}
(
2(k−1)
){(( 1
(−θ2)k
)
Lk
(
z1 − u1 − hθ1
g
)
K
(
z2 − u2 − hθ2
g
)
+
(
1
(−θ1)k
)
K
(
z1 − u1 − hθ1
g
)
Lk
(
z2 − u2 − hθ2
g
))
−
((
1
(−θ2)k
)
Lk
(
z1 − u1
g
)
K
(
z2 − u2
g
)
+
(
1
(−θ1)k
)
K
(
z1 − u1
g
)
Lk
(
z2 − u2
g
))}(
2(l−1)
)
{((
1
(−ψ2)l
)
Ll
(
w1 − u1 − hψ1
g
)
K
(
w2 − u2 − hψ2
g
)
+
(
1
(−ψ1)l
)
K
(
w1 − u1 − hψ1
g
)
Ll
(
w2 − u2 − hψ2
g
))
−
((
1
(−ψ2)l
)
Ll
(
w1 − u1
g
)
K
(
w2 − u2
g
)
+
(
1
(−ψ1)l
)
K
(
w1 − u1
g
)
Ll
(
w2 − u2
g
))}
Gi (ξ1)Gi (ξ2)
Gj (η1) Gj (η2)Gk (θ1)Gk (θ2)Gl (ψ1) Gl (ψ2) f (u1, u2) du dξ dη dθ dψ
]
[
(m, p, q, t) replace (i, j, k, l)
]
dx dy dz dw ,
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and using the transformations φ1 =
(
x1 − u1
g
)
and φ2 =
(
x2 − u2
g
)
, leads to
R3 = g
−6
∫
<8
[∫
<10
(
2(i+j+k+l−4)
){(( 1
(−ξ2)i
)
Li
(
φ1 − hξ1
g
)
K
(
φ2 − hξ2
g
)
+
(
1
(−ξ1)i
)
K
(
φ1 − hξ1
g
)
Li
(
φ2 − hξ2
g
))
−
((
1
(−ξ2)i
)
Li (φ1)K (φ2) +(
1
(−ξ1)i
)
K (φ1)Li (φ2)
)}
{((
1
(−η2)j
)
Lj
(
φ1 +
y1 − x1
g
− hη1
g
)
K
(
φ2 +
y2 − x2
g
− hη2
g
)
+
(
1
(−η1)j
)
K
(
φ1 +
y1 − x1
g
− hη1
g
)
Lj
(
φ2 +
y2 − x2
g
− hη2
g
))
−
((
1
(−η2)j
)
Lj
(
φ1 +
y1 − x1
g
)
K
(
φ2 +
y2 − x2
g
)
+
(
1
(−η1)j
)
K
(
φ1 +
y1 − x1
g
)
Lj
(
φ2 +
y2 − x2
g
))}{((
1
(−θ2)k
)
Lk
(
φ1 +
z1 − x1
g
− hθ1
g
)
K
(
φ2 +
z2 − x2
g
− hθ2
g
)
+
(
1
(−θ1)k
)
K
(
φ1 +
z1 − x1
g
− hθ1
g
)
Lk
(
φ2 +
z2 − x2
g
− hθ2
g
))
−
((
1
(−θ2)k
)
Lk
(
φ1 +
z1 − x1
g
)
K
(
φ2 +
z2 − x2
g
)
+
(
1
(−θ1)k
)
K
(
φ1 +
z1 − x1
g
)
Lk
(
φ2 +
z2 − x2
g
))}
{((
1
(−ψ2)l
)
Ll
(
φ1 +
w1 − x1
g
− hψ1
g
)
K
(
φ2 +
w2 − x2
g
− hψ2
g
)
+
(
1
(−ψ1)l
)
K
(
φ1 +
w1 − x1
g
− hψ1
g
)
Ll
(
φ2 +
w2 − x2
g
− hψ2
g
))
−
((
1
(−ψ2)l
)
Ll
(
φ1 +
w1 − x1
g
)
K
(
φ2 +
w2 − x2
g
)
+
(
1
(−ψ1)l
)
K
(
φ1 +
w1 − x1
g
)
Ll
(
φ2 +
w2 − x2
g
))}
Gi (ξ1)Gi (ξ2) Gj (η1) Gj (η2)Gk (θ1)Gk (θ2)Gl (ψ1)
Gl (ψ2) f (x1 − φ1g, x2 − φ2g) dφ dξ dη dθ dψ
][
(m, p, q, t) replace (i, j, k, l)
]
dx dy dz dw.
Applying further transformations denoted by v1 =
(
y1 − x1
g
)
, v2 =
(
y2 − x2
g
)
,
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λ1 =
(
z1 − x1
g
)
, λ2 =
(
z2 − x2
g
)
, ω1 =
(
w1 − x1
g
)
and ω2 =
(
w2 − x2
g
)
, gives the
expression
R3 =
∫
<8
[∫
<10
(
2(i+j+k+l−4)
)
f (x1 − φ1g, x2 − φ2g)
({(
1
(−ξ2)i
)(
Li
(
φ1 − hξ1
g
)
K
(
φ2 − hξ2
g
)
− Li (φ1)K (φ2)
)
+
(
1
(−ξ1)i
)(
K
(
φ1 − hξ1
g
)
Li
(
φ2 − hξ2
g
)
−
K (φ1)Li (φ2)
)}
Gi (ξ1)Gi (ξ2) dξ
)({(
1
(−η2)j
)(
Lj
(
φ1 + v1 − hη1
g
)
K
(
φ2 + v2 − hη2
g
)
− Lj (φ1 + v1)K (φ2 + v2)
)
+
(
1
(−η1)j
)
(
K
(
φ1 + v1 − hη1
g
)
Lj
(
φ2 + v2 − hη2
g
)
−K (φ1 + v1)Lj (φ2 + v2)
)}
Gj (η1)
Gj (η2) dη
)({(
1
(−θ2)k
)(
Lk
(
φ1 + λ1 − hθ1
g
)
K
(
φ2 + λ2 − hθ2
g
)
−
Lk (φ1 + λ1)K (φ2 + λ2)
)
+
(
1
(−θ1)k
)(
K
(
φ1 + λ1 − hθ1
g
)
Lk
(
φ2 + λ2 − hθ2
g
)
−K (φ1 + λ1)Lk (φ2 + λ2)
)}
Gk (θ1)Gk (θ2) dθ
)
({(
1
(−ψ2)l
)(
Ll
(
φ1 + ω1 − hψ1
g
)
K
(
φ2 + ω2 − hψ2
g
)
−
Ll (φ1 + ω1)K (φ2 + ω2)
)
+
(
1
(−ψ1)l
)(
K
(
φ1 + ω1 − hψ1
g
)
Ll
(
φ2 + ω2 − hψ2
g
)
−K (φ1 + ω1)Ll (φ2 + ω2)
)}
Gl (ψ1) Gl (ψ2) dψ
)
dφ
]
[
(m, p, q, t) replace (i, j, k, l)
]
dx dv dλ dω ,
and using Taylor’s series expansions of the form
Li
(
φ1 − hξ1
g
)
= Li(φ1) +
(−hξ1g−1) Li(φ1)′ + (−hξ1g−1)2 Li(φ1)′′
2
+ o
((
h
g
)2)
,
K
(
φ1 − hξ1
g
)
= K(φ1) +
(−hξ1g−1) K(φ1)′ + (−hξ1g−1)2 K(φ1)′′
2
+ o
((
h
g
)2)
,
Lj
(
φ1 + v1 − hη1
g
)
= Lj(φ1 + v1) +
(−hη1g−1) Lj(φ1 + v1)′ + (−hη1g−1)2
Lj(φ1 + v1)
′′
2
+ o
((
h
g
)2)
,
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and
K
(
φ2 + v2 − hη2
g
)
= K(φ2 + v2) +
(−hη2g−1) K(φ2 + v2)′ + (−hη2g−1)2
K(φ2 + v2)
′′
2
+ o
((
h
g
)2)
,
we can simplify R3 to get
R3 =
∫
<8
[∫
<2
(
2(i+j+k+l−4)
)
f (x− φg)
∫
<2
({(
hg−1
)τi ξ21K(φ2)K(φ1)′′ (τi!)−1 +
(1− i)K(φ1)K(φ2)
′′
2
(−hg−1)2 ξ22 + (hg−1)τi ξ22K(φ1)K(φ2)′′ (τi!)−1 +
(1− i)K(φ2)K(φ1)
′′
2
(−hg−1)2 ξ21 + o((hg
)τi)}
K (ξ1) K (ξ2) dξ
)
∫
<2
({(
hg−1
)τj η21K(φ2 + v2)K(φ1 + v1)′′ (τj!)−1 + (1− j)K(φ1 + v1)K(φ2 + v2)′′2(−hg−1)2 η22 + (hg−1)τj η22K(φ1 + v1)K(φ2 + v2)′′ (τj!)−1 +
(1− j)K(φ2 + v2)K(φ1 + v1)
′′
2
(−hg−1)2 η21 + o((hg
)τj)}
K (η1) K (η2) dη
)
∫
<2
({(
hg−1
)τk θ21K(φ2 + λ2)K(φ1 + λ1)′′ (τk!)−1 + (1− k)K(φ1 + λ1)K(φ2 + λ2)′′2(−hg−1)2 θ22 + (hg−1)τk θ22K(φ1 + λ1)K(φ2 + λ2)′′ (τk!)−1 +
(1− k)K(φ2 + λ2)K(φ1 + λ1)
′′
2
(−hg−1)2 θ21 + o((hg
)τk)}
K (θ1) K (θ2) dθ
)
∫
<2
({(
hg−1
)τl ψ21K(φ2 + ω2)K(φ1 + ω1)′′ (τl!)−1 + (1− l)K(φ1 + ω1)K(φ2 + ω2)′′2(−hg−1)2 ψ22 + (hg−1)τl ψ22K(φ1 + ω1)K(φ2 + ω2)′′ (τl!)−1 +
(1− l)K(φ2 + ω2)K(φ1 + ω1)
′′
2
(−hg−1)2 ψ21 + o((hg
)τl)}
K (ψ1) K (ψ2) dψ
)
dφ
][
(m, p, q, t) replace (i, j, k, l)
]
dx dv dλ dω.
Then by using the notation
∗
τ= τi + τj + τk + τl + τm + τp + τq + τt, the Taylor’s
series expansion
f(x− φg) = f(x) +O(g)
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and expanding the expression in the squared brackets, like in the steps in equations
(4.78), (4.79) and (4.80) in Lemma 4.2.5, we get that the leading term of R3 for
h→ 0, g → 0, h/g → 0 as n→∞ is given by
R3 = O
((
hg−1
)∗τ)
.
The sum
∗
τ can be written as
∗
τ = τi + τj + τk + τl + τm + τp + τq + τt
= (2− i) + (2− j) + (2− k) + (2− l) + (2−m) + (2− p) + (2− q) + (2− t)
= 16− (i+ j + k + l +m+ p+ q + t)
= 12
since for T1, T2 and T3, (i+ j + k + l +m+ p+ q + t) = 4. Therefore, R3 can be
expressed as
R3 = O
((
hg−1
)12)
and since Ts = g−10R3, the expression for the Ts’s is given by
Ts = O
(
h12g−22
)
, for s = 1, 2, 3.
Hence, the leading term of the expression E {H4n (X1, X2)} = E {V ′12(h)4} is given by
E
{
V ′12(h)
4
}
= O
(
h12g−22
)
, (A.22)
and combining the results of (A.19), (A.20) and (A.22) we obtain
E {G2n (X1, X2)}+ n−1E {H4n (X1, X2)}
[E {H2n (X1, X2)}]2
=
E
{{
E {V ′11(h)V ′12(h)}
}2}
+ n−1E {V ′12(h)4}
[E {V ′12(h)2}]2
=
O (n−1h12g−22)
O (h12g−20)
=O
(
n−1g−2
) → 0 as n→∞ for ng2 −→∞,
which holds for h = h00 ∼ n−1/6 since when h/g → 0, as n → ∞, ng2 −→ ∞.
Therefore, from Hall’s Theorem 1 (Hall (1984)) (Appendix B), we can conclude that
S1 =
∑∑
1≤ j< i≤n
V ′ij(h00)
APPENDIX A. BIVARIATE DENSITY ESTIMATION ASYMPTOTICS 295
is asymptotically normally distributed with zero mean and variance given by expres-
sion 1
2
n2E {V ′12(h00)2}.
The second part of expression S is given by S2 =
∑n
i=1 V
′
i (h00), which is the sum
of n independent and identically distributed random variables and therefore from the
central limit theorem of the sum of random variables (Theorem B.3.2), we have that
S2 − nE (V ′i (h00))√
nVar (V ′i (h00))
≈ N (0, 1) ,
as n→∞. For the expectation of V ′i (h00), we calculate
E (V ′i (h)) = E (V
′
1(h))
= E
(∫
<2
(
U1h(x)a(x) + U1(x)ah(x)
)
dx
)
= E
(∫
<2
[(
Dh(x−X1)− E (Dh(x−X1))
)(
E (D(x−X1))
)
+
(
D(x−X1)− E (D(x−X1))
)(
E (Dh(x−X1))
)]
dx
)
=
∫
<2
[(
E (Dh(x−X1))− E (Dh(x−X1))
)(
E (D(x−X1))
)
+(
E (D(x−X1))− E (D(x−X1))
)(
E (Dh(x−X1))
)]
dx
= 0 (A.23)
and therefore from Lemma 4.2.6 and expression (4.86) the variance can be expressed
as
Var (V ′i (h)) = E
(
V ′i (h)
2
)
= E
(
V ′1(h)
2
)
∼ h6
[∫
<2
f(x)
{(
f1111(x) + f2211(x)
)2
+
(
f1122(x) + f2222(x)
)2
+ 2
(
f1111(x) + f2211(x)
)(
f1122(x) + f2222(x)
)}
dx−
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2]
. (A.24)
To check if S1 and S2 are uncorrelated, we derive the expression of the covariance
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given by
Cov (S1, S2) = Cov
(∑∑
1≤ j< i≤n
V ′ij(h),
n∑
k=1
V ′k(h)
)
= E
[(∑∑
1≤ j< i≤n
V ′ij(h)− E
(∑∑
1≤ j< i≤n
V ′ij(h)
))
(
n∑
k=1
V ′k(h)− E
(
n∑
k=1
V ′k(h)
))]
= E
[(∑∑
1≤ j< i≤n
V ′ij(h)
)(
n∑
k=1
V ′k(h)
)]
=
(
n2 − n)E[V ′12(h)V ′1(h)
]
=
(
n2 − n)E[(∫
<2
U1U2h +
∫
<2
U1hU2
)(∫
<2
U1ha+
∫
<2
U1ah
)]
=
(
n2 − n)E ∫
<4
[
U1(x)U1h(y)U2h(x)a(y) + U1(x)U1(y)U2h(x)ah(y)+
U1h(x)U1h(y)U2(x)a(y) + U1h(x)U1(y)U2(x)ah(y)
]
dx dy
=
(
n2 − n) ∫
<4
[
E {U1(x)U1h(y)}E {U2h(x)} a(y) + E {U1(x)U1(y)}
E {U2h(x)} ah(y) + E {U1h(x)U1h(y)}E {U2(x)} a(y)
+ E {U1h(x)U1(y)}E {U2(x)} ah(y)
]
dx dy
= 0,
which follows from the property E {U2(x)} = E {D (x−X)− E (D (x−X))} = 0
and E {U2h(x)} = E {Dh (x−X)− E (Dh (x−X))} = 0. Therefore, S1 and S2 are
uncorrelated and from (A.23) and (A.18), the expectation of S is given by
E (S) =
2
n(n− 1)
∑∑
1≤ j< i≤n
E
(
V ′ij(h00)
)
+
2
n
n∑
i=1
E (V ′i (h00)) = 0,
which leads us to the property
S ≈ N (0, E (S2)) .
The variance of S, using the approximation (n− 1) = n, for large n→∞, can be
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expressed as
Var (S) = E
(
S2
)
= E
({
2
n2
S1 +
2
n
S2
}2)
=
4
n4
E
(
S21
)
+
4
n2
E
(
S22
)
=
4
n4
(
n2
2
E
{
V ′12(h00)
2
})
+
4
n2
(
nE
(
V ′1(h00)
2
))
=
2
n2
E
(
V ′12(h00)
2
)
+
4
n
E
(
V ′1(h00)
2
)
.
Then substituting the expression of E (V ′12(h00)2), from Lemma 4.2.7, and the expres-
sion of E (V ′1(h00)2), from Lemma 4.2.6, we get
E
(
S2
) ∼ 2
n2
(
3
16pi
h600 g
−10
∫
<2
f(x)2dx
)
+
4
n
{
h600
[∫
<2
f(x)
{(
f1111(x) + f2211(x)
)2
+
(
f1122(x) + f2222(x)
)2
+ 2
(
f1111(x) + f2211(x)
)(
f1122(x) + f2222(x)
)}
dx
−
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2]}
∼ C3 n−2h600 g−10 + C4 n−1h600,
where the constants are defined as
C3 =
3
8pi
∫
<2
f(x)2dx
and
C4 = 4
{[∫
<2
f(x)
{(
f1111(x) + f2211(x)
)2
+
(
f1122(x) + f2222(x)
)2
+
2
(
f1111(x) + f2211(x)
)(
f1122(x) + f2222(x)
)}
dx−
(∫
<2
(
f 211(x) + 2f11(x)f22(x) + f
2
22(x)
)
dx
)2]}
.
Appendix B
Definitions and theorems
B.1 Degenerate U-statistics and asymptotic normal-
ity
The following definitions are used in Hall (1984) with this notation and lead to
Hall’s Theorem 1 (Appendix B.1).
A U-statistic is a random variable of the form
Un =
∑∑
1≤ i< j≤n
H (Xi, Xj) ,
with symmetric function H and independent and identically distributed random vari-
ables X1, . . . , Xn. Assuming, without loss of generality, that Un is centred so that
E {H (X1, X2)} = 0, then the U-statistic is degenerate if E {H (X1, X2) |X1} = 0
almost surely.
Defining
Yi =
i−1∑
j=1
H (Xi, Xj) for 2 ≤ i ≤ n,
then for a centred degenerate U-statistic, the expression E {Yi|X1, . . . , Xi−1} = 0
holds almost surely. Then the sequence
Si =
i∑
j=2
Yj for 2 ≤ i ≤ n,
is a martingale, in which Sn = Un.
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Let
Gn (x, y) = E {Hn (X1, x)Hn (X1, y)} ,
and then the theorem is given by
Theorem 1 (Hall (1984)). Assume Hn is symmetric, E {Hn (X1, X2) |X1} = 0 al-
most surely and E {H2n (X1, X2)} <∞ for each n. If
[E {G2n (X1, X2)}+ n−1E {H4n (X1, X2)}]
[E {H2n (X1, X2)}]2
→ 0, (B.1)
as n → ∞, then Un ≡
∑∑
1≤ i< j≤nHn (Xi, Xj) is asymptotically normally dis-
tributed with zero mean and variance given by
1
2
n2E {H2n (X1, X2)}.
B.2 Big-O and little-o definitions
The Big-O, little-o, Big-O in probability and little-o in probability notations are
defined as follows:
Definition B.2.1 (Big-O notation). Let f(x) and g(x) be two functions defined on
a subset of <. Then
f(x) = O (g(x)) as x→∞
if and only if, there exists a positive real number k and a real number x0 so that
|f(x)| ≤ k|g(x)| for all x > x0
or equivalently
lim sup
x→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ <∞.
Definition B.2.2 (Little-o notation). Let f(x) and g(x) be two functions defined on
a subset of <. Then
f(x) = o (g(x)) as x→∞
if and only if, for every k > 0, there exists a constant x0 so that
|f(x)| < k|g(x)| for all x > x0
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or equivalently
lim
x→∞
∣∣∣∣f(x)g(x)
∣∣∣∣ = 0.
Definition B.2.3 (Big-O in probability). Let {Xn} be a sequence of random variables
and {an} a set of constants. The expression
Xn = Op (an) for n→∞
means that
∣∣∣Xnan ∣∣∣ is bounded in probability in the limit as n→∞.
Definition B.2.4 (Little-o in probability). Let {Xn} be a sequence of random vari-
ables and {an} a set of constants. The expression
Xn = op (an) for n→∞
means that
lim
n→∞
P
(∣∣∣∣Xnan
∣∣∣∣ ≥ ) = 0
for all  > 0.
B.3 Other useful definitions and lemmas
In this section we provide some useful definitions, theorems, inequalities and lem-
mas that are used or cited in the thesis.
Definition B.3.1 (Convergence in probability). Let Xn be a sequence of random
variables and let Y be a random variable. Then {Xn} converges in probability to Y
if for every  > 0,
lim
n→∞
P (|Xn − Y | > ) = 0
and we write
Xn
p−→ Y.
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Definition B.3.2 (Convergence in distribution). Let Xn be a sequence of random
variables and let Y be a random variable. If Xn has distribution function Fn and Y
has distribution function G, then we can say that Xn converges in distribution to Y
if
lim
n→∞
Fn(t) = G(t),
at every value t where G is continuous. Then we write
Xn
d−→ Y.
Definition B.3.3 (Chebyshev’s inequality). Let X be a random variable with ex-
pected value µ and variance σ2 > 0. Then for any real k > 0,
P (|X − µ| ≥ kσ) ≤ 1
k2
which can be written as
P (|X − µ| ≥ β) ≤ σ
2
β2
.
Definition B.3.4 (Ho¨lder continuity). Let f be a real or complex-valued function on
a d-dimensional Euclidean space. Then we say that f is Ho¨lder continuous if there
exist constants C ≥ 0 and α ≥ 0 so that
|f(x)− f(y)| ≤ C|x− y|α
for all x, y in the domain of f .
Definition B.3.5 (Compact support). A function f , with domain X, has compact
support if f(x) = 0, for x outside a compact subset of X.
Definition B.3.6 (Cramer-Wold device). Let Xn be a random d-vector. Then Xn
d→
X if and only if λTXn
d−→ λTX for all non-zero λ ∈ <d.
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Theorem B.3.1 (Mean value theorem). Let f(x) be continuous on the closed interval
[a, b] and differentiable on the open interval (a, b). Then there exists at least a point
m ∈ (a, b) so that
f ′(m) =
f(b)− f(a)
b− a .
Theorem B.3.2 (Central limit theorem for random variables). Let X1, . . . , Xn be a
sequence of n independent and identically distributed random variables with expecta-
tion −∞ < µ <∞ and variance σ2 > 0. If Sn is the sum of the n random variables,
given by
Sn = X1 + . . .+Xn
then
Zn =
Sn − nµ
σ
√
n
d−→ N (0, 1) as n→∞.
Lemma 5.1 (Hall, Marron and Park (1992)). If the function H vanishes outside a
compact set and satisfies
|H(x+ y)−H(x)| ≤ C1|y|q, for −∞ < x <∞,
where 0 ≤ q ≤ 1, and if → 0 and sup |C2()| is bounded, then∫
H(z) [H (z + + C2())−H (z + C2())] dz = O
(||2q) .
Lemma 5.4 (Hall and Marron (1991)). Given B > 0, define Hq(B) to be the set of
all functions which vanish outside (−B,B) and satisfy
sup
x,y
|f(x)− f(y)|
|x− y|q ≤ B.
If a ∈ Hq(B), for 0 ≤ q ≤ 1 and for some B > 0, then
I() ≡
∫
a(z) (a(z + )− a(z)) dz = O (||2q)
as → 0.
Appendix C
Real data sets used
In this chapter we present the data sets used in the real data applications. The
first data set contains the eruption times of the Old Faithful geyser (in minutes) and
the sample size is 272. The second data set is bivariate and contains the sepal length
and sepal width of the iris flowers (in centimeters) and the sample size is 150 for
each variable. The three species are setosa, versicolor and virginica and each variable
contains a sample of 50 measurements for each.
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Old faithful geyser eruption times
3.6 1.8 3.333 2.283 4.533 2.883 4.7 3.6 1.95 4.35
1.833 3.917 4.2 1.75 4.7 2.167 1.75 4.8 1.6 4.25
1.8 1.75 3.45 3.067 4.533 3.6 1.967 4.083 3.85 4.433
4.3 4.467 3.367 4.033 3.833 2.017 1.867 4.833 1.833 4.783
4.35 1.883 4.567 1.75 4.533 3.317 2.833 2.1 4.633 2.0
4.8 4.716 1.833 4.833 1.733 4.883 3.717 1.667 4.567 4.317
2.233 4.5 1.75 4.8 1.817 4.4 4.167 4.7 2.067 4.7
4.033 1.967 4.5 4.0 1.983 5.067 2.017 4.567 3.883 3.6
4.144 4.333 4.1 2.633 4.067 4.933 3.95 4.517 2.167 4.0
2.2 4.333 1.867 4.817 1.833 4.3 4.667 3.75 1.867 4.9
2.483 4.367 2.1 4.5 4.05 1.867 4.7 1.783 4.85 3.683
4.733 2.3 4.9 4.417 1.7 4.633 2.317 4.6 1.817 4.417
2.617 4.067 4.25 1.967 4.6 3.767 1.917 4.5 2.267 4.65
1.867 4.167 2.8 4.333 1.833 4.383 1.883 4.933 2.033 3.733
4.233 2.233 4.533 4.817 4.333 1.983 4.633 2.017 5.1 1.8
5.033 4.0 2.4 4.6 3.567 4.0 4.5 4.083 1.8 3.967
2.2 4.15 2.0 3.833 3.5 4.583 2.367 5.0 1.933 4.617
1.917 2.083 4.583 3.333 4.167 4.333 4.5 2.417 4.0 4.167
1.883 4.583 4.25 3.767 2.033 4.433 4.083 1.833 4.417 2.183
4.8 1.833 4.8 4.1 3.966 4.233 3.5 4.366 2.25 4.667
2.1 4.35 4.133 1.867 4.6 1.783 4.367 3.85 1.933 4.5
2.383 4.7 1.867 3.833 3.417 4.233 2.4 4.8 2.0 4.15
1.867 4.267 1.75 4.483 4.0 4.117 4.083 4.267 3.917 4.55
4.083 2.417 4.183 2.217 4.45 1.883 1.85 4.283 3.95 2.333
4.15 2.35 4.933 2.9 4.583 3.833 2.083 4.367 2.133 4.35
2.2 4.45 3.567 4.5 4.15 3.817 3.917 4.45 2.0 4.283
4.767 4.533 1.85 4.25 1.983 2.25 4.75 4.117 2.15 4.417
1.817 4.467
Table C.1: Old faithful geyser eruption lengths (in minutes) data set
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Sepal length of Iris flowers
Setosa Versicolor Virginica
5.1 5.1 4.9 7.0 5.8 5.4 6.3 7.7 6.1
4.9 5.7 5.0 6.4 6.2 6.0 5.8 7.7 7.7
4.7 5.1 5.5 6.9 5.6 6.7 7.1 6.0 6.3
4.6 5.4 4.9 5.5 5.9 6.3 6.3 6.9 6.4
5.0 5.1 4.4 6.5 6.1 5.6 6.5 5.6 6.0
5.4 4.6 5.1 5.7 6.3 5.5 7.6 7.7 6.9
4.6 5.1 5.0 6.3 6.1 5.5 4.9 6.3 6.7
5.0 4.8 4.5 4.9 6.4 6.1 7.3 6.7 6.9
4.4 5.0 4.4 6.6 6.6 5.8 6.7 7.2 5.8
4.9 5.0 5.0 5.2 6.8 5.0 7.2 6.2 6.8
5.4 5.2 5.1 5.0 6.7 5.6 6.5 6.1 6.7
4.8 5.2 4.8 5.9 6.0 5.7 6.4 6.4 6.7
4.8 4.7 5.1 6.0 5.7 5.7 6.8 7.2 6.3
4.3 4.8 4.6 6.1 5.5 6.2 5.7 7.4 6.5
5.8 5.4 5.3 5.6 5.5 5.1 5.8 7.9 6.2
5.7 5.2 5.0 6.7 5.8 5.7 6.4 6.4 5.9
5.4 5.5 5.6 6.0 6.5 6.3
Table C.2: Sepal length of the Iris flowers (in cm) data set
Sepal width of Iris flowers
Setosa Versicolor Virginica
3.5 3.5 3.1 3.2 2.7 3.0 3.3 3.8 2.6
3.0 3.8 3.2 3.2 2.2 3.4 2.7 2.6 3.0
3.2 3.8 3.5 3.1 2.5 3.1 3.0 2.2 3.4
3.1 3.4 3.6 2.3 3.2 2.3 2.9 3.2 3.1
3.6 3.7 3.0 2.8 2.8 3.0 3.0 2.8 3.0
3.9 3.6 3.4 2.8 2.5 2.5 3.0 2.8 3.1
3.4 3.3 3.5 3.3 2.8 2.6 2.5 2.7 3.1
3.4 3.4 2.3 2.4 2.9 3.0 2.9 3.3 3.1
2.9 3.0 3.2 2.9 3.0 2.6 2.5 3.2 2.7
3.1 3.4 3.5 2.7 2.8 2.3 3.6 2.8 3.2
3.7 3.5 3.8 2.0 3.0 2.7 3.2 3.0 3.3
3.4 3.4 3.0 3.0 2.9 3.0 2.7 2.8 3.0
3.0 3.2 3.8 2.2 2.6 2.9 3.0 3.0 2.5
3.0 3.1 3.2 2.9 2.4 2.9 2.5 2.8 3.0
4.0 3.4 3.7 2.9 2.4 2.5 2.8 3.8 3.4
4.4 4.1 3.3 3.1 2.7 2.8 3.2 2.8 3.0
3.9 4.2 3.0 2.7 3.0 2.8
Table C.3: Sepal width of the Iris flowers (in cm) data set
