Abstract. We investigate a Tutte-like polynomial for rooted trees and posets called V-posets. These posets are obtained recursively by either disjoint unions or adding a greatest/least element to existing V-posets, and they can also be characterised as those posets that do not contain an N -poset or a bowtie as induced subposets. We show that our polynomials satisfy a deletion-contraction recursion and can be expressed as a sum over maximal antichains. We find that our polynomials yield the number of antichains, maximal antichains and cutsets (transversals) as special values. We conclude this paper by enumerating V-posets by means of generating functions and by determining an asymptotic formula for the number of n-element V-posets.
introduction
The Tutte polynomial is a two-variable polynomial that has been thoroughly studied for graphs. The basic concept of the Tutte polynomial can be traced back to [19, 20] , in the context of colourings and flow problems in graphs. The definition was extended to greedoids in [5] . The Tutte polynomial has many properties and diverse applications, see for instance [2, 5] . The Tutte polynomial includes different invariants associated to a graph as special cases, such as the number of connected spanning subgraphs, spanning trees and spanning forests. However, the classical Tutte polynomial for graphs gives no information about trees, since its value is the same for every n-vertex tree T . In this paper, we are concerned with describing and investigating certain two-variable polynomials, which are meaningful for rooted trees and for specific posets.
Tutte polynomials for trees have already been investigated in [7] , which introduced different versions of ranks and modified the rank formulation of the Tutte polynomial. The authors showed that their polynomial completely determines a rooted tree. On the other hand, a Tutte polynomial for partially ordered sets was investigated in [14] . The author used the Tutte polynomial of a greedoid and associated it to posets. He explored the deletion-contraction formula and developed an antichain expansion for the polynomial. For more polynomials associated to posets, such as the zeta polynomial and the rank generating function, we refer to [18] .
Here, we present a new polynomial for rooted trees and specific posets, which differs from those mentioned earlier. However, we show that our polynomials satisfy a deletioncontraction recursion and give an expansion as a sum over maximal antichains. Furthermore, we can evaluate from our polynomials the number of antichains, maximal antichains and cutsets. These invariants are mainly defined for rooted trees and posets. Counting problems on antichains have been explored in [17] and extremal questions are considered in [1] . On the other hand, the number of cutsets (also called transversals) in trees have been investigated in [6, 13] , with some applications in [9] .
In Section 2, we focus on rooted trees, developing a modified version of the deletioncontraction recursion (Proposition 2.5). In our context, we are not using arbitrary edges, but only edges attached to the root. Furthermore, an expression in terms of (maximal) antichains is provided (Definition 2.8 and Theorem 2.9).
In Section 3, we concentrate on specific posets that we call "V-posets", defined in Definition 3.1. Our polynomials generalise to these V-posets in a natural way. They can still be expressed as a sum over maximal antichains, and yield the number of antichains and cutsets as special values. We present two equivalent definitions of V-posets, derive the generating function and provide an asymptotic formula for the number of n-element V-posets for large n.
Background
For the rest of this section only, we will consider (general) graphs G with multiple edges and loops. We provide some background on the Tutte polynomial for comparison with our results.
In 1912, Birkhoff [3] introduced the chromatic polynomial.
Definition 1.1. The chromatic polynomial of a graph, denoted χ(G, x), is the number of ways to colour a graph G with x colours, where as usual an x-colouring is a mapping c :
In 1954, Tutte [20] extended this result by considering two-variable polynomials. Let us give two equivalent definitions of the Tutte polynomial. The first one follows the deletioncontraction property of the chromatic polynomial with some boundary conditions. Definition 1.5. Let G be a graph. The Tutte polynomial T (G; x, y) satisfies the following axioms:
• If E(G) = ∅, then T (G; x, y) = 1.
• If e is a bridge, then T (G; x, y) = xT (G\e; x, y), if e is a loop, then T (G; x, y) = yT (G\e; x, y).
• If e is neither a bridge nor a loop, then T (G; x, y) = T (G\e; x, y) + T (G/e; x, y).
The second definition of the Tutte polynomial focuses on its relations to the rank of graphs. We denote by k(G) the number of connected components of G. Definition 1.6. Let G be a graph. Let A be a subset of E(G), and identify A with the subgraph G A = (V (G), A). Thus all graphs G A are spanning subgraphs of G. We define the rank of A by
Remark 1.7. We easily notice that 0 ≤ r(A) ≤ |A| with
Definition 1.8. Let G be a graph. The rank polynomial of G is defined as follows:
Theorem 1.9. The Tutte polynomial T (G; x, y) is uniquely given by
For more details on the equivalence of the two definitions, we refer to [2] . The relation between the Tutte and rank polynomials leads us to the following special values. 
A Tutte-like polynomial for rooted trees
We now define the polynomials that are the main objects of this paper. The main motivation for the specific definition is that it incorporates recursions for a number of combinatorial quantities; see Proposition 2.11. Let T be a rooted tree with root r, and let us denote the set of branches attached to r by {T 1 , . . . , T k }. Definition 2.1. We define a polynomial for rooted trees as follows:
where S n is the star on n vertices rooted at its centre.
where P n is the path on n vertices rooted at one of its endpoints.
Next we show that our polynomials satisfy an appropriate deletion-contraction recursion in analogy to the Tutte polynomial. Let us define the following operations on rooted trees. Definition 2.3. Let e be an edge incident to the root and to a vertex u i , and let T i be the branch attached to u i . The contraction T /e is the tree that results after contracting e to the root. That is, the root and u i are merged. The deletion T \T i is the tree obtained from removing the branch T i . Definition 2.4. A pendant edge is an edge that is incident to a leaf. We call an edge a "bridge" if it is the only edge incident to the root. Proposition 2.5. Let e be an edge incident to the root r and a vertex u i . We have (1) P(T ; x, y) = P(T /e; x, y) + y |T |−1 if e is a bridge, (2) P(T ; x, y) = xP(T /e; x, y) − xy |T |−2 + y |T |−1 if e is a pendant edge, (3) P(T ; x, y) = P(T /e; x, y) + y
if e is not a bridge, nor a pendant edge. Here, T i is the branch rooted at v i .
Proof.
(1) If e is a bridge attached to the branch T 1 , then
(2) If e is a pendant edge attached to the single-vertex branch T 1 , then
= xP(T /e; x, y) − xy |T |−2 .
(3) Suppose that e is neither a bridge nor a pendant edge, and suppose that the ends of e are the root and vertex u 1 , the root of branch T 1 . Denote the branches attached to u 1 by B 1 , B 2 , . . . , B ℓ . We have
Example 2.6. For the tree in Figure 1 , we get
Computing P(T ; x, y) using the deletion-contraction recursion.
Now that we have a recursion formula for our Tutte-like polynomial P(T ; x, y), we are interested in finding a representation connected to the structure of the tree. Definition 2.7. An antichain in a rooted tree is a set of vertices with the property that no two vertices in the set lie on a common path from the root. A maximal antichain is an antichain that is not a proper subset of another antichain.
Let A be a subset of the vertices of T such that A is a maximal antichain in T . We write ℓ(A) for the number of leaves in A.
It is easy to see that 0 ≤ ℓ(A) ≤ |A| with ℓ(A) = 0 ⇐⇒ A does not contain any leaf, ℓ(A) = |A| ⇐⇒ A is the set of all leaves of T .
Let T a be the subtree formed by a and all its successors, and n(T a ) = |T a |−1 the number of a's successors. We define s(A) as the number of vertices below the antichain A, namely:
We can again easily see that 0 ≤ s(A) ≤ |T | − 1 with Definition 2.8. We define another two-variable polynomial in terms of ℓ(A) and s(A) as follows:
Theorem 2.9. For every rooted tree T ,
Proof. It is straightforward that L(•; x, y) = x = P(•; x, y), since the only maximal antichain of the single-vertex tree • consists of the root. Now for T = •, we have to verify that L(T ; x, y) satisfies Definition 2.1. Let T 1 , . . . , T k be the branches attached to the root. We can see that
i.e. a maximal antichain of T is either a union of maximal antichains in the branches or consists only of the root. Note that the number of leaves ℓ in a maximal antichain A is the sum of the number of leaves in its parts A i . The same applies to the number of successors s. Thus,
Definition 2.10. A cutset (or transversal) in a rooted tree is a set of vertices that meets every path from the root to a leaf. 
Proof. The first three formulas are straightforward from the definition of L(T ; x, y).
The fourth item comes from the fact that every antichain can be obtained uniquely from a maximal antichain by removing a subset (possibly empty) of the leaves contained in it. Alternatively, one can also use the recursion, noting that an antichain is either a union of antichains in the branches, or consists only of the root.
The fifth formula is due to the fact that a cutset can be formed uniquely from a maximal antichain by including a subset (possibly empty) of the successors. From a recursive perspective, the number of cutsets of a rooted tree T is the product of the number of cutsets of all the branches of T , plus the number of cutsets which contain the root. Since every subset of |T | containing the root is a cutset, the latter corresponds to 2 |T |−1 . Hence, the recursion of Definition 2.1 is satisfied for x = 1 and y = 2.
The last item counts the number of all subsets of any size among all the vertices, which is exactly 2 |T | . The number of subsets of a tree T is the product of the number of subsets of all the branches of T , plus the number of subsets which contain the root. That is, 2
Hence, the recursion of Definition 2.1 holds with x = y = 2.
Remark 2.12. For every subtree that contains the root, the leaves form an antichain. Conversely, given an antichain, the union of the paths from the root is a subtree that contains the root. Thus L(T ; 2, 1) = P(T ; 2, 1) is also the number of subtrees containing the root.
Remark 2.13. If we fix one of the variables in P(T ; x, y), we can find non-isomorphic rooted trees for which P is the same. Let us consider the trees in Figure 2 . We have the following evaluations:
Figure 2. Non-isomorphic rooted trees.
However, note that
These observations lead to the following question:
Question 2.14. Are there non-isomorphic rooted trees T and T ′ such that P(T ; x, y) = P(T ′ ; x, y)?
Extension to a class of posets
In this section, we consider specific posets and we generalise the results obtained for our Tutte-like polynomial from rooted trees to those posets. Definition 3.1. A poset is called a V-poset if it can be generated by the following three operations:
(1) a disjoint union, (2) adding a new greatest element, (3) adding a new least element, starting from an empty poset. In particular, the empty set is considered a V-poset for convenience. Figure 3 shows an example of a V-poset; the inspiration for the name comes from the V-shapes formed by adding a new greatest or least element.
Remark 3.2. If either the second or the third item is removed from the list of feasible operations, we obtain the family of all posets whose Hasse diagram is a union of rooted trees (the roots being either all maximal or all minimal elements).
The following definition introduces the notion of basic elements, which generalise leaves of a tree. Proof. Let us consider the three operations stated in Definition 3.1.
Case 1: Taking a disjoint union of V-posets. The first statement does not apply here. Non-basic elements remain non-basic elements: if one of the three properties is violated in a component, then it is still violated after taking the union. Conversely, if one of the properties is violated for an element x, then it must already be violated in its component, so basic elements stay basic elements as well. The status of upper and lower elements remains for the same reason.
Case 2: Adding a greatest element g to a V-poset P . Since g either does not satisfy B
∈ P , this would also imply b ≤ w for all w ∈ P , i.e. b would be the least element of P . Since P was assumed not to be linearly ordered, there must now be two incomparable elements u, v in P such that u > b and v > b, contradicting the assumption that b is basic in P . So b still satisfies B.3 and remains basic. Again, it is clear that a non-basic element remains non-basic, and that lower and upper elements do not change their status either. Now, for a linearly ordered set P , it is easy to see that the only basic element of P is its least element in view of condition B.3. However when we add a new least element ℓ, ℓ becomes the basic element, and the least element of P changes its status to non-basic as it does not satisfy B.3 anymore.
Remark 3.7. When V-posets are constructed by means of Definition 3.1, we can assume without loss of generality that linearly posets are always built by adding greatest elements. Then the exceptional case of Lemma 3.6 never applies. 
there is exactly one leaf ℓ such that x ≤ ℓ}.
Proof. For the first case, if the root is the greatest element, then by part B.1 in Definition 3.3, the basic elements are vertices with at most one leaf descendant. Furthermore, by B.3, they have to be minimal, which corresponds exactly to the leaves in a rooted tree.
For the second case, by B.2, the basic elements are vertices with at most one leaf descendant, which corresponds to the elements of P 1 , and we take the minimal elements as required by B.3.
We denote the set of all V-posets by V. Let us first construct the generalisation of our polynomial in a recursive way. Definition 3.9. We define the polynomial P for P ∈ V as follows: P(∅; x, y) = 1, P(•; x, y) = x, P(∪ i P i ; x, y) = i P(P i ; x, y), where ∪ i P i is a disjoint union, P(P ∪ {g}; x, y) = P(P ∪ {ℓ}; x, y) = P(P ; x, y) + y |P | , where g and ℓ are respectively a greatest and a least element.
Example 3.10. Let us compute the P-polynomial of the poset P in Figure 3 .
P(P ; x, y) = P({v 2 , v 3 , v 4 , v 5 , v 6 }; x, y)P({v 8 }; x, y) + y 6 P({v 9 , v 10 }; x, y) + y
As for the case of rooted trees, let us find a natural representation of our polynomials using a maximal antichain expansion. Definition 3.11. An antichain is a subset of a poset in which any two distinct elements are incomparable. A maximal antichain is one that is not a proper subset of any other antichain. A chain is a linearly ordered subset of a poset P . A cutset is a set of elements in a poset that intersects every maximal chain. Proposition 3.12. In a V-poset P :
• Every non-basic element is comparable to at least one basic element.
• The basic elements form a maximal antichain.
• If an element x is associated to the set of all basic elements in P , then the only maximal antichain containing x is {x}.
Proof. We reason by induction on the size n of the poset. If n = 1, the statements hold trivially. Assume they hold whenever n ≤ k, for some k ≥ 1. In view of Definition 3.1, three operations can be performed to obtain such a poset: Case 1: Taking the union of disjoint V-posets of size less or equal to k.
• By the induction hypothesis, every non-basic element from each component is comparable to at least one basic element. Moreover, by Lemma 3.6 the status of all elements does not change under this operation. Hence, the first statement holds.
• By the induction hypothesis, the basic elements of each component form a maximal antichain in their respective V-posets. However, a maximal antichain of a disjoint union of posets is formed by a combination of maximal antichains in each poset. Thus, the second statement holds.
• The last statement cannot occur here, since there is no element that is associated to the set of all basic elements (the posets are disjoint, and each of them contains at least one basic element).
Case 2: Adding a greatest element g to a V-poset P of size k.
• By Lemma 3.6, the non-basic elements of the new poset are the non-basic elements of P , plus g, and the basic elements of P remain basic in the new poset. Moreover, by the induction hypothesis, every non-basic element of P is comparable to at least one basic element in P , and g is comparable to all the elements of P , in particular the basic elements of P . Thus, the first statement holds.
• By Lemma 3.6 again, the basic elements of P are the only basic elements in P ∪{g}.
By the induction hypothesis we know that these basic elements form a maximal antichain in P . In addition, a maximal antichain in P is still a maximal antichain in P ∪ {g}, since g is comparable to all elements. Thus the second statement holds.
• Let x be an element associated to the set of all basic elements in P ∪ {g}. Either x is an element of P associated to the basic elements in P or x = g. The statement is true for the first case by the induction hypothesis and Lemma 3.6. If x = g, g is comparable to all the elements of P , so the only antichain containing g is {g}.
Case 3: Adding a least element ℓ. Here we can use a similar argument as in Case 2.
Let A be a maximal antichain in P . We write b(A) for the number of basic elements in A. For a ∈ A, we define a set P a related to a as follows. If a is a basic element, P a is the empty set. Next, let a be a non-basic element, and let B be the set of basic elements to which it is associated.
• If a is a lower element, P a = {b ∈ P : a < b, ∄c with c < b and a incomparable to c}.
• If a is an upper element, P a ={b ∈ P : a > b, ∄c with c > b and a incomparable to c}\ {ℓ ∈ P : ℓ is a lower element associated to B}.
Now we define
Example 3.13. Let us consider again the V-poset in Figure 3 . We have
Let A(P ) be the set of all maximal antichains of P .
Definition 3.14. For a poset P ∈ V, we set
Lemma 3.15. Let P be a V-poset and A a maximal antichain of P . Let us add a greatest element g to P . For a ∈ A, we denote by P a the set related to a in P , defined as before, and P ′ a the set related to a in P ∪ {g}. The following statements hold:
• the number of basic elements b(A) in A remains the same,
is a lower element not associated to the set of all basic elements in
• if a is a lower element associated to the set of all basic elements in P , P ′ a = P a ∪{g}. Proof. By Lemma 3.6, the greatest element g is not a basic element and the other elements do not change their status. Thus, b(A) does not change.
Next, if a is an upper element, then g ∈ P ′ a since g > a. All other elements of P a still satisfy the definition and remain in P ′ a . Hence, the second statement holds. If a is a lower element not associated to the set of all basic elements in P , then there exists a basic element c such that g > c and c is incomparable to a. So g ∈ P ′ a , and again
If a is a lower element associated to the set of all basic elements in P , then g satisfies the definition of P ′ a while all elements of P a remain. Thus P ′ a = P a ∪ {g}. Remark 3.16. Note that this reasoning can be adapted to adding a least element.
Theorem 3.17. For every P ∈ V, we have
Proof. By induction on the size of P . Since the only element of the single-element poset • is basic, L(•; x, y) = x = P(•; x, y) trivially holds. Now for P = •, we have to check that L(T ; x, y) satisfies Definition 3.9. Suppose first that P is a disjoint union of P 1 , . . . , P k . We have
Let A ∈ A(P ). Suppose A does not contain a lower element associated to all the basic elements in P . By Lemma 3.15, adding a greatest element g to P does not affect b(A) or s(A). Now, suppose that A contains a lower element x associated to all the basic elements in P . By Proposition 3.12, A = {x}. The last item of Proposition 3.12 also implies that any two lower elements that are associated to all the basic elements must be comparable. So let ℓ 1 , ℓ 2 . . . , ℓ s be the lower elements associated to all the basic elements in P such that ℓ 1 > ℓ 2 > · · · > ℓ s . By Lemma 3.15, adding a greatest element g will change the P ℓ i s as follows: P 
Thus, we get
Following Remark 3.16, a similar reasoning can be applied to adding a least element.
Example 3.18. Let us again consider the V-poset in Figure 3 . The maximal antichains of P are
Since the basic elements are v 5 , v 6 , v 8 , v 10 , these maximal antichains correspond respectively to the following monomials: P(P ; 1, 1) = number of maximal antichains in P , P(P ; x, 0) = x number of basic elements in P , P(P ; 0, 1) = number of maximal antichains containing no basic elements, P(P ; 2, 1) = number of antichains in P (including ∅), P(P ; 1, 2) = number of cutsets in P ,
Proof. These formulas are straightforward from Definitions 3.9 and 3.14 of the P-polynomial in the same way as Proposition 2.11.
Remark 3.20. The number of antichains is also equal to the number of upward closed sets and the number of downward closed sets, cf. Remark 2.12.
Remark 3.21. In a V-poset, maximal antichains are minimal cutsets (minimal with respect to inclusion), and vice versa. Thus P(P ; 1, 1) also counts minimal cutsets. This is easy to verify by induction, based on the recursive definition of posets: maximal antichains, as well as minimal cutsets, in a union of disjoint posets are simply unions of maximal antichains (minimal cutsets, respectively) in the different components. Likewise, when a greatest element g or a least element ℓ is added, all maximal antichains and minimal cutsets retain their status, while the only additional maximal antichain, which is also the only additional minimal cutset, is {g} ({ℓ}, respectively). However, in general posets, the two notions are not always equivalent: for instance, in the N-poset shown in Figure 4 (left), {v, w} is a maximal antichain, but not a cutset.
Interestingly, the family of V-posets also played a role in the recent paper [16] by Hasebe and Tsujie in a somewhat different context. It can also be defined without using recursion, as shown in [16, Theorem 4.3] . The equivalent definition given by Hasebe and Tsujie is stated in the following proposition: Proof. Since it is quite important for the discussion below, let us also provide a proof that the two definitions are equivalent for the sake of completeness. We first show that a Vposet does not contain an N-poset or a bowtie. We reason by induction on the size n of the poset. If n = 1, the claim holds trivially. Assume that it holds whenever n ≤ k, for some k ≥ 1. Now, consider the case where n = k + 1. By Definition 3.1, three operations can be made to obtain such a poset:
• Taking the union of disjoint V-posets of size less or equal to k. By the induction hypothesis, those posets are N-and bowtie-free, and so is their disjoint union.
• Adding a greatest element to a V-poset P of size k. By the induction hypothesis again, the poset P is N-and bowtie-free. Moreover, since g is comparable to all other elements in the poset, there is no induced N-poset nor a bowtie that has g as an element. Thus, the new poset is N-and bowtie-free.
• We use similar reasoning with adding a least element. Now, let us prove that the converse is true, i.e., an N-and bowtie-free poset is indeed a Vposet. We again reason by induction on the size n of the poset. The claim is straightforward when n = 1. For the induction step, let us consider all maximal and minimal elements of the poset. If there exists a component with at least two maximal and at least two minimal elements, an induced N-poset or bowtie will occur. So each component has either only one maximal element or only one minimal element, which implies that each component has a least or a greatest element. Now, let us remove these elements. The remaining poset is still N-and bowtie-free, so by the induction hypothesis, the poset can be constructed as in Definition 3.1.
Remark 3.23. The family of N-free (or series-parallel) posets is well-studied in the literature, see [15] for an early study of these posets, and [4, 10, 21] for some more recent examples. In [12] , it is shown that N-free posets are skeletal. One of several equivalent definitions of such a poset is that every cutset contains a maximal antichain.
Let us now show that V-posets are indeed the natural class on which to define our polynomial by proving that there is no polynomial with nonnegative integer coefficients that satisfies Proposition 3.19 for an N-poset or a bowtie.
Let us first consider a bowtie. Since it has two maximal antichains, following Proposition 3.19, the polynomial should be of the form x a y b + x c y d for some nonnegative integers a, b, c, d. Moreover, the number of antichains is 7, and by the same proposition the polynomial should satisfy 2 a + 2 c = 7. This last equation has no integer solutions for a and c. So, there is no polynomial with nonnegative integer coefficients which satisfies Proposition 3.19 for a bowtie.
Next, for an N-poset, the number of maximal antichains is 3, so the polynomial should be of the form For the first equation, the values a, c, e have to be a permutation of (2, 1, 1), so a+c+e = 4. Likewise, b, d, f have to form a permutation of (2, 1, 1) , so the sum is b + d + f = 4. These two equations give us a + b + c + d + e + f = 8. However, the last equation can be only solved by a permutation of (3, 2, 2), so the sum would be a + b + c + d + e + f = 7 = 8. Therefore there is no polynomial which satisfies Proposition 3.19 for an N-poset either.
Enumeration of V-posets
We conclude this paper by enumerating the V-posets. In [16, Problem 6.4] , the number of V-posets with up to eight elements is given, and the question is raised whether there are other combinatorial interpretations. While we do not have an answer to this question, we will provide a functional equation for the corresponding generating function in this chapter, which leads us to an asymptotic formula that is interesting in its own right.
Let V (x) be the generating function of V, i.e.
where v n is the number of V-posets of size n. For convenience, we set v 0 = 1. Let Q be the set of "connected" V-posets, i.e. posets which have a least or greatest element, and denote its generating function by Q(x). Following Definition 3.1, an element of Q is formed by adding a least or greatest element to a V-poset. However, the case that there are both a least and a greatest element and the single-element V-poset are counted twice, so we subtract these cases. This reasoning can be translated to the following equation:
Q(x) = (2x − x 2 )V (x) − x. where T is the tree function given implicitly by T = x exp(T ) (see [11] ), which is closely related to the Lambert W -function [8] . Furthermore, if W (x) = n≥1 w n x n , then we have for 0 ≤ x < 1: From (1), we see that R(x) has greater radius of convergence than W (x); since T only has a branch cut singularity at 1/e with expansion (see [11, p. ≈ 2.955765. We can see that it is similar to the form of the asymptotic formula for V-posets, however the constants are greater for the number of V-posets, which means that the class of V-posets is richer.
