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Abstract
In this paper we consider a system of semilinear wave equations in two space dimensions and with
propagation speeds possibly different from one. Under smallness assumptions on the data, we show
lower bounds for the life span of classical solutions.
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1. Introduction
It is well known that if we consider the scalar semilinear wave equation
∂2t u−∆u= |u|p in R2 × [0, T ]
with small initial data, we are able to find a critical number p0(2)= (3+
√
17)/2 such that
when p > p0(2) there is a global unique classical solution, while if 1 <p < p0(2) there is
a solution that blows up in finite time (see [4–6,11,15–17]).
When we consider a system of semilinear wave equations, with the same propagation
speeds
∂2t u−∆u= |v|p in R2 × [0, T ],
∂2t v−∆v = |u|q in R2 × [0, T ],
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Γ = Γ (p,q)= 0,
where
Γ = α + pβ, α = pq∗ − 1, β = qp∗ − 1, p∗ = n− 1
2
p− n+ 1
2
,
q∗ = n− 1
2
q − n+ 1
2
,
with n denoting the space dimension (in our case n= 2 and p∗ = 12p− 32 , q∗ = 12q − 32 ).
When we assume that
Γ (p,q) > 0,
n+ 1
n− 1 <p  q, i.e., 0 <p
∗  q∗
(in our case p > 3), we have a global unique classical solution under smallness assumption
on the initial data; while when Γ (p,q) 0 we can find a solution which blows up in finite
time, even if the initial data are sufficiently small (see [1–3,7–9,12]).
In this paper we are interesting in system of semilinear wave equations with “possibly”
different propagation speeds, i.e.,
∂2t u− c2∆u= |v|p in R2 × [0, T ),
∂2t v −∆v = |u|q in R2 × [0, T ), (1.1)
where c > 0 may be different from one. This implies that we have two different
characteristic cones and, hence, we cannot apply directly the same techniques used to study
the case c= 1.
Kubo and Ohta in [10] have obtained lower bounds of the life span of classical solutions
to (1.1) for the three space dimensions using a blow up criterion established in Lind-
blad [13]. This blow up criterion asserts that the solution of the initial value problem to
∂2t u−∆u= |u|p in R3 × [0, T )
does not blow up as long as E ∗ |u|p is bounded, where E denotes a fundamental solution
of the wave equation.
Here we use an analogous technique for the two space dimensional case. We consider
the following initial value problem
∂2t u− c2∆u= |v|p in R2 × [0, T ), (1.2)
∂2t v −∆v = |u|q in R2 × [0, T ), (1.3)
u(x,0)= f1(x), ∂tu(x,0)= g1(x) in R2, (1.4)
v(x,0)= f2(x), ∂tv(x,0)= g2(x) in R2, (1.5)
where c > 0, p > 1, q > 1, T > 0 and u(x, t), v(x, t) are real unknown functions. We
assume that the initial data are smooth enough, fj ∈C30 (R2) and gj ∈ C20 (R2) for j = 1,2,
that they satisfy the following smallness condition
sup
x∈R2
{ ∑ ∣∣∂αx fj (x)∣∣+ ∣∣gj (x)∣∣} ε, (1.6)
|α|1
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fj (x)= gj (x)= 0 for |x|R (1.7)
for some R > 0. Our aim is to estimate the life span of (1.2)–(1.5) from the below, where
the life span T ∗(ε) is defined as the supremum of all T > 0 such that the classical solution
(u, v) of (1.2)–(1.5) exists in R2 × [0, T ). We obtain the following result
Theorem 1.1. Assume that fj and gj (j = 1,2) satisfy (1.6) and (1.7) and that
3 <p  q, i.e., 0 <p∗  q∗.
Then there exists a positive number ε0 = ε0(c,p, q,fj , gj ,R) such that for any ε with
0 < ε  ε0 we have
T ∗(ε)=∞ if Γ (p,q) > 0, (1.8)
T ∗(ε) exp
(
C∗ε−p(pq−1)
)
if Γ (p,q)= 0, p = q, (1.9)
T ∗(ε) exp
(
C∗ε−p(p−1)
)
if Γ (p,q)= 0, p = q, (1.10)
T ∗(ε) C∗εp(pq−1)/Γ (p,q) if Γ (p,q) < 0, (1.11)
where C∗ is a positive constant independent of ε.
Remark 1.1. Concerning the upper bounds of the life span, the following estimates hold
for c= 1
T ∗(ε) exp
(
Cε−p(pq−1)
)
if Γ (p,q)= 0, (1.12)
T ∗(ε) exp
(
Cε−p(pq−1)
)
if Γ (p,q)= 0, p = q, (1.13)
T ∗(ε) Cεp(pq−1)/Γ (p,q) if Γ (p,q) < 0, (1.14)
where C is a positive constant independent of ε (see [9]). The inequalities (1.12)–(1.14) let
us suppose that the orders of ε, appearing in the estimates (1.9)–(1.11), may be optimal.
In the following section we establish a blowup criterion and in Section 3 we derive basic
estimates, while Section 4 is devoted to a priori estimates and to the proof of Theorem 1.1.
2. Blowup criterion
Our aim is to study the following system of integral equation
u= u˜0 +Ec ∗ |v|p, v = v˜0 +E1 ∗ |u|q . (2.1)
Hereafter, the tilde denotes extension by 0 for t < 0, the star the convolution, u0 the
solution of equation ∂2t u− c2∆u = 0 with data (1.4), v0 the solution of equation ∂2t v −
∆v = 0 with data (1.5) and Ea (for a = 1, c) the usual fundamental solution of the wave
equation
Ea(x, t)= (aπ)
−1/2 (
(at)2 − |x|2)−1/2+ ,2Γ (1/2)
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c˜= max{1, c} will be the faster propagation speed in the system (1.2)–(1.5). We define the
function Φk for any k ∈ R as follows
Φk(r, t)=

(1+ t + r)−1/2−k, k < 0,
(1+ t + r)−1/2(1+ log( 1+t+r1+|t−r |)), k = 0,
(1+ t + r)−1/2(1+ |t − r|)−k, k > 0 if r  t ,
(1+ t + r)−1/2(1+ |t − r|)−1/2
× (1+ |t − r|)[1/2−k]+, k > 0 if r < t.
(2.2)
The following lemma shows the main properties of u0 and v0. We will prove it at the
end of Section 3.
Lemma 2.1. Assume that fj ∈C30 (R2) and gj ∈ C20 (R2) (j = 1,2) satisfy (1.6) and (1.7).
Then u0, v0 ∈C2(R2 × [0,∞)) and the following inequalities hold∣∣u0(x, t)∣∣Mε(1+ t + r)−1/2(1+ |ct − r|)−1/2, (2.3)∣∣v0(x, t)∣∣Mε(1+ t + r)−1/2(1+ |t − r|)−1/2, (2.4)
with r = |x|. Moreover if 3 <p  q , then we have for (x, t) ∈ R2 ×R∣∣Ec ∗ |v˜0|p(x, t)∣∣MεpΦp∗(r, ct), (2.5)∣∣E1 ∗ |u˜0|q(x, t)∣∣MεqΦq∗(r, ct), (2.6)
with M =M(p,q, c,R) positive constant.
In order to show our blowup criterion we need a theorem of local existence for
system (2.1)
Theorem 2.1. Assume that fj ∈C30 (R2) and gj ∈C20 (R2) (j = 1,2) satisfy (1.6) and (1.7)
and that
3 <p  q, i.e. 0 <p∗  q∗.
Then there is a positive number T0 = T0(ε, c,p, q,fj , gj ,R) such that there exists a
unique local solution (u, v) of (1.2)–(1.5) with (u, v) ∈ C2(R2 × [0, T0)) × C2(R2 ×
[0, T0)).
Proof. It follows from the argument of [7] with minor modifications. ✷
Now we can state the following blowup criterion that we will use in Section 4 to prove
our main theorem.
Theorem 2.2. Assume that fj ∈C30 (R2) and gj ∈C20 (R2) (j = 1,2) satisfy (1.6) and (1.7)
and that
3 <p  q, i.e. 0 <p∗  q∗.
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problem (1.2)–(1.5) and let Bρ(x, t) be the open ball with radius ρ and center in (x, t).
Then there exists x0 ∈R2 such that for any ρ > 0 either |u(x, t)| or |v(x, t)| is unbounded
in Bρ(x0, T ∗(ε))∩ (R2 × [0, T ∗(ε))).
Proof. Assume that both |u(x, t)| and |v(x, t)| are bounded in R2 × [0, T ∗(ε)]. We
consider
φ = (1− χ)(u0 +Ec(χ |v|p)),
ψ = (1− χ)(v0 +E1(χ |u|q)),
where χ is the characteristic function of R2 × [0, T ∗(ε)). By assumptions, we have that
φ,ψ are both in L∞(R2×[0, T ∗(ε)+1)). Moreover, φ(x, t)=ψ(x, t)= 0 for t < T ∗(ε),
therefore there is a solution (w1,w2) ∈ L∞(R2 × [0, T ∗(ε)+ δ))×L∞(R2 × [0, T ∗(ε)+
δ)) to the system{
w1 = φ +Ec ∗ |w2|p,
w2 =ψ +E1 ∗ |w1|q,
for some δ > 0 small enough. We note that suppw1 = suppw2 = R2 × (T ∗(ε), T ∗(ε)+ δ).
Now if we set
U = χu+w1, V = χv +w2 in R2 ×
[
0, T ∗(ε)+ δ), (2.7)
it results (U,V ) ∈ L∞(R2×[0, T ∗(ε)+δ))×L∞(R2×[0, T ∗(ε)+δ)) and (U,V ) satisfy
(2.1) in R2 × [0, T ∗(ε)+ δ), indeed
U = χ(u0 +Ec ∗ (χ |v|p))+ φ +Ec ∗ |w2|p = u0 +Ec ∗ (χ |v|p + |w2|p)
= u0 +Ec ∗ |V |p.
Moreover the solution (U,V ) has the same regularity as (u0, v0), therefore (U,V ) is a C2
solution for the system (1.2)–(1.5) in R2 × [0, T ∗(ε)+ δ): this is a contradiction. ✷
3. Basic estimates
The aim of this section is to obtain basic estimates that will make us able to derive the
a priori estimates in Section 4. We consider the following integral operator
La(F )(x, t)= 12π
t∫
0
ds
t−s∫
0
ρ dρ√
(t − s)2 − ρ2
∫
|ω|=1
F(x + aρω, s) dSω
where a > 0, (x, t) ∈R2 × [0, T ) and F ∈C(R2 × [0, T )). Notice that
Ea ∗ F˜ (x, t)= La(F )(x, t), (x, t) ∈R2 × [0, T ),
when 0 < a  c˜, F ∈C2(R2 × [0, T )) and F(x, t)= 0 for |x| c˜t +R (we recall that the
tilde denotes extension by 0 for R2 × (−∞,0)). Moreover, the following identity holds
La(F )(x, t)= 1 L1(Fa)(x, at) for (x, t) ∈ R2 × [0, T ), (3.1)
a2
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We shall use the following notations
Ψµ(t)=
 (1+ t)
−µ, µ < 0,
1+ log(1+ t), µ= 0,
1, µ > 0,
(3.2)
and
M(F ; z)= sup
(y,s)∈R2×[0,T )
{|y|1/2z(|y|, s)∣∣F(y, s)∣∣},
for (y, t) ∈R2 × [0, T ) and any function z= z(|y|, t).
In order to obtain our main propositions we need some elementary identities and some
basic inequalities.
Lemma 3.1. Let b(λ) be a continuous function of λ ∈ [0,∞), ρ > 0 and x ∈ R2 \ {0}, then∫
|ω|=1
b(|x + ρω|)
|x + ρω| dSω = 2ω1
ρ+r∫
|ρ−r |
λb(λ)h(λ,ρ, r) dλ,
where ω1 = 2√π/Γ (1/2) and h(λ,ρ, r)= (ρ2 − (λ− r)2)−1/2((λ+ r)2 − ρ2)−1/2.
Lemma 3.2. Let k ∈R and µ> 0, then
1
r
t+r∫
|t−r |
(1+ σ)−1−k dσ  CΦk(r, t) for r > 0, t > 0,
α∫
0
(
1+ log
(
1+ α
1+ β
))µ
dβ  C(1+ α) for α > 0.
Lemma 3.3. Consider 0 γ < 1, k ∈R and α  |b|, then the following inequality holds
α∫
|b|
(1+ σ)−k(a + σ)−γ dσ 

C(1+ α)1−k−γ , k < 1− γ,
C
(
1+ |b|)1−k−γ , k > 1− γ,
C
(
1+ log( 1+α1+|b|)), k = 1− γ,
if a −|b| and where C = C(k, γ ).
Lemma 3.4. Consider 0 < γ < 1, b α and k ∈R, then the following inequality holds
b∫
α
(
1+ |σ |)−k(a − σ)−γ dσ


C
[(
1+ |α|)1−k−γ + (1+ |a|)1−k−γ ], k + γ < 1,
C
(
1+ |a|)−γ (1+ |a|)[1−k]+, k + γ > 1,
C
(
1+ log 1+|α|), k + γ = 1, (3.3)1+|a|
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following inequality holds
b∫
α
(
1+ |σ |)−k(a + σ)−γ dσ


C
[(
1+ |b|)1−k−γ + (1+ |a|)1−k−γ ], k + γ < 1,
C
(
1+ |a|)−γ (1+ |a|)[1−k]+, k + γ > 1,
C
(
1+ log 1+|b|1+|a|
)
, k + γ = 1,
(3.4)
with C = C(k, γ ) if a −α.
Lemma 3.5. Consider 0 α  r + t , r > 0, t > 0, b  t + r , −α  b and µ ∈ R then the
following inequality holds
α∫
−b
(
1+ ∣∣Ψ (α,β)∣∣)−1−µ(t + r + β)−1/2 dβ


C
[(
1+ |α|)−1/2−µ + (1+ t + r)−1/2−µ], µ <−1/2,
C(1+ t + r)−1/2(1+ t + r)[−µ]+, µ >−1/2,
C
(
1+ log 1+α1+t+r
)
, µ=−1/2,
(3.5)
where Ψ (x, y)= 1−a2 x + 1+a2 y.
For the proof of Lemmas 3.1 and 3.2 see [7,8,11,14–16], while Lemmas 3.3, 3.4, 3.5
can be easily obtained one from the other using integration by parts and suitable change of
variable.
Lemma 3.6. Consider α  0, µ ∈R and C > 0, then
0∫
−α
(
C + log
(
1+ α
1− σ
))µ
dσ  C0(1+ α), (3.6)
for a positive constant C0.
Proof. We have
0∫
−α
(
C + log
(
1+ α
1− σ
))µ
dσ =−
0∫
−α
(1− σ)′
(
C + log
(
1+ α
1− σ
))µ
dσ
and using integration by parts
0∫ (
C + log
(
1+ α
1− σ
))µ
dσ−α
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−α
(
C + log
(
1+ α
1− σ
))µ−1
dσ
 (1+ α)C +µ
0∫
−α
(
C + log
(
1+ α
1− σ
))µ−1
dσ  C0(1+ α),
where we obtain the last step by induction and since
µ
0∫
−α
dσ  C(α + 1). ✷
Lemma 3.7. Let 0 α  t + r , α0 = a−11+a α, µ ∈ R and Ψ (x, y)= 1−a2 x + 1+a2 y , then thefollowing inequalities hold
α0∫
−α
(
1+ log
(
1+Ψ (β,α)
1−Ψ (α,β)
))µ
dβ  C(1+ α), (3.7)
α∫
α0
(
1+ log
(
1+Ψ (β,α)
1+Ψ (α,β)
))µ
dβ  C(1+ α), (3.8)
for a positive constant C.
Proof. We observe that
α0∫
−α
(
1+ log
(
1+Ψ (β,α)
1−Ψ (α,β)
))µ
dβ
=
α0∫
−α
−2(1−Ψ (α,β))′
1+ a
(
1+ log
(
1+Ψ (β,α)
1−Ψ (α,β)
))µ
dβ,
then we can integrate by parts obtaining
α0∫
−α
(
1+ log
(
1+Ψ (β,α)
1−Ψ (α,β)
))µ
dβ
 2
1+ a (1+ aα)+µ
α0∫
−α
(
1−Ψ (α,β))(1+ log(1+Ψ (β,α)
1−Ψ (α,β)
))µ−1
×
(
(1− a)/(1+ a)
1+Ψ (β,α) +
1
1−Ψ (α,β)
)
dβ.
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1+Ψ (β,α)= 1+ 1− a
2
β + 1+ a
2
α  1− 1− a
2
α + 1+ a
2
α
 1− 1− a
2
α − 1+ a
2
β = 1−Ψ (α,β),
hence
1
1−Ψ (α,β) 
1
1+Ψ (β,α)
and
α0∫
−α
(
1+ log
(
1+Ψ (β,α)
1−Ψ (α,β)
))µ
dβ  C0(1+ α)+µ
α0∫
−α
(
1−Ψ (α,β))
×
(
1+ log
(
1+Ψ (β,α)
1−Ψ (α,β)
))µ−1
×
(
2
1+ a
)
1
1−Ψ (α,β) dβ
 C(1+ α);
when a > 1 it results
α0∫
−α
(
1+ log
(
1+Ψ (β,α)
1−Ψ (α,β)
))µ
dβ
 C0(1+ α)+µ
α0∫
−α
(
1+ log
(
1+Ψ (β,α)
1−Ψ (α,β)
))µ−1
dβ C(1+ α).
In order to prove (3.8) we observe that
1+Ψ (β,α) 2m0(1+ α),
where m0 = max{1, a}, hence we have
α∫
α0
(
1+ log
(
1+Ψ (β,α)
1+Ψ (α,β)
))µ
dβ 
α∫
α0
(
1+ log
(
2m0(α + 1)
1+Ψ (α,β)
))µ
dβ
=
α∫
α0
(
C0 + log
(
1+ α
1+Ψ (α,β)
))µ
dβ. (3.9)
Moreover we have
α∫ (
C0 + log
(
1+ α
1+Ψ (α,β)
))µ
dβ  C1(1+ α), (3.10)α0
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α∫
α0
(
C0 + log
(
1+ α
1+Ψ (α,β)
))µ
dβ = 2
1+ a
0∫
−α
(
C0 + log
(
1+ α
1− σ
))µ
dσ
and then, we can use Lemma 3.6.
Putting together (3.9) and (3.10) we get (3.8). ✷
Proposition 3.1. Let a > 0, T > 0 and F ∈ C(R2 × [0, T )) and set r = |x|. If k ∈ R and
µ ∈ R, we have for (x, t) ∈ R2 × [0, T )∣∣L1(F )(x, t)∣∣CΦk(r, t)Ψµ(t + r) sup
(y,s)∈R2×[0,T )
{|y|1/2(1+ s + |y|)1+k
× (1+ ∣∣|y| − as∣∣)1+µ∣∣F(y, s)∣∣}. (3.11)
Proof. We have∣∣∣∣∣
∫
|ω|=1
F(x + ρω, s) dSω
∣∣∣∣∣M(F ; z)
∫
|ω|=1
dSω
λ1/2z(λ, s)
where λ= |x + ρω| and applying Lemma 3.1 we get∫
|ω|=1
dSω
λ1/2z(λ, s)
= 2ω1
ρ+r∫
|ρ−r |
λ1/2h(λ,ρ, r)
z(λ, s)
dλ.
Hence, denoting by I (z)(r, t) the following integral
I (z)(r, t)= 2
π
t∫
0
ds
t−s∫
0
ρ dρ√
(t − s)2 − ρ2
ρ+r∫
|ρ−r |
λ1/2h(λ,ρ, r)
z(λ, s)
dλ,
it results∣∣L1(z)(x, t)∣∣M(F ; z)I (z)(r, t). (3.12)
Changing the order of the integrals we have
I (z)(r, t)= I1(z)(r, t)+ I2(z)(r, t),
where
I1(z)(r, t)=
t∫
0
ds
t−s+r∫
|t−s−r |
K1(λ, r, t − s)
z(λ, s)
dλ,
I2(z)(r, t)= φ(r, t)
t−r∫
ds
t−s−r∫
K2(λ, r, t − s)
z(λ, s)
dλ,0 0
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π
√
λ
t∫
|λ−r |
ρh(λ,ρ, r)√
t2 − ρ2 dρ,
K2(λ, r, t)= 2
π
√
λ
λ+r∫
|λ−r |
ρh(λ,ρ, r)√
t2 − ρ2 dρ,
φ(r, t)=
{
0, 0 t  r,
1, t > r.
In order to prove (3.11) we take
z(λ, s)= zkµ(λ, s)= (1+ s + λ)1+k
(
1+ |λ− as|)1+µ,
with a > 0, k,µ ∈ R. We make a change of variables{
α = λ+ s,
β = λ− s, (3.13)
obtaining
I1(z)(r, t)= 12
t+r∫
|t−r |
(1+ α)−1−k dα
α∫
r−t
(
1+ ∣∣Ψ (α,β)∣∣)−1−µK1 dβ
and
I2(z)(r, t)= 12φ(r, t)
t−r∫
0
(1+ α)−1−k dα
α∫
−α
(
1+ ∣∣Ψ (α,β)∣∣)−1−µK2 dβ
where
Ψ (α,β)= 1− a
2
α + 1+ a
2
β.
In order to continue our proof we need the following lemma.
Lemma 3.8. Let t − r < α < t + r and β > r − t , with α and β defined as in (3.13), then
the following inequality holds
K1(λ, r, t − s)
√
α√
β + r + t√α + r − t for α  β. (3.14)
Moreover, let −β < α < t − r , then the following inequality holds
K2(λ, r, t − s)
√
α√
t − r − α√t + r + β for α  β. (3.15)
Proof. For the proof of this lemma see [7]. ✷
Now we are able to continue the proof of Proposition 3.1. At first we consider the
integral I1(z)(r, t). Using (3.14) we have
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1
2
t+r∫
|t−r |
(1+ α)−1/2−k(α+ r − t)−1/2 dα
×
α∫
r−t
(
1+ ∣∣Ψ (α,β)∣∣)−1−µ(β + r + t)−1/2 dβ.
We set
V1(α)≡
α∫
−α
(
1+ ∣∣Ψ (α,β)∣∣)−1−µ(β + r + t)−1/2 dβ
=
(
2
1+ a
)1/2 α∫
−aα
(
1+ |σ |)−1−µ(σ +Ψ (−α, t + r))−1/2 dσ.
Using Lemma 3.5, since 0 α < t + r we have
V1(α)

C(1+ t + r)−1/2+[−µ]+, µ >−1/2,
C(1+ t + r)−1/2−µ, µ <−1/2,
C
(
1+ log 1+α1+t+r
)
, µ=−1/2,
and then
V1(α)C(1+ t + r)−µΨµ(t + r). (3.16)
Applying Lemma 3.3 to the following integral
t+r∫
|t−r |
(1+ α)−1/2−k(α+ r − t)−1/2 dα
we obtain the following estimate for I1
I1(z)(r, t) CΨµ(t + r)Φk(r, t). (3.17)
Now we consider the integral I2(z)(r, t), when t > r. Using (3.15), we have
I2(z)(r, t)
1
2
t−r∫
0
(1+ α)−1/2−k(t − r − α)−1/2 dα
×
α∫
−α
(
1+ ∣∣Ψ (α,β)∣∣)−1−µ(β + r + t)−1/2 dβ.
Hence, applying Lemma 3.4 to the α-integral, we have
t−r∫
(1+ α)−1/2−k(t − r − α)−1/2 dα0
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
C
(
1+ (1+ |t − r|)−k), k < 0,
C
(
1+ |t − r|)−1/2(1+ |t − r|)[1/2−k]+, k > 0,
C
(
1+ log 11+|t−r |
)
, k = 0,
and recalling (3.16) we get
I2(z)(r, t) CΨµ(t + r)Φk(r, t). (3.18)
Putting together (3.12), (3.17) and (3.18) we end the proof. ✷
Proposition 3.2. Let a > 0, T > 0 and F ∈ C(R2 × [0, T )) and set r = |x|. If k ∈ R and
0 <µ 1, we have for (x, t) ∈ R2 × [0, T )∣∣L1(F )(x, t)∣∣CΦk(r, t) sup
(y,s)∈R2×[0,T )
{|y|1/2(1+ s + |y|)1+k+µ
× (1+ ∣∣|y| − as∣∣)1−µ∣∣F(y, s)∣∣}. (3.19)
Proof. As in the proof of Proposition 3.1 we apply Lemma 3.1 and change the order of the
integrals, but this time we choose
z(λ, s)= zkµ(λ, s)= (1+ s + λ)1+k+µ
(
1+ |λ− as|)1−µ,
for a > 0, 0<µ 1, k ∈ R. We change the variable as in (3.13) obtaining
I1(z)(r, t)= 12
t+r∫
|t−r |
(1+ α)−1−k−µ dα
α∫
r−t
(
1+ ∣∣Ψ (α,β)∣∣)−1+µK1 dβ
and
I2(z)(r, t)= 12φ(r, t)
t−r∫
0
(1+ α)−1−k−µ dα
α∫
−α
(
1+ ∣∣Ψ (α,β)∣∣)−1+µK2 dβ.
Using (3.14) and (3.15) we get
I1(z)(r, t)
1
2
t+r∫
|t−r |
(1+ α)−1/2−k−µ(α + r − t)−1/2 dα
×
α∫
r−t
(
1+ ∣∣Ψ (α,β)∣∣)−1+µ(β + r + t)−1/2 dβ
and
I2(z)(r, t)
1
2
φ(r, t)
t−r∫
0
(1+ α)−1/2−k−µ(t − r − α)−1/2 dα
×
α∫ (
1+ ∣∣Ψ (α,β)∣∣)−1+µ(β + r + t)−1/2 dβ.
−α
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Ii(r, t)C(1+ r + t)−1/2
×

(1+ t + r)−k, k < 0,(
1+ log( 1+t+r1+|t−r |)), k = 0,(
1+ |t − r|)−k, k > 0 if r  t,(
1+ |t − r|)−1/2(1+ |t − r|)[1/2−k]+, k > 0 if r < t,
for i = 1,2. For this end, thanks to Lemmas 3.3 and 3.4, it suffices to prove
J (α)=
α∫
−α
(1+ |Ψ(α,β)|)−1+µ√
t + r + β dβ  C
(1+ α)µ√
1+ t + r , (3.20)
for 0 < α < t + r and
J˜ (α)=
α∫
r−t
(1+ |Ψ (α,β)|)−1+µ√
t + r + β dβ  C
(1+ α)µ√
1+ t + r , (3.21)
for |t − r|< α < t + r. When 0 < t + r  1, since µ 1, we have
J (α)
α∫
−α
1√
t + r + β dβ  2
√
2,
for 0 < α < t + r , hence (3.20) holds. On the other hand, when t + r  1, putting
σ = Ψ (α,β), we obtain the following identity
J (α)=
√
2
1+ a
( −aα/2∫
−aα
(1+ |σ |)−1+µ√
σ +Ψ (−α, t + r) dσ +
α∫
−aα/2
(1+ |σ |)−1+µ√
σ +Ψ (−α, t + r) dσ
)
.
For the first term we have√
2
1+ a
−aα/2∫
−aα
(1+ |σ |)−1+µ√
σ +Ψ (−α, t + r) dσ
 C(1+ α)−1+µ
−aα/2∫
−aα
1√
σ +Ψ (−α, t + r) dσ, (3.22)
while for the second term we have
α∫
−aα/2
(1+ |σ |)−1+µ√
σ +Ψ (−α, t + r) dσ C
1√
t + r + 1
α∫
−aα/2
(
1+ |σ |)−1+µ dσ. (3.23)
Solving the integrals it is easy to obtain the required estimate (3.20). Noting that
J˜ (α) J (α), for α > |t − r|,
and using the proof of (3.20) corresponding cases, we get (3.21) directly. ✷
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and δ  0, we have for (x, t) ∈ R2 × [0, T )∣∣L1(F )(x, t)∣∣C(1+ r + t)−δΦk(r, t)
× sup
(y,s)∈R2×[0,T )
{
|y|1/2(1+ s + |y|)2+k+δ
×
(
log
1+ as + |y|
1+ ||y| − as| + 1
)−µ∣∣F(y, s)∣∣}. (3.24)
Proof. As in the proof of Proposition 3.1 we apply Lemma 3.1 and change the order of the
integrals, but this time we choose
z(λ, s)= zkµ(λ, s)= (1+ s + λ)2+k+δ
(
1+ log 1+ as + λ
1+ |λ− as|
)−µ
,
for a > 0, µ 0, k ∈R and δ  0 and we change the variable as in (3.13) obtaining
I1 = 12
t+r∫
|t−r |
(1+ α)−2−k−δ dα
α∫
r−t
(
1+ log
(
1+Ψ (β,α)
1+ |Ψ(α,β)|
))µ
K1 dβ
and
I2 = 12φ(r, t)
t−r∫
0
(1+ α)−2−k−δ dα
α∫
−α
(
1+ log
(
1+Ψ (β,α)
1+ |Ψ (α,β)|
))µ
K2 dβ.
It suffices to show that for i = 1,2
Ii(r, t)

C(1+ r + t)−δ−1/2(1+ t + r)−k, k < 0,
C
(
1+ log( 1+t+r1+|t−r |)), k = 0,
C(1+ r + t)−δ−1/2(1+ |t − r|)−k, k > 0 if r  t,
C(1+ r + t)−δ−1/2(1+ |t − r|)−1/2
× (1+ |t − r|)[1/2−k]+, k > 0 if r < t.
Using (3.14) and (3.15) we have
I1 
1
2
t+r∫
|t−r |
(1+ α)−3/2−k−δ√
α + r − t dα
α∫
r−t
(
1+ log( 1+Ψ (β,α)1+|Ψ (α,β)|))µ√
β + r + t dβ
and
I2 
1
2
φ(r, t)
t−r∫
0
(1+ α)−3/2−k−δ√
t − r − α dα
α∫
−α
(
1+ log( 1+Ψ (β,α)1+|Ψ (α,β)|))µ√
β + r + t dβ.
We note that if
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α∫
−α
(1+ log((1+Ψ (β,α))/(1+ |Ψ(α,β)|)))µ√
β + r + t dβ
 C (1+ α)√
1+ t + r , (3.25)
for 0 < α < t − r , and
W˜ (α)≡
α∫
r−t
(1+ log((1+Ψ (β,α))/(1+ |Ψ (α,β)|)))µ√
β + r + t dβ
 C (1+ α)√
1+ t + r , (3.26)
for |t − r| α  t + r , then using Lemmas 3.4 and 3.3, we obtain the needed estimates.
In order to prove (3.25) we put for 0 < α < t − r
W1(α)≡
α∫
α0
(1+ log((1+Ψ (β,α))/(1+Ψ (α,β))))µ√
β + r + t dβ
and
W2(α)≡
α0∫
−α
(1+ log((1+Ψ (β,α))/(1−Ψ (α,β))))µ√
β + r + t dβ,
where
α0 ≡ a − 11+ a α.
When 0 < t + r  1, by integration by parts and using (3.7) and (3.8), we obtain (3.25).
When t + r  1, we have
W1(α)=
α∫
α0
(
1+ log
(
1+Ψ (β,α)
1+Ψ (α,β)
))µ
(β + r + t)−1/2 dβ
C(1+ t + r)−1/2
α∫
α0
(
1+ log
(
1+Ψ (β,α)
1+Ψ (α,β)
))µ
dβ,
since
β + r + t  α0 + r + t
and, if 0< a < 1, we have
a − 1
a + 1α + r + t 
a − 1
a + 1 (t + r)+ t + r 
a
a + 1 (t + r + 1),
while, if a > 1, we get
a − 1
α + t + r  t + r > 1 (1+ t + r).a + 1 2
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W1(α) C
(1+ α)√
1+ t + r .
On the other hand,
W2(α)
α0∫
−α
(
C + log
(
1+ α
1−Ψ (α,β)
))µ
(β + r + t)−1/2 dβ
and, changing the variable
Ψ (α,β)= σ,
we have
W2(α)
√
2
1+ a
0∫
−aα
(
C + log
(
1+ α
1− σ
))µ(
σ +Ψ (−α, t + r))−1/2 dσ
=
√
2
1+ a
−aα/2∫
−aα
(
C + log
(
1+ α
1− σ
))µ(
σ +Ψ (−α, t + r))−1/2 dσ
+
√
2
1+ a
0∫
−aα/2
(
C + log
(
1+ α
1− σ
))µ(
σ +Ψ (−α, t + r))−1/2 dσ.
(3.27)
For the first term of RHS of (3.27) we get
−aα/2∫
−aα
(
C + log
(
1+ α
1− σ
))µ(
σ +Ψ (−α, t + r))−1/2 dσ

(
C + log
(
1+ α
1+ aα/2
))µ −aα/2∫
−aα
(
σ +Ψ (−α, t + r))−1/2 dσ
 C
−aα/2∫
−aα
(
σ +Ψ (−α, t + r))−1/2 dσ.
This last integral can be computed and estimated as follows
−aα/2∫
−aα
(
σ +Ψ (−α, t + r))−1/2 dσ
= 2
(√
−a α+Ψ (−α, t + r)−√−aα+Ψ (−α, t + r))
2
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 aα√−aα/2+Ψ (−α, t + r) C
(1+ α)√
1+ t + r ,
using the fact that
−a
2
α +Ψ (−α, t + r)= 1
2
(t + r − α)+ a
2
(t + r) a
2
(t + r).
For the second term of RHS of (3.27) we have
0∫
−aα/2
(
C + log
(
1+ α
1− σ
))µ(
σ +Ψ (−α, t + r))−1/2 dσ

√
2
a
(t + r)
0∫
−aα/2
(
C + log
(
1+ α
1− σ
))µ
dσ  C 1+ α√
1+ t + r ,
using Lemma 3.6 and the following lower bound
σ +Ψ (−α, t + r)−a
2
α +Ψ (−α, t + r) a
2
(t + r).
In order to prove the inequality (3.26) it suffices to observe that
W˜ (α)W(α) for α  |t − r|. ✷
Corollary 3.1. Let A > 0, c > 0, c′ > 0, 3 < p  q and w ∈ C(R2 × [0, T )). Suppose
that w(x, t) satisfies∣∣w(x, t)∣∣AΦp∗(|x|, ct) for (x, t) ∈R2 × [0, T ), (3.28)
and that k and p∗ satisfy either
k  q∗, k < q∗ + β and p∗  0, (3.29)
or
k < q∗, k  q∗ + β and 0 p∗  1
2
, (3.30)
with β = p∗q − 1, then we have∣∣Lc′(|w|q)(x, t)∣∣ C1AqΦk(|x|, c′t), for (x, t) ∈R2 × [0, T ), (3.31)
where Φk(r, t) was defined in (2.2).
Proof. Assume that (3.29) holds, then we can choose µ such that
0 <µ< q∗ + β − k, if p∗  1
2
,
0 <µ< q∗ + β − k −
(
p∗ − 1
)
q, if p∗ > 1 . (3.32)2 2
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|x|1/2(1+ t + |x|)1+k(1+ ∣∣ct − |x|∣∣)1+µ|w|q  CAq.
Now applying Proposition 3.1 with F = |w|q and µ> 0 we obtain (3.31), recalling (3.1).
On the other hand, when k  q∗ + β and p∗  1/2 we can choose µ  1 such that
0 <µ< q∗ − k. Using (3.28) and since q∗ + β − k  0, we have for (x, t) ∈R2 × [0, T )
|x|1/2(1+ t + |x|)1+k+µ(1+ ∣∣ct − |x|∣∣)1−µ|w|q  CAq.
Therefore applying Proposition 3.2 with F = |w|q we get (3.31), recalling (3.1). ✷
Corollary 3.2. Let A> 0, c > 0, c′ > 0, 3 <p  q and w ∈ C(R2 × [0, T )). Suppose that
w(x, t) satisfies∣∣w(x, t)∣∣AΦν(|x|, c′t) for (x, t) ∈R2 × [0, T ), (3.33)
then, if ν > 0, we have for (x, t) ∈R2 × [0, T ) with |x|mt +R∣∣Lc(|w|p)(x, t)∣∣{Φp∗(|x|, ct)}−1  C1ApΨpν−1(T ), (3.34)
while, if ν  0, we have for (x, t) ∈R2 × [0, T ) with |x|mt +R∣∣Lc(|w|p)(x, t)∣∣{Φp∗(|x|, ct)}−1  C1Ap(1+ T )1−pν. (3.35)
Proof. In order to prove (3.34) we apply Proposition 3.1 with F = |w|p , k = p∗ > 0
and putting µ = pν − 1 if 0 < ν  1/2 and µ = p/2 − 1 if ν > 1/2. Using (3.33)
and recalling (3.1) we obtain the thesis. While we obtain (3.35) by Proposition 3.3 with
F = |w|p, k = p∗ > 0 and δ = pν − 1 0. If we put µ= p when ν = 0 and µ= 0 when
ν < 0, we can conclude the proof using (3.33) and (3.1). ✷
Proof of Lemma 2.1. For the proof of (2.3) and (2.4), see [6]. In order to prove (2.5) we
apply Corollary 3.2, since (2.4) holds. We obtain∣∣Lc(|v0|p)(x, t)∣∣{Φp∗(r, ct)}−1 MεpΨp/2−1(T )
and then∣∣Ec ∗ |v˜0|p(x, t)∣∣Φp∗(r, ct)Mεp.
The proof of (2.6) is analogous. ✷
4. A priori estimates
Let (u, v) ∈W(R2 × (−∞, T )) be a solution of (2.1) such that u,v ∈ C2(R2 × [0, T )).
We put
w1 ≡ Lc
(|v|p)= u− u0, w2 ≡ L1(|u|q)= v − v0. (4.1)
The aim of this section is to establish upper bounds for w1 and w2 provided the following
inequality holds∣∣w1(x, t)∣∣ 2p+1MεpΦp∗(|x|, ct) for (x, t) ∈ R2 × [0, T ), (4.2)
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proof of Theorem 1.1, that will be show at the end of this section. We observe that if fj
and gj satisfy (1.7), then
u(x, t)= v(x, t)= 0, for |x| c˜t +R, 0 t  T ,
therefore we get
suppw1 ∪ suppw2 ⊂
{|x| c˜t +R} (4.3)
and from (2.5) and (2.6) we have for (x, t) ∈R2 × [0,∞)∣∣w1(x, t)∣∣ 2p−1{MεpΦp∗(|x|, t)+ ∣∣Lc(|w2|p)(x, t)∣∣} (4.4)
and ∣∣w2(x, t)∣∣ 2q−1{MεqΦq∗(|x|, t)+ ∣∣L1(|w1|p)(x, t)∣∣}. (4.5)
Proposition 4.1. Assume that Γ > 0, 3 <p  q and that k satisfies
0 < k  q∗, 1
p
< k < q∗ + β, k < 1
2
. (4.6)
Let w1 and w2 be as in (4.1) and suppose that (4.2) holds. Then there exists a number
ε0 = ε0(p, q, c,M) such that for 0 < ε  ε0 and (x, t) ∈ R2 × [0, T ) the following
inequalities hold∣∣w2(x, t)∣∣ 2qMεqΦk(|x|, t) (4.7)
and ∣∣w1(x, t)∣∣ 2pMεpΦp∗(|x|, ct). (4.8)
Proof. Let ε0 be a constant such that 0 < ε  1 and
2q(p+1)C1Mqεq(p−1)0 M, 2
pqC1M
pε
p(q−1)
0 M, (4.9)
where C1 is the constant in Corollary 3.1. Since k satisfies (3.29) and w1(x, t) satisfies
(3.28) we can apply Corollary 3.1 with c′ = 1 and we obtain that∣∣L1(|w1|q)(x, t)∣∣ C1(2p+1Mεp)qΦk(|x|, t).
Therefore, using (4.5) and (4.9), we have (4.7) for 0 < ε  ε0.
On the other hand, w2 satisfies (3.33) with ν = k, then thanks to Corollary 3.2 we have
that for (x, t) ∈R2 × [0, T ) with |x| c˜t +R∣∣Lc(|w2|p)(x, t)∣∣ C1(2qMεq)pΨpk−1(T )Φp∗(|x|, ct).
Therefore, using (4.4) and (4.9) and observing that pk − 1 > 0, we have (4.8) for 0 <
ε  ε0. ✷
Remark 4.1. It is possible to find a number k satisfying (4.6). Indeed, Γ > 0 and p > 0
imply q∗ + β > 1/p. Moreover, p  q gives α  β and hence β  Γ/(p + 1) α, thus
1/p < q∗.
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as in (4.1) and suppose that (4.2) holds. Then there exists a positive constant C∗ =
C∗(p, c,M,R) such that for (x, t) ∈R2 × [0, T ) the following inequalities hold∣∣w2(x, t)∣∣ 2pMεpΦp∗(|x|, ct) (4.10)
and ∣∣w1(x, t)∣∣ 2pMεpΦp∗(|x|, ct), (4.11)
provided
εp(p−1)
(
1+ log(1+ T )) C∗. (4.12)
Proof. Let C∗ be a constant such that
C12p(p+1)MpC∗ M, (4.13)
where C1 is the constant in Corollary 3.2. Since (4.2) holds we have that w1 satisfies (3.33)
with A= 2p+1Mεp and then, since pp∗ − 1 = 0, we get∣∣L1(|w1|p)(x, t)∣∣{Φp∗(|x|, ct)}−1  C1(2p+1Mεp)p(1+ log(1+ T )). (4.14)
Moreover (4.12) and (4.13) imply that the RHS of (4.14) is estimated by Mεp and, then,
by (4.5) we get (4.10).
In order to prove (4.11) it suffices to apply Corollary 3.1(ii) to w2(x, t) and then use
(4.4). ✷
Proposition 4.3. Assume that Γ < 0 or Γ = 0 and 3 < p < q. Let w1 and w2 be
as in (4.1) and suppose that (4.2) holds. Then there exist two positive constants C∗ =
C∗(p, q, c,M,R) and ε0 = ε0(p, q, c,M,R) such that we have for 0 < ε  ε0 and
(x, t) ∈ R2 × [0, T )∣∣w2(x, t)∣∣ 2qMεqΦq∗+β(|x|, t), (4.15)∣∣w1(x, t)∣∣ 2pMεpΦp∗(|x|, ct), (4.16)
provided
εp(pq−1)ΨΓ (T ) C∗. (4.17)
Proof. Let ε0 (0< ε0  1) and C∗ be positive constants such that
2q(p+1)C1Mqεq(p−1)0 M, C12
pqMpC∗ M. (4.18)
We note that Γ  0 implies p∗  1/2. Therefore, since (4.2) holds, we apply Corollary 3.1
with k = q∗ + β and c′ = 1 obtaining∣∣L1(|w1|q)(x, t)∣∣ C1(2p+1Mεp)qΦq∗+β(|x|, t).
Using (4.5) and (4.18) we have (4.15) for 0< ε  ε0, since
Φq∗
(|x|, t)Φq∗+β(|x|, t) for β < 0.
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3.2 with ν = q∗ + β obtaining∣∣Lc(|w2|p)(x, t)∣∣Φp∗(|x|, ct)C1(2qMεq)p(1+ log(1+ T )).
Next we suppose Γ < 0. Applying now Corollary 3.2 we have∣∣Lc(|w2|p)(x, t)∣∣Φp∗(|x|, ct)C1(2qMεq)p(1+ T )−Γ .
In both the case, by (4.4), (4.17) and (4.18) we obtain that (4.16) holds for 0 < ε  ε0. ✷
Proof of Theorem 1.1. We denote by T0(ε) the supremum of all T > 0 such that there is
a unique C2 solution (u, v) in R2 × [0, T ) satisfying for (x, t) ∈R2 × [0, T )∣∣w1(x, t)∣∣ 2p+1MεpΦp∗(r, ct)
where M is the constant in Lemma 2.1 and r = |x|. By the local existence theorem and the
finite speed of propagation we have that 0 < T0(ε) T ∗(ε).
First we consider the case Γ > 0. We suppose T ∗(ε) <+∞. By the definition of T0(ε)
and by (4.1) we have∣∣u(x, t)∣∣ CεΦp∗(r, ct) (4.19)
for (x, t) ∈R2 × [0, T0(ε)). Taking k as in (4.6), we obtain by Proposition 4.1∣∣w2(x, t)∣∣ 2qMεqΦk(r, t),
hence, we have from (4.1)∣∣v(x, t)∣∣ CεΦk(r, t). (4.20)
Since (4.19) and (4.20) hold, Theorem 2.2 says that T0(ε) < T ∗(ε) therefore, from the
definition of T0(ε), we have that there exists x0 ∈R2 such that∣∣w1(x0, t)∣∣ 2p+1MεpΦp∗(|x0|, ct) (4.21)
for t ∈ [T0(ε), T ∗(ε)). On the other hand, we get from Proposition 4.1∣∣w1(x, t)∣∣ 2pMεpΦp∗(r, ct) (4.22)
provided
2pqC1Mpεpq Mεp,
where C1 is the constant in Corollary 3.1. But (4.22) implies that (4.21) does not hold: a
contradiction.
In order to prove the other cases, we observe that it is suffices to show that (1.9)
through (1.11) hold with T ∗(ε) replaced by T0(ε).
Now we consider the case Γ = 0 and p = q. By Proposition 4.2 there exists a constant
C∗ > 0 such that for (x, t) ∈R2 × [0, T )∣∣w2(x, t)∣∣ 2pMεpΦp∗(r, ct) (4.23)
and ∣∣w1(x, t)∣∣ 2pMεpΦp∗(r, ct) (4.24)
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εp(p−1)
(
1+ log(1+ T )) C∗. (4.25)
We consider
T1(ε)= exp
(
C∗ε−p(p−1) − 1)− 1,
and we suppose that T0(ε) < T1(ε). Since T1(ε) satisfies (4.25), we have that (4.23)
and (4.24) hold for (x, t) ∈R2 × [0, T1(ε)), therefore,∣∣u(x, t)∣∣ CεΦp∗(r, ct), ∣∣v(x, t)∣∣ CεΦq∗(r, ct)
and by Theorem 2.2 we get that
T0(ε) < T
∗(ε).
Moreover, from (4.24) we obtain a sharper estimate than (4.2). Thus we have a contra-
diction and then T0(ε) T1(ε).
Using Proposition 4.3, we obtain (1.9) and (1.11) in a similar way. ✷
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