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Pattern Recognition Using Invariants Defined
from Higher Order Spectra: 2-D Image Inputs
Vinod Chandran, Member, IEEE, Brett Carswell, Boualem Boashash, Senior Member, IEEE,
and Steve Elgar, Member, IEEE
Abstract—A new algorithm for extracting features from images
for object recognition is described. The algorithm uses higher
order spectra to provide desirable invariance properties, to pro-
vide noise immunity, and to incorporate nonlinearity into the
feature extraction procedure thereby allowing the use of simple
classifiers. An image can be reduced to a set of one-dimensional
(1-D) functions via the Radon transform, or alternatively, the
Fourier transform of each 1-D projection can be obtained from
a radial slice of the two-dimensional (2-D) Fourier transform
of the image according to the Fourier slice theorem. A triple
product of Fourier coefficients, referred to as the deterministic
bispectrum, is computed for each 1-D function and is integrated
along radial lines in bifrequency space. Phases of the integrated
bispectra are shown to be translation- and scale-invariant. Rota-
tion invariance is achieved by a regrouping of these invariants
at a constant radius followed by a second stage of invariant
extraction. Rotation invariance is thus converted to translation
invariance in the second step. Results using synthetic and actual
images show that isolated, compact clusters are formed in feature
space. These clusters are linearly separable, indicating that the
nonlinearity required in the mapping from the input space to
the classification space is incorporated well into the feature
extraction stage. The use of higher order spectra results in
good noise immunity, as verified with synthetic and real images.
Classification of images using the higher order spectra-based
algorithm compares favorably to classification using the method
of moment invariants.
I. INTRODUCTION
HIGHER ORDER spectra [1]–[3] were introduced asspectral representations of cumulants or moments of
ergodic processes, and are useful in the identification of
nonlinear and non-Gaussian random processes, as well as
deterministic signals [4]–[6]. Higher order spectral representa-
tions of real-valued deterministic signals may be expressed as
products of Fourier coefficients at component frequencies and
the conjugate of the Fourier coefficient at the sum frequency.
For example, the bispectrum, , of a real-valued
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sequence, , may be defined by
(1)
where is the discrete-time Fourier transform of the
sequence at frequency . If the sequence is random,
an average of the deterministic bispectra for the set of re-
alizations serves as an estimate of the bispectrum for the
random sequence. The term higher order spectrum is used
here to represent the deterministic or the averaged estimate,
depending on the context. Higher order spectra have been
used in image reconstruction [5], pattern recognition [6]–[8],
image restoration [9], and edge detection [10]. The use of
higher order spectra for feature extraction is motivated by the
following.
1) Higher order spectra retain both amplitude and phase
information from the Fourier transform of a signal,
unlike the power spectrum. The phase of the Fourier
transform contains important shape information [11].
2) For one-dimensional (1-D) patterns, the Fourier phase is
a shape-dependent nonlinear function of the frequency,
and higher order spectra can extract this information.
3) Finite-length patterns that are symmetric about their
centers of support have a Fourier phase that is a linear
function of frequency. Therefore, the shape information
resides in the Fourier magnitudes. However, the Fourier
magnitude for positive frequencies is an asymmetric
function whose shape is related to the shape of the
original input. Therefore, higher order spectra can still
be used to extract features indirectly from Fourier mag-
nitudes.
4) Higher order spectra are translation invariant because
linear phase terms are cancelled in the products of
Fourier coefficients that define them. Functions that can
serve as features for pattern recognition can be defined
from higher order spectra that satisfy other desirable
invariance properties such as scaling, amplification, and
rotation invariance.
5) Higher order spectra are zero for Gaussian noise and,
thus, provide high noise immunity to features.
6) Multidimensional signals can be decomposed into 1-D
projections. Transformations such as shift, scaling, or
rotation of the multidimensional signal can be related to
shift or scaling of the projections. Higher order spectral
features derived from the projections can be used to
1057–7149/97$10.00  1997 IEEE
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Fig. 1. Region of computation of the bispectrum. Features are obtained by
integrating the complex bispectrum along a radial line with slope = a (dashed
line). The phase of this integral is translation and scale invariant.
derive invariant features for the multidimensional signal
as demonstrated in the present study.
A global feature extraction method based on higher order
spectral information that extracts shift, scale, and rotation
invariant features is described in this paper. It permits the use
of simple classifiers because most of the nonlinearity required
in the mapping from the input space to the classification space
is incorporated into the feature extraction stage. The new
algorithm uses information in the deterministic bispectrum [4]
or, equivalently, third-order correlations of the input, and is
robust to additive Gaussian noise.
Other correlation-based [12]–[14] and higher-order-
correlation-based methods [7] have been proposed that use
matched filtering in the correlation domain or normalized
energies in a higher order spectral domain representation.
Matched filters fail to satisfy all the desired invariance
properties. Normalized energies in higher order spectral
representations discard shape-dependent information that is
potentially useful for classification. The algorithm proposed
here is designed to obtain greater sensitivity to shape by
exploiting the structure in the bispectral domain.
The paper is organized as follows. Section II presents the
algorithm for invariant feature extraction from 1-D sequences
and Section III extends the algorithm to two-dimensional
(2-D) images. Test results on bilevel synthetic and grey-
scale images of simple machine tools and parts are presented
in Section IV. The new higher order spectra-based image
classification algorithm is compared to both the method of
moment invariants and the Universida de Nova de Lisboa
(UNL) [15] transform in Section V, followed by conclusions
in Section VI.
II. BISPECTRAL INVARIANTS FROM 1-D SEQUENCES
The bispectrum [4] of a 1-D deterministic sequence may
be defined as in (1). It will be assumed that the sequence is
oversampled for all scales of interest such that 0
for , with the frequency normalized by the Nyquist
frequency. The bispectrum is then uniquely defined within the
triangle , as shown in Fig. 1, by
virtue of its symmetry properties.
The bispectrum (1) is a triple product of Fourier coefficients,
and is a complex-valued function of two frequencies, similar to
the power spectrum, , which is a second-
order product of Fourier coefficients and a function of only one
frequency. Unlike the power spectrum, the bispectrum retains
some information about the phase of the Fourier transform
of the sequence. A symmetric sequence of finite extent (or
a shifted version of it) has a Fourier transform whose phase
is a linear function of frequency and, thus, the biphase (the
phase of the bispectrum) is zero. For an asymmetric sequence,
the phase of the Fourier transform is a nonlinear function of
frequency and this nonlinearity is extracted by the biphase.
For example, left and right asymmetric sequences will have
opposite signs for the biphase. These properties form a basis
for the use of the bispectrum in extracting features from
1-D patterns. Additionally, parameters can be defined from
the bispectrum that are invariant to translation, scaling, DC-
shifting, and amplification. In particular, the phase of the
integrated bispectrum along a radial line of slope (see Fig. 1)
satisfies these properties. Parameters
(2)
where
(3)
for , can serve as features for 1-D patterns. The
variables and refer to the real and imaginary parts
of the integrated bispectrum, respectively, and .
It has been shown [6] that these parameters satisfy the de-
sired invariance properties. Specifically, DC-level invariance
is trivially satisfied because the zero-frequency coefficient is
ignored. Translation invariance is satisfied by the bispectrum
itself because a linear frequency-dependent phase shift in the
Fourier transform coefficients as a result of translation is
cancelled in the triple product in (1). Both the real and the
imaginary parts of the integrated bispectrum are multiplied
by the same real-valued constant upon amplification of the
original sequence, leaving the phase unchanged. Scaling the
original 1-D sequence results in an expansion or contraction
of the Fourier transform that is identical along the and
directions. Thus, the bispectral values along a radial line
in bifrequency space map onto the same line upon scaling.
The real and imaginary parts of the integrated bispectrum
along a radial line are multiplied by identical real-valued
constants upon scaling and therefore the phase of the integrated
bispectrum is unchanged. Different features can be obtained
for different values of , provided the bispectrum has sufficient
structure to it. Fig. 2 shows the procedure for extraction of
invariant parameters from 1-D sequences.
Inputs containing finite-width patterns will not be strictly
bandlimited. The discrete Fourier transforms (DFT’s) of scaled
versions of the input will then no longer be scaled versions
in the frequency domain. Aliasing introduces error into the
parameters , which are then no longer strictly scale
invariant. One method of reducing such error is to use a small
enough sampling interval to reduce aliasing. Alternatively,
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Fig. 2. Direct and indirect methods of computation of invariant parameters
for a 1-D sequence. The indirect method discards phase information but yields
better scale invariance.
a transformation of the input sequence that will be better
bandlimited is sought. One such transformation is the power
spectrum. The Fourier transform of the power spectrum of
the sequence will be the convolution of the sequence with a
reversed version of itself, and will therefore be bandlimited
for sequences with finite number of nonzero values. The
power spectrum, however, cannot be directly used to compute
bispectral invariant parameters because it is an even function
and the biphase is theoretically zero. Therefore, the positive
frequency half of the power spectrum is used to compute
bispectral invariants for the input sequence in an indirect
procedure. It has been shown [6] that this procedure yields
better scale-invariant parameters. DFT magnitudes can be
used in place of the power spectrum [see Fig. 2]. Note that
invariance to translation and DC-shift is provided by this
transformation itself. This indirect procedure discards all the
phase information from the original sequence and, thus, is a
tradeoff to achieve better scale invariance. The consequent
loss of uniqueness in classifying different sequences that
have the same DFT magnitude can be resolved by also
computing parameters by the direct procedure. The DFT
magnitude itself will suffer from aliasing, and DFT magnitudes
of scaled versions of the same input sequence are not exactly
scaled versions of each other. However, this error is much
smaller than the error introduced in the parameters
because of aliasing in the bifrequency domain. The loss of
uniqueness caused by the loss of phase information in the
indirect procedure is not a serious drawback for recognition
of objects from 2-D images because images will be classified
from several 1-D projections and hence, features derived from
different classes can be expected to be different.
Another source of error in the computation of the parameters
is the replacement of the integral in (3) by a summation.
This error can be reduced by zero padding the input before
computing its bispectrum. Although zero padding is not very
useful in power spectral analysis because it only provides
additional values that depend on the window function that
truncates the data, it is useful in recognizing finite-width
patterns because the window function is the pattern itself. By
zero padding the input, the range of scale variation relative
to the total length of the sequences is reduced. Consequently,
the variation in the parameters owing to scaling is also
reduced.
By considering the indirect procedure for invariant feature
extraction (Fig. 2), it can be shown that are sensitive
to changes in the shape of the input 1-D pattern, which is
essential for object recognition. Because any change in the
DFT magnitude affects the power spectrum and vice-versa,
and the relationship is one-to-one, without loss of generality
the power spectrum is used in place of the DFT magnitude
in the following. The process of taking an asymmetric half of
the power spectrum that includes only the positive frequencies
is equivalent to convolving the autocorrelation of the input
with the Fourier inverse of a unit-step function in the time
domain. The second Fourier transform operation in the indirect
procedure yields a complex-valued function with real and
imaginary parts equal to the positive and negative halves of
the autocorrelation of the input and of its Hilbert transform,
respectively. The autocorrelation is the output of a matched
filter to detect the particular input. For deterministic signals in
white Gaussian noise, the matched filter is the optimal filter
for detection. Let be the input pattern with autocorrelation
. A change in the input can be modeled as .
The autocorrelation becomes
. This is a significant change if is large or if the
energy of is comparable to that of . Therefore, the
bispectrum (a function of triple products of the autocorrelation
and its Hilbert transform) will be sensitive to changes in
the shape of the input. If the input pattern is nonnegative,
its autocorrelation will also be nonnegative. Parameters
obtained from the phase of integrals of the bispectrum along
radial lines in bifrequency space (excluding the origin) are
guaranteed to retain this sensitivity provided the changes are
all of the same sign. Changes that add to some parts of the
input and subtract from others may be lost in the integration
step. However, robustness to such changes (often resulting
from noise or degradations) may be desirable. A detailed
analysis of the discriminating power and optimal selection
of the features is under investigation. The feature extraction
procedure for 2-D patterns relies on 1-D projections, and will
retain sensitivity to changes in 2-D shape because they result
in changes to the 1-D patterns.
Features must also be robust to noise. If the noise is
uncorrelated with itself and with the input, its auto- and
cross-correlations will be impulses at the origin. Because the
integration step excludes the origin, the features are
insensitive to such noise. The results presented here are for the
special case of white Gaussian noise. The features incorporate
additional noise immunity owing to the integration in the
bispectral domain as is demonstrated in the simulations. An
analytical treatment including other types of noise will be
presented in another report.
III. FEATURE EXTRACTION FROM 2-D IMAGES
The computation of parameters that satisfy desired invari-
ance properties from one dimensional inputs can be extended
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to two dimensional inputs by using the Radon transform [16]
or parallel beam projections. Let be an image.
Let be the Radon transform of the image, that is, a
set of parallel beam projections of the image at angles with
respect to the horizontal axis. Assume that the projections are
computed at equal increments of angle , or for
0 to 1. The 2-D image is thus reduced to a set of
1-D projections.
It can be readily deduced that
1) a shift in the 2-D image results in a shift in every
projection except for the one parallel to the direction
of the shift;
2) a scale change of the 2-D image in the direction of
projection results in multiplication of the 1-D projection
by a constant;
3) a scale change of the 2-D image perpendicular to the
direction of projection results in a scale change of the
1-D projection; and
4) a rotation of the 2-D image results in a cyclic shift in
the set of projection functions.
Features that are invariant to shift, scaling, or ampli-
fication of the 1-D functions, , will therefore provide a
set of 1-D functions of , which are
cyclically shifted when the image is rotated. Note that the slope
of integration in Fig. 1 is , whereas in the discussion that
follows, denotes an integer and the slope is where
is the number of lines of integration (see Fig. 1). It is assumed
here that the images have a zero background such that there
are no effects at the edges upon rotation or translation.
The Fourier slice theorem [16] states that the Fourier
transform of the projection of an image on to a line is
the 2-D Fourier transform of the image evaluated along
a radial line. Slices of the 2-D Fourier transform can be
used to extract features instead of the Radon transform. This
is computationally more efficient since raster rotations are
avoided. The DC component is ignored and only the positive
frequency half of the DFT magnitude is used to extract the
bispectral features.
The procedure for feature extraction is as follows. An
image, , is Fourier transformed using a 2-D fast Fourier
transform (FFT) routine and the Fourier transform is mapped
onto a polar grid using bilinear interpolation to yield ,
where 0 to and for 0 to 1.
The Fourier transform magnitude along a radial line is zero
padded to form the sequence
(4)
Bispectral invariants are computed for to yield
for 1, 2, The procedure is repeated for different
angles, . To obtain rotation invariance the parameters
are then considered as 1-D sequences for each value of
parameter . An -point DFT is computed for each such
sequence and the magnitude of the Fourier transform for
positive frequencies, including the DC value, is zero padded to
points. Bispectral invariants are then computed for the DFT
magnitude sequences, yielding the set of features, , for
1, and 1, where is the number
of lines of integration in the second step, after regrouping
invariants for each value of , . These features are also
rotation invariant because of the cyclic shift invariance of the
DFT.
In practice, the truncation of the discrete-time Fourier trans-
form and aliasing involved in the computation of the DFT
result in some variation of the features with scale. It has been
shown [14] that essential information is retained in the DFT
despite such effects, provided the size of the object and details
of interest lie between about 4 and points.
IV. RESULTS
The algorithm was tested using i) synthetic binary images of
regular geometric shapes, ii) preprocessed images of 2-D views
of simple machine parts, and iii) preprocessed images of 2-D
views of some tools. The objective was to test the performance
on ideal binary images and then in the presence of errors
introduced by nonidealities in lighting and preprocessing. For
the first test, the images are ideal binary shapes and the only
error is owing to rotations on a sampled surface. For the second
test, some error is residual in the images after preprocessing
because of lighting and perspective variations in the prototype
images acquired using a video camera. For the third test,
the images after preprocessing have broken contours and
holes within the objects, because the objects had translucent
surfaces. These tests are described below, followed by tests to
quantitatively assess the performance of the algorithm in the
presence of Gaussian noise. In all cases, good separation of
the images in feature space was obtained.
A. Synthetic Images
Bilevel, 256 256 pixel, 8-b images of four regular
geometric shapes (box, circle, the letter H, and a plus sign)
were chosen. The inputs were zero padded to 512 512
points before feature extraction. Cross sections of the DFT
magnitudes of these images are shown in Fig. 3, and reveal
that they retain information that can be used to classify these
shapes.
Thirty-five rotated (uniform random in ) and translated
(uniform random in ) versions of each prototype
were generated. Two-hundred fifty-six projections were con-
sidered, and each image was reduced to a set of 8 8 features.
A scatter plot of features derived from the randomly rotated
and translated images (see Fig. 4) shows that the images are
well separated in feature space, and thus 100% classification
accuracy is possible.
B. 2-D Views of Simple Machine Parts
Grey-level (8-b), 256 256 pixel images of a hexagonal
nut, a square nut, and a washer were acquired using a video
camera and digitizer. A thresholding operation was performed
to remove any texture in the background. The prototype images
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Fig. 3. Cross sections of DFT magnitudes of synthetic images of a box,
a circle, the letter H, and a plus sign. The shapes are shown alongside the
corresponding spectra. The frequency is in cycles per 256 pixels.
Fig. 4. Scatter plot of features for the synthetic images.
after preprocessing are shown in Fig. 5. The inputs were zero
padded to 512 512 pixels before feature extraction.
Each object was imaged at three different scales in the ratio
0.7 : 0.9 : 1.1. Additional images were generated by random
translation and rotation to yield 144 images from each class.
Two hundred fifty six projections were considered and an
8 8 set of features was extracted. A scatter plot using three
features (Fig. 6) shows the well isolated clusters in feature
space. Any standard classifier [17] can be used to obtain 100%
accuracy given these features.
C. Images of Tools
The algorithm was also tested on grey-level images of
four machine tools (screw driver, pair of pliers, hammer,
and saw shown in Fig. 7). Each object was imaged twice at
three different scales and 48 randomly rotated and translated
versions were created. The processing of these images was
identical to that for the machine parts. A scatter plot using
three features (Fig. 8) reveals separate clusters for each object.
The dispersion of the clusters is owing to degraded inputs
(especially the saw) and some impulse noise in the background
and can be reduced by preprocessing.
Fig. 5. Prototype images of machine parts.
Fig. 6. Scatter plot of features for randomly translated and rotated images
of the machine parts, showing well-isolated clusters.
Fig. 7. Prototype images of machine tools.
Fig. 8. Scatter plot of features for randomly rotated and translated images
of the machine tools.
V. COMPARISON WITH OTHER ALGORITHMS
To quantify the discrimination performance of bispectral
features, a comparison was made with the well established
method of moment invariants [18]–[21]. Comparisons were
made using i) synthetic binary images in Gaussian noise; and
ii) preprocessed images with background impulses in Gaussian
noise.
The objective here is to compare the immunity of the classi-
fication methods to Gaussian noise, and also to test the effect
of impulses in the background that may remain in the image
after preprocessing steps such as filtering and thresholding.
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Fig. 9. Synthetic binary image prototypes used for the classification accuracy tests.
(a) (b)
Fig. 10. Cluster plots for two bispectral features. (a) SNR = 1. (b) SNR
= 10 dB.
The moment invariant method is especially vulnerable to such
impulses because they can shift the centroid of the object
considerably.
A. Synthetic Binary Images in Gaussian Noise
Binary image sets were generated from the four prototypes
shown in Fig. 9. Two sets of images were generated, each
with 100 randomly translated and rotated instances of each of
the four prototypes. One set of images was used to train the
classifier and the other was used for testing. Both algorithms
were tested with clean images as well as those with Gaussian
noise, with signal-to-noise ratios (SNR’s) ranging from 20 to
10 dB.
The effect of noise on the feature clusters was observed to
be both an increased variance as well as a shift in the cluster
mean. Scaling also introduces shifts in the cluster means. As
a result, the feature clusters are not Gaussian distributed (see
Fig. 10). Therefore, a nearest neighbor classifier [22] which
works well when the noise is low and the clusters are well
separated, was used.
If the training set is large, the clusters will be dense. Then
the performance of a one nearest neighbor (1 NN) classifier
will not be different from that of a NN classifier for
1. This was observed to be the case. The results for a one
nearest-neighbor classifier are given below.
The “optimal” training sets for nearest neighbor classifiers
are those whose feature clusters are maximally spread in fea-
ture space. This ensures that feature vectors distant from their
class cluster center, but not overlapping into other clusters, will
be correctly classified. The optimal SNR’s for training data
were determined by training with increasingly noisy data until
(a) (b)
Fig. 11. Cluster plots for two moment invariants. (a) SNR = 1. (b) SNR
= 10 dB.
TABLE I
CLASSIFICATION ERROR PERCENTAGES USING ALL BISPECTRAL
FEATURES WHEN THE TRAINING SET WAS NOISE FREE
that value beyond which large numbers of classification errors
started to occur, indicating that the clusters in the training
data set were overlapping.
Cluster plots1 for selected bispectral and moment invariant
features are shown in Figs. 10 and 11, respectively, for noise-
free [Figs. 10(a) and 11(a)] and noisy [10 dB SNR, Figs. 10(b)
and 11(b)] images. The features from both methods are quite
insensitive to noise, as the clusters in Figs. 10(b) and 11(b)
are reasonably compact. Classification error percentages as a
function of SNR for different training schemes for both the
higher order spectra- and moment-based schemes are given
in Tables I–IV. The two methods have similar success for all
SNR’s.
B. Images with Background Impulses and Gaussian Noise
Grey-level images are often thresholded at the preprocessing
stage, leaving impulse noise in the background. Some of this
noise is likely to remain even after filtering (such as median
1Feature selection criterion is to find the features for which (meani  
meanj)=
2
i 
2
j is maximum, where mean[ijj] and [ijj] are mean and
standard deviation for class i and j, respectively.
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Fig. 12. Example prototypes for machine parts used for the classification accuracy tests.
TABLE II
CLASSIFICATION ERROR PERCENTAGES USING ALL BISPECTRAL FEATURES WHEN
THE TRAINING SET HAD 0-dB SNR. THIS SNR PRODUCED THE LEAST ERRORS
IN THE BISPECTRAL FEATURES EXTRACTION METHOD FOR THE GIVEN DATA
TABLE III
CLASSIFICATION ERROR PERCENTAGES USING SEVEN INVARIANT
MOMENTS AS FEATURES WHEN THE TRAINING SET WAS NOISE FREE
filtering). These impulses can be located with reference to the
object of interest in the following three ways.
1) They maintain a fixed spatial relationship to the object.
2) They maintain a fixed spatial relationship to the frame.
3) They occur randomly with no fixed spatial relationship
to either the object or the frame.
Cases 2) and 3) will affect adversely both techniques for
rotation-invariant feature extraction. The moment-invariant
method will be affected especially by the random shifts in
the centroid owing to the impulse noise. However, case 1) is
not really impulse noise because the impulses rotate with the
object. The feature extraction method will work poorly if the
features are more sensitive to the impulses than to the shape of
the object. The moment-invariant method is likely to be more
sensitive to pixels far away from the centroid and, hence, to be
affected by the impulses in case 1). The higher order spectral
feature extraction method proposed here uses the 2-D FFT
magnitude (asymmetric halves of radial slices of it). Impulses,
as in case 1), will introduce a modulation distortion in the 2-D
TABLE IV
CLASSIFICATION ERROR PERCENTAGES USING SEVEN INVARIANT MOMENTS AS
FEATURES WHEN THE TRAINING SET HAD  10 DB SNR. THIS SNR PRODUCED
THE LEAST ERRORS IN THE MOMENT-INVARIANT METHOD FOR THE GIVEN DATA
FFT, which does not change with rotation. The higher order
spectral features will therefore still be sensitive to the shape
of the object, but they may be more vulnerable to noise in the
image, such as additive Gaussian noise. Tests were performed
to compare the performance of the two methods for images
with impulses in the background of the type in case 1), with
Gaussian noise added.
Grey-level images of machine parts were acquired and
thresholded to remove a common texture in the background.
The training data set consisted of ten randomly rotated and
translated versions of 12 prototypes of each of three classes of
objects. The prototype images were acquired at three different
scales and arbitrary orientations. The testing data set consisted
of ten randomly rotated and translated versions of 15 proto-
types from each of the three classes. An example prototype
from each class is shown in Fig. 12. These images have been
thresholded to remove a background texture common to each
image, leaving some impulse noise in the images. Gaussian
noise with SNR from 20 dB to 10 dB was added to the
images.
Classification accuracy results were obtained for the ma-
chine parts images for both bispectral features and moment
invariants. A nearest-neighbor classifier [17], [22] was used,
and results were obtained using both noiseless and noisy
training sets as in the previous section. For the purpose of
these experiments, the images as shown in Fig. 12 will be
termed to be noiseless, and noisy images will be those that
have had Gaussian noise added in testing. The results are
given in Tables V–VIII.
Cluster plots show that the bispectral features (Fig. 13) form
compact isolated clusters in feature space, whereas there is
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Fig. 13. Cluster plot for two bispectral features—machine parts input.
Fig. 14. Cluster plot for two moment invariants—machine parts input.
TABLE V
CLASSIFICATION ERROR PERCENTAGES USING ALL BISPECTRAL
FEATURES AND A “CLEAN” TRAINING SET FOR THE MACHINE PARTS
considerable overlap in the clusters for the moments (Fig. 14).
For the images tested here, bispectral features (Tables V, VI,
Fig. 13) yield better classification results than the moment-
invariance features (Tables VII, VIII, and Fig. 14).
C. Bispectral Features versus UNL Fourier Features
A further comparison of the performance of bispectral
features was made with that of UNL Fourier features [15],
[23], which is also a Fourier-based global feature extraction
TABLE VI
CLASSIFICATION ERROR PERCENTAGES USING ALL BISPECTRAL
FEATURES AND A NOISY TRAINING SET—MACHINE PARTS
TABLE VII
CLASSIFICATION ERROR PERCENTAGES USING MOMENT
INVARIANTS AND A “CLEAN” TRAINING SET—MACHINE PARTS
TABLE VIII
CLASSIFICATION ERROR PERCENTAGES USING MOMENT
INVARIANTS AND NOISY TRAINING SET—MACHINE PARTS
method. To obtain UNL Fourier features, the image contour
is extracted and then mapped from Cartesian space to the
polar coordinate ( ) system. The centroid of the contour
representation is used as the origin of the polar coordinates.
This makes the features translation invariant. Radial distances
are scaled by the largest value, making the features scale
invariant. Angles ( ) are measured from an arbitrary line
passing through the centroid. Rotation of the image results
in a cyclic shift along the -axis. The 2-D Fourier transform
of the polar space is calculated, and the features are selected
from the magnitudes of the Fourier coefficients normalized
by the average value of the image. Because the 2-D Fourier
magnitude is translation invariant, the UNL features are also
rotation invariant. They are not tolerant of occlusion, but work
for open and nested curves.
The test data in this case were the machine parts described
above (Fig. 12). Clusters for two features from each set
of bispectral and UNL Fourier features for test data sets
containing 120 randomly rotated and translated instances of
the prototypes are shown in Figs. 15 and 16, respectively, and
illustrate the problems associated with using contour-based
methods on noisy images.
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Fig. 15. Cluster plot for two bispectral features—machine parts.
Fig. 16. Cluster plot for two UNL Fourier features—machine parts.
VI. CONCLUSIONS
A new algorithm for object recognition from 2-D images
based on higher order spectral features that are invariant
to translation, rotation, and scaling is shown to accurately
distinguish between similar 2-D shapes. The feature extraction
procedure incorporates most of the nonlinearity required in
mapping from input to class, permitting the use of linear
classifiers. The higher order spectral features are shown to
be as immune to Gaussian noise as features based on moment
invariants, but are superior in their immunity to background
impulses that cause problems for methods based on accurate
calculation of the centroid.
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