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Abstract
In their recent paper “Edge-transitive products,” Hammack, Imrich, and Klavzˇar showed
that the direct product of connected, non-bipartite graphs is edge-transitive if and only
if both factors are edge-transitive, and at least one is arc-transitive. However, little is
known when the product is bipartite. This thesis extends this result (in part) for the
case of bipartite graphs using a new technique called ”stacking.” For R-thin, connected,
bipartite graphs A and B, we show that A×B is arc-transitive if and only if A and B are
both arc-transitive. Further, we show A× B is edge-transitive only if at least one of A, B
is also edge-transitive, and give evidence that strongly suggests that in fact both factors
must be edge-transitive.
Chapter 1
Introduction
1.1 Essentials from Graph Theory
A graph is a set of vertices, or “points,” and a set of edges that connect them. For
a graph G, we denote its set of vertices as V(G), and edges as E(G). Specifically, we
consider edges as unordered pairs, so an edge between vertices a and bwould be written
{a,b}, or typically ab for short. In this case we say the vertices a and b are adjacent since
there is an edge that connects them.
The neighborhood of a vertex v in a graph G, denoted NG(v), is the set of all vertices
in G adjacent to v, and its members are called neighbors of v. This set is often abbre-
viated as N(v) when the graph is clear from context. If it happens that there is an edge
between every distinct vertex of a graph then we call the graph complete, and denote
the complete graph on n vertices by Kn. We say H is a subgraph of G if V(H) ⊆ V(G),
and E(H) ⊆ E(G).
1
2
3 4 5
Figure 1.1: An example of a graph
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An edge that joins a vertex to itself is called a loop. Frequently it is necessary to re-
strict graphs from having loops, so the class of graphs without loops allowed is denoted
by Γ , and the class of graphs with loops allowed is Γ0, thus Γ ⊂ Γ0.
Walks are finite sequences of vertices (v1, v2, . . . , vn), where at each step, vivi+1 is an
edge in the graph. A walk that begins and ends at the same vertex is called a closed
walk. Walks are free to repeat vertices, but if it happens that no vertices are repeated
then we have a path. Closed paths are called cycles. Note that the number of vertices
on a cycle always equals the number of edges; this quantity is called the length of the
cycle, where cycles with even length are called even cycles and those with odd length
are called odd cycles. The cycle of length ` is denoted C`.
A graph is called connected if and only if for all pairs of distinct vertices u, v ∈ V(G),
there exists a path connecting them. A component of a graph is a maximally connected
subgraph.
We are particularly interested in the class of bipartite graphs. A graph B is bipartite
if and only if there exists a partition {X, Y} of V(B) such that every edge has exactly
one endpoint on each side of the partition. We call X and Y partite sets. In any cycle
C of a bipartite graph, the vertices must alternate between the partite sets as we travel
around the cycle. Since cycles are closed, C must finish in the same partite set in which it
began, so it must have even length. This necessary condition is also sufficient, giving an
essential characterization of bipartite graphs. This is summarized in our first theorem:
Theorem 1. A graph is bipartite if and only if it contains no odd cycles.
[1] is an excellent reference for definitions, notation, or as a general introduction to
graph theory.
2
Chapter 2
Background
2.1 Automorphisms and Transitivity
We begin this section with the notion of a graph isomorphism. For graphs G and
H, an isomorphism ϕ from G to H is a function ϕ : V(G) → V(H) which is bijective
and preserves adjacency. That is, ϕ is one-to-one, onto, and gg ′ is an edge of G if and
only if ϕ(g)ϕ(g ′) is an edge of H. When such a function exists, we say G and H are
isomorphic and write G ∼= H. Further, if G has finitely many vertices, then a bijective
function ϕ : V(G) → V(G) for which gg ′ ∈ E(G) implies ϕ(g)ϕ(g ′) ∈ E(G) is also an
isomorphism.
If ϕ : V(G) → V(G) is an isomorphism, then we call ϕ an automorphism. Note
that the identity map is an automorphism, composition of automorphisms is again an
automorphism, and the inverse of an automorphism is an automorphism. Thus, the set
of all automorphisms of a graph G form a group under function composition, called the
automorphism group of G, Aut(G).
A graph G is called vertex-transitive if for every pair of vertices u and v of G, there
is an automorphism ϕ ∈ Aut(G) such that ϕ(u) = v. It is edge-transitive if for every
pair of edges g1g2,g ′1g ′2 ∈ E(G), there is an automorphism ϕ ∈ Aut(G) such that either
3
ϕ(g1) = g
′
1 and ϕ(g2) = g ′2, or ϕ(g1) = g ′2 and ϕ(g2) = g ′1. Finally, G is arc-transitive if
for every pair of edges g1g2,g ′1g ′2 ∈ E(G), there is an automorphismϕ ∈ Aut(G) such that
ϕ(g1) = g
′
1 and ϕ(g2) = g ′2, and another automorphism ϕ ′ ∈ Aut(G) with ϕ ′(g1) = g ′2
and ϕ ′(g2) = g ′1. Note that arc-transitive implies edge-transitive, and implies vertex-
transitive provided the graph has no isolated vertices.
edge-transitive,
not arc-transitive,
not vertex-transitive
not transitive arc-transitive
Figure 2.1: Some examples of transitivity
Definition 1. Let gg ′ be an edge of a graph G. If there exists an automorphism ϕ of G such that
ϕ(g) = g ′ and ϕ(g ′) = g, then we call gg ′ a reversible edge of G.
With this definition in mind, we will use the following Proposition as a shortcut for
showing arc-transitivity:
Proposition 1. If G is edge-transitive with a reversible edge, then G is arc-transitive.
Proof. Let the edge uv of G be reversible by the automorphism ϕ, and aa ′,bb ′ be arbi-
trary edges of G. Since G is edge-transitive there is some automorphism ϕ1 sending aa ′
to bb ′, say by ϕ1(a) = b and ϕ1(a ′) = b ′. We show there exists another automorphism
ϕ2 with ϕ2(a) = b ′ and ϕ2(a ′) = b, proving that G is arc-transitive.
By the edge-transitivity of G, we have automorphisms α and β sending aa ′ to uv,
and uv to bb ′, respectively. If these automorphism behave according to either of the
following cases,
α β
a
a ′
u
v
b
b ′
or
α β
a
a ′
u
v
b
b ′
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then the composition β ◦ α produces the automorphism ϕ2 desired. Therefore we
may assume one of the following:
α β
a
a ′
u
v
b
b ′
or
α β
a
a ′
u
v
b
b ′
In both of these cases, the composition β ◦ϕ ◦α gives the automorphism ϕ2 desired.
Thus, G is arc-transitive.
2.2 The Direct Product
Direct products of graphs are our main objects of interest, so we define this product
and discuss some useful results. When working with the direct product, we consider
graphs from the larger class Γ0.
Given a pair of graphs G and H, the direct product of G and H in Γ0, G × H, is the
graph with vertex set V(G)× V(H) (the set Cartesian product), and edge set
E(G×H) = {(g,h)(g ′,h ′) : gg ′ ∈ E(G) and hh ′ ∈ E(H)}.
K2
G
G× K2
Figure 2.2: The direct product of graphs
The direct product is commutative, associative, and is distributive over “+”, the dis-
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joint union of graphs, i.e.,
A× (B+ C) ∼= A× B+A× C.[4]
Bipartite graphs have a particular significance for the direct product. First, the direct
product of a bipartite graph with an arbitrary graph is always bipartite. Next, bipartite-
ness characterizes the connectivity of a direct product:
Theorem 2 (Weichsel, Theorem 5.9 of [4]). Let G and H be connected graphs. Then G×H is
connected if and only if at most one of its factors is bipartite. If G and H are both bipartite, then
G×H has exactly two components.
We denote the graph of a single vertex with a loop as K∗1 . From the definition of
the direct product, K∗1 serves as an identity in that K∗1 × G ∼= G for all G ∈ Γ0. We say
a graph G is prime with respect to the direct product if it has at least two vertices and
G ∼= H×K implies that either H or K is K∗1 . While it is known that connected non-bipartite
graphs have unique prime factorization under the direct product [4], the same is not true
of bipartite graphs. For example, below are two prime factorizations of the connected
bipartite graph C6:
= ×
= ×
It is mainly for this reason that we turn to the Cartesian product of graphs.
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2.3 The Cartesian Product
We use the Cartesian product to bypass some of the obstacles presented with the
direct product. Given a pair of graphs G and H in Γ , the Cartesian product of G and H,
G  H, is the graph with vertex set V(G)× V(H), and edges
E(G  H) = {(g,h)(g ′,h ′) : gg ′ ∈ E(G) and h = h ′, or hh ′ ∈ E(H) and g = g ′}.
K3
G
G  K3
Figure 2.3: The Cartesian product of graphs
As with the direct product, the Cartesian product is also associative, commutative,
and distributes over disjoint unions:
A  (B+ C) ∼= A  B+A  C.
Connectivity is simpler for the Cartesian product. We have the following as a Corol-
lary in [4]:
Corollary 1. A Cartesian product is connected if and only if both of its factors are connected.
We will also need the following cancellation law at one point:
Theorem 3 (Theorem 6.21 of [4]). Let G, H, and K be graphs, with K nonempty. If G  K ∼=
H  K, then G ∼= H.
Primality with respect to the Cartesian product is the same as for the direct product,
only with K1 instead of K∗1 as the identity. As noted in the section on direct products,
7
one critical advantage of the Cartesian product is uniqueness of prime factorizations for
connected graphs. The next theorem is Theorem 6.6 of [4]:
Theorem 4 (Sabidussi-Vizing, [4]). Let G be any connected graph. Then G has a unique
representation as the [Cartesian] product of prime graphs, up to isomorphism and ordering of its
factors.
We will work extensively with automorphisms, particularly when applied to coordi-
natizations of the vertices of a product. This makes Theorem 6.10 from [4] indispensable:
Theorem 5. Let ϕ be an automorphism of a connected graph G with prime factorization G =
G1  G2  · · ·  Gn. Then there is a permutation pi of {1, 2, . . . ,n} and isomorphisms ϕi :
Gpi(i) → Gi such that
ϕ(g1,g2, . . . ,gn) =
(
ϕ1(gpi(1)),ϕ2(gpi(2)), . . . ,ϕn(gpi(n))
)
.
To make the transition from a direct product to a Cartesian product, we employ what
is called the Cartesian skeleton.
2.4 Cartesian Skeletons and R-thin Graphs
The Cartesian skeleton of a graph serves as a bridge between factorizations under the
direct product and factorizations under the Cartesian product. What is presented here
are simply the essentials of Cartesian skeletons; greater detail can be found in [2]. We
begin with a necessary introduction to the concept of R-thin graphs.
From figure 2.4, notice there is an automorphism of G that swaps the vertices u and
v but leaves the others fixed. This automorphism is not induced by any pair of auto-
morphisms of the factors, and clouds the relationship between factorizations of G and
8
its automorphisms, both of which we spend a great deal of time on. The automorphism
arises from the fact that N(u) = N(v), so it is convenient to restrict distinct vertices from
having identical neighborhoods.
For a graph G, Section 8.2 of [4] defines an equivalence relation R on V(G), where
xRy if and only if N(x) = N(y) for x,y ∈ V(G). A graph is then called R-thin if all of
its R-equivalence classes contain a single vertex. Equivalently, no two distinct vertices
of an R-thin graph have the same neighborhood. At one point, we will use the fact
that the direct product of R-thin graphs is again R-thin, which follows immediately from
Proposition 8.5 of [4].
G
u
v
Figure 2.4: Non-example of an R-thin direct product G
The Cartesian skeleton of a graph begins with its Boolean square. The Boolean
square of G, denoted Gs, has V(G) as its vertices, and has edge set
E(Gs) = {uv : NG(u) ∩NG(v) 6= ∅},
that is, u and v are adjacent in Gs if and only if they share a neighbor in G. Note that u
and v are not required to be distinct. Below is an example of the Boolean square for two
factors, and for their direct product.
9
GH
G×H
Figure 2.5: Graphs G, H, G×H (solid) and their Boolean squares (dotted)
From here, we form the Cartesian skeleton of G, S(G), by removing all dispensable
edges from the Gs. An edge uv ∈ E(Gs) is dispensable if it is a loop, or if there exists
w ∈ V(G) such that both
(i) NG(u) ∩NG(v) ⊂ NG(u) ∩NG(w) or NG(u) ⊂ NG(w) ⊂ NG(v), and
(ii) NG(u) ∩NG(v) ⊂ NG(v) ∩NG(w) or NG(v) ⊂ NG(w) ⊂ NG(u)
are true. The following figure is the same figure from above with all dispensable edges
removed. We can now state the essential results about Cartesian skeletons that are nec-
essary for our purposes.
G
H
G×H
Figure 2.6: Graphs G, H, G×H (solid) and their Cartesian skeletons (dotted)
Proposition 2 (Prop. 2.7 of [2]). Let G be a connected graph. Then G is non-bipartite if and
only if S(G) is connected. In particular, if G is bipartite then S(G) has two components whose
respective vertex sets are the partite sets of G.
Proposition 3 (Prop. 2.5 of [2]). Let G and H be R-thin graphs without isolated vertices. Then
S(G×H) = S(G)  S(H).
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Proposition 4 (Prop. 2.8 of [2]). If ϕ is an isomorphism from G to H, then ϕ is also an
isomorphism from S(G) to S(H).
11
Chapter 3
Stacking
Here we introduce an operation on the vertex set of a product graph called stacking.
For our purposes, consider a product G  H with prime factorization
G  H = F1  · · · Fk︸ ︷︷ ︸
G
 Fk+1  · · ·  Fn︸ ︷︷ ︸
H
,
and let ϕ be an automorphism of G  H. From Theorem 5, there is some permutation pi
and isomorphisms αi : Fpi(i) → Fi such that
ϕ(v1, v2, . . . , vn) =
(
α1(vpi(1)),α2(vpi(2)), . . . ,αn(vpi(n))
)
for (v1, v2, . . . , vn) ∈ V(G  H). In other words, ϕ restricts to isomorphisms between
the factors of G  H, and as a result may permute them. Ideally, ϕ does not permute
factors of G with factors of H; when it does, stacking (defined below) eliminates this
“mixing” to a certain extent.
It is convenient to view pi as the product of disjoint cycles. This way, we reduce the
problem to eliminating H-coordinates only on cycles which permute factors of both G
and H. The following figure gives an example of such a mixing cycle:
12
· · · · · · · · · · · · · · ·Fpi4(i) Fi Fpi(i) Fpi2(i) Fpi3(i)Fpi5(i) Fpi6(i)
αpi5(i) αpi6(i) αi αpi(i) αpi2(i)
αpi3(i)
︸ ︷︷ ︸
G
︸ ︷︷ ︸
H
Figure 3.1: A typical mixing cycle
Notice in the figure that when ϕ is applied to some vertex v of V(G) × V(H), the
new coordinates of Fpi4(i), Fpi5(i), and Fpi6(i) are functions of coordinates from factors of
G, while the new Fi-coordinate is a function of a coordinate from H. In this way, some
of the G-coordinates of ϕ(v) are dependent on coordinates of H. This dependence on H
is what stacking removes.
Given an input vertex (g0,h0) ∈ V(G  H), a single iteration of the stacking operation
involves the following steps:
1. Apply ϕ: ϕ(g0,h0) = (g1,h1);
2. Replace the G coordinate with g0: (g1,h1)→ (g0,h1).
Repeating steps 1 and 2 produces a sequence of vertices
(g0,h0), (g0,h1), (g0,h2), . . . ,
which reaches some target vertex (g0,hM), whose significance is shown in the next two
paragraphs. The next figure follows the effect of each stacking iteration on a vertex
(v1, v2, . . . , v3, . . . , v4, . . .) of G  H, with vi ∈ G, where we are only showing the G-
coordinates of this vertex which correspond to the coordinates on the cycle in Figure
3.1. The asterisks in Figure 3.2 represent coordinates from H along the cycle, whose only
significance is that they are not elements of G. For notational convenience, we denote
αpi3(i)(v1), αpi2(i)αpi3(i)(v1), and αpi(i)αpi2(i)αpi3(i)(v1) by v′1, v′′1 , and v′′′1 , respectively.
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· · · · · · · · · · · · · · ·(g0,h0) =
αpi5(i) αpi6(i) αi αpi(i) αpi2(i)
αpi3(i)
· · · · · · · · · · · · · · ·(g0,h0) = v1 v2 v3 v4 ∗ ∗ ∗
· · · · · · · · · · · · · · ·(g0,h1) = v1 v2 v3 v4 ∗ ∗ v′1
· · · · · · · · · · · · · · ·(g0,h2) = v1 v2 v3 v4 ∗ v′′1 v′1
· · · · · · · · · · · · · · ·(g0,h3) = v1 v2 v3 v4 v′′′1 v′′1 v′1
· · · · · · · · · · · · · · ·(g0,h4) = v1 v2 v3 v4 v′′′1 v′′1 v′1
Figure 3.2: Following the stacking operation
At each stage, αi maps a coordinate of H into the G-coordinates, but continuously
“rewriting” the G-coordinates prevents this mixing. After three iterations, αi is now
sending the image of a G-coordinate back to the G-coordinates. Further, as illustrated by
(g0,h4), more stacking iterations don’t cause any additional changes to this cycle. For
this reason, we may apply the stacking operation repeatedly to a given vertex as many
times as necessary until all the cycles have independently eliminated theirH-coordinates.
So, after M > n− k iterations, we reach the fully stacked vertex (g0,hM).
Applyingϕ to this fully stacked vertex (g0,hM) gives a new vertex whoseG-coordinates
are functions only of other G-coordinates. That is, if ϕ(g0,hM) = (g,h) ∈ V(G  H),
then g is some function of only g0, while h is some function of both g0 and hM. Moreover,
the coordinates of g are each coordinates from G mapped by compositions of the αj’s
which are each bijections, therefore this is a bijective correspondence between g0 and g.
We will frequently capitalize on this fact by defining the bijection θ : V(G) → V(G)
by ϕ(g0,hM) = (g,h) =
(
θ(g0), f(g0,hM)
)
, where f is simply some function from
V(G)× V(H) to V(H).
14
Chapter 4
Results
4.1 Context
The heart of this paper begins with the following proposition:
Proposition 5. Let A and B be edge-transitive graphs. If at least one of them is also arc-
transitive, thenA×B is edge-transitive. If both are arc-transitive, thenA×B is also arc-transitive.
Proof. Assume without loss of generality that A is arc transitive and B is edge transitive.
Let (a1,b1)(a ′1,b ′1), (a2,b2)(a ′2,b ′2) be arbitrary edges of A×B. From the definition of the
direct product, a1a ′1,a2a ′2 ∈ E(A) and b1b ′1,b2b ′2 ∈ E(B).
By the edge-transitivity of B, there is some β ∈ Aut(B) such that either
(i) β(b1) = b2 and β(b ′1) = b ′2, or
(ii) β(b1) = b ′2 and β(b ′1) = b2.
Case 1: Assume (i) holds. Then since A is arc-transitive, there is an automorphism
α ∈ Aut(A) such that α(a1) = a2 and α(a ′1) = a ′2. From the definition of the direct
product, the map ϕ : V(A) × V(B) → V(A) × V(B) defined by ϕ(a,b) = (α(a),β(b)) is
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an automorphism of A × B. Further, ϕ(a1,b1) = (a2,b2) and ϕ(a ′1,b ′1) = (a ′2,b ′2), thus
A× B is edge-transitive.
Case 2: Assume (ii) holds. In this case, there is another automorphism α ′ ∈ Aut(A)
with α ′(a1) = a ′2 and α ′(a ′1) = a2. We then define ϕ as ϕ(a,b) =
(
α ′(a),β(b)
)
to get an
automorphism of A × B with ϕ(a1,b1) = (a ′2,b ′2) and ϕ(a ′1,b ′1) = (a2,b2). Thus, A × B
is again edge transitive.
If it happened that B is arc transitive as well, then there would be an automorphism
satisfying (i) and another satisfying (ii) as well, so by Case 1 and Case 2 together we get
the pair of automorphisms which imply that A× B is arc-transitive as well.
In [3] it was shown that the converse holds when A and B are both non-bipartite,
but the proof relied on the unique prime factorization of non-bipartite graphs under the
direct product. Little progress has been made in the class of bipartite graphs due to this
limitation. This brings us to our main theorem.
4.2 Main Theorem
Theorem 6. Let A and B be connected, bipartite, and R-thin graphs.
1. If A× B is edge transitive, then at least one of its factors is also edge-transitive.
2. A× B is arc-transitive if and only if both A and B are arc-transitive.
Proof. Note that necessity in statement 2 follows immediately from Proposition 5; we
show sufficiency. Along the way we will prove two claims: first, that at least one factor
of A×B must have a reversible edge, and second, that a factor’s reversible edge implies
edge-transitivity for the other factor.
Let A and B be connected, bipartite, R-thin graphs, and assume that A × B is edge-
transitive.
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We begin by examining the Cartesian skeleton S(A × B). Recall from Proposition 3
that S(A×B) = S(A) S(B), and sinceA and B are connected and bipartite, Proposition 2
says their skeletons each have two components, say A0, A1 for S(A), and B0, B1 for S(B),
whose vertex sets correspond to the partite sets of A and B. In this way,
S(A)  S(B) = (A0 +A1)  (B0 + B1)
= (A0  B0) + (A0 B1) + (A1  B0) + (A1  B1).
Claim I: At least one of A, B has a reversible edge.
Let aa ′ and bb ′ be arbitrary edges of A and B respectively. We show that at least one
is reversible. By the definition of the direct product, (a,b)(a ′,b ′) and (a ′,b)(a,b ′) are
edges of A×B. Since A×B is edge-transitive, there is an automorphism ϕ of A×B such
that either:
i) ϕ(a,b) = (a ′,b) and ϕ(a ′,b ′) = (a,b ′), or
ii) ϕ(a,b) = (a,b ′) or ϕ(a ′,b ′) = (a ′,b).
b
b ′
a a ′
A0 A1
B0
B1
A
B
ϕ1
ϕ0
Figure 4.1: The setup for Claim I
Assume i) is true. By Proposition 4, ϕ is also an automorphism of S(A × B). Now
since ϕ(a,b) = (a ′,b) and ϕ(a ′,b ′) = (a,b ′), ϕ restricts to the isomorphisms ϕ0 :
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V(A0  B0) → V(A1  B0), and ϕ1 : V(A1  B1) → V(A0  B1). We may then assume
that ϕ is, in particular, the automorphism that sends V(A1  B0) back to V(A0  B0)
according to ϕ−10 , and V(A0  B1) back to V(A1  B1) according to ϕ−11 .
In this way, ϕ is an involution (ϕ2 is the identity map) that swaps the partite sets of
A× B. From here, we use ϕ to define an automorphism of A.
Let (a,b0) be an arbitrary vertex ofA0  B0. In this special case, ϕ0 at most transposes
factors, so we need only apply one iteration of stacking, giving (a,b1) ∈ V(A1  B0). By
construction, applying ϕ0 once more gives a new vertex of A1  B0 whose A1-coordinate
depends only on a; define θ0 : V(A0) → V(A1) by ϕ0(a,b1) =
(
θ0(a), f(a,b1)
)
, where f
is some function from V(A0  B0) to V(B0).
As a special note, recall that ϕ0(a,b) = (a ′,b), so replacing a ′ with a gives back
(a,b). This means the stacking operation does not change the vertex (a,b), so in partic-
ular the fully stacked vertex (a,b1) is actually (a,b). Consequently, (a ′,b) = ϕ0(a,b) =
ϕ0(a,b1) =
(
θ0(a), f(a,b1)
)
, so θ0(a) = a ′.
In the same way, define θ1 : V(A1)→ V(A0) by stacking vertices of A1  B1 using ϕ1,
where here θ1(a ′) = a.
As reasoned in the stacking introduction, θ0 and θ1 are bijections. Define θ : V(A)→
V(A) by
θ(a) =

θ0(a) if a ∈ V(A0)
θ1(a) if a ∈ V(A1).
Then θ is a bijection, so it remains to show that it preserves adjacency.
So let uv be an arbitrary edge of A and fix an edge xy of B. Then (u, x)(v,y) is an
edge of A × B, say with (u, x) ∈ V(A0) × V(B0) and (v,y) ∈ V(A1) × V(B1). Stack the
endpoints of this edge simultaneously:
0. Given starting edge (u, x)(v,y) ∈ E(A× B)
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1. Applyϕ to each end: ϕ0(u, x) = (u1, x1) andϕ1(v,y) = (v1,y1), giving (u1, x1)(v1,y1) ∈
E(A× B)
2. Replace u1 and v1: (u1, x1)(v1,y1)→ (u, x1)(v,y1) ∈ E(A× B)
In this special case with ϕ as an involution, applying ϕ to the ends of the new
edge once more produces the edge
(
θ0(u), f(u, x)
)(
θ1(v), f
′(v,y)
)
of A × B, therefore
θ0(u)θ1(v) = θ(u)θ(v) is an edge of A.
Hence, θ is an automorphism of the graph A with θ(a) = θ0(a) = a ′ and θ(a ′) =
θ1(a
′) = a, therefore A has a reversible edge.
Note that had ii) been true, a symmetric argument gives that B has a reversible edge.
Thus, Claim I is true.
Claim II: If B has a reversible edge, then A is edge-transitive.
Let a0a1 and a ′0a ′1 be arbitrary edges of A; our goal is to construct an automorphism
θ of A that sends one to the other. Let bb ′ be the reversible edge of B, and γ ∈ Aut(B) the
automorphism such that γ(b) = b ′ and γ(b ′) = b. Then (a0,b)(a1,b ′) and (a ′0,b)(a ′1,b ′)
are edges of A × B. Since A × B is edge-transitive, there is some automorphism ϕ of
A× B such that either
i) ϕ(a0,b) = (a ′0,b) and ϕ(a1,b ′) = (a ′1,b ′), or
ii) ϕ(a0,b) = (a ′1,b ′) and ϕ(a1,b ′) = (a ′0,b).
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Figure 4.2: The setup for Case 1 Claim II
Case 1: Suppose that i) holds.
By Proposition 4, ϕ is also an automorphism of S(A×B). Since i) is true, ϕ restricts to
the automorphisms ϕ0 : V(A0  B0)→ V(A0  B0) and ϕ1 : V(A1  B1)→ V(A1  B1).
We use these automorphisms to define an automorphism of A.
First, prime factor A0  B0, say
A0  B0 = F1  · · ·  Fk︸ ︷︷ ︸
A0
 Fk+1  · · ·  Fn︸ ︷︷ ︸
B0
.
Then for a given vertex (a,b0) in V(A0  B0), apply the stacking operation M >
n − k times with the function ϕ0 to get the fully stacked vertex (a,bM) ∈ V(A0  B0).
Applying ϕ0 once more gives a new vertex in A0  B0 whose A0 coordinate depends
only on a; define θ0 : V(A0)→ V(A0) by ϕ0(a,bM) = (θ0(a), f(a,bM)).
Like before, note that in particular ϕ0(a0,b) = (a ′0,b), so replacing a ′0 with a0 gives
back (a0,b). This means the fully stacked vertex (a0,bM) is in fact (a0,b). Consequently,
(a ′0,b) = ϕ0(a0,b) = ϕ0(a0,bM) =
(
θ0(a0), f(a0,bM)
)
, so θ0(a0) = a ′0.
In the same way, define θ1 : V(A1)→ V(A1) by stacking vertices in V(A1  B1) using
ϕ1. In this case, M ′ > n ′ − k ′ stacking iterations are sufficient, where we assume the
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prime factorization
A1  B1 = F ′1  · · · F ′k ′︸ ︷︷ ︸
A1
 F ′k ′+1  · · ·  F ′n ′︸ ︷︷ ︸
B1
.
And, like with θ0, we get that θ1(a1) = a ′1.
As noted in the introduction to stacking, θ0 and θ1 are bijections. Define θ : V(A) →
V(A) by
θ(a) =

θ0(a) if a ∈ V(A0)
θ1(a) if a ∈ V(A1).
Certainly θ is a bijection as well, so it remains to show that it preserves adjacency.
To this end, let aa ′ be an edge of A, and fix an edge xy of B. Then (a, x)(a ′,y) is an
edge of A × B, say with (a, x) ∈ V(A0) × V(B0) and (a ′,y) ∈ V(A1) × V(B1). Stack the
endpoints of this edge simultaneously:
0. Given starting edge (a, x)(a ′,y) ∈ E(A× B)
1. Applyϕ to each end: ϕ0(a, x) = (a1, x1) andϕ1(a ′,y) = (a ′1,y1), giving (a1, x1)(a ′1,y1) ∈
E(A× B)
2. Replace a1 and a ′1: (a1, x1)(a ′1,y1)→ (a, x1)(a ′,y1) ∈ E(A× B)
In this way, we have done one iteration of stacking on each endpoint of the starting
edge, and still have an edge between the resulting vertices. Letting M ′′ = min{M,M ′},
then M ′′ iterations of steps 1 and 2 gives the edge (a, xM)(a ′,yM) of A × B. One final
application of ϕ to each endpoint gives
(
θ0(a), f(a, x)
)(
θ1(a
′), f ′(a ′,y)
) ∈ E(A × B), so
it follows that θ0(a)θ1(a ′) = θ(a)θ(a ′) is an edge of A.
Consequently, θ is an automorphism of A with θ(a0) = θ0(a0) = a ′0 and θ(a1) =
θ1(a1) = a
′
1, so A is edge-transitive.
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Case 2: Suppose that ii) holds.
Recall that ϕ(a0,b) = (a ′1,b ′), ϕ(a1,b ′) = (a ′0,b), and γ is the automorphism of B
that reverses bb ′. Define the map γˆ : V(A× B)→ V(A× B) by (x,y) 7→ (x,γ(y)), so that
γˆ is an automorphism of A × B. Next, define ϕˆ as γˆ ◦ ϕ. Then ϕˆ is the composition of
automorphisms of A× B, so is again an automorphism. Note also that
ϕˆ(a0,b) = γˆ ◦ϕ(a0,b) = γˆ(a ′1,b ′) = (a ′1,b)
ϕˆ(a1,b
′) = γˆ ◦ϕ(a1,b ′) = γˆ(a ′0,b) = (a ′0,b ′).
b
b ′
a0 a1
a ′0 a ′1
A0 A1
B0
B1
A
B
ϕˆ0
ϕˆ1
Figure 4.3: The function ϕˆ
By Proposition 4, ϕˆ is also an automorphism of S(A × B). Call the restrictions of ϕˆ
the isomorphisms ϕˆ0 : V(A0  B0) → V(A1  B0) and ϕˆ1 : V(A1  B1) → V(A0  B1).
Like in the proof of Claim I, if ϕˆ is not already an involution, we may redefine it to
restrict as ϕˆ−10 on V(A1  B0) and ϕˆ−11 on V(A0B1) so that it is. From here, we use ϕˆ
to define an automorphism of A.
So let (a,b0) be an arbitrary vertex of A0  B0. Since ϕˆ0 is also an involution, it
at most transposes factors. Thus, after one iteration of stacking on (a,b0) using ϕˆ0 we
get the fully stacked vertex (a,b1) ∈ V(A0  B0). Applying ϕˆ0 once more gives a new
vertex in V(A1  B0) whose A1-coordinate depends only on the coordinates of a; define
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θ0 : V(A0) → V(A1) by ϕˆ0(a,b1) =
(
θ0(a), f(a,b1)
)
, where f is some function from
V(A0  B0) to V(B).
Since ϕˆ0(a0,b) = (a ′1,b), replacing a ′1 with a0 gives (a0,b), so again stacking leaves
this endpoint of our original edge unchanged. As a result, (a ′1,b) = ϕˆ0(a0,b) =
ϕˆ0(a0,b1) =
(
θ(a0), f(a0,b1)
)
, so θ0(a0) = a ′1.
In the same way, stack vertices of V(A1  B1) using ϕˆ1, and define θ1 : V(A1)→ V(A0)
by ϕˆ1(a,b1) = (θ1(a), f ′(a,b1)). In this case, we get θ1(a1) = a ′0.
As reasoned in the stacking introduction, θ0 and θ1 are bijections, and we define
θ : V(A)→ V(A) by
θ(a) =

θ0(a) if a ∈ A0
θ1(a) if a ∈ A1,
so θ is a bijection as well. Verifying that θ preserves adjacency here is the same as at the
end of the proof of Claim I, so θ is an automorphism of A sending a0a1 to a ′1a ′0, thus A
is edge-transitive.
If A has a reversible edge, a symmetric argument shows that B is edge-transitive.
Summary
By Claim I, at least one of A, B must have a reversible edge, so Claim II then implies
that at least one of A, B is edge transitive, proving statement 1 of the Theorem. In
the case that A × B is arc-transitive, both statements i) and ii) in the proof of Claim I
are true, so both A and B have reversible edges. Claim II then implies A and B are both
edge-transitive with reversible edges, hence both are arc-transitive by Proposition 1. This
proves statement 2.
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4.3 Remarks
Ideally, both factors could be shown to be edge-transitive given an edge-transitive
product. If we were to assume that, say, B were not edge-transitive, the contrapositive of
Claim I tells us A has no reversible edges. So if we fix an edge aa ′ of A, the argument
in Claim I could be applied to aa ′ and any edge bb ′ of B. Since aa ′ can’t be reversible,
it must be that the arbitrary edge bb ′ of B is. Thus, every edge of B is reversible.
Further, B is connected, so for any pair of vertices b,b ′ of B, there is a path P connect-
ing them. Say P is the sequence of edges e1, e2, . . . , ek. Then every edge ei is reversible
by some automorphism αi, so the composition α1 ◦α2 ◦ · · · ◦αk is an automorphism that
relates b and b ′, so B is additionally vertex transitive.
So while it is not yet necessary that B is edge-transitive, this evidence strongly sug-
gests it is. If that were the case, it would also be arc-transitive by Proposition 1. This
suggests the following conjecture:
Conjecture 1. Let A and B be connected, bipartite, R-thin graphs. Then A×B is edge-transitive
if and only if A and B are both edge-transitive, and at least one is arc-transitive.
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