ABSTRACT. We show that a finite connected quiver Q with no oriented cycles is tame if and only if for each dimension vector d and each integral weight θ of Q, the moduli space M(Q, d) ss θ of θ-semi-stable d-dimensional representations of Q is just a projective space. In order to prove this, we show that the tame quivers are precisely those whose weight spaces of semi-invariants satisfy a certain log-concavity property. Furthermore, we characterize the tame quivers as being those quivers Q with the property that for each Schur root d of Q, the field of rational invariants k(rep(Q, d))
Throughout this paper, we work over an algebraically closed field k of characteristic zero. One of the fundamental problems in the representation theory of algebras is that of classifying the indecomposable representations. The representation type of a finitedimensional algebra reflects the complexity of its indecomposable representations. An algebra is of tame representation type if, for each dimension d, all but a finite number of d-dimensional indecomposable representations belong to a finite number of 1-parameter families. Within the class of tame algebras, we distinguish the subclass of algebras of finite representation type; these are the algebras with only finitely many indecomposable representations up to isomorphism. An algebra is of wild representation type if its representation theory is at least as complicated as that of a free algebra in two variables. The remarkable Tame-Wild Dichotomy Theorem of Y. Drozd [24] says that every finite-dimensional algebra is of tame representation type or wild representation type and these types are mutually exclusive. Since the representation theory of a free algebra in two variables is known to be undecidable, one can hope to meaningfully classify the indecomposable representations only for tame algebras. For more precise definitions, see [4, Section 4.4] and the reference therein.
The tame quivers are well understood. P. Gabriel's famous result [27] identifies the connected quivers of finite representation type as being those whose underlying graphs are the Dynkin diagrams of types A, D, or E. Later on, L. A. Nazarova [43] , and P. Donovan and M. R. Freislich [23] found the representation-infinite tame connected quivers. Their underlying graphs are the Euclidean diagrams of types A, D, or E.
In this paper, we seek for an interpretation of the representation type of an algebra in terms of its (birational) invariant theory. A first result in this direction was obtained by A. Skowroński and J. Weyman in [57] where they showed that a finite-dimensional algebra of global dimension one is tame if and only if all of its algebras of semi-invariants are complete intersections. Unfortunately, this result does not extend to algebras of higher global dimension. In fact, W. Kraśkiewicz [39] found examples of algebras of global dimension two for which [57, Theorem 1] does not hold. As it was suggested by Weyman [59] , in order to detect the tameness of an algebra, one should impose geometric conditions on the various moduli spaces of semi-stable representations rather than on the entire algebras of semi-invariants.
We begin with the following characterization of the tameness of finite-dimensional path algebras.
Theorem 1.1. Let Q be a finite, connected quiver without oriented cycles. The following conditions are equivalent:
(1) the path algebra kQ is tame; (2) is log-concave, i.e.,
) for each Schur root d of Q, the field of rational invariants k(rep(Q, d)) GL(d) is isomorphic to k or k(t).
We point out that the implication (1) =⇒ (2) was proved by M. Domokos and H. Lenzing by first studying moduli spaces of regular representations for concealed-canonical algebras (see [22] ). The other implication (2) =⇒ (1) has been recently proved by Domokos in [20] using the local quiver technique of J. Adriaenssens and L. Le Bruyn (see [1] ). Our proof of (1) ⇐⇒ (2) is different from the one in [20, 22] . More specifically, we work entirely within the category of representations of the quiver in question and use in a fundamental way: (i) the study of the log-concavity property for weight spaces of semiinvariants which, in turn, was motivated by A. Okounkov's log-concavity ex-conjecture (see [14] ); (ii) the H. Derksen and Weyman's notion of θ-stable decomposition for dimension vectors (see [19] ). Regarding the implication (1) =⇒ (4), we want to point out that a proof can also be obtained from the work of C. Ringel [48] on rational invariants for tame quivers, or from the work of A. Schofield [53] on the birational classification of moduli spaces of representations for quivers. Our proof of (1) =⇒ (4) follows from the general reduction result described in Theorem 1.2 below (see also Corollary 5.5).
Our next goal in this paper is to extend the equivalence (1) ⇐⇒ (4) of Theorem 1.1 to other classes of algebras. A fundamental role in achieving this goal is played by the following reduction technique. Let Λ be the bound quiver algebra of a bound quiver (Q, R) and let E = (E 1 , . . . , E t ) be an orthogonal exceptional sequence of finite-dimensional representations of Λ. Using the A ∞ -formalism, one can show that E gives rise to a triangular algebra Λ E and an equivalence F E of categories from rep(Λ E ) to the subcategory filt E of rep(Λ). (The details of our notations can be found in Section 4 and Section 5.) Denote by Q E the Gabriel quiver of the (smaller) algebra Λ E . Consider a dimension vector 
Next, we focus on canonical algebras which were discovered and studied by Ringel [47] . They form a distinguished class of algebras of global dimension two and play an important role in the representation theory of algebras. Moreover, W. Geigle and Lenzing found in [28] a beautiful interpretation of canonical algebras and their representations in terms of coherent sheaves over weighted projective lines. The invariant theory for canonical algebras in the regular case has been investigated in a number of papers, see [6] , [5] , [21] , [22] , [56] . By applying Theorem 1.2 to tame canonical algebras, we are able to describe the fields of rational invariants when the dimension vector in question is not necessarily regular. More precisely, we have: Theorem 1.3. Let Λ be a canonical algebra. The following conditions are equivalent:
Note that the condition on the fields of rational invariants in Theorem 1.1(4) and Theorem 1.3(2) simply says that the rational quotients rep(Q, d)/ GL(d) and C/ GL(d) are (birationally equivalent to) a point or P 1 whenever d is a generic root, and this is very much in sync with the philosophy behind the tameness of an algebra.
In [33] , V. Kac showed that the problem of computing fields of rational invariants for quivers can be reduced to the case where the dimension vectors involved are Schur roots. In Proposition 4.7, we explain how to extend this result to fields of rational invariants for arbitrary finite-dimensional algebras. As a direct consequence of Theorem 1. 
where N is the sum of the multiplicities of the isotropic imaginary roots that occur in the generic decomposition of d in C.
Let us mention that our approach to proving Proposition 1.4 when Λ is a tame path algebra gives a short and conceptual proof of Ringel's result in [48] .
The layout of the paper is as follows. In Section 2, we recall some fundamental results from quiver invariant theory. This includes A. King's construction of moduli spaces of quiver representations, and Derksen-Weyman's results on the θ-stable decomposition for dimension vectors of quivers. The proof of Theorem 1.1 can be found in Section 3. In Section 4, we review some important results about representation varieties and their irreducible components. We prove Theorem 1.2 in Section 5 where we also review important properties of categories of the form filt E which are due to B. Keller, and W. CrawleyBoevey and J. Schröer. In Section 6, we first review some fundamental results about canonical algebras, including a description of the indecomposable irreducible components for tame canonical algebras due to G. Bobiński and Skowroński, and Ch. Geiss and Schröer. Furthermore, we present a systematic approach to finding short orthogonal exceptional sequences of representations via the study of facets of cones of effective weights for quivers with relations; in particular, this requires an extension of the DerksenWeyman's notion of θ-stable decomposition to quivers with relations. We prove Theorem 1.3 and Proposition 1.4 at the end of this final section.
QUIVER INVARIANT THEORY
Let Q = (Q 0 , Q 1 , t, h) be a finite quiver with vertex set Q 0 and arrow set Q 1 . The two functions t, h : Q 1 → Q 0 assign to each arrow a ∈ Q 1 its tail ta and head ha, respectively.
. Let S i be the one-dimensional representation of Q at vertex i ∈ Q 0 and let us denote by e i its dimension vector. By a dimension vector of Q, we simply mean a function d ∈ Z Q 0 ≥0 . Given two representations V and W of Q, we define a morphism ϕ : V → W to be a collection (ϕ(i)) i∈Q 0 of k-linear maps with ϕ(i) ∈ Hom k (V(i), W(i)) for each i ∈ Q 0 , and such that ϕ(ha)V(a) = W(a)ϕ(ta) for each a ∈ Q 1 . We denote by Hom Q (V, W) the k-vector space of all morphisms from V to W. Let V and W be two representations of Q. We say that V is a subrepresentation of W if V(i) is a subspace of W(i) for each i ∈ Q 0 and V(a) is the restriction of W(a) to V(ta) for each a ∈ Q 1 . In this way, we obtain the abelian category rep(Q) of all quiver representations of Q.
Given two quiver representations V and W, we have the Ringel's [49] canonical exact sequence:
(When no confusion arises, we drop the subscript Q.) It follows from (1) and (2) that
The Tits form of Q is the integral quadratic form q Q :
2.1. Semi-invariants of quivers. Let d be a dimension vector of Q. The representation space of d-dimensional representations of Q is the affine space
In this way, rep(Q, d) becomes a rational representation of the linearly reductive group GL(d) and the GL(d)−orbits in rep(Q, d) are in one-to-one correspondence with the isomorphism classes of the d-dimensional representations of Q.
From now on, we assume that Q is a quiver without oriented cycles. Under this assumption, one can show that there is only one closed GL(d)−orbit in rep(Q, d), and hence the invariant ring I(Q,
Although there are only constant GL(d)−invariant polynomial functions on rep(Q, d), the action of SL(d) on rep(Q, d) provides us with a highly non-trivial ring of semi-invariants. Note that any θ ∈ Z Q 0 defines a rational character χ θ :
In this way, we can identify Γ = Z Q 0 with the group X ⋆ (GL(d)) of rational characters of GL(d), assuming that d is a sincere dimension vector. In general, we have only the natural epimorphism Γ → X * (GL(d)). We also refer to the rational characters of GL(d) as (integral) weights of Q.
Let us now consider the ring of semi-invariants
is called the space of semi-invariants of weight θ.
Similarly, one can define the weight τ = ·, d .
2.2.
Reciprocity and polynomiality properties. The following remarkable properties of weight spaces of semi-invariants, due to Derksen and Weyman [17, 18] , play a crucial role in the proof of Theorem 1.1. 
Proposition 2.1 (Reciprocity Property
For two dimension vectors d and e, we define
The next result tells us how the dimensions (N d) • e and d •(N e) vary as N ∈ Z ≥0 varies. Remark 2.3. Note that Proposition 2.2 immediately implies the fact that weight spaces of semi-invariants of quivers are asymptotically log-concave in both arguments (see [14] ). However, they are not log-concave in general.
2.3. Moduli spaces of quiver representations. In [37] , King constructed, via GIT, moduli spaces of representations for finite-dimensional algebras. Let d be a dimension vector of Q. Then the one-dimensional torus
acts trivially on rep(Q, d), and so there is a well-defined action of 
is a Schur root if and only if d is
θ d -stable where θ d = d, · − ·, d .
The θ-stable decomposition for dimension vectors.
In this section, the θ-stable decomposition for dimension vectors, due to Derksen and Weyman [19] , is reviewed. Following [19] , we say that In what follows, we write m
The projective scheme
The following theorem of Derksen and Weyman, plays a crucial role in our study. (
(2) Although the above isomorphism between moduli spaces is not explicitly mentioned in [19, Theorem 3.20] , it follows immediately from its proof. 
is a polynomial algebra. If this is the case, we call (Q ξ , d ξ ) a coregular quiver setup.
Lemma 3.1. Let Q be a Euclidean quiver and let δ be the unique isotropic Schur root of
Remark 3.2. This result is well-known. For example, it follows from the work of Domokos and Lenzing on moduli spaces of regular representations for concealed-canonical algebras (see [22, Corollary 7.3] ). Here, we give a direct proof working entirely within the category of representations of the tame quiver Q. More precisely, we make essential use of: (i) the rationality of k(rep(Q, δ)) GL(δ) ; (ii) the Derksen-Weyman θ-stable decomposition for dimension vectors; (iii) Adriaenssens-Le Bruyn local quiver technique.
Proof. First, note that the moduli space M(Q, δ) ss θ is a projective curve since δ, δ = 0. Moreover, if follows from the work of Ringel [50] or Schofield [53] 
. So, let us assume that l > 1. Note that since each dim M i is a Schur root smaller (coordinatewise) than δ, dim M i has to be a real Schur root, and hence M i is an exceptional representation. In particular, Q M has no loops.
If at least one of the m i , say m 1 , is bigger than one then we claim that Q M has no oriented cycles. To see why this is so, consider the θ-polystable representation 
Next, let I ⊂ {1, . . . , l} be a proper subset. Denote by d I = i∈I m i dim M i and note that GL(d I ) acts with a dense orbit on rep(Q, d I ) as d I < δ. Arguing as before we deduce that the (full) subquiver of Q M with vertex set I has no oriented cycles.
From the discussion above, it remains to look into the case when Q M has oriented cycles, m i = 1 for all 1 ≤ i ≤ l, and any oriented cycle in Q M uses all the vertices. So, we can reorder the vertices of Q M , if needed, so that if k i,j denotes the number of arrows from i to j,
, and the rest of the k i,j are zero. Furthermore, we have that k 1,2 + . . . + k l,1 = l as δ, δ = 0; in other words, Q M is just the oriented l-cycle. But for this quiver and the thin sincere dimension vector d M , the corresponding ring of invariants is known to be a polynomial algebra (see for example [10] ).
Finally, using the local quiver technique and the fact that all local quiver setups associated to M(Q, δ) 
Furthermore, M(Q, δ) ss θ ≃ P 1 by Lemma 3.1, and so we deduce that M(Q, d)
Next, we prove the implication (2) =⇒ (3). Let d be a θ-semi-stable dimension vector where θ is an integral weight. Then, we know that M(Q, d)
Choose an integer l ≥ 1 for which the graded algebra n≥0 SI(Q, d) n(lθ) is generated by the degree one component SI(Q, d) lθ . Pulling back the line bundle O(1) over P r , we get a line bundle over M(Q, d) ss θ which has to be of the form O(d). The image of the map
, and furthermore this map is surjective for sufficiently large values of N (see for example [31, Exercise II.5.9]). Hence,
for sufficiently large values of N. From Proposition 2.2, we deduce that
. This clearly shows that the weight spaces of semiinvariants of Q are log-concave.
To prove that (3) =⇒ (1), we follow the arguments in [14, Sec. 3.4] . Let us assume to the contrary that Q is a wild quiver. Under this assumption, we can always find a non-isotropic imaginary Schur root d ′ . Then d ′ is stable with respect to the weight
′ by Theorem 2.6. We can clearly assume that d ′ is sincere since otherwise we can just simply work with the full subquiver of Q whose vertex set consists of those vertices i ∈ Q 0 for which d
we have that for sufficiently large N,
which is equivalent to
But this is a contradiction. So, Q must be a tame quiver.
Finally, it remains to prove the equivalence (1) ⇐⇒ (4). First, let us assume that for each Schur root d, the field of rational invariants k(rep(Q, d))
(This formula follows immediately from Rosenlicht's theorem [51, Theorem 2] and the fiber dimension theorem [55] .) So, if d is a Schur root of Q then it is easy to see that q Q (d) ≥ 0. Now, let d be a dimension vector of Q and consider its canonical decomposi-
This implies that Q is a Dynkin or Euclidean quiver.
The implication (1) =⇒ (4) follows from Corollary 5.5 or [48] .
QUIVERS WITH RELATIONS
Given a quiver Q, its path algebra kQ has a k-basis consisting of all paths and the multiplication in kQ is given by concatenation of paths. It is easy to see that any finitedimensional left kQ-module defines a representation of Q, and vice-versa. Furthermore, the category mod(kQ) of finite-dimensional left kQ-modules is equivalent to the category rep(Q). In what follows, we identify mod(kQ) and rep(Q), and use the same notation for a module and the corresponding representation.
A relation in Q with coefficients in k is an element r ∈ kQ of the form
where λ 1 , . . . , λ l ∈ k are non-zero scalars and p 1 , . . . , p l are paths in kQ of length at least two with tp 1 = · · · = tp l and hp 1 = · · · = hp l .
A set R of relations is said to be minimal if for every r ∈ R, r does not belong to the two-sided ideal R \ {r} of kQ generated by R \ {r}. A bound quiver consists of a quiver Q and a minimal finite set R of relations such that there exists a positive integer L with the property that any path in Q of length at least L belongs to the two sided ideal R of kQ generated by R. We call kQ/ R the bound quiver algebra of the bound quiver (Q, R).
It is well-known that any finite-dimensional basic algebra Λ is isomorphic to the bound quiver algebra of a bound quiver (Q Λ , R), where Q Λ is the Gabriel quiver of Λ. Note that the set of relations R is not uniquely determined by Λ. We say that Λ is a triangular algebra if its Gabriel quiver has no oriented cycles.
Fix a bound quiver (Q, R) and let Λ = kQ/ R be its bound quiver algebra. The category mod(Λ) of finite-dimensional left Λ-modules is equivalent to the category rep(Λ) of representations of Λ. As before, we identify mod(Λ) and rep(Λ), and make no distinction between Λ-modules and representations of Λ. By a Λ-module, we always mean a finite-dimensional left Λ-module. For each vertex v ∈ Q 0 , we denote by e v the primitive idempotent corresponding to v. In what follows, we list a series of important results describing the representation type of a (triangular) algebra Λ in terms of the so-called Tits form of Λ. Assume form now on that Λ has finite global dimension; this happens, for example, when Q has no oriented cycles. The Ringel form of Λ is the bilinear form ·, · Λ :
The quadratic form induced by ·, · Λ is denoted by χ Λ .
The Tits form of Λ is the integral quadratic form q Λ :
Next, let us assume that Λ is triangular. Under this assumption, the Tits form q Λ is related to the geometry of the varieties of representations of Λ in the following way. First, r(i, j) := |R ∩ e j R e i | is precisely dim k Ext 2 Λ (S i , S j ), ∀i, j ∈ Q 0 , as shown by K. Bongartz in [11] . So, we can write
Now, let d be a dimension vector of Λ and M ∈ rep(Λ, d). By Krull's Principal Ideal Theorem (see for example [25] ), we have
In particular, we have that
This inequality together with Proposition 4.1 proves:
We should point out the the converse of this theorem is false in general (see [7, Example 2.1]). However, there are important classes of finite-dimensional algebras for which the converse holds true.
Theorem 4.3. [8, 12] Let Λ be either a quasi-tilted algebra or a strongly simply-connected algebra. Then, Λ is tame if and only if the Tits form q Λ is weakly positive semi-definite.

The generic decomposition for irreducible components.
Let Λ be the bound quiver algebra of a bound quiver (Q, R), d a dimension vector of Λ, and C an irreducible component of rep(Λ, d).
We say that C is an indecomposable irreducible component if C has a non-empty open subset of indecomposable representations. We call C a Schur irreducible component if C contains a Schur representation. Note that a Schur irreducible component is always indecomposable. The converse is always true for finite-dimensional path algebras. Finally, we say that d is a generic root of Λ if rep(Λ, d) has an indecomposable irreducible component. In what follows, we explain how to reduce the problem of describing fields of rational invariants on irreducible components of representation varieties to the case where the irreducible components involved are indecomposable. This was already done by Kac in [34] in the context of quivers with no relations. It turns out that Kac's proof in loc. cit. can be extended to arbitrary finite-dimensional algebras. Indeed, let Λ = kQ/ R be the bound quiver algebra of a bound quiver (Q, R), d a dimension vector, and C an irreducible component of rep(Λ, d).
Now, let us consider a decomposition
d = d 1 + . . . + d t where d i ∈ Z Q 0 ≥0 , 1 ≤ i ≤ t. If C i is a GL(d i )-invariant subset of rep(Λ, d i ), 1 ≤ i ≤ t,
. ⊕ C t be its generic decomposition where
be the generic decomposition of d in C where d 1 , . . . , d n are distinct generic roots of Λ, and m 1 , . . . , m n are positive integers. Next, we assume that the generic decomposition of C is of the form
for each vertex v ∈ Q 0 , and then embed C := C
Denote by T 
(Here, S m denotes the symmetric group on m elements.)
Let us summarize what we have obtained so far: In what follows, if R is an integral domain, we denote its field of fractions by Quot(R). Moreover, if K/k is a field extension and m is a positive integer, we define S m (K/k) to be the field (Quot(K ⊗m )) Sm which is, in fact, the same as Quot((K ⊗m ) Sm ) since S m is a finite group. 
Proof. Let π : C C/ GL(d) be the rational quotient map for the action of GL(d) on C. Now, property (1) above tells us that the restriction φ = π| C : C C/ GL(d) is a well-defined dominant rational map.
Let M 0 be a generic point in C, M ∈ φ −1 (φ(M 0 )), and g ∈ GL(d) such that M = gM 0 . Note that T and g −1 Tg are maximal tori of C GL(d) (M 0 ), and so T = (gg
. Hence, g 0 := gg ′ ∈ N and M = g 0 M 0 , i.e., NM 0 = φ −1 (φ(M 0 )). It now follows from the universal property of rational quotients that φ is the rational quotient map for the action of N on C and hence k( C) N ≃ k(C) GL(d) . The proof now follows. 
We refer to the problem that asks to prove that k(C) GL(d) is rational over k for each Schur root d of Λ and each Schur irreducible component C of rep(Λ, d) as the rationality problem for Λ. We have seen that the rationality problem for tame quivers is already settled. Moreover, Schofield has obtained in [53] a birational classification of moduli spaces of representations for quivers. In particular, he solved the rationality problem for quivers when the dimension vectors involved are indivisible Schur roots. However, the rationality problem for wild quivers in the non-indivisible case is a long-standing open problem (see for example [40] and [26] ).
To tackle the rationality problem for finite-dimensional algebras, we are going to use homological algebra. This strategy is explained in the next section.
EXCEPTIONAL SEQUENCES AND RATIONAL INVARIANTS
In this section we explain how exceptional sequences can be used in the study of the fields of rational invariants for finite-dimensional algebras.
Let Λ be the bound quiver algebra of a bound quiver (Q, R). A sequence E = (E 1 , . . . , E t ) of finite-dimensional Λ-modules is called an orthogonal exceptional sequence if the following conditions are satisfied:
(1) E i is an exceptional module, i.e, End Λ (E i ) = k and Ext l Λ (E i , E i ) = 0 for all l ≥ 1 and
(If we drop condition (3), we simply call E an exceptional sequence.)
Given an orthogonal exceptional sequence E, consider the full subcategory filt E of rep(Λ) whose objects M have a finite filtration 0 = M 0 ⊆ M 1 ⊆ · · · ⊆ M s = M of submodules such that each factor M j /M j−1 is isomorphic to one the E i . It is clear that filt E is a full exact subcategory of rep(Λ) which is closed under extensions. Moreover, Ringel [50] (see also [19] ) showed that filt E is an abelian subcategory whose simple objects are precisely E 1 , . . . , E t .
The category filt E is determined by the Yoneda algebra Ext
with its (minimal) A ∞ -algebra structure as shown by Keller [36, 35] . More precisely, let us write Ext
where R is the commutative k-algebra k t . It is clear that each multiplication map m n of the A ∞ -algebra Ext
Now, let Q E be the quiver with vertices 1, . . . , t and dim k Ext 1 Λ (E i , E j ) * arrows from i to j. The Maurer-Cartan map is, by definition, the map m = n≥2 m n , and hence its dual is m * : Ext
Note that Q E has no oriented cycles and that is why for the dual of the Maurer-Cartan map we can just work with the path algebra of Q E instead of its completed path algebra. Also, the two-sided ideal of kQ E generated by Im(m * ) is an admissible ideal and, hence, is generated by finitely many relations. Finally, we define Λ E = kQ E /(Im(m * )).
Now, we are ready to state the following important result:
Theorem 5.1. Keeping the same notations as above, the following statements are true.
(1) There exists an equivalence of categories
The first part of the theorem above is due to Keller [36, 35] and uses the A ∞ -formalism. The second part was proved by Crawley-Boevey and Schröer in [15, Corollary 1.5].
Let E = (E 1 , . . . , E t ) be an orthogonal exceptional sequence of Λ-modules and let F E be a functor as in Theorem 5.1 (1) . Now, consider a dimension vector d ′ of Q E and set 
Remark 5.3. Note that this proposition already appears in the context of quivers with no relations in [46] . Furthermore, the proof of Proposition 2.3 in [46] works for arbitrary finite-dimensional algebras, as well. Nonetheless, for completeness, we include below an explicit proof.
Proof. In what follows, we denote by e ′ i the primitive idempotent in Λ E corresponding to vertex i ∈ {1, 2, . . . , l}. Furthermore, if i and j are two vertices of Q E , p ′ is a linear combination of paths in kQ E from vertex i to vertex j, and M ′ ∈ rep(Λ E ), we define M ′ (p ′ ) to be the corresponding linear combination of products of matrices. We also denote the residue class of p ′ in Λ E by p ′ .
According to Theorem 2 in [58] , we can assume that F = P ⊗ Λ E where P is a finitedimensional Λ − Λ E -bimodule which is projective as a right Λ E -module. In fact, we can write P = v∈Q 0 e v P where
Since P is a Λ−Λ E -bimodule, we have that for each arrow a ∈ Q 1 , P(a) ∈ Hom Λ E (e ta P, e ha P) which, after fixing bases, can be viewed as an l × l block-matrix whose (i, j)-block entry is a matrix of size d E i (ha) × d E j (ta) whose entries are of the form p ′ ∈ Λ E with p ′ a linear combination of paths from vertex j to vertex i in kQ E .
Now, given a representation
and an arrow a ∈ Q 1 , we define f E (M ′ )(a) to be the l × l block-matrix obtained from P(a) by replacing each entry p ′ ∈ e
As for the morphism ϕ, we simply take the natural diagonal embedding of GL(d ′ ) into GL(d). The proof now follows.
For the convenience of the reader, we now recall some fundamental facts from birational invariant theory that will be used in the proof of Theorem 1.2. Let G be a linear algebraic group acting regularly on an irreducible variety X. The field k(X) G of G-invariant rational functions on X is always finitely generated over k since it is a subfield of k(X) which is finitely generated over k. A rational quotient of X by (the action of) G is an irreducible variety Y such that k(Y) = k(X) G together with the dominant rational map π : X Y induced by the inclusion k(X) G ⊂ k(X). Of course, Y is uniquely defined up to birational isomorphism. Now, a theorem of Rosenlicht [51] tells us that there is a G-invariant open and dense subset X 0 of X such that the restriction of π to X 0 is a dominant regular morphism and π −1 (π(x)) = Gx for all x ∈ X 0 . Furthermore, one can show that a rational quotient π : X Y satisfies the following universal property (see [ One usually writes X/G in place of Y and call it the rational quotient of X by G. We also need some facts about homogeneous fiber spaces. Let ϕ : H → G be a homomorphism of algebraic groups and let Z be an H-variety. Consider the action of
, hz) and denote by G * H Z the rational quotient of G × Z by the above action of {1} × H. We call X := G * H Z a homogeneous fiber space. Note that G has a naturally defined rational action on X which, in general, is not regular. However, it is always possible (see [44, Definition 2.12] ) to choose a model Y for X such that the G-action on G × Z descends to a regular action on Y, and thus the rational quotient map π : G × Z Y is G-equivariant.
Let us record the following very useful result: 
Let us now consider the
induced by f E . By Theorem 5.1(2) and Proposition 5.2, we know that
Since f E (M) is a Schur module, we get that h = g ′ · g, and so g ′ (g, M) = (h, M ′ ). The claim now follows.
From the uniqueness of rational quotients, we know that µ is actually the rational quotient map for the
, µ descends to a birational isomorphism
is the rational quotient map. Note that as π is PGL(d)-equivariant, so is µ. The proof now follows from Lemma 5.4.
As an immediate consequence of Theorem 1.2, we have:
Next, we denote by δ Q , the unique isotropic Schur root of Q. Choose a vertex i 0 ∈ Q 0 such that Q \ {i 0 } is a Dynkin quiver. Without loss of generality, let us assume that i 0 is a source. In this case, we can choose two exceptional representations E 1 and E 2 of Q with dim E 1 = δ Q − e i 0 and dim E 2 = e i 0 . Then, E := (E 1 , E 2 ) is an orthogonal exceptional sequence with
Hence, Q(E) is the Kronecker quiver
But, for K 2 and dimension vector (1, 1), the corresponding field of rational invariants is clearly k(t). The proof now follows from Theorem 1.2.
Remark 5.6. Note that the sequence E above corresponds to a facet of the cone Eff(Q, δ) of effective weights associated to (Q, δ). In fact, the facets of C(Q, δ) give rise to all orthogonal exceptional sequences E of Q of length two for which filt E (δ) = ∅ (see [19, Theorem 5.1] ). We will come back to this approach in Section 6.2.
CANONICAL ALGEBRAS
Let m = (m 1 , . . . , m n ), n ≥ 3, be a sequence of positive integers greater than one, and let λ = (λ 3 , . . . , λ n ) be a sequence of pairwise distinct non-zero scalars in k with λ 3 = 1. The canonical algebra Λ = Λ(m, λ) is, by definition, the bound quiver algebra of the bound quiver (∆(m), R(m, λ)) where ∆(m) is the quiver:
X X X X X X X X X X X X X X X X X X X X X The virtual genus of Λ, denoted by g Λ , is
where m = lcm{m 1 , . . . , m n }. Note that g Λ is always non-negative. Moreover, the virtual genus g Λ controls the representation type of Λ in the following way (see [47] or [7, Section 7] ).
(1) If g Λ = 0 then n = 3 and m is one of the following triples (l − 2, 2, 2) with l ≥ 4, (3, 3, 2), (4, 3, 2) or (5, 3, 2), i.e., ∆ \ {∞} is a Dynkin quiver of type D or E. In this case, Λ is a concealed algebra of extended Dynkin type D l , E 6 , E 7 , or E 8 (see for example the D. Happel-D. Vossieck's list in [30] ). (2) If g Λ = 1 (or equivalently, 0 < g Λ ≤ 1) then m is one of the following four tuples (2, 2, 2, 2), (3, 3, 3) , (4, 4, 2) , and (6, 3, 2), i.e., ∆\{∞} is an extended Dynkin diagram of type D or E. In this case, we call Λ a tubular canonical algebra. The classification of the indecomposable modules over a tubular canonical algebra turns out to be closely related to Atiyah's [3] classification of indecomposable bundles over an elliptic curve. In what follows, we briefly recall some of the key features of canonical algebras (see for example [47] or [42] ). First of all, Λ has global dimension two. In particular, the Tits form q Λ coincides with χ Λ . The rank and degree of a dimension vector d of Λ, denoted by rk
We denote by h the dimension vector of Λ that takes value 1 at all vertices of ∆ 0 . It turns out that rk
Let P (R, Q, respectively) be the full subcategory of mod(Λ) consisting of all Λ-modules that are direct sums of indecomposable Λ-modules X such that rk Λ (dim X) > 0 (rk Λ (dim X) = 0, rk Λ (dim X) < 0, respectively). The following properties hold true.
We end this subsection with the Riemann-Roch formula for canonical algebras due to Geigle-Lenzing [28] (see also [42] and [41] ). Denote by Φ Λ the Coxeter matrix of Λ. The Riemann-Roch formula tells us that for any two dimension vectors d and e of Λ:
6.1. Irreducible components for tame canonical algebras. In this section, we review some results of Bobiński and Skowroński [8] , and of Geiss and Schröer [29] on the indecomposable irreducible components for a tame canonical algebra Λ. 
for all dimension vectors e of Λ. Proof. Since Λ is tubular, we know that
Using the Riemann-Roch formula (5), we obtain that iso(d), d Λ = 0. It now follows from the general theory of tubular algebras that the two isotropic roots iso(d) and d are multiple of each other, and so they must be equal as they are both indivisible. The proof now follows.
Exceptional sequences from cones of effective weights.
In what follows we provide a systematic approach to finding "convenient" orthogonal exceptional sequences of modules. This approach is based on the notion of θ-stable decomposition of dimension vectors in irreducible components of module varieties. From this point on until Lemma 6.6 below, Λ = kQ/ R is the bound quiver algebra of an arbitrary bound quiver (Q, R), d is a dimension vector of Λ, and
the full subcategory of rep(Λ) consisting of all θ-(semi-)stable Λ-modules. Then, rep(Λ) ss θ is an abelian subcategory of rep(Λ) which is closed under extensions, and whose simple objects are precisely the θ-stable Λ-modules. Moreover, rep(Λ) ss θ is Artinian and Noetherian, and hence, every θ-semi-stable finitedimensional Λ-module has a Jordan-Hölder filtration in rep(Q)
Next, the cone of effective weights of C is, by definition, the set Eff(C) = {θ ∈ R Q 0 | C ss θ = ∅}. We know that there are only finitely many GIT-classes in the cone Eff(Q, d) of effective weights associated to (Q, d) (see for example [2] or [13] ). Among a set of representatives for these GIT-classes, we denote by θ 1 , . . . , θ l the integral weights for which the corresponding semi-stable loci in C are non-empty. Note that for any θ ∈ Eff(C), C , we have
and so Eff(C) is a rational convex polyhedral cone. Let θ be a lattice point in Eff(C). For each sequence
is the same as D up to permutation. It is not difficult to see that C D is a constructible subset of C (see for example [15] ). Since C ss θ is irreducible, we deduce that there exists a unique, up to permutation, such sequence D = (d 1 , . . . , d t ) for which C D contains an open and dense subset of C. We write
and call it the θ-stable decomposition of d in C.
In what follows, for a given d ∈ R Q 0 , we denote by Proof. From the general theory of tame concealed algebras and of tubular algebras (see for example [9, Section 2]), we know that d is the dimension vector of an indecomposable Λ-module lying at the mouth of a homogeneous tube which is part of a family, call it T , of pairwise orthogonal tubes. Specifically, T is the full subcategory of mod(Λ) consisting of all Λ-modules that are direct sums of indecomposable Λ-modules X such that θ d (dim X) = 0. Moreover, let P ( Q, respectively) be the full subcategory of mod(Λ) consisting of all Λ-modules that are direct sums of indecomposable Λ-modules X such that θ d (dim X) < 0 (θ d (dim X) > 0, respectively). Then, we have:
(1) mod(Λ) = P T Q; (2) Hom Λ (X, Y) = 0 if either X ∈ Q, Y ∈ T or X ∈ T , Y ∈ P.
It is now clear that rep(Λ, d) For each 1 ≤ i ≤ t, let E i be a d i -dimensional θ 0 -stable module that arises as a factor of a Jordan-Hölder filtration of a generic module M in rep(Λ, d). Note that we can choose M to be θ d -stable by Lemma 6.6. Furthermore, we have that Hom Λ (E i , E j ) = 0, ∀1 ≤ i = j ≤ t since E 1 , . . . , E t are pairwise non-isomorphic (θ 0 -)stable modules. Proof of Claim: Note that F has dimension |∆ 0 | − 2, and so t ≥ 2. Moreover, the dimension of the subspace of R ∆ 0 orthogonal to the subspace spanned by {d, d 1 , d 2 } is at least ∆ 0 − 2 since it contains F . In particular, the set {d, It is now easy to see that n 1 = n 2 = 1 and l = 2. Without loss of generality, we can assume that E 1 is a submodule of M and E 2 = M/E 1 . Then, we have that dim k Ext 1 Λ (E 2 , E 1 ) > 0. We also note that d 1 , d 2 Λ = −1 and d 2 , d 1 Λ = −1 since otherwise both of these two inner products would have to be −1, and this would imply that θ d (dim E 1 ) = 0. But this would contradict the fact that M is θ d -stable. 
