Abstract. We give a natural proof of the appearance of free convolution of transition measures in outer product of representations of symmetric groups by showing that some special Jucys-Murphy elements are asymptotically free.
Introduction
Almost everything seems to be known about representations of the symmetric groups S n . The answers for basic questions are encoded in the combinatorial structure of Young diagrams, there is for example Murnaghan-Nakayama formula for computing characters. In asymptotic representation theory, as n becomes large, this combinatorial description becomes very complicated and inefficient for concrete calculations so one needs some new methods.
One way of dealing with that is to replace a Young diagram with its transition measure (introduced by Kerov [Ker99, Ker03] ). It is related to the shape of a Young diagram. The theory is then more analytical and it becomes much easier, for example, to describe the asymptotics of characters. In 1986 Voiculescu discovered a new type of independence, called free independence or just freeness. Just like in the case of classical independence of random variables, Voiculescu's freeness leads to a special type of convolution of probability measures on the real line, called free convolution. It turnes out that it can be found in real life situations, for example in random matrix theory. [Spe93] What is important for this article is that the asymptotic representation theory described in terms of the transition measure is related to Voiculescu's free probability theory.
This was first described in [Bia95] in a special case of the left regular representation of S n . Then in [Bia98] Biane discovered more connections between asymptotic representation theory and free probability, e.g. he proved that the typical irreducible component of outer product of two irreducible representations of S n can be asymptotically described by the free convolution of their transition measures. It is an important result as computing outer product of representations is a difficult matter related to Littlewood-Richardson coefficients. Biane's proof was quite difficult and somehow unnatural, as there was no freely independent random variables. In this paper we will show that the reason for appearance of free convolution is that some elements of group algebra C(S n ) called Jucys-Murphy elements are asymptotically freely independent.
Preliminaries 0.1. Partitions. A partition of A = {1, . . . , m} is any collection π = {B 1 , . . . , B k } of pairwise disjoint, nonempty subsets of A such that B 1 ∪ · · · ∪ B k = A. We call the elements of π blocks and denote their number by |π|. If every block has two elements we call π a pair partition. Assume we have a partition π = {(1, 5, 6, 8), (2, 4), (3), (7, 9)}.
We can draw it in the following way:
A partition π is said to be non-crossing if there exist no
in two different blocks of π. This condition just means that when we draw π in the above-described way, the lines do not cross.
A block B of π is an inner block of a block B if there exist two numbers in B , one smaller than any number in B and one bigger than any number in B. We will distinguish between direct and indirect inner blocks. A block B is a direct inner block of a block B if there is no block B with a property that B is an inner block of B and B is an inner block of B . For example, block {2, 4} is a direct inner blocks of {1, 5, 6, 8} because there are no blocks in between whilst block {3} is an indirect inner block of {1, 5, 6, 8} because there is {2, 4} in between.
In this article we will use the following notations:
(1) P (m) is the set of all partitions of an m-element set.
(2) N C(m) is the set of all non-crossing partitions.
(3) N C 1,2 (m) is the set of those non-crossing partitions whose every block has cardinality one or two.
(4) N C 1<2 (m) is the subset of N C 1,2 (m) of those partitions whose every one-element block is an inner block of some two-element block.
(5) N C ≥2 (m) is the set of all non-crossing partitions of an m-element set having blocks of cardinality at least two.
Let us define a function F : N C 1<2 (m) → N C ≥2 (m) by the following procedure: for every two-element block B of a partition π ∈ N C 1<2 (m) take all its direct inner one-element blocks and sum them together with B. This procedure gives us a new non-crossing partition F (π) which does not have any one-element blocks. It is clear that F is a bijection as there is a procedure to get π back from F (π): for every block B which has at least three elements take all the elements except the biggest and the smallest one and put them separately to new blocks.
The following picture shows an example of how the function F works.
We can now write
Let p = (A 1 , . . . A m ) be a tuple of objects of any kind, some of them may appear many times in the tuple. We can think of (A 1 , . . . A m ) as a coloring of a set {1, 2, . . . , m}, namely we think of A i as the color of the number i. A character of a representation ρ is a function χ ρ : G → C given by
where tr denotes trace of a matrix divided by its dimension, i.e.
A representation is called irreducible if it is not a direct sum of other representations [Ser77] . In asymptotic representation theory the size of the diagram tends to infinity. In the grate majority of results in this field we consider only so-called C-balanced diagrams. Let C be a positive real number. A Young diagram (y 1 , . . . , y j ) with y 1 + · · · + y j = n is said to be balanced or, more precisely, C-balanced if y i ≤ C √ n for all 1 ≤ i ≤ j and j ≤ C √ n. Sometimes the assumption becomes very precise and we require that the sequence of Young diagrams (rescaled by √ n to avoid growth of the size) tend to some prescribed shape. In this paper we will not use Young diagrams but we will refer to some dual objects, namely their transition measures. Fact 1. Let λ n be a sequence of C-balanced Young diagrams and ρ n the corresponding representations of S n . Fix a permutation σ ∈ S k and note that σ can be treated as an element of S n if we add n−k additional fixpoints. There exists a constant K such that
0.3. Free probability theory. We will work in the frame of a non commutative probability space [Voi86] i.e. a unital algebra A over C and a functional ϕ, unital in the sense that ϕ(1) = 1. We call a ∈ A a non-commutative random variable and ϕ(a n ) its moments. If there are many non-commutative random variables a 1 , . . . , a k , their mixed moments are values of ϕ on words in a 1 , . . . , a k .
The parallelism between the classical and the non-commutative probability is easy to see when we let A be a commutative algebra of all random variables having all moments and ϕ the classical expectation functional. Most of the classical results like the law of large numbers or central limit theorem can be translated into this language.
In many situations it turnes out that even if a ∈ A is not a genuine random variable, the sequence ϕ(a n ) of its moments is a sequence of moments of a probability measure µ a on a real line. We call this measure the distribution of a.
One of the fundamental tools in both classical and free probability theory are classical and free cumulants [NS99] . (1) C π (A 1 , A 2 , . . . , A m ) factorize according to the block structure of π,
. . , A m ) depends only on arguments with indexes from
(4) C π satisfy the free moment-cumulant formula:
To get the definition of classical cumulants and the classical moment- Definition 2. We say that non-commutative random variables X 1 , . . . , X k are independent in the free way (or simply that they are free) if their mixed free cumulants vanish, i.e. C l (X i 1 , . . . , X i l ) = 0 whenever at least two i j are not equal.
The following definition of freeness is clearly equivalent to the one above and will be more convenient for our purpose:
Definition 3. We say that X 1 , . . . , X k are free if for every tuple (A 1 , . . . , A m )
of these variables we have
where p denotes the coloring of the set {1, 2, . . . , m} given by p(i) = A i and N C (p) (m) is the set of those non-crossing partitions of {1, 2, . . . , m} which respect the coloring p.
To get the definition of asymptotic freeness we have to replace equality by a limit:
Definition 4. Let (A n , ϕ n ) be a sequence of non-commutative probability spaces and for every n let X n 1 , . . . , X n k ∈ A n be a tuple of noncommutative random variables. The sequences (X n 1 ), . . . , (X n k ) are said to be asymptotically free if
for every tuple (A We denote it by µ X µ Y .
Theorem 2 (NS99). If X n and Y n are asymptotically free sequences of random variables converging to some free random variables X and Y , the sequence of distributions of their sums X n + Y n converges in distribution to the distribution of X + Y which is the free convolution µ X µ Y . Convergence in distribution means that all mixed moments of X n and Y n converge to the respective mixed moments of X and Y .
The following fact is a simple consequence of combining Definition 2 with (1) in Definition 1 and will be later used to recognize free cumulants of free random variables. 
|b| where π X and π Y are sets of those blocks of π which have color X and Y
respectively.
The only non-commutative probability space investigated in this paper will be the group algebra C[S 2n+1 ] of the symmetric group S 2n+1 with a functional ϕ defined by
The arrow denotes restriction to a subgroup, so if σ ∈ S 2n+1 is not an element of S n × S n × {e}, the value of ϕ on it is by definition equal to zero. If σ is an element of the subgroup, it is a product of two permutations σ 1 and σ 2 such that the support of σ 1 is contained in {1, 2, . . . , n} and the support of σ 2 is contained in {n + 1, . . . , 2n}. The value of ϕ on σ is then a product of two characters of irreducible representations ρ 1 and ρ 2 of a symmetric group S n evaluated respectively on σ 1 and σ 2 . 0.4. Outer product. Let H be a subgroup of a finite group G and let ρ be a representation of H in a space V . The induced representation U ρ of G is defined [FH91] as follows:
• The set {f :
the space of U ρ .
• G acts by the formula
The outer product [FH91] of two representations ρ 1 and ρ 2 of the symmetric group S n is a representation of S 2n induced from a repre-
.
In this paper what we need to know about the outer product is how to compute its character:
Theorem 3 (Frobenius' Duality Theorem). [FH91,NaiS82] Let ρ G be a representation of a group G induced from a representation ρ H of its subgroup H. Let χ G and χ H be the corresponding characters and let
conjugacy classes of the same element h 0 of H but in different groups.
Then
Thus to compute a character of the outer product of representations it suffices to compute the character of their tensor product, i.e. the product of their characters.
0.5. Jucys-Murphy elements and transition measure. In this section we will investigate moments of Jucys-Murphy elements. A
Jucys-Murphy element [J66,OV04] is the sum of transpositions
The summands will be called Jucys-Murphy transpositions.
There are a few equivalent definitions of Kerov transition measure but for our purposes the following one is the most convenient. Given a Young diagram λ or, equivalently, an irreducible representation of S n , we define its transition measure µ λ as the unique probability measure on the real line with a property that
In the following we will consider normalized Jucys-Murphy elements
and
Note that X n and Y n are not genuine Jucys-Murphy elements in C[S 2n+1 ]
as the sums are not taken over {1, . . . , 2n}. The genuine Jucys-Murphy element is their scaled sum √ n(X n + Y n ). Elements X n and Y n can be seen as Jucys-Murphy elements in subalgebras of C[S 2n+1 ] generated by sugroups {g ∈ S 2n+1 : g(i) = i, for i ∈ {n + 1, . . . 2n}} and {g ∈ S 2n+1 : g(i) = i, for i ∈ {1, . . . n}} respectively. We will call X n and Y n Jucys-Murphy elements as it makes sense in the context of outer product of representations.
It follows from linearity that the value of ϕ on a product of a tuple of Jucys-Murphy elements X n and Y n is a sum of values of ϕ on many products of transpositions. Our aim is to group the summands to obtain a sum over non-crossing partitions. We will then get the formula from Definition 4.
We will investigate Jucys-Murphy elements, Jucys-Murphy transpositions and their moments so now we will try understanding these objects as well as we have to.
Assume we have a tuple A 1 , . . . , A m where every A i is equal either to X n or to Y n . What we need to compute is From the assumption that (a 1 , . . . , a m ) ∼ (A 1 , . . . , A m ) ∼ (a 1 , . . . , a m ), both α i and α i belong either to {1, 2, . . . , n} or {n + 1, n + 2, . . . , 2n}.
Define a permutation γ putting γ(α i ) = α i for every α i . For the other numbers we can put arbitrary values but we need to make sure that γ ∈ S n ×S n ×{e}. It is possible because when we put γ(α i ) = α i we use exactly the same number of elements from {1, 2, . . . , n} as arguments and as values. Any permutation defined in that way satisfies
Lemma 2. If two permutations σ and σ are conjugate by an element of S n × S n × {e} then ϕ(σ) = ϕ(σ ).
Proof. If σ is not an element of S n × S n × {e}, then neither is σ and by definition ϕ(σ) = 0 = ϕ(σ ).
If σ ∈ S n × S n × {e} then we can split it into commuting σ 1 and σ 2 such that σ = σ 1 σ 2 and supp(σ 1 ) ⊂ {1, 2, . . . , n} , supp(σ 2 ) ⊂ {n + 1, n + 2, . . . , 2n}.
If σ = γσγ −1 where γ ∈ S n × S n × {e} then we can analogously split γ into γ 1 and γ 2 .
One can then see that the conjugation is really taken in subgroups S n × {e Sn } × {e} and {e Sn } × S n × {e},
i . By definition the value of ϕ is a product of corresponding characters, i.e. traces of matrices:
and thus ϕ(σ) = ϕ(σ ) Lemma 3. Let a 1 , . . . , a m be Jucys Murphy transpositions. Assume that for some k we have a k = a i for all i = k. Let σ 1 = a 1 a 2 · · · a k−1 and σ 2 = a k+1 · · · a m . Then |σ 1 a k σ 2 | = |σ 1 σ 2 | + 1 where the length |σ| of a permutation |σ| is defined as the minimal number of factors needed to write σ as a product of transpositions.
Proof. To prove the lemma it suffices to explain the following equalities:
The first two permutations are conjugate hence have the same length.
The second equality comes from the fact that if a k = (j, 2n + 1), the numbers j and 2n + 1 appear in the permutation σ 2 σ 1 in two different cycles. Therefore if we multiply σ 2 σ 1 by a k , then a k glues these two cycles together so the length of their product is bigger by one that the length of σ 2 σ 1 .
The last equality holds because again the two permutations are conjugate.
The following Lemma is proved in [Bia95] .
Lemma 4. Suppose a 1 , . . . , a m are Jucys-Murphy transpositions. Define a partition π of the set {1, . . . , m} joining in blocks those numbers j, k for which a j = a k and assume this is a pair partition. Then the product a 1 · · · a m is the identity permutation if and only if π ∈ N C 2 (m).
Proof. As the if part of the proof is obvious we will only prove the only part. We know thus that a 1 ...a m is the identity permutation and that every factor has exactly one copy in the tuple. We prefer to we know that the copy of a k−1 can't be between a k and a m because it would make it impossible for 2n + 1 to come back from the place of α k . So the copy of a k−1 is some a j with j < k − 1. We iterate the same argument until we get to 1. Let us now see what happens to the number α m . First it goes to the place of 2n + 1, then the transposition a m−1 = (α m−1 , 2n+1) = a r sends it to the place of α m−1 . Knowing that a 1 ...a m is the identity permutation we know that α m has to be back on the place of the number 2n + 1 right before the action of a k because it is its only way back to the right place. It follows that a r is somewhere between a k+1 and a m−2 . We iterate the argument until we get to a k+1 .
Applying the same argument inductive finishes the proof. Proof. If we remove every one-element block and all the corresponding transpositions from the tuple (a 1 , . . . , a m ) , we get another partition π of the m -element set and a new permutation σ .
First notice that every one-element block has the same contribution to both sides of the inequality. Indeed, it is clear that its contribution to m and π is equal to one and since it corresponds to some transposition which is not repeated in the tuple, Lemma 3 tells us that the contribution to |σ| is also one. Thus the new partition π satisfies the inequality if and only if π does.
Assume now that the inequality is true. The maximal possible value of 2|π | is m because every block consists at least two elements. As we already have m on the right hand side of the inequality, it follows that m is also the minimal possible value of 2π so π is a pair partition and that |σ | has to be equal 0. Partitions of {1, 2, ..., m } for which the product of corresponding tuples has length 0 ( is equal to e) are by Lemma 4 exactly N C 2 (m ).
Conversely if π ∈ N C 2 (m), then σ = e and 2|π | = m so the inequality is true.
We will now show how to read the cycle structure of a product of It is strongly recommended to read the following example and do the included calculations before or instead of reading the proof.
Example 1. Suppose we have a tuple (a 1 , . . . , a 9 ) with a 2 = a 9 and a 4 = a 7 and no other equalities. The corresponding partition is on the picture:
The product of the tuple: a 1 · · · a 9 = = (α 1 , 2n + 1)(α 9 , 2n + 1)(α 3 , 2n + 1)(α 7 , 2n + 1) (α 5 , 2n + 1)(α 6 , 2n + 1)(α 7 , 2n + 1)(α 8 , 2n + 1)(α 9 , 2n + 1) has the following cycle decomposition: Note that the same is true for any element that is at the place of the element 2n + 1. So if 2n + 1 goes to the place of some α i , then α i goes to the place of the first α j where {j} is the first one element block from the right if we restrict the partition π to the set {1, 2, . . . , i − 1}.
Using the above-described method we can read the cycle consisting 2n + 1 out of the partition π. First we write 2n + 1 and then we choose all non-inner one-element blocks {s} of π from the right to the left and write the corresponding α s after 2n + 1 from the left to the right just like in Example 1.
Let us now see how to construct the other cycles of a 1 · · · a m . Choose some two-element block {p, r} of π. Note that the elements α p , α p+1 , . . . , α r cannot appear in transpositions a 1 , . . . , a p−1 , a r+1 , . . . , a m as π is noncrossing. Consider α r . Under the action of the product a 1 · · · a m it is first moved by a r and it goes to the place of the element 2n + 1. Now we can apply the same argument as before with a difference that -as we are inside the block {p, r} -instead of looking at non-inner one-element blocks we need to look at direct inner one-element blocks of {p, r}. So to read the cycle corresponding to the block {p, r} out of the partition π we need to choose all direct inner one-element blocks {s} of {p, r} from the right to the left and write the corresponding α s after α r from the left to the right. The following Lemma is a reformulation of Theorem 1.3 from [Bia98] .
Lemma 8. Let balanced Young diagrams λ 1 and λ 2 corresponding to ρ 1 and ρ 2 in the definition of ϕ have, in the limit when n goes to infinity, some limit shapes Λ 1 and Λ 2 . Let σ be a product of some tuple of Jucys-Murphy transpositions satisfying π ≈ (a 1 , . . . , a m ) ∼ (A 1 , . . . , A m ) and assume that σ ∈ S n × S n × {e}. Let σ 1 , σ 2 be such that supp(σ 1 ) ⊂ {1, . . . , n}, supp(σ 2 ) ⊂ {n + 1, . . . , 2n} and σ = σ 1 σ 2 where supp denotes the support of a permutation.
where C µ Λ k denotes the k-th free cumulant of µ Λ .
The result
Now we are ready to compute the mixed moment of a tuple (A 1 , A 2 , . . . , A m ):
Every tuple (a 1 , . . . , a m ) of transpositions defines a partition π ≈ (a 1 , . . . , a m ) so we can write the above sum grouping the summands according to partitions:
(1) we know how to read permutations out of partitions. The functional ϕ is equal to zero on permutations which do not belong to S n × S n × {e}, so in order to get some nonzero value, every two-element block must have the same color as all its direct inner one-element blocks. This just means that F (π) where F is a function described in section 0.1 must respect the coloring given by A 1 , . . . , A m so it is better to sum over 
