A fast Chebyshev-Fourier algorithm for Poisson-type equations in polar geometries is presented in this paper. The new algorithm improves upon the algorithm of Jie Shen (1997), by taking advantage of the odd-even parity of the Fourier expansion in the azimuthal direction, and it is shown to be more efficient in terms of CPU and memory.
Introduction
In a recent paper [5] , the author introduced an efficient spectral-Galerkin algorithm, for solving elliptic equations in polar geometries, which has quasi-optimal computational complexity while being spectrally accurate. However, it does not take into account the odd-even parity of the Fourier expansion in the azimuthal direction, and consequently, it uses collocation points which are unnecessarily clustered near the origin. The aim of this paper is to develop a more efficient Chebyshev-Fourier algorithm for the Poisson-type equations in polar geometries by taking advantage of the odd-even parity in the Fourier expansion. Note that there are several very good algorithms (cf. [2] [3] [4] ) which preserve the odd-even parity, but the new algorithm in this paper appears to be more efficient.
A Chebyshev-Fourier interpolation operator on a disk
A key aspect of spectral methods is to find an appropriate transform between the values of a function at a set of collocation points to the spectral representation of its interpolating function. Thus, we describe 6 This work was supported in part by NSF grants DMS-9623020, DMS-9706951 and by a research fellowship at the Texas Institute of Computational and Applied Mathematics.
1 E-mail: shen@math.psu.edu first a Chebyshev-Fourier interpolation operator on the disk to be used in our Chebyshev-Fourier algorithm. Let V (x, y) be a continuous function on the unit disk Ω = {(x, y): x 2 + y 2 < 1}. We denote v(r, θ) := V (r cos θ, r sin θ) to be the function in D = (0, 1) × (0, 2π) after the polar transform x = r cos θ , y = r sin θ . Since v is periodic in θ , we may write 
and consequently,
Note that Y (m) (and X (m) defined later) are complex spaces while Y (and X defined below) are real spaces. We define below approximations of Y (m) and Y which preserve the odd-even parity. Given a pair of even integers (N, M), we denote P N to be the space of polynomials of degree less than or equal to N , and let
where T k (r) is the kth-degree Chebyshev polynomial. We define respectively approximation of
and
We define a set of collocation points in D associated to Y NM by
where r k = cos(kπ/N) and
Hence, the points (r k , θ j ) with k = N/2 and j = M, M + 1, . . . , 2M − 1 are excluded from Σ NM . One can now readily check that a unique interpolation operator
(2.6) Remark 1. A different interpolation operator was used in [5] . More precisely, the change of variable r = (t + 1)/2 is applied so that the functions in the transformed spaces no longer satisfy the odd-even parity condition and that the corresponding set of collocation points in D is
with t k = cos(kπ/N) and θ j = jπ/M. Not only Σ NM has twice as many points as Σ NM , but also its points are unnecessarily clustered in the radial direction near the pole (r = 0), see Fig. 1 . Indeed, the smallest distance in the Cartesian coordinates between two adjacent points in
Description of the algorithm
Consider the Poisson type equation on the unit disk
Applying the polar transformation x = r cos θ , y = r sin θ to (3.1), and setting u(r, θ) = U (r cos θ, r sin θ), f (r, θ) = F (r cos θ, r sin θ), we obtain (likewise for f ), and substituting the expansions in (3.2), we find
Below we develop an algorithm which takes advantage of the odd-even parity by seeking approximation of u m in the space
Given a pair of even integers (N, M), we consider the following weighted (the weight function is r 2 ω(r)) spectral-Galerkin approximation to Then, the approximation to u is given by
Note that the approximate solution u NM does not satisfy the pole conditions "u However, u NM still converges to u exponentially provided that f is smooth in the Cartesian coordinates (see [6] for a related discussion and on how to extract from u NM an approximate function which is single valued and differentiable at the pole). k ,
the formulation (3.6) is reduced to the linear system solution is smooth in both the Cartesian and polar coordinates, so both algorithms converge exponentially fast. Note that to achieve the same accuracy as the CFG in [5] with the pair (N, N) , the new CFG should be used, roughly speaking, with the pair (N + 10, N + 10). We recall that for a fixed pair of (N, M), the number of unknowns and the CPU time of the new algorithm is about half of the algorithm in [5] . Thus, the new algorithm is still significantly more efficient, in terms of CPU and memory, than the algorithm in [5] .
In Table 2 , we list the resolution, in terms of (N, M), required to have six-digit accuracy for different values of β in the exact solution (4.1). The results in Table 2 indicates again that to achieve the same accuracy as the CFG in [5] with the pair (N, N) , we need to use about (N + 14, N + 14) in the new CFG. Therefore, asymptotically speaking, for a fixed pair of (N, M), the new CFG provides about the same accuracy as the CFG in [5] while costing half of the CPU and memory.
Concluding remarks
We have presented a new fast Chebyshev-Fourier-Galerkin method for Poisson-type equations in polar geometries. The new algorithm improves upon the algorithm in [5] by taking advantage of the odd-even parity of the Fourier expansion in the zimuthal direction. It is shown that the new algorithm is significantly more efficient in terms of CPU and memory than the algorithm in [5] . Another advantage of the new algorithm is that the collocation points are not unnecessarily clustered in the radial direction near the pole so that a semi-implicit or explicit time marching scheme based on this set of collocation points would not be affected by a unreasonably restrictive CFL stability condition.
