Résumé. Abstract.
The objective of the paper is to investigate to what extent business cycles co-move in Germany, France and Italy. We use a large-scale database of non-stationary series for the euro area in order to assess the effect of common versus idiosyncratic shocks, as well as transitory versus permanent shocks, across countries over the 1980:Q1 to 2003:Q4 period. We apply the methodology proposed by Bai (2004) and Bai and Ng (2004) to construct a coincident indicator of the euro area business cycle to which national developments appear to be increasingly correlated at business cycle frequencies (8 to 32 quarters), while more significant differences appear at lower frequencies which measures potential growth. The indicator is also shown to be related to extra euro area economic developments Keywords: factor models, non-stationary panel data models, euro area business cycles 
Non technical summary.
The paper investigates to what extent business cycles co-move in Germany, France and Italy, using a large database for the euro area on the 1980Q1-2003Q4 period. We construct a Business Cycle Index (BCI) to which the three countries cycles are compared, in order to determine how important are common versus specific shocks, and whether individual countries' business cycles have become more correlated within the euro area.
Using a BCI for studying business cycles means relying on a large number of macroeconomic series in order to get a better representation of cyclical movements. This is the intuition behind the methodology developed by the National Bureau of Economic Research (NBER) in the US, as described in the seminal book of Burns and Mitchell (1946) and since then widely used (Zarnowitz, 1992).
The database includes series on different countries and enables to extract the common component to national economic developments. This is the approach already adopted in the literature which uses dynamic factor models. Recent examples are Watson (1998, 2002 The paper is an additional contribution to that literature but the main difference with respect to previous studies stems from the choice to work with the levels of the series (and not on series that are transformed by first-differentiation to ensure stationarity).
Hence, we implement a principal component analysis using the factor model introduced by Stock & Watson (1998) and largely developed by Bai & Ng (2004) and Bai (2004) for the nonstationary case. Moreover, the inference is proved to be complete, thanks to the large panel and time dimensions, which is a major improvement in the BCI literature in comparison with previous factor models.
Working with levels has distinctive advantages: it permits to extract the long run trend associated with the persistent effect of shocks and to derive useful statistical indicators associated with the levels of the variables, like turning points in the tradition of the classical cycles as recently advocated by Harding and Pagan (2002) .
Moreover, this framework allows to examine whether the sources of similarities are transitory or permanent and more particularly whether the determinants of potential growth -associated with the permanent component-are pervasive or country-specific. The analysis uncovers three non-stationary factors, but we give more emphasis to the first factor as a source of potential growth, since it weights equally all these macroeconomic variables and captures the overall trend embedded in them.
We identify a small set of relevant factors to explain the fluctuations of GDP at business cycle frequencies in the three countries under study. We suggest therefore a useful decomposition of each GDP series -taken in levels-into three parts: a common persistent part (obtained by projection of GDP onto the common non-stationary factors), a common transitory part (obtained by projection onto the common stationary factor) and an idiosyncratic (stationary and hence) transitory part. In order to focus on the business cycle, these three components are filtered and we only keep the business cycle frequencies (periodic movements between 8 and 32 quarters). Such results are comparable to the ones obtained by applying DFA as developed by Forni and Lippi (1998), but we do not identify the dynamic factors from a spectral analysis like these authors.
The real benefit of the application of the Bai and Ng methodology appears for the construction of our BCI from the first factor. We derive confidence band around the projection of euro area GDP on the indicator. We show, on the one hand, that the correlation of the cyclical components of the three largest euro area countries with the indicator has increased from the mid 1990s, indicating higher correlation of business cycle components. On the other hand, long run components, expressing potential growth remain different. We also show that the business cycle indicator on euro area GDP is well correlated with the lagged US indicator constructed according to the same methodology. This provides evidence, consistently with the analysis of 
Introduction
The objective of the paper is to investigate to what extent business cycles co-move in Germany, France and Italy, using a large database for the euro area on the 1980Q1 to 2003Q4 period. We construct a Business Cycle Index (BCI) to which the three countries cycles are compared, in order to determine how important are common versus specific shocks, and whether individual countries' business cycles have become more correlated within the euro area. Such an approach usually requires to focus on a limited number of series, while many authors point out that a better representation of the cyclical movements can be captured from a large number of economic series. The idea is behind the methodology developed by the National Bureau of Economic Research (NBER) in the US, as described in the seminal book of Burns and Mitchell (1946) and since then widely used (Zarnowitz, 1992) . The goal is to convert complex economic dynamics into one-dimensional figures, which leads to construct a BCI.
We adopt a multivariate approach with a view to characterizing the common part of the national economic dynamics. This is already the approach adopted in the literature which uses dynamic factor models. Recent examples are Watson (1998, 2002) , Forni et al (2000) and Forni and Lippi The paper is an additional contribution to this literature but the main difference with respect to previous studies stems from the choice we make to work with the levels of the series.
Working with levels has distinctive advantages: it permits to extract the long run trend as- Moreover, this framework allows to examine whether the sources of similarities are transitory or permanent and more particularly whether the determinants of potential growth -associated with the permanent component-are pervasive or country-specific. The analysis uncovers three non-stationary factors, but we give more emphasis to the first factor as a source of potential growth, since it weights equally all these macroeconomic variables and captures the overall trend embedded in them.
The paper is therefore close to the one carried out by Eickmeier (2005) , who also contributes to the literature on BCIs, by building such an indicator, studying cycles and trends based on stationary and non stationary factors. However, there are several differences. First of all, Eickmeier (2005) proposes a benchmark indicator based on "core" euro area countries while we consider all euro area countries. Second, using a different database, we manage to avoid differentiation of the variables before running the principal component analysis. In the end, not only do we get a different BCI, but also we perform a different identification of the factors. We use the Bai (2004) and Bai and Ng (2004) criteria to assess the number of non stationary factors, while she uses the Johansen test. She puts a lot of emphasis on comparing various variables to linear combinations of the factors (i.e. rotations), while we show, using the confidence interval derived by Bai (2004) , that our first factor is close to euro area aggregate GDP in the 1990s.
We identify a small set of relevant factors to explain the fluctuations of GDP at business cycle frequencies in the different countries under study. We suggest therefore a useful decomposition of each GDP series -taken in levels-into three parts: a common persistent part, obtained by projection onto the common non-stationary factors, a common transitory part (obtained by projection onto the common stationary factor) and an idiosyncratic (stationary and hence) transitory part. In order to focus on the business cycle, these three components are filtered and we only keep the business cycle frequencies. Such results are comparable to the ones obtained by applying DFA as developed by Forni and Lippi (1998), but we do not identify the dynamic factors from a spectral analysis like these authors.
The real benefit of the application of the Bai and Ng methodology appears for the construction of our BCI from the first factor. We derive confidence band around the projection of euro area GDP on the indicator. We show, on the one hand, that the correlation of the cyclical components of the three largest euro area countries with the indicator has increased from the mid 1990s, indicating higher correlation of business cycle components On the other hand, long run components, expressing potential growth remain different. We also show that the indicator is well correlated with the lagged US indicator constructed according to the same methodology. The paper is organized as follows. In section 2 we extract the common factors from the database in level, using the PANIC methodology. In section 3 we decompose GDP business cycles in three components. In section 4, we construct our euro area indicator and interpret it. When the dimension of the panel (N ) and the number of observation (T ) both tend to infinity, approximate factor models are very convenient as the error term is allowed to be weakly crosscorrelated across N as well across T and as consistent estimation of the space spanned by the common factors can be achieved by implementing a principal component analysis (PCA).
Accordingly, the estimation of such factor models involves a lower computational cost than the one of the Kalman filter, which is actually unfeasible as N and T are both large.
In the non-stationary case, the procedure of estimation is fairly the same as in the more common stationary case (Stock and Watson, 1998; Bai, 2003) and remains simple. Bai (2004) proves that a consistent estimator of factors obtains with the series in level even if they are integrated of order one, provided that the specific component is I(0) (see equation (5) However, when the errors are found to be I(0), the estimators of the factors obtained by using data in levels, are proved to be more efficient than the ones based upon first differencing and, in this case, one can straightforwardly assess the number of common trends.
In what follows, we first implement PANIC and we validate the stationarity of the idiosyncratic components, as estimated from the first differences of the series. Thus, we estimate the common trends by using the level of the data.
Data
We consider a database of 220 quarterly macroeconomic series for all euro area countries.
The data were initially compiled and described by Eickmeier (2005) . They include data on national accounts GDP components, industrial production, employment, prices and wages, 
The factor model in the PANIC approach (Bai and Ng, 2004)
Let X be our (N, T ) panel of quarterly macroeconomic variables. We assume that each variable
.., N depends on a few undelying factors F t , either stationary or non stationary.
The model is the following:
. . , λ k ). The u t 's and ε t 's are white noise.
The factors may contribute to the deterministic trend in the DGP through α but this parameter cannot be identified; indeed, in PANIC, the principal component method is applied to the differenced and demeaned data. So the specification of the deterministic component has no impact on the estimation of the factors and loadings.
The model allows r 0 stationary factors and r 1 common trends with r = r 0 + r 1 . Equivalently, the rank of C(1) is equal to r 1 .
The idiosyncratic e it is I(1) if ρ i = 1 and is stationary if ρ i < 1.
The factors F jt , 1 ≤ j ≤ r, and the idiosyncratic components e it may be either I(1) or I(0) and can even be integrated at different order 1 . When the dataset X t encompasses I(1)-series only and when the idiosyncratic components (the e i 's) are I(0), one can conclude that the source of nonstationarity of variables is of common nature.
The processes η t = C(L)u t and therefore the F t 's may contribute to the common "business cycle" component. This is the reason why we apply classical business cycle filters to the non-stationary factors in Section 3, when we examine the different sources of business cycle fluctuations.
Estimation and test
We turn now to the estimation and test procedures as proposed by Bai (2004) and Bai and Ng (2004) .
When the residuals e it are I(0), it is possible to get consistent estimates of the factors and loadings F t , λ i , respectively (Bai, 2004 ).
When it is not the case, -e it are I(1)-, it is not longer true and Bai and Ng(2004) propose to run the principal component analysis on the first differenced series, specified as:
The estimates of F t and e it from (1) are thus obtained for t = 2, . . . , T and i = 1, . . . , N as: 2
∆e is ,
Bai and Ng (2004) show that F t and e it are consistent for F t and e it , respectively (see Lemma 2). Once the factors have been extracted, it is possible to identify the source of nonstationarity of the series.
First of all, one focuses on the idiosyncratic components e it , as the inference procedure crucially depends on their stationarity.
Indeed, as recalled before, if they are found to be I(0), according to Bai (2004) , it is possible and more efficient to extract the factors directly from the levels of the variables.
So, one first runs the standard univariate ADF b e(i) (Augmented Dickey-Fuller) for each idiosyncratic component e it :
where
It is worth noting that the distribution does not coincide with the one of Dickey Fuller (DF), 3 because of the linear trend in the data (see Bai and Ng (2004) for more details).
Then, one implements a pooled test procedure, in order to increase the power of the test: 4
Pooling is achieved in the lines of Choi (2001) for N → ∞. If p c b e (i) 5 denotes the p-value associated with ADF b e(i) , the test statistics is:
which is proved to be asymptotically distributed as N (0, 1), provided that the idiosyncratic components e i are independent.
In what follows, we will show that the idiosyncratic components e i can be considered as stationary according to a low value of the pooled P-value P c b e .
Thus there are necessarily non-stationary factors, as the series are I (1) . In order to identify the number r 1 of common trends -that is non-stationary factors-Bai and Ng propose modified variants M Q of Stock and Watson's Q statistics, designed to test the number of common trends in a non-stationary multivariate dynamics. 6 However, the procedure supposes that the total number r of factors is known. 7 r is identified, by using information criteria proposed by Bai and Ng (2002) for the first-differenced series.
Before presenting the results, it is worth recalling that confidence intervals can be computed around any (true) underlying factor (or any linear combination of the factors) at each date t. 
where Y t is the variable of interest, for example the GDP series, the parameter δ rescales F t toward Y t via the following regression:
with e 2 it denoting the estimated residuals X ij − λ i F t and V N T is a diagonal matrix consisting of the first r largest eigenvalues of XX /T 2 N .
Such confidence intervals allow to assess, at each date t, how well a (true) factor component -that is an element of the space spanned by all factors F t -can be approximated by an observed series Y t .
Assessing common and idiosyncratic components
First, we run a principal analysis on the first differenced data and use the information criteria P C 2 and IC 2 proposed in Bai and Ng (2004) to determine the total number of factors. The former depends on an initial maximun number of factors, whereas the latter is invariant to this parameter. We choose these criteria since they prove to be more robust than the others, initially suggested by Bai and Ng (2002) , when the residuals have serial-correlation.These criteria indicate that there are five factors which summarize the common information within data. The 6 There are two Q statistics respectively associated with the cases where the non-stationary components of F t are finite-order autoregressive processes and are more general processes including moving-average errors.
7 This test involves a sequential procedure where, in the first step, m is fixed equal to r with a one unit decrease when the null hypothesis is rejected, i.e. H 0 : r 1 = m against H 1 : r 1 < m. The critical values associated with these statistics are tabulated by Bai and Ng (2004) and are available from one to six factors. 8 The previous results can be extended to the case where there are cross correlations in the residuals. The idea is to apply a White-type correction to consistently estimate the asymptotic variance matrix.
pooled test statistic (P c b e ) is equal to 3.13 with the associated p-value of 0.00; the assumption of I(1)-residuals is thus strongly rejected.
The existence of more than one non-stationary factor might be seen as a surprizing result from a Real Business Cycle point of view, for which technology is the sole driving factor of the economy. Here we observe additional persistent shocks that can be viewed as demand shocks, or shocks that appear as non-stationary on the sample period considered.
Before extracting the common trends, we can summarize these preliminary results as following:
• the data obey a factor structure which embodies a total number of 5 factors;
• the factors explain 39% of total variance of the database;
• the source of nonstationarity is not idiosyncratic, the forces driving trends in the Euro
Area are only of common nature.
An outstanding result concerns the loadings of all variables with respect to the first factor.
By computing these loadings, one observes that the first non-stationary factor contributes to each of the 220 series with an almost constant loading (see Fig. 9 in Annex A). All the variables excluding interest rates contribute positively. 9 Apart from the German interest rates, the absolute value of the loadings of the variables range from 0.4% to 0.6%. The long term and short term German interest rates have the respective weights of −0.57% and −0.44% .
According to the fact that it represents an equally weighted average of the variables, we conclude that this unobservable variable is a synthetic variable which is a good candidate for a Business Cycle Index, in the lines, for example, of the US Conference Board index. It is therefore expected to provide a reliable synthesis of the economic fluctuations, as it can be seen in Marcellino (2005) .
Being so comprehensive in nature, the first factor expresses the most persistent component included in the series. The negative loadings on interest rates only reflects the negative trend on interest rates, but it should be kept in mind that the total contribution of interest variables to factor 1 is less than 10%. The method, however, is not able to provide a really structural interpretation of the driving forces behind factor 1, similarly to the balance growth models where the main driving force results from a mixture of supply and demand shocks. 10 9 In the Figures displayed in Annex 2, variables are ranked on the x-axis in alphabetical order of the country, starting with Austria (AT) and finishing with Spain (SP), slight disadjustment were introduced to improve readability. The y-axis correspond to the loading in %, note that if all variables had the same weight, it would amount to 1/220, which is around 0.5%. 10 Indeed, factors are linear combinations of the variables in the database, so that particular structural shocks on the variables have effects on the factors, and one may wish to assess whether shocks to the factors may be correlated to
The second factor opposes the real variables -except GDPs-to the nominal ones (CPIs, ULCs,...) (See Fig. 10 in Annex A).
Regarding the third factor, it generally opposes employment variables, private fixed capital formation and interest rates to the production variables. In that case, notice that the German long and short run interest rates highly contribute to the third factor, with 16.2% and 7.1%, hence a total of 23.3%, whereas the contributions of the other variables are at most 3.5%. To get a clearer picture, the German interest rate is excluded from Fig. 11 in Annex A.
Then we try to distinguish between persistent and stationary factors. In order to estimate the number of common trends, we compute two of the three criteria proposed by Bai (2004) .
From our dataset, we obtain three non-stationary factors. The other two common factors are therefore stationary.
We can summarize these additional results as following:
• among the 5 common factors, 3 are non-stationary.
The source of business cycle fluctuations
Referring to the 5 common factors we have identified, we now examine more closely the main sources of business cycle fluctuations. For that purpose, starting from our factor decomposition in level as given by equation (1), we look for a decomposition of each country business cycle along the different factors. In order to focus on the business cycle frequencies we apply the Christiano and Fitzgerald filter which is a linear filter and remove the highest and lowest frequencies.
Empirical studies tend to prove that such a filter is closer to the ideal filter which perfectly retain the desired frequencies. Moreover with this filter, truncation appears to have a lower impact than the usual filters (HP, Baxter and King, 1995) , provided the assumed underlying DGP (i.e. a random walk in our case) is correct (Christiano and Fitzgerald, 1999, Fournier, 2000) . In contrast to first-differencing, this allows to retain as much information as possible. We decompose GDP in the various countries into the common and the idiosyncratic components.
We end up measuring the contribution to the business cycle from (1) the common non-stationary factors ; (2) the common stationary factors ; (3) the idiosyncratic components.
For each variable X in country i, one can extract its cyclical component, CX it , by applying the Christiano and Fitzgerald filter onto the common and idiosyncratic components. 11 Let CF kt be the cyclical components of factor k, by extracting the periodic movements between 8 and underlying structural shocks, i.e. whether they represent, e. g. monetary policy shocks, or supply shocks, etc. However, such an analysis would require either to have access to an exogenous indicator of the shock (e.g. an index of monetary policy shocks, or technological shocks, etc.), or to run a full impulse response analysis. This is beyond the scope of the paper. 11 The same analysis could have been carried out with another filter like the Hodrick-Prescott Filter.
32 quarters, and CE it cyclical components of the idiosyncratic component of variables i. Since the filter is linear, CX it can be decomposed according to:
where σ X i has to be considered as a scaling factor.
The method proposed here is straightforward and consistent with the usual practice of identifying the business cycle from deviation to HP filtered-GDP for example. 12 As usual, we are thus able to compute the share of the common/specific components in the business cycle. We can rewrite (12) as:
are the common components of the variable i and
Furthermore, in computing the contribution of each common or idiosyncratic component y it
, ξ it to the cyclical part CX it of X it , we only take into account the influence of y it when y it and CX it have the same sign (i.e. both components point in the same direction, namely peaks or troughs). This a sort of generalisation of concordance indicator.
Accordingly, at each date t, the contribution A ikt ( y) is characterized, after normalization, as:
. ξ it ,
1 sign(e y it ) = 1 if y it and CX it have the same sign and 1 sign(e y it ) = 0 otherwise.
Thus we can decompose the fluctuations of the variables i into common and specific fluctuations whose contributions depend on the cyclical economic situation. add-up to the business cycle component of GDP. In the previous section we pointed out that the first non-stationary factor offers a quite good description of the random walk component underlying, in particular, the German, French and Italian GDPs. In this section, we also notice that, at least for the GDPs, the first non stationarity factor is generally the main source of the common cyclical variation. In Germany, however, the third factor also plays a significant role.
In tables reported B1 and B2 in appendix B, one can read the shares of the common versus specific contributions to the business fluctuations for each of the 12 countries studied here, as 12 The method that we implement assumes the constancy of the factor loadings over the sample period. According to Canova et al. (2004) this is not a too strong assumption, since, allowing for time-varying factor loadings in the analysis of the transmission of shocks in the euro area, the authors find that factor loadings turn out to be almost constant. 1980q1  1980q4  1981q3  1982q2  1983q1  1983q4  1984q3  1985q2  1986q1  1986q4  1987q3  1988q2  1989q1  1989q4  1990q3  1991q2  1992q1  1992q4  1993q3  1994q2  1995q1  1995q4  1996q3  1997q2  1998q1  1998q4  1999q3  2000q2  2001q1  2001q4 1980q1  1980q4  1981q3  1982q2  1983q1  1983q4  1984q3  1985q2  1986q1  1986q4  1987q3  1988q2  1989q1  1989q4  1990q3  1991q2  1992q1  1992q4  1993q3  1994q2  1995q1  1995q4  1996q3  1997q2  1998q1  1998q4  1999q3  2000q2  2001q1  2001q4  2002q3  2003q2 Germany France We observe that the idiosyncratic part of the national business cycle is, in average, lower after 1993 than before. This is also the case for Germany, characterised as indicated before by a strong contribution of the third factor, as well as by the shock of German reunification in the first period. Specific-country cyclical movements remain also important, even over the most recent period, for Italy. It is interesting to note that the contribution of the first three nonstationary factors is the largest one, especially for the core countries in the European Union.
This highlights the importance to take into account the common trend comovements in the characterization of the business cycle and in studying the convergence process.
We have also computed the shares of the different contributions over the last year 2003, in order to give an example of how to use the statistical procedure we propose to analyze current economic situation of the Euro area.
To summarize, it appears that the first factor is dominant. It explains a significant proportion of the variance of GDP for each of the three countries under study. Moreover its contribution is increasing over time. In the next section we therefore concentrate on the first non-stationary factor, that we use to build a coincident indicator of activity for the euro area. 
A coincident indicator of GDP: descriptive analysis
In this subsection, we illustrate the ability of the first factor to reproduce the main features of euro area business cycles. Finally, as a complement to the previous analysis of the business cycle, it is also useful to 13 g CX is the series X observed at its business cycle frequencies (i.e. for periodic movements bteween 8 and 32 quarters). Italy Figure 3 : First common factor and GDP at business cycle frequencies consider the lowest frequencies, namely the component of F 1 and GDP i with periodic movements above 32 quarters, which provides a measure of euro area potential growth. As indicated in Table 1 , performance differentials measured at long run frequencies have tended to increase.
Indeed, potential growth was in average very similar across countries in the 1980s, between 2.1 % and 2.3 %, while the range has increased in the 1990s and early 2000's, between 1.4 and 1.8 %, with France tending to outperform the other three countries as from the second half of the 1990s. In addition, as shown in Fig. 4 , there remains substantial differences in the cyclical pattern of potential growth, especially when compared to the first factor.
The conclusion of the section is that the first factor allows to distinguish between correlation of business cycles and growth differentials in the long run. 
Interpreting the factor
Fig 2 showed that the trend in factor 1 was close to that of euro area GDP. We now examine more precisely such an hypothesis. As explained in section 2, one can use confidence intervals around any (true) factor component to assess how well it is approximated by an observed series, at each date t.
We can test, for example, whether the aggregate Euro Area GDP, GDP euro , is close to a linear combination of the nonstationary factors. Indeed, comparing the first common factor (as exhibited in Fig. 2 ) and GDP euro , it is easy to construct a 95% confidence interval for the linear combination δ F t which rescales F t toward GDP euro,t . The aggregate Euro Area GDP is often outside the 95% confidence interval around the trend:
on average during the whole period it is within the band 40 percent of the time (4 quarters out of 10). However, the correspondence between the first factor and euro area GDP is increasing over time, as revealed in the more dense grid from 1992 onwards. In addition, the correspondance is very good since mid 1999.
Assessing stability over time
When looking at the intertemporal correlation of the first common factor with GDP in France, Germany and Italy, one can confirm the conclusion that it is a contemporaneous indicator. In addition, it is increasing when comparing the two subperiods.
For this purpose, we estimate the factors, and in particular factor 1, on the whole period, but we compare it to country GDPs for two subsamples : 1980-1991 and 1992-2003. We follow Stock and Watson (1999) by computing the instantaneous, lag and lead cross-correlations between the cyclical component of the first factor ( CF 1 ) and the country GDP ( CGDP i ). 
Comparing euro area and global business cycles
Finally, we consider non Euro area variables and investigate their correlation with our Euro area coincident indicator. When looking at US GDP at business cycle frequencies, there is evidence of significant correlation. Actually, Fig. 7 indicates that especially for the second subperiod, US GDP is rather leading the euro area (lead correlation is marked with dark boxes). Similarly to what we did in section 3, it is possible to project any series outside the database on the five euro area factors and to compute the contributions of each of these factors. In table 2, we concentrate on our coincident indicator, which is the first common factor, and report its contributions only to filtered US and Euro area GDP. Consistently with the findings that the 
Conclusion
In the paper we apply a large-scale factor model recently developed by Bai (2003 and ) and Bai and Ng (2004) to extract common stationary and non-stationary factors in the euro area.
It turns out that we are in the right case where the factors can be extracted from the database (1) the coincident indicator (first common factor) has been shifted forward by two quarters to be compared to the US case in levels, as the idiosyncratic component identified according to the PANIC methodology are found to be stationary. We find that the euro area economies share three common non-stationary factors. The first one is close to the Euro area aggregate GDP in the second part of the sample.
We suggest a way to decompose the cyclical fluctuations of each of the three countries under study, by filtering the different components -the non-stationary common one, the stationary common one and the idiosyncratic one-using the Christiano Fitzgerald filter. 15 We also use the first common factor to build a coincident indicator of the euro area that constitutes a benchmark against which country developments can be compared. We show that the common persistent movements significantly contribute to the common cyclical fluctuations, especially since the 1990's, pointing to increasing comovements. At the same time, the low frequency components -that can be associated with potential growth-exhibit more significant differences. In particular the first factor allows to distinguish between correlated business cycles and growth differentials in the long run.
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