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A b s t r a c t
M ulti-party m ultim edia netw orking applications such as e-commerce, dis­
tributed data analysis, Internet TV and advanced collaborative environments 
feature stringent end-to-end Q uality of Service (QoS) requirem ent and require 
globally d istributed user groups to be interconnected. The variety of delivery re­
quirem ents posed by such applications are best satisfied using highly customised 
netw orking protocols. Hence, a dem and for netw orks to m igrate from  the cur­
rent fixed service model to a more flexible architecture that accommodates a w ide 
variety of netw orking services is emerging.
N ew  approaches are required in order to build  such service oriented networks. 
Active netw orking is one such approach. Active netw orks treats the netw ork as a 
program m able com putation engine, w hich provides custom ised packet process­
ing and forw arding operations for traffic flowing through netw ork nodes. User 
applications can dow nload new  protocols into netw ork elements at runtim e, al­
lowing rapid  innovation of netw ork services. This thesis makes the case for em­
ploying mobile agents to realise an active netw orking architecture, and describes 
such an architecture called the Netlets architecture. Netlets are autonom ous, m o­
bile com ponents w hich persist and roam  in the netw ork independently, provid­
ing predefined netw ork services.
This thesis presents the design and im plem entation of the N etlet node and the 
service deploym ent m echanisms that are required to distribute N etlet services in 
the network. Using the N etlet toolkit, variety of netw ork services w ere designed 
to provide netw ork support for m ultim edia applications in  the Internet. A service 
was im plem ented to enhance the w orking of the RSVP protocol in order to pro­
vide robust end-to-end QoS support even w hen the netw ork is only partially QoS 
provisioned. A scalable and reliable m ulticast protocol w as im plem ented using 
the unicast com m unication m odel that accommodate heterogeneous receiver ter­
minals. A nother service integrates client-side server selection support into web 
sessions established over the Internet. A service w as also developed which pro­
vides QoS signalling support to legacy applications.
It is show n that these N etlet services are of practical value using performance 
m easurem ents to assess N etlet responsiveness. N etlet based solutions m aybe de­
ployed using existing technologies to provide support for a w ide range of multi- 
media applications in the Internet. The N etlets architecture has thus been shown 
to allow value-added services to be added to existing networks. By optimising the 
N etlet architecture im plem entation, this m ay be extended to services operating 
on high-speed (1G b/s and upw ards) links. It thus shows promise as an architec­
ture for build ing the next generation of active netw orking solutions.
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The unparalleled success of the current Internet, especially since the advent of 
the W orld Wide Web, makes it the technology of choice for build ing a unified 
global com m unication infrastructure. Considering the next generation of Inter­
net technologies, a paradigm  shift from  the traditional point-to-point com m uni­
cation m odel is emerging, w hich involves m ulti-party and m ultim edia connec­
tions. Some examples of such m edia rich m ulti-party applications are audio and 
video broadcasting, distributed data analysis, virtual reality games, and collabo­
rative environments.
Yet, despite the great prom ise of various emerging technologies, progress to­
w ards w ide scale deploym ent is slow, in  part because the infrastructure is inflexi­
ble. The netw orks of today were designed for a fixed service model, w hereby net­
w ork elem ents (e.g. switches, routers) are closed boxes that perm anently house 
and execute a restricted set of vendor software.
The rate of change in  today 's netw orks is restricted by slow standardisation 
processes and compatibility concerns. The result is that the introduction of new 
services occurs m uch slowly than  the emergence of new  applications and tech­
nologies that benefit from  them. The present backlog of netw orking services such 
as IPv6 [1], RSVP [2], IP M ulticast [3] testifies to this fact.
A nother feature w hich ham pers the current Internet from  providing support
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for high end netw orking applications is its best-effort nature. In the current Inter­
net there are no guarantees on delivery and timeliness of data transfer. However, 
m edia rich applications require strict guarantees on the end-to-end service lev­
els provided by networks. Finally, due to the continuing expansion in the size 
of the Internet, it has become increasingly difficult to m anage and m aintain the 
network. Therefore, the deploym ent tim e for new  protocols are also increasing.
In order to accommodate various environm ents, applications and traffic w ork­
loads, netw orks should support a w ide variety of protocols and w ork w ith vari­
ous service level requirem ents so as to cater for individual application demands. 
Consequently, the netw ork should play an active role in  supporting the needs 
of the applications and end user dem ands. Additionally, there is also a need for 
m ore autonom ous com puters and netw ork elements that are able to follow the 
accelerated pace of evolution in  applications and release users from tedious and 
error prone software m anagem ent tasks.
1.1 N etw o rk  P ro gram m ab ility
The need to rapidly develop and deploy new  services has instigated the need to 
revolutionise the w ay netw orking systems are built. One w ay to overcome the 
netw ork evolution problem  is to introduce program m ability into netw ork nodes, 
a feature already available in end user systems.
Two proposed approaches to support netw ork program m ability are: (i) Pro­
gram m able N odes [4]; and (ii) Active N etw orks [5]. The Program m able N ode 
approach uses a set of open program m able netw ork interfaces to provide con­
trolled open access to switches, routers and base stations.
The active netw orks [5] approach involves the placem ent of user-defined com­
putation  at netw ork elements, thereby enabling custom ised processing of data 
inside the network. Existing active netw ork models use mobile code to support 
the dynam ic deploym ent of new  services at runtim e into netw ork nodes.
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Alternatively, mobile agents [6] can be used to build  active netw orking sys­
tems. A mobile agent based active netw ork architecture provides a unified frame­
w ork for service deploym ent and netw ork m anagem ent purposes.
1.2 N etlets N etw ork
The Netlets netw ork architecture [7] is an active netw ork infrastructure using the 
mobile agent paradigm . Netlets are autonom ous, nom adic mobile components 
w hich persist and roam  in  the netw ork independently, providing predefined net­
w ork services. The Netlets concept involves dem and based distribution of net­
w ork services. Popular netw ork services are w idely replicated across the network 
automatically, while instances of obsolete or unsuccessful services are removed 
gradually.
The initial w ork on Netlets [7] presented the general concepts and the poten­
tial benefits of such an architecture. This thesis addresses the use of Netlets to 
provide netw ork support for m ultim edia applications in the Internet.
1.3 T h esis O b jectives
The m ain objectives of this thesis are:
• Architectural Level - to implement the Netlets architecture in such a way that 
network programmability is introduced to augment and support existing network­
ing protocols, thereby providing new networking services.
• Network Level - to define mechanisms which support Netlet deployment in wide 
area network environments, such as the Internet.
• Application Level - to demonstrate the suitability of such an architecture to pro­
vide support for multimedia communications in the Internet.
3
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Methodology: I have built a prototype of the N etlet node to evaluate the con­
cepts that are p u t forw ard in this thesis. This prototype includes the implem en­
tation of the N etlet execution environm ent and the Application Programming 
Interface (API) required to build  N etlet services. I use the Java language for this 
purpose. I have evaluated the perform ance of the prototype and have dem on­
strated its applicability for a variety of m ultim edia applications. For evaluation 
of the applications, I use testbeds constructed in a laboratory environm ent using 
netw orked PCs. Due to the difficulty of im plem enting a large netw ork and gen­
erating various traffic patterns in the laboratory, sim ulations are used wherever 
appropriate to evaluate the developed services.
1.4 C on trib u tion s of th is T h esis
The contributions of this thesis include: (i) the design of the N etlet node and the 
service deploym ent mechanism s that are required to distribute Netlets in the net­
work; and (ii) the design of a range of new  netw orking services using Netlets, 
w hich are used to provide netw ork support for a variety of m ultim edia applica­
tions in the Internet.
1.4.1 Netlets Network Architecture
Netlet Node Architecture: As a first step, I present the design of the Netlet node. 
Following this, I present the im plem entation of the N etlet Runtime Environment 
(NRE). The NRE provides the interface to dynam ically "plug-in" N etlet services 
to a netw ork node.
Stigmergy Protocol: The Netlets architecture follows a decentralised approach 
for service distribution. Thus, the nodes at w hich services are located are not 
know n a priori. I propose a service discovery protocol, referred to as Stigmergy, 
w hich supports the discovery of active services d istributed across the Internet.
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A Scheme to Discover Active Nodes in the Internet: Due to the heterogeneous 
nature of the Internet not all nodes in the Internet will support N etlet services. 
Hence, mechanism s to discover active nodes are required. I propose a DNS- 
based discovery scheme which allows N etlet services to locate active node sup­
port available in  the network.
1.4.2 Multimedia Applications of Netlets
I have designed a variety of netw ork services using Netlets, which provide net­
w ork support for m ultim edia applications in the Internet. One service enhances 
the w orking of the RSVP protocol in order to provide robust end-to-end QoS sup­
port even w hen the netw ork is only partially QoS provisioned. Another service 
provides a scalable and reliable m ulticast using the unicast com m unication model 
that accommodates heterogeneous receiver terminals. I have also im plem ented 
a service w hich transparently integrates client-side server selection support into 
web sessions established over the Internet. Finally, a service has been developed 
to provide QoS signalling support mechanism s to end applications in  a transpar­
ent manner. The following discussion expands on these contributions.
Solutions to the Problem of Reservation Gaps: H igh-end netw orking applica­
tions such as e-commerce, m ultim edia, distributed data analysis and advanced 
collaborative environm ents feature dem anding end-to-end quality of service (QoS) 
requirem ents. Due to the heterogeneity exhibited by the Internet, a route from 
source to destination for such a flow m ay not be available w hich is com prised ex­
clusively of QoS supporting pa th  segments. Hence the flow m ust traverse one or 
more non-QoS path  segm ents referred to here as reservation gaps. I have studied 
the problem  of reservation gaps and presented solution using Netlets. Further­
more, to im prove the reliability in  path  selection and to minimise the influence 
of reservation gaps along the pa th  of a QoS flow, I propose tw o new  routing al-
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go rith m s1, the most reliable -  shortest path (MR-S)  a lgor ith m  a n d  the shortest -  most 
reliable path (S-MR) a lgorithm , th a t se lect p a th s  w i th  the m in im u m  n u m b er  of  
reserva tion  gaps.
T ran sparen t Q o S  su p p o r t  o f  N e tw o r k  A p p lic a t io n s  u s in g  N e tle ts : E n d -to -en d  
Q oS su p p o rt is d e e m e d  n ecessa ry  to  su p p o r t m u ltim ed ia  com m u n ica tion  in  the  
Internet. H en ce , m ech an ism s to enab le  e n d  app lica tion s to  req u es t d e sired  Q oS  
leve ls  from  u n d e r ly in g  n e tw o rk s  is im portan t. In  con trast, there ex ists a large  
p o o l o f non -Q oS  a w a re  app lica tion s th a t are u n ab le  to  exp lo it a n d  b en efit from  
th e  Q oS  su p p o r t ava ilab le  in  n e tw o rk s . Furtherm ore, th e  te ch n o lo gy  to  su p p ort  
Q oS  in  n e tw o rk s  is n o t y e t  fu lly  m ature. T hu s, d e v e lo p in g  an  app lica tion  to  in­
teract w ith  a specific Q oS  pro toco l carries th e  d an ger  th a t th e  app lica tion  m a y  
b e c o m e  obso lete  if th e  Q oS  pro toco l is m o d ified  or su p ersed ed . I p ro p o se  a n o ve l  
ap p ro ach  b a se d  o n  N e tle ts  to  tran sp aren tly  retrofit Q oS  su p p o rt to leg a cy  n et­
w o r k  app lications.
T ran sparen t C lie n t-S erv e r  S e le c tio n  u s in g  N e tle ts :  C on ten t rep lication  in  the  
In ternet h as b e e n  fo u n d  to im p ro ve  th e  serv ice  re sp o n se  tim e, p erform an ce an d  
reliab ility  o f w e b  services. W h en  w o rk in g  w i th  su ch  d is tr ib u ted  server  system s, 
th e  loca tion  of servers  w i th  resp ect to  clien t n o d e s  is fo u n d  to  affect th e  service  
resp o n se  tim e  p e rce iv e d  b y  clien ts in  a d d itio n  to  se rver  lo ad  cond ition s. This is 
d u e  to  th e  characteristics of th e n e tw o rk  p a th  seg m en ts  th rou gh  w h ic h  clien t re­
q u ests  g e t rou ted . M o s t server  se lection  m eth o d s  [9-14] p ro p o sed  to da te  w o rk  to  
d istr ib u te  lo ad  across servers. I p ro p o se  a n o v e l tech n iqu e  to su p p o rt transparen t 
a n d  flex ib le c lien t-side  server  se lection  in  th e  In ternet u s in g  N etlets .
M u lt ic a s t  E m u la tio n  u s in g  N e tle t s  a n d  U n ic a s t  (M E N U ): L arge  scale m u lti­
p a r ty  app lica tion s su ch  as In ternet T V  an d  so ftw are  d istr ibu tion  h a v e  gen era ted  
a d e m a n d  for m u ltica st serv ices to b e  an  in tegra l part o f th e  n e tw ork . This w ill  
a llo w  su ch  app lica tion s to  su p p o rt da ta  d issem in a tio n  to large g ro u p s of u sers
1 developed jointly with m y colleague Karol Kowalik [8]
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in  a sca lab le  an d  reliable m anner. E x is tin g  IP  m ulticast p ro toco ls [3 ,15-18 ] lack  
th ese  fea tures an d  a lso  requ ire sta te s to rage  in  the core o f th e  n e tw o rk  w h ic h  can  
b e  co stly  to  im p lem en t. I p ro p o se  a n e w  m u ltica st p ro toco l referred  to as M E N U ,  
w h ic h  overco m es th ese  shortcom ings.
1 . 5  O u t s t a n d i n g  I s s u e s
T w o  k ey  areas in  a ctive  n e tw o rk  research  are critical to the su ccessfu l d ep lo y m en t  
of N e tle ts . T hese  con cern  resource m a n a g e m e n t an d  security.
In  trad itional n e tw o rk s , b a n d w id th  is u su a lly  the p r im ary  n e tw o rk  resource  
th a t is sh ared  am o n g  traffic f lo w s  at a n e tw o r k  n o de . H o w e ve r , in  a c tive  n e tw o rk ­
in g  b o th  link  an d  n o d e  lev e l resources w i l l  h a v e  to  b e  m an a ged . N o d e  resources  
in c lu de , for exam p le , m em o ry  a n d  C P U  cycles. In  order to  en su re  fair access and  
to  a v o id  the ab u se  o f n e tw o rk in g  resources, ac tive  n e tw o rk  n o d e s  w ill  h a ve  to  
im p o se  strict lim its on  resource u sa g e  b y  th ird -party  services.
A n o th er  m ajor im p ed ien t to the w id e  sp read  d e p lo y m e n t o f ac tive  n e tw o rk s  
is th e  concern  o ver  sa fe ty  an d  security. S ince u sers  can  d yn a m ica lly  lo ad  n e tw o rk  
serv ices  a t ru n tim e  in to  n e tw o rk  e lem en ts, there is po ten tia l for h ostile  u sers to  
lau n ch  m alic iou s n e tw o rk  services. H en ce , ro bu st sa fe ty  an d  secu rity  m ech a­
n ism s w il l  h a v e  to b e  p re sen t in  n e tw o r k  n o d es.
T h ese  issu es  lie o u ts id e  the scop e  o f th is thesis, a lth o u gh  it is recogn ised  that 
so lu tion s to th ese  p ro b lem s m u s t b e  fo u n d  if th e N e tle t arch itecture is to  b e  d e ­
p lo y e d  in  " live"  n e tw o rk s .
1 . 6  O r g a n i s a t i o n  o f  t h e  T h e s i s
Chapter 2 presen ts  a su rv e y  of the curren t research  efforts in  the field  o f active  
n e tw o rk s . N ex t, I d iscu ss  a w id e  ran ge  o f app lica tions that d em o n stra te  the p o ­
ten tia l b en efits  of ac tive  n e tw o rk in g . A  su rv e y  of the d ifferen t a c tive  n e tw o rk
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app roach es an d  ava ilab le  p ro to typ e  m o d e ls  is th en  p resen ted . Finally, I p resen t  
th e  sh ortcom in gs o f ex istin g  active n e tw o rk in g  m o d e ls  an d  m y  reasons for con­
c lu d in g  that m ob ile  agen ts  are a su itab le  p a ra d ig m  to b u ild  active  n e tw o rk in g  
sy stem s.
C h ap ter  3 p resen ts  the N e tle ts  arch itecture an d  th e  d e p lo y m e n t m ech an ism s em ­
p lo y e d  to d istr ibu te  N e tle t  serv ices in  the n e tw o rk . I p re sen t the A P I an d  the  
associa ted  library  o f m e th o d s  as w e l l  as im p lem en ta tio n  m ech an ism s to su p p ort  
th e  execu tion  o f N e tle t  serv ices at n e tw o rk  n o d es. T he rem ain der o f this chap ter  
d iscu sse s  reactive  a n d  p roac tive  serv ice  d e p lo y m e n t sch em es for the d istribu tion  
of N e tle t serv ices in  th e  n e tw o rk .
C h ap ter  4 p resen ts  N e tle t  b a sed  so lu tion s to a v a r ie ty  o f p rob lem s that occur  
w h e n  su p p o rtin g  m u ltim ed ia  app lica tions in the Internet. T he areas taken  u p  for 
in ves tiga tio n  includes: (i) Q u a lity  o f S ervice  (Q oS); (ii) M ulticast; an d  (iii) Server  
Selection . T hese  so lu tion s are in ten d ed  to en su re  a gracefu l m igra tion  from  best-  
effort m o d e l to an  In ternet te ch n o lo gy  w i th  m u ltim ed ia  su pport.
C h ap ter  5 p resen ts  resu lts  from  experim en ts th a t w e r e  carried  ou t to eva lu a te  
th e  se t o f app lica tion s d e sc r ib ed  in  C h ap ter 4. To ev a lu a te  the practica lity  of 
e m p lo y in g  the N e tle t  p ro to ty p e  for a w id e r  se t o f app lica tions, I co n d u c ted  tests  
to an a ly se  the p erfo rm an ce  an d  serv ice  d e p lo y m e n t characteristics o f the N e tle ts  
architecture, th e resu lts o f w h ic h  are also  p re sen ted  here. Finally, I p resen t a set 
of gen era l con c lu sion s d r a w n  from  m y  experience  o n  the w o r k  on  N etlets . 
C h a p te r  6 su m m arise  ou r con tribu tion s an d  d escribes  so m e su gg es tio n s  for fu ­
ture w o rk  in  d e v e lo p in g  th e  N e tle ts  architecture.
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T his chap ter se ts th e  s ta ge  for the research  carried  o u t in  th is thesis. P resen ted  
first are th e  lim ita tions o f th e  curren t n e tw o rk in g  m o d e l an d  the n e e d  to  m igra te  
to  a n e w  n e tw o rk in g  p arad igm . N e x t  a c tive  n e tw o rk s  are d e sc r ib ed  an d  their  
su itab ility  for b u ild in g  a flex ib le n e tw o rk in g  arch itecture is a ssessed . F o llo w in g  
th is, I d iscu ss  a w id e  ran ge  o f app lica tion s th a t d em o n stra te  th e  p o ten tia l benefits  
of a c tive  n e tw o rk in g . N ex t, a su rv e y  o f th e  d ifferen t active  n e tw o rk  approaches  
an d  ava ilab le  p ro to ty p e  m o d e ls  are p resen ted . Finally, I p resen t the sh ortcom in gs  
of ex istin g  a c tive  n e tw o rk in g  m o d e ls  a n d  th e  benefits  o f em p lo y in g  m ob ile  agen ts  
to  realise ac tive  n e tw o rk in g  sy stem s.
2 . 1  B a r r i e r s  t o  N e t w o r k  E v o l u t i o n
T he curren t In ternet su ffers from  s lo w  n e tw o r k  evo lu tion . Furtherm ore, it re­
qu ires a lo t o f h u m a n  in teraction  for n e tw o rk  operation , m ain ten an ce  an d  m an ­
agem en t. T he m ajor factors th a t con tr ibu te  to  th ese  p ro b lem s are:
M o n o lith ic  N e tw o r k  E lem en ts : T he n e tw o rk  e lem en ts  o f to d a y  (e.g. routers, 
sw itch e s ) are c lo sed  vertica lly -in tegra ted  sy s tem s in  w h ic h  th e  h a rd w a re  an d  
so ftw a re  seg m en ts  are t ig h tly  co u p led  to  each  other. D u e  to th is feature, n e tw o rk  
e lem en ts  o n ly  su p p o r t con figura tion  a n d  m a n a gem en t fea tures la rge ly  lim ited  to
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th e  se t of p re-in sta lled  op tion s ava ilab le  at th e  tim e the e lem en t is sh ip p ed . Ex­
ten d in g  th ese  requ ires u p g ra d e s  a n d  b u g  fixes, w h ic h  are co stly  a n d  difficu lt to  
im p lem en t. T his situ a tion  is sim ilar to  th e  case  o f strictly  con figurab le  com p u ters  
th a t w e r e  ava ilab le  in  the early  1970s. For exam p le , th e  n o n -ad ap tab le  nature of 
th e  curren t n e tw o rk  m o d e l h as c learly  d e la y e d  th e  d e p lo y m e n t o f m u ltica st rou t­
in g  p ro toco ls [3], e v e n  th o u g h  practical so lu tion s ex ist for im p lem en tin g  m u lti­
cast su p p o rt in  th e Internet.
In c rea sed  R e d u n d a n c y  a n d  A d d e d  C o m p le x ity  L e v e ls  in  N e tw o r k  Protocols:
In  the curren t n e tw o rk in g  m od e l, a n e w  pro toco l can  o ften  o n ly  b e  su p p o r ted  b y  
in sta llin g  n e w  n e tw o rk in g  eq u ip m e n t th a t su p p o rts  it. This is a co stly  process. 
D u e  to  th is p rob lem , n o t all e lem en ts  in  a n e tw o rk  m ig h t u b iq u ito u s ly  su p p o rt a 
n e w / m o d if ie d  v e rs io n  of a p ro to co l (e.g. a rev ised  v e rs io n  o f a m u ltica st p ro to­
col su ch  as D V M R P  [15]). H en ce  to su p p o rt in teroperab ility  w i th  leg a cy  protocol 
stacks b a c k w a rd  com p a tib ility  b e tw e e n  releases or u p d a te s  is requ ired ; th is in­
creases the overa ll co m p lex ity  lev e l o f pro toco ls. Furtherm ore, d u rin g  m igra tory  
p er io d s  o b so le te  v ers io n s  o f p ro toco ls w i l l  coexist w i th  n e w / m o d if ie d  version s  
of th e  pro toco ls, th ereb y  im p o sin g  re d u n d a n c y  at n e tw o rk  n o d es.  
G e n e ra l-P u rp o se  P ro toco ls: T he b u sin e ss  m o d e ls  an d  priorities of eq u ip m en t  
ve n d o rs  a n d  serv ice  p ro v id ers  v a r y  sign ificantly. V endors w a n t  to cater for a large  
cu sto m er b a se  w i th  the ava ilab le  resources (e.g. techn ica l expertise), w h ile  in d i­
v id u a l  serv ice  p ro v id e rs  w a n t  n e tw o rk  eq u ip m en t w i th  a cu s to m ised  set o f ser­
v ic e s  w h ic h  su its  their requ irem en ts. Furtherm ore, th e ran ge  o f serv ices requ ired  
b y  in d iv id u a l serv ice  p ro v id ers  are large an d  ch an ges over  tim e. To overcom e  
th is p rob lem , v e n d o r s  b u n d le  a se t o f gen era l p u rp o se  protoco ls th a t sa tisfy  the  
co m m o n  n eed s  o f a n y  serv ice  provider. U n d e r  th is m o d e l, th e  serv ice  p rov id er  
m a y  n o t rece ive  the fu n ction a lity  a n d  v ersa tility  requ ired  to  sa tisfy  their b u sin ess  
m od els . E m p lo y in g  gen era l-p u rp o se  p ro toco ls for a w id e  v a r ie ty  o f app lica tions  
h as b e e n  fo u n d  to  affect th e perfo rm an ce  o f n e tw o rk  app lications [19].
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Deadlock in Protocol Evolution: In  to d a y 's  b u s in e ss  en v iron m en t, v en d o rs  d e ­
la y  com m ercia l im p lem en ta tio n  o f a n y  n e w  p ro toco l p e n d in g  a clear d em a n d  
for the service. In con trast, w ith o u t actual ava ilab ility  o f th e protocol, there w ill  
n o t b e  en o u g h  u sers  to create a critical m a ss  th a t w ill  increase the d em a n d  for 
th e service. This cau ses a d ead lo ck  situation , th u s  in h ib itin g  protoco l evo lu tion . 
IP v6  [20] a n d  IP M u ltica st [3] are so m e  o f the critical p ro toco ls that h a v e  su ffered  
from  th is p rob lem .
Protocol Standardisation: T he curren t n e tw o rk  m o d e l a ch ieves in teroperab ility  
th ro u gh  pro toco l standard isa tion . It is n o t u n u su a l th a t b y  the tim e a standard
is p ro d u ced , tech n o log ica l d e v e lo p m e n t an d  u se r  d e m a n d  m a y  h a v e  ren dered  it 
la rge ly  obso lete . In  su m m ary , ch an g in g  n e tw o rk  pro toco ls in  the curren t n e tw o rk  
m o d e l is len g th y  a n d  difficult.
Manual Network Management: N e tw o r k  m a n a g em en t in  th e  curren t n e tw o rk  
m o d e l is p e r fo rm ed  m anually . N e tw o rk  m an agers  e m p lo y  specia l scrip ting  lan­
g u a g e s  an d  large se ts o f con figura tion  variab les , ty p ica lly  th e  M a n a gem en t Infor­
m atio n  B ase (M IB), for th is pu rp ose . W ith  th e  expon en tia l g ro w th  in  th e  n u m ber  
o f n e tw o rk  n o d e s , n e tw o r k  m an agem en t an d  con figura tion  has b eco m e  costly  
an d  tim e con su m in g . It h as b e e n  e stim a ted  th a t on e-th ird  to one-half o f a com ­
p a n y 's  total IT b u d g e t  is sp en t on  n e tw o rk  m a n a g em en t [21]. Furtherm ore in  the  
curren t m o d e l, n e tw o r k  e lem en ts  h a v e  to  b e  b ro u g h t off-line for serv ice  u p gra d e s  
or b u g  fixes. S u ch  serv ice  d isru p tion s are co stly  an d  inefficient.
2 . 2  P r o g r a m m a b l e  N e t w o r k s
T he n e e d  to ra p id ly  d e v e lo p  and  d e p lo y  n e w  serv ices can  on ly  b e  a d d re ssed  
if w e  revo lu tio n ise  th e  w a y  n e tw o rk in g  sy s tem s are bu ilt. It has b e e n  id en ti­
fied  th a t b y  rep lac in g  th e  c lo sed  v ertica lly -in tegra ted  sy s tem s of to d a y  w i th  pro­
gram m ab le  n e tw o rk  n o d e s , it w ill  b e  p o ss ib le  to  realise a flexible n e tw o rk in g  
architecture. T he p h en o m en a l su ccess o f th e P C  p a ra d ig m  testifies to th is fact
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A universe of applications
A few operating systems
A multitude of 
standardised hardware
F ig u re  2.1: F rom  M on o lith ic  C o m p u ters  to  T he PC  P ara d ig m
(Fig. 2.1 [22]). T w o  m ajor schoo ls o f th o u g h ts  h a v e  b e e n  p ro p o se d  for th e  realisa­
tion  o f th e  p ro gram m ab le  n e tw o rk in g  p a rad igm . T h e y  are (i) th e  P rogram m able  
N o d e  ap p ro ach  [4]; a n d  (ii) th e  ac tive  n e tw o rk in g  app roach  [5]. F ig . 2.2 sh o w s  
th e  d ifferen t app ro ach es tak en  b y  th e se  m odels .
Open Signalling: Programmability on Control Path 
(a)
Active Networks: Programmability on Control and Data 
Paths
F ig u re  2.2: P ro gram m ab le  N o d e  V s. A c tiv e  N e tw o rk s
2.2.1 Programmable Node
T h e id ea  b e h in d  th e  P ro gram m ab le  N o d e  app roach  is th a t b y  m o d e llin g  th e  com ­
m u n ica tio n  h a rd w a re  u s in g  a se t o f o p e n  p ro gram m ab le  n e tw o r k  in terfaces, o p en  
access to  sw itch e s , routers a n d  b a se  sta tion s can  b e  p ro v id e d . T h ese  o p en  in­
terfaces a llo w  serv ice  p ro v id e rs  an d  n e tw o rk  operators to  m an ip u la te  th e sta tes
12
C H A P T E R  2. STA T E  O F  TH E A R T
o f the n e tw o rk  n o d e s  th ro u gh  the u se  o f m id d le w a re  too lk its so  as to  construct 
an d  m an age  n e w  services. B y b u ild in g  an  A P I-b a sed  n e tw o rk  m o d e l, serv ice  
p rov id ers , in d e p en d e n t so ftw are  v e n d o r s  an d  o ther d ev e lo p ers  in  the IT an d  
te lecom m u n ica tion  in du str ies w ill  b e  ab le  to participa te  in rap id  n e tw o rk  e v o lu ­
tion. This sep ara tion  b e tw e e n  the n e tw o r k  h a rd w a re  an d  the control a lgorithm s  
is referred  to as v ir tu a lisa tion  [23].
T he x b in d  b ro a d b a n d  kernel [24] is an  exam p le  of a P ro gram m ab le  N o d e  ar­
chitecture. T he x b in d  serv ice  arch itecture is b a sed  on  a d is tr ib u ted  com p on en t  
b a se d  p ro g ram m in g  p a ra d ig m  that a llo w s  m o d u la r  con stru ction  o f m u ltim ed ia  
services. It in c lu d es co m p o n en ts  to im p lem en t m ech an ism s for b ro ad b an d  s ig­
nalling , sw itch  control an d  m an agem en t, an d  d istr ib u ted  resource allocation.
IEEE  P1520 [25] w a s  in itia ted  b y  th e  O p en S ig  co m m u n ity  [4] as an  effort to  d e ­
fine an d  sta n d ard ise  so ftw a re  abstractions o f n e tw o rk  resources an d  p ro v id e  ap ­
p lica tion  p ro gram m in g  in terfaces (A P Is) for the m an ip u la tion  o f th ese  resources. 
T he P1520 in terfaces are strictly  la yered  an d  are n a m e d  the V -(va lue  ad d ed ), U -  
(user), L -(lo w er) an d  C C M -(con n ection  control an d  m an agem en t) in terfaces (Fig. 
2.3-a). T hese  o p e n  in terfaces a llo w  serv ice  p ro v id ers  a n d  n e tw o rk  operators to  
m an ip u la te  th e  sta tes of th e n e tw o rk  th ro u gh  the u se  of m id d le w a re  toolk its in  
order to con stru ct an d  m an age  n e w  n e tw o rk  services.
A n o th er  effort in  sta n d ard is in g  p ro gram m ab le  n o d e  in terfaces is b e in g  p u r­
su e d  b y  the M u ltise rv ice  S w itch in g  F o ru m 1. The m ajor go a l of th is grou p  is to  
defin e  an  arch itecture sep ara tin g  control an d  data  p lan es th a t facilitates the in­
trod u ctio n  o f n e w  n e tw o rk  serv ices o ver  A T M -capab le  n e tw o rk s . T he So ftSw itch  
C on sortiu m 2 shares sim ilar goa ls in  IP n e tw o rk  en vironm en ts . S im ilar efforts are 
also b e in g  p u r su e d  b y  the P arlay3 an d  JA IN 4 groups.
xhttp: /  /  www.m sforum .org/
2The SoftSwitch consortium http://w w w .softsw itch .org/.
3PARLAY http: /  /parlay.msftlabs.com
4JAIN http ://java .sun.com /products/jain/
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P1520 Model for IP Routers
(a)
F igu re  2.3: T he IEEE  P1520 M a p p in g  for IP  R ou ters
2.2.2 Active Networks
Active networking v iew s the network as a programmable computation engine, 
which provides custom ised packet processing and forwarding operations for traf­
fic flow ing through them (see Fig. 2.2). In active networking, the traditional 
m odel of packet forwarding, store-and-fonuard, is replaced by store-compute-forward, 
thereby enabling packet processing support at intermediate nodes as they travel 
through the network.
A key feature of this approach is the flexibility to dynamically deploy new ser­
vices at network nodes in response to user demands. This approach is motivated 
by both the trend towards network services that perform user-driven computa­
tion at intermediate nodes and the emergence of mobile code technologies that 
make network programmability possible.
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2.2.3 Programmable Node vs. Active Networking
B oth  P ro gram m ab le  N o d e  an d  ac tive  n e tw o rk  approach es, overcom e the p ro b ­
lem  of th e  d ead lo ck  s itu a tion s in  pro toco l ev o lu tio n  th a t are p re sen t in  the current 
Internet. Furth erm ore  th ese  m o d e ls  p ro v id e s  a sca lab le  an d  cost-effective m ean s  
to  te st n e w  n e tw o rk in g  serv ices w ith o u t  requ ir in g  co -opera tion  from  m ultip le  
v en d o rs , th ereb y  in creasin g  the scop e  for n e tw o rk  evo lu tion .
C on sid erin g  th e  P ro gram m ab le  N o d e  m o d e l, th e  p rogram m ab ility  is restricted  
to th e  control p lan e  a n d  targe ted  to w a rd s  con n ection -o rien ted  n e tw o rk s  only. 
T his m o d e l su p p o r ts  sw itch  control o n ly  o n  the con n ection  lev e l an d  n o t the  
pack et level. In  com p arison , a c tive  n e tw o rk s  are in ten d ed  to su p p o rtin g  pro­
gram m ab ility  in  d a ta g ra m  n e tw ork s. Furtherm ore , th e y  su p p o rt p a ck e t p rocess­
in g  b o th  on  th e  d a ta  p a th  an d  control pa th , th u s b u ild in g  a m ore flexib le n e t­
w o rk in g  architecture.
In  trad itiona l n e tw o rk s , routers p e rm a n en tly  h o u se  a p red e fin ed  se t o f p ro to­
cols regard less o f th e lev e l o f d e m a n d  for these . This increases the cost o f n e tw o rk  
n o d es  d u e  to  the req u irem en t to  su p p o r t red u n d a n t services. D u e  to th e feature  
of d y n a m ic  serv ice  p ro v is io n in g  ava ilab le  w i th  active  n e tw o rk s , p erm an en t stor­
age  o f p ro toco ls th a t are se ld o m  u se d  w o u ld  n o t b e  requ ired  at e v e ry  n o d e  on  the  
n etw ork .
In  th e  P ro gram m a b le  N o d e  approach , th e  se t o f serv ices p ro v id e d  at a n o d e  
are lim ited , a n d  th u s  so  are its capabilities. In  contrast, a c tive  n e tw o rk s  enab le  
rap id  d e p lo y m e n t o f n e w  n e tw o rk  p ro toco ls in  resp on se  to  u ser  d em an d . This is 
d u e  to  the fact th a t o n ly  th o se  n e tw o rk  n o d e s  that are requ ired  to  h o s t th e  service  
n e e d  to agree  o n  the serv ice  defin ition  an d  install it.
Finally, th e  P ro gram m a b le  N o d e  m o d e l relies on  h u m a n  in terven tion  for ser­
v ice  insta lla tion  a n d  m a n agem en t, w h ic h  can  b e  co stly  an d  tim e con su m in g , con­
s id er in g  the ev er  in creasin g  size o f th e  n e tw o rk s . H o w e v e r , w i th  its ab ility  to  
in tegra te  serv ices  at run tim e, active  n e tw o rk in g  red u ces th e co m p lex ity  o f net-
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w o r k  m a n a g em en t tasks. D u e  to th e  benefits  exh ib ited  b y  the active  n e tw o rk in g  
ap p ro ach  o ver  th a t o f th e  P ro gram m ab le  N o d e  m o d e l, w e  take u p  the form er for 
further investiga tion .
2 . 3  P a c k e t  P r o c e s s i n g  S u p p o r t  i n  t h e  C u r r e n t  I n t e r n e t
W hile  th e  con cep t o f a c tive  n e tw o rk s  m a y  se em  a rad ical d ep artu re  from  the tra­
d itiona l n e tw o rk in g  p a ra d ig m  w h ic h  is b a sed  on  th e  en d -to -en d  argum ent, it is in  
fact a na tura l e vo lu tio n ary  change. C o n sid er in g  the rea lity  o f th e  curren t n e tw o rk  
en v iron m en t, it is e v id e n t th a t curren t n e tw o rk s  p ro v id e  e n h an ced  p rocessin g  b e ­
y o n d  p ack e t fo rw ard in g . Som e w e l l  k n o w n  ex am p les o f su ch  serv ices th a t do  n o t  
ty p ica lly  b e lo n g  in  the se t of trad itiona l router lev e l fun ction s in c lu d e  firew alls, 
lo ad  balancers, m ed ia  g a te w a y s , N e tw o r k  A d d re s s  Translators (N A T s), A p p lica­
tion  L e v e l G a te w a y s  (A L G s), pack e t tu n n e llin g  an d  D ifferen tia ted  Services (Diff- 
serv ).
A n th er  recen t tren d  is th a t v e n d o r s  h a v e  sta rted  b u ild in g  n e tw o rk  eq u ip m en t  
th a t a cco m m o d a te s  op era tion  a b o v e  L ayer  3. A n  ex am p le  o f su ch  eq u ip m en t is 
S o ftsw itch  from  L u cen t T ech no log ies5 w h ic h  su p p o rts  co n v e rg e d  data , vo ice  an d  
m u ltim ed ia  serv ices p la tfo rm  for w ire lin e  an d  w ire le ss  n e tw o rk s . In add ition , ap ­
p lica tion  specific n e tw o rk  lev e l serv ices  su ch  as vo ice  cod ecs for V O IP  su p p o rt in  
C isco  rou ters a n d  em ail v iru s-scan n ers 6 h a v e  sta rted  a p p ea rin g  as p erm an en tly  
in teg ra ted  serv ices in to  com m ercia l n e tw o rk  e lem ents.
T h e  p o ten tia l an d  ben efits  th a t resu lt from  su p p o r tin g  n e tw o rk  b a sed  p ro­
cess in g  h a s b e e n  c learly  iden tified . H o w ever , d u e  to the lim itations that exist 
w ith  th e  curren t n e tw o rk in g  m o d e l (see sec tion  2.1), there is an  increasing  trend  
to b u ild  ad -h oc  so lu tion s so  as to cater for in d iv id u a l app lica tion  d em an d s . The  
em ergen ce  o f o v er la y  n e tw o rk s  [26] is an  exam p le  th a t testifies to th is fact. The
sLucent Technologies APX 8000
6http://w w w .blazenet.com /
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p ro b lem  w ith  th e  su ch  a n e tw o rk  m o d e l is that it rep lica tes lo w e r  layer fun ction­
a lity  o ften  w i th  d e g r a d e d  p erform an ce  levels. In contrast, ac tive  n e tw o rk s  define  
a gen era l an d  ex ten sib le  n e tw o rk  m o d e l on  w h ic h  a w id e  v a r ie ty  o f n e tw o rk  ser­
v ice s  can  b e  built.
2 . 4  A p p l i c a t i o n s  o f  A c t i v e  N e t w o r k s
T he su ccessfu l d e p lo y m e n t o f ac tive  n e tw o rk s  relies on  th e  d e v e lo p m e n t o f app li­
cations an d  serv ices th a t d em o n stra tes  its po ten tia l benefits. B elow , w e  p resen t a 
w id e  ran ge  of app lica tion s th a t ben efit from  active  n e tw o rk  su pp ort. This d iscu s­
sion  in c lu d es app lica tion s from  su ch  fie ld s as: (i) n e tw o rk  m an agem en t, (ii) secu ­
rity, (iii) cach ing, (iv ) da ta  tran scod in g , (v ) con gestion  con tro l an d  (v i)m ulticasting.
Network Management
N e tw o r k  M a n a g em en t in  the curren t n e tw o rk  en v iro n m en t is a ch ieved  b y  po lling  
th e  m a n a g e d  d e v ic e s  from  th e  m a n a gem en t sta tions for data , look ing  for anom a­
lies. H o w e v e r , w i th  th e  increase in  the n u m b er  of n e tw o rk  n o d es , th is traditional 
tech n iq u e  b eco m es p roblem atic . T he p r im ary  reasons is th a t th is tech n iqu e  con­
cen trates in te lligence  o f the w h o le  n e tw o rk  m a n a g em en t sy s tem  w ith in  a fe w  
m a n a gem en t sta tion s at th e n e tw o rk  edges . T hese  n e tw o rk  m an agem en t stations  
b e c o m e  po in ts of im p lo sio n  in  the w h o le  n e tw o rk . Furtherm ore, th e  po ll-and-  
check  ap p ro ach  se v e re ly  lim its th e ab ility  o f the n e tw o rk  to track p rob lem s in  a 
tim e ly  an d  efficient m anner. T hese  effects are m itiga ted  in  a h ierarchical im p le­
m en ta tion  b u t sca lab ility  w o u ld  b e  en h an ced  u s in g  a d is tr ib u ted  im plem en tation .
G o ld sz m id t et al. [27] d e p lo y e d  active  n e tw o rk  serv ices  at th e m a n a g e d  n o d es  
to  p erfo rm  d is tr ib u ted  n e tw o r k  m an agem en t tasks. T his approach , b y  d e lega tin g  
m a n a g em en t p rocesses  to  th e  target n o d e  itself, o verco m es im p lo sion  p rob lem s  
at m a n a gem en t sta tions. T he am o u n t of red u n d a n t in form ation  com m u n ica ted
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to th e  m an agem en t sta tion s is re d u ce d  th ereby  in creasing  the g o o d p u t b e tw e e n  
th e  m a n a g e d  e lem en ts  a n d  the m a n a g em en t station.
T he R egatta  fra m ew o rk  [28] rea lises an  au to m a ted  m a n a g em en t sy s tem  for 
su p erv is io n  of n e tw o rk  c lo u d s  b y  u s in g  the active  n o d e  su p p o rt p resen t in  the  
n e tw o rk . In  th is m od e l, ac tive  serv ices w h ic h  e m b ed  fau lt d iagn osis  processes  
a n d  co n tin g en cy  p lan s are d e p lo y e d  at th o se  n e tw o rk  n o d e s  w h ic h  require m an ­
agem en t. O n  id en tify in g  fau lt or anom alies, th e active  serv ices  execu te  th e  in­
bu ilt co n tin g en cy  p lan s a n d  th en  report the resu lts b a ck  to  the m an agem en t sta­
tions. This approach  to  n e tw o rk  m a n a g em en t a v o id s  th e  n e e d  for con tinu ou s  
h u m a n  in terven tion  for n e tw o rk  op era tion  a n d  m ain tenance.
A n o th er  p rob lem  w i th  trad itiona l n e tw o rk  m a n a g em en t sy s tem s is th e lack  
of su p p o rt for sca lab le  a cco u n tin g  in frastructures. In  the curren t m o d e l, n e tw o rk  
n o d e s  co llect da ta  reg a rd in g  the traffic f lo w in g  th ro u gh  th em  an d  u p lo ad  th em  
to  cen tra lised  a cco u n tin g  servers  for processing . F o llo w in g  th is, th ese  servers  
process the a ccu m u la ted  d a ta  a n d  extract th e  requ ired  in form ation , w h ic h  are 
later u se d  b y  a cco u n tin g  app lica tion s for b illing  p u rp o ses . T he p rob lem  w ith  
su ch  an  ap p ro ach  is that: (i) th e  p ro cessin g  tim e requ ired  to ex tract th e accoun tin g  
in fo rm ation  from  th e  r a w  da ta  se t is h u g e  (in term s o f h o u r s / d a y s )  [29]; an d  (ii) 
th e  con tin u ou s transfer of r a w  da ta  from  n e tw o rk  n o d e s  to  accoun tin g  servers  
co n su m es a large a m o u n t of n e tw o rk  resources.
T ravostino  et al. [29] p ro p o se d  to co-locate p ro cessin g  en g in es w i th  n e tw o rk  
n o d e s  so  as to su p p o rt c u s to m ised  opera tion s o n  a cco u n tin g  da ta  exactly  w h e re  
th e y  are b e in g  gen era ted . In  th is m o d e l, n e w  accoun tin g  ta sk s are in tegra ted  into  
th e  p ro ce ss in g  en g in es u s in g  ac tive  serv ices referred  to  as "p lu g in s" . This archi­
tectu re  im p ro v e s  the re sp o n siv en ess , scalability, an d  d ep en d a b ility  o f accoun tin g  
app lica tion s (e.g. real tim e  b illin g  an d  traffic m on ito rin g ) to  the b en efit o f serv ice  
p rov id ers.
T he id ea  of p ro v id in g  v ir tu a l p r iva te  n e tw o rk s  (V P N ) u s in g  pu b lic  n e tw o rk
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in frastructures su ch  as th e  In ternet h a s b e e n  id en tified  to  b e  cost-effective  [30]. 
H o w e ve r , d u e  to  the c lo sed  na ture  o f the curren t n e tw o r k  m od e l, p rov is io n in g  
su ch  su p p o r t is cu m berso m e. R ebecca  et al. [31] p ro p o se d  a sch em e to b u ild  V P N s  
o n -d em an d  b y  d iv id in g  th e  resources o f in d iv id u a l n e tw o rk  n o d es  in to  on e or 
m ore log ica lly  sep ara te  active  n e tw o rk  serv ices, referred  to  as "sw itch lets" . In  
th is m od e l, a fu ll-b lo w n  v ir tu a l n e tw o rk  is con stru c ted  d yn a m ica lly  b y  acqu iring  
sw itch le ts  in  on e or m ore  o f th e  n e tw o rk  n o d e s  a lon g  th e  en d -to -en d  path.
Network Security
E xisting  n e tw o rk  in tru sion  de tec tion  app ro ach es are p a ss ive ; i.e. th e y  are o n ly  
able to sta tica lly  defin e  m ech an ism s for d e fe n d in g  aga in st su ch  attacks. For ex­
am ple, w i th  th e  case o f D is tr ib u ted  D en ia l o f S erv ice  (D D oS) attacks, on e o f the  
p r im ary  targets are n e tw o r k  routers.
E x istin g  routers d o  n o t in c lu d e  su p p o rt for au tom atica lly  d e tec tin g  an d  d e ­
fen d in g  aga in st su ch  attacks. In  th e  ex istin g  n e tw o rk  m o d e l, w h e n  n e tw o rk  a d ­
m in istra tors id en tify  a ttack  pa ttern s, th e y  m a n u a lly  a d d  p ack e t filters or rate lim ­
iters to  the rou ters u n d e r  attack, in  order to  p re v e n t further d am age . W ith  the  
increase in  b o th  the n u m b er  of n e tw o rk  n o d e s  a n d  th e  w id e  v a r ie ty  of attacks  
(e.g. C o d e  R ed 7), re ly in g  o n  h u m a n  in terven tion  can  b e  costly.
B u ild in g  d e fen se  m ech an ism s w ith in  n e tw o rk  n o d e s  th em se lv es  w i l l  m in ­
im ise  th e resp o n se  tim e b e tw e e n  attack  de tec tion  an d  counteraction . A u to m a t­
in g  th e  d e fen se  m ech a n ism  w ill  m in im ise  th e  n e e d  for expert h u m a n  assistance, 
w h ic h  is in  chron ic sh ort su pp ly . O verall, th e  n e tw o rk  w il l  b e  able to d yn am ica lly  
re sp o n d  to a w id e r  ran ge  o f th reats an d  attacks.
T he IB A N  [32] a n d  F ID R A N  [33] m o d e ls  p re sen ted  m ech an ism s to su p p ort  
vu ln era b ility  scan n in g  a n d  b lo ck in g  u sin g  m ob ile  code . In  th ese  m od e ls , m ob ile  
co d e  b a se d  scann ers are in sta lled  at n e tw o rk  n o d e s  w h ic h  co n tin u o u sly  m o n i­
7http://codered.new strove.com /
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tor for attacks b a sed  on  su p p lied  sign atu res. O n  d e tec tin g  attack  patterns, the  
scanner load s in tru sion  b locker serv ices th a t su p p ress  th e traffic from  the source  
o f the attack. T he add ition a l feature o f th e  F ID R A N  m o d e l is th a t it is able to  
su p p o r t pack e t m on ito r in g  serv ices at th e  kernel leve l, th u s im p ro v in g  sy stem  
perform ance.
V an  [34] d em o n stra ted  the u se  o f ac tive  n e tw o rk s  for d e fe n d in g  aga in st a d ­
dress sp oo fin g . V an  so lv e d  the a d d ress  sp oo fin g  p ro b lem  b y  dyn am ica lly  d e ­
p lo y in g  a filter w h ic h  in sp ects all pack ets d e s tin ed  for a g iv e n  host. Furtherm ore, 
b y  b e in g  ab le  to a u to n o m o u s ly  p u sh  the filter to w a rd s  the source o f the attack, 
co n ges tio n  that arises d u e  to th e attack  is p reven ted .
Caching
C ach in g  o f objects w ith in  the n e tw o rk , rather th an  at th e  e d g e  n o d es , can  greatly  
red u ce  n e tw o rk  traffic an d  the tim e requ ired  to retrieve  th e  re levan t in form a­
tion. T raditional app ro ach es to  cach ing  p lace  large caches at specific po in ts in  the  
n e tw o rk . T he  k e y  d ec is io n s to b e  m a d e  here  are: (i) h o w  to locate th e  requ ired  
objects; an d  (ii) h o w  to  fo rw a rd  req u ests  b e tw e e n  va r io u s  cache n o d e s  in  the n e t­
w o rk .
B hattacharjee e t al. [35] p ro p o sed  th a t b y  associa ting  sm all caches to n e tw o rk  
n o d es, a v e ra ge  roun d-trip  latencies exp erien ced  b y  clien ts to ob ta in  p o p u la r  d o c­
u m en ts  can  b e  m in im ised . In  this schem e, p a th  segm en ts  b e tw e e n  clients an d  the  
server  n o d e s  are p artition ed  in to  v ir tu a l g ro u p s o f g iv e n  rad iu s, so  th a t an  item  is 
cach ed  o n ly  on ce  in sid e  a particu lar grou p . In  ad d itio n  to  this, caches in  a group  
also m ain ta in  po in ters to  objects th a t are p re sen t in  caches of th e n e igh bou rin g  
grou ps. T h ese  po in ters are th en  u se d  to  rerou te  requ ests to  the cache con ta in ing  
th e  object.
L e g e d z a  an d  G u tta g  [36] p ro p o sed  a rou ter lev e l serv ice  to  su p p o rt cache rout­
ing. T he m ajor goa l o f th eir app roach  w a s  to  red u ce  the tim e requ ired  to  find bo th
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in frequ en tly  accessed , b u t  cached , d o cu m en ts  an d  th o se  d o cu m en ts  that are no t 
cached. In th is schem e, servers p lace  p er -d o cu m en t po in ters at rou ters w h ich  
aid  in  red irecting  req u ests  for p o p u la r  d o cu m en ts  to n ea rb y  caches. T he resu lt is 
that requ ests for in frequ en tly  a ccessed  d o cu m en ts  are a llo w e d  to trave l qu ick ly  
to the h o m e  server  w h ile  requ ests for cach ed  d o cu m en ts  are red irected  to caches  
p resen t on  the rou te  to the server. T his ap p ro ach  exh ib its th e  benefits  o f a sso­
ciating po in ters to cache servers w ith in  the n e tw o rk . Furtherm ore, in d iv id u a l  
caches d o  n o t n e e d  to k n o w  the a d d resse s  o f n e igh b o u r in g  caches in  th e  n e tw o rk  
in  order to co-operate.
Data Transcoding
W h en  op era tin g  o ver  a h e te ro g en eo u s  n e tw o rk  en v iron m en t su ch  as th a t of the  
In ternet, p ack e t f lo w s  th a t are cu s to m ised  for certain  link characteristics (e.g. sp e ­
cific pack e t size a n d  tran sm ission  rate) m a y  b e  inappropria te  for o ther links. The  
ability  to  ch an ge  f lo w  properties w ith in  th e  n e tw o rk  w ill  a llo w  th em  to adap t  
to v a ry in g  n e tw o rk  cond ition s a n d  to  th e  requ irem en ts o f en d  u ser n o d es . Fur­
therm ore, f lo w s  w i th  d ifferen t characteristics can  coexist; th is w ill  a v o id  the n eed  
to gen era te  m u ltip le  f lo w s  at d ifferen t rates w h e n  se rv in g  u sers w i th  different 
term inal characteristics.
S u d a m e  et al. [37] u s e d  pairs o f a c tive  n o d e s  to b u ild  f lo w  transform ation  tu n ­
n els w ith in  th e  n e tw o rk . A c tiv e  serv ices a tta ch ed  at th e en try  an d  ex it po in ts  
of th e  tu n n e l p ro v id e  app lica tion  tran sp aren t rou te  specific ad ap ta tion  for flo w s  
w h e n  loca lised  ch an ges in  n e tw o rk  con d ition s are d e tec ted . B u ild in g  su ch  su p ­
p o rt w ith in  the n e tw o rk  itself a v o id s  the n e e d  for th e  traffic source to  a d a p t to the  
sin g le  " L o w e s t  C o m m o n  D en om in a to r"  serv ice  available.
A m ir  et al. [38] u s e d  m ed ia  g a te w a y s  to p erform  tran scod in g  o f m ed ia  stream s  
w ith in  the n e tw o rk . T he k e y  feature o f th is app roach  is that in d iv id u a l u sers are 
able to  in stan tia te  static serv ice  m o d u le s  at traffic g a te w a y  n o d e s  to  custom ise
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m ed ia  stream s so  as to su it en d  term ina l characteristics an d  p erson a l preferences. 
In  the A p p lica tio n  L e v e l A c tiv e  N e tw o r k s  (A L A N ) project [39], m ob ile  code  w a s  
e m p lo y e d  in stead  o f static serv ices to  su p p o rt m ed ia  tran scod in g  function s at 
active  server farm s w ith in  the n e tw ork .
T he m ed ia  g a te w a y  n o d es  m a y  b e c o m e  p o in ts  of im p lo sio n  u n d e r  severe  
lo a d in g  cond ition s. To overcom e su ch  p rob lem s, the Jo u rn ey  m o d e l [40] en co d ed  
app lica tion  d a ta  un its as in d e p en d e n t m e d ia  un its  that in c lu d ed  custom isa tion  
an d  co m p u ta tio n  param eters that can  b e  ap p lied  on  the u n it b y  n e tw o rk  n o d es  
a lon g  the path . T he p r im ary  ben efit o f th is m o d e l is that it is ab le  to d istr ibu te  the  
p ro cess in g  lo ad  across m u ltip le  n e tw o r k  n o d es. S u ch  sca lab ility  in  d e s ig n  a llo w s  
a large  n u m b er  o f clien ts w i th  d ifferen t serv ice  requ irem en ts to  b e  p rocessed .
Congestion Control
C o n gestio n  is an  in tran e tw o rk  even t, u su a lly  far re m o v e d  from  th e  application . 
T he curren t In ternet fo llo w s  an en d -to -en d  feed b ack -b a sed  ap p ro ach  for co n g es­
tion  control. In  th is ap p ro ach  the tim e tak en  for con gestion  notifica tion  in form a­
tion  to  p ro p aga te  b a ck  to  the sen d er  lim its th e  sp e e d  w i th  w h ic h  an  app lica tion  
can  se lf-regu la te  to red u ce  congestion . A s  a resu lt, either there is a p ro tracted  p e ­
r io d  o f  tim e d u r in g  w h ic h  co n ges tio n  is p resen t, since app lications h a v e  n o t y e t  
lea rn ed  a b o u t it, or e lse  the no tification  arrives so la te th a t there is no  longer an y  
co n g es tio n  p re sen t an d  se lf-regu la tion  is n o t requ ired .
W ith  ac tive  rou ter su p p o r t in  the n e tw o r k  it is p o ss ib le  to  m o v e  the co n g es­
tion  con tro l p o in ts  in to  the n e tw o rk  itself. T he a d v a n ta g e  of ad o p tin g  su ch  an  
ap p ro ach  is th a t th e sy s tem  can  react faster to  congestion , lea d in g  to lo w e r  pack et  
loss w h ich , in  tu rn  im p lies  lo w e r  a v e ra ge  d e la y  an d  h igh er  n e tw o rk  utilisation .
Faber  [41] p re sen ted  the A c tiv e  C o n gestio n  C on tro l (A C C ) sch em e for con­
g e s tio n  con tro l in  TCP. In  th is m od e l, e v e r y  pack e t in c lu d es th e  curren t w in d o w  
size  a d a p te d  b y  the e n d  app lica tion  for transm ission . W h en  an  active  router n o ­
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tices con gestion , it ca lcu la tes the n e w  w in d o w  size o f th e T C P  p ack e t an d  su b ­
se q u e n tly  sen d s  th is in form ation  to  th e  traffic source. Furtherm ore, th e router  
d ro p s th o se  packets th a t w o u ld  n o t h a v e  b e e n  sen t w i th  th is n e w  w in d o w  size, 
th u s re so lv in g  co n g es tio n  im m ed ia te ly . A s  n o ted  b y  F aber  [41], n o d e s  b e y o n d  
th e co n g es tio n  p o in t see  traffic w h ic h  look s as if th e sen d er h a d  reacted  in stan tly  
A C C  is particu larly  effective , w h e r e  th e  b a n d w id th  d e la y  p ro d u c t is large.
B hattercharjee et al. [42] d e scr ib ed  an  app roach  to  app lica tion-specific  con ges­
tion  con tro l w ith in  th e  n e tw ork . D a ta  p ack ets  are e m b e d d e d  w i th  an  app lication-  
specific  co n ges tio n  con tro l serv ice  code. This serv ice  is tr iggered  w h e n  co n g es­
tion  occu rs w ith in  the n e tw ork . T his app roach  offers com p le te  control u n d er  
co n g es tio n  con d ition s to in d iv id u a l da ta  p ack ets th em se lv es , th u s offering m axi­
m u m  flex ib ility  in  operation .
R a n d o m  E arly  D etec tion  (R ED ) [43] m ech an ism s are w id e ly  accep ted  for con­
gestio n  a vo id an ce  in  the Internet. H o w e v e r , it h as b e e n  sh o w n  th a t w h e n  em p lo y ­
in g  R E D  m ech an ism s, u n re sp o n s iv e  b a n d w id th  g re ed y  connection s g e t a larger  
th an  fair share o f th e  b a n d w id th  at a bo ttlen eck  link  w h e n  co m p e tin g  w ith  re­
sp o n siv e  connection s [44]. N ira ja  et al. [45] p re sen ted  a so lu tion  u s in g  m obile  
co d e -b a se d  pack et filters to  con tro l b a n d w id th  g r e e d y  con n ection s from  h ijacking  
n o d e  resources. W h en  a n o d e  n o tices congestion , it fin ds th e  se t o f connections  
th a t are b a n d w id th  g r e e d y  an d  d e p lo y s  filters in  th e  n e tw o r k  to  drop  packets b e ­
lo n g in g  to  su ch  flo w s. T hese  filters are p ro g re ss iv e ly  r e la yed  b y  the active  n o d es  
to w a rd s  th e  source o f th e  g r e e d y  connections, so th a t p ack e ts  d rop s are m ad e  
early. T h is w il l  a llo w  a sa v in g  of n e tw o rk  resources an d  w o u ld  also  su p p o rt fair 
sh arin g  o f th e n e tw o rk  b a n d w id th .
A  sen d er  in itia ted  app roach  to  su p p o rt Q oS  ro u tin g  in  th e  In ternet h as b een  
p re sen ted  in  [46]. In  th is m od e l, w h e n  a Q oS  su p p o rtin g  p a th  is requ ired , the  
source  se n d s  an  active  p ack e t to w a rd s  th e  traffic d estin a tio n  w h ic h  con tains the  
Q oS param eters  th a t th e  p a th  sh o u ld  satisfy. T he ac tive  p ack e t in  conjunction
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w ith  the in term ed ia te  ac tive  n o des, ga thers the requ ired  p a th  sta te in form ation , 
eva lu a tes  a n d  reports b a ck  the specifics o f th e b e s t ava ilab le  p a th  to the n o d e  that 
d e p lo y e d  it.
Multicasting
A ctiv e  n o d e s  w e r e  u se d  in  [47,48] to  su p p ress  du p lica te  N A C K s  from  reach ing  
th e  traffic source, th u s a v o id in g  the N A C K  im p lo sio n  p rob lem . In  [47], b y  su p ­
p o rtin g  so ft-state in form ation  at ac tive  n o d es, repair p ack ets  w e re  o n ly  d e livered  
to  th o se  receivers ex perien c in g  da ta  lo sses. T his red u ces red u n d a n t traffic w ith in  
th e n e tw o rk  an d  a lso  m in im ises th e b u rd en  on  e n d  receivers. Furtherm ore, b y  
su p p o rtin g  best-effo rt d a ta  cach ing  w ith in  the n e tw o rk , th e en d -to -en d  error re­
co v e ry  d e la y  w a s  a lso  m in im ised .
In  [49], Y am atoo  et al. d e sc r ib ed  an ap p ro ach  to m u lticast com m u n ica tion  
su p p o r t to  u n icast h o s ts  u s in g  active  n e tw o rk  services. T he active  serv ices w ere  
d e p lo y e d  on  d e m a n d  to  act as g a te w a y  po in ts b e tw e e n  the un icast h o sts  an d  
m ulticast en ab led  n e tw o r k  segm en ts . A c tiv e  serv ices acting  as reflectors d u p li­
cate p ack ets from  the m u ltica st source  to in d iv id u a l u n icast hosts. T he im portan t 
con tribu tion  o f th is m o d e l is th a t ac tive  serv ices are ab le  to  m ain ta in  app lica tion  
lev e l co n n ec tiv ity  e v e n  in  the case  o f m u ltica st failures.
A n o th er  p ro b lem  w i th  ex isting  m u ltica st p ro toco ls is th a t their d e s ig n  d o es  
n o t in c lu de  su p p o rt for h e tero gen eo u s gro u p  com m u nica tion . E x isting  IP  m u l­
ticast p ro to co l m o d e ls  se rve  h e te ro g en eo u s  receivers e ither by: (i) u s in g  a sing le  
rate f lo w  to all receiver n o d e s  irrespective  of en d  term inal characteristics an d  the  
n e tw o rk  p a th  segm en ts  con n ectin g  them ; or (ii) g en era tin g  m u ltip le  f lo w s  w ith  
differen t rates o ver  d ifferen t m u ltica st trees and , a llo w in g  the receivers to  su b ­
scribe to an  app ropria te  d e liv e ry  tree d e p en d in g  o n  their p references an d  con­
strain ts [50]. T he first sch em e  h as b e e n  fo u n d  in a d eq u a te  to  serve  h eterogen eou s  
u ser  g ro u p s [51], w h ile  th e  secon d  sch em e e m p lo y s  resources inefficiently.
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In  contrast, w i th  p ack e t p ro cessin g  su p p ort, n o d e s  can  p erfo rm  client-specific  
ad ap ta tio n  o f da ta  w ith in  th e  n e tw o r k  b a se d  on  u ser requ irem en ts an d  ava il­
ab le  n e tw o rk  resources. Furtherm ore, su ch  sch em es a v o id  th e  n e e d  for receivers  
to  co n tin u o u sly  p robe  an d  ch an ge  su b scrip tio n  lev e ls  so  as to  a d a p t to  n e tw o rk  
congestion .
In  [52], receivers w i th  sim ilar serv ice  d e m a n d s  w e r e  log ica lly  g ro u p e d  into  
d istin ct m u ltica st receiver g ro u p s , referred  to as serv ice  lev e l g rou ps. Each  su ch  
grou p  w a s  th en  se rv e d  b y  a local ac tive  N o d e  w h ic h  w o rk e d  to  a d a p t the orig­
inal da ta  acco rd in g  to  the local u se r  requ irem en ts . K eller et al. [53] u se d  kernel 
lev e l n e tw o rk  serv ices referred  to as ro u ter-p lu g in s to d yn a m ica lly  ad ap t v id eo  
stream s to  m o m en ta ry  load  con d ition s at n e tw o rk  n o d es . This sch em e p ro v id ed  
co n serva tio n  in  resource  u sa g e  b y  a llo w in g  each  b ran ch  o f th e  tree to  ad a p t to its 
m a x im u m  ava ilab le  th rou gh p u t.
2 . 5  A c t i v e  N e t w o r k s :  T h e m e s  a n d  C o n c e p t s
Mobile Code: T he term  m ob ile  co d e  d escribes  a n y  p ro gram  th at can  b e  sh ip p ed  
u n c h a n g e d  to  a h e te ro g en eo u s co llec tion  o f p rocessors a n d  ex ecu ted  w i th  iden ti­
cal sem an tics o n  each  processor [54]. T he u n d er ly in g  fea ture o f su ch  a p a rad igm  
is th a t so ftw are  m o d u le s  are ab le  to  d yn a m ica lly  ch an ge  the b in d in g s  b e tw e e n  
th e  co d e  fragm en ts  a n d  the loca tion  w h e re  th e y  are execu ted .
D e v e lo p in g  app lica tion s as m ob ile  co m p o n en t a llo w s  n e tw o rk  n o d e s  to  d y ­
nam ica lly  lo ad  th e  req u ired  app lica tion -specific  serv ice  co d e  acco rd ing  to d e ­
m an d , th u s  a v o id in g  th e  n e e d  for p erm an en t s to rage  resources. D o w n lo a d in g  
an d  ex ecu tin g  m ob ile  co d e  is an  e stab lish ed  tech n iq u e  for su p p o r tin g  Java  ap ­
p le ts  in  th e  Internet. Sim ilarly, ac tive  n e tw o rk s  e m p lo y  th is con cep t to d yn am i­
ca lly  p ro v is io n  n e w  n e tw o rk in g  serv ices o n  d em an d .
Active Network Node: T he core en tity  of a n y  active  n e tw o rk in g  architecture is 
th e  a c tive  n o d e , w h ic h  p ro v id e s  su p p o rt for d y n am ic  serv ice  prov ision in g . In
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active  n e tw o rk in g  te rm in o lo gy  th is m o d e l is co m m o n ly  referred  to as the "ac­
tiv e  n o d e"  (Fig. 2.4). T he  three m ajor co m p o n en ts  of the n o d e  are: (i) th e  Ex­
ecu tion  E n vironm en t; (ii) th e N o d e  O p era tin g  S y s tem  (N o d eO S ); an d  (iii) the  
N e tw o r k  Serv ices (N S). T he active  n o d e  arch itecture an d  n o m en cla tu re  em erged  
from  D A R P A 's active  n e tw o rk  co m m u n ity  [55]. Their arch itecture is shared  b y  
m o st o f th e ex istin g  active  n e tw o rk  p roposa ls.
F igu re  2.4: A rch itecture  of an  active  n o d e  
Cross-section of an Active Node
T h e  E x ecu tio n  E n v iro n m en t: T he ex ecu tio n  en v iro n m en t is central to  an  active  
node . It can  b e  a v ir tu a l m ach in e  or a se t o f ru les th a t p ro v id e s  su p p o rt for the  
ex ecu tion  o f serv ices at a n ode . The u se  of a v ir tu a l m ach in e rep resen ta tion  o f n e t­
w o r k  n o d e s  p ro v id e s  a co m m o n  logica l m o d e l o f th e  h ard w are , th u s o vercom in g  
th e p ro b lem  o f h a rd w a re  heterogeneity .
T he fu n d am en ta l responsib ilities o f an  E x ecu tion  E n v iro n m en t include: (i) to  
in terp ret in co m in g  p ack e ts  an d  p a ss  th em  to co rresp on d in g  n e tw o rk  serv ices for 
processing ; (ii) to  su p p o r t d yn am ic  in sta lla tion  an d  rem ova l o f n e tw o rk  services; 
an d  (iii) to  m an age  n o d e  resources an d  access righ ts am o n g  the n e tw o rk  services  
on  the n o d e , th u s  p ro v id in g  a secu red  fra m ew o rk  for serv ice  p rov ision in g . M u l­
tip le E x ecu tion  E n v iro n m en ts  can b e  su p p o r ted  b y  a n o d e  (Fig. 2.4).
T h e  N o d e  O p e ra tin g  S y s te m  (N o d e O S ):  T he N o d e O S  form s a sh im  layer b e ­
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tw e e n  the E x ecu tion  E n viro n m en ts a n d  th e  n o d e  resources (e.g. m em ory, p roces­
sor cycles). T he N o d e O S  defin es four p ro g ram m ab le  n o d e  abstractions: th reads, 
m em ory, ch an n els an d  flow s. T he first th ree en tities abstract th e  com pu ta tion , 
sto rage  a n d  com m u n ica tion  capac ity  u se d  b y  E x ecu tion  E n viron m en ts. T he f lo w  
e n tity  abstracts u ser d a ta -pa th s w i th  security, au th en tica tion  a n d  a d m iss io n  con­
trol facilities. T he N o d e O S  in terface g iv e s  each  E xecu tion  E n v iro n m en t fair an d  
con tro lled  access to  b o th  th e  co m p u ta tio n  an d  th e  tran sm ission  resources of the  
n e tw o rk  n o de .
Network Services (NS): N e tw o rk  serv ices  are p rogram s th a t im p lem en t the re­
q u ired  app lica tion  serv ice-logic  w ith in  th e  n e tw o rk  u s in g  the p ro g ram m in g  in ­
terface su p p lie d  b y  th e  execu tion  en v iron m en t. T he m ech an ism  b y  w h ic h  these  
n e tw o r k  serv ices are lo a d e d / r e m o v e d  from  th e  n e tw o rk s  n o d e s  is d e p en d e n t on  
th e ac tive  n e tw o r k  m o d e l fo llo w e d  (see  sec tion  2.6). In  this th esis, th e term s n e t­
w o r k  serv ices  an d  n e tw o rk  p ro toco ls are u se d  in terchangeably .
Active Network Encapsulation Protocol: T he A c tiv e  N e tw o r k  E n cap su la tion  
P rotocol (A N E P ) [56] h as b e e n  p ro p o se d  for en cap su la tin g  active  pack ets over  
differen t lo w er - le v e l m ed ia  an d  protoco ls. This p ro toco l p ro v id e s  a com m on  
p ack e t en cap su la tion  form at o ver  a n e tw o r k  in  w h ic h  d ifferen t E xecu tion  E n­
v iro n m en ts  m a y  coexist. Specifically, A N E P  en cap su la te s  th e  active  p a y lo a d  (i.e, 
th e  n e tw o r k  serv ice  or a reference to th e  serv ice) w i th  a h ea d er  th a t con ta in s a v er­
sion  n u m ber, a flag  field , an  iden tifier th a t ind ica tes th e  active  p ro cessin g  eng in e  
a n d  in form ation  o n  th e  pack e t len g th  details.
2 . 6  A c t i v e  N e t w o r k i n g  M o d e l s
Active Packet Model: In  th is approach , pack e t h an d lin g  serv ices are in tegra ted  
in to  e v e r y  pack e t o f d a ta  sen t in to  th e  n e tw o rk . W h en  su ch  p ack ets  arrive at an  
ac tive  n o d e , th e  EE  in terp rets th e  p ro g ram  in  th e  active  pack et an d  m akes the  
fo rw a rd in g  d ec is io n  for the pack e t b a s e d  o n  the p ro g ram  ex ecu tion  resu lts. This
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m o d e l is also  co m m o n ly  referred to as th e  " in -ban d"  active  n e tw o rk  approach . 
Active Node Model: In  th is approach , n e tw o rk  serv ices are in jected  sep ara te ly  
from  the actual d a ta  packets. A c tiv e  n e tw o r k  m o d e ls  u s in g  this app roach  ty p i­
ca lly  u se  p ack ets th a t carry  so m e iden tifiers or references to p red e fin ed  functions  
th a t resid e  in th e  ac tive  n odes. If th e req u es ted  serv ice  is n o t ava ilab le  at a node, 
it is d yn am ica lly  d o w n lo a d e d  from  co d e  servers  lo ca ted  at co n ven ien t po in ts in  
th e n e tw o rk . This m o d e l is co m m o n ly  referred  to as the "ou t-o f-ban d"  active  
n e tw o rk  approach .
2.6.1 Active Packet Models
Active IP [57]: T he A c tiv e  IP project d em o n stra ted  the feasib ility  o f b u ild in g  an  
active  n e tw o rk  w ith in  the IP protocol. T h e  m ajor app lica tion s o f th is m o d e l w a s  
to  so lv e  tasks re la ted  to  n e tw o rk  p ro b in g  an d  d iscovery . Packets carry m in ia­
ture p ro gram s (co d ed  in  Tool C o m m a n d  L a n g u a g e  or T C L) th a t are ex ecu ted  at 
n e tw o rk  n o d es. T h e  p ro cessin g  en g in e  at th e  active  n o d e  i.e. a T C L  interpreter, 
is p o sitio n ed  ad jacen t to  th e IP layer, a n d  is in v o k ed  w h e n  the pack e t passes  
th ro u gh  the layer. O n e  of th e  m ajor d ra w b a ck s  o f th is app roach  is that th e size  
of th e  e m b e d d e d  p ro g ram  fragm en t is lim ited  b y  the size o f th e IP op tion s field. 
Furtherm ore, th is m o d e l d o es  no t a d d ress  secu rity  issu es  excep t for va lida tion  
control, as o ffered  b y  TCL.
Smart Packets [58]: B B N 's Sm art Packets project d em o n stra ted  the u se  of active  
n e tw o rk s  for n e tw o r k  m a n agem en t an d  m on ito r in g  p u rp o se s  v ia  S N M P  like in­
terfaces. Sm art p ack e ts  are u se d  to con figure  an d  react to alarm s from  n e tw o rk  
n o d e s  th u s red u c in g  m an a gem en t traffic an d  rem o v in g  the requ irem en t for a cen ­
tra lised  m a n a g em en t sy stem . Packets in  th is arch itecture con ta in  serv ice  code  in  
Spanner, w h ic h  is a R ISC -sty le  a ssem b ly  lan gu age . T hese  p ack ets are d e s ig n ed  
to  b e  se lf-con ta in ed , th u s  requ irin g  no  sta te  sto rage  w ith in  the n e tw o rk  nodes. 
Therefore, e m b e d d e d  p rogram s h a ve  to b e  sm aller th an  th e  M T U  size so  as to fit
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in to  a sin g le  link  layer packet.
In  com p arison  to  th e  A c tiv e  IP m o d e l  [57], th is ap p ro ach  o n ly  ad d resses  n e t­
w o r k  m a n a gem en t tasks a n d  d o es  n o t su p p o r t th e in trodu ctio n  o f n e w  n e tw o rk  
services. In  th is m o d e l, ex ten d in g  serv ices d yn a m ica lly  is n o t feasib le  as th is  
w o u ld  requ ire m o d ify in g  the v ir tu a l m ach in e  itself. H o w e v e r , th is approach  
specifica lly  a d d resse s  secu rity  concern s b y  a d ap tin g  a h e a v y w e ig h t  cryp togra­
p h y  m ech an ism  to  au th en tica te  access control an d  to  check  da ta  in tegrity  of th e  
in co m in g  ac tive  packets.
S a fe  a n d  N im b le  A c tiv e  P ack e ts  (S N A P ) [59]: A n  ap p ro ach  b a se d  on  form al 
m eth o d s  w a s  fo llo w e d  in  S N A P  to  a d d  in  a h igh er  lev e l of sa fe ty  w h e n  com ­
p a red  to o ther A c tiv e  P acket m o d e ls . S N A P  is a s ta ck -based  active  n e tw o rk ­
in g  la n gu a ge , b a sed  o n  th e  P acket L a n g u a g e  for A c tiv e  N e tw o rk s  (P L A N ) [60]. 
P L A N  p ro gra m s are stro n g ly  ty p e d  a n d  sta tica lly  ty p e -ch eck ed  to p ro v id e  a se­
cure w o rk in g  en v iron m en t. B y  restricting the P L A N  la n g u a g e  to gu aran tee  that  
all p ro gram s are safe S N A P  ach ieves con trol o ver  resource  u sa g e  a t n e tw o rk  
n o d es . S N A P  b a se d  ac tive  p ack e ts  e m p lo y  b a n d w id th  a n d  m em o ry  in  linear  
p ro p o rtio n  to  th e  p ack e t's  len gth . H en ce  a n o d e  can  ca lcu la te  an  u p p er  lim it on  
th e  resource  u sa g e  of a p ack e t op era tin g  at a n e tw o rk  n o de .
S N A P  h as b e e n  d em o n stra ted  to  so lv e  tasks m a in ly  in  th e  field  of d istr ibu ted  
n e tw o r k  m an agem en t. T he ev o lu tio n  a n d  ad ap ta tion  of S N A P  d e p en d s  on  the  
P L A N  la n g u a g e  itself. D u e  to th e  restricted  na ture  of th e  P L A N  la n g u a g e  an d  the  
sm all p o p u la tio n  o f p ro gram m ers  w i th  expertise  th erein  th e  scop e  for n e tw o rk  
in n o va tio n  is lim ited .
MO [61]: T he MO arch itecture u se s  th e term  m essen ger  for its A c tiv e  Packets  
a n d  co rre sp o n d in g ly  a c tive  n o d e s  in  the MO m o d e l are referred  to as m essen ger  
n o d es. E ach  m essen g er  in c lu d es  serv ice  co d e  that can  b e  ap p lied  to its o w n  data  
field. E m b e d d e d  co d e  in  m essen g ers  are w r itte n  in  MO, a stack  b a se d  lan gu age  
sim ilar to Postscrip t. T he in terp reter for MO co d e  is w r itte n  in  C.
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M essen g ers  at a c tiv e  n o d e s  are ex e cu ted  b y  a n  in d e p e n d e n t thread  o f control. 
F urtherm ore, each  m e sse n g e r  is a llo tted  p r iv a te  m e m o ry  sp a ce  an d  sh ie ld e d  from  
other m e sse n g e rs  o p era tin g  in  p ara lle l at th e  sa m e n e tw o rk  n o d e . For rea lisin g  
a co m p lex  serv ice  th at requires a large co d e  b a se , m e ssen g ers  im p lem en t their  
o w n  ca ch in g  m e th o d  b y  stor in g  th e  co d e  in  a sh ared  m e m o ry  area o f th e n o d e  
u n d er a ch o sen  n am e. MO ad ap ts a cred it tra d in g  m ech a n ism  to  su p p o rt resource  
sh arin g  a m o n g  s im u lta n e o u s ly  o p era tin g  m essen g ers . T he m ajor p ro b lem  w ith  
th is ap p roach  is  th at it im p lem en ts  n e tw o r k  serv ices  o n  a p er-flo w  b asis  w h ic h  is 
n o t sca lab le for large n e tw o rk s  su ch  as th e Internet.
2.6.2 Active Node Models
A c tiv e  n e tw o r k  T ran sport S y s te m  (A N T S ) [62,63]: A N T S  from  M IT w a s  on e  o f
th e  p io n ee r  m o d e ls  th at in tro d u ced  an d  u se d  th e  co n cep t o f  ca p su le s  for b u ild in g  
an d  d y n a m ic a lly  d e p lo y in g  n etw o rk  p ro to co ls . T he ca p su le s  (a n a lo g u es o f  p ack ­
ets in  th e  current n e tw o r k  m o d el) in c lu d e  referen ces to  th e n etw o rk  serv ices  that 
m u st b e  u se d  to  p ro cess  th em  at each  active  n o d e . A  n o v e l ap p roach  referred  to  
as " load -from -sou rce"  w a s  p ro p o sed  to  d e p lo y  n e tw o r k  serv ices  at in term ed ia te  
n etw o r k  n o d es . O n  th e arrival o f  a ca p su le  at a n  a ctiv e  n o d e , th e  loca l p ro toco l 
cache is  ch eck ed . If req u ired  co d e  is  n o t p resen t in  th e  cache, th e ca p su le  is p u t  
to  s leep  for a fin ite  tim e  an d  a lo a d  req u est for th e m iss in g  p o rtio n  o f  th e  p ro to ­
co l is  sen t u p strea m  to w a rd s th e sou rce o f th e  p acket. T he p ro to ty p e  o f  A N T S  is 
im p lem en te d  in  Java. S ecu rity  in  A N T S  is  en fo rced  th ro u g h  th e  u se  o f th e  Java 
sa n d b o x in g  en v iro n m en t. Furtherm ore, M D 5  [64] is  u se d  to  d ig ita lly  s ig n  each  
ca p su le  to  p rev e n t ca p su le  sp o o fin g .
A N T S  su p p o rts  d em a n d  d o w n lo a d in g  an d  ca ch in g  o f th e  ro u tin es at active  
n o d e s  o n  a p er f lo w  b a sis . O n e o f th e  n o v e l featu res o f th is  ap p roach  is  that o f th e  
co d e  ca ch in g  at n e tw o r k  n o d e s  to  im p ro v e  o n  serv ice  d e p lo y m e n t latency. H o w ­
ever, th e  " load  fro m  source" ap proach  is  s im p le  b u t m a y  n o t b e  th e m o st efficien t
30
C H A P T E R  2. STA T E  O F TH E A R T
strategy. A  serv ice  d isc o v ery  p rotoco l, w h ic h  h as g o o d  d y n a m ics  is  p resen ted  in  
sec tio n  3.3.2.
P ractica l A c tiv e  N e tw o r k  (PA N ) [65]: P A N  is a varian t o f th e  A N T S  m o d e l [62]. 
C a p su les  transfer b in ary  co d e  an d  ex ecu te  th em  directly, trad in g  p erform an ce  
for security. Its ev e n tu a l g o a l is to  p ro v id e  p erform an ce com p arab le  to  ex istin g  
p a ss iv e  n e tw o rk s  w h ile  p ro v id in g  a sa fe ex ecu tio n  en v iro n m en t for m o b ile  code. 
A  u n iq u e  featu re o f P A N  is  its su p p o rt o f m u ltip le  co d e  sy stem s, in c lu d in g  n ative  
Intel x86 object co d e  and  Java.
By lo a d in g  b in a ry  objects d irectly  in to  th e  kern el, P A N  a v o id s  th e k ern el cross­
in g  o v erh ea d s  su ffered  b y  m o st v irtu a l m a ch in e  b a sed  active  n etw o rk  system s. 
T he au th ors c la im  that th e  m o st s ig n ifica n t b o ttlen eck  is th e  p erform an ce o f m o ­
b ile  co d e  sy s te m s  su ch  as th e Java v irtu a l m a ch in e , w h ich  in v o lv e s  data  co p y in g , 
and  extra co n tex t sw itc h e s  as w e ll as th e o v erh ea d  in v o lv e d  in  u s in g  a general 
p u r p o se  v ir tu a l m ach in e. T he p erform an ce im p ro v em en t in  the P A N  m o d e l is 
a ch iev ed  at th e e x p en se  o f  security.
ASP EE [66]: T he A S P  EE is  a Java-based  a ctiv e  n e tw o rk  E xecu tion  E nviron­
m ent. It e sse n tia lly  acts as a m in i-o p era tin g  sy stem  in  w h ic h  A SP  n etw o rk  ser­
v ices  (A A s) can  b e  d y n a m ica lly  lo a d e d  an d  execu ted . A n  im p o rta n t feature o f  
A SP  is  th e  su p p o rt o f  p ersisten t active  serv ices  that m a y  h a v e  lo n g - liv e d  ex ecu ­
t io n  threads.
TAMANOIR [67]: T he T A M A N O IR  m o d e l is  an oth er varian t o f th e A N T S  [62] 
m o d el. It w a s  a b le  to  a ch iev e  a p erform an ce im p ro v em en t o f a factor o f tw o  over  
th e  stan d ard  A N T S  m o d e l w h e n  tested  for fo rw a rd in g  IP datagram s. T his w a s  
a ch iev ed  b y  e m p lo y in g  a Java com p iler  in stea d  o f a JVM. The co d e  co m p iler  u sed  
for th is p u r p o se  is th e  G N U  Java co m p iler8.
PANDA [68]: T he P A N D A  architecture, a lso  b a sed  o n  th e  A N T S  [62] m o d e l, a im s  
to  in tegrate  active  n e tw o r k  su p p o rt to  leg a cy  a p p lica tio n s. T his a sp ect w ill  b e  o f
8h ttp ://g cc .gnu.org/java/
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im p ortan ce  in  en co u ra g in g  ro ll-ou t o f a c tiv e  n e tw o r k in g  sy stem s. P A N D A  p er­
form s co n v er s io n  o f le g a c y  d atagram  p a ck ets  to  active  p ack ets that eith er in c lu d e  
co d e  or reference to serv ice  co d e  w h ic h  en h a n ces en d  a p p lica tio n  fu n ction a lity  
w h e n  w o r k in g  u n d er  d ifferen t n e tw o rk  co n d itio n s . T his architecture h as d e m o n ­
strated  active  su p p o r t for stream  b a sed  a p p lica tio n s su ch  as that o f H TTP and  
POP.
D is tr ib u te d  c o d e  C a c h in g  for A c tiv e  N e tw o r k s  (D A N ) [69]: T he D A N  ap proach  
d iffers from  th e  A N T S  m o d e l in  tw o  p r in c ip a l aspects: (i) th is  m o d e l u se s  n a tiv e  
co d e  (x86 object co d e) rather th an  m o b ile  cod e; an d  (ii) th e  m ech a n ism  b y  w h ic h  
serv ice  co d e  is  d e p lo y e d  in to  th e  n e tw o r k  is d ifferent.
D A N  e m p lo y s  d istr ib u ted  co d e  servers to  h o u se  serv ice  co d e  w ith in  th e n e t­
w ork . C o d e  serv ers featu re a d a tab ase o f  n e tw o r k  serv ices  for a ran ge o f op erat­
in g  sy stem s an d  h a rd w are architectures. W h en  ca p su le s  (i.e. active  p ack ets) ar­
r iv e  req u estin g  serv ices  that are u n a v a ila b le  at th e  n o d e , th e requ ired  serv ice  co d e  
is d o w n lo a d e d  from  an  a u th o rised  c o d e  server. S ecu rity  con cern s are a d d ressed  
b y  u s in g  w e ll  k n o w n  c o d e  servers w h ic h  a u th en tica te  th em se lv es . Furtherm ore, 
co d e  m o d u le s  are ex p ec ted  to  b e  d ig ita lly  s ig n e d  so  as to  a v o id  m a lic io u s  serv ice  
cod e.
A M N e t  [70]: T his a ctiv e  m o d e l a d v o ca te s  th e  u se  o f n a tiv e  co d e  b a sed  active  
serv ices  as in  th e  D A N  approach . T he current im p lem en ta tio n  featu res a L inux- 
b a sed  O S o n  w h ic h  th e  A M N e t EE is  p resen t. A M N e t a llo w s  n a tiv e  co d e  to  b e  
d y n a m ic a lly  lo a d e d  in to  th e  kern el, w h ic h  h a s ser io u s secu r ity  im p lica tio n s. The  
A M N e t m o d e l p ro p o ses  to  u se  a w ra p p er  layer b e tw e e n  th e serv ice  m o d u le  and  
th e n o d e 's  o p era tin g  sy stem , so  as to  en su re  sy s te m  integrity . In  A M N et, co d e  
servers are arran ged  in  a tru sted  h ierarchy  sim ilar  to  th e  D N S  n o d e s . B y estab­
lish in g  m u tu a l trust b e tw e e n  th e  c o d e  servers, a g lo b a l secu red  fra m ew o rk  o f  
d istr ib u ted  co d e  servers can  b e  built.
C o m p o sa b le  a c t iv e  n e tw o r k  E lem en ts  (C A N E S ) [71]: C A N E S  a d a p ted  con cep ts
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from  a d v a n ced  in te llig e n t n e tw o rk in g  [72] to  th e  Internet, it offers o n ly  a p re­
d e fin ed  se t o f  n e tw o r k  serv ices  th ro u g h  an  in -b u ilt A PI. T hu s, u n lik e  other ar­
ch itectu res th is  m o d e l d o e s  n o t su p p o rt d y n a m ic  serv ice  p ro v is io n in g . U sers in  
th is architecture are o n ly  a llo w e d  to  d e fin e  th e  se t o f  serv ices  (th rou gh  references  
p resen t in  th e packet) th at w ill  op erate o n  their d a ta  stream  rather th an  in tro­
d u c in g  th em  d yn am ica lly . T he a v a ila b le  serv ices  are c h o sen  an d  im p lem en te d  
m an u ally , for ex a m p le  b y  th e  n e tw o rk  adm inistrator. T his m o d e l a ch iev es better  
p erform an ce an d  h as fe w er  secu r ity  con cern s th an  oth er a ctiv e  n e tw o rk  m o d e ls ,  
at the e x p en se  o f flexib ility .
S w itch w a re  [73]: T he S w itch w a re arch itecture featu res a n e tw o rk  m o d e l w h ic h  
is  a h y b r id  o f  th e A c tiv e  P acket an d  th e A c tiv e  N o d e  m o d e ls . A c tiv e  p ack ets  
in  S w itch w a re are p ro g ra m m ed  in  P L A N  [60]. P L A N  p rogram s are m a d e  co m ­
p act an d  secu re b y  d e lib era te ly  restrictin g  their action s (e.g. a P L A N  p rogram  
can n ot m a n ip u la te  n o d e  resid en t state). H o w ev er , to  rea lise  co m p lex  n etw o rk  
serv ices, P L A N  p ro g ra m s em b e d d ed  in  A c tiv e  P ack ets refer to  active  ex ten sio n s  
ca lled  S w itch lets , w h ic h  are d y n a m ica lly  lo a d a b le  serv ice  m o d u le s  w ritten  in  
C A M L 9. C A M L  offers form al m e th o d o lo g ie s  to  p ro v e  th e secu r ity  p rop erties  o f  
th e  S w itch le t m o d u le s  at co m p ile  tim e  an d  n o  in terp reta tion  is  required . T he ar­
ch itectu re o n ly  su p p o rts  ex p lic it co d e  lo a d in g  rather th an  th e  o n -d em a n d  lo a d in g  
o f m o d e ls  su ch  as A N T S  [62] an d  D A N  [69].
N e tS c r ip t  [74]: N e tscr ip t is  a p ro g ra m m in g  la n g u a g e  an d  en v iro n m en t for b u ild ­
in g  n e tw o r k e d  sy stem s. It is  a d y n a m ic  d a ta flo w  la n g u a g e  b a sed  o n  object ori­
en ted  co n cep ts. T he N etscr ip t m o d e l v ie w s  th e  n e tw o r k  as a s in g le  p rogram m ab le  
en tity  rather th an  a co llec tio n  o f h e te ro g en eo u s  n e tw o r k  n o d e s . B ased  o n  th is ab­
straction , a se t  o f d istr ib u ted  n e tw o rk  n o d e s  in  N e tscr ip t are co llec tiv e ly  referred  
to  as a V irtual N e tw o r k  E n g in e  (V N E). V N E s p ro v id e  an  ab straction  o f  n etw o rk  
resou rces th at can  b e  p ro g ra m m ed  an d  m a n a g ed  as a s in g le  object. T he N etscr ip t
9http: /  /pauillac.irtria.fr/caml/index-eng.html
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m o d e l is in ten d e d  to  p ro v id e  su p p o rt for con tro l p la n e  task s rather than  data  
p la n e  p ro cessin g .
DARWIN [75]: T he D A R W IN  m o d e l iso la tes  itse lf  from  th e d ata  p a th  p rogram m a­
b ility  and  restricts itse lf  to  p ro g ra m m in g  th e  fu n ctio n s o f th e  con trol p lan e. N e t­
w o r k  serv ices  referred  to  as d e leg a te s  are d e p lo y e d  b y  serv ice  p ro v id ers  to  co n ­
figu re the con tro l p la n e  fu n ctio n a lity  o f n e tw o rk  n o d es . T he n o d e  resources are 
o rg a n ised  in to  a h ierarchy  for m a n a g em en t p u rp o ses . D e fin e d  d e leg a te  op er­
a tio n s in c lu d e  data m erg in g , f lo w  sp litt in g  an d  ch a n g in g  ro u tin g  fu nctionality . 
T he ab ility  to  d y n a m ic a lly  cu sto m ise  n e tw o r k  resou rces o n -th e-fly  p er  f lo w  is  a 
n o v e l featu re o f  th is architecture. A lth o u g h  the ro u tin g  an d  p rogram m ab le en ­
tities  resid e  o n  th e sa m e n o d e , th e  p ro g ra m m a b le  co m p o n en t d o es  n o t interfere  
w ith  n o rm a l fa st p a th  p ack et forw ard in g .
Active Services (AS) [38]: T his project a d v o ca te s  th e  p la cem en t o f co m p u ta tio n a l 
n o d e s , referred to  as active  p rox ies, at strateg ic lo ca tio n s w ith in  th e n etw o rk  to  
su p p o rt u ser  cu s to m ise d  data p ro cessin g . In th is m o d e l, u sers  in stan tia te  static  
serv ice  ag en ts, referred  to  as serv en ts , at o n e  or m ore lo ca tio n s to  p erform  cu s­
to m ise d  m u ltim ed ia  d e liv ery  o v er  a b est-e ffort Internet. T he active  serv ices are 
w ritten  in  M A S H  [76], a p la tform  b a sed  o n  Tel b u t ex ten d e d  an d  o p tim ised  for 
m u ltim ed ia  op eration s. The A S fra m ew o rk  d o es  n o t a d d ress the b roader issu es  
o f d y n a m ic  p ro to co l d ep lo y m en t. A  sim ilar  fra m ew o rk  to  th e A S  m o d e l, referred  
to  as X enoserver, w a s  p resen ted  in  [77]. T he a d d itio n a l featu re o f th is  approach  
is  that it p resen ts  an  en v iro n m en t in  w h ic h  resource u sa g e  is  str ictly  sch ed u led , 
a cco u n ted  an d  ch arged  for.
Application Level Active Networks (ALAN) [39]: In th is architecture, u sers u p ­
lo a d  serv ice  m o d u le s , referred to  as p ro x y le ts , to  d istr ib u ted  d y n a m ic  p ro x y  servers  
w ith in  th e  n e tw o rk  to  p erform  cu sto m  h a n d lin g  o f their  data  stream s. T he m a ­
jor d ifferen ce b e tw e e n  th e A L A N  an d  th e A S  [38] m o d e l is that th e  form er u ses  
m o b ile  co d e  for serv ice  p ro v is io n in g , w h ile  th e  latter u se s  static co d e  for n etw o rk
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serv ices. U n lik e  ty p ica l a c tiv e  n e tw o r k in g  sch em es, w h ic h  in tercep t p ack ets d i­
rectly  o n  th e fo rw a rd in g  p a th  (n etw o rk  layer), A L A N  requ ires th e  data  stream s  
to  b e  ex p lic itly  a d d ressed  to  th e  p ro x y  servers. F urtherm ore th is  ap p roach  is n o t  
v er y  practica l s in ce  a ctiv e  serv ices  ca n n o t b e  a p p lied  in  a transparent m anner  
to  th e  en d  sy stem s, s in ce  en d  a p p lica tio n s or e n d -sy stem s m u st ad dress pack ets  
ex p lic itly  to  a p ro x y  a ctiv e  n od e .
A c tiv e  E n g in e  (AE) [78]: T he g o a l o f th is  m o d e l is to  b u ild  a n  effic ien t d istr ib u ted  
n etw o r k  m a n a g em en t fram ew ork . T his m o d e l fo llo w s  th e  A c tiv e  P ackets m o d e l  
to  transfer serv ice  co d e  to  a ctiv e  n o d e s . In th is architecture, an  active  n o d e  co m ­
p rises  o f  a p air o f  n e tw o rk  elem en ts: (i) th e trad ition a l h ig h  sp eed  IP router; and  
(ii) A c tiv e  E n g in e  - ty p ica lly  an  ex e cu tio n  en v iro n m en t w h er e  n etw o rk  serv ices  
are ex ecu ted . P ack ets th at req u est a d d itio n a l p ro cess in g  are d iv erted  to th e AE  
u s in g  a p a ck et c lassifier  o p era tin g  at th e  IP router. S N M P  [79] a gen ts are em ­
p lo y e d  to  co m m u n ica te  b e tw e e n  an  A E  an d  its co rresp o n d in g  ro u tin g  elem en t. 
T his m o d e l d em o n stra tes  th e fe a s ib ility  o f  in tegratin g  a ctiv e  n e tw o rk  fu n ctio n ­
a lity  in to  current n e tw o rk s  increm en tally . A  sim ilar effort to  that o f  A E is b e in g  
carried  o u t b y  th e  SA R A  g ro u p  [80] w ith  th e g o a l o f b u ild in g  an  architecture that 
su p p o rts  a w id e  ra n g e  o f  ta sk s, o f  w h ic h  n etw o rk  m a n a g em en t is one.
2.6.3 Active Packets vs. Active Node Models
F lex ib ility :  F lex ib ility  refers to  th e  p o ss ib le  ran ge o f n e tw o r k  serv ices  that can  
b e  d e fin ed  u s in g  an  a ctiv e  n e tw o r k  m o d e l an d  th e d eg ree  o f  n e tw o rk  cu sto m isa ­
tio n  su p p o r t ava ilab le  for th ird -parties. In the A c tiv e  P ack et approach , th e  m a x ­
im u m  p o ss ib le  s ize  o f a serv ice  co d e  that can b e  carried  in  an  in d iv id u a l pack et 
is restricted  b y  the M T U  o f  th e  n e tw o rk  p a th  se g m e n t10. D u e  to  th is lim itation , 
A c tiv e  P ack et ap p ro a ch es [57 ,5 8 ] are o n ly  e m p lo y e d  for s im p le  n etw o rk  m an ­
a g em en t task s (e.g. to  ga th er  th e sta tu s o f the o u tp u t b u ffers o f  a se t o f  n etw o rk
10N ote on ethernet LANs the MTU size is 1500 bytes.
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n o d e s) rather for p r o v id in g  n e w  n etw o r k  serv ices. H o w ev e r , th e  MO m o d e l [61] 
b y  em p lo y in g  a ca ch in g  sch em e b u ild s  a m ore flex ib le  fra m ew o rk  com p ared  to  
oth er A c tiv e  P ack et m o d e ls  [57 ,58]. A  m ajor p ro b lem  w ith  th e  MO ap proach  is 
that it im p lem en ts  n e tw o r k  serv ices  o n  a p er-flo w  b a sis  w h ic h  is n o t sca lab le for  
large n etw ork s.
T he A c tiv e  N o d e  m o d e l a ch iev es  in creased  flex ib ility  w h e n  com p ared  to  the  
A c tiv e  P acket approach . T he m ajor reason  for th is  is  d u e  to  th e  u se  o f an  ou t-o f- 
b a n d  co d e  lo a d in g  sch em e. T he A c tiv e  P acket ap p roach es d o  n o t lim it th e th ird- 
p arty  p ro g ra m m a b ility  to  a n y  p red efin ed  se t o f  u ser  g rou p s. In  com p arison , all 
a va ilab le  A c tiv e  N o d e  m o d e ls  d o  n o t su p p o rt th e sa m e  le v e l o f  flexibility.
A c tiv e  N o d e  m o d e ls  [6 5 ,8 1 ,8 2 ] (sectio n  2.6.2) e m p lo y  n a tiv e  co d e-b a sed  ser­
v ic e s  rather th a n  u s in g  p la tfo rm  n eu tra l serv ice  co d e , to  a ch iev e  im p ro v ed  p er­
form an ce lev e ls , at th e  e x p en se  o f flexib ility . H o w ev er , secu r ity  threats are co n ­
sid erab le  w h e n  u sers  are a llo w e d  to  lo a d  n a tiv e  co d e-b a se d  serv ices  d irectly  in to  
th e kernel. In order to  b u ild  a secu re en v iro n m en t, serv ice  p ro v is io n in g  in  th ese  
m o d e ls  m u st b e  restricted  to  a se t o f th ird  p arties w h o  are tru sted  b y  th e  n etw o rk  
p rovider.
S ca la b ility : T he A c tiv e  P ack et ap p roach  requ ires in d iv id u a l p a ck ets to b e  p ro­
c e ssed  b y  th e  a cc o m p a n y in g  co d e  at in term ed ia te  n e tw o r k  n o d es. P erform in g  
p er-flo w  p a ck et p ro ce ss in g  o p era tio n  in s id e  th e  n e tw o r k  affects th e n e tw o rk  sca l­
ability. T his is  b eca u se , each  in d iv id u a l active  p a ck et w il l  require m em o ry  for  
stor in g  th e  re lev a n t serv ice  c o d e  an d  a lso  C P U  cy c les  for p ro cessin g . T hu s, as 
th e n u m b er o f  s im u lta n e o u s ly  o p eratin g  se ss io n s  in crea ses , there is  a linear in ­
crease in  m em o ry  req u irem en ts  and  p a ck et p ro ce ss in g  d e la y s. G iv en  the a m o u n t  
o f d ata  f lo w in g  th ro u g h  th e  th e  n etw o rk , a n y  ap p roach  w h ic h  requires per-packet 
storage o f b o th  co d e  an d  d ata  is  lik e ly  to  p ro v e  im p ractica l.
B y  contrast, in  th e  A c tiv e  N o d e  m o d e l, it is  p o ss ib le  to  a sso c ia te  a s in g le  ser­
v ice  c o d e  to  a grou p  o f  f lo w s  rather th an  to  in d iv id u a l p ack ets. T his a llo w s  the
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co st o f  d e p lo y in g  serv ice  to  b e am o rtised  o v er  th e se t o f  f lo w s , th u s m ak in g  the  
m o d e l sca le  to large n etw o rk s an d  u ser  p o p u la tio n s.
Efficiency: A c tiv e  n e tw o rk  sy stem s e m p lo y  b y tec o d e  rep resen ta tion s o f n et­
w o r k  serv ices  to  p r o v id e  architectural n eu tra lity  and  co d e  co m p a ctn ess . H o w ­
ever, th e  n eed  to  p erfo rm  co d e  in terp reta tion  u s in g  v irtu a l m a ch in es resu lts in  
p o o r  ex ecu tio n  sp e e d s  [83]. D a n  D eca sp er  et al [84] argue that -  "in order to  route  
at a rate o f  lO G bps, a co m p u ter  ru n n in g  at 300M H z h as o n ly  234 cy c le s  to receive, 
p ro cess  an d  forw ard  a p ack et o f  1KB".
T his p rec lu d es  th e  p o ss ib ility  o f u s in g  cu rren tly  a va ilab le  v irtu a l m ach in es  
an d  interpreters for h ig h -sp e e d  active  n etw o rk in g . T his b o ttlen eck  in  th e ava il­
ab le p ro ce ss in g  p o w e r  is ex p ec ted  to  p ers is t in  th e  fo reseea b le  fu ture, sin ce  trans­
m iss io n  sp e e d  is  g r o w in g  at 200% p er year, o u t-p a c in g  th e  g ro w th  o f p ro cessin g  
p o w er , w h ic h  still fo llo w s  the M oores la w  [85]. T his is  a m ajor reason  w h y  cap ­
su le  b a se d  active  n e tw o r k  sy stem s su ch  as A N T S  [62], w h ic h  require ev ery  pack et 
to  b e  p ro cessed , are n o t su ita b le  for h ig h -sp e e d  n etw o rk in g .
Tests p erfo rm ed  o n  active  n e tw o rk  m o d e ls  su ch  as P A N  [65] an d  D A N  [69] 
w h ic h  w o r k  w ith  n a tiv e  b in ary  co d e  h a v e  sh o w n  that th e p erform an ce p en a lty  
is  n o t in h eren t to  th e a ctiv e  n e tw o r k  architecture, b u t is d u e  to  th e  lim ited  ava il­
ab le p ro ce ss in g  p o w e r  o f  b y te -co d e  interpreters. T he a v a ila b ility  o f  h ig h  sp eed  
b y te -co d e  p ro cesso rs w il l  im p ro v e  p erform an ce . T he T A M A N O IR  m o d e l [67] 
h as d em o n stra ted  that, b y  u s in g  b y te -co d e  co m p ilers in stea d  o f interpreters, the  
p erfo rm a n ce  o f  active  n o d e s  can  b e im p ro v ed .
2 . 7  M o b i l e  A g e n t s
T he m ajority  o f  ex is tin g  active  n e tw o r k  sy stem s e m p lo y  m o b ile  c o d e  to  su p p ort 
th e ru n tim e ex ten s io n  o f  serv ices  at n e tw o rk  n o d es. A ltern atively , m o b ile  agen ts  
can  b e  u s e d  to  rea lise  active  n e tw o r k in g  sy stem s. B efore d isc u ss in g  th e n eed  for
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an d  b en efits  o f b u ild in g  su ch  an  arch itecture, w e  take a b rief lo o k  at th e m o b ile  
a g en t p a ra d ig m  an d  its origin .
"The idea of an agent originated with John McCarthy in the mid-1950s, and the term 
was coined by Oliver G. Selfridge a few  years later, when they were both at the M as­
sachusetts Institute of Technology. They had in view a system that, when given a goal, 
could carry out the details of the appropriate computer operations and could ask for and 
receive advice, offered in human terms, when it was stuck. A n  agent would be a soft robot 
living and doing its business within the computers world” [86].
T he term  a g en t em erg ed  from  th e fie ld  o f A rtificia l In te lligen ce . H o w ev er , th is  
co n cep t h a s b een  su cce ssfu lly  a d a p ted  to  th e area o f d istr ib u ted  com p u tin g .
T he A rtificia l In te llig en ce  (AI) co m m u n ity  d e fin e  a g en ts  as -  computer pro­
grams that simulate a human relationship, by doing something that another person could 
otherwise do for you [87].
R esearchers from  th e  fie ld  o f d istr ib u ted  co m p u tin g  d e fin e  a gen ts as so ftw are  
c o m p o n en ts  that act a lo n e  or in  co m m u n itie s  on  b eh a lf o f  an  en tity  an d  w h ich  are 
d e leg a te d  to  p erform  task s u n d er  so m e  con strain ts or actio n  p la n  [6]. It is in  th is  
sen se  that th e  term  " m ob ile  agent"  is  u se d  in  th is th esis .
T h o u g h  there is  little  c o n sen su s  a m o n g  researchers a b o u t w h a t an  agen t is , it 
m u st be:
•  a u to n o m o u s  an d  a sy n ch ro n o u s - it has control over its actions',
•  reactive  - it senses and adapts to changes in the environment', and
•  g o a l or ien ted  - it works towards accomplishing the action plan.
A d d itio n a lly , an  a g en t m a y  p o sse ss  on e  or m ore o f  th e  fo llo w in g  attributes, 
d e p e n d in g  o n  th e  n atu re o f th e  task  to  b e  a cco m p lish ed . It m a y  be:
co llab orative  - it can work in concert with other agents to achieve a common goal;
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m o b ile  - being able to migrate between hosts in a network in an autonomous man­
ner; and
able to learn  - it adapts in accordance with previous experience
A  m o b ile  agen t is an  a ctiv e  p rogram  that acts o n  b eh a lf o f  a u ser or another  
p rogram  b ut u n d er  its  o w n  control. T hat is, the a g en t can  ch o o se  w h e n  and  w h ere  
to  m ig ra te  in  th e n e tw o rk  an d  can  d e c id e  o n  h o w  to  co n tin u e  its ex ecu tio n  there­
after. T he d ifferen ce b e tw e e n  m o b ile  co d e  and  a m o b ile  a g en t lie s  in  th e in c lu sio n  
o f states. In gen era l, th e term  "state" refers to  th o se  attribu tes o f  an agen t, w h ich  
h elp  to  d eterm in e  its  b eh a v io u r  w h e n  it resu m es ex ecu tio n  at a n e w  location .
A  m o b ile  agen t is c o m p o se d  o f th e c o d e  d escr ib in g  its b eh a v io u r  an d  data and  
ex ecu tio n  sta tes that are a sso c ia ted  w ith  it. The term  "code,"  refers to the c la sses  
(in  th e  sen se  o f ob ject-orien ted  p rogram m in g) n ecessa ry  for th e a g en t to execu te  
in  th e  n e w  location . T he term  " execu tion  state" refers to  th e  stack  and  p rogram  
cou n ter v a lu e s  o f th e  m ig ra tin g  entity. T his state attribute a llo w s  the a g en t to  
co n tin u e  from  th e p o in t w h er e  it w a s  sto p p ed  b efore m igration . Finally, th e term  
"data state" refers to  th e  v a lu e s  o f th e in ternal variab les o f  th e  m ig ra tin g  entity.
2.7.1 Mobile Agent Systems
A  n u m b er o f  im p lem en ta tio n s  o f a g en t sy stem s eixst. T h ese  sy stem s can b e  cat­
eg o r ise d  b a sed  on  th e  p ro g ra m m in g  la n g u a g es  for w h ic h  th ey  p ro v id e  su pp ort. 
T h ey  eith er support: (i) a g en ts  w ritten  o n ly  in  o n e  la n g u a g e  -  single language sys­
tems; or (ii) a g en ts  w r itten  in  m u ltip le  la n g u a g es  -  multiple language systems. Som e  
co n tem p o ra ry  M o b ile  A g e n t  (M A ) sy stem s that fall in to  th e form er class in c lu d e  
IBM A g le ts  [88], M o le  [89], O d y sse y  [90], G rassh op p er [91], C on cord ia  [92], Tele­
scr ip t [93], O bliq  [94], A janta [95] and  A g en tB u ild er  [96]. S y stem s o f  the latter 
k in d  in c lu d e  A R A  [97], D 'A g e n ts  [98] an d  T acom a [99]. A  co m p a riso n  o f a vari­
ety  o f m o b ile  agen t p la tfo rm s can  b e  fo u n d  in  [100].
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A  n o ticea b le  feature o f th ese  a g en t sy stem s is that th ey  h a v e  th e  sam e general 
architecture: a server ru n n in g  o n  each  h o s t  accep ts in c o m in g  a g en ts, an d  for each  
a g en t, starts a p r o c e ss /th r e a d , lo a d s  th e  ag en t's  state, an d  resu m es agen t ex ecu ­
tion . Furtherm ore, th e  la n g u a g e  u se d  in  all im p lem en ta tio n s  are in terp reted  or 
scr ip tin g  la n g u a g es  (e.g. Java, Tel). E v en  w h ere  a "traditional"  la n g u a g e  su ch  as 
C /C + +  is  u sed , th ey  are a lso  e sse n tia lly  in terp reted  [97,98].
Agent Mobility
T he m o b ility  characteristics o f  an  a g en t is  d eterm in ed  b y  th e  co m p o sitio n  o f ex e ­
c u tio n  and  data  states. A g e n t m o b ility  can  b e  ca teg o rised  in to  tw o  ty p es  [101]: (i) 
stro n g  m ob ility ; and  (ii) w e a k  m obility .
S tro n g  M o b ility : T his m o d e  o f  m o b ility  in v o lv e s  tran sp ortin g  b o th  th e  ex ecu ­
t io n  an d  data  sta tes w ith  th e c o d e  to  th e n e w  location . T his w il l  a llo w  th e a g en t to  
co n tin u e  ex ecu tio n  from  th e  exact p o in t  at w h ic h  it s to p p ed  b efore m igration . For 
ex a m p le , w h e n  an  a g en t m ig ra tes  u n d er  th is m o d e l a ll objects an d  resources and  
all th read s created  b y  th e  m ig ra tin g  en tity  are a lso  transferred  to  th e n e w  lo ca ­
tion . T his m o d e l m a y  se e m  sim ilar to  th e case  o f p ro cess  m ig ra tio n  in  d istribu ted  
o p era tin g  sy stem s. H o w ev er , th e  m ajor d is t in g u ish in g  featu re is  that, in  p rocess  
m ig ra tio n  th e  u n d er ly in g  sy s te m  is in  con tro l o f d istr ib u tin g  th e  p ro cesses , w h ile  
a g en t m ig ra tio n  is se lf-d irected .
W eak  M o b ility :  In th is  m o d e l o n ly  th e  data  state is transferred  w ith  th e co d e  to  
th e  n e w  location . T he ex ecu tio n  o f  th e  a g en t at th e n e w  lo ca tio n  starts from  a 
sp ec ified  p roced u re (a m e th o d  in  th e case  o f  objects) as co n fig u red  b y  th e agen t 
p rogram m er. F urtherm ore, th e a m o u n t o f the data  sta te in fo rm a tio n  that w ill  be  
p a ck a g ed  for transfer can  b e sp ec ified  b y  the a g en t program m er. T his feature  
a llo w s  th e s ize  o f th e a g en t to  b e  con tro lled .
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Safety and Security
T he flex ib ility  to  inject th ird -p arty  c o d e  in to  n e tw o rk s  in tro d u ces a w id e  ran ge o f  
sa fe ty  an d  secu r ity  p rob lem s. T he threats re la ted  to  th e u se  o f  m o b ile  co d e  can  b e  
ca teg o r ised  in to  tw o  classes:
•  T hreats faced  b y  an  A g e n t N o d e : T he n o d e  sh o u ld  b e  p rotected  from  b oth  
m a lic io u s  an d  erron eou s co d e . M ech a n ism s are essen tia l to  p rotect n o d e  
resou rces, an d  p rev en t agen t p ro g ra m s from  d isru p tin g  oth er a gen ts in  the  
sy s te m  or e v e n  lo ck in g  u p  th e w h o le  sy s te m  d u e  to  resou rce m isu se .
•  T hreats faced  b y  a  M o b ile  A gen t: M o b ile  a g en ts  ex ecu te  task s in  th ird -party  
n o d e s  o n  b eh a lf o f  users. H en ce , it is im p o rta n t to  p ro tect th e co d e  from  
b e in g  tam p ered  w ith , to  en su re  its co n fid en tia lity  w h e n  necessary , an d  to  
gu a ra n tee  its  integrity.
T here is  a co n sid era b le  a m o u n t o f  o n g o in g  research  efforts to  ad d ress th e first 
ca teg o ry  o f  threats. T he m o st w id e ly  a d o p ted  ap p roach es are a u th en tica tio n  and  
sa n d b o x es.
A u th en tica tio n  p ro v id e s  a m ea n s to  v a lid a te  an  a g en ts  identity . A u th en tica ­
tio n  is  co m m o n ly  a ch iev ed  th ro u g h  cryp tograp h ic  m ea n s [102]. T hese m eth o d s  
n o rm a lly  require th e co n su lta tio n  o f  so m e  form  o f  p u b lic  k ey  serv ice  or certify ­
in g  a g en t to  v er ify  th e cry p to g ra p h ic  p ro tectio n  (i.e. d ig ita l sign atu re or p rivate  
k ey) [103]. C o m m o n  cry p to g ra p h ic  a lg o rith m s for a u th en tica tio n  in c lu d e  p u b lic  
k e y  s ig n a tu res, k ey ed  h a sh e s  (e.g. M D 5  [64]).
S o ftw a re-b a sed  fa u lt iso la tio n  m e th o d  iso la tes  a p p lica tio n  m o d u le s  in to  d is ­
tin ct fa u lt d o m a in s, en fo rced  b y  so ftw a re  [104]. T his tech n iq u e  is  a lso  referred  
to  as sa n d b o x in g . T he id e a  h ere is  that u n tru sted  c o d e  w il l  o n ly  b e a llo w e d  to  
o p era te  o n  a p red efin ed  re g io n  o f m em ory. T he co d e  is  th en  in stru m en ted  to  b e  
su re that each  lo a d , store, ju m p  in stru ctio n  is  to  an  a d d ress , w h ic h  is  in  th e  fau lt 
d o m a in , w h ic h  is  a ss ig n e d  to  th e  cod e. T his en su res th a t th e co d e  can n ot break
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o u t o f  th e  sa fe p ro cess in g  en v iro n m en t. M a lic io u s p ro g ra m s try in g  to  ex ceed  the  
sa n d b o x  b o u n d a r ies  are ty p ica lly  s to p p e d  an d  rem o v ed .
A  th ird  tech n iq u e , referred  to  as P roof C arrying  C o d e  (PCC), is  a lso  w id e ly  
p r o p o sed  to  p ro v id e  sa fe ty  m ech a n ism s in  a g en t sy stem s. PC C  is a tech n iq u e  
to  su p p o rt p rogram  v er ifica tio n  [105]. PCC a sso c ia tes  a form al p ro o f o f certain  
sa fe ty  p rop erties  w ith  a c o m p iled  program . In th is, a c o d e  receiver estab lish es a 
se t o f  sa fe ty  ru les th at gu a ra n tees  sa fe  b eh a v io u r  o f p ro g ra m s in  th e lo ca l en v iro n ­
m ent. T he co d e  p ro d u cer  creates a form al sa fe ty  p ro o f11 that p ro v es ad heren ce  
to  sa fe ty  ru les for th e u n tru sted  co d e. B ased  o n  th is , th e receiver  w ill  b e  ab le to  
ch eck  w h eth er  th e  u n tru sted  co d e  is  d e e m e d  sa fe  for o p era tio n  at the n od e.
M ech a n ism s to  p ro tect m o b ile  a g en ts  a g a in st attacks from  m a lic io u s h o sts  are 
co n sid ered  to  b e  o n e  o f th e  m o st d ifficu lt secu r ity  p ro b lem s. Yee et al. [106] in ­
tro d u ced  th e id e a  o f  a "Sanctuary" as a c lo sed  tam p er-p roof h ard w are su b sy ste m  
w h er e  a g en ts  can  b e ex e cu ted  in  a secu re w ay. In th is m o d e l, th e  trust is m o v e d  
from  th e a g en t sy s te m  to  th e  m an u factu rer o f th e h ard w are. T sch ud in  et al. [107] 
p r o p o sed  a m o d e l b a sed  o n  en cry p tio n  fu n ctio n s. In th is  ap proach , m o b ile  a gen ts  
are ex e cu ted  d irectly  as en cry p ted  p rogram s at a g en t d estin a tio n s. Finally, a d e ­
cry p tio n  fu n ctio n  is  u s e d  w h e n  th e  a g en t reach es th e so u rce  h o s t to  recover the  
resu lts. R esearch  in  th is  area is still in  its infancy, an d  it is  n o t y e t  clear as o f n o w  
h o w  w e ll  th e se  so lu tio n s  w il l  perform .
2.7.2 Mobile Agents for Networking Applications
T raditionally, m o b ile  a g en ts  h a v e  b een  a d v o ca ted  for u se  in  en d  u ser ap p lica tion s, 
su ch  as p erso n a l a ss ista n ts  for in fo rm a tio n  retrieval or as sh o p p in g  a gen ts in  e lec ­
tron ic m arkets. R ecently , a w id e  v a r ie ty  o f n e tw o r k in g  a p p lica tio n s h a v e  a lso  
d em o n stra ted  th e b en efits  o f  u s in g  m o b ile  agen ts. S o m e o f th e k ey  areas includ es:
11 To compute the safety predicate for a program means to encode the semantic meaning of the 
program in logical form and constitutes a formal statement that the program, when executed, will 
not violate any safety checks [105],
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(i) n e tw o rk  m a n a g em en t [108], (ii) d istr ib u ted  resou rce m a n a g em en t [109], (iii) 
d y n a m ic  n e tw o rk  ro u tin g  [110], (iv) d istr ib u ted  m o n ito r in g  [111], (v) resource  
d isc o v e r y  in  d istr ib u ted  en v iro n m en ts  [112] and  (vi) a d -h o c  n etw o rk s [113]. The 
a d v a n ta g es  o f u s in g  m o b ile  a g en ts  em erg e  from  so m e  o f  its inh eren t properties. 
T h ey  are:
•  A g e n ts  can  m o v e  to  th e  p la ce  w h er e  th e data  is  stored , rea lis in g  q ueries and  
filter in g  re lev a n t in fo rm a tio n  b efore sen d in g  th e data to  th e client.
•  M o b ile  a g en ts  are in d e p e n d e n t from  th e h o sts  that w ere  resp on sib le  for 
la u n ch in g  th em  in to  th e n etw o rk . Furtherm ore, th ey  are cap ab le o f  co n ­
tin u in g  to  w o rk  e v e n  if  the d e leg a tin g  en tity  d o e s  n o t rem ain  active.
•  T he a u to n o m o u s  n atu re o f m o b ile  a gen ts a llo w s  sy s te m s  to  b e  b u ilt  that can
d y n a m ic a lly  a d a p t to  c ircum stan ces.
2.7.3 Mobile Agents and Active Networking
T he m o b ile  a g en t p a ra d ig m  h as a lso  b een  a d v o ca ted  for rea lis in g  active  n e tw o rk ­
in g  sy s te m s  [7 ,1 1 4 -1 1 6 ]. T h o u g h  th e  g o a ls  that led  to  th ese  tw o  p a ra d ig m s vary  
sign ifican tly , th e  fea tu res o f th e  m o b ile  a g en t p a ra d ig m  can  b e  ex p lo ited  to  re­
a lise  an  a ctiv e  n e tw o r k  architecture. T he co m p u ta tio n a l en tity  (i.e. c o d e /s e r v ic e  
log ic) that an  a g en t transfers can  b e co n sid ered  as a " n etw ork  service"  in  an  ac­
t iv e  n e tw o r k  en v iro n m en t. B y ex p lo itin g  th e co n cep t o f  c o d e  m o b ility  o f  the m o ­
b ile  a g en t p a ra d ig m , it w il l  b e  p o ss ib le  to d istr ib u te  n e tw o r k  serv ices  to  m u ltip le  
p o in ts  in  th e  n etw ork . T h ese  d istr ib u ted  serv ices  can  th en  b e  u se d  to  control the  
m o v e m e n t o f  data  w ith in  th e n etw o rk . Furtherm ore, in d iv id u a l m o b ile  agen ts  
th e m se lv e s  can  b e  d e p lo y e d  to  fu n ctio n  as a n e tw o rk  serv ice  for p ack et p ro cess­
ing . T he fu n d a m en ta l req u irem en t to  b u ild  su ch  a n e tw o r k  m o d e l is that agen t  
ex ecu tio n  en v iro n m en ts  w il l  h a v e  to  b e  p resen t w ith in  th e  n e tw o rk  c lo u d , rather 
th an  at its periphery . H en ce , w e  can  v ie w  th e m o b ile  a g en t p a ra d ig m  as a m ean s
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F igure 2.5: A c tiv e  N e tw o rk in g  an d  th e M o b ile  A g e n t P arad igm  
to  b u ild  an  active  n e tw o r k in g  architecture (see  Fig. 2.5).
2.7.4 Why use M obile Agents for Active Networking?
E m p lo y in g  an  a g en t b a sed  active  n e tw o r k in g  sy s te m  p r o v id e s  a flex ib le  fram e­
w o r k  to  b u ild  a v a r ie ty  o f n e w  n e tw o rk in g  serv ices. F urtherm ore, it p ro v id es  a 
u n ified  fra m ew o rk  for serv ice  d e p lo y m e n t an d  n e tw o r k  m a n a g em en t p u rp o ses. 
B elo w  w e  ex p a n d  o n  th ese  cla im s.
New Classes of Network Services
S e lf-o r g a n is in g  S erv ices: N e tw o r k  serv ices  b a sed  o n  a g en ts  can  se lf-organ ise  
an d  co -op erate  w ith in  th e  n e tw o rk  to  a cco m p lish  u ser  sp ec ified  tasks in  an  in d e ­
p e n d e n t m anner. S u ch  a featu re a llo w s  n etw o rk s to  b e b u ilt , w h ic h  w il l  b e  ab le to  
a u to m a tica lly  id e n t ify  a n d  re sp o n d  to  ev en ts  in  an  in d e p e n d e n t m anner. W e p ro­
p o se  a practica l ex a m p le  o f su ch  a serv ice  in  C h ap ter 4; th is  serv ice  a u to n o m o u sly  
id en tifies  an d  m a n a g es  n o n -Q o S  is la n d s  in  Q oS n etw o rk s.
T im e an d  L o ca tio n  S p e c ific  N e tw o r k  S erv ices: B y em p lo y in g  m o b ile  agen t  
b a sed  n e tw o r k in g  ser v ices , u sers  can  b e  p ro v id e d  w ith  a u to n o m o u s serv ices  that 
rep resen t th em  at d istr ib u ted  p o in ts  w ith in  th e  n e tw o r k  for p red efin ed  tim e p e ­
riod s. T h ese  serv ices  w il l  b e  ab le to  in itia te  action s an d  a cco m p lish  g o a l d irected  
b eh a v io u rs  o n  b eh a lf  o f  th e  user. W e p ro p o se  tw o  practica l ex a m p les  o f su ch
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serv ices  in  C hapter 4; th ey  in c lu d e  serv ices  to  p ro v id e  su p p o rt for con ten t d istri­
b u tio n  n etw o rk s an d  large sca le  m u ltica stin g  in  th e Internet.
Reduced Management Complexities
E xisting  active  n e tw o r k in g  sy stem s o n ly  p ro v id e  static  n e tw o r k in g  serv ices, i.e. 
o n ce  serv ices are d e p lo y e d  and  activ a ted  th ey  ca n n o t take in to  accou n t th e state  
o f th e  n o d e  o n  w h ic h  th e y  op erate (e.g. C P U  lo a d , lin k  b a n d w id th ). E nd u sers  
are a lso  requ ired  to  m a n u a lly  p erform  recon figu ration  or re loca tion  o f the serv ice  
w h e n  the o p era tin g  co n d itio n s  o f th e  active  n o d e s  ch a n g es. Such  a m o d e l can  
jeo p a rd ise  th e co m p le te  n e tw o r k in g  sy s te m  d u e  to  ex c ess iv e  con trol an d  m a n a g e­
m en t traffic. E m p lo y in g  a m o d e l w h ic h  requires co n tin u o u s  m a n u a l in terv en tio n  
for serv ice  m a n a g em en t or o p era tio n  w il l  n o t sca le  as th e p o p u la tio n  o f n etw o rk  
serv ices  increases.
In  contrast, m a k in g  th e n e tw o rk  serv ices  a u to m a tica lly  a d a p t (b ased  o n  in ­
b u ilt  in te llig en ce) to  the sta te o f th e  o p era tin g  n o d e  w ill  a v o id  th e n eed  for m a n ­
u a l serv ice  m a n a g em en t. R ea lisin g  su ch  a sy stem  red u ces th e  m a n u a l con trol and  
m a n a g em en t task s requ ired  to  su p p o rt p rop er o p eration . O vera ll, su ch  a m o d e l 
sca les  to large n e tw o rk s  an d  u ser  p o p u la tio n s. S u ch  a m o d e l tak es u s  a step  closer  
to  th e  co n cep t o f p ro a ctiv e  co m p u tin g  [117], w h ic h  v isu a lis e s  a m ig ra tio n  from  
h u m a n -cen tred  to  (u n )su p er v ised  co m p u tin g .
The Combined Active Network Model
T he m o b ile  a g en t b a sed  a ctiv e  m o d e l can  b e  u se d  to  rea lise  b o th  the in -b an d  an d  
ou t-b a n d  active  n e tw o r k  a p p roach es u n d er  a s in g le  fram ew ork . Furtherm ore, 
lim ita tio n s o f th e  in -b a n d  ap p roach  (section  2.6.2) d o  n o t ap pear in  th is m od el.
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Commercial Acceptance
A n o th er  a d v a n ta g e  o f em p lo y in g  an  a g en t b a sed  so lu t io n  is  that em erg en ce  of 
com m ercia l active  n e tw o r k in g  sy stem s can  b e  fast. T he m ajor reasons for su ch  a 
c la im  are: (i) currently, there are m a n y  varieties o f  m o b ile  a g en ts  sy stem s a v a il­
ab le for com m ercia l p u rp o ses; a d o p tin g  th em  to  su it active  n e tw o rk in g  w o u ld  
b e  re la tiv e ly  easier, th an  co n v in c in g  v en d o rs  to  im p lem en t n e w  active  n etw o rk ­
in g  sy stem s; an d  (ii) th e m o b ile  a g en t co m m u n ity  is  large, h en ce  exp er ien ce and  
ex p er tise  g a in ed  from  im p lem en ta tio n s  o f a g en t sy stem s can  b e  u tilised .
2.7.5 Why Netlets?
T he N e tle ts  architecture [7] u ses  m o b ile  a g en ts  for b u ild in g  an  active  n etw o rk in g  
architecture. N e tle ts  are a u to n o m o u s, n o m a d ic  m o b ile  co m p o n en ts  w h ic h  p ersist  
an d  roam  in  the n e tw o r k  in d ep en d en tly , p ro v id in g  p red efin ed  n etw o rk  services. 
R esearch  efforts, s im ilar in  flavou r to  th e  N e tle ts  m o d e l, h a v e  b een  p resen ted  
[114-116]. H o w ev er , th e  d e s ig n  g o a ls  that are u n iq u e  to  N e tle ts  are d iscu ssed  
b elo w .
D is tr ib u te d  A rch itectu re: T he N e tle ts  architecture fo llo w s  a d ecen tra lised  ap ­
p roach  for co d e  d elivery . E very  n o d e  o n  th e n etw o rk  p artic ip a tes in  the h o stin g  
o f h o st N e tle t  serv ices. S u ch  an  architecture o v erco m es th e p rob lem s faced  w ith  
cen tra lised  and  h ierarch ica l serv ice  d istr ib u tio n  sch em es o f ex istin g  active  n e t­
w o r k in g  sy stem s (see  sec tio n  3.1.2).
D e m a n d  b a sed : T he N e tle ts  co n cep t a d v o ca tes  a d em a n d  d r iv en  p ro to co l m o d e l  
b a sed  o n  a b io lo g ica l m etaphor. In th is, th e  life  o f  a particu lar ty p e  o f N e tle t  
w o u ld  b e p u re ly  b a sed  o n  th e  u ser  d em a n d  for that serv ice . O n  an  increase in  
d em a n d  for a particu lar ty p e  o f N e tle ts , th e  requ ired  se t o f  serv ices  are a u to ­
m a tica lly  rep licated  a n d  d isp er sed  in to  th e n etw o rk , w h ile  th e  o b so le te  or the
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u n su cc ess fu l serv ices  are q u ietly  d e le ted . T his lea d s  to  a d em a n d -d r iv en  p o p u ­
la tio n  o f serv ices  in  th e n etw o rk . T he k e y  m o tiv a tio n  that led  to  su ch  argu m ent  
is  as fo llo w s . A c tiv e  n e tw o rk s  a d v o ca tes  th ird  p arty  serv ices  to  b e  d e p lo y e d  in  
th e  n etw o rk . M an u al m a n a g em en t o f serv ices  in  w id e  area n etw o rk s w o u ld  n ot  
scale. In contrast, a m o d e l b a sed  o n  th e  b io lo g ica l m eta p h o r w o u ld  a llo w  th e  
n etw o r k  to e v o lv e  in  re sp o n se  to  u ser  d em a n d .
The Need to Develop the Netlet Execution Environment
Currently, there ex ist a w id e  v a r ie ty  o f m o b ile  a g en t sy stem s (see  sec tio n  2.7.1), 
w h ic h  can  b e  u se d  to  d e v e lo p  the ex ecu tio n  en v iro n m en t for N e tle t  operation . 
O n e o f th e  m ajor lim ita tio n  that p rev en ts  u s  from  em p lo y in g  ex istin g  agen t s y s ­
tem s to  b u ild  N e tle ts , is  th at th ey  are m o n o lith ic  an d  h ea v y w e ig h t.
C u rren tly  a va ilab le  m o b ile  a g en t sy stem s are in ten d e d  to su p p o rt u ser ap ­
p lica tio n s, su ch  as so ftw a re  robots for sh o p p in g  in  e-m ark ets, p erso n a l assistan t  
a g en ts , etc. A  w e a lth  o f  features is  requ ired  to  su p p o rt su ch  d iv erse  a p p lica ­
tion s. T hu s, th e b a sic  m o b ility  fra m ew o rk  is a u g m en te d  o n  w ith  v a lu e -a d d e d  
serv ices  w h ic h  are n o t req u ired  in  th e  case  o f  a c tiv e  n e tw o r k in g  architecture, su ch  
as N e tle ts .
E x istin g  a g en t sy s te m s  are ex p ec ted  to  ru n  o n  en d  sy stem s, su ch  as w e b  servers  
an d  u ser co m p u ters, w h er e  there are fe w  con stra in ts o n  p ro cess in g  p o w er  and  
m em ory. In contrast, N e tle t-lik e  active  serv ices  are requ ired  to  op erate o n  re­
sou rce con stra in ed , n e tw o r k  d ev ice s  w ith  hard  rea l-tim e constrain ts.
Finally, th e N e tle t  ex e cu tio n  en v iro n m en t requ ires p ack et co m m u n ica tio n  su p ­
p ort to  p ro v id e  p a ck et p ro ce ss in g  in  th e n etw o rk . E xistin g  a g en t sy stem s, d o  n o t  
p r o v id e  su ch  su p p ort. T he u n iq u e  requ irem en ts o f th e architecture c o u p le d  w ith  
lim ita tio n s o f ex istin g  sy stem s, h a v e  g en era ted  th e n e e d  to  b u ild  th e  N e tle t  p ro ­
to typ e .
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Selecting the Programming Language for Realising Netlets
T he n ex t s tep  is  to  se lec t th e ap propriate la n g u a g e  th at w o u ld  b e  m o st su itab le  for  
d e v e lo p in g  the N e tle ts  architecture. T he k ey  la n g u a g e  featu res in c lu d e  su p p o rt
•  n etw o rk  com m u n ica tion ;
•  m o b ile  co d e  com m u n ica tion ;
•  d y n a m ic  co d e  lo a d in g ;
A lso  o f in terest are th e  sa fe ty  an d  secu r ity  featu res su p p o rted  b y  th e p ro­
g ra m m in g  la n g u a g e . T he p ro g ra m m in g  la n g u a g e  d efin es  th e ran ge o f o p era ­
tio n s th ird -p arty  N e tle ts  can  p erform  o n  a n e tw o r k  n o d e . O n e o f th e  im p ortan t  
secu r ity  re la ted  featu re o f  a la n g u a g e  is  to p r o v id e  stron g  ty p in g  su p p ort. W ith  
stron g  ty p in g  in  p la ce , th ird -p arty  u n tru sted  serv ices  w ill  b e  restricted  to  p red e ­
fin ed  m e m o ry  seg m en ts , th u s  a v o id in g  co m m o n  p ro g ra m m in g  errors.
A n o th er  crucia l featu re is rea ltim e p erform an ce. T his is  b eca u se  N e tle t  ser­
v ices  are ex p ec ted  to  op erate  o n  resource co n stra in ed  n e tw o r k  d ev ice s , su ch  as 
em b e d d e d  p rocessors. T h ese d ev ice s  op erate to  h ard  rea l-tim e constrain ts. Fi­
nally , th e  la n g u a g e  sh o u ld  b e  w id e ly  u sed . T h o u g h , th is is  a n o n -tech n ica l fea ­
ture, it w ill  d ec id e  th e p o p u la r ity  o f  th e m o d el. F urtherm ore, th is w il l  a llo w  th e  
sy s te m  to  e v o lv e  co n tin u o u s ly  w ith  th e la n g u a g e .
J a v a 12 su p p o rts  th e  m ajority  o f th e  features lis ted  ab ove. T he m ajor sh ortcom ­
in g  o f  Java is  e sse n tia lly  its p erform an ce. E fforts are in  p rogress to  im p ro v e  th e  
rea ltim e p erfo rm a n ce  o f  the la n g u a g e . W ith  th e  em erg en ce  o f n e w  tech n o lo g ies , 
su ch  as Java-b ased  p ro cesso rs [118], better p erfo rm a n ce  w ill  b e  obta ined .
12h ttp : / /wwww.java.sun.com
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2 . 8  S u m m a r y
T he n eed  to  ra p id ly  d e v e lo p  an d  in tro d u ce  n e w  serv ices  h a s  in stig a ted  th e  n eed  
to  r ev o lu tio n ise  th e  w a y  n e tw o rk in g  sy stem s are b u ilt. It h as b een  id en tified  that 
b y  rep la c in g  th e  c lo se d  vertica lly -in teg ra ted  sy stem s o f to d a y  w ith  p rogram m ab le  
n etw o r k  n o d e s , it w il l  b e  p o ss ib le  to  rea lise  a flex ib le  n e tw o r k in g  architecture. 
T w o m ajor sch o o ls  o f th o u g h ts  h a v e  b een  p r o p o se d  for th e rea lisa tion  o f the  
p rogram m ab le  n e tw o r k in g  p arad igm . T h ey  are (i) th e  P rogram m ab le N o d e  ap ­
proach; an d  (ii) th e  a ctiv e  n e tw o rk in g  approach . T he active  n e tw o rk in g  ap proach  
p ro v id e s  a m ore flex ib le  n e tw o rk  in frastructure th an  th e  P rogram m ab le N o d e  ap ­
proach . H en ce , th e  form er w a s  tak en  u p  for further in v estig a tio n .
Currently, there are tw o  m ajor fla v o u rs o f  active  n e tw o r k in g  sy stem s. T hey  
are: (i) th e A c tiv e  P ack et m o d el; a n d  (ii) th e  A c tiv e  N o d e  m o d el. T he form er  
a d v o ca te s  th e  id e a  o f  e m b e d d in g  serv ice  co d e  w ith in  each  p ack et, w h ile  th e lat­
ter fo llo w s  a co d e -o n -d e m a n d  ap p roach  for serv ice  p ro v is io n in g . A ltern atively , 
m o b ile  a g en ts  ca n  b e  u se d  to  b u ild  a ctiv e  n e tw o r k in g  architectures. S u ch  an  ar­
ch itectu re p r o v id e s  a flex ib le  fra m ew o rk  for rea lis in g  n e w  c la sses o f n etw o rk in g  
serv ices , rather th a n  th e  ex is tin g  active  m o d e ls . F urtherm ore it p ro v id es  a u n ified  
fra m ew o rk  for serv ice  d e p lo y m e n t and  n e tw o r k  m a n a g em en t p u rp o ses .
T he N e tle ts  arch itecture fo llo w s  th is id e a  o f u s in g  m o b ile  a gen ts to  rea lise  an  
a ctiv e  n e tw o r k in g  sy stem . N e tle ts  are a u to n o m o u s, n o m a d ic  m o b ile  co m p o n en ts  
w h ic h  p ers is t an d  roam  in  th e  n e tw o rk  in d ep en d en tly , p ro v id in g  p red efin ed  n et­
w o r k  serv ices. T he N e tle ts  architecture fo llo w s  a d ecen tra lised  ap p roach  for co d e  
delivery . F urtherm ore, it  fo llo w s  a d em a n d  d r iv en  m o d e l for co d e  rep lica tion  in  
th e  n etw o rk . T his th es is  p resen ts  a case  for in tro d u c in g  n e tw o rk  p rogram m ab il­
ity  u s in g  N e tle ts , in  w a y  su ch  that it can  a u g m en t an d  su p p o rt ex istin g  n etw o rk  




T his chapter p resen ts  th e  N e tle ts  architecture an d  th e m ech a n ism s u se d  to  d is ­
tr ibute N e tle t  serv ices  in  th e  n etw o rk . First, I p resen t th e  se t o f  m e th o d s  that I d e ­
v e lo p e d  to  su p p o rt th e  ex ecu tio n  o f N e tle t  serv ices  at n e tw o r k  n o d es . I describ e  
th e  im p lem en ta tio n  o f th e  N e tle t  p ro to typ e . T he rem ain d er o f th is chapter co n ­
cerns th e  reactive an d  p ro a ctiv e  serv ice  d e p lo y m e n t sch em es  u sed  to d istribu te  
N e tle t  serv ices  in  th e  n etw o rk . A lso  I p rop ose: (i) a D N S  b a sed  d istr ib u ted  s y s ­
tem , w h ic h  a llo w s  N e t le ts  to  d isco v er  w h ere  a ctiv e  n o d e  su p p o rt is  ava ilab le  in  
th e  Internet; an d  (ii) a serv ice  d isc o v ery  p ro to co l, referred  to  as th e Stigm ergy, 
w h ic h  su p p o rts  th e d isc o v e r y  o f active  serv ices  in  th e  n etw ork .
3 . 1  T h e  N e t l e t s  N e t w o r k  A r c h i t e c t u r e
N e tle ts  are a u to n o m o u s, n o m a d ic  m o b ile  c o m p o n en ts  w h ic h  p ers ist and  roam  
in  th e n e tw o r k  in d ep en d en tly , p ro v id in g  p red efin ed  n e tw o rk  serv ices. N e tle t  
n o d e s  offer ru n tim e en v iro n m en ts  for the o p era tio n  o f N e tle t  serv ices. A  s im p le  
IP b a sed  N e tle ts  n e tw o r k  is sh o w n  in  Fig. 3.1. It co n sists  o f  b o th  N e tle t  n o d es  
an d  regular IP n e tw o r k  e lem en ts  (e.g. routers, sw itch es).
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F igu re 3.1: A  S im p le  N e t le t  N e tw o r k  M o d el
3.1.1 Architecture of a Netlet Node
T he g en era l arch itecture o f  a N e tle t  n o d e  is  sh o w n  in  Fig. 3.2. It co n sists  of: (i) a 
p a ck et fo rw a rd in g  layer; an d  (ii) a p a ck et p ro ce ss in g  layer. T he form er p ro v id es  
a h ig h -sp e e d  p ath  for fo rw a rd in g  regu lar data p a ck ets as in  ex istin g  n etw o rk  
e lem en ts , w h ile  th e  la tter fu n ctio n s to  su p p o rt p a ck et p ro cess in g  u s in g  N e tle t  
serv ices.





J ^Java V irtual M achine (JVM)
Packets 







Packet Forw ard ing 
Layer
i
Packet C lass ifie r
Regular Data packets
1
Figure 3.2: A rchitecture of a N etle t N ode
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A t a N e tle t  n o d e  (see  F ig . 3.2), p ack e ts  are o n ly  p ro cessed  b y  the N e tle t  layer  
w h en :
• there is an  explicit req u est b y  p ack e ts  th em se lv es , (e.g. b y  se ttin g  router  
alert fie lds) -  th is sch em e is referred  to  as reactive packet processing in  
N etle ts; or
• at the in stiga tio n  o f N e tle t serv ices , (e.g. b y  N e tle ts  se ttin g  u p  pack e t filter 
ru les w ith in  the pack e t classifier) -  th is sch em e is referred  to  as proactive 
packet processing in  the N e tle ts  architecture.
T he m a in  m o tiva tio n  for sep ara tin g  p ack e t p ro cessin g  from  th a t of regu lar  
p ack e t fo rw a rd in g  fun ction s is th e fo llo w in g . T he lev e l o f d a ta  traffic th e  n e t­
w o r k  is requ ired  to tran sp ort is in creasing  w i th  tim e. It is no t p o ssib le  to  su p ­
p o rt pack e t p ro cessin g  sp e ed s  th a t m a tch  com m ercia l g rad e  h ig h -sp eed  pack et 
fo rw a rd in g  te ch n iq u es  e v en  w i th  th e  sta te  of th e  art in  so ftw are  technologies. 
H en ce , p er fo rm in g  se lec tiv e  pack et p ro cessin g  a t N e tle t  n o d e s  w ill  m ax im ise  the  
efficiency  o f the architecture.
Netlet Runtime Environment: T he core o f a N e tle t  N o d e  is th e N e tle t  R un tim e  
E n v iro n m en t (N R E). T he N R E  p ro v id e s  th e  ex ecu tion  en v iron m en t su p p o rt for 
op era tion  o f N e tle t  serv ices  at a N e tle t  n o de . To in tegra te  m ob ility  su pp ort, w e  
u se  a co m m o n  log ica l h a rd w a re  rep resen ta tion  at n e tw o rk  n odes. W e u se  th e  Java  
V irtual M ach in e  (JV M ) for this p u rp o se  (see  F ig . 3.2).
T he m ajor fun ction s o f  the N R E  in c lu d es th e  fo llow in g : (i) to  receive, in stan­
tiate a n d  execu te  N e tle t  serv ices as in d e p en d e n t th read s o f control; an d  (ii) to 
id en tify  in co m in g  p ack e ts  th a t requ ire p ro cessin g  a n d  a ss ig n  th em  to appropri­
ate N e tle t  serv ices , w h ic h  sh o u ld  p rocess them .
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3.1.2 Netlet Distribution
T w o  app ro ach es to  co d e  d istr ib u tion  u se d  b y  ex istin g  ac tive  n e tw o rk in g  sy stem s  
are: (i) lo ad in g  from  the source  [62]; or (ii) lo ad in g  from  a co d e  server  [69];
T he " load  from  source"  ap p ro ach  d o es  n o t scale to a large u ser  popu lation . 
This is b e ca u se  each  in d iv id u a l en d  app lica tion  w ill  h a v e  to  d o w n lo a d  an d  h ost  
serv ice  co d es  loca lly  before  u sage . T his opera tion  is p er fo rm ed  ev en  if th e in­
term ed ia te  n o d e s  h o st th e  requ ired  service , th u s in tro d u cin g  red u n d an t traffic 
w ith in  th e  n e tw o rk . T his ap p ro ach  a lso  has the d isa d v a n ta g e  th a t th e  code  m u st  
b e  k ep t in  a p ersisten t s to rage  at th e source, w h ic h  is so m etim es im practical (e.g. 
in  a h a n d h e ld  device).
A lternative ly , the u se  o f co d e  servers  to h o st n e tw o rk  serv ices  has b een  p ro­
p o sed . In  th is m od e l, co d e  servers  are arran ged  in  a h ierarchy, sim ilar to D N S  
n o d e s  in  the curren t Internet. W h en  a n e tw o rk  n o d e  requ ires a n e w  service, it 
perfo rm s a search  th ro u gh  th is h ierarchy  to locate an d  d o w n lo a d  the d esired  
m odu le .
T he m ajor p rob lem s th a t arises w h e n  w o rk in g  w i th  th is ap p ro ach  are: (i) code  
servers w il l  h a v e  to  b e  con figu red  to  co-operate  w i th  n e ig h b o u r in g  repositories  
in  th e  h ierarchy; (ii) th e  req u es t d o es  no t a lw a y s  fo llo w  th e  sh ortest p a th  route  
to th e  server  h o stin g  th e  req u ired  service; an d  (iii) th o se  n o d e s  th a t are h igher in  
the h ierarch y  b eco m e  p o in ts  o f im p lo sio n  u n d er  h e a v y  lo a d in g  conditions. We 
b e lie v e  th a t a decen tra lised  so lu tion  is m ore  appropria te , tak in g  in to  accoun t the  
ever  ex p a n d in g  size  o f n e tw o rk s .
In  th e  N e tle t  m od e l, th e  se rver  fun ction  of h o stin g  N e tle t  serv ices is d istr ibu ted  
across:
• th e  in term ed ia te  n e tw o r k  n o des; an d
• th e  N e tle t  "h o m e n o d e s"  lo ca ted  at n e tw o rk  ed ges .
B y  "h o m e n o d e"  o f a N e tle t , w e  refer to a n o d e  th a t is resp onsib le  for p er­
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m a n e n tly  h o stin g  the N e tle t  serv ice . T he k ey  m o tiva tio n  for ad o p tin g  a d ecen ­
tra lised  so lu tion  is th a t it e lim inates the cen tral p o in ts  o f failure associa ted  w ith  
th e  cen tra lised  approaches. Furth erm ore , th e u se  of h o m e  n o d es, a llo w s the ser­
v ic e  req u ests  to  b e  sen t to  a n o d e  th a t is su re  to h o s t th e  req u ired  service. A d d i­
tionally, b y  exp lo itin g  th e  N e tle t sto res ava ilab le  a t in term ed ia te  n e tw o rk  n o des,  
th e  d e la y  to ob ta in  serv ices can  b e  m in im ised . W e defer the actual p rocedure  
fo llo w e d  to  d isco ver  N e tle ts  in  the In ternet to  sec tion  3.3.2.
N e t le t  L a b e llin g  S ch em e: A  m ech an ism  is also  n e e d e d  to id en tify  in d iv id u a l  
N e tle t  serv ices u n iq u e ly  in  a w id e  area n e tw o rk  en v iron m en t, su ch  as the Inter­
net. W e p ro p o se  to  fo llo w  the U R I n am in g  sch em e [119] for th is purp ose . In  
th e  N e tle ts  architecture, n am es for in d iv id u a l N e tle t serv ices are d e r iv ed  b y  con­
catenating: (i) th e  ad d ress  of th e  h o m e  n o d e  of that N etle t; an d  (ii) its serv ice  
specific  label nam e. T h ese  a ttribu tes are se t b y  the h o m e  n o d e  an d  d o  n o t chan ge  
for th e  lifetim e of a N e tle t. A n  ex am p le  o f a N e tle t  labe l is sh o w n  in  F ig . 3.3. 
T he h o m e -n o d e  o f th is N e tle t  h a s th e  ad d re ss  "192.168.254.1" an d  its serv ice  sp e­
cific label is "p ack et-fo rw ard in g -n etle t" . This U n iform  R esource  Identifier (URI) 
sch em e  c o u p led  w ith  n e tw o rk  lev e l ro u tin g  su p p o r t is u se d  to su p p o rt th e  d is­
c o v e ry  m ech an ism  as in  section  3.3.2.
192.168.254.1 I packet-forwarding-netlet
F igu re  3.3: N e tle t  N a m in g  Sch em e
3 . 2  I m p l e m e n t a t i o n  o f  t h e  N e t l e t  R u n t i m e  E n v i r o n ­
m e n t
In  th is section , w e  d iscu ss  the im p lem en ta tion  deta ils o f th e  N e tle t p ro to typ e  
m o d e l th a t w e  b u ilt u s in g  the Ja v a  lan gu age . T he p ro to ty p e  su p p orts  tw o  service
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d e p lo y m e n t schem es; th e y  are: (i) proactive deployment -  w h e re  N e tle ts  m igra te  
u n d e r  their o w n  control to  d e p lo y  serv ices  at d is tr ib u ted  p o in ts  in  th e  netw ork ;  
a n d  (ii) reactive deployment -  w h e re  serv ices are d e p lo y e d  b a sed  on  requ ests  
g en era ted  b y  th e  N e tle t  n o des. T he N e tle t  p ro to typ e  su p p o r ts  pack et cap ture  
an d  p ro cess in g  (bo th  h ea d er  an d  con ten t lev e l p rocessin g ). W h en  appropriate, 
w e  u se  p s e u d o  co d e  rep resen ta tion s to  exp la in  ou r im p lem en ta tion .
T he N e tle t  R un tim e E n v iro n m en t (N R E ) consists of th ree m ajor com p on en ts  
(Fig. 3.4). T h ey  are: (i) N e tle t  S ervices; (ii) th e  N e tle t  M a n a g e m e n t E n gin e  (N M E );  
a n d  (iii) th e  P acket C o m m u n ica tio n  E n g in e  (PC E). T he basic  architecture of an  
N R E  is s h o w n  in  F ig . 3.4.
Incom ing  Packets Fast Path Data Forw ard ing
F igure  3.4: A rch itectu re  o f a N e tle t R u n tim e E n viro n m en t  
Netlet Services
A  N e tle t  is a co llection  o f Java  c lasses th a t im p lem en ts  a p red e fin ed  n e tw o rk  ser­
v ice . N e tle ts  op era tin g  in  the n e tw o rk  are b o th  active  an d  m obile. N e tle t serv ices  
are a c tive  in  th e  sen se  th a t th e y  are ex ecu ted  as in d e p en d e n t pack e t p rocessin g  
th read s w ith in  an  N R E . N e tle t  m ob ility  is a ch ieved  u s in g  the serialization  facility  
ava ilab le  in  Java.
E ach  N e tle t  serv ice  is d e r iv e d  from  th e  b a se  class, Netlet,  an d  m u st im p lem en t
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th e main{) m eth o d , w h ic h  is th e  en try  p o in t for a N etle t. T he b a se  N e tle t class  
im p lem en ts  the java.io.Serializable class. T his a llo w s  sta te  in form ation  of N e tle t  
serv ices  to  b e  cap tu red  a n d  tran sp orted  b e tw e e n  n e tw o rk  n o d es. T he m eth o d s  
th a t w e  d e v e lo p e d  to rep resen t the b a se  N e tle t c lass are sh o w n  in  F ig . 3.5.
Method Description
void Netlet ( String netletName, Object load) Create a Netlet
Siring getName( ) Get NetletName
void main ( ) Main method of a Netlet
void setResume ( String melhodName) Set the method to continue at new node
Siring getResume ( ) Get the method to continue at new node
void migratelo (String dest, String résumé) Migrate to a given destination
boolean isValid ( ) Retrurns validity of Netlet
void setVaiidity ( boolean cond) Sets the validity of Netlet at the node
boolean clone ( String dest, String résumé) Clone the netlet
boolean suspend( ) Suspend the Netlet
Packet readFrom (packetBuffer) Read packet from the sen/ice queue
void sendJarFile ( ) Send all classes required to launch Netlet
void setCredentials ( ) Set the credential of the Netlet
void getCredentials ( ) Get the credentials oi the Netlet
F igu re  3.5: A P I for b u ild in g  N e tle ts
N e t le t  M a n a g e m e n t E n g in e
T he N e tle t M a n a g em en t E n g in e  (N M E ) m u st receive, in stan tia te  an d  execu te  N e t­
let serv ices  as in d e p en d e n t pack et p ro cessin g  th read s at N e tle t n odes. T he N M E  
is a lso  resp on sib le  for m a n a g in g  th e  N e tle t serv ices op era tin g  at a n o de . T he  
m a n a gem en t fun ction s include: (i) a p p ly in g  secu rity  checks an d  gran ting  a p ­
prop ria te  p erm ission s for in com in g  N etle ts; (ii) m on ito r in g  an d  m an ag in g  the  
resources a m o n g  the N e tle ts  residen t at th e node; a n d  (iii) re lo ca tin g /rem o v in g  
r e d u n d a n t serv ices to  en su re  resource ava ilab ility  for fu tu re  serv ice  requests. The  
k e y  m eth o d s  th a t w e  d e v e lo p e d  to im p lem en t the N M E  are lis ted  in  Fig. 3.6.
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Method Description
InetAddres getlnetAddress () Get IP Address of Node
int getNetletSendPort () Get port used to send Netlet
int getNetletRecvPort () Get port used to receive Netlet
void pack ( Netlet n, OutputStream outStream) Pack a Netlt for sending
void sendNetlet (Netlet, Address, Port) Send Netlet to a given Address/Port
void addHandler {) Add handler to process Netlets
Object getHandler () Handler to process incoming Netlets
Netlet receiveNetlet ( InputStream in) Receive a Netlet
Netlet unpack (InputStream inStream) Unpack an incoming Netlet
void register (netletName, resume, time) Register a new Netlet
void createPacketBuffer (netletName) Create Packet Buffer
void deletePacketBuffer (netletName) Delete Packet Buffer
void NetletThread ( Netlet n, Resume method) Start a Thread for a Netlet
boolean activate ( netletname.String resume) Activate a dormant service
void invalidate (netletName) Delete a live service
bytel ] getServiceList () Get currently available services
interface accessRights (netletName) Set Access Rights
void upLoadClasses(String NetletName) Uploads all Netlel specific-service classes
void downLoadClass( fromAddr, className) Download a specific service class fromAddr
Object getBuffer ( NetletName) Returns packet buffer corresponding to Netlet
F igu re  3.6: A P I of th e  N e tle t M a n a g e m e n t E n g in e
P a ck e t C o m m u n ic a tio n  E n g in e
T h e  ro le o f th e  P ack et C o m m u n ica tio n  E n g in e  (PC E) in c lu d es  to: (i) id en tify  an d  
cap tu re  th o se  p ack e ts  th a t requ ire  p rocessin g  at N e tle t  n o d es; (ii) a ss ign  those  
p ack e ts  to  app ropria te  N e tle t  serv ices for p rocessing ; a n d  (iii) initiate th e  process  
of N e tle t  d iscovery , w h e n  a m iss is recorded  for a req u ired  service. W e em p lo y ed  
th e  Ja v a  b a se d  p ack e t cap tu re  (Jp cap 1) library  to  p ro v id e  pack e t cap tu rin g  facility  
at N e tle t  n o d es. T he Jp cap  p ack age  p ro v id e s  Java  b a s e d  w ra p p e r  function s for 
th e  B erkeley  P acket F ilter (BPF) [120]. T he A P I  of th e  P C E  is sh o w n  in  Fig. 3.7.
^ ttp : / /netresearch.ics.uci.edu/kfujii/jpcap/doc/index.htm l
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Method Description
String getDeviceList () List of interfaces available for capturing
Jpcap open Device ( String device, int promise) Initialises a network device for capture
void setFilter (String filterCondition) Filter for packet capture
void capture (int count) Start capturing packets
Packet getPacket () Returns a captured packet
void handle Packet (Packet p) Analyses a captured packet
void IPAddress ( int version, InetAddress dst) Creates an IP packet
void setlPv4Parameters( String [ ] flags) Creates a packet with specified parameters
void UDPPacket (String [ ] flags) Creates a UDP Packet
void TCPPacket (String (] flags) Creates a TCP Packet
void sendPacket (IPPacket packet) Sends a packet over the network interface
F igu re  3.7: A P I for Packet C ap ture
S ta r tin g  th e  N e t le t  R u n tim e  E n v iro n m e n t
W h en  the N R E  is sta rted  it perfo rm s the fo llo w in g  se t o f tasks, to en su re  N e tle t  
op era tion  a n d  p ack e t p ro ce ss in g  su pp ort. F irst, it creates a po rta l object to  receive  
an d  se n d  N e tle t  serv ices. W e a ssu m e  all n o d e s  in  the n e tw o r k  e m p lo y  a g loba lly  
u n iq u e  p o rt n u m b er  for th is p u rp o se . N ex t, it stores th e  in form ation  abo u t all 
th e  ava ilab le  serv ices at th e  n o d e  in to  its N e tle ts  serv ice  structure. Finally, it in ­
stan tia tes th e p red e fin ed  filter ru les that w e r e  reg is tered  b y  N e tle ts  for receiv ing  
p ack ets from  specific traffic c lasses as p re sen ted  in  sec tion  3.2.2.
3.2.1 Netlet Deployment
T he a b o ve  d iscu ss io n  p re sen ted  th e  set of m eth o d s th a t w e r e  d e v e lo p e d  to su p ­
p o rt N e tle t  execu tion  at n e tw o r k  n o d es. N o w , w e  p re sen t in  deta il the p rocedure  
fo llo w e d  for d e p lo y m e n t o f N e tle t serv ices in  th e n e tw o rk . Recall that N e tle ts  
are either d e p lo y e d  b a s e d  o n  the proactive  d e p lo y m e n t sch em e or the reactive  
d e p lo y m e n t schem e. H ere , w e  d escribe  the im p lem en ta tio n  lev e l details o f b o th  
approach es. N o te , th e  curren t im p lem en ta tion  of the N e tle t  p ro to typ e  o n ly  p ro­
v id e s  w e a k  m ob ility  su p p ort.
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p u b lic  v o id  m igrateTo (String dst, String resum eM ethod) { 
setResum e(String resum eM ethod);
M E.sendNetlet (th is , dstAddress,port);
}
F igu re  3.8: P seu d o -co d e  for M igra tion  
T h e  P ro active  S e rv ic e  D e p lo y m e n t  M o d e l
In the proac tive  serv ice  d e p lo y m e n t m odel, N e tle t serv ices  au to n o m o u s ly  m i­
gra te  b e tw e e n  n e tw o rk  n o d e s  to  d e p lo y  n e tw o rk in g  serv ices. For exam ple, lets  
a ssu m e  a N e tle t, n L et, is op era tin g  at n o d e  Na - Furtherm ore, w e  a ssu m e that 
th e  n L e t serv ice  m u s t  m ig ra te  to NB in  order to a cco m plish  a sp ecified  task  (e.g. 
to  install a n e w  n e tw o rk in g  service). T he s tep s fo llo w e d  d u r in g  th e  process of 
m igra tion  are p re sen ted  b e low .
S e n d in g  N o d e : T he n L e t serv ice  requ irin g  to m igra te  from  Na to  NB/ m akes a 
call to  its migrateTo( ) m e th o d  sp ec ify in g  the d estin a tio n  ad d ress  as NB an d  the  
n a m e  of th e  m e th o d  to in v o k e  at th e o ther en d  (Fig. 3.8). T he migrateTo() m eth od  
in  tu rn  calls the sendN etleti)  o f th e  N M E  object (Fig. 3.9). This sendNetleti) 
m eth o d  em b o d ie s  fu n ction  calls to  the uploadClassesQ a n d  packQ m eth od s. The  
uploadClasses() m e th o d  transm its (i) th e creden tia ls o f th e  service; an d  (ii) the  
co m p le te  se t o f c lasses requ ired  for the operation  o f th e  N e tle t  a t th e o ther end , 
as a Java  arch ive file (jar2). A fte rw a rd s , the packQ m e th o d  serialises the sta te of 
th e  N e tle t an d  sen d s  it to  the d estin a tio n  as an  object stream . In order to ensure  
reliable com m u nica tion , w e  e m p lo y  TC P as th e  u n d er ly in g  tran sport lev e l p ro to­
col for transferring  N e tle t  services. T he p se u d o  co d e  for th is p rocess is p resen ted  
in  F igu res 3.8 an d  3.9.
R e c e iv in g  N o d e : T he N M E  o n  rece iv ing  the n am e a n d  creden tia ls of a N e tle t
2This allows all the classes a Netlet needs to be transported in a single transaction.
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public void sendNetlet (Netlet nLet, InetAddress dstAddr, int port){
Socket outSock; 
try{





OutputStream outStream = client.getOutputStream();
// send the name of the Netlet
(new DataOutputStream(outSream)).writeUTF(nLet.getName());
// send the credentials of the Netlet
(new DataOutputStream(outSream)).(nLet.getCredentials());
// send the jar file of the Netlet
(new DataOutputStream(outSream)).(nLet.sendJarFiles());
// use the Netlet Handler to send the object graph using java.io.serialisation 
NetletHandlerStore store = store.handlerFor(nLet.getName()); 
netletHandler.pack(nLet,outStream);
nLet.setValidity(false);
F ig u re  3.9: P seu d o -co d e  for S en d in g  a N e tle t
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checks its local secu rity  po lic ies to  d e term in e  w h e th e r  the N e tle t  is p erm itted  to  
b e  ex ecu ted  locally. If th e N e tle t qua lifies3, th e N M E  accep ts th e c lasses of the  
in co m in g  N e tle t serv ices.
N ex t, it creates a serv ice  object for th e in co m in g  N etle t. F o llo w in g  this, it 
m ak es a call to  the NetlethandlerQ m e th o d  sp ec ify in g  the n am e  o f the service  to 
b e  u n p a ck ed  an d  in itia ted  (Fig. 3.11). T he NetlethandlerQ m ak es an  u p  call to  
th e unpack() m e th o d  to rebu ild  the N e tle t  object from  th e  in co m in g  object stream  
(Fig. 3.12). O n  recreating  the object, th e  unpackQ m e th o d  u s in g  the Java  R eflec­
tion  A P I iden tifies th e class n am e of the object a n d  the m ain  m eth o d , mainQ, that 
m u st b e  ca lled  to a llo w  th e  object to re su m e  execu tion . B ased  o n  th is in form ation , 
an  in d e p en d e n t th read  of control for th e  N e tle t  serv ice  is lau n ch ed  (Fig. 3.13).
T h e  R e a c tiv e  S e rv ice  D e p lo y m e n t  M o d e l
In the reactive  serv ice  d e p lo y m e n t m o d e l, requ ests  for N e tle ts  are gen era ted  b y  
th e  N e tle t  n o d e s  in  th e  n e tw o rk . For exam p le , w e  a ssu m e  th a t a N e tle t, nLet, is 
ava ilab le  at n o d e  Na an d  that an  in com in g  pack e t at n o d e  NB req u ests  p rocessing  
u s in g  the n L e t service. S u b sequ en tly , NB in itiates a serv ice  d isco v e ry  process  
(d escr ib ed  in  section  3.3.2) to  locate a n d  d o w n lo a d  the n L e t service . The service  
d isc o v e ry  p rocess  loca tes n L e t at n o d e  NA an d  req u ests  it to  se n d  a co p y  o f the  
serv ice  to Nb -
N ex t, Na no tifies th e  req u es tin g  n o d e , Nb , th a t it w il l  p ro v id e  th e  n L e t service. 
Furtherm ore, it s en d s  th e  re levan t N e tle t  to  NB. N M E  at n o d e  Na p ack s a n d  sen d s  
th e serv ice  c lasses (i.e. th e  b y te c o d e  files o f the N e tle t  serv ice) as a jar file to n o d e  
Nb . T he upLoadClassesQ m e th o d  in  th e  N M E  A P I is u se d  for th is p u rp ose . For  
th is case there is no  sta te  in form ation  to  b e  transferred.
T he N M E  at Nb o n  rece iv in g  th e  no tification  m essa g e  from  Na , se ts u p  a cu s­
to m  class loader  for d o w n lo a d in g  an d  constru cting  the N e tle t  from  the incom ing
3The implementation does not yet provide any security mechanisms. We used dummy strings 
to enact the role of Netlet credentials.
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public class NetletReceive { 
public static int backlog; 
public ServerSocket rcvSocket; 
public NetletHandlerStore handlers;
public NetletReceive( InetAddress addr, int port, NetletHandlerStore store) { 
server = new ServerSocket ( port, backlog, ad d r); 
handlers = store ;
}
public Netlet receiveNetlet ( )  throws NetletException, IOException{
Socket client = rcvSocket.accept ( ) ;
InputStream inStream = client.getlnputStream();
// Read the Netlet Name
String netletName = (new DatalnputStream (inStream) ).readU TF();
// Get the credentials of the Netlet 
dos = new DatalnputStream(new BufferedlnputStream 
(new FllelnputStream(credentialFile),128));
// Receive the jar file containing the required Netlet classes 
rcvJarFiles() ;
// call the Netlet handler to unpack the Netlet Object 
NetletHandlerStore store = store.handlerFor ( netletNam e); 
Netlet newNetlet = store.unpack ( InStream);
// Make the incoming object valid in the service space 
netNetlet. setValid (true); 
inStream.close ( ) ;  
return newNetlet
}
Figure 3.10: P seudo-code for Receiving a N etlet
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im p o rt netlet.*; 
im p o rt java.io.*; 
im p o rt java. reflect.*; 
pub lic  NetletHandler e x tends  SerializationHandler { 
p u b lic  vo id  unpack (InputStream) {
}
priva te  s ta tic  c la ss  NetletThread extends Thread { 
}
}
F ig u re  3.11: P seu d o -co d e  for A u to n o m o u s  O p era tion  o f a N e tle t
p u b lic  v o id  unpack (InputS tream  in S tream ) th ro w s  N etletE xception, IO E xception{ 
M obileO bject m O bj =  su p er.u n p a ck (in S tream );
N etle t n L e t ;
try{
nLet =  (N e tle t) m Obj;
}
ca tc h  (C lassC astE xceptio n  e ) {
}
try{
String resu m eM eth od = n L et.g e tR e su m e();
C lass cl = n L et.g e tP a yL o ad ().g e tC las s();
M ethod m ethod = c l.g e tD e c la red M eth o d (resu m e M eth o d ,n u ll); 
n e w  N etle tT hread (nL et,m ethod );
}
c a tc h (){
}
Figure 3.12: P seudo-code for U npacking  a N etle t
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p riva te  s ta tic  c la ss  NetletThread e x tends  Thread{ 
p riva te  Netlet nLet; 
p r iva te  Method method; 
p u b lic  NetletThread (Netlet n, Method m){ 
nLet = n; 
method = m; 
start ();
}








F igu re  3.13: P se u d o -co d e  for Starting a N e tle t
d a ta  stream . T he N M E  u se s  th e  downloadNetletClassesQ m e th o d  for th is p u r­
pose .
T he N M E  th en  m ak es an  u p  call to  th e  activate^) m e th o d  sp ec ify in g  the n am e  
of th e  serv ice , th e  m a in  class an d  th e  m a in  m eth o d  to  in stan tia te  th e  n e w  N e tle t  
service. T h is call resu lts in  the activateQ m e th o d  creating  a n e w  N e tle t object 
for the service . A  call is m a d e  to th e  NetletThreadQ sp ec ify in g  a reference to  
th e  object a n d  th e  m a in  m eth o d  to  in stan tia te  th e  service. F o llo w in g , th is an  
in d e p en d e n t th read  o f control for th e  N e tle t  is th en  lau n ch ed  (as p er  Fig. 3.13).
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3.2.2 Packet Processing in  the Netlets Network
In th e  p rev io u s  section , w e  d e sc r ib ed  th e  p rocedu re  fo llo w e d  to  d e p lo y  N e tle ts  
in  th e  n e tw o rk . H ere , w e  exp la in  th e  m ech an ism s fo llo w e d  to  p ro v id e  pack et  
p ro cess in g  su p p o rt u s in g  the d e p lo y e d  N etle ts .
Packet Processing in the NRE
F igu re  3.14: P ack et P ro cess in g  at th e  N R E
P ack e t p rocessin g  in  th e  N R E  is e ither b a se d  on: (a) th e  reac tive  approach; or
(b) th e  p ro ac tive  approach .
• R eactive  p ro cess in g  -  In  th is m o d e l, p ack ets in c lu d e  th e  n am e o f  the N e tle t  
se rv ice  th a t sh o u ld  p rocess  th e m  at in term ed ia te  n e tw o r k  n o d es. Further­
m ore, b y  se tt in g  th e  rou ter alert op tio n  fie ld  [121], su ch  p ack ets d istin gu ish  
th e m se lv e s  from  regu lar da ta  p ack ets th a t d o  n o t requ ire  p rocessin g  w ith in  
th e  n e tw o rk .
• P roactive  p ro cess in g  -  In  th is m o d e l, N e tle t serv ices in stiga te  pack et p ro­
cessin g  at in term ed ia te  n e tw o r k  n o d es , to p rocess traffic f lo w s  b e lo n g in g  to  
u sers  w h o  d e p lo y e d  them . H ere , N e tle t  serv ices reg ister pack e t filter ru les
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w ith  the PC E , w h ic h  specifies th e  f lo w  de ta ils4 th a t each  N e tle t requ ires to  
process (e.g. o f th is N e tle t serv ices are p re sen ted  in  C h ap ter 4).
T he N R E  p ro v id e s  p ack e t p ro cessin g  su p p o rt as fo llow s. T he PC E  m onitors  
for packets: (i) w i th  the th e  router alert op tion  field  set; or (ii) w h ic h  h a v e  a m atch ­
in g  en try  in  the p ack e t filter tab le  of N e tle t  serv ices. W h en  a pack e t qualifies for 
processin g , the P C E  perform s the fo llo w in g  procedure:
• it cap tures th e  pack e t from  th e  fast data  p a th  o f th e  N e tle t  n o d e  (step  as in  
as in  F ig . 3.14);
• R eactive  case: If th e pack et h as its router alert o p tio n  field  set, th e PC E  
th en  extracts th e  n a m e  of the serv ice  from  the IP op tion s field  of th e  packet. 
F o llo w in g  th is, it p erform s a call to the g e tB u f f e r Q  ob ject that con tains the  
list o f N e tle t  serv ices  that are ava ilab le  at th e n o de . This object returns a 
reference to th e in p u t pack et bu ffer object that co rresp on ds to th is specific  
N etle t. T he PC E  th en  w r ite s  th e  pack et to th is bu ffer object (s tep  2 in  Fig. 
3.14).
• P roactive  case: If th e  pack et o n ly  has a m a tch in g  filter rule, th e PC E  p er­
form s a look u p  in the N e tle t filter tab le to id en tify  the co rresp on d in g  ser­
v ice  that sh o u ld  p rocess  th is packet. F o llo w in g  th is, it fin ds and a ssign s the  
p ack e t to th e app ropria te  bu ffer object th a t co rresp on d s to the service.
• In d iv id u a l N e tle t  serv ices  loop  forever receiv ing , p rocessin g  an d  fo rw ard ­
in g  p ack ets at N e tle t  n o d e s  (step  3 an d  4). Furtherm ore, th e y  are in an  id le  
sta te  w h e n  n o  p ack e ts  are ava ilab le  in  their co rresp o n d in g  pack et buffers. 
N o te , in d iv id u a l N e tle t  serv ices h an d le  errors th em se lv es  th a t arise du rin g  
pack et p rocessin g .
4 A flows specification can be constructed using (i) the pair of source and destination addresses; 
(ii) the pair of source and destination ports; and (iii) a protocol number.
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Proactive Packet Processing
W h en  an in com in g  pack e t h as a m a tch in g  en try  in  th e  filter table, th e p rocedure  
fo llo w e d  b y  the PC E  to p rocess  th em  is as p re sen ted  in  F ig . 3.15.
H ash tab le  filte rS p ecT ab le ; / /  th is tab le  has m app ing  b e tw ee n  packet filters an d  corresponding N etle ts  
V e cto r lis tA IIS ervices; / /  this vecto r lists all N e tle ts  a t the node
String la b e lN a m e ;
if( la b e lN a m e = = n u ll)  {
/ /  S te p -1 : construct th e  p a c k e t filter identifier
fS p e c .s e tP a ra m e te rs {p a c k e t.g e tS rc A d d re s s (),p a c k e t.g e tD s tA d d re s s (),
p a cke t.g e tS rc P o rt(),p a c k e t.g e tD s tP o rt());
/ /  S te p -2 : c h eck  the filte rS p ec  T a b le  
if( filte rS p e c T a b le .c o n ta in s K e y (fS p e c )) {
/ /  S tep -3 : th e  serv ice  is active; w rite  the pa cke t to th e  bu ffer o f the service  
la b e lN a m e  = filte rS p e c T a b le .g e t(fS p e c );
/ /  S te p -1 : ch eck  w h e th e r the serv ice  is ava ilab le  
O b je c t nL e tln fo O b je c t =  H stA IIS erv ices .g et(lab e lN am e);
//S te p -2 : g e t status of th e  serv ice  ac tive /d o rm an t 
if ( (n L e tln fo O b je c t.g e tS ta tu s ())!= -1 ){
/ /  th e  status is active
P ack e tB u ffe r p a cke tB u ffe r =  in fo O b jec t.g e tP acke tB u ffe r();  
p a cke tB u ffe r.w riteT  o (p a c k e t);
if( ( in fo O b je c t.g e tS ta tu s ())= = -1 ){
/ /  the status is inactive  
p a cke tB u ffe r =  n e w  P acketB u fferQ ; 
p a cke tB u ffe r.w riteT  o (p a c k e t);
S tring re s u m e C la s s N a m e  = (lis tA IIS e rv ic e s .g e t(in d e x )).g e tM a ln C la s s N a m e ();  
String re s u m e M e th o d  = (lis tA IIS e rv ic e s .g e t(in d e x )).g e tR e s u m e N a m e ();  
a c tiv a te (la b e lN a m e , re s u m e C la s s N a m e , re s u m e M e th o d );
//  ch an g e  th e  s ta te  of th e  ob ject as active  
n L etln fo O b je c t=  (H s tA IIS erv ices .g e t(in d ex )).se tA c tive () 
lis tA IIS erv ice s .ad d (in d e x , nLet);
}
}
e ls e {
//S te p -3 : d iscard th e  packet 
d iscard (p ac ket);
}
Figure 3.15: Pseudo-code for Proactive Packet Processing
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R e a c t iv e  P a ck e t P ro c e ss in g
W h e n  in  the case o f an  in c o m in g  p a ck e t has a reference to a N e tle t service, the  
p ro c e d u re  fo llo w e d  b y  the P C E  is as p resen ted  in  F ig . 3.16.
3.3 N e t le t  D e p lo y m e n t
3.3.1 P roactive Service D ep lo y m en t
In  the p ro a ctive  serv ice  d e p lo y m e n t m o d e l, N e tle t serv ices are re q u ire d  to m i­
grate u n d e r  th e ir o w n  co n tro l a n d  d e p lo y  n e w  serv ices at v a r io u s  p o in ts  in  the 
n e tw o rk  in  o rd e r to p ro v id e  p ack e t p ro ce ss in g  su p p o rt  o n  b e h a lf o f the  e n d  users  
w h o  d e p lo y e d  them . F o r  th is p u rp o se , N e t le t  serv ices m u s t  d isc o v e r N e t le t  n o d es  
a va ila b le  at su itab le  lo ca tio n s  (e.g. in  v a r io u s  d o m a in s)  to h o st the service. A  ty p i­
ca l e x a m p le  o f su ch  a serv ice  is  the d ata  ca ch in g  serv ice  in  IP m u ltica s t [47]. These  
serv ices m u st b e  p resen t at ju d ic io u s  p o in ts  w ith in  th e  n e tw o rk  so as to integrate  
re lia b le  c o m m u n ic a t io n  s u p p o rt  fo r  ex istin g  IP m u lt ica s t p rotoco ls .
F o r  exam p le , in  F ig . 3.17, the server n o d e  m u st in sta ll d ata  ca ch in g  service  
lo g ic  in  three d iffe re n t d o m a in s , A , B a n d  G. To  d e p lo y  serv ice  in  those d o m a in s , 
the se rve r n o d e  m u st be  aw are  o f the  lo ca tio n  o f the active  n o d e s  w ith in  each  
d o m a in . H o w e v e r, d u e  to the heterog en eou s n ature  o f  the Internet (see F ig . 3.17- 
a), n o t a ll n o d e s  in  the Internet w il l  be  active. T h u s  b o th  active  a n d  n on -active  
n o d e s  are expected  to coex ist in  the fu tu re .
A  p o ss ib le  so lu tio n  is to use ex istin g  serv ice  d is c o v e ry  p ro to co ls  su ch  as Jin i 
[122] o r S L P  [123]. In th is a p p ro a ch , active  n o d e s  p resen t in  each d o m a in  can  reg­
ister th e ir  d eta ils  (e.g. d o m a in  n a m e , ip  address, execu tio n  e n v iro n m e n t su p p o rt  
a va ilab le) w ith  a cen tra l lo o k u p  server. T h o se  n o d e s  re q u ir in g  to d e p lo y  services  
w il l  be  ab le  to q u e ry  a n d  extract the list o f active  n o d e s  that are p resen t at v a r io u s  
d o m a in s  in  the n e tw o rk .
H o w e v e r , the m ajor p ro b le m  w ith  th is  a p p ro a ch  is its la ck  o f sca la b ility  w h e n
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/ /  contains the list of Netlet services at a node,
//corresponding state and reference to packet buffer object 
Vector listAIIServices;
/ /  the packet contains a netlet nam e  
if(labelN am e.toString() !=null){
if (listAIIServices.contains(labelNam e.toString())) {
/ /  S tep -1 : check w hether the service is available  
Object nLetlnfoObject = listA IIServices.get(labelNam e);
//S tep-2: get status of the service active/dorm ant 
if((nLetln foO bject.getS tatus())!=-1){
// the status is active
PacketBuffer packetBuffer = infoO bject.getPacketBuffer(); 
packetBuffer.writeTo(packet);
}
if((in foO bject.getS tatus())==-1){
// the status is inactive 
packetBuffer = new PacketBuffer(); 
packetBuffer.writeT o(packet) ;
String resum eC lassN am e = (listA IIServices.get(index)).getM ainC lassNam e(); 
String resum eM ethod = (listA IIServices.get(index)).getResum eNam e(); 
activate(labelN am e, resum eC lassN am e, resum eM ethod);
// change the state of the object as active 




/ /  simply forward the service perform service discovery 
else{
/ /  forward the packet 
socketO ut.send(packet);
//  perform service discovery
Object nLetlnfoObject =  new infoO bject(labelNam e,packetBuffer)
listAIIServices.add(nLetlnfoObject);
netletDiscovery (labelN am e);
}
Figure 3.16: Pseudo-code for Reactive Packet Processing
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Server
^  Active Node @  Legacy Node
Heterogenous Network Environement
F ig u re  3.17: P ro a ctiv e  Serv ice  D e p lo y m e n t
w o rk in g  w ith  w id e  area n e tw o rk s  s u c h  as the Internet. A ls o ,  th is  system  is n o t 
fa u lt  to lerant. T h u s , a sca lab le  d is c o v e ry  sch em e is re q u ire d . B e lo w  I p ro p o se  a 
D N S  b a se d  sch em e to locate  active  n o d e s  in  the Internet.
D N S -b ased  D iscovery  Schem e
D o m a in  N a m e  S ystem  (D N S )  servers can  be  u s e d  to  o b ta in  a lis t o f ex isting  
h osts lo cated  in  a d o m a in . T h is  feature can  b e  e x p lo ite d  to  d isc o v e r active  n o d es  
presen t in  a n e tw o rk  d o m a in . T h e  set o f  active  n e tw o rk  n o d e s  that are p resen t 
u n d e r  a c o m m o n  a d m in is tra t iv e  co n tro l can  be lis te d  in  th e  n o d e  re a ch a b ility  in ­
fo rm a tio n  lis t  o f th e ir  c o rre s p o n d in g  d o m a in  servers.
B y  u s in g  ex istin g  D N S  q u e ry  to o ls5 su c h  as n s lo o k u p  o r d ig , the h ost lis t  o f a 
d o m a in  can  be  re trieved . T h e  in fo rm a t io n  re trie ve d  in c lu d e s  b o th  the h o st nam es  
a n d  the c o rre s p o n d in g  addresses o f the n o d es. B y  m a k in g  the h ost n am es self- 
d e scr ip tiv e  w ith  s ta n d a rd  p re fix  fo rm ats, the lis t  o f active  n o d e s  p resen t in  a net­
5http: / / www.dns.net/dnsrd / tools.html
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w o rk  d o m a in  can  be  extracted. F o r  ex am p le , a n a m e  su ch  as active.netlet-node- 
32.dcu.ie ca n  b e  u sed  to represent an  active  n o d e  o f ty p e  N e tle t  present in  the 
dcu.ie d o m a in .
If, b y  co -in c id e n ce , a p ass iv e  n o d e  m atch es the p re fix  fo rm at, th is schem e w ill 
in c lu d e  it in  the lis t o f active  n odes. V a lid  active  n o d e s  can  be id e n tifie d  b y  ex­
ch a n g in g  hello m essages b etw een  the server a n d  the n o d e s  o n  the list.
A lg o r it h m  fo r  D is c o v e r y  o f  A c t iv e  N o d e s  o n  a n  E n d -to -e n d  P a th
In a d d it io n  to lo ca tin g  active  n o d e s  o n  a p e r-d o m a in  basis, it  m a y  a lso  be  neces­
sary  to locate active  n o d e s  o n  an  e n d -to-en d  p a th  b asis  fo r  serv ice  d e p lo y m e n t  
p u rp o se s . F ig . 3.18 sh o w s the a lg o rith m  to s u p p o rt  d is c o v e ry  o f active  n o d es o n  
a n  e n d -to-en d  path . T h e  k e y  id ea  here  is to f in d  the en d -to -en d  p a th  b etw een  the 
se rve r a n d  the c lie n t (say u s in g  a to o l su c h  as traceroute) a n d  th en  to re c u rs iv e ly  
q u e ry  each  d o m a in  o n  the en d -to-en d  p a th  to id e n t ify  active  n o d e s  w ith in  them .
traceroute to destination (obtain the domain names of nodes on the end-to-end path) 
for all (domains on Ihe path [ ])  {
active_node__address [ ] [ ] = dns_tool ( domain_name [ ])
}
F ig u re  3.18: A lg o r ith m  for A c t iv e  N o d e  D is c o v e ry  a n d  Serv ice  D e p lo y m e n t
N o te , p e rfo rm in g  d is c o v e ry  o f  active  n o d e s  o n  a p er-u ser basis  w i l l  n o t scale 
to  a la rge  tiser p o p u la tio n . H o w e v e r, the a b o ve  a lg o rith m  is o n ly  in te n d e d  to 
w o rk  w ith  a p p lica tio n s  w h ic h  d e p lo y  services that m an a g e  g ro u p s  o f users rather 
th a n  in d iv id u a l  e n d  clients. In C h a p te r  5 , 1 d e scrib e  a p p lica tio n s  in  the areas of 
m u ltica s t a n d  server se lectio n  that re q u ire  su ch  s u p p o rt  in  the Internet.
B enefits o f th e  D N S  b a se d  A pproach
-  th is a p p ro a ch  leverag es an  ex istin g  Internet p ro to co l;
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-  th is a p p ro a ch  is co m p le te ly  d is tr ib u te d  a n d  does n o t su ffer sca la b ility  co n ­
cerns; a n d
-  it is  re liab le  a n d  fa u lt  tolerant;
O v e ra ll, the D N S -b a s e d  a p p ro a ch  p ro v id e s  a sca lab le  m ean s to d isc o v e r active  
n o d e  s u p p o rt  in  the Internet.
3.3.2 R eactive Service D e p lo y m en t
In the reactive  m o d e l, data  packets id e n t ify  the N e tle t service , w h ic h  s h o u ld  p ro ­
cess th e m  at in te rm e d ia te  n e tw o rk  n o d e s  b y  n am e. W h e n  a N e t le t  n o d e  is p re ­
sen ted  w ith  a requ est fo r a serv ice , the n o d e  w il l  be  ab le  to e ither p ro v id e  the 
service: (i) im m e d ia te ly  -  if  the req u ested  serv ice  is a va ilab le  lo ca lly ; o r (ii) after 
a n  in it ia l d e la y  -  ca u se d  d u e  to d iscove ry , d e p lo y m e n t a n d  in stan tia tio n  o f the 
serv ice  loca lly . Setting  u p  services o n -th e-fly  in v o lv e s  the fo llo w in g  costs:
(a) in crea sed  m e m o ry  req u irem en ts  -  the packets that a rr ive  d u r in g  serv ice  d is ­
c o v e ry  p h ase  w i l l  h a v e  to be  b u ffe re d  u n t il the serv ice  is  in stan tiated  loca lly ; 
a n d
(b) in crea sed  in it ia l d e la y  ex p e rie n ce d  b y  those packets that a rr iv e  w h e n  the 
serv ice  is  n o t a va ila b le  lo ca lly ;
A n  a n a ly t ic a l m o d e l is p resen ted  in  A p p e n d ix  A . l  to s tu d y  the d y n a m ic s  o f 
the reactive  serv ice  d e p lo y m e n t schem e as o b se rve d  b y  e n d  u ser a p p lica tion s. In 
F ig .3.19, the p ro ce d u re  fo llo w e d  to setup  a serv ice  at a N e tle t n o d e  is p resented. 
O n  a rr iv a l o f p ackets that re q u ire  active  p ro ce ss in g  (s te p l in  Fig.3.19), the n o d e  
ch ecks to see w h e th e r the re q u ire d  serv ice  is a va ilab le  loca lly . If the requ ested  ser­
v ice  is p re se n t (i.e. a h it), packets are q u e u e d  fo r p ro cessin g . If a m iss  is  recorded , 
a d is c o v e ry  sch em e to locate the serv ice  is  in v o k e d  (step 2). Packets that a rrive  
d u r in g  th e  p ro cess o f  serv ice  d is c o v e ry  are q u e u e d  in  the dormant packet buffers
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(step 3) fo r la ter p ro cessin g . N o te  a t im e o u t fu n c t io n  is associated  w ith  the d o r­
m a n t p ack e t b u ffers . If the re q u ire d  serv ice  is  n o t d isc o v e re d  w ith in  the sp ecified  
t im e o u t v a lu e , p ackets in  the b u ffe r are d ro p p e d .
Discover and Download Service
Input Packet 
Queue
F ig u re  3.19: Packet P ro ce ss in g  at a N e tle t N o d e
T h u s , the d e la y  to d y n a m ic a lly  d is c o v e r  a n d  d e p lo y  N e tle ts  ca n  affect the 
o v e ra ll q u a lity  o f  se rv ice  p e rce iv e d  b y  e n d  a p p lica tio n s . A n  efficien t p ro to co l for 
serv ice  d is c o v e ry  is  th u s re q u ire d . B e lo w  a n e w  p ro to co l is p ro p o s e d  w h ic h  p e r­
fo rm s better th a n  the " lo a d  fro m  so u rce "  a n d  co d e-server ap p roa ch es (d iscu ssed  
in  se ctio n  3.1.2).
Stigm ergy: A  S calab le  Protocol fo r W ide A rea Service D iscovery
T h e  k e y  featu re  o f  the S tig m e rg y  p ro to co l is  that each  A u to n o m o u s  S ystem  in  the  
n e tw o rk  is treated  as a n  in d e p e n d e n t tw o  le v e l ca ch in g  stru ctu re  in  w h ic h  the  
u p p e r  le ve l, L I ,  co n ta in s  p o in te rs  to N e t le t  serv ices that are p resen t in  the lo w e r  
leve l, LO. F o r  e x a m p le  in  F ig . 3.20, in fo rm a t io n  a b o u t the N e tle t services that are 
presen t at n o d e s  1 to 5, are stored  at le v e l L I ,  w h ic h  can  su b se q u e n tly  be  u se d  b y  
other n o d e s  in  the n e tw o rk  fo r serv ice  d iscovery .
H o w e v e r , m a n y  issues h a v e  to be a d d re sse d  to realise  su ch  a system . T h e y  
are:
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F ig u re  3.20: D o m a in  L e v e l L I  C a ch e
(a) W h ic h  node(s) in  a n  A u to n o m o u s  S yste m  s h o u ld  be  elected  to fu n ct io n  as 
LI po int(s) ?
(b) H o w  to co n stru ct the  LI le v e l rep resen tatio n  fo r a n  A u to n o m o u s  System ?
(c) W h a t w o u ld  be  the criteria  u s e d  to d e c id e  w h e th e r the n o d e  w h ic h  requ ires  
a serv ice  s h o u ld  in itia te  a d is c o v e ry  p rocess, (i.e. contact d is tr ib u te d  L I  
le ve ls  in  the n e tw o rk ) o r contact the h o m e  n o d e  o f the N e t le t  d irectly?
(d) W h a t search  stra teg y  s h o u ld  b e  a d o p te d  to rou te  serv ice  requests th ro u g h  
v a r io u s  L I  le v e ls  w ith in  the n e tw o rk ?
(a) B o rd e r  R o u t in g  N o d e s  as A g g re g a t io n  P o in ts : T h e  b o rd e r  ro u te r n o d e s  of 
a n  A u to n o m o u s  S y ste m  are the m ost su itab le  p o in ts  to act as L I  lo ca tio n s  fo r the 
fo llo w in g  reasons. A  ro u tin g  p a th  fo r p a ck e t in  the Internet co m p rise s  segm ents 
that sp a n  d iffe re n t A u to n o m o u s  System s. I n d iv id u a l A u to n o m o u s  System s co n ­
ta in  b o th  in te r io r  a n d  exterio r ro u tin g  n o d e s  (border nodes). T h e  fo rm e r route  
packets w ith in  the d o m a in , w h ile  the latter p e rfo rm  in te r-d o m a in  ro u tin g , i.e. b e ­
tw een  n e ig h b o u r in g  A u to n o m o u s  S ystem  (Fig. 3.20). T h u s , w h e n  a p a ck e t n eeds  
to traverse  an  A u to n o m o u s  System , it m u s t be  ro u te d  th ro u g h  one o f its b o rd e r  
n o d es. T h u s , b y  s to rin g  p o in te rs  at b o rd e r  ro u tin g  n o d e s  o f an  A u to n o m o u s  S ys­
tem , w e  can  create an  exact m a p  o f the serv ices a va ila b le  w ith in  it.
(b) S e lf-o rg a n is in g  N e t w o r k  C a ch e s: T h e  lis t o f N e t le t  serv ices p resen t at caches 
o f each  in d iv id u a l  N e t le t  n o d e  can  be a n n o u n c e d  to the b o rd e r  ro u ter n o d es of
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the d o m a in 6. T h e  b o rd e r  ro u tin g  n o d e s  can  re co rd  these an n o u n ce m e n ts  in to  the 
"LI Tab le". T h e  in fo rm a t io n  re co rd e d  in to  the LI Tab le  s h o u ld  co n ta in  the nam e  
o f the N e tle t serv ice  a n d  the ad d re ss  o f  the n o d e  o n  w h ic h  it  cu rre n tly  resides. 
T h u s , the m o d e l fo llo w s  a se lf-o rg an is in g  te ch n iq u e  to b u ild  the in fo rm a tio n  for  
the LI level.
(c &  d) T h e  C o m b in e d  M o d e l:  T h e  d e c is io n  as to w h e th e r a n o d e  re q u ir in g  a 
serv ice  m u st search  the n e tw o rk  caches or con tact the h o m e  n o d e  d ire c tly  is  n o t  
clear cut. O n e  a p p ro a c h  is d e scrib e d  below .
T h e  n o d e  w h ic h  req u ires  the serv ice  sen ds a requ est to the h o m e  n o d e . S h o u ld  
the  requ est pass th ro u g h  a b o rd e r n o d e  w h ic h  con ta in s a reference to the service, 
the b o rd e r  n o d e  su pp resses the requ est a n d  deals  w ith  it  itself. O th e rw ise  the 
requ est w i l l  reach  the h o m e  n o d e  fo r p rocessin g .
S e rv ic e  D is c o v e r y  s u p p o rt  u s in g  N e t w o r k  R o u t in g
T h e  S tig m e rg y  p ro to co l fo r p e rfo rm in g  serv ice  d is c o v e ry  is  p resen ted  be low . A  
N e tle t  n o d e  (node S in  F ig . 3.21) o n  fa c in g  a m iss  fo r a N e tle t generates a request 
to the h o m e  n o d e  (node H) o f the re q u ire d  N e tle t  serv ice  (say X). R e ca ll that the  
a d d re ss  o f  the h o m e  n o d e  fo r a N e tle t ca n  be  extracted  fro m  its n a m e (section  
3.1.2). T h e  fo rm a t o f the request p ack e t is  s h o w n  in  F ig . 3.22.
T h e  requ est p a ck e t is  ro u te d  a lo n g  the shortest p a th  rou te  to the h o m e  n ode. In 
F ig . 3.21, the shortest p a th  rou te  fro m  S to H is, S-a-B1 -B2-b-c-d-B3-H. W h e n  the 
p a ck e t reaches an  b o rd e r  ro u te r7 (e.g. e ith er B1 or B2), it  p e rfo rm s the fo llo w in g  
operation s.
F irst, it  extracts the n a m e  o f re q u ire d  N e t le t  serv ice  fro m  the packet. N e x t, it 
ch ecks w h e th e r there is  a c o rre sp o n d in g  e n try  fo r the serv ice  in  its L I  Table. If 
the re su lt is  tru e  (i.e. a h it), the b o rd e r  ro u ter s ign a ls  the n o d e  h o ld in g  the service
6It is assumed that each node in a domain is aware of the address list of its border routers
7Its assumed that Stigmergy packets are recognised by border routing nodes based on a unique 
protocol number, while intermediate network nodes route them as regular data packets.
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Home Server
(H)
F ig u re  3.21: A n  E x a m p le  o f S e rv ice  D is c o v e ry  in  A B C  F ra m e w o rk
Protocol Number Source Address Destination Address
Netlet Name
(Service Request) (Requesting Node) (Home Server for the Netlet)
F ig u re  3.22: F o rm a t o f  a R eq u est P acket in  S tig m e rg y
to sen d  a c o p y  o f the serv ice  to the n o d e  re q u ir in g  the serv ice  co d e  (i.e. to the 
sou rce  a d d re ss o f the packet). H o w e v e r, w h e n  there is n o  en try  in  the LI Table  
(i.e. a m iss), the b o rd e r  n o d e  s im p ly  fo rw a rd s  the p ack e t o n  the shortest ro u tin g  
p a th  to w a rd s  the p acket's  d e stin a tio n  add re ss , i.e. the h o m e  n o d e  o f the N etlet.
In  the case o f B1 as in  F ig . 3.21, it  d o e s  n o t co n ta in  a n  e n try  fo r the service. 
H e n c e , it s im p ly  fo rw a rd s  the p ack e t to  H. H o w e v e r, w h e n  the p ack e t reaches  
B 2, it id e n tifie s  that the re q u ire d  serv ice  is p resen t at n o d e  N. H e n ce , B 2  sign a ls  
N to d e liv e r  the req u ested  serv ice  to n o d e  S . T h u s , the b o rd e r n o d e  fu n ctio n s  as 
a p ack e t de flecto r se rv ice  w ith in  the n e tw o rk  fo r serv ice  d is c o v e ry  packets.
D is c u s s io n
M in im is in g  State at B o rd e r  R o u te rs : In the above  a p p ro a ch , each b o rd e r  router 
o f a n  A u to n o m o u s  S yste m  stores p o in te rs  fo r  a ll the serv ices p resen t w ith in  it. 
T h is  state in fo rm a t io n  at b o rd e r rou ters can  be re d u ce d  b y  e x p lo it in g  the p h e ­
n o m e n o n  o f rou te  a gg regatio n  p resen t in  the Internet [124]. F o r  ex a m p le  c o n s id ­
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e rin g  the A u to n o m o u s  S ystem  B  in  F ig . 3.21, the shortest rou te  p ath s fro m  N  to 
H a n d  K  are th ro u g h  B 3 a n d  BA respective ly . In th is  case, ro u tin g  requests for
H, w o u ld  a lw a y s  traverse  B3. B ased  o n  th is  fact, B 3 can  restrict itse lf to  cach in g  
o n ly  those entries o f services w h ic h  b e lo n g  to H, w h ile  BA can  restrict itse lf to 
entries o f K. R e ca ll that n am es o f N e t le t  serv ices in c lu d e  the add ress  o f the h o m e  
n od e. T h is  featu re  can  be  e x p lo ite d  to ach ieve  an  o p t im a l storage m o d e l fo r the 
S tig m e rg y  p ro to co l.
S ig n a ll in g  S e rv ice  A n n o u n c e m e n ts :  W h e n  m u lt ip le  b o rd e r  rou ters exists in  an  
A u to n o m o u s  System , N e tle t n o d e s  are re q u ire d  to sen d  serv ice  an n ou n cem en ts  
(i.e. a b o u t n e w  serv ices a n d  e v ic t in g  o ld  services) to a ll o f  them . S o m e o f the  
p o ss ib le  m e ch a n ism s that can  be e m p lo y e d  are: (i) s im p lify  to in itia te  un icast 
co n n ectio n s b e tw e e n  the N e tle t n o d e  a n d  each  b o rd e r  router; o r (ii) the b o rd e r  
rou ters can  be  g ro u p e d  u n d e r  a lo c a l m u lt ica s t g ro u p , to w h ic h  N e tle t n o d e s  can  
an n ou n ce; o r (iii) a serv ice  a n n o u n c in g  N e t le t  ca n  b e  la u n ch e d  to v is it  the b o rd e r  
rou ters se q u e n tia lly  a n d  in fo rm  th e m  o f the n e w  service.
S tatu s o f  R o u t in g  N o d e s : R o u ters  m a y  go o u t o f serv ice  a b ru p t ly  w ith o u t p r io r  
a n n o u n ce m e n ts  d u e  to n o d e  o r l in k  fa ilu res. H e n ce , b o rd e r  rou ters s h o u ld  a v o id  
a ss ig n in g  d is c o v e ry  requests to those n o d e s  that h a v e  a n n o u n ce d  p a rtic ip a tio n  
in  the LI cache, b u t  are later u n a v a ila b le  fo r  service. F o r  th is p u rp o se , the LI 
Tab le  m u s t  a lso  re co rd  the status o f the N e t le t  n o d e s  that are p artic ip a tin g . T h e  
p e rio d ic  ro u tin g  u p d a te s  sent b y  In terior G a te w a y  P roto co ls  (e.g. RIP, O S P F )  can  
be u se d  fo r th is  p u rp o se .
M u l t ip le  In stan ce s o f  a s in g le  N e tle t: W h e n  b o rd e r  rou ters co n ta in  m u lt ip le  
entries th at co rre sp o n d s  to the sam e serv ice  in  its L I  Table , th ey  can  assign  the 
in c o m in g  serv ice  d is c o v e ry  requests in  a ro u n d  ro b in  o r a ra n d o m  m anner. T h is  
w o u ld  a llo w  lo a d  b a la n c in g  to b e  p e rfo rm e d  a m o n g  the n o d e s  in  the n etw ork .
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B e n e fits  o f  the  S t ig m e rg y  P ro to co l
L a rg e  V ir t u a l  C a ch e s : T h is  p ro to co l, b y  se lf-o rg an is in g  n e tw o rk  n o d e s  that are 
u n d e r a c o m m o n  a d m in is tra tiv e  co n tro l in to  v ir tu a l cache clusters , m ax im ise s  the 
chances o f d is c o v e r in g  the re q u ire d  se rv ice  loca lly .
Z e ro  C a c h e  C o o p e ra t io n : T h e  S tig m e rg y  p ro to co l is  c o m p le te ly  d is tr ib u te d  and  
fo llo w s  a best-effort cache co -o p e ra tio n  m o d e l. B y  th is w e  m e a n  that N e tle t n odes  
can  jo in / le a v e  a v ir tu a l cache g ro u p  d e p e n d in g  o n  a best-effort basis. F u rth e r­
m ore , th is  arch itectu re  a v o id s  the n e e d  to co n fig u re  a n d  m a in ta in  in d e p e n d e n t  
ca ch in g  fra m e w o rk  fo r  serv ice  d is c o v e ry  p u rp o se s .
3.4  S u m m a r y
N e tle ts  are a u to n o m o u s , n o m a d ic  m o b ile  co m p o n e n ts  w h ic h  p e rs ist a n d  ro a m  in  
the n e tw o rk  in d e p e n d e n tly , p ro v id in g  p re d e fin e d  n e tw o rk  services. N e tle t n odes  
offer ru n t im e  e n v iro n m e n ts  fo r the o p e ra tio n  o f N e t le t  services. I first p resen ted  
in  th is  ch a p te r a f la v o u r  o f  the N e tle ts  arch itectu re  a n d  its w o rk in g . N e x t, I p re ­
sented  the set o f m e th o d s  that I d e v e lo p e d  to su p p o rt  the e x ecu tio n  o f N e tle t  
serv ices at n e tw o rk  n o d es. I th en  d e scr ib e d  the serv ice  d e p lo y m e n t m ech a n ism s  
s u p p o rte d  b y  the p ro to typ e . M e a su re m e n ts  o f  the p ro to ty p e  p e rfo rm a n ce  w il l  be  
p resen ted  in  C h a p te r  5.
I a lso  p ro p o s e d  a D N S -b a s e d  d is c o v e ry  sch em e to locate active  n o d e s  in  the 
Internet. T h is  a p p ro a ch  le v e ra g e d  a n  e x istin g  p ro to co l, n a m e ly  D N S  . T h e  schem e  
features a d is tr ib u te d  arch itecture a n d  does n o t su ffer sc a la b ility  concerns. F i­
n a lly , I p ro p o s e d  a serv ice  d is c o v e ry  p ro to co l, re ferred  to as Stigm ergy , w h ic h  
su p p o rts  the  d is c o v e ry  o f N e t le t  serv ices in  the n e tw o rk . T h e  S tig m e rg y  p ro to ­
co l is  c o m p le te ly  d is tr ib u te d  a n d  fo llo w s  a best-effort cache co -o p era tio n  m od e l. 
F u rth e rm o re , th is p ro to c o l a v o id s  the n eed  to co n fig u re  a n d  m a in ta in  in d e p e n ­
d e n t ca c h in g  fra m e w o rk s  fo r serv ice  d is c o v e ry  p u rp o se s . E x p e rim e n ts  to assess
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the p e rfo rm a n c e  o f these serv ice  d e p lo y m e n t schem es w i l l  b e  p re se n te d  in  C h a p ­
ter 5.
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Chapter
N e t l e t s  f o r  M u l t i m e d i a  A p p l i c a t i o n s
H ig h -e n d  m u lt im e d ia  a p p lica tio n s  su ch  as d ig ita l te le v is io n , sc ientific  v isu a lisa ­
tion , m e d ic a l im a g in g  a n d  a d v a n c e d  co lla b o ra tiv e  e n v iro n m e n ts  im p o s e  m ore  
strin g en t re q u ire m e n ts  o n  the s u p p o rt  m e ch a n ism s p ro v id e d  b y  the u n d e r ly in g  
n e tw o rk s  th an  still m e d ia  su ch  as text, im a g e s  a n d  g rap h ics . In  these a p p lica tion s  
the  q u a lity  a n d  the tim e lin e ss  o f the con ten t b e in g  d e liv e re d  is cru c ia l. F u rth e r­
m ore , su ch  a p p lica tio n s  re q u ire  g lo b a lly  d is tr ib u te d  u ser g ro u p s  to b e  in te rco n ­
n ected  in  a sca lab le  m anner.
T h e  u n icast-b ased  best effort se rv ice  m o d e l o f the cu rren t Internet is n o t a d ­
equate  fo r  s u p p o rt in g  d is tr ib u te d  m u lt im e d ia  a p p lica tio n s  that in v o lv e s  m u lt i­
p a rty  c o m m u n ic a tio n . In th is ch apter I p resen t so lu tio n s  to a v a r ie ty  o f p ro b ­
lem s that o cc u r w h e n  s u p p o rt in g  m u lt im e d ia  a p p lica tio n s  in  the Internet. T h e  
areas co n s id e re d  are: (i) Q u a lity  o f S erv ice  (QoS); (ii) M u ltic a st; a n d  (iii) Server  
Selection . T h e se  so lu tio n s  are in te n d e d  to assist a g ra ce fu l m ig ra tio n  fro m  the  
best-effort m o d e l to  a n  Internet te c h n o lo g y  w ith  m u lt im e d ia  su p p o rt.
80
C H A P T E R  4. N E T L E T S  F O R M U L T IM E D IA  A P P L IC A T IO N S
4.1 R S V P  R e se r v a tio n  G a p s
4.1.1 T he  P rob lem
H ig h -e n d  n e tw o rk in g  a p p lica tio n s  su ch  as e-com m erce, m u lt im e d ia , d istrib u te d  
data  a n a lys is  a n d  a d v a n c e d  co llab o rativ e  e n v iro n m e n ts  feature d e m a n d in g  end- 
to -en d  q u a lity  o f serv ice  (QoS) req u irem en ts. Q o S  refers to the c a p a b ility  o f  a net­
w o rk  to p ro v id e  p r io r ity  p ro ce ss in g  in c lu d in g  d e d ica te d  b a n d w id th , co n tro lled  
jitter a n d  latency, a n d  im p ro v e d  loss ch aracteristics to se lected  traffic classes (au­
d io , v id e o , etc.). S o m e o f the m ajo r a p p ro a ch e s  p ro p o s e d  to retrofit the Inter­
net w ith  Q o S  ca p a b ilitie s  in c lu d e  Integrated  s e rv ic e s / R S V P  (In S e rv /R S V P ) [2, 
125,126], D iffe re n tia te d  serv ices (D iffS erv) [127], M u lt ip ro to c o l L a b e l S w itc h in g  
(M P L S )  [128], T ra ffic  E n g in e e r in g  (TE) [129], a n d  C o n stra in t-b a se d  ro u tin g  [130]. 
Th ese  en h an cem en ts to the Internet are in te n d e d  to p ro v id e  en d -to-e n d  Q o S  s u p ­
port.
T h e  Internet is  a h eterog en eou s n e tw o rk  e n v iro n m e n t in te rco n n e ctin g  d if­
ferent a u to n o m o u s  n e tw o rk  system s o n  a g lo b a l scale. D u e  to th is , the fu tu re  
a v a ila b ility  o f Q o S  s u p p o rt  features at a ll n o d e s  in  the Internet is  h ig h ly  u n lik e ly . 
H e n ce , n o n -Q o S  n o d e s  w i l l  coex ist w ith  Q o S -s u p p o rtin g  n o d e s  in  th e  netw ork . 
T h ro u g h o u t  the d is c u s s io n  I w i l l  re fer to the latter as "Q -n o d e s "  a n d  the p ath  seg­
m en ts w h ic h  in te rco n n e ct th em  as Q -segm en ts. T h e  flo w s  re q u ir in g  Q o S  g u a ra n ­
tees are re ferred  to as "Q -f lo w s " . If a m ix tu re  o f b o th  Q  a n d  n o n -Q  segm ents is 
presen t a lo n g  a Q -f lo w 's  p ath , n o  g lo b a l e n d -to-en d  serv ice  leve ls  ca n  be  g u a ra n ­
teed. I refer to the n o n -Q  segm ents p resen t a lo n g  a Q -flo w 's  p a th  as Reservation 
Gaps. M e c h a n is m s  to com pen sate  fo r  the p o ss ib le  im p a c t o n  Q o S  o f these reser­
v a t io n  g ap s w il l  be re q u ire d  i f  Q o S -se n s itiv e  a p p lica tio n s  are to be  d e p lo y e d  as 
w id e ly  as p o s s ib le  in  the Internet.
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F ig u re  4.1: In tS erv  O v e r  D iffS e rv  Q o S  M o d e l W ith  N o n -Q o S  Islands  
4.1.2 R SV P R eserva tion  G aps
F o r  the p u rp o s e  o f illu s tra tio n , I d escrib e  re se rv atio n  gaps in  the context o f the 
R S V P  p ro to co l [2]. T h e  IntServ o v e r D iffS e rv  fra m e w o rk  [131] p ro v id e s  a scalable  
en d -to-en d  Q o S  m o d e l fo r the Internet. In th is arch itecture , the stub  n e tw o rk  
d o m a in s  are b a se d  o n  a n  IntServ n e tw o rk  m o d e l w h ile  the core n e tw o rk  fo llo w s  
a D iffS e rv  [127] b ased  architecture. T h is  a p p ro a ch  is c u rre n tly  one o f the m ost 
v a lu a b le  so lu tio n s  fo r  en d-to-en d  Q o S  p ro v is io n in g , since  it co m b in e s  th e  benefits  
o f b o th  the IntServ  [2] a n d  the D iffS e rv  [127] architectures. T h is  m o d e l p ro v id e s  
Q o S  s ig n a llin g  ca p a b ilit ie s  fo r resou rce  re se rv a tio n  b y  en d -u se r a p p lica tio n s  a n d  
also  p ro v id e s  g o o d  sca la b ility  p ro p e rtie s  w h e n  w o rk in g  in  th e  core n e tw o rk . T h e  
reference a rch itectu re  (see F ig . 4.1) w h ic h  I h a v e  u s e d  to d escrib e  the a p p ro a ch  
fo r e n a b lin g  ro b u st Q o S  s u p p o rt  in  the Internet is b a se d  o n  th is  en d-to-en d  Q o S  
m od e l.
D u e  to the h ete ro g e n e ity  e x h ib ite d  b y  th e  Internet, a rou te  fro m  source  to 
d e stin a tio n  fo r  a Q - f lo w  m a y  n o t be  a va ila b le  w h ic h  is c o m p ris e d  e x c lu s iv e ly  
o f Q o S  s u p p o rt in g  p a th  segm ents. H e n c e  the f lo w  m u st traverse  one o r m ore  
re se rv atio n  gaps. Q o S  s ig n a llin g  p ro to co ls  lik e  R S V P  [2] fo r IntServ  n etw o rk s  
p ro v id e  s u p p o rt  fo r o p e ra tio n  in  hetero g en o u s n etw o rk s. W h e n  n o n  Q -n o d e s  
(i.e. n o n -R S V P  n od es) are p resen t a lo n g  a Q - f lo w 's  p ath , the R S V P  s ig n a llin g
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m essages reserve  re q u ire d  resou rces at the R S V P  n o d e s  (Q -nodes) a n d  re ly  on  
the a va ila b le  best-effort serv ice  o ffered  across the n o n  Q -n o d e s. H e re  the focu s  
is o n  the re se rv atio n  g ap s cau sed  b y  the n o n -Q o S  is la n d s  in  the stub n e tw o rk  
d o m a in s  (see F ig . 4.1).
In an  e n v iro n m e n t w ith  reservatio n  gaps, it  w o u ld  be p ossib le  to p ro v id e  end-  
to -en d  Q o S  s u p p o rt  e ither by:
• re strictin g  Q -flo w s  to paths c o m p ris in g  e x c lu s iv e ly  Q -n o d e s  -  w ith  a lo w  
p o p u la t io n  o f  Q -n o d e s , th is a p p ro a ch  w i l l  fail; or
• p e rm itt in g  Q -flo w s  to traverse  reservatio n  gaps w h ile  a ssu m in g  that best- 
effort serv ice  p ro v id e s  adeq u ate  Q o S  across n o n -Q  segm ents -  th is a p p ro a ch  
w ill  fa il d u r in g  co n g e stio n  p e rio d s .
A  m o re  rea listic  so lu tio n  w o u ld  be  to m in im is e  the n u m b e r o f reservatio n  
gaps p resen t a lo n g  a Q -flo w s  p a th  w h ils t  m o n ito r in g  the u n a v o id a b le  gaps so as 
to p ro v id e  in fo rm a t io n  a b o u t the a v a ila b ility  o f  resources across the gaps.
A  so lu tio n  to o ve rco m e  d efic ien t reservatio n s w as p resen ted  in  [132] u s in g  
a rece iver-in itia ted  agent-based  a pp roach . In that a p p ro a ch , in d iv id u a l rece iver  
e n d  a p p lica tio n s  in it ia te d  m o b ile  agents fo r s o lv in g  the p ro b le m  o f d e fic ien t reser­
vatio n s , w h e n  re se rv a tio n  gaps (referred to as re se rv atio n  tu n n e ls  in  [132]) w ere  
detected  a lo n g  the en d -to -en d  p a th  o f a Q -flow . T h e  tu n n e l d etection  m e ch a n ism  
u sed  w as to back-trace  a n d  p ro b e  e v e ry  n o d e  o n  the session 's en d-to-en d  p ath  
to id e n t ify  the ex istence o f tu n n e l segm ents. O n  id e n t ify in g  the exact lo ca tio n  o f  
the tunnel(s), agents w e re  d e p lo y e d  b y  the e n d  a p p lic a tio n  to m o n ito r the tu n n e l 
ch aracteristics a n d  to re p o rt the m easu rem en ts  to the a p p lica tio n . In co m p a riso n , 
the a p p ro a c h  p resen ted  here is sca lab le  a n d  is d is t in g u ish e d  b y  its ca p a c ity  to 
c o n t in u o u s ly  m o n ito r  a n d  a d a p t to n e tw o rk  co n d itio n s .
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4.1.3 T he R ole o f N e tle t N odes
T h e  s o lu tio n  p resen ted  here  req u ires  a d d it io n a l features (to s u p p o rt  m an agem en t  
a n d  m o n ito r in g  o f gaps) to be p resen t at the Q -n o d e s  in  the n e tw o rk , sp e c ifica lly  
at those Q -n o d e s  th at s a n d w ic h  gaps. I use  N e tle ts  fo r th is  p u rp o se . T h e  reasons  
fo r  u s in g  N e tle ts  are: (i) a Q -n o d e  w il l  n o t act as a n  e n try / e x it  n o d e  fo r a reser­
v a t io n  gap o n  a se m i-p e rm a n e n t b asis, b u t ra th er o n  a d y n a m ic  basis, as d ictated  
b y  the ch a n g in g  n e tw o rk  state a n d  the o p e ra tio n  o f  its ro u tin g  p ro toco ls . T h u s  
it  is  a d v a n ta g e o u s to im p le m e n t the n ecessary  fu n ctio n s  u s in g  d y n a m ic a lly  lo a d ­
ab le  m o d u le s; (ii) T h e  start a n d  te rm in a tio n  p o in t  o f rese rvatio n  gaps can  o n ly  
o cc u r at the b o u n d a r ie s  b e tw e e n  Q o S  a n d  best-effort reg io n s o f the n etw o rk ; as 
Q o S  su p p o rt  is  ro lle d  out, the lo cation s o f these b o u n d a r ie s  w i l l  ch an ge  as w ill  
the Q -n o d e s  w h ic h  m u s t su p p o rt  re se rv atio n  gaps. M a n u a l d e p lo y m e n t o f the 
n ecessary  so ftw are  to h a n d le  the d y n a m ic a lly  fo rm e d  re se rvatio n  gaps creates a 
m a n a g e m e n t p ro b le m  w h ic h  is a v o id e d  in  the N e tle ts  architecture.
In the d isc u ss io n s  be low , I a ssu m e that Q -n o d e s  (su p p o rtin g  R S V P )  in  the 
Internet are a lso  able to s u p p o rt  N e t le t  services. T h is  is a reason ab le  assu m p tio n , 
since  the te c h n o lo g y  to s u p p o rt  Q o S  in  n e tw o rk s  is  e v o lv in g  a n d  the softw are  
(e.g. Q o S  s ig n a llin g )  o n  su ch  n o d es is l ik e ly  to be  subject to re g u la r u p g ra d e s, 
as p a rt o f w h ic h  N e t le t  s u p p o rt  m a y  be a d d e d . To  s u p p o rt  m o n ito r in g  o f n o n  
Q -segm en ts, I assu m e a ll n o d e s  in  the n e tw o rk  s u p p o rt  S N M P  [79].
4.1.4 A p p lica tio n  Level S u p p o rt
F o r  the sake o f generality , I m a k e  the a p p ro a ch  in d e p e n d e n t o f the e n d  a p p li­
ca tio n 's  in -b u ilt  Q o S  features. T h u s  a genera l a ssu m p tio n  I m ak e  is th at ingress  
n o d e s  co n n e ctin g  the u sers to the stub  n e tw o rk  are Q o S  p ro v is io n e d . N o te  an  
a p p ro a ch  to p ro v id e  Q o S  s u p p o rt  to n o n -Q o S  aw are  a p p lica tio n s  u s in g  N e tle ts  is 
p resen ted  later in  th is  thesis.
84
C H A P T E R  4. N E T L E T S  FO R M U L T IM E D IA  A P P L IC A T IO N S
4.1.5 R o b u st R eserv a tio n  S u p p o rt
T h is  a p p ro a ch  to p ro v id in g  ro b u st s u p p o rt  fo r reservatio n s in  the presen ce  o f 
rese rvatio n  gaps is  b ased  o n  the fo llo w in g  three m ech an ism s: (a) d isc o v e rin g  the  
rese rvatio n  gaps; (b) m o n ito r in g  each  gap; (c) m a n a g in g  the Q -flo w s  travers in g  
the gap.
F ig . 4.2 d ep icts  re se rv atio n  gaps cau sed  b y  a n o n -Q o S  is la n d , G , in  an  IntServ  
n e tw o rk . F o r  the e x a m p le , let's  c o n s id e r a sen der n o d e  (S1) g en eratin g  R S V P  
PATH m essages d e stin e d  to a rece iver n od e . In th is  case, n o d e s  Q1 and Q3 that 
s a n d w ic h  the re se rv a tio n  gap  G ap1  (caused b y  n o n -Q o S  is la n d  G ) are referred  
to as the e n try  a n d  ex it n o d e s  o f the  gap. In the case o f  a co m p le te ly  n o n -Q o S  
p ro v is io n e d  stub n e tw o rk , the m a x im u m  p a th  le n g th  o f a reservatio n -g ap  w ill  
sp a n  fro m  the In g re ss / G a te w a y  Q o S  N o d e  (e.g. n o d e  Q) to a n  E d g e  N o d e  (e.g. 
ER) o f the D iffS e rv  d o m a in , w h ic h  is  a lw a y s  b o th  R S V P  a n d  D iffS e rv  enabled.
1. Path Message (PM) Gap 1 (Being Monitored) 2-PM updated On Behalf ot Gap1 by 03
Gap 2 (Being Monitored)
Active Service (Netlet) ER Edqe Router (DiffServ)
F ig u re  4.2: T h e  R ese rva tio n  G a p  in  a n  In tS erv  N e tw o rk
4.1.5.1 D y n a m ic a lly  D is c o v e r in g  R e s e rv a t io n -G a p s
T h e  PATH m essages o f  th e  R S V P  p ro to co l are u se d  to d isc o v e r the reservatio n  
g ap s p resen t a lo n g  a Q - f lo w 's  path . E a c h  PATH m essage in  the R S V P  p ro to co l
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in c lu d e s  the add ress  o f  the last k n o w n  R S V P -ca p a b le  n o d e  in  the Phop (previou s  
h o p ) fie ld . If the n o d e  re c e iv in g  the PATH m essage d o e s  n o t h a v e  d irect con n ec­
t iv ity  to the Phop n o d e  (based o n  the in fo rm a tio n  a va ila b le  in  the n e ig h b o u rh o o d  
tab le1), it  recogn ises the existence o f  a re se rv atio n  g ap  b e tw e e n  itse lf a n d  the n o d e  
id e n t if ie d  as the Phop n o d e . F o r  e x a m p le  in  F ig  4.2, w h e n  a d o w n stre a m  n o d e  
su ch  as Q3 rece ives a PATH m essage fro m  a n  u p stre a m  se n d e r n o d e , S1 , n o d e  Q1 
is  id e n t if ie d  as the Phop n o d e , th u s  id e n t ify in g  the p resen ce  o f a gap.
4.1.5.2 M o n it o r in g  th e  R e s e rv a t io n -G a p
O n  d is c o v e r in g  the existence o f a re se rv a tio n  gap , the re le va n t exit n o d e  (e.g. 
Q3 fo r  Gap1 in  F ig . 4.2), takes o n  the ro le  o f m a n a g in g  the gap . F irst, it fetches 
the re q u ire d  N e tle t  co d e  u s in g  the serv ice  d is c o v e ry  p ro to c o l (section 3.3.2) a n d  
in sta lls  the service. F o llo w in g  th is, th is N e tle t se rv ice  d isc o v e rs  the e n try  Q -n o d e  
o f the g ap  a n d  clon es a n d  a u to n o m o u s ly  in sta lls  itse lf at the e n try  n o d e . T h o se  
N e t le t  services p re se n t at the e n try  a n d  exit Q -n o d e s  o f the g ap  are re ferred  to as 
Entry-active-service a n d  Exit-active-service respective ly . T h e se  services co-operate  
to p e r fo rm  m o n ito r in g  o f  the re se rv atio n  gap  (for e x a m p le , the services in sta lled  
at Q1 &  Q3 co-operate  to  m o n ito r  Gap1 , in  F ig . 4.2).
S N M P  [79] is  u s e d  to m e asu re  the p a th  ch aracteristics o f the gap. T h e  Entry- 
active-service, generates S N M P  m essages w ith  d e stin a tio n  Exit-active-service. T h e  
S N M P  m essages traverse  the re se rv atio n  gap  co lle ct in g  re le va n t m etrics (for ex­
a m p le , the a va ila b le  b a n d w id th , q u e u e  len gth , d isc a rd  rates, in terface u tilisa tio n  
etc.) b y  p ro b in g  the re le va n t M I B  entries o f the n o n  Q -n o d e s . T h e  d e la y  in  travers­
in g  th e  g ap  is m e a su re d  b y  se n d in g  tim e  sta m p e d  p ackets fro m  the Entry-active- 
service to the Exit-active-service. T h e  d ire c tio n  o f tra ve l o f  the S N M P  m essages a n d  
d e la y  m easu re m e n t p ackets co n fo rm s w ith  the tra ve l d ire c tio n  o f the PATH m es­
sage a lo n g  the re se rvatio n -g a p  (for e x a m p le  fro m  Q1 to Q3 fo r a PATH m essage
1A  table listing the nodes to which a host node is directly connected.
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fro m  S1 in  Fig.4.2). C o n t in u o u s  p ack e t p ro ce ss in g  w il l  be  necessary, fo r as lo n g  
as there are n o n -Q -flo w s  p resen t in  the reservation -gap .
4.1.5.3 M a n a g in g  th e  Q - F lo w s  T ra v e rs in g  th e  G a p
M a n a g in g  the Q -flo w s  in v o lv e s  in te rce p tin g  a n d  u p d a t in g  the R S V P  s ig n a llin g  
m essages (PATH a n d  RESV) tra ve rs in g  the rese rvatio n  g ap s to reflect the a v a il­
ab le  resou rces in  the gap . T h e  PATH m essage  p r im a r ily  fu n ctio n s  to in sta ll reverse  
ro u tin g  state in  each  ro u ter a lo n g  the p ath , a n d  s e c o n d ly  to p ro v id e  rece ivers w ith  
in fo rm a t io n  ab o u t the characteristics o f the sen der traffic  a n d  e n d -to-en d  p a th  so 
as that th e y  ca n  m ak e  a p p ro p ria te  reservations. T h e  RESV m essages in  tu rn  ca rry  
re se rv atio n  requ ests to  reserve  resou rces b ased  o n  the PATH m essage content. In  
the co n v e n tio n a l re se rv a tio n  schem e, the PATH a n d  RESV m essage are ig n o re d  
a lo n g  the u n c o n tro lle d  reservation -g ap s. In contrast, b y  m o n ito r in g  the gap  w e  
can  p ro v id e  the re ce iv e r a n d  sen der n o d e s  w ith  accurate  in fo rm a tio n  ab o u t the 
p a th  ch aracteristics a n d  re se rv atio n  ava ilab ility .
Q -f lo w  m a n a g e m e n t across the re se rv atio n  g ap  is a cc o m p lish e d  as fo llo w s. 
T h e  en d  h o st o p e ra tin g  o ve r the e n d -to-en d  Q o S  m o d e l (e.g. n o d e  S1 o r Q in  
F ig . 4.2) sen ds PATH m essages d e stin e d  to the re ce ive r n o d e  w ith  a requ est fo r a 
re se rv atio n  (Step 1 in  F ig . 4.2). T h e  Q -n o d e s  (R S V P ) a lo n g  the p a th  create path-  
state in fo rm a tio n  at the lo ca l n o d e  fo r each  PATH m essage a n d  u p d a te  the AD- 
Spec object (this a d ve rtise s  the p a th  ch aracteristics to the receiver). W h e n  a PATH 
m essage is re ce iv e d  at an  exit n o d e  (Q3) o f a re servatio n -g a p , th is n o d e  u p d a tes  
the PATH m essage w ith  in fo rm a tio n  gathered  u s in g  the m o n ito r in g  schem e (Step
2 in  F ig . 4.2). H e n c e , th e  rece iver n o d e  rece ives accurate  state in fo rm a tio n  re g a rd ­
in g  the en d -to-e n d  p ath . W h e n  the exit n o d e  rece ives the request fo r  resource  
re se rv atio n  (the RESV m essage) it checks fo r  the a v a ila b ility  o f resou rces (e.g. 
b a n d w id th )  a n d  co n fo rm a n ce  to the d e la y  con stra in ts  specified . O n  acceptance  
o f the re se rv atio n  b y  the exit n od e , th is n o d e  in fo rm s  the e n try  Q -n o d e  to sen d  a ll
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d ata-flo w s b e lo n g in g  to the request across the exit n o d e  u n t il the PA TH  state in ­
fo rm a tio n  o f the f lo w  p resen t at the e n try  Q -n o d e  tim es o u t (Step 4). T h is  is d on e  
to m im ic  the R S V P  b e h a v io u r  fo llo w e d  in  m a in ta in in g  soft-state routes a lo n g  the  
e n d -to-en d  path . T h is  w i l l  a llo w  the data  p ackets o f a f lo w  to fo llo w  the sam e  
p a th  across the g ap  as that o f the d e la y  m e asu re m e n t packets a n d  the R S V P  s ig ­
n a ll in g  m essages. T h e  e n try  n o d e  sen ds data  flo w s  to the p re scrib e d  exit n o d e  
b y  setting  the Source Route O ption  p resen t in  the IP h e a d e r o f packets b e lo n g ­
in g  to the flow . F o r  e x a m p le , Q -f lo w s  o r ig in a tin g  fro m  S1 a n d  w h o se  s ig n a llin g  
m essages traverse  Gap1 h a v e  the Source Route Option set to Q3. W h e n  the data  
packets reach  the exit n o d e , the Source Route Option is  c leared  a n d  the packets  
are fo rw a rd e d . T h is  a llo w s  m u lt ip le  g ap s p resen t a lo n g  the p a th  o f  a Q - f lo w  to  
u se  the sam e Source Route Option fie ld .
4.1.6 R o u tin g  A lg o rith m s To M in im ise  T he N u m b e r of G aps A long  
A  Q -F low 's P a th
T h e  N e t le t  b ased  a p p ro a c h  as d e scrib e d  a b o ve  ca n  p ro v id e  en d-to-en d  Q o S  s u p ­
p o rt  m o d e l in  a h etero g en eo u s n e tw o rk  e n v iro n m e n t w ith  re se rvatio n  gaps. In  
to d a y 's  Internet R IP  [133] a n d  O S P F  [134] are the tw o  m o st w id e ly  u se d  Interior 
G a te w a y  P roto co ls  (IGP). B o th  co m p u te  the shortest p a th  (SP) b etw een  source  
a n d  d estin atio n . W h e n  w o rk in g  in  a hetero g en o u s e n v iro n m e n t, su ch  as the In­
ternet, the shortest p a th  m a y  con sist o f an  a rb itra ry  n u m b e r  o f b o th  " Q "  an d  
n o n -Q  n o d es. H o w e v e r, it  w i l l  b e  m ore  e ffic ien t i f  the ro u tin g  m e ch a n ism  select 
p ath s  fo r Q -f lo w s  w ith  the m in im a l n u m b e r o f re se rv a tio n  gaps. I2 p ro p o se  tw o  
ro u te  se lection  a lg o rith m s  that a im  to select p ath s  w ith  the m a x im u m  n u m b e r o f 
Q -n od es:
m o s t re lia b le  -  sh o rte s t p a th  a lg o r ith m  (M R -S )  -  th is  selects a set o f  m in i­
m u m  h o p  co u n t p a th s  a n d , w h ere  there is  m o re  th an  on e  su ch  path , selects the
2jointly with my colleague Karol Kowalik
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o n e  w ith  the m a x im u m  n u m b e r o f Q -n o d e s . If there are severa l su ch  most reliable
-  shortest paths, ra n d o m  se lection  is used .
sh o rtest -  m o s t re lia b le  p a th  a lg o r ith m  (S -M R )  -  th is  selects a set o f p ath s  
w ith  the m a x im u m  n u m b e r  o f Q -n o d e s  a n d , w h e re  there is  m o re  th an  one su ch  
p ath , selects the one w ith  the m in im u m  h o p  cou nt. If there are severa l su ch  short­
est -  most reliable path s , ra n d o m  se lectio n  is used.
I assu m e here that n o n -Q  n o d e s  fo rw a rd  packets a cc o rd in g  to the d ecis io n s o f 
ex istin g  ro u tin g  p ro to co ls  (such as R IP  or O S P F )  w h ile  the Q -n o d e s  u se  the M R -S  
o r S -M R  ro u tin g  a lg o rith m s.
4.1.7 R em arks
T h e  u n p re d ic ta b le  b e h a v io u r  o f traffic w ith in  the n o n -Q o S  p a th  segm ents p resen t 
a lo n g  a Q -flo w 's  p a th  a n d  the in a b ility  to s u p p o rt  reservatio n s across th e m  can  
cau se  p ro b le m s in  p ro v id in g  e n d -to -e n d  serv ice  g uarantees in  the Internet. I h ave  
d e scrib e d  a N etle ts  b a se d  a p p ro a ch  to b u ild  a ro b u st en d-to-en d  Q o S  su p p o rt  
m o d e l. I a lso  p ro p o s e d  ro u tin g  enh an cem en ts (MR-S a n d  S-MR) that w h e n  em ­
p lo y e d  at Q -n o d e s  select a p a th  fo r  the Q - f lo w  w ith  the m in im u m  n u m b e r o f 
re se rv atio n  gaps. T h is  te ch n iq u e  features excellent d y n a m ic s  a n d  scales fo r  large  
n e tw o rk s  a n d  u ser p o p u la tio n s . T h e  g o o d  d y n a m ic s  m ak e  su p p o rt  o f sh o rt l iv e d  
Q -flo w s  feasib le . T h e  co n tro l traffic  generated  (to m o n ito r  a n d  m an age  the n on -  
Q o S  p a th  segm ents) is  co n fin e d  to the c o rre sp o n d in g  re se rv atio n  g ap , th u s re d u c ­
in g  co n gestio n  a n d  p a c k e t loss. O v e ra ll, th is s o lu tio n  p ro v id e s  a m e ch a n ism  to 
s u p p o rt  ro b u st e n d -to -e n d  Q o S  s u p p o rt  in  h eterog en eou s n e tw o rk  en v iro n m e n ts  
su c h  as the Internet.
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4.2 Transparent and Scalable Client-side Server Se­
lection using Netlets
4.2.1 T he P ro b lem
W ith  the u ser p o p u la t io n  o f the Internet c o n t in u o u s ly  o n  the rise, the d e m a n d  
fo r w e b  b ased  serv ices is a lso  w itn e ss in g  a c o rre sp o n d in g  ex po n en tia l rise in  d e ­
m a n d . C o n te n t re p lic a tio n  at m u lt ip le  lo ca tio n s  in  the n e tw o rk  has b e e n  id e n ti­
fied  as a sca lab le  m ean s to p ro v id e  c lients w ith  im p ro v e d  serv ice  respon se  tim e, 
re lia b ility  a n d  p e rfo rm a n c e  levels. W h e n  re p lica te d  servers are a va ila b le  at m u l­
tip le  lo ca tio n s  in  the n e tw o rk , c lients are p resen ted  w ith  the p ro b le m  o f d y n a m ­
ic a lly  ch o o s in g  the  best o r the o p t im u m  p e rfo rm in g  server fo r  serv ice  p ro v is io n ­
ing. M o s t  server se lectio n  m e th o d s  [9-14] p ro p o s e d  to date w o rk  to d istrib u te  
lo a d  across servers.
T e ch n iq u e s  that p e rfo rm  lo a d  d is tr ib u t io n  across servers w ere  tra d it io n a lly  
d e s ig n e d  fo r  lo a d  b a la n c in g  across server clusters. In  su ch  app roach es, the se­
le c tio n  d e c is io n  is p u r e ly  b ased  o n  the se rve r lo a d . H o w e v e r, w h e n  w o rk in g  to 
a ss ig n  c lien t requests to d is tr ib u te d  se rve r system s, the lo ca tio n  o f se rvers w ith  
respect to c lien t n o d e s  h as been  fo u n d  to affect the serv ice  respon se  tim e  p e r­
c e iv e d  b y  clients [135,136]. T h is  is  d u e  to the ch aracteristics o f the n e tw o rk  p ath  
segm ents th ro u g h  w h ic h  requests get ro u ted . H e n c e , m a k in g  se rve r se lection  
d e cis io n s  b ased  o n  the c lien t's  v ie w  o f th e  n e tw o rk  a n d  server co n d itio n s  is  ap ­
p ro p ria te .
T o  facilitate  th is, w e b  servers h o stin g  re p lica s  at m u lt ip le  lo catio n s in  the In­
ternet p ro v id e  users w ith  the add ress lis t o f  servers a va ilab le  fo r serv ice  p ro ­
v is io n in g . C u rre n t  ap p ro a ch e s  fo llo w e d  b y  c lients fo r  se lecting  servers fro m  a 
re p lica te d  set in c lu d e : (a) ra n d o m  selection; (b) d ire c tin g  requests a lw a y s  to a 
fix e d  server; o r (c) to ch oose  the closest server a cc o rd in g  to g e o g ra p h ica l p ro x im ­
it y  H o w e v e r , the a b o ve  m e n tio n e d  a p p roa ch e s h a v e  p ro v e d  to o ffer p o o r  server
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se lection  so lu tio n s  [135-137]. In so m e cases, c lients a lso  try  p a ra lle l d o w n lo a d s  
o f the sam e d o c u m e n t fro m  m u lt ip le  servers. In th is  a p p ro a ch , once a server ac­
co m p lish e s  the requ ested  task, the oth er requests are te rm in ated . T h is  a p p ro a ch  
generates re d u n d a n t n e tw o rk  traffic th u s c o n s u m in g  excess b a n d w id th .
R esearch  efforts h a v e  b een  m a d e  to id e n t ify  c lien t-s id e  server se lection  m et­
rics that s u p p o rt  e ffic ien t server se lection  in  the Internet [135-137]. It is  p ro p o se d  
that the clients th em se lves w o u ld  p e rfo rm  the req u isite  m easu rem en ts a n d  m ake  
the se lection  decis io n s . Th ere  are tw o  m ajor sh o rtc o m in g  o f su ch  techn iques: (i) 
su ch  so lu tio n s  are n o t sca lab le  becau se  e v e ry  c lie n t o n  n e tw o rk  w ill  use  m easu re­
m en t p ro b es th at w il l  co n su m e  n e tw o rk  resources; a n d  (ii) the servers are u n a b le  
to in flu e n ce  se lection  d ec is io n s , so that it  is n o t p o ss ib le  to su p p o rt  request d is tr i­
b u t io n  across the a va ila b le  servers.
In [138], a m o d if ie d  w eb b ro w se r re fe rred  to as the sm art client, w as u sed  
to p e rfo rm  server selection. T h is  c lien t so ftw are  d o w n lo a d s  an a p p le t s u p p lie d  
b y  the  serv ice  p ro v id e r  to realise  serv ice-sp ecific  ro u tin g . T h is  a p p ro a ch  creates 
in creased  n e tw o rk  traffic  d u e  to a p p le t d o w n lo a d s  a n d  the c o rre sp o n d in g  co m ­
m u n ica tio n s  w h ic h  ensue  b etw een  the a p p le t a n d  the servers.
4.2.2 G oals
A  s o lu tio n  b ased  o n  N e tle ts  w il l  n o w  be presen ted . T h is  s o lu tio n  is in te n d e d  to 
m eet the fo llo w in g  goals:
- L o a d  D is t r ib u t io n :  it p ro v id e s  a m e c h a n is m  to d istrib u te  c lien t requests fo r  
con tent a m o n g  m u lt ip le , p o s s ib ly  g e o g ra p h ic a lly  d isp e rse d , servers;
- C lie n t - s id e  b a s e d  S e rv ice  D e c is io n :  a ss ig n in g  requests to a sp ecific  server  
o ccu rs  close to a client, to m a x im ise  serv ice  respon siveness;
- S e rv e r  C u s to m is e d  S e le c tio n  T e c h n iq u e s : the se lection  o f a server is  based  
o n  m etrics  s u p p lie d  b y  the servers, a llo w in g  eg., lo a d  b a la n c in g  o r lin k
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b a n d w id th  p ro b in g  to be p e rfo rm e d ;
- S c a la b ility :  a v o id in g  the use  o f m e asu re m e n t p ro b es generated  b y  in d iv id ­
u a l c lients, a n d  e m p lo y in g  aggregated  set o f m easu rem en ts  that can be  u sed  
fo r c lien t co m m u n itie s ;
- D e m a n d -b a s e d  S e rv ice  S u p p o rt: p ro v id in g  se lection  services at those lo ­
cations w h e re  p o te n tia l c lien t co m m u n it ie s  fo r the serv ice  exist;
- S e rv ice  L o c a t io n  T ra n sp a re n cy : clients requ est con tent fro m  a s in g le  a d ­
dress, so that the o p e ra tio n  o f schem e is co m p le te ly  tran sp aren t to the client; 
an d
- F a u lt  T ra n sp a re n c y : the s o lu tio n  is rob u st, w ith  n o  s in g le  p o in t  o f fa ilu re .
4.2.3 S o lu tio n  O verv iew
T h e  reference a rch itectu re  that is  e m p lo y e d  to d e m o n strate  the so lu tio n  is sh o w n  
in  F ig . 4.3. H e re , a h eterog en eou s n e tw o rk  e n v iro n m e n t in  w h ic h  b o th  active  
a n d  le g a cy  ro u tin g  n o d e s  exist is a ssu m ed . N e t le t  b ased  serv ices e m b e d d e d  w ith  
in te llig e n ce  to s u p p o rt  se rver se lection  are d e p lo y e d  b y  servers close to p ote n tia l 
c lie n t co m m u n it ie s  to  setup  d y n a m ic  serv ice  d e c is io n  p o in ts  w ith in  the netw ork . 
I refer to those n e tw o rk  serv ices that su p p o rt  se rver se lection  as the director ser­
vices. E a c h  serv ice  d e c is io n  p o in t  tra n sp a re n tly  d irects  c lie n t requests to the best 
p e rfo rm in g  server b a se d  o n  its in -b u ilt  in te llig e n ce  s u p p o rte d  b y  rea l-tim e  m ea­
su rem en ts that are p e rfo rm e d  betw een  itse lf a n d  se rve r rep licas. I p ro p o se  to d e ­
p lo y  d ire c to r serv ices  b a se d  o n  user d e m a n d . T h e  exact lo ca tio n  a n d  the n u m b e r  
o f d ire c to r serv ices p re se n t in  a n e tw o rk  is d icta ted  b y  the lo ca tio n  o f the re levan t 
co m m u n it ie s  o f  in terest in  the n e tw o rk  (see section  4.2.6).
4.2.4 D y n am ic  S e tu p  O f V irtua l P rim ary  Server
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Col-1 S erv er 1 (Primary )
S e r v e r  4 S e r v e r  2
Communities of Interest (Col) J jjL . Director S erv ices  BR  = Border Router
T
F ig u re  4.3: R e p lic a te d  Servers an d  C o m m u n it ie s  o f Interest
A n y c a s t  b a se d  D ir e c t o r  S e rv ice s  A n y c a s t in g  is d e fin e d  in  [11] as: "a  service  
w h ic h  p ro v id e s  a stateless best e ffort d e liv e ry  o f a n  an ycast d a ta g ra m  to at least 
on e  host, a n d  p re fe ra b ly  o n ly  one host, w h ic h  serves the an ycast add ress" . IP 
an ycast [11] is  a n e tw o rk  serv ice  th at a llo w s a c lien t to co n n ect to the nearest o f 
the rece ivers that share the sam e an ycast address. "N e a re st"  is  d e fin e d  in  term s  
o f n e tw o rk  d istan ce  m etrics.
In the N e tle ts  b ased  a p p ro a c h  to server se lection , an  an ycast a dd ress is shared  
a m o n g  the N e tle t  b a se d  d ire c to r services (i.e. in h e re n tly  the N e t le t  n o d e  at w h ic h  
the serv ice  operates) that act as serv ice  d e c is io n  p o in ts  a n d  w ith  the p r im a ry  co n ­
tent server. C lie n ts  are o n ly  aw are  o f the d ire c to r serv ice  lo ca tio n  rather th an  
the in d iv id u a l se rver rep licas. C o n se q u e n tly , c lien t requ ests that co rre sp o n d  to 
an ycast addresses are a u to m a tic a lly  ro u te d  to the closest serv ice  d e c is io n  p o in t  
rather th an  d ire c tly  to a server.
T h e  rep resen tation  o f add ress sh a rin g  in  the N e t le t  b a se d  schem e is sh o w n  
in  F ig . 4.4. T h e  d ire c to r serv ices share an  an ycast add ress, w h ile  the rep licated  
servers h a v e  d is t in ct IP addresses. T h e  p r im a ry  server shares the anycast address  
w ith  d ire c to r serv ices a n d  a lso  has a d istin ct IP add ress. T h is  feature o f b in d in g
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F ig u re  4.4: A d d re s s  S h a rin g  in  the N e t le t  Schem e
tw o  addresses to the p r im a ry  server, a llo w s a c lien t req u est to get a u to m a tica lly  
ro u te d  to a server if  n o  serv ice  d e c is io n  p o in ts  ex ist close  to its location .
S e rv ice  D e p lo y m e n t  o f  D ir e c to r  S e rv ice s  T h e  m o b ile  a n d  a u to n o m o u s  p ro p ­
erty  o f serv ice  co d e  in  the N e tle ts  arch itecture  a v o id s  m a n u a l in te rv e n tio n  fo r ser­
v ic e  d e p lo y m e n t. To  in tro d u c e  serv ice  se lection  s u p p o rt  at m u lt ip le  p o in ts  in  the  
n e tw o rk , the d ire c to r serv ice  is in fo rm e d  w ith  the add ress  lis t o f n o d e s  re q u ir in g  
service. T h is  N e t le t  th en  a u to n o m o u s ly  m ig ra tes to each  n o d e  a n d  in sta lls  service  
th u s a v o id in g  ce n tra lise d  d e p lo y m e n t schem es a n d  g e n e ratin g  less n e tw o rk  traf­
fic. M e th o d s  to f in d  exact lo cation s to p ro v id in g  d ire c to r serv ice  su p p o rt  a n d  the 
schem e to d is c o v e r  active  n o d e s  at those lo catio n s are p resen ted  in  section.4.2.6.
R e g is tra t io n  o f  D ir e c to r  S e rv ice s  at N e t le t  N o d e s : W h e n  a d ire c to r serv ice  is 
d e p lo y e d  at a N e t le t  n o d e , th is  serv ice  requests the lo ca l node: (i) to  reg ister fo r  
re c e iv in g  c lie n t requ ests that co rre sp o n d  to the an ycast add ress fo r w h ic h  the 
N e tle t  h o ld s  the p e rm iss io n ; a n d  (ii) to advertise  rou tes fo r the anycast address.
T h e  co n cep t o f  v ir tu a l h ost a n d  in terfaces u sed  b y  IP a lia s in g  can  be u se d  to 
reg ister d ire c to r serv ices at a N e tle t n od e . IP A lia s in g  is s im p ly  a m e ch a n ism  
that enables a s in g le  p h y s ic a l o r v ir tu a l n e tw o rk  p o rt  to  assu m e re s p o n s ib ility  for 
m ore  th a n  one IP add ress. F o r  exam p le , in  a lin u x  b ased  router, a s im p le  com -
94
C H A P T E R  4. N E T L E T S  FO R M U L T IM E D IA  A P P L IC A T IO N S
m a n d  su ch  as, ifconfig ethO:<virtual interface number > <anycast ip> <netmask> can  
b e  u s e d  fo r  th is p u rp o se . B y  u s in g  th is  feature a N e t le t  n o d e  w ill  be able to  s u p ­
p o rt  m u lt ip le  d ire c to r serv ices s im u lta n e ou sly . N e w  rou tes to anycast addresses  
can  be a d v e rtise d  as p a rt o f n o rm a l ro u tin g  tab le  u pdates.






F ig u re  4.5: T ra n sp are n t S erver S e lection  u s in g  D ire c to r Services
H e re , I d escrib e  the m e ch a n ism  u s e d  to tra n sp a re n tly  d ire ct c lien t requests to 
the o p t im a l server. F o r  the ex am p le  be lo w , it 's  a ssu m e d  that T C P  is u se d  as the  
tra n sp o rt p ro to co l.
W h e n  a c lien t w a n ts  to con n ect to a server, the c lie n t p e rfo rm s a n a m e  reso­
lu t io n  q u e ry  to the D N S  server (step 1). T h e  re p ly  fro m  the D N S  n o d e  consists  
o f an  an ycast ad d re ss  (step 2) w h ic h  refers to the d is tr ib u te d  server g ro u p . T h e  
c lie n t sen ds a T C P  S Y N  p ack e t to th is add ress to in itia te  a con nection . T h is  p ack e t  
is  a u to m a tica lly  ro u te d  to the closest serv ice  d e c is io n  p o in t  (i.e. d irecto r service) 
that co rre sp o n d s  to the se rve r g ro u p  (step3 in  F ig . 4.5). O n  re ce iv in g  the request, 
the d ire c to r serv ice  selects the o p t im u m  se rve r (step 4) b a se d  o n  se lection  m etrics  
(step a). T h e  se lection  m etrics  are d e scrib e d  in  section.5.2. H e n ce , the requ est is 
d ire c te d  to the ch o sen  se rve r (for e x a m p le  server 3 as in  F ig . 4.5).
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N o te  that the S Y N  p acket fro m  the  c lien t has the an ycast a dd ress as its d esti­
n a tio n  address. H e n ce , a m e ch a n ism  is re q u ire d  to d ire ct the S Y N  packet trans­
p a re n tly  to the ch o se n  server. O n e  so lu tio n  to th is  p ro b le m  is to encapsu late  
the S Y N  p acket w ith in  a u n icast p ack e t d e stin e d  to the u n icast add ress  o f the 
selected  server. U n iq u e  p ro to co l id e n tifie rs  can  be  u se d  to id e n t ify  su ch  e n ca p ­
su la te d  packets at the se rve r end. T h e  server o n  re c e iv in g  the S Y N  packet rep lies  
w ith  the S Y N - A C K  p a ck e t d ire c tly  to the c lien t b a se d  o n  the a va ila b le  d estin atio n  
address.
Statefu l co n n e ctio n s (step 5) can  th en  be m a in ta in e d  w ith  the selected server 
u s in g  rou te  p in n in g . In th is a p p ro a ch , the se rve r re c e iv in g  the an ycast packet 
p in s  the rou te  (u sin g  IP Sou rce  R o u te  O p t io n  fie ld) fo r fu tu re  packets o rig in a tin g  
fro m  the c lien t d u r in g  that session  to pass th ro u g h  the u n icast add ress  o f the 
selected  server. W ith  m o d ifica tio n s  p e rfo rm e d  at the T C P / I P  co n tro l b lo ck s  at the 
server s ide , w h e n  su ch  packets are re ce ive d , the IP b lo c k  passes it to  the request 
p ro ce ss in g  d a e m o n . Statefu l co n n ectio n s m a y  b e  a lte rn a tive ly  m a in ta in e d  o ve r  
U D P .
4.2.6 S u p p o rtin g  A rch itec tu ra l F eatu res
In th is section  the a rch itectu ra l features re q u ire d  to s u p p o rt  the N e tle ts  b ased  
a p p ro a c h  to server se lectio n  are d iscu ssed . T h is  feature set in c lu d e s: (i) a m e th o d  
to s u p p o rt  d is c o v e ry  o f  lo catio n s re q u ir in g  d ire c to r serv ice  su pp o rt; (ii) d isc o v e ry  
o f active  n o d e s  at those locations; a n d  (iii) sca lab le  ro u tin g  fo r anycast addresses  
u s in g  u n icast ro u tin g  p ro to co ls .
C o m m u n it ie s  o f  Interest: A  d e p lo y m e n t sch em e is re q u ire d  fo r d is tr ib u tin g  d i­
rector serv ices w ith in  th e  n etw o rk . A n a ly s is  o f access log s o f v a r io u s  w eb servers  
h a v e  s h o w n  the existence o f communities of interest in  the Internet [139-142]. T h ese  
are g ro u p s  o f c lients w h ic h  are re sp o n sib le  fo r  g e n e ratin g  a h ig h  p ro p o rt io n  o f the
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w o rk lo a d  o n  servers a n d  w h ic h  are g e o g ra p h ic a lly  close  o r u n d e r  co m m o n  a d ­
m in is tra tiv e  con tro l. Servers s h o u ld  d e p lo y  d ire c to r serv ices close to su ch  c o m ­
m u n ities .
In [139], a n e tw o rk -a w a re  m e th o d  b ased  o n  p refixes a n d  n etm ask  in fo rm a tio n  
gathered  fro m  B o rd e r G a te w a y  P ro to co l (BG P) ro u tin g  tab le  sn apsh ots w as u se d  
to id e n t ify  c lien t clusters (referred as c o m m u n it ie s  o f in terest here) in  the Internet. 
T h e  a u th o rs  v a lid a te d  th e  B G P  b a se d  tech n iq u e  to locate  c o m m u n it ie s  o f interest 
b y  e m p lo y in g  tw o  ap p ro a ch e s  b ased  o n  " d o m a in  n a m e "  a n d  "tracerou te". T h is  
tech n iq u e  gave  g o o d  p e rfo rm a n c e  e v e n  w h e n  u s e d  w ith  h is to r ica l sn a p sh o t data.
T h e  resu lts fro m  [139] b ased  o n  g lo b a lly  co llected  w e b  server lo g s  sh o w  that 
90% o f c o m m u n it ie s  h a v e  100% o f th e ir clients to p o lo g ic a lly  close to each other. 
It w a s a lso  re p o rte d  that a ro u n d  5% o f co m m u n it ie s  accou n te d  fo r the m ajo rity  
o f the c lients a n d  fo r g en e ratin g  a h ig h  percen tage o f the w o rk lo a d  o n  the w eb  
server (see F ig . 4.6). T h is  co n firm s  earlie r stu d ies [141] th at c la im  the existence o f 
Z ip f- lik e  d is tr ib u tio n s  in  a v a r ie ty  o f w e b  m easu rem en ts.
B y  b e in g  ab le  to  locate  c o m m u n it ie s  o f interest, se rvers w i l l  b e  able to p ro v id e  
tra n sp a re n t se lection  s u p p o rt  to the m a jo rity  o f  the c lie n t p o p u la t io n  that use  
the services. R e m a in in g  clients are se rve d  d ire c tly  b y  the p r im a ry  server. S ince  
there are re la t iv e ly  fe w  c lients o u ts id e  the co m m u n it ie s  o f  interest, th is d oes n o t  
represent a m ajor b u rd e n  o n  the p r im a ry  server. W e a d a p t the a b o ve  d escrib ed  
B G P  b a se d  te ch n iq u e  to  locate  co m m u n it ie s  o f in terest p resen t in  the n e tw o rk  to 
s u p p o rt  d ire c to r serv ice  d e p lo y m e n t.
H o t  S p o t  N o d e s : T h e  D N S -b a s e d  schem e p ro p o s e d  in  sectio n  3.3.1 can  be  u sed  
to locate active  n e tw o rk  n o d e s  p resen t in  the Internet. A  su itab le  lo ca tio n  fo r  
d ire c to r serv ice  o p e ra tio n  is at th e  in g re ss/ in te rn a l ro u tin g  n o d es o f the stub  n et­
w o rk  (such  as N1 a n d  N 2  in  F ig . 4.3) th ro u g h  w h ic h  u sers con nect to the Internet. 
T h is  is  a co n seq u en ce  o f the feature o f rou te  a g g re g a tio n  p resen t in  the Inter­
net [124],
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Communities o f Interest
F ig u re  4.6: C u m u la t iv e  R equ est D is tr ib u t io n  A c ro s s  C o m m u n it ie s  o f Interest
F o r  ex a m p le  in  F ig . 4.3, let the d irecto r serv ice , N2 d ire ct requests to server 
S1 (IP addresses 192.15.36.12) a n d  S 3  (136.10.1.2) b a se d  o n  som e p re d e fin e d  se­
le c tio n  m etric . S u p p o se  th e  b o rd e r  ro u ter BR1 aggregate ro u tin g  entries fo r d es­
t in a tio n  IP addresses sta rtin g  w ith  192 w h ile  B R 2  serves fo r IP addresses w ith  
136 as the start. In th is  e x a m p le , the rou te  o ve r w h ic h  N 2  co m m u n ica te s  w ith  
the servers w il l  share m a n y  lin k s  w ith  the c o rre sp o n d in g  rou tes fo r c lients in  the 
c o m m u n ity  CoI\ w h ic h  accesses the Internet v ia  stubnetworkl. I refer to those  
N e t le t  n o d e s  that act as ju d ic io u s  p o in ts  fo r d e p lo y m e n t o f  d irecto r services as 
"h o t sp o t n o d e s"  a n d  th e ir  addresses as "h o t spot addresses"(e .g . N1 is the hot 
spot location for users from Coh while N2 is for clients present in communities 
CoI2 a n d  C0I3 in  F ig . 4.3).
T h e  a lg o rith m  fo r lo ca tin g  a n d  d e p lo y in g  d ire c to r serv ices in  the n e tw o rk  is 
p resen ted  in  F ig . 4.7. T h e  B G P  b ased  schem e [139] a u to m a tica lly  generates the 
lis t o f  h o t sp o t add resses in  the Internet. U s in g  the D N S -b a s e d  a p p ro a ch  3.3.1,
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hot_spot_domains = tind Communities of Interest using BGP Clustering Method 
for all (hot _spot_domains) {
active_node_address [ ] = dns_tool ( hot_spot_domain [ ] )  
if (no active node @ hot_spot_domain)
{
Find Next Hop Domain That Connects User to Internet (traceroute )
)
active_node_address [ ] = dns_tool ( hot_spot_domain [ ] )
)
server_select_netlet_servlce . moveTo(active_nodes_addresses [ ] )
F ig u re  4.7: A lg o r ith m  fo r A c t iv e  N o d e  D is c o v e ry  a n d  S erv ice  D e p lo y m e n t
w e w i l l  be able to d isc o v e r c o rre sp o n d in g  h o t sp o t n o d e s  a n d  th e ir addresses.
If the d o m a in  that h o ld s  the c lie n t g ro u p  fa ils  to  co n ta in  active n od es, the 
next h o p  d o m a in  w ith in  the stub  n e tw o rk  co n n e ctin g  the c lients to the Internet 
is q u e rie d . L o c a tin g  the n a m e  o f th e  secon d  d o m a in  ca n  be  p e rfo rm e d  u s in g  
tra d itio n a l n e tw o rk  too ls  su ch  as traceroute.
S c a la b ilit y  o f  U n ic a s t  R o u t in g  P ro to c o l fo r  A n y c a s t  A d d re s s e s :  N e tle t based  
d ire c to r services e m p lo y  g lo b a l an ycast addresses to se a m le ss ly  integrate  the d y ­
n a m ic a lly  co n stru cted  serv ice  d e c is io n  p o in ts  w ith  the c lien t-server based  w eb  
c o m m u n ic a tio n  m o d e l. W h e n  d ire c to r services are d e p lo y e d  w ith in  stub net­
w o rk s  th ey  beh ave  as lo c a l an ycast g ro u p s  to the c o rre s p o n d in g  stub  d o m a in . 
D u e  to th is specific  n a tu re  o f the N e tle ts  a p p ro a ch , c o n v e n tio n a l in tra -d o m a in  
ro u tin g  p ro to co ls  w i l l  b e  su ffic ien t to rou te  packets d e stin e d  to anycast receivers  
lo c a l to the d o m a in . F o r  ex a m p le , d istan ce-vector a lg o rith m s, su ch  as RIP in h e r­
e n tly  p ro v id e  su p p o rt  fo r  an ycast serv ice  [12].
E m p lo y in g  u n ica s t p ro to co ls  fo r anycast services causes each serv ice  d e c is io n  
p o in t  p resen t w ith in  a stub  n e tw o rk  to take u p  a n  e n try  in  the in tern a l ro u tin g  
table. H o w e v e r, th is a p p ro a c h  is sca lab le  because: (i) the n u m b e r o f serv ice  d e c i­
s io n  p o in ts  w ith in  a n e tw o rk  is d r iv e n  b y  u ser d e m a n d  lo ca l to that d o m a in ; a n d
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(ii) ro u tin g  n o d e s  p resen t in  stub n e tw o rk s  has m ore  free m e m o ry  resources and  
C P U  cyc les w h e n  c o m p a re d  to ro u tin g  n o d e s  p resen t in  core netw o rk s.
R e ca ll that w h e n  n o  serv ice  d e c is io n  p o in ts  exist w ith in  a d o m a in , the anycast 
p ackets are ro u te d  to the p r im a ry  con ten t se rver w h ic h  shares the sam e anycast 
a d d re ss  w ith  d ire c to r serv ices (Fig. 4.4). T h e  in te r-d o m a in  ro u tin g  can  be im p le ­
m e n te d  in  a sca lab le  m a n n e r u s in g  the m e th o d  o f G lo b a l IP A n y c a s t  (G IA ) [143]. 
G I A  uses the n o tio n  o f p o p u la r  a n d  u n p o p u la r  an ycast g ro u p s  in  the Internet. 
T h e  p o p u la r  g ro u p s  refers to  those sets o f an ycast addresses that are often ac­
cessed  b y  u sers fro m  a p a rt ic u la r  d o m a in . H o w e v e r, fo r u n p o p u la r  g ro u p s  (here, 
those g ro u p s  w h ic h  are ro u te d  to the p r im a ry  server), packets are ro u te d  to a 
d e fa u lt  u n icast add ress that is  e n c o d e d  w ith in  the 32-bit an ycast address.
4.2.7 B enefits o f E m p lo y in g  D irec to r Service N etle ts
T e m p o ra l S h ifts  in  U s e r  D e m a n d  A c ro s s  C o m m u n it ie s  o f  Interest: A n a ly s is  o f  
c o m m e rc ia l w e b  server lo g s  [142] h a v e  p ro v e d  the existence o f d e m a n d  sh ift in g  
across co m m u n it ie s  o f in terest in  th e  Internet. T h e  a u th o rs  o f th is p a p e r p ro p o se  
to  a llocate  d is tr ib u te d  resou rces o n  d e m a n d  n ea r c lien t lo catio n s to su p p o rt  su ch  
v a ria tio n s . C o m p le m e n ta r ity , u s in g  the N e tle ts  a p p ro a ch , d ire c to r services w ill  
b e  able  m o v e  in  a ccordan ce  w ith  d e m a n d  to s u p p o rt  se rve r selection. T h e  in te l­
lig e n ce  to  s u p p o rt  su ch  feature can  be  e m b e d d e d  in  the  d ire c to r services th em ­
selves.
S c a la b il it y  a n d  K n o w le d g e  S h a rin g : S e lection  tech n iq u es b ased  o n  u s in g  m ea­
su re m e n t p rob es b y  each  c lien t fo r server se lection  w il l  n o t scale fo r large net­
w o rk s  su c h  as the Internet. T h e  N e tle t  schem e offers to im p le m e n t scalable  server- 
cu sto m is e d  p ro b in g  tech n iq u es. F o r  ex am p le , d ire c to r serv ices that b e lo n g  to the 
sam e server g ro u p  a n d  o p e ra tin g  in  close v ic in ity  (eg., the sam e stub  d o m a in )  
w ill  b e  ab le  to  share m e a su re m e n t p robes. F u rth e rm o re , d ire c to r services can  be  
scop ed  to  p ro b e  o n ly  a re d u ce d  set o f servers w h e n  th e  re p lica  set co m p rises a
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la rg e  se rve r g roup .
S u p p o r t  fo r  W ire le s s  N e tw o r k  n o d e s: W ire less n e tw o rk  n o d e s  h a v e  constra ints  
o n  the a v a ila b ility  o f lo ca l resou rces a n d  pow er. H e n ce , s u p p o rt in g  server selec­
t io n  so ftw are  at su ch  n o d e s  w il l  b e  in effic ient. F u rth e rm o re , w ire less  n o d e s  w ill  
b e  u n a b le  to p artic ip a te  in  c o n tin u o u s  c o m m u n ic a tio n  w ith  server g ro u p s  to p e r­
fo rm  se lectio n  decis io n s . T h e  N e tle ts  sch em e re a d ily  o ffers s u p p o rt  fo r w ire less  
n o d e s  b y  im p le m e n tin g  the d e c is io n  p ro ce d u re  in  the n e tw o rk  rather th an  o n  the 
c lie n t n o d es.
4.2.8 R em arks
I p ro p o s e d  a n o v e l te ch n iq u e  to s u p p o rt  tran sp aren t a n d  flex ib le  se rver se lection  
in  the Internet. T h e  N e tle ts  b ased  a p p ro a ch  p ro v id e s  a c lie n t-s id e  server se lection  
so lu tio n  w h ic h  is  se rver-cu sto m isab le , sca lab le  a n d  fa u lt  transparent. T h is  a p ­
p ro a c h  co m b in e s  the benefits o f an ycast a d d re ss in g  w ith  a m e c h a n ism  a llo w in g  
th e  a d o p t io n  o f a n y  se rve r se lection  a lg o rith m . B y  u s in g  N etle ts , serv ice  d e c is io n  
p o in ts  can  b e  d e p lo y e d  d y n a m ic a lly  to the lo catio n s in  the n e tw o rk  w h e re  th ey  
can  m o s t e ffic ie n tly  serve  a la rge  n u m b e r  o f clients. T h is  a p p ro a ch  m ak es the so­
lu t io n  in h e re n tly  sca lab le , since  it  m in im is e s  the a m o u n t o f  o ve rh e a d  generated  
b y  m e asu re m e n t p robes.
4.3 MENU: M ulticast Emulation using Netlets and Uni­
cast
4.3.1 T he P ro b lem
M u lt im e d ia  a p p lic a tio n s  su ch  as Internet T V  a n d  a d v a n c e d  co llab orative  e n v i­
ro n m e n ts  h a v e  gen erated  a d e m a n d  fo r services that a llo w  m u lt ip a rty  c o m m u ­
n ic a tio n  in  the Internet. T h is  w il l  a llo w  su ch  a p p lica tio n s  to s u p p o rt  data  d is-
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se m in a tio n  to la rge  g ro u p s  o f users in  a sca lab le  a n d  re liab le  m an ner. In contrast, 
the cu rre n t Internet is  p re d o m in a n t ly  b ased  o n  the u n icast b a se d  p o in t-to -p o in t  
c o m m u n ic a tio n  m o d e l.
In  1990's D e e r in g  [3] p ro p o s e d  th e  m u ltica st serv ice  m o d e l to  su p p o rt  m u lt i­
p a rty  c o m m u n ic a tio n  in  the Internet. IP M u lt ic a s t  [3] is  a n e tw o rk  le v e l service  
in  w h ic h  rou ters d issem in ate  m u lt ip le  co p ies  o f d a ta g ra m s to in terested  g ro u p  
m em b ers. T h is  a p p ro a ch  to lo g ic a lly  g ro u p  d isp e rse d  rece ivers offers o peratio n a l 
a d v a n ta g e s  fo r con tent a n d  n e tw o rk  p ro v id e rs  b y  m in im is in g  n e tw o rk  resource  
d e m a n d s  a n d  en d -sy ste m  overh ead s. D e sp ite  exten sive  research  [15-18], m u lt i­
cast ro u tin g  p ro to co ls  h a v e  n o t b e e n  w id e ly  d e p lo y e d  in  the Internet.
O n e  o f the p r im a ry  reasons that d isco u ra g e s  w id e s p re a d  m u ltica s t d e p lo y ­
m e n t in  the Internet is  the la ck  o f a sca lab le  p ro to co l m o d e l. E x is tin g  IP m u lt i­
cast p ro to co ls  re q u ire  rou ters in  the core o f the n e tw o rk  to store p e r-flo w  state 
in fo rm a t io n  a n d  to s u p p o rt  p e r-flo w  p ack e t fo rw a rd in g  o peration s. P e rfo rm in g  
p e r-flo w  o p era tio n s in s id e  the core o f  the n e tw o rk  affects the n e tw o rk  scalability. 
T h is  is  becau se , as the n u m b e r o f s im u lta n e o u s ly  o p e ra tin g  m u lt ica s t sessions  
increases, there is  a lin e a r in crease  in  state in fo rm a tio n  w h ic h  leads to increased  
p a ck e t p ro ce ss in g  d e la y s  a n d  m e m o ry  requ irem ents. G iv e n  the a m o u n t o f  data  
f lo w in g  th ro u g h  the core o f the n e tw o rk , a n y  p ro to co l w h ic h  req u ires  the m a in ­
tenance o f co n s id e ra b le  state in fo rm a t io n  is lik e ly  to p ro v e  im p ra ctica l.
S o m e o f the oth er m ajo r factors that d isco u ra g e  m u lt ica s t d e p lo y m e n t are the 
la ck  o f  : (i) re lia b le  in te r-d o m a in  m u lt ica s t ro u tin g  p ro to co ls ; (ii) re lia b le  c o m m u ­
n ic a tio n  s u p p o rt  - the ex istin g  m u ltica st m o d e l su p p o rts  best-effort service  a n d  
hen ce d oes n o t s u p p o rt  re lia b le  co m m u n ic a tio n  w h ic h  lim its  the a p p lic a b ility  o f  
m u ltica s t in  the Internet; a n d  (iii) access co n tro l - c o n v e n tio n a l IP m u ltica st p ro to ­
co ls  a llo w  a n y  n o d e  in  the n e tw o rk  to se n d / re ce ive  data  to the g ro u p , fac ilitatin g  
f lo o d in g  attacks. A  d e ta ile d  d is c u s s io n  o f these p ro b le m s  ca n  b e  fo u n d  in  [144].
R ecen t research  efforts [145-147] h a v e  d e m o n stra te d  a o n e -to -m a n y  abstrac­
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t io n  o f  the basic  m u ltica st m o d e l that scales better th a n  c o n v e n tio n a l IP m ulticast. 
S u ch  a m o d e l is  a p p ro p ria te  fo r la rg e  scale a p p lica tio n s  su c h  as Internet T V , a u ­
to m a tic  so ftw are  d is trib u tio n , etc. T h e  a va ila b le  s in g le  so u rce  m u ltica s t m o d e ls  
e.g., [145,146] h a v e  b e e n  su ccessfu l in  s u p p o rt in g  a secu red  g ro u p  c o m m u n ic a ­
t io n  m o d e l a n d  in  o v e rco m in g  the C la s s  D  add ress  d e p le tio n  p ro b le m . H o w e v e r, 
th e y  still la ck  sca la b ility  a n d  re liab ility .
A  s o lu tio n  u s in g  u n ica st to b u ild  m u lt ica s t services w a s p resen ted  in  [148]. 
T h e  h a rd -w ire d  n atu re  o f th is a p p ro a c h  m ean s that the p ro to c o l m o d e l is non - 
extensib le . F u rth e rm o re , each n o d e  o n  the m u ltica s t tree is  re q u ire d  to m a in ta in  
state in fo rm a tio n , w h ic h  affects sca lab ility . In [149], a c o m b in a t io n  o f ep h em era l 
states a n d  u n icast fo rw a rd in g  w as e m p lo y e d  to b u ild  m u lt ica s t services. In th is  
a p p ro a ch , receivers use a to p o lo g y -p ro b in g  m e ch a n ism  to id e n t ify  a graft p o in t  
o n  the  d e liv e ry  tree a n d  in stan tiate  an  active  serv ice  at th at p o in t  to d u p lica te  
a n d  d is trib u te  in c o m in g  d atagram s. T h is  a p p ro a ch  generates a d d it io n a l traffic  
a n d  state in fo rm a tio n  at in te rm e d ia te  n e tw o rk  n o d e s  to s u p p o rt  co n tin u o u s  tree 
o p tim isa tio n .
4.3.2 G oals of th e  M E N U  Protocol
B elow , I p resen t the M E N U  p ro to co l w h ic h  is  in te n d e d  to serve  la rge  scale sing le  
sou rce  m u lt ica s t a p p lica tio n s . M E N U  b u ild s  m u ltica st s u p p o rt  in  the n e tw o rk  
u s in g  N e tle ts  a n d  u n ica st addresses. T h e  k e y  goals o f the M E N U  m o d e l are:
- T o  m in im is e  p ro c e s s in g  re q u ire m e n ts  a n d  the a m o u n t o f  state in fo rm a ­
t io n  in  n e tw o rk s: the p ro to co l m o d e l sh o u ld  w o rk  w ith  core n e tw o rk  d o ­
m a in s  w h ic h  d o  n o t store state. F u rth e rm o re , fo rw a rd in g  states s h o u ld  o n ly  
be m a in ta in e d  at b ra n ch  p o in ts  o f  the traffic d e liv e ry  tree;
- T o  a c h ie v e  s c a la b ility  th ro u g h  ro u te  a gg regatio n : m u s t s u p p o rt  address  
a g g re g a tio n  w ith  h ie ra rc h ic a l a d d re ss  a llo catio n  to ach ieve  sca lab ility  as in  
the u n ica s t m od e l;
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- A v o id  I n te r-D o m a in  M u lt ic a s t  R o u t in g  P ro to co l: s h o u ld  a v o id  the need  
fo r  in te r-d o m a in  m u ltica st ro u tin g  p ro to co ls  fo r  session  establishm ent;
- A v o id a n c e  o f  a d d re ss  c o ll is io n :  o ve rco m e  the n eed  fo r g lo b a l a dd ress a l­
lo ca t io n  fo r each  a p p lica tio n , w h ic h  o th erw ise  w il l  le a d  to a d d re ss  co llis io n  
p ro b le m s;
- In c re m e n ta l d e p lo y m e n t: a llo w  g ra d u a l a n d  tran sp aren t d e p lo y m e n t o f 
the p ro to co l in  the n e tw o rk  w ith o u t  p e n a lis in g  or d is ru p t in g  ex istin g  net­
w o r k  services;
- R e lia b il it y :  s u p p o rt  re co ve ry  o f  lost data  w ith  m in im a l n e tw o rk  overhead  
a n d  re ce ive r b u rd e n ;
- S e c u re d  g ro u p  c o m m u n ic a t io n : the sen der n o d e  in  a g ro u p  m u st be a u ­
th en ticated , w h ic h  w ill  a llo w  the m o d e l to b e  free fro m  flo o d in g  attacks 
s im ila r  to D e n ia l o f  Serv ice  attacks in  IP n etw orks;
- A c c o m m o d a t in g  re c e iv e r  h e te ro g e n e ity : s u p p o rt  w o rk in g  w ith  heteroge­
n e o u s  rece ivers a n d  d iffe ren t serv ice  le v e l req u is itio n s; a n d
- F a u lt  tra n sp a re n cy : the s o lu tio n  m u s t be  rob u st, w ith  n o  s in g le  p o in t of 
fa ilu re .
4.3.3 M EN U  Protocol C oncep t
T h e  reference  arch itecture  sh o w n  in  F ig . 4.8-a captu res the basic  characteristics  
o f the M E N U  p ro to co l. T h e  m u ltica st d e liv e ry  tree in  M E N U  is a tw o  leve l h ie r­
a rch ica l stru ctu re  w h e re  users are p a rtit io n e d  in to  c lie n t c o m m u n it ie s  based  on  
g e o g ra p h ica l p ro x im ity  (e.g. C o l-1 , C o l-2  in  Fig.4.8-a). E a c h  c lie n t c o m m u n ity  in  
the n e tw o rk  is treated as a s in g le  v ir tu a l d e stin a tio n  fo r traffic fro m  the server. 
N e tle t  b a se d  serv ices re ferred  to as H o t  S p o t D e legates (H S D s), are d e p lo y e d  b y  
servers at " h o t  sp ots" c lose  to each c lie n t c o m m u n ity  to fu n c t io n  as v irtu a l traffic
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(a) (b)
F ig u re  4.8: T w o  L e v e l H ie ra rc h ic a l M o d e l
d estin a tio n s fo r the traffic  fro m  the se rve r a n d  a lso to act as v ir tu a l sou rce  n o d es  
fo r a ll u sers in  the co m m u n ity . T h e  sou rce  n o d e  feeds data  to these d istrib u te d  
H S D s  w h ic h  in  tu rn  fo rw a rd  data  to a ll d o w n stre a m  users.
T h e  p r im a ry  reason s fo r p u s h in g  the tree b u ild in g  co m p le x ity  to edge net­
w o rk s  are as fo llo w s. F irstly , the sc a la b ility  o f a n y  p ro to co l w h ic h  stores state in  
the core o f  the n e tw o rk  m a y  be poor. S econ d ly , research  fin d in g s  [148,150] h ave  
s h o w n  that close to 70% o f n o d e s  in  m u lt ica s t trees h a v e  an  average  fan -ou t d e ­
gree o f 2 a n d  o n ly  fu n c t io n  as traffic re la y  n odes. T h e se  re la y  n o d e s  are lik e ly  to 
be lo cated  n ea r the source. Th ere fore  there is little  d e m a n d  fo r  p ack e t re p lica tio n  
in  the core o f the n e tw o rk . F in a lly , s ince  ro u tin g  n o d e s  p resen t at the n e tw o rk  
edges are lik e ly  to p ro cess few er data  f lo w s  at lo w e r b it  rates th an  core n etw orks, 
the expen se  in v o lv e d  in  s u p p o rt in g  m u lt ica s t there w il l  be  less.
4.3.4 H o t S po t D elegates
H o t  S p o t  N o d e s : A  su itab le  lo ca tio n  fo r  H S D  o p e ra tio n  is at the in g re ss/ in te r­
n a l ro u tin g  n o d e s  o f the stub n e tw o rk  th ro u g h  w h ic h  users con n ect to the In­
ternet. T h is  is  a co n seq u en ce  o f the feature o f rou te  agg regatio n  p resen t in  the 
Internet [124]. F o r  the e x a m p le  in  F ig . 4.8-b, H1 is the h o t sp o t lo ca tio n  fo r users  
fro m  Col-1  w h ile  H 2  is fo r  clients p resen t in  c o m m u n ity  C o l-2 . T h e  n o d e  on
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w h ic h  the H S D  serv ice  operates is re ferred  to as the Hot Spot Node (H S N ). T h e  
exact lo ca tio n  a n d  the n u m b e r o f "h o t  sp o ts" p resen t in  a n e tw o rk  is  d ictated  b y  
th e  lo ca t io n  o f the re le va n t co m m u n it ie s  o f interest in  the n e tw o rk , as d iscu ssed  
in  section  4.2.6. T h e  D N S -b a s e d  a p p ro a c h  3.3.1 can  be  u se d  to d isc o v e r N e tle t  
n o d e s  th at w il l  h o st the H S D  services.
D e p lo y m e n t  o f  H S D :  A  s in g le  H S D  N e tle t  serv ice  is d e p lo y e d  in  the n e tw o rk  
w ith  the  add ress lis t  o f n o d e s  re q u ir in g  serv ice  activation . T h is  N e tle t then au ­
to n o m o u s ly  m ig ra tes to each  n o d e  a n d  in sta lls  the serv ice  th u s a v o id in g  cen­
tra lise d  d e p lo y m e n t schem es a n d  g en eratin g  less n e tw o rk  traffic.
H o t  S p o t D e le g a te s  as V ir t u a l  D e s t in a t io n s :  T h e  server m a in ta in s  an  address  
lis t  o f  H S D s  o p e ra tin g  in  the n e tw o rk . T h is  add ress in fo rm a t io n  in c lu d e s  the 
u n ica st add ress o f th e  H S N s  a n d  the p o r t  o n  w h ic h  the H S D  rece ives data  fro m  
the  traffic  server. N o te  th at H S D s  are n o t sp ecific  to  a n y  m u lt ica s t session. W h e n  
a server is re q u ire d  to s u p p o rt  s im u lta n e o u s  m u ltica s t sessions in  a n e tw o rk , it 
in fo rm s  the H S D  o f the sp ecific  session  details.
4.3.5 H o t S po t D e leg a tes  as V irtu a l Sources
C o n n e c t io n  A tt ra c t io n  u s in g  a n  A n y c a s t  A d d re s s :  M E N U  e m p lo y s  a global 
anycast address [143] to  sea m less ly  in tegrate  H S D s  in to  the tra d itio n a l client-  
server p a ra d ig m  fo llo w e d  in  the Internet. T h e  M E N U  p ro to c o l shares this anycast 
a d d re ss  a m o n g  the H o t  S p o t D e leg ates that act as v ir tu a l serv ice  p o in ts  a n d  w ith  
the tra ffic  sou rce  n o d e . T h u s  the d is tr ib u te d  H S D s  a n d  the se rve r are presented  
to the rest o f the n e tw o rk  as a s in g le  lo g ic a l entity. C o n se q u e n tly , m essages fro m  
u sers that co rre sp o n d  to a se rv e r 's  anycast add ress are a u to m a tica lly  ro u ted  to  
the closest H S D  ra th er th a n  d ire c tly  to the sen der n o d e . If n o  H S D  exists close  
to a c lie n t's  lo ca tio n , th e  m essages get a u to m a tica lly  ro u te d  to the source  n o d e  
itself.
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A c t iv a t io n  o f  th e  H S D  at a H o t  S p o t  N o d e  (H S N ): W h e n  a H S D  service  is d e ­
p lo y e d  at a H S N , th is serv ice  requests the lo ca l node: (i) to  reg ister fo r rece iv in g  
c lien t requests that co rre sp o n d  to the  an ycast add ress  fo r w h ic h  the H S D  h o ld s  
the p e rm iss io n ; a n d  (ii) to advertise  routes fo r the an ycast address. T h e  concept 
o f v ir tu a l h ost a n d  in terfaces u se d  b y  IP a lia s in g  can  b e  u sed  to reg ister H S D  ser­
v ices  at the H S N . M e c h a n is m s  to reg ister m u lt ip le  addresses to a s in g le  n e tw o rk  
in terface  can  be  fo u n d  in  section  4.2.4.
4.3.6 M EN U  Protocol D e ta ils
T h e  M E N U  p ro to co l w o rk s  as fo llo w s . A  m u ltica st session  in  M E N U  is id en tified  
b y  a g lo b a lly  u n iq u e  an ycast a d d re ss  (that co rre sp o n d s to the traffic source  e.g. a 
v id e o  server) a n d  a sou rce  generated  p o rt  nu m b er.
multicast session =< anycastaddress,portnumber >
W h e n  a u ser w ish e s  to rece ive  data  fro m  a server, the u se r connects to the  
server (u sin g  the a va ila b le  g lo b a l an ycast address) as in  the u n ica st c o m m u n ic a ­
tio n  m o d e l. U s e r  requests that c o rre sp o n d  to the se rv e r 's  an ycast a dd ress are a u ­
to m a tic a lly  ro u te d  to the closest H S D  a va ilab le  rather th a n  d ire c tly  to the sender 
n o d e . H S D  serv ices that rece ive  jo in  requests fro m  users, in  tu rn , generate H S D  
s u b sc r ip t io n  m essages to the so u rce  for re c e iv in g  session  data. T h e  traffic source  
feeds data  to these active  H S D s  in  the n e tw o rk , w h ic h  in  tu rn  fo rw a rd  data to its 
d o w n stre a m  u se r n o d e s  (see F ig . 4.8-b).
R e c u rs iv e  P a ck e t R e p lic a t io n  a n d  F o rw a r d in g  u s in g  R e p N :  M E N U  p e rfo rm s
re c u rs iv e  p ack e t re p lica tio n  a n d  fo rw a rd in g  w ith in  the n e tw o rk  to d istrib u te  data­
g ra m s to m e m b e rs  o f  a m u lt ica s t session. T o  s u p p o rt  re c u rs iv e  operation , m u lt i­
cast packets ca rry  u n icast d e stin a tio n  addresses o f im m e d ia te  d o w n stre a m  b ra n ch  
n o d e s  rather th a n  C la ss  D  a dd resses as in  the co n v e n tio n a l IP m u ltica st m od e l.
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R e p lic a tio n  N e t le t  serv ices, re fe rred  to as R e p N , are e m p lo y e d  fo r th is  p u rp o se . 
T h e se  R e p N  serv ice  o p e ra tin g  at b ra n c h  p o in ts  o f  the tree rep lica te  in c o m in g  data  
packets to each  o f its d o w n stre a m  re ce iv e r m em ber. E a c h  re p lica te d  p acket is  set 
w ith  the u n icast d e stin a tio n  addresses o f  the d o w n stre a m  rece iver m em ber. F u r­
th erm o re , the R e p N  serv ice  sets the so u rce  add ress  o f the p acket to the global 
anycast address a n d  p laces the lo ca l n o d e 's  u n icast add ress  in to  the IP Source 
Route O ption  fie ld  o f th e  packet. T h e  in c lu s io n  o f tw o  sou rce  addresses a llo w s  
the d o w n s tre a m  receivers: (i) to  k n o w  the g lo b a l session  to w h ic h  the packets  
b e lo n g ; a n d  (ii) to k n o w  the lo ca l u p stre a m  source  re sp o n sib le  fo r p acket re p lica ­
tion. Packets are re c u rs iv e ly  re p lica te d  u n t il th e y  reach  the e n d  u ser nodes. F o r  
the e x a m p le  in  F ig . 4.8-b, the sou rce  n o d e  serves H S D s  H1, H2 &  H3. E a c h  H S D  
th en  tran sm its  the d a ta g ra m  to its d o w n stre a m  m e m b e rs  (N1, N2, &  N3) w ith  
the sou rce  rou te  o p t io n  set to itself. N e x t, in te rm ed ia te  n e tw o rk  n o d e s  generate  
p ack e t rep lica tes w ith  the sou rce  o p t io n  set to N1, N2 &  N3. N o te  that, i f  the n o d e  
is a le g a cy  ro u tin g  n o d e , it just fo rw a rd s  the p ack e t to w a rd s  the u n icast d estin a­
tio n  a d d re ss  b ased  o n  its ro u tin g  tab le  entries. T h is  featu re  a llo w s  in crem en ta l 
d e p lo y m e n t o f the M E N U  p ro to co l.
R e p lic a t io n  N e t le t  (R e p N ): In a d d it io n  to p ack e t fo rw a rd in g  a n d  re p lica tio n  
s u p p o rt  fo r m u ltica s t p ackets, the oth er fu n ctio n s  o f R e p N  serv ices in c lu d e :
-  re c o rd in g  the lis t o f  liv e  m u lt ica s t sessions that traverse  the lo ca l n o d e  in  the 
M u lt ic a s t  Session  Tab le  (M S T ); the session  d eta ils  in c lu d e  the global source 
address of the session (i.e. the an ycast address), global port number, actual source 
address (present in  IP S o u rce  R o u te  fie ld) a n d  destination address of the -packet;
-  e v a lu a tin g  w h e th e r the lo c a l n o d e  acts acts as a tran sit o r a b ra n c h  n o d e  in  
the tree;
-  m a in ta in in g  the lis t  o f d o w n s tre a m  rece iver n o d e  addresses in  the rece iver  
table (RT) fo r w h ic h  the lo c a l n o d e  is the u p stre a m  source; a n d
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-  lis te n in g  fo r jo in  requests that co rre sp o n d s  to a n y  liv e  session  p resen t in  the  
M S T .
R e p N  D e p lo y m e n t  u s in g  a R e a ct iv e  Strategy: M u lt ic a s t  packets in  M E N U  ca rry  
th e  n a m e  o f the N e tle t serv ice  that w i l l  p rocess th e m  at in te rm e d ia te  n e tw o rk  
n o d e s, i.e. R e p N  in  th is case. O n  a rr iv a l o f a m u ltica s t packet, if  the R e p N  ser­
v ice  is  n o t p re se n t loca lly , the active  n o d e  trig g ers a requ est fo r serv ice  d o w n ­
lo ad . T h is  req u est is  sent to  the actua l sou rce  w h ic h  re p lica te d  th e  m u lticast  
packet. R e ca ll that the actua l sou rce  ad d re ss  o f a M E N U  p ack e t is  re co rd e d  in  
the IP Source Route Option fie ld . T h is  reactive  strategy a llo w s  in cre m e n ta l d e ­
p lo y m e n t o f R e p N  services w ith in  the n e tw o rk . T h e  serv ice  a ctiv a tio n  d e la y  is 
m in im a l. T h is  is  d u e  to the fact that the n o d e  re sp o n sib le  fo r  re p lica tin g  the m u l­
ticast p a ck e t is  p resen t locally .
4.3.7 Traffic D is tr ib u tio n  fro m  S erver to  H S D s
In the absence o f state storage in  the core n e tw o rk , traffic d is tr ib u tio n  fro m  the  
server to the  H S D s  is h a n d le d  u s in g  u n ica st co n n e ctio n s only. H o w e v e r, i f  som e  
ro u ters  in  the core o f the n e tw o rk  are co n fig u re d  to h a n d le  m u ltica s t state in fo r­
m a tio n , the sou rce  can  b u ild  a m in im a l state m u ltica s t tree as d e scrib e d  in  the 
next section . F o r  the case be lo w , it's a ssu m e d  that the core n e tw o rk  is stateless 
a n d  o n ly  d escrib e  the p ro ce d u re  to b u ild  m u ltica s t tree fro m  each  H S D  to the  
lo ca l users. H o w e v e r, w h e n  w o rk in g  w ith  statefu l core n e tw o rk s  the sam e p ro ce ­
d u re  ca n  b e  u s e d  to b u ild  the m u ltica s t traffic  d e liv e ry  tree fro m  the server to the  
H S D s .
4.3.8 A  R eactive A p p ro ach  fo r D elivery  Tree C o n stru c tio n
E a c h  H S D  o n  re c e iv in g  session  data  fro m  the server, rep licates a n d  fo rw a rd s  
d ata g ra m s to a ll d o w n s tre a m  rece ivers that generated  jo in  requests fo r the ses-
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Traffic Transit Node Traffic Branch Node
F ig u re  4.9: Traffic  D is tr ib u t io n  F ro m  H S D  to U se rs
sion . (e.g. R1 a n d  R 2  in  F ig . 4.9-a). T h e  data  packets as th e y  trave l to w ard s  the 
d e stin a tio n  tr ig g er the b u ild in g  o f the traffic d e liv e ry  tree fro m  the H S D  to all 
d o w n s tre a m  receivers.
O n -T re e  N o d e  in  M E N U :  R e p N  serv ices o p e ra tin g  o n  the data  f lo w  p a th  o f the 
m u ltica s t packets re co rd  the session  d eta ils  in  th e ir M S T s . F o r  ex am p le  in  F ig . 
4.9-a, w h e n  in d iv id u a l data  packets are sent fro m  H to R1 a n d  R 2 , R e p N  services  
at A1 &  A 2  reco rd  sessio n  deta ils  in  th e ir c o rre sp o n d in g  M S T s . H e n ce , routers on  
the d e liv e ry  p a th  a u to m a tica lly  b e co m e  m e m b e rs  o f the M E N U  tree.
A u to n o m o u s  Tree B u ild in g :  W h e n  a n  R e p N  serv ice  at a n  on-tree n o d e  records  
m u lt ip le  flo w s  that b e lo n g  to the sam e session  in  its M S T  (e.g. in  F ig . 4.9-b, w here  
b o th  A1 a n d  A 2  h a v e  tw o  co p ies  o f  the sam e flo w  fro m  H), it in itiates a s im p le  
p ro ce d u re  to eva lu ate  w h e th e r the lo ca l n o d e  is e ither a tran sit o r a b ra n ch  p o in t  
in  the M E N U  tree. T h e  e v a lu a tio n  p ro ce d u re  is as fo llo w s. T h e  R e p N  service  
u s in g  the lo ca l ro u tin g  table entries ch ecks w h e th e r a ll su ch  flo w s  h a v e  a c o m m o n  
next h o p  node;
- if  true , the RepN service knows that it is a transit node for the traffic, and does not
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perform any further evaluation;
- i f  false, the RepN service knows that it has to act as a branch in the MENU tree 
and works as described below.
B ra n c h  N o d e : T h e  R e p N  serv ice  creates a R ece iver Tab le  (RT) a n d  a d d s  the a d ­
dresses o f a ll d o w n s tre a m  rece ivers fo r w h ic h  it is the o p t im a l b ra n c h  p o in t. It 
th en  requests the actu a l sou rce  n o d e  (as re co rd e d  in  the M S T )  cu rre n tly  se rv in g  
these rece ivers to h a n d o v e r  the session. F o llo w in g  th is request, the actua l source  
n o d e  a d d s  th is req u estin g  n o d e  as a d o w n stre a m  m e m b e r in  its RT. F u rth erm ore , 
the sou rce  n o d e  h a n d  o ve rs  the set o f  rece ivers it w as h a n d lin g  to th is n e w  o p ti­
m a l b ra n ch  node. F o r  the exam p le  in  F ig . 4.9-b, the R e p N  at A 2  o n  id e n tify in g  
itse lf as a b ra n ch  n o d e  w o rk s  as fo llo w s. T h is  R e p N  serv ice  b y  co n su ltin g  the  
M S T  id e n tifie s  H as the actu a l sou rce  fo r the session. N e x t, A 2  requests b ra n ch  
n o d e  status fro m  H. A d d it io n a lly , it  a d v ise s  H that it  is the o p t im a l b ra n ch  p o in t  
fo r d o w n s tre a m  rece ivers  R1 a n d  R2. N e x t, H a d d s  A 2  as its im m e d ia te  d o w n ­
stream  m e m b e r in  its R T  a n d  p e rfo rm s  h a n d o v e r  o f R1 a n d  R 2  to A2.
J o in in g  a se ssio n : W h e n  a jo in  requ est fro m  a u ser to a liv e  m u ltica st session
traverses an  on-tree n o d e , the R e p N  serv ice  captu res the requ est a n d  th en  w o rk s  
as fo llo w s: (i) i f  the n o d e  is  a b ra n c h  p o in t  in  the tree, it  a d d s  the u ser as a d o w n ­
stream  m e m b e r in  its RT; or (ii) if  the n o d e  is cu rre n tly  actin g  as a transit p o in t  for 
traffic , the R e p N  serv ice  recogn ises that it  has to act as an  o p tim a l b ra n ch  p o in t  
fro m  n o w  on. It th en  fo llo w s  the p ro ce d u re  d e scrib e d  a b o ve  to c la im  b ra n ch  n o d e  
status. F o r  e x a m p le  in  F ig . 4.9-b, A 3  is a transit n o d e  fo r  the request fro m  R3. A f ­
ter re c e iv in g  the request, A 3  in  tu rn  requests fo r a ch a n g e  in  status fro m  transit 
to b ra n c h  fro m  the actu a l source, A 2 . Fu rth e rm o re , it specifies to A 2  that it is  an  
o p tim a l b ra n c h  fo r  tra ffic  to the d o w n stre a m  m e m b e r R2.
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L e a v in g  a se ssio n : In M E N U ,  it  is  a ssu m e d  that p e r io d ic  heartbeat m essages  
are is su e d  b y  users to th e ir c o rre sp o n d in g  actual sou rce  n o d e s  in  o rd e r to receive  
sessio n  data  co n tin u o u s ly . T h u s , w h e n  a u ser n o d e  w a n ts to leave  the session, it 
s im p ly  stops se n d in g  these heartbeat m essages. A fte r  an  a p p ro p ria te  tim eo u t in ­
te rva l, the sou rce  rem o ves the u se r fro m  its RT. A  b ra n c h  n o d e  in  M E N U  changes  
to a tran sit n o d e  o n ly  w h e n  the n u m b e r  o f d o w n s tre a m  rece ivers  fo r that p a rtic ­
u la r  n o d e  fa lls  b e lo w  tw o . F o r  the e x a m p le  in  F ig . 4.9-c, w h e n  R 2  leaves, A 3  has 
o n ly  a s in g le  rece iver R3. F o llo w in g  th is  event, the R e p N  serv ice  at A 3  h a n d s  
o v e r R 3 , to the u p stre a m  sou rce  fro m  w h ic h  it has b een  re c e iv in g  data  fo r the 
sessio n  i.e. A 2 .
4.3.9 D ynam ics of th e  M E N U  Protocol
S u b -o p t im a l B ra n c h e s  fo r  T ra n s ie n t  P e r io d s : A t  tim es, su b -o p tim a l b ran ches  
m a y  exist d u e  to race c o n d it io n s  in  u se r jo ins. F o r  e x a m p le  in  F ig . 4.9-c, w h e n  
R 4  a n d  R 5  issu e  jo in  requ ests in  im m e d ia te  su ccession s, the  b ra n c h  n o d e  at A1 
recogn ises itse lf as the u p stre a m  sou rce  fo r those rece ivers. H o w e v e r, the o p tim a l 
b ra n c h  p o in t  is  A 4 . T h is  su b -o p tim a l stru ctu re  arises b ecau se  A 4  has n o t been  
a d d e d  as a m e m b e r in  the M E N U  tree. A 4  w ill  b eco m e a m e m b e r in  the tree o n ly  
w h e n  m u ltica s t d ata g ra m s traverse  it. H e n ce , d u r in g  th is in te rm e d ia te  transient 
p e r io d s  su b -o p tim a l b ra n ch e s  m a y  exist. H o w e v e r, once m u lt ica s t data  packets  
f lo w  across A 4 , th is n o d e  jo in s  the tree autom atica lly . It n ext recogn ises itse lf 
as a b ra n c h  p o in t  a n d  p e rfo rm s  tree o p tim isa tio n  as d e scr ib e d  in  section 4.3.8. 
N o te  that d u r in g  th is tra n sien t p e r io d , rece ivers m a y  re ce ive  re d u n d a n t data. B y  
e m p lo y in g  sequen ce n u m b e rs  w ith in  M E N U  packets, rece ivers w i l l  be able to 
ig n o re  su ch  re d u n d a n t packets.
S e s s io n  In te g rity  a n d  A v o id a n c e  o f  A C K / N A C K  Im p lo s io n s : R ece ivers m u st  
sen d  A C K S / N A C K S  fo r  re q u e stin g  re tra n sm ission  o f lo st d ata  to the actual source
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th at re p lica te d  the p acket. R e ca ll that in  M E N U  m u ltica st d ata g ra m s ca rry  the a d ­
dress o f the n o d e  w h ic h  generated  the p acket in  the Source Route Option fie ld. 
T h is  facilitates rece iver n o d e s  in  se n d in g  A C K / N A C K  m essages to the actual 
n o d e  w h ic h  generated  th at packet. B y  b e in g  able to sou rce  rou te  packets, m o d ­
ifica tio n s  to p ro to co l stacks at e n d -u ser n o d e s  are n o t re q u ire d , th u s a ch ie v in g  
serv ice  transparency. F o r  e x a m p le  in  F ig . 4.9-c, packets to R1 fro m  A2 are la­
b e lle d  as b e in g  fro m  A 2  in  the IP Sou rce  R o u te  O p t io n  a n d  n o t fro m  H. If the H S D  
itse lf is  the sou rce  n o d e  o f the p ack e t (e.g. as H is the sou rce  fo r A 2  in  F ig . 4.9-c), 
it  in serts the u n icast ad d re ss  o f  the lo c a l n o d e  to en su re  session  integrity.
R e lia b le  C o m m u n ic a t io n  u s in g  D a ta  C a ch e s  w it h in  th e  N e tw o rk : B y  e m p lo y ­
in g  the a b o ve  d e scrib e d  te ch n iq u e , N e t le t  n o d e s  w i l l  n o t su ffer A C K / N A C K  im ­
p lo s io n s. F u rth e rm o re , b y  p ro v id in g  n e tw o rk  caches at in te rm e d ia te  n e tw o rk  
n o d e s  re co v e ry  o f lost d ata  can  b e  s u p p o rte d  w ith  m in im a l delay. T h e  H S N s  an d  
the active  rou ters can  s u p p o rt  p ro ce ss in g  a n d  b u ffe r in g  resources to store session  
data fo r th is  p u rp o se . F o r  ex am p le , the m o d e l p re se n te d  in  [47] fo r retrofitting  
e x istin g  IP m u ltica st p ro to co ls  w ith  re lia b ility  s u p p o rt  ca n  be  u se d  fo r th is p u r ­
pose.
4.3.10 R em arks
I p ro p o s e d  a n e w  m u lt ica s t p ro to co l re ferred  to as M E N U .  M E N U  b u ild s  a sca l­
able m u ltica st p ro to co l m o d e l b y  p u s h in g  the tree b u ild in g  c o m p le x ity  to the 
edge  n e tw o rk , th ereb y  e lim in a tin g  p ro ce ss in g  a n d  state storage in  the core o f the  
n e tw o rk . M E N U  a lso  p ro v id e s  re liab le  m u ltica st c o m m u n ic a t io n  services b y  s u p ­
p o rtin g  data  ca ch in g  w ith in  the n etw o rk . A n o th e r  a rch itectu ra l feature o f M E N U  
is that it  a u to m a tica lly  su p p o rts  heterogeneous rece ivers; the N e tle t n o d es can  
p e rfo rm  m e d ia  th in n in g  w ith in  the n e tw o rk  to su it e n d  u se r term ina ls .
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4.4 Transparent QoS signalling support to Network  
Applications
4.4.1 T he P ro b lem
E n d -to -e n d  Q o S  s u p p o rt  is  re q u ire d  to s u p p o rt  m u lt im e d ia  co m m u n ic a tio n s  in  
the Internet. H e n ce , m e ch a n ism s to enab le  e n d  a p p lica tio n s  to request d esired  
Q o S  le v e ls  fro m  u n d e r ly in g  n e tw o rk s  is  im p ortan t.
In  contrast, there exists a large  p o o l o f n o n -Q o S  aw are  a p p lica tio n s  (hereafter 
re ferred  to as le g a cy  a p p lica tion s) that are u n a b le  to e x p lo it  a n d  ben efit fro m  the  
Q o S  s u p p o rt  a va ila b le  in  netw o rk s. T h e  te c h n o lo g y  to s u p p o rt  Q o S  in  n e tw o rk s  
is  n o t ye t fu lly  m ature . T h u s , d e v e lo p in g  a n  a p p lic a tio n  to in teract w ith  a specific  
Q o S  p ro to c o l carries th e  d a n g e r that the a p p lic a tio n  m a y  b e co m e  obsolete i f  the 
Q o S  p ro to co l is  m o d if ie d  o r  su p e rse d e d .
D iffe re n t A P Is  lik e  the R A P I  fo r R S V P , the Q o S  A P I  fro m  the Internet2 c o m m u ­
n ity  [151], an d  the g en eric  Q o S  A P I  in teg rated  in  W in S o c k 2  fro m  M ic ro s o ft  [152] 
h a v e  b een  d e v e lo p e d  to enab le  a p p lica tio n s  to requ est reservation s fro m  Q o S  
p ro v is io n e d  n etw o rk s. H o w e v e r, these A P Is  are m a in ly  in te n d e d  fo r a p p lic a ­
tio n  d e v e lo p e rs  ra th er th a n  end  users. T h e  task o f p r o v id in g  Q o S  su p p o rt to 
n e tw o rk  a p p lica tio n s  h as b een  s tu d ie d  b y  oth er research  g ro u p s  [153-156]. M a n y  
o f the p ro p o s a ls  w ere  b a se d  o n  m o d ify in g  the u n d e r ly in g  o p e ra tin g  system  fo r  
Q o S  s u p p o rt  [155] o r to u se  s ig n a llin g  p ro to co l sp ecific  so ftw are  m o d u le s  at u ser  
n o d e s  [156].
It w i l l  n o t b e  easy to m o d ify  ex istin g  e n d  a p p lica tio n s  o r O S  to integrate  Q o S  
su p p o rt. F u rth e rm o re , su ch  an  a p p ro a ch  w ill  n o t be  re a d ily  rea lisab le  a n d  sca l­
ab le  in  large  n etw o rk s. A d d it io n a lly , d e v e lo p in g  an  a p p lic a t io n  to in teract w ith  a 
sp e c ific  Q o S  p ro to co l ca rries the d a n g e r that the a p p lic a tio n  m a y  b eco m e obsolete  
i f  the Q o S  p ro to co l is m o d if ie d  o r su persed ed .
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F ig u re  4.10: E n d -to -E n d  Q o S  M o d e l:  IntServ  a n d  D iffS e rv
4.4.2 Q oS S u p p o rt u s in g  N e tle ts
D u e  to the a b o ve  p ro b le m s, a rem ote  serv ice  in v o c a t io n  m e th o d  is p ro p o s e d  b y  
the N e tle ts  a p p ro a ch  to p ro v id e  s ig n a llin g  s u p p o rt  fo r  e n d  a p p lica tio n s. F u rth e r­
m ore , b y  d e v e lo p in g  so lu tio n s  that are in d e p e n d e n t o f the u n d e r ly in g  s ig n a llin g  
p ro to co ls , it  w il l  be p o ss ib le  to tra n sp a re n tly  m ig ra te  w ith  ch anges to the u n d e r­
ly in g  Q o S  schem es.
T h e  reference n e tw o rk  w h ic h  I h a v e  u se d  to d escrib e  the a p p ro a ch  fo r  p r o v id ­
in g  Q o S  s u p p o rt  to le g a cy  a p p lica tio n s  is  b ased  o n  the co m b in e d  Q o S  o f Intserv  
a n d  D if fS e rv  m o d e l (Fig . 4.10). W e  u se  N e tle ts  to  enab le  Q o S  su p p o rt  to end  
a p p lica tio n s  o p e ra tin g  o v e r  su ch  a n e tw o rk  en v iro n m e n t.
B e low , the m e c h a n ism  to c o u p le  le g a cy  n e tw o rk  a p p lica tio n s  w ith  Q o S  s u p ­
p o rt  features u s in g  N e tle ts  is  d escrib ed . T h e  Q o S  s u p p o rt  to  e n d  a p p lica tio n s  are 
b a se d  o n  u ser requ ests to a m an a g e r N e t le t  n o d e  p resen t in  the stub  n etw o rk . 
T h is  m a n a g e r n o d e  processes a n d  co o rd in a te  the Q o S -s u p p o rt  requests fro m  end  
u sers a n d  a lso  p e rfo rm s  the d e p lo y m e n t o f N e t le t  serv ices fo r Q o S  sign a llin g . 
T h e  d e p lo y e d  N e tle t serv ices in teract w ith  the IntServ  b ased  stub n e tw o rk  o n  be­
h a lf  o f en d  a p p lica tio n s  to p ro v id e  an  en d -to-en d  Q o S  su p p o rt. T h e  deta ils  o f the  
co m p le te  p rocess in v o lv e d  to enable  s ig n a llin g  s u p p o rt  are p resen ted  below .
In o rd e r to in v o k e  Q o S  s ig n a llin g  s u p p o rt  fro m  oth er th an  the e n d  h ost ru n ­
n in g  the a p p lica tio n , the p r im a ry  tasks in v o lv e d  are: (a) id e n t ify  the occurrence
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o f the flo w  b e lo n g in g  to the session  re q u e stin g  Q o S  su p p o rt; a n d  (b) to  k n o w  the  
life tim e  fo r  w h ic h  the s ig n a llin g  serv ice  has to be  in  p lace. H e n ce  f lo w  m o n ito r­
in g  a n d  s ig n a llin g  s u p p o rt  services are m an dato ry . In the N e tle ts  a p p ro a ch  these  
serv ices are h a n d le d  b y  N e tle t co m p o n e n t th em selves.
User Nodes
F ig u re  4.11: Q o S  S u p p o rt  U s in g  N e tle ts
T h e  Q o S - S u p p o r t  M a n a g e r  N e t le t  N o d e : T h e  g en era l fra m e w o rk  o f the N etle ts  
b ased  a p p ro a ch  to en ab le  Q o S  s u p p o rt  to le g a cy  a p p lica tio n s  in  the Internet is 
s h o w n  in  F ig . 4.11. T h e  m an a g e r n o d e  fu n ctio n s  to in teract w ith  a n d  receive  
Q o S -s u p p o rt  requ ests fro m  en d  users th ro u g h  a w eb -b ased  utility. T h is  n o d e  is  
a ssu m e d  to be  a w e ll k n o w n  n o d e  in  the n e tw o rk . T h e  Q o S -s u p p o rt  request g en ­
erated  b y  the w eb -b ased  u t ility  o n  b e h a lf o f the session  re q u ir in g  serv ice  con ta in s  
the fo llo w in g  in fo rm a tio n : the sen der a n d  d e stin a tio n  addresses, the application 
type (data, m u lt im e d ia , g ro u p w a re ) a n d  its operational mode (either as a sender, 
rece iver o r both). T h e  in fo rm a tio n  ab o u t the application type h e lp s  the m an a g e r  
n o d e  to m ak e  a n  in it ia l estim ate o f the sou rce 's  traffic  characteristics. In the case  
o f th e  In tS erv  n e tw o rk , th is  in fo rm a tio n  w ill  a llo w  an  in it ia l cho ice  o f  the T S p e c
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p aram eters. T h e  operational mode o f the a p p lic a t io n  in d ica te s  the s ig n a llin g  fea­
tures re q u ire d  to s u p p o rt  the a p p lic a tio n 's  traffic. A  p ro to ty p e  v e rs io n  o f the  
w eb -b ased  u t ility  u s e d  in  the im p le m e n ta t io n  is s h o w n  in  F ig . 4.12.
MU o s  S u p p o r t  R c < t u c M  In t e r f a c e
S e n a o r  ¡P  A d  d r e s s  
H o  s i  T o  ç  o rm a c i 
,Ap.pïiçatlo.fii Type 
1“  T o r f O r lo r i le d  
F  A u d io  ( R e a l T i m o )  
j V i G o o { R e a J T l m o )  
P *  O o llo b a / a t lv e  S y s t e m
HSSil.-1: -^ iPl Xj




F  R e c o m s r  
i”  S a n  eie r * R e c e iv e r  
C u r r e n t  S t a t u s  O f  R e q u e s t
R e q u a s t  Q o S
C a n c e l  Q o S  R e q u e s t Li
F ig u re  4.12: Q o S  S u p p o rt  R eq u est Interface
T h e  m an a g e r n o d e  co n ta in s a n d  d e p lo y s  (based o n  u se r requests) the N e tle t  
co m p o n e n ts  fo r p ro v id in g  Q o S  su p p o rt. O n  re c e iv in g  a Q o S -s u p p o rt  request fo r  
an  e n d  a p p lic a t io n  (for e x a m p le  fro m  U 1 as in  F ig . 4.11), the m an a g e r n o d e  ru n s  
a trace-path  p ro g ra m  to id e n t ify  the edge n o d e  o f the stub  n e tw o rk  to w h ic h  the  
re q u estin g  e n d  h o st is a ttached  (N o d e  N1 as is F ig . 4.11). O n  id e n t ify in g  the c o n ­
n e ctin g  edge  n o d e , the m a n a g e r n o d e  d e p lo y s  a Q o S -S u p p o rt  N e tle t (d iscu ssed  
in  the n ext section) at th at edge  n o d e  to enab le  Q o S  s ig n a llin g  fo r the requ esting  
e n d  a p p lica tio n . H e re  I a ssu m e a ll the edge  n o d e s  p resen t in  the stub n e tw o rk  
are N e t le t  en ab led  active  n od es. A  case fo r the presen ce  o f n o n -active  segm ents  
a lo n g  the stub n e tw o rk  ed ge  is d iscu sse d  in  later p a rt o f  sectio n  5.4.3.
T h e  p u rp o s e  o f d e p lo y in g  the N e tle t co m p o n e n t at the ed ge  n o d e  is  to  id e n t ify  
the occu rren ce  o f the f lo w  p e rta in in g  to the session  re q u estin g  s ig n a llin g  su p p o rt  
a n d  to p ro v id e  o n lin e  tra ffic  m o d e llin g  o f the flow . A s  in  the case o f an  IntServ  
b ased  n e tw o rk , traffic  m o d e ll in g  a llo w s the accurate  ca lc u la tio n  o f the T S p e c  p a ­
ram eters. Sou rce  tra ffic  in  the Internet ty p ic a lly  fo llo w s  a V a ria b le  B it Rate (V BR )  
p atte rn  a n d  th us c o n tin u o u s  traffic  e stim atio n  o f the f lo w  w il l  h ave  to be p e r­
fo rm e d  fo r  accurate  re sou rce  reservation .
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A  Q o S -S u p p o rt  In fo rm a tio n  Tab le  (Q iT ) is u sed  at the m a n a g e r n o d e  to m a n ­
age the N e tle t co m p o n e n ts  o p e ra tin g  in  the stub n e tw o rk . T h is  table records the  
d e ta ils  o f the e n d  u sers req u estin g  serv ice  a n d  the a d d re ss o f the N e tle t edge  
n o d e s  at w h ic h  the N e tle ts  c o rre sp o n d in g  to the requests res ides to p ro v id e  Q oS -  
S u p p o rt.
To  a v o id  m u lt ip le  co p ies  o f  the sam e N e tle t b e in g  p resen t at a n o d e  to serve  
in d iv id u a l flo w s, the Q o S  s u p p o rt in g  N e tle t can  be d e s ig n e d  to h a n d le  m u lt ip le  
flo w s  s im u lta n e ou sly . F o r  ex am p le , i f  in  the case o f an o th er u se r U 2  (see F ig . 4.11), 
co n n e cte d  to the edge  n o d e  N1 ( N1 a lre a d y  hosts N e t le t  serv ice  fo r U l )  requ ires  
Q o S  su p p o rt, the m a n a g e r n o d e  requ ests a d d it io n a l se rv ice  fro m  the N e tle t at N1 
(based o n  in fo rm a tio n  a va ila b le  in  Q iT )  in stead  o f d e p lo y in g  a n e w  N e tle t service  
at N1.
The Q o S - S u p p o r t  N e tle t: T h is  N e t le t  encapsu lates f lo w  m o n ito r in g  a n d  s ig ­
n a ll in g  co m p o n e n ts  fo r  Q o S  serv ice  su p p o rt. O n  in it ia lisa tio n , the m an ager n o d e  
feeds th is N e t le t  w ith  the session  d eta ils  (obta ined  th ro u g h  the w eb -u tility)  o f the  
f lo w  fo r w h ic h  the Q o S  s u p p o rt  has to be  enab led. T h is  in p u t  a lso  in c lu d e s  an  
in it ia l estim ate o f the  T S p e c  p aram eters. T h is  estim ate a id s  the N e tle t  in  starting  
the re servatio n s im m e d ia te ly  a n d  a lso  a llo w s  a sh o rt co n verg en ce  p e r io d  d u r­
in g  w h ic h  the traffic  m e a su re m e n t p rocess o f the s ig n a llin g  co m p o n e n t gets sta­
b ilise d . O n  m ig ra tio n  to th e  edge  n o d e  to w h ic h  the e n d  h o st is  attached, th is  
N e t le t  a u to n o m o u s ly  starts the m o n ito r in g  co m p o n e n t to id e n t ify  flo w s  b e lo n g ­
in g  to the session  re q u e stin g  Q o S  s ig n a llin g . T h e  f lo w  m o n ito r in g  is b ased  o n  
the p a ir  o f  source  a n d  d e stin a tio n  addresses, co m m u n ic a tio n  p orts  a n d  p rotoco ls  
used .
B ased  o n  the flo w  in fo rm a t io n  co llected  b y  the m o n ito r  co m p o n e n t, the F il-  
terSpec param eter o f a n  a p p lic a tio n 's  p acket stream s ca n  be  a ccu rate ly  obtained . 
T h e  m o n ito r  co m p o n e n t tr ig g ers  the s ig n a llin g  co m p o n e n t o n  occurrence  o f the  
f lo w  p e rta in in g  to the re q u e stin g  session. T h e  s ig n a llin g  co m p o n e n t th en  uses the
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F ilte rS p e c  in fo rm a tio n  a lo n g  w ith  th e  T S p e c  param eters  o f  the a p p lica tio n 's  f lo w  
to reserve  resources. T ra ffic  m e asu re m e n t ca p a b ilit ie s  p re se n t in  the s ig n a llin g  
N e tle t  co m p o n e n t a llo w s  the a p p lic a tio n 's  sou rce  traffic  p a tte rn  to m o d e lle d  o n ­
line.
T h e  o p e ra tio n a l s u p p o rt  o ffered  b y  the s ig n a llin g  co m p o n e n t is  b ased  o n  the 
operational mode o f  the a p p lic a tio n  (ob ta in ed  th ro u g h  the w eb -b ased  utility). If the 
a p p lic a tio n  is e ither s e n d in g / re c e iv in g  packets in to  the n e tw o rk  as in  the case o f 
a v id e o  s e rv e r/ m e d ia  p la y e r  re c e iv in g  v id e o  p ackets, th en  the  k e y  fu n ctio n  o f the  
s ig n a llin g  e lem en t is  to sen d  P A T H / R E S V  m essages re s p e c tiv e ly  before  tim e o u t  
p e r io d s  to c o n firm  reservation s. In the case o f an  a p p lic a t io n  b e in g  b o th  sender  
a n d  rece iver as in  the case o f v id e o  co n fe re n cin g  a n d  co lla b o ra tiv e  system  a p p li­
ca tio n s the s ig n a llin g  co m p o n e n t p e rfo rm s  b o th  re se rv atio n  requests a n d  actua l 
rese rvatio n s in  the n e tw o rk .
T h e  Q o S -S u p p o rt  N e t le t  is d e s ig n e d  to h a n d le  m u lt ip le  flo w s  sim u ltan eou sly . 
T h is  re d u ce s  the n e e d  fo r  m u lt ip le  N e tle t serv ices re q u ire d  to be p resen t at a 
s in g le  n o d e  fo r se rv in g  in d iv id u a l flo w s. T h e  a b ility  o f the N e t le t  to  c lon e  a n d  
re locate  itse lf to  a n e w  n o d e  a v o id s  the n eed  fo r  the m a n a g e r n o d e  to h ost an d  
d e p lo y  services in  a ce n tra lise d  fash ion .
4.4.3 B enefits o f U sin g  N e tle t Services
I n tr o d u c in g  N e w  N e t w o r k  S e rv ice s: In tro d u c in g  n e w  serv ices in  the N etle ts  
n e tw o rk  is  p e rfo rm e d  d y n a m ica lly . F o r  ex am p le  em ergen ce  o f a n e w / m o d if ie d  
v e rs io n  o f the s ig n a llin g  p ro to co l fo r  the IntServ m o d e l w i l l  o n ly  req u ire  re m o v ­
in g  the ex istin g  N e t le t  serv ices  a n d  in tro d u c in g  n e w  serv ices w h ic h  im p le m e n t  
that p ro to co l.
M ig r a t o r y  Path: T h e  N e tle ts  a p p ro a ch  to p ro v id e  Q o S  s u p p o rt  to le g a cy  a p p li­
cations offers a re liab le  a n d  flex ib le  a p p ro a ch  w ith o u t a c tu a lly  m a k in g  the en d  
a p p lica tio n s  Q o S  aw are. T h is  a p p ro a ch  can  b e  u s e d  to m ig ra te  fro m  the cu rren t
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a p p lic a t io n  m o d e l w h ic h  e ither p ro v id e s  restricted  o r n o  Q o S  s u p p o rt  to  a m o d e l 
w h ic h  p ro v id e s  Q o S  s u p p o rt  o f ch o ice  o n  d e m a n d .
4.4.4 R em arks
I d e scr ib e d  a n o v e l a p p ro a ch  b a se d  o n  N e tle ts  to tra n sp a re n tly  retro fit Q o S  s u p ­
p o rt  to  le g a cy  n e tw o rk  a p p lica tion s. T h e  N e tle ts  a p p ro a ch  is n o t restricted  to a 
s in g le  Q o S  m o d e l o r s ig n a llin g  p ro to co l. T h u s  it  m a y  be  co n tin u e  to b e  u se d  even  
i f  the Q o S  s u p p o rt  p ro v id e d  b y  the u n d e r ly in g  n e tw o rk  changes.
4.5 Summary
W e p ro p o s e d  so lu tio n s  u s in g  N etlets:
• to o ve rco m e  the p ro b le m  o f re se rv a tio n  gaps;
• to s u p p o rt  tran sp aren t a n d  sca lab le  c lien t-s id e  server se lection  s o lu tio n  in  
the Internet;
• to b u i ld  a sca lab le  a n d  re lia b le  m u lt ica s t p ro to c o l that a ccom m o d a te s het­
e ro g en eou s re ce iv e r term in a ls ; and
• to retro fit Q o S  s u p p o rt  fo r ex istin g  a n d  e m e rg in g  n e tw o rk  a pp lica tion s.
In a d d it io n , the N e tle t  b a se d  so lu tio n s  d e m o n stra te d  a n e w  class o f  n e tw o rk ­
in g  serv ices a n d  th e ir  benefits: T h e y  are: (i) services that represent u sers in  the  
n e tw o rk  -  th ose  serv ices that are ab le  to represent users w ith in  the n e tw o rk  (e.g. 
N e tle t  d ire c to r a n d  H o t  S p o t D e le g a te ) ; (ii) se lf-o rgan isab le  services -  those N e t­
let b ased  serv ices that are ab le  to se lf-organ ise  b ased  o n  n e tw o rk  events (e.g. 
re se rv atio n  g a p  N etlets); (iii) serv ices that p o p u la te  o n  d e m a n d  (e.g. R e p N  ser­
v ice s  in  M E N U ) .  T h ese  serv ices m u st m eet certa in  p e rfo rm a n ce  req u irem en ts  if  
th e y  are to b e  o f  p ra ctica l va lu e . T h e ir  p e rfo rm a n ce  is assessed in  C h a p te r  5,
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where I present results based on evaluations of the individual applications and 
also conduct measurements of the performance of elements of the Netlets archi­
tecture to evaluate the wider applicability of the Netlet prototype.
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Chapter w / _____________________________________________
T h is  ch apter p resen ts resu lts  fro m  ex p e rim e n ts  that w ere  ca rrie d  o u t to evaluate  
the  set o f  a p p lica tio n s  d e scrib e d  in  C h a p te r  4. In o rd e r to  eva luate  the p ra ctica lity  
o f the N e t le t  p ro to ty p e  fo r a w id e r  set o f a p p lica tio n s  th an  those d iscu sse d  in  
C h a p te r  4, I c o n d u cte d  generic  tests to an a lyse  its p e rfo rm a n ce  characteristics  
a n d  that o f  v a r io u s  serv ice  d e p lo y m e n t schem es. F in a l ly  issues re la tin g  to the  
p ra ctica l d e p lo y m e n t o f  N e tle ts  in  the Internet are d iscu ssed .
5.1 Robust Reservation Support using Netlets
In th is section , w e  e va lu ate  the s o lu tio n  to the p ro b le m  o f re se rv atio n  gaps d e ­
scrib ed  in  section  4.1. W e  presen t tw o  d is t in ct sets o f  ex perim en ts to s tu d y  the  
p ro b le m  o f re se rv a tio n  gaps. In  the first set, u s in g  a la b o ra to ry  testbed setup, 
I co m p a re  o p e ra tio n a l characteristics o f Q -f lo w s  w h e n  tra ve rs in g  n o n -m a n a g e d  
a n d  N e t le t  m a n a g e d  re se rv atio n  gaps. In the secon d  set o f experim en ts, u s in g  
s im u la tio n s  I1 p re se n t a co m p a ra tiv e  a n a ly s is  b e tw e e n  the m o st re liab le  -  sh ort­
est p a th  (M R -S ), the shortest -  m o st re lia b le  (S-M R ) ro u tin g  a lg o rith m s a n d  the  
tra d it io n a l sh ortest p a th  a lg o rith m s.
1 Kalaiarul Dharmalingam and Karol Kowalik [8].
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5.1.1 U n m an ag ed  V s N e tle t M an ag ed  G ap
Its expected  that, in  a h etero g en o u s e n v iro n m e n t lik e  the Internet, a n o n  zero  
n u m b e r o f re se rv a tio n  gaps w il l  o cc u r even  w h e n  u s in g  ro u tin g  a lg o rith m s su ch  
as MR-S a n d  SR-M to select paths fo r  the Q -flo w s. H e n c e  it is  d esirab le  to s tu d y  
the ch aracteristics o f  Q -f lo w s  w h e n  tra ve rs in g  u n m a n a g e d  a n d  N e tle t m a n a g e d  
re se rvatio n  gaps.
Gap ( Available Bandwidth = 1.5 Mb/s)
....................................................................................................Traffic Sink
Netlet Cache
F ig u re  5.1: E x p e rim e n ta l Setup  fo r R o b u st R e se rva tio n  S u p p o rt
I use  the e x p e rim e n ta l setup  sh o w n  in  F ig . 5.1 fo r th is p u rp o se . In the first 
set o f e x perim en t, I eva lu a te  the case w h e n  n o  gap  m a n a g e m e n t su p p o rt  is a v a il­
able. W e u se  three U D P  b ased  Q -flo w s  to traverse  the n o n -Q o S  lin k , re ferred  to 
as L, o f ca p a c ity  1.5Mb/sec. T h e  U D P  traffic generator is  a con stan t b it  rate (CB R )  
sou rce  w ith  e x p o n e n tia lly  d is tr ib u te d  o n  a n d  o ff p e rio d s . W e defin e  Q -F lo w  1, 
a n d  Q-Flow 2 w ith  b a n d w id th  re q u ire m e n t ~0.4M b/sec a n d  0.9Mb/sec respec­
tively. W h e n  a n e w  Q -flo w , Q-Flow 3, w ith  b a n d w id th  re q u ire m e n t ~1 Mb/sec, 
greater th a n  the a v a ila b le  resources, entered  the re se rv atio n  gap , the l in k  w as  
o v e rlo a d e d . T h is  cau ses d e g ra d a tio n  to a ll Q -f lo w s  as sh o w n  in  F ig . 5.2. A l l  
three flo w s  su ffer h e a v y  p ack e t losses a n d  the n e tw o rk  resou rces are in e ffic ie n tly  
u tilise d .
N e x t, I eva lu ate  fo r the case w h e n  g ap  is m an a g ed . I d e s ig n e d  a N etle t, re­
fe rred  to as g ap  m a n a g e m e n t N e tle t, fo r th is p u rp o se . T h e  ro le  o f  th is N e tle t is  to
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Time [sec]
F ig u re  5.2: S erv ice  D e g ra d a tio n  F o r  Q o S  F lo w s  across the G a p
m an a g e  the rese rvatio n  g ap  a n d  to reject those flo w s  that request m ore  th a n  the  
a v a ila b le  gap  b a n d w id th . F o r  the p u rp o s e  o f s im p lic ity , the effective  gap  to be  
m a n a g e d  b a n d w id th  is stored  w ith in  the N R E ,  1 Mb/s in  th is  case.
T h e  gap  m a n a g e m e n t N e tle t b y  c o n su ltin g  the N R E  is able to f in d  the m a x ­
im u m  effective g ap  b a n d w id th  that h a d  to b e  m a n a g e d . T h e  L in u x  p o rt o f  the  
R S V P 2 p ack a g e  is u s e d  fo r  th is testing. T h e  P acket C o m m u n ic a t io n  E n g in e  (P C E )  
at the N e t le t  n o d e  is c o n fig u re d  to cap tu re  R S V P  p ackets  (i.e. packets w ith  p ro ­
to co l n u m b e r 46). A  s im p le  C  p ro g ra m  w as w ritte n , w h ic h  uses the R S V P  A P I  to  
requ est a re se rv atio n  a n d  th en  starts the U D P  traffic generator.
A t  t ~ l 00 the C  p ro g ra m  c o rre sp o n d in g  to f lo w  Q-Flow 1 (Fig. 5.3) is in itiated . 
T h e  N e tle t  M a n a g e m e n t E n g in e  o f the exit n o d e  (the traffic s in k  in  F ig . 5.1) on  
id e n t ify in g  a g ap  d o w n lo a d s  the gap  m o n ito r in g  N e t le t  fro m  a n e ig h b o u r N e tle t  
cache a n d  instan tiates it. T h e  g ap  m o n ito r in g  N e tle t  o n  o b ta in in g  the a dd ress of 
the gap  e n try  n o d e  fro m  the N e t le t  M a n a g e m e n t E n g in e  ( N M E )  sent a c lon e  o f 
itse lf to  the en try  n o d e .
2RSVP Port Under Linux, http://www.isi.edu/div7/rsvp/release.html
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A t  t« 200 the C  p ro g ra m  c o rre sp o n d in g  to f lo w  Q-Flow 2 is in itia ted . T h e  en try  
gap  N e t le t  o n  re c e iv in g  the request fo r  reservatio n , co m p a res th e m  to the a v a il­
able resou rces (ava ilab le  0 .6 M b /s). S in ce  there are e n o u g h  resou rces ava ilab le  
to s u p p o rt  the reservatio n , the R S V P  p ackets are fo rw a rd e d  to w a rd s  the d estin a­
tio n  n o d e . F u rth e rm o re , the e n try  N e t le t  u p d a te s  the v a lu e  o f  the ava ilab le  gap  
b a n d w id th  to zero.
W h e n  the th ird  f lo w  Q-Flow 3 sen ds a n  u p stre a m  rese rvatio n  request, the gap  
m a n a g e m e n t N e tle t, d ro p s  the request. It a lso  sen ds an  e rror m essage  to the n o d e , 
w h ic h  requ ests the re se rv atio n  n o t ify in g  it  o f the n o n -a v a ila b ility  o f  resources  
across the n o n -Q o S  lin k , L (in F ig . 5.3, at t?»300). In th is case, Q-Flow 3 does  
n o t in terfere  w ith  the ex istin g  Q -flo w s  (Q-Flow 1, Q-Flow 2) w h ic h  co n tin u e  to 
rece ive  the requ ested  Q o S  (Fig. 5.3) a n d  the n e tw o rk  resou rces are th u s e ffic ien tly  
utilised .
Tim e [sec]
F ig u r e  5.3: N e t le t  M a n a g e d  R e se r v a t io n  G a p
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5.1.2 R o u tin g  E nhancem en ts
N e tw o r k  M o d e l:  I e v a lu a te d  the p e rfo rm a n c e  o f three ro u tin g  ap p roa ch es (SP, 
M R -S  a n d  S -M R )  d e scr ib e d  in  S ection  4.1.6 w ith  the so-ca lled  ISP to p o lo g y  [157] 
s h o w n  in  F ig u re  5.4. In general, the n e tw o rk  to p o lo g y  is a ssu m e d  to  con sist o f 
N  n o d e s  co n n e cte d  u s in g  L b id ire c t io n a l lin k s  each  w ith  ca p a c ity  C (for the ISP  
to p o lo g y  w e  h a v e  u s e d  N = 18, L =  30 a n d  C =  20). W e a lso  assu m e that w ith in  
the n e tw o rk  there are N® Q -n o d e s  a n d  NnCi n o n -Q  n o d e s  (w here: N Q+Nn® — N).
T h e  requ ests a rr iv e  at each n o d e  in d e p e n d e n tly  a cc o rd in g  to a P o is so n  d is tr i­
b u t io n  w ith  rate A a n d  h a v e  e x p o n e n tia lly  d is tr ib u te d  h o ld in g  tim es w ith  m e a n  
v a lu e  1/fi. T h e  req u ested  a m o u n t o f b a n d w id th  is u n ifo rm ly  d is trib u te d  o ve r  
the in terva l: [Mkb/s, 6Mb/s], w ith  m e a n  v a lu e  B — 3.32Mb/s. If tra ffic  is g en ­
erated b y  N s sou rce  n o d e s, it p ro d u c e s  the n e tw o rk  o ffered  lo a d  [158]: p =  
\N SBh'/ pLC, w h e re  h! is the average  shortest p a th  d istan ce  b etw een  n odes, ca l­
cu la te d  o v e r a ll so u rce -d e stin a tio n  p a irs  (for the ISP to p o lo g y : h' =  2.36 if  N s = 
18). In o u r  e x p e r im e n t w e h a v e  u sed  a m e a n  co n n e ctio n  h o ld in g  tim e  o f 60sec 
a n d  ch oose  A to p ro d u c e  the re q u ire d  o ffe red  lo a d  in  the n etw o rk .
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P e rfo rm a n c e  m e trics : In  o u r s im u la tio n s  w e  a ssu m e d  that w h e n  a n e w  request
a rr ive s  it  ca n  rece ive  one o f tw o  respon ses w h e n  p a th  m o n ito r in g  is used:
• accept - if  there are e n o u g h  resou rces a lo n g  the ch o sen  a n d  m o n ito re d  path;
• reject - if  resou rces a lo n g  the ch o se n  a n d  m o n ito re d  p a th  can n o t a cco m m o ­
date the n e w  request.
H o w e v e r  if  p a th  m o n ito r in g  is n o t p resen t (as in  the ex istin g  Internet) there  
m a y  b e  a th ird  o u tco m e , v iz  fa ilu re .
f a i l  - if  the d e c is io n  w a s  to accept a co n n e ctio n  o n  the p ath , b u t the p a th  fa iled  
to p ro v id e  the re q u ire d  Q o S  level. T h is  o ccu rs  if  the u ser term inates the co n n ec­
t io n  b ecau se  Q o S  le v e l d oes not c o n fo rm  to the req u ested  quality.
W e  h a v e  a ssu m e d  that the life tim e  o f fa ile d  co n n ectio n s is  e x p o n e n tia lly  d is ­
tr ib u te d  w ith  a m e a n  v a lu e  eq u a l to h a lf  o f th e  m e a n  v a lu e  o f a stan d ard  co n n ec­
tio n  (1/2¡j). W e  w i l l  e x p la in  w h y  su c h  a v a lu e  w a s ch o se n  in  S ection  5.1.3.
W e 3 h a v e  u se d  the fo llo w in g  m etrics  to c o m p a re  the p e rfo rm a n ce  o f the three  
ro u tin g  a p p ro a ch e s  (SP, M R -S , S -M R ): the call blocking rate -  d e fin e d  as:
num ber of (rejected + failed) requests
call b locking rate = ------------- ------- ---------- --------------------
num ber of arrived requests
w h ic h  is u s e d  to  ca lcu late  the p ro b a b ility  o f rejecting  the n e w  request; the average 
path length -  d e fin e d  as:
V\ path length of accepted connections
avg. path length =  ^ ------  — —r--------- -^----------- ;---------
num ber of accepted connections
u s e d  as an  in d ic a to r  o f  resource  c o n s u m p tio n  w h e n  co m p a r in g  the a lg o rith m  
to a lg o rith m s w h ic h  l im it  the h o p  count; the installation cost -  d e fin e d  as:
num ber of m onitoring points
installation cost =
num ber of m onitored  connections
3Results were obtained jointly with Karol Kowalik.
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w h ic h  is u s e d  to ca lcu late  the cost o f in s ta llin g  active  serv ices a lo n g  the path; an d
the reliability -  d e fin e d  as:
number of QoS aware nodes along the pathreliability = ------------—-------— ----------------- ----number of total nodes along the path
(a p a th  is  a ssu m e d  to be m ore  re liab le  if  it h as a h ig h e r ratio  o f  Q -n od es).
5.1.3 S im u la tio n  R esu lts
T h e  tw o  p ro p o s e d  ro u tin g  a lg o rith m s (M R -S  a n d  S -M R ) a im  to im p ro v e  the re li­
a b ility  o f ro u tin g  p ro to co ls  in  a hetero g en o u s e n v iro n m e n t. H e n ce  fo r the g iv e n  
n e tw o rk  w ith  the ISP to p o lo g y  w e  h a v e  ra n d o m ly  in creased  the n u m b e r o f Q -  
n o d e s  starting  fro m  a n e tw o rk  w h ic h  does n o t p ro v id e  a n y  Q o S  s u p p o rt  (N® — 0 
a n d  NnQ =  N) u n t il w e  h a v e  reach ed  the fu lly  Q o S  s u p p o rt iv e  n e tw o rk  (N Q — N  
a n d  NnQ = 0) -  w e  c a ll th is  a cyc le  o f s im u la tio n . In o u r  e x p e rim e n t each  cyc le  of 
s im u la tio n  w as repeated  500 tim es a n d  w e presen t the average  resu lts below . A s  
s h o w n  in  F ig . 5.5 w h e n  p a th  m o n ito r in g  is n o t s u p p o rte d  an d  the shortest p ath  
(SP) is ch osen , the b lo c k in g  p ro b a b ility  is q u ite  h ig h  fo r  n e tw o rk s  w ith  a sm a ll 
n u m b e r o f Q -n o d e s . T h is  is cau sed  b y  co n n ectio n s b e in g  setup  d esp ite  there not 
b e in g  e n o u g h  resou rces to a cco m m o d a te  th em  a n d  w h ic h  fa il after estab lishm ent. 
T h is  ty p e  o f fa ile d  co n n e ctio n  uses resources u n n e c e ssa rily  a n d  so b lo ck s  other 
p ote n tia l co n n ectio n s . W e  can  o n ly  red u ce  the b lo c k in g  p ro b a b ility  w h e n  u s in g  
S P  b y  in cre a s in g  the n u m b e r  o f Q -n o d e s. W e u s e d  Ija^i as the m e an  h o ld in g  tim e  
o f fa ile d  co n n ectio n s . W e  a ssu m e d  that a > 1 becau se  w e  expect that a fa iled  
co n n e ctio n  w il l  be  te rm in a te d  earlie r th an  h a d  it b een  successfu l. In o u r s im u la ­
tions w e u se d  a =  2. U s in g  oth er v a lu e s  o f a, w h ic h  are greater th an  one, changes  
the b lo c k in g  p ro b a b ility  b u t th is rem a in s a m o n o to n ic  d ecreas in g  fu n c t io n  o f the 
n u m b e r o f Q -n o d e s.
If a p a th  m o n ito r in g  m e ch a n ism  is e m p lo y e d  in  co n ju n ctio n  w ith  ro u tin g  al-
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N um ber o f QoS aware nodes
F ig u re  5.5: C a l l  b lo c k in g  p ro b a b ility  o f SP, M R -S  a n d  S -M R  u n d e r  in creas in g  
n u m b e r o f  Q o S  aw are  n o d e s
g o rith m s w h ic h  select m ore  re liab le  p ath s (as in  the M R -S  a n d  S - M R  cu rve s  in  
F ig u re  5.5) the b lo c k in g  p ro b a b ility  is  red u ced . B y  u s in g  m o n ito r in g  w e p re v e n t  
situ atio n s a ris in g  w h ere , d u e  to a la c k  o f accurate  re se rv atio n  in fo rm a tio n , co n ­
n ection s are esta b lish ed  o v e r lin k s  w ith  in su ffic ie n t resources. T h e  M R -S  a lg o ­
r ith m , w h ic h  ch ooses the m o st re lia b le  p a th  fro m  the set o f shortest path s, sh ow s  
the extent to w h ic h  b lo c k in g  p ro b a b ility  can  b e  re d u ce d  b y  p a th  m o n ito r in g . T h e  
S - M R  a lg o r ith m  a lso  re d u ce s  b lo c k in g  p ro b a b ility , w h e n  the n u m b e r o f Q -n o d e s  
is sm all. H o w e v e r  w h e n  the n u m b e r o f Q -n o d e s  is  m o re  th a n  h a lf  o f  the total 
n u m b e r  o f n o d e s, it  generates a h ig h  b lo c k in g  rate, b ecau se  o f the use o f n o n  
shortest p ath s w h ic h  co n su m e  extra resources. T h is  is  c le a r ly  seen b y  c o m p a rin g  
F ig u re s  5.6 a n d  5.5. T h is  a lso  co n firm s  th e  fin d in g s  o f o th er researchers [158], that 
a lg o rith m s lim it in g  h o p  co u n t p ro d u c e  a lo w e r b lo c k in g  p ro b ab ility . T h e  average  
p a th  le n g th  o f S P  (the b o tto m  cu rv e  in  F ig u re  5.6) g ro w s s lig h t ly  w h e n  the n u m -
129










0 2 4 6 8 10 12 14 16 18
N um ber o f QoS aw are nodes
F igure 5.6: A v era g e  len g th  o f  th e p ath  ch o sen  b y  SP, M R -S an d  S-M R
ber o f  Q -n o d es  increases. C learly, w h e n  in fo rm a tio n  a b o u t resources ava ilab le  in  
th e n e tw o r k  is  n o t p ro v id e d , se tu p  o f  co n n ectio n s req u irin g  o n ly  a fe w  h o p s  is  
m o re lik e ly  to  b e  su cce ssfu l th an  o f co n n ectio n s w h ere  th e  so u rce  an d  d estin a tio n  
n o d e s  are further apart.
A lth o u g h  S-M R p ro d u ces  a h ig h er  b lo ck in g  p rob ab ility  th an  M R-S, it is m ore  
re liab le w h e n  co m p a red  w ith  th e SP an d  M R -S a lg o rith m s (see  F igure 5.7). T he  
p a th  re liab ility  sh o w n  in  F igure 5 .7  d o es  n o t  d iffer m u ch  for each  o f th e a lg o ­
rithm s. T his is  d u e  to  th e  fact that Q -N o d e s  are se lec ted  ra n d o m ly  and  there are 
n o t m a n y  a ltern ative  p a th s  featu red  b y  ISP to p o lo g y . W h en  Q -N o d es  are g ro u p ed  
an d  n o t d isp ersed , th e  S-M R offers s ig n ifica n t im p ro v em en t in  re liab ility  over  
oth er ap p roach es. T his su g g e s ts  that th e S-M R  a lg o r ith m  sh o u ld  b e  u sed  o n ly  
for co n n ectio n s  req u ir in g  h ig h  re liab ility  an d  p ro d u c in g  h ig h er  reven u e. O ther  
f lo w s  sh o u ld  b e  p ro ce ssed  u s in g  M R-S.
W h e n  e v a lu a tin g  th e  cost o f in s ta llin g  the  m o n ito rin g  m ech an ism s in  Fig-
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F igure 5.7: R eliab ility  o f  ro u tin g  d ec is io n s  o f  SP, M R -S an d  S-M R
u re 5.8 w e  can  see  th at th e  co st o f u s in g  m o n ito r in g  for S-M R  is  com p arab le  w ith  
th at for M R -S (w h e n  th e  n u m b er o f  Q -n o d es  is  le s s  th a n  h a lf o f  th e to ta l n u m ­
b er  o f n o d e s) or is  e v e n  lo w e r  (if th e  n u m b er o f  Q -n o d e  is  greater th an  h a lf the  
to ta l n u m b er o f n o d es). So  if  a n e tw o r k  ad m in istrator d ec id es  th at th e  co m p u ta ­
tio n a l co st o f m o n ito r in g  n o n -Q  seg m en ts  is  ex c ess iv e , h e  co u ld  u se  S-M R e v e n  if  
it p ro d u c es  a h ig h er  b lo c k in g  p rob ab ility  th a n  M R-S.
5.1.4 Remarks
I p rese n ted  tw o  d istin ct sets  o f  ex p er im en ts  to  s tu d y  th e  p ro b lem  o f reservation  
gap s. First, I co m p a red  o p era tio n a l characteristics o f  Q -flo w s w h e n  traversin g  
n o n -m a n a g ed  an d  N e t le t  m a n a g ed  reserv a tio n  gap s. N ex t, I p resen ted  a co m ­
p a ra tiv e  a n a ly sis  b e tw e e n  th e m o st reliab le -  sh ortest p a th  (M R-S), th e  sh ortest -  
m o st re liab le (S-M R) a n d  th e  trad ition al sh o rtest p a th  a lgorith m s. T he tech n iq u e
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F igu re 5.8: C o st o f p a th  m o n ito r in g
d escr ib ed  h ere m a k es it p o ss ib le  to  d e p lo y  a p p lica tio n s in  th e  n etw o rk  w h ich  
h a v e  q u ite  hard  Q oS g u a ra n tee  req u irem en ts, e v e n  w h e n  a s ig n ifica n t n um ber o f  
n etw o rk  n o d e s  su p p o rt o n ly  b est-e ffo rt service. Such  tech n iq u es  w ill  b e  o f critical 
im p o rta n ce  in  en su r in g  th e  gracefu l tra n sitio n  o f th e In ternet from  a best-effort 
serv ice  m o d e l to  a serv ice  m o d e l fea tu rin g  Q oS gu aran tees.
5.2 Server Selection using N etlets
In th is sec tio n , I p resen t an  ev a lu a tio n  o f th e  c lien t-s id e  server se lec tio n  m ech ­
a n ism  p r o p o sed  u s in g  d irector N e t le t  serv ices  (in  sec tio n  4.2). T he ev a lu a tio n  
p resen ted  b e lo w  in c lu d e s  resu lts  from  tests  p erfo rm ed  in  a L A N  en v iron m en t 
and  o n  th e  Internet. T he first se t o f ex p er im en ts  ev a lu a tes  th e  w o r k in g  o f a d irec­
tor N e tle t  to  act as s w itc h in g  a g en t to  p erform  lo a d  d istr ib u tio n  across servers. 
T he sec o n d  se t o f ex p er im en ts , ev a lu a tes  a ran ge o f se lec tio n  m etrics that can be
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u se d  b y  d irector serv ices  to  su p p o rt server se lec tio n  in  the Internet.
5.2.1 Client Perceived Service Response Time
T he serv ice  re sp o n se  tim e  p erce iv ed  b y  a c lien t can  b e  fo rm u la ted  as:
SGvvzccTirfic T[j0rai(, -l- TcormQCt T§erve (5.1)
w h ere , TLocate refers to  the tim e tak en  to  lo ca te  a server; TConnect is the tim e  
requ ired  to  esta b lish  th e  con n ection ; an d  Tserve is  th e  rem a in in g  tim e taken  to  
serv e  th e request.
T he TLocate an d  TConnect co m p o n en ts  are d e p e n d e n t o n  th e  p rev a ilin g  n etw o rk  
an d  server co n d itio n s. T he TServe co m p o n en t is  la rg e ly  d ep en d e n t o n  th e requ est 
ty p e  b u t a lso  d e p e n d s  o n  th e server load . H en ce , se lec tio n  m etrics that u se  server  
lo a d  an d  n e tw o rk  p aram eters to  m ak e server se lec tio n  d ec is io n s  w il l  be able to  
con tro l the effect o f  th ese  co m p o n en ts  o n  the tota l serv ice  resp o n se  tim e p erce iv ed  
b y  th e  clien t. I co m p a re  th e  p erform an ce o f th e fo llo w in g  server se lec tio n  m etrics  
w h e n  e m p lo y e d  b y  th e  d irector services: (i) server load; (ii) n etw o rk  latency; (iii) 
ra n d o m  se lec tio n  an d  (iii) en d -to -en d  p ro cess in g  delay.
5.2.2 Server Load Distribution
T he first se t o f ex p er im en ts  in c lu d ed : (i) the im p lem en ta tio n  o f lo a d  d istr ib u tion  
across servers u s in g  d irector N e tle t  serv ices; an d  (ii) a s tu d y  o f th e  im p act o f  
server lo a d  o n  c lien t p erc e iv ed  serv ice  resp o n se  tim e.
T he ex p er im en ta l se tu p  u se d  for th e a n a ly sis  is sh o w n  in  Fig. 5.9. T he w o r k ­
in g  o f th e ex p er im en ta l se tu p  is  as fo llo w s. C lien t p ro g ra m  at n o d e  C in itiates  
co n n ectio n  req u ests to  th e  an y ca st ad d ress o f th e  server grou p , A. Furtherm ore, 
th e  n o d e  C h as N e t le t  n o d e , ND, as its  g a te w a y  n o d e . T he d irector serv ice  is 
in sta n tia ted  at ND a n d  a p a ck et capture filter is  co n fig u red  w ith  the P acket C om -
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(S2)
Reply packet
F igure 5.9: E xp erim en ta l S etu p  for L oad  B ased  Server S election
m u n ica tio n  E n g in e (PCE) o f n o d e  ND. N o te  th e  filter sp ec ifies  to  capture TCP  
S Y N  p ack ets d e stin ed  to  a d d ress A.
W h en  the PCE o f  th e  N e tle t  n o d e  ND receiv es  su ch  p a ck ets , it cap tu res and  
h a n d s  th em  o v er  to th e d irector N etle t. T his N e tle t  th en  ch a n g es  th e d estin a tio n  
ad d ress  o f the TCP SY N  p a ck et to th e ad d ress o f th e  b est p erfo rm in g  server (e i­
ther to  S1 or S 2  b a sed  o n  m ea su rem en t results). N o te  a C p rogram  w a s  w ritten  
a n d  in sta lled  at b o th  servers, so  as to  capture an d  revert back  th e so u rce  ad dress  
o f the H TTP se ss io n  p a ck ets  from  th e  serv er 's  a d d ress (e ither S1 / S 2 )  to  th e an y-  
cast ad d ress, A. T his is  b eca u se  th e  TCP control b lo ck  at c lien t n o d e  w il l  h a v e  the  
se s s io n  d estin a tio n  a d d ress  A. H en ce , to  esta b lish  co n n ectio n s , the d estin a tio n  
a d d ress  w ill  h a v e  to  b e  m a in ta in ed .
5.2.3 Experiments
T he b e lo w  se t o f ex p er im en ts  w ere  carried  o u t in  a L A N  en v iro n m en t w ith  a 
p air o f  A p a ch e  servers [159] (Si, S2) ru n n in g  o n  L in u x  m a ch in es. Server Si is 
co n fig u red  th e c lo se s t  to  the c lien t n o d e  (a s in g le  H O P  a w a y ) w h ile  server S2 is  
co n fig u red  w ith  2 H O P S  as the d ista n ce  m etric.
T h ese  servers are co n fig u red  to accep t a m a x im u m  o f 150 co n n ectio n s s im u l­
tan eou sly . T he m o d -sta tu s m o d u le  p resen t in  th e A p a ch e  server is co n fig u red  to
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m o n ito r  th e lo a d  co n d it io n  on  th e servers. H ttp erf [160], a H TTP traffic g en er­
a tio n  to o l is  u se d  to  gen erate  b a ck g ro u n d  traffic o n  servers. C lien t requ ests to  
servers are m o d e lle d  w ith  ex p o n en tia l in ter-arrival tim es. H ere, a Java p rogram  
w a s w r itten  to  act as th e w e b  client.
T he g o a l the d irector serv ice  has to  a cco m p lish  is: to route client requests to the 
best performing server based on load conditions (obtained using the mod-status module 
of apache), thus achieving load distribution across the servers. T he m a x im u m  load  
th resh o ld  at th e servers is d e fin ed  as 80%. T he d irector serv ices  w o rk s w ith  th is  
v a lu e  for server se lec tion .
T he h ttp erf to o l g en era tes  b a ck g ro u n d  traffic to  S i,  co n stitu tin g  arou n d  90% 
load  o n  th e  server for th e first 350 sec o n d s  (see  Fig. 5.10). D u rin g  th is p er iod  
o f tim e, th e  d irector serv ice  rou tes req u ests to  server S2. W h en  the b ack grou n d  
traffic is r e m o v ed  from  server Si, th e  N e tle t  serv ice  d irects req u ests to the c lo sest  
b est p erfo rm in g  server, Si. T his co rresp o n d s to  th e  p er io d  from  350 to  750 sec­
o n d s  in  Fig. 5.10. W h en  th e  b a ck g ro u n d  traffic is  in tro d u ced  back  o n  server Si, 
th e d irector serv ice  rou tes req u ests to  S 2/ th u s a cco m p lish in g  lo a d  d istribu tion .
To s tu d y  the im p a ct o f server lo a d  o n  serv ice  re sp o n se  tim e, average d o w n ­
lo a d  la ten cy  for files  from  th e tw o  servers are a n a lysed . F ile s iz e s  that are u sed  
in  th e  te sts  v a ry  from  500K  to 5000K . F iles are d o w n lo a d e d  from  server Si w h e n  
it is  o p era tin g  at 80% lo a d  an d  w h e n  server S 2 is h a v in g  40% lo a d  im p o sed . T his 
co rresp o n d s to  lo a d  co n d it io n s  at d ifferen t in stan ts o f  tim e  in  Fig. 5.10. T he aver­
a g e  d o w n lo a d  la ten cy  ex p er ien ced  for each  file  at b o th  servers are sh o w n  in  Fig. 
5.11.
T he a v era g e  d o w n lo a d  la ten cy  offered  b y  server S2 is 2 to  3 tim es le ss  than  
that o f th e c lo se s t  server Si. T hus, w e  can  co n c lu d e  that the server lo a d  affects  
the resp o n se  tim e p erc e iv ed  b y  clien ts. Furtherm ore, ap p roach es (e.g. [12]) b ased  
on  lo ca tin g  c lo se s t  server rep licas n o d e s  for serv in g  c lien t requ ests th u s d o es  n o t  
a lw a y s  p ro v id e  an  accurate server se lec tio n  tech n iq u e.
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5.2.4 Server Selection in the Internet
T he ex p er im en ta l se tu p  that I u se d  for th is te st is  sh o w n  in  Fig. 5.12. T he director  
N e tle t  is  d o w n lo a d e d  a n d  in sta n tia ted  from  th e  n e ig h b o u r  N e tle t  cache n od e. 
T he w e b  c lien t that is  re sp o n sib le  for g en era tin g  req u ests  an d  th e  d irector N e tle t  
are lo ca ted  o n  th e  sa m e  n o d e .
T he w o r k in g  o f th e  d irector serv ice  is as fo llo w s . T he d irector serv ice  p erform s  
m ea su rem en ts  an d  record s th e a d d ress o f  th e  b est  p erfo rm in g  set o f  servers to  a 
file , referred to as th e weather file. U s in g  th ese  resu lts, the w e b  clien t th en  es­
ta b lish es  co n n ectio n s  to  th e appropriate server. N o te  to  im p lem en t th e id ea  o f  
ch a n g in g  d estin a tio n  a d d resses  5 .2 .2  th e server en d  w o u ld  h a v e  to  b e  m od ified . 
H o w ev er , su ch  a fa c ility  is n o t ava ilab le , w h e n  w o r k in g  w ith  servers o n  the In­
ternet.
For th is ex p er im en t, I u se d  a se t o f  10 m irror servers (w w w .k ern e l.o rg ) [161]
136
CHAPTER 5. EVALUATION OF PROPOSED APPLICATIONS
File Size (M Bytes)
Figure 5.11: Im pact of Server Load on Service Response
present at different geographical locations in the Internet. File sizes used for test­
ing the average dow nload latencies experienced by clients varied from 500K to 
15000K. The total set of m easurem ents spanned a 10 day period at different times 
of the day so as to m inim ise effects of caching and time-of-day effects. In this 
set of experiments, I evaluate three different metrics for server selection in the 
Internet.
Random Selection: For this metric, the director services im plem ents the random  
server selection strategy popularly  followed in  the Internet. Random  num ber 
generators are used to decide the server to be selected from the replica set. Aver­
age dow nload latency for each file (500K to 15000K) is recorded (see Fig. 5.13). 
N etw ork  Latency: In the second server selection technique, the director services 
uses netw ork latency as the param eter for deciding the optim um  perform ing 
server. The average round-trip  time (RTT) is m easured for each server by the 
N etlet service. This m easurem ent is carried out using ping probes to each server.
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The selection decision at the N etlet service is either m ade on past probe m ea­
surem ent results or on new  m easurem ents that are m ade prior to assigning the 
requests to a server. The tim eout period for past m easurem ent results is assigned 
as 180 seconds. The tim eout value is arbitrarily chosen to reduce frequent prob­
ing. The probability of selecting a server, Sj, from a replicated set of N server 
replicas is calculated using the following equation:
l / R T T Sj
Ef=o 11 R T F s,
w here R T T S. is the average round-trip  time that corresponds to server Sj  from 
the director service.
Based on the m easurem ents, the server w ith  the highest probability is se­
lected. The average dow nload latency for each file is recorded (see Fig. 5.13). 
End-to-End Latency: The selection metric based on netw ork latency does not ac­
count for the load condition at server nodes. This is because the p ing  responses 
from  servers are handled by server daem ons other than the web server daemons. 
Applications that are both  CPU intensive and delay sensitive will require both 
server and netw ork load param eters to be involved in deciding the best perform-
Server -1
Server -10
Experim ental Setup for Server Selection in  the Internet
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File Size (KBytes)
Figure 5.13: Com parison of Server Selection Metrics
ing server. A solution to support such decisions will be to check the end-to-end 
latency perceived by the client. The end-to-end latency, L Sj/ can be form ulated as
L Sj =  R T T Sj +  P  delay Sj (5.3)
where, R T T Sj is the average round-trip  time to server Sj  from the Netlet ser­
vice and  Pdelaysj is the request processing delay at the server. The end-to-end 
latency can be m easured by dow nloading a small test file from all server replicas.
A 100K file is used to m easure the end-to-end latency in  the experiments. The 
tim eout period for past m easurem ent results as 180 seconds. The probability of 
selecting a server, Sj, from a replicated set of N server replicas is calculated using 
the following equation:
1 / L Sj
E l , 1 / ^ ,
Prob (Sj) = ^ A, (5.4)
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The average dow nload latency for each file from the group is recorded (see 
Fig. 5.13).
M etric Com parison: The end-to-end latency technique perform s the best among
all the three schemes discussed (see Fig.5.13). This finding is consistent w ith re­
sults presented in [136]. The random  selection technique popularly  followed in 
the Internet offered the w orst perform ance. The average dow nload latency of­
fered by this technique w as three times m ore than the end-to-end latency and al­
m ost twice that of the netw ork latency based approach. The technique of dow n­
loading small test files to m easure end-to-end latency will no t scale for servers 
containing large set of replicas in the Internet. A scalable approach as described 
in section 4.2.7 can be adopted.
5.2.5 Remarks
I presented the evaluation of the client-side server selection m echanism  I pro­
posed using N etlet director services. By using Netlets, service decision points 
were able to be dynam ically deployed in  the netw ork at locations where they can 
m ost efficiently serve a large num ber of clients. Overall, this approach dem on­
strated the versatility of im plem enting server selection algorithm s that can w ork 
on the client-side of the network.
5.3 Large Scale Deployment of MENU
In this section I evaluate the large scale deploym ent of the MENU protocol (sec­
tion 4.3). Furtherm ore, I also evaluate the benefits of em ploying MENU over the 
other existing m ulticast protocols. Simulations are used to carry out the analysis.
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5.3.1 Experiments
Netlet nodes are required to be present in the Internet, in order to host the Repli­
cation Netlet (RepN) services, which provide packet duplication support in the 
MENU protocol. However, due to the large scale nature and heterogeneity of 
the Internet, such support can only be integrated gradually. Under such circum­
stances, MENU like protocols will go through phases of partial deployment to 
ubiquitous availability.
Here, I study through simulations the effect of incremental deployment of 
Netlet node support in the Internet on MENU. I evaluate this based on: (i) the 
gain (e.g. reduction in bandwidth) offered when using MENU based multicast 
communication services over unicast; (ii) the packet redundancy level, referred 
to as the link stress [162], experienced by the network nodes when working with 
partial deployment of Netlet nodes in the network; and (iii) the forwarding state 
saving achieved by MENU in comparison to existing multicast protocols. Finally, 
I study the minimisation in error recovery delays when supporting data caches 
at Netlet nodes in the network.
5.3.2 Network Model
This analysis is performed using core-stub network topologies generated using 
the GT-ITM [163] package. The topologies for the study have 20 nodes per stub 
domain and 10 nodes per core domain. The total number of router nodes present 
in the generated topologies are 500. Furthermore, 20 user nodes are added at ran­
dom to each stub domain in the network. Note that at most a single stub router 
had only two receivers assigned. For the purpose of illustration, the topology 
I use for testing the effects of mean hop count (12.5) against multicast gain is 
presented in Fig. 5.14.
It is assumed that each stub domain represented a potential community of 
interest for the traffic source and all receivers subscribe for the multicast session.
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Figure 5.14: Network Topology used for Multicast Gain Measurement
For each simulation cycle, the traffic source is selected randomly from one of 
the stub domains. I use different randomisation seeds during each simulation 
cycle for assigning network routers as "Netlet Supportive". I present the results 
averaged across 25 simulations.
Efficiency of employing MENU based multicast communication over unicast 
was evaluated using the gain metric defined in [164]. The multicast gain in refer­
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ence to bandwidth saving is defined as:
5 =  1 - ^  (5.5)
where L m denotes the total number of multicast links in the distribution tree 
and L u is sum of unicast hops. 5 represents the percentage gain in multicast 
efficiency over unicast. For Ô approaching zero, multicast offers no gain over 
unicast communication. As S increases (to a maximum value of Ô =  1) multicast 
communication offers bandwidth savings over unicast.
5.3.3 Results
A ctive Stub and N on-A ctive Core D om ains
This experiment is carried out to study the multicast gain when stub network do­
mains hosted Netlet nodes i.e. where there were stateful stub domains and state­
less core domains. The effect of incremental deployment on MENU is assessed 
by varying the number of Netlet nodes available within the stub networks. In 
the experiment, the ratio of Netlet nodes available in each stub network is varied 
from 0% to 100% in steps of 10. The traffic delivery tree is constructed as de­
scribed in section 4.3.8. For each deployment ratio, the number of multicast hops 
to unicast hops when serving all the receivers in the network is recorded. This 
experiment is repeated for different mean path lengths (between the source and 
receiver nodes). This allowed us to evaluate the impact the hot spot nodes have 
on the multicast gain.
Fig. 5.15 shows the results of this analysis. The case of 1 Netlet node per stub 
domain denotes the existence of a single Hot Spot Node for each community of 
interest. In the MENU model this will result in individual unicast connections 
being setup from source to each HSN and from each HSN to all its end users. 
With only the HSN being present, the gain varied from 30% to 73% for mean path
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Figure 5.15: Multicast Gain with Active Stub Networks
lengths from 12.5 to 23.5 respectively. This is due to fact that all receivers from a 
community were served from the local HSN, which in turn communicated with 
the traffic source. The reason for the increase in gain with path length is that the 
HSN was closer to the receivers than to the source. Note that even with a deploy­
ment ratio of only 40% of Netlet nodes per stub domain, the average multicast 
gain was close to 75%. Overall, it can be concluded that ISPs wishing to provide 
MENU based multicast services can deploy Netlet nodes and attain significant 
gain over unicast without considering service availability at other parts in the 
network.
Link Stress:
A common metric by which application level multicast systems distinguish them­
selves is stress [162]. Stress indicates the number of times that a semantically 
identical packet traverses a given link. Examining stress will give an estimate on
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the level of packet redundancy experienced by netw ork links. N ote that, w ith 
traditional IP M ulticast the stress value never exceeds 1 w hen all nodes in the 
netw ork support multicast, i.e. the ideal case.
I quantify the packet redundancy on a per stub dom ain basis i.e. correspond­
ing to a single ISP. This will allow ISPs to compare the m ulticast gain against 
packet redundancy for various percentages of N etlet node deploym ent. In this 
analysis, I use a 25 node netw ork which connects 50 receivers to the traffic source. 
For the purpose of illustration, one of the topologies I use for testing the stress 
factor (for an average node degree of 4) is shown in Fig. 5.16.
The traffic delivery tree is constructed using the approach described in section 
4.3.8. For various levels of Netlet node deploym ent, the num ber of duplicate 
packets traversing each link in the netw ork was recorded. The experiment was 
repeated for netw orks w ith different connectivity levels. Fig. 5.17 shows the 
change in link stress w ith  increasing num ber of N etlet nodes in a network. On 
average, w ith close to 40% of N etlet nodes, the stress factor reduced by 50% i.e. 
from 3.5 to 1.72. This is because, as the netw ork connectivity im proved there were 
m any optim al shortest path  routes available from every node in the netw ork to 
the HSN which w as the v irtual source for that network.
Forw arding State Saving w ith  MENU
In MENU, forw arding states are only stored at branch points of the traffic deliv­
ery tree. The state saving achieved by not storing at non-branch nodes of the tree, 
reduces packet processing delays and m em ory requirem ents at interm ediate net­
w ork nodes. In this experim ent I evaluate the forw arding state saving achieved 
per established session. The topology used is similar to that as Fig. 5.14. The traf­
fic delivery tree is constructed as described in section 4.3.8. For different levels of 
user joins to the session, I record the num ber of routers that had to store packet 
forw arding state information.
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Figure 5.16: N etw ork Topology used for Stress M easurem ent
Fig. 5.18 shows the state saving achieved by MENU w hen com pared to tradi­
tional IP m ulticast protocols. It is evident that only around 30% of routers present 
in the delivery tree are required to store session details. This allows a reduction 
in  state storage w hich inherently reduces packet processing delays, avoids com­
plex packet handling software m odules and minimises m em ory requirements. 
This reduction im proves the scalability of the protocol. Note that, this result is 
in agreem ent w ith the results presented in [148,150], w hich reports that close to 
70% of the nodes in a tree are non-branch nodes and only function as traffic relay 
nodes.
Error Recovery Delay
Error recovery delay m ay be considerably reduced by em ploying data caching 
services w ithin  the network. Some sim ulations are presented below which illus­
trate the im provem ents in delay which can be achieved. W hen the data caching
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Netlet Supportive Router Deployment (%)
Figure 5.17: Link Stress
service is used, error recovery is initiated by  the H ot Spot Delegate (HSD) which 
(in this simulation) is six hops aw ay from each client node.
The server is positioned variously 6 to 24 hops aw ay from each client (the 
m ulticast tree, for simplicity being such that each client is equidistant from the 
server). Simulations are of the netw ork in Fig. 5.16(with links added as required 
to balance the m ulticast tree), where the path  bandw idth  is set to lOM b/s, and 
link delay is set to 20ms.
W hen data caching is enabled, the error recovery delay is insensitive to the 
path  length from client to server since the effective path  length (from client to 
HSD) is fixed at 6. W ith data caching disabled the delay increases significantly 
w ith pa th  length, as shown in Fig. 5.19.
A dditional benefits of HSD based caching are: (i) w hen an error occurs, the 
N egative Acknowledge (NACK) packets from  clients are contained w ithin the 
stub dom ain, thus avoiding the know n problem  of NACK im plosion at the server;
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User Join (%)
Figure 5.18: Reduction in  Forwarding State
and (ii) there is no need for the server to pre-configure error recovery points 
w ithin the netw ork. Overall, it can be concluded that supporting data caching 
services significantly reduces error recovery delay.
5.3.4 Remarks
Results show  that w hen  only 40% of routers per stub dom ain can host N etlet and 
for a m ean pa th  length of 23.5, MENU achieves a m ulticast gain close to 70% and 
packet redundancy of only 1.72. Furtherm ore, MENU operates w ith a 70% state 
saving, com pared to conventional IP m ulticast protocols thus overcoming their 
scalability problems. Furtherm ore, by placing data caching N etlet services, the 
recovery delay in m ulticast sessions is also minimised. Overall, MENU provides 
an efficient m eans to increm entally build a source customisable secured multicast 
protocol w hich is both scalable and reliable.
148
CHAPTER 5. EVAL UATION OF PROPOSED APPLICATIONS
Path Length to Server
Figure 5.19: Error Recovery Delay for a M ulticast Session in MENU
5.4 QoS Support for Network Applications using Netlets
5.4.1 Experiment
In this section I describe the prototype m odel that I built to dem onstrate the mech­
anism to couple QoS support for end user applications using Netlets (in section 
4.4). The aim of this experim ent is to confirm the session establishm ent capa­
bility of N etlet services on behalf of end applications. Note this m odel was not 
designed to support flow m easurem ent capabilities.
5.4.2 Implementation
The QoS support that is required by end applications operating over a IntServ 
based stub netw ork w ill require RSVP signalling. I use the Linux port of the
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RSVP4 package. The RSVP m odule is program m ed in the C language.
I use the Java Native Interface (JNI) to interface Netlets w ith  the native code 
based RSVP module. I combined the available RSVP APIs under function sets, 
w ritten  in  the C langauge to reduce: (a) the num ber of calls the QoS-support 
had to place betw een Java and native domains; and (b) the num ber of JNI stubs 
required to interface w ith  the RSVP API.
I developed two distinct C-based program  sets for this purpose: the sender 
and receiver sets, referred to as QoS-sender and QoS-receiver respectively. The 
sender set encapsulates the QoS param eter initialisation (based on param eters 
received from  the Netlet), socket creation for com m unication and RSVP session 
start-up m ethods w hich also includes reservation checks and confirmations. The 
receiver set contains APIs, w hich allows to receive reservation requests, sending 
reservations m essages and their corresponding error and confirmation messages.
The experim ental setup that I use for this test is show n in Fig. 5.20. I per­
form  tests to confirm the connectivity established betw een Netlets and the traffic 
source node. The test environm ent has tw o N etlet nodes serving as edges of a 
stub netw ork and a m anager N etlet node to process and coordinate QoS support 
requests. For the purpose of testing I use two end applications w orking in traffic 
receiving m ode (on Traffic Receiver as in Fig. 5.20). Hence, it has to send the RESV 
message [2] tow ards the traffic source. The end nodes hosting the application are 
configured to start the com m unication session through the tw o edge nodes of the 
stub network. A web utility (Fig. 4.12) is used to receive QoS support requests 
from users.
I use the RSVPSignalling N etlet for this test. The role of this N etlet is to mi­
grate to the tw o edge nodes (El and E2 as in  Fig. 5.20) and install the Java na­
tive service, w hich is responsible for triggering the C based QoS-sender program. 
Note the JNI class for triggering is encapsulated w ithin the N etlet and also in-
4RSVP Port Under Linux, h ttp ://w w w .isi.edu /d iv7/rsvp /release.h tm l
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Netlet that encapsulates JNI based trigger c lass
QoS-receiver.c
Netlet Node (E1)
Figure 5.20: Experim ental Setup
eluded the address of the FilterSpec object of the traffic receiver initiating reser­
vation.
On test startup, requests are generated by client node to the m anager node. 
O n receiving the requests, the m anager node then launches a signalling Netlet, 
referred to as RSVPSignallingNetlet. This N etlet then  m igrates to the edge nodes 
and installs the QoS support service for initiating reservations. The QoS-receiver 
program  are configured to ru n  as a background process at the traffic source (as in 
Fig. 5.20).
Following this, on identifying the occurrence of a flow m atching the FilterSpec 
param eter the RSVPSignallingNetlet initiated RSVP signalling messages using 
the QoS-sender program . The receiver node replied w ith  acceptance messages 
for the reservation requests, thus confirming the validity of the session initiated 
by the RSVPSignallingNetlet Netlet. This im plem entation running on a small 
netw ork, proves the validity of the concept.
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5.4.3 Deployment in Large Networks
Practical issues need to be addressed before this application can be deployed on 
a large scale. These issues include the following:
M ultip le  M anger Nodes: D epending on the size of the stub netw ork, multiple 
m anager Netlet nodes for QoS support can be used to process end user requests. 
This will prevent user requests from  overloading a single node, thus avoiding a 
single point of failure in the network.
Non-Active Stub N etw ork Edges: W hen non-active segments are present along 
the stub netw ork edge, Gateway N etlet N odes (GNN) can be used to enable sig­
nalling support to users attached to this segm ent of the network. In this case, 
the web-based utility can be enhanced to provide the user w ith a list of GNNs 
through w hich the end users can choose to route their traffic into the QoS aware 
network. Based on the GNN selected by the end user, Netlets can be deployed by 
the m anager node to invoke signalling support for end applications.
W ireless Subnets: Large scale deploym ent will require the Netlets architecture to 
function in wireless subnets. Wireless netw orks have unique QoS requirements. 
The N etlets architecture is well suited to supporting QoS in such networks, since 
it provides a m ethod to offer tailored netw ork services at the interface between 
the w ired and wireless segments of the network.
5.4.4 Remarks
I described the im plem entation of a m echanism  to integrate QoS support to legacy 
netw ork application using Netlets. A proof of concept im plem entation has been 
deployed in a laboratory environment. This approach can be used as a perm anent 
long-term  solution to interface netw ork applications w ith emerging QoS models 
on dem and. A dapting this approach insulates future netw ork applications re­
quired to be aware of the specifics of the netw ork support for QoS.
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5.5 General Performance Characteristics of a Netlet 
Node
The perform ance of N etlet nodes5, in  terms of throughput and latency, will de­
term ine their suitability to host netw ork services in commercial netw ork environ­
ments. Ideally, a Netlet node should be able to provide the base case functionality 
of a typical IP router, i.e. packet forw arding based on the destination address. 
Packet Handling Mechanism: The N etlet packet handling mechanism  differs for 
unicast and  m ulticast based services.
• Forw arding N etlet for U nicast Com m unication: In this case, the forw ard­
ing N etlet service receives packets from the Packet Com m unication En­
gine6, and then forwards them  tow ards their destination addresses based 
on the routing table entries. We refer to this packet forw arding Netlet as an 
U-Netlet in the following discussion.
• Forwarding Netlet for Multicast Communication: In this case, the for­
w arding N etlet service receives packets directly (i.e. on the specific port 
num ber registered w ith  the JVM), It then perform s an address translation 
to denote the next hop node to which the packet should be sent and for­
w ards the packets tow ards this address. We refer to this packet forwarding 
N etlet as an M-Netlet in the following discussion.
5.5.1 Performance Evaluation for U-Netlet
The experim ental setup I use for perform ing these m easurem ents is shown in Fig. 
5.21. It consists of a Data Quality A nalyser (DQA7) [165], and a Pentium-based 
PC (w ith 256KBytes RAM and 850MHz clock speed and w ith RedHat Linux dis-
5By characteristics of a N etlet node, I refer to the NRE layer of the network node.
6Recall that this m odule is responsible for packet capture and classification
7MD1230A Data Quality Analyser is a portable measuring instrument to evaluate performance 
characteristics of IP network elements.
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Figure 5.21: Experim ental Setup for M easuring Performance in  Unicast Com m u­
nication
tribution, 7.1). The PC hosts the N etlet Runtime Environment, thus acting as a 
N etlet node. The DQA and the N etlet node use 100Mbps Ethernet netw ork in­
terfaces and are bridged  using crossover cables. Furtherm ore, the N etlet node is 
configured to act as a router gateway for the DQA.
The DQA is program m ed to send and receive UDP packets through the Netlet 
N ode (see Fig. 5.21). Furtherm ore, the UDP packets are m ade to include a refer­
ence to the U-Netlet service. The data forw arding service is loaded and activated 
at the N etlet node prior to the flow of data. This is to avoid delays caused due to 
service discovery and deploym ent on incom ing packets.
Packet Forwarding Latency Across a U-Netlet Service
I first m easured the latency introduced w hen forw arding packets using the U- 
N etlet service across the N etlet node. To place the perform ance of this m easure­
m ent in context, I also perform  m easurem ents to analyse the latency experienced
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w hen forw arding packets: (i) at the kernel level, using a PC running the Linux 
OS; and (ii) at the user level, using a C-based im plem entation of the forwarding 
service, referred to as C-forward.
The packet sizes used for testing are in the range of 64Bytes to 1500Bytes in 
length. For each test configuration and packet size, 5, 000 packets are sent and 
received through the N etlet node by the DQA. The DQA is configured to generate 
packets once every 500ms. This interval is sufficient to ensure that forwarding 
services have sufficient time to process the packets. The experiments are repeated 
three times each, and the m edian of the three trials are taken. The latency to cross 
the Netlet node is m easured using tcpdum p. A modified Linux kernel is used at 
the N etlet node to accurately tim estam p Ethernet frames, w ith  an error less than 
800ns.
Fig. 5.22 shows the results of these measurements. In all cases, the packet 
forwarding delay increases w ith packet size. As expected, forw arding packets at 
the kernel level results in  m inimal delays (ranging from 28 to 308 ¿¿seconds). The 
delay for the C-forward is only 40/i,seconds m ore than for forwarding at the kernel 
level. In the case of the U-Netlet, the additional delay is close to 250/iseconds 
regardless of the packet size.
I analysed the processing overhead incurred by the user level forwarding ser­
vices, both  U-Netlet and C services, relative to that of kernel level forwarding. 
Processing overhead was calculated using the following formula (A.10). Fig. 5.23 
shows the results of this analysis.
TUsersr)ace ~  TKernel x7~\ 1 | . J~\ • 1 1  u C i  OUUpCC - i \  C7 lid / r f \Relative Processing — Overhead = --------—--------------- (p. 6)
Kernel
where TUserspace denotes the forw arding latency w hen em ploying a user level 
service, w hile TKernei denotes the delay incurred at the kernel level.
The packet forw arding latency across the Netlet node, i.e. using a U-Netlet, 
is insignificant (Fig. 5.22). This suggests that N etlet nodes can be em ployed for
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Packet Size (Bytes)
Figure 5.22: Forwarding Latency Across a U-Netlet Service
delay sensitive real tim e applications such as m edia streaming. The excess delay 
incurred by the N etlet service in com parison to other forw arding services may 
be attributed to the Java Virtual M achine (JVM), since each instruction has to be 
m apped (i.e. loaded, decoded, and invoked) by the interpreter before execution. 
Interpretation times of byte-codes are norm ally ten times m ore than  execution of 
native machine code [83].
The results in  Fig. 5.23 shows that the relative cost of using a N etlet node for 
packet forw arding decreases as packet size increases. This is because the delay 
incurred to process packets at the kernel level increases w ith increasing packet 
size, while the N etlet processing delay rem ains relatively constant.
T hroughpu t of a N etlet N ode w hen  using  a U -Netlet Service
To study the th roughput characteristics of the N etlet node for supporting Class- 
U services, the inpu t load from the DQA is gradually increased to determ ine the
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Packet Size (Bytes)
Figure 5.23: Processing Overhead in  C-forward and U-Netlet Service Relative to 
Kernel Level Forw arding
m axim um  effective throughput w hich the N etlet service can support. Fig. 5.24 
shows the effective throughput of the N etlet service for different packet sizes 
(64Bytes to 1500Bytes). The N etlet service achieves a m axim um  effective output 
rate close to 35M b/s for an input rate of 100M b/s and packet size of 1500 Bytes.
W hen using the same hardw are platform  as a PC based router running Linux 
and perform ing packet forw arding at the kernel level, w ire-speed operation is 
achieved for an inpu t rate of 100M b/s and packet size of 1500 Bytes. The C- 
forward service achieves an effective th roughput of 78M b/s for an input rate of 
100M b/s and packet size of 1500Bytes, as show n in Fig. 5.25.
The decrease in throughput of the N etlet node is prim arily due to two reasons. 
Firstly, packet capturing is perform ed by  a Java N ative Interface (JNI) code which 
is then responsible for handing over packets to the U-Netlet service. This incurrs 
additional delays (i.e. system  calls, data copy overheads across the kernel and
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Figure 5.24: Throughput of a U-Netlet Service
user space boundaries) causing a decrease in throughput.
Secondly, the JVM is burdened w ith  frequent context switch operations. I 
observed tha t w ith  the increase in packet size the throughput of Java based ser­
vice increases significantly; this again proves that, w ith  minimal context switches 
w ith in  the JVM, th roughput increases. The th roughput ratio can be im proved by 
em ploying hardw are based bytecode interpreters (e.g. [166,167]) and Java based 
processors [118] w hich produce an increase in  speed of 5 to 10 times over soft­
w are im plem ented JVMs. It m ay be expected that the perform ance achievable in 
executing bytecode w ill im prove significantly in the near future using such tech­
niques. Some acceleration techniques peculiar to the N etlet node problem  may
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Packet Size (Bytes)
Figure 5.25: Throughput of the N etlet Forwarding Service and C-forward
also be applied. These are:
-  Active Packet Classifiers - hardw are based packet classifiers can be em­
ployed at netw ork nodes to im prove the throughput rate. Recall that pack­
ets requiring active processing are differentiated from regular datagram  
traffic using special packet options, such as the router alert field in IP pack­
ets or using special purpose labels in MPLS networks. H ardw are based 
packet classifiers at netw ork nodes can be configured to deliver such pack­
ets at w ire-speed to the NRE for special processing, thus avoiding the delays 
incurred by perform ing packet capture and handover using software m od­
ules;
-  Com pilation to Native Code - perform ing code interpretation instead of 
code com pilation slows dow ns processing considerably. A solution to en­
hance perform ance is to compile frequently used netw ork services to binary
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Figure 5.26: Experim ental Setup for M -Netlet Service
at the local node. Cache m aintenance and validation policies can be used to 
control the service population and overload conditions at the node.
5.5.2 Performance Evaluation for M-Netlet
Here, I m easure the perform ance characteristics of a M -Netlet operating service. 
The M -Netlet operating at the N etlet node (Fig. 5.26), receives incoming packets 
from the DQA at a pre-configured port, changes its destination address according 
to the entries in  the data distribution table (e.g. in  Fig. 5.26, the address is changed 
from IP1 to IP3), and forwards them  tow ards their destination address.
Packet Forwarding Latency Across a M -Netlet Service
The procedure to m easure the packet forw arding latency is similar to that used 
for U-Netlet type service (see section 5.5.1). Fig. 5.27 shows the results obtained. 
The packet forw arding latency for the M -Netlet service is around 15/iseconds less 
than for the U-Netlet service, a m arginal improvement.
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Packet Size (Bytes)
Figure 5.27: Forw arding Latency Across a M -Netlet Service
T hroughpu t of a N etlet N ode w hen  using  a M -N etlet Service
Next, I m easure the effective throughput that a M -Netlet service can achieve. The 
procedure for perform ing the m easurem ent is similar to that adopted for U-Netlet 
service. Fig. 5.28 shows the results. The M -Netlet service achieves a maxim um  
effective o u tpu t rate close to 60M b/ s for an inpu t rate of 100M b/ s and packet size 
of 1500 Bytes.
This is considerably better than the figure for the U-Netlet service which was 
only 35M b/s. The underly ing reason for the increase in  throughput is that -  pack­
ets in the M -Netlet are not processed through the Packet Com m unication Engine, 
b u t rather are handed  directly over to the M -Netlet service by the JVM, based 
on the port num ber registered by M -Netlet w ith  the JVM. This feature minimises 
the frequent context switches w ithin the JVM and packet handover delays. An 
increase in packet size increases the throughput of the service significantly; this is
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Figure 5.28: Throughput of a M -Netlet Service
again because, w ith  m inim al context switch operations w ithin the JVM, through­
p u t increases.
5.5.3 Unicast-Netlet and Multicast-Netlet Services
Benefits of M -N etlet Service: The fundam ental feature of the M -Netlet service is 
that the destination address of the packet is m apped to a logical group of destina­
tions in the network. Such a service is applicable to a w ide variety of existing or 
proposed netw ork services such as anycast [11], concast [168] and pam cast [169]. 
The Replication N etlet service in the MENU protocol belongs to this class. 
A pplications of U -N etlet Service: Existing active netw ork systems forward pack­
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ets using the technique em ployed by  U-Netlets. For example, an active node fea­
turing mobile code and Java Developm ent Kit (JDK) vl.2 , w as reported to achieve 
an effective throughput close to 33M b/s [170], w hich is in agreem ent w ith our re­
sults obtained for the U-Netlet service. A lthough the perform ance of U-Netlets is 
inferior to that of M -Netlets, they are appropriate for applications, which require 
selective packet processing, such as the solutions to the problem  of reservation 
gaps and server selection. In the case of RSVP gaps, the gap m anager Netlets at 
QoS-nodes are only required to process the RSVP m essages pertaining to a flow 
rather than  all its datagram s. Thus the limited th roughput of the U-Netlet is of 
less concern.
5.6 Dynam ic D eploym ent of N etlet Services at Run­
time
The applications presented in Chapter 4 rely on dynam ic deploym ent of Netlet 
services for service provisioning. W hen an incoming packet requests a service 
w hich is not present locally, the local node im m ediately invokes the service dis­
covery protocol. The delay to dynam ically discover and deploy Netlets can affect 
the overall quality of service perceived by end applications. Here, I perform  mea­
surem ents to estim ate the delay involved in  setting up  services dynamically at a 
N etlet node. This w ould  give an estimate of the packet w aiting time at a node. 
The analysis is perform ed using live m easurem ents on a testbed constructed in a 
laboratory environment.
The experim ental setup for this set of analysis is shown in Fig. 5.29. The 
DQA is program m ed to generate packets of size 512 Bytes w ith  a reference to the 
service that should process them, in this case the U-Netlet forwarding service. 
The N etlet node functions as an IP router. Two PCs are configured to act as code 
servers and are loaded w ith  the bytecode file of the U-Netlet forwarding service.
163
CHAPTER 5. EVAL UATION OF PROPOSED APPLICATIONS
Code Server-1 
(In Subnel 35)
Figure 5.29: Experim ent Setup To Evaluate the Reactive Service Deployment 
Scheme
The following tests are perform ed to study the packet waiting at a node:
• Testl: Forwarding service is loaded prior to the arrival of packets. H ow ­
ever, the service is only activated by the arrival of a packet. After transm it­
ting each packet, the service thread corresponding to the data forwarding 
N etlet is term inated by the N etlet M anagem ent Engine. This is to ensure 
that the service m ust be reactivated w hen the next packet arrives.
• Test2: On arrival of a packet requesting the service, the N etlet node dow n­
loads the bytecode file of the U-Netlet service from the server. Here a server 
that is a single hop aw ay is used by the N etlet node. After transm itting each 
packet, the service is rem oved from the local store so that the next packet 
w ill also trigger the loading of code.
• Test3: The above test is repeated w ith the server tw o hops away.
The results obtained are sum m arised in Table 5.1. It can be concluded that 
caching services at N etlet nodes is highly beneficial for m aintaining stable per-
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Code D istribution M ethod Setup Time Total Forwarding Latency
Local Cache (Service Active) 0ms 333 /¿s
Local Cache (Service Inactive) 0ms 890 (is
Code Server-1 (1 hop away) 225 ms 225.9 ms
Code Server-2 (2 hops away) 267 ms 267.9 ms
Table 5.1: Forwarding latency for a packet of 512 Bytes in  length  w hen supporting 
dynam ic deploym ent
form ance levels w ithin the network. As expected, loading from the closer server 
caused a lower waiting time for packets. The Stigmergy protocol (see section 
3.3.2), finds the closest node that hosts the required service (e.g. code server-1 in 
Fig. 5.29). Such a scheme minimises the service discovery time, thereby im prov­
ing the end-to-end service levels perceived by applications.
5.7 Service D eploym ent Latencies
5.7.1 Reactive Service Deployment 
Service Deploym ent Latency in Wide Area Networks
I use sim ulation to study the service deploym ent latencies in  w ide area networks, 
such as the Internet. The service deploym ent delay consists of: (i) the delay 
to obtain the necessary bytecode of the service; and (ii) the delay to instantiate 
the service locally. The tim e to setup a service locally was found to be around 
557/j,seconds for the data forw arding N etlet service (Table 5.1) and thus is in­
significant. Hence, the time to dow nload the required bytecodes constitutes the 
significant elem ent of the total service deploym ent time.
I use the N etw ork Sim ulator (ns) package [171] for perform ing the sim ula­
tions. O ur analysis w as perform ed using the core-stub netw ork topologies gen­
erated by the GT-ITM [163] package. The topology used in our simulations is 
show n in Fig. 5.30. The netw ork has an average node degree 3.6, w ith effective 
p a th  bandw id th  of 10Mbps and link delay of 30ms.
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Figure 5.30: N etw ork Topology used for A nalysing Stigmergy
In the sim ulation setup, three nodes are selected to represent the N etlet node 
requesting service (client), the node containing the required service (cache) and 
the hom e node of the Netlet. The distance betw een the client and the home node 
is configured to be 14 hops. The location of the cache is selected at a m idw ay point 
betw een the client and the hom e node, i.e. 7 hops in this case. The server and 
cache nodes are configured to host various services of sizes in the range 500Bytes 
to 32KBytes. TCP is used for com m unication purposes.
In the first set of experiments, w e m easure the service deploym ent delay w ith­
out caching. The client node is configured to contact the hom e node for the byte­
code file necessary to deploy a service. Fig. 5.31 shows the results of this analysis.
In the next set of experim ents, the client uses the Stigmergy protocol to dis­
cover the cache node, and requests the code from it. Fig. 5.31 shows the results of 
this analysis. N ote this delay is sum  of the discovery and code fetching delays.
166
CHAPTER 5. EVALUATION OF PROPOSED APPLICATIONS
Netlet Size (KBytes)
Figure 5.31: Service D eploym ent Delay in the Reactive M odel 
Perform ance of the Stigm ergy Protocol
I com pared the perform ance of the Stigmergy protocol to tha t w ithout caching. I 
m easured the variation of dow nloading delay incurred by the Stigmergy protocol 
as a function of cache distance from the client node; and  then, using equation 5.7 
I calculated the norm alised delay of the cache-less approach.
N  orm alised O verhead o f  Cache — less = Tstandard Tcache 
Tcache
(5.7)
w here, Tstandard denotes the tim e to obtain the service from  the home node, 
w hile Tcache denotes the tim e to dow nload from the cache.
The sim ulation setup for the m easurem ents involved a server (the hom e node), 
client and a cache node. The server was configured to be 17 hops away from the 
client. For every m easurem ent I varied the cache location in  relation to the client 
from a distance of 2 to 14 hop counts, in increments of 2. I also m easured the
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Hop Count to Netlet Cache
Figure 5.32: Service Deploym ent Time for various Cache Locations w ithin the 
N etw ork
dow nloading delays for various client locations and server positions. The mea­
surem ents were perform ed for code sizes of 500Bytes and 2.5KBytes. Fig. 5.32 
shows the results from this analysis.
Next, using equation 5 .7 ,1 evaluated the overhead incurred by the cache-less 
approach relative to the Stigmergy protocol. The results are presented in Fig. 
5.33.
D iscussion
Fig. 5.31 shows the variation in dow nloading delay as a function of code size. 
By exploiting the caches present at N etlet nodes, the Stigmergy protocol achieves 
a near three fold reduction in dow nloading delay The cache-less approach in­
troduces considerably more delay than  the Stigmergy protocol. This is shown 
in Fig. 5.33, where the delay associated w ith  the cache-less approach is shown
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Hop Count to Netlet Cache
Figure 5.33: N orm alised Delay of the Cache-less Approach for Service Deploy­
m ent
as a proportion of the corresponding delay for a netw ork using the Stigmergy 
protocol.
Excess delays im posed by active netw ork systems on packets requesting ser­
vices will adversely affect end applications. Furtherm ore, in such systems, pack­
ets will be dropped if the required set of services are not deployed w ithin a pre­
defined tim e bound. This will in  tu rn  increase the num ber of failed connections 
w ithin the network. Hence, the complexity of the Stigmergy protocol, in com par­
ison to the cache-less scheme, is justified by the superior delay perform ance of 
the netw ork w hen it is used.
5.7.2 Proactive Service Deployment
M ethods presented in  Chapter 4 to support m ulticasting and server selection il­
lustrates the potential of user representative services w ithin the network. In such
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protocols, a server, on identifying a com m unity of interest at a specific location 
in the Internet dynam ically deploys the required set of services to provide packet 
processing support.
I perform ed simple experiments to gauge the tim e scales over w hich active 
nodes can be discovered in the Internet. This w ould allow us to assess the ser­
vice deploym ent delays that could be of expected w hen operating in w ide area 
netw ork environm ents.
The perform ance of a proactive service deploym ent scheme (section 3.3.1) de­
pends on tw o major factors. They are: (i) the time taken to discover active nodes 
at a specific location in the network; and (ii) the time required to transfer services 
to those locations.
Delay to Discover N etlet Nodes in the Internet
The DNS-based scheme presented in section 3.3.1 can be used to discover Netlet 
nodes in  the Internet. In this scheme, the discovery delay consists of: (i) the delay 
to obtain the node lists of each dom ain at w hich N etlet nodes are required to 
be discovered; and (ii) the time taken to exchange confirmation messages, e.g. 
"hello", in order to confirm that the discovered nodes support N etlet execution.
For this purpose, I random ly selected five dom ains in the Internet that were 
located at various geographical locations (5.34).
Domains at which Netlet Nodes are required 
to be discovered
F ig u re  5.34: N e tw o rk  T opology  u se d  fo r Service D e p lo y m e n t
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I used the d ig8 DNS tool to m easure the tim e required to obtain the node 
list from each dom ain. These dom ains of course d id  not host any active nodes. 
However, the delay to obtain the node list is indicative of the actual delay that will 
be experienced w hen perform ing active node discovery over the Internet. The 
delay to exchange confirmation messages betw een the node requiring to launch 
a service, S in Fig. 5.34, and the discovered netw ork nodes is equivalent to that of 
the Round Trip Time (RTT) betw een them.
C ountry D iscovery Delay (ms) R ound Trip Time (ms) H ops
Ireland 18 1.91 6
South Africa 259 196 22
USA 276 108.45 13
Brazil 491 236.36 16
Australia 856 335.48 25
Table 5.2: Delay to Discover Active N odes at various Geographical Locations
The total service deploym ent time w hen using the current N etlet im plem en­
tation can be calculated as follows. Recall that I use TCP for transferring Netlet 
services w ithin the network. For the example, assum ing a slow-start TCP9,1 can 
calculate the deploym ent time using equation 5.8 [172], Here, N  represents the 
size of the N etlet to be transferred.
Total T ra n s fe r  Tim e = R T T  * (\log2~\)N +  1) (5.8)
Table 5.2 shows the results of the experiment. From Table 5.2 it can be con­
cluded that it is possible to discover active nodes in the Internet w ith  acceptable 
delays. This confirms the viability of proactive service deploym ent scheme w ith
Netlets across a w ide area network.
8http: /  / w w w .dns.net/dnsrd/tools.htm l
9Slow-start TCP doubles its w indow  every RTT before congestion is detected.
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5.8 Issues in  N etlet D eploym ent
Netlet Location: The high volum e of traffic carried by the Internet core pro­
hibits extensive packet processing, and this trend  is expected to continue. Hence, 
any active netw orking system  w hich requires packet processing in the core is 
likely to prove impractical. This clearly dem onstrates that edge netw ork domains 
(in w hich routing nodes have more free m em ory resources and CPU cycles) are 
w here packet processing support can be provided.
However, such a lim itation on the location of active nodes does not seriously 
lim it the usefulness of the Netlets architecture. It m ay be expected in  m any ap­
plications that the best perform ance w ill be achieved by locating N etlet services 
close to the end-users. Since the end-users by definition lie at the edges of the 
netw ork, it follows that, given a free choice of N etlet location, N etlet services will 
nonetheless be clustered near the edges of the network.
Thus, although prohibiting Netlets from the netw ork core m ay result in  their 
suboptim al deploym ent, the resulting perform ance degradation m ay be minor. 
For example, the M ENU protocol exploits the existence of communities of interest 
in the Internet to efficiently offer m ulticast service using Netlets, the resulting 
m ulticast trees approaching the efficiency of an optim al solution.
Netlet Performance: The packet forw arding latency across the N etlet Runtime 
Environm ent is insignificant (i.e. adding just 250/j,seconds more delay than  tradi­
tional forw arding in  the prototype im plem entation, as show n in  Fig. 5.22). This 
suggests that N etlet nodes can be em ployed for delay sensitive real time applica­
tions such as m edia streaming.
The throughput characteristics of the N etlet node vary  for unicast and m ulti­
cast (i.e. using MENU) communications. In the form er case, the prototype was 
only able to achieve around 35M b/s (see Fig. 5.24), w hile in the latter case, the 
prototype achieved an effective throughput of around 60M b/s (see Fig. 5.28).
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The key reason for this increase is due to the fact that MENU is designed in such 
a w ay to avoid packet capture and classification delays incurred at the Packet 
Com m unication Engine of a Netlet node. Since in general it m ay be expected that 
not every packet w ill require processing by the N etlet Runtime Environment, this 
level of th roughput will be sufficient for m any applications. Custom  hardw are 
w ould  be required to get Netlet th roughput close to (say) 1G b/s. This is a topic 
for further study.
Netlet Deployment Levels: How m any N etlet nodes will have to be present in 
a netw ork in order to exhibit good perform ance levels for end applications?
There is no simple answ er to this question. However, an indication of the 
levels required m ay be found by looking at some dem anding applications and 
studying how  their perform ance is affected by the level of N etlet deployment. 
Two of the m ost dem anding applications are QoS and multicast. We found that 
w ith only around 40% of routers being active per stub dom ain, the N etlet based 
solutions to QoS and m ulticast (sections 5.1 and 5.3) exhibit good perform ance 
levels.
5.9 Summary
In this chapter, I presented results from experim ents that were carried out to eval­
uate the set of applications described in Chapter 4. Furtherm ore, generic tests to 
evaluate the N etlet prototype m odel were presented.
I first presented experiments to study the problem  of reservation gaps. I 
showed that robust end-to-end QoS support can be provided using gap m anaging 
Netlets even w hen a significant num ber of netw ork nodes (40%) do not support 
QoS, especially w hen em ploying the S-MR and M-RS  routing algorithms.
Next, I presented an evaluation of the server selection approach using N et­
let services. The director service was able to capture and route requests to the
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best perform ing server (as identified using m easurem ent probes), thus achieving 
load distribution across the servers and m inim ising the client-perceived response 
time significantly. By locating Netlets close to client nodes, the num ber of m ea­
surem ent probes required was reduced, thus realising a scalable model.
The perform ance of the MENU protocol was also evaluated. The results ob­
tained show that w hen only 40% of routers per stub dom ain can host Netlet, 
MENU achieves a m ulticast gain close to 70% and a packet redundancy level of 
only 1.72. Furtherm ore, M ENU requires only 30% of the am ount of state inform a­
tion used by conventional IP m ulticast protocols, thus overcoming their scalabil­
ity problems. MENU provides an efficient means to incrementally build  a source 
customisable secured m ulticast protocol which is both  scalable and reliable.
I then described the im plem entation of a m echanism  to integrate QoS sup­
port to legacy netw ork application using Netlets. This m echanism  insulates both 
future and legacy netw ork applications from the requirem ent to be aware of the 
specifics of the netw ork support for QoS.
The rem ainder of this chapter presented generic tests to evaluate the perfor­
mance characteristics of the N etlet prototype. Experim ental results show that the 
N etlet prototype provides low packet processing latencies for both m ulticast and 
unicast communication. W hen im plem ented on a Linux-based soft router using 
100M b/s interfaces, it exhibits a high throughput ratio for m ulticast com m uni­
cation (of around 60M b/ s), although throughput is reduced for unicast com m u­
nication (to around 35M b/s). The MENU based m ulticast m echanism  proposed 
is applicable to a w ide variety of existing or proposed netw ork services such as 
anycast [11], concast [168] and pam cast [169]. The unicast based communication 
m odel is appropriate for applications which require selective packet processing, 
such as the solutions to the problem s of reservation gaps and server selection.
Finally, I evaluated the service deploym ent m echanism s used to distribute 
N etlet services in  the network. By exploiting the caches present at Netlet nodes,
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the Stigmergy protocol achieves a near three fold reduction in Netlet dow nload­
ing delay. Furthermore, experim ents conducted to evaluate the specifics of the 
proactive deploym ent scheme used by Netlets, confirms its viability of operating 
in a w ide area network.
Overall, the proposed architecture shows prom ise as an infrastructure for fu­
ture Netlet service developm ent and deploym ent.
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C o n c lu s io n s
6.1 Contributions
I have endeavoured in this thesis to dem onstrate that netw ork program m ability 
can be introduced into existing netw orks using Netlets, in such a w ay that they 
can be used to augm ent and support existing netw ork protocols. I have also 
im plem ented a num ber of new  netw ork services using Netlets.
6.1.1 Netlets Network
Integrating Netlet Runtim e Environment into IP Networks: I presented the 
design of the N etlet Runtime Environm ent w hich supports execution of Netlet 
services at netw ork nodes. The two layer m odel of the N etlet node perform s for­
w arding operations of regular packets using regular IP netw ork elements, while 
packet processing is perform ed using the software-based NRE layer. This design 
feature allows program m ability to be integrated as a "value-added" service to 
existing networks, while still being able to m aintain packet forwarding levels for 
"regular" packets com parable to that of the current netw orking environments.
Proactive Service Deployment: I described the use of N etlet services to rep­
resent users (e.g. Hot Spot Delegates in the MENU protocol, as in section 4.3)
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at distributed points in the network. In this case, Netlets were required to m i­
grate under their ow n control and to deploy new  services at various points in  the 
netw ork, in order to provide packet processing support on behalf of end users. 
For this purpose, N etlet services w ould have to discover N etlet nodes to host the 
service in various regions (e.g. different domains).
I proposed a DNS-based discovery scheme to locate active nodes in the In­
ternet. This approach leverages an  existing Internet protocol. The scheme is 
distributed and thus features scalability. Experimental results showed that it is 
possible to rapidly locate active nodes in a w ide area netw ork using this proto­
col.
Reactive Service D eploym ent: I proposed a service discovery protocol, referred 
to as Stigmergy, w hich supports the discovery of N etlet services in the network. 
The key feature of the Stigmergy protocol is that each A utonom ous System in the 
netw ork is treated as an independent tw o level caching structure in which the 
upper level, LI,  contains pointers to N etlet services that are present in  the lower 
level, LO. This protocol, by  self-organising netw ork nodes that are under a com­
m on adm inistrative control into v irtual cache clusters, maximises the chances of 
discovering the required services w ithin m inim al latencies. The Stigmergy proto­
col is completely distributed and follows a best-effort cache co-operation model. 
Furtherm ore, this protocol avoids the need to configure and m aintain indepen­
dent caching fram ew orks for service discovery purposes.
6.1.2 Network Support for M ultimedia Applications using Netlets
Solutions to the Problem of Reservation Gaps using Netlets: The unpredictable 
behaviour of traffic w ith in  the non-QoS path  segments present along a QoS-flow's 
pa th  and the inability to support reservations across them  can cause problems 
in providing end-to-end service guarantees in the Internet. I have described a
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N etlets based approach to build  a robust end-to-end QoS support model. I also 
proposed routing enhancem ents (MR-S and S-MR)1 that w hen em ployed at QoS- 
nodes select a path  for the QoS-flow w ith  the m inim um  num ber of reservation 
gaps. O ur technique features excellent dynamics and scales for large networks 
and user populations.
The good dynamics make support of short lived QoS-flows feasible. The 
control traffic generated (to m onitor and m anage the non-QoS pa th  segments) 
is confined to the corresponding reservation gap, thus reducing congestion and 
packet loss. Overall, our solution provides a m echanism  to support robust end- 
to-end QoS support in heterogeneous netw ork environm ents such as the Inter­
net. The technique described here makes it possible to deploy applications in the 
netw ork w hich have quite hard QoS guarantee requirem ents, even w hen a signif­
icant num ber of netw ork nodes support only best-effort service. Such techniques 
will be of critical im portance in  ensuring the graceful transition of the Internet 
from a best-effort service m odel to a service m odel featuring QoS guarantees.
Transparent Client-Server Selection using Netlets: I proposed a novel tech­
nique to support transparent and flexible server selection in  the Internet. The 
Netlets based approach provides a client-side server selection solution which is 
server-customisable, scalable and  fault transparent. O ur approach combines the 
benefits of anycast addressing w ith  a m echanism  allowing the adoption of any 
server selection algorithm.
By using Netlets, service decision points can be deployed dynam ically to the 
locations in  the netw ork w here they can m ost efficiently serve a large num ber of 
clients. This approach makes our solution inherently scalable, since it minimises 
the am ount of overhead generated by m easurem ent probes. Overall, this ap­
proach dem onstrates the versatility of im plem enting server selection algorithms 
that can w ork on the client-side of the network.
jo in tly  w ith my colleague Karol Kowalik [8]
178
CHAPTER 6. CONCLUSIONS
Multicast Emulation using Netlets and Unicast (MENU): I proposed a new
m ulticast protocol referred to as MENU. MENU builds a scalable m ulticast p ro­
tocol m odel by pushing the tree build ing complexity to the edge netw ork, thereby 
elim inating processing and state storage in the core of the network. MENU also 
provides reliable m ulticast com m unication services by  supporting data caching 
w ith in  the network. Another architectural feature of MENU is that it autom ati­
cally supports heterogeneous receivers; the N etlet nodes can perform  media thin­
ning w ith in  the netw ork to suit end user terminals. It w as show n through simula­
tions that the resulting system  provides an efficient means to incrementally build 
a source customisable secured m ulticast protocol which is both scalable and reli­
able. Furtherm ore, results showed that MENU employs m inim al processing and 
reduced state inform ation in  netw orks w hen com pared to existing IP m ulticast 
protocols. Results from a MENU prototype built using Java dem onstrate that it is 
feasible to deploy such an  architecture in today 's IP networks.
Transparent QoS support of Network Applications using Netlets: I proposed 
a novel approach based on Netlets to transparently retrofit QoS support to legacy 
netw ork applications. This approach is not restricted to a single QoS model or 
signalling protocol. Thus it m ay continue to be used even if the QoS support 
provided by  the underlying netw ork changes. This approach can be used as a 
perm anent long-term  solution to interface netw ork applications w ith  emerging 
QoS m odels on dem and. A dapting this approach insulates future netw ork appli­
cations from the specifics of the netw ork support for QoS.
6.2 Future Work
This w ork dem onstrated that netw ork program m ability can be introduced into 
existing netw orks using Netlets in  an incremental and a cost-effective manner. 
Furtherm ore, a w ide range of m ultim edia applications that benefits from Netlet
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support was presented. To deploy Netlets on a large scale, some key practical 
issues need to be addressed. They are:
Resource Control: In traditional netw orks, bandw idth  is usually the prim ary
netw ork resource that is shared am ong traffic flows at a netw ork node. However, 
in active netw orking both node and link level resources will have to be m an­
aged. These resources typically include m em ory for incoming Netlets, CPU cy­
cles, bandw id th  etc. In order to ensure fair access and to avoid abuse of netw ork­
ing resources, N etlet nodes will have to im pose strict limits on resource usage by 
th ird-party  services.
I believe that RSVP like resource reservation m echanism  could be used to 
build a flexible resource control fram ew ork for active networks. In this, I ex­
pect that a service setup phase using a resource-broker N etlet2 (similar to the flow 
setup phase in RSVP), can be initiated by end users w ho wish to launch services 
at distributed points w ithin the network. This resource-broker Netlet, em bedded 
w ith  the required set of credentials (this should include the specification of the 
service to be installed and the perm issions required for proper operation of the 
service) can then m igrate to those distributed points and perform  negotiations 
for service deployment.
Safety and Security: A major im pedim ent to the w ide spread deploym ent of
any mobile code based systems is concern over safety and security. For example, 
in the above case of the resource broker Netlet, I assume that the netw ork nodes 
and N etlets m utually  trust each other. However, such a condition is not possible 
in a d istributed shared infrastructure such as the Internet. Hence, robust safety 
and security mechanisms will have to be present to protect netw ork nodes from
malicious Netlets and vice-versa.
2I believe the resource broker Netlet would function in a way similar to mobile agents that are 
employed for buying /sellin g  goods in electronic markets.
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The current im plem entation of Netlets relies completely on the Java language 
to ensure safety and security Future w ork should consider integrating robust 
m echanism s to support such features into the Netlets architecture. I have started 
investigating mechanisms to prevent im personation attacks by malicious Netlet 
services. This model employs a single sym m etry key, based on keyed hashes [64] 
for authentication purposes. However, this m odel addresses only an element of 
the larger problem. Considerable extra w ork w ill be required to m ake the Netlets 
architecture secure, although m any aspects of the problem  are being tackled in 
related projects on active networks and mobile agents.
W ider A pplicability  of Netlets: This thesis only considered the applicability of 
N etlets to support m ultim edia applications in the Internet. However, there are 
other em erging fields such as grid com puting and peer-to-peer com puting that 
are expected to benefit from Netlet support in the network. Below I consider grid 
com puting as a candidate area for future N etlet applications.
A grid is a collection of geographically dispersed com puting resources, pro­
viding a large virtual com puting system  to users [173]. Grid environm ents span 
w ide area netw orks of heterogeneous com puting resources, characterised by dis­
tinct adm inistrative dom ains, and diverse operating systems and architectures.
Some of the fundam ental requirem ents for applications that operate on grid 
environm ents are (i) to select the optim al locations for processing of a given data 
set; (ii) to select paths w ith  desired QoS levels; and (iii) to scalably and reliably 
dissem inate the given data set to those selected distributed resources. The pro­
tocols proposed in this thesis to support m ultim edia applications can easily be 
extended to  w ork in grid environments. In our future work, we expect to adapt 




N etw ork program m ability provides a w ay of introducing new  or enhanced pro­
tocols in a netw ork w ithout requiring low-level program m ing access to netw ork 
hardw are. Active netw orking allows such program m ability to be in  response to 
user dem and and thus offers a pow erful paradigm  for the developm ent of new  
netw ork services. This thesis has argued the case for using a mobile agent based 
architecture to deliver on the prom ise of active networks. A new  mobile agent ar­
chitecture called N etlets has been developed and its value has been dem onstrated 
by im plem enting novel netw ork services using Netlets. Further developm ent of 
the N etlets architecture will result in a pow erful tool for the developm ent of net­
w ork services for tom orrow 's Internet.
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A n  A n a ly t ic a l M o d e l to  S tu d y  th e  
R ea c tiv e  S erv ice  D e p lo y m e n t
A .l Analytical M odel
In this chapter, I present an analytical m odel to study the dynamics of a reactive 
service deploym ent m odel as observed by end user applications.
A.1.1 Reactive Deployment
Recall that in the reactive model, data packets carry the nam e of the N etlet ser­
vice, w hich should process them  at interm ediate netw ork nodes. Ideally it should 
be possible to discover and integrate the required service w ithin a predefined 
time bound such that the overall delay experienced by packets is not excessive. 
Hence, it is crucial to study: (i) the delay experienced by packets requesting new 
services; and (ii) the deploym ent time involved to dynam ically integrate a service 
into a N etlet node.
A.1.2 State Transitions at a Netlet Node
A packet arriving at a N etlet node will find the node either in:
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(a) processing state: the active service is available and is processing packets; or
(b) dorm ant state: the active service is available b u t not processing packets; or
(c) idle state: the service is not available at the node; or
(d) discovery state: the node is in the process of discovering the required ser­
vice.
The relevant state transitions are show n in  Fig. A.I.
Figure A .l: State Transitions at a N etlet N ode
A.1.3 M /G/l Model w ith Setup Time
The N etlet node can be considered as a single inpu t single ou tpu t queuing sys­
tem. The M /G / l  queuing m odel can be em ployed to study the delay involved in 
dynam ically deploying a service at a N etlet node. In the M /G / l  system, arriv­
ing requests are m odelled as a Poisson process w ith rate A, w hile the processing 
times for jobs in the system  are m odelled as a general distribution. An M /G / l  
m odel w ith  vacation and setup times is used [174] (see Table A .l). The vacation 
and setup times correspond to discarding N etlet services and discovery of ser­
vices in  a N etlet netw ork environment. Hence, results from such a m odel can be 
extended to study the pull based system.
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Active N ode M /G /l Q ueueing  M odel
Service is Active and Processing System is serving requests
Service Unavailable Vacation
Service Discovery Setup
Table A .l: N etlet N ode states and the M /G / l  queuing m odel w ith vacation and 
setup times
N e t le t  N o d e  M o d e l
The m ean arrival rate of packets is assum ed to be A. The first and second m om ent 
of the processing tim e for packets at N etlet node are denoted by E(B)  and E ( B 2) 
respectively. Furtherm ore, the service processing time for a packet is modelled 
by  a general distribution. The first and second m om ent of the service discovery 
time are represented by E(T)  and E ( T 2).
Its also assum ed that a dynam ically added N etlet service resides at a node for 
a period of T  time units. A service w hich is inactive for more than T  time units is 
rem oved from the N etlet node to ensure resource availability. For the system to 
be stable, w e require that
p = AE(B)  < 1 (A.l)
where, p is the utilisation factor of the service. Note, for the purpose of sim­
plicity we only assum e a N etlet node which, supports a single N etlet service. 
Furtherm ore it is assum ed that the system serves the incoming packets on a First 
In First O ut (FIFO) basis.
M e a n  S e r v ic e  D i s c o v e r y  a n d  D e p lo y m e n t  T i m e
Let the discovery and deploym ent time be denoted by tdd. Note, w hen the re­
quested service resides at the node, tdd — 0. Hence, expected discovery and de­
ploym ent time E(T) = 0. The condition to be satisfied for E(T)  =  0,
tdd = 0, V t < T  (A.2)
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where t is the interarrival time betw een requests for the N etlet service and T  
is the cache invalidation time.
W hen packet arrival is exponentially distributed, probability that an incoming 
packets refers to a service that is available at the node is,
P r e q u e s t  1  ^ ^  t T  (A.3)
Thus, a packet not requesting a node resident service is,
P n o t—re q u e s t  ^ ^  t T  (A. 4)
From this, the expected m ean discovery and deploym ent time,
E(T)  =  tdde~XT (A .5)
Mean Waiting Time
The expected m ean w aiting for a packet at a N etlet node has the following ele­
ments:
- the residual service time, R B, of the packet that is being currently processed; 
and
- the service time of all packets that are already in the queue; and
- the discovery and deploym ent delay, R T, w hen in the case of the service
was not available locally.
Using the m ean value approach, the m ean waiting time, E (W ),  for a packet in 
such a system  m ay be w ritten  as:
E ( W ) =  E ( N q)E (B )  4 -  pE (R s)  +  pidieE ( T ) +  pSetupE(RT) (A.6)
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where, N q =  the num ber of packets in the queue;
E ( R b ) =  the m ean residual processing time;
E (R t ) =  the m ean residual service discovery and deploym ent time;
Pidie — probability of the service not being present at the node; and 
Psetup =  probability of the node being in a service discovery phase; 
where,
( A - 7 )
* ( * )  =  (A .8)
Based on the PASTA property  1, the period during the node is not processing 
packets involves an interarrival tim e followed by a service discovery time. Hence,
Pidle (1 P \ / X  + E (T)  A^ '9^
Similarly it follows that:
Psetup 1 P\ / \  + E{T)  (A.10)
By substituting (A.9) and (A.10) into (A.6), w e get,
E (W )  =  E(N<)E(B) + PE (R B) +  l / x l XE {T f (T) +  ( A l l )
Little's law  state that
E ( N q) = A E (W )  (A. 12)
By using (A.12) and substituting into (A.11), w e get
1It states that the fraction of customers who find, upon arrival, that the system is in some state
A  is exactly the same as the fraction of time the system is in state A.
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pE (R B) E(T)  A E (T )E (R t
E (W > -  \  — p +  1 +  AE(T)  +  1 +  AE (T ) > (A-13)
Substituting Equation (A.5) into (A.13), we get
E( W)  = pE{Rb) +  tdd£ XT + Xtdd& (A 14)
1 j 1 - p  1 +  Xtdde~XT 1 +  Xtdde~XT { ;
Equation (A.14) represents the upper bound on the m ean waiting time for 
a packet at a N etlet node can be calculated. Note, the first com ponent on the 
right hand  side represents the m ean w aiting for packet in  a M / G / l  system w ith­
out setup times. N ote this com ponent is commonly referred to as the Pollaczek- 
Khinchin (P-K) Form ula [175]. The other two term s illustrates the im pact of cache 
validation time and service deploym ent delays on the overall perform ance of a 
N etlet node.
A.2 Summary
In this chapter, I presented an analytical model which dem onstrates the dynamics 
of reactive service deploym ent as observed by end user applications.
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