We propose a notion of convergence of measures with intention of generalizing and unifying several frequently used types of vague convergence. We explain that by general theory of boundedness due to Hu [Hu66], in Polish spaces, this notion of convergence can be always formulated as follows: µ n v −→ µ if f dµ n → f dµ for all continuous bounded functions f with support bounded in some suitably chosen metric. This connects all the related types of vague convergence with the framework of Daley and Vere-Jones [DVJ03] and Kallenberg [Kal17]. In the rest of the note we discuss the vague topology and sufficient conditions for the corresponding notion of convergence in distribution, complementing the theory developed in those two references.
Introduction
In several areas of mathematics an important role is played by various notions of convergence of measures. In probability and mathematical statistics for instance, many results are expressed using the notion of weak convergence as well as diverse types of vague convergence. This includes vague convergence of Radon measures (see Kallenberg [Kal83] ), w # -convergence (see Daley and Vere-Jones [DVJ03] or Kallenberg [Kal17] where it is simply called vague convergence), and M O -convergence (see Lindskog et al. [LRR14] ). For measures on a Polish space X, the definition of all those different types of convergence follows the same pattern: a sequence of measures (µ n ) n∈N is said to converge to a measure µ if f dµ n → f dµ, as n → ∞, for all functions f : X → R which are bounded, continuous and with support belonging to some family B ′ of subsets of X. In each case actually, the definition concerns only measures which are finite on all Borel sets in B ′ . If B ′ consists of all subsets of X for instance, this leads exactly to the notion of weak convergence of finite measures. On the other hand, if B ′ consists of all relatively compact sets (and X is additionally assumed to be locally compact), we end up with the standard notion of vague convergence of Radon measures.
In this note, we propose, what appears to be a more general notion of convergence which covers all of the examples mentioned above. Following the theory of boundedness presented in Hu [Hu66] , we assume that a family B ′ of so-called bounded sets is closed under finite unions and taking subsets, i.e. subset of any bounded set remains bounded too. For any such B ′ , we have a corresponding notion of vague convergence (or more precisely B ′ -vague convergence). We think that emphasizing the choice of the family of bounded sets, offers an intuitive and unifying approach to vague convergence which helps in clarifying the links between different notions of convergence found in the literature.
However, as we argue in Section 2, if the boundedness B ′ is countably generated and, heuristically speaking, adapted to the underlying topology, by results of [Hu66] , any such notion of convergence is just a version of the notion of vague convergence used by [Kal17] or w # -convergence of [DVJ03] .
In Section 3, we briefly discuss the question of metrization of the so called vague topology on the space of measures on X which are finite on bounded Borel sets. Such a topology is defined using projection maps, however, the convergence of sequences of measures derived in this way, exactly corresponds to the vague convergence discussed in Section 2.
Finally, in Section 4, we deduce sufficient conditions for convergence in distribution of random measures on X with respect to the vague topology. In particular, for random measures N, N 1 , N 2 , . . . on X, we show that convergence of so-called Laplace functionals
for all f in a certain class of Lipschitz continuous functions (see Proposition 4.2 for details), implies that random measures N n converge in distribution to N. Recently, convergence determining families for vague convergence in the case of deterministic measures were studied by Löhr and Rippl [LR16] . An application of Proposition 4.2 allows us to extend their results to the random case, see Proposition 4.7.
The notion of vague convergence
Let X be a Polish space and assume that a family of subsets of X, called bounded sets and denoted by B ′ , is given. Denote by B b = B b (X) the class of all bounded Borel subsets of X and let M(X) be the space of all Borel measures on X which are finite on bounded Borel sets.
For a sequence of measures (µ n ) n∈N in M(X) we say that measures µ n converge vaguely to a measure µ in M(X) and denote this by µ n v −→ µ, if
for all f ∈ CB b (X), where CB b (X) is the family of all bounded and continuous functions on X with bounded support, i.e. with support in B b . Also, denote by CB + b (X) the subset of all nonnegative functions in CB b (X). Clearly, the space M(X) and the notion on vague convergence on M(X) heavily depend on the choice of the class of bounded sets B ′ . As we illustrate in the examples below, by simply choosing an appropriate class B ′ , one can obtain several well known notions of convergence of measures on X.
We say that a subfamily 
A related idea appears in Kallenberg [Kal17] as a side-note. Following it, we refer to (K m ) as a localizing sequence, and call any such family B ′ of bounded sets, as well as the corresponding notion of vague convergence, localized.
Example 2.1 (Weak convergence). By taking B ′ to be the family of all subsets of X, we end up with the usual notion of weak convergence of finite measures on X. Such a family B ′ is localized since one can simply take K m = X for all m ∈ N as the localizing sequence.
Example 2.2 (Vague convergence of Radon measures). When the space X is locally compact, by choosing B ′ as the family of all relatively compact subsets of X we obtain the well known notion of vague convergence of Radon measures on X as described in Kallenberg [Kal83] or Resnick [Res87] . Recall, a set is relatively compact if its closure is compact. Note that in this case, since X is locally compact, second countable and Hausdorff, one can find a sequence (K m ) m∈N of relatively compact open subsets of X which cover X and satisfy (2.2). In particular, these K m 's form a basis for B ′ and hence a localizing sequence for B ′ .
Example 2.3 (Hult-Lindskog convergence). Let (X ′ , d ′ ) be a complete and separable metric space. In the theory of regularly varying random variables and processes, the sets of interest, i.e. bounded sets, are usually those which are actually bounded away from some fixed closed set C ⊆ X ′ . More precisely, assume that X is of the form X = X ′ \ C equipped with the subspace topology and set B ′ to be the class of all sets B ⊆ X such that for some m ∈ N, B is contained in
In this way, we obtain the notion of the so called M O -convergence (where O = X) as discussed in Lindskog et al. [LRR14] and originally introduced by Hult and Lindskog [HL06] .
Finally, observe that, if d is any metric on X which generates the topology, one can take B ′ to be the family of all metrically bounded subsets of X with respect to d. This family is localized since one can take K m 's to be open balls with respect to d around some fixed point in X with radius strictly increasing to infinity. The notion of convergence obtained in this way was studied under the name of w # -convergence in Daley and Vere-Jones [DVJ03, Section A2.6] and lately, also under the name of vague convergence, in Kallenberg [Kal17, Chapter 4]. The reason why this case is not listed just as a another example, is because this turns out to be the only example actually. Remark 2.5. In the Examples 2.1 and 2.3 above it is not difficult to construct such a metric explicitly. Indeed, first notice that for any metric d ′ generating the topology on X, the metric d = d ′ ∧ 1 generates the same topology but makes all subsets of X metrically bounded. On the other hand, assume that
is a metric space and C ⊆ X ′ a closed subset. As observed by [Kal17, p. 125], the metric
is topologically equivalent to d ′ but under d, the metrically bounded subsets of X become precisely those which are bounded away from C with respect to the original metric d
′ . This construction also illustrates the basic idea in the proof of Theorem 2.4, cf. [Hu66, Theorem 5.11].
Remark 2.6. By an inspection of the proof of [Hu66, Theorem 5.11], it follows that we can also assume that this metric is complete whenever X is completely metrizable too.
The existence of at least one metric which generates the class of bounded sets enables us to directly translate the results obtained in [DVJ03] and [Kal17] to results concerning an arbitrary localized vague convergence. As an example, we state a classical result which gives equivalent characterizations of vague convergence. For the proof see [Kal17, Lemma 4.1] (cf. also [DVJ03, Proposition A2.6.II]).
Theorem 2.7 (Portmanteau theorem). For measures µ n , µ ∈ M(X) the following are equivalent:
for all B ∈ B b with µ(∂B) = 0, where ∂B denotes the boundary of the set B.
We finish this section by shortly discussing the meaning of vague convergence in the case of point measures in M(X). A measure µ ∈ M(X) is called a point measure if it is of the form µ = K i=1 δ x i for some K ∈ {0, 1, . . . } ∪ {∞} and points x 1 , x 2 , . . . , x K in X. Notice, since µ ∈ M(X), at most finitely many points x i fall into every bounded set B ∈ B b . For any B ∈ B, denote by µ B the restriction of the measure µ on the set B.
The following result, even though a simple consequence of the Portmanteau theorem, turns out to be extremely useful when applying continuous mapping arguments to results on convergence in distribution of point processes (i.e. 
Remark 2.9. As essentially noticed in [EMD16, Lemma 2.1], to obtain that µ n v −→ µ for point measures µ n , µ ∈ M(X), it is sufficient to check convergence of points in sets from any family of bounded sets which forms a basis for B ′ .
Vague topology
Recall that a sequence of random elements (Y n ) n∈N in a metric space Y is said to converge in distribution if the corresponding distributions
n converge weakly. Clearly, convergence in distribution depends on the topology of the underlying metric space Y. Therefore, in order to consider convergence in distribution of random measures, i.e. random elements of the space M(X), one needs to impose a topology on M(X) corresponding to the notion of vague convergence.
One such topology on M(X) is the smallest topology under which the maps µ → µ(f ) are continuous for all f ∈ CB b (X). Equivalently, this is the topology obtained by taking sets of the form It is now tempting to immediately conclude that the topology generated by the metric ρ coincides with the vague topology and consequently that the vague topology is Polish. However, one can not deduce this without knowing a priori that the vague topology, i.e. the topology generated by the sets (3.1), is sequential, i.e. completely determined by its converging sequences, see [Fra65] (c.f. also [Dud64] ). For example, any first countable and hence any metrizable space is sequential. We have not been able to find such an argument in [Kal17] or anywhere else in the literature, so we present a sketch of the argument here.
Consider the space M(X) of all finite Borel measures on X, i.e. Borel measures µ on X such that µ(X) < ∞. Equip M(X) with the smallest topology under which the maps µ → µ(f ) are continuous for all nonnegative and bounded continuous functions f on X. This topology is usually called the weak topology. Also, let M 1 (X) ⊆ M(X) be the subset of all probability measures equipped with the relative topology. By [Bil68, Appendix III, The-orem 5], there exists a metric ρ 1 on M 1 (X) which generates the weak topology and it is then not difficult to show (we can assume that ρ 1 is bounded by 1) that the function ρ on M(X) × M(X) given by
is a proper metric which generates the weak topology on M(X). Further, the space M(X) with the vague topology can be shown to be homeomorphic to a subset of the space M(X) N equipped with the product weak topology (cf. [Kal17, Lemma 4.6]). Since the latter space is metrizable, it follows that the vague topology on M(X) is metrizable and hence sequential. As a consequence, for any localized vague topology one obtains the following. 
Convergence in distribution of random measures
By [Kal17, Lemma 4.7], the Borel σ-algebra on M(X) with respect to the vague topology coincides with the smallest σ-algebra for which the maps µ → µ(B) are measurable for all B ∈ B b . We say that N is a random measure on X if N is a random element of the space M(X) with respect to this σ-algebra. Further, for a random measure N on X, we denote by B N b the family of all sets B ∈ B b such that N(∂B) = 0 a.s. Convergence in distribution is denoted by "
For convergence in distribution of random measures on X considered with respect to the vague topology on M(X), the following theorem is fundamental. 
Equivalently, one can state (ii) or (iii) in terms of convergence of the corresponding Laplace functionals which is quite useful in practice. More precisely, N n d −→ N is further equivalent to any of the following:
Furthermore, it is often much easier to check convergences in (ii)-(v) for some smaller family of functions or sets. Hence, it is important to know if a particular family is sufficiently rich to determine convergence in distribution.
By [Kal17, Theorem 4.11], to obtain N n d −→ N, it is sufficient to check convergence in (iii) and (v) above for sets from any subfamily of B N b which is a dissecting semi-ring (see [Kal17] for the definition of a dissecting semi-ring). When X = R k for some k ∈ N with the usual euclidian topology and the class of bounded sets, the family of all semi-open intervals (a, b] for a, b ∈ R k is a standard example of a dissecting semi-ring.
We prove that it is sufficient to check convergence in (ii) and (iv) above only for functions which are Lipschitz continuous with respect to any suitable metric. Further, for a set B ⊆ X and ǫ > 0 denote 
Proposition 4.2. Assume that d is a metric on X which generates the corresponding topology and such that for any B ∈ B b there exists an
• denotes the interior of B. Using the elementary fact that for a closed set C ⊆ X and x ∈ X, x ∈ C if and only if d(x, C) = 0, it is straightforward to show that for all i = 1, . . . , k as m → ∞, By the monotone and the dominated convergence theorem,
where the last equality follows since we assumed N(∂B i ) = 0 a.s. for all i. Since
Since for all i and m, f
Notice that for for fixed i and all m ∈ N, the support of f + m,i is contained in the support of f + 1,i , which we assumed is a bounded set. Since N a.s. puts finite measure on such sets, applying the dominated convergence theorem twice yields that lim m→∞ E[e
where the last equality holds since N(∂B i ) = 0 a.s. Hence, (4.4) holds and this finishes the proof. Example 4.6. Let l 0 be the space of two-sided real-valued sequences tending to zero at both ends, i.e. l 0 = {(x i ) i∈Z : lim |i|→∞ x i = 0}. Equipped with the metric d ′ ((x i ), (y i )) = sup i∈Z |x i − y i |, l 0 becomes a separable and complete metric space. Denote by 0 the sequence of zeros.
In the context of extreme value analysis, [BPS18] studied random point measures on the space l 0,0 := l 0 \ {0} with bounded sets being those which are bounded away from 0 with respect to the metric d ′ . Actually, in [BPS18] certain quotient space of l 0,0 is considered but for brevity here we work directly with l 0,0 . Note first that by Proposition 4.2 the family LB
. However, in this context another convergence determining family turns out to be very useful.
Let F consist of all functions f ∈ CB + b (l 0,0 ) such that for some ǫ > 0, 
for all x ∈ l 0,0 where L is the Lipschitz constant of f and B ∈ B b any bounded set containing support of f .
. Using (4.5) and the simple bound |e −x − e −y | ≤ |x − y| ∧ 1 valid for all x, y ≥ 0, we obtain that for all δ > 0 and C > 0 and any random measure M in M(l 0,0 ) 
Proof. Again, we only need to prove sufficiency. Since X is separable one can find a countable subfamily (f i 
