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ON EXTREMAL CONTRACTIONS FROM THREEFOLDS
TO SURFACES:
THE CASE OF ONE NON-GORENSTEIN POINT AND
NON-SINGULAR BASE SURFACE
YURI G. PROKHOROV
Abstract. In this paper we study a local structure of extrmal con-
tractions f : X → S from threffolds X with only terminal singularities
onto a surface S. If the surface S is non-singular and X has a unique
non-Gorenstein point on a fiber we prove that either the linear system
| −KX |, | − 2KX | or | − 3KX | contains a ”good” divisor.
Introduction
In this work we continue papers [Pro], [Pro1], devoted to study local
structure of extremal contractions from a threffold X with only terminal
singularities onto a surface S.
Definition 0.1. Let (X,C) be a germ of a three-dimensional complex space
along a compact reduced curve C and let (S, o) be a germ of a two-
dimensional normal complex space. Suppose that X has at worst terminal
singularities. Then we say that a proper morphism f : (X,C) → (S, o) is a
Mori conic bundle if
(i) (f−1(o))red = C;
(ii) f∗OX = OS ;
(iii) −KX is ample.
As in the case of small contractions [Mo1], [Sh] here the following conjec-
ture is very important.
Conjecture 0.2. Let f : (X,C)→ (S, 0) be a Mori conic bundle. Then for
any generic member of the linear system F ∈ |−nKX | log-canonical divisor
KX +
1
nD is log-terminal.
Of course, this conjecture is interesting only for sufficiently small n. For
instance, applications require it for n = 1 (see [Isk1], [Pro]).
Since we are working in the analytic situation, then applying the Minimal
Model Program toX over (S, o) we can achive ρ(X/S) = 1 and then the fiber
C will be irreducible and C ≃ P1. In the present work we investigate the case
of nonsingular base surface (S, o), irreducible fiber C under an additional
The author was supported in part by the Russian Foundation of Fundamental Research
# 96-01-00820.
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assumption that X contains the only one non-Gorenstein point (in general
it is known that X can contain at most three singular points[Pro1] and at
most two non-Gorenstein points). It will be proved in Theorem 3.1, that
Conjecture 0.2 for n = 1 holds, probably, with the exception of a finite
number of exceptional cases in which Conjecture 0.2 for n = 2 or n = 3
holds. Unfortunately, now I do not know are these exceptional cases really
possible and if yes, then is Conjecture 0.2 for n = 1 hold for them (we can
be sure only that in these cases a divisor F ∈ |−KX | must contain the fiber
C).
Acknowledgments. I have been working on this problem at Max-Planck
Institut fu¨r Mathematik and the Johns Hopkins University. I am very
grateful staffs of these institutions for hospitality. Different aspects of this
problem were discussed with Professors V.I. Iskovskikh, V.V. Shokurov and
M. Reid. I am grateful to them for help and advises.
1. Preliminary results
Lemma 1.1. Let f : (X,C ≃ P1)→ (S, 0) be a Mori conic bundle with non-
singular base surface (S, o). Assume that X is singular and let m1, . . . ,mr be
indices of singular points on X (in fact r ≤ 2). Then (−KX · C) =
1
m1···mr
.
Proof. We claim that the divisor class group Cl(X) is torsion-free. Indeed
if D ∈ Cl(X) is a torsion element, then it gives us a cyclic cover X ′ → X,
e´tale outside Sing(X). By taking the Stein factorization X ′ → S′ → S we
obtain another Mori conic bundle X ′ → S′ and e´tale in codimension 1 cover
S′ → S. This contradicts smoothness of S.
Denote by Clsc(X) the subgroup of Weil divisor class group consisting of
Weil divisor classes on X such that some multiplicity of them is Q-Cartier. If
(X,P ) is a germ of three-dimensional terminal singularity of index m, then
Clsc(X,P ) ≃ Zm (see [Ka]). In our case we have a natural exact sequence.
0 −−−→ Pic(X) −−−→ Clsc(X) −−−→ ⊕Clsc(X,Pi) −−−→ 0∥∥∥
∥∥∥
Z ⊕Zmi
where Pi ∈ X are all the points of indicesmi > 1. Thus we have Cl
sc(X) ≃ Z
and an ebbedding Pic(X) = Z →֒ Clsc(X) = Z is nothing but multiplication
bym1 . . . mr. Let D be the positive generator of Cl
sc(X) ≃ Z. Then −KX ∼
kD for some k ∈ N. If L = f−1(s) is a general fiber, then (−KX · L) = 2.
Hence k(D ·L) = 2. Since (D ·L) ∈ Z, k = 1 or k = 2. We claim that k = 1.
Assume that k = 2. Then (D · L) = 1.
There exists a standard form of f (see [Beau], [Sa]), i. e. a commutative
diagram
X˜ −− → X
↓ f˜ ↓ f
S˜
σ
−→ S
2
where σ : S˜ → S is a composition of blow-ups over o, X˜ −− →X is a
bimeromorhic map and f˜ : X˜ → S˜ is a standard conic bundle (in particular,
X˜ is non-singular and f˜−1(B) is irreducible for any irreducible curve B ⊂ S˜).
Take the proper transform D˜ of D on X˜ . For a general fiber L˜ of f˜ we have
(D˜ · L˜) = 1. Since ρ(X˜/S˜) = 1, D˜ is f˜ -ample. It gives us that each fiber of
f˜ is reduced and irreducible, i. e. the morphism f˜ is smooth.
Lemma 1.1.1. (see [Isk]) Let π : V → W be a standard conic bundle, let
E ⊂ W be a (−1)-curve such that π is smoothover E and let σ : W → W ′
be the contraction of E. Then there exists a diagram
V −− → V ′
↓ π ↓ π′
W
σ
−→ W ′
where π′ : V ′ → W ′ is a standard conic bundle and V −− →V ′ is a bimero-
morphic map that induces an isomorphism (V −π−1(E)) ≃ (V ′−π′−1(σ(E)).

By Lemma 1.1.1, there exists a standard conic bundle fˆ : Xˆ → S and
a bimeromorphic map Xˆ −− →X over S. This map indices an isomor-
phism (Xˆ − Cˆ) ≃ (X − C), where Cˆ = fˆ−1(0). Since f , fˆ are projective
and ρ(X/S) = ρ(Xˆ/S) = 1, we have Xˆ ≃ X. But then X is smooth, a
contradiction.
Thus k = 1 and −KX is a generator of Cl
sc(X). Hence −m1 · · ·mrKX
is a generator of Pic(X). On the other hand, if we take a disc H ⊂ X
transversal to C, then (H · C) = 1. Therefore H = −m1 · · ·mrKX and
(−KX · C) =
1
m1···mr
. This proves the desied assertion.
Lemma 1.2. Let f : (X,C ≃ P1) → (S, o) be a Mori conic bundle over a
nonsingular base surface (S, o) and with the only one non-Gorenstein point
P ∈ X of index m > 1. Let π : (X♯, P ♯)→ (X,P ) be the Zm-canonical cover
and C♯ := π−1(C). Then the curve C♯ is irreducible.
Proof. Indeed, assume the contrary: C♯ = C♯1 + · · · + C
♯
d. Then the group
Zm permutes components of C
♯. Therefore m = dr, r ∈ N. By Lemma 1.1
(−KX ·C) = 1/m. On the other hand, by the projection formula near P we
have (−K(X,P ) ·C) =
1
m(−K(X♯,P ♯) ·C
♯) = 1r (−K(X♯,P ♯) ·C
♯
1). But −K(X♯,P ♯)
is a Cartier divisor. Hence (−KX · C) ∈
1
rZ, a contradiction.
2. Invariants wP and iP according Mori [Mo1]
In this section we following Mori [Mo1] recall definitions and methods of
computations of numerical invariants wP and iP (see also [Pro1]).
2.1. Let (X,P ) be threefold with only terminal singularities, C ⊂ X be
a nonsingular curve and let m ≥ 1 be the index of X. Let P ∈ X be an
arbitrary point.
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2.1.1. Denote by IC the ideal sheaf of C and ωX := OX(KX). As in [Mo1],
we define the following sheaves on C:
gr0Cω := ωX/(ICωX),
gr1CO := torsion-free part of IC/I
2
C .
2.1.2. The natural map
(ωX ⊗OC)
⊗m → OC(mKX)
induces an injection
β : (gr0Cω)
⊗m → OC(mKX).
Denote
wP := (lengthP Coker β)/m.
2.1.3. We also have the natural map
α : ∧2 (gr1CO)⊗ ωC −−−→ ωX ⊗OC → gr
0
Cω,
x ∧ y × zdt −−−→ zdx ∧ dy ∧ dt
Let
iP := lengthP Coker(α).
Lemma 2.1.4. ([Mo1, 2.15]) Point (X,P ) is singular iff iP ≥ 1.

Proposition 2.2. ( see [Mo1], [Pro1]) Let f : (X,C ≃ P1) → (S, 0) be a
Mori conic bundle. Then
(−KX · C) +
∑
wP +
∑
iP ≤ 4. 
As in [Mo1] we need the following construction to compute local invariants
wP and iP .
2.3. In notations of 2.1 consider the canonical Zm-cover π : (X
♯, P ♯) →
(X,P ) and denote C♯ := π−1(C). Later throughout in this paper we will
assume that the curve C♯ is irreducible (this holds in our case by Lemma
1.2). There exists an Zm-equivariant embedding X
♯ ⊂ C4. Let φ = 0 be the
equation of X♯ in C4.
Definition 2.3.1. Fix some character χ : Zm → C
∗ with trivial kernel.
Then we define weight of semi-invariant x as an integer wt(x) defined
mod m such that
ξ(x) = χ(ξ)wt(x) · x ξ ∈ Zm.
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2.3.2. By the classification of terminal singularities [Mo], if (x1, x2, x3, x4)
is a semi-invariant coordinate system in C4, then up to permutation one of
the following cases below holds
(i) (the main series) wt(x1)+wt(x2) ≡ wt(x4) ≡ wt(φ) ≡ 0 mod m, wt(xi)
is prime to m for i = 1, 2, 3;
(ii) (the exceptional series) m = 4, wt(x1) + wt(x2) ≡ 0 mod 4, wt(x4) ≡
wt(φ) ≡ 2 mod 4 and wt(xi) is odd for i = 1, 2, 3.
There is the full list of normal forms of equations φ for all terminal singu-
larities, usually we distinguish the following cases by type of generic section
X♯ ∩ C3 ∋ 0: cA/m, cAx/2, cD/2, cD/3, cE/2 in the main series and the
only case cAx/4 in the exceptional series.
Definition 2.3.3. For z ∈ OX♯ define its order ord(z) as the order of van-
ishing of z on the normalization of C♯. All the values ord(z) form a semi-
group which denoted by ord(C♯). Obviously ord(x1), . . . , ord(x4) generate
ord(C♯).
Proposition-Definition 2.4. By [Mo1] one can choose a coordinate sys-
tem (x1, x2, x3, x4) in C
4 and a character χ : Zm → C
∗ such that the following
conditions hold.
(i) Locally near P ♯ the curve C♯ is the image of the map
C→ C4, t −→ (tord(x1), tord(x2), tord(x3), tord(x4)),
where t is a semi-invariant with wt(t) ≡ 1 mod m. In particular, all the
coordinates x1, x2, x3, x4 are semi-invariants and ord(xi) ≡ wt(xi) mod
m for all i = 1, 2, 3, 4;
(ii) Normalizedness property. ord(xi) < ∞ for all i and there is no semi-
invariants y such that wt(y) ≡ wt(xi) mod m and ord(y) < ord(xi).
(iii) There exists an invariant function z on X♯ such that ord(z) = m.
Such a coordinate system is said to be normalized.
Remark 2.5. By permutation of coordinates we can acheve that weights
wt(xi) are sutisfied (i) or (ii) of 2.3.2. In particular, if (X,P ) is from the
matn series, then by normalizedness and (ii) 2.4 we have ord(x4) = m,
wt(x4) ≡ 0 mod m. In the case of singularity of exceptional series since
4 ∈ ord(C♯), we have ord(x4) = 2. Note that we still may permute x1, x2.
Proposition 2.6. ( see [Mo1, 2.10]) Under 2.4, 2.5 one has
wP = min{ord(ψ) | ψ ∈ OX♯,P ♯ , wt(ψ) ≡ −wt(x3) mod m}.

Proposition 2.7. ( see [Mo1, 0.4.14.2]) Let F ∈ | − K(X,P )| be a gen-
eral member. the notations and conditions of 2.4, 2.5 one has (F · C)P =
ord(x3)/m.
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As an immediate consequence of Lemma 1.1 we have.
Corollary 2.7.1. Let f : (X,C ≃ P1)→ (S, 0) be a Mori conic bundle over
a non-singular base surface (S, o) with a unique non-Gorenstein point P ∈ X
of index m. Then in notations above we have ord(x3) ≡ 1 mod m.

Proposition 2.8. ( see [Mo1, 2.12]) In the notations and conditions of 2.4,
2.5 one has
iPm = m− ord(x4)−mwP + min
φ1,φ2∈J
♯
0
[φ, φ1, φ2],
where J ♯0 is the invariant part of the ideal sheaf J
♯ of curve C♯ in C4, φ is
an equation of X♯ in C4 and
[ψ1, ψ2, ψ3] := ord ∂(ψ1, ψ2, ψ3)/∂(x1, x2, x3).
is the Jacobian determinant.

An invariant monomial ψ in x1, x2, x3 is said to be simple if it cannot
be presented as a product of two non-constant invariant monomials. By
semi-additivity of [ , , ] and because x4φ ∈ J
♯
0, we have
Corollary 2.8.1. ( see. [Mo1, proof of 2.15]) In the notations and condi-
tions of 2.4, 2.5 for some simple different invariant monomials ψ1, ψ2, ψ3
in x1, x2, x3 we have
(2.8.1.1)
miP ≥ (ord(ψ1)− ord(x1)) + (ord(ψ2)− ord(x2))+
(ord(ψ3)− ord(x3)−mwP ).
Moreover up to permutations ψ1, ψ2, ψ3 we may assume that ψi = xiνi,
where νi, i = 1, 2, 3 also are monomials. In particular, all three terms in the
formula are non-negative and
(2.8.1.2) miP ≥ ord(ν1) + ord(ν2) + ord(ν3)−mwP .

3. The main result
In this section we prove the following
Theorem 3.1. Let f : (X,C ≃ P1) → (S, 0) be a Mori conic bundle with
irreducible central fiber. Suppose that X contains only one non-Gorenstein
point P and (S, 0) is non-singular. Let m be the index of P . Then general
member of |−KX | does not contain C and has DuVal singularity at P , except
possibly one of the following cases in which a general member F ∈ |− 2KX |
does not contain C (cases 3.1.1, 3.1.2 and 3.1.3) or a general member F ∈
|−2KX | does not contain C (cases 3.1.4, 3.1.5, 3.1.6, 3.1.7, 3.1.8 and 3.1.9).
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3.1.1. The point (X,P ) is of type cAx/4 and near P we have
(X ⊃ C) ≃ ({y21−y
3
4+y2ϕ1+y3ϕ2} ⊃ {y2 = y3 = y
2
1−y
3
4 = 0}/Z4(3, 1, 1, 2),
where wt(ϕ1) ≡ wt(ϕ2) ≡ 1 mod 4 y2ϕ1+y3ϕ2 6∈ (y)
3 ( a point of type IIB
in notations of [Mo1]).
3.1.2. m is odd, m ≥ 5 and near P we have
(X ⊃ C) ≃ (C3 ⊃ {y3 = y
2
2 − y
m−2
1 = 0})/Zm(2,−2, 1)
(a point of type IC in notations [Mo1]).
3.1.3. The point (X,P ) is of type cA/m, m is odd and
(X,P ) ≃ {y1y2 + y2ϕ1 + y3ϕ2 + (y
2
4 − y
m
1 )ϕ3 = 0}/Zm(2,−2, 1, 0),
where C = ({y2 = y3 = y
2
4 − y
m
1 = 0}/Zm.
3.1.4. m = 7, (X,P ) ≃ (C3, 0)/Z7(3,−3, 1), where C = {y3 = y
4
1 − y
3
2 =
0}/Z7.
3.1.5. m ≥ 10, m ≡ 1 mod 3 and (X,P ) ≃ (C3, 0)/Zm(3,−3, 1), where
C = {y32 − y
m−3
1 = y
3
3 − y
m+1
1 = 0}/Zm.
3.1.6. m ≡ 1 mod 3, the point (X,P ) is of type cA/m and
(X,P ) ≃ {x1x2 − x
2
4 + (x2 − x3x
(m−4)/3
1 )ϕ2 + (x
m+1
1 − x
3
3)ϕ3 +
(xm1 − x
3
4)ϕ4 + (x
m
3 − x
m+1
4 )ϕ5 = 0}/Zm(3,−3, 1, 0),
where
C = {x1x2−x
2
4 = x2−x3x
(m−4)/3
1 = x
m+1
1 −x
3
3 = x
m
1 −x
3
4 = x
m
3 −x
m+1
4 = 0}/Zm.
3.1.7. m ≥ 10, m ≡ 1 mod 3 and near P we have
(X ⊃ C) ≃ (C3 ⊃ {y32 − y
m−3
1 = y3 = 0})/Zm(3,−3, 1).
3.1.8. m ≡ 1 mod 3, m ≥ 7 and
(X,P ) ≃ {y1y2−y
2
4+y3ϕ3+(y
m
1 −y
3
4)ϕ4+(y
m
2 −y
2m−3
4 )ϕ5 = 0}/Zm(3,−3, 1, 0),
C = {y1y2 − y
2
4 = y3 = y
m
1 − y
3
4 = y
m
2 − y
2m−3
4 = 0}/Zm.
3.1.9. m ≡ 1 mod 3, the point (X,P ) is of type cA/m and
(X,P ) ≃ {y1y2 + y2ϕ2 + y3ϕ3 + (y
m
1 − y
3
4)ϕ4}/Zm(3,−3, 1, 0),
where C = {y2 = y3 = y
m
1 − y
3
4 = 0}/Zm.
Moreover in cases 3.1.1, 3.1.4, 3.1.5, 3.1.6, 3.1.7, 3.1.8 and 3.1.9 X has
no other (Gorenstein) singular points and in cases 3.1.2,3.1.3 X may has at
most one Gorenstein singular point.
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3.2. The reminder of this paper is devoted to proof of this theorem.
Throughout this section let f : (X,C) → (S, o) be Mori conic bundle such
as in Theorem 3.1, P be a (unique) non-Gorenstein point on X and m be its
index. We also will use all the notations of 2.1, 2.3, 2.4. Set ai := ord(xi).
To prove that a general member of | −KX | does not contain C, by Propo-
sition 2.7, it is sufficient to show that a3 < m (in fact, then we have a3 = 1
by Corollary 2.7.1). So we asusume that a3 > m and then from the normal-
izedness we have 1 6∈ ord(C♯). Our main tool will be inequality 2.2.
First, we consider the case of singularity of exceptional series.
Lemma 3.3. ( cf. [Mo1, (4.2), (4.4)]) Let in assumptions of 3.2 (X,P ) be
a terminal point of type cAx/4. Then 2 ∈ ord(C♯) and near P
(X ⊃ C) ≃
({y21 − y
3
4 + y2ϕ1 + y3ϕ2 = 0} ⊃ {y2 = y3 = y
2
1 − y
3
4 = 0})/Z4(3, 1, 1, 2),
where ϕ1, ϕ2 are semi-invariants with wt(ϕ1) ≡ wt(ϕ2) ≡ 1 mod 4. More-
over iP = 3, wP = 3/4 in this case.
Proof. By our assumptions 1 6∈ ord(C♯). From normalizedness and because
(ai, 2) = 1, i = 1, 2, 3, we may assume that a2 = a3 up to permutatation
{1, 2}. We also have a3 > 4, a3 ≡ 1 mod 4. Hence a1 ≡ 3 mod m.
First, we assume that a1 = 3. Since a4 = 2 by 2.5, we have 5 ∈ ord(C
♯),
hence a2 = a3 = 5. Thus a1 = 3, a2 = a3 = 5, a4 = 2 and C
♯ is the
image of t −→ (t3, t5, t5, t2). Changing coordinates by y2 = x2 − x1x4,
y3 = x3−x2, y1 = x1, y4 = x4 we obtain that C
♯ in a new (non-normalized)
coordinate system can be given by y2 = y3 = y
2
1 − y
3
4 = 0. Therefore
X♯ = {(y21 − y
3
4)ϕ0 + y2ϕ1 + y3ϕ2 = 0}. But up to permutation {2, 3} an
equation of X♯ must contain term y21+ y
2
2 (see [Mo]), Hence ϕ0 is a unit and
we may take ϕ0 = 1. Finally iP = 3 follows from 2.8.1 Thus we have the
situation in Lemma.
Consider now the case a1 ≥ 7. Since a1, a2, a3 > 4, Proposition 2.6 gives
us wP > 1. Therefore iP ≤ 2. By 2.8.1, ν1 + ν2 ≤ 8, where ν1, ν2 are
semi-invariants with ord(ν1) ≡ a2 mod 4 and ord(ν2) ≡ a1 mod 4. From
normalizedness we have a1 + a2 ≤ 8, a contradiction.
Therefore if (X,P ) is a singularity from the exceptional series, then we
get the case 3.1.1. Consider now the case of singularities from the main
series.
Lemma 3.4. In assumptions of 3.2, one has 2 ∈ ord(C♯) or 3 ∈ ord(C♯).
3.5. Proof. Assume that 1, 2, 3 6∈ ord(C♯). Then m ≥ 4 and by Lemma
above (X,P ) is from the main series. Recall also that a3 ≡ 1 mod m and
a3 ≥ m+ 1. We have by Corollary 2.8.1
(3.5.1) ord(ν1) + ord(ν2) + ord(ν3)−mwP ≤ 3m,
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where νi, i = 1, 2, 3 are monomials such that ψi = νixi. If ψ1 = x
m
1 , then
ord(ν1) = (m− 1)a1 < 3m. Whence a1 < 3m/(m− 1) ≤ 4, a contradiction.
Thus later we will assume that ψ1 6= x
m
1 and similarly ψ2 6= x
m
2 .
By normalizedness,
a1 + a2 + ord(ν3)−mwP ≤ ord(ν1) + ord(ν2) + ord(ν3)−mwP ≤ 3m.
Since a1 + a2 ≡ 0 mod m, a1 + a2 = m, 2m or 3m. Consider these cases.
3.6. Case a1 + a2 = 3m. Then ord(ν3) = mwP , ord(ν1) + ord(ν2) = 3m
and we have an equality in 3.5. Therefore iP = 3 and wP < 1 (see 2.2).
Thus ord(ψ3) = ord(ν3)+a3 < m+a3. Up to permutation of {1, 2} we may
suppose that a1 < a2, so a2 > m and by our assumption a3 > m. It gives us
ν3 = x
γ
1 and then ψ3 = x
γ
1x3, where a1γ < m, a1γ + a3 ≡ 0 mod m. Futher
ord(ν2) = a1 < m, hence ν2 = x1 and ψ2 = x1x2. Since
ord(ψ1) + ord(ψ2) = ord(ν1) + ord(ν2) + a1 + a2 = 6m,
ord(ψ1) = 3m. On the other hand a2 = 3m− a1 > 2m. Therefore
ψ1 ∈ {x
α
1x3, x
α
1x
2
3}.
But if ψ1 = x
α
1x
2
3, then a1α + 2a3 = 3m, a3 < 2m. So a1γ + a3 = 2m and
a1(2γ − α) = m. Since (a1,m) = 1, we have a1 = 1, a contradiction with
our assumptiion 1 6∈ ord(C♯). Therefore ψ1 = x
α
1x3, where a1α+ a3 = 3m,
a3 < 3m. As above we have a1γ + a3 = 2m or 3m and a1(α− γ) = m or 0.
Thus either a1 = 1 or α = γ (and then ψ1 = ψ3), a contradiction.
3.7. Case a1 + a2 = 2m. Up to permutation we may suppose a1 < m and
a2 > m. In this case ord(ν1) + ord(ν2) = 2m or 3m.
3.7.1. Subcase ord(ν1) + ord(ν2) = 2m. Then ord(ψ1) = ord(ψ2) = 2m.
As in the previous case ψ2 = x1x2, ψ1 = x
α
1x3, where αa1 + a3 = 2m,
a3 < 2m. Hence wt(x
α
1 ) ≡ −wt(x3) mod m and ord(x
α
1 ) < m. By taking in
2.6 ψ = xα1 , we obtain wP < 1. So ord(ψ3) ≤ a3+m+mwP ≤ 3m. Whence
ψ3 ∈ {x2x3, x
γ
1x3, x
γ
1x
2
3}.
Similar to 3.6 ψ3 6= x
γ
1x3, x
γ
1x
2
3. But if ψ3 = x2x3, then wt(x3) ≡ wt(x1)
and by normalizedness a3 = a1 < m, a contradiction.
3.7.2. Subcase ord(ν1) + ord(ν2) = 3m, i. e. ord(ψ1) + ord(ψ2) = 5m.
Then by 3.5 it is easy to see that ord(ψ3) = a3 + mwP , iP = 3, wP < 1
and ord(ψ3) < a3 + m. As in 3.6 we have ψ3 = x
γ
1x3, where a1γ + a3 ≡
0 mod m and a1γ < m. Since ord(ψ2) ≤ 3m and a2, a3 > m, we have
ψ2 ∈ {x1x2, x2x3}. But if ψ2 = x2x3, then wt(x3) ≡ wt(x1), hence
a3 = a1 < m, a contradiction. Therefore ψ2 = x1x2 and ord(ψ1) = 3m.
Then ψ1 ∈ {x
α
1x3, x
α
1x
2
3}. Both possibilities give us contradictions as in
3.6.
3.8. Case a1 + a2 = m. Then ord(ψ1) + ord(ψ2) ≤ 4m. It is clear that
ord(ψ1) + ord(ψ2) ≥ 3m.
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3.8.1. Subcase ord(ψ1) + ord(ψ2) = 3m. Up to permutation we have
ord(ψ1) = m, ord(ψ2) = 2m. Hence ψ1 = x1x2, ψ2 = x
β
2x3, where
(3.8.1.1) a2β + a3 = 2m β ≥ 2,
(the last follows from normalizedness). It gives us a3 < 2m and wt(x
β
2 ) ≡
−wt(x3) mod m, a2β < m, and then by Proposition 2.6 wP < 1. Whence
by 3.5 ord(ψ3) ≤ mwP + a3 ≤ 3m. We get the following possibilities
ψ3 ∈ {x
γ
1x3, x
γ
1x
2
3, x
γ
2x3, x
γ
2x
2
3}.
If ψ3 = x
γ
2x3, then a2γ+a3 = 2m or 3m. By using 3.8.1 we derive a2(γ−β) =
0 or m. It follows from (a2,m) = 1 that γ = β or a2 = 1, a contradiction.
If ψ3 = x
γ
2x
2
3, then a2γ + 2a3 = 3m, a2β + a3 = 2m. As above we have
(2β − γ)a2 = m, but then 2m = a2
γ+m
2 + a3 > a2
γ+m
2 +m and a2 < 2, a
contradiction.
If ψ3 = x
γ
1x3, then a1γ + a3 = 2m or 3m and a2β + a3 = 2m. From
normalizedness we have β, γ ≥ 2. Then a1(γ − 2) + a2(β − 2) + 2a3 = 3m.
It gives us γ = 2 or β = 2. Since a3 ≡ 1 mod m and a3 < 2m, a3 =
m + 1. Whence a1γ = 2m − 1, a2β = m − 1 and γ 6= 2. Therefore β = 2,
a2 = (m − 1)/2, a1 = m − a2 = (m + 1)/2. Thus (m + 1)γ/2 = 2m − 1,
m(γ− 4)+ γ +2 = 0. We obtain γ = 3, m = 5, a2 = 2, a contradiction with
our assumption 2 6∈ ord(C♯).
Finally, if ψ3 = x
γ
1x
2
3, then a1γ + 2a3 = 3m and a2β + a3 = 2m. So
a1(γ − 1) + a2(β − 1) + 3a3 = 4m. Therefore γ = 1. Since a3 = m + 1,
a1 = m = 2 and a2 = 2, a contradiction.
3.9. Thus later we may assume that ord(ψ1) + ord(ψ2) = 4m. Then by
2.8.1 iP = 3, wP < 1, ord(ψ3) = a3+mwP < a3+m. Whence we have only
two possibilities ψ3 ∈ {x
γ
1x3, x
γ
2x3}, where γ ≥ 2 (by normalizedness).
Permuting x1, x2, if neseccary, we obtain ψ3 = x
γ
1x3, where
(3.9.1) a1γ = m− 1, γ ≥ 2.
3.9.1. Subcase ord(ψ1) = m, ord(ψ2) = 3m. Then ψ1 = x1x2 and ψ2 ∈
{xβ2x
2
3, x
β
2x3}.
If ψ2 = x
β
2x
2
3, then a2β + 2a3 = 3m, a3 < 2m and a3 = m + 1. Thus
a2β = m−2. On the other hand, by 3.9 we have a1(γ−1)+a2(β−1) = m−3,
so β = 1, a2 = m− 2 and a1 = 2, a contradiction.
Therefore ψ2 = x
β
2x3, a2β+a3 = 3m, a3 < 3m, and a3 = m+1 or 2m+1.
Then a2β = 3m− a3 = 2m− 1 or m− 1. By normalizedness β > 1. By 3.9,
0 ≤ a1(γ − 2) + a2(β − 2) = 2m − a3 − 1 and it gives us a3 = m + 1 and
γ = 2 or β = 2. But if γ = 2, then a1 = (m − 1)/2 and a2 = (m + 1)/2.
This contradicts to a2β = (m + 1)β/2 = 2m − 1. Thus β = 2 and then
2a2 = 2m− 1, again a contradiction.
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3.9.2. Subcase ord(ψ1) = 3m, ord(ψ2) = m. Then ψ2 = x1x2 and ψ1 ∈
{xα1x
2
3, x
α
1x3}. But if ψ1 = x
α
1x3, then ψ1 is divisible by ψ3. This is
impossible because monomials ψ1, ψ3 are simple. Therefore ψ1 = x
α
1x
2
3 and
then a3 = m+ 1, a1α = m− 2, this contradicts 3.9.
3.9.3. Subcase ord(ψ1) = ord(ψ2) = 2m. Then
ψ1, ψ2 ∈ {x1x2, x
α
1x3, x
β
2x3}.
It gives us a3 < 2m and ord(ψ3) = 2m. Hence we also have
ψ3 ∈ {x1x2, x
α
1x3, x
β
2x3}.
Up to permutation we have ψ1 = x1x2, ψ3 = x
α
1x3 and ψ2 = x
β
2x3, where
a1α + a3 = 2m and a2β + a3 = 2m. As above we get α = 1 or β = 1, a
contradiction. This proves Lemma 3.4.

Now Theorem 3.1 will follow from the following two Lemmas.
Lemma 3.10. Let in assumptions of 3.2 2 ∈ ord(C♯), 1 6∈ ord(C♯) and
(X,P ) is a point from the main series. Then m is odd, up to permutation
of x1, x2, a1 = 2 and we have one of the following two cases in the table.
a1 a2 a3 m iP
(3.10.1) 2 m− 2 m+ 1 odd, m ≥ 5 2
(3.10.2) 2 2m− 2 m+ 1 odd ≥ 2
Moreover in the case (3.10.1) (X,P ) is a cyclic quotient singularity, and in
the case (3.10.2) (X,P ) is of type cA/m.
Proof. We claim that a1 = 2. Indeed, if otrherwise, m = a4 = 2 by assump-
tion a3 > m. But then a1 = a2 = a3 ≥ 3. Hence wP > 1, iP ≤ 2. By
Corollary 2.8.1 we have ord(ν1) + ord(ν2) ≤ 2m = 4, where ord(ν1) ≡ a2,
ord(ν2) ≡ a1 mod 2. From normalizedness we have 2a1 = a1 + a2 ≤ 4, a
contradiction.
Therefore a1 = 2 and m is odd. By Corollary 2.7.1, a3 ≡ 1 mod m.
Then ord(C♯) is generated by 2 and the smallest odd c ∈ ord(C♯). Two
possibilities c = a2 and c = m give us two cases in the table. Finally
in the case (3.10.1) C♯ is the image of t −→ (t2, tm−2, tm+1, tm). If we
change coordinates by x′3 = x3 − x
(m+1)/2
1 , x
′
4 = x4 − x1x2, we obtain that
C♯ = {x3 = x4 = x
2
2 − x
m−2
1 = 0}. Whence an equation of X
♯ is φ =
x3ϕ1+x4ϕ2+(x
2
2−x
m−2
1 )ϕ3 = 0. If X
♯ is singular, then this equation must
contain term x1x2, because m ≥ 5 and wt(x3) 6≡ wt(x1), wt(x3) 6≡ wt(x2).
This is a contradiction. Similarly in the case (3.10.2) φ = x2ϕ1 + x3ϕ2 +
(x24 − x
m
1 )ϕ3 = 0. If (X,P ) is not of type cA/n, then it is of type cD/3 and
φ must contain the term x24, a contradiction. Values can be cumputed from
2.8.1.
11
Lemma 3.11. Let in assumptions of 3.2 3 ∈ ord(C♯) and 2 6∈ ord(C♯).
Then
3.11.1. iP = 3, wP = (m− 1)/m.
3.11.2. m ≡ 1 mod 3, the point (X,P ) is of type cA/m and up to permu-
tation of {1, 2} we have a1 = 3.
3.11.3. Only one of the following cases in the table below holds.
a1 a2 a3 m
(3.11.3.1) 3 m− 3 m+ 1 m ≡ 1 mod 3, m ≥ 7
(3.11.3.2) 3 2m− 3 m+ 1 m ≡ 1 mod 3
(3.11.3.3) 3 m− 3 2m+ 1 m ≡ 1 mod 3, m ≥ 10
(3.11.3.4) 3 2m− 3 2m+ 1 m ≡ 1 mod 3, m ≥ 7
(3.11.3.5) 3 3m− 3 2m+ 1 m ≡ 1 mod 3
Moreover in cases (3.11.3.1),(3.11.3.3) (X,P ) is a cyclic quotient. In case
(3.11.3.5) (X,P ) ≃ {y1y2 + y2ϕ2 + y3ϕ3 + (y
m
1 − y
3
4)ϕ4}/Zm.
Proof. Since 2 6∈ ord(C♯), P is from the main series (see 3.3). Similar to
proof of Lemma 3.10 it is easy to see that a1 = 3. Suppose that iP ≤ 2.
Then by Corollary 2.8.1, for some simple invariants ψi we have
2m ≥ (ord(ψ1)− a1) + (ord(ψ2)− a2) + (ord(ψ3)− a3 −mwP ).
Similar to 3.5, a1 + a2 ≤ 2m.
3.12. Case a1+a2 = 2m. Then ord(ψ1)+ord(ψ2) = 4m. Up to permutation
{1, 2} we have ψ1 = x
α
1x3 and ψ2 = x1x2, where a1α+ a3 = 2m. Therefore
a3 = m + 1. By Lemma 2.6, mwP = ord(x
α
1 ) < m. Whence ord(ψ3) =
a3 +mwP = 2m. But then ψ3 = ψ1, a contradiction.
3.13. Case a1 + a2 = m. Then again ord(ψ1) + ord(ψ2) = 3m, ψ1 = x
α
1x3
and ψ2 = x1x2, where a1α + a3 = 2m. Therefore a3 = m + 1. Again by
Lemma 2.6, mwP = ord(x
α
1 ) < m. Whence ord(ψ3) = a3+mwP = 2m. But
then ψ3 = ψ1, a contradiction.
3.13.1. Thus iP = 3, hence wP < 1. It gives us that mwP = ord(M) < m
for some monomial M with wt(M) ≡ 1 mod m. Hence mwP = ord(M) =
m − 1 and wP = (m − 1)/m. Futher we may assume that a1 < a2 and
a1 < m, because a3 > m. Therefore a1 = 3, a2 ≥ m − 3. For M we have
the only possibility
3.14. Thus iP = 3, hence wP < 1. It gives us wP = (m − 1)/m and for
some monomial ψ we have ord(ψ) = m− 1. Since a1 = 3, a2 ≥ m − 3 and
a3 ≥ m + 1, ψ can be only x
k
1 , where 3k = m − 1. Whence m ≡ 1 mod 3.
Finally (X,P ) is a point of type cA/m because m ≥ 4 and 2 6∈ ord(C♯).
Thus 3.11.1 and 3.11.2 are proved.
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3.14.1. To prove 3.11.3 we remark that 2m+1 ∈ ord(C♯), because 2m+1 ≡
0 mod a1. By normalizedness, it gives us a3 = m + 1 or a3 = 2m + 1. If
a3 = m+1, then 2m−3 =
m−4
3 a1+a3 ∈ ord(C
♯), whence a2 = 2m−3 orm−3
and we have cases (3.11.3.1), (3.11.3.2).. So we assume that a3 = 2m + 1.
Then similarly 3m− 3 = (m− 1)a1 ∈ ord(C
♯), whence a2 = 3m− 3, 2m− 3
or m− 3. We get (3.11.3.3), (3.11.3.4) or (3.11.3.5).
If in (3.11.3.3) m = 7, then a3−7 = 8 ∈ ord(C
♯), this contradicts normal-
izedness of the coordinate system (x1, . . . , x4). In cases (3.11.3.1), (3.11.3.3)
wt(x2) 6≡ wt(x3) mod m. If (X,P ) is not a cyclic quotient, then an equation
φ = 0 of X♯ must contain the term x1x2 (see [Mo]) and therefore another
monomial of order ord(x1x2) = m. Since a3 > m, it can be only x4. There-
fore X♯ is non-singular. In case (3.11.3.5) one can obtain representation of
(X,P ) by using that C♯ is a complete intersection in C4.
Now proof of Theorem 3.1 follows from Lemmas 3.3 (case 3.1.1), 3.10 (cases
3.1.2, 3.1.3) and 3.11 (cases 3.1.4, 3.1.5, 3.1.6, 3.1.7, 3.1.8 and 3.1.9). Restric-
tions on the number of Gorenstein singular points follows from Proposition
2.2.
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