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A class of operators is introduced and referred to as nonlinear nuclear operators. 
As in the case of linear nuclear operators this class of nonlinear operators is 
defined by means of a tensor product of two topological vector spaces. It is then 
shown that, as in the linear case, a series representation of the operator is valid. The 
deviation of the nonlinear theory from the linear case is discussed and an example 
in the framework of generalized stochastic processes is given. 
1. INTRODUCTION 
Linear nuclear operators u between Banach spaces, or more, generally 
between locally convex spaces, are quite useful in analysis in view of their 
series representation 
u(x)= f- n,x;(x)y”. 
PI=1 
(1) 
Here, u operates from a locally convex space E into a complete locally 
convex space F, {xk} is an equicontinuous sequence in E’, the (linear) 
continuous dual of E, {y,} is a bounded sequence in F and (A,,} is a 
sequence of complex scalars in I’. 
An equivalent characterization of the set of linear nuclear operators can 
be obtained via the tensor product E’ 0 F. In fact the completion of the 
latter with respect o the projective topology yields the space E’ 0, F (see 
[6, Chap. 43]), which is isomorphic to the space NL(E, F) of linear nuclear 
maps from E into F. 
The theory of generalized processes (GSPs) provides an important 
application of nuclear operators. In this case F is identified with one of the 
Banach spaces Lp(0), of functions over a probability space (0, d, P) that 
are pth order integrable, 1 ,< p < co. A GSP of order p is a linear nuclear 
operator u from a space of testing functions E into Lp(R). If u is continuous, 
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its nuclearity is always assured when E is a nuclear space [6, Theorem 50.1 I. 
In this case, (1) admits the special form 
Mx))(QJ> = 2 ~,xXx) Y,(O), 
n=l 
where the emphasis in (2) is on the fact that u(x) and {y,} are functions on 
Q. In view of the nuclearity, u can be decomposed as 
W>>(w) = x:(x), (3) 
where {XL: o E Q, } is a family of functionals in E’ and s1, is a subset of R 
with P(G,) = 1. In other words, the decomposition (3) holds almost 
everywhere. The mapping w -+ XL from R into E’ can be called the transpose 
of u. It induces a probability measure on E’ which is quite useful in the 
analysis. 
This work is concerned with the subject of nuclear operators when the 
assumption of linearity is relinquished. As a first step we consider the 
problem of defining nonlinear nuclear operators between Banach spaces. 
This is done with the help of the tensor product. Let E and F denote Banach 
spaces. In the definition of linear nuclear operators, the tensor product 
E’ 0 F is employed. For nonlinear operators we replace E’ by the larger 
space E#, which is the normed space of norm bounded functionals on E (see 
Section 2). Using a suitable definition for the operator, much of the theory 
for the linear case is adaptable, in a fairly straightforward fashion, to the 
nonlinear case. The important representation (1) and the decomposition (3) 
are shown to remain valid following certain modifications. 
The operators that we are able to so characterize are norm bounded, i.e., 
II U(XllF G K II%7 where K < co. It can be argued that all operators that 
model physical systems should be norm bounded due to the effect of 
saturation for large x. It should also be noted that norm boundedness forces 
u(O) to be zero. This, however, can easily be overcome by considering 
u(x) - u(O) instead of u(x) when u(O) # 0. 
2. PRELIMINARY THEORY 
In this section we collect some results and definitions of a preliminary 
nature that are needed in the sequel. Throughout this work we consider 
vector spaces over the field K of real or complex numbers. We further 
assume that all topological spaces are Hausdorff. 
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Let E and F denote normed vector spaces. An operator U: E + F is called 
norm bounded if there exists a constant K such that 
for all x E E. The infimum of all such constants K is called the norm of u, 
and is denoted by (1 u I/. The set of all norm bounded operators on E into F is 
denoted by B(E, F). This set is a Banach space whenever F is complete. Note 
that a norm bounded operator is bounded in the sense that it maps bounded 
sets to bounded sets. That the converse is false in general is shown by the 
operator U(X) = x2, x E R. 
As an example of a norm bounded operator, let u be an ordinary 
stochastic process from R into Lp(s2) and define B: R + La(Q) by 
B(~)(~) = ei(uLx))(w) (4) 
for x E R and w E R. Then B -B(O) is norm bounded. 
If E is a locally convex space, we define the continuous dual space of E to 
be the set of all functionals J E + K with the property that there exists a 
continuous semi-norm p on E satisfying 
If(x>l G P(X) 
for all x E E. We denote this by ES. Note that E# is a vector space, and that 
E’ c E”. Note also that when E is normed, it follows from elementary 
properties of continuous semi-norms on a normed space that E#= B(E, K), 
and, consequently, that E” is a Banach space. As an example of a functional 
in E+‘, let us define the characteristic functional (see, e.g., [ 21) to be 
C(x) = [ B(x) dP(w), 
‘0 
(5) 
where the operator B is defined in (4). Then C - 1 E ES. 
A set G c E” is said to be equibounded at zero if there exists a continuous 
semi-norm p on E such that If(x)] <p(x) for all f E G and all x E E. It is 
not hard to see that the concepts of equibounded at zero and equicontinuous 
at zero (see [6, Definition 14.31) coincide on E’ c E#. 
The basic building blocks of nuclear operators are the operators of finite 
rank. In our case, an operator u E B(E, F) is said to be ofj%zite rank if the 
range of u is contained in a finite dimensional subspace of F. The following 
theorem characterizes the set of finite rank elements in B(E, F). 
THEOREM 2.1. Let E and F denote normed spaces with F complete. The 
set W of finite rank maps in B(E, F) is (vector space) isomorphic with 
ES@ F. 
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ProoJ Define the bilinear map 4: E# X F + W by 
mJ”Y z> = 6 - Y”(X)Z) 
for any y# E E#, and z E F. Clearly E# and F are $-linearly disjoint (see [6, 
p. 4031 for this terminology). The result follows immediately from [6, 
Theorem 39.1 (c)] ‘f 1 we can show that $(I?# x F) spans W. Let u E W. Then 
u(x) = 2 XI(X) yi 
i=l 
for some independent set { y,: 1 < i < n} in F, where x,(x), 1 < i < n, are 
scalars. For each i, 1 < i & n, there exists a continuous projection, Pi, onto 
the subspace spanned by y, in F such that Pi( yj) = ~5,~ yi. Thus 
p, I3 u(x) = x,(x> Y,. 
Since y, # 0 for each i, we have 
Ixi(xl = II Yill-’ lIpi ’ u(xN 
G [IIYrll-’ IlPrll Ilull IlxIl* 
Thus x, E E# for each i, 1 < i < n. The result now follows. 1 
For later use we note that the isomorphism referred to above is given as 
follows: Let 6 E I? @ F have the finite sum tensor representation 
e=cxy@y,, xf E E#, yi E F. 
Define I:E#@F+ Wby 
z(e) = (X~~x:(x)Yi)~ 
i 
The mapping Z is the required isomorphism. 
Notation. For E, F normed spaces we denote by E 0, F the vector space 
E @ F carrying the projective topology [6, p. 4341. The completion of the 
normed space E 0, F is denoted by E @ F. 
3. NUCLEAR OPERATORS BETWEEN NORMED SPACES 
Let E and F be normed linear spaces with F complete. We now proceeds 
to the definition of a nuclear operator in B(E, F). 
ON NONLINEAR NUCLEAROPERATORS 525 
We consider the vector space W c B(E, F) provided with the subspace 
topology from B(E, F). Our first task is to show that the vector space 
isomorphism Z given by (6) is continuous as a map from E#@,, F into 
B(E, F). The proof is similar to that given in the linear case (see [6, p. 4781). 
For 0 E E# 0, F we have 
for every representation 19 = xi x;” @ yi. Hence by [ 6, Proposition 43.12(a)], 
as required. It now follows that, as F is complete, the mapping Z has a 
unique continuous linear extension I: E# 8 F + B(E, F). 
DEFINITION 3.1. We define 
Z(E# 0 F) c B(E, F) 
to be the set of nuclear maps on E into F. This set will be denoted by 
N(J% F). 
Trace norm. As in the linear case, we can also define a trace norm on 
N(E, F). Let Y denote the kernel of the map I: E# 0 F + B(E, F) defined 
above. Then the set N(E, F) is (vector space) isomorphic to the quotient 
space Z? @ F/Y. Furthermore, as E# 0 F/Y is a Banach space, it induces a 
norm onto the space N(E, F). The norm so induced is called the trace norm; 
it will be denoted by ]] - ]JTr. 
4. NUCLEAR OPERATORS BETWEEN LOCALLY CONVEX SPACES 
Let E and F denote locally convex (Hausdorff) spaces. Let V denote an 
absolutely convex and absorbent set in E, and let B denote an absolutely 
convex bounded set in F. Let E, and FB denote the normed spaces defined as 
in [6, Sect. 471. We further assume that B is chosen so that FB is complete. 
If we are given a map U’E B(E,, F,), we can define u: E -+ F by 
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where ve and #y are the usual canonical mappings (see [6, Sect. 471). Since 
&, and v/~ are linear, the correspondence J,,,: B(E,, F,) -+ M(E, F) (the set 
of all maps E into F) is linear. It is also one-to-one as u = 0 implies u” = 0. 
Thus we can consider B(E,, F,) as a subspace of M(E, F). 
DEFINITION 4.1. The set of nuclear operators N(E, F) in M(E,F) is 
defined to be 
where the union is taken over all pairs (V, B) where V is absolutely convex 
and absorbent in E, and B is absolutely convex and bounded in F, with FB 
complete. 
Thus U: E + F is nuclear if and only if there exist sets V and B (as above), 
and a map ri: E, + F, such that zi is nuclear and u = we 0 u’ 0 0,. 
Note that this definition corresponds exactly with that given in [6, p. 4791 
for the linear case. As in [6] (cf. the argument following Definition 47.3, p. 
479), we must check that Definition 3.1 corresponds with Definition 4.1 
when E is normed, and F is a Banach space. However, in this case every E, 
is canonically isomorphic as a topological vector space, with E. Also, 
N(E, FB) is canonically injected into N(E, F) by composing the mappings 
with the injection we. Thus the two definitions coincide, as required. 
As in the linear case, the set N(E, F) is a vector space. We delay the proof 
of this fact until Section 5. Clearly, if E and F are normed spaces, with F 
complete, we have I(E’ 0 F) c N(E, F). However, it is not at all clear that 
any linear map u E N(E, F) must lie in I(E’ 0 F). In Section 5 we will show 
that this is true if E and F are Hilbert spaces. The corresponding result for 
the more genera1 situation cited above it not known. 
We conclude this section with a representation theorem for nonlinear 
nuclear operators. This is the analogue, in the present situation, of 
Proposition 47.2 in 161. 
THEOREM 4.2. Let E and F denote locally convex Hausdorff topological 
spaces, and let u: E + F. Then u is nuclear tf and only tf there exist 
sequences {xf}, { y,}, and {A,} E 1’ such that 
u(x)= 2 &q$> Y”, 
II=1 
(7) 
where { y,) c B, an absolutely convex bounded subset of F with FB complete, 
and (xf } consists of functionals in E# with the property that 
K(x)l Q PAX), xEE, n>l, (8) 
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where p,, is the gauge of a fixed absolutely convex neighborhood V of zero in 
E, and 
x,“(x) = x,“(x + k) 
for all x E E, and k E p;‘(O). 
(9) 
Remarks 1. The first remark concerns condition (9). While this 
condition cannot be ignored in the general case, in many of the important 
special situations it becomes trivial. We list some of these situations here for 
convenience. 
(i) Let E be a countably normed space (see [ 1 J) with topology 
generated by the norms 
and having a closed neighbourhood basis of zero formed by the sets 
As V is a neighbourhood of zero, V,,, c V for some m and E, where the 
gauge of V,,, is E -r I( . I/,,,. Hence py(x) < E-’ llxjlrn for all x E E. Thus, we 
can replace V by V,,, and pv by E-’ I/ . Jim in the statement of the theorem. 
Condition (9) is then redundant. In particular, this is the case when E is 
normed. 
(ii) If each of the functionals x, = z$, where z, is additive, and /3, is a 
natural number, then (9) is once again automatically true. This follows easily 
from the observation that x,#(k) = 0 for all k E p;‘(O), a consequence of (8). 
2. Note also that u(x) = u(x + k) for all x E E and k E p;](O), and, if 
x:(O) = 0 for all n, then u is continuous at zero. 
3. Finally, observe that in the following proof ( y,} can be chosen to be a 
null sequence, if required. 
4. In the terminology of Section 2, (8) says that {xz} is equibounded at 
zero. 
Proof of Theorem 4.2. -Assume, firstly, that u is nuclear. Then there exist 
sets V and B with V absolutely convex and absorbent, B absolutely convex 
and bounded such that FB is complete and u = ws :-G 0 dV, where 
U’E N(E,, F,). Consequently zZ= I(v), where v E EF 0 FB. By [ 6, 
Theorem 45.11, 
v= F ll,.f::Oy,, 
n=1 
where (A,} E I’ and (fz) c E$ and { y,) c F* are null. 
409/79/2 I7 
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Now, as ]] yn]] = pB(yn) + 0, we must have p&J < 1 eventually. Conse- 
quently, from [6, Proposition 6(ii), p. 131, we have y, E B for all n large 
enough. Thus, by replacing {y,} by (c-lyn}, and {A,) by {CA,,} if necessary, 
we can assume that ( y,} c B. Next, we define functionals x,” on E by 
xf = x o 4,. Clearly condition (9) is satisfied. Also, x,(O) = 0, and 
“f3 = ,,sxxl 
If f(Mx)l 
II ~y(x>ll 
x3x)l I 
= .v~y-Ll P,(X) . (10) 
As {fz} is also a null sequence we can assume without loss of generality 
that ]]fz]] < 1 for all n. Thus (8) holds for all x&p;‘(O), by (10). Since 
e(O) = 0 and xz is constant on p;‘(O), (8) now follows. 
We now prove the converse statement. If (7) holds, for each n 2 1, deline 
functionals f z on E, by xc = f t 0 0”. These functionals are well-defined by 
(9). From (8), we have fz E Et and llffll< 1 for all n. Note also that 
]( y, ]( Q 1 in FB for all n. Consider now the partial sums 
v,= \“- A,.f::@Y” 
21 
in E$ 0, FB. We have 
Since {A,) is in I’, it follows that {v,} is a Cauchy sequence in EF 0 F,, and 
hence that {v,} converges to u in EC 0 FB. Let u’ = I(V) E N(EV, FB). 
Clearly u = we o ZZ 04,. The proof is now complete. 1 
5. FURTHER PROPERTIES 
Here we present some generalizations to the nonlinear case of several 
standard results for linear nuclear operators. 
THEOREM 5.1. Let E and F denote locally convex spaces, and 
u E N(E, F). Then u is compact. 
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Proof Consider { y,} and V as given in Theorem 3.2. As in the proof of 
Proposition 47.3 of [6] we can assume that the closed convex hull r of { y,} 
is precompact in F. For x E V, we know that py(x) < 1. It follows that 
u(V) c r, and hence that u is compact. I 
THEOREM 5.2. Let E, F and G denote locally convex spaces, and let 
u:E+Fand v:F-G. 
(i) If u is linear and continuous, and v E N(F, G), then 
v 0 u E N(E, G). 
(ii) If E is countably normed, u(O) = 0, u is continuous at zero, and 
v E N(F, G), then v 0 u E N(E, G). Furthermore, if E, F and G are all 
Banach spaces, and u E B(E, F), then 
II v o u IlTr G II VlLr II uIl* 
(iii) If u E N(E, F) and v is continuous and linear, then 
v 0 u E N(E, G). Zf, in addition, E, F and G are all Banach spaces, then 
II u o Ulln G IIVII lUIlTr. 
Proof: (i) We use Theorem 4.2. Since v is nuclear, we have the 
expansion 
v(x) = f &qX>Y,, 
n=1 
where (A,}, (xz} c Pr, and ( y,} c G have the usual properties. Thus 
v 0 u(x) = f 1, . (XZ 0 u)(x) * y,. 
n=1 
It suffices to show that the sequence {zf} defined by 2,” = xf o u satisfies (8) 
and (9) with xf replaced by zc. Then 
I zf(x)l = l-c(~(X)>l 
G PY(U(X)) 
G P”(X) 
if U is chosen to be an absolutely convex neighborhood of zero with 
u(U) c V, condition (9) for {zt} follows easily by observing that 
u(p,‘(O)) cp;‘(0), and using the additivity of u. 
(ii) This follows from the proof of (i) by observing that, by Remark 1 
after Theorem 4.2, only the continuity of u is required, as condition (9) is 
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redundant when E is countably normed. The statement about the norms 
follows by using the method in [6, p. 4811. 
(iii) Once again we appeal to Theorem 4.2. By the theorem, u has the 
decomposition indicated in (7). Since v is continuous, and hence sequentially 
continuous, it follows that 
u 0 u(x) =c /l,x$(x) u(y,), 
n=1 
where, [6, p. 4801 u(B) is absolutely convex and bounded, and Gt,(B) is 
complete. The nuclearity of v 0 u now follows immediately from 
Theorem 4.2. As in (ii), the statement about the norms follows by the 
method in [6, p. 4811. 
Remark. A significant unsolved problem here is to isolate a suitable 
class of nonlinear maps u for which v o u is nuclear whenever u is nuclear. 
Part (ii) of the above theorem becomes useful when it is known that the 
range space F can be embedded in a larger space G, in such a way that the 
injection u: F -+ G is nuclear. As an example of such an embedding, one 
could take F and G to be, respectively, the Sobolev space Hi(V) and H’,(U), 
where U is any bounded open domain of R”. For k -j > n, it is known [7, p. 
2791 that the embedding of F into G is nuclear. 
COROLLARY 5.3. N(E, F) is a vector space. 
ProoJ Let u, u E: N(E, F). It is enough to show that u + u E N(E, F). But 
this follows easily from parts (i) and (iii) of Theorem 5.2, and the method of 
[6, Corollary 2, p. 4821. I 
We now show that for operators between Hilbert spaces, any linear 
operator in N(E, F) must have a decomposition of the form (1): 
THEOREM 5.4. Let_ E and F be Hilbert spaces, and let u E N(E, F) be 
linear. Then u E I(E’ @ F). 
ProoJ: Using the notation of [6, Chap. 481, let R denote the absolute 
value of u. R E N(E, E), by Theorem 5.2(i), and is compact as u is compact 
by Theorem 5.1. By [6, Theorem 48.21 it suffices to show that R has finite 
trace. Let R have spectral decomposition 
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where the {Ak} are eigenvalues, and {Pk) are associated projections. Let 
and QK=P,+..+ + P,. Then R, = Q, R, and by Theorem 5.2(i) 
The proof of [6, Theorem 48.21 now shows that R must have finite trace. 
This completes the proof. I 
It is not clear whether or not this result is true if E and F are not Hilbert 
spaces. However, we do have the following partial result if E and F are 
normed spaces : 
THEOREM 5.5. Assume that E and F are normed spaces with F complete. 
Assume that u E N(E, F), and that the sequence {y,} given in (7) is minimal 
in the sense of 15, p. SO]. Then, if u is a linear map, it has a representation of 
the form (1). 
Proof: Since (y,) is minimal it follows from [5, p. 541, that for each 
n = 1, 2,..., there exists a continuous linear projection P, mapping the closure 
of the linear span of ( y,; n = 1, 2,...} in F onto the one-dimensional 
subspace generated by y,. Consequently, from (7) we have 
(P, o u>(x) =4JtYx) Y” 
for each n = 1, 2,.... Since P, and u are linear, it is clear that xz E E’, as 
required. I 
We can define the transpose ‘u: F’ -+ E# as follows: 
(‘U(Y’h x> = (Y’Y u(x)) 
for y’ E F’ and x E E. Note that ‘u( y’) E ES. We then have 
(1’) 
THEOREM 4.5. If E and F are Banach spaces and u E N(E, F), then 
‘u E N(F’, E#) and 
II tUIITr GII UILr. 
ProoJ: The proof follows that of [6, Proposition 47.5 ], mutatis mutandis. 
532 KNOWLES AND MEIDAN 
6. SOME APPLICATIONS 
Let F be an Lp space of random variables (i.e., a space of functions on a 
probability space (Sz, pP, P) that are Pth power integrable, co > p 2 1). A 
mapping u from E into F is called decomposable if for almost every u E B 
we have that 
W>)(w) = F,(x), (12) 
where F, E ES. We know that the representation (7) converges in the norm 
of F. In this case we also have 
LEMMA 6.1. If u is a nuclear mapping from E into Lp(12), then the 
representation 
(u(x))(w) = 2 A&xx) Y,(W) (13) 
tl=l 
converges pointwise for almost every 0 E R. 
ProoJ In view of (8), we have 
IW)>(~)l -G P”(X) E IM I Y,(O)l. (14) 
Now it follows from [3] that the series on the right-hand side of (14) 
converges pointwise on a set fl, c Q with P(Q,) = 1. This implies that (13) 
converges pointwise on Q, for each x E E. 1 
LEMMA 6.2. The sequence {FE}, where 
converges in E#for each w E R, . 
Proof. Clearly {FN, :N = 1, 2,... } c ES. The convergence will be in the 
sense of the pointwise topology on E# (see [4, p. 5541). For x E E we have 
F:(x) = ,f &,x,(x) Y,(W) 
n=1 
G PAX) 2 IA”1 IYn(WI- 
n=1 
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Hence FE(x) = 0 for x E p;‘(O), and for p,(x) # 0 and all N, 
This implies that F, = C,“= 1 A,,x,, y,(o) E E#. It is not hard to see also that 
for each x E E, FE(x) --t I;,(x), as required. 
Note, finally, that the functionals f”, E E$ defined by Ft = f “, 0 Qy 
converge to f, defined by F, = f, o 4” in the norm topology on Ez. This 
follows by noting that {f",} is a Cauchy sequence in EE. 1 
Thus a nuclear map u : E + LP(R) is decomposable, in the sense of (12). If 
we regard Lp(0) as being embedded in the set G of all complex valued 
functions on $2 provided with the topology of pointwise convergence, then 
the transpose map u’ defined by (ii) maps G’ into E#, where G’ is spanned 
by the family of impulse functionals {S,: w E Q}. The impulse functional 6, 
is defined by 
S,(f > = f (QJ), f EG,wEQ. 
Using the above lemmas and the method in [ 3 1, we then have 
THEOREM 6.3. Let u be a nuclear mapping from E into Lp(0). Then 
there exists a family {E;} c E# such that (12) holds. Moreover we have the 
impulse response representation 
F, = ~‘6,) 
where u’, the transpose of u, is defined by (11). 
In particular (cf. [3]),’ the nuclear representation (7) provides an inter- 
pretation of a nuclear mapping from E into Lp(Q) in terms of another 
mapping, the mapping w + F, from the probability space Q into the space of 
functionals E#. In other words the map can be viewed as a process whose 
sample “functions” FW are functionals in ES. 
We conclude with some examples of nonlinear nuclear operators. Firstly, 
let E = F = LP(G), 1 < p < co, where G is an open set of R”, and define the 
operator T in LP(G) by 
TX(t) = j K(t, s) h(x(s)) ds, 
G 
where h: C + C satisfies 
(15) 
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for all z E C, and some constant k, and for the kernel K(t, s) we have 
K(t, s) = x cj(t) Kj(& s) dj(S), (16) 
with 
Kj(t, S> = 2 kj,,,m exP[i((k t> + (my s))l, (1, t) = 2 lrtr ) 
I,m r=1 
(17) 
while 
and 
Pi= Z1 Ikj,r,ml < 00 
I,m 
(18) 
x Pj II CjllL~(G) II djllLqCGI < co (4 = P(P - V’). (19) 
i 
From (16) and (17) we have 
TX(t) = c kj,,,mei(‘T’)cj(t) x:,(x), 
i,l,m 
where XT,, E [L”(G)]# is defined by 
x~m(x> = I eic”~s’dj(s) h(x(s)) ds. G (20) 
It is clear from (15) and (20) that ]]xzJ <k IldjllLpcc, and hence from (18) 
and (19) that T is nuclear. 
As a final example, consider the operator u: 1’ + I2 defined by 
where c = (r,) E 12, {e,} denotes the standard basis in I*, (A,} E 1’ and h 
satisfies (15). It is clear that this map is nuclear. Similar nuclear operators 
on L’(G) may be constructed via the Fourier representation of elements in 
L2(G). 
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