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Abstract
We show a new remarkable connection between the symmetric form of
a quantum stochastic differential equation (QSDE) and the strong resolvent
limit of Schro¨dinger equations in Fock space: the strong resolvent limit is
unitary equivalent to QSDE in the adapted (or Ito) form, and the weak limit
is unitary equivalent to the symmetric (or Stratonovich) form of QSDE.
We prove that QSDE is unitary equivalent to a symmetric boundary value
problem for the Schro¨dinger equation in Fock space. The boundary condition
describes standard jumps of the phase and amplitude of components of Fock
vectors belonging to the range of the resolvent. The corresponding Markov
evolution equation (the Lindblad or Markov master equation) is derived from
the boundary value problem for the Schro¨dinger equation.
1 Introduction
The last two decades show a valuable progress in quantum probability theory and
applications [1]–[5]. It was discovered that fundamental constructions of classical
probability theory, such as central limit theorems, conditional expectations, mar-
tingales, stopping times, the Markov property, and Markov evolution equations,
∗These paper is submitted to ”Infinte Dimensional Analyses and Quantum Probability” and
published partially in [20, 24, 25]
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have noncommutative generalizations [5]–[6]. The quantum stochastic differential
equation (QSDE) is a noncommutative generalization of the Ito stochastic equation
suitable for describing irreversible Markov evolution in operator algebras [7]–[11].
The QSDE and the Schro¨dinger equation describe a unitary evolution of a quan-
tum system and its environment. The solution of the Schro¨dinger equation is a
one-parameter unitary group Ut, and the solution of the QSDE is a unitary co-
cycle u(s, t), i.e. an interval-dependent family of unitary operators with one of
two composition laws u(s, τ)u(τ, t) = u(s, t), s ≤ τ ≤ t for the right cocycle, or
u(t, τ)u(τ, s) = u(t, s) for the left cocycle. From a mathematical viewpoint, this
structure difference between Ut and u(s, t) is superficial and physically unobserval-
ble, because u(s, t) is usually an interaction representation of some unitary group
Ut−s.
A deep distinction between a QSDE and a typical Schro¨dinger equation is that
the QSDE necessarily involves a singular component in its formal Hamiltonian,
i.e. it can be regarded, up to unitary equivalence, as a Schro¨dinger equation with
Hamiltonian operator perturbed by singular bilinear forms (see [12]–[14]).
Such Hamiltonians in H⊗ ΓS(L2(IR)) appear as strong resolvent limits (r− lim
or srs− lim) of self-adjoint operators Ĥα = H ⊗ I + I ⊗ Ê +H(α)int depending on a
scaling parameter α ∈ (0, 1] such that
H
(α)
int = R
∗ ⊗ A(fα) +R⊗A+(fα) +K ⊗ A+(gα)A(gα),
where K = K∗ > 0, (R∗)∗ = R, f, g ∈ L2(IR), fα(ω) = f(αω), gα(ω) = g(αω),
f(0) = g(0) = (2π)−1/2. The family of quadratic forms Hα,∗[h ⊗ ψ(v)] = (h ⊗
ψ(v), Ĥα h⊗ ψ(v)) converges clearly to the quadratic form
H∗[h⊗ ψ(v)] = e||v||2
(
(h,Hh) + ||h||2(ψ(v), Êψ(v))
+ (Rh, h)v˜(0) + (h,Rh)v˜(0) + (h,Hh)|v˜(0)|2
)
,
with the singular component vanishing on the total subset consisting of vectors
h⊗ ψ(v) ∈ H⊗ ΓS(L2(IR)) such that v ∈ C∞0 (IR), v˜(0) = 0, h ∈ domK ∩ domR ∩
domR∗ ∩ domH.
We prove, for commuting coefficients K, R, and H that, in the strong resol-
vent sense, Ĥα converges to a quadratic form with another regular and singular
components:
H∗[h⊗ ψ(v)] = e||v||2
(
(h,H0h) + ||h||2(ψ(v), Êψ(v))
+ (h,H1h)v˜(0) + (h,H2h)v˜(0) + (h,H3h)|v˜(0)|2
)
,
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where
H0 = H −R∗ K
4 +K2
R +R∗
2i
4 +K2
R
def
= −iG, H1 = R∗ 2
2− iK
def
= iL∗W,
H2
def
=
2
2− iKR = −iL, H3 =
2K
2− iK = i(I −W ), W =
2 + iK
2− iK . (1.1)
Ill-defined operators A, A+, and Λ that correspond formally to singular quadratic
forms
A∗[ψ(v)] = e||v||
2
v˜(0), A+∗ [ψ(v)] = e
||v||2 v˜(0), Λ∗[ψ(v)] = e||v||
2|v˜(0)|2
generate well-defined operator-valued measures
M1(T ) = A(T ) =
∫
T
dt J∗t AJt, M2(T ) = A
+(T ) =
∫
T
dt J∗t A
+Jt,
M3(T ) = Λ(T ) =
∫
T
dt J∗t ΛJt
which, up to unitary equivalence, act as fundamental creation, annihilation and
number processes in the Hudson–Parthasaraty framework:
A∗(T )[ψ(v)] = e||v||
2
∫
T
dt v˜(t), A+∗ (T )[ψ(v)] = e
||v||2
∫
T
dt v˜(t),
Λ∗(T )[ψ(v)] = e||v||
2
∫
T
dt |v˜(t)|2,
where v˜(t) = Fω→tv(ω) is the Fourier transform of v(ω). Set M0(T ) = mes T and
denote by M(T ) =
∑3
0 Lk ⊗Mk(T ) an operator-valued measure in the QSDE
d u(0, t) = u(0, t)M(dt+), M(dt+) =M(t, t + dt).
One of our main results explains a connection between the unitary group Ut and the
solution u(s, t) of QSDE:
Ut = e
itĤ = s− lim
α→0 e
itĤα = u(0, t)Jt, (1.2)
M(T ) =
3∑
0
Lk ⊗Mk(T ) = i
∫
T
dτ(JτĤJ
∗
τ − I ⊗ Ê) ∀T ∈ B(IR),
where Lk = iHk (see equation (1.1)), and Jt = I ⊗ eitÊ, Ê = ∫ dω ω a+(ω) a(ω)
is an environment energy operator generating an interaction representation of the
unitary evolution
u(s, t) = JsUt−sJ∗t .
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A remarkable observation is that the weak limit Ĥ = w − lim Ĥα 6= Ĥ =
r − lim Ĥα can be derived by a symmetrization of the QSDE: u(0, t)M(dt+) =
u(0, t)N(dt), whereM(dt+) = M(t, t+dt) is the stochastic differential of the adapted
equation, and N(dt) = N(t−dt/2, t+dt/2) is the stochastic differential of the corre-
sponding symmetric equation. A relation between the symmetric differential N and
the corresponding adapted differential M , proved in §2, has the form of an integral
equation
N(T ) +
1
2
∫
T
M(dt+)N(dt+) = M(T ) ∀T ∈ B(IR), (1.3)
and an unexpected fact is that the weak limit Ĥ contributes to the measure N(T )
of the symmetric differential:
N(T ) = i
∫
T
dτ(JτĤJ
∗
τ − I ⊗ Ê) or Ĥ = I ⊗ Ê+
1
imesT
∫
T
J∗τN(dτ)Jτ .
Equation (1.3) implies the Hudson–Parthasaraty necessary condition for a solution
of QSDE to be unitary [2]:
L0 = iHs − 1
2
L∗L, L1 = −L∗W, L2 = L, L3 = W − I
where L and W are related to operators K and R as in (1.1), and Hs = H −
i/2L∗(I −W )(I +W )−1L = H − R∗K(4 +K2)−1R. We would like to remark that
the solution of (1.3) differs from solutions of the equation M(dt) = exp{N(dt)} − I
derived in [15] for the symmetric operator-valued measure iN(T ).
Very technical assumptions sufficient for the unitary property of solutions of
QSDE were obtained in the last decade basically by perturbation methods [7], [15]–
[18], but symmetric operators responsible for the unitary property of solutions of
QSDE were not discovered. The difficulties are connected with the violation of
the group property by solutions of QSDE (see [21]), and with the violation of the
symmetric property of the form-generators considered on the domain of Fock vectors
with smooth components. More precisely (see [20]), the formal generator of the
Schro¨dinger equation, which is unitary equivalent to QSDE, reads as a dissipative
operator, perturbed by nonsymmetric singular (in the sense of [12]–[14]) bilinear
form.
In this paper we consider a class of QSDE which appears as an interaction
representation of the strong resolvent limit of the Schro¨dinger equations ∂tψt =
iĤαψt in the Fock space parameterized by the scaling variable α. The basic property
of the limit resolvent is the existence of standard jumps of amplitude and phase of
Fock vector components belonging to R:
(N̂ + 1)−1(I ⊗A(δ+)−W ⊗ A(δ−))Ψ = (L⊗ I) Ψ, ∀Ψ ∈ R (1.4)
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whereW = (2+iK)/(2−iK), L = 2i/(2−iK)R, Ψ = {Ψ0, . . . ,Ψn(ω1, . . . , ωn), . . .},
A(δ±)Ψ˜n(τ) = lim
ε→±0
n∑
k=1
Ψ˜n+1(τ1, . . . , τk−1, ǫ, τk, . . . , τn), N̂Ψn(ω) = nΨn(ω),
Ψ˜n(τ1, . . . , τn) is the Fourier transform Fω→τ of n-th component of Fock vector Ψ.
The support of discontinuities of vectors from R coincides with the support of
singularities of the quadratic form associated to the formal generator of the limit
unitary group. Our main observation is that the generator of group derived on R
(i.e. in the set of Fock vectors with the standard discontinuity (1.4))
Ĥ = H0⊗I+I⊗Ê+iL∗W⊗A(δ−), Ê = Fτ→ω
∫
IR\{0}
dτa+(τ)a(τ) i∂τF−1ω→τ , (1.5)
is a symmetric operator, that is (Φ, ĤΨ) = (ĤΦ,Ψ) ∀Ψ,Φ ∈ R; its symmetric
property can be verified independently under assumptions less restrictive than used
for an explicit construction of the resolvent.
The algebraic computations permit to derive the Markov master equation di-
rectly from the boundary problem for the Schro¨dinger equation.
The structure of the paper is the following. First, in §2 an algebraic analog
of the Markov property is introduced for operator–valued processes in the Fock
space. The processes with this property are called interval adapted. It is proved
prove that the assumption (1.3) is sufficient to transform an adapted QSDE to
the symmetric form. In §3 we construct an explicit solution of the QSDE with
commuting coefficients and prove (1.1)–(1.2) for this particular case. A class of
explicitly solvable Schro¨dinger equations in the Fock space is analysed in §4. A direct
computation shows that QSDE in the weak Hudson–Parthasaraty form coincides
with the interaction representation of the limit Schro¨dinger equation. Next, in §4
we consider the properties of the resolvent of the limit Schro¨dinger equation, and
prove that it ranges in a set of Fock vectors with components that satisfy a standard
discontinuity conditions (1.4). In §5 the Markov master equation is derived from
the boundary value problem for the limit Schro¨dinger equation. The main results
of this paper were included in [20] and [25].
This work, in its final stage, was inspired by intensive discussions with Prof.
L. Accardi during a short stay of the author in V. Volterra Center in February
1996; our interest in the problem of the parameterization of generators of QSDE by
self-adjoint operators was initiated long ago by the papers [1], [10], [4]-[19].
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2 Interval–adapted processes in Fock space
Let H and HE be Hilbert spaces. The Hilbert space of a quantum system and its
environment has a form of the tensor product IH = H⊗ΓS , where H describes states
of the quantum system, and ΓS = ΓS(HE) is the symmetric Fock space describing
a state of the environment. We denote by (·, ·), || · || a scalar product and a norm
in the corresponding Hilbert space. The scalar product in ΓS is generated by the
scalar product in HE :
(F, F ′) = F 0 F ′ +
∑ 1
n!
(Fn, F
′
n), F = {F0, F1, . . .} ∈ ΓS, F0 ∈ IC, Fn ∈ ⊗n1HE .
Let E ⊂ ΓS be a total subset of coherent (exponential) vectors ψ(f) = {1, f, f ⊗
f, . . . , f ⊗ . . .⊗f, . . .}, f ∈ HE (see [6], [5]). A symmetric tensor product is defined
on the total subset P of polinomial vectors Fj = f⊗j and F ′n−j = f ′⊗n−j by the
equation
F ⊗ F ′ =
{
F0 · F ′0, F0 ⊗ F ′1 + F ′0 ⊗ F1, . . . ,
n∑
j=0
Sn(Fj ⊗ F ′n−j), . . .
}
, (2.1)
where Sn is a sum over all permutations of arguments in multipliers f, f
′. This
definition can be extended by continuity to the linear span of P and to SpanP = ΓS.
Definition (2.1) implies the relation ψ(f)⊗ψ(v) = ψ(f + v) for coherent vectors.
Hence, ψ(v) = ⊗iψ(π̂Tiv) for any (finite) identity decomposition or complete system
of projectors {π̂Tj}Tj∈T ⊂ B(HE), parameterized by subsets of a measurable space
(T ,T) :
π̂∗T = π̂T = π̂
2
T , ∀T ∈ T , π̂T1 π̂T2 = π̂T2 π̂T1 = 0, ∀T1, T2 : T1 ∩ T2 = ∅.
The Fock space ΓS has a property of the tensor decomposition for any finite complete
system of projectors. In particular, ΓS(L2(IR)) = ⊗jΓSTj , ΓSTj = ΓS(FL2(Tj)) for
any finite disjoint partition {Tj}, and πT = F∗ IT F for any unitary operator F ,
where T = IR, HE = L2(IR); IT stands for an multiplication operator by the
indicator function of a measurable subset T.
Later IHπT denotes a product H ⊗ ΓS equipped by the system of orthogonal
projectors {π̂T}T∈T , and IHT is the subspace H⊗ ΓST , where ΓST = ΓS(πTHE). The
operator-valued family u(·) : T → B(IH) is called (π̂, T )-adapted if for any T ∈ T
the following two assumptions hold:
u(T )h⊗ ψ(π̂Tv) ∈ H ⊗ ΓST , u(T )h⊗ ψ(v) = ψ(π̂Tav)⊗ {u(T )h⊗ ψ(π̂Tv)},
where T a = IR\T ; that is the operators u(T ) leave invariant vectors from IHTa ∈ IHπT
(and the subset IHT = H ⊗ ΓST ). In what follows the Fourier transform is used as
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a unitary operator F , and the corresponding representation of multiplication by
indicator functions play the role of projectors. In that case we call the family of
operators {u(T )}, T ∈ B(IR) interval adapted (see [16]):
(ϕ⊗ ψ(f), u(T ) g ⊗ ψ(v)) = exp{(f, π̂Tav)}(ϕ⊗ ψ(π̂T f), u(T ) g ⊗ ψ(π̂T v)), (2.2)
with ϕ, g ∈ H, ψ(f), ψ(v) ∈ E , T a = IR \ T. Definition (2.2) means that the
operator u(T ) changes only the part of exponential vector from ΓST . Denote by
B(IHT ) = B(H) ⊗ B(ΓST ) an algebra of all bounded operators acting as in (2.2).
Equation (2.2) can be verified in the weak topology, and hence it holds for the
adjoint operator u∗(T ) as a hereditary property of u(T ). Relation (2.2) implies the
commutativity of the components from ΓSTa of a coherent vector and interval adapted
operator families u(T ), M(T ) :
(ϕ⊗ ψ(f), u(T1)M(T2) g ⊗ ψ(v)) = exp (f, π̂Tav)
×
(
{u∗(T1)ϕ⊗ ψ(π̂T1 f)} ⊗ ψ(π̂T2 f), {M(T2)g ⊗ ψ(π̂T2 v)} ⊗ ψ(π̂T1 v)
)
, (2.3)
where Ta = IR \ {∪Ti}, T1 ∩ T2 = ∅. An important example of interval adapted
operators is creation, annihilation and conservation processes in the Fock space:
(ψ(f), A(T )ψ(v)) = e(f,v)(I˜T , v), (ψ(f), A
+(T )ψ(v)) = e(f,v)(f, I˜T ).
(ψ(f),Λ(T )ψ(v)) = (f, π̂Tv) exp{(f, v)}, (2.4)
with π̂T = F∗t→ωIT (t)Fω→t.
Let a+(ω), a(ω), ω ∈ IR be creation and annihilation operator densities, Ê =∫
ω a+(ω) a(ω) dω ∈ C(ΓS) (C(H) denotes a set of closed operators in a Hilbert space
H) be a generator of the Journe´ unitary transform: Jt = exp{itÊ}. The group of
unitary operators Jtψ(v) = ψ(e
iωtv) is uniquely defined, and from the canonical
commutation relations we have:
a+t (ω) = J
∗
t a
+(ω) Jt = e
−iωta+(ω), Jt a+(ω) J∗t = e
iωta+(ω). (2.5)
Let W˜ p2 (IR) be the Sobolev space with the scalar product 〈f, v〉 = (f(ω), v(ω)(1 +
ω2)p/2), p ∈ IR. Denote by A = A(1) = ∫IR a(ω) dω, A+ = A+(1) = ∫IR a+(ω) dω, and
Λ = A+A, quadratic forms in W˜ 21 (IR), so that (ψ(f), A
+Aψ(v)) = 2π f˜(0)v˜(0)e(f,v),
(ψ(f), Aψ(v)) =
√
2π v˜(0)e(f,v), (ψ(f), A+ψ(v)) =
√
2π f˜(0)e(f,v).
The quadratic forms A,A+,Λ are not closable in ΓS(L2(IR)) and vanish on the
dense set generated by coherent vectors {ψ(v) : v˜(0) = 0}. They are closable in
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ΓS(W˜ 12 (IR)) ([12, 13]) and define closed operators from Γ
S(W˜ 12 (IR)) to Γ
S(W˜−12 (IR)).
Operators (2.4) can be expressed as operators, corresponding to densely defined
closable quadratic forms:
A(T ) =
1√
2π
∫
T
At dt, A
+(T ) =
1√
2π
∫
T
A+t dt, Λ(T ) =
1
2π
∫
T
A+t At dt (2.6)
with At = J
∗
t AJt, A
+
t = J
∗
t A
+ Jt and Λt = J
∗
t Λ Jt. In the standard notation, the
operator A(T ) coincides with the annihilation operator A(I˜T ), where I˜T (ω) is the
Fourier transform of the indicator function of a bounded set T ∈ B(IR).
Let M(T ) =
∑
Lj ⊗Mj(T ) be an additive function so that
M0(T ) = I ·mesT, M1(T ) = A(T ), M2(T ) = A+(T ), M3(T ) = Λ(T ), (2.7)
Lj ∈ C(H), Mj(T ) ∈ C(ΓS). Assume there exist a joint dense domain D0 ∈ H for
Lj and their products. Let g ∈ D0, h ∈ H, |f˜ |, |v˜| ≤ 1. Identities (2.4) generate the
equation for correlators
(h⊗ ψ(f),M(T ) g ⊗ ψ(v)) = e(f,v) ·
3∑
i=0
(h, Lig) · ((f˜)αi , IT v˜βi) = O(mesT ) (2.8)
with αi = 1 for i = 2, 3 and βi = 1 for i = 1, 3; αi = βi = 0 in other cases. It
follows from here that the family M(T ) is interval adapted in the sense of definition
(2.2), and that the mean value is absolutely continuous with respect to the standard
Lebesgue measure:
d
dt
(h⊗ ψ(f),M(0, t) g ⊗ ψ(v)) = e(f,v) ·
3∑
i=0
(h, Lig)(f˜(t))αi v˜(t)
βi ∈ L1(IR). (2.9)
These observations are important for a rigorous definition of the QSDE in the weak
form [2].
Consider the operator-valued stochastic differential equation
du(τ, t) = u(τ, t)M(dt+), τ ≤ t, s− lim
T→∅
u(T ) = I (2.10)
(see [2]), where M(T ) is an additive function on B(IR) which ranges in the set
of interval adapted closable operators wth a common dense domain D ⊆ IH. The
strongly continuous interval adapted cocycle u(·) : B(IR) → B(IH) is called a weak
solution of equation (2.10) if for any ϕ ∈ D there exist a limit∫
T
u(s, τ)M(dτ+)ϕ = ω − lim
N→∞
∑
j∈JN (T )
u(s, tj)M(tj , tj+1)ϕ,
8
so that u(s, t)ϕ = ϕ +
∫ t
s u(s, τ)M(dτ+)ϕ, with tj = j2
−N , JN(T ) = {j : tj ∈ T}.
From the bound (2.9) follows an existence of time derivatives of the cocycle u
d
dt
(h⊗ ψ(f), u(τ, t)g⊗ψ(v)) =∑
i
(
h⊗ψ(f), u(τ, t)Lig⊗ψ(v)
)
f˜(t)αi v˜(t)βi (2.11)
h ∈ H, g ∈ D0, f, v ∈ W˜ 12 (IR). Equation (2.11) is called a weak form of QSDE
(2.10). In this section we aim to derive a symmetric form of the equation (2.10),
that is to construct an operator-valued measure N(T ) such that
w − lim ε−1 u(t)M(t, t + ε)ϕ = w − lim ε−1 u(t)N(t− ε/2, t+ ε/2)ϕ ∀ϕ ∈ D.
We start with a suitable choice of operator-valued measuresM(·) in equation (2.10).
Let D be a total subset in IH = IHπT , T = B(IR), π̂T = F∗τ→ωIT (τ)Fω→τ . The main
property of the projector π̂T follows from the properties of the Fourier transform:
eiωtπ̂T e
−iωt = π̂T+t, Fω→tv = (2π)−1/2
∫
IR
dω e−iωtv(ω), T ∈ B(IR), t, ω ∈ IR.
Example 2.1. For equation (2.10) with bounded coefficients {Lj} we put D =
H⊗ E1, where E1 ⊂ ΓS is a subset of coherent vectors ψ(f) such that |f˜ | ≤ 1, and
f ∈ L2(IR) is a finitely supported function. E1 is total in ΓS ([6]) and D is total in
IH. It is convenient to put D = D0 ⊗ E1, for equations with unbounded coefficients,
if there exist where is a dense joint domain D0 ⊆ H for all Lk and their products.
Definition 2.1 The vector subspace of additive interval adapted functions M :
B(IR)→ B(IHπT ) is labelled by AD if for any ϕ ∈ D
(i) there exist an upper bound
sup
{Tj},{ψj}
∑
j
|(ψj ,M(Tj)ϕ)| = µT (ϕ), (2.12)
where T is a bounded Borelean subset of IR, {Tj} is a disjoint partition of T ,
{ψj ∈ IHTa
j
} is a uniformly bounded family of vectors from IH, supj ||ψj|| ≤ 1,
and µT is a finite measure such that µT = µT (ϕ) = 0 if mesT = 0;
(ii) there exist a derivative
ft(ψ, ϕ) =
(ψ,M(dt+)ϕ)
dt
= lim
ε→0 ε
−1 (ψ,M(t, t + ε)ϕ), (2.13)
which is a continuous function from IH → Lloc1 (IR) for any fixed ϕ ∈ D.
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Assumption (i) requires an existence of the weak absolute upper bound for integral
sums for every natural N and partitions {Tj}; condition (ii) assumes an existence
of the majorizing function (ψ,M(T )ϕ) which is absolutely continuous w.r.t. the
standard Lebesgue measure.
To fix a notation set π̂T = Ft→ωITF∗ω→t as a system of projectors, and B(IR) as
a Borelean σ-algebra T . Denote δN = 2−N = τ1, τj = τ (N)j = j 2−N , JN(T ) = {j :
τ
(N)
j ∈ T}.
Lemma 2.1 For every L ∈ AD, ϕ ∈ D and the strongly continuous interval adapted
bounded cocycle u(t) = u(0, t) there exist an interval adapted weak limits
lim
N→∞
∑
j∈JN (T )
u(τ
(N)
j )L(τ
(N)
j , τ
(N)
j+1)ϕ =
∫
T
u(τ)L(dτ+)ϕ, (2.14)
lim
N→∞
2
∑
j∈JN (T )
u(τ
(N)
j )L(τ
(N)
j , τ
(N)
j + δN+1)ϕ =
∫
T
u(τ)L(dτ+)ϕ, (2.15)
called adapted stochastic integrals.
Proof. We can apply the Lebesgue theorem on the dominated convergence to prove
the equation (2.14) because there exist a uniform absolute bound (2.12) for sums:
JN =
∑
j∈JN(T )
|(ψ, u(τj)L(τj , τj+1)ϕ)| ≤ sup
N
∑
j∈JN (T )
|(ψj , L(τj , τj+1)ϕ)| ≤ µT (ϕ),
where ψj = u
∗(0, τj)ψ, and the limit fτ (ψ, u∗(τ)ϕ) = lim ε−1 (u∗(τ)ψ, L(τ, τ+ε)ϕ)
belongs to Lloc1 because of (2.13). Hence, lim JN = JT (ψ, ϕ) =
∫
T dτ fτ (u
∗(τ)ψ, ϕ).
Since fτ (u
∗(τ) ·, ϕ) : IH → Lloc1 (IR) is a continuous function for any ϕ ∈ D, there
exist a unique element ϕT ∈ IH so that (ψ, ϕT ) = JT (ψ, ϕ). Clear that ϕT : B(IR)→
IH is an additive function, and (ψ, ϕTn)→ 0 for any decreasing sequence {Tn} such
that ∩n≥1Tn = ∅ because of (2.13). Therefore, ϕT is a vector-valued measure, and
we write ϕT =
∫
T u(τ)L(dτ+)ϕ. Thus, we prove (2.14).
To prove (2.15) consider an identity
2
∑
j∈JN (T )
u(τ
(N)
j )L(τ
(N)
j , τ
(N)
j + δN+1)ϕ =
∑
j∈JN (T )
u(τ
(N)
j )L(τ
(N)
j , τ
(N)
j+1 + δN+1)ϕ+
+
∑
j∈JN(T )
u(τ
(N)
j )
(
L(τ
(N)
j , τ
(N)
j + δN+1)− L(τ (N)j + δN+1, τ (N)j+1)
)
ϕ.
As we noticed earlier, the first sum converges to integral (2.14). The second sum
is absolutely bounded, and each term converges weakly to 0. Hence, the Lebesgue
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theorem on dominated convergence implies a trivial limit for the second summand
as N →∞.
LetM (1),M (2), . . . ∈ AD, for simplicity one can think thatM (k)(T ) = Lk⊗Mk(T )
(see (2.7)).
Definition 2.2 Locally convex vector space GD = GD(M (1),M (2), . . .) ⊆ IH denotes
a closure of SpanD ⊆ IH, equipped by seminorms:
ρt(ϕ) = ||ϕ||+ sup
τ, ψ, {ik}, {Tj}
|(ψ,M (i1)(T1)M (i2)(T2) Jτ ϕ)|∏
j mes Tj
(2.16)
with T1 ∩ T2 = ∅, ψ ∈ IHTa, ||ψ|| ≤ 1, Ta = IR \ {T1 ∪ T2}, Tj ∈ (0, t), t ∈ IR+. We
assume that GD is dense in IH.
The group Jτ leaves invariant the set GD : ρt(g) = ρt(Jτg), GD = JτGD.
Cocycle property of coefficients (in the sense of paper [21]) is a simple conse-
quence of the definition of Jt : J
∗
t A(T )Jtψ(v) = (I˜T , e
iωtv)ψ(v) = (I˜T+t, v)ψ(v) =
A(T + t)ψ(v), J∗t A
+(T )Jtψ(v) = A
+(T + t)ψ(v). This property of the coefficients
M(·) of equation (2.10) generates a cocycle property of the solution u(T ). Later we
will assume that the measures M(·) ∈ AD poses the same property: M(T + t) =
J∗t M(T ) Jt. It is clear that GD is dense in IH under assumptions of Example 2.1.
Theorem 2.1 Let the interval adapted cocycle u(t) be a bounded weak solution of
(2.12), ϕ ∈ D and L, ML, M2 ∈ AD. If the semi-norm ρτ (L(0, τ)ϕ) (2.16) is
uniformly bounded for all τ ∈ IR+, then the adapted and the symmetric stochastic
integrals satisfy the equation∫
T
u(τ)
(
L(dτ+) +
1
2
M(dτ+)L(dτ+)
)
ϕ =
∫
T
u(τ)L(dτ)ϕ (2.17)
for every bounded set T ∈ B(IR).
Proof. Let u(t) be a weak interval adapted solution of the equation (2.12). Consider
a family of operators us(t) = u(s)+u(s)M(s, t). The difference ∆u(s, t) = u(t)−us(t)
satisfies the equation ∆u(s, t) =
∫ t
s
∫ σ
s u(τ)M(dτ+)M(dσ+) in the weak sense, and
for every ψ ∈ IH, ϕ ∈ D there exist a uniform bound
|(ψ,∆u(s, t)L(τ (N)j , τ (N)j+1)ϕ)| ≤
(t− s)2
2
sup
τ∈T
||u∗(τ)ψ|| ρt−s(L(0, 2−N)ϕ). (2.18)
Since L(·) is an additive function, from the equation for u(t) we have
u(τj)L(τj , τj+1)ϕ =
{
u(τj+ 1
2
)L(τj , τj+1)− u(τj)M(τj , τj+ 1
2
)L(τj , τj+ 1
2
)−
11
−u(τj)M(τj , τj+ 1
2
)L(τj+ 1
2
, τj+1)−∆u(τj , τj+ 1
2
)L(τj , τj+1)
}
ϕ. (2.19)
For every ψ ∈ IH, ϕ ∈ D a prior bound follows from the definition (2.16)
δ
(1)
j,N = |(ψ, u(τj)M(τj , τj+ 1
2
)L(τj+ 1
2
, τj+1)ϕ)| ≤ τ 21 sup
τ∈(0,t)
||u∗(τ)ψ|| ρτ1(ϕ),
and from (2.12), (2.16) we obtain
δ
(2)
j,N = |(ψ,∆u(τj , τj+ 1
2
)M(τj , τj+1)L(τj , τj+1) g)|
≤ τ 21 sup
τ∈(0,t)
||u∗(τ)ψ|| ρτ1(L(0, τ1))ϕ), (2.20)
where the semi-norm ρτ1(L(0, τ1)ϕ) is uniformly bounded in N . Therefore,
lim
N
∑
j
δ
(1,2)
j,N = 0.
Now it is sufficient to observe that for operators L,ML ∈ AD the weak convergence
in IH take place by Lemma 2.1:
lim
N→∞
∑
JN (T )
u(0, τj)L(τj , τj+1)ϕ =
∫
T
u(0, τ)L(dτ+)ϕ,
lim
N→∞
∑
JN (T )
u(0, τj)M(τj , τj+ 1
2
)L(τj , τj+ 1
2
)ϕ =
1
2
∫
T
u(0, τ)M(dτ+)L(dτ+)ϕ.
Hence, the weak limit is well-defined on D by identity (2.19) and is called a sym-
metric (in the Stratonovich sense) stochastic integral:
∫
T
u(τ)L(dτ) = lim
N→∞
∑
j∈JN (T )
u(τj+ 1
2
)L(τj, τj+1)
=
∫
T
u(τ)
(
L(dτ+) +
1
2
M(dτ+)L(dτ+)
)
. (2.21)
Equation (2.21) is satisfied whenever the measure L(·) of the symmetric integral
satisfies the equation
L(T ) +
1
2
∫
T
M(dt+)L(dt+) =M(T ) ∀T ∈ B(IR) (2.22)
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with the given operator-valued measure M(T ) in the adapted integral. Assume that
M(T ) =
3∑
0
Li ⊗Mi(T ), L(T ) =
3∑
0
ℓi ⊗Mi(T ),
M0(T ) = I ·mesT, M1(T ) = A(T ), M2(T ) = A+(T ), M3(T ) = Λ(T ).
In this case the equation (2.22) has the form
∫
T {L(dt) + 12 M(dt)L(dt)} = M(T ).
Using the Ito multiplication table for stochastic differentials (see [2])
dA+ dA dΛ dt
dA+ 0 0 0 0
dA dt 0 dA 0
dΛ dA+ 0 dΛ 0
dt 0 0 0 0
in the left part of the equation L(dt) + 1
2
M(dt)L(dt) =
∑Li ⊗Mi(T ) we obtain a
system of linear equations with respect to ℓk :
L0 = ℓ0 + L1ℓ2/2, L1 = ℓ1 + L1ℓ3/2, L2 = ℓ2 + L3ℓ2/2, L3 = ℓ3 + L3ℓ3/2.
Assume that the operator 2 + L3 is invertible, and (2 + L3)−1 : H → domL1.
Then the solution of this system looks as follows: ℓ3 = 2L3(2 + L3)−1, ℓ1 =
2L1(2 + L3)−1, ℓ2 = 2(2 + L3)−1L2, ℓ0 = L0 − L1(2 + L3)−1L2. If we take
L0 = iH +R∗ 1
2− iKR = −G, L1 = −L
∗W, L2 = L, L3 = W − I, (2.23)
as the coefficients {Lk} satisfying the condition necessary for existence of a unitary
solution of (2.1) (see [2]), then ℓ3 = iK, ℓ1 = iR
∗, ℓ2 = iR, ℓ0 = iH, where
K = 2i I−W
I+W
, R = − 2i
I+W
L are the coefficients of the symmetric operator Ĥ(T ) :
iĤ(T ) =
3∑
k=0
ℓk ⊗Mk(T ), Mk(T ) =
∫
T
dt J∗tMkJt (2.24)
with M0 = I, M1 = A, M2 = A
+, M3 = A
+A.
Since K is a self–adjoint operator, there exist a unitary operator W = (1 +
iK/2)(1− iK/2)−1 called a Cayley transform of K/2, and 2 + L3 = I +W = 2(I −
iK/2)−1 is an invertible operator. Furthermore, the operator L1 = iR∗(I − iK/2)−1
is well-defined provided the operators K, R and R∗ have a joint dense domain D0;
the operators L0 = iH + R∗(2 − iK)−1R), L2 = (I − iK/2)−1iR = −WL∗1 are
well-defined also. We call H, K, R, R∗ coefficients of the interval-adapted measure
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M(T ) =
∫
T dt
∑Lk⊗J∗t MkJt, and the operators {−iℓk} are called coefficients of the
corresponding symmetric measure Ĥ(T ) = −i ∫T dt ∑ ℓk⊗J∗tMkJt. The assumptions
on coefficients of the symmetric measure Ĥ(T ) have a natural meaning: they are
necessary for the measure Ĥ(T ) to be a densely defined symmetric operator; and
the equation (2.23) implies an implicit form of the same assumption.
As we will see in the next Section, the relation between coefficients {ℓk} and {Lk}
can be also derived from the strong resolvent limit for a family of the Schro¨dinger
Hamiltonians. Since the conclusions of §2 look unusual, we consider the weak and
the resolvent limits for an explicitly solvable model in Fock space. By this reason
we restrict ourself to the case of Hamiltonians with commuting coefficients.
3 The strong resolvent limit of the Schro¨dinger
Hamiltonians
The weak and the resolvent limits of generators of strongly continuous unitary groups
may be different in a quite elementary case. The next example gives a hint to our
main result. Consider a family of unitary groups exp{itHα} = U (α)t :
U
(α)
t ψ(x) = ψ(x− t) exp
{
iλ
∫ t
0
dτ Vα(x− t+ τ)
}
, x, λ ∈ IR, ψ ∈ L2(IR)
where Vα(x) = (2πα)
−1/2 exp{−x2/2α}, α ∈ IR+. Clearly Vα(x)→ δ(x) as α→ +0,
and
∫ t
0 dτ Vα(x− t+ τ)→ I[0,t)(x), with an indicator function IΓ(x) of the borelean
set Γ. Therefore, the weak limit of the family of essentially self-adjoint operators
Hα = i∂x + λVα(x) generates a well-defined bilinear form on W
1
2 (IR)
H∗[ϕ, ψ] = (ϕ, Ĥwψ) = i(ϕ, ψ′) + λϕ(0)ψ(0)
that corresponds to a formal operator Ĥ = i∂x + λδ(x).
On the other hand, the strong limit of the family of unitary groups U
(α)
t
Utψ(x) = e
itĤ = lim
α→+0U
(α)
t ψ(x) = ψ(x− t)eiλI[0,t)(x) = ψ(x− t)
{
(eiλ−1)I[0,t)(x)+1
}
implies the strong resolvent limit Ĥ which can be described by a formal generator
Ĥ = r − limHα = i∂x + i(eiλ − 1)δ(x)
or by bilinear form
H∗[ϕ, ψ] = lim
t→0
d
dt
(ϕ, Utψ) = i(ϕ, ψ
′) + i(eiλ − 1)ϕ(0)ψ(0).
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Important observation is that Ĥ = r − limHα 6= Ĥ = w − limHα. The multiplier
eiλ−1, an analog of the factor W −I = L3 in equation (2.23), appears in a manifest
form in the equation for Ĥ. A similar phenomena happen in what follows.
The range of the resolvent of the limit unitary group Ut is a natural domain for
the generator Ĥ. In this example it can be described explicitly by an equation:
Rµψ(x) =
∫ ∞
0
dt e−µtψ(x− t) + θ(x)(eiλ − 1)e−µx
∫ ∞
0
dt e−µtψ(−t),
where θ(x) is an indicator function of the half–line IR+. The structure of the resol-
vent shows that the functions from the domain of its generator Ĥ have phase jumps
at the origin x = 0 : limx→+0Rµψ(x) = eiλ limx→−0Rµψ(x). Hence the domain Dλ
of Ĥ consists of functions with a standard discontinuity at the origin:
ψ : ψ ∈ W 12 (IR \ {0}), limx→+0ψ(x) = e
iλ lim
x→−0ψ(x)
and the operator Ĥ acts as i∂x if x 6= 0. The left and the right limits exist at the origin
for every function from Dλ because of the imbedding W 12 (IR \ {0}) ⊂ C(IR \ {0}).
Integration by parts and the identity φ(x)ψ(x)|−0+0 = 0 for functions from Dλ proves
that the operator Ĥ is symmetric. The existence of a solution from Dλ for the
problem (Ĥ + iµ)ψ(x) = f(x), x 6= 0 with the boundary condition as above for
every f ∈ L2(IR), µ = ±1 implies the self-adjoint property of Ĥ.
Consider the Schro¨dinger equation ∂tψt = iHαψt with the self-adjoint Hamilto-
nian Hα = H ⊗ I + I ⊗ Ê+H(α)int depending on a scaling parameter α ∈ (0, 1] :
H
(α)
int = K ⊗ A+(gα)A(gα) +R⊗ A+(fα) +R∗ ⊗ A(fα). (3.1)
Assume that coefficients H, K, R ∈ C(H) have a joint spectral family Eλ :
H =
∫
νλ dEλ, K =
∫
λ dEλ, R =
∫
ρλe
iΦλ dEλ,
where ν, ρ, Φ are measurable real functions corresponding to operatorsH, K, and R;
and functions fα(ω) = f(αω), gα = g(αω) f, g are elements of the space L
+
2,˜1
(IR) =
{f : f ∈ L2(IR), f˜ = F−1ω→tf ∈ L+1 (IR)}, f(0) = g(0) = (2π)−1/2. We omit the
indices α, when there is no conflicts.
Denote by P̂t = P̂
(α)
t (λ) a one-parameter unitary group in L2(IR) with the gener-
ator N̂α(λ) = ω+ λ|gα〉〈gα| and prove that the solution of the Schro¨dinger equation
U
(α)
t = exp{iHαt} acts as follows
U
(α)
t h⊗ ψ(v) =
∫
eiνλt dEλ h⊗ ψ
(
P̂t(λ)v + iρλe
iΦλ
∫ t
0
P̂s(λ)fα ds
)
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× exp
{
iρλe
−iΦλ
∫ t
0
(fα, P̂s(λ)v) ds− ρ2λ
∫ t
0
dr
∫ r
0
ds (fα, P̂r−s(λ)fα)
}
. (3.2)
For any bounded weakly measurable function P̂t : IR→ B(H) the following equations
are consequences of linear changes of variables:
∫ t
0
P̂r dr +
∫ s
0
P̂r+t dr =
∫ t+s
0
P̂r dr,(∫ t
0
∫ r
0
+
∫ s
0
∫ r
0
)
P̂r−p dr dp+
∫ t
0
∫ s
0
P̂r+p dr dp
=
(∫ t
0
∫ r
0
+
∫ t+s
t
∫ t+r
t
+
∫ t
0
∫ t+s
t
)
P̂r−p dr dp =
∫ t+s
0
∫ r
0
P̂r−p dr dp,
which are related to a group property of U
(α)
t : the first equation generates the group
property of the argument of the coherent vector, and the second one generates the
same property of the normalizing factor in (3.2).
The weak form of the Schro¨dinger equation can be verified by differentiation of
the quadratic form ϕt = (h⊗ ψ(v), U (α)t h⊗ ψ(v)) :
ϕt =
∫
eiνλt(dEλh, h) exp
{(
v, P̂t(λ)v + iρλe
iΦλ
∫ t
0
P̂s(λ)fα ds
)
+
+iρλe
−iΦλ
∫ t
0
(fα, P̂s(λ)v) ds− ρ2λ
∫ t
0
dr
∫ r
0
(fα, P̂r−s(λ)fα) ds
}
.
We have clearly
−iϕ′t
∣∣∣∣
t=0
= e||v||
2
∫
(dEλh, h)
(
νλ + λ|(gα, v)|2
+ 2Re ρλe
iΦλ(v, fα) +
∫
dω ω|v(ω)|2
)
= (h⊗ ψ(v), Hαh⊗ ψ(v)).
The one-parameter group U
(α)
t is unitary because of basic properties of spectral
operators Eλ and the equation for the norm of an exponential vector:∥∥∥∥ψ
(
P̂tv + iρe
iΦ
∫ t
0
P̂sf ds
)∥∥∥∥2 =
= exp
{
||v||2 + ρ2
∥∥∥∥
∫ t
0
P̂sf ds
∥∥∥∥2 − 2ρ Im e−iΦ
∫ t
0
(f, P̂sv) ds
}
. (3.3)
Since P̂
(α)
t is a unitary group, we have
2Re
∫ t
0
dr
∫ r
0
ds P̂r−s =
∫ t
0
dr P̂s
∫ t
0
ds P̂r.
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Hence, all terms in (3.3) besides ||v||2 are canceled out by the corresponding terms
in the normalizing factor. Thus, we obtain
Theorem 3.1 The unitary group of operators U
(α)
t = exp{itHα} acts as follows
U
(α)
t h⊗ ψ(v) =
∫
eiνλtdEλ h⊗ ψ
(
P̂
(α)
t (λ)v + iρλe
iΦλ
∫ t
0
P̂ (α)s (λ)fα ds
)
×
× exp
{
iρλe
−iΦλ
∫ t
0
(fα, P̂
(α)
s (λ)v) ds− ρ2λ
∫ t
0
dr
∫ r
0
(fα, P̂
(α)
r−s(λ)fα) ds
}
. (3.4)
Equation (3.4) contains four terms depending on α in the right hand side. The next
Lemma ”On Four Limits” (see [20]) justifies the limit of (3.4) as α→ 0.
Lemma 3.1 Let P̂
(α)
t (λ) be one-parameter unitary group in L2(IR) generated by
N̂α(λ). Then for f, g ∈ L+2,˜1(IR) such that f(0) = g(0) = 1√2π there exist limits:
(1)
∫ t
0 ds(gα, P̂
(α)
s (λ)fα)→ (2− iλ)−1;
(2)
∫ t
0 ds P̂
(α)
s (λ)fα(ω)→ eiωtI˜(0,t)(ω)(1− iλ/2)−1;
(3) (gα, P̂
(α)
t (λ)v)→ (1− iλ/2)−1F∗ω→tv;
(4) P̂
(α)
t (λ)→ exp{iZ(λ)π̂(0,t)} = P̂t(λ), exp{iZ(λ)} = (2 + iλ)/(2− iλ),
with π̂T a projector in L2(IR) : π̂T = F∗t→ωIT (t)Fω→t. Limits (2), (3) are weak in
L2(IR), the limit (4) is strong in L2(IR).
Proof. Limits (1-3) can be derived from the Taylor decomposition of the operator
P̂
(α)
t (λ) in a power series
∑
Ck(α, t)λ
k (as in [3, 7]) and sequential limiting procedure
in each term as α→ 0. This operation maps the series into a geometrical progression
that converges absolutely for |λ| < 2. The Fatou–Privalov theorem enables to extend
this result to the entire real line λ ∈ IR, provided there exist a uniform absolute
bound for the series in the upper half-plain Imλ ≥ 0. We can prove the required
bound for the series corresponding to limit (4), but we do not have such bounds to
prove limits (1)-(3). The method used below consists in application of properties of
completely monotone functions (see [22], Chap. XIII, §4) and the Duhamel equation
for the group P̂
(α)
t (λ) :
P̂
(α)
t (λ) = e
iωt + iλ
∫ t
0
ds eiω(t−s)|gα〉〈gα| P̂ (α)s (λ). (3.5)
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(1) Set at = a
(α)
t (λ) = (gα, P̂
(α)
t (λ)fα). As a consequence of (3.5), we have∫ t
0
as ds = Φt(gα, fα) + iλ
∫ t
0
Φt−s(gα, gα) as ds, (3.6)
with Φt(g, f) =
∫ t
0 ds (g, e
iωsf) = µf,g(0, t), where µf,g(·) is2 the probability measure
such that
µf,g(T ) =
∫
T
ds
∫
IR
dt g˜(s− t)f˜(t), µf,g(IR) = 2πg(0)f(0) = 1.
Denote by a˜p = a˜
(α)
p (λ) the Laplace transform of the bounded continuous function
at. Since the equation (3.6) contains a convolution, we obtain an equivalent algebraic
equation p−1a˜p = Φ˜p(g, f) + iλa˜pΦ˜p(g, g). The solution reads as
a˜p = pΦ˜p(g, f)(1− iλpΦ˜p(g, g))−1,
where pΦ˜p(g, f) =
∫∞
0 e
−ptd (g, eiωtf) = µ˜f,g(p) is the Laplace transform of the
probability measure µf,g. Since Φt(gα, fα) = µf,g(0, t/α), then a˜
(α)
p (λ) = a˜pα(λ) and
a˜p(λ) =
µ˜f,g(p)
1− iλµ˜g,g(p) =
µ˜f,g(p)
1 + |λ|2µ˜2g,g(p)
+ iλ
µ˜f,g(p)µ˜g,g(p)
1 + |λ|2µ˜2g,g(p)
.
We recall that the class of the Laplace transforms of positive measures coincides with
the class of completely positive functions. It contains the function (1+ |λ|2p)−1, and
it is closed w.r.t. addition, multiplication and composition (see. [22], Chap. XIII,
§4). Hence, the real and imaginary parts of a˜pα(λ) are the Laplace transforms of
bounded measures:
a˜(α)p (λ) =
∫ ∞
0
e−pt
(
Aλ(α
−1dt) + iλBλ(α−1dt)
)
,
Aλ(IR+) =
µf,g(IR+)
1 + |λ|2µ2g,g(IR+)
=
2
4 + λ2
, Bλ(IR+) =
µf,g(IR+)µg,g(IR+)
1 + |λ|2µ2g,g(IR+)
=
1
4 + λ2
It follows from here for any λ ∈ IC that∫
T
a(α)s (λ) ds = Aλ(T/α) + iλBλ(T/α) ∀T ∈ B(IR+) (3.7)
lim
α→+0
∫ t
0
a(α)s (λ) ds = Aλ(IR+) + iλBλ(IR+) = (2− iλ)−1.
(2) Denote β
(α)
t (λ, ω) =
∫ t
0 ds P̂
(α)
s (λ)fα(ω), and for v ∈ L2(IR) set
b
(α)
t (λ, v) =
∫
dω v(ω)β
(α)
t (λ, ω), ϕt(v, f) =
∫ t
0
ds (v, eiωsf).
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From equations (3.5) and (3.7) follows an identity
b
(α)
t = ϕt(v, fα) + iλ
∫ t
0
ds ϕt−s(v, gα)
∫ t−s
0
dτ (gα, P̂
(α)
τ (λ)fα) =
= ϕt(v, fα) + iλ
∫ t
0
ds ϕt−s(v, gα)
(
Aλ(α
−1(t− s)) + iλBλ(α−1(t− s))
)
. (3.8)
The integral
∫
T dte
iωtgα(ω) converges in L2(IR) to e
iωtI˜(0,t)(ω) as α → +0. Since
L2(IR) ∈ Lloc1 (IR), the functions ϕt(v, fα) and ϕt(v, gα) converge to (v, eiωtI˜(0,t)). The
function Aλ(α
−1t) + iλBλ(α−1t) is measurable in t, bounded uniformly in α ∈ (0, 1]
and converges at each point to (2− iλ)−1 as α→ 0. Therefore, it is possible to pass
to the limit in (3.8): b(α)p (λ, v) → (1 + iλ/(2 − iλ))(v, eiωtI˜(0,t)). Hence, for every
v ∈ L2(IR)
lim
α→0
∫ t
0
ds (v, P̂ (α)s (λ)fα) = (1− iλ/2)−1(v, eiωtI˜(0,t)), (3.9)
that is w − lim β(α)t (λ, ω) = (1− iλ/2)−1eiωtI˜(0,t)(ω).
(3) Rewrite (3.9) in an equivalent form:
lim
α→0
∫ t
0
ds (v, P̂ (α)s (λ)fα) =
2
2− iλ
∫
Fω→τv I(0,t)(τ) dτ. (3.10)
Since (gα, P
(α)
t (λ)v) = (v, P
(α)
−t (λ)gα), from (3.10) follows an equation
lim
α→0
∫ t
0
ds (gα, P̂
(α)
s (λ)v) =
2
2 + iλ
(F∗ω→τv, I(0,t)(τ)) =
2
2− iλ(I(0,t)(τ),F
∗
ω→τv).
(3.11)
The set of the indicator functions of bounded Borelean subsets in IR is total in
L2(IR). Therefore, from (3.11) follows
lim
α→0
∫
ds r(t)(gα, P̂
(α)
s (λ)v) =
2
2− iλ(r(·),F
∗
ω→·v)
for every r, v ∈ L2(IR), or w − lim (gα, P̂ (α)t (λ)v) = (1 − iλ/2)−1F∗ω→tv in L2(IR).
From here we conclude that the norm of the weakly converging family
gα,t = (gα, P̂
(α)
t (λ)v) ∈ L2(IR)
is uniformly bounded for every α ∈ (0, 1].
(4) Note that the strong convergence of unitary operators follows from the weak
convergence, and the weak convergence follows from the convergence ot correspond-
ing quadratic forms. Hence, it suffices to prove that (v, P̂
(α)
t (λ)v) → (v, P̂t(λ)v)
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∀v ∈ L2(IR). Denote c(α)t = c(α)t (λ, v) = (v, P̂ (α)t (λ)v). From (3.1) follows the iden-
tity:
c
(α)
t = (v, e
iωtv) + iλ
∫ t
0
ds (v, eiω(t−s)gα)(gα, P̂ (α)s (λ)v), (3.12)
where the sequence gα,s = (gα, P̂
(α)
s (λ)v) is uniformly bounded and weakly con-
verging in L2(IR). Set v˜(t) = Fω→tv(ω), and v˜α(t) = (v, eiωtgα). Since the function
g(ω) = Ft→ωg˜(t) can be decomposed into an integral, the square of the norm of
δα = ||v˜ − v˜α|| can be represented as an integral of absolutely integrable functions
δ2α =
∫
IR3
dt dr ds (v˜(t− αs)− v˜(t)) g˜(s) (v˜(t− αr)− v˜(t)) g˜(r).
Clearly, δα → 0 because it is possible to pass to the limit in this integral as α→ 0 for
every v ∈ L2(IR), g ∈ L+2,˜1(IR). Therefore, we prove the norm convergence v˜α → v˜.
Now we can apply the equation (3) to the weakly converging sequence (gα, P˜
(α)
s (λ)v)
and pass to the limit in the integral (3.12):
c
(α)
t →
(
v, eiωt{I + 2iλ
2− iλ
∫ t
0
ds e−iωsF∗ω→s}v
)
=
(
v, eiωt{I + 2iλ
2− iλπ̂(0,t)}v
)
.
In this way we obtain the weak and the strong limits
lim
α→0 P̂
(α)
t (λ) = I +
2iλ
2− iλπ̂(0,t) =
2 + iλ
2− iλπ̂(0,t) + π̂
a
(0,t) = exp{iZ(λ)π̂(0,t)},
with the projector-valued family π̂T from B(L2(IR)), and I − π̂T = π̂Ta .
Limits (1)-(4) describe what occur with the solution (3.3) as α→ 0. Substituting
(1)-(4) to (3.3) we obtain the unitary group Ut = exp{iĤt} = s− lim U (α)t :
Ut h⊗ ψ(v) =
∫
e−Gλt dEλ h⊗ ψ
(
eiZ(λ)π̂(0,t)eiωtv + iρλe
iΦλ
2
2− iλ I˜(0,t)
)
× exp
{
iρλe
−iΦλ 2
2− iλ(I˜(0,t), e
iωtv)
}
, (3.13)
with Gλ = −iνλ − ρ2λ/(2 − iλ). The group property of Ut follows from (3.13) and
from the properties of the Fourier transform:
eiωtπ̂T e
−iωt = π̂T+t, eiωtI˜(0,t)(ω) = I˜(0,t)(ω).
Taking the time derivative
lim
t→+0
1
i
d
dt
(g ⊗ ψ(f), Ut h⊗ ψ(v)) = H∗[g ⊗ ψ(f), h⊗ ψ(v)]
20
where g, h ∈ D ⊆ H, f, v ∈ W˜ 12 (IR) we obtain a bilinear form
H∗[g ⊗ ψ(f), h⊗ ψ(v)] = e(f,v)L2
(
(g,H0h)H + (g,H1h)H v˜(0) + (g,H2h)H f˜(0)
+(g, h)H
∫
dωf(ω)g(ω)ω + (g,H3h)H f˜(0)v˜(0)
)
,
where
H0 = H − R∗ K
4 +K2
R +R∗
2i
4 +K2
R = iG, H1 = R
∗ 2
2− iK ,
H2 =
2
2− iKR, H3 =
2K
2− iK = i(I −W ), W =
2 + iK
2− iK . (3.14)
In what follows we assume that the operator G = −iH + i
4
L∗KL + 1
2
L∗L is a
generator of one-paremeter contraction semigroup Wt = exp{−Gt} in H such that
D = domH ∩ domL∗L ⊆ domG ⊆ domL, G∗φ+Gφ = L∗Lφ ∀φ ∈ D,
Hs = −H + 14L∗KL is a operator symmetric on D, and D is core for G (see [23]).
The formal operator expression describing the quadratic form H∗ reads as Ĥ =
I⊗ Ê+H0⊗ I +(2π)−1/2H1⊗A(1)+ (2π)−1/2H2⊗A+(1)+ (2π)−1H3⊗A+(1)A(1).
Consider the function of a set u(s, t) = JsUt−sJ∗t . Since J
∗
t ψ(v) = ψ(e
−iωtv), we
obtain from (3.13)
u(T ) h⊗ ψ(v) =
∫
e−GλmesT dEλ h⊗ ψ
(
eiZ(λ)π̂T v+
+iρλe
iΦλ
2
2− iλ I˜T
)
exp
{
iρλe
−iΦλ 2
2− iλ(I˜T , v)
}
.
The u(T ) family of operators is interval adapted, commutative for disjoint argu-
ments, and satisfies the cocycle composition rule u(T1∪T2) = u(T1)u(T2), T1∩T2 =
∅. The weak evolution equation for u(T ) reads
d(h⊗ ψ(v), u(0, t)h⊗ ψ(v)) = i(h⊗ ψ(v), u(0, t)H(dt+)h⊗ ψ(v)),
where iĤ(T ) = M(T ) = i
∫
T dt(JtĤJ
∗
t − Ê ⊗ I) is well-defined operator-valued
measure:
Ĥ(T ) =
(
H −R∗ K
4 +K2
R +R∗
2i
4 +K2
R
)
⊗mes T
+
2
2− iKR⊗ A
+(T ) +R∗
2
2− iK ⊗ A(T ) + i(I −W )⊗ Λ(T ).
Hence, we obtain the following result.
21
Theorem 3.2 The family of solutions for the Schro¨dinger equation with Hamil-
tonian (3.1) converges in L2(IR) to the solution of stochastic differential equation
(2.10) with coefficients (2.23): u(0, t) = s − limα→0 U (α)t J∗t . Conditions (3.14) are
necessary for the generator Ĥ of the limit unitary group Ut to be symmetric.
4 Surprises of the resolvent
Consider a Fock vector Φ ∈ h = H ⊗ ΓS(L2(IR)) belonging to the range of the
resolvent
Φ = Rµh⊗ ψ(v) =
∫ ∞
0
dt e−µtUt h⊗ ψ(v) = {Φn(ω)},
Φn(·) : IRn → H, ω = {ω1, . . . , ωn}
with components (3.13):
Φn(ω) =
∫ ∞
0
dt exp
{
−µ(G + t)− L∗W
∫ t
0
v˜(−τ) dτ
}
φn,t(ω),
φn,t(ω) =
n∏
1
(
(W − 1)π[0,t)eiωktv(ωk) + eiωktv(ωk) + LI˜[0,t)(ωk)
)
h,
for commuting operators L, W, and G as above:
L =
∫
dEλ L(λ), W =
∫
dEλW (λ), G =
∫
dEλG(λ),
L(λ) = 2iρ(λ)e−iΦ(λ)(2− iλ)−1, W (λ) = eiZ(λ), G(λ) = −iν(λ) + ρ(λ)2/(2− iλ).
Denote by φ˜n,t the Fourier transform of the function φn,t(ω) with respect to variables
ω = {ω1, . . . , ωn} :
φ˜n,t(τ) =
n∏
1
(
(W − I)I[0,t)(τk)v˜(τk − t) + v˜(τk − t) + L I[0,t)(τk)
)
h,
where τ = {τ1, . . . , τn}. Let K be a subset in {1, . . . , n} and let Ka be its complement.
Put
P
(n)
K,t (τ) =
∏
k∈K
(
(W − I)v˜(τk − t) + L
)
I[0,t)(τk) ∈ B(h).
then
φ˜n,t(τ) =
∑
K
(
P
(n)
K,t (τ)
∏
m∈Ka
v˜(τm − t)
)
h. (4.1)
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The functions P
(n)
K,t (τ) have discontinuity in hyperplanes where variables τk change
the sign:
lim
τk→−0
P
(n)
K,t (τ) = IKa(k)P
(n)
K,t (τ),
lim
τk→+0
P
(n)
K,t (τ) = IKa(k)P
(n)
K,t (τ) +
(
(W − I)v˜(−t) + L
)
P
(n−1)
K\{k},t(τ). (4.2)
Therefore, from (4.2) follows:
P
(n)
K,t (τ)|τk=−0τk=+0 = −
(
(W − I)v˜(−t) + L
)
P
(n−1)
K\{k},t(τ) IK(k). (4.3)
Let us find values of jumps of φ˜n,t(τ) when τk changes the sign. Note that
lim
τk→−0
φ˜n,t(τ) = v˜(−t)φ˜n−1,t(τ1, . . . , τk−1, τk+1, . . . , τn).
Taking into consideration equations (4.1) and (4.3) we obtain the amplitude and
phase jumps for functions from the range of the resolvent of the unitary group Ut :
lim
τk→+0
φ˜n,t(τ) = W lim
τk→−0
φ˜n,t(τ) + L φ˜n−1,t(τ1, . . . , τk−1, τk+1, . . . , τn). (4.4)
Denote by DW,L = D ⊗ ΓS(W˜ 12 (IR \ {0})) a vector subspace in h that satisfies the
condition (4.4). By A(δ±), Λ(δ±), and N̂ we denote operators acting on symmetric
Fock vectors as follows:
(Φ,Λ(δ±)Ψ) = lim
ε→±0
∞∑
1
1
n!
n∑
k=1
∫
(IR\{0})n−1
× ∏
m6=k
dτm(Φ˜n, Ψ˜n)H(τ1, . . . , τk−1, ǫ, τk, . . . , τn−1),
A(δ±Ψ˜)n(τ) = limε→±0
n∑
k=1
Ψ˜n+1(τ1, . . . , τk−1, ǫ, τk, . . . , τn), N̂Ψn(ω) = nΨn(ω).
The boundary condition (4.4) in this notation looks as follows
(N̂ + 1)−1(I ⊗ A(δ+)−W ⊗A(δ−))Ψ = (L⊗ I) Ψ. (4.5)
Let us prove that the operator
Ĥ = iG⊗I+I⊗Ê+iL∗W⊗A(δ−), Ê = F∗τ→ω
∫
IR\{0}
dτa+(τ)a(τ) i∂τFω→τ , (4.6)
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is symmetric in DW,L. Let Φ,Ψ ∈ DW,L and let B be a Hermitian operator so that
domB ⊗ I ⊇ DW,L. Integration by parts implies an identity, where the difference of
substitutions is expressed through operators Λ(δ±) :
(Φ, B ⊗ ÊΨ)− (B ⊗ ÊΦ,Ψ) = i
(
Φ, B ⊗ (Λ(δ−)− Λ(δ+))Ψ
)
(4.7)
Using boundary condition (4.4) for functions Φ˜n and Ψ˜n we find the difference
between the substitutions (4.6):
i
(
Φ, B ⊗ (Λ(δ+)− Λ(δ−))Ψ
)
= i(Φ, (W ∗BW − B)Λ(δ−)Ψ)
+i(LΦ, BLΨ) + i(W A(δ−) Φ, BLΨ) + i(LΦ, BW A(δ−) Ψ). (4.8)
In the particular case B = I, the equation (4.8) becomes simpler:
i
(
Φ, (Λ(δ+)−Λ(δ−))Ψ
)
= i(Φ, L∗LΨ)−(iL∗W⊗A(δ−)Φ,Ψ)+(Φ, iL∗W⊗A(δ−)Ψ).
Now the identity iG− iL∗L = (iG)∗ and equation (4.7) prove that the operator Ĥ
is symmetric on DW,L :
(Φ, ĤΨ) = ((I ⊗ Ê) Φ,Ψ) + (Φ, {iG⊗ I + iL∗W ⊗ A(δ−)}Ψ)
−i(Φ, I ⊗ (Λ(δ+)− Λ(δ−))Ψ)
= ((I ⊗ Ê) Φ,Ψ) + (Φ, (iG)∗ ⊗ IΨ) + (iL∗W ⊗A(δ−)Φ,Ψ)) = (ĤΦ,Ψ).
Let us find how the generator of the unitary group Ut acts on Fock vectors
belonging to the range of the resolvent. Let Ψ ∈ h, Φ = Rµh ⊗ ψ(v). From the
definition of the generator we have:
(Ψ, ĤΦ) = lim
s→+0
1
i
d
ds
(Ψ, UsΦ) =
1
i
∫ ∞
0
dt
∞∑
n=0
1
n!
∫
(IR\{0})n
dτ
×
(
ψ˜n(τ),
d
ds
e−(G+µ)t−Gs−iL
∗W
∫ t+s
0
v˜(−τ) dτ φ˜n,t+s(τ)
)
H
∣∣∣∣
s=0
. (4.9)
Note that the functions φ˜n,t(τ) depend on differences τk − t. Hence,
d
dt
φ˜n,t(τ) = −
n∑
k=1
∂
∂τk
φ˜n,t(τ) = iFω→τ Ê φ˜n,t(τ). (4.10)
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On the other hand, from the definition of the operator A(δ−) we have
Fω→τ(A(δ−)φn,t)(τ) = nv˜(−t)φn−1,t(τ). (4.11)
Now from the (4.9) and form equations (4.10), (4.11) we obtain
(Ψ, ĤΦ)h =
∫ ∞
0
dt (ψ0, iGe
−(G+µ)t−iL∗W
∫ t
0
v˜(−τ) dτh)H +
∫ ∞
0
dt
∞∑
n=1
1
n!
∫
(IR\{0})n
dτ
×
(
ψ˜n(τ), e
−(G+µ)t−iL∗W
∫ t
0
v˜(−τ) dτ (iG + iL∗Wv˜(−t) + i
n∑
k=1
∂
∂τk
)φ˜n,t(τ)
)
H
=
(
Ψ,
{
iG + iL∗W ⊗A(δ−) + I ⊗ Ê
}
Φ
)
h
,
that is the generator Ĥ of the group Ut coincides with the generator (4.5). Thus we
have proved the theorem.
Theorem 4.1 The generator Ĥ = iG⊗I+I⊗ Ê+ iL∗W ⊗A(δ−) of one-parameter
unitary group Ut is symmetric in DW,L.
We have proved that the operator Ĥ is symmetric without the assumption that
operators L, G, and W commute. There is no conceptual difficulties to extend the
construction of a symmetrical boundary value problem to a wider class of generators
Ĥ = iG + I ⊗ Ê+ i∑
ℓ,m
L∗ℓWℓ,m ⊗ Am(δ−) (4.12)
with the boundary condition
(N̂ + 1)−1(I ⊗ Aℓ(δ+)−
∑
m
Wℓ,m ⊗Am(δ−))Ψ = (Lℓ ⊗ I) Ψ, (4.13)
where W = {Wℓ,m} is (M ×M) is a unitary matrices with coefficients from B(H),
{Aℓ(g) : g ∈ L2(IR), 1 ≤ ℓ ≤ M} are annihilation operators ΓS(L2(IRM)) which
commute for different indices ℓ, and G = −iH0 + 12
∑
L∗ℓLℓ.
5 The Markow evolution equation
Let us consider how the Markow evolution equation can be derived from the
boundary value problem for the Schro¨dinger equation
d
dt
Ψ(t) =
(
−G+ iI ⊗ Ê−∑
ℓ,m
L∗ℓWℓ,m ⊗ Am(δ−)
)
Ψ(t)
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with the boundary condition (4.13). Let B be a Hermitian operator from B(H) and
let h, g ∈ D. Consider an equation for mean values (g, Pt(B)h)H = (Ut g⊗Ψ(0)|B⊗
I|Ut h⊗Ψ(0))h. From (4.12) we have
d
dt
(g, Pt(B)h)H = −((G +
∑
ℓ,m
L∗ℓWℓ,mAm(δ−))Ut g ⊗Ψ(0)|B ⊗ I|Ut h⊗Ψ(0))
−(Ut g ⊗Ψ(0)|B ⊗ I|(G+
∑
ℓ,m
L∗ℓWℓ,mAm(δ−))Ut h⊗Ψ(0))
+
(
Ut g ⊗Ψ(0)|B ⊗ (Λ(δ+)− Λ(δ−))|Ut h⊗Ψ(0))
)
. (4.14)
Now the equation (4.8) reads as(
Φ, B ⊗ ((Λ(δ+)− Λ(δ−))Ψ
)
=
∑
ℓ,m
(
Φ, (W ∗ℓ,mBWl,m − B)Λm(δ−)Ψ
)
+
∑
ℓ
(Lℓ Φ, BLℓΨ) +
∑
ℓ,m
(
(Wℓ,mAm(δ−) Φ, BLℓΨ) + (Lℓ Φ, BWℓ,mAm(δ−) Ψ)
)
(4.15)
Since A(δ−)Ψ(0) = 0, Λ(δ−)Ψ(0) = 0, (4.14) and (4.15) imply:
d
dt
(g, Pt(B)h)H
∣∣∣∣
t=0
= (g,L(B)h) = −(Gg,Bh)− (g, BGh) +∑
ℓ
(Lℓg, BLℓg).
Hence, we obtain an infinitesimal map L(·) of the Markov evolution equation in the
standard Lindbladien form:
d
dt
Pt(B) = L(Pt(B)), L(B) = −G∗B −BG+ 1
2
∑
ℓ
L∗ℓBLℓ
for G = −iH0 + 12
∑
L∗ℓLℓ.
6 Concluding remarks
Among the most important problems which stay unsolved in this paper we can
mention
-a proof of srs-convergence U
(α)
t J
∗
t → u(0, t) for Hamiltonians with noncommut-
ing coefficients H, R, and K;
-an extension of a theory to the case Ê =
∫ |ω|2a+(ω)a(ω)dω or Ê = ∫ (ω|2 +
c2)1/2a+(ω)a(ω)dω, ω ∈ IR;
-a study of conditions necessary and sufficient for the symmetric boundary prob-
lem described in §4 to be essentially self-adjoint;
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-a generalization of quantum stochastic calculus to equations with nonadapted
stochastic differentials extending the Ito multiplication table.
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