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WHEN DO THE R-BY-R MINORS OF A MATRIX FORM A
TROPICAL BASIS?
YAROSLAV SHITOV
Abstract. We show that the r-by-r minors of a d-by-n matrix of variables
form a tropical basis of the ideal they generate if and only if r ≤ 3, or r =
min{d, n}, or else r = 4 and min{d, n} ≤ 6. This answers a question asked by
M. Chan, A. Jensen, and E. Rubei.
1. Introduction
The tropical semiring is the set R of real numbers with the operations of tropical
addition and tropical multiplication that are defined by
a⊕ b = min{a, b}, a⊗ b = a+ b.
Being important for many different applications (see [1, 2, 6]), the tropical semiring
is also of considerable interest for studying algebraic geometry, see [5, 9]. One of
the important concepts is the notion of the rank of a tropical matrix, see [1, 4]. In
contrast with the case of matrices over a field, there are many different important
rank functions for tropical matrices. Most of these functions have been described
and were investigated in [1, 4].
It is sometimes useful to extend the tropical semiring with an infinite positive el-
ement, denoted by∞. The semiring (R ∪ {∞},min,+) is called the completed trop-
ical semiring and denoted by T. The binary boolean semiring B = ({0,∞},min,+)
will also be useful for our considerations. We start with the definition of tropical
rank, which is one of the most important notions for studying tropical matrices.
Definition 1.1. The tropical permanent of a matrix S ∈ Rn×n is defined by
(1.1) perm(S) = min
σ∈Sn
{
s1,σ(1) + . . .+ sn,σ(n)
}
,
where Sn denotes the set of all permutations on {1, . . . , n}. S is called tropically
singular if the minimum in (1.1) is attained at least twice. Otherwise S is called
tropically non-singular.
Definition 1.2. The tropical rank, rkt(M), of a matrix M∈R
p×q is the largest
number r such that M contains a tropically non-singular r-by-r submatrix.
The notion of tropical linear dependence is also important for our considerations.
Definition 1.3. A family of vectors a1, . . . , am ∈ R
n is called tropically lin-
early dependent (or simply tropically dependent) if there exist λ1, . . . , λm ∈ T
such that (λ1, . . . , λm) 6= (∞, . . . ,∞) and for every k ∈ {1, . . . , n} the mini-
mum in minmτ=1{λτ + aτk} is attained at least twice. In this case, the tuple
(λ1, . . . , λm) ∈ T
m is said to realize the tropical dependence of the family a1, . . . , am.
If a family is not tropically dependent, then it is called tropically independent.
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The Kapranov rank is the other important notion we deal with. In order to
define this notion we need the following structure, which arises from the study of
algebraic geometry.
Definition 1.4. By K = C[[t]] we denote the field that consists of the formal sums
a(t) =
∑
e∈R
aet
e, ae ∈ C,
such that the support E(a) = {e ∈ R : ae 6= 0} is a well-ordered subset of R. The
degree map deg : K∗ → R takes a sum to the exponent of its leading term, i.e.
deg a = minE(a). By definition, the degree of the zero element of K is ∞.
Remark 1.5. In what follows, the symbol t always denotes the variable of an element
of the field K = C[[t]].
We can naturally generalize the degree map for matrix arguments. Namely, we
write B = degA for matrices A ∈ Km×n, B ∈ Tm×n if deg aij = bij for all i, j. In
this case, the matrix A is said to be a lift of B. The Kapranov rank of a matrix
can be defined in the following way (see [4, Corollary 3.4]).
Definition 1.6. The Kapranov rank of a matrix B ∈ Rm×n is the smallest rank
of any lift of B, i.e.
rkK(B) = min
{
rank(A)
∣∣A ∈ Km×n, degA = B} ,
where rank is the classical rank function of matrices over the field K.
The notion of Kapranov rank was introduced by Develin, Santos, and Sturmfels
in [4]. They prove the following theorem.
Theorem 1.7. [4, Theorems 1.4, 5.5, and 6.5] Let A ∈ Rm×n. Then rkK(A) ≥
rkt(A). If rkt(A) ≤ 2, then rkK(A) = rkt(A). If rkt(A) < min{m,n}, then
rkK(A) < min{m,n}.
In [4] it was also shown that the functions of tropical and Kapranov rank are
indeed different. The example of a matrix C ∈ R7×7 such that rkt(C) = 3,
rkK(C) = 4 was provided in [4]. Also, in [4] the connection between the Kapranov
rank and the notion of realizability of matroids was pointed out.
Further investigations of the Kapranov rank have been carried out in [3, 8, 10].
Kim and Roush in [8] prove that it is NP-hard to decide whether the Kapranov
rank equals 3 even for 01-matrices. It is also shown in [8] that there exist matrices
with tropical rank 3 and arbitrarily high Kapranov rank.
Chan, Jensen, and Rubei prove the following theorem.
Theorem 1.8. [3, Corollary 1.5] Let a matrix A ∈ Rd×n be such that min{d, n} ≤
5. Then rkt(A) = rkK(A).
The following example of a matrix with different tropical and Kapranov ranks
is minimal possible with respect to the size of matrices.
Example 1.9. [10, Example 2.1] Let
A =

0 0 4 4 4 4
0 0 2 4 1 4
4 4 0 0 4 4
2 4 0 0 2 4
4 4 4 4 0 0
2 4 1 4 0 0
 .
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Then rkt(A) = 4, rkK(A) = 5.
In our paper we use these notions of rank to give an answer for a question on
tropical bases. For a vector ω ∈ Rn, the ω-degree of a monomial xp11 . . . x
pn
n is
defined to be
∑n
i=1 ωipi. The initial form of a polynomial f ∈ C[x1, . . . , xn] with
respect to ω, inω(f), is the sum of terms in f that have minimal ω-degree. The
tropical hypersurface of f is the set
T (f) = {ω ∈ Rn | inω(f) is not a monomial} .
If I ⊂ C[x1, . . . , xn] is an ideal, then the tropical variety of I is the set
T (I) =
⋂
f∈I
T (f).
A tropical basis of I is a finite generating set {f1, . . . , fm} such that
T (I) = T (f1) ∩ . . . ∩ T (fm).
Let us now consider the d-by-n matrix X whose elements are unknowns xij . By
Idnr ⊂ C[x11, . . . , xdn] we denote the ideal that is generated by the r-by-r minors
of X , by Idnr the tropical variety of I
dn
r . The fundamental theorem of tropical
varieties (see [11]) implies that the Kapranov rank of a matrix A ∈ Rd×n is less
than r if and only if A ∈ Idnr , see also [3, 4]. We also note that the intersection
of all tropical hypersurfaces defined by the r-by-r minors of X is exactly the set of
all d-by-n matrices whose tropical rank is less than r. Thus we can see that the
r-by-r minors of X form a tropical basis for Idnr if and only if every d-by-n matrix of
tropical rank less than r has the Kapranov rank less than r. The following question
was posed in [3].
Question 1.10. [3, Question 1.1] For which numbers d, n, and r do the (r + 1)-
by-(r+1) minors of a d-by-n matrix form a tropical basis? Equivalently, for which
d, n, r does every d-by-n matrix of tropical rank at most r have Kapranov rank at
most r?
Our paper gives the answer for Question 1.10. Namely, we prove the following
theorem.
Theorem 1.11. Let d, n, r be positive integers, r ≤ min{d, n}. Then the r-by-r
minors of a d-by-n matrix form a tropical basis if and only if at least one of the
following conditions holds:
(1) r ≤ 3;
(2) r = min{d, n};
(3) r = 4 and min{d, n} ≤ 6.
Remark 1.12. We assume r ≤ min{d, n} in Theorem 1.11 because the assumption
r > min{d, n} gives a degenerate case of Question 1.10. Indeed, by definitions, the
empty set always generates the zero ideal and trivially forms a tropical basis for it.
The paper is organized as follows. In Section 2, we obtain auxiliary results
that are helpful to prove the main results of our paper. The characterization of
the tropical rank via linear dependence, which was proved by Z. Izhakian in [7] in
rather a complicated way, is obtained as a corollary of Theorem 1.7. Section 3 is
devoted to the proof of the fact that the 4-by-4 minors of a 6-by-n matrix form a
tropical basis. In Section 4, we finalize the proof of the main result.
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The following notation will be used throughout our paper. By A[r1, . . . , rk]
we will denote the matrix which is formed by the rows of a matrix A with num-
bers r1, . . . , rk. We will also use the designation A[r1, . . . , rk|c1, . . . , cl] for the
matrix which is formed by the columns of A[r1, . . . , rk] with numbers c1, . . . , cl.
By Aij we will denote the cofactors of an n-by-n matrix A over a field, i.e.
Aij = (−1)
i+j detA[1, . . . , i− 1, i+ 1, . . . , n|1, . . . , j − 1, j + 1, . . . , n]. Also, we will
abbreviate the collocation ’without a loss of generality’ by ’w.l.o.g.’, ’permutations
of rows and columns’ by ’p.r.c.’
2. Preliminary results
This section provides some auxiliary results that are helpful to prove the main
results of our paper. In particular, we introduce the notion of a pattern of a matrix
and obtain straightforward properties of definitions. We also consider systems of a
small number of linear equations over K.
2.1. The pattern and simple properties of tropical matrices. First, we in-
troduce the notion of a pattern of a matrix.
Definition 2.1. The pattern of a matrix A ∈ Rm×n is the matrix B ∈ Bm×n whose
entries (buv) are defined by
buv =
{
0 if auv = min
m
i=1{aiv},
∞ if auv > min
m
i=1{aiv}.
The pattern of A is denoted by P(A).
Definition 2.2. The support of a vector b ∈ Bn is the set of all i ∈ {1, . . . , n} such
that the ith coordinate of b equals 0, i.e. bi = 0. The support of jth column of a
matrix A ∈ Bm×n is denoted by Suppj(A).
The concept of tropical rank is also useful in the case of matrices over B.
Definition 2.3. A family of vectors a1, . . . , am ∈ B
n is called B-tropically linearly
dependent (or simply B-tropically dependent) if there exists a nonempty set I ⊂
{1, . . . ,m} such that for every k ∈ {1, . . . , n} the cardinality of the set {i ∈ I | aik =
0} is different from 1. In this case, I is said to realize the B-tropical dependence of
the family a1, . . . , am. If a family is not B-tropically dependent, then it is called
B-tropically independent.
Lemma 2.4. Let A ∈ Rm×n, B = P(A). Let numbers {λτ} (τ runs over a set
I ⊂ {1, . . . ,m}) realize the tropical dependence of the rows of A with numbers from
I. Set I = {ρ ∈ I|λρ = minτ∈I{λτ}}. Then I realizes the B-tropical dependence
of the rows of B.
Proof. Assume the converse. Then, by Definition 2.3, for some k ∈ {1, . . . , n}, i ∈ I
it holds that aik = 0, and for every i
′ ∈ I \ {i} it holds that ai′k = ∞. In this
case, by Definition 2.1, λj + ajk > λi + aik for every j ∈ I \ {i}. This contradicts
Definition 1.3. 
Definition 2.5. Let n > 1. A matrix S ∈ Bn×n is called B-tropically singular if
the minimum in (1.1) is attained at least twice. Otherwise S is called B-tropically
non-singular.
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Lemma 2.6. The size of any B-tropically non-singular submatrix of the pattern of
a matrix A ∈ Rn×m cannot exceed the tropical rank of A.
Proof. By Definition 2.1, B-tropical non-singularity of a submatrix
P(A)[r1, . . . , rk|c1, . . . , ck] implies the tropical non-singularity of the subma-
trix A[r1, . . . , rk|c1, . . . , ck]. Now the lemma follows from Definition 1.2. 
We introduce the natural equivalence relation for tropical matrices.
Definition 2.7. The equivalent transformations of a matrix A ∈ Rm×n are the
permutations of rows, of columns and the tropical multiplication of some row or
column by a number u ∈ R. Matrices A,B ∈ Rm×n are said to be equivalent
if they can be obtained from each other by applying a composition of equivalent
transformations.
The following lemmas follow directly from definitions.
Lemma 2.8. If matrices A,B ∈ Rm×n are equivalent, then rkt(A) = rkt(B),
rkK(A) = rkK(B).
Lemma 2.9. Let A ∈ Rm×n. If B is a submatrix of A, then rkt(A) ≥ rkt(B),
rkK(A) ≥ rkK(B).
Lemma 2.10. Let tuples (λ1, . . . , λm), (µ1, . . . , µm) both realize the tropical depen-
dence of a family a1, . . . , am ∈ R
n. Then the tuple (min{λ1, µ1}, . . . ,min{λm, µm})
realizes the tropical dependence of the family a1, . . . , am as well.
Lemma 2.11. Let A ∈ (K∗)m×n. Let a nonzero vector (λ1, . . . , λm) ∈ K
m be such
that
∑m
i=1 λiaik = 0 for every k ∈ {1, . . . , n}. Then the tuple (deg λ1, . . . , degλm) ∈
Tm realizes the tropical dependence of the matrix degA ∈ Rm×n.
Proof. Assume the converse. Then for some k ∈ {1, . . . , n} it holds that degλi0 +
deg ai0k < degλi + deg aik for every i ∈ {1, . . . ,m} \ {i0}. This implies that
deg (
∑m
i=1 λiaik) = degλi0 + deg ai0k 6=∞ and gives a contradiction. 
2.2. Systems of linear equations over K. It will be very important for our
further considerations to decide whether a given system of linear equations over K
has a solution with prescribed degrees of unknowns. This section provides some
important sufficient conditions for systems with three, two, or a single equation.
Lemma 2.12. Let A ∈ K6×3, (h1, . . . , h6) ∈ R
6,
D =
3∑
i=1
6
min
j=1
{deg aji + hj} <∞.
Let numbers u, v, y, z ∈ {1, 2, 3, 4, 5, 6} be pairwise distinct. Let deg detA[p, q, r] =
D − (hp + hq + hr) for every pairwise distinct p, q, r ∈ {u, v, y, z}. Then there
exist x1, . . . , x6 ∈ K such that deg xj = hj for every j ∈ {1, 2, 3, 4, 5, 6}, and∑6
j=1 ajixj = 0 for every i ∈ {1, 2, 3}.
Proof. 1. We assume w.l.o.g. that {u, v, y, z} = {1, 2, 3, 4}. We set x4 = ξt
h4 ,
x5 = t
h5 , x6 = t
h6 , where ξ is a certain element of C∗.
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2. Denote
(2.1) A′ =

a11 a12 a13
a21 a22 a23
a31 a32 a33∑6
q=4 aq1xq
∑6
q=4 aq2xq
∑6
q=4 aq3xq

We define the elements x1, x2, x3 to be a (unique) solution of the linear system∑3
p=1 a
′
pixp = a
′
4i, i ∈ {1, 2, 3}. It remains to check that deg xj = hj for any
j ∈ {1, 2, 3, 4, 5, 6}.
3. From item 1 it follows directly that deg xj′ = hj′ for any j
′ ∈ {4, 5, 6}.
4. Further, assume j = 1. The Cramer’s rule for solving linear systems shows
that
x1 =
detA′[4, 2, 3]
detA′[1, 2, 3]
.
By the assumptions of the lemma, deg detA[1, 2, 3] = D− (h1+ h2 + h3). Thus we
need to check deg detA′[2, 3, 4] = D − (h2 + h3). By (2.1),
detA′[2, 3, 4] = x4 detA[2, 3, 4] + (a51x5 + a61x6)(a22a33 − a23a32)+
(2.2) + (a52x5 + a62x6)(a23a31 − a21a33) + (a53x5 + a63x6)(a21a32 − a22a31).
Let us now obtain a lower bound for the degrees of the terms in the right-hand
side of (2.2). For any α ∈ {4, 5, 6}, β, γ ∈ {1, . . . , 6} it holds that
deg(xαaα1aβ2aγ3) = deg (xαaα1) + deg aβ2 + deg aγ3 ≥
≥
6
min
j=1
{aj1+hj}+
(
6
min
j=1
{aj2 + hj} − h2
)
+
(
6
min
j=1
{aj3 + hj} − h3
)
= D−(h2+h3).
By item 1, degx4=h4, so the assumption of the lemma implies that
deg(x4 detA[2, 3, 4])=D−(h2+h3). This shows that the term x4 detA[2, 3, 4] =
ξth4 detA[2, 3, 4] has the lowest degree among the terms of the right-hand side
of (2.2). Therefore the condition deg detA′[2, 3, 4] = D − (h2 + h3), and thus the
condition deg x1 = h1, holds for all but one complexes ξ.
5. In the same way we can prove that the conditions deg x2 = h2 and deg x3 = h3
also hold for all but one or two complex numbers ξ. 
We need the following lemma to prove a similar statement for systems with two
equations.
Lemma 2.13. Let S ∈ K2×m. Then there exists ξ ∈ C∗ such that deg(ξs1k+s2k) =
min{deg s1k, deg s2k} for every k ∈ {1, . . . ,m}.
Proof. If sik 6= 0, we denote the coefficient of the leading term of sik by σik.
If sij = 0, we choose σik ∈ C
∗ arbitrarily. Now it remains to choose ξ ∈ C \
{0,−σ21
σ11
, . . . ,−σ2m
σ1m
}. 
Lemma 2.14. Let each column of a matrix A ∈ K5×2 contain a nonzero element,
and deg(ap1aq2−aq1ap2) = min{deg ap1+deg aq2, deg aq1+deg ap2} for any different
p, q ∈ {1, . . . , 5}. Let (h1, . . . , h5) ∈ R
5, we denote by Θi (i ∈ {1, 2}) the set of
all η ∈ {1, 2, 3, 4, 5} that deliver the minimum for minη{deg aηi + hη}. Let also
|Θ1| ≥ 2, |Θ2| ≥ 2, |Θ1 ∪ Θ2| ≥ 3. Then there exist x1, . . . , x5 ∈ K such that
deg xj = hj for every j ∈ {1, 2, 3, 4, 5}, and
∑5
j=1 ajixj = 0 for i ∈ {1, 2}.
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Proof. We denote θ1 = min
5
j=1{aj1 + hj}, θ2 = min
5
j=1{aj2 + hj}. We assume
w.l.o.g. that 1 ∈ Θ1, 2 ∈ Θ2, and both Θ1 and Θ2 have a non-empty intersec-
tion with {3, 4, 5}. These settings imply that min5ι=3 {deg detA[1, ι] + h1 + hι} =
min5ι=3 {deg detA[2, ι] + h2 + hι} = θ1+ θ2. From Lemma 2.13 it then follows that
there exist ξ3, ξ4, ξ5 ∈ C
∗ such that
deg
(
5∑
ι=3
detA[1, ι]th1+hιξι
)
= deg
(
5∑
ι=3
detA[2, ι]th2+hιξι
)
= θ1 + θ2.
From Cramer’s rule it then follows that the solution (y1, y2) of
(2.3)
{
a11t
h1y1 + a21t
h2y2 = −
∑5
ι=3 ξιaι1t
hι ,
a12t
h1y1 + a22t
h2y2 = −
∑5
ι=3 ξιaι2t
hι
is such that deg y1 = deg y2 = 0. We set x1 = y1t
h1 , x2 = y2t
h2 , xι = ξιt
hι for
ι ∈ {3, 4, 5}. The equations (2.3) imply that
∑5
j=1 aj1xj =
∑5
j=1 aj2xj = 0. 
We also prove a similar lemma for a single linear equation.
Lemma 2.15. Let l ∈ Km be such that deg l realizes the tropical dependence of a
vector a ∈ Rm. Then there exist x1, . . . , xm ∈ K such that deg xj = aj for every
j ∈ {1, . . . ,m}, and
∑m
j=1 xj lj = 0.
Proof. Let the minimum in minmj=1{aj + deg lj} be provided by j1, . . . , jk ∈
{1, . . . ,m}. Definition 1.3 implies that k > 1. Now it is enough to set x = t
a for
 ∈ {1, . . . ,m} \ {j1}, and xj1 = −
∑

lx
lj1
. 
The following equivalent characterization of the tropical rank was proved by
Izhakian in [7] in rather a complicated way, see also [1]. We now obtain this
characterization as a corollary of Theorem 1.7.
Theorem 2.16. The tropical rank of a matrix A ∈ Rm×n equals the cardinality of
the largest tropically independent family of rows of A.
Proof. Let r1, . . . , rc be the numbers of the rows the largest tropically independent
family of A. Lemma 2.15 now shows that the Kapranov rank of any submatrix
A[r′1, . . . , r
′
c+1] is at most c, and Theorem 1.7 thus shows that rkt(A) ≤ c.
On the other hand, if rkt(A) < c, then Theorem 1.7 implies that
rkK(A[r1, . . . , rc]) < c. In this case, Theorem 2.11 shows that the rows of
A[r1, . . . , rc] are tropically dependent, so indeed rkt(A) = c. 
3. The 4-by-4 minors of a 6-by-n matrix form a tropical basis
In this section, we prove that every 6-by-nmatrix of tropical rank 3 has Kapranov
rank 3 as well. First, we give a characterization of 6-by-n matrices with tropical
rank 3 and greater Kapranov rank. This characterization reduces the problem to a
number of special cases each of which can be treated separately.
3.1. Reduction of the problem to a number of special cases. The following
theorem gives a characterization of 6-by-nmatrices with tropical rank 3 and greater
Kapranov rank.
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Theorem 3.1. Let a matrix A ∈ R6×n be such that rkt(A) = 3, rkK(A) > 3.
Then the equivalence class of A contains a matrix W such that every row of P(W )
contains at least one 0, and at least one of the following conditions holds:
(i) P(W ) consists of the columns with the supports {1, 2}, {3, 4}, {5, 6};
(ii) P(W ) contains columns with the support {1, 2}, contains at least one of
columns with the supports {4, 5, 6}, {3, 4, 6}, {3, 5, 6}, {3, 4, 5}. P(W ) may also
contain the column with the support {3, 4, 5, 6};
(iii) P(W ) may contain several columns with the supports {1, 2, 3}, {1, 4, 5},
{2, 4, 6}, {3, 5, 6}. The supports of other columns of P(W ) have cardinality at least
4. If the support of th column of P(W ) has cardinality 4, then no proper subset of
Supp(P(W )) is a support of a column of P(W );
(iv) P(W ) contains columns with the supports {1, 2, 3}, {4, 5, 6}, the support of
any other column of P(W ) contains at least two numbers from {1, 2, 3} and at least
two numbers from {4, 5, 6};
(v) The set of the supports of the columns of P(W ) is {{1, 2}, {1, 2, 3}, {4, 5, 6}}.
Proof. 1. Let A ∈ R6×n be such that rkt(A) = 3, rkK(A) > 3. Then by Theo-
rem 2.16, the rows of A are tropically dependent. We apply Definition 1.3. So by
Lemma 2.8, we assume w.l.o.g. that every column of P(A) contains at least two
zeros.
2. Moreover, by Lemma 2.8, we assume w.l.o.g. that any row of P(A) contains
at least one zero. The situation splits into the following three cases.
Case O. Let every column of P(A) contain at least 4 zeros. This case satisfies
the assumptions of item (iii) of the theorem we prove.
Case A. Let every column of P(A) contain at least 3 zeros, and some column
of P(A) contain exactly 3 zeros. Let us consider 2 special cases, A1 and A2.
A1. Assume there are u′, v′ ∈ {1, . . . , n} such that |Suppu′(P(A))| = 3,
|Suppv′(P(A)) \ Suppu′(P(A))| = 1. In this case, up to p.r.c.
P(A) =

0 a12
0 a22 P(A)[1, 2, 3, 4|3, . . . , n]
0 a32
∞ 0
∞ ∞ a53 . . . a5n
∞ ∞ a63 . . . a6n
 .
If the 5th and 6th columns of P(A) are different, then by Lemma 2.6, rkt(A) ≥ 4.
This contradiction shows that the 5th and 6th columns of P(A) coincide. By item
2 any row of P(A) contains a zero, so up to p.r.c. we obtain
P(A) =

0 p12
0 p22 P P ′
0 p32
∞ 0
∞ ∞ ∞ . . . ∞ 0 . . . 0
∞ ∞ ∞ . . . ∞ 0 . . . 0
 .
The assumption of Case A shows that any column of the matrix P contains at least
3 zeros.
Now we add a small enough (with respect to the absolute value) −ε < 0 to every
element of the 5th and 6th rows of A. Definition 2.1 shows that the pattern of the
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matrix obtained equals
0 p12 ∞ . . . ∞
0 p22 P . . . . . .
0 p32 . . . . . .
∞ 0 ∞ . . . ∞
∞ ∞ ∞ . . . ∞ 0 . . . 0
∞ ∞ ∞ . . . ∞ 0 . . . 0

and up to p.r.c. satisfies the assumptions of case (ii).
A2. Now assume that for some u′′, v′′ ∈ {1, . . . , n} the supports Suppu′′(P(A))
and Suppv′′(P(A)) are disjoint. In this case A up to p.r.c. satisfies the assumptions
of either item A1 or case (iv).
A3. Let us conclude the analysis of Case A. Item A1 shows that if some support
with cardinality 4 includes Suppu(P(A)) for some u ∈ {1, . . . , n}, then the state-
ment of the theorem holds for A. So we can assume w.l.o.g. that no proper subset
of a support of cardinality 4 is a support of a column of P(W ).
By items A1 and A2, the statement of the theorem also holds for A if
|Suppû(P(A)) ∩ Suppv̂(P(A))| ∈ {0, 2} for some û, v̂ ∈ {1, . . . , n} such that
|Suppû(P(A))| = |Suppv̂(P(A))| = 3. Thus we can also assume w.l.o.g. that
|Suppû(P(A)) ∩ Suppv̂(P(A))| ∈ {1, 3} for every such û, v̂. Now it is straightfor-
ward to see that up to p.r.c. A satisfies the assumptions of item (iii).
Case B. Let some column of P(A) contain exactly 2 zeros. Assume w.l.o.g.
0
0
∞
∞
∞
∞

is a column of P(A). The situation splits into the following 3 cases.
B1. Assume that some column of the matrix P(A)[3, 4, 5, 6] contains exactly 2
zeros. Then by Lemma 2.6, up to p.r.c.
P(A) =

0 . . . 0 P ′1 P
′
2
0 . . . 0
∞ . . . ∞ 0 . . . 0 P ′3
∞ . . . ∞ 0 . . . 0
∞ . . . ∞ ∞ . . . ∞ 0 . . . 0
∞ . . . ∞ ∞ . . . ∞ 0 . . . 0
 .
Now we add a small enough ε > 0 to every element of the 3rd and 4th rows of A,
add 2ε to every element of the 1st and 2nd rows of A. Definition 2.1 shows that
the pattern of the matrix obtained equals
0 . . . 0 ∞ . . . ∞ ∞ . . . ∞
0 . . . 0 ∞ . . . ∞ ∞ . . . ∞
∞ . . . ∞ 0 . . . 0 ∞ . . . ∞
∞ . . . ∞ 0 . . . 0 ∞ . . . ∞
∞ . . . ∞ ∞ . . . ∞ 0 . . . 0
∞ . . . ∞ ∞ . . . ∞ 0 . . . 0
 ,
and up to p.r.c. satisfies the assumptions of case (i).
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B2. Now assume that every column of P(A)[3, 4, 5, 6] contains either no or at
least three zeros. In this case
P(A)

0 . . . 0 P ′
0 . . . 0
∞ . . . ∞
∞ . . . ∞ P ′′
∞ . . . ∞
∞ . . . ∞
 ,
where any column of P ′′ contains at least three zeros.
Now we add a small enough ε > 0 to every element of the 1st and 2nd rows of
A. Definition 2.1 shows that the pattern of the matrix A3 obtained is
0 . . . 0 ∞ . . . ∞
0 . . . 0 ∞ . . . ∞
∞ . . . ∞
∞ . . . ∞ P ′′
∞ . . . ∞
∞ . . . ∞
 .
We consider the two cases.
B2.1. If ∞ appears as an entry of P ′′, then P(A3) satisfies the assumptions of
item (ii).
B2.2. Now we assume that
(3.1) P(A3) =

0 . . . 0 ∞ . . .∞
0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0
∞ . . .∞ 0 . . . 0
∞ . . .∞ 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
p′
0 . . . 0︸ ︷︷ ︸
q′

, where p′, q′ > 0.
We can assume w.l.o.g. that p′ is minimal over all matrices A′′ that are equivalent
to A and such that the pattern of A′′ has the form (3.1). By Lemma 2.8, we can
assume w.l.o.g. that the minimal element of any row of A3 equals 0.
We add the minimal element of the matrix P(A)[3, 4, 5, 6|1, . . . , p′] to every el-
ement of the 1st and 2nd rows of A3. Denote by A
′
3 the matrix obtained. By
Definition 2.1, up to p.r.c.
P(A′3) =

0 . . . 0 0 . . . 0 ∞ . . .∞
0 . . . 0 0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0
∞ . . .∞ P3 0 . . . 0
∞ . . .∞ 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
p′′
︸ ︷︷ ︸
p′−p′′
0 . . . 0

,
where p′′ < p′, every column of P3 contains at least one zero.
If p′′ = 0, then A′3 satisfies the assumptions of either Case O or Case A. Further
we assume that p′′ > 0. The minimality of p′ shows that ∞ appears as an entry of
P3. If every column of A
′
3 contains at least 2 zeros, then A
′
3 satisfies the assumptions
of either item B1 or item B2.1.
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Thus it remains to consider the case when some column of P3 contains exactly
1 zero. By Lemma 2.6, up to p.r.c.
P(A′3) =

0 . . . 0 0 . . . 0 P8
0 . . . 0 0 . . . 0
∞ . . .∞ 0 . . . 0 0 . . . 0
∞ . . .∞ ∞ . . .∞ 0 . . . 0
∞ . . .∞ ∞ . . .∞ 0 . . . 0
∞ . . .∞ ∞ . . .∞ 0 . . . 0
 .
Now we add a small enough ε > 0 to every element of the first three rows of A′3.
Definition 2.1 shows that the matrix obtained to satisfies the conditions of item
(v). This completes the consideration of item B2.2. Note that items B2.1 and B2.2
cover all possible cases, thus the consideration of item B2 is also complete.
B3. Finally, assume that some column of P(A)[3, 4, 5, 6] contains exactly 1 zero.
Lemma 2.6 shows that up to p.r.c. it holds that
(3.2) P(A) =

0 . . . 0 P0 P
′
0
0 . . . 0
∞ . . .∞ 0 . . . 0 P ′′0
∞ . . .∞ ∞ . . .∞ 0 . . . 0
∞ . . .∞ ∞ . . .∞ 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
p
∞ . . .∞︸ ︷︷ ︸
q
0 . . . 0︸ ︷︷ ︸
r

, p > 0, q > 0, r > 0,
where any column of P0 contains at least 1 zero.
We choose a matrix (and denote it by A0) for which the value p+ q is minimal
under the following assumptions: the pattern of A0 has the form (3.2), A0 and A
are equivalent, every column of P(A0) contains at least 2 zeros.
By Lemma 2.8, we can assume w.l.o.g. that the minimal element of any column
of A0 equals 0. The matrix A0 is nonnegative and equals
0 . . . 0 A0[1, 2|p+ 1, . . . , p+ q] A1
0 . . . 0
A0[3|1, . . . , p] 0 . . . 0 A2
0 . . . 0
A0[4, 5, 6|1, . . . , p] A0[4, 5, 6|p+ 1, . . . , p+ q] 0 . . . 0
0 . . . 0
 .
Definition 2.1 implies that the entries of the matrices A0[3|1, . . . , p] and
A0[4, 5, 6|1, . . . , p + q] are all positive, every column of A0[1, 2|p + 1, . . . , p + q]
contains at least 1 zero. In particular, the minimal element of A0[4, 5, 6|1, . . . , p+q]
(we denote it by m) is positive.
We add m to every element of the first three rows of A0, add −m to every
element of the first p+ q columns of A0. We obtain the nonnegative matrix C that
is equal to
0 . . . 0 A0[1, 2|p+ 1, . . . , p+ q] C1
0 . . . 0
A0[3|1, . . . , p] 0 . . . 0 C2
0 . . . 0
C[4, 5, 6|1, . . . , p] C[4, 5, 6|p+ 1, . . . , p+ q] 0 . . . 0
0 . . . 0
 ,
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and 0 appears as an entry of the matrix C[4, 5, 6|1, . . . , p + q], the entries of the
matrices C1 and C2 are all positive.
If every column of C contains at least 3 zeros, then C satisfies the assumptions
of either Case O or Case A. Thus we can assume that some column of C contains
exactly 2 zeros. Thus some permutations of the first three rows and of the first
p+ q columns of C produce the matrix
(3.3) C′ =

0 c′12
0 c′22 C
′[1, 2, 3|3, . . . , p+ q] C′0
ω3 0
ω4 c
′
42 0 . . . 0
ω5 c
′
52 C
′[4, 5, 6|3, . . . , p+ q] 0 . . . 0
ω6 c
′
62 0 . . . 0
 ,
where ωι > 0 for ι ∈ {3, 4, 5, 6}, every column of C
′[1, 2, 3|2, . . . , p+ q] contains at
least 2 zeros, the minimal element of C′[4, 5, 6|2, . . . , p + q] equals 0, the elements
of C′0 are positive. The situation splits into the following three cases.
B3.1. If every column of the matrix C′[3, 4, 5, 6|2, . . . , p + q] contains either no
or at least 3 zeros, then the matrix C′ satisfies the assumptions of item B2.
B3.2. If some column of C′[3, 4, 5, 6|2, . . . , p + q] contains exactly 2 zeros, then
C′ satisfies the assumptions of item B1.
B3.3. Finally, let some column (we denote its number by j) of
C′[3, 4, 5, 6|2, . . . , p+ q] contain exactly 1 zero, i.e. c′ij = 0, i ≥ 3.
Assume i 6= 3. Fix an arbitrary i0 ∈ {4, 5, 6} \ {i}. Then c
′
i0j
> 0, c′3j > 0.
By (3.3), c′3,p+q+1 > 0. Thus the matrix
C′[2, i, i0, 3|1, j, p+ q + 1, 2] =

0 x1 x2 x3
ωi 0 x4 x5
ωi0 c
′
i0j
0 x6
ω3 c
′
3j c
′
3,p+q+1 0
 ,
where x1, . . . , x6 are nonnegative, is tropically non-singular. This implies rkt(A) >
3 and contradicts the assumptions of the theorem.
Thus i = 3. We permute the 2nd and jth columns of C′ to obtain the matrix D
such that
(3.4) P(D) =

0 c′1j
0 c′2j P(D)[1, 2, 3|3, . . . , p+ q] C
′
0
∞ 0
∞ ∞ 0 . . . 0
∞ ∞ P(D)[4, 5, 6|3, . . . , p+ q] 0 . . . 0
∞ ∞ 0 . . . 0
 .
By Lemma 2.6, the rows of P(D)[4, 5, 6] coincide. Note that the matrix
D[4, 5, 6|2, . . . , p+q] equals C′[4, 5, 6|2, . . . , p+q] up to the permutation of columns,
so the minimal element of D[4, 5, 6|3, . . . , p + q] equals 0. Thus the matrix
P(D)[4, 5, 6|3, . . . , p+ q] contains several columns consisting of zeros, all the other
columns of P(D)[4, 5, 6|3, . . . , p + q] consist of ∞. By (3.4), this contradicts the
minimality of p+ q. This shows that case B3.3 is not realizable.
We note that items B3.1, B3.2, and B3.3 cover all the possibilities, so the con-
sideration of the case B3 is complete. This also completes the proof of the Case B
and thus of Theorem 3.1 as well. 
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The rest of this section is devoted to the consideration of the cases (i)–(v) of
Theorem 3.1. In order to prove the main result of the section, we need to show
that every of these cases is not realizable.
3.2. Cases (ii) and (v). We start our consideration with the cases (ii) and (v) of
Theorem 3.1.
Theorem 3.2. Case (v) of Theorem 3.1 is not realizable.
Proof. 1. Let a matrix W realize case (v), then rkt(W ) = 3, rkK(W ) > 3, and up
to p.r.c. it holds that
P(W ) =

∞ . . .∞ ∞ . . .∞ 0 . . . 0
∞ . . .∞ ∞ . . .∞ 0 . . . 0
∞ . . .∞ ∞ . . .∞ 0 . . . 0
0 . . . 0 ∞ . . .∞ ∞ . . .∞
0 . . . 0 0 . . . 0 ∞ . . .∞
0 . . . 0︸ ︷︷ ︸
s1
0 . . . 0︸ ︷︷ ︸
s2
∞ . . .∞︸ ︷︷ ︸
s3

, where s1, s2, s3 > 0.
By Lemma 2.8, w.l.o.g. we assume that the minimal element of every column of W
equals 0.
2. SetW =W [1, 2, 3, 4, 5]. Then, by Lemma 2.9, rkt(W ) ≤ 3. Now Theorem 1.8
shows that rkK(W ) ≤ 3. By Definition 1.6, there exists a matrix F
′ ∈ K5×n such
that W = degF ′ and rank(F ′) ≤ 3.
3. Thus every four rows of F ′ are linearly dependent over K. In particular, for
any k ∈ {1, . . . , n} it holds that
(3.5) λ1f
′
1k + λ2f
′
2k + λ4f
′
4k + λ5f
′
5k = 0, µ1f
′
1k + µ3f
′
3k + µ4f
′
4k + µ5f
′
5k = 0.
We also set λ3 = λ6 = µ2 = µ6 = 0. Multiplying the linear combina-
tions (3.5) by nonzero elements from K, we assume w.l.o.g. that min6θ=1{degλθ} =
min6θ=1{degµθ} = 0. By Lemma 2.11, the tuples (deg λ1 deg λ2 deg λ4 deg λ5) and
(degµ1 degµ3 deg µ4 degµ5) realize the tropical dependence of rows of W [1, 2, 4, 5]
and W [1, 3, 4, 5], respectively.
4. Lemma 2.4 shows that deg λ1 = deg λ2 = deg µ1 = degµ3 = 0, and the
numbers degλ4, degµ4, deg λ5, deg µ5 are all positive.
5. Since rkt(W ) ≤ 3, there exists a tuple (h1h4h5h6) ∈ T
4 that realizes the
tropical dependence of rows ofW [1, 4, 5, 6]. Then by Lemma 2.4, we assume w.l.o.g.
that h1 > 0, h4 ≥ 0, h5 = h6 = 0. Therefore for any τ ∈ {1, . . . , s1 + s2} it holds
that h5 + deg(f
′
5τ ) = 0, h4 + deg(f
′
4τ ) ≥ 0. The infiniteness of C allows us to find
elements ν4, ν5 ∈ K, deg ν4 = h4, deg ν5 = h5, such that
(3.6) deg(ν4f
′
4τ + ν5f
′
5τ ) = 0 for any τ ∈ {1, . . . , s1 + s2}.
We also define ν1 and ν6 to be arbitrary elements of K of degrees h1 and h6,
respectively, and set ν2 = ν3 = 0.
6. Set fiτ = f
′
iτ for i ∈ {1, 2, 3, 4, 5}, τ ∈ {1, . . . , s1 + s2}. We also set
(3.7) f6τ =
−ν1f1τ − ν4f4τ − ν5f5τ
ν6
for any τ ∈ {1, . . . , s1 + s2}.
Now item 5 shows that deg(ν1f1τ ) > 0, thus by (3.6), it holds that deg f6τ = 0 for
any τ ∈ {1, . . . , s1 + s2}.
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7. By item 5, the tuple (deg ν1 deg ν4 deg ν5 deg ν6) realizes the tropical depen-
dence of rows ofW [1, 4, 5, 6]. Thus by Lemma 2.15, for every q ∈ {s1+s2+1, . . . , n}
there exist elements f1q, f4q, f5q, f6q ∈ K of the degrees w1q , w4q, w5q, w6q, respec-
tively, such that
(3.8) ν1f1q + ν4f4q + ν5f5q + ν6f6q = 0, where q ∈ {s1 + s2 + 1, . . . , n}.
8. Finally, for any q ∈ {s1 + s2 + 1, . . . , n} we set
(3.9) f2q =
−λ1f1q − λ4f4q − λ5f5q
λ2
, f3q =
−µ1f1q − µ4f4q − µ5f5q
µ3
.
By item 4, degλ4 > 0, degλ5 > 0, so deg(λ4f4q + λ5f5q) > 0, thus deg f2q = 0 for
any q ∈ {s1 + s2 + 1, . . . , n}. It can be shown in the same way that deg f3q = 0.
9. Now the matrix F ∈ K6×n is well defined. Items 6, 7 and 8 show that
W = degF . By (3.5) and (3.9), both 2nd and 3rd rows of F are linear combinations
of the 1st, 4th, and 5th rows. By (3.7) and (3.8), the 6th row of F is also a linear
combination of the 1st, 4th, and 5th rows. This shows that rank(F ) ≤ 3. By
Definition 1.6, rkK(W ) ≤ 3. The contradiction with item 1 shows that no such W
exists. 
Now we turn our attention to the case (ii) of Theorem 3.1.
Theorem 3.3. Case (ii) of Theorem 3.1 is not realizable.
Proof. 1. Let a matrix W realize case (ii), then rkt(W ) = 3, rkK(W ) > 3, and
(3.10)
P(W ) =

0 . . . 0 ∞ . . .∞ ∞ . . .∞ ∞ . . .∞ ∞ . . .∞ ∞ . . .∞
0 . . . 0 ∞ . . .∞ ∞ . . .∞ ∞ . . .∞ ∞ . . .∞ ∞ . . .∞
∞ . . .∞ 0 . . . 0 0 . . . 0 0 . . . 0 ∞ . . .∞ 0 . . . 0
∞ . . .∞ 0 . . . 0 0 . . . 0 ∞ . . .∞ 0 . . . 0 0 . . . 0
∞ . . .∞ 0 . . . 0 ∞ . . .∞ 0 . . . 0 0 . . . 0 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
s0
∞ . . .∞︸ ︷︷ ︸
s1
0 . . . 0︸ ︷︷ ︸
s2
0 . . . 0︸ ︷︷ ︸
s3
0 . . . 0︸ ︷︷ ︸
s4
0 . . . 0︸ ︷︷ ︸
s5

,
we assume w.l.o.g. that s0 > 0, s1 > 0, s2 + s3 + s4 + s5 > 0.
2. We assume w.l.o.g. that s1 + . . .+ s5 is minimal over all matrices satisfying
the conditions of case (ii) of Theorem 3.1. By Lemma 2.8, w.l.o.g. we assume that
the minimal element of every column of W equals 0.
3. Then the minimal element of the matrix W [1, 2|s0 + 1, . . . , n] is m > 0. We
add −m to every element of the first two rows ofW , m to every element of the first
s0 columns of W . The matrix V obtained is such that
(3.11) P(V ) =

0 . . . 0 P ′1 P
′
2 P
′
3 P
′
4 P
′
5
0 . . . 0
∞ . . .∞ 0 . . . 0 0 . . . 0 0 . . . 0 ∞ . . .∞ 0 . . . 0
∞ . . .∞ 0 . . . 0 0 . . . 0 ∞ . . .∞ 0 . . . 0 0 . . . 0
∞ . . .∞ 0 . . . 0 ∞ . . .∞ 0 . . . 0 0 . . . 0 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
s0
∞ . . .∞︸ ︷︷ ︸
s1
0 . . . 0︸ ︷︷ ︸
s2
0 . . . 0︸ ︷︷ ︸
s3
0 . . . 0︸ ︷︷ ︸
s4
0 . . . 0︸ ︷︷ ︸
s5

,
and the matrix (P ′1| . . . |P
′
5) contains at least one 0. From item 2 it also follows that
the minimal element of every column of V equals 0.
4. Let us assume that the column (∞∞ ) appears in at least two of matrices
P ′1, . . . , P
′
5. The corresponding numbers of columns of V are denoted by τ1 and τ2.
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We assume w.l.o.g. that τ1 ∈ {s0 + 1, . . . , s0 + s1}. Then by (3.11), [P(V )]5τ1 = 0,
[P(V )]6τ1 = ∞, [P(V )]6τ2 = 0. If the first two rows of P(V ) coincide, then we
add a small enough ε > 0 to every element of the last four rows of V and obtain a
contradiction with the minimality of s1 + . . .+ s5, assumed by item 2.
If otherwise the first two rows of P(V ) are different, then v1τ0 6= v2τ0 for some
τ0. W.l.o.g. we assume v1τ0 > 0, v2τ0 = 0. Then the matrix
P(V )[5, 6, 2, 1|τ1, τ2, τ0, 1] =

0 π1 π2 ∞
∞ 0 π3 ∞
∞ ∞ 0 0
∞ ∞ ∞ 0

is B-tropically singular, so Lemma 2.6 implies that rkt(V ) ≥ 4.
The contradiction obtained shows that (∞∞ ) appears as a column of at most one
of the matrices P ′1, . . . , P
′
5. In particular, we assume w.l.o.g. that (
∞
∞ ) appears as
a column of none of P ′2, P
′
3, P
′
4.
5. By Lemma 2.9, rkt(V [2, 3, 4, 5, 6]) ≤ 3. Now Theorem 1.8 shows that
rkK(V [2, 3, 4, 5, 6]) ≤ 3. By Definition 1.6, there exists a matrix F
′ such that
V [2, 3, 4, 5, 6] = degF ′ and rank(F ′) ≤ 3.
6. By item 5, every four columns of F ′ are linearly dependent over K. In
particular, for every j ∈ {1, . . . , n} it holds that
(3.12) λ21f
′
2j+λ41f
′
4j+λ51f
′
5j+λ61f
′
6j = 0, λ22f
′
2j+λ32f
′
3j+λ42f
′
4j+λ62f
′
6j = 0.
We set also λ11 = λ31 = λ12 = λ52 = 0.
7. Multiplying the equations (3.12) by elements from K∗, we assume w.l.o.g.
that min6k=1{degλk1} = min
6
k=1{degλk2} = 0. By Lemma 2.11, the tu-
ples (deg λ21 degλ41 degλ51 degλ61) and (degλ22 deg λ32 deg λ42 deg λ62) realize
the tropical dependence of rows of W [2, 4, 5, 6] and W [2, 3, 4, 6], respectively.
8. By item 1, s1 > 0, thus Lemma 2.4 implies that deg λ41 = deg λ51 = deg λ32 =
degλ42 = 0, and the numbers degλ21, deg λ22 are positive. Analogously, if s3+s4 6=
0, then degλ62 = 0; if s2 + s3 6= 0, then deg λ61 = 0.
9. Since rkt(V ) ≤ 3, there is a tuple (h1h2h5h6) ∈ T
4, min{h1, h2, h5, h6} = 0,
that realizes the tropical dependence of rows of W [1, 2, 5, 6]. Then by Lemma 2.4,
h1 = h2 = 0. We set λ13, λ23, and λ53 to be arbitrary elements from K of the
degrees h1, h2, and h5, respectively. Set also λ33 = λ43 = 0.
10. Further, we denote ρ1 = λ61λ53, ρ2 = λ51λ63, ρ3 = (λ42λ61 − λ62λ41)λ53,
ρ4 = λ42λ51λ63. From the infiniteness of C it follows that there exists λ63 ∈
K such that degλ63 = h6, deg(ρ1 − ρ2) = min{deg ρ1, deg ρ2}, deg(ρ3 − ρ4) =
min{deg ρ3, deg ρ4}. So we have defined the elements {λki} for every k ∈ {1, . . . , 6},
i ∈ {1, 2, 3}. The matrix (λki) is further denoted by Λ ∈ K
6×3.
11. If s2 6= 0, then from item 8 and (3.12) it follows that deg(λ41f
′
4,s1+1 +
λ61f
′
6,s1+1) > 0, deg(λ42f
′
4,s1+1+λ62f
′
6,s1+1) = 0. Thus if s2 6= 0, then deg(λ41λ62−
λ42λ61) = 0. In the same way, we can prove that if s4 6= 0, then also deg(λ41λ62 −
λ42λ61) = 0.
12. We start the construction of a matrix F∈K6×n such that degF=V and
(3.13) λ1if1j + λ2if2j + λ3if3j + λ4if4j + λ5if5j + λ6if6j = 0
for any i ∈ {1, 2, 3}, j ∈ {1, . . . , n}. We consider the five cases.
16 YAROSLAV SHITOV
Case A. Let us assume that j ∈ {1, . . . , n} is such that the minimum in
(3.14)
6
min
θ=1
{degλθ3 + vθj}
is attained if and only if θ ∈ {1, 2}. From item 9 it then follows that v1j = v2j . Set
fkj = f
′
kj for k 6= 1, set also
(3.15) f1j =
−λ23f2j − λ53f5j − λ63f6j
λ13
.
The only term of degree v2j in the numerator is λ23f2j, all the other terms have
greater degrees, so deg f1j = v2j = v1j . Hence from item 5 it follows that deg fkj =
vkj for every k ∈ {1, 2, 3, 4, 5, 6}. The equations (3.13) for i = 1 and i = 2 now
follow from item 6, for i = 3 from (3.15).
Case B. Now we assume j ∈ {s0+1, . . . , s0+s1, s0+s1+s2+s3+s4+1, . . . , n}
and consider the two possible cases.
Case B1. Let θ = 5 and θ = 6 provide the minimum for (3.14). Then
v6j = h5 − h6 and min
6
θ=1{degλθ3 + vθj} = h5. Now items 8 and 9 imply that
deg detΛ[3, 4, 5] = h5, deg det Λ[3, 4, 6] = h6, and for any i
′ ∈ {1, 2} it holds that
min6θ=1{degλθi′ + vθj} = 0. From item 10 it also follows that deg detΛ[3, 5, 6] =
deg detΛ[4, 5, 6] = h6. Thus we see that the matrix Λ ∈ K
6×3, the tuple
(v1j , . . . , v6j), and the indexes {3, 4, 5, 6} satisfy the conditions of Lemma 2.12.
This implies that for some f1j, . . . , f6j ∈ K it holds that deg fkj = vkj for any
k ∈ {1, 2, 3, 4, 5, 6}, and the equations (3.13) hold for i ∈ {1, 2, 3}.
Case B2. Let either θ = 1 or θ = 2 provide the minimum for (3.14). We set
f6j = t
v6j . By Lemma 2.13, there exists ξ ∈ C∗ such that
(3.16) deg (λ53ξ + λ63f6j) = min{degλ53, degλ63 + v6j},
(3.17) deg (λ51ξ + λ61f6j) = 0,
(3.18) deg
(
λ42λ51
λ41
ξ +
(
λ42λ61
λ41
− λ62
)
f6j
)
= 0.
We set f5j = ξ. We see that deg f5j = v5j , deg f6j = v6j . Since the minimum
in (3.14) is provided by either θ = 1 or θ = 2, from (3.16) it follows that there
exist elements f1j , f2j ∈ K such that deg f1j = v1j , deg f2j = v2j , λ13f1j+λ23f2j+
λ53f5j + λ63f6j = 0. In this case, the condition (3.13) holds for i = 3 for any f3j
and f4j because item 9 implies that λ33 = λ43 = 0.
Further, we set
(3.19) f4j =
−λ21f2j − λ51f5j − λ61f6j
λ41
, f3j =
−λ22f2j − λ42f4j − λ62f6j
λ32
.
By item 6, λ11 = λ31 = λ12 = λ52 = 0, thus the conditions (3.13) with i = 1 and
i = 2 follow from (3.19).
Finally, item 8 implies that deg(λ21f2j) > 0, so from (3.17) it follows that
f4j = 0 = v4j . In the definition of f3j, we substitute the values of f4j and f5j by
their expressions and obtain
f3j =
λ42λ51
λ32λ41
ξ +
(
λ61λ42
λ32λ41
−
λ62
λ32
)
f6j +
(
λ21λ42
λ32λ41
−
λ22
λ32
)
f2j .
From item 8 and (3.18) it follows that f3j = 0 = v3j . This completes the consider-
ation of Case B2.
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Item 9 shows that (deg λ13, degλ23, degλ53, degλ63) realizes the tropical depen-
dence of rows of V [1, 2, 5, 6], so Cases B1 and B2 cover all the possibilities. The
consideration of Case B is complete.
Case C. Now we assume that j ∈ {s0 + s1 + 1, . . . , s0 + s1 + s2}, and that the
assumption of Case A fails to hold for j.
C1. Item 4 shows that vg1j = 0 for some g1 ∈ {1, 2}, item 9 now implies that
degλg13 = 0. Thus the minimum in (3.14) is attained for θ = g1. By item 9, the
tuple (deg λ13, degλ23, degλ53, deg λ63) realizes the tropical dependence of rows of
V [1, 2, 5, 6], thus the minimum in (3.14) is also attained for some g2 6= g1. Since
the assumption of Case A fails to hold for j, we assume w.l.o.g. that g2 /∈ {1, 2}.
From the equation (3.11) it follows that g2 6= 5, from item 9 that g2 /∈ {3, 4}, so
g2 = 6. Then deg λ63 + v6j = deg λg13 + vg1j = 0, i.e. degλ63 = 0.
C2. Now from items 8 and 9 it follows that deg detΛ[g1, 3, 4] =
deg detΛ[g1, 3, 6] = 0, and for any i ∈ {1, 2, 3} it holds that min
6
θ=1{degλθi+vθj} =
0. The equality deg detΛ[g1, 4, 6] = 0 follows from item 11, deg detΛ[3, 4, 6] = 0
from items 8 and C1. Thus we see that the matrix Λ ∈ K6×3, the tuple
(v1j , . . . , v6j), and the indexes {g1, 3, 4, 6} satisfy the conditions of Lemma 2.12.
This implies that for some f1j, . . . , f6j ∈ K it holds that deg fkj = vkj for any
k ∈ {1, 2, 3, 4, 5, 6}, and the equations (3.13) hold for i ∈ {1, 2, 3}.
Case D. Let us now assume that j ∈ {s0 + s1 + s2 + 1, . . . , s0 + s1 + s2 + s3},
and that the assumption of Case A fails to hold for j. The argument similar
to one of item C1 shows that the minimum in (3.14) is then attained for some
θ1 ∈ {1, 2} and θ2 ∈ {5, 6}, we also obtain that degλθ23 = 0. Now items 8
and 9 imply that deg detΛ[θ1, 3, 5] = deg detΛ[θ1, 3, 6] = deg detΛ[θ1, 5, 6] = 0,
and for any i ∈ {1, 2, 3} it holds that min6θ=1{degλθi + vθj} = 0. The equality
deg detΛ[3, 5, 6] = 0 follows from item 10. Thus we see that the matrix Λ ∈
K6×3, the tuple (v1j , . . . , v6j), and the indexes {θ1, 3, 5, 6} satisfy the conditions of
Lemma 2.12. This implies that for some f1j , . . . , f6j ∈ K it holds that deg fkj = vkj
for any k ∈ {1, 2, 3, 4, 5, 6}, and the equations (3.13) hold for i ∈ {1, 2, 3}.
Case E. Now assume that j ∈ {s0+s1+s2+s3+1, . . . , s0+s1+s2+s3+s4}, and
that the assumption of Case A fails to hold for j. The argument similar to one of
item C1 shows that the minimum in (3.14) is then attained for some θ′1 ∈ {1, 2} and
θ′2 ∈ {5, 6}. Now item 8 implies that deg detΛ[θ
′
1, 4, 5] = deg detΛ[θ
′
1, 5, 6] = 0, and
for any i ∈ {1, 2, 3} it holds that min6θ=1{degλθi+vθj} = 0. From items 8 and 11 it
also follows that deg detΛ[θ′1, 4, 6] = 0, from item 10 that deg detΛ[4, 5, 6] = 0.
Thus we see that the matrix Λ ∈ K6×3, the tuple (v1j , . . . , v6j), and the in-
dexes {θ′1, 4, 5, 6} satisfy the conditions of Lemma 2.12. This implies that for some
f1j, . . . , f6j ∈ K it holds that deg fkj = vkj for any k ∈ {1, 2, 3, 4, 5, 6}, and the
equations (3.13) hold for i ∈ {1, 2, 3}.
Now we note that Cases A–E cover all the possibilities for the number of column
j. Indeed, item 9 implies that the numbers j′ ∈ {1, . . . , s0} satisfy the assumption
of Case A. All the other possibilities have been considered in Cases B–E. Thus we
see that there exists a matrix F such that V = degF , and the conditions (3.13)
hold for every i ∈ {1, 2, 3} and j ∈ {1, . . . , n}. By the construction of Λ, this implies
that every row of F is a linear combination of its 2nd, 4th, and 6th rows. This
shows that rank(F ) ≤ 3. By Definition 1.6, rkK(W ) ≤ 3. The contradiction with
item 1 shows that no such W exists. 
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3.3. Case (iv). This subsection deals with case (iv) of Theorem 3.1. We start with
the following lemmas.
Lemma 3.4. Let the tropical rank of a matrix M ∈ R4×n be at most 3. Let
(
0
∞
∞
∞
)
appear as a column of P(M), the rows of P(M)[2, 3, 4] be pairwise different, every
row of P(M) contain at least one 0. Then there exists a positive number x such
that the tuple (x, 0, 0, 0) realizes the tropical dependence of rows of M .
Proof. By Theorem 2.16, there exists a tuple (x, a, b, c) realizing the tropical depen-
dence of rows of M . We assume w.l.o.g. that min{x, a, b, c} = 0. From Lemma 2.4
it then follows that x > 0 and a = b = c = 0. 
Lemma 3.5. Let a matrix W realize case (iv) of Theorem 3.1. Then there exist
positive numbers x and y such that the tuples (0, 0, 0, x) and (y, 0, 0, 0) realize the
tropical dependence of rows of W [1, 2, 3, 4] and W [3, 4, 5, 6], respectively.
Proof. 1. Under the assumptions of (iv), the matrix W is such that rkt(W ) = 3,
rkK(W ) > 3, and
P(W ) =

0 . . . 0 ∞ . . .∞
0 . . . 0 ∞ . . .∞ P ′
0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0
∞ . . .∞ 0 . . . 0 P ′′
∞ . . .∞︸ ︷︷ ︸
p
0 . . . 0︸ ︷︷ ︸
q
︸︷︷︸
r

,
where p and q are nonzero, r may equal zero, every column of P ′ and every column
of P ′′ contain at least two zeros. By Lemma 2.8, w.l.o.g. we assume that the
minimal element of every column of W equals 0.
2. We will only prove that (y, 0, 0, 0) realizes the tropical dependence of
W [3, 4, 5, 6] for some y > 0. The case of W [1, 2, 3, 4] can be considered in the
same way. The two cases are possible.
Case A. Let the element∞ appear as an entry of P ′′. In this case, if some rows
of P ′′ coincide, then we add a small enough −ε < 0 to every element of the last
three rows of W . By Definition 2.1, the matrix obtained satisfies up to p.r.c. the
conditions of case (v) of Theorem 3.1.
The contradiction with Theorem 3.2 shows that the rows of P ′′ are pairwise
different. Then Lemma 3.4 completes the consideration of Case A.
Case B. Let the matrix P ′′ consist of zero elements. This case is treated by
reductio ad absurdum. We assume that for every y > 0 the tuple (y, 0, 0, 0) does
not realize the tropical dependence of rows of W [3, 4, 5, 6].
B1. Then, by Definition 1.3, there exist j1, j2 ∈ {1, . . . , p} such that the min-
imum over the set {w4j1 , w5j1 , w6j1 , w4j2 , w5j2 , w6j2} is attained exactly once. We
assume w.l.o.g. that a = w4j1 < min{w5j1 , w6j1 , w4j2 , w5j2 , w6j2}.
B2. By J ′ we denote the set of all j such that w4j , w5j , w6j are not all equal.
We set
a′ = min
i∈{4,5,6},j∈J′
{wij}.
By item B1, j1 ∈ J
′ and a′ ≤ a.
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B3. We now add −a′ to every element of the last three rows of W . By Defini-
tion 2.1, the pattern of the matrix V obtained is
(3.20) P(V ) =

0 . . . 0
0 . . . 0 P̂
0 . . . 0
0 . . . 0
P˜ 0 . . . 0
0 . . . 0
 ,
where P˜ contains at least one 0, and
(
0
0
0
)
does not appear as a column of P˜ . Note
that by item B1, the j2-th column of P˜ is
(
∞
∞
∞
)
. We consider the two possible
cases.
B4. Assume that the last two rows of P˜ are different. Then w.l.o.g. we assume
that [P(V )]5j0 = 0, [P(V )]6j0 = ∞ for some j0. This implies that v6j0 > v5j0 = 0.
By item B3, we have
V [3, 4, 5, 6|j2, j1, j0, p
′ + 1] =

0 0 0 z1
w4j2 − a
′ a− a′ z2 0
w5j2 − a
′ w5j1 − a
′ 0 0
w6j2 − a
′ w6j1 − a
′ v6j0 0
 ,
where z1, z2 are nonnegative numbers. Item B1 implies that a − a
′ <
min{w5j1 − a
′, w6j1 − a
′, w4j2 − a
′, w5j2 − a
′, w6j2 − a
′}. Thus by Definition 1.1,
V [3, 4, 5, 6|j2, j1, j0, p
′ + 1] is tropically nonsingular. Thus rkt(W ) ≥ 4, so we have
a contradiction with item 1.
B5. So item B4 shows that the last two rows of P˜ coincide.
B5.1. In this case, if the first row of P˜ contains at least one 0, then we add a
small enough ε > 0 to every element of the first four rows of V . By Definition 2.1,
the matrix obtained up to p.r.c. satisfies the conditions of case (ii) of Theorem 3.1.
This contradicts Theorem 3.3.
B5.2. If otherwise the elements of the first row of P˜ are all equal to ∞, then
we add a small enough −ε < 0 to every element of the last three rows of V . By
Definition 2.1, the matrix obtained up to p.r.c. satisfies the conditions of case (v)
of Theorem 3.1. This contradicts Theorem 3.2.
The contradiction obtained completes the consideration of Case B, showing that
the tuple (y, 0, 0, 0) realizes the tropical dependence of rows ofW [3, 4, 5, 6] for some
y > 0. 
We are now ready to prove the main result of this subsection.
Theorem 3.6. Case (iv) of Theorem 3.1 is not realizable.
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Proof. 1. Let a matrix W realize case (iv), then rkt(W ) = 3, rkK(W ) > 3. Also,
then by Lemma 2.8, we can assume w.l.o.g. that W is nonnegative and
(3.21) W =

0 . . . 0
0 . . . 0 P˜ ′ P ′
0 . . . 0
0 . . . 0
P˜ ′′ 0 . . . 0 P ′′︸︷︷︸
p
0 . . . 0︸ ︷︷ ︸
q
︸︷︷︸
r

,
where the matrices P˜ ′ and P˜ ′′ consist of positive elements, every column of P ′ and
P ′′ contains at least two zeros.
2. By Lemma 3.5, there exist positive numbers a, b such that the tuples
(0, 0, 0, a) and (b, 0, 0, 0) realize the tropical dependence of rows of W [1, 2, 3, 4] and
W [3, 4, 5, 6], respectively.
3. By Λ ∈ K3×3 we denote a matrix whose entries have the degree 0, cofactors
the degree a, determinant the degree 2a+ b. To be definite, set
Λ =
 1 + ta 1 11 1 + ta 1
1 1 22+ta + t
a+b
 .
4. We will show that for every j ∈ {1, . . . , n} there exist elements f1j , . . . , f6j of
the degrees w1j , . . . , w6j , respectively, such that
(3.22) Λ
 f1jf2j
f3j
 =
 taf4jtaf5j
taf6j
 .
We consider the possible cases.
Case A. Assume that j ∈ {1, . . . , p}, and the minimum over the set
{w4j , w5j , w6j} is attained exactly once. From item 2 it now follows that
min{w4j , w5j , w6j} = b. Then for every i
′ ∈ {1, 2, 3} the element
fi′j =
ta+w4jΛ1i′ + t
a+w5jΛ2i′ + t
a+w6jΛ3i′
detΛ
has a zero degree. We also set f4j = t
w4j , f5j = t
w5j , f6j = t
w6j . The Cramer’s
rule for solving linear systems shows that f1j, . . . , f6j satisfy the condition (3.22).
Case B. Assume that j ∈ {1, . . . , p}, and the minimum over the set
{w4j , w5j , w6j} is attained at least twice. From item 2 it now follows that
min{w4j , w5j , w6j} = c ≤ b. Equation (3.21) implies that c > 0. We assume w.l.o.g.
that w4j = w5j = c, w6j = d ≥ c. Then the degree of
(3.23) f5j = −
γ1t
cΛ11
Λ21
−
tdΛ31
Λ21
+ tb
equals c for some γ1 ∈ C
∗. We also set f4j = γ1t
c, f6j = t
d.
Now for i′ ∈ {1, 2, 3} we set
fi′j =
taf4j
(
Λ1i′ −
Λ2i′Λ11
Λ21
)
+ taf6j
(
Λ3i′ −
Λ2i′Λ31
Λ21
)
+ ta+bΛ2i′
detΛ
.
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Item 3 implies that f1j = f2j = f3j = 0. From (3.23) it follows that
fi′j =
taf4jΛ1i′ + t
af5jΛ2i′ + t
af6jΛ3i′
detΛ
,
so the Cramer’s rule implies the condition (3.22).
Case C. Now assume that j ∈ {p + 1, . . . , p + q}, and the minimum over
the set {w1j , w2j , w3j} is attained exactly once. From item 2 it now follows that
min{w1j , w2j , w3j} = a. Then for every i
′ ∈ {1, 2, 3} the element
fi′+3,j = t
−a (λi′1t
w1j + λi′2t
w2j + λi′3t
w3j )
has a zero degree. We set f1j = t
w1j , f2j = t
w2j , f3j = t
w3j . These settings satisfy
the condition (3.22).
Case D. Assume that j ∈ {p + 1, . . . , p + q}, and the minimum over the
set {w1j , w2j , w3j} is attained at least twice. From item 2 it now follows that
min{w1j , w2j , w3j} = h ≤ a. Equation (3.21) implies that h > 0. We assume
w.l.o.g. that w1j = w2j = h, w3j = g ≥ h. Then the degree of
(3.24) f2j = −
γ2t
hλ11
λ12
−
tgλ13
λ12
+ ta
equals h for some γ2 ∈ C
∗. We also set f1j = γ2t
h, f3j = t
g.
Now for i′ ∈ {1, 2, 3} we set fi′+3,j = t
−a (λi′1f1j + λi′2f2j + λi′3f3j) . These
settings satisfy the condition (3.22). From (3.24) it now follows that
fi′+3,j =
γ2t
h
(
λi′1 −
λ11λi′2
λ12
)
+ tg
(
λi′3 −
λ13λi′2
λ12
)
+ λi′2t
a
ta
,
so item 3 implies that f4j = f5j = f6j = 0.
Case E. Finally, let j ∈ {p+ q+1, . . . , n}. By item 1, it can be assumed w.l.o.g.
that w1j = w2j = 0 = w4j = w5j = 0, w3j = α ≥ 0, w6j = β ≥ 0. Then all but one
complex numbers ζ are such that the element
f4j = −
ζΛ23
Λ13
−
tβΛ33
Λ13
+ tb+α
has a zero degree. We also assume ζ 6= 0 and set f5j = ζ, f6j = t
β . We also set
fi′j =
taf4jΛ1i′ + t
af5jΛ2i′ + t
af6jΛ3i′
detΛ
for i′ ∈ {1, 2, 3}, then the Cramer’s rule implies the condition (3.22).
Our settings imply that for i′ ∈ {1, 2, 3} it holds that
fi′j =
ta+β
(
Λ3i′ −
Λ33Λ1i′
Λ13
)
+ ζta
(
Λ2i′ −
Λ23Λ1i′
Λ13
)
+ ta+b+αΛ1i′
detΛ
,
in particular, f3j =
ta+b+αΛ13
detΛ . From item 3 it follows that deg f3j = α, and all but
one or two complexes ζ are such that deg f1j = deg f2j = 0. The infiniteness of C
implies that there exists ζ ∈ C such that deg fij = wij for every i ∈ {1, 2, 3, 4, 5, 6}.
Cases A–E cover all the possibilities, so there exists a lift F of W such that the
condition (3.22) is satisfied. Thus rankF ≤ 3, so by Definition 1.6, rkK(W ) ≤ 3.
The contradiction with item 1 shows that no such W exists. 
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3.4. Case (iii). This subsection is devoted to case (iii) of Theorem 3.1. We need
the following lemma.
Lemma 3.7. Let a matrix W realize case (iii) of Theorem 3.1, {r1, r2, r3} be a
support of some column of P(W ), {r4, r5, r6} = {1, . . . , 6} \ {r1, r2, r3}. Then the
rows of P(W )[r4, r5, r6] are pairwise distinct.
Proof. Assume the converse. Then w.l.o.g. we can assume that {r1, r2, r3} =
{1, 2, 3}, and that the fourth and fifth rows of P(W ) coincide. Then
P(W ) =

0 . . . 0
0 . . . 0 P2 P3 P4
0 . . . 0
∞ . . .∞ 0 . . . 0 0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0 0 . . . 0 ∞ . . .∞
∞ . . .∞︸ ︷︷ ︸
h1
0 . . . 0︸ ︷︷ ︸
h2
∞ . . .∞︸ ︷︷ ︸
h3
0 . . . 0︸ ︷︷ ︸
h4

,
where h2, h3, and h4 may equal 0. The assumptions of case (iii) imply that indeed
h4 = 0. Moreover, Theorem 3.1 requires every row of P(W ) to contain at least one
0, so we have h2 6= 0.
Now we add a small enough ε > 0 to every element of the first three rows of W .
By Definition 2.1, the matrix obtained satisfies up to p.r.c. the conditions of either
case (v) (if h3 6= 0) or case (iv) (if h3 = 0) of Theorem 3.1. The contradiction with
Theorems 3.2 and 3.6 completes the proof. 
Theorem 3.8. Case (iii) of Theorem 3.1 is not realizable.
Proof. 1. Let a matrix W realize case (iii). Then, in particular, rkt(W ) = 3,
rkK(W ) > 3, and
(3.25) P(W ) =

0 . . . 0 0 . . . 0 ∞ . . .∞ ∞ . . .∞
0 . . . 0 ∞ . . .∞ 0 . . . 0 ∞ . . .∞
0 . . . 0 ∞ . . .∞ ∞ . . .∞ 0 . . . 0 P ′
∞ . . .∞ 0 . . . 0 0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0 ∞ . . .∞ 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
q1
∞ . . .∞︸ ︷︷ ︸
q2
0 . . . 0︸ ︷︷ ︸
q3
0 . . . 0︸ ︷︷ ︸
q4

,
where any of q1, . . . , q4 may equal 0.
2. By Lemma 2.8, w.l.o.g. we assume that the minimal element of every column
of W equals 0.
3. If q1 6= 0, then Lemmas 3.4 and 3.7 imply that there exists a > 0 such that the
tuple (a, 0, 0, 0) realizes the tropical dependence of rows of W [3, 4, 5, 6]. If q1 = 0,
then we set a = 0.
Analogously, if q2 6= 0, then there exists b > 0 such that (b, 0, 0, 0) realizes the
tropical dependence of rows of W [1, 2, 3, 6]. If q2 = 0, then we set b = 0.
If q3 6= 0, then there exists c > 0 such that the tuple (0, c, 0, 0) realizes the
tropical dependence of rows of W [1, 2, 3, 5]. If q3 = 0, then we set c = 0.
If q4 6= 0, then there exists d > 0 such that the tuple (0, 0, d, 0) realizes the
tropical dependence of rows of W [1, 2, 3, 4]. If q4 = 0, then we set d = 0.
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4. We set
Λ =

2 + ta 1 −tb
1 2tc 1
5td 1 2+t
b−10tb+c+d−5td
−1+4tc+2ta+c
−1 0 0
0 −1 0
0 0 −1
 .
We also denote L = Λ[1, 2, 3].
5. Let g1, g2, g3 ∈ {1, 2, 3, 4, 5, 6} be pairwise distinct numbers. One can check
that deg det Λ[g1, g2, g3] = 0 if {g1, g2, g3} is a support of no column of P(W ).
Also, the computation shows that deg detL = a, and every cofactor of L has a zero
degree.
6. We will show that for every j ∈ {1, . . . , n} there exist elements f1j , . . . , f6j of
the degrees w1j , . . . , w6j , respectively, such that
(3.26) λ1if1j + . . .+ λ6if6j = 0 for every i ∈ {1, 2, 3}.
We consider the four cases.
Case A. First, assume that j ∈ {1, . . . , q1}, and the minimum over the
set {w4j , w5j , w6j} is attained exactly once. From item 3 it now follows that
min{w4j , w5j , w6j} = a. Then by item 5, for every i
′ ∈ {1, 2, 3} the element
fi′j =
tw4jLi′1 + t
w5jLi′2 + t
w6jLi′3
detL
has a zero degree. We also set f4j = t
w4j , f5j = t
w5j , f6j = t
w6j . The Cramer’s
rule for solving linear systems shows f1j , . . . , f6j to satisfy the conditions (3.26).
Case B. Assume that j ∈ {1, . . . , q1}, and the minimum over the set
{w4j , w5j , w6j} is attained at least twice. From item 3 it now follows that
min{w4j , w5j , w6j} = h ≤ a. Equation (3.25) implies that h > 0. We assume
w.l.o.g. that w4j = w5j = h, w6j = u ≥ h. Then the degree of
(3.27) f5j = −
γthL11
L12
−
tuL13
L12
+ ta
equals h for some γ ∈ C∗. We also set f4j = γt
h, f6j = t
u.
Now for i′ ∈ {1, 2, 3} we set
fi′j =
f4j
(
Li′1 −
Li′2L11
L12
)
+ f6j
(
Li′3 −
Li′2L13
L12
)
+ taLi′2
detL
.
Item 5 implies that f1j = f2j = f3j = 0. From (3.27) it follows that
fi′j =
f4jLi′1 + f5jLi′2 + f6jLi′3
detL
,
so the Cramer’s rule implies the conditions (3.26).
Case C. Now let j ∈ {q1 + 1, . . . , q1 + . . .+ q4}. We will consider only the case
when j ∈ {q1 + 1, . . . , q1 + q2} because the cases j ∈ {q1 + q2 + 1, . . . , q1 + q2 + q3}
and j ∈ {q1 + q2 + q3 + 1, . . . , q1 + . . .+ q4} can be considered in the same fashion.
Then by item 2, the tuple (deg λ13, degλ23, degλ33, degλ63) = (b, 0, 0, 0) realizes
the tropical dependence of rows of W [1, 2, 3, 6]. Now by Lemma 2.15, there exist
elements f1j , f2j , f3j, f6j ∈ K of degrees w1j , w2j , w3j , w6j , respectively, such that
λ13f1j + λ23f2j + λ33f3j + λ63f6j = 0. Items 1 and 3 imply that the elements
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f4j = λ11f1j +λ21f2j + λ31f3j and f5j = λ12f1j +λ22f2j +λ32f3j both have a zero
degree. These settings also satisfy the conditions (3.26).
Case D. Let j ∈ {q1 + . . . + q4 + 1, . . . , n}. By the assumptions of case (iii)
of Theorem 3.1, Suppj(P(W )) has a four-element subset {u, v, y, z} that includes
no support of a column of P(W ). Item 5 shows that deg detΛ[p, q, r] = 0 for any
distinct p, q, r ∈ {u, v, y, z}, items 2 and 4 that
∑3
h=1min
6
s=1{degλsr + wsj} =
0. Thus by Lemma 2.12, there exist elements f1j, . . . , f6j ∈ K of the degrees
w1j , . . . , w6j , respectively, such that the conditions (3.26) are satisfied.
Cases A–D cover all the possibilities, so there exists a lift F of W such that the
condition (3.26) is satisfied. Thus rankF ≤ 3, so by Definition 1.6, rkK(W ) ≤ 3.
The contradiction with item 1 shows that no such W exists. 
3.5. Case (i). To finalize the proof of the main result of this section, we need to
consider the case (i) of Theorem 3.1. We need to deal with matrices V ∈ R6×n of
a more general form, namely, when
(3.28) P(V ) =

0 . . . 0 P1 ∞ . . .∞
0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0 ∞ . . .∞
∞ . . .∞ P3 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
u1
︸︷︷︸
u2
0 . . . 0︸ ︷︷ ︸
u3

,
where P1 and P3 are matrices over B.
We introduce some notation to be used throughout this subsection. By L1 we
denote the set of all tuples {l1 = (l11, l
1
2, l
1
3, l
1
5)}, min{l
1
1, l
1
2, l
1
3, l
1
5} = 0, that realize
the tropical dependence of rows of V [1, 2, 3, 5]. By L2 we denote the set of all tuples
{l2 = (l21, l
2
3, l
2
4, l
2
5)}, min{l
2
1, l
2
3, l
2
4, l
2
5} = 0, that realize the tropical dependence of
rows of V [1, 3, 4, 5]. By L3 we denote the set of all tuples {l3 = (l31, l
3
3, l
3
5, l
3
6)},
min{l31, l
3
3, l
3
5, l
3
6} = 0, that realize the tropical dependence of rows of V [1, 3, 5, 6].
Let j ∈ {1, . . . , n}, l ∈ T4. By Θ1(l, j) we denote the set of all θ1 ∈ {1, 2, 3, 5}
that provide the minimum for minθ1{deg vθ1j + lθ1}. By Θ2(l, j) we denote the
set of all θ2 ∈ {1, 3, 4, 5} that provide the minimum for minθ2{deg vθ2j + lθ2}. By
Θ3(l, j) we denote the set of all θ3 ∈ {1, 3, 5, 6} that provide the minimum for
minθ3{deg vθ3j + lθ3}.
We need the following lemmas.
Lemma 3.9. Let a matrix V ∈ R6×n be such that (3.28) holds, and rkt(V ) = 3.
Assume that for every l1 ∈ L1, l3 ∈ L3, j′′ ∈ {u1 + 1, . . . , u1 + u2} it holds that∣∣Θ1(l1, j′′) ∪Θ3(l3, j′′)∣∣ ≥ 3. Assume also that for every l2 ∈ L2 there exists l3 ∈ L3
such that for every j′ ∈ {1, . . . , u1} it holds that
∣∣Θ2(l2, j′) ∪Θ3(l3, j′)∣∣ ≥ 3. Then
rkK(V ) = 3.
Proof. 1. From Lemma 2.4 it follows that l11 = l
1
2 = 0 for every l
1 ∈ L1, l
2
3 = l
2
4 = 0,
l21 > 0, l
2
5 > 0 for every l
2 ∈ L2, l
3
5 = l
3
6 = 0 for every l
3 ∈ L3.
2. Lemma 2.9 implies that rkt(V [1, 2, 3, 4, 5]) ≤ 3. Theorem 1.8 then shows
that rkK(V [1, 2, 3, 4, 5]) ≤ 3. By Definition 1.6, there exists F
′ ∈ K5×n such that
V [1, 2, 3, 4, 5] = degF ′ and rank(F ′) ≤ 3.
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3. Every four rows of F ′ are therefore linearly dependent over K. In particular,
for every j ∈ {1, . . . , n} it holds that
(3.29) λ11f
′
1j+λ21f
′
2j+λ31f
′
3j+λ51f
′
5j = 0, λ12f
′
1j+λ32f
′
3j+λ42f
′
4j+λ52f
′
5j = 0.
We set also λ41 = λ61 = λ22 = λ62 = 0. Multiplying the equations (3.29) by
elements from K∗, we assume w.l.o.g. that min6θ=1{degλθ1} = min
6
θ=1{degλθ2} =
0. Lemma 2.11 now shows that l1 = (degλ11 degλ21 deg λ31 deg λ51) ∈ L
1, l2 =
(degλ12 deg λ32 deg λ42 deg λ52) ∈ L
2.
4. By the assumption of the lemma, there exists l3 ∈ L3 such that∣∣Θ2(l2, j′) ∪Θ3(l3, j′)∣∣ ≥ 3 for every j′ ∈ {1, . . . , u1}. Now we set λ23 = λ43 = 0,
λ13 = ξ1t
l31 , λ33 = ξ3t
l33 , λ53 = ξ5t
l35 , λ63 = ξ6t
l36 . The infiniteness of C allows us to
find ξι ∈ C
∗ such that
(3.30) deg(λpi′λq3 − λqi′λp3) = min{degλpi′ + degλq3, deg λqi′ + deg λp3}
for every distinct p, q ∈ {1, 2, 3, 4, 5, 6} and every i′ ∈ {1, 2}.
5. We set fk′′′j′′′ = f
′
k′′′j′′′ for k
′′′ ∈ {1, 2, 3, 4, 5}, j′′′ ∈ {u1 + u2 + 1, . . . , n}. By
item 2, deg fk′′′j′′′ = vk′′′j′′′ . Set also
(3.31) f6j′′′ = −
λ13f1j′′′ + . . .+ λ53f5j′′′
λ63
.
Item 1 and the equation (3.28) imply that deg (λ53f5j′′′ ) = 0, and that all the other
terms in the numerator have a positive degree. So we get deg f6j′′′ = 0 = v6j′′′ .
Moreover, the equation (3.31) implies that the condition
(3.32) λ1if1j + λ2if2j + λ3if3j + λ4if4j + λ5if5j + λ6if6j = 0
holds for j ∈ {u1+u2+1, . . . , n}, i = 3. The equations (3.29) also show that (3.32)
holds for j ∈ {u1 + u2 + 1, . . . , n}, i ∈ {1, 2}.
6. Item 4 shows that for j′ ∈ {1, . . . , u1} the matrix
λ12 λ13
λ32 λ33
λ42 λ43
λ52 λ53
λ62 λ63

and the tuple (v1j′ , v3j′ , v4j′ , v5j′ , v6j′ ) satisfy the assumptions of Lemma 2.14.
Thus there exist f1j′ , f3j′ , f4j′ , f5j′ , f6j′ ∈ K such that deg fk′j′ = vk′j′ for
k′ ∈ {1, 3, 4, 5, 6}, and the conditions (3.32) hold for j ∈ {1, . . . , u1}, i ∈ {2, 3}.
We set
(3.33) f2j′ = −
λ11f1j′ + λ31f2j′ + . . .+ λ61f6j′
λ21
.
Item 1 and the equation (3.28) imply that deg (λ11f1j′) = 0, and that all the other
terms in the numerator have a positive degree. So we get deg f2j′ = 0 = v2j′ .
Moreover, (3.33) shows that (3.32) holds for j ∈ {1, . . . , u1}, i = 1.
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7. The assumption of the lemma shows that
∣∣Θ1(l1, j′′) ∪Θ3(l3, j′′)∣∣ ≥ 3 for
every j′′ ∈ {u1 + 1, . . . , u1 + u2}. The equations (3.30) then imply that the matrix
λ11 λ13
λ21 λ23
λ31 λ33
λ51 λ53
λ61 λ63

and the tuple (v1j′′ , v2j′′ , v3j′′ , v5j′′ , v6j′′ ) satisfy the assumptions of Lemma 2.14.
Thus there exist f1j′′ , f2j′′ , f3j′′ , f5j′′ , f6j′′ ∈ K such that deg fk′′j′′ = vk′′j′′ for
k′′ ∈ {1, 2, 3, 5, 6}, and the conditions (3.32) hold for j ∈ {u1 + 1, . . . , u1 + u2},
i ∈ {1, 3}. We set
(3.34) f4j′′ = −
λ12f1j′′ + λ22f2j′′ + λ32f3j′′ + λ52f5j′′ + λ62f6j′′
λ42
.
By items 1 and 3, deg (λ32f3j′′ ) = 0, and all the other terms in the numerator have
a positive degree. So we get deg f4j′′ = 0 = v4j′′ . Moreover, the equations (3.34)
imply that (3.32) holds for j ∈ {u1 + 1, . . . , u1 + u2}, i = 2.
8. Items 5–7 show that there exists a lift F ofW such that the condition (3.32) is
satisfied for any j ∈ {1, . . . , n}, i ∈ {1, 2, 3}. Thus rankF ≤ 3, so by Definition 1.6,
rkK(V ) ≤ 3. Now Theorem 1.7 shows that rkK(V ) = 3. 
Lemma 3.10. Let a matrix V ∈ R6×n be such that (3.28) holds, and rkt(V ) = 3.
Let for some l1 ∈ L1, l2 ∈ L2, l3 ∈ L3 it holds that
∣∣Θ2(l2, j′) ∪Θ3(l3, j′)∣∣ ≥ 3 for
every j′ ∈ {1, . . . , u1},
∣∣Θ1(l1, j′′) ∪Θ3(l3, j′′)∣∣ ≥ 3 for every j′′ ∈ {u1+1, . . . , u1+
u2},
∣∣Θ1(l1, j′′′) ∪Θ2(l2, j′′′)∣∣ ≥ 3 for every j′′′ ∈ {u1 + u2 + 1, . . . , n}. Then
rkK(V ) = 3.
Proof. 1. From Lemma 2.4 it follows that l11 = l
1
2 = 0, l
2
3 = l
2
4 = 0, l
2
1 > 0, l
2
5 > 0,
l35 = l
3
6 = 0.
2. For every k ∈ {1, 2, 3, 4, 5, 6}, i ∈ {1, 2, 3} we set
λki = ζkit
lik
if the value of lik is defined, and λki = 0 otherwise. The infiniteness of C allows us
to find ζki ∈ C
∗ such that
deg(λpi′λqi′′ − λqi′λpi′′ ) = min{degλpi′ + deg λqi′′ , degλqi′ + deg λpi′′}
for every distinct p, q ∈ {1, 2, 3, 4, 5, 6} and distinct i′, i′′ ∈ {1, 2, 3}. The matrix
(λki) is denoted by Λ ∈ K
6×3.
3. Let j′ ∈ {1, . . . , u1}, j
′′ ∈ {u1 + 1, . . . , u1 + u2}, j
′′′ ∈ {u1 + u2 +
1, . . . , n}. The assumptions of the lemma and item 2 show that the matrix
Λ[1, 2, 3, 4, 5|1, 2] and the tuple (v1j′′′ , v2j′′′ , v3j′′′ , v4j′′′ , v5j′′′ ) satisfy the assump-
tions of Lemma 2.14. We also see that the matrix Λ[1, 2, 3, 5, 6|1, 3] and the tuple
(v1j′′ , v2j′′ , v3j′′ , v5j′′ , v6j′′ ) satisfy Lemma 2.14, the matrix Λ[1, 3, 4, 5, 6|2, 3] and
the tuple (v1j′ , v3j′ , v4j′ , v5j′ , v6j′ ) satisfy Lemma 2.14. Thus there exist fk′j′ ,
fk′′j′′ , fk′′′j′′′ for k
′ ∈ {1, 3, 4, 5, 6}, k′′ ∈ {1, 2, 3, 5, 6}, k′′′ ∈ {1, 2, 3, 4, 5}, such
that deg fk′j′ = vk′j′ , deg fk′′j′′ = vk′′j′′ , deg fk′′′j′′′ = vk′′′j′′′ , and and the con-
ditions (3.32) hold for i ∈ {1, 2} if j ∈ {u1 + u2 + 1, . . . , n}, for i ∈ {1, 3} if
j ∈ {u1 + 1, . . . , u1 + u2}, for i ∈ {2, 3} if j ∈ {1, . . . , u1}.
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4. Now we define f2j′ , f4j′′ , f6j′′′ by (3.33), (3.34), (3.31), respectively. Note that
from item 1 and the equation (3.28) it follows that deg f2j′ = 0 = v2j′ , deg f4j′′ =
0 = v4j′′ , deg f6j′′′ = 0 = v6j′′′ .
5. Items 3–4 show that the matrix F constructed is a lift of V , and the con-
ditions (3.32) hold for every i ∈ {1, 2, 3}, j ∈ {1, . . . , n}. Thus rankF ≤ 3, so by
Definition 1.6, rkK(V ) ≤ 3. Now Theorem 1.7 implies that rkK(V ) = 3. 
Theorem 3.11. Let a matrix V ∈ R6×n be such that rkt(V ) = 3. Let P(V ) be
formed by the columns 
0
0
∞
∞
∞
∞
 ,

∞
∞
0
0
0
0
 ,

∞
∞
∞
∞
0
0
 .
Then rkK(V ) = 3.
Proof. 1. We have up to p.r.c. that
(3.35) P(V ) =

0 . . . 0 ∞ . . .∞ ∞ . . .∞
0 . . . 0 ∞ . . .∞ ∞ . . .∞
∞ . . .∞ 0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
u1
0 . . . 0︸ ︷︷ ︸
u2
0 . . . 0︸ ︷︷ ︸
u3

.
By Lemma 2.8, we can assume w.l.o.g. that the minimal element of every column
of V equals 0.
2. Lemma 2.4 shows that l11 = l
1
2 = 0, l
1
3 > 0, l
1
5 > 0 for every l
1 ∈ L1,
l23 = l
2
4 = 0, l
2
1 > 0, l
2
5 > 0 for every l
2 ∈ L2, l
3
5 = l
3
6 = 0, l
3
1 > 0, l
3
3 ≥ 0 for every
l3 ∈ L3.
3. Item 2 and the equation (3.35) imply that 6 ∈ Θ3(l
3, j′′) for every l3 ∈ L3,
j′′ ∈ {u1 + 1, . . . , u1 + u2}. Thus we obtain
∣∣Θ1(l1, j′′) ∪Θ3(l3, j′′)∣∣ ≥ 3 for every
l1 ∈ L1.
Now we consider the two special cases, A and B.
Case A. Let the cardinality of L2 be different from 1. Since rkt(V ) = 3, L
2
is not empty. Thus there are different elements containing in L2. Remember that
by item 2, l2 = (l21, 0, 0, l
2
5) for every l
2 ∈ L2. We have now the four cases to be
considered.
A1. Assume that the value of l21 is independent on l
2 ∈ L2. Then for every
l2 ∈ L2 and j ∈ {1, . . . , n} it holds that
∣∣Θ2(l2, j) \ {5}∣∣ ≥ 2. Item 2 thus shows
that
∣∣Θ1(l1, j) ∪Θ2(l2, j)∣∣ ≥ 3 for every l1 ∈ L1. From item 3 it then follows that
V up to p.r.c. satisfies the assumptions of Lemma 3.9, so rkK(V ) = 3.
A2. Assume that the value of l25 is independent on l
2 ∈ L2. Then for every
l2 ∈ L2 and j ∈ {1, . . . , n} it holds that
∣∣Θ2(l2, j) \ {1}∣∣ ≥ 2. Item 2 thus shows
that
∣∣Θ2(l2, j) ∪Θ3(l3, j)∣∣ ≥ 3 for every l3 ∈ L3. From item 3 it then follows that
V satisfies the assumptions of Lemma 3.9, so rkK(V ) = 3.
A3. Now let the value l21 − l
2
5 = d15 be independent of l
2 ∈ L2. Then by
Lemma 2.10, for every (l21, 0, 0, l
2
5) ∈ L
2 there exists a small enough ε > 0 such that
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either (l21+ε, 0, 0, l
2
5+ε) ∈ L
2 or (l21−ε, 0, 0, l
2
5−ε) ∈ L
2. This implies that for every
j ∈ {1, . . . , n} it holds that either {1, 5} ⊂ Θ2(l
2, j) or {3, 4} ⊂ Θ2(l
2, j). Thus
if d15 ≥ 0, then item 2 implies that
∣∣Θ1(l1, j) ∪Θ2(l2, j)∣∣ ≥ 3 for every l1 ∈ L1.
Analogously, if d15 ≤ 0, then
∣∣Θ2(l2, j) ∪Θ3(l3, j)∣∣ ≥ 3 for every l3 ∈ L3. From
item 3 it now follows that V up to p.r.c. satisfies the assumptions of Lemma 3.9,
so rkK(V ) = 3.
A4. Finally, let all the values l21, l
2
5, l
2
1 − l
2
5 depend on l
2 ∈ L2. Then by
Lemma 2.10, we can assume w.l.o.g. that there exist l2, l˜2, l̂2, l2 ∈ L2 such that
l21 > l
2
1, l̂
2
5 > l
2
5, l˜
2
1 ≥ l
2
1, l˜
2
5 ≥ l
2
5, l˜
2
5− l˜
2
1 6= l
2
5−l
2
1. Then we set h = min{l˜
2
1−l
2
1, l˜
2
5−l
2
5},
ℓ2 = (l21 + h, 0, 0, l
2
5 + h). Lemma 2.10 implies that ℓ
2 ∈ L2. Note that for every
j ∈ {1, . . . , n} it holds that either
∣∣Θ2(ℓ2, j)∣∣ ≥ 3 or Θ2(ℓ2, j) = {3, 4}. Thus we see
that the matrix V and the tuples l1,ℓ2,l3 satisfy the assumptions of Lemma 3.9, so
rkK(V ) = 3.
The cases A1–A4 cover all the possibilities, so under the assumptions of Case A
we obtain rkK(V ) = 3.
Case B. Now we assume that L2 is a singleton {l2}, and that for every l1 ∈ L1
it holds that l13 < l
1
5. We will prove that in this case rkK(V ) = 3.
B1. By Lemma 2.9, rkt(V [1, 2, 3, 4, 5]) ≤ 3. Theorem 1.8 implies that
rkK(V [1, 2, 3, 4, 5]) ≤ 3. Definition 1.6 now shows that there exists G
′′ ∈ K5×n
such that V [1, 2, 3, 4, 5] = degG′′ and rank(G′′) ≤ 3. Analogously, there exists G′
such that V [1, 3, 4, 5, 6] = degG′ and rank(G′) ≤ 3.
B2. Every four rows of G′ and of G′′ are therefore linearly dependent over K.
In particular, for every j ∈ {1, . . . , n} it holds that
(3.36) λ11g
′′
1j+λ21g
′′
2j+λ31g
′′
3j+λ51g
′′
5j = 0, λ12g
′′
1j+λ32g
′′
3j+λ42g
′′
4j+λ52g
′′
5j = 0,
(3.37) λ˜12g
′
1j+ λ˜32g
′
3j+ λ˜42g
′
4j+ λ˜52g
′
5j = 0, λ13g
′
1j+λ33g
′
3j+λ53g
′
5j+λ63g
′
6j = 0.
We also set λ41=λ61=λ22=λ62=λ˜22=λ˜62=λ23=λ43=0. Multiplying the equa-
tions (3.36) and (3.37) by elements from K∗, we assume w.l.o.g. that
6
min
θ=1
{degλθ1} =
6
min
θ=1
{degλθ2} =
6
min
θ=1
{deg λ˜θ2} =
6
min
θ=1
{degλθ3} = 0.
B3. From Lemma 2.11 it now follows that (degλ11 deg λ21 deg λ31 deg λ51) ∈
L1, (deg λ12 deg λ32 deg λ42 degλ52) ∈ L
2, (deg λ˜12 deg λ˜32 deg λ˜42 deg λ˜52) ∈ L
2,
(degλ13 deg λ33 deg λ53 deg λ63) ∈ L
3.
B4. The assumption of Case B shows that
(deg λ12 deg λ32 deg λ42 degλ52) = (deg λ˜12 deg λ˜32 deg λ˜42 deg λ˜52),
so, multiplying the rows of G′′ by elements of a zero degree from K, we assume
w.l.o.g. that (λ12λ32λ42λ52) = (λ˜12λ˜32λ˜42λ˜52).
B5. We also set gk′′j′′ = g
′′
k′′j′′ for k
′′ ∈ {1, 2, 3, 4, 5}, j′′ ∈ {u1 + u2 + 1, . . . , n},
then deg gk′′j′′ = vk′′j′′ . Set
(3.38) g6j′′ = −
λ13g1j′′ + . . .+ λ53g5j′′
λ63
.
Note that deg (λ53g5j′′) = 0, and by item 1, all the other terms in the numerator
have a positive degree. So we get deg g6j′′ = 0 = v6j′′ . Moreover, the equa-
tion (3.38) implies that the condition
(3.39) λ1ig1j + . . .+ λ6ig6j = 0
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holds for j ∈ {u1 + u2 + 1, . . . , n}, i = 3. The equation (3.36) shows that (3.39)
holds for j ∈ {u1 + u2 + 1, . . . , n}, i ∈ {1, 2}.
B6. We now set gk′j′ = g
′
k′j′ for k
′ ∈ {1, 3, 4, 5, 6}, j′ ∈ {1, . . . , u1}, then
deg gk′j′ = vk′j′ . Set
(3.40) g2j′ = −
λ11g1j′ + λ31g3j′ + . . .+ λ61g6j′
λ21
.
Note that deg (λ11g1j′) = 0, and by item 1, all the other terms in the numerator have
a positive degree. So we get deg g1j′ = 0 = v1j′ . Moreover, the equation (3.40) im-
plies that the condition (3.39) holds for j ∈ {1, . . . , u1}, i = 1. The equation (3.37)
shows that (3.39) holds for j ∈ {1, . . . , u1}, i ∈ {2, 3}.
B7. Finally, let  ∈ {u1 + 1, . . . , u1 + u2}.
B7.1. By item 2, deg λ53 = 0. The infiniteness of C therefore allows us to find
g3, g5 such that deg g3 = v3 = 0, deg g5 = v5 = 0, deg(λ33g3 + λ53g5) = 0.
B7.2. By item B3, (deg λ11 deg λ21 deg λ31 deg λ51) ∈ L
1, so from item the as-
sumption of Case B it follows that deg(λ31g3) < deg(λ51g5). The definition of
the set L1 now implies that either τ = 1 or τ = 2 provides the minimum for
min
τ∈{1,2,3,5}
{degλτ1 + vτ}. The infiniteness of C therefore allows us to find g1, g2
such that deg g1 = v1, deg g2 = v2, λ11g1 + λ21g2 + λ31g3 + λ51g5 = 0. By
item B2, λ41 = λ61 = 0, so the condition (3.39) holds for j ∈ {u1+1, . . . , u1+ u2},
i = 1 for any g4, g6.
B7.3. We set
(3.41) g6 = −
λ13g1 + λ33g3 + λ53g5
λ63
.
By item 1, deg (λ13g1) > 0, so from item B7.1 it follows that deg g6 = 0 = v6. By
item B2, λ23 = λ43 = 0, so the condition (3.39) holds for j ∈ {u1+1, . . . , u1+ u2},
i = 3 for any g4.
B7.4. We set
(3.42) g4 = −
λ12g1 + λ22g2 + λ32g3 + λ52g5 + λ62g6
λ42
.
Note that deg (λ32g3) = 0, and item 2 shows that all the other terms in the numer-
ator have a positive degree. So we obtain deg g4 = 0 = v4, and the equation (3.42)
shows that (3.39) holds for j ∈ {u1 + 1, . . . , u1 + u2}, i = 2.
B8. Items B5–B7 construct a lift G of V such that the conditions (3.39) hold
for every i ∈ {1, 2, 3}, j ∈ {1, . . . , n}. Thus rankG ≤ 3, so by Definition 1.6,
rkK(V ) ≤ 3. Now Theorem 1.7 implies that rkK(V ) = 3 and completes the
consideration of Case B.
Now we can finalize the proof of Theorem 3.11. This is done by reductio ad
absurdum.
F0. Indeed, assume rkK(V ) 6= 3.
F1. Cases A and B show that L2 = {l2}, and that ℓ15 ≤ ℓ
1
3 for some ℓ
1 ∈ L1.
F2. If for every j˜ ∈ {u1+ u2 +1, . . . , n} it holds that
∣∣∣Θ1(ℓ1, j˜) ∪Θ2(l2, j˜)∣∣∣ ≥ 3,
then item 3 shows that V satisfies up to p.r.c. the assumptions of Lemma 3.9. This
gives a contradiction with assumption F0.
Thus there exists j˜ ∈ {u1 + u2 + 1, . . . , n} such that
∣∣∣Θ1(ℓ1, j˜) ∪Θ2(l2, j˜)∣∣∣ = 2.
Items 2 and F1 now imply that l2 = (b, 0, 0, a+b) for some a, b > 0, and Θ1(ℓ
1, j˜) =
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Θ2(l
2, j˜) = {1, 5}. The j˜th column of V in this case has the form
a
α1
γ1
γ2
0
0
 ,
where α1 > a, γ1 > a+ b, γ2 > a+ b.
F3. Analogously, for l3 ∈ L3 there exists j˜′ ∈ {1, . . . , u1} such that∣∣∣Θ2(l2, j˜′) ∪Θ3(l3, j˜′)∣∣∣ = 2. Item 2 now implies that Θ2(l2, j˜′) = Θ3(l3, j˜′) = {1, 3},
so in this case the j˜′th column of V has the form
0
0
b
β1
ν1
ν2
 ,
where β1 > b, ν1 > b, ν2 > b.
F4. All the matrices that can be obtained from V by permutations of the first
two and of the second two rows also satisfy the assumptions of the theorem being
proved.
F5. Item F4 allows us to apply the result of items F2–F3 to the matrices con-
sidered in item F4, thus we see that the following columns appear in V :
(3.43)

0
0
b
β1
ν1
ν2
 ,

0
0
β2
b
ν3
ν4
 ,

0
0
b′
β′1
ν5
ν6
 ,

0
0
β′2
b′
ν7
ν8
 ,

a
α
γ1
γ2
0
0
 ,

α′
a′
γ′1
γ′2
0
0

where a′ > 0, b′ > 0, α > a, α′ > a′, γ1 > a+b, γ2 > a+b, γ
′
1 > a
′+b′, γ′2 > a
′+b′,
β1 > b, β2 > b, β
′
1 > b
′, β′2 > b
′, ν1, . . . , ν4 are greater than b, ν5, . . . , ν8 are greater
than b′.
F6. Item F4 allows us to assume w.l.o.g. that a ≤ a′, b ≤ b′. We consider the
matrix formed by the 1st, 3rd, 4th, and 5th rows of the 1st, 2nd, 5th, and 6th
columns of (3.43):
S =

0 0 a α′
b β2 γ1 γ
′
1
β1 b γ2 γ
′
2
ν1 ν3 0 0
 .
We note that the permanent of S equals a + 2b, and the minimum in (1.1) is
provided by the unique permutation (132) ∈ S4. By Definition 1.2, rkt(V ) ≥ 4.
The contradiction obtained shows that the assumption F0 fails to hold. Thus we
actually have rkK(V ) = 3. 
Theorem 3.12. Case (i) of Theorem 3.1 is not realizable.
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Proof. 1. Let a matrix V realize case (i), then rkt(V ) = 3, rkK(V ) > 3, and
(3.44) P(V ) =

0 . . . 0 ∞ . . .∞ ∞ . . .∞
0 . . . 0 ∞ . . .∞ ∞ . . .∞
∞ . . .∞ 0 . . . 0 ∞ . . .∞
∞ . . .∞ 0 . . . 0 ∞ . . .∞
∞ . . .∞ ∞ . . .∞ 0 . . . 0
∞ . . .∞︸ ︷︷ ︸
u1
∞ . . .∞︸ ︷︷ ︸
u2
0 . . . 0︸ ︷︷ ︸
u3

.
By Lemma 2.8, we can assume w.l.o.g. that the minimal element of every column
of V equals 0.
2. For i ∈ {1, 2, 3} we set
(3.45) µi = min
j∈{1,...,n}:v2i−1,j 6=v2i,j
{min {v2i−1,j , v2i,j}} .
Note that if µi =∞ (i.e., if v2i−1,j = v2i,j for any j ∈ {1, . . . , n}), then the (2i−1)-
th and 2i-th rows of V coincide. Then Theorem 1.8 implies that rkK(V ) = rkt(V )
and gives a contradiction. Thus µi ∈ R, item 1 implies that µi > 0.
3. By g(i) we denote any j ∈ {1, . . . , n} that provides the minimum for (3.45),
i.e. µi = min{v2i−1,g(i), v2i,g(i)}, v2i−1,g(i) 6= v2i,g(i).
4. After renumbering rows and columns of V we can assume w.l.o.g. that
g(1) ∈ {u1 + 1, . . . , u1 + u2}, g(3) ∈ {1, . . . , u1}.
Assume that min{v5j′ , v6j′} < µ3 for every j
′ ∈ {u1 + 1, . . . , u1 + u2}. Then by
item 2, v5j′ = v6j′ < µ3 for every j
′ ∈ {u1 + 1, . . . , u1 + u2}, so we have
u1+u2
min
j′=u1+1
{v5j} = µ3 < µ3.
Now we add −µ3 to every element of the last two rows of V and a small enough
−ε < 0 to every element of the first two. The matrix obtained then satisfies the
assumptions of Theorem 3.11 and gives a contradiction with item 1.
Therefore we have that min{v5h(3), v6h(3)} ≥ µ3 for some h(3) ∈ {u1+1, . . . , u1+
u2}. Analogously, we see that min{v1h(1), v2h(1)} ≥ µ1 for some h(1) ∈ {u1 + u2 +
1, . . . , n}.
5. From item 1 it follows that v3g = v4g = 0 for g ∈ {u1 + 1, . . . , u1 + u2}.
By item 4, v3g(1) = v4g(1) = 0, and the numbers v5g(1) and v6g(1) are positive.
Analogously, v1g(3) = v2g(3) = v5h(1) = v6h(1) = 0, v3g(3) > 0, v4g(3) > 0.
6. Assume that V contains columns (we denote the numbers of these columns
by γ1 and γ2, respectively) of both of the following forms:
(3.46)

µ1
ψ1
0
0
ω1
ω2
 ,
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(3.47)

ψ2
µ1
0
0
ω3
ω4
 ,
where ψ1 > µ1, ψ2 > µ1, and ω1, . . . , ω4 are all greater than µ1 + µ3. Let us note
that by item 5, the matrix V [5, 6, 1, 2|n, g(3), γ1, γ2] equals
S =

0 m′ ω1 ω3
0 m′′ ω2 ω4
χ1 0 µ1 ψ2
χ2 0 ψ1 µ1
 ,
where χ1, χ2 are positive. From item 3 it also follows that m
′ 6= m′′ and
min{m′,m′′} = µ3. The permanent of S equals 2µ1+µ3, and the minimum in (1.1)
is given by a unique permutation. Thus S is tropically non-singular, rkt(V ) ≥ 4.
The contradiction shows that at most one of (3.46) and (3.47) appears as a column
of V . We assume w.l.o.g. that (3.46) does not appear.
7. Let the tuple (l1, l2, l3, l5), min{l1, l2, l3, l5} = 0, realize the tropical depen-
dence of rows of V [1, 2, 3, 5]. Lemma 2.4 implies that l1=l2=0, l3 > 0, l5 > 0.
Assume that l3 6= µ1. Since the minimum over {v1g(1) + l1, v2g(1) + l2, v3g(1) +
l3, v5g(1)+ l5} = {v1g(1), v2g(1), l3, v5g(1)+ l5} is attained at least twice, item 3 shows
that l5 < min{l3, µ1}. Now from item 5 it follows that v5h(1) + l5 < min{l3, µ1},
from item 4 that min{v1h(1) + l1, v2h(1) + l2, v3h(1) + l3} ≥ min{l3, µ1}.
The contradiction with Definition 1.3 shows that l3 = µ1. If l5 < µ1, then item
5 implies that v5h(1) + l5 < µ1, item 4 that min{v1h(1), v2h(1), v3h(1) + µ1} ≥ µ1.
This also contradicts Definition 1.3, so l5 ≥ µ1.
8. From Theorem 2.16 it follows that every four rows of V are tropically de-
pendent. Item 7 shows that there exists y1 ∈ R, y1 ≥ µ1, such that the tuple
(0, 0, µ1, y1) realizes the tropical dependence of rows of V [1, 2, 3, 5]. The similar
argument shows that there exists y3 ∈ R, y3 ≥ µ3, such that the tuple (µ3, y3, 0, 0)
realizes the tropical dependence of rows of V [1, 3, 5, 6].
9. There are the two possible cases for the value of g(2). Case A, g(2) ∈
{u1 + u2 + 1, . . . , n}, and Case B, g(2) ∈ {1, . . . , u1}. We will consider these cases
separately.
Case A. So, let g(2) ∈ {u1 + u2 + 1, . . . , n}.
A1. The argument similar to one of item 4 shows that min{v3h(2), v4h(2)} ≥ µ2
for some h(2) ∈ {1, . . . , u1}.
A2. The argument similar to one of items 7–8 now shows that there exists y2 ∈ R,
y2 ≥ µ2, such that the tuple (y2, 0, 0, µ2) realizes the tropical dependence of rows
of V [1, 3, 4, 5].
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A3. The argument similar to one of item 6 allows us to assume w.l.o.g. that the
following columns do not appear in V :
µ1
ψ′
0
0
ω′1
ω′2
 ,

0
0
ω′′1
ω′′2
µ3
ψ′′
 ,

ω′′′1
ω′′′2
µ2
ψ′′′
0
0
 ,
where ψ′ > µ1, ψ
′′ > µ3, ψ
′′′ > µ2, ω
′
1 > µ1 + µ3, ω
′
2 > µ1 + µ3, ω
′′
1 > µ2 + µ3,
ω′′2 > µ2 + µ3, ω
′′′
1 > µ1 + µ2, ω
′′′
2 > µ1 + µ2.
A4. We set
Λ =

1 ty2 2tµ3
1 0 0
2tµ1 1 ty3
0 1 0
ty1 2tµ2 1
0 0 1
 .
We will show that there exists a lift F of V such that
(3.48) λ1if1j + λ2if2j + λ3if3j + λ4if4j + λ5if5j + λ6if6j = 0
for every i ∈ {1, 2, 3}, j ∈ {1, . . . , n}.
A5. First, let j ∈ {1, . . . , u1}. By item 1, v1j = v2j = 0, item A3 shows that
v5j 6= µ3, or v6j ≤ µ3, or v3j ≤ µ2 + µ3, or v4j ≤ µ2 + µ3. Items 8 and A2 imply
that in any of these cases the matrix
ty2 2tµ3
1 ty3
1 0
2tµ2 1
0 1

(which is obtained from Λ by removing the first column and the second row) and
the tuple (v1j , v3j , v4j , v5j , v6j) satisfy the assumptions of Lemma 2.14. Thus there
exist f1j, f3j , f4j , f5j, f6j ∈ K such that deg fk′j = vk′j for k
′ ∈ {1, 3, 4, 5, 6}, and
λ1i′f1j+λ3i′f3j+λ4i′f4j+λ5i′f5j+λ6i′f6j = 0 for i
′ ∈ {2, 3}. Since λ22 = λ23 = 0,
the conditions (3.48) hold for i ∈ {2, 3} and for any f2j .
We set
(3.49) f2j = −λ11f1j − λ31f3j − λ41f4j − λ51f5j − λ61f6j .
Now the conditions (3.48) also hold for i = 1. The equation (3.44) shows that
λ11f1j is the unique term with non-positive degree in the right-hand side of (3.49).
Thus we have deg f2j = 0 = v2j .
A6. We note that the cases j ∈ {1, . . . , u1}, j ∈ {u1 + 1, . . . , u1 + u2}, and
j ∈ {u1+ u2+1, . . . , n} are the same up to renumbering the rows and the columns
of V . Thus for every j ∈ {1, . . . , n} we can prove that there exist f1j , . . . , f6j ∈ K
with degrees v1j , . . . , v6j , respectively, such that the conditions (3.48) hold for every
i ∈ {1, 2, 3}.
The definition of Λ shows that every row of the matrix F constructed is a linear
combination of its first, third, and fifth rows. By Definition 1.6, rkK(V ) ≤ 3. The
contradiction with item 1 completes the consideration of Case A.
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Case B. Now let g(2) ∈ {1, . . . , u1}.
B1. The argument similar to one of item 4 shows that min{v3h(2), v4h(2)} ≥ µ2
for some h(2) ∈ {u1 + u2 + 1, . . . , n}.
B2. By Lemma 2.9, rkt(V [1, 2, 3, 4, 5]) ≤ 3. Theorem 1.8 implies that
rkK(V [1, 2, 3, 4, 5]) ≤ 3. Definition 1.6 now shows that there exists F
′ ∈ K5×n
such that V [1, 2, 3, 4, 5] = degF ′ and rank(F ′) ≤ 3.
Every four rows of F ′ are therefore linearly dependent over K. In particular, for
every j ∈ {1, . . . , n} it holds that
(3.50) λ11f
′
1j+λ21f
′
2j+λ31f
′
3j+λ51f
′
5j = 0, λ12f
′
1j+λ32f
′
3j+λ42f
′
4j+λ52f
′
5j = 0.
B3. Multiplying the equations (3.50) by elements from K∗, we
assume w.l.o.g. that min{degλ11, degλ21, degλ31, degλ51} = 0,
min{degλ12, degλ32, degλ42, deg λ52} = 0. Lemma 2.11 shows that the tu-
ples (deg λ11 degλ21 degλ31 degλ51) and (degλ12 deg λ32 deg λ42 deg λ52) realize
the tropical dependence of rows of V [1, 2, 3, 5] and V [1, 3, 4, 5], respectively. Item
7 then implies that degλ11 = degλ21 = 0, degλ31 = µ1, deg λ51 = y1 ≥ µ1. Anal-
ogously, we can get that degλ32 = deg λ42 = 0, deg λ12 = µ2, deg λ52 = y2 ≥ µ2.
We set also λ41 = λ61 = λ22 = λ62 = 0.
B4. Item 8 shows that the tuple (µ3, y3, 0, 0) realizes the tropical dependence
of rows of V [1, 3, 5, 6]. We set λ23 = λ43 = 0. Set also λ13 = ξ1t
µ3 , λ33 = ξ3t
y3 ,
λ53 = ξ5, λ63 = ξ6, where ξι ∈ C
∗ are such that
(3.51) deg(λp1λq3 − λq1λp3) = min{degλp1 + deg λq3, degλq1 + deg λp3}
for every distinct p, q ∈ {1, 2, 3, 4, 5, 6}. The existence of such {ξι} follows from the
infiniteness of C.
B5. Let j′ ∈ {u1 + u2 + 1, . . . , n}. We set fk′j′ = f
′
k′j′ for k
′ ∈ {1, 2, 3, 4, 5}.
Item B2 shows that deg fk′j′ = vk′j′ . Set also
(3.52) f6j′ = −
λ13f1j′ + λ23f2j′ + . . .+ λ53f5j′
λ63
.
Note that deg (λ53f5j′) = 0, and, by the equation (3.44), all the other terms in the
numerator have a positive degree. So we get deg f6j′ = 0 = v6j′ . Moreover, the
equation (3.52) implies that the condition
(3.53) λ1if1j + λ2if2j + λ3if3j + λ4if4j + λ5if5j + λ6if6j = 0
holds for j ∈ {u1 + u2 + 1, . . . , n}, i = 3. The equations (3.50) show that (3.53)
holds for j ∈ {u1 + u2 + 1, . . . , n}, i ∈ {1, 2}.
B6. Now let j′′ ∈ {1, . . . , u1}. The equation (3.51) and items B3–B4 imply that
the matrix 
λ12 λ13
λ32 λ33
λ42 λ43
λ52 λ53
λ62 λ63

and the tuple (v1j′′ , v3j′′ , v4j′′ , v5j′′ , v6j′′) satisfy the conditions of Lemma 2.14.
Thus there exist f1j′′ , f3j′′ , f4j′′ , f5j′′ , f6j′′ ∈ K such that deg fk′′j′′ = vk′′j′′ for ev-
ery k′′ ∈ {1, 3, 4, 5, 6}, and the condition (3.53) holds for j ∈ {1, . . . , u1}, i ∈ {2, 3}.
Set also
(3.54) f2j′′ = −
λ11f1j′′ + λ31f2j′′ + . . .+ λ61f5j′′
λ21
.
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Note that deg (λ11f1j′′) = 0, and, by the equation (3.44), all the other terms in
the numerator have a positive degree. So we get deg f2j′′=0=v2j′′ . Moreover, the
equation (3.54) implies that the condition (3.53) holds also for j ∈ {1, . . . , u1},
i = 1.
B7. Finally, let j′′′ ∈ {u1+1, . . . , u1+u2}. Item 1 implies that v3j′′′ = v4j′′′ = 0,
item 6 that v1j′′′ 6= µ1, or v2j′′′ ≤ µ1, or v5j′′′ ≤ µ1 + µ3, or v6j′′′ ≤ µ1 + µ3. By
items B3–B4, in any of these cases the matrix
λ11 λ13
λ21 λ23
λ31 λ33
λ51 λ53
λ61 λ63

and the tuple (v1j′′′ , v2j′′′ , v3j′′′ , v5j′′′ , v6j′′′ ) satisfy the assumptions of Lemma 2.14,
so there exist f1j′′′ , f2j′′′ , f3j′′′ , f5j′′′ , f6j′′′ such that deg fk′′′j′′′ = vk′′′j′′′ for every
k′′′ ∈ {1, 2, 3, 5, 6}, and the condition (3.53) holds for j ∈ {u1 + 1, . . . , u1 + u2},
i ∈ {1, 3}. Set also
(3.55) f4j′′′ = −
λ12f1j′′′ + λ22f2j′′′ + λ32f3j′′′ + λ52f5j′′′ + λ62f6j′′′
λ42
.
Note that deg (λ32f3j′′′ ) = 0, and, by the equation (3.44), all the other terms in the
numerator have a positive degree. So we get deg f4j′′′ = 0 = v4j′′′ . Moreover, the
equation (3.55) implies that the condition (3.53) holds also for j ∈ {u1+1, . . . , u1+
u2}, i = 2.
B8. Items B5–B7 show the existence of a matrix F such that V = degF , and the
conditions (3.53) hold for every i ∈ {1, 2, 3}, j ∈ {1, . . . , n}. By items B3 and B4,
every column of F is then a linear combination of its first, third, and fifth columns,
so by Definition 1.6, rkK(V ) ≤ 3. The contradiction with item 1 shows that Case
B is also not realizable. The proof is complete. 
Now we can prove the main result of this section.
Theorem 3.13. Let A ∈ R6×n be such that rkt(A) = 3. Then rkK(A) = 3.
Proof. If rkK(A) > 3, then, by Theorem 3.1, we can assume w.l.o.g. that A satisfies
one of the cases (i)–(v). Theorems 3.2, 3.3, 3.6, 3.8, 3.12 show that none of these
cases is realizable, so rkK(A) ≤ 3. By Theorem 1.7, we get rkK(A) = 3. 
4. The main result
This section finalizes the proof of the main result of our paper. Example 1.9 and
the following will be now important.
Example 4.1. [4] Let
C =

1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
1 0 0 0 1 1 0
0 1 0 0 0 1 1
1 0 1 0 0 0 1

.
Then rkt(C) = 3, rkK(C) = 4.
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Proof. The proof can be given by a straightforward application of Definitions 1.2
and 1.6. See also [4, Section 7]. 
Theorem 4.2. Let A ∈ Rd×n be such that rkt(A) = r, rkK(A) > r. Then there
exist A′ ∈ R(d+1)×n, A′′ ∈ Rd×(n+1) such that rkt(A
′) = rkt(A
′′) = r, rkK(A
′) =
rkK(A
′′) > r.
Proof. It is enough to note that by Definitions 1.2 and 1.6, the tropical and Kapra-
nov ranks of a matrix are invariant with respect to adding a repeating row or
column. 
Using the construction provided in [4, Section 7], we prove the following theorem.
Theorem 4.3. Let A ∈ Rd×n be such that rkt(A) = r, rkK(A) > r. Then there
exists B ∈ R(d+1)×(n+1) such that rkt(B) = r + 1, rkK(B) > r + 1.
Proof. By Lemma 2.8, we can assume w.l.o.g. that the minimal element of every
row and every column of A equals 0. By P we denote the largest tropical permanent
over all r-by-r submatrices of A. We set
B =

P + 1 + a1n
A . . .
P + 1 + adn
P + 1 + ad1 . . . P + 1 + adn 0
 .
Lemma 2.8 implies that rkt(B) ≤ r + 1. The choice of P also shows that the
matrix B[h1, . . . , hr, d + 1|c1, . . . , cr, n + 1] is tropically non-singular if a matrix
A[h1, . . . , hr|c1, . . . , cr] is. Thus we see that rkt(B) = r + 1.
It remains to check that rkK(B) > r+1. Indeed, let F be a lift of B. We denote
D = Id+1 −
d∑
k=1
fk,n+1Uk,d+1
fd+1,n+1
∈ K(d+1)×(d+1),
where Id+1 is the identity matrix, Uk,d+1 the matrix units. Since D is non-singular,
we obtain rank(DF ) = rank(F ). One can note that
(4.1) DF =

0
A . . .
0
fd+1,1 . . . fd+1,n fd+1,n+1
 ,
where A is a lift of A. The assumptions of the theorem show that rank(A) > r.
Equation (4.1) implies that rank(DF ) = rank(A)+1. Thus we see that rank(F ) >
r + 1. 
Now we can obtain an answer for Question 1.10.
Theorem 4.4. Let d, n, r be positive integers, r ≤ min{d, n}. Then d-by-n matrices
with tropical rank less than r always have the Kapranov rank less than r if and only
if one of the following conditions holds:
(1) r ≤ 3;
(2) r = min{d, n};
(3) r = 4 and min{d, n} ≤ 6.
WHEN DO THE R-BY-R MINORS OF A MATRIX FORM A TROPICAL BASIS? 37
Proof. Let A ∈ Rd×n. If rkt(A) < min{d, n}, then Theorem 1.7 implies that
rkK(A) < min{d, n}. If rkt(A) < 3, then Theorem 1.7 shows that rkK(A) =
rkt(A). If rkt(A) = 3 and min{d, n} ≤ 6, then from Theorems 1.8 and 3.13 it
follows that rkt(A) = rkK(A).
Now assume that the conditions (1)–(3) fail to hold. It is enough to show how
to construct a matrix B ∈ Rd×n such that rkt(B) < r, rkK(B) ≥ r. Indeed, for
r = 4, min{d, n} ≥ 7, we construct it via Example 4.1 and Theorem 4.2. For
5 ≤ r ≤ min{d, n}− 1, min{d, n} ≥ 6, we use Example 1.9 and apply Theorems 4.2
and 4.3. 
It is noted in Question 1.10 that the r-by-r minors of a d-by-n matrix form a
tropical basis if and only if every d-by-n matrix of tropical rank less than r has the
Kapranov rank less than r. Thus Theorem 1.11 follows directly from Theorem 4.4.
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