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Abstract: An importance of data analysis, methods for homogeneity test and standard uncertainty evaluation associated in
any measurement for exact quantification of certified value of any product is vital to be stressed in the scientific com-
munity. Herein, we have collectively summarized the detailed discussion on the basics of statistical parameters such as
mean, median, mode, standard deviation, variance, range, normal distribution, and central limit theorem. Various statistical
analysis methods such as z test, t test, Chi-squared test, and ANOVA including F test have also been discussed in great
detail to test the homogeneity of samples for certification of the reference material. The ISO guide 35 (2006) and Guide to
Uncertainty in Measurement (GUM) are primarily considered to describe the basic concept of evaluating the associated
uncertainty in the light of GUM modelling approach to avoid the error in the measurement which normally occurs in many
scientific reports.





n Number of data in sample
N Number of data in population
SSwithin Sum of squares within the samples




ubb Between the bottle uncertainty







SSbetween Sum of squares between the samples
MSbetween Mean of the square between the samples
Xmeas Measured value
uc Combined uncertainty
ustab Uncertainty due to stability
uwithin Within the bottle uncertainty
umeas Measurement uncertainty
1. Introduction
Statistical methods play a crucial role in data analysis and
interpretation of results and have found great importance in
various fields of physical, chemical, biological, agricul-
tural, environmental, and social sciences with more appli-
cations in engineering. The inadequate interpretations of
statistical analysis may lead to erroneous conclusions of
any scientific study. The studies resulting in a large volume
of raw data require suitable reduction so that data could be
understood in a facile manner and provide information
without affecting the result. It is worth mentioning that
statistical errors can be found in many procedures such as
assumptions-based statistical methods, traditional analysis,
and randomly observed experimental data. The Interna-
tional Standard Organization (ISO) has formulated a set of
basic guidelines for statistical analysis and enforced to
perform detailed statistical analysis enabling a reader to*Corresponding author, E-mail: dakkmisra@gmail.com
M APAN-Journal of Metrology Society of India (September 2020) 35(3):457–470
https://doi.org/10.1007/s12647-020-00383-4
123
verify the reported results with associated uncertainty in
the measurement [1–5].
A standard statistical procedure usually involves the test
of the relationship between two statistical data sets, or a
data set and synthetic data drawn from the idealized model.
Basically, there are two main statistical methods used in
data analysis: descriptive statistics summarizes data from a
sample using indexes such as the range, the average or true
mean, median, mode, variance, and standard deviation,
while the inferential statistics summarizes the data obtained
by random variations of the variables (e.g. observational
errors, sampling variation). Descriptive statistics are pri-
marily associated with population distribution, namely
normal distribution, which is characterized by central limit
theorem and secondly with dispersion that characterizes
how random variables of the distribution depart from its
centre.
The two statistical methods are normally compared by
defining the hypothesis: null hypothesis and alternative
hypothesis. When our observed sample has similar results
as of the hypothesized results, it is called null hypothesis
which means the results of sample and population are
equally good, but when our observed results are not in
support of hypothesized results then we conclude it as
alternative hypothesis which contradicts the null hypothe-
sis and we conclude one method is superior to other. The
null hypothesis is performed using the statistical tests that
give the acceptance or rejection of the null hypothesis.
Type I errors (wrong rejection of null hypothesis) and Type
II errors (wrong acceptance of the null hypothesis) are
recognized in the null hypothesis. Several tests such as
z test, t test, Chi-squared (v2) test, and analysis of variances
(ANOVA) can be performed in the light of null hypothesis
to verify the measurement errors and homogeneity
assessment. Among all these tests, the analysis of variances
(ANOVA) is commonly used in determining homogeneity
using F test. It is worth mentioning that the certification of
any reference materials requires performing homogeneity
test and its validity to the certified values with associated
uncertainty. Different types of reference materials on the
basis of International Laboratory Accreditation Coopera-
tion (ILAC) and ISO guide 35 have been discussed briefly
with the principal steps of production, which is followed by
the certification procedure in simple way for the better
understanding of the reader. This will be discussed later in
the light of ISO guide 35.
Uncertainty is another important parameter which is a
quantitative measure of the quality of the value and needs
to be emphasized in detail. Uncertainty can be derived by
the values expressed as a standard deviation so-called
standard uncertainty. Further, if transformed to the cover-
age interval, it gives expanded uncertainty with a stated
coverage probability. The ‘‘Guide to the expression of
uncertainty in measurement’’ (GUM) is considered as the
primary document regarding the evaluation of uncertainty
in measurement. An example of detection of creatinine and
albumin detection in human urine for early stage detection
of Kenny disease is explained to better understand the
approach. Thus, to maintain the quality of measurement,
calibration of instruments, traceability to SI unit of stan-
dards, and establishment of national and international
measurement standards comparison in support of research
and development and extensive knowledge of mathemati-
cal, statistical and metrological are primarily required.
Thus, from the above point of view, an overview of
statistical parameters and statistical methods, including
methods for homogeneity test and determination of stan-
dard uncertainty associated in any measurement, and how
to correctly present and interpret the results is summarized
in this review article. We have also discussed the most
appropriate analysis methods to be implemented for dif-
ferent kinds of problems to avoid the error.
2. Basics of Statistics
Statistics is a branch of mathematics that deals
with data collection, organization, analysis, and interpre-
tation of the result.
2.1. Population and Sample
The population is the collection of all type of data or items
involved in the analysis under investigation, while the
sample is the subset of the population from which infor-
mation is collected and results are provided [6].
2.2. Type of Statistics
There are two types of statistics, which are:
1. Inferential statistics consist of methods in which we
draw the conclusion and measuring its reliability about
population and giving the predictions based on infor-
mation obtained from a randomly selected sample of
the population.
2. Descriptive statistics consist of methods for data
organization and summarizing the information from
the same. It helps us constructing graphs, charts, and
tables, and the calculation of various parameters such
as averages, mode, median, range, standard deviation,
variance, central tendency, and percentiles [7].
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2.3. Mode
It obtains the frequency of the given variable and provides
the variable which has the greatest occurrence in the given
data. It is worth mentioning here that the variable has no
mode if the greatest frequency of variable is one. Further,
any value that occurs maximum times is called mode of a
sample if the frequency of occurrence is 2 or greater.
2.4. Median
The sample median of the given variable is obtained by
arranging observed values in a data set in increasing order,
and then the middle value of the ordered list will be
median. Two middle values exist if the number of obser-
vations is even; hence, the sample median is half of the
sum of those two numbers.
2.5. Mean
It is the parameter that is generally used to calculate the
centre for a given variable. It is also called a arithmetic
mean or average in general understanding. It is the sum of
all the observed values of given variable in data divided by
the number of observations.
Let the sample size of the variable xi be n, and then the








The sample range of a sample is the difference between its
highest and lowest values of the variable in a given data
set, i.e.
Range ¼ Vmax  Vmin ð2Þ
2.7. Standard Deviation
The standard deviation of a sample is the most commonly
used parameter that measures the variability, although it is
different from range. It can be understood as an average of
the difference of mean value from the observed value of the
variable in the given data which is also known as the
























While dealing with population in place of sample, the
‘‘n - 1’’ term is replaced by ‘‘n’’.
2.7.1. Standard Error of the Mean
The standard error of the mean is generally evaluated by
dividing the standard deviation by the square root of the






where ‘‘s’’ and ‘‘n’’ are the usual notation of standard
deviation and sample size, respectively.
2.8. Variance
It is the square of standard deviation, which can be esti-
mated after evaluating the standard deviation. Population
variance (r2) is the sum of squared deviation or variable
from mean divided by n and may be expressed as
r2 ¼
Pn








On the other hand, the sample variance (r2) is the sum
of squared deviation or variable from mean divided by
(n - 1) and can be expressed as
r2 ¼
Pn








where n is the number of observations taken into account;
one should note that when we deal with population, the
denominator is ‘‘N’’ but in case of sample it changes to
‘‘n - 1’’ (for both standard deviation and variance) which
is called degree of freedom.
2.9. Normal Distribution
The normal distribution is the most commonly used
statistics based on the assumption that the probability of
random distribution of measurement is normal in its dis-
tribution. It is also known as Gaussian distribution. A
random variable X is said to have a normal distribution if
its density curve is symmetric and continuous similar to
Gaussian curve. The normal distribution is characterized by
its mean l and standard deviation r and is denoted by, N
(l, r) [8]. The normal distribution curve is generated with a
predefined special function, which represents the density of
any random variable x and is expressed as









From the above equation, it can be seen that the normal
distribution function is completely determined by l and r
(Fig. 1).
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It is important to note that if the distribution is not
normal, it will be skewed to either the left or right side [9].
Here, the skewness is created which provides us a different
value for the same parameters, as shown in Fig. 2.
The standard normal distribution (Fig. 3) graph can be
generated by using normal distribution function F(x) by
taking a mean of zero and a standard deviation of 1 which
is represented below.
In a standard normal distribution, the coverage factor is
an important parameter which integrates the standard
deviation for the estimation of expanded uncertainty. Thus,
a number which is multiplied with the standard deviation is
called its coverage factor. This number represents how
many standard deviations have occurred in an observation.
As shown in Fig. 3, for every number k, the probability
density within the interval [l - kr, l ? kr] is similar for
all the normal distributions, where k is known as the cov-
erage factor of the distribution. Particularly, the probabil-
ities of distribution of observation are as follows for k = 1,
2 & 3, respectively.
P l r\X\lþ rð Þ ¼ 0:683 ð8Þ
P l 2r\X\lþ 2rð Þ ¼ 0:954 ð9Þ
P l 3r\X\lþ 3rð Þ ¼ 0:997 ð10Þ
2.10. Central Limit Theorem
It states that the sampling distribution of the mean of
randomly taken data will approximately tend to a normal
distribution (Fig. 4) as the number of observations increa-
ses [10]. So, the distribution of means of random samples
having mean l and finite variance r2 of a population with n
(size of sample) will become the normal distribution with






In a normal distribution, the mean, 
median, modes all lie on the same line. 
So basically a distribution will be called 
a normal distribution if it's mean mode 
and median has the same value. Where 
“x” is independent parameter and “F(x)” 
is density of variable x at every possible 
x value.
Fig. 1 Normal distribution
representation with mean,
median, and mode
Fig. 2 Variation of mean median mode with a variation in distribution. a Negatively skewed distribution, b positively skewed distribution
Fig. 3 Normal distribution with mean (l = 0) with a standard
deviation (r = 1), where k represents the coverage factor (either
? ve and - ve) and F(x) is density of x
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which can be seen below in the diagram.
The central limit theorem allows us to make inferences
about population parameters without knowing about fre-
quency and variability.
3. Hypothesis
The hypothesis is a statement about some characteristics of
a variable or a collection of variables [11] which is gen-
erally used to obtain inferences by comparing the data to
the hypothesized values. There are two types of hypothesis,
namely null hypothesis (H0) and alternative hypothesis
(Ha), which either supports the superiority or inferiority of
the methodology. For example, if a country (population)
has average 65 (hypothesized mean) publications per uni-
versity and the observer considers 5 states (sample) for his
evaluation and if he finds 65 as the average publication in
these 5 states, then it will be considered as null hypothesis
which supports the hypothesis prediction, whereas if the
publications are more or less, then the hypothesized value
is contradicted; hence, it will be called alternative
hypothesis that means one method of evaluation is superior
to others.
l ¼ l H0 ¼ 65ð Þ null hypothesis½  ð11Þ
l 6¼ l H0 ¼ 65ð Þ alternative hypothesis½  ð12Þ
The level of significance (a) and level of confidence are
a very important parameter in the testing of hypothesis.
The significance level represents the probability of
occurring our observation in the critical region, and the
level of confidence witnesses how confident one can be
with the observation that falls in a specific region of our
interest, so-called confidence region [12].
The significance level may be one-tailed or two-tailed
depending upon the condition of a range of random vari-
ables for a given population. A two-tailed level of signif-
icance with a level of confidence 95% is shown in Fig. 5.
Further, on the way of testing of hypotheses, generally
one can encounter two types of errors, namely Type I and
Type II errors [11]. For example, one may reject a true
hypothesis which is true H0 and may accept the hypothesis
which is false. The former is Type I error, and the later one
is Type II error. Table 1 illustrates the errors for better
understanding.
With a fixed sample size, n, when we try to reduce Type
I error, the probability of committing Type II error
increases. It is worth mentioning that both types of errors
cannot be reduced simultaneously.
4. Methods for Hypothesis Testing
On the basis of a sample data available, there are various
methods for hypothesis testing which help to decide about
the trueness of a hypothesis. Many statistical tests have
been developed by statisticians for testing a given
hypothesis. These are as follows
(1) z-test It is commonly used for (a) the comparison of a
sample mean to some hypothesized mean and
(b) identifying the significance of the difference
between means of two independent samples for large
sample (C 30) with a known population variance
[10].
There are two cases for z test, which are given here:
Case-I When the population is normal and infinite and
large sample size with the known variance r2p of the
population, the z test can be defined as
Fig. 4 Approaching to centre limit theorem with an increasing
number of observations. As sampling size (n) increases, any
distribution approaches to normal distribution
Fig. 5 Distribution of random data analysis exhibiting the level of
confidence of 95%, where x is the independent variable with its
density function f(x)
Table 1 The type of errors
Accept H0 Reject H0
H0 (true) Correct decision Type I error
H0 (false) Type II error Correct decision
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Case-II When the population is normal and finite and large
sample size with the known variance of the population, the
z test can be defined as








where ‘‘N’’ is population size (total number of observa-
tions), ‘‘n’’ is sample size (number of observations in
sample), ‘‘X’’ is sample mean and l H0ð Þ is hypothesized
population mean, and r2 is variance.
In such a test, it is important to determine the confidence
interval for l when r has known to assume that the pop-
ulation variable Z is normally distributed. The normal
z table [13] shows that within 1.96 of standard deviations

























(2) t test It is commonly used in the case when the sample
size is small (B 30) with an unknown population
variance. The only difference between the z test and
t test is the size of the sample based on which one of
the two tests is used.
There are two cases for t test, which are given here:
Case-1 When population is normal and infinite, with a
small sample size together with unknown population
variance, the t test can be estimated as











where (n - 1) is degrees of freedom (d.f), Xi is observed
ith value, X is the sample mean; here as we do not know the
population variance, we will use sample variance as pop-
ulation variance.
Case-2 When Population is normal and finite, with a small
sample size along with unknown population variance, the
t test can be estimated as








Similar to z test, the confidence interval of 95% for l when
r is known assuming that the population variable X is
normally distributed which can be written as











and the random interval is:












Chi-squared (v2) test is employed to have information
about the sampling analysis for comparing a variance with
the expected theoretical variance. It is generally used when
one sample is given and we have to compare its variance
with the population. It is worth mentioning that this tech-
nique helps the researcher to
(1) Identify the fitness of data [15];
(2) Test the significance of the connection between two
parameters and
(3) Homogeneity test
This test is helpful in identifying whether a random
sample belongs to the normal population with a mean (l)
and with a specified variance (r).
One can estimate v2-distribution by multiplying degrees
of freedom (n - 1) with the ratio of sample variances to




s n  1ð Þ
r2p
ð21Þ
The v2-distribution is not symmetrical until we have
large degrees of freedom (C 50). The smaller sample size
gives low degrees of freedom, resulting in skewed
distribution which can be better understood in Fig. 6.
6. Analysis of Variance (ANOVA)
ANOVA is used when multiple groups of sampling are to
be analysed. The ANOVA technique enables us to compare
the variance of more than two populations, such as in
comparing the dose–effect from various categories of
medicines on patients. Its principle is to test for estimation
of variation of means of the populations by evaluating the
variation of means within each of the samples, relative to
the variation of means between the samples available. It is
considered an ANOVA that each of the samples has to be
drawn from a normal population and that each of these
populations has the same variance. In other words, one can
concern only those factor(s) which has to be studied by
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neglecting others which may affect the results. In brief, one
has to make two estimates of population variance: the first
one is on the basis of between-sample variance and the
other on the basis of within-sample variance [18]. Thus, the
above-said two estimations are compared as follows
F ¼ Estimate of population variance based on between samples variance
An estimate of population variance based on within samples variance
ð22Þ
Technically speaking, this F value must be compared to
the F-limit for given degrees of freedom (DOFs). If
estimated Value exceeds the F-limit value, one may infer
that there are significant differences between the sample
means.
One-way ANOVA and two-way ANOVA are used to
test the differences in means for the homogeneity test
between the samples and within the sample. In one-way
ANOVA, only one factor is considered, while in two-way
ANOVA two factors are considered for testing the homo-
geneity. Generally, one-way ANOVA is frequently used
for homogeneity test and to estimate the uncertainty
aroused due to inhomogeneity in the materials which has
been described in detail below.
6.1. Implementation of One-Way ANOVA Technique
In one-way ANOVA, we consider only one factor and one
have to be ensured that several possible types of samples
can occur within that factor [19]. Let us consider an
example where some student measures three liquid samples
of same volume in microlitres to understand the procedure
for ANOVA.
Step 1 Estimation of the mean of each sample for a set of
k samples, i.e.
X1;X2;X3; . . .Xk ð23Þ
Step 2 Estimation of the mean of the sample means as
follows
X ¼ X1 þ X2 þ X3 þ    þ Xk
No: of samples ðkÞ ð24Þ
Step 3 Determination of sum of squares between the
samples (SS between).
The sum of squared deviations of the sample means
from the grand mean when multiplied by the number of
items in the corresponding sample results in the sum of
squares between the samples (SSbetween). Simply, it is
variability of all samples from same population, as every
sample can have a different mean than the grand mean as
shown in Table 2. The number of items which is 5 as
obtained from 5 measurements in each sample is multiplied
with its square of difference to evaluate the variability of
each sample from the grand mean which is known as
squared deviation between the samples. Their sum is called
sum of squared deviation and it can be expressed as
SSbetween ¼ n1 X1  X
 2
þn2 X2  X
 2
þ   
þ nk Xk  X
 2
where, n1 X1  X
 2
; n2 X2  X
 2
are the deviation of
each sample mean from grand mean.
SSbetween ¼ 5 1ð Þ þ 5 0ð Þ þ 5 1ð Þ ¼ 10 ð25Þ
Step 4 Estimation of the mean of the square between the
samples: the squared deviation is obtained between the
samples as above rather than standard deviation, and its
mean is taken to standardize which can be obtained by
dividing SSbetween by the DOF between the samples.
Symbolically, it can be written as
MSbetween ¼
SSbetween
k  1ð Þ ð26Þ
where k specifies the number of samples and (k - 1) is
DOF between the samples.
MSbetween ¼ 10=2 ¼ 5
Step 5 Determination of sum of squares within the
samples: it is the sum of squared deviations of the samples
from the sample mean within the samples (SSwithin).
Basically, it expresses the variability occurring in
measurement of same sample, as each student measures























are the deviation of
each sample value from same sample mean.
Fig. 6 Fitness of data can be obtained by comparing the calculated
v2-value with the v2-tabular value [17]
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SSwithin ¼ 2þ 4þ 6 ¼ 12
Step 6 Estimation of the mean of the square within the
samples: this is obtained by standardizing the deviation
obtained within the samples which is obtained by dividing
SSwithin by the degrees of freedom within the samples.
Symbolically, it can be written as
MSwithin ¼
SSwithin
n  kð Þ ð28Þ
where (n - k) is DOF within the samples, n = total




5 3ð Þ ¼ 6
Step 7 Determination of the total variance can also be
obtained by adding the squares of deviations of individual
items from the grand mean and can be written as:




i ¼ 1; 2; 3; . . .
SStotal ¼ 22 j ¼ 1; 2; 3; . . .
ð29Þ
This total variance should be equal to the sum of the
result of step 3 and step 5 explained above
SS for total variance ¼ SSbetween þ SSwithin ð30Þ
Here, the degrees of freedom (n - 1) for total variance
will be equal to the sum of degrees of freedom for between
(k - 1) the samples and degrees of freedom within the
sample (n - k)
n1ð Þ ¼ k1ð Þ þ nkð Þ ¼ 4 ð31Þ
Step 8 Finally, F-ratio can be estimated as






The F-ratio helps identify whether there is an epochal
difference between the sample means or is just fluctuations
due to some human or machine error. To identify it, one
can look at F table available [20] for different DOFs at
various levels of significance, and accordingly, depending
upon the value of F test, the relevant hypothesis is checked
to infer the accurate results. For instance, if F test
estimated values are less than the table value of F, the
difference is negligible, i.e. the null hypothesis of no
difference between the sample means becomes effective
and considered to be truly accepted. On the other hand, if
the value of F is found to be more than its table value, the
difference is epochal as and larger than the critical value
and consequently null hypothesis cannot be accepted
(Table 3).
7. Uncertainty
Measurement of a physical quantity is always associated
with the uncertainty, and hence, a quantitative determina-
tion is required to check the quality of the products that one
can reasonably high level of confidence with the product.
With such information, one can compare with the available
results associated with the standard reference data. Thus, it
required its ready implementation and easily understand-
able and commonly accepted procedure for characterizing
the physical parameters with associated uncertainty [21].
Though analysis of error in measurement has been the
common practice in metrology, accurate determination of
uncertainty is relatively new in the history of measurement,
which is now widely recognized. It is worth mentioning
that even after the appropriate corrections of all the known
or suspected components of error, uncertainty is persisted.
One may notice that as expressed in GUM [22] (Guide
to the expression of uncertainty in measurement), the most
accurate method for evaluation and expression of mea-
surement uncertainty of a result must be:
(1) Universal the method that can be applied to every
type of measurements and its input parameters of
measurement.
(2) The uncertainty quantifying quantity must be:
(1) Internally consistent.
(2) Transferable [22].
In order to understand the concept of uncertainty in
measurement, it is important to know initially the mea-
surand which is the quantity that we intend to measure.
Primarily, the aim of a measurement is to obtain the true
value of the measurand [23]. Many efforts are normally
made to optimize the measurement procedure in such a
way that the measured value can be close to the true value
as much possible. However, our measurement results are
just an estimate of the true value and the actual true value,
which is always unknown to us. Therefore, we cannot
Table 2 Analysis of Variance (ANOVA) example of 5 students
measured volume of three samples
Sample 1 Sample 2 Sample 3
Student 1 14 15 18
Student 2 15 14 15
Student 3 16 15 16
Student 4 15 13 16
Student 5 15 13 15
Mean X1 ¼ 15 X2 ¼ 14 X3 ¼ 16
Grand mean X :
 
¼ 15
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reveal exactly how close our measured value is to the true
value giving rise an estimate of some associated
uncertainty.
Further, it is important to know about the error which is
the difference between the measured value and the true
value. It can be positive or negative and can be regarded as
being composed of two parts, namely random error and
systematic error, which will be discussed in more detail in
the subsequent part of the article.
The associated uncertainty in the measurement of a
quantity accounts to the accuracy of the measurement. So,
uncertainty can be defined as the dispersion region of the
measured value (CMEASURED) is the region in which
somewhere true value (CTRUE) lies. Half of that dispersion
is known as measurement uncertainty U (positive
always) [24]. The same can be better visualized as in the
schematic diagram (Fig. 7).
The Guide to Uncertainty in Measurement (GUM),
published in 1992 by ISO/BIPM, has been the origin of
determining the uncertainty in measurement. Primarily, the
GUM introduced two categories of the elemental uncer-
tainties, namely Type A and Type B [25]. The GUM
imposed that Type A uncertainties can be evaluated by
statistical methods while Type B uncertainties can be
obtained by some other means, e.g. specifications or
manuals of instruments, estimates based on long-term
experience, and certificates of reference materials.
The main uncertainty sources of measurement are gen-
erally occurred due to repeatability, calibration, and para-
metric as well as conditional effects. Uncertainty due to
the non-ideal repeatability of measurement, often called
repeatability uncertainty, is originated due to randomness
in the measurement. Repeatability is a typical random
effect that contributes to uncertainty which further can be
decreased by making repeated measurements but cannot be
entirely eliminated. This type of uncertainty is considered
as type A uncertainty. The uncertainty aroused due to
calibration of the equipment, often called calibration
uncertainty which is not statistics dependent, can be con-
sidered as type B uncertainty. Repeated calibration can
reduce the level of Type B uncertainty, but there will
always be a residual amount that cannot be determined.
Determination of standard uncertainty can be performed as
follows
(a) Type A evaluation of standard uncertainty As referred
in GUM [25], the best available estimate of the
expectation or expected value l of a quantity x that
varies randomly for n number of observations taken in
the same condition is determined by arithmetic mean
























(b) Type B evaluation of standard uncertainty Type B
evaluation of standard uncertainty reveals the
experience and related skill that can biological
through practice [26].
If the estimation xi that has not been obtained from
repeated observations but depends on an independent
quantity which is available from the system (Xi), the
estimation of the standard uncertainty u (xi) or
variance r2(xi) can be done by ones scientific ability
and judgment that is based on the availability of
information and the variation of Xi. The information
may be in the form of already measured data, working
experience or general knowledge of the
Table 3 The format of the ANOVA table
Source of variation SS DF MS F-ratio
Between sample SSbetween (10) k - 1 (2) MSbetween (5) F ¼ MSbetweenMSwithin 0:8333ð Þ
Within sample SSwithin (12) n - k (2) MSwithin (6)
Total SStotal (22) n - 1 (4)
Fig. 7 Brief illustration of interrelations of true value, measured
value, error, and associated uncertainty
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characteristics and behaviour of given materials along
with the properties of instruments, specifications that
are provided by the manufacturer, and standard
method of calibration.
7.1. The ISO GUM Modelling Approach
The model equation enables calculating the output quantity
value (result value) from the input quantity values. Input
quantities are directly measured or known quantities. Thus,
calculating the output requires designing a model for cal-
culating the measurand (Y) from the directly measured
input quantities (Xi) as
Y ¼ f X1; X2; X3. . .Xið Þ ð36Þ
The possible input sources for uncertainty can be due to
non-representativeness of sampling, sample preparation,
weighing, calibration of instrument, and measurement of
the sample [27] (Fig. 8).
In order to better understanding, let us take an example
of detection of albumin and creatinine (measurand) in
human urine for the detection of Kenny diseases. As we
have seen from the equation that the measurand quantity
Y is dependent on input quantities (X1, X2, X3…), the
uncertainty will also be adjoint to these parameters together
with uncertainty of instruments used for measurement. The
following steps can be followed up which better explain the
ISO Gum modelling approach
Step 1: Procedure It is utmost important to standardize a
procedure for the analysis, which includes constructing the
generalized graph from the population. Construction of
parametric standards can be based on the fact that whether
if the urine will be diluted or not, what will be the size of
antibody for detection of creatinine, which electrodes (ei-
ther platinum or silver) can be used as reference electrode
and what will be the process and materials to be used and
finally which instrumental technique can be used for
evaluation, e.g. cyclic voltammetry or linear sweep
voltammetry (Fig. 9).
Step 2: Quantifications and formulation Formulation of
analytical formulae and the uncertainty sources occurring
in the procedure must be taken into consideration for
evaluating the concentration of creatinine and albumin as
follows:
Cc;a
Xi  slope of graph




where Xi is sample value, Fd is urine dilution factor and
DUa;e is all the uncertainty factor that comes into consid-
eration by electrode kinetics and mass transport along with
the techniques and measurement involving.
Step 3: Uncertainty identification It involves to identify
the sources of uncertainty responsible for the uncertainty in
the output (Fig. 10).
Step 4: Calibration This includes using of computer
software for the calibration of the data and constructing the
graphs to get some parametric values for the parameters in
standard units of the quantities used as in Eq. 37.
Step 5: Standard uncertainty This quantifies the evalu-
ation of the standard uncertainty in measurement from the
all input sources, which already are discussed in Eqs. 34
and 35.
Step 6: Combined standard uncertainty The GUM pro-
vides us the method for combined uncertainty measure-
ments of all type of uncertainty included in the
measurement and can be determined by combining the
standard uncertainties from all the input sources (x1, x2,…,
xN) [29]. The combined standard uncertainty uc(y) is the
positive square root of the combined variance uc
2(y), which
is given by
uc yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u x1ð Þ2þu x2ð Þ2þu x3ð Þ2þu x4ð Þ2
q
ð38Þ
Fig. 8 Schematic diagram
showing causes and their effects
depicting uncertainty
components which is also
known as ‘‘fishbone diagram’’
[28]
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where u(x1) = uncertainty due to repeatability,
u(x2) = uncertainty due to calibration, u(x3) = uncertainty
due to input parameters, and u(x4) = uncertainty due to
stability, which will be discussed in the next section.
Step 7: Expanded uncertainty The measurement uncer-
tainty is generally presented to customers as expanded
uncertainty, U. It is estimated by multiplying the combined
uncertainty with a coverage factor, k. The expanded
uncertainty can be found at two different levels of
sophistication. The simpler approach uses simply a pre-
set coverage factor defining the probability of occurring
the results. Very often k = 2 which is a case of the normal




¼ k  uc yð Þ ð39Þ
Further, researchers can construct a pie chart (Fig. 11)
for a better representation of the uncertainty sources which
will be helpful for the evaluation of the product to the end
user.
8. Homogeneity Test and Uncertainty Determination
In order to demonstrate the validity of the certified values
and their uncertainties in the analysis of individual units,
the homogeneity analysis is of the prime importance for
reference materials certification [30]. Inhomogeneity usu-
ally occurs within a few exceptions and inherent in the
materials itself. Therefore, prior to certification, reference
materials are usually subjected to homogeneity testing. The
homogeneity test is employed to verify a random number
of units provided they are identical while performing
testing of between-sample homogeneity. The homogeneity
test can be performed by employing ANOVA test descri-
bed above in Sect. 4 wherein the homogeneity can be
envisaged from the comparison of estimated F and critical
F value obtained from the table for given degrees of
freedom. Prior to further discussion on homogeneity test,
one must know briefly about the reference materials.
Fig. 9 Step 1 defining the
procedure of the model
Fig. 10 Identification of the
uncertainty sources factors
Fig. 11 Uncertainty sources responsible for the overall product
uncertainty
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Different types of reference materials have been discussed
on the basis of International Laboratory Accreditation
Cooperation (ILAC) which are (a) Objective reference
materials These are materials used specifically for detec-
tion of given property, e.g. as litmus paper used for testing
acidity and basicity (b) Pure material Materials used for
tracing the purity or impurity of material (c) Physical–
chemical reference materials These RMs are incorporated
with properties such as density, viscosity, electrochemical
activities of materials, boiling melting points (d) Standard
solutions and gas mixtures Such RMs are used for cali-
bration of solution and gas, which requires gravimetrical
preparation from pure material (e) Matrix reference mate-
rials These RMs characterized for the composition of
unique major, minor, or trace chemical constituents. As per
requirements, the materials can be prepared artificially by
making grid (matrices) for the components of our interest.
It is worth mentioning here that the prime aim of all
reference materials for analytic purpose is to know the
sensitivity and specificity of the analysis for the materials
required for particular purpose without worrying about the
undesired and unwanted factors which may affect the
outcomes of laboratory. All analytical techniques suffer
from some shape of influence depending on the awareness
of other elements in the sample matrix. The matrix could
have a sizeable effect in a manner the testing is performed
and better outcomes can be achieved; the effects are known
as matrix effects. One can understand it in such a way that
as we change the concentration, the antibody performance
of a reference electrode changes. To avoid such effects,
researchers are usually advised to draw the calibration
curve which further increase the importance of matrix
reference materials. However, as per categorized by ISO
guide 170 30 (1992), A reference material (RM) is a
material which is necessarily stable and homogeneous for
one or more properties throughout the evaluation, so that it
can be used as a reference for measurement of required
features, while a certified reference material (CRM) is
categorized by specified metrological procedure (ISO
guide 17034) which are reasonable and logical for one or
more properties escorted by the certificates (ISO guide
17031) that proves the legality of specified property with
associated uncertainty and metrological traceability. One
should also note that the properties of reference materials
can be anything chemical, physical, and biological. The
deficiency of quality-controlled measurement performed by
laboratories in evaluations may encounter severe economic
losses due to corrupted faulty measurements/records. With
reference to manufactured products, inaccurate measure-
ments may cause a wrong evaluation of the high-quality
product. Quality of the products has turn out to be a pri-
mary function since early stage of twentieth century, and
diverse movements are currently undertaken to make sure
that the facts produced whether ensures better quality of
life for the consumer. The principal steps for the produc-
tion of the reference material (ISO guide 17035 and ISO
Guide 17034 [2006]) are as follows:
• Data collection and material synthesis.
• Sample preparation (that includes between the bottle
and within the bottle preparation).
• Testing the material homogeneity and heterogeneity.
• Testing the stability of material.
• Traceability testing.
• Assigning the value with associated uncertainty.
Certified reference materials (CRMs) represent a key
device for laboratories to confirm the qualitative accuracy
in their measurements within the framework of their
internal quality control process. These include QA stan-
dards (ISO 9000), accreditation, and participation in pro-
ficiency testing. A procedure for certification of reference
material is shown below for the better understanding of
discussion (Fig. 12).
Further, it is important to know about material homo-
geneity, a material is recognized as perfectly homogenous
in aspect of a given property, if there’s no change in assets
in belongings from one component to another, while a
homogeneous material has no significance change in the
specified property of the material. Homogeneity testing
gives an idea that there is no significant difference between
the samples as compared to the certified uncertainty
interval for which the best possible way is to estimate the
relative value of each unit. The level of homogeneity can
be assessed in terms of the uncertainty range within the
given confidence level or coverage interval [31]. It is worth
stating that the measured uncertainty (uexp) is commonly
overestimated the value of between-sample variations
(ubb), which is a combination of analytical measurement
(means) and the between-sample variation,
U2exp ¼ u2meas þ u2bb ð40Þ
where





# is the DOF of mean square of within the samples and n
number of replicates performed on each sample.
It is worth mentioning that if the between-sample vari-
ability ubb is insignificant when compared with the certified
uncertainty interval and hence can be neglected. Therefore,
the uncertainty estimated from the measurement is used to
describe CRM uncertainty. On the other hand, when the
between-sample variability ubb is significant in the total
uncertainty, then in such cases, the batch may either be
rejected or regenerated, or each sample must be
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individually certified. In case of within subsampling
scheme, the same general principles can also be applied as
it was applied to the between-sample homogeneity testing
[32]. Thus, the experimental within-unit uncertainty (uexp)
is commonly its overestimated value, which is a combi-
nation of analytical measurement (umeas) and the material
inhomogeneity (uwithin)
U2exp ¼ u2meas þ u2within ð42Þ
where





# is the DOF of mean square of within the samples.
8.1. Stability of Reference Material
Once the homogeneity of a material is confirmed, the next
property which is equally important for certification of the
reference material is its stability. There are two types of
stability: long-term stability (which includes the life of
reference material/certified reference material) and short-
term stability (which includes transport from one place to
other). To test the material stability, one requires to mea-
sure the property value and its associated uncertainty which
must be always lower than the certified uncertainty of the
reference material. Hence, the condition for stability testing
of reference material can be expressed as
xCRM  xmeasj j  k u2CRM  u2meas
 1=2 ð44Þ
This signifies that the material is sufficiently stable and
the evaluation process of the material is unbiased. Further,
there are some uncertainty components which must be
taken into consideration for the stability analysis of
material (ISO guide 25 and ISO guide 17034, 2006):
• Between the bottle homogeneity.
• Repeatability of measurement.
• Instability of the material.
• Reproducibility.
• Instability of the measurement.
Further, it is important to mention here that in the study
of a cyclical stability, the parameters of uncertainty are
reduced and hence the associated uncertainty decreases by
some amount, and therefore, the total uncertainty of the
reference material can only be estimated as
U ¼ u2stab þ u2r þ u2bb
 1=2 ð45Þ
9. Summary
Various relevant statistical parameters have been discussed in
this review article for better readership.We have also stressed
the homogeneity testing through various statistically adopted
methods and have summarized a very simplified example of
gravimetrical measurement of volume for better understand-
ing of homogeneity. In addition to this, a prime focus has also
been made on the importance of the ISO guide and GUM
modelling approach. Further, for a detailed understanding of
researchers we have elaborated the procedure steps of ISO
GUMmodelling approach in very accurate manner by taking
the example of element detection in urine for early detection
of Kenny disease. Further, for homogeneity discussion and
testing ofmaterial, ISO guide (17030&17035) has been taken
into consideration for describing, differentiating, and defining
the reference material. The standard procedure for certifica-
tion of reference material has been also been explained in
lucid manner with the help of procedural flow charts along
with their stability study and analysis for better readership.
This review article primarily emphasizes the relation between
basic statistics, homogeneity, and uncertainty in the mea-
surements collectively. We strongly believe that this article
will be relevant for accurate and precise measurement for the
betterment of the value of products, which in turn may
improve the quality of life.
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