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Tensor networks permit computational and entanglement resources to be concentrated in inter-
esting regions of Hilbert space. Implemented on NISQ machines they allow simulation of quantum
systems that are much larger than the computational machine itself. This is achieved by parallelising
the quantum simulation. Here, we demonstrate this in the simplest case; an infinite, translationally
invariant quantum spin chain. We provide Cirq and Qiskit code that translate infinite, translation-
ally invariant matrix product state (iMPS) algorithms to finite-depth quantum circuit machines,
allowing the representation, optimisation and evolution arbitrary one-dimensional systems. Illus-
trative simulated output of these codes for achievable circuit sizes is given.
I. INTRODUCTION
The insight underpinning Steve White’s formulation
of the density matrix renormalisation group (DMRG) is
that entanglement is the correct resource to focus upon
to formulate accurate, approximate descriptions of large
quantum systems[1]. Later understood as an algorithm
to optimise a matrix product state (MPS)[2], this no-
tion underpins the use of tensor networks as a variational
parametrisation of wavefunctions with quantified entan-
glement resource. Such approaches allow one to concen-
trate computational resources in the appropriate region
of Hilbert space and provide an effective and universal
way to simulate quantum systems [3, 4]. They also pro-
vide an effective framework to distribute entanglement
resources in simulation on noisy intermediate scale quan-
tum (NISQ) computers.
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Low Schmidt-rank cut Effective state on log2D qubits
FIG. 1. Tensor network for a quantum state that is
weakly entangled across a certain partition. This weak
entanglement allows parallel simulation of the two partitions
of the system. The expectation of an operator located to the
right of the partition can be carried out by replacing the state
on the left by a state over much fewer spins (the number de-
termined by the entanglement across the cut). The numerical
values of correlations in this smaller representation of the left
are determined by quantum effects in the full left hand system,
and can be computed in parallel and iterated to consistency.
Quantum computers such as those of Google, Rigetti,
IBM and others implement finite-depth quantum circuits
with controllable local two-qubit unitary gates. Inno-
vations for quantum simulation include using these cir-
cuits as variational wavefunctions[5], optimising them
stochastically or by phase estimation[6], and evolving
them either by accurate Trotterisation of the evolution
operator[7–9] or variationally[10]. Currently available
NISQ devices are limited by gate fidelity and the re-
sultant restriction of available entanglement resources.
Since the finite-depth quantum circuit may be equiva-
lently described as a tensor network[11], tensor networks
provide a convenient framework with which to distribute
entanglement to the useful regions of Hilbert space and
to make efficient use of this relatively scarce resource.
We dub the implementation of a tensor network on
such a NISQ device a Quantum tensor network. There
are several advantages to this framework. It fits directly
into a broader ecosystem of classical simulation of quan-
tum systems. Indeed, because it is based upon the ma-
nipulation of explicitly unitary elements, the quantum
circuit provides perhaps the most natural realisation of
tensor networks. Canonicalisation at each step in a clas-
sical tensor network calculation amounts to reducing the
tensors to isometries — a step that is not required in an
explicitly unitary realisation. Moreover, the remaining
elements of unitaries parametrise the tangent space of
the variational manifold[12, 13].
Here we demonstrate that quantum tensor networks
can be used to parallelise quantum simulation of systems
that are much larger than available NISQ machines[14].
Central to this is dividing the quantum system into a
number of sub-elements that are weakly-entangled and
can be simulated in parallel on different circuits. The
influence of the different regions of the system upon one
another can be summarised by an effective state on a
much smaller number of quantum bits. We provide Cirq
and Qiskit code for the simplest class of examples — infi-
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2nite, tranlationally invariant quantum spin chains. This
is a direct translation (mutatis mutandis) of iMPS al-
gorithms to quantum circuit machines. The remarkably
simple circuits revealed below allow the representation of
an infinite quantum state, and its optimisation and rea-
time evolution for a given Hamiltonian.
II. PARALLEL QUANTUM SIMULATION
ACROSS WEAKLY-ENTANGLED CUTS
To parallelise our simulation on a small NISQ ma-
chine, we first identify partitions of the system where
the effect of one partition upon the other can be sum-
marised by a small amount of information. This is
achieved by making Schmidt decompositions across the
cut: |ψ〉 = ∑Dα=1 λα|φαL〉|φαR〉, where |φαL〉 are an or-
thonormal set of states to the left of the cut and |φαR〉
the same on the right. The λα are known as the Schmidt
coefficients and D the Schmidt rank or bond order. Re-
taining λα only above some threshold value provides a
way to compress representations of a quantum state; the
MPS construction can be obtained by applying this pro-
cedure sequentially along a spin chain[4].
If an observation is made on the right-hand-side of such
a cut, the effect of the quantum state on the left upon
the observation can be summarised by just D2 variables.
This same effect can be achieved by an effective state on
a spin chain of length log2D — see Fig. 1 —which can
be parametrised on the quantum circuit by an SU(D2)
unitary VL. The precise numerical values must be de-
termined by solving a quantum mechanical problem on
the left of the system. Similarly for observations made
to the left of the cut, the effect of the right-hand side can
be summarised by a unitary VR.
This gives a prescription for parallel quantum simula-
tion. Calculations of the quantum wavefunction to the
left and right of the cut can be carried out on different
quantum circuits or sequentially on the same circuit. The
effects of the left partition upon the right partition and
vice versa — through the environment unitaries VL and
VR — are iterated to consistency. At each stage of this
iteration, measurements must be performed in order to
determine VL/R. The small Schmidt rank of the cut re-
duces the computational complexity of this process - if
we were to do full state tomography, to O(poly(D)), but
with more sophisticated methods even to O(log(D)), as
in the example in the following section.
There are many physical situations in which this par-
allelisation might be useful. For example, large organic
molecules that have localised chemical activity — this
activity may be modulated or tuned by the surrounding
parts of the molecule and the interplay of these effects
could be calculated in parallel. In the following, inspired
by iMPS tensor networks, we give quantum circuits that
embody these ideas.
a) b)
=
c)
FIG. 2. Quantum circuits for translationally invari-
ant states and their local measurement. a) An infinite
depth and width quantum circuit representing a translation-
ally invariant state. U ∈ SU(dD) with d the local Hilbert
space dimension and D = 2N the bond order. d = 2 for spin
1/2 and is used exclusively throughout this paper. In these
illustrations D = 4. The circuit acts upon a reference state
|000...〉 at the left of the figure with unitary operators applied
sequentially reading left to right. b) Local measurements on
this translationally invariant state can be reproduce exactly
by the finite circuit shown. The reduced form takes advan-
tage of the unitarity of U , due to which sites to the left of
the observable do not contribute,. The environment unitary
V ≡ V (U) ∈ SU(D2) summarises the effect of sites to the
right of the observable and describes an effective state over
N = log2D spins. c) The environment unitary V (U) is the
solution of the fixed point equation shown. This equation is
to be interpreted as an equality of the reduced density matri-
ces implied by the free qubit lines. We show in the Methods
how to implement this using swap gates.
III. PARALLEL SIMULATION WITH
QUANTUM TENSOR NETWORKS
Representing the state: A translationally invariant, spin
1/2 MPS state of bond order D = 2N can be represented
by the infinite circuit shown in Fig.2 a). Expectations
of local operators in this state can be evaluated by the
finite circuit shown in Fig.2 b). The effect of contracting
the infinite circuit to the left of the operator is trivial
due to the the unitarity of U ∈ SU(2D) (which auto-
matically encodes the left canonical form of the related
MPS tensor). The contraction to the right is described by
the tensor V ∈ SU(D2), which encodes an effective state
over N = log2D spins and their entanglement with the
remaining system to the left-hand side. This unitary is
determined self-consistently from U by the circuit shown
in Fig.2 c). The operation of such a circuit at D = 2
was demonstrated in Ref.[15] on an IBM quantum cir-
cuit, where analytic forms where known for both U and
V along a line through the phase diagram of a model
with topological phase transition. In general, V ≡ V (U)
is not known and must be solved following Fig. 2 c).
3FIG. 3. Quantum Implementation of the Time-dependent variational principle. For simplicity, we depict the above
circuits for D = 2. Higher bond order cases are given in the supplementary materials. a) The unitary U ′ that optimises the
overlap of this circuit with |000...〉 describes the time evolution of the state described by U(t) by a time interval dt under the
Hamiltonian H, i.e. U ′ = U(t+ dt). b) and c) The mixed environment unitaries R and L are given by the fixed point solutions
of these circuit equations. As in Fig.2, these are to be interpreted as an equality of the density matrices implied by free qubit
lines.
Optimising the state: We can find the ground state
and the corresponding energy density of translationally
invariant Hamiltonians by minimizing the expectation
value of the energy. The algorithm mirrors the varia-
tional quantum eigensolver. The expectation of the lo-
cal Hamiltonian is found by measuring the corresponding
Pauli strings on the physical qubits (see Fig. 2b)). The
result can then be minimised as a function of the ansatz
parameters. Updates must be interleaved with updates
to the environment, V , such that we optimize over valid
translationally invariant states.
Evolving the state: Perhaps the most compelling fea-
ture of this implementation is the ease with which time-
evolution can be achieved. The simple circuit shown in
Fig. 3 a) returns the unitary U ′ ≡ U(t + dt) that up-
dates the state encoded by U(t) to a time t + dt under
evolution with the Hamiltonian H. The first variation of
this circuit with respect to U ′ returns the time-dependent
variational principle for iMPS in the form first presented
by Haegeman et al. in Ref. [12]. The equivalence uses
the automatic encoding of the gauge-fixing of the state to
canonical form as well as encoding of the tangent space
and its gauge fixing (see Methods section and additional
notes in Supplementary Materials). As in the determi-
nation of the best groundstate approximation above, the
update involves two nested loops; one to find the update
U ′ and one to find the environment tensors L ≡ L(U,U ′)
and R ≡ R(U,U ′) — both of which are required in this
case as the circuit corresponds to the overlap of two dif-
ferent states rather than expectations taken in a given
state. We have used a slightly different way of repre-
senting these environments in Fig. 3 compared to that
employed in Fig. 2.
Quantum Advantage: It is natural to ask whether there
is any quantum advantage from using a quantum circuit
in this way. Algorithms for manipulating iMPS (iDMRG,
TDVP, etc.) [3, 16, 17] are classically efficient - they
have complexity of O(D3). Where then is the room for
improvement by implementation on a quantum circuit?
The quantum advantage comes from the potentially ex-
ponential reduction in the dependence upon the bond
dimension, D.
In a quantum circuit, the multi-qubit unitaries must
be compiled to the available gate set. An arbitrary ele-
ment of SU(D), required to implement an iMPS of bond
dimension D, requires O(D) gates [18] and so there is no
(exponential) quantum advantage. However, a subset of
non-trivial elements with entanglement S that would re-
quire a bond dimension D exp(S) can be achieved with
circuits whose depth is S logD giving an exponential
speedup over the classical implementation[19]. This re-
duces the contraction time from O(D3) for a typical clas-
sical implementation to O(logD) in the quantum case.
IV. RESULTS
We have written Cirq and Qiskit code to implement
the quantum circuits shown in Figs. 2 and 3. The re-
sults of running this code in simulation on Google’s Cirq
simulator are shown in Fig. 4. We have chosen opti-
misation and time evolution of the transverse field Ising
model[21], and Poincare sections of the dynamics of the
PXP Hamiltonian[22] as illustrative examples. The prop-
erties of the transverse field Ising model are well under-
stood. The Loschmidt echo (fidelity of the time-evolved
wavefunction with the initial wavefunction) reveals a dy-
namical phase transition[21] which provides a non-trivial
test for our simulation. Our main findings are as follows:
i. When run without gate errors and complete represen-
tation of the unitaries U ,V , L, and R, our code precisely
reproduces the optimum iMPS and its time evolution us-
ing the time-dependent variational principle.
4a)
U
= Rz(α) Rx(β) •
Rz(γ) Rx(δ)︸ ︷︷ ︸
repeat p times
b)
iMPS
c)
FIG. 4. Results of simulating the transverse field Ising
model: The Hamiltonian H = ∑n [σˆznσˆzn+1 + λσˆxn] is stud-
ied with a bond order D = 2 quantum matrix product state.
a) The SU(4) unitaries U and V are compiled to the circuit
as shown. The parameter p is varied to increase the accu-
racy. Although more efficient parametrizations exist for 2
qubit unitaries[20], as well as circuits more specifically tuned
to this problem, we choose a generic circuit. It is readily ex-
tendible to higher bond orders [see Supplementary Materials].
b) The optimum state is found using the circuits depicted in
Fig. 2. The energy of this state is a better approximation
to the true groundstate energy as the depth of parametriza-
tion increases and converges to that obtained in a conven-
tional MPS algorithm. In particular, we have checked that
the parametrization of Ref.[20] perfectly reproduces the MPS
results. Note that at λ = 0 the Hamiltonian is optimised by
a product state, which is captured perfectly with p = 1. c)
Transverse field Ising model displays dynamical phase tran-
sitions in the Loschmidt echo[21]. These are revealed in the
simulated runs of the quantum time-dependent variational
principle embodied by the circuits in Fig.3. More accurate
circuits are required to obtain good agreement. The results
indicated as exact in the above are exact analytical results.
ii. Factorisations of the unitaries reduce the fidelity of
our results. These are systematically improved as the
depth or expressibility of the ansatz is increased. Full
parametrisations of the unitaries reproduce classical MPS
results exactly.
iii. Going from representing, to optimising, to time-
evolving states places increasing demands upon circuit-
depth and width. Accurate results require increasingly
deep factorisation of the unitaries, and suffer increasingly
adverse effects of gate errors.
Fig. 5 demonstrates the results of running our quan-
tum time-dependent variational principle code on the
PXP model[23]. It reproduces the Poincare maps simi-
lar to those of Ref.[22]. Such plots have advantages for
NISQ machines as they permit the use of error mitigation
schemes. To produce Fig. 5 we have used post-selection
over energy to discard erroneous points in the Poincare
map. This mitigates both integration errors due the the
finite time-step, stochastic optimisation, and potentially
errors due to finite gate fidelity. Structures within the
Poincare map, while distorted by errors, are nevertheless
robust to them.
V. DISCUSSION
We have presented a new way to perform quantum
simulations by translating tensor network algorithms to
quantum circuits. Our approach allows parallel quan-
tum simulations of large systems on small NISQ com-
puters. We have demonstrated this for one-dimensional
translationally invariant spin chains. The translation of
MPS algorithms naturally encodes fundamental features
of matrix product states and the tangent space to the
variational manifold that they form. In demonstrating
the operation of such circuits, we have touched upon
some immediate questions including the expressiveness
of shallow circuit restrictions of tensor network states,
their effect upon simulation alongside that of finite gate
fidelity. These warrant further systematic study.
Our algorithms are readily extensible to inhomoge-
neous one-dimensional systems and to higher dimensions
following existing methods that wrap one-dimensional
states to higher dimensional systems[16, 17]. It would
be interesting to study other gauge restrictions of MPS
— such as the mixed gauge of modern classical time-
dependent variational principle codes — which can also
be implemented in quantum circuits. Generalisations of
MPS that more directly describe higher dimensional sys-
tems are also available. For example, the projected en-
tangled pair states (PEPS) give a two-dimensional gen-
eralisation. In realising these states on a quantum cir-
cuit, they must be formed from isometric tensors. Un-
til recently, a suitable canonical form for PEPS was not
available. The isometric version of PEPS presented in
Ref.[25] shows great promise and ought to be possible
to implement on a suitably connected quantum circuit.
Other tensor networks such as the multi-scale entangle-
5a)
b) c)
FIG. 5. Many Body Scars in the PXP model: The
Hamiltonian H = ∑n(1 − σˆzn−1)σˆxn(1 − σˆzn+1), first posited
to describe the results of quantum simulations using Rydberg
atoms[23], displays a curious property known as many-body
scarring[24], whereby from certain starting states, persistent
oscillations that can be described with a low bond-order MPS
are found. These are amenable to study on a NISQ machine
using the quantum time-dependent variational principle of Fig
3. a) A simple set of 2-site periodic states at bond order
D = 2 are parametrized by circuits with just 2 parameters
per site, so 4 in total. b) A partial Poincare section through
the plane θ1 = 0.9 produced from a classical simulation us-
ing the matrix product state equations of motion presented
in Ref.[22]. Initial conditions are chosen on a constant en-
ergy surface 〈H〉 = 0. The partial plot was produced with
initial conditions along a line with spacing δφ1 = 3 × 10−2,
with θ1 = 0.9 and θ2 = 5.41. The final parameter, φ3, cho-
sen to fix the energy. c)The same Poincare map produced
simulating the quantum time-dependent variational principle
in Cirq. We employ a simple error mitigation scheme divid-
ing the Poincaré map into four regimes and post-selecting the
10% of trajectories with the lowest error in energy in each [see
Supplementary Materials for further details].While the figure
is blurred somewhat by integration, the main features are still
apparent
ment renormalisation ansatz [26] (MERA) are naturally
based upon unitary operators and can be realised on a
quantum circuit[27]. Indeed, MERA has been deployed
for image classification on a small quantum circuit[28]
and as a quantum convolutional neural network[29].
The tensor network framework also provides a conve-
nient route to harness potential quantum advantage in
simulation. The one-dimensional matrix product state
ansatz is efficiently contractible. The time taken to cal-
culate the expectation of a local operator scales propor-
tional to the length of the system. A quantum imple-
mentation has the advantage of a potentially exponen-
tial decrease in the prefactor to this scaling. While a
classical tensor network may efficiently represent the im-
portant correlations of quantum state in higher dimen-
sions, its properties may not be efficiently contractible.
Contraction of a PEPS state is provably NP hard[30].
In these circumstances circuit representations may give
an exponential enhancement to the scaling of contraction
not just to its pre-factor. However, the balance of advan-
tage and cost can be delicate; extracting the elements of
the tensors is easy classically, but quantum mechanically
requires tomography of the circuit state, which is expo-
nentially slow in the number of spins measured. This
may be the bottleneck in hybrid algorithms[31]. Using
the tensor network framework to distribute entanglement
resources over the Hilbert space appropriately can miti-
gate some of these costs.
This work demonstrates the utility of translating ten-
sor network algorithms to quantum circuits and opens
a new and unexplored direction of quantum simulation.
Potentially all of the advances of classical simulation of
quantum systems using tensor networks can be translated
in this way. Moreover, it provides a new perspective on
classical algorithms suggesting related benefit in purely
unitary implementations[32].
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Appendix A: Methods
1. Quantum Matrix Product States
The mapping from MPS to quantum circuits that we use auto-
matically embodies much of the variational manifold and its tan-
gent space. The parsimony of this mapping to the quantum circuit
suggests that it is the natural home for MPS. The fundamental
building block of the circuits depicted in Figs. 2, 3 is the MPS
tensor. A tensor of bond order D and local Hilbert space dimen-
sion D is represented by an SU(dD) matrix following [13, 33–
36] Aσij = U(1⊗j),(σ⊗i) as shown in Fig.6. This translation au-
tomatically encodes the left canonical form of the MPS tensor;∑
σ(A
σ)†ijA
σ
jk = δik. This follows directly from the unitary prop-
erty of U . A classical implementation of an MPS algorithm involves
returning the tensors to this form after each step in an algorithm
using singular value decompositions — in a quantum algorithm,
such a manipulation is not required.
Moreover, the remaining elements of the unitary encode the tan-
gent space structure to the sub-manifold of states spanded by MPS.
These are important in constructing the projected Hamiltonian
dynamics. Adopting the notation of Ref.[12], V(σ⊗δ 6=1),(i⊗j) =
U(δ 6=1⊗j),(σ⊗i) and automatically satisfies the null or tangent
gauge-fixing condition
∑
σ(A
σ)†ijV
σ,δ 6=1
jk = 0. This structure is
responsible for the very compact quantum implementation of the
time-dependent variational principle shown in Fig. 3. It obviates
the need to calculate the tangent space structure at each step[12].
2. The Quantum Time-dependent Variational
Principle
The equivalence with the classical implementation of the time-
dependent variational principle for matrix product states and
its quantum version can be seen by adopting the following
parametrization of the updated unitary in the form
U ′ = U exp
(
0 X†
X 0
)
.
Taking the explicit overlap of the circuit in Fig. 3 a) with the
state |000...〉 and then calculating its derivative with respect to
X recovers the recovers the time-dependent variational principle
as formulated in Ref. [12]. The tensor X is to be compared with
that in Ref. [12] rescaled by the square root of the environment
tensor. The quickest route to see this is to expand the circuit to
quadratic order in the tensor X and bi-linear order in X and dt,
before differentiating with respect to X.
3. Optimising Quantum Circuits
Our algorithms require the optimisation of expectations of ob-
servables — in Figs. 2b), and 3a) — and the solution of fixed
point equations in Figs. 2b), and 3b) and c) to determine the en-
vironment and mixed environment. In all cases, optimisations are
carried out stochastically.
We use the Rotosolve algorithm[37] to speed up our stochastic
searches. This utilises the fact that the dependence of expectations
7a)
b) c)
FIG. 6. Translation between MPS quantum circuits:
a) The translation of an MPS tensor to a quantum circuit.
The auxilliary index of bond order D is created from N =
log2D qubits. b) The canonical form implies that the effect
of contracting the MPS to the left is trivial. c) With our
mapping of the MPS to a quantum circuit, the unitarity of U
automatically puts the tensor in left canonical form.
of a parametrized quantum circuit on any particular parameter is
sinusoidal. As a result, after just three measurements one can take
this parameter to its local optimum value. Extensions of this allow
the variation to be calculated when several elements of the circuit
depend upon same parameter.
The equations illustrated in Figs. 2b), and 3b) and c) are im-
plicitly identities between density matrices. We solve them using
a version of the swap test that amounts to a stochastic optimi-
sation of the objective function tr
[
(rˆ − sˆ)†(rˆ − sˆ)].Details of how
the swap test is implemented for the environment in Fig. 2b) and
for the mixed environments in Figs. 3b) and c) are given in the
supplementary materials.
Appendix B: Supplementary Materials
In this supplementary material we further explain the methods
used in the quantum circuit implementation of iMPS algorithms,
and the effects of imperfections in that realisation. We begin by
giving details of the algorithms used to determine the unitaries re-
quired to represent and optimize quantum matrix product states.
We then present some optimizations that can be used to attain sig-
nificant reductions in numbers of parameters and optimization time
- first we detail appropriate ansätze, then we give the details of an
optimization method we have found effective. Next we detail the
natural generalisation to higher bond order matrix product states,
before giving additional data on the effects of shallow circuit real-
isations and finite gate fidelity. Finally, we explain the simulation
and error mitigation methods we have used to simulate systems
exhibiting many-body scars.
1. Finding the Environment
In order the determine the environment on the quantum chip
we need to implement the equality of Fig. 2 from the main paper.
Fig. 7 details the quantum circuits required to do so. We use the
SWAP test [38] to compare both sides of the equation. The minimal
application of this is illustrated by the circuit shown in Fig. 7b.
However, the overlap F (ρ, σ) = tr(ρσ) is not necessarily maximised
by ρ = σ. In fact, F (ρ, ρ) = tr
(
ρ2
)
is the the purity, so that if the
reduced density matrices of Fig. 7b are mixed. The optimizer will
incorrectly try to increase the purity. We circumvent this by using
a quantity related to the trace distance tr
(
(ρ− σ)†(ρ− σ)), which
is minimized at ρ = σ. The circuits required to determine the trace
distance are shown in Figs. 7a and c.
a) b) c)
FIG. 7. Quantum circuits to find the environment: In
order to determine an approximation to the overlap, the frac-
tion of 00 outputs is measured on the measurement symbols.
2. Finding the Overlap
In order to time evolve a matrix product state on a quantum
computer, we minimize the overlap between the perfect evolution
of the state from time t to t+δt and the manifold of matrix product
states of the available bond dimension. In the infinite translation-
ally invariant case, the definition of the overlap requires care. It
can be given as the largest eigenvalue of the mixed transfer matrix.
a. The overlap as largest eigenvalue
A
B
FIG. 8. The mixed transfer matrix
The overlap is the result of applying the matrix of Fig. 8 an
infinite number of times to boundary vectors. The result (with
appropriate normalisation) is equal to the largest eigenvalue. In
order to find the largest eigenvalue, we use a variational method
8to find the largest eigenvalue-eigenvector pair. Since the matrix in
Fig. 8 is not Hermitian, we cannot use the Rayleigh-Ritz variational
principle. Instead, we minimize the distance between the result of
applying the transfer matrix to a vector, and the product of that
vector with a candidate eigenvalue. Denoting the matrix of Fig. 8
as EAB , we seek to solve:
max
η
min
r
∥∥∥EABr − ηr∥∥∥2. (B1)
In the applications considered in this work, we need only the overlap
between very similar states, and can take advantage of the fact that
we know that η can deviate from 1 only by a correction of order
δt. As a result, we have found it effective to apply a heuristic,
wherein we minimise over both η and r, using an appropriate initial
condition for η ∼ 1, and restart the optimization if it fails to attain
η ∼ 1 at its conclusion:
min
η,r
∥∥∥EABr − ηr∥∥∥2 = minη,r v(η, r), (B2)
where we have defined our objective function v(η, r). In practice,
only rarely are repetitions required to find the largest eigenvalue
and even then a small number of repetitions suffices (See Fig. 9).
b. Solving Eq. (B2) on a quantum circuit
Expanding Eq. (B2) allows us to put it in a form that can be
implemented as quantum circuits:
v(η, r) = r†EAB
†
EABr + |η|2r†r − r†EABr − r†EAB
†
r. (B3)
The first two terms can be implemented on quantum circuits
as shown in Figs. 10d and 10f ( a and b for the corresponding
left eigenvectors). The objective function is found by measuring
in the computational basis, determining the probability of the bit
string of all 0s, and taking the square root of the corresponding
probability (since we know the result should be real, there is no
problem determining the phase). The same is not true of the third
and fourth terms of Eq. (B3), for which there is an undetermined
phase. At the minimum, the sum of the last two terms will be equal
to the largest eigenvalue, which is real to O(dt2), since the largest
eigenvalue of EAA is 1. Therefore, if we minimize the associated
objective function:
v′(η, r) = r†EAB
†
EABr + |η|2r†r − 2
∣∣∣r†EABr∣∣∣, (B4)
by taking the square root of the corresponding probabilities (Fig. 10
b and e), the argmin will coincide with that of Eq. (B2) (to
O(dt2)), and we can determine the eigenvalue and eigenvector. In
practise, we often achieve an accuracy much greater than O(dt2).
Fig. (9) gives data demonstrating the accuracy and reliability of
this method of determining the overlap.
3. Ansätze
Implementation of iMPS algorithms on quantum computers re-
quire factorisations of the large unitaries in which the tensors are
embedded. Different ansätze make different tradeoffs between gate
depth, gate availability on typical QC implementations, and ex-
pressibility. The different unitaries (U and V , containing the state
tensor and the environment tensor respectively), can be factorised
in different ways, to take into account their different structures. At
low bond dimension, full parametrisations of the important matrix
spaces are possible.
a. The state unitary U
For this work, we used the generic ansatz for U reported in
Fig.4a in the main body of the paper. We found it to be a work-
able tradeoff between expressibility and depth in the generic case.
However, ground state problems like this often have some deeper
structure, and that structure can be exploited for more efficient
circuit ansätze, and more effective optimization.
As an example, the transverse field Ising model used as an ex-
ample in the main text exhibits time reversal invariance, parity
symmetry, and has a conserved quantity (the total magnetization).
While in Fig. 4b in the main text we use the general ansätz of
Fig. 4a,
These properties constrain the form of the true ground state
of the system, and its MPS approximation. The transverse field
Ising model Hamiltonian is real, and thus the model exhibits time
reversal invariance. The MPS form of the ground state should
be made up of real tensors [39]. In Fig. 11, we demonstrate the
2 0 2
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FIG. 9. Performance of finding the right environ-
ment with Eq. (B4) a) Distribution of results of minimizing
Eq. (B4:) a comparison of the exact and variational largest
eigenvalue of the mixed transfer matrices for 2000 steps along
a TDVP trajectory, with δt = 0.01, using the BFGS opti-
mizer provided in scipy. b) Number of repetitions vs. time:
Number of repetitions required at each timestep in (a).
9d) e) f)
FIG. 10. Diagrams required for the mixed environment. The probability of measuring the all 0s bit string is measured
on all the above circuits, then the real square root is taken to calculate the labelled expression.
resulting speedups for two different real ansätze. Note in particular
that for the ansatz of Fig. 11, the optimization produces optimal
results (i.e. equivalent to D=2 classical), for a state tensor of only
depth 4.
b)a)
c) d)
= =
FIG. 11. Time Reversal Symmetry in optimization of
the transverse-field Ising model: a) and b) Deviation
from analytical ground state energy density of the transverse-
field Ising model as a function of λ. Dashed line is the result of
classical iDMRG at D=2, other lines/markers are the result of
quantum variational optimization at different ansatz depths,
given in the legend. c) and d) Ansätze used to produce figures
a) and b), respectively.
b. Representing the environment
The simulations presented in the main paper were performed at
D = 2. At D = 2, the depth required for a full parametrisation of
the environment is easily accessible, and a minimal parametrisation
is available. The resulting circuits allow us to calculate important
quantities (the Schmidt coefficients, for example) classically, and
point the way to natural generalisations for D > 2.
A full parametrisation of the right environment at D = 2
The environment - the right fixed point, r, of the MPS transfer
matrix [16] - is an Hermitian, positive definite matrix, with trace
1. V embeds the Cholesky decomposition of the right environment
in a unitary. To obtain the right environment, we parametrise V
as shown in Fig. 12.
Since the environment r has trace 1, the Cholesky factor r
1
2 has
Frobenius norm 1. First consider the matrix in Fig. 12a. This spans
all possible diagonal environment square roots, since tr
(
D†D
)
=
1, D†D ≥ 0, and cos(γ) is surjective onto [−1, 1], where D(γ) is
defined in Fig. 12. Any 2× 2 Hermitian, unit trace matrix can be
written as UD(γ)†D(γ)U† for some U and γ. An arbitrary unitary
on 1 qubit is shown in Fig. 12b. Since diagonal matrices commute,
the unitary of Fig. 12c suffices for V .
This parametrisation has some advantages:
i. It is minimal, depending upon only 3 real parameters;
ii. The eigenvalues of the environment are classically accessible.
The purity, Von Neumann entanglement entropy etc. are all ac-
cessible with simple calculations if we know the parameters of the
ansatz.
Alternative representations of the environment When considering
the quantum circuits used to implement the time-dependent varia-
tional principle, it is convenient to use a different representation of
the environment as indicated in Fig. 13a. This restructuring allows
us to trade depth for qubits, and makes manifest the time reversal
symmetry of the TDVP circuits. It also allows us to explore non
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FIG. 12. Parametrisation of the environment V , used
throughout
FIG. 13. a) The alternative representation of the environ-
ment, used in the TDVP circuits and b) the corresponding
full parametrisation of the unitary R.
Hermitian tensors variationally. This is crucial in the calculation
of the overlap. The parametrisation of the tensor R (Fig. 13b)
retains the benefits of the parametrisation of Fig. 12c, in particu-
lar, the eigenvalues of the environment (the square of the Schmidt
coefficients across each bond) are: λ1 = cos2(θ), λ2 = sin2(θ).
4. Optimization Methods
Variational algorithms require the use of effective optimization
algorithms. In the main text, we have made use of several - the
standard algorithms provided in scipy, and a coordinate optimiza-
tion method named Rotosolve. In this section we detail a necessary
modification to the Rotosolve algorithm, and compare the perfor-
mance of each on our setup.
Doubled Rotosolve: Rotosolve is an optimization method for quan-
tum circuits. As detailed in Ref. [37], it takes advantage of the fact
that for quantum circuits U(~θ) |0〉, in which each θk parametrises a
single exponential of a Pauli string (e−iθkS , S2 = I), the expecta-
tion values of local observables must vary sinusoidally as a function
of θk. The details of the resulting sinusoid can be determined by
three measurements at different values of θk, and once determined,
the minimum for that parameter (for the current values of the rest
of ~θ) can be attained immediately. Analytic gradient methods like
Rotosolve can lead to dramatic (∼ 100×) reduction in the number
of measurements required to optimize a circuit.
Rotosolve as introduced in Ref. [37] requires that each parame-
ter control at most one gate. For circuits such as those shown in
Figs. 7a-c), where each parameter controls more than one gate, a
small modification to the Rotosolve algorithm is necessary.
Doubly Sinusoidal Expectation Values: A derivation of the original
Rotosolve algorithm is given in the appendix of Ref. [37]. Here we
present a brief extension of this derivation to the situation where
a given parameter controls two gates. Consider a generic quantum
circuit, in which each element is the parametrised exponential Ui =
e−iθiSi of some Pauli string Si, i ∈ [1 . . . N ], S2i = I. Consider the
expectation value of an operator Oˆ in the output of this circuit,
as a function of one of the θi, in a circuit consisting of N gates
depending on M < N parameters, where at most two identical
gates Uk depend upon the same parameter θk. Using the expansion
Uk(θk) = e
−iθkSk = cos(θk/2)I + sin(θk/2)Sk, and defining the
quantities:
A =
〈
Oˆ
〉
θk=0
+
〈
Oˆ
〉
θk=pi
, (B5)
B =
〈
Oˆ
〉
θk=0
−
〈
Oˆ
〉
θk=pi
, (B6)
C =
〈
Oˆ
〉
θk=pi/2
+
〈
Oˆ
〉
θk=−pi/2
, (B7)
D =
〈
Oˆ
〉
θk=pi/2
−
〈
Oˆ
〉
θk=−pi/2
, (B8)
E =
〈
Oˆ
〉
θk=pi/4
−
〈
Oˆ
〉
θk=−pi/4
, (B9)
and the combinations:
a =
1
4
(
2E −
√
2D
)
, b =
1
4
(A− C), c = 1
2
D, d =
1
2
B,
one can show that:〈
Oˆ
〉
θk
= a sin(2θk) + b cos(2θk) + c sin(θk) + d cos(θk)
= P sin(2θk + φ) +Q sin(θk + ψ) (B10)
where P =
√
a2 + b2, φ = arctan2(a, b), Q =
√
c2 + d2, ψ =
arctan2(c, d). Unlike the original Rotosolve algorithm, Eq. (B10)
is not a single sinusoid but a sum of sinusoids with doubled fre-
quencies and different amplitudes and phases. It can no longer
be minimized analytically. However, the spirit of the Rotosolve
algorithm remains, and one proceeds as follows:
1. Perform the 6 measurements required to determine
A,B,C,D,E.
2. Perform a classical scalar minimization on the function〈
Oˆ
〉
θk
(whose coefficients have now been determined). This
can be done very quickly on the fly, or precomputed and in-
terpolated for arbitrary P,Q, φ, ψ).
3. Set the variable θk to its corresponding minimum.
The resulting algorithm suffers no significant loss of performance
over Rotosolve, and only requires 3 more measurements per itera-
tion.
5. Higher Bond Order Circuits
The simulations presented in the main body of the paper are
carried out for D = 2. This is mainly to obtain compact circuits
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FIG. 14. Quantum Implementation of the Time-dependent variational principle at D=4: The equivalent circuits
to those shown in Fig. 3 of the main text at D = 2 are shown here at D = 4. a) The time-dependent variational principle is
implemented by optimising the overlap of the output of this circuit with |000...〉. b) and c) give the fixed point equations for
the mixed left and right environments.
that are feasible to implement on available (or imminently avail-
able) NISQ machines. Our code (in both Cirq and Qiskit) can
run with arbitrary bond order. By way of illustration, the circuits
implementing the time-dependent variational principle and fixed
point equations for the mixed left and right environments (Fig. 3
in the main text) are shown in Fig. 14.
6. Finite Gate Fidelity and Restricting Circuit
Depth
Finite gate-fidelity implies a maximum reliable depth of quan-
tum circuit. As evident from Figs. 2 and 3, passing from the
simplest task of representing a quantum state through the more
complicated tasks of optimising and time-evolving states, the re-
quired circuits are broader and of greater depth. Time-evolution is
therefore much more susceptible to gate errors than simply repre-
senting a state. Whilst it might be possible to represent and mea-
sure properties of a rather high bond-order state, time-evolution is
inevitably restricted to lower bond order.
Fig. 15a shows how the attainable groundstate fidelity of the
transverse-field Ising model H =∑i σzi σzi+1 + λσxi changes with λ
for fixed noise strength η = 1 × 10−3. The same gate fidelity has
a much more severe effect upon simulations of dynamics. Fig. 15b
shows how a simulation at D = 2 is degraded by this error rate.
This formalism allows us to make a variety of tradeoffs between
noise and performance, depending upon the resources available on
the quantum computer. One can increase the expressibility of the
circuit by increasing the depth of the ansatz. It is also possible to
modify the variational space by using a shallow ansatz at a larger
bond order, which requires a greater qubit count. It remains to be
seen how each of these options will perform on a near term chip.
7. Many Body Scars
In the main text, we have proposed the study of many-body
quantum scars as a potentially challenging use of NISQ machines.
The representation of this physics by a Poincaré map, requires ac-
curate simulation of time evolution over long times. The finite
time-step in such a simulated evolution and finite gate errors can
lead to two types of error in the construction of the map.
a. Poincaré Maps from Discrete Timeseries
To produce a Poincaré map, the parameters that define the quan-
tum state are recorded as they evolve over time. When a chosen
parameter crosses a particular value in the positive direction the
values of the other parameters are plotted. The values of these
crossings indicated in Fig. 5c of the main text are obtained by
polynomial interpolation of the values at discretised time inter-
vals obtained from the quantum circuit. This proceeds as follows:
Around the approximate crossing time, polynomial function inter-
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b)
FIG. 15. Effect of finite gate fidelity upon optimisa-
tion and evolution: a) Effect of noise upon time evolution,
η is depolarising probability. Increasing noise deteriorates
but does not destroy the appearance of the dynamical phase
transition peaks. b) Optimization, for depolarising probabil-
ity η = 1 × 10−3, and varying circuit depth (legend). Inset
shows total deviation from exact curve as a function of depth
(p). Note the tradeoff between circuit depth and sensitivity
to noise. For computational expediency, expectation values
are calculated exactly from noisy circuits.
polation is used to estimate the evolution of all parameters. A root
finding algorithm is used on the interpolated polynomial function
of the chosen parameter to get an estimated time of crossing. Fi-
nally this time is input into the other interpolated functions to get
estimates of all the parameters at the crossing time.
b. Error Mitigation
The finite time-step and finite gate fidelity also lead to errors
in the integration of the implied equations of motion[40]. A sim-
ple method to reduce these errors is to post select on a quantity
that should be conserved along correct trajectories. Evolution un-
der the time-dependent variational principle conserves energy. As
errors accumulates the energy drifts from this original fixed value.
Using post-selection to retain trajectories that preserve the energy
to some accuracy provides a simple way to mitigate these errors.
This post-selection doesn’t correct the errors entirely but the im-
portant structures in the maps might be better preserved.
However, the dynamics at certain values of the variational pa-
rameters may be trickier to simulate with errors occurring at a
faster rate. if this is not accounted for, post-selection will remove
these regions from the Poincaré map. To address this a flexible en-
ergy window can be used where a different accuracy is demanded
in different regions of the map in order to keep the same fraction
of points in each section. In this work we have simply divided the
phase space of the Poincaré map into the quadrants illustrated in
Fig. 16. To produce Fig. 5c in the main text, we divided the time
evolution into four stages. In each stage we time-evolved for t = 10
(in units of the Hamiltonian given in Fig. 5 in the main text)
post-selecting after each as described in Fig. 16.
FIG. 16. Quadrants imposing different accuracy of en-
ergy conservation for post-selection. In each quadrant,
the 10% of points that best conserve energy are retained and
are used to seed further trajectories. This post-selection is
carried out over 3 stages of time evolution. At the final stage,
the best 2
3
of points are retained to produce the figure.
8. Code Availability
All code used to generate the results presented is available to
download at https://github.com/fergusbarratt/qmps. We provide
both Cirq code — which we have used in our simulations — and
Qiskit code with the same functionality.
