The most popular way to apply Deep Neural Network (DNN) for Language IDentification (LID) involves the extraction of bottleneck features from a network that was trained on automatic speech recognition task. These features are modeled using a classical I-vector system. Recently, a more direct DNN approach was proposed, it consists of estimating the language posteriors directly from a stacked frames input. The final decision score is based on averaging the scores for all the frames for a given speech segment. In this paper, we extended the direct DNN approach by modeling all hidden-layer activations rather than just averaging the output scores. One super-vector per utterance is formed by concatenating all hidden-layer responses. The dimensionality of this vector is then reduced using a Principal Component Analysis (PCA). The obtained reduce vector summarizes the most discriminative features for language recognition based on the trained DNNs. We evaluated this approach in NIST 2015 language recognition evaluation. The performances achieved by the proposed approach are very competitive to the classical I-vector baseline.
Introduction
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promising results by performing better than I-vector system [6, 11] in short-segment conditions (less than 3 seconds) [1, 2] . Whereas, I-vector system is shown to be performing better in longer segment (10, 30 and 120 second) conditions.
In this work we propose a technique to improve frame-byframe DNN LID. The logistic regression layer used at the output of DNN can cause significant loss in the information required to discriminate languages. We hypothesize that hidden layer activations contain better language discriminant information. Furthermore, the hidden layer information can be complementary to output activations, used in direct DNN-LID. Results from the LID experiments support our hypothesis.
The LID experiments are performed on NIST Language Recognition Evaluation (LRE) 2015 corpus [5] . Compared to direct DNN approach, we achieved 38 % relative improvement in development set. Also, we outperform state-of-the-art Ivector system [3, 10, 11] in evaluation (eval) set of NIST LRE 2015. Combination of proposed technique and state-of-the-art I-vector system resulted in a 4 % relative improvement.
The rest of the paper is organized as follows: section 2 describes NIST LRE 15 database we use in this work. The direct DNN approach as well as the proposed DNN approach are discussed in section 3. Section 4 shows experimental analysis of the proposed system with respect to various hyper-parameters.
Comparison with state-of-the-art I-vector system [9] is presented in section 5. Section 6 presents conclusions and future work along the proposed approach. Polish, Russian [5] . Table 1 describes the language clusters in the corpus. The task is designed to recognize dialect within its language cluster. The training data provided for the primary condition has been divided into training (train) and development (dev) sets. The train set is composed of 60 % of the original training data and dev set consist of the remaining 40 %. The segments belonging to the dev set are further divided into short cuts, ranging from 3 to 30 seconds of speech [9] . This split resulted in 3042 segments (248 hours of speech) for train set, and 42295 segments (146 hours of speech) for dev set [9] . The results are reported on dev and evaluation (eval) sets.
NIST LRE 2015
3. DNN for Language ID 3.1. Frame-by-frame DNN classification x1 x2 x3 xT-1xT Figure 1 : Frame-by-frame DNN Language Identification Figure 1 shows the architecture of the DNN used for LID [1, 2] . It is a fully-connected feed-forward DNN consisting of 3 hidden layers. Each hidden layer has 2560 neurons with Rectified Linear activation function [2] . The output softmax layer's dimensionality is equal to the number of target languages N . We used 40 dimensional log-Mel filterbank features to train the neural network. A 3-second sliding window-based mean and variance normalization is applied to the log-Mel features. A context window of 21 frames (10 frames on each side of the current frame) is applied at the input, resulting in 840 dimensional feature vector at every frame. Just before presenting the features at input layer of the DNN, a global mean and variance normalization is applied. This results in a neural network with 16 million parameters (including weights and biases), for a 20 target language case.
The network is trained using stochastic gradient descent (SGD) to minimize cross-entropy between the frame level language labels and its outputs. The SGD uses minibatches of size 200 frames. We start with an initial learning rate of 0.001, and the learning rate has been halved after every epoch. We did not use any cross-validation set for scheduling learning rate.
Once the network is trained, scores of a test utterance are computed by accumulating the log-likelihood as:
where p(L |xt, θ) is the posterior probability of language , obtained at the output of neural network [1, 2] . xt is input feature vector at frame t and N is the total number of frames in the test segment. θ defines the neural network.
Modeling hidden information
In this section, we describe proposed technique to model information present in hidden layers of the DNN. This approach is illustrated in figure 2 . Given a speech utterance, we time-average activations of hidden and output layers. The time-averaged activations of all the layers are stacked to form a single, duration independent vector, referred to as DNN super-vector. Dimensionality of the DNN super-vector is reduced using principal component analysis (PCA). This results in a low dimensional fixed length representation of input speech utterance, similar to classical I-vector used in speaker and language recognition tasks [3, 11] . This vector is referred to as DNN I-vector from here on. Gaussian linear classifier (GLC) has been shown to be an effective classifier on I-vectors for language recognition [6, 9] . We also propose to use (GLC) in the DNN I-vectors system. In this probabilistic model,the class-conditional log-likelihood for µ h given language can be computed as:
where k is a data-independent constant. The model parameters can be easily obtained by Maximum-Likelihood estimation [9, 14] .
Performance Comparison
In order to compare direct DNN system with proposed DNN I-vector system, we trained a single neural network to classify all 20 languages. The architecture of this network is described in section 3.1. The first row of table 2 shows the Cavg obtained from direct DNN approach on dev and eval sets. The performance of DNN I-vector system is reported in the second row of the same table. Both systems are based on the same neural network. For each utterance, the hidden layer activations are time-averaged to compute the super-vector. A DNN I-vector of dimension 1800 is computed by reducing the dimensionality of the corresponding super-vector. A Gaussian liner classifier is trained on the DNN I-vectors to classify the 20 target languages. From the table 2, we can conclude that performance of the DNN I-vector system is significantly better than the direct DNN system [1] . We obtained a relative improvement of 40 % on dev set and 20 % on eval set. Results of the DNN I-vector system with single network and per-cluster networks are reported in rows 3 and 4, respectively. Similar to direct DNN approach, per-cluster DNN Ivector system is also performing better than single DNN Ivector system. Note that in DNN I-vector case, per-cluster and single network systems generate super-vectors of different dimensions. In order to have same number of parameters for the final GLC back-end, we reduce dimensionality of super-vectors to 1800. Based on these performances, we only use per-cluster DNN architecture for further analysis in the rest of the paper. 
Experimental analysis
This section presents an empirical analysis of DNN I-vector system with respect to various hyper-parameters in the system architecture.
Input feature representation
Results of the DNN I-vector systems presented in previous sections use networks which are trained on log-Mel filterbank features. However, bottleneck features which are extracted from neural networks trained for speech recognition task, have shown significant improvements over acoustic features in many LID works [7, 8, 10, 13] . In this section, we compare between two DNN I-vector systems trained on log-Mel filterbanks and bottleneck features. In particular, we use Stacked BottleNeck (SBN) features [7, 8] .
Stacked Bottleneck feature extraction:
SBN extraction pipeline consist of cascade of two neural networks. Each neural network has a 80 dimensional bottleneck layer before last hidden layer. The first neural network is trained on log-Mel filterbank features. The output of the first network is stacked in time (t−10, t−5, t, t+5 and t+10), and given as input to second neural network. Both neural networks are trained on Switchboard database (audio and transcriptions) [9] . The 80 dimensional bottleneck features, obtained from the second neural network are referred to as Stacked Bottleneck features. More details about the stacked bottleneck features can be found in [8, 7, 9] . Table 4 compares log-Mel filterbanks and SBN features. From the table, it is evident that the performance of SBN features is significantly better than log-Mel filterbanks. We obtained 44 % and 34 % relative improvement in dev and eval sets, respectively. The reason for this improvement can be attributed to, robustness to acoustic mis-matches and higher discriminative information present in the SBN features [9] . For the rest of the experiments, we use DNNs which are trained on SBN features. We also keep the same dimensionality of the DNN I-vectors (1800). 
Per-cluster PCA
In the previous experiments, super-vectors from multiple DNNs, one for each cluster, are stacked to form a single supervector. DNN I-vector is generated from this super-vector by reducing its dimensionality using PCA transform. For example, in row 4 of table 3, PCA transforms 46,100 dimensional supervector to 1800 dimensional DNN I-vector. Estimation of PCA transform on this high-dimensional space can be data hungry and computationally expensive. This problem becomes more severe if the number of hidden layers in the neural networks are increased. One approach to mitigate the problem, is to train percluster PCA transforms. That is, instead of having a single PCA transform which operates on super-vector obtained from multiple clusters, we employ 6 PCA transforms, one for each cluster, and generate per-cluster DNN I-vector. Per-cluster DNN I-vectors are then stacked and given as input to GLC. Using per-cluster PCA approach, we can generate DNN I-vectors of much lower dimensionality. Table 5 presents a comparison between DNN I-vector systems, using single PCA transform and per-cluster PCA transforms. From this table, it is evident that Cavg of per-cluster PCA system is slightly worse than single PCA strategy, in both dev and eval sets. But, we get a significant reduction in the number of parameters (41 million to 6 million) compared single PCA system. Also, per-cluster PCA system is faster and has smaller memory footprint than single PCA system. 
Pre-nonlinearity vs Post-nonlinearity
In all previous experiments, the super-vectors were obtained by time averaging hidden layer outputs (post-nonlinearity). Table 6 shows the comparison with systems, where super-vectors are obtained by time averaging hidden layer pre-activation responses (pre-nonlinearity). We can conclude from the table that, super-vectors computed from pre-nonlinearity values are a better choice than super-vectors computed after the activation fuction was applied (post-nonlinearity). The reason for this behavior could be that, PCA transform, applied on super-vectors, assumes the data is being generated from a Gaussian conditional distribution [14] . Pre-nonlinearity values have a better fit to Gaussian distribution than post-nonlinearity values. The difference might disappear by using a subspace method which is more suitable for post-nonlinearity values
Comparison with I-vector system
In this section, we compare DNN I-vector system with state-ofthe-art Gaussian mixture model (GMM) based I-vector system [9, 11] . We briefly describe the baseline I-vector system [9, 11] used in our experiments. The baseline I-vector system consists of an universal background model (UBM) comprised by 2048 components, with diagonal-covariance. The UBM is trained on the balanced training set in 5 iterations (up to 15 hours of randomly selected training utterances per language). The dimensionality of the total variabilty space is 600. More details about this system can be found in [9, 11] . Table 7 shows the Cavg results obtained from various systems. Rows 1 and 2 present the results of direct DNN approach proposed by [4] . Results of various DNN I-vector systems are shown in rows 3, 4, and 5. It can be observed from the table that the proposed approach results in close to 30 % relative improvement over direct DNN approach. It is important to remind the reader that the DNNs used in DNN I-vector systems are the same as the ones used in the direct DNN systems. The improvement observed is due to modeling hidden layer responses using proposed approach.
Performance of the proposed DNN I-vector systems are competitive to the standard GMM I-vector system (row 6). Fusion of the systems resulted in 14 % relative improvement in dev set and 4 % relative improvement in eval set. This illustrates the complementary nature of the proposed technique. The significant improvement observed in dev set can be attributed be to fusion weights, which are tuned to dev set. 
Conclusions
In this work, we proposed a technique to improve DNN based Language recognition. The approach is based on modeling hidden layer information of DNNs, and extracting an I-vector like representation for a given speech segment. The technique is referred to as DNN I-vector system. This approach is shown to be significantly better than direct DNN baseline. We also showed that proposed approach is fairly robust to the choice of hyper-parameters in the model. Experimental results indicated that DNN I-vector system is competitive and complementary to GMM I-vector system. In future, we would like to explore different ways of extracting DNN super-vector and different subspace methods to compute DNN I-vector.
