Multifractal dimensions allow for characterizing the localization properties of states in complex quantum systems. For ergodic states the finite-size versions of fractal dimensions converge to unity in the limit of large system size. However, the approach to the limiting behavior is remarkably slow. Thus, an understanding of the scaling and finite-size properties of fractal dimensions is essential. We present such a study for random matrix ensembles, and compare with two chaotic quantum systems -the kicked rotor and a spin chain. For random matrix ensembles we analytically obtain the finite-size dependence of the mean behavior of the multifractal dimensions, which provides a lower bound to the typical (logarithmic) averages. We show that finite statistics has remarkably strong effects, so that even random matrix computations deviate from analytic results (and show strong sample-to-sample variation), such that restoring agreement requires exponentially large sample sizes. For the quantized standard map (kicked rotor) the multifractal dimensions are found to follow the random matrix predictions closely, with the same finite statistics effects. For a XXZ spin-chain we find significant deviations from the random matrix prediction -the large-size scaling follows a system-specific path towards unity. This suggests that local many-body Hamiltonians are "weakly ergodic", in the sense that their eigenfunction statistics deviate from random matrix theory.
I. INTRODUCTION
Energy eigenstates are integral to the formulation of quantum mechanics. Except for especially simple systems, eigenstates usually are complicated objects, described in any basis by a large number of coefficients. Thus, it is natural to analyze eigenstate coefficients statistically. Statistical properties of eigenstates were investigated already very early in the context of transition strengths for complex nuclei [1] which can be described by random matrix ensembles [2] , and are central to the study of quantum chaos, e.g., in quantum billiards [3] [4] [5] [6] [7] [8] [9] [10] [11] and in quantum maps [11] [12] [13] [14] [15] [16] . They also play a crucial role in characterizing critical behaviors of Anderson transitions between localized and metallic phases in disordered systems [17] . Moreover, the properties of energy eigenstates are of particular importance for describing the behavior of isolated quantum many-body systems, e.g., concerning thermalization [18] [19] [20] [21] [22] [23] and many-body localization [24] [25] [26] [27] [28] [29] [30] [31] .
The statistical properties of eigenstates have been characterized and studied in multiple ways. The distributions of eigenstates have been examined directly, e.g, for quantum billiards [4] [5] [6] [7] [8] [9] [10] [32] [33] [34] [35] , for many-body systems [34, 36] , and for quantum maps [11] [12] [13] [14] [15] [16] and random-matrix ensembles [37] [38] [39] . The maxima of random waves and chaotic eigenstates have also been considered [15, 40] . Eigenstate statistics have often been characterized through the inverse participation ratio, extensively over several decades for single-particle systems [17, [41] [42] [43] [44] and more recently also for many-body systems [23, 34, 36, [45] [46] [47] [48] [49] [50] . Generalizing the inverse participation ratio, eigenstate statistics has also been studied through the Shannon and Rényi entropies [45, [51] [52] [53] [54] [55] [56] [57] . Closely related to the Rényi entropies are the so-called fractal dimensions [58, 59] , which are the topic of this work. Analysis of fractal dimensions ('multifractal analysis') is a standard tool in the study of (single-particle) Anderson localization [17] and has also been recently applied to eigenstates of many-body quantum systems [29, 34, 57, 60, 61] .
If the q-th moment of the eigenstate coefficients scales like N ≥ 0 gives the (multi)fractal (Hausdorff) dimension of the corresponding support set in the limit N → ∞. The fractal dimensions are particularly useful for distinguishing between localized and ergodic phases for single-particle lattice systems with disorder. The Andersonlocalized phase is characterized by zero fractal dimensions D ∞ q = 0 for q > 0, as each eigenstate is localized at a finite number of sites. In contrast, so-called ergodic quantum eigenstates [17] are those states for which at least a finite fraction of the coefficients in the given basis contribute significantly, and thus D ∞ q = 1. An important class of quantum systems are those with a well-defined classical limit showing chaotic dynamics in the sense that one has sensitive dependence on the initial conditions (positive Lyapunov exponents almost everywhere) and ergodicity (temporal averages of observables correspond to spatial averages for almost all initial conditions). In such cases one expects that the statistical properties of spectra can be described by those of corresponding random matrix ensembles [62] [63] [64] . In contrast, many-body systems usually do not have such a classical limit. We can define a many-body system as being "ergodic" or "chaotic" if the spectral statistics or eigenfunction statistics follow those of one of the random matrix ensembles. In either of these cases one expects in the large-size limit that the fractal dimensions of most eigenstates are equal to D ∞ q = 1 for all q ≥ 0. The fractal dimensions are of particular interest in characterizing multifractality, in which case D ∞ q has a nontrivial q-dependence, in contrast to ergodic (localized) states for which D ∞ q is equal to 1 (0) for all q ≥ 0. Multifractal statistics appears at the Anderson localization transition for single-particle lattice systems [17, [65] [66] [67] [68] [69] [70] [71] . In addition, recent examples have reported (multi)fractal phases extend-ing over a whole range of parameters [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] [86] . Multifractal wavefunctions have been found for some quantum maps [68, 70, 87, 88] . For local many-body quantum Hamiltonians, the ground states have been found to display multifractal behavior, even in cases for which eigenstates at the center of the many-body spectrum show random-matrix behavior [34, 57, 60, [89] [90] [91] . Also, the question of the existence of a multifractal phase in the vicinity of the many-body localization transition as well as its relation to the slow dynamical phases is under active debate [31, 57, 61, 73, 74, [92] [93] [94] [95] [96] ).
In this paper, we examine the finite-size dependence of fractal dimensions (N -dependence of D q (N )) for eigenstates of random matrices and of nominally chaotic systems. The eigenstates of these systems are expected to be at least weakly ergodic. Ergodic states are considered to be less exotic than multifractal states, since the large-N limit is simple. However, we will present highly nontrivial scaling behaviors: D q (N ) approaches unity extremely slowly and with large eigenstateto-eigenstate fluctuations. We will first present analytical and numerical results for the case of random-matrix ensembles, namely the circular orthogonal (COE) and unitary (CUE) ensembles. These results will then be compared to two physical systems which are expected to have ergodic behavior. The first is a paradigmatic model from quantum chaos: the quantum kicked rotor whose corresponding classical dynamics is given by the standard map. We will show that the multifractal properties of the quantized standard map with strongly chaotic classical dynamics follow the CUE predictions very closely. We then consider a non-integrable quantum spin chain. In this case the comparison is substantially more subtle because only the center of the many-body spectrum ("infinite-temperature" states) is expected to behave ergodically. We present numerical evidence that the behavior of many-body eigenstates is only "weakly ergodic", in the sense that D q (N ) approaches unity for N → ∞ but follows a different system-specific path compared to the COE case.
The paper is structured as follows. We introduce the fractal dimensions in Section II, in particular the mean and typical averages. In Section III we present analytic derivations for the random matrix ensembles and compare with numerical calculations for COE and CUE ensembles. In Section IV we present calculations of D q (N ) for the chaotic quantum map and also compare with random matrix results Section V treats as example of a many-body quantum system a spin chain in the chaotic regime, and an analysis of D q (N ) is presented. In Section VI we summarize and point out open questions.
II. FRACTAL DIMENSIONS
To characterize the properties of a given state |Ψ j consider its expansion coefficients c 
one defines the (finite-N ) fractal dimensions for the given state
For fixed N the fractal dimensions are monotonically decreasing functions of q with 0 ≤ D q (N ) ≤ 1 for q ≥ 0. In the limit q → 1 one gets by l'Hôpital's rule the Shannon information dimension
One may now consider an average over an ensemble of states, which is denoted by
Finally, the fractal dimensions D ∞ q are defined in the limit
If D 
Numerically, D ∞ q can only be estimated by extrapolating the results of finite-N computations using Eq. (5).
The leading size-dependence of D q (N ) is often of the form
so that using Eq. (5) the moments can be written as
with c q = e (q−1)fq . When the finite-size correction to D ∞ q is not exactly or solely of the form proportional to 1/ ln N , the pre-factor c q acquires a weak dependence on N .
Random matrix theory allows for a universal description of the statistical properties of ergodic eigenstates in many different situations. Thus it should also provide a prediction for the finite-N scaling of D q (N ), where the average in Eq. (5) is performed over a suitable random matrix ensemble. However, an analytical computation of the ensemble average in Eq. (5) over the logarithm of the moments is a daunting task.
Thus instead we will use the ensemble averaged moments I q (N ) ≡ I q (j, N ) and take the logarithm afterwards, i.e.
By Jensen's inequality D q (N ) provides a lower bound to
as the logarithm is a concave function. In particular
III. RANDOM MATRIX PREDICTIONS
As specific random matrix ensembles we consider the circular unitary ensemble (CUE) of complex unitary matrices, describing systems without any antiunitary symmetries and the circular orthogonal ensemble (COE) of real orthogonal matrices, describing systems with one antiunitary symmetry, e.g. time-reversal. Note that the results for the eigenvector statistics of the CUE and COE also apply to the Gaussian unitary ensemble (GUE) and the Gaussian orthogonal ensemble (GOE), respectively.
A. Circular orthogonal ensemble
For the COE the eigenvectors can be chosen to be real and the only requirement for the coefficients c i is the normalization
This condition implies that the probability density of one (rescaled) component N c 
The corresponding eigenfunction moments (1) calculated from this distribution are
For large N one gets
Note that one obtains from (13) in the limit of large N the so-called Porter-Thomas distribution [98] 
Based on the moments (14) , inserted in Eq. (10), one gets the COE prediction for the finite-N scaling of the fractal dimensions
For q = 1 this gives D
The fractal dimensions approach D 
Figure 1(a) shows D q (N ) for N = 400, 2000, and 10000, each computed from one realization of the COE, numerically generated as described in [100] . The curves are still very far from D q = 1, but a slow logarithmic approach with increasing N is clearly seen. The analytical result D COE q (N ), Eq. (21), provides according to the inequality (11), a lower bound. This bound even gives a good approximation up to some value of q, which increases with increasing N . In Fig. 1(b) we show D q (N ) for the COE, i.e. for one realization the moments I (21), is much better. However, for larger values of q, there are still prominent deviations from the analytic predictions. We will discuss the origin of these deviations in Sec. III C.
The inset in Fig 
B. Circular unitary ensemble
For the CUE the eigenvectors are complex, fulfilling the normalization condition
This implies that the probability density of one (rescaled) component N |c
i | 2 to have a specific value η is given by [14] 
Note that one obtains from Eq. (25), in the limit of large N ,
Based on the moments (26), inserted in Eq. (10), one gets the CUE prediction for the N -dependence of the fractal dimensions
For q = 1 this gives D (33) is better, however, again with unexpected prominent deviations for larger q.
In Figs. 1(a) and 2(a), we have presented D q (N ), which is the average of D q (j, N ) over N states. However, there is quite a variation in the values of D q (j, N ) themselves. This is already indicated by the standard deviation σ(q), as shown in the insets Fig. 1(a) and Fig. 2(a) but better seen in the full distribution of D q (j, N ). Figure 3(a) shows the histograms for D q (j, N ) for the CUE for N = 10000 and q = 2, 5, 10, 20. With increasing q, the mean decreases while the variance increases. This can also be understood intuitively, as larger values of q correspond to higher moments of the eigenstate coefficients which therefore emphasizes the tails of the distribution of the coefficients. The semi-logarithmic representation in Fig. 3(b) shows that the tails towards smaller D q become approximately a straight line, i.e. show exponential behavior, while the tails towards larger D q are close to a Gaussian decay.
Based on the properties of the distributions P (D q (j, N )) one can draw several conclusions about the behavior of (N ) can also be obtained by the integral In this section we consider corrections to the moments I q (N ) and fractal dimensions D q (N ) and D q (N ) due to finite statistics. This allows to estimate the value of q above which the numerical calculations deviate from analytic predictions.
We consider a situation where one obtains the data from a finite number N r of eigenstates, which may be from one or several (e.g. disorder) realizations. Statistical errors come into play because of the finiteness of N r . We can characterize these errors by considering how the distribution P (N |c
is numerically approximated by a histogram. The histogram is normalized by N r and has bin sizes ∆η. We first consider the bin sizes ∆η to be independent of η. At the edge of the distribution, i.e. for larger values of η, the number of counts per bin is smaller, and hence statistically less reliable. When there are only a few counts, C ∼ O(1), statistical errors become significant. The bin at which this occurs, i.e., the value η = η * , is given by the condition
For the CUE case, using the exponential (31) as large-N approximation, one obtains the condition
whereN r ≡ (N r ∆η/C).
For the COE case, the large-N approximation is the PorterThomas distribution (19) . For this we cannot solve Eq. (37) for η * in closed form, but approximating iteratively, we obtain η * (N r ) 2 lnN r + ln η (39) = 2 lnN r + ln 2 lnN r + ln η = . . . , (40) In the iterative solution for the COE case, the corrections to the leading term are either constant or multiple-logarithmic functions ofN r ; for our estimate we neglect these weakly varying functions and keep only the leading (2 lnN r ) term. Thus we get
up to O(1) constants and additive weaker functions of N r .
Here β = 1 for the COE and β = 2 for the CUE. Note that there is no fundamental reason for the binning to be linear, i.e., for ∆η to be independent of η. If one uses logarithmic binning, ∆η ∝ η, one obtains corrections to the above estimate which are of double-logarithmic form, and hence can be neglected as done above.
To obtain an estimate for the value q * of q at which statistical errors become significant, we have to to relate q to η. Writing the q-th moment (1) as
we use the saddle point approximation to note that the main contribution comes from the value of η that maximizes the exponent:
Thus the main contribution to the q-th moment comes from η(q) = (2q +β −2)/β. When q gets so large that this η(q) exceeds η * , statistical errors become significant. Thus the value of q beyond which statistical errors are significant is
This estimate neglects O(1) constants and weaker (doublelogarithmic) dependences on N r . In addition, the argument relies on some constants that cannot by nature be firmly specified, such as the bin count C at which we consider statistical errors to become significant. Finally, the deviation between numerical and analytical predictions, seen in Figs. 1 and 2 , gradually increase with q and do not start at a sharply defined value of q * . For all these reasons, we do not expect the estimate to be quantitatively accurate. Figure 4 shows numerical estimates of q (N ) as a function of ln N . This gives an idea of how well the data for D q (N ) and D q (N ) for one realization of the CUE and the COE are described by D Here f = 0.009 approximately corresponds to the vertical extent of the symbols in Figs. 1 and 2. Of course, this estimate will depend on the choice of f , which is arbitrary. Despite this uncertainty and those discussed above, an approximate straight-line dependence is observed, i.e.
in agreement with the theoretical expectation (45) for N r = N .
IV. CHAOTIC QUANTUM MAP
For quantum systems whose corresponding classical dynamics is fully chaotic one expects that the statistics of eigenvalues and eigenstates can be described by random matrix theory. Still, even if the spectral statistics, e.g. for the levelspacing distribution, follow the corresponding random matrix results, this need not hold equally well for the statistics of eigenstates. Thus we now investigate, starting with a singleparticle system, how well the results for the scaling of the fractal dimensions are fulfilled for different types of chaotic quantum systems. In particular deviations may reveal interesting physics.
As a prototypical example of a system with chaotic classical dynamics we consider a time-periodically kicked system whose Hamiltonian reads
Here the sum describes a periodic sequence of kicks with unit time as kicking period. For V (x) = K 4π 2 cos(2πx) one obtains the so-called kicked rotor. Its stroboscopic dynamics considered before consecutive kicks, gives the area-preserving standard map [101] , (x, p) → (x , p ),
for which we consider x, p ∈ [0, 1[ with periodic boundary conditions so that the phase space is a two-dimensional torus.
For sufficiently large kicking strength K the standard map is strongly chaotic [101, 102] . As example we use K = 9, see the inset in Fig. 5 , for which numerically no regular islands on any relevant scales have been found. Quantum mechanically, the torus phase space leads to a finite Hilbert space of dimension N , see e.g. Refs. [103] [104] [105] [106] [107] . The effective Planck constant is h = 1/N and N → ∞ corresponds to the semiclassical limit. The quantum time evolution between consecutive kicks is given by a unitary timeevolution operator which can be represented in position space by a matrix with elements
where n, n ∈ {0, 1, ..., N − 1}. Thus one gets the eigenvalue problem
with eigenphases ϕ n ∈ [0, 2π[ as all eigenvalues lie on the unit circle due to the unitarity of U . The quantum phases β and α in Eq. (51) determine the boundary conditions due to the periodicity in position and momentum, respectively. Choosing (α, β) = (0.2, 0.24) ensures that both time reversal symmetry and parity are broken, so that the consecutive level spacing distribution of this quantized standard map follows the prediction for the CUE. Fig. 2(a) as grey circles. The inset shows 1000 iterates of the standard map (49).
V. MANY BODY SYSTEMS
We now turn to another class of systems for which randommatrix theory is often applied: many-body systems which are neither integrable nor many-body-localized. We will present results for a specific spin chain (the XXZ chain with nearestneighbor interactions) for two different choices of parameters. In addition we have performed similar calculations for other many-body lattice Hamiltonians, and found the overall multifractality properties to be very similar. We thus believe the results presented here to be qualitatively generic.
Hamiltonian
We consider a disorder-free XXZ Heisenberg chain, consisting of L sites and one spin-1/2 particle on each site, with both nearest-neighbor (NN) and next-nearest-neighbor (NNN) interactions:
Here S ± i = S (53) are over the site index. The XXZ chain with NNN interactions is a canonical example of a non-integrable many-body system. As such, the midspectrum eigenstates and the dynamics of this model and its variants have been studied from several perspectives in recent years (see, e.g, [34, [108] [109] [110] [111] [112] [113] [114] ). Of course, the equilibrium (low-energy) properties of such models have been considered extensively, already in earlier decades, but these are less relevant to the present work. In order to avoid reflection symmetry, we have omitted the NNN coupling between sites 1 and 3 (the summation starts from i = 2 instead of i = 1). The NNN coupling breaks integrability; to keep away from an integrable point we use J 2 = J 1 . We also set both couplings J 1,2 to unity, i.e., energies are measured in units of J 1 .
The XXZ chain (53) conserves the total
, or equivalently, the number of up-spins or "particle number" M . For M up-spins in L sites, the Hilbert space dimension is N = L M . As parameters we use (∆ 1 , ∆ 2 ) = (2.0, 0.0) throughout the text, apart from Fig. 9 , where in addition (∆ 1 , ∆ 2 ) = (0.8, 0.8) is used.
We have checked that the system shows the correct GOE level spacing statistics for either of these parameter sets, e.g., the average r of the ratio of successive consecutive-neighbor level spacings [25, 115] is near the value (≈ 0.53) expected for the GOE. The ratio of the spacings between two closest levels [116] is also near the GOE value (≈ 0.57).
Overview: various parts of the spectrum
We first consider the fractal dimensions of all eigenstates for the XXZ spin chain (53) in the ergodic regime. Eigenstates at the very low-energy and very high-energy edges of the spectrum are multifractal. Indeed, for the lowest and the highest eigenstates D ∞ q = 1 for q = 0 [34, 60] . For non-integrable systems, it is widely expected that the eigenstates in the middle of the many-body spectrum behave at least like randommatrix eigenstates; in fact this expectation may be considered the basic idea behind the eigenstate thermalization hypothesis [18-23, 113, 117-120] . Thus, we expect that the middle of the spectrum is at least weakly ergodic in the sense that the corresponding wavefunctions occupy a finite fraction of the Hilbert space and, thus, D q (N ) approaches 1 in the N → ∞ limit. Figure 7 illustrates the N -dependence of the fractal dimensions by plotting D 2 (j, N ) for every eigenstate j of the nonintegrable spin-chain for different values of the Hilbert space dimension N : As the system size increases, the D q (j, N ) values for mid-spectrum eigenstates move up towards 1, i.e. the eigenstates show the expected ergodic behavior. (We will later show that the approach to 1 is logarithmically slow.) In con- trast, for the bottom or top of the spectrum there is no trend towards 1 which is consistent with the picture that these eigenstates are multifractal. In contrast, the results for a realization of the GOE show no dependence on the energy, e.g. there is no multifractality near the edges of the spectrum, even though the spectral density of the GOE does depend on the energy. This is shown as the grey points forming a straight line in Fig. 7 . For the purposes of the eigenvector statistics the results for the COE obtained in Sec. III A are identical to those of the GOE as only the normalization condition (12) is relevant. Also note that the results for the spin-chain (green squares) with the same dimension N = 24310 are well below the GOE result, even in the middle of the spectrum. Therefore an important question, to be addressed in the next section, is how D q (N ) approaches 1 for mid-spectrum many-body eigenstates. Figure 8 shows the q-dependence of the fractal dimensions D q (N ) in the many-body system in comparison with numerical results for the GOE of the corresponding sizes N . To avoid fluctuations due to finite statistics we only show the typical fractal dimensions D q . The overall shape and sizedependence is qualitatively similar to that in the COE, CUE, and standard map cases studied in previous sections. However, the departure from the random-matrix data is now much stronger: the deviations are already significant for the smallest moments and become more prominent with increasing q. become larger, moving towards 1, and the difference to the random matrix results becomes smaller.
Comparison of the fractal dimensions with the GOE
The amount of the deviations from the COE prediction are highly system and parameter specific. Indeed, even considering the same many-body model (53) We have also examined the distribution P (D q ) for the many-body eigenstates (not shown). The distribution is qualitatively similar to the one for the COE or CUE (which is shown in Fig. 3 D q (j, N ) .
It is clearly seen in Fig. 10 that the many-body data approaches D q (N ) → 1 at N → ∞, however the path of this approach is different from the one of the GOE: The fractal dimensions D q (N ) are smaller, while the standard deviations (shown as error bars) are larger. This clearly suggests that the eigenstates of a typical non-integrable many-body system are only weakly ergodic, i.e., that they only occupy a finite fraction ρ of the whole Hilbert space.
Following Eq. (9), we can express the weak ergodicity in terms of the scaling of the typical moments by comparing with the GOE result, Eq. (23),
. (54) where
This shows that the deviation of c q compared to c GOE q corresponds to the effectively reduced fraction of the whole Hilbert space occupied by weaklyergodic eigenstates, compared to ergodic ones of the GOE.
The weak ergodicity also suggests that a standard random matrix ensemble like the GOE of GUE is not a fully correct description of the statistical properties of the many-body states, even in the middle of the spectrum. This can also be seen by examining the coefficient distribution. In the inset of Fig. 10 , the distribution P (η) of the (rescaled) eigenvector components η = N |c
shown. There are clear deviations from the Porter-Thomas distribution (19) of the GOE. The deviations at the tail of the distribution are highlighted here by using a logarithmic scale. Some deviations from the random-matrix expectation was also noted in Ref. [34] .
VI. SUMMARY AND OUTLOOK
In this work we have addressed the deviations of the eigenstate statistics from the fully ergodic result -for random matrix ensembles, a single-particle system with chaotic classical dynamics, and chaotic many-body systems. We analyzed the scaling behavior of the fractal dimensions D q (N ) which should approach one in the limit of large system size N if the system is fully ergodic.
For the standard random matrix ensembles (COE and CUE) we provide analytical results for the means D q (N ) over individual eigenstates. This provides a lower bound for the typical D q (N ) (logarithmic) averages of eigenstate moments. We (13, 6) , (15, 7) , (17, 8) , (19, 9) . The 250 states in the middle of the spectrum are used for all sizes except the largest one (for (L, n ↑ ) = (19, 9) show that individual realizations of COE and CUE typically match the predictions only for small q, and deviate at larger q due to finite statistics. We have provided an estimate of the value q * (N ) beyond which finite-statistics effects become important: q * (N ) scales logarithmically with N such that obtaining agreement at larger q would require averaging over an exponentially large number of realizations.
For the quantized standard map with classically chaotic dynamics, the numerical results agree well with those for realizations of random matrices. For both random matrices and the quantized standard map, the approach D q (N ) → 1 with increasing system size is slow, and closely follows the form D ∞ q − f q / ln N for small q. For larger q, there are strong deviations from this form and the data even shows some curvature when D q (N ) is plotted against 1/ ln N . This curvature implies an N -dependence of the quantity f q , or equivalently, of the quantity c q = e (q−1)fq used in Eq. (9).
In contrast, the results for the many-body systems deviate quite significantly from the COE data. We have analyzed these deviations in D q (N ) for different eigenstates, different values of q, and system sizes. The fractal dimensions of the non-integrable many-body systems still approach the ergodic limit D q (N ) = 1 in the thermodynamic limit N → ∞. However, the path of this approach differs from the randommatrix one and is system-specific: writing the N -dependence as D ∞ q − f q / ln N requires c q to be larger than the GOE value c GOE q . We thus conclude that mid-spectrum many-body eigenstates are of weakly ergodic nature and occupy only a finite fraction of the whole Hilbert space. We speculate that this may result from the fact that mid-spectrum eigenstates are forced to be orthogonal to the eigenstates at the spectral edges, which are very special (multifractal).
The present work opens up various new questions. (1) The curvature in the D q (N ) versus 1/ ln N plots points to finitesize structures in random-matrix eigenstates which deserve further study. If we write D q (N ) as D ∞ q − f q / ln N , then c q = e (q−1)fq is weakly N -dependent; the form of dependence is a non-trivial characterization of finite-size randommatrix eigenstates which would be interesting to investigate.
(2) We have characterized multifractality properties of the quantized standard map at large K, for which the classical counterpart is strongly chaotic. As K is decreased, the classical dynamics shows a mixed phase space in which regular motion and chaotic motion coexist on arbitrarily fine scales. This will change the behavior of D q (N ) and could lead to weak ergodicity or multifractality. (3) We have only examined manybody models which are nominally chaotic. The D q (N ) behaviors of mid-spectrum eigenstates of integrable many-body systems remains an open issue. (4) Our results suggest that many-body eigenstates are only weakly ergodic. This implies that the standard random matrix classes (GOE, GUE) may not be the optimal random-matrix models for describing the mid-spectrum eigenstates. Other random matrix classes, such as the power-law-banded random matrices [17, 38, 97, [121] [122] [123] , might be fruitful to examine as models of eigenstates of non-integrable many-body Hamiltonians.
