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COHERENT COHOMOLOGY OF SHIMURA VARIETIES AND
AUTOMORPHIC FORMS
JUN SU
Abstract. We show that the cohomology of canonical extensions of automor-
phic vector bundles over toroidal compactifications of Shimura varieties can
be computed by relative Lie algebra cohomology of automorphic forms. Our
result is inspired by and parallel to Borel and Franke’s work on the cohomology
of automorphic local systems on locally symmetric spaces, and also generalizes
a theorem of Mumford.
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Introduction
The cohomology of Shimura varieties are of interest and importance in the Lang-
lands program as there Galois representations and Hecke modules meet each other
(for the first time). Let pG,Xq be a Shimura datum, ShpG,XqK be the associ-
ated Shimura variety at a neat level K and ShK be its complex analytification,
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then there are the Betti cohomology H˚pShK,Cq and more generally cohomology
of local systems on ShK arising from algebraic representations of G. In this case
the Galois representations spring from e´tale cohomology, while on the other hand
at first it’s in general unknown whether the natural Hecke module structures on
these cohomology come from automorphic representations of G. This question can
actually be asked for any locally symmetric space: for simplicity we assume the
locally symmetric space is of the form
SK :“ GpQqzGpAq{KK,
whereG is a semisimple group overQ, K is an open subgroup of a maximal compact
subgroup of GpRq and K Ď GpAf q is a neat compact open subgroup, then any finite-
dimensional representation E of GpRq defines a local system
E :“ GpQqzppGpAq{KKq ˆ Eq
on SK (which we’ll refer to as an automorphic local system). There are standard
Hecke-equivariant isomorphisms
(0.1) HipSK, Eq – H
i
pg,KqpC
8pGpQqzGpAq{KqK´fin b Eq,
where g is the complexified Lie algebra of G. Borel [Bor84],[Bor83] conjectured
that in (0.1) C8pGpQqzGpAq{Kq can be replaced by ApGqK, i.e. we have
(0.2) HipSK, Eq – H
i
pg,KqpApGq
K b Eq,
where ApGq denotes the space of automorphic forms on G. The difficulty of this
conjecture is rooted in the non-compactness of SK and hence the case where G
is anisotropic over Q is somewhat straightforward. Borel himself showed that in
(0.1) one can replace C8pGpQqzGpAq{KqK´fin with the space C8umgpGq
K of K-
finite smooth functions on GpQqzGpAq{K with uniformly moderate growth (see
Definition 2.4) [Bor83, 3.2],[Bor90, Theorem 1], where the later differs from ApGqK
by a finiteness condition under differentiation by elements of the center Zpgq of the
universal enveloping algebra of g. Harder and Casselman-Speh solved the rank 1
case of the conjecture, and the full conjecture was eventually proved by Franke in
his famous paper [Fra98].
For Shimura varieties it’s also natural to consider coherent sheaf cohomology
groups like HqpShK,Ω
pq. A suitable class of coefficients are the automophic vector
bundles introduced by Harris and Milne in [Har85] and [Mil88]. These vector bun-
dles are parametrized by representations of a parabolic subgroup Ph of GC and they
are analytifications of algebraic vector bundles defined over number fields specified
by the representations. They have the name as any holomorphic or nearly holo-
morphic (vector-valued) automorphic form can be intepreted as a global section of
one of them. The family of these vector bundles is closed under tensor products
and tensor powers and includes all Ωp. However, the cohomology of these vector
bundles may not always be useful. The basic example is that in the modular curve
case these cohomology groups are torsion-free modules over the ring of polynomials
in the j-invariant and hence are either 0 or infinite-dimensional. In general for an
automorphic vector bundle rV arising from a representation V of Ph, analogous to
(0.1) we have
HipShK, rV q – Hipph,KhqpC8pGpQqzGpAq{Kq b V q
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(see (1.12)), where ph is the Lie algebra of Ph, Kh Ď GpRq is the stabilizer of a point
in X and when Kh is non-compact H
i
pph,Khq
p´q abusively denotes cohomology of
the complex [KV95, 2.127] usually used to compute relative Lie algebra cohomology.
In contrast to (0.2) the right hand side above could be strictly larger than
Hipph,KhqpApGq
K b V q.
In fact by [Lan16, 9.2] and the main theorem 5.7 of this paper, when i is 1 less than
the codimension of the boundary in the Baily-Borel compactification this happens
for every rV after twisted by a sufficiently high power of the canonical bundle.
A remedy for this problem is built upon the theory of toroidal compactifications
of locally symmetric varieties introduced by Ash, Mumford, Rapoport and Tai in
[AMRT75] (following the work of Igusa on Siegel modular varieties and Hirzebruch
on Hilbert modular surfaces) and the canonical extensions of automorphic vector
bundles over these compactifications introduced by Mumford and Harris in [Mum77]
and [Har89]. The aim of this paper is to show that after applying these constructions
we get favorable cohomology groups (see Theorem 5.7):
Theorem. Let rV be an automorphic vector bundle on ShK arising from a rep-
resentation V of Ph, rV can be its canonical extension over an admissible toroidal
compactification ShK,Σ of ShK, then there are Hecke-equivariant isomorphisms
(0.3) HipShK,Σ, rV canq – Hipph,KhqpApGqK b V q.
We note that the insight to consider the left hand side above originated in Har-
ris’ paper [Har90b]. Toroidal compactifications of a locally symmetric variety are
usually not unique and form an inverse system indexed by some combinatorial data
Σ, but the cohomology of canonical extensions of an automorphic vector bundle
to different toroidal compactifications are naturally isomorphic. There are plenty
of toroidal compactifications ShK,Σ of ShK that are smooth and such that the
boundary Z :“ ShK,Σ ´ ShK is a normal crossings divisor. In this case pΩ
p
ShK
qcan
is the sheaf ΩpShK,ΣplogZq of p-forms on ShK,Σ with log poles along the divisor
Z, whose cohomology groups appear a lot in algebraic geometry. For instance,
global sections of the log canonical bundle ωShK,ΣpZq and its powers make the log
canonical ring of Iitaka of ShK. This led Mumford to compute the global sec-
tions of canonical extensions of general automorphic vector bundles and obtain the
i “ 0 case of our theorem as [Mum77, Proposition 3.3]. As another example, the
groups HqpShK,Σ,Ω
pplogZqq form the E2 page of a spectral sequence computing
H˚pShK,Cq and are thus related to the mixed Hodge structures attached to ShK.
In fact, Faltings [Fal83],[Fal84] had independently suggested studying the higher
cohomology of canonical extensions and has since demonstrated their importance
for the study of the Hodge structures attached to Siegel modular forms [Fal87].
From the representation theoretic point of view, an advantage of coherent coho-
mology over the cohomology of automorphic local systems is that the right hand
side of (0.3) detects some more automorphic representations than the right hand
side of (0.2). The examples include weight 1 modular forms and any cuspidal au-
tomorphic representations whose archimedean factor is a non-degenerate limit of
discrete series. Our result in particular implies the algebraicity of Hecke eigenvalues
arising from these automorphic representations. The attachment of Galois repre-
sentations to those automorphic representations/Hecke eigenclasses in coherent co-
homology is an interesting and important project. In degree 0 Deligne-Serre [DS74]
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did it for weight 1 modular forms, and Taylor [Tay91] took care of Siegel modular
forms of low weights. The interest in associating Galois representations to eigen-
classes in higher coherent cohomology was recently refuelled by the work [CG18] of
Calegari-Geraghty, where the full power of their result partly relies on the existence
of those Galois representations. Since then Emerton-Reduzzi-Xiao [ERX17], Boxer
[Box15]/Goldring-Koskivirta [GK15] and Pilloni-Stroh [PS16] have carried out the
constructions for Hilbert modular varieties, PEL-type and Hodge-type Shimura va-
rieties respectively. Along this line our result helps to verify the automorphy of
these Galois representations. We refer the readers to [Box15, 1.3] for some more
reasons for studying higher coherent cohomology of Shimura varieties.
The proof of our theorem is built on the strategy and machinery developed by
Borel and Franke in their work towards (0.2). Their proof can be summarized as a
trilogy:
HipSK, Eq – H
i
pg,KqpC
8
dmgpGq
K b Eq
– Hipg,KqpC
8
umgpGq
K b Eq
– Hipg,KqpApGq
K b Eq,
where C8dmgpGq
K is cut out in C8pGpQqzGpAq{KqK´fin by (non-uniformly) mod-
erate growth conditions on all left-invariant derivatives (see Definition 2.4). Borel
proved the first two isomorphisms and Franke proved the third as well as gave a
new proof of the second. The four proofs are based on very different ideas and
techniques. In the first step Borel extended E to a local system on the Borel-Serre
compactification of SK, on which he’s able to construct a fine resolution of the local
system whose global sections can be identified with the complex computing the right
hand side. The key point here is to compare the global growth conditions defining
C8dmgpGq
K and the local growth conditions defining the resolution (which guarantee
the fineness and exactness), and the comparison in turn reduces to estimations of
the coefficients of invariant differential operators on SK together with their deriva-
tives in certain local coordinates. For the second step only Franke’s method adapts
to our case. His proof is to use certain endomorphisms of C8dmgpGq
K to construct a
homotopy inverse to the inclusion between the two complexes computing cohomol-
ogy. To show that this approach works one needs to apply Kuga’s formula, and the
desired endomorphisms are contructed using the theory of semigroups of operators.
The third step is acknowledged to be the hardest, for which Franke considered a
left-exact functor FinJ from the category of pg,Kq-modules to itself which preserves
injectives, cuts out the same subspace in C8umgpGq
K and ApGqK and the compo-
sition with which leaves the functor H0pg,Kqp´ b Eq invariant. The Grothendieck
spectral sequence then suggests that it suffices to show that C8umgpGq
K and ApGqK
are both FinJ -acyclic, where the later is trivial. The FinJ -acyclicity of C
8
umgpGq
K
is the main result of [Fra98], whose proof involves a delicate study of the structure
of C8umgpGq
K based on Langlands’ theory of Eisenstein series [Lan76].
Our proof of (0.3) proceeds in three parallel steps
HipShK,Σ, rV canq – Hipph,KhqpC8dmgpGqK b V q
– Hipph,KhqpC
8
umgpGq
K b V q
– Hipph,KhqpApGq
K b V q.
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In the first step the role of the Borel-Serre compactification is now played by a
toroidal compactification. As such a compactification is usually not canonical, the
local coordinates appearing in the corresponding growth conditions comparison,
Proposition 2.2, are somewhat more subtle. Note that there are growth conditions
on infinitely many derivatives to compare. We first deal with the growth conditions
on functions themselves and prove Proposition 2.19, where the key estimates come
from Krivine’s Positivstellensatz in real algebraic geometry. Then we use a sim-
ple ring-theoretic lemma 2.26 to reduce the remaining comparison to the estimate
(2.12), which essentially follows from the relation (1.16) between two decomposi-
tions (1.14) and (1.15) of a Hermitian symmetric domain. The comparison ensures
the fineness of the resolution (3.4) we construct, and then we prove a Dolbeault
lemma 3.6 for the exactness. For the second step we first reduce the problem to
the existence of certain endomorphisms of C8umgpGq
K in Proposition 4.3 using the
Okamoto-Ozeki formula 4.7 in place of Kuga’s formula. The endomorphisms we
need should be the same as what Franke needed, but as Borel’s proof of this step
had already existed Franke didn’t give a fully-detailed verification of the required
properties of the endomorphisms he constructed, and we carry this out in Sections
4.2-4.3. In particular one needs some sufficient conditions making linear operators
intertwine semigroups of operators, which we don’t find in the literature, so we
develop them ourselves in Section 4.2. Besides, we hope Proposition 4.28 exhibits
the contrast between C8dmgpGq
K and C8umgpGq
K clearly. Finally in the third step
we feel fortunate to find out that though the pair pg,Kq changes to pph,Khq, we
are still able to apply Franke’s FinJ -acyclicity result without going into its proof.
What we do is to find a suitable ideal J Ď Zpgq of finite codimension, bring the
forgetful function into play and show that it behaves well.
Here is an outline of the paper. In section 1 we recall the construction of au-
tomorphic vector bundles, toroidal compactifications and canonical extensions and
collect fact about them. Sections 2-3 make the first step of the proof of the main
theorem, where in 2.1 we define for any automorphic vector bundle a complex of
sheaves on the toroidal compactification and perform some first analysis of it; in 2.2
we prove the comparison Proposition 2.2; in 2.3 we deal with growth conditions on
differential forms; in 3.1 we connect the left end of the complex with the canonical
extension; in 3.2 we prove the exactness of the complex; and in 3.3 we clarify the
Hecke action. Sections 4 and 5 are devoted to the remaining two steps of the proof
respectively.
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Notations and conventions
In this paper, rings are commutative rings with unities, complexes are cochain
complexes. A and Af are the ade`les and finite ade`les of Q.
Lie algebras of algebraic groups and Lie groups are denoted by small gothic
letters, e.g. if a group G is defined over a field F and E{F is an extension then
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gE :“ LiepGq bF E, and E “ C will be omitted. The universal enveloping algebra
of a Lie algebra g and its center are denoted as Upgq and Zpgq.
For a reductive group G over Q, let AG be the maximal split torus in the center
of G and X˚pGq be the group of Q-characters of G, we denote
rGs :“ GpQqzGpAq{AGpRq
o,
GpAq1 :“ tpgvq P GpAq|@χ P X
˚pGq,
ź
|χpgvq|v “ 1u
and GpRq1 :“ GpRq X GpAq1. Smooth functions on adelic groups are defined as
follows: a function on an open subset U Ď GpAq is smooth if for some compact
open subgroup K Ď GpAf q it’s pulled back from a smooth function on an open set
in the manifold GpAq{K (in particular, U should be K-invariant). In this paper we
often view invariant functions and functions on quotients as the same, like in the
above case we may identify C8pU{Kq and C8pUqK.
For a pg,Kq-module M , we denote
CipMq “ Cipg,KqpMq :“ HomKp
ľi
pg{kq,Mq
and let d : CipMq Ñ Ci`1pMq be the maps given in [KV95, 2.127b], then the
complex pC˚pMq, dq computes the pg,Kq-cohomology of M and in this paper we
call it the relative Chevalley-Eilenberg/C-E complex for H˚pg,KqpMq.
In a finite-dimensional real vector space, by a cone we mean a convex subset C
such that Rą0C “ C and that C doesn’t contain an entire line.
The unitary dual of a compact group K is denoted by pK. For any π P pK
we denote the π-isotypic component of a K-representation M as Mpi, and for any
S Ď pK we write MS :“ÀpiPSMpi and call it the S-isotypic part of M .
As for discs, we denote
∆pz0, ρq :“ tz P C||z ´ z0| ă ρu,∆
˚pρq :“ ∆p0, ρqzt0u,
∆n,rpρq :“ ∆˚pρqr ˆ∆p0, ρqn´r,
and ∆ :“ ∆p0, 13 q, ∆
n,r :“ ∆n,rp13 q for ρ ą 0 and integers 0 ď r ď n.
1. Coherent cohomology of Shimura varieties
In this section we review the constructions involved in the definition of coherent
cohomology of Shimura varieties: automorphic vector bundles, toroidal compact-
ifications and the canonical extensions of automorphic vector bundles over them,
with an emphaszie on facts that will be needed.
1.1. Automorphic vector bundles. Let pG,Xq be a Shimura datum. Let G “
AGMG be the Langlands decomposition, i.e. AG is the maximal Q-split torus in
the center ZG of G, MG is the intersection of the kernels of all Q-characters of G.
To avoid technical complications, we assume that G is connected and
(:) AG is also the maximal R-split torus in ZG.
For each compact open subgroup K Ď GpAf q, the Shimura variety ShpG,XqK
associated to pG,Xq at level K is a quasi-projective variety over a number field
EpG,Xq whose complex analytification is
ShK :“ GpQqzpX ˆGpAf q{Kq.
Constructions related to Shimura varieties are usually indexed by the level K, which
we often omit when it’s understood. In this paper we only consider levels K that are
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neat as in [Har89, 1.1], in which case ShpG,XqK is smooth and ShK is a complex
manifold.
Fix a point h P X . Recall that h stands for a morphism from S “ ResC{RGm to
GR which induces a Hodge structure on gR:
g “ gC “ g
´1,1 ‘ g0,0 ‘ g1,´1,
and X is its GpRq-conjugacy class. Let Kh Ď GpRq be the stabilizer of h, then
X – GpRq{Kh and g
0,0 “ kh. LetD be the connected component ofX containing h,
GpRq` Ď GpRq and GpQq` Ď GpQq be the subgroups that stabilize D, then Kh Ď
GpRq` and D – GpRq`{Kh. We know GpQq acts on π0pXq transitively [Del79,
2.1.2], hence ShK – GpQq
`zpD ˆGpAf q{Kq. Let tγu be a set of representatives of
GpQq`zGpAf q{K, then
(1.1) ShK –
ž
tγu
ΓpγqzD
where Γpγq :“ GpQq` X γKγ´1. K being neat implies that each Γpγq is neat as in
[Bor69, 17.1].
Denote p` :“ g
´1,1, p´ :“ g
1,´1 and ph :“ kh ‘ p´, then ph is a parabolic
subalgebra of g with nilpotent radical p´. Let Ph be the parabolic subgroup of GC
with Lie algebra ph, then Kh Ď PhpCq and qD :“ GpCq{PhpCq is isomorphic to the
compact dual of D. We know that the unique GpRq-equivariant map β : X Ñ qD
sending h to the coset PhpCq is an open immersion of complex manifolds.
Let V be any finite-dimensional holomorphic representation of PhpCq, then it
defines a GpCq-homogeneous holomorphic vector bundle
EV :“ GpCq ˆ
PhpCq V Ñ qD,
and β˚pEV q ˆ pGpAf q{Kq is a GpAq-homogeneous holomorphic vector bundle over
X ˆ pGpAf q{Kq. Under the assumption (:), when K is neat GpQq acts freely on
X ˆ pGpAf q{Kq, therefore
(1.2) rV “ rVK :“ GpQqzpβ˚pEV q ˆGpAf q{Kq
is a holomorphic vector bundle over ShK, which is called an automorphic vector
bundle. It’s shown in [Har85, 4.8] that rV is the analytification of an algebraic
vector bundle defined over a number field kV determined by V .
Example 1.1. V –
Źp
pg{phq
˚ ñ EV – Ω
pqD and rV – ΩpShK .
If g P GpAf q and K
1 Ď gKg´1 is an open subgroup, denote by tg the composition
of the map ShgKg´1 Ñ ShK induced by right translation by g and the covering map
ShK1 Ñ ShgKg´1 , then by construction there is a natural isomorphism t
˚
g
rVK – rVK1 .
1.1.1. Automorphic vector bundles as sheaves. For computational purpose it’s fa-
vorable to write rV as a sheaf. Let πC : GpCq Ñ qD be the quotient map, then by def-
inition the smooth and holomorphic sections of EV over an open subset U Ď qD are
pC8pπ´1
C
pUqq bV qPhpCq and pOpπ´1
C
pUqq bV qPhpCq respectively, where Opπ´1
C
pUqq
stands for holomorphic functions on π´1
C
pUq. When U is small enough so that the
principal PhpCq-bundle πC is trivial over U , take a trivialization
π´1
C
pUq
ptC,piCq
ÝÝÝÝÑ
„
PhpCq ˆ U,
8 JUN SU
then tC : π
´1
C
pUq Ñ PhpCq is a PhpCq-equivariant holomorphic map and it induces
an isomorphism
(1.3)
pC8pπ´1
C
pW qq b V qPhpCq
„
ÝÑ C8pπ´1
C
pW q{PhpCqq b V,
f ÞÑ tCf :“ tCp¨qfp¨q
for each open subsetW Ď U , where since tC is holomorphic, pOpπ
´1
C
pW qqbV qPhpCq
is sent into Opπ´1
C
pW q{PhpCqq bV . Let g acts on C
8pπ´1
C
pW qq by right differenti-
ation, then Opπ´1
C
pW q{PhpCqq consists of functions h P C
8pπ´1
C
pW q{PhpCqq such
that
Xh` iX 1h “ 0,@X P g{ph, X
1 P piX ` phq{ph.
As gR ։ gR{kh
„
ÝÑ g{ph, the above condition is equivalent to
(1.4) Xh` iX 1h “ 0,@X P gR, X
1 P piX ` phq X gR.
Now suppose U Ď D and let πR be the quotient map GpRq
` Ñ D, then since πC and
πR are principal PhpCq and Kh-bundles respectively, the restriction map induces an
isomorphism pC8pπ´1
C
pW qq b V qPhpCq – pC8pπ´1
R
pW qq b V qKh , in which by (1.3)
and (1.4) elements of pOpπ´1
C
pW qq b V qPhpCq corresponds to f such that
(1.5) XptCfq ` iX
1ptCfq “ 0,@X P gR, X
1 P piX ` phq X gR,
where tC is temporarily restricted to π
´1
R
pW q. As X ` iX 1 P ph, we have
(1.6)
XptCfq ` iX
1ptCfq “ tCpXf ` iX
1fq ` pXtC ` iX
1tCqf
“ tCpXf ` iX
1fq ` ppX ` iX 1qtCqf
“ tCpXf ` iX
1fq ` tCppX ` iX
1q ¨ fq,
where pX` iX 1q ¨f means the value of f in V acted by X` iX 1 P ph via the adjoint
representation of the Lie algebra, and the second and third steps are due to the
holomorphicity and PhpCq-equivariance of tC respectively. If we define the g-action
on C8pπ´1
R
pW qq as the C-linear extension of the gR-action by right differentiation,
then (1.5) means that f is annihilated by ph under the diagonal action, i.e. we have
EV pW q – pC
8pπ´1
R
pW qq b V qpph,Khq.
This isomorphism is independent of the trivialization, so by gluing we get EV |D
is the sheaf U ÞÑ pC8pπ´1
R
pUqq b V qpph,Khq. Doing the same for other connected
components of X , we see that β˚pEV q is the sheaf U ÞÑ pC
8pπ´1
R
pUqq b V qpph,Khq,
where πR has been extended to the quotient map GpRq Ñ X . Combining with (1.2)
we get rV is the sheaf
U ÞÑ pC8pπ´1pUqq b V qpph,Khq,
where π “ πK : GpQqzGpAq{KÑ ShK is the quotient map.
With this expression, the morphism rVK Ñ tg˚ rVK1 adjoint to t˚g rVK – rVK1 is
induced from maps
C8pπ´1
K
pUqq b V ãÑ C8pπ´1
K1
pt´1g pUqqq b V, f ÞÑ fp¨ gq,
where f is viewed as a function on an open subset of GpAq. Now let πo “ πo,K be
the quotient map from rGs{K “ GpQqzGpAq{AGpRq
oK to ShK, po :“ ph XmG, Ko
be the maximal compact subgroup in Kh, then ph “ po ‘ aG and thanks to (:),
Kh “ KoAGpRq
o. For any g P GpAq, let ag be the unique element in AGpRq
o such
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that g P agGpAq
1. Let GpAf q act on V as gv :“ a
´1
g v and denote the PhpCqˆGpAfq-
module we get as Vo. Then there are isomorphisms
pC8pπ´1pUqq b V qAGpRq
o „
ÝÑ C8pπ´1o pUqq b Vo, f ÞÑ fpa
´1
p¨q ¨q
which induce
(1.7) rVKpUq – pC8pπ´1pUqq b V qpph,Khq – pC8pπ´1o pUqq b Voqppo,Koq.
These isomorphisms are compatible with restrictions, and with the new expressionrVK Ñ tg˚ rVK1 is induced from maps
(1.8) C8pπ´1o,KpUqq b Vo ãÑ C
8pπ´1o,K1pt
´1
g pUqqq b Vo, f ÞÑ gfp¨ gq.
1.1.2. Cohomology of rV . To demonstrate the usage of the expressions above, we
compute the cohomology of rV , which is a toy model of coherent cohomology of
Shimura varieties. We first note that rVK Ñ tg˚ rVK1 induces maps
t˚g : H
ipShK, rVKq Ñ HipShK1 , rVK1q,
and hence limÝÑt˚e
HipShK, rVKq has a GpAf q-module structure.
Fix a level K. Tensoring rV with the Dolbeault complex pA0,˚, Bq of ShK will
give a fine resolution of rV . From the previous analysis we see that rV bOShK C8 is
the sheaf
U ÞÑ pC8pπ´1pUqq b V qKh – pC8pπ´1o pUqq b V q
Ko ,
so @i ě 0, ̟ P rV bOShK AipUq, x P U and X1, ..., Xi P TC,xU , ̟pŹij“1Xjq can be
viewed as an element of pC8pπ´1o pxqq b V q
Ko . Define a map
ϕ : rV bOShK AipUq Ñ Hompľipg{aGq, C8pπ´1o pUqq b V q
as follows: @y P π´1o pUq, identify Tyπ
´1
o pUq with gR{aG,R via left-invariant vector
fields on GpRq, then for any ̟ and Y1, ..., Yi P g{aG – TC,yπ
´1
o pUq, define
(1.9) ϕp̟qpY1 ^ ...^ Yiqpyq :“ ̟pπo˚Y1 ^ ...^ πo˚Yiqpyq P V.
We see that if some Yj lies in kh{aG, then πo˚Yj “ 0 and hence ϕp̟qp
Źi
j“1 Yjq “ 0,
so the image of ϕ belongs to
Homp
ľi
pg{khq, C
8pπ´1o pUqq b V q.
Moreover for any y and k P Ko, Y P TC,y and Adpkq
´1Y P TC,yk push forward to
the same tangent vector for any Y P g{aG, so the image of ϕ belongs to
HomKop
ľi
pg{khq, C
8pπ´1o pUqq b V q.
As πo is a principal Ko-bundle, ϕ actually induces an isomorphism
rV bOShK AipUq – HomKopľipg{khq, C8pπ´1o pUqq b V q.
At each y P π´1o pUq the decomposition g{kh – p` ‘ p´ corresponds to TC,piopyq –
T
1,0
piopyq
‘ T 0,1
piopyq
, so ϕ also induces an isomorphism
(1.10)
rV bOShK A0,ipUq – HomKopľip´, C8pπ´1o pUqq b V q
– HomKop
ľi
ppo{koq, C
8pπ´1o pUqq b V q,
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where the right hand side is exactly the i-th term of the relative Chevalley-Eilenberg
complex for H˚ppo,KoqpC
8pπ´1o pUqq
Ko´finbV q, and by [Har90b, 4.2.3] we have the
following commutative diagram:
(1.11)
rV bOShK A0,ipUq rV bOShK A0,i`1pUq
HomKop
Źi
, C8 b V q HomKop
Źi`1
, C8 b V q,
B
„ „
d
where
Źi
“
Źi
ppo{koq, C
8 “ C8pπ´1o pUqq
Ko´fin and d is the differential in the
relative C-E complex. Therefore we get
(1.12)
HipShK, rV q – Hippo,KoqpC8pπ´1o pShKqqKo´fin b V q
“ Hippo,KoqpC
8prGs{KqKo´fin b V q.
Taking direct limit, we get an isomorphism
lim
ÝÑ
t˚e
HipShK, rVKq – Hippo,KoqpC8prGsqKo´fin b Voq
which by (1.8) is GpAf q-equivariant when C
8prGsqKo´finbVo is endowed with the
diagonal GpAf q-action.
1.2. Toroidal compactifications. Toroidal compactifications were initially con-
structed for general locally symmetric varieties in [AMRT75] (following the work
of Igusa on Siegel modular varieties and Hirzebruch on Hilbert modular surfaces),
and in the Shimura variety case [Har89] and [Pin90] constructed canonical mod-
els of them over the reflex field. In this paper we mostly work around a single
point, so here we mainly follow [AMRT10] to describe the local structure of these
compactifications.
Let ΓzD be a connected component of ShK as in (1.1). Recall that D is GpRq
o-
equivariantly embedded in qD “ GpCq{PhpCq by the Borel embedding β, let D be
the closure of D in qD, then a boundary component F of D is a maximal connected
analytic submanifold of D (in particular, D is a boundary component of itself). By
[AMRT10, Proposition III.3.6] there’s a parabolic subgroup PpF q Ď GR such that
PpF qpRq XGpRqo “ P pF q :“ tg P GpRqo|gF “ F u.
F is said to be rational if PpF q is defined over Q; when F runs through rational
boundary components of D, PpF q runs through products of maximal Q-parabolics
of the Q-factors of G (we refer to a group itself also as a maximal parabolic).
In [AMRT10, Theorem III.3.10] a Levi decomposition of PpF q is constructed,
which we denote as PpF q “ W pF q ¸ L pF q. As in [AMRT10, III.4.1] the Levi
subgroup L pF q decomposes further as an almost direct product of connected sub-
groups:
(1.13) L pF q “ GhpF q ¨ GlpF q ¨M pF q ¨ Z
o
GR
.
This decomposition can be characterized as follows: let GhpF q, GlpF q andMpF q be
the identity component of the real points of GhpF q,GlpF q and M pF q respectively,
then GlpF q,MpF q act trivially on F while GhpF q maps onto AutpF q
o with a fi-
nite kernel; MpF q is compact while GlpF q, GhpF q have no compact factors. Write
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W pF q :“ W pF qpRq, then the map
W pF q ¸ pGhpF q ¨GlpF qq Ñ D,wghgl ÞÑ wghgl ¨ h
induces a diffeomorphism
(1.14) D – pW pF q ¸ pGhpF q ¨GlpF qqq{ppGhpF q XKoq ¨ pGlpF q XKoqq,
where GhpF qXKo and GlpF q XKo are maximal compact subgroups of GhpF q and
GlpF q [AMRT10, III.4.3].
Let U pF q be the center of W pF q, then UpF q :“ U pF qpRq, UpF qC :“ U pF qpCq
are vector spaces. By [AMRT10, Theorem III.4.1], GhpF q,M pF q commute with
U pF q while there’s an element ωF P upF qR such that the centralizer of ΩF :“
expωF P UpF q in GlpF q equals GlpF q XKo and its GlpF q-orbit CpF q is an open
cone in UpF q. Set
DpF q :“ UpF qCD “
ď
gPUpF qC
gD Ď qD,
then the map
piUpF q ˆW pF qq ¸ pGhpF q ¨GlpF qq Ñ DpF q,
uwghgl ÞÑ uwghgl ¨ expp´iωF qh
induces a diffeomorphism
(1.15)
DpF q – ppiUpF q ˆW pF qq ¸ pGhpF q ¨GlpF qqq{ppGhpF q XKoq ¨GlpF qq
– ppiUpF q ˆW pF qq ¸GhpF qq{pGhpF q XKoq
[AMRT10, Lemma III.4.6]. Particularly UpF qC acts freely on DpF q, and the de-
composition (1.15) is good for exhibiting this principal homogeneous structure. If
we compose (1.14) with the inclusion D Ď DpF q, then the image of wghgl is
wghgl ¨ h “ wghgl exppiωF q ¨ expp´iωF qh
“ exppiadpglqωF qwghgl ¨ expp´iωF qh
“ exppiadpglqωF qwgh ¨ expp´iωF qh,
(1.16)
that is, the image of exppiAdpglqωF qwgh P iUpF q ˆW pF q ¸GhpF q under (1.15).
When F is rational, UpF qZ :“ ΓXUpF q is an arithmetic subgroup of UpF q and
hence a lattice in the real vector space, T pF q :“ UpF qZzUpF qC is a complex torus
with cocharacter group UpF qZ, and UpF qZzDpF q is a principal T pF q-bundle over
DpF q1 :“ UpF qCzDpF q. Let σ Ď UpF q be a rational polyhedral cone, i.e. a cone
generated by finitely many elements of UpF qZ, then as in [AMRT10, I.1] it gives
rise to a torus embedding T pF q ãÑ Tσ which induces an embedding of fiber bundles
over DpF q1:
(1.17)
UpF qZzD Tσ ˆ
T pF q pUpF qZzDpF qq
DpF q1.
jσ
pF pσ
Let pUpF qZzDqσ be the interior of closure of UpF qZzD in the right hand side,
then the main theorem of [AMRT10] asserts that for suitable collections of σ these
pUpF qZzDqσ glue together to give compactifications of ΓzD. Denote by ΓF the
group of automorphisms of UpF q induced by ΓX P pF q, then it acts on CpF q. Let
Σ :“
š
F ΣF , where F runs through all rational boundary components of D, each
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ΣF is a ΓF -admissible polyhedral decomposition of CpF q as in [AMRT10, Definition
II.4.10] and they satisfy the compatibility conditions in [AMRT10, Definition II.5.1],
then Σ is called a Γ-admissible collection of polyhedra and we have:
Proposition 1.2. [AMRT10, Theorem III.5.2] There exists a unique Hausdorff
complex analytic space pΓzDqΣ containing ΓzD as an open dense subset such that,
for any rational boundary component F of D, there are open analytic morphisms
pφσqσPΣF making the following diagrams commutative:
(1.18)
UpF qZzD pUpF qZzDqσ
ΓzD pΓzDqΣ
jσ
φF φσ
j
and such that every point of pΓzDqΣ is in the image of one of the maps φσ. Fur-
thermore, pΓzDqΣ is compact.
Such a pΓzDqΣ is called a toroidal compactification of ΓzD. When Γ is neat, each
φσ is a local homeomorphism [AMRT10, III.7], therefore if every σ P ΣF Ď Σ is
generated by a subset of a basis of UpF qZ then pΓzDqΣ is smooth and pΓzDqΣ´ΓzD
is a normal crossings divisor (i.e. around each point in pΓzDqΣ there exists local
coordinates z1, ..., zn such that pΓzDqΣ ´ ΓzD is locally defined by the equation
z1...zr “ 0 for some 0 ď r ď n), in which case Σ and the compactification will be
called SNC.
Let Σ1 be a refinement of Σ, i.e. Σ1 is a Γ-admissible collection of polyhedra
such that @σ1 P Σ1F is contained in a σ P ΣF , then the identity on ΓzD extends
to a proper surjection pΓzDqΣ1 Ñ pΓzDqΣ [Har89, 2.3.3]. We see that for any two
Γ-admissible collections of polyhedra Σ and Σ1, Σ2F :“ tσ X σ
1|σ P ΣF , σ
1 P Σ1F u
is a ΓF -admissible polyhedral decomposition of CpF q for each F , and Σ
2 :“ Σ2F
is a common refinement of Σ and Σ1. [AMRT10, Corollary III.7.6] shows that
any Γ-admissible collection of polyhedra Σ admits an SNC refinement Σ1 such
that pΓzDqΣ1 Ñ pΓzDqΣ is projective. [AMRT10, IV.2.1] shows that there exists
a Σ such that pΓzDqΣ is projective, hence ΓzD has a projective SNC toroidal
compactification.
1.2.1. σ-neighborhoods and σ-coordinates. Suppose pΓzDqΣ is SNC, then any point
of it is in the image of φσ for a σ generated by a basis of UpF qZ, say tξiu1ďiďr.
Let tlj : UpF qC Ñ Cu1ďjďr be dual to tξiu1ďiďr, qj :“ e
2piilj p1 ď j ď rq, then
T pF q ãÑ Tσ is the embedding C
ˆ
q1
ˆ ...ˆCˆqr ãÑ Cq1 ˆ ...ˆCqr . Let T pF q Ñ iUpF q
be the map descended from taking imaginary parts of elements in UpF qC, then
it induces a T pF q-action on iUpF q and we have Tσ ˆ
T pF q iUpF q – Rrě0 via the
following diagram:
T pF q – Cˆq1 ˆ ...ˆ C
ˆ
qr
Tσ – Cq1 ˆ ...ˆ Cqr
iUpF q Rrě0.
p|q1|,...,|qr|q
pq1,...,qrq
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Let yF : UpF qZzDpF q Ñ iUpF q be descended from projection to the first factor in
(1.15). Apply Tσˆ
T pF q to it, we get
(1.19)
UpF qZzDpF q Tσ ˆ
T pF q pUpF qZzDpF qq
iUpF q Rrě0.
jσ
yF yσ
jR
Notice that in any neighborhood U of a point y P Rrě0 we can find a c “ pc1, ..., crq
such that Uc :“ tpq1, ..., qrq||qj | ď cj , j “ 1, ..., ru Ď R
r
ě0 is also a neighborhood
of y, and we have j´1
R
pUcq “ j
´1
R
pcq ` iσ. When y P yσppUpF qZzDqσq, we can
take U to be the interior of closure of jRpyF ppUpF qZzDqσqq in R
r
ě0, then j
´1
R
pcq
lies in yF ppUpF qZzDqσq, which equals iCpF q by (1.16). Therefore any point in
pUpF qZzDqσ has a neighborhood Ω such that yF pj
´1
σ pΩqq “ j
´1
R
pyσpΩqq Ď u ` iσ
for some u P iCpF q.
The free action of UpF qC on DpF q – π
´1
C
pDpF qq{PhpCq implies that π
´1
C
pDpF qq
is a principal UpF qC ˆ PhpCq bundle over DpF q
1 – UpF qCzπ
´1
C
pDpF qq{PhpCq, and
ΨF : UpF qZzπ
´1
C
pDpF qq Ñ DpF q1
is a principal T pF q ˆPhpCq bundle. Let Ω
1 Ď DpF q1 be an open subset over which
ΨF is trivial and take a trivialization
(1.20) Ψ´1F pΩ
1q
pΨF ,rtT ,tP q
ÝÝÝÝÝÝÝÑ
„
Ω1 ˆ T pF q ˆ PhpCq,
then tP : Ψ
´1
F pΩ
1q Ñ PhpCq is a T pF q-invariant, PhpCq-equivariant holomorphic
map and rtT descends to a T pF q-equivariant holomorphic map
(1.21) tT : p
´1
F pΩ
1q – Ψ´1F pΩ
1q{PhpCq Ñ T pF q
which extends to a map tσ : p
´1
σ pΩ
1q Ñ Tσ.
Definition 1.3. (i) An open subset Ω Ď pUpF qZzDqσ is a σ-neighborhood of a
point x P pΓzDqΣ if
‚ it’s relatively compact in pUpF qZzDqσ,
‚ it maps homeomorphically to a neighborhood of x in pΓzDqΣ under φσ,
‚ yF pj
´1
σ pΩqq Ď u` iσ for some u P iCpF q and
‚ the bundle ΨF is trivial over a neighborhood Ω
1 of pσpΩq.
(ii) Coordinates z “ pz1, ..., znq on Ω are σ-coordinates if
‚ zi “ c ¨ qi ˝ tσ, 1 ď i ď r for some tσ as above and c P R
ˆ,
‚ pzr`1, ..., znq are pulled back from (holomorphic) coordinates on Ω
1 by pσ.
For technical convenience we also assume that
‚ z1, ..., zn take values of magnitude ă
1
3 .
We see that a sufficiently small open neighborhood of a point in φ´1σ pxq is a
σ-neighborhood of x and admits σ-coordinates. For any open subset U Ď Ω it
holds that j´1pφσpUqq “ φF pj
´1
σ pUqq, therefore for any sheaf F on ΓzD there’s an
natural isomorphism
(1.22) pφ˚σj˚Fq|Ω – pjσ˚φ
˚
FFq|Ω.
Similarly, if we view z as an embedding Ω ãÑ ∆n, then
@U Ď Ω, zpj´1σ pUqq “ j
´1
n,rpzpUqq,
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where jn,r is the inclusion of ∆
n,r into ∆n, and hence
(1.23) pjσ˚z
˚Fq|Ω – pz
˚jn,r˚Fq|Ω
for any sheaf F on ∆n,r.
1.2.2. Toroidal compactifications of ShK. In [Har89] a family of compactifications
of ShK with nice functorial properties were introduced. They are parameterized
by simplicial data Σ as in [Har89, 2.5], where to each Σ and each γ as in (1.1) a
Γpγq-admissible collection of polyhedra Σpγq is asscoiated, and the compactification
will be ShK,Σ :“
š
tγupΓpγqzDqΣpγq. Such a Σ is called a K-admissible collection of
polyhedra and ShK,Σ is called an admissible toroidal compactifications of ShK which
is SNC if each Σpγq is SNC.
A K-admissible collection of polyhedra Σ is automatically admissible for any
open subgroup K1 Ď K, and the covering map ShK1 Ñ ShK extends to a surjection
ShK1,Σ Ñ ShK,Σ with finite fibers [Har89, 2.5.7(c)]. Meanwhile, for any g P GpAf q
there’s a gKg´1-admissible collection of polyhedra Σg such that tg : ShgKg´1 Ñ ShK
extends to an isomorphism ShgKg´1,Σg Ñ ShK,Σ [Har89, 4.3.3]. Therefore for any
open subgroup K1 Ď gKg´1 there’s a map tg,Σ : ShK1,Σg Ñ ShK,Σ.
[Har89, 2.8] shows that when Σ is projective and equivariant as in [Har89, 2.7],
there is a projective variety ShpG,XqK,Σ overEpG,Xq containing ShpG,XqK whose
complex analytification gives ShK,Σ. In this case Σ
g is a projective equivariant K1-
admissible collection of polyhedra and tg,Σ is defined over EpG,Xq [Har90b, 1.3.4].
It’s also indicated in [Har89, 2.8] that there exists a projective equivariant Σ such
that ShK,Σ is SNC.
For K-admissible collections of polyhedra there’s an analogous notion of refine-
ments, and if Σ1 is a refinement of Σ then the identity on ShK extends to a proper
surjection rΣ1,Σ : ShK,Σ1 Ñ ShK,Σ [Har89, 2.5.7(b)]. We see that when Σ and Σ
1
are both projective and equivariant, rΣ1,Σ is defined over EpG,Xq. Finally, any
two projective equivariant K-admissible collections of polyhedra admits a common
refinement that’s also projective and equivariant [Har90b, 2.7].
1.3. Canonical extensions of automorphic vector bundles. Let rV be an
automorphic vector bundle over ShK arising from a finite-dimensional holomor-
phic representation V of PhpCq, F be a rational boundary component of D and
jσ, pF , pσ, φF , φσ be the maps in (1.17) and (1.18). Recall that V defines a GpCq-
homogeneous vector bundle EV “ GpCq ˆ
PhpCq V on qD. As UpF qC acts freely on
DpF q, EV |DpF q descends to a holomorphic vector bundle
EV,F :“ UpF qCzpEV |DpF qq
on DpF q1. Then p˚FEV,F – φ
˚
F
rV and p˚σEV,F is a subsheaf of
jσ˚p
˚
FEV,F “ jσ˚j
˚
σp
˚
σEV,F – jσ˚j
˚
σO bO p
˚
σEV,F .
Definition 1.4. Let j : ShK ãÑ ShK,Σ be an admissible toroidal compactification.
The canonical extension of rV over ShK,Σ, if it existed, is the subsheafrV can “ rV canK,Σ Ď j˚ rV
such that for any σ P ΣpγqF of full dimensions and any σ-neighborhood Ω of a
point in pΓpγqzDqΣpγq Ď ShK,Σ, inside
(1.24) pφ˚σj˚ rV q|Ω – pjσ˚φ˚F rV q|Ω – pjσ˚p˚FEV,F q|Ω
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the subsheaf pφ˚σ
rV canq|Ω coincides with pp˚σEV,F q|Ω, where the first isomorphism
above is (1.22).
The definition implies that rV can, if it existed, is a vector bundle over ShK,Σ. The
vector bundle rV can was first constructed in [Mum77] when ShK,Σ is SNC and p´
acts trivially on V , while the general definition as above was formulated in [Har89,
4.1]. [Mum77, Theorem 3.1] actually implies the existence of rV can in all cases, while
[Har89, 4.2] proves that in a different way by reducing to the case where ShK,Σ is
SNC and V comes from a representation of GpRq and applying Deligne’s existence
theorem [Del70] (which is the origin of the name “canonical extensions”; [FC90]
gave a similar proof in the case of Siegel modular varieties). [Har89, 4.2] also shows
that when Σ is projective and equivariant rV can is the analytification of an algebraic
vector bundle defined over kV , in which case H
ipShK,Σ, rV canq is equipped with a
kV -rational structure via GAGA.
Example 1.5. [Mum77, Proposition 3.4 a)] When ShK,Σ is SNC, denote Z :“
ShK,Σ ´ ShK, then pΩ
p
ShK
qcan “ ΩpShK,ΣplogZq Ď j˚Ω
p
ShK
.
It follows from the definition that if Σ1 is a refinement of Σ then the idenity map
on rV extends to an isomorphism iΣ1,Σ : r˚Σ1,Σ rV canΣ – rV canΣ1 . Moreover, we have:
Proposition 1.6. [Har90b, 2.4] The morphism rV canΣ Ñ rΣ1,Σ˚ rV canΣ1 adjoint to
iΣ1,Σ is also an isomorphism, and R
irΣ1,Σ˚ rV canΣ1 vanishes for i ą 0. Hence there
are natural isomorphisms
HipShK,Σ, rV canΣ q – HipShK,Σ1 , rV canΣ1 q.
When Σ and Σ1 are projective and equivariant, iΣ1,Σ is defined over kV and hence
so is the isomorphism above. Then thanks to the existence of common refinements,
HipShK,Σ, rV canΣ q for all projective equivariant Σ are naturally isomorphic over kV
and will be denoted as HiprV can
K
q. We’ll refer to them as coherent cohomology of
Shimura varieties.
For any tg,Σ : ShK1,Σg Ñ ShK,Σ, by [Har89, 4.3] there’s a natural isomorphism
ig : t
˚
g,Σ
rV can
K,Σ –
rV can
K1,Σg , which induces maps
t˚g,Σ : H
ipShK,Σ, rV canK,Σ q Ñ HipShK1,Σg , rV canK1,Σg q.
When Σ is projective and equivariant, t˚g,Σ is defined over kV , and since iΣ1,Σ and
ig always commute, all t
˚
g,Σ give rise to the same map
(1.25) t˚g : H
iprV canK q Ñ HiprV canK1 q.
These maps make limÝÑt˚e
HiprV can
K
q an admissible GpAf q-module defined over kV .
2. The sheaf C8dmg on SNC toroidal compactifications
Let j : ShK ãÑ ShK,Σ be an SNC admissible toroidal compactification, V be
a finite-dimensional holomorphic representation of PhpCq. In this and the next
section we prove that
(2.1) HipShK,Σ, rV canq – Hippo,KoqpC8dmgpGqK b V q,
where the module C8dmgpGq will be defined below. The method is to find a fine reso-
lution of rV can whose global sections form the relative Chevalley-Eilenberg complex
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computing the right hand side above. In this section we construct a subcomplex of
sheaves
pI˚V , j˚Bq Ď pj˚p
rV bOShK A0,˚q, j˚Bq
with desired global sections and show that the subsheaf C8dmg :“ I
0
C
Ď j˚C
8
ShK
can
be characterized as follows:
Definition 2.1. Recall that jn,r denotes the inclusion ∆
n,r Ď ∆n and on ∆n,
jn,r˚C
8
∆n,r is the sheaf U ÞÑ C
8pj´1n,rpUqq. Let C
8
lg,r be the sheafification of the
subpresheaf of jn,r˚C
8
∆n,r consisting of functions f P C
8pj´1n,rp¨qq that are bounded
by a polynomial in log 1|z1| , ..., log
1
|zr|
, and C8dlg,r be the subsheaf
(2.2) U ÞÑ tf P C8lg,rpUq|@ superposition D of elements of Dz, Df P C
8
lg,rpUqu,
where Dz “ pzi
B
Bzi
, zi
B
Bzi
, BBzk ,
B
Bzk
q1ďiďrăkďn.
Proposition 2.2. Let Ω Ď pUpF qZzDqσ be a σ-neighborhood of a point in ShK,Σ
with σ-coordinates z “ pz1, ..., znq as in Definition 1.3. Then inside
(2.3) pφ˚σj˚C
8
ShK
q|Ω – pjσ˚φ
˚
F C
8
ShK
q|Ω – pjσ˚z
˚C8∆n,rq|Ω – pz
˚jn,r˚C
8
∆n,rq|Ω
the subsheaves pφ˚σC
8
dmgq|Ω and pz
˚C8dlg,rq|Ω coincide, where the first and third iso-
morphisms above are (1.22) and (1.23) respectively.
The proposition together with the fact that the sheaves IiV are C
8
dmg-modules will
imply the fineness of these sheaves, and we’ll show that pI˚V , j˚Bq forms a resolution
of rV can in the next section.
Remark 2.3. A key ingredient in the proof of Proposition 2.2 is the estimate (2.12)
of the coefficients of left-invariant differential operators as well as their derivatives
in σ-coordinates, which is analogous to what Borel [Bor90] did for local coordinates
on the Borel-Serre compactification. The strategy to prove (2.1) has been indicated
in [Har90a, 2.4], despite that it was inaccurately rested on [Bor90].
2.1. The sheaves IiV and C
8
mg.
2.1.1. Growth conditions.
Definition 2.4. (i) Let G be a linear algebraic group over R, U Ď GpRq be an
open subset, then gR and hence Upgq act on C
8pUq by right differentiation. Define
C8mgpUq :“ tf P C
8pUq|DF P OG s.t. |f | ď F u,
C8dmgpUq :“ tf P C
8pUq|@D P Upgq, Df P C8mgpUqu,
C8umgpUq :“ tf P C
8pUq|DF P OG s.t. @D P Upgq, DcD ą 0 s.t. |Df | ď cDF u.
(ii) Let G be a linear algebraic group over Q, U Ď GpAq be an open subset right-
invariant by some compact open subgroup of GpAf q. For ‹ “ mg, dmg, umg, define
C8‹ pUq :“ tf P C
8pUq|@y P GpAf q, fp¨ yq P C
8
‹ pUy
´1 XGpRqqu.
When GpRq has a prescribed maximal compact subgroup K, denote
C8‹ pGq :“ C
8
‹ prGsq
K´fin
for ‹ “ dmg, umg.
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Remark 2.5. (i) It follows from the definition that C8umgpUq Ď C
8
dmgpUq Ď C
8
mgpUq
and C8umgpUq, C
8
dmgpUq are g-submodules of C
8pUq.
(ii) The growth condition for C8mgpGpRqq is equivalent to the one in [Bor66, 7],
since the norm } ¨ } there belongs to OG while every element of OG is bounded by
a multiple of some } ¨ }N .
Remark 2.6. By [Fra98, p.187 Proposition], for any reductive group G over Q and
maximal compact subgroup K Ď GpAq there exists a smooth function
ρ : rGs{K Ñ Rą0
with a positive lower bound such that
(2.4) @D P Upgqg, |Dplog ρq| is bounded
and
C8mgprGsq “ tf P C
8prGsq|Dc ą 0, N P Zą0 s.t. |f | ď cρ
Nu.
Such a ρ will be called a weight function.
Proposition 2.7. C8mgpUq and C
8
dmgpUq are subrings of C
8pUq.
Proof. In the real case C8mgpUq is a ring because OG is, and then the Leibniz rule
implies that C8dmgpUq is also a ring. The adelic case follows from the real case by
definition. 
In practice we only consider these growth conditions for Ko-finite functions, in
which case the following observation is essential:
Lemma 2.8. Let B Ď G be linear algebraic groups over R, K Ď GpRq be a compact
subgroup, U Ď BpRq be an open subset such that UK is open in GpRq and UˆK Ñ
UK, pu, kq ÞÑ uk is bijective, then we have commutative diagrams
C8‹ pUq b C
8pKqK´fin C8‹ pUKq
K´fin
C8pUq b C8pKqK´fin C8pUKqK´fin,
„
„
where ‹ “ mg, dmg and the bottom horizontal map is
(2.5) f b g ÞÑ puk ÞÑ fpuqgpkqq.
Proof. We first show that (2.5) is an isomorphism by giving the inverse. For any
h P C8pUKqK´fin, spanthp¨ kq|k P Ku is a finite-dimensional representation of K.
Let S Ď pK be the finite set of K-types it contains, then the image of
Fh : U Ñ C
8pKqK´fin, u ÞÑ hpu ¨q
is contained in C8pKqS , which is finite-dimensional. As evaluations at points in K
span the dual of C8pKqS , we see that Fh is smooth, i.e.
Fh P C
8pUq b C8pKqS Ď C
8pUq b C8pKqK´fin.
It’s clear that h ÞÑ Fh and (2.5) are inverse to each other.
The above proof indicates that if g1, ..., gn P C
8pKqK´fin are linearly indepen-
dent and h “ f1 b g1 ` ...` fn b gn via (2.5), then
(;) each fm is a linear combination of u ÞÑ hpukiq for finitely many ki P K.
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Therefore if h P C8mgpUKq
K´fin then any fm is bounded by some element of OG,
which restricts to an element of OB, so fm P C
8
mgpUq and we see that
C8mgpUKq
K´fin Ď C8mgpUq b C
8pKqK´fin.
Conversely, if fm P C
8
mgpUq, it’s bounded by some element of OG since OG Ñ OB
is surjective, and WLOG we can assume the element is some c} ¨ }N . As the norm
} ¨ } is continuous and satisfies }xy} ď }x}}y} [Bor66, 7] and K is compact, there
exists a C ą 0 such that
}uk} ě C}u},@u P U, k P K,
so fm b 1 and hence fm b gm are bounded by another multiple of } ¨ }
N . Thus it
also holds that
C8mgpUq b C
8pKqK´fin Ď C8mgpUKq
K´fin.
Next since we have
Y1...Ylphp¨ kqq “ pAdpkq
´1Y1...Adpkq
´1Ylhqp¨ kq,@k P K,Y1, ..., Yl P b,
(;) also implies that
C8dmgpUKq
K´fin Ď C8dmgpUq b C
8pKqK´fin.
On the other hand, note that g “ b‘ k by assumption, let Y1, ..., Yp be a basis of b,
Z1, ..., Zq be a basis of k, then @X P g, Dc1, ..., cp, d1, ..., dq P C
8pKqK´fin such that
AdpkqX “
pÿ
i“1
cipkqYi `Adpkq
qÿ
j“1
djpkqZj ,@k P K,
and then for h “ f1 b g1 ` ...` fn b gn,
Xhpukq “
d
dt
ˇˇˇ
ˇ
t“0
hpuketXq
“
pÿ
i“1
d
dt
ˇˇˇ
ˇ
t“0
hpuketcipkqAdpkq
´1Yiq `
qÿ
j“1
d
dt
ˇˇˇ
ˇ
t“0
hpuketdjpkqZj q
“
nÿ
m“1
r
pÿ
i“1
d
dt
ˇˇˇ
ˇ
t“0
fmpue
tcipkqYiqgmpkq `
qÿ
j“1
d
dt
ˇˇˇ
ˇ
t“0
fmpuqgmpke
tdjpkqZj qs
“
nÿ
m“1
pÿ
i“1
Yifmpuqcipkqgmpkq `
nÿ
m“1
qÿ
j“1
fmpuqdjpkqZjgmpkq,
i.e. Xh “
řn
m“1
řp
i“1 Yifm b cigm `
řn
m“1
řq
j“1 fm b djZjgm. By iterating this
formula we see @D P Upgq, Dh is a finite sum
ř
D1fm b g, where D
1 P Upbq,
1 ď m ď n and g P C8pKqK´fin. Therefore
C8dmgpUq b C
8pKqK´fin Ď C8dmgpUKq
K´fin. 
2.1.2. Definition of the Sheaves.
Definition 2.9. For each finite-dimensional holomorphic representation V of PhpCq
and i ě 0, according to (1.10) j˚prV bOShK A0,iq is the sheaf
U ÞÑ HomKop
ľi
ppo{koq, C
8pπ´1o pUqq b V q.
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Let IiV “ I
i
V,K,Σ be the sheafification of the subpresheaf
U ÞÑ HomKop
ľi
ppo{koq, C
8
dmgpπ
´1
o pUqq b V q,
where elements of C8pπ´1o pUqq are viewed as functions on an open subset of GpAq.
When V “ C is the trivial representation, write A0,idmg :“ I
i
C
and C8dmg :“ I
0
C
, so
C8dmg is the sheafification of the subpresheaf U ÞÑ C
8
dmgpπ
´1
o pUqq
Ko of
j˚C
8
ShK
: U ÞÑ C8pj´1pUqq – C8pπ´1o pUqq
Ko .
Analogously, let C8mg be the sheafification of the subpresheaf U ÞÑ C
8
mgpπ
´1
o pUqq
Ko .
Proposition 2.10. C8mg, C
8
dmg are sheaves of rings, and any I
i
V is a C
8
dmg-module.
Proof. Proposition 2.7 implies that the presheaves defining these sheaves satisfy the
claims, and sheafification preserves these properties. 
Proposition 2.11. For any open subset U Ď ShK,Σ, C
8
mgpUq consists of func-
tions f P C8pπ´1o pUqq
Ko such that for any relatively compact open subset W Ď U ,
f |
pi
´1
o pW q
P C8mgpπ
´1
o pW qq
Ko . Similarly, IiV pUq consists of homomorphisms
ϕ P HomKop
ľi
ppo{koq, C
8pπ´1o pUqq b V q
such that for any Y1, ..., Yi P po{ko and W as above,
ϕpY1 ^ ...^ Yiq|pi´1o pW q P C
8
dmgpπ
´1
o pW qq b V.
Particularly since ShK,Σ is compact,
I
i
V pShK,Σq “ HomKop
ľi
ppo{koq, C
8
dmgpπ
´1
o pShK,Σqq b V q
“ HomKop
ľi
ppo{koq, C
8
dmgpGq
K b V q.
Proof. By definition for any f P C8mgpUq there’s an open cover tUαu of U such that
f |
pi
´1
o pUαq
P C8mgpπ
´1
o pUαqq
Ko
for each α. As W is relatively compact in U , it’s covered by finitely many Uα, so
f |pi´1o pW q P C
8
mgpπ
´1
o pW qq
Ko . Conversely as manifolds are locally compact, any f
as described in the proposition belongs to C8mgpUq. The proof for I
i
V is similar. 
By the same arguments we have:
Proposition 2.12. For any open subset U Ď ∆n, C8lg,rpUq consists of functions
f P C8pj´1n,rpUqq such that for any relatively compact open subset W Ď U , f |j´1n,rpW q
is bounded by a polynomial in log 1|z1| , ..., log
1
|zr|
.
Consider the differentials
j˚B : j˚prV bOShK A0,iq Ñ j˚prV bOShK A0,i`1q.
By (1.11), the formula [KV95, 2.127b] and Definition 2.4, IiV is mapped into I
i`1
V ,
so we get a complex of sheaves
pI˚V , j˚Bq.
Then Proposition 2.11 implies that the global sections of this complex can be iden-
tified with the relative Chevalley-Eilenberg complex for H˚ppo,KoqpC
8
dmgpGq
K b V q.
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2.1.3. pφ˚σC
8
mgq|Ω and pφ
˚
σA
0,i
dmgq|Ω. To establish Proposition 2.2 we want to treat
C8dmg and C
8
dlg,r in parallel. We’ve already seen the parallelism between Propositions
2.11 and 2.12, while a relation between C8mg and C
8
dmg similar to (2.2) would also
be desirable. Here we formulate such a relation locally.
Let Ω Ď pUpF qZzDqσ be a σ-neighborhood of a point in ShK,Σ for a σ P ΣpγqF .
When γ is understood, denote by πF the quotient map UpF qZzGpRq
`{AGpRq
o Ñ
UpF qZzD, then we have a commutative diagram
UpF qZzGpRq
`{AGpRq
o rGs{K
UpF qZzD ΓpγqzD ShK,
piF pio
φF
where the top horizontal map is induced from GpRq` – GpRq` ˆ tγu Ď GpAq and
both vertical maps are principal Ko-bundles. As φσ maps Ω homeomorphically
to φσpΩq, the map from π
´1
F pΩq to π
´1
o pφσpΩqq is a bijection and induces pg,Koq-
module isomorphisms
(2.6)
C8‹ pπ
´1
o pφσpUqqq
Ko´fin C8‹ pπ
´1
F pUqq
Ko´fin
C8pπ´1o pφσpUqqq
Ko´fin C8pπ´1F pUqq
Ko´fin
„
„
for any open subset U Ď Ω, where ‹ “ mg or dmg, elements of C8pπ´1F pUqq are
viewed as functions on an open subset of GpRq and the top isomorphisms follow
from definition.
Take a subgroup B of GR as follows: in (1.13), take a minimal R-parabolic
Pl of GlpF q such that GlpF q “ PlpRq
opGlpF q XKoq. Let Pl “ NlAlMl be the
Langlands decomposition, then Bl :“ NlAl is an R-split solvable subgroup of GlpF q
satisfying that GlpF q “ BlpRq
opGlpF q X Koq. Take an R-split solvable subgroup
Bh Ď GhpF q such that GhpF q “ BhpRq
opGhpF q XKoq in the same way and let
B :“ W pF q ¸ pBh ¨Bl ¨ AGq,
then GpRq` “ BpRqoKo and πF restricts to a homeomorphism
πB : UpF qZzBpRq
o{AGpRq
o „ÝÑ UpF qZzD,
where the domain has a decomposition
(2.7) UpF qZzBpRq
o{AGpRq
o – UpF qZzpW pF q ¸ pBhpRq
o ˆBlpRq
oqq.
For each open subset U Ď Ω, let UB be the preimage of π
´1
B
pUq in BpRqo, then
UBKo is the preimage of π
´1
F pUq in GpRq
` which is open and UB Ď BpRq
o inter-
sects Ko trivially, thus Lemma 2.8 gives
(2.8)
C8mgpπ
´1
F pUqq
Ko C8mgpπ
´1
B
pUqq
C8pπ´1F pUqq
Ko C8pπ´1
B
pUqq
„
„
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and
(2.9)
HomKop
Źi
, C8dmgpπ
´1
F pUqqq C
8
dmgpπ
´1
B
pUqq b p
Źi
q˚
HomKop
Źi
, C8pπ´1F pUqqq C
8pπ´1
B
pUqq b p
Źi
q˚,
„
„
where elements of C8pπ´1
B
pUqq are thought of as functions on UB Ď BpRq,
Źi “Źi
ppo{koq and in the second diagram we’ve incorporated that
HomKopπ,C
8pKoq
Ko´finq – π˚
for any finite-dimensional representation π of the compact group Ko.
Combining (2.8), (2.9) and (2.6) we get:
Proposition 2.13. piq pφ˚σj˚C
8
ShK
q|Ω is isomorphic to the sheaf U ÞÑ C
8pπ´1
B
pUqq,
in which pφ˚σC
8
mgq|Ω is the sheafification of the subpresheaf
U ÞÑ C8mgpπ
´1
B
pUqq.
piiq Similarly, pφ˚σj˚A
0,iq|Ω is isomorphic to the sheaf U ÞÑ C
8pπ´1
B
pUqq b p
Źi
q˚,
in which pφ˚σA
0,i
dmgq|Ω is the sheafification of the subpresheaf
U ÞÑ C8dmgpπ
´1
B
pUqq b p
ľi
q˚.
Now consider the following constructions: for a ring A, denote by DerpAq the
set of Z-derivations D : AÑ A.
Definition 2.14. For any collection D of elements of DerpAq, denote by UpDq the
subring of EndZpAq generated by the derivations in D.
Definition 2.15. For A,D as above and any subring B Ď A, define
BD :“ tb P B|@D P UpDq, Db P Bu.
It’s the largest subring of B preserved by the derivations in D.
Example 2.16. In Definition 2.4, let D be a basis of gR, then
C8dmgpUq “ C
8
mgpUqD.
Example 2.17. (2.2) can also be written as
C8dlg,rpUq “ C
8
lg,rpUqDz .
Elements of bR give rise to left-invariant vector fields on BpRq
o and act on the
rings C8pπ´1
B
pUqq, where aG,R acts trivially since functions in C
8pπ´1
B
pUqq are all
AGpRq
o-invariant. Note that dim bR{aG,R “ dimR ShK “ 2n.
Proposition 2.18. Let Db be a basis of bR{aG,R, then for any open subset U Ď Ω
we have
φ˚σC
8
dmgpUq “ pφ
˚
σC
8
mgpUqqDb .
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Proof. Combining Proposition 2.13 and the proof of Propostion 2.11, we see that
for ‹ “ mg, dmg, φ˚σC
8
‹ pUq consists of f P C
8pπ´1
B
pUqq such that for any relatively
compact open subset W Ď U , f |π´1
B
pW q P C8‹ pπ
´1
B
pW qq. Thus
f P φ˚σC
8
dmgpUq ô @W,@D P UpDbq, Dpf |pi´1
B
pW qq P C
8
mgpπ
´1
B
pW qq
ô @W,@D P UpDbq, pDfq|pi´1
B
pW q P C
8
mgpπ
´1
B
pW qq
ô @D P UpDbq, Df P φ
˚
σC
8
mgpUq
ô f P pφ˚σC
8
mgpUqqDb ,
where @W means “for any relatively compact open subset W Ď U”. 
2.2. Proof of Proposition 2.2. Our strategy to prove Proposition 2.2 is to first
show that pφ˚σC
8
mgq|Ω “ pz
˚C8lg,rq|Ω, and then prove that the collections Db and Dz
of derivations define the same subsheaf of rings.
2.2.1. Identification of pφ˚σC
8
mgq|Ω and pz
˚C8lg,rq|Ω.
Proposition 2.19. pφ˚σC
8
mgq|Ω “ pz
˚C8lg,rq|Ω.
Recall that πB : UpF qZzBpRq
o{AGpRq
o Ñ UpF qZzD is a homeomorphism. We
wish to verify that on π´1
B
pΩq – j´1σ pΩq, the bounds given by elements of OB and
by log 1|z1| , ..., log
1
|zr|
are equivalent.
For a point in UpF qZzBpRq
o{AGpRq
o, by its w, bh and bl-factors we mean its
image in UpF qZzW pF q, BhpRq
o and BlpRq
o under (2.7) respectively, then
Proposition 2.20. The w and bh-factors of points in π
´1
B
pΩq range in relatively
compact sets.
Proof. From (1.16) we see that the w and bh-factors of a point in UpF qZzD is
determined by its image in piUpF q ˆ UpF qZqzDpF q, which is a pS
1qr-bundle over
DpF q1. By definition Ω is relatively compact in pUpF qZzDqσ, thus pσpΩq is relatively
compact in DpF q1 and so is its preimage in piUpF q ˆ UpF qZqzDpF q. So w and bh-
factors of points in π´1
B
pΩq vary in relatively compact ranges. 
By the proposition, on π´1
B
pΩq the bound given by elements of OB is equivalent
to the one given by elements of OBl .
We see from (1.16) that yF in (1.19) is the composition of taking bl-factor and
the map
µ : BlpRq
o Ñ iUpF q, bl ÞÑ exppiadpblqωF q,
which is injective since BlpRq
o intersects Ko trivially and has image iCpF q. There-
fore elements of OBl can be viewed as functions on iCpF q. On the other hand let Ω
1
be as in Definition 1.3, yt be the composition of tT as in (1.21) with T pF q Ñ iUpF q,
then
(2.10) log
1
|zj |
“ ´2πilj ˝ yt ´ log c, 1 ď j ď r.
By definition both yF and yt are smooth and T pF q-equivariant, so there’s a smooth
map y1 : Ω1 Ñ iUpF q such that
(2.11) yF “ yt ` y
1 ˝ pF .
Since pσpΩq is relatively compact in Ω
1, y1 is bounded on it, so a function on j´1σ pΩq
is bounded by a polynomial in log 1|z1| , ..., log
1
|zr|
, i.e. a polynomial on iUpF q pulled
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back by yt if and only if it’s bounded by a polynomial on iUpF q pulled back by yF .
Therefore Proposition 2.19 will follow from:
Proposition 2.21. OBl contains all the polynomials on iCpF q Ď iUpF q. On the
other hand, on yF pj
´1
σ pΩqq elements of OBl as well as their partial derivatives are
all bounded by polynomials.
Proof. First notice that µ is via an algebraic representation of Bl, under which the
orbit of exppiωF q is open since the tangent map of µ at the identity is surjective,
and the stabilizer F of exppiωF q is finite, say of order d, since it intersects BlpRq
o
trivially. Denote Bl :“ Bl{F , then it’s affine and embeds into U pF q as an open
subscheme.
Lemma 2.22. Any affine open set U in the affine space Ar is of the form SpecOAr,f
for some f P OAr .
Proof. Take any element of OU Ď KpA
rq, it’s of the form g{h with g and h being
coprime polynomials. We want to show that OU contains 1{h and WLOG we can
assume that h is irreducible. In this case V phq Ę V pgq and V phq Ď V pgq Y U c
implies that V phq Ď U c, so 1{h P OU . 
By the lemma there exists a polynomial f such that O
Bl
“ OU pF q,f , and we can
take f to be a product f1...fm of distinct irreducible polynomials f1, ..., fm P OU pF q.
Then
O
ˆ
Bl
“ tafk11 ...f
km
m |a P R
ˆ, k1, ..., km P Zu.
Next let Al be a Levi subgroup of Bl, which is an R-split torus by construction.
Then F maps injectively into Al as unipotent groups over a field of characteristic
0 have no finite subgroups. Denote the quotient of Al as Al, then OAl is generated
over O
Al
by some fractional powers of elements in Oˆ
Al
. Al Ñ Al is an e´tale cover
of degree d, and hence so is
Bl ˆAl Al Ñ Bl;
but Bl Ñ Bl is also an e´tale cover of degree d and factors through Bl ˆAl Al, so
we must have
Bl – Bl ˆAl Al,
and thus
OBl – OBl bOAl
OAl .
Therefore OBl is generated over OBl by some products of fractional powers of
f1, ..., fm. Particularly we have OU pF q Ď OBl Ď OBl and OBl contains all partial
derivatives of its elements.
It remains to show that on yF pj
´1
σ pΩqq, elements of OBl are bounded by poly-
nomials, and it suffices to prove this for f´11 , ..., f
´1
m . By definition yF pj
´1
σ pΩqq can
be enlarged to some W “ u` iσ Ď iCpF q, which is a basic semialgebraic set, i.e. a
set of the form
W “ tx P Rr|g1pxq ě 0, ..., gspxq ě 0u
for some polynomials g1, ..., gs, and then we apply the following corollary of Kriv-
ine’s Positivstellensatz:
Lemma 2.23. Let W Ď Rr be a basic semialgebraic set, f be a polynomial taking
positive values on W , then f´1 is bounded by a polynomial g on W .
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Proof. In [BCR98, 4.4.3(ii)] take V “ Rr, then it asserts that there exist polyno-
mials g, h that are nonnegaitive on W and satisfy fg “ 1` h, thus on W ,
fg ě 1ñ f´1 ď g. 
Since f1, ..., fs lie in O
ˆ
Bl
, they are nonzero on W Ď iCpF q and WLOG we
may assume that they are positive, then the lemma concludes that f´11 , ..., f
´1
m are
bounded by polynomials on W . 
2.2.2. A ring-theoretic lemma.
Lemma 2.24. Let C Ď A be rings, D1, ..., DN P DerpAq be derivations preserving
C, D1i “
řN
j“1 cijDjpi “ 1, ..., Nq be linear combinations of them with coefficients
in C, then
piq any superposition of D11, ..., D
1
N is a linear combination of superpositions of
D1, ..., DN with coefficients in C;
piiq if pcijq1ďi,jďN P GLN pCq, then any superposition of D1, ..., DN is also a linear
combination of superpositions of D11, ..., D
1
N with coefficients in C.
Proof. (i) is clear by induction; as for (ii), we notice that D11, ..., D
1
N also preserve
C, so when D1, ..., DN are linear combinations of D
1
1, ..., D
1
N with coefficients in C
we can apply (i) with the roles of D1, ..., DN and D
1
1, ..., D
1
N exchanged. 
Corollary 2.25. In (ii), for any subring B Ď A containing C, we have
BD “ BD1 ,
where D “ pD1, ..., DN q, D
1 “ pD11, ..., D
1
Nq.
Proof. From the proof of (ii) we see that under the assumption there, the roles of
D and D1 are symmetric, so it suffices to show BD Ď BD1 . Now by part (i), any
element of UpD1q is a linear combination of elements of UpDq with coefficients in C,
so b P BD implies that b P BD1 . 
Notice that C “ BD satisfies the condition of Lemma 2.24, in this special case
the corollary states that
Lemma 2.26. Let B Ď A be rings, D “ pD1, ..., DN q be a collection of derivations
of A. If D1i “
řN
j“1 cijDjpi “ 1, ..., Nq satisfies that pcijq1ďi,jďN P GLN pBDq, then
BD “ BD1 ,
where D1 “ pD11, ..., D
1
Nq.
Corollary 2.27. If we have
(2.12) Db P DzGL2npz
˚C8dlg,rpΩqq,
where Dz and Db are both viewed as tuples of vector fields on j
´1
σ pΩq, then Propo-
sition 2.2 holds.
Proof. (2.12) implies that
(2.13) Db P DzGL2npz
˚
C
8
dlg,rpUqq
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for any open subset U Ď Ω, and then
φ˚σC
8
dmgpUq “ pφ
˚
σC
8
mgpUqqDb (Proposition 2.18)
“ pz˚C8lg,rpUqqDb (Proposition 2.19)
“ pz˚C8lg,rpUqqDz ((2.13)+Lemma 2.26)
“ z˚C8dlg,rpUq (Example 2.17).

2.2.3. Vector fields on a σ-neighborhood. It remains to verify the condition (2.12)
in Corollary 2.27. We first note that in Definition 1.3 z1, ..., zn actually can be
defined as functions on p´1σ pΩ
1q, and then Dz “ pzi
B
Bzi
, zi
B
Bzi
, BBzk ,
B
Bzk
q1ďiďrăkďn is
a collection of T pF q-invariant vector fields on p´1F pΩ
1q which gives a basis of the
tangent space at each point.
Meanwhile, (1.15) implies that
(2.14) DpF q – piUpF q ˆW pF qq ¸BhpRq
o,
which means each point of DpF q can be written as uwbh ¨ expp´iωF qh with u P
iUpF q, w P W pF q and bh P BhpRq
o in a unique way. Let X1, ..., Xr be a basis of
iuR, Xr`1, ..., X2n be a basis of wR ‘ bh,R. Consider the vector fields
(2.15) uwbh ¨ expp´iωF qh ÞÑ
d
dt
ˇˇˇ
ˇ
t“0
uwbhe
tXj ¨ expp´iωF qh, 1 ď j ď 2n
on DpF q, we see from (2.14) that they give a basis of the tangent space at each
point, and as (2.14) is UpF qC-equivariant, these vector fields are UpF qC-invariant
and hence descends to T pF q-invariant vector fields on UpF qZzDpF q. Denote them
as vpX1q, ..., vpX2nq and let Dv :“ pvpX1q, ..., vpX2nqq, then similarly to (2.11)
there’s a smooth map g1 : Ω1 Ñ GL2npRq such that
Dvpxq “ Dzpxqg
1ppF pxqq,@x P p
´1
F pΩ
1q.
Proposition 2.28.
(2.16) pg1 ˝ pF q|j´1σ pΩq P GL2npz
˚C8dlg,rpΩqq,
and hence
Dv P DzGL2npz
˚C8dlg,rpΩqq.
Proof. (2.16) means @f P OGL2n{R , pf˝g
1˝pF q|j´1σ pΩq P z
˚C8dlg,rpΩq. In fact, f˝g
1˝pF
is pulled back from a smooth function on a neighborhood of pσpΩq, so it’s bounded
on j´1σ pΩq and in particular pf˝g
1˝pF q|j´1σ pΩq P z
˚C8lg,rpΩq. Moreover, any derivative
of f ˝ g1 ˝ pF is the same kind of function, so pf ˝ g
1 ˝ pF q|j´1σ pΩq actually lies in
z˚C8dlg,rpΩq. 
Similarly, (1.14) implies that
(2.17) D –W pF q ¸ pBhpRq
o ˆBlpRq
oq
and each point of D can be uniquely written as wbhbl ¨ h with w P W pF q, bh P
BhpRq
o and bl P BlpRq
o. For any X P wR ‘ bh,R ‘ bl,R, the vector field
wbhbl ¨ h ÞÑ
d
dt
ˇˇˇ
ˇ
t“0
wbhble
tX ¨ h
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on D is UpF qZ-invariant and hence descends to a vector field rvpXq on UpF qZzD.
WLOG assume the basis Db of bR{aG,R – wR ‘ bh,R ‘ bl,R consists of a basisrX1, ..., rXr of bl,R and the above basis Xr`1, ..., X2n of wR ‘ bh,R, then the cor-
responding collection of vector fields is prvp rX1q, ..., rvp rXrq, rvpXr`1q, ..., rvpX2nqq. By
(2.17) it also gives a basis of the tangent space at each point.
We want to compare Db with Dv. By (1.16), at the point
wbhbl ¨ h “ µpblqwbh ¨ expp´iωF qh,
the vector field given by X takes the value
(2.18)
d
dt
ˇˇˇ
ˇ
t“0
wbhble
tX ¨ h “
d
dt
ˇˇˇ
ˇ
t“0
wbhe
tadpblqXbl ¨ h
“
d
dt
ˇˇˇ
ˇ
t“0
µpblqwbhe
tadpblqX ¨ expp´iωF qh
when X P wR ‘ bh,R, and
(2.19)
d
dt
ˇˇˇ
ˇ
t“0
wbhble
tX ¨ h “
d
dt
ˇˇˇ
ˇ
t“0
µpble
tXqwbh ¨ expp´iωF qh
when X P bl,R.
Proposition 2.29. X ÞÑ adpe´iωF qX ´X defines a map ϑ : bl,R Ñ iuR, and the
right hand side of (2.19) equals
(2.20)
d
dt
ˇˇˇ
ˇ
t“0
µpblqwbhe
tadpblqϑpXq ¨ expp´iωF qh.
Proof. First note that since Bl normalizes U , rbl,R, iuRs Ď iuR, so ϑ has image in
iuR. Next, we have
µpble
tXq “ ble
tXeiωF e´tXb´1l
“ ble
iωF etadpe
´iωF qXe´tXb´1l
“ µpblqe
tadpble
´iωF qXe´tadpblqX .
Hence
d
dt
ˇˇˇ
ˇ
t“0
µpble
tXqwbh “
d
dt
ˇˇˇ
ˇ
t“0
µpblqe
tadpble
´iωF qX´tadpblqXwbh
“
d
dt
ˇˇˇ
ˇ
t“0
µpblqe
tadpblqϑpXqwbh
“
d
dt
ˇˇˇ
ˇ
t“0
µpblqwbhe
tadpblqϑpXq,
where the last step is because W ¸Bh centralizes U . 
Comparing (2.18), (2.19) and (2.20) with (2.15), we get
Db “ Dvdiagpϑ ˝ adpblq|iuR , adpblq|wR‘bh,Rq,
where ϑ ˝ adpblq|iuR and adpblq|wR‘bh,R stands for the matrices of the maps with
respect to the bases X1, ..., Xr of iuR, rX1, ..., rXr of bl,R and Xr`1, ..., X2n of wR ‘
bh,R, and bl is the bl-factor function. Particularly since Dv and Db both give bases
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of the tangent space at each point, ϑ must be an isomorphism, so we can chooserX1, ..., rXr such that ϑp rX1q “ X1, ..., ϑp rXrq “ Xr. Then the formula above becomes
Db “ Dvdiagpadpblq|iuR , adpblq|wR‘bh,Rq “ Dvadpblq|iuR‘wR‘bh,R .
Proposition 2.30.
padpblq|iuR‘wR‘bh,Rq|j´1σ pΩq P GL2npz
˚C8dlg,rpΩqq,
and hence
Db P DvGL2npz
˚C8dlg,rpΩqq.
Proof. It suffice to prove that @f P OBl , viewed as a function on iCpF q, satisfies
that pf ˝ yF q|j´1σ pΩq P z
˚C8dlg,rpΩq. We’ve proved in Proposition 2.21 that the com-
position of yF with any partial derivative of f lies in z
˚C8lg,rpΩq. Meanwhile, on
iUpF q denote yj :“ ´2πiljp1 ď j ď rq, then @D P Dz,
Dpf ˝ yF q “
rÿ
j“1
p
Bf
Byj
˝ yF qDpyj ˝ yF q.
By induction for any D P UpDzq, Dpf ˝ yF q is a finite sum
ř
pg ˝ yF qh, where g is a
partial derivative of f while h is a finite product
ś
D1pyj ˝yF q for some D
1 P UpDzq
and 1 ď j ď r. So it suffices to prove that
pyj ˝ yF q|j´1σ pΩq P z
˚C8dlg,rpΩq
for j “ 1, ..., r. Now by (2.10) and (2.11),
yj ˝ yF “ yj ˝ yt ` yj ˝ y
1 ˝ pF
“ log
c
|zj |
` yj ˝ y
1 ˝ pF .
Any D log c|zj | is either log
c
|zj|
or a constant, so log c|zj| is a section of C
8
dlg,r. As for
the second term, yj˝y
1˝pF is pulled back from a smooth function on a neighborhood
of pσpΩq, so the proof of Proposition 2.28 also implies that
pyj ˝ y
1 ˝ pF q|j´1σ pΩq P z
˚C8dlg,rpΩq. 
Proof of Proposition 2.2. Combining Propositions 2.28 and 2.30, we see that (2.12)
holds, and then Proposition 2.2 follows from Corollary 2.27. 
Corollary 2.31. The sheaves IiV are fine sheaves as in [Kod05, Definition 3.13].
Proof. By Proposition 2.12 C8lg,r contains C
8
∆n as a subsheaf, and hence so does
C8dlg,r. Then Proposition 2.2 implies that C
8
dmg contains C
8
ShK,Σ
, so the C8dmg-modules
IiV are fine sheaves. 
2.3. Differential forms on a σ-neighborhood.
Definition 2.32. On ∆n,r, denote θk :“ dzk{zk p1 ď k ď rq and θk :“ dzk pr ă
k ď nq, and for I “ tk1 ă ... ă kiu Ď t1, ..., nu denote θI :“ θki ^ ... ^ θk1 . Let
A
0,i
dlg,r be the subsheaf à
IĎt1,...,nu,|I|“i
C8dlg,rθI
of jn,r˚A
0,i
∆n,r –
À
IĎt1,...,nu,|I|“i jn,r˚C
8
∆n,rθI .
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Proposition 2.33. Let Ω be a σ-neighborhood of some point in ShK,Σ with σ-
coordinates z “ pz1, ..., znq. Then similarly to (2.3), there are isomorphisms
pφ˚σj˚A
0,i
ShK
q|Ω – pjσ˚φ
˚
FA
0,i
ShK
q|Ω – pjσ˚z
˚
A
0,i
∆n,rq|Ω – pz
˚jn,r˚A
0,i
∆n,rq|Ω,
and pφ˚σA
0,i
dmgq|Ω coincides with pz
˚A
0,i
dlg,rq|Ω.
Proof. Let’s first reintepret Proposition 2.13 (ii): comparing the case i “ 0 and
general cases and tracking through (2.9), (2.6) and (1.9), we see it’s stated that
for any open subset U Ď Ω and p0, iq-form ̟ on j´1σ pUq, ̟ P φ
˚
σA
0,i
dmgpUq if and
only if for any anti-holomorphic vector fields X1, ..., Xi on j
´1
σ pUq coming from
left-invariant vector fields on GpRq,
̟pX1 ^ ...^Xiq P φ
˚
σC
8
dmgpUq.
Recall that elements of Db are such vector fields and they span the tangent space
at each point, thus the condition above is equivalent to
̟pX1 ^ ...^Xiq P φ
˚
σC
8
dmgpUq,@X1, ..., Xi P Db.
By Proposition 2.2 and (2.12), this is equivalent to
̟pZ1 ^ ...^ Ziq P z
˚C8dlg,rpUq,@Z1, ..., Zi P Dz,
As tθku1ďkďn are dual to the anti-holomorphic tangent vector fields in Dz, the
above condition means precisely that ̟ P z˚A0,idlg,rpUq. 
3. A fine resolution of the canonical extension
Now we show that pI˚V , j˚Bq form a resolution of
rV can: we first trivialise the
sheaves rV can and IiV on a σ-neighborhood of a point to reduce to the case where V
is trivial and ensure exactness on the left, and then prove a Dolbeault lemma with
growth conditions to verify exactness elsewhere.
3.1. An alternative characterization of rV can. We start by illustrating how
to obtain local trivializations of pI˚V , j˚Bq and
rV can from certain ppo,Koq-module
isomorphisms. For any abelian group A, denote by A the corresponding constant
sheaves on topological spaces.
Proposition 3.1. Let Ω Ď pUpF qZzDqσ be a σ-neighborhood of a point, then there
are isomorphisms
(3.1) pφ˚σj˚prV bOShK A0,iqq|Ω – pφ˚σj˚A0,iq|Ω bC V
that are compatible with the differentials and induce
pφ˚σI
i
V q|Ω – pφ
˚
σA
0,i
dmgq|Ω bC V .
Proof. Denote by Vtr a vector space of the same dimensions as V with trivial po and
Ko-action, then from (1.10) and (1.11) we see that ppo,Koq-module isomorphisms
C8pπ´1o pφσpUqqq
Ko´fin b V – C8pπ´1o pφσpUqqq
Ko´fin b Vtr
for all open subsets U Ď Ω will result in isomorphisms (3.1) that are compatible
with the differentials, and by Definition 2.9 pφ˚σI
i
V q|Ω matches pφ
˚
σA
0,i
dmgq|Ω bC V if
C8dmgpπ
´1
o pφσpUqqq
Ko´fin b V is mapped into C8dmgpπ
´1
o pφσpUqqq
Ko´fin b V .
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By (2.6) we can replace C8˚ pπ
´1
o pφσpUqqq
Ko´fin above with C8˚ pπ
´1
F pUqq
Ko´fin.
Note that g ÞÑ a´1g g induces a bijection
UpF qZzGpRq{AGpRq
o „ÝÑ UpF qZzGpRq
1
and thus π´1F pUq can be viewed as a subset of the later. Let Ω
1 be as in Definition
1.3 and take a tP as in (1.20). Consider the map
(3.2) C8pπ´1F pUqq b V Ñ C
8pπ´1F pUqq b Vtr, f ÞÑ tP pa
´1
p¨q ¨qfp¨q,
it’s clearly a Ko-module isomorphism, and the computation (1.6) tells us that it’s
also po-equivariant.
By construction tP is pulled back from T pF qzΨ
´1
F pΩ
1q Ď UpF qCzGpCq, in which
we claim the image of π´1F pUq is relatively compact. In fact, since π
´1
F pUq is a
Ko-bundle over j
´1
σ pUq, it suffices to check the relative compactness of pF pj
´1
σ pUqq
in T pF qzΨ´1F pΩ
1q{PhpCq – Ω
1, but we have
pF pj
´1
σ pUqq Ď pσpUq Ď pσpΩq
and by assumption pσpΩq is relatively compact in Ω
1. As left-invariant vector fields
on GpCq descends to UpF qCzGpCq, similarly to the proof of Proposition 2.28 we
have
@g P OPhpCq, gptP pa
´1
p¨q ¨qq|pi´1F pUq
P C8dmgpπ
´1
F pUqq.
Therefore C8dmgpπ
´1
F pUqq b V is mapped into C
8
dmgpπ
´1
F pUqq b Vtr and (3.2) gives
rise to the isomorphisms we want. 
From the proof we see that if instead of φ˚σj˚ rV pUq – C8pπ´1o pφσpUqqq b V qKo
we use the expression
φ˚σj˚
rV pUq – C8pπ´1pφσpUqqq b V qKh ,
then the isomorphism
pφ˚σj˚ rV q|Ω – pφ˚σj˚OShKq|Ω bC V
comes from pph,Khq-equivariant maps
C8prπ´1F pUqq b V „ÝÑ C8prπ´1F pUqq b Vtr, f ÞÑ tP p¨qfp¨q,
where rπ´1F pUq is the preimage of π´1F pUq in UpF qZzGpRq` and similarly to (2.6)
we have C8pπ´1pφσpUqqq – C
8prπ´1F pUqq. On the other hand, by definition EV,F
is the sheaf
U ÞÑ pOpT pF qzΨ´1F pUqq b V q
PhpCq.
Since tP is T pF q-invariant, we can define pph,Khq-equivariant maps
C8pT pF qzΨ´1F pUqq b V
„
ÝÑ C8pT pF qzΨ´1F pUqq b Vtr, f ÞÑ tP p¨qfp¨q,
and they give rise to a trivialization
(3.3) EV,F |Ω1 – OΩ1 bC V .
According to the formulas (3.2) and (3.3) are compatible with (1.24), therefore it
follows from Definiton 1.4 that
Proposition 3.2. (3.1) also induces an isomorphism
pφ˚σ
rV canq|Ω – pφ˚σOcanShKq|Ω bC V – OΩ bC V .
Now we are ready to prove that
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Proposition 3.3. rV can is the kernel of j˚B : I0V Ñ I1V .
Proof. It suffices to prove that pφ˚σ
rV canq|Ω is the kernel of
φ˚σj˚B : pφ
˚
σI
0
V q|Ω Ñ pφ
˚
σI
1
V q|Ω
for any σ-neighborhood Ω of a point in ShK,Σ with σ-coordinates. By Propositions
3.1 and 3.2 we may assume that V is the trivial representation, and then the result
follows from Proposition 2.33 and the following lemma. 
Lemma 3.4. O∆n is the kernel of B : C
8
dlg,r Ñ A
0,1
dlg,r.
Proof. O∆n is contained in the kernel as we have C
8
∆n Ď C
8
dlg,r. On the other hand
we show that O∆n contains the kernel of
B : C8lg,r Ñ jn,r˚A
0,1
∆n,r .
For any open subset U Ď ∆n and holomorphic function f on j´1n,rpUq that’s bounded
by a polynomial in log 1|z1| , ..., log
1
|zr|
, by the Riemann extension theorem [Kod05,
Theorem 1.15] the bounded holomorphic function z1...zrf on j
´1
n,rpUq extends to a
holomorphic function on U , which should vanish along Uzj´1n,rpUq. Applying the
Weierstrass division theorem inductively with Weierstrass polynomials z1, ..., zn we
get that f itself also extends to a holomorphic function on U . Therefore O∆n
contains the subsheaf of jn,r˚C
8
∆n,r generated by such f , which is exactly the kernel
of B : C8lg,r Ñ jn,r˚A
0,1
∆n,r . 
Remark 3.5. In view of (1.7) we’ve actually shown that rV can is the sheafification
of the presheaf
U ÞÑ pC8mgpπ
´1
o pUqq b V q
ppo,Koq.
Conversely, one can verify that this sheaf satisfies the requirements in Definition
1.4 and hence get an alternative proof of the existence of rV can as a holomorphic
vector bundle when ShK,Σ is SNC. Note that for this purpose instead of the full
power of Proposition 2.2 we only need Proposition 2.19.
Besides, combining with Proposition 2.11 we also acquire an alternative proof of
[Mum77, Proposition 3.3].
3.2. A Dolbeault lemma. So far we’ve got a complex
(3.4) 0Ñ rV can Ñ I0V j˚BÝÝÑ I1V j˚BÝÝÑ I2V j˚BÝÝÑ ...
which is exact at rV can and I0V . It remains to show the exactness at IiV for i ą 0.
Pulling back to a σ-neighborhood of a point with σ-coordinates and using Propo-
sitions 3.1 and 2.33, the problem is reduced to showing:
Lemma 3.6. On ∆n the complex of sheaves
A
0,0
dlg,r
B
ÝÑ A0,1dlg,r
B
ÝÑ A0,2dlg,r
B
ÝÑ ...
is exact.
Remark 3.7. The statement of the lemma has appeared in [Har90a, 2.4], however
it seems the arguments given and cited there are insufficient to prove multivariable
cases of the lemma. In fact to proceed by induction on the number of variables,
rather than the single-variable case itself one actually needs an “effective version”
of it (Corollaries 3.11 and 3.12), which we don’t manage to find in the literature.
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We present here a complete proof of the lemma with all details so as to provide a
self-contained reference on the topic.
We make some preparations:
Lemma 3.8. @0 ă ρ ă 13 , suppose g P C
8p∆˚pρqq satisfies
|gpzq| ď cplog
1
|z|
qN ,@z P ∆˚pρq
for some c ą 0 and N P R, then
fpzq :“
1
2πi
ż
∆˚pρq
gpwq
wpw ´ zq
dw ^ dw
is a solution to z BBz f “ g in C
8p∆˚pρqq and Dd “ dpNq ą 0 such that
|fpzq| ď
$’&
’%
dcplog 1|z| q
N`1 pN ą ´1q
dc log log 1|z| pN “ ´1q,
dc pN ă ´1q
@z P ∆˚pρq.
Proof. For the first part of the lemma we adapt the proof of [Kod05, Lemma 3.1].
For any z0 P ∆
˚pρq, take an ε ą 0 such that ∆pz0, 3εq Ď ∆
˚pρq and a partition of
unity tχa, χbu subordinate to the open cover tUa :“ ∆pz0, εq
c
, Ub :“ ∆pz0, 2εqu of
∆˚pρq. Then formally fpzq is the sum of
Iapzq :“
1
2πi
ż
Ua
χapwqgpwq
wpw ´ zq
dw ^ dw
and
Ibpzq :“
1
2πi
ż
Ub
χbpwqgpwq
wpw ´ zq
dw ^ dw
“
1
2πi
ż
C
χbpw ` zqgpw ` zq
pw ` zqw
dw ^ dw,
where χbg is viewed as a smooth function on C supported in Ub. The bound on g
implies when z P ∆pz0, εq any partial derivative of either integrand with respect to
z, z is L1 in w, so Ia, Ib and hence f are well-defined smooth functions. Moreover on
∆pz0, εq we see Ia is holomorphic while it’s shown in the cited proof that z
B
Bz Ib “ g,
so f satisfies the equation.
Next for a fixed z P ∆˚pρq, set
∆1 :“ ∆
˚p
|z|
2
q,∆2 :“ ∆pz,
|z|
2
q X∆˚pρq,∆3 :“ ∆
˚pρqzp∆1 Y∆2q
and write λ :“ |w| for w P ∆˚pρq. Then |w ´ z| ě |z|2 for w P ∆1, so
(3.5) |
1
2πi
ż
∆1
gpwq
wpw ´ zq
dw ^ dw| ď
4c
|z|
ż |z|
2
0
plog
1
λ
qN dλ.
When N ď 0, the right hand side ď 2cplog 2|z|q
N ă 2N`1cplog 1|z| q
N ; when N ą 0,
we have
plog
2
|z|
qrNs´N
ż |z|
2
0
plog
1
λ
qN dλ ď
ż |z|
2
0
plog
1
λ
qrNs dλ “
|z|
2
prNsplog
2
|z|
q,
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where prNs is a degree rN s polynomial depending on rN s, so Dd
1 “ d1prN sq ą 0 such
that the right hand side of (3.5) ď d1cplog 1|z| q
N .
Over ∆2, we have
|
1
2πi
ż
∆2
gpwq
wpw ´ zq
dw ^ dw| ď max
wP∆2
|
gpwq
w
| ¨
1
2π
ż
∆˚p |z|
2
q
|du^ du|
|u|
ď 2cplog
2
|z|
qN ă 2N`1cplog
1
|z|
qN .
On ∆3 we have |w ´ z| ě
|w|
3 , so
|
1
2πi
ż
∆1
gpwq
wpw ´ zq
dw ^ dw| ď
3
2π
ż
∆2Y∆3
|gpwq|
|w|2
|dw ^ dw|
ď 6c
ż ρ
|z|
2
plog
1
λ
qN
dλ
λ
,
while
ż ρ
|z|
2
plog
1
λ
qN
dλ
λ
ă
$’&
’%
1
N`1 plog
2
|z| q
N`1 ă 2
N`1
N`1 plog
1
|z| q
N`1 pN ą ´1q
log log 2|z| ă p1` loglog 3 2q log log
1
|z| pN “ ´1q
1
N`1 plog
1
ρ
qN`1 ă 1
N`1 pN ă ´1q.
Combining the these estimates makes the second part of the lemma. 
Remark 3.9. The estimates above essentially all come from the de´monstration of
[HP86, Lemme 1].
Lemma 3.10. piq @0 ă ρ1 ă ρ ă 1, Dd1 “ d1pρ
1, ρq ą 0 such that for any harmonic
function h on ∆p0, ρq bounded by a constant c ą 0, it holds that
|
Bh
Bz
pzq| ď d1c,@z P ∆p0, ρ
1q;
piiq @0 ă ρ1 ă ρ ă 13 , N P R, Dd2 “ d2pρ
1, ρ,Nq ą 0 such that for any harmonic
function h on ∆˚pρq such that |hpzq| ď cplog 1|z| q
N ,@z P ∆˚pρq for some c ą 0, it
holds that
|z
Bh
Bz
pzq| ď d2cplog
1
|z|
qN ,@z P ∆˚pρ1q.
Proof. For any z0 in the domain of h, take an ε ą 0 such that h is defined on
∆pz0, 2εq, then Poisson’s formula
hpzq “
1
2π
ż
|w´z0|“ε
ε2 ´ |z ´ z0|
2
|w ´ z|2
hpwq dθ,@z P ∆pz0, εq
implies
Bh
Bz
pzq “
1
2π
ż
|w´z0|“ε
ε2 ´ pw ´ z0qpz ´ z0q
pw ´ zq2pw ´ zq
hpwq dθ,@z P ∆pz0, εq
and in particular
Bh
Bz
pz0q “
1
2π
ż
|w´z0|“ε
hpwq
pw ´ z0q
dθ.
Therefore
|
Bh
Bz
pz0q| ď
1
ε
max
|w´z0|“ε
|hpwq|.
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In the first case, for z0 P ∆p0, ρ
1q we can take ε “ ρ´ρ
1
2 , so d1 :“
2
ρ´ρ1 works; in the
second case, for z0 P ∆
˚pρ1q we take ε “ pρ´ ρ1q|z0|, then d2 :“
2N
ρ´ρ1 satisfies that
|z0
Bh
Bz
pz0q| ă
1
ρ´ ρ1
plog
2
|z0|
qN ă d2cplog
1
|z0|
qN . 
Corollary 3.11. Suppose g P C8p∆p0, ρqq satisfies that @p, q ě 0, |p BBz q
pp BBz q
qg| is
bounded by a constant cp,q ą 0. Write cp,q :“ pcp1,q1qp1ďp,q1ďq, then @0 ă ρ
1 ă ρ ă 1,
Drcp,q “ rcp,qpρ1, ρ, cp,qq ą 0 depending linearly on cp,q such that
fpzq :“
1
2πi
ż
∆p0,ρq
gpwq
w ´ z
dw ^ dw
satisfies that @p, q ě 0, |p BBz q
pp BBz q
qf | is bounded by rcp,q on ∆p0, ρ1q.
Proof. [Kod05, Lemma 3.1] implies that BBz f “ g, so we just need to bound each
|p BBz q
pf |. BBz couldn’t be directly exchanged with the integration, so instead we
induct on p. We abbreviate any subscript p, 0 as p.
When p “ 0 the estimate is direct and rc0 is independent of ρ1. Suppose we’ve
found rcp, then |p BBz qpf | is bounded by C1 :“ rcppρ1`ρ2 , ρ, cpq on ∆p0, ρ1`ρ2 q. On
∆p0, ρq, define
fp`1pzq :“
1
2πi
ż
∆p0,ρq
p BBw q
p`1gpwq
w ´ z
dw ^ dw
and rfppzq :“ 1
2πi
ż
∆p0,ρq
fp`1pwq
w ´ z
dw ^ dw,
then we have BBz
rfp “ fp`1 and BBz fp`1 “ p BBz qp`1g, so
h :“ p
B
Bz
qpf ´ rfp
is a harmonic function. Besides fp`1 and rfp are bounded by C2 :“ rc0pρ, cp`1q and
C3 :“ rc0pρ, C2q respectively, so h is bounded by C1`C3 on ∆p0, ρ1`ρ2 q, and Lemma
3.10 (i) implies that |p BBz q
p`1f ´ fp`1| “ |
B
Bzh| is bounded by d1pρ
1, ρ
1`ρ
2 qpC1 `C3q
on ∆p0, ρ1q. Therefore we can take rcp`1 :“ d1pρ1, ρ1`ρ2 qpC1 ` C3q ` C2. 
Corollary 3.12. In Lemma 3.8, suppose @p, q ě 0, Dcp,q ą 0 and Np,q P R such
that
|pz
B
Bz
qppz
B
Bz
qqgpzq| ď cp,qplog
1
|z|
qNp,q ,@z P ∆˚pρq.
Write cp,q :“ pcp1,q1qp1ďp,q1ďq, Np,q :“ pNp1,q1qp1ďp,q1ďq, then @0 ă ρ
1 ă ρ, D rNp,q P R
depending on Np,q and rcp,q “ rcp,qpρ1, ρ, cp,q, Np,qq ą 0 depending linearly on cp,q
such that @p, q ě 0,
|pz
B
Bz
qppz
B
Bz
qqfpzq| ď rcp,q ¨ plog 1
|z|
q
ĂNp,q ,@z P ∆˚pρ1q.
Proof. As z BBz f “ g it suffices to bound each |pz
B
Bz q
pfpzq|. Again we induct on
p and abbreviate any subscript p, 0 as p. When p “ 0 the estimate follows from
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Lemma 3.8. Suppose we’ve found rcp and rNp, then C1 :“ rcppρ1`ρ2 , ρ, cp, Npq satisfies
|pz
B
Bz
qpfpzq| ď C1plog
1
|z|
q
ĂNp ,@z P ∆˚pρ1 ` ρ
2
q.
By Lemma 3.8, Dfp`1 P C
8p∆˚pρqq such that z BBz fp`1 “ pz
B
Bz q
p`1g and
|fp`1pzq| ď C2plog
1
|z|
qN
1
p`1 ,@z P ∆˚pρq,
where C2 :“ dpNp`1qcp`1 and N
1
p`1 “ maxtNp`1 ` 1, 1u. The complex conjugate
of Lemma 3.8 then implies that D rfp P C8p∆˚pρqq such that z BBz rfp “ fp`1 and
| rfppzq| ď C3plog 1
|z|
qN
1
p`1`1,@z P ∆˚pρq
for C3 :“ dpN
1
p`1qC2. Define rNp`1 :“ maxt rNp, N 1p`1 ` 1u, then in the three
inequalities above the exponents of log 1|z| can all be replaced by
rNp`1, so
h :“ pz
B
Bz
qpf ´ rfp
is bounded by pC1`C3qplog
1
|z| q
ĂNp`1 on ∆˚pρ1`ρ2 q. Meanwhile h is harmonic, so by
Lemma 3.10 (ii) we have
|pz
B
Bz
qp`1fpzq ´ fp`1pzq| “ |z
Bh
Bz
pzq| ď d2 ¨ pC1 ` C3qplog
1
|z|
q
ĂNp`1 ,@z P ∆˚pρ1q,
where d2 “ d2pρ
1, ρ
1`ρ
2 ,
rNp`1q. Therefore we can take rcp`1 :“ d2 ¨pC1`C3q`C2. 
Remark 3.13. Qualitatively, the induction argument in the above proofs has been
indicated in [Har90a, 2.3.2].
Proof of Lemma 3.6. We want to show the exactness of the sequence
pA0,0dlg,rqz
B
ÝÑ pA0,1dlg,rqz
B
ÝÑ pA0,2dlg,rqz
B
ÝÑ ...
for each z “ pz1, ..., znq P ∆
n. WLOG assume z1 “ ... “ zs “ 0 and zs`1...zr ‰ 0,
then we observe that the translation by ´z induces isomorphisms
pA0,idlg,rqz – pA
0,i
dlg,sq0
that are compatible with the differentials, so it suffices to prove for z “ 0 “ p0, ..., 0q.
By Proposition 2.12 and Example 2.17, any germ rψs P pA0,idlg,rq0 in the kernel of
B is represented by a p0, iq-form
ψ “
ÿ
IĎt1,...,nu,|I|“i
ψIθI P A
0,ip∆n,rpρqq
for some 0 ă ρ ă 13 such that Bψ “ 0 and for any I and D P UpDzq, DψI is bounded
by a polynomial in log 1|z1| , ..., log
1
|zr|
. For brevity we refer to this growth condition
as each DψI has log growth or ψI has d-log growth, and note that Corollaries 3.11
and 3.12 then state that when pn, rq “ p1, 0q and p1, 1q the d-log growth of g implies
the d-log growth of f respectively. We imitate the proof of [Kod05, Theorem 3.3]
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and induct on the largest integer m that appears in an I with ψI ‰ 0 to show that
@0 ă ρ1 ă ρ, Dp0, i´ 1q-form
η “
ÿ
|I1|“i´1
ηI1θI1 P A
0,i´1p∆n,rpρ1qq
such that Bη “ ψ|∆n,rpρ1q and each ηI1 has d-log growth. When m “ 0, ψ “ 0, so
there’s nothing to prove. In general, define
η1 :“
ÿ
I1Ďt1,...,m´1u,|I1|“i´1
η1,I1θI1 P A
0,i´1p∆n,rp
ρ1 ` ρ
2
qq,
where
η1,I1pzq :“
1
2πi
ż
∆˚pρq
ψI1Ytmup...zm´1, w, zm`1, ..., q
wpw ´ zmq
dw ^ dw pm ď rq,
η1,I1pzq :“
1
2πi
ż
∆p0,ρq
ψI1Ytmup...zm´1, w, zm`1, ..., q
w ´ zm
dw ^ dw pm ą rq.
For any z0 P ∆
˚pρ
1`ρ
2 q, take ε, χa and χb as in the proof of Lemma 3.8, then when
zm P ∆pz0, εq the d-log growth of ψI1Ytmu guarantees any partial derivatives of
χapwqψI1Ytmup...w...q
wpw ´ zmq
,
χbpw ` zmqψI1Ytmup...w ` zm...q
pw ` zmqw
and
χapwqψI1Ytmup...w...q
w ´ zm
,
χbpw ` zmqψI1Ytmup...w ` zm...q
w
with respect to z1, z1, ..., zn, zn are L
1 in w, so η1 is a smooth p0, i´ 1q-form.
As for the d-log growth of η1,I1 , denote Dm :“ zm
B
Bzm
, Dm :“ zm
B
Bzm
when
m ď r and Dm :“
B
Bzm
, Dm :“
B
Bzm
when m ą r, then it suffices to check that
@D2 P UpDm, Dmq, D
1 P UpDzztDm, Dmuq, D
2D1η1,I1 has log growth.
We can exchange D1 with the integration and D1ψI1Ytmu has log growth, so Corol-
lary 3.11, 3.12 imply the log growth of D2D1η1,I1 .
Now consider Bη1 “
ř
|I|“ipBη1qIθI . Bψ “ 0 implies any ψI is holomorphic in
zm`1, ..., zn and hence so is any η1,I1 , so pBη1qI “ 0 unless I Ď t1, ...,mu. Besides,
Lemma 3.8 and [Kod05, Lemma 3.1] imply that pBη1qI “ ψI when m P I, so
ψ ´ Bη1 “
ÿ
IĎt1,...,m´1u
pψI ´ pBη1qIqθI ,
where each ψI ´pBη1qI has d-log growth. By induction hypothesis, Dp0, i´ 1q-form
η2 “
ÿ
|I1|“i´1
η2,I1θI1 P A
0,i´1p∆n,rpρ1qq
such that Bη2 “ pψ´Bη1q|∆n,rpρ1q and each η2,I1 has d-log growth. Then η “ η1`η2
is a p0, i´ 1q-form as desired. 
Proposition 3.14. We have the isomorphisms (2.1).
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Proof. By Proposition 3.2, 3.1, 2.33, Lemma 3.6 and Corollary 2.31, (3.4) is a fine
resolution of rV can, and we’ve seen in Proposition 2.11 that the global sections of
pI˚V , j˚Bq can be identified the relative Chevalley-Eilenberg complex computing
H˚ppo,KoqpC
8
dmgpGq
K b V q. 
Remark 3.15. We see that Proposition 3.14 reproves the isomorphisms of cohomol-
ogy in Proposition 1.6 when Σ and Σ1 are both SNC.
3.3. The Hecke action on coherent cohomology.
Proposition 3.16. (2.1) induces GpAf q-equivariant isomorphisms
(3.6) lim
ÝÑ
t˚e
HiprV canK q – Hippo,KoqpC8dmgpGq b Voq.
Proof. We wish to check for any g P GpAf q and open subgroup K
1 Ď gKg´1 the
commutativity of the following diagram:
HiprV can
K
q Hippo,KoqpC
8
dmgpGq
K b Voq
HiprV can
K1
q Hippo,KoqpC
8
dmgpGq
K
1
b Voq,
(2.1)
„
(1.25)
(2.1)
„
where the right vertical map arises from
C8dmgpGq
K b Vo ãÑ C
8
dmgpGq
K
1
b Vo, f ÞÑ gfp¨ gq.
Let jΣ : ShK ãÑ ShK,Σ and jΣ1 : ShK1 ãÑ ShK1,Σ1 be SNC compactifications such
that Σ1 refines Σg and abbreviate tg,Σ ˝ rΣ1,Σg as tg, then (1.25) is the composition
of maps
HipShK,Σ, rV canK,Σ q Ñ HipShK,Σ, tg˚ rV canK1,Σ1q δÝÑ HipShK1,Σ1 , rV canK1,Σ1q,
where the first map comes from the morphism of sheaves rV can
K,Σ Ñ tg˚
rV can
K1,Σ1 adjoint
to t˚g
rV can
K,Σ –
rV can
K1,Σ1 , and the second map can be computed as follows: if
0Ñ rV canK1,Σ1 Ñ J ˚
is an acyclic resolution such that each tg˚J
i is also acyclic, then tg˚ rV canK1,Σ1 Ñ tg˚J ˚
can be viewed as a morphism between complexes of sheaves and δ is the induced
map between hypercohomology:
HipShK,Σ, tg˚ rV canK1,Σ1q “ Hiptg˚ rV canK1,Σ1q Ñ Hiptg˚J ˚q
– Hiptg˚J
˚pShK,Σqq
“ HipJ ˚pShK1,Σ1qq – H
ipShK1,Σ1 , rV canK1,Σ1q.
Furthermore, if 0 Ñ rV can
K,Σ Ñ I
˚ is an acyclic resolution of rV can
K,Σ and I
˚ Ñ tg˚J
˚
is a morphism of complexes extending rV can
K,Σ Ñ tg˚
rV can
K1,Σ1 , then (1.25) fits into the
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following commutative diagram:
HipShK,Σ, rV canK,Σ q HipI˚q HipI˚pShK,Σqq
HipShK1,Σ1 , rV canK1,Σ1q Hiptg˚J ˚q HipJ ˚pShK1,Σ1qq,
„
(1.25)
„
„ „
If we can take I˚ “ I˚V,K,Σ,J
˚ “ I˚V,K1,Σ1 and the morphism between them to be
the restriction of the morphism
jΣ˚prVK bOShK A0,˚ShKq Ñ tg˚jΣ1˚prVK1 bOShK1 A0,˚ShK1 q
induced by (1.8), then the proposition follows. It remains to check the acyclicity of
each tg˚I
i
V,K1,Σ1 , but the morphism C
8
dmg “ I
0
C,K,Σ Ñ tg˚I
0
C,K1,Σ1 makes tg˚I
0
C,K1,Σ1
a fine sheaf of rings, and hence any tg˚I
i
V,K1,Σ1 is a fine sheaf. 
4. A regularization theorem
The goal of this section is to prove:
Proposition 4.1. The inclusion C8umgpGq
K Ď C8dmgpGq
K induces isomorphisms of
ppo,Koq-cohomology with coefficients in V , hence by Proposition 3.14 we have
HipShK,Σ, rV canq – Hippo,KoqpC8umgpGqK b V q,
and by Propostion 3.16 we have GpAf q-equivariant isomorphisms
(4.1) limÝÑ
t˚e
HiprV canK q – Hippo,KoqpC8umgpGq b Voq.
This is an analogue of Borel’s regularization theorem [Bor83, 3.2] and we’ll imi-
tate Franke’s proof [Fra98, Proof of Theorem 3]. Let’s first reduce the problem to
the case where V is irreducible: if
0Ñ V 1 Ñ V Ñ V 2 Ñ 0
is a short exact sequence of holomorphic representations of PhpCq and the proposi-
tion holds for V 1 and V 2, then the long exact sequences of cohomology imply that
it also holds for V . Next we note that by the following lemma any irreducible V is
inflated from a representation of Kh, and it’s irreducible as a representation of Ko
since AGpCq should act via a character.
Lemma 4.2. Let V be an irreducible finite-dimensional representation of ph, then
p´ acts on V trivially.
Proof. Let b be a Borel subalgebra of g contained in ph, then p´ Ď rb, bs. By Lie’s
theorem there exists a nonzero vector v P V which is an eigenvector for any element
of b and thus annihilated by elements of p´. As V is irreducible, it’s generated by
v. Since p´ is an ideal of ph, it acts trivially on V . 
The proof of Proposition 4.1 for an irreducible V will proceed as follows: in
4.1 by proving Proposition 4.3 we reduce the problem to the existence of certain
endomorphisms of C8dmgpGq
K, which will eventually be constructed in 4.3, while the
functional analysis generalities developed in 4.2 will be crucial in verifying that the
endomorphisms we get are as desired.
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4.1. An application of the Okamoto-Ozeki formula. Fix a K and denote
C8‹ :“ C
8
‹ pGq
K
for ‹ “ umg, dmg. Let Cg be the Casimir element in Zpgq Ď Upgq: if pXiq is any
basis of rg, gs and pX 1iq is the dual basis with respect to the Killing form Bp¨, ¨q on
g, then Cg “
ř
iXiX
1
i.
Proposition 4.3. SupposeM 1 ĎM are pg,Koq-modules such that @c P C, DTc, Rc P
Endppo,KoqpMq such that
(4.2) TcpM
1q ĎM 1, RcpMq ĎM
1
and
(4.3) Rc ´ IdM “
1
2
pCg ` cqTc,
then for any irreducible (and hence for any) finite-dimensional holomorphic repre-
sentation V of PhpCq, the inclusion M
1 ĎM induces isomorphisms
Hippo,KoqpM
1 b V q – Hippo,KoqpM b V q.
Particularly if one can find maps Rc, Tc as required for M “ C
8
dmg and M
1 “ C8umg,
then Proposition 4.1 holds.
Remark 4.4. For each π P pKo, let Spi Ď pKo be the finite set of Ko-types appearing
in π b po, then as the map M ˆ gÑM, pm,Xq ÞÑ Xm is Ko-equivariant we have
(4.4) @X P po, XpMpiq ĎMSpi .
The assumption in the proposition is then equivalent to that for any c P C there
exist maps Tc,pi P EndKopMpiq parametrized by π P pKo such that if we denote
Rc,pi :“ IdMpi `
1
2
pCg ` cqTc,pi
and
Tc,S :“
à
piPS
Tc,pi P EndKopMSq
for every S Ď pKo, then
(4.5) Tc,pipM
1
piq ĎM
1
pi, Rc,pipMpiq ĎM
1
pi
and
(4.6) @X P po, XTc,pi “ Tc,SpiX
as maps from Mpi to MSpi . In fact, Tc :“ Tc,xKo and Rc :“ IdM ` 12 pCg ` cqTc will
satisfy (4.2) and (4.3).
Lemma 4.5. Let pB˚, dq be a subcomplex of pA˚, dq. Suppose there are maps
r : A˚ Ñ B˚ and ̺ : A˚ Ñ A˚´1 such that r is a chain map, ̺pB˚q Ď B˚´1 and
(4.7) IdA˚ ´ ι ˝ r “ d ˝ ̺` ̺ ˝ d,
where ι : B˚ Ď A˚ is the inclusion, then ι induces isomorphisms of cohomology.
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Proof. Denote by ι˚, r˚ the maps on cohomology induced by ι, r respectively, then
ι˚ ˝ r˚ “ IdH˚pAq since (4.7) implies that ι ˝ r is chain homotopic to IdA˚ . On the
other hand (4.7) also implies that
IdB˚ ´ r ˝ ι “ d ˝ ̺` ̺ ˝ d
as endomorphisms of B˚, so r ˝ ι is chain homotopic to IdB˚ and r˚ ˝ ι˚ “ IdH˚pBq.
Therefore ι˚, r˚ are inverse to each other and ι˚ is an isomorphism. 
We wish to make Proposition 4.3 a special case of Lemma 4.5, where A˚, B˚ are
the relative Chevalley-Eilenberg complexes C˚ppo,KoqpM bV q and C
˚
ppo,Koq
pM 1bV q.
Let r be the chain map induced by
Rc b 1 P Homppo,KoqpM b V,M
1 b V q
for some c, then it remains to construct ̺. Let t : A˚ Ñ A˚ be the chain map
induced by Tc b 1 P Endppo,KoqpM b V q, then by (4.2) it preserves B
˚. Note that
for any ppo,Koq-module M ,
CipMq – HomKop
ľi
p´,Mq,
and since p´ is abelian the differential d : C
ipMq Ñ Ci`1pMq is given by
dϕpY0 ^ ...^ Yiq “
iÿ
j“0
p´1qjYjϕpY0 ^ ...xYj ...^ Yiq.
When M is a pg,Koq-module, let X1, ..., Xn be an orthonormal basis of p´ with
respect to Bp¨, ¨ q and consider the map d1 : Ci`1pM b V q Ñ Homp
Źi
p´,M b V q
defined by
d1ϕpY1 ^ ...^ Yiq “ ´
nÿ
l“1
pXl b 1qϕpXl ^ Y1 ^ ...^ Yiq.
Proposition 4.6. The image of d1 is contained in CipM b V q.
Proof. It’s easy to see that d1 is independent of the choice of the basis X1, ..., Xn.
Then since for any k P Ko, kX1 :“ AdpkqX1, ..., kXn is another orthonormal basis
of p´, we have for any ϕ P C
i`1pM b V q,
d1ϕpkY1 ^ ...^ kYiq “ ´
nÿ
l“1
pkX l b 1qϕpkXl ^ kY1 ^ ...^ kYiq
“ ´
nÿ
l“1
pkX l b 1qkϕpXl ^ Y1 ^ ...^ Yiq
“ ´
nÿ
l“1
kpXl b 1qϕpXl ^ Y1 ^ ...^ Yiq,
i.e. d1ϕ P HomKop
Źi
p´,M b V q “ C
ipM b V q. 
Thus d1 gives a map A˚ Ñ A˚´1, and since M 1 is a pg,Koq-submodule we have
dpB˚q Ď B˚´1. Define ̺ :“ d1 ˝ t, then ̺pB˚q Ď B˚´1. Now we verify (4.7) for an
appropriate c and hence finish the proof of Proposition 4.3.
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Proposition 4.7. The action of l :“ dd1 ` d1d on C˚pM b V q is induced by
´
1
2
pCg ` cV q b 1 P Endppo,KoqpM b V q,
where cV is a scalar determined by V . Hence (4.7) follows from (4.3) when c “ cV .
Proof. First note that since t is a chain map,
d ˝ ̺` ̺ ˝ d “ d ˝ d1 ˝ t` d1 ˝ t ˝ d
“ d ˝ d1 ˝ t` d1 ˝ d ˝ t
“ l ˝ t,
so if l is as described then the action of d ˝ ̺` ̺ ˝ d is induced by
´
1
2
pCg ` cV qTc b 1 P Endppo,KoqpM b V q,
which by (4.3) equals p1 ´ Rcq b 1 when c “ cV , and thus (4.7) holds. Now we
compute l :
Step 1. For any ϕ P CipM b V q,
dd1ϕpY1 ^ ...^ Yiq “
iÿ
j“1
p´1qj´1Yjd
1ϕpY1 ^ ...xYj ...^ Yiq
“
iÿ
j“1
nÿ
l“1
p´1qjYjpX l b 1qϕpXl ^ Y1 ^ ...xYj ...^ Yiq
“ ´
iÿ
j“1
nÿ
l“1
YjpXl b 1qϕpY1 ^ ...xYj ^Xl ^ ...^ Yiq,
and
d1dϕpY1 ^ ...^ Yiq “ ´
nÿ
l“1
pXl b 1qdϕpXl ^ Y1 ^ ...^ Yiq
“ ´
nÿ
l“1
pXl b 1qXlϕpY1 ^ ...^ Yiq
`
nÿ
l“1
iÿ
j“1
p´1qj´1pX l b 1qYjϕpXl ^ Y1 ^ ...xYj ...^ Yiq
“ ´ p
nÿ
l“1
XlXl b 1qϕpY1 ^ ...^ Yiq
`
nÿ
l“1
iÿ
j“1
pXl b 1qYjϕpY1 ^ ...xYj ^Xl ^ ...^ Yiq,
where in the last step we use that p´ acts on V trivially. Hence
lϕpY1 ^ ...^ Yiq “ ´ p
nÿ
l“1
XlXl b 1qϕpY1 ^ ...^ Yiq
`
iÿ
j“1
nÿ
l“1
prXl, Yj s b 1qϕpY1 ^ ...xYj ^Xl ^ ...^ Yiq.
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Step 2. Let Xn`1, ..., Xn`m be an orthonormal basis of ko,RX rg, gs with respect
to ´Bp¨, ¨q, then
Lemma 4.8. In ko b p´ it holds that for any Y P p´,
nÿ
l“1
rXl, Y s bXl “
n`mÿ
p“n`1
Xp b rXp, Y s.
Proof. For any l ď n ă p, the coefficients of Xp b Xl in the left and right hand
sides are both ´BprXl, Y s, Xpq “ BpX l, rXp, Y sq. 
By the lemma,
iÿ
j“1
nÿ
l“1
prXl, Yjs b 1qϕpY1 ^ ...xYj ^Xl ^ ...^ Yiq
“
iÿ
j“1
n`mÿ
p“n`1
pXp b 1qϕpY1 ^ ...^ rXp, Yj s ^ ...^ Yiq
“
n`mÿ
p“n`1
pXp b 1qXpϕpY1 ^ ...^ Yiq
“
n`mÿ
p“n`1
pX2p b 1`Xp bXpqϕpY1 ^ ...^ Yiq,
where the second equality is due to the ko-equivariance of ϕ. Therefore the action
of l on CipM b V q is induced by
´
nÿ
l“1
XlXl b 1`
n`mÿ
p“n`1
pX2p b 1`Xp bXpq P EndpM b V q.
Step 3. Recall that Cg “
řn
l“1pXlXl `XlXlq ´
řn`m
p“n`1X
2
p and denote
Z :“
nÿ
l“1
rXl, Xls `
n`mÿ
p“n`1
X2p P Upkoq,
then
(4.8)
´
nÿ
l“1
X lXl b 1`
n`mÿ
p“n`1
pX2p b 1`Xp bXpq
“ ´
1
2
nÿ
l“1
pXlXl `XlXl ´ rXl, Xlsq b 1
`
1
2
n`mÿ
p“n`1
pX2p b 1` pXp b 1` 1bXpq
2 ´ 1bX2pq
“ ´
1
2
pCg b 1´ Z ` 1b Zq,
where the term Z means the diagonal action. It’s easy to see that Z is independent
of choices of the bases X1, ..., Xn and Xn`1, ..., Xn`m, then since the adjoint action
of Ko preserves the Killing form it also preserves Z P Upkoq. Thus by Schur’s lemma
Z acts on the irreducible Ko-representation V as a scalar cV .
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Step 4. Now the right hand side of (4.8) differs from ´ 12 pCg ` cV q b 1 by
1
2Z.
As CipM b V q “ HomKop
Źi
p´,Mq, it suffices to prove that
Lemma 4.9. Z acts trivially on
Źi
p´ for any i.
Proof. For any Y1, ..., Yi P p´,
n`mÿ
p“n
X2ppY1 ^ ...^ Yiq “
n`mÿ
p“n
iÿ
j“1
Y1 ^ ...^ rXp, rXp, Yjss ^ ...^ Yi
` 2
n`mÿ
p“n
ÿ
1ďjăkďi
Y1 ^ ... rXp, Yjs ... rXp, Yks ...^ Yi.
By Lemma 4.8, the first term on the right hand side equals
nÿ
l“1
iÿ
j“1
Y1 ^ ...^ rrXl, Y s, Xls ^ ...^ Yi
“´
nÿ
l“1
iÿ
j“1
Y1 ^ ...^ rrXl, Xls, Y s ^ ...^ Yi
“´
nÿ
l“1
rXl, XlspY1 ^ ...^ Yiq,
where the first equality is due to the Jacobi identity and commutativity of p´.
Parallelly, for any j, k,
n`mÿ
p“n
Y1 ^ ... rXp, Yjs ... rXp, Yks ...^ Yi
“
nÿ
l“1
Y1 ^ ... rrXl, Yks, Yjs ... Xl ...^ Yi
“
nÿ
l“1
Y1 ^ ... rrXl, Yjs, Yks ... Xl ...^ Yi,
i.e. it’s both alternating and symmetric in Yj and Yk and thus equals 0. Therefore
n`mÿ
p“n
X2ppY1 ^ ...^ Yiq “ ´
nÿ
l“1
rXl, XlspY1 ^ ...^ Yiq,
ZpY1 ^ ...^ Yiq “ p
nÿ
l“1
rXl, Xls `
n`mÿ
p“n`1
X2pqpY1 ^ ...^ Yiq “ 0. 

Remark 4.10. The computation of l was done by Okamoto-Ozeki [OO67, 4.1]. We
include a derivation of the result to make the paper better self-contained.
Remark 4.11. Proposition 4.3 can be proved similarly when po and V are replaced
by mG and any finite-dimensional representation of GpRq respectively, using Kuga’s
formula [MM63, (6.9)] instead of the Okamoto-Ozeki formula. This, together with
the construction of Tc,pi, makes Franke’s alternative proof of Borel’s regularization
theorem.
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4.2. Intertwining operators for semigroups of operators. The desired maps
Tc,pi P EndKopC
8
dmg,piq as in Remark 4.4 will be constructed using semigroups of
operators. We first review and prove some functional analysis preliminary.
Definition 4.12. (i) Let X,Y be vector spaces. A linear operator A from X to Y ,
denoted as A : X 99K Y , is a linear map from a subspace DompAq Ď X to Y .
(ii) If the domain of A1 : X 99K Y contains DompAq and A1|DompAq “ A, then A
1 is
called an extension of A.
(iii) For B : Y 99K Z, BA is usually understood to be a linear operator from X to
Z with domain
DomBpAq :“ tx P DompAq|Ax P DompBqu.
(iv) When Y “ X , the resolvent set of A is the set of scalars λ such that λ ´ A
maps DompAq bijectively to X .
(v) A linear operator A : X 99K Y between Banach spaces is said to be closed if its
graph in X ˆ Y is closed.
(vi) When X,Y are both Hilbert spaces and DompAq is dense in X , the adjoint of
A is the linear operator A˚ : Y 99K X defined on
DompA˚q :“ ty P Y |Dx P X s.t. xAu, yy “ xu, xy,@u P DompAqu
sending each y to x P X uniquely determined by the above relation.
Remark 4.13. For any closed subspace X of a Hilbert space Y we see that the
inclusion iX : X ãÑ Y and orthogonal projection pX : Y ։ X are adjoints of each
other.
Lemma 4.14. piq Any adjoint operator A˚ : Y 99K X is closed.
piiq For any scalars c, d P C it holds that pcA` dq˚ “ cA˚ ` d.
piiiq If Z is another Hilbert space and B : Y 99K Z satisfies that DompBq Ď Y and
DomBpAq Ď X are both dense, then pBAq
˚ is an extension of A˚B˚.
pivq Suppose DomBpAq “ DompAq, then
DomA˚pB
˚q “ DomppBAq˚q XDompB˚q.
Particularly when Z is a closed subspace of Y and B “ pZ we have
A˚iZ “ ppZAq
˚.
pvq When X is a closed subspace of Y and A “ iX , suppose B “ BiXpX , i.e.
(4.9) DompBq “ pDompBq XXq ‘ pDompBq XXKq
and B|DompBqXXK “ 0, then B
˚ “ iXpBiXq
˚.
Proof. (i) Suppose pynq is a sequence in Y such that yn Ñ y and A
˚yn Ñ x, then
for any u P DompAq,
xAu, yy “ lim
n
xAu, yny “ lim
n
xu,A˚yny “ xu, xy,
thus y P DompA˚q and A˚y “ x.
(ii) For any y P Y the linear functionals xpcA ` dq ¨ , yy and c xA ¨ , yy on DompAq
differ by x¨, dyy and are bounded at the same time, so pcA` dq˚ “ cA˚ ` d.
(iii) For any z P DomA˚pB
˚q and u P DomBpAq,
xBAu, zy “ xAu,B˚zy “ xu,A˚B˚zy,
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thus z P DomppBAq˚q and pBAq˚z “ A˚B˚z.
(iv) We just need to show that DomppBAq˚q XDompB˚q Ď DomA˚pB
˚q. For any
z P DomppBAq˚q XDompB˚q and u P DomBpAq we have
xAu,B˚zy “ xBAu, zy “ xu, pBAq˚zy,
which implies that B˚z P DompA˚q, z P DomA˚pB
˚q when DomBpAq “ DompAq.
(v) By (iii) we have B˚ “ pBiXpXq
˚ is an extension of p˚XpBiXq
˚ “ iXpBiXq
˚ and
pBiXq
˚ is an extension of i˚XB
˚ “ pXB
˚, so B˚ and pBiXq
˚ have the same domain
and B˚ “ iXpBiXq
˚. 
Combining (iv) and (v) we get:
Corollary 4.15. Let X,Z be closed subspaces of a Hilbert space Y , B : Y 99K Y be
a linear operator with dense domain which satisfies (4.9) and maps DompBq XXK
into ZK, then
B˚iZ “ iXppZBiXq
˚,
i.e. ppZBiXq
˚ is the restriction of B˚ to DompB˚q X Z.
Lemma 4.16. Suppose A : X 99K Y is a closed linear operator between Banach
spaces, Bn : X Ñ X,Cn : Y Ñ Y pn ě 0q are bounded linear maps such that
‚ @x P X,BnxÑ B0x, @y P Y,Cny Ñ C0y and
‚ @n ě 1, ABn is an extension of CnA,
then AB0 is also an extension of C0A.
Proof. First note that @n ě 0, DomCnpAq “ DompAq as Cn is bounded. Then by
assumption we have @n ě 1,DompAq Ď DomApBnq and @x P DompAq,
BnxÑ B0x and ABnx “ CnAxÑ C0Ax,
thus the closedness of A implies that B0x P DompAq and AB0x “ C0Ax. 
A C0-semigroup of operators over a Banach space X is a family of bounded linear
maps Sptq : X Ñ X pt ě 0q such that
‚ Sp0q “ IdX ,
‚ @t, t1 ě 0, Spt` t1q “ SptqSpt1q and
‚ @x P X , limtÑ0` Sptqx “ x.
Its (infinitesimal) generator is the linear operator G : X 99K X defined on
DompGq :“ tx P X | lim
hÑ0`
Sphqx´ x
h
exists u
sending each x to the above limit.
Lemma 4.17. Suppose φptq : r0,`8q Ñ R is a compactly supported C1-function
in the sense that φ1 : p0,`8q Ñ R has a limit at 0, then @x P X,
TG,φx :“
ż `8
0
φptqSptqx dt
belongs to DompGq and
GTG,φx “ ´φp0qx´ TG,φ1x.
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Proof. For any h ą 0,
SphqTG,φx´ TG,φx
h
“
1
h
ż `8
0
φptqrSpt` hq ´ Sptqsx dt
“ ´
1
h
ż h
0
φptqSptqx dt ´
ż `8
h
φptq ´ φpt´ hq
h
Sptqx dt.
When h Ñ 0`, by the continuity of φptq and Sptqx at t “ 0 the first term above
has limit ´φp0qx; on the other hand by assumption φ1 is uniformly continuous,
therefore by the mean value theorem the second term has limit
´
ż `8
0
φ1ptqSptqx dt “ ´TG,φ1x. 
Corollary 4.18. piq In the lemma if φ is supported in p0,`8q and smooth, then
@x P X,TG,φx P
č
kě1
DompGkq.
piiq If φ : r0,`8q Ñ R is compactly supported, identically 1 in a neighborhood of 0
and smooth, then @x P X, TG,φx P DompGq and
x`GTG,φx P
č
kě1
DompGkq.
In particular TG,φ preserves each DompG
kq as well as
Ş
kě1DompG
kq.
The Hille-Yosida theorem characterizes infinitesimal generators of C0-semigroups
of operators. We need the following special case of it:
Lemma 4.19. Let X be a Banach space. Suppose the domain of linear operator
G : X 99K X is dense and Dλ0 P R such that any λ ą λ0 belongs to the resolvent
set of G and satisfies that
(4.10) |pλ ´Gq´1| ď
1
λ´ λ0
,
then G is the generator of a C0-semigroup of operators pe
tGqtě0 over X which can
be characterized as follows: for any λ ą λ0 denote
Gλ,λ0 :“ pλ´ λ0q
2pλ´Gq´1 ´ pλ´ 2λ0q : X Ñ X,
then @t ą 0, x P X,
(4.11) etGx “ lim
λÑ`8
etGλ,λ0x,
where the exponential etGλ,λ0 is defined by power series in the usual way. Moreover
when X is a Hilbert space (4.10) is equivalent to that @x P DompGq,
(4.12) Re xGx, xy ď λ0xx, xy.
Proof. The claim that G is the generator of a C0-semigroup of operators is [Lax02,
Theorem 34.7(ii)], while the characterization of the semigroup is part of the proof
of the theorem. The last assertion is Lumer and Philips’ reformulation of the Hille-
Yosida condition [Lax02, Lemma 34.10]. 
Remark 4.20. It’s easy to see [Lax02, Theorem 34.6] that the generator uniquely
determines a C0-semigroup of operators, so in particular pe
tGqtě0 is independent of
the choice of λ0.
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Lemma 4.21. Suppose A : X 99K Y,B : X 99K X,C : Y 99K Y are linear operators
between Banach spaces such that
‚ A is closed,
‚ B,C satisfy the assumptions in Lemma 4.19,
‚ DompBq Ď DompAq and
‚ CA is an extension of AB,
then AetB is an extension of etCA for every t ą 0.
Proof. First note that in Lemma 4.19 if G satisfies the assumption for one value of
λ0 then it also satisfies the assumption when λ0 becomes larger. Therefore we can
find a λ0 P R such that
@x P X, etBx “ lim
λÑ`8
etBλ,λ0x and @y P Y, etCy “ lim
λÑ`8
etCλ,λ0y.
Then by Lemma 4.16 it suffices to show that AetBλ,λ0 is an extension of etCλ,λ0A
for every λ ą λ0. Again since the exponential of a bounded linear map is defined
by power series and can be approximated by polynomials of the map, it suffices
to prove that ABnλ,λ0 is an extension of C
n
λ,λ0
A for every n ě 1. By induction
this follows from the n “ 1 case, which is equivalent to that Apλ ´ Bq´1 is an
extension of pλ´Cq´1A, or that pλ´CqA is an extension of Apλ´Bq. Now since
DompBq Ď DompAq we have
DomApλ´Bq “ DomApBq
for any λ, so it suffices to assume that CA is an extension of AB. 
Corollary 4.22. Let X ãÑ Y be a injective bounded linear map between Banach
spaces, B : X 99K X,C : Y 99K Y be linear operators satisfying the assumptions in
Lemma 4.19 such that C is an extension of B, then
etB “ etC |X
for every t ą 0.
Corollary 4.23. Suppose A : Y 99K X,B : X 99K X,C : Y 99K Y are linear
operators between Hilbert spaces with dense domains such that
‚ B˚, C˚ satisfy the assumptions in Lemma 4.19,
‚ DompB˚q Ď DompA˚q,
‚ DomApCq “ DompCq and AC “ BA,
then piq A˚etB
˚
is an extension of etC
˚
A˚ for every t ą 0, and piiq A˚TB˚,φ is an
extension of TC˚,φA
˚ for any φ as in Lemma 4.17.
Proof. For A˚, B˚, C˚ we see that the second and third assumption in Lemma 4.21
have already been assumed, and by Lemma 4.14 (i) A˚ is closed, so it remains to
verify that C˚A˚ is an extension of A˚B˚. By Lemma 4.14 (iii) C˚A˚ and A˚B˚
has a common extension pACq˚ “ pBAq˚, and by Lemma 4.14 (iv)
DomC˚pA
˚q “ DomppACq˚q XDompA˚q “ DomppBAq˚q XDompA˚q.
On the other hand we have
DomA˚pB
˚q Ď DompB˚q Ď DompA˚q,
so DomA˚pB
˚q Ď DomC˚pA
˚q and C˚A˚ is an extension of A˚B˚. Now since
by definition TB˚,φ and TC˚,φ can be approximated by Riemann sums, (ii) follows
from (i) via Lemma 4.16. 
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Corollary 4.24. Let X be a unitary representation of a group K, B : X 99K X
be a linear operator such that B˚ satisfies the assumptions in Lemma 4.19 and
B “ kBk´1 for any k P K, then @t ą 0, etB
˚
: X Ñ X is K-equivariant.
4.3. Proof of Proposition 4.1. Fix a weight function ρ : rGs{KoK Ñ Rą0 as in
Remark 2.6 and consider the weighted L2-spaces
L2N :“ tf : rGs{KÑ C |
ż
rGs
ρ´N |f |2 dg ă 8u
with inner product
xf1, f2yN :“
ż
rGs
ρ´Nf1f2 dg,
where N P Zě0 and dg is induced from the Haar measure on GpAq. From Remark
2.6 we see that L2N Ď L
2
N 1 with the inclusion being bounded when N ď N
1, and
C8dmg Ď
ď
Ně0
L2N .
On the other hand, it follows from the Euclidean case [LL01, 2.19] that C8c :“
C8c prGs{Kq
Ko´fin is dense in every L2N . As ρ is Ko-invariant, each L
2
N is a unitary
representation of Ko under right translations and the above inclusions are all Ko-
equivariant. With a slight abuse of notation we denote by i‹ and p‹ the inclusion
of and orthogonal projection to the ‹-isotypic component/part for C8c and every
L2N , where ‹ could be any π P
pKo or finite subset S Ď pKo.
Now we define for every D P Upgq and N ě 0 a linear operator DN : L
2
N 99K L
2
N
as follows: let D: P Upgq be the formal adjoint of D, i.e. D: depends antilinearly
on D and if D “ X1...Xk with X1, ..., Xk P g then D
: “ p´1qkXk...X1; denote by
Dc the action of D on C
8
c , then
DN :“ pρ
ND:cρ
´N q˚.
Proposition 4.25. piq DN 1 is an extension of DN whenever N
1 ě N .
piiq If f P L2N satisfies that its distributional derivative Df also belongs to L
2
N ,
then f P DompDN q and DNf “ Df . Note that for smooth functions, distributional
derivatives are just the usual derivatives.
piiiq If finite subsets S1, S2 Ď pKo satisfy D:pC8c,Sc
2
q Ď C8c,Sc
1
, then @N ě 0,
DN,S1,S2 :“ ppS1ρ
ND:cρ
´N iS2q
˚ : L2N,S1 99K L
2
N,S2
is the restriction of DN to DompDN q X L
2
N,S1
.
Proof. As for (i), if f P DompDN q then by definition we have
@h P C8c , xρ
ND:pρ´Nhq, fyN “ xh,DNfyN ,
hence for any h P C8c ,
xρN
1
D:pρ´N
1
hq, fyN 1 “ xρ
ND:pρ´N
1
hq, fyN
“ xρN´N
1
h,DNfyN
“ xh,DNfyN 1 ,
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i.e. f P DompDN 1q andDN 1f “ DNf . (ii) is essentially by definition: if f,Df P L
2
N ,
then @h P C8c ,
xρND:pρ´Nhq, fyN “
ż
rGs
D:pρ´Nhqf dg
“
ż
rGs
ρ´NhDf dg “ xh,DfyN ,
thus f P DompDN q and DNf “ Df . (iii) is a special case of Corollary 4.15. 
Corollary 4.26. piq Combining (i) and (iii) we see that DN 1,S1,S2 is an extension
of DN,S1,S2 whenever N
1 ě N .
piiq Combining (ii) and (iii) it follows that f P C8dmg,S1 belongs to DompDN,S1,S2q
if and only if f and Df both belong to L2N . In particular we have
C8dmg,S1 Ď
ď
Ně0
DompDN,S1,S2q.
Moreover, DN,S1,S2 coincides with D on C
8
dmg,S1
XDompDN,S1,S2q.
When D “ Cg, D
:
c “ Cg,c is Ko-equivariant (because the Killing form is Ko-
invariant), hence for each finite subset S1 Ď pKo we can take S2 “ S1; when D “
X P po, D
: “ ´X and dual to (4.4) we have
@π P pKo, XpC8c,Scpi q Ď C8c,tpiuc ,
thus for each singleton S1 “ tπu we can take S2 “ Spi. For any finite subset S Ď pKo
and element π P pKo we denote
Cg,N,S :“ Cg,N,S,S : L
2
N,S 99K L
2
N,S,
Cg,N,pi :“ Cg,N,tpiu : L
2
N,pi 99K L
2
N,pi,
XN,pi :“ XN,tpiu,Spi : L
2
N,pi 99K L
2
N,Spi
,
then Proposition 4.25 (iii) implies that Cg,N,S “
À
piPS Cg,N,pi.
Proposition 4.27. For any N ě 0 and π P pKo, Cg,N,pi satisfies the assumptions
in Lemma 4.19 and we have
(4.13) DompCg,N,piq Ď DompXN,piq
for every X P po.
Proof. Let X1, ..., Xn and Xn`1, ..., Xn`m be bases of p´ and ko,RX rg, gs as in the
proof of Proposition 4.7,W 1N,pi Ď L
2
N,pi be the subspace consisting of f P L
2
N,pi whose
distributional derivative Xf belongs to L2N for any X P g, then by Proposition 4.25
(ii) W 1N,pi Ď DompXN q for any X P g. Equip W
1
N,pi with the inner product
xf1, f2yW 1
N,pi
:“ xf1, f2yN `
nÿ
l“1
pxXlf1, Xlf2yN ` xXlf2, Xlf2yN q,
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then it becomes a Hilbert space, C8c,pi is a dense subspace of it and the inclusion
W 1N,pi Ď L
2
N,pi is bounded. For any λ P R consider the sesquilinear form
IN,λpf1, f2q :“
nÿ
l“1
pxρNXlpρ
´Nf1q, Xlf2yN ` xρ
NX lpρ
´Nf1q, Xlf2yNq
´
n`mÿ
p“n`1
xρNXppρ
´Nf1q, Xpf2yN ` λxf1, f2yN
“´N
nÿ
l“1
pxXlplog ρqf1, Xlf2yN ` xXlplog ρqf1, Xlf2yNq
´
n`mÿ
p“n`1
xXpf1, Xpf2yN ` pλ ´ 1qxf1, f2yN ` xf1, f2yW 1
N,pi
on W 1N,pi, which by (2.4) is well-defined and bounded. On the one hand for any
f PW 1N,pi and h P C
8
c,pi we have
@X P g, xρNXpρ´Nhq, XfyN “
ż
rGs
Xpρ´NhqXf dg
“ ´
ż
rGs
XXpρ´Nhqf dg
“ ´xρNXXpρ´Nhq, fyN
and hence IN,λph, fq “ λxh, fyN ´ xρ
NCg,cpρ
´Nhq, fyN . Then by definition rf P
L2N,pi equals pλ´ Cg,N,piqf if and only if
(4.14) IN,λph, fq “ xh, rfyN
holds for all h P C8c,pi, and by continuity this is equivalent to that (4.14) holds for
all h PW 1N,pi. On the other hand we see that @f PW
1
N,pi,
IN,λpf, fq “ ´N
nÿ
l“1
pxXlplog ρqf,XlfyN ` xXlplog ρqf,X lfyNq
´
n`mÿ
p“n`1
}Xpf}
2
N ` pλ´ 1q}f}
2
N ` }f}
2
W 1
N,pi
.
Let M1 ą 0 be a common upper bound of all |Xlplog ρq| and |X lplog ρq|, M2 ą 0 be
such that @v P π,
řn`m
p“n`1 }Xpv}
2
pi ďM2}v}
2
pi, where π is considered as an irreducible
unitary representation of Ko, then we have
Re IN,λpf, fq ě ´NM1
nÿ
l“1
p}f}N}Xlf}N ` }f}N}Xlf}Nq
` pλ´M2 ´ 1q}f}
2
N ` }f}
2
W 1
N,pi
ě´
1
2
nÿ
l“1
p}Xlf}
2
N ` }Xlf}
2
Nq
` pλ´ nN2M21 ´M2 ´ 1q}f}
2
N ` }f}
2
W 1
N,pi
“pλ´ nN2M21 ´M2 ´
1
2
q}f}2N `
1
2
}f}2W 1
N,pi
.
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Specially when λ ě λ0 :“ nN
2M21 `M2 `
1
2 it holds that
(4.15) Re IN,λpf, fq ě
1
2
}f}2W 1
N,pi
and thus IN,λ satisfies the conditions of the Lax-Milgram theorem [Lax02, Theorem
6.6], which implies that any bounded linear functional on W 1N,pi is of the form
IN,λp¨, fq for some f PW
1
N,pi. In particular for any
rf P L2N,pi there exists f PW 1N,pi
such that (4.14) holds for all h PW 1N,pi, i.e. λ´Cg,N,pi maps W
1
N,pi XDompCg,N,piq
onto L2N,pi. As explained in [Fra98, p.193] this implies that pλ´Cg,cqpC
8
c,piq is dense
in L2N,pi, so λ´ Cg,N,pi will be injective. It follows that
(4.16) DompCg,N,piq ĎW
1
N,pi
and λ belongs to the resolvent set of Cg,N,pi. We see that (4.16) implies (4.13) as
well as that
@f P DompCg,N,piq, xf, Cg,N,pifyN “ λxf, fyN ´ IN,λpf, fq,
which indicates that the inequality (4.12) follows from (4.15). 
Proposition 4.28. For every π P pKo we have
C8dmg,pi “
č
kě1
ď
Ně0
DompCkg,N,piq
and
C8umg,pi “
ď
Ně0
č
kě1
DompCkg,N,piq.
Proof. [Fra98, Proposition 1] shows that for any N ě 0 and k ě 1, DompCng,N,piq
consists of functions f such that for every D P Upgq of degree ď 2k, the distribu-
tional derivativeDf belongs to L2N . The Sobolev embedding theorem [Eva98, Theo-
rem 5.6.6(ii)] asserts that any such function is Cr whenever 0 ď r ă 2k´ 12 dim g{aG,
hence functions in č
kě1
ď
Ně0
DompCkg,N,piq
are all smooth. Besides, the characterization of DompCkg,N,piq implies that the spacesď
piPxKo
č
kě1
DompCkg,N,piq
for N ě 0 as well as ď
piPxKo
č
kě1
ď
Ně0
DompCkg,N,piq
are all stable under the action of Upgq. On the other hand [Fra98, Proposition
2] shows that DN0 ě 0 depeding on ρ such that when 2k ě dimR ShK, any f P
DompCkg,N,piq is bounded by a multiple of ρ
N{2`N0 . Therefore we haveč
kě1
ď
Ně0
DompCkg,N,piq Ď C
8
dmg,pi
and ď
Ně0
č
kě1
DompCkg,N,piq Ď C
8
umg,pi .
Inclusions in the other direction clearly follow from Corollary 4.26 (ii). 
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Now we construct maps Tc,pi P EndKopC
8
dmg,piq for every c P C and π P
pKo. By
Lemma 4.19 and Proposition 4.27, for each N ě 0,
GN,pi :“
1
2
pCg,N,pi ` cq
is the generator of a C0-semigroup of operators pe
tGN,piqtě0 over L
2
N,pi. Pick a φ as
in Corollary 4.18 (ii) and for every x P C8dmg,pi X L
2
N,pi define
Tc,pix :“ TGN,pi,φx “
ż `8
0
φptqetGN,pix dt P L2N,pi,
then it follows from Corollary 4.26 (i) and Corollary 4.22 that Tc,pi is well-defined
as a map from C8dmg,pi to
Ť
Ně0 L
2
N,pi, and Corollary 4.24 implies that Tc,pi is Ko-
equivariant.
Proposition 4.29. The image of each Tc,pi is contained in C
8
dmg,pi, and pTc,piqpiPxKo
satisfies (4.5) and (4.6) for M “ C8dmg and M
1 “ C8umg. Consequently Proposition
4.1 follows from Proposition 4.3 and Remark 4.4.
Proof. By Corollary 4.18 (ii) Tc,pi preserves DompC
k
g,N,piq for any N ě 0 and k ě 1,
hence by Proposition 4.28 it also preserves C8dmg,pi and C
8
umg,pi . Corollary 4.26 (ii)
then implies that for any x P C8dmg,pi XDompCg,N,piq,
x`
1
2
pCg ` cqTc,pix “ x`GNTGN ,φx,
which by Corollary 4.18 (ii) lies in
Ş
kě1DompC
k
g,N,piq Ď C
8
umg,pi, so the second
inclusion in (4.5) also holds.
Again by Corollary 4.26 (ii) we have C8umg,pi Ď
Ť
Ně0DompXN,piq for any π P
pKo
andX P po, thus to prove (4.6) it suffices to verify for everyN ě 0 thatXN,piTGN,pi,φ
is an extension of p
À
pi1PSpi
TGN,pi1 ,φqXN,pi. Proposition 4.27 implies that
GN,Spi :“
1
2
pCg,N,Spi ` cq
also satisfies the assumptions in Lemma 4.19, and the C0-semigroup of operators it
generates is clearly p
À
piPSpi
etGN,pi : L2N,Spi Ñ L
2
N,Spi
qtě0, so we have
p
à
pi1PSpi
TGN,pi1 ,φq “ TGN,Spi ,φ.
By Lemma 4.14 (ii), GN,pi and GN,Spi are the adjoints of
B :“
1
2
pppiρ
NCg,cρ
´N ipi ` cq
and
C :“
1
2
ppSpiρ
NCg,cρ
´N iSpi ` cq
respectively. Now we want to apply Corollary 4.23 for A :“ ´ppiρ
NXcρ
´N iSpi , B
and C. We see that the first two assumptions there are guaranteed by Proposition
4.27, and clearly DomApCq “ DompCq “ C
8
c,pi. Since Cg,c and ρ
˘N commute
with any i‹ and p‹, the equality AC “ BA follows from the equality Cg,cXc “
XcCg,c. Therefore Corollary 4.23 (ii) implies that XN,piTGN,pi,φ is an extension of
TGN,Spi ,φXN,pi. 
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5. Coherent cohomology and automorphic forms
Let ApGq be the space of automorphic forms on G. In this section we show
that the inclusion ApGqAGpRq
o
Ď C8umgpGq also induces isomorphisms of ppo,Koq-
cohomology with coefficients in V , hence in (4.1) we can replace the later by the
former. This is parallel to [Fra98, Theorem 18] and also relies on the Fin-acyclicity
established in that paper.
For any pair pg,Kq of a complex Lie algebra and a compact Lie group satisfying
the conditions in [KV95, 1.64], denote by Cpg,Kq the category of pg,Kq-modules.
When g is reductive, in [Fra98] Franke considered for any ideal J Ď Zpgq of finite
codimension the functor FinJ : Cpg,Kq Ñ Cpg,Kq,
M ÞÑ FinJM :“ tm PM |J
nm “ 0 for some nu.
FinJ is evidently left-exact and its right derived functors are denoted as Fin
i
J :“
RiFinJ . Franke showed that
Lemma 5.1. piq FinJ preserves injectives.
piiq For any reductive group G over Q and ideal J Ď ZpmGq of finite codimension,
C8umgpGq and ApGq
AGpRq
o
are FinJ -acyclic.
Proof. (i) is [Fra98, Theorem 7(1)], and the FinJ -acyclicity of C
8
umgpGq
AGpRq
o
fol-
lows from [Fra98, Theorem 16]. The FinJ -acyclicity of ApGq
AGpRq
o
is implied by
the following lemma. 
Lemma 5.2. If a pg,Kq-module M satisfies that Zpgqm is finite-dimensional for
any m PM , then M is FinJ -acyclic for any ideal J Ď Zpgq of finite codimension.
Proof. The assumption implies that M “
À
IPSpmZpgq FinIM , where SpmZpgq is
the set of maximal ideals of Zpgq. Let D1, ..., Dl be a set of generators of J , define
M0 :“
à
JĎIPSpmZpgq
FinIM
and
Mj :“
à
IPSpmZpgq,D1,...Dj´1PI,DjRI
FinIM, 1 ď j ď l,
then M “
Àl
j“0Mj, M0 “ FinJM0 and Dj acts on Mj as an automorphism
for j “ 1, ..., l. It’s shown in the proof of [Fra98, Theorem 7(2)] that a pg,Kq-
module M 1 is FinJ -acyclic if either M
1 “ FinJM
1 or DD P J acting on M 1 as an
automorphism, so M0, ...,Ml and hence M are all FinJ -acyclic. 
Corollary 5.3. In Lemma 5.1 (ii), for any compact open subgroup K Ď GpAf q,
C8umgpGq
K and ApGqAGpRq
o
K are also FinJ -acyclic.
Proof. As K is compact, the K-fixed part of any pmG,K,Kq-module M is a direct
summand of it. If M is FinJ -acyclic as a pmG,Kq-module, then so is M
K. 
Lemma 5.4. Let V be a finite-dimensional representation of ph, then there exists
an ideal J Ď ZpmGq of finite codimension such that for any mG-module W and
po-homomorphism f : V ÑW , J fpV q “ 0.
Proof. When V is irreducible, it’s annihilated by p´ as well as an ideal I Ď Zpkoq of
codimension 1. As in [How00, 1] there’s an algebra homomorphism hpo : ZpmGq Ñ
Zpkoq such that z ´ hpopzq P UpmGqp´,@z P ZpmGq, so we can take J :“ h
´1
po
pIq.
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On the other hand if V 1 Ď V is a subrepresentation and J 1,J 2 are ideals as
desired for V 1, V {V 1 respectively, then we can take J :“ J 1J 2. In fact, let W 1
be the g-submodule of W generated by fpV 1q, then J 1W 1 “ 0 while the image of
fpV q in W {W 1 is annihilated by J 2, so fpV q is annihilated by J . Therefore by
induction the lemma holds for any V . 
Let F “ Fpo,KomG,Ko : CpmG,Koq Ñ Cppo,Koq be the forgetful functor, then the
lemma implies that there’s an ideal J Ď ZpmGq of finite codimension such that
(5.1) Homppo,KoqpV
˚,´q ˝ F ˝ FinJ “ Homppo,KoqpV
˚,´q ˝ F .
We also have:
Lemma 5.5. piq There are natural isomorphisms
RiHomppo,KoqpV
˚,´q – Hippo,Koqp´ b V q;
piiq F is exact and preserves injectives.
Proof. (i) We have Homppo,KoqpV
˚,´q “ Homppo,KoqpC,´q ˝ HomCpV
˚,´q. By
[KV95, 2.53(c)] HomCpV
˚,´q is exact and preserves injectives, thus
RiHomppo,KoqpV
˚,´q “ RipHomppo,KoqpC,´q ˝HomCpV
˚,´qq
– Hippo,Koqp´q ˝HomCpV
˚,´q
“ Hippo,Koqp´ b V q.
(ii) F is clearly exact, and according to [KV95, 2.57(d)] it preserves injectives. 
Corollary 5.6. There are natural isomorphisms
RipHomppo,KoqpV
˚,´q ˝ Fq – Hippo,Koqp´ b V q ˝ F .
Finally we can prove the main theorem of this paper:
Theorem 5.7. The inclusion ApGqAGpRq
o
K Ď C8umgpGq
K induces isomorphisms of
ppo,Koq-cohomology with coefficients in V , therefore we have isomorphisms
HipShK,Σ, rV canq – Hippo,KoqpApGqAGpRqoK b V q
and GpAf q-equivariant isomorphisms
limÝÑ
t˚e
HiprV canK q – Hippo,KoqpApGqAGpRqo b Voq.
Proof. Let J Ď ZpmGq be an ideal of finite codimension making (5.1) hold. We’ll
show that the inclusions of
FinJApGq
AGpRq
o
K “ FinJC
8
umgpGq
K
into ApGqAGpRq
o
K and C8umgpGq
K both induce isomorphisms of ppo,Koq-cohomology
with coefficients in V . By Lemma 5.1 (i) and Corollary 5.6, for any pmG,Koq-module
M (5.1) gives rise to a Grothendieck spectral sequence
E
p,q
2 “ H
p
ppo,Koq
pFinq
J
pMq b V q ñ Hp`qppo,KoqpM b V q.
Corollary 5.3 then implies that whenM “ ApGqAGpRq
o
K and C8umgpGq
K the spectral
sequences degenerate at E2-pages and give the desired isomorphisms. 
Remark 5.8. It’s pointed out to us by Michael Harris that the result here has been
used for [HZ94, 5.3.11] and our work hence justifies the proof of that theorem.
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