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We consider the problem of estimating the precision matrix (7&1) under a fully
invariant convex loss. Suppose that there exists a minimax constant risk estimator
8 (say) for this problem. K. Krishnamoorthy and A. K. Gupta have proposed an
operation which transforms this estimator into an orthogonally invariant estimator
8* (say) and they have a conjecture saying that 8* is minimax as well. This paper
contains two parts. In the first part, we present counterexamples. In the second
part, we elaborate a technique which can be used to prove that certain estimators
are minimax. This technique is then applied successfully to some of the estimators
proposed in the Krishnamoorthy and Gupta paper.  1997 Academic Press
1. INTRODUCTION
It is well known that equivariant estimators can be bad. Consider the
problem of estimating the covariance matrix 7 : p_p based on a statistic S
having a Wishart distribution (StWp(7, n), np). Let G : p_p be non-
singular. The problem is invariant under the transformations S  GSGt.
Equivariant estimators have the form 7 (S)=cS, c # R+ and the optimal
choice for c depends only on the loss. Let us call 7 0 the optimal solution.
Instead of taking G as being any nonsingular matrix suppose now that G
is lower triangular. Here, the class of transformations is reduced so the
class of equivariant estimators becomes larger. Actually, equivariant estimators
are now given in the form 7 (S)=TDT t, where D is diagonal and T comes
from the Cholesky decomposition of S (S=TT t). Once again, it is possible
to find an optimal choice for D and this choice depends only on the loss.
Let us call 7 1 the optimal solution. It is interesting to note that both
optimal solutions have constant risk, 7 1 is minimax and 7 0 is generally
worse than 7 1 (cf. James and Stein, 1961). Other classes of transformations
could produce better estimators but there is generally no optimal choice
amongst equivariant estimators. Nevertheless, improvement is conceivable.
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Let 7 be an estimator of 7 and G be nonsingular. Define 7 G as 7 G(S)=
G7 (G&1SGt&1)Gt. (We shall call this operation a translation of 7 by G.)
The risk function of 7 G is then given by the identity: R(G7Gt, 7 G)=R(7, 7 ).
Thus, once we find an estimator 7 having constant risk we can produce
plenty of others. The most interesting case being when the loss is convex.
In this situation, we can assign a probability distribution to G and define
a new estimator 7 2 by making 7 2=E7 G1 (S) (where the expectation is
taken on G). By the Jensen inequality we know that 7 2 will dominate 7 1 .
In the construction of 7 2 , we need a distribution for G. Over the years,
few attempts have been made. The most famous being the one with the
Haar probability measure on the orthogonal group (cf. Eaton, 1970). It
leads to an orthogonally invariant estimator. This implies that 7 2(S)=
R8(L, D) Rt, where R and L come from the spectral decomposition
of S (S=RLRt, R is orthogonal, and L=diag(l1 , l2 , ..., lp) with l1
l2 } } } lp). Notice that once D is known the method becomes
automatic and the solution does not depend on the loss anymore. In
theory, the method works and 7 2 is minimax. For a 2_2 matrix, it is very
easy to handle (cf. Sharma and Krishnamoorthy, 1983). Unfortunately, in
higher dimensions this leads to a tremendous amount of calculations (cf.
Takemura, 1984). Thus, even though 7 2 has good theoretical properties, it
is much too difficult to evaluate in practice.
Many orthogonally invariant estimators have been proposed for estimating
7. The literature includes Stein (1975, 1977a, 1977b), Efron and Morris (1976),
Haff (1979, 1980, 1991), Olkin and Selliah (1977), Sharma (1980), Sugiura and
Fujimoto (1982), Sharma and Krishnamoorthy (1983), Takemura (1984), Dey
and Srinivasan (1985, 1986), Lin and Perlman (1985), Loh (1991a, 1991b),
Sheena and Takemura (1992), Perron (1992). Some of these estimators are
minimax but not all of them. Most of the time, minimaxity is proven by
working on an unbiased estimate of the risk (Stein, 1977b, or Haff, 1979, 1991).
This technique depends heavily on the loss and success is not guaranteed.
However, some researchers believe that the estimator 7 3 given by
7 3(S)=RLDRt, where the matrix D comes from 7 1 , represents the optimal
solution when the components of L are very dispersed (personal discussion
with Professor Charles Stein, Stanford, 1989). Notice that 7 3 is very easy to
derive and it is also minimax under the entropy loss (Dey and Srinivasan,
1985). Starting from these conclusions Krishnamoorthy and Gupta (1989)
have conjectured the following:
Conjecture 1. Let L(7&1, 7&1@ ) be a fully invariant and strictly convex
loss function. If 8(S) is a constant risk minimax estimator of 7&1, then
R8(L) Rt, where RLRt=S, RRt=I, and L=diag(l1 , l2 , ..., lp) with l1>
l2> } } } >lp>0, is orthogonally invariant and better than 8(S). The same
type of conjecture may also be stated for the estimation of 7.
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Unfortunately, this conjecture happens to be false. As we shall see in
Section 2, even though 8 is a constant risk minimax estimator of 7, there
are some cases where 7 is given by 7 (S)=R8(L) Rt but 7 is worse than
7 0 . We shall work on the problem of estimating 7, since everything can be
translated in terms of estimating 7&1 in a similar way.
The main concern with Conjecture 1 is that it does not take into account
the relationship between the eigenvalues and the eigenvectors. Intuitively, it
does not make sense to permute the eigenvalues only leaving the eigen-
vectors unchanged. However, considering the way the conjecture has been
stated, such operations are not discernible. A slight modification in the
statement of Conjecture 1 could eliminate the pathologies encountered in
Section 2. That would give us a new conjecture. Is it worthwhile? I do not
think so, simply because I am unable to prove, or disprove, this new
conjecture. However, I am able to prove that 7&13@ (the analogue of 7 3 for
the problem of estimating 7&1) is minimax. This assertion was raised by
Krishnamoorthy and Gupta (1989). The result is presented in Section 3.
2. SOME COUNTEREXAMPLES TO THE CONJECTURE 1
In order to disprove Conjecture 1 I shall need to introduce few notations.
The key element will be the Proposition 2.1. I shall work on the
same example as the one given in the Introduction. So, S has a Wishart
distribution (StWp(7, n)), the loss is given by L(7, 7 )=tr(7&17 )&
log det(7&17 )& p, 7 0(S)=n&1S, and 7 1(S)=TDT t, where TT t=S
(Cholesky decomposition), and D=diag(d1 , d2 , ..., dp) with di=(n+ p+
1&2i)&1, i=1, 2, ..., p (cf. James and Stein, 1961). Let me denote the constant
risk of 7 i , i=0, 1 by Mi . Here is a problem where M0>M1 . A permuta-
tion on 1, 2, ..., p will be denoted by _((1, 2, ..., p)  (_(1), _(2), ..., _( p))
and the set of all permutations is called P. For any _ # P there is a matrix
G_ satisfying G_(x1 , x2 , ..., xp)t=(x_(1) , x_(2) , ..., x_( p))t. Recall that if G is
nonsingular and 7 is an estimator of 7 then 7 G(S)=G7 (G&1SGt&1) Gt.
Consider the following notations:
8_(S)=7 G_1 (S)
7 _(S)=R8_(L) Rt
7 4(S)=
1
p!
:
_ # P
7 _(S)
=
1
p!
:
_ # P
R diag(d_(1) l1 , d_(2) l2 , ..., d_( p) lp) Rt=\ 1p :
p
i=1
di+ S.
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Proposition 2.1. (1p!) _ # P R(7, 7 _)>M0 for all 7.
Proof. (1p!) _ # P R(7, 7 _)>R(7, 7 4)>R(7, 7 0)=M0 . K
Proposition 2.2. The conjecture is false.
Proof. Since 7 1 is a constant risk minimax estimator this implies that
8_ has the same property for all _ # P. Proposition 2.1 indicates that,
for any 70 there exists a _0 # P for which R(70 , 7 _0)>M0>M1 .
Consequently, the conjecture is false. K
3. THE CONJECTURE WORKS ON 71&1@
In order to reproduce the analogy between the problem of estimating
7&1 we start with a matrix S having a Wishart distribution (StWp(7, n),
n>p+3) and a loss given by L(7, 7&1@ )=tr(77&1@ )&log det(77&1@ )& p,
and we set
70&1@ (S)=
(n& p&3)(n& p)
(n&1)
S &1,
71&1@ (S)=(T t)&1 DT &1,
72&1@ (S)=R diag \ 1l1
- l1 d1+- l2 d2
- l1+- l2
,
1
l2
- l2 d1+- l1 d2
- l1+- l2 + R
t ( p=2),
73&1@ (S)=RL&1DRt,
where S=TT t (Cholesky decomposition), S=RLRt (spectral decomposi-
tion), and D=diag(d1 , d2 , ..., dp) with di=(n&i)(n&i&1)(n&i), i=1,
2, ..., p. The estimators 70&1@ and 72&1@ can be found in Haff (1979) and
Takemura (1984). The two other ones are in Krishnamoorthy and Gupta
(1989). Actually, 73&1@ comes from an application of Conjecture 1 to 71&1@ .
It is already known that 71&1@ and 72&1@ are minimax. Our aim is to prove
that 73&1@ is also minimax. I am going to prove this result for the special
case where p=2 only. The approach that I am going to use for proving the
result is quite general and extremely simple. This approach is based on the
following theorem.
Theorem 3.1. Let C be a class of estimators such that $0 # C and M be
the minimax risk. Let 3 and X be the parameter space and the sample space.
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Suppose that X is the random variable associated with the observations. If
there exists a function h=3_C_X  R such that
(a) R(%, $)E%[h(%, $, X )] \% # 3, $ # C,
(b) h(%, $0 , x)M \% # 3, x # X.
then $0 is minimax
Proof. We have R(%, $0)E%[h(%, $0 , X )]M \% # 3. K
There are always two trivial choices that will satisfy part (a) of Theorem 3.1.
They are given by h(%, $, x)=L(%, $(x)) and h(%, $, x)=R(%, $). In the
applications, it may happen that some intrinsic particularities of $ (partial
derivatives etc.) will be part of the information needed in order to evaluate
h. In this respect, the information given by (%, $(x)) will not be sufficient
to evaluate h at (%, $, x). If h is such that h(%1 , $, x)=h(%2 , $, x) \%1 ,
%2 # 3, $ # C, x # X, and R(%, $)=E%[h(%, $, X )] \% # 3, $ # C, then h is
called an unbiased estimate of the risk. This particular situation has been
exploited extensively in the case of the estimation of the mean vector and
the covariance matrix of a normal distribution. Theorem 3.1 is just an
extended version of the technique consisting of developing an unbiased
estimate of the risk. In our case h, will not be an estimator of R in the
sense that h will vary with %. Before going into the argumentation we shall
introduce new notations. These new notations will make the manipulations
simpler. In the Krishnamoorthy and Gupta notations we have
S=RLRt with RRt=I, L=diag(l1 , l2), l1l2 ,
7=141 t with 11 t=I, 4=diag(*1 , *2), *1*2 ,
7&1@ (S)=R diag(.1(l1 , l2), .2(l1 , l2)) Rt with .1 , .20.
In the new notations we have
W=R211 , U=l1+l2 , V=
4l1l2
(l1+l2)
2 ,
{=*1+*2 , \=
4*1*2
(*1+*2)2
7&1@ (S)=R diag \1(U, V )&2(U, V )UV ,
1(U, V)+2(U, V)
UV + Rt
with 1|2 |.
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In this new notation there is a factor UV at the denominator. When 1
and 2 depend on (U, V ) only through V the random variable U in the
denominator makes the whole expression scale invariant. Actually, 1 and
2 have been considered as functions of U and V just because we wanted
to generate all of the orthogonally invariant estimators of 7&1. However,
in the following, 1 and 2 will vary through V only and, i (U, V ) will be
denoted i (V ), i=1, 2. Other representations could have worked too. This
representation makes Theorem 3.2 easy to state.
Following (Muirhead, 1982, Theorem 3.2.18, p. 106), the joint distribu-
tion of (l, R), with respect to the product measure of the Lebesgue measure
on R2 and the Haar probability measure on O(2), is given by
f lR(l, r)=
1(12)
2n1(n2) 1((n&1)2)
*&n21 *
&n2
2 l
(n&1)2&1
1 l
(n&1)2&1
2 (l1&l2)
_exp &
1
2 { :
2
i=1
:
2
j=1
lj r2ij
*i = on l1>l2>0
which gives
fUVW (u, v, w)
=
1(12)
2n&11(n2) 1((n&1)2)
\&n2{&nun&1v(n&1)2&1
w&12(1&w)&12
B(12, 12)
_exp &
u
\{
[1+(1&2w) - 1&v - 1&\],
on u>0 and v, w # (0, 1). (1)
Since we are interested in the risk function of 7&1@ and the problem is
invariant under orthogonal transformations the risk function will depend
on 7 only through (*1 , *2) so we can assume, without loss of generality,
that 7=diag(*1 , *2). In this case, we shall have
L(7, 7&1@ (S))=
{
UV
[1(V)+- 1&\ (1&2W ) 2(V )]+log \U
2V
\{2 +
&log \
2
1(V )&
2
2(V)
4V +&2 (2)
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and M, the minimax risk, is given by
M=E _log \U
2V
\{2 +&&log(d1d2) with d1=(n&2), d2=
(n&2)(n&3)
(n&1)
.
(3)
Lemma 1. If g : (0, 1)  (&, +) is absolutely continuous with
(a) limx  0 g(x) x(n&3)2&1=0
(b) limx  1 g(x) - 1&x=0
(c) E[| g(V )|UV]<,
then
E _- 1&\ (1&2W ) g(V )UV &
=\{E _- 1&VU2V {\
1
(1&V )
&
(n&5)
V + g(V )&2g$(V )=& .
Proof. Since E[| g(V)|U]<, we can write
E _- 1&\ (1&2W ) g(V )UV &
=|

0
|
1
0
|
1
0
- 1&\
(1&2w) g(v)
uv
fUVW (u, v, w) dv dw du,
where fUVW is given by (1). Let
I1=|
1
0
- 1&\
(1&2w) g(v)
uv
v(n&1)2&1
_exp
&u
\{
(1&2w) - (1&v)(1&\) dv
Integration by parts gives
I1=\{ |
1
0
- 1&v
u2v {\
1
(1&v)
&
(n&5)
v + g(v)&2g$(v)=
_v(n&1)2&1 exp
&u
\(*1+*2)
(1&2w) - (1&v)(1&\) dv.
The result comes from the use of the second representation of I1 . K
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Lemma 2. The joint distribution of (U, V ) can be viewed as the marginal
distribution of (U, V, K), where the joint distribution of (U, V, K) satisfies
the following conditions:
(a) P(K=k)=[1(n2+k)1(n2) k!] \n2(1&\)k, k=0, 1, ... .
(b) Conditionally on the event [K=k], U and V are independent,
U has a 1(n+2k, \{) distribution and V has a Beta((n&1)2, k+1)
distribution.
Proof. In the general expression of the joint density of (U, V, W ) there
is the term
I2=exp
&u
\{
(1&2w) - (1&v)(1&\).
Suppose that we are using the power series expansion of the function exp
as a representation of I2 . If we integrate the joint density of (U, V, W ) with
respect to w we shall then obtain the following version for the marginal
distribution of (U, V ):
fUV (u, v)= :

k=0
fU | K=k(u) fV | K=k(v)
1((n2)+k)
1(n2) k!
\n2(1&\)k,
where fU | K=k is the density of a 1(n+2k, \(*1+*2)) distribution and
fV | K=k is the density of a beta((n&1)2, k+1) distribution. K
Lemma 3. If g : (0, 1)  (&, +) is absolutely continuous with
(a) limx  0 g(x) x(n&3)2&1=0
(b) limx  1 g(x)(1&x)=0
(c) E[| g(V )|UV]<,
then
E _g(V)UV &=\{E _
1
U2V {\
(n&5)
V
+1+ g(V)+2(1&V) g$(V)=& .
Proof. We do have E[ g(V)UV]=E[E[ g(V )V | K] E[U&1 | K]] and
if we do integration by parts we shall obtain
E _g(V )V } K&=
1
(n+2K&2)
E _\(n&5)V +1+
g(V )
V
+2(1&V )
g$(V )
V } K&
and
E[U&1 | K]=\{(n+2K&2) E[U &2 | K]. K
117ESTIMATING A 2_2 PRECISION MATRIX
File: 683J 168309 . By:CV . Date:14:07:01 . Time:10:44 LOP8M. V8.0. Page 01:01
Codes: 2561 Signs: 891 . Length: 45 pic 0 pts, 190 mm
Lemma 4. (n&2)(n&3) \{2E[V&1U&2]=1.
Proof. We have \{2E[V&1U &2]=E[det(7S&1)]=(n&2)&1 (n&3)&1.
K
We shall say that 7&1@ # C if
(a) limx  0 i (x) x (n&3)2&1=0, i=1, 2
(b) limx  1 i (x)(1&x)1i=0, i=1, 2
(c) E[[i (V)|UV]<, i=1, 2.
Theorem 3.2. If 7&1@ # C then E[L(7, 7&1@ (S))]=E[h(7, 7&1@ , S]
with
h(7, 7&1@ , S)=
\{2
u2v _- 1&v {\
1
(1&v)
&
(n&5)
v + 2(v)&2$2(v)=
+{\(n&5)v +1+ 1(v)+2(1&v) $1(v)=&2(n&2)(n&3)&
+log \u
2v
\{2+&log \
21(v)&
2
2(v)
4v + .
Proof. The proof begins with the identity given by expression (2).
Straightforward applications of Lemma 1, Lemma 3, and Lemma 4 complete
the proof. K
Corollary 1. The estimators given by
(a) 73&1@ (S)=R diag(d1l1 , d2 l2) Rt,
(b)
72&1@ (S)=R diag \ 1l1
- l1 d1+- l2 d2
- l1+- l2
,
1
l2
- l1 d2+- l2 d1
- l1+- l2 + R
t,
are minimax.
Proof. These estimators belong to C, they are given by
(a) (1(v), 2(v))=((d1+d2)&(d1&d2) - 1&v, (d1+d2) - 1&v&
(d1&d2))
(b) (1(v), 2(v))=((d1+d2)&(d1&d2)(1&- v), (d1+d2) - 1&v
&(d1&d2)(1&- v)(- 1&v)).
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and, following expression (3), the evaluation of M&h(77&1@ , S) gives
(a) M&h(7, 7&1@ , S)=2(n&2)(n&1)(\{2u2v)(1- 1&v&1)0
\u, { # (0, ), v, \ # (0, 1].
(b) M&h(7, 7&1@ , S)=log(1+(2(n&1)(n&3)) - v(1+- v))0
\u, { # (0, ), v, \ # (0, 1]. K
It is important to keep in mind that, following the technique developed
for verifying minimaxity, Theorem 3.1 and Theorem 3.2 will provide sufficient
conditions only. Corollary 1 shows that these conditions are meaningful. In
part (a) we proved the assertion that had been raised by Krishnamoorthy
and Gupta (1989). Part (b) is not original in the sense that the minimaxity
of 72&1@ should just follow from the fact that it is a convex combination of
minimax estimators. Nevertheless, it is nice to see that our technique works
in other situations as well. Finally, it shows that the same technique could
be useful in developing new minimax estimators.
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