This paper is a study of boundedness and other properties of the solutions of nonlinear partial differential equations of the form (1.1) Δu = P(x u %2, , x n )f(u) where P(xi, X2, , x n ) is positive, and u(x u %z, x n ) is to be defined in some region of Euclidean w-space, and Δu = ΣΓ=i d 2u l® χ2 i is the Laplacian of u. In particular, we consider the case f(u) = e u . Our principal result is concerned with the nonexistence of entire solutions. An entire solution u = u(x u x 2 , , x n ) will be defined as a solution which though continuous for 0 5ΞΞ r < oo is twice continuously differentiate for 0 < r < oo. Other results are concerned with the general form of and explicit bounds for solutions.
In the literature on the subject [3, 4, 5, 8, 9, 11, 12] conditions have been given on f(u) in order that the equation (1.2) An = f (u) or, more generally, the differential inequality The most general conditions which exclude such solutions, obtained by Keller [5] , are: f(u) > 0, f'(u) ^Ofor -oo<^<co and
0 []/(*)<**] du < oo . For n = 2 Redheffer [10] showed that the monotonicity of f(u) may be dispensed with.
In § 2 we shall consider a more general question for the equation (1.4) Δu = P(x, y)e", P(x, y) > 0, Δ = ^ + ^ .
While the coefficient P(x, y) will be assumed to be positive and twice continuously differentiate for 0 < r < oo, P(χ y y) will be permitted to vanish or to become singular in a manner specified in the statement of the Theorem 2.1. If P(x, y) has such a singularity 118 VINOD B. GOYAL it will, of course, be reflected in the singular behaviour of the solutions of (1.4) . We shall thus give conditions on P(x, y) which exclude entire solutions of (1.4) . An example of such a solution is u = r which solves equation (1.4) with P(x, y) = e~r/r. For n = 2 it is well known that the function (1.5) u(z, z) = log. ^'1 -1/(2) I 2 is a solution of (1.6) Δu = Ae 2u if f(z) is an analytic function satisfying \f(z)\ < 1 and \f(z)\ Φ 0 in the domain considered. In § 3 we show, conversely, that every solution of (1.6) is essentially of this form. This converse result is necessary if it desired to use (1.5) and the theory of bounded analytic functions to obtain general properties of the regular solutions of (1.6) .
If the solution u(z, z) of (1.6) is regular in a disk \z\ < R, Theorem 3.1 leads to a bound for u in this disk
Hence, a solution of (1.6) which is regular for \z\ < R is subject to the inequality.
For z = 0, this leads, in particular, to the well known fact that the equation (1.6) can not have twice continuously differentiable solutions. In § 4 comparison theorems are proved and explicit bounds are obtained for the solutions of
or, more generally
The behaviour of these solutions at an isolated singularity is investigated. 
Now we consider two cases:
Case I. Let 2/3-7 = 0, 1/2 < β < 1. Then the inequality (2.21) becomes
where
ince F is convex and increasing in p, φ 1~~2β (p) tends to zero as p -> oo. Hence, the left hand side of (2.23) is bounded as p -> ^c.. This contradicts the assumption (2.4) .
Hence the inequality (2.17) and also (1.4) does not have entire solutions.
Case II. Let 2/3 -7 > 0, 1/2 < β < 1. The inequality (2.21) becomes in this case where we have used (2.18). But since provided (2 -ε)ρ > (7 + β -1)(1 -β)~\ we have Choose 7 = 1 + ε, ε > 0. Then β >(1 + ε)/2. Therefore, integration with respect to p gives
If it were true that u -u(x, y) is entire, the left-hand side of (2.24) would remain bounded as p->^o. Since by (2.4) ' the right hand side of (2.24) is unbounded, this leads to a contradiction.
This completes the proof of Theorem 2.1.
3.
General solution* Let u(x, y) be of class C 2 in the region D of x, 2/-plane and satisfy (1.6) . Introducing the new independent variables z = x + iy and z = x -iy equation (1.6) becomes Proof. According to an observation which goes back to Bieberbach [1] a regular solution of (1.6) can be associated with an analytic function of z in the following manner: We set
where u is a solution of (1.6) or, equivalently, of (3.1) and we compute Q-z . We have, with the help of (3.1), Q-z = 0. Thus, Q is found to satisfy the Cauchy-Riemann equations. Since Q is continuous, it must therefore be regular analytic function ω(z).
If we set we find that ψ is a solution of the linear differential equation
Since co(z) is analytic in z the general solution of (3.3) contains the analytic solutions of the equation
The general solution of (3.3) can, therefore, be written in the form where ψ λ and ψ 2 are two linearly independent (analytic) solutions of (3.3)' which may be assumed to be normalized by 
Riemann equations for functions in z we have A* = A(z), B* = B(z)
where A and B are analytic. The general solution of (3.3) is, therefore, found to be of the form
where A, B, ψ 1 and ψ 2 are analytic functions in D. In view of (3.2), equation (3.5) can be written
Now the proof of the theorem will follow from the following lemma: 
is real throughout D but does not vanish identically then K(z, z) can be written in the form
where σ(z) and τ(z) are two linearly independent solutions of (3.3)' for which
Differentiation with respect to z and (3.4) givê
But the left-hand side of (3.12) is a solution of (3.3)'; hence (-B(z) ) satisfies where a and β are constants. Arguing in the same manner (3.4) and (3.9) give (3.14)
where 7 and δ are constants. Also from (3.12) and (3.13
). But since ψ^jψ^z) is analytic in z and, moreover, since ψ 1 and α/r 2 are linearly independent, we must have g(z) + ά = 0 and h(z) + β = 0, or equivalently (3.15) and (3.16) (α^ + #f 2 )τft -(α^j + /5f' 2 )f x = -β respectively. With the help of (3.12), (3.14), (3.15) and ( does not vanish. Evidently this can always be achieved as long as not all numbers a, β and 7 are zero. However a, β and 7 cannot all be zero since, in view of (3.17) K{z, z) would then be identically zero, and this case is excluded. Substituting ψ λ and ψ 2 in (3.17) and using (3.19) we obtain
Now we consider the following two cases:
Case I. Let β Φ 0, 7^0. We set a Φ 0 and c = 0 then, with the help of (3.18) and (3.19) , (3.20) becomes 
evidently not essentially different from case (1) . Case (3) can be excluded immediately, since beacuse of (3.6) and (3.7) K(z, z) must be positive. This also shows that, in case (1), we necessarily must have (3.21) We now define (1) . Comparing this with (3.6), (3.7) and (S) we find that u(z, z) must be either of the forms
Since the last two functions are not solutions of (1.6), these cases are excluded. Hence any real solution of (1.6) must be of the from u(z, z) = logwhere because of (3.21) and (3.22) | f(z) | < 1 and in view of (3.23) This completes the proof of Theorem 3.1. respectively. We are concerned here with functions
4* Bounds for the solutions of A u ^> P(r)f(u).
which are of class C 2 in D r and satisfy the differential equation
Aω = P(r)F(ω)
or, more generally, the differential inequality
Nehari [6] found explicit bounds for the solutions of the differential equation Δu -F(u) or, more generally the differential inequality Δu ^ F(u) which are regular in a disk. We shall obtain here a more general result, which also applies to certain equations of the form (4.1).
LEMMA 4.1. Let F(t) and G(t) be positive and differentiate functions for -oo < t < °o and such that the integrals
exist, and let a) = ω(x lf x 2 , , x n ) and v = i>(#i, # 2 > * χ n) be two functions related by the identity
Proof. We write x for one of the variables x 19 x 2 , •••,#* and differentiate (4.2) twice with respect to x. This yields
Summing over all x n and using the fact that F r {ω) ^ G'(v), we get (4.3). We derive the following corollary. 
is such that
Proof. Consider the function v defined by
where a is a constant to be determined later. Differentiating (4.9) twice with respect to one of the variables x = x kJ we obtain
Summing over all x -x k and choosing a ^ 1/4 we get, where y is given by
Now applying Corollary 4.1 to (4.10), we obtain,
Clearly, u'(0) -0 and u -> oo as r->R or p-»r. The fact that ω ^ u now follows from Osserman's lemma [8] . This proves our assertion. 
where ω(Q) ranges over all functions of class C 2 in D r which satisfy
T/^β inequalities (4.12), (4.13) αwcϊ (4.14) are sharp.
The case λ = 0 had been considered by the author in [2] Proof. Consider the function g = g(r) defined by
where p(r) is positive, monotonically increasing and twice continuously differentiable and C is a positive constant to be chosen later. Denoting by x one of the variables x k and differentiating twice with respect to x we have 4.19) where dot denotes differentiation with respect to r 2 . With the help of (4.17) and (4.18), (4.19 
We now consider the following cases:
Case I. Choose p(r) such that p(r)/p(r) ((2r*p(r) If 4λ > n -2 the right hand of (4.21) attains maximum for R = r and the value of (4.16) for C again leads to (4.22) . Since £(0) = 0 and increases to oo as r-+R the proof of (4.12) will follow from Osserman's lemma [8] .
REMARK. If a = 1 the left hand inequality (9) of Theorem 1 of Nehari [6] becomes a particular case of this result.
(ii) If 2r 2 p(r)/p(r) -(n/1 + λ) = 0 or p = r nli+λ β where β is an arbitrary positive constant then (4.20) gives
If C is given by the values (4.15) and (4.16), we have
Now the proof of (4.13) will follow from Osserman's lemma [8] . Dividing by log 1/r and letting r -> 0 nX log 1/r/ 1 + λ '
A similar result could also be proved about the solutions of the equation
The next theorem concerns the lower bounds for the maximum of the solutions of (4.1). 
