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Abstract—We address the problem of optimal path planning
for a simple nonholonomic vehicle in the presence of obstacles.
Most current approaches are either split hierarchically into
global path planning and local collision avoidance, or neglect
some of the ambient geometry by assuming the car is a point
mass. We present a Hamilton-Jacobi formulation of the problem
that resolves time-optimal paths and considers the geometry of
the vehicle.
I. INTRODUCTION
As autonomous vehicle technology becomes more and
more prevalent, it is important to develop robust and
widely applicable trajectory planning algorithms. Many such
vehicles—planetary exploration rovers [1], flying drones [2],
or remote-controlled submarines [3]—are subject to motion
constraints which are nonholonomic, depending not only on
the configuration, but the velocity of the vehicle. Accord-
ingly, much effort has been devoted to trajectory planning
for general nonholonomic mechanical systems [4], [5], [6].
One important example of a nonholonomic vehicle is a
simple self-driving car. To track the motion of such a car, we
model the current configuration using variables (x, y, θ): the
spatial coordinate (x, y) is the position of the center of mass
of the car, and the orientation θ is the angle between the rear
wheels and the horizontal, increasing in the counterclockwise
direction. The car drives using actuators attached to the
rear wheels that supply torque to each wheel individually,
and steers using some mechanism separate from the rear
wheels. The car has a rear axel of length 2R, and a distance
d between the center of the rear axel and the center of
mass, as pictured in figure (1). The motion of the car is
constrained by a minimum turning radius, or equivalently a
maximum angular velocity. This bound could be resolved in
terms of d,R and other parameters inherent to the steering
mechanism.
A. Previous Work
The problem of path planning for simple self-driving cars
goes back to Dubins [7] who envisioned a vehicle that
could move forward along paths constrained by a minimum
turning radius. Later, Reeds and Shepp [8] generalized the
Dubins car to one that could also reverse direction. In
both these cases, the problem was analyzed in a geometric
and combinatorial fashion, discretizing the path into regions
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of straight-line movement and arcs of circles. The paths
were designed to minimize length, and no obstacles were
considered. Barraquand and Latombe [9] added obstacles to
the model, and devised a method of growing a reachability
tree outward from the desired final configuration. Based on
similar analysis, Agarwal and Wang [10] assumed polygonal
obstacles and presented an efficient algorithm for resolving
paths that are robust to perturbation and nearly optimal.
Since then, there has been increased effort to resolve
optimal trajectories for such cars (and similar robots) using
methods rooted in optimization and control. In this case, the
nonholonomic constraint is
y˙ cos θ − x˙ sin θ = dθ˙ (1)
which ensures rolling without slipping and motion in the di-
rection parallel to the rear wheels [9], [11]. There have been
several discrete and variational models of motion planning
for these vehicles [11], [12], [13], [14], [15]. One advantage
of models based on optimization is that they can seemlessly
account for paths that are not only time-optimal, but consider
energy consumption as well [16], [17], [18], [19]. Discrete
models of this sort are often hierarchical, relying on a global
path planner and a local collision avoidance algorithm [20],
[21].
A model for curvature constrained motion based on dy-
namic programming and a Hamilton-Jacobi-Bellman equa-
tion was introduced by [22], [23], where obstacles are
included, but the car is simplified to a point mass, meaning
extra concern is required near obstacle boundaries. Similar
Hamilton-Jacobi type models for optimal path planning in
other contexts are quite common, and include level set
methods [24] and fast-marching methods [25], [26].
Fig. 1. A simple self-driving car.
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B. Our Contribution
We present a model for optimal path planning of non-
holonomic self-driving cars based on a Hamilton-Jacobi
formulation, but considering the geometry of the vehicle.
Our approach is akin to that of [22], [23]. However, those
authors simplify the car to a point mass and accordingly,
must either create a buffer region around an obstacles [22]
or opt for a semi-Lagrangian path planning approach [23].
If we do not make the simplification, we can maintain the
Hamilton-Jacobi approach. The Hamilton-Jacobi formulation
has the natural advantage that it averts the need for hierar-
chical planning algorithms. Additionally, this approach can
provide optimal trajectories from all starting configurations
to a desired final configuration, as opposed to variational
methods which typically resolve a single trajectory. The
general steady-state Hamilton-Jacobi equation takes the form
H(x,∇u) = f(x). (2)
Because the equation is nonlinear, special care is needed to
solve Hamilton-Jacobi equations numerically. Accordingly,
we present an upwind sweeping scheme that traces the
characteristics outward from a desired final configuration.
II. THE HAMILTON-JACOBI FORMULATION
The Hamilton-Jacobi formulation for optimal-path plan-
ning is based on the dynamic programming principle [27].
One begins with a controlled equation of motion, and derives
a partial differential equation satisfied by the value function.
For our motion, we consider a kinematic equation that
neglects some of the dynamics, but is sufficient for our
purposes [15].
A. Kinematics & Control Problem
Assume the car moves throughout a domain Ω ⊂ R2 that
is segmented into free space and obstacles: Ω = Ωfree∪Ωobs.
The current configuration of the car is given by (x, y, θ) ∈
Ω × [0, 2pi) as described above. As the car moves, it obeys
the equations
x˙ = v cos θ − ωWd sin θ,
y˙ = v sin θ + ωWd cos θ,
θ˙ = ωW,
(3)
where W > 0 is the maximum angular velocity, which
bounds the curvature of a path, and (v, ω) ∈ [−1, 1] are the
control variables representing tangential and angular velocity,
respectively. This model assumes instantaneous changes in
(v, ω) which is akin to assuming infinite acceleration; this is
what we mean when we say we are neglecting some of the
actual dynamics. For any configuration (x, y, θ) ∈ Ω×[0, 2pi)
let C(x, y, θ) ⊂ R2 denote the space occupied by the car.
The shape could be arbitrary, but for our car, this will be
a rectangle of height 2R and width 2d that is centered
at (x, y) and then rotated by θ. We call a configuration
admissable if C(x, y, θ) ∩ Ωobs = ∅. Next, suppose we
are given a desired final configuration (xf , yf , θf ) which is
admissable. We call a trajectory (x(·), y(·), θ(·))—defined
for t ∈ [0, T ]—admissable if it obeys (3) for all t ∈
(0, T ], (x(t), y(t), θ(t)) is an admissable configuration for all
t ∈ [0, T ], and (x(T ), y(T ), θ(T )) = (xf , yf , θf ). Given a
starting point (x, y, θ), the goal is to choose (v(·), ω(·)) so as
to minimize travel time T among all admissable trajectories.
B. Value Function & Hamilton-Jacobi-Bellman Equation
Denote by A(x, y, θ, T ) the set of admissable trajectories
beginning at the configuration (x, y, θ) and requiring time
less than T to traverse. We define the travel-time function:
u(x, y, θ) = inf{T : A(x, y, θ, T ) 6= ∅}, (4)
where the infimum is taken over the control values
(v(·), ω(·)). We formally derive a partial differential equation
solved by u. The dynamic programming principle tells us that
if δ > 0, then
u(x(t), y(t), θ(t)) = δ+ inf{u(x(t+ δ), y(t+ δ), θ(t+ δ))},
(5)
where now the infimum is taken over the values (v(·), ω(·))
on the interval (t, t+ δ). Intuitively, equation (5) states that
traveling optimally for time δ will decrease the remaining
travel time by exactly δ. This is an expression of the fact that
globally optimal paths are also locally optimal. Assuming u
is smooth, we can divide by δ and send δ → 0 to see
− 1 = inf
{
x˙ux + y˙uy + θ˙uθ
}
, (6)
whence (3) yields
− 1 = inf
v,ω
{
(ux cos θ + uy sin θ)v +
W (−dux sin θ + duy cos θ + uθ)ω
}
. (7)
The infimum can be resolved explicitly, showing that the
optimal control values are given by
v = −sign(ux cos θ + uy sin θ),
ω = −sign(−dux sin θ + duy cos θ + uθ),
(8)
where u(x, y, θ) solves the Hamilton-Jacobi-Bellman equa-
tion
1 = |ux cos θ + uy sin θ|+
W |−dux sin θ + duy cos θ + uθ|.
(9)
The above computation only holds rigorously when u is
smooth which may not be the case. However, as long as u
remains continuous it will be the unique viscosity solution of
(9) [28], [29], and if u is discontinuous, one can still maintain
existence and uniqueness by passing to a yet weaker notion
of solution [23]. The travel time from the final configuration
to itself is zero, so we impose the “boundary” condition
u(xf , yf , θf ) = 0. Similarly, to account for obstacles we
set u(x, y, θ) = +∞ for any (x, y, θ) that is not admissable.
Note (8) results in a bang-bang controller: v, ω = ±1.
Along trajectories where the car is already oriented in the
correct direction, we find −dux sin θ+duy cos θ+uθ = 0 so
that ω = 0 is also a possibility. This agrees with the analysis
in [7], [8], [9] where it is proven that optimal paths consist
of straight lines and arcs of circles of minimum radius.
III. NUMERICAL METHODS
Since Hamilton-Jacobi equations are nonlinear and have
solutions that develop kinks, some care is needed when
solving them numerically. We would like to develop a
sweeping scheme similar to those in [23], [30]. The primary
concerns for such a scheme are that it should be upwind and
monotone. For a general discussion of numerical analysis of
Hamilton-Jacobi equations see [28], [31], [32], [33].
A. Upwind Sweeping Scheme for (9)
For simplicity, we describe the numerics on a rectan-
gular domain Ω = [a, b] × [c, d]. Fixing I, J,K ∈ N,
let (xi)Ii=0, (yj)
J
j=0, (θk)
K
k=0 be the uniform dicretization of
Ω × [0, 2pi] (so that, for example, ∆x = (b − a)/I) and
let uijk be the numerical approximation to u(xi, yj , θk). To
discretize (9) in a fully upwind manner, define
Ak(v, ω) = v cos θk − ωWd sin θk,
Bk(v, ω) = v sin θk + ωWd cos θk,
ak(v, ω) = sign(v cos θk − ωWd sin θk),
bk(v, ω) = sign(v sin θk + ωWd cos θk).
(10)
Rearranging (7) shows that (9) is equivalent to
− 1 = inf
v,ω
{Ak(v, ω)ux +Bk(v, ω)uy + ωWuθ} . (11)
The upwind approximation to each derivative term in (11) at
(xi, yj , θk) is given by(
Ak(v, ω)ux
)
ijk
= |Ak(v, ω)|
(
ui+ak(v,ω),j,k − uijk
∆x
)
,
(
Bk(v, ω)uy
)
ijk
= |Bk(v, ω)|
(
ui,j+bk(v,ω),k − uijk
∆y
)
,
(ωWuθ)ijk = |ω|W
(
ui,j,k+sign(ω) − uijk
∆θ
)
.
(12)
For a particular pair (v, ω), if we plug these approximations
into (11), we can solve for uijk in terms of the values at
neighboring nodes. This shows that
u∗ijk(v, ω) =
(
1 +
Ak(v, ω)
∆x
ui+ak(u,v),j,k
+
Bk(v, ω)
∆y
ui,j+bk(v,ω),k
+
|ω|W
∆θ
ui,j,k+sign(ω)
)
/(
Ak(v, ω)
∆x
+
Bk(v, ω)
∆y
+
|ω|W
∆θ
)
(13)
is an upwind, first-order approximation to the solution of
(9) when the pair (v, ω) gives the correct control values
at node (i, j, k). Together with the boundary conditions
u(xf , yf , θf ) = 0 and u(x, y, θ) = +∞ at inadmissable
configurations, this suggests a sweeping scheme of the form:
(i) Initialization. Set u0ijk = 0 at the nodes closest to
(xf , yf , θf ), and u0ijk = +∞ (or some large number)
for all other nodes. For all (xi, yj , θk) that are not
admissable, add (i, j, k) to the set Ω∗obs.
(ii) For all i = 1 : I − 1, j = 1 : J − 1, k = 0 : K − 1
with (i, j, k) 6∈ Ω∗obs, compute u∗ijk(v, ω) according to
(13) using the values un−1ijk .
(iii) Set unijk = min(minv,ω u
∗
ijk(v, ω), u
n−1
ijk )
(iv) Repeat steps (ii),(iii), sweeping through the indices
in alternating directions until all combinations of
sweeping directions have been performed. (This should
be 8 total sweeps: [i-forward,j-forward,k-forward],[i-
forward,j-forward,k-backward], etc.)
(v) Repeat steps (ii), (iii), (iv) until convergence.
B. Implementation Notes
We include a few implementation notes regarding the
sweeping scheme. First, in step (ii), the minimum over
(v, ω) corresponds exactly to the infimum in (7),(11). We
then choose to update unijk only if the new value is smaller
than the previous value. This ensures that the scheme is
monotone [33]. Second, there is no need for computational
boundary conditions at i = 0, I , j = 0, J . Those nodes
are never updated, so their values will remain large; this
ensures that the car stays in the computational domain, and
the upwind nature of the scheme ensures that those values do
not effect the solution at interior nodes (likewise, the values
at inadmissable configurations are never updated but will not
affect the values at nearby admissable configurations). At
k = K, one should enforce a periodic boundary condition
identifying these values with k = 0. Third, sweeping is
carried out in the Gauss-Seidel sense: updating nodes and
then using the most recently updated values as you go. Fifth,
to slightly reduce computational load, one can pre-compute
the values Ak(v, ω), Bk(v, ω), ak(v, ω), bk(v, ω) since they
are static during the iteration. Finally, one can test con-
vergence in any number of ways. We suggest the criterion
supijk|unijk − un−1ijk | < ε for a specified tolerance ε.
C. Resolving Optimal Trajectories
While it is not stated in the algorithm above, the control
values can be established during the sweeping by setting
(vnijk, ω
n
ijk) = argmin
v,ω
u∗ijk(v, ω) (14)
when the minimum is used, and (vnijk, ω
n
ijk) = (v
n−1
ijk , ω
n−1
ijk )
when unijk = u
n−1
ijk . Alternatively, after computing the value
function u(xi, yj , θk), one can interpolate to off grid values
and compute (v, w) using (8). Under fairly mild conditions
on the Hamiltonian H , one can prove that solutions to
(2) remain Lipschitz continuous; hence differentiable almost
everywhere [29]. This means that the control values—and
thus optimal trajectories from (x, y, θ) to (xf , yf , θf )—are
uniquely determined unless (x, y, θ) lies in a set of measure
zero. Note, the only crucial piece of datum is the final
configuration (xf , yf , θf ). Once that is specified and we have
solved (9), we can compute the optimal trajectory from any
other configuration in the domain to the final configuration.
We can then generate the optimal trajectory from a given
point (x, y, θ) to (xf , yf , θf ) by setting (x(0), y(0), θ(0)) =
(x, y, θ) and integrating (3) until the time T = u(x, y, θ).
For our purposes, we resolve (v, ω) according to (8) by
interpolating u(x, y, θ) to off grid values and using a centered
difference approximation for (ux, uy, uθ). We integrate (3)
using forward Euler time-stepping.
IV. RESULTS & OBSERVATIONS
We test our algorithm using the spatial domain Ω =
[−1, 1] × [−1, 1]. In our tests, we set R = 0.04, d =
0.07 and W = 4, meaning that the minimum radius of a
circle that the car can traverse is 1/4. Note these are all
dimensionless parameters, used solely for testing purposes.
In our simulations, we used a uniform discretization with 200
grid nodes in each direction. Depending on the simulation,
the sweeping scheme required roughly 25 iterations, though
it took longer in simulations with obstacles. This number
could likely be decreased by introducing more accurate finite
difference approximations as suggested by [22].
We first computed the value function u(x, y, θ) for the
final orientation is (xf , yf , θf ) = (12 ,
1
2 , 0) with no obstacles.
This function u(x, y, θ) gives the optimal travel time from
(x, y, θ), given that the car must end at the point (xf , yf ) =
( 12 ,
1
2 ) facing horizontally in the positive x-direction. Fig-
ure 2 displays the isocontour {(x, y, θ) ∈ Ω × [0, 2pi] :
u(x, y, θ) = 1}. One interesting note here is the approximate
symmetry across the line θ = pi, which is an expression
of periodicity in the value function. When d = 0, we do
indeed have pi-periodicity: u(x, y, θ) = u(x, y, θ + pi) [23].
When d 6= 0, this is only approximate. Figure 3 shows
a contour map of the function u(x, y, 0), which gives the
travel time from different starting positions if the car is
already facing in the positive x-direction. The final position
(xf , yf ) = (
1
2 ,
1
2 ) is represented by the red dot. As a sanity
check, we note that along the line y = 12 , the value is
given by u(x, 12 , 0) = |x− xf | since the optimal path merely
Fig. 2. The isocontour u(x, y, θ) = 1, (xf , yf , θf ) = ( 12 ,
1
2
, 0).
includes pulling forward or reversing into the spot.
Using this value function, we can compute optimal trajec-
tories from any initial configuration to the final configuration.
Figure 4 displays optimal paths originating from three differ-
ent initial configurations. The initial and final configurations
are labeled on the plot. The blue, green and pink car icons
represent the vehicles, and the orientation is given by the
direction the headlights are facing. Figure 4 shows that the
best strategies for the blue and pink car involve traveling
large portions of the path in reverse (v = −1), before
pivoting and achieving the final configuration while moving
in the forward direction. By contrast, the green car only
travels in the forward direction (v = 1).
As stated above, Reeds and Shepp [8] analyzed this
problem in the case that d = 0 so that the car is a point
mass. They proved that the optimal path between two points
consists of a finite number of straight lines and arcs of circles
of minimum radius. Further, they proved that while kinks
will occur as the car switches driving direction, the optimal
path requires no more than two kinks. Our simulations
empirically confirm this; in the examples in fig. 4, none of
the paths required more than one kink. For an example of an
optimal path with two kinks, consider the parallel parking
problem displayed in fig. 6. In this example (x0, y0, θ0) =
(xf + 2d, yf + 3R, θf ) and the car is plotted at four points
along the path: the initial position, the two kinks, and the
final position.
Lastly, we introduce obstacles. To reiterate, the algo-
rithm for solving (9) is the same, except that the value
function is not updated at nodes corresponding to illegal
configurations—those which would cause the car to collide
with an obstacle. In fig. 5, we compute the optimal paths
from the same three starting configurations as in fig. 4 but
now with obstacles [black] hindering the cars’ movement.
Fig. 3. The contour map of u(x, y, 0), (xf , yf , θf ) = ( 12 ,
1
2
, 0).
Fig. 4. Three paths from different starting configurations to the final
configuration (xf , yf , θf ) = ( 12 ,
1
2
, 0).
In fig. 7, we have a car pulling into a very narrow parking
spot. Note that no extra consideration (in the form of local
collision avoidance) was necessary to resolve this path. Here
the width of the parking spot is only 0.1 and the width of the
car is 2R = 0.08. Thus if we buffered the obstacles, the final
configuration would likely by illegal, and if we approximated
the car by a point mass, it would likely take on some illegal
configurations. As an aside, the optimal trajectory into the
parking spot has three kinks, showing that the result of
[8]—stating that only two kinks are sufficient—is not true
in the presence of obstacles. Optimal paths with polygonal
obstacles are also considered by [9].
V. CONCLUSION AND FUTURE WORK
In this manuscript, we presented a Hamilton-Jacobi-
Bellman formulation for optimal path planning of nonholo-
nomic vehicles, accounting for impassable obstacles and the
actual geometry of the vehicle. We developed an upwind
Fig. 5. Three paths from different starting configurations to the final
configuration ( 1
2
, 1
2
, 0), with obstacles [black].
Fig. 6. A car parallel parking demonstrates an optimal path with two kinks.
The numbers denote successive positions along the path.
sweeping scheme to solve the Hamilton-Jacobi-Bellman
equation for the value function. We validated our model in
the presence and absence of obstacles and compared with
the classical results for curvature constrained motion. We
note that no extra considerations were needed when dealing
with obstacles since the geometry of the car is not being
neglected.
We propose two avenues for future work. First, rather than
only considering time-optimal paths, one can very easily
incorporate energy optimization into the this formulation.
Indeed, one form of marginal energy cost along the path
takes the form E(v, ω) = 12mv
2 + 12Iω
2 where m is the
mass and I is the moment of inertia of the vehicle [11].
Thus we could change the cost functional to something like
C[v(·), ω(·)] =
∫ T
0
[
λ+ (1− λ)E(v(t), ω(t))]dt (15)
for some weight λ ∈ [0, 1]. In the λ = 1 case, the cost is
Fig. 7. A car parking in a very narrow spot. The numbers denote successive
positions along the path.
merely the travel time and we revert to the model presented
here. Accounting for energy does not complicate the model
any further, but the numerics become more difficult since
it is no longer a bang-bang control problem, and it is likely
impossible to devise a simple update for a sweeping scheme.
Second, curvature constrained motion can be easily ex-
tended to higher dimensions. In three spatial dimensions,
one can consider different types of curvature constraints
to account for vehicles like airplanes or submarines. These
cases are also amenable to a Hamilton-Jacobi formulation,
though they will be higher dimesional since they require
dynamic models and hence second order controllers. Thus
grid-based numerical methods will run into the curse of
dimensionality and one may need to employ non-grid based
methods like those presented in [34]. Other modeling con-
cerns would need to be addressed as well. For example,
airplanes must maintain a minimum cruising velocity, and
the braking mechanism for an airplane or submarine will be
vastly different than that of a car.
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