Image-guided interventions are saving the lives of a large number of patients where the image registration problem should indeed be considered as the most complex and complicated issue to be tackled. On the other hand, the recently huge progress in the field of machine learning made by the possibility of implementing deep neural networks on the contemporary many-core GPUs opened up a promising window to challenge with many medical applications, where the registration is not an exception. In this paper, a comprehensive review on the state-of-the-art literature known as medical image registration using deep neural networks is presented. The review is systematic and encompasses all the related works previously published in the field. Key concepts, statistical analysis from different points of view, confiding challenges, novelties and main contributions, key-enabling techniques, future directions and prospective trends all are discussed and surveyed in details in this comprehensive review. This review allows a deep understanding and insight for the readers active in the field who are investigating the state-of-the-art and seeking to contribute the future literature. and insight for the readers active in the field who are investigating the state-of-the-art and seeking to contribute the future literature.
Introduction
In most medical interventions, there are a number of cases in which some images need to be captured for diagnosis, prognosis, treatment and follow-up purposes. These images can be vary in terms of temporal, spatial, dimensional or modular. Image fusion causing information synergy can have a significant contribution to guide and support physicians in the process of decision making, mostly in online and real-time fasion. Lack of alignment is unavoidable for these images taken in different times and conditions; hence, can challenge the quality and accuracy of the subsequent analyses. Image registration is the process of aligning two (or more) given images based on an identical geometrical coordination system. The aim is at finding an optimum spatial transformation that registers the structures-of-interest in the best way. This problem is important in numerous ways in the field of machine vision e.g. for remote sensing, object tracing, satellite imaging and so on (Goshtasby 2017) .
Image registration is also fundamental to the image-guided intervention where e.g. telesurgery, image-guided radiotherapy (IGRT), and precision medicine cannot be operational without using image registration techniques (Peters & Cleary 2008) . To exemplify, in IGRT, a pre-interventional image (typically high-quality 3D image), on which the treatment planning is conducted, needs to be registered on an operational image (typically low-quality and noisy 2D) so that the linear accelerator (linac) machine can be calibrated, and the radiation fragment can be conducted with maximal precision and minimal risk of radiation to the adjacent healthy organs referred to as minimally invasive procedure. In this process, the challenges like different modalities of inputted images, low-quality and noise of interventional images, deformation of abdominal cavity's organs (because of the spontaneous contraction/inflation), movement of thorax cavity's organs (because of the respiration and heartbeats), changing the size of organs and regions-of-interest (RoIs) due to the weight loss/gain during the treatment process can compromises the quality of solving the problem. In practice, special considerations should be taken into account, and other image processing techniques need to collaborate, which makes the issue very challenging and complicated (Hajnal 2001) .
Basically, conventional image registration is an iterative optimization process that requires extracting proper features, selecting a similarity measure (to evaluate the registration quality), choosing the model of transformation, and finally, a mechanism to investigate the search space (Oliveira & Tavares 2014) . As illustrated in Fig. 1 , a couple of images are inputted to the system, of which one is considered as fixed and the other as moving image. The optimal alignment can be -2 -achieved via iteratively sliding the moving image over the fixed image. At first, the considered similarity measure identifies the amount of correspondence between the inputted images. An optimization algorithm, using an updating mechanism, calculates the new transformation's parameters. Appling these parameters on the moving image leads a new supposedly better-aligned image. If the termination criteria are satisfied, the algorithm is terminated, else a new iteration should be started. In each iteration, the moving image get a better correspondence with the fixed image, and the iterations continue until no further registration can be achieved, or some predefined criteria are satisfied. The system output can be either the transformation parameters or final interpolated fused image. There are two main drawbacks to this strategy as follows:
 This iterative manner is very slow where runtimes in the tens of minutes are norm for common deformable image registration techniques even with an efficient implementation on the contemporary GPUs (like a NVIDIA TitanX); while the practical use in clinical operations is real-time, and such a prolonged wasting time is not appreciated.  Most similarity measures have a lots of local optima around the global one, specially where dealing with images from different modalities (referred to as multimodal image registration); they lose their efficiency causing premature convergence or stagnation which are two prevalent confining dilemmas in the optimization field.
Accordingly, to circumvent these two confining problems, learning-based registration approaches have gained increasing popularity in the recent years; meanwhile, deep neural networks (DNNs), as one of the most powerful techniques ever seen by the community of machine intelligence, have been applied to the various image processing applications. Of course, medical image registration is not an exception, and a number of deep learning based approaches were proposed in the literature; however, the number of works and the used techniques is very limited, and there is a promising potential for investigation (Litjens et al. 2017) .
In this paper, a comprehensive systematic review on the medical image registration using deep neural networks is presented. We have gathered all the relevant state-of-the-arts, from the first one in 2013 up the last one in 2019. The works are analyses based on the different statistical perspectives and measures of interest e.g. years, publication titles, publication types, publishers, authors (total number of publications and citations), keywords, techniques, comparison metrics, datasets, organs of interest, and modalities. The approaches are categorized to the three major generations based on the breakthroughs affecting the contributions. Also, the seminal works in each category and generation are introduced and analyzed in depth, and key contributions and philosophies behind them are presented in details. Finally, there is a discussion introducing confining challenges, open problems and prospective directions. This review allows a deep 
Taxonomy of Image Registration
Typically, a good image registration needs selecting proper features, a similarity metric (to assess the quality), a transformation model, and a search strategy in the state space. So far, a large number of conventional medical image registration methods have been proposed in the literature which can be classified based on different metrics; A popular yet still-alive taxonomy is represented in Fig. 2 , where the classification is based on the image dimension (2D, 3D, 4D, etc.), modality, source of the features (intrinsic vs. extrinsic), transformation domain, transformation model (rigid, affine, and deformable), kind of the fusion (interpolation vs. approximation), user interaction (manual, semiautomatic, and automatic), and parameter investigation method (iterative vs. direct) (Maints & Viergever, 1998).
Figure 2:
A taxonomy on image registration methods (Maints & Viergever, 1998) At the beginning in machine vision field, image registration was referred to align 2D images; however, medical imaging as illustrated in Fig. 3 is 3D in nature so that most of the medical images captured by current imaging devices like MRI and CT are 3-dimentional. Conventional 2D imaging modalities like mammography of X-ray can also be represented as 3D without losing the generality. Besides, there are plenty of procedures in which a number of discrete (Fluoroscopy) or continuous (Sonography) images are taken by the physicians so that the transformation needs to be considered as 4D, adding time as the fourth dimension. These interventional 4D images are often in low-quality with much amount of noise due to the restrictive nature of the operational devices, which also challenges the registration process. (Ferrante & Paragious, 2017) The pre-interventional image on which the treatment plan is developed is routinely a 3D high-quality MRI or CT image since it is taken by modern diagnosis devices with no operational limitation, while intra-operational images taken for treatment and therapy purposes can be captured with the same (unimodal) or different modalities (multimodal). A common case is to register a pre-interventional 3D T1-weighted MRI with operational Transrectal Ultrasound (TRUS) images of the prostate gland. Often, same modalities with different imaging parameters e.g. T1 and T2 weighted MRI, as -10 -illustrated in Fig. 4 ., are considered as multimodal. Of course, considering different modalities, multimodal image registration is far much complicated since each modality is sensitive to some specific parameters varying in the different body's tissues to generate contrast while may not be detectible in other modalities. Moreover, some similarity metrics e.g. Sum of Squared Differences (SSD) cannot be applied to multimodal registration regarding different colors or intensities' range of points for different modalities. Medical image registration can be intrinsic or extrinsic based on the nature of extracted features from the images. Although intrinsic registration that is based on the anatomical structures in the body is by far much common, extrinsic registration based on the external objects implanted in the body is still alive with numerous fans specially for skin registration. These objects, like what can be seen in the Fig. 5 , can be implanted in the body for different proposes, yet are good indicators to verify the quality of registration. Besides, they may be reflective tiny objects or sensors to facilitate and accurate the registration process. Extrinsic registration methods simply use the locations of these objects and can identify the transformation parameters very simple, accurate and fast. Another parameter to classify registration methods is the part of image evolved in the registration process. A method is considered as global where all the image's points are used in the process, and can be subjected to the prospective manipulation, while other approaches use only a part/some parts of the image (at each iteration) are referred to as local approaches. Intensity-based methods are usually global, while feature-based ones are typically local. Also, numerous hybrid approaches reported in the literature have adopted multistage strategy; that is, a global pre-registration is made at the beginning followed by much locally registrations at each stage.
Capability to consider deformation is another decisive factor to categorize image registration methods specially in the field of medicine. From this point of view, the underlying transformation of image registration methods are divided into the three kinds of rigid, Affine and deformable. The rigid transformation model only considers translation and rotation of image along and around the coordinate axes, respectively, so that the transformation can be modeled using 6 parameters -11 -(also called degrees-of-freedom). Affine transformation also considers scaling and sheering so that the number of parameters is doubled to the 12 ones. Affine transformation is nonlinear transformation that preserves points, straight lines and planes i.e. sets of parallel lines remain parallel after the Affine transformation; however, angles between lines or distances between points may not be preserved. Although Affine transformation is nonlinear, like rigid transformation, it is not able to capture the deformation complexity inherit in the flexible members and organs inside the human body. Basically, rigid and Affine transformations have no more than the two following applications:
 These approaches can be used for tough structures of the body like bones and skull registration, where there are a lots of fans among the experts and physicians because of the simplicity and speed.  They can be exploited as a global pre-registration for much complex multistage deformable approaches in order to avoid stalking in local minima, and increase the convergence speed.
Practically, increasing in the number of transformation parameters is inevitable to model the deformable organs inside the body so that a large number of efforts have been made to introduce deformable models matched with different organs. Deformable models are almost always local, and target part of the image in each step. Usually, at the beginning, a mesh of control points is considered forming in this way a deformation network, as illustrated in Fig. 6 . The number of control points (and the space among them) identifies the amount of deformation the model can capture. In each iteration, some of these control points are subjected to displacement, which cause a change in the place and intensity of other related points in the image (usually using an interpolation mechanism). In a common deformable approach named Thin-Plate Spline (TPS) (Duchon 1977), a change in a control point broadcasts to all other points in the image; this is a global approach causing high overload on the system. In contrast, B-Spline based approaches (Rueckert et al. 1999) have been introduced in which displacing a control point only affect the adjacent points, for not only increasing the locality of transformation in order to better capture the underlying deformation, but also decreasing the computational overload. Generally, three levels of interaction can be considered for image registration techniques. In manual approaches, user can completely interact with the system, and may identify some parameters or provide an approximation of the transformation for the method. In contrast, there is no interaction with the machine for fully-automated approaches, and whole the process is done by the approach itself. Semi-automated approaches try to exploit the knowledge of expert user, though minimally. This minimal exploitation can be actually of high value, causing a tremendous decrease in the search space to decrease the risk of failed registration, and increase the overall speed; however, human intervention can challenge whole the process since the different levels of interactions cannot be validated, controlled or measured quantitatively.
-12 -
Problem Formulation
The purpose of image registration is to find a geometrical transformation T : IF → IM to align a moving image IM to the fixed image IF in the best way. This alignment can be achieved conventionally by optimizing a similarity measure L so that
where Tµ is the transformation model recognized by the parameters µ. There are a number of similarity measures divided into the two categories of intensity-based and feature-based ones. Generally, intensity-based measures, e.g. Mean Square Difference (MSD), consider a complete mechanical correspondence between the given images, which may not be required from the perspective of human experts. On the other hand, feature-based measures, e.g. Mutual Information which is based on the information theory, look for a satisfying structural correspondence between the Organs-of-Interest (OoIs) in the inputted images; practically, the approaches based on the feature-based measures try to detect peers of structural features like lines, corners, landmarks, contours etc. in both the fixed and moving images, and to align them. The detection and selecting these structural features can be manually (referred to as handcrafted features), or completely automated like what is seen using deep Convolutional Neural Networks (CNNs).
Whatever the similarity measure is, the Eq. (1) needs to be optimized. The optimization process can be conducted in two ways; conventionally, the aforementioned Eq. is optimized using iterative approaches like hill-climbing and gradient decent; while in machine learning approaches, a transformation model is created based on some previously learned samples, and the parameters are regressed directly in one shot using (2). ) , (
where  is the set of the machine-learning model's parameters (the network's weights) identified based on the train on the learning data. In other words, the L acts as a loss-function for the learning model to be optimized using some conventional training algorithms, like back-propagation, to learn  so that the similarity between the couple of the inputted images can be maximized.
Deep Neural Networks
The theory of deep neural networks backs to the late-70s (Fukushima 1980) , and was first applied to medical image processing by Lo in 1992 (Lo et al. 1992 . Nevertheless, since the proper infrastructure for such a huge computation was not available those days, the first operational implementation dates to 1998 where in (Lecun et al. 1998 ) a Convolutional Neural Network (CNN) was utilized to recognize hand-written numerical characters for post office application. Numerical character recognition was such a simple machine vision task for which the computational power provided by the hardware of that time allows to effectively use deep learning. Unfortunately, the proposed approach lost its way to be applied to other much complex and complicated problems till 2012 where Krizhevsky et al. (2012) was prospered to train a deep CNN on graphic card equipped with a many-core GPU, and won the grand world image processing championship named ImageNet (Krizhevsky et al. 2012 ). Since then, other champions were in the same family of deep learning techniques, each of which with a contributing novelty, till it was announced the recognition power of the deep learning proposed approaches outperform the human expert, and the championship was practically closed (Russakovsky et al. 2015) .
Accordingly, deep neural networks of various kinds penetrated to all areas of machine vision, and turned to be the dominant technique used by a large number of experts active in the field. Some active domains in the field of medical image analysis can be enumerated as organ detection, landmark localization, lesion detection and classification, treatment planning and follow-up (Litjens et al. 2017) . Of course, image registration as one of the most important and challenging dilemma in image-guided intervention was not an exception, and a number of approaches as listed in Table 1 have been introduced so far. Deep neural networks can have different architectures and topologies made each of which suitable for some specific applications. As shown in Fig. 7 , five kinds of deep neural networks have already been applied to medical image registration namely CNN (66 times, 80.5%), Staked Auto-Encoders (SAEs) (8 times, 9.8%), Generative Adversarial Network (GAN) (6 times. 7.3%), Recurrent Neural Network (RNN) (1 time, 1.2%) and Deep Reinforcement Learning (DRL) (1 time, 1.2%).
-13 - An Auto-Encoders (AEs), as illustrated in Fig. 8-(a) , is a very simple network which tries to reconstruct the input pattern as output using a single hidden layer. Of course, the hidden layer should be smaller than the inputted pattern so that it maps to a compacter space of the hidden layer with the most discriminating capability. Denoising AEs (DAEs) is a resemble network trying to reconstruct the inputted patterns with some noise applied. Applying some noise to the input elevates the generalization capability of the model. Deep architecture of AEs called Staked Auto-Encoders (SAEs), as presented in Fig. 8-(b) , has more hidden layers staked on the top of one other. Generally, the computational burden of training such a network is not affordable; hence, to make it practical, usually each layer is trained separately, and a final low-cost integrated training fine tunes whole the network. In the literature of medical image registration, this network has only been used to provide the most significant and discriminating features from the images to feed to an alternative registration method, instead of using handcrafted features. CNNs should be considered as one of the most successful and powerful deep learning techniques in which whole the given image (or some extracted patches) is feeded directly to the network. And, this is versus the traditional neural network based image processing approaches in which some handcrafted features were extracted at first, and provided to the network. As represented in Fig. 9 , a typical CNN has some interleaving kernel and pooling layers to be ended with a typical fully-connected two or three-layer network. Kernels are trained to extract the most significant features via convolving with the input, while pooling layers decrease the curse of dimensionality, and make the results invariant to the different geometrical transformations. The output of each layer so-called a feature-map is inputted to the next layer, and where the number layers is high, a hierarchical feature-set can be achieved, and the network can be regarded as deep CNN. The feature-maps of the last layer is concatenated and vectorized to feed a fully-connected two or three-layer network for the final classification. In a large number of cases, e.g. in deformable image registration, we are witnessed the so-called U-Net (Ronneberger et al. 2015) where the final fully-connected layer can be dropped out, like Fig. 10 , so that a direct end-to-end registration field can be achieved. CNN has also the capability of getting heterogeneous patterns with different representations as input. Each representation is regarded as a channel, and the network having this capability is called multi-channel. To exemplify, let's consider small-sized patches extracted from images and inputted to the network for the classification issue. Should the context be informative, one can consider some larger patches around the selected patch, compact them, and feed them to the network as a separate channel. Of course, these compacted larger-sized patches cannot be processed by the network via the same channel with the original-sized patches. Another example is where we are facing color images so that are able to use three channels of RGB instead of one channel of intensity for each image's point. The network can fuse the channel in early layers, or postpone it to the last layers regarded as multi-steam network. Most of the CNNs applied to medical image registration are of this type where a couple of patches extracted from the given fixed and moving images (almost with different modalities and representations) are feeded separately as two channels, processed separately in two pathways (pipelines) where the information fusion is usually postponed to the late layers ( Fig. 11 ). Proposed by Goodfellow et al. in 2014 (Goodfellow et al. 2014 ), a Generative Adversarial Network (GAN) is composed of two competing subnetworks, the generator and the discriminator, as demonstrated in the Fig. 12 . The generator is trained on ground-truth dataset to synthesize fake samples, while the discriminator should discriminate between fake (synthesized) data and the real one, as a binary output. Based on the survival competition between the generator and the discriminator, just like the game theory, the network can be trained on a small set of data so that the generated samples cannot be discriminated, and the network goes for equilibrium. As the generator is trained adversarially based on the discriminator's feedback, the network takes its name. While the original GAN was applied for the image noise removal, it has gained increasing popularity in recent years, and applied to almost all the problems in medical imaging (Yi et al. 2018) . In the context of image registration, the generator takes the inputted fixed and moving images, and try to produce such transformation parameters so that the transformed moving image called warped image cannot be discriminated from the ground-truth by the discriminator, the situation expected from an expert registration agent. Fig. 13 . While the other networks like CNNs or AEs are suitable for spatial analysis, these feedback loops make the RNNs the most powerful for temporal analysis. Routinely, the previous states are held across the hidden layers, and accordingly, the next state can be estimated using the current state inputted to the network, and the previous stored ones. Where the number of hidden layers goes more to store farer states, the network is considered as deep. Again, just like SAEs, the computational burden of training such heavily connected network is unaffordable in traditional manner; hence, research was constantly followed by the community, and fortunately simplified memory models such as Long Short Term Memory (LSTM) (Hochreiter and Schmidhuber 1997) and Gated Recurrent Units (GRD) (Cho et al. 2014) were introduced and popularly applied in the recent years. Worse mentioning that in the context of image registration, the RNNs are mostly used for optical-flow, and where one of the modalities are associated with temporal dimensionality e.g. TRUS or X-ray fluoroscopy. Last but not least is the Deep Reinforcement Learning (DRL). It is based on the theory of stochastic processes and Markov chain. There is an agent with some internal states, transition probabilities, and a reward/penalty rate. It learns iteratively to interact with the environment. At each iteration, the DRL machine choose an action from its action-list based on the environment's feedback, its current internal states and transition probabilities via a probabilistic decision making process. The selected action is applied to the environment, and based on the desirability of its feedback, the machine gains reward or penalty. In this manner, the DRL machine learns to select the best action in each situation, where the best action is the one with the most probability to get reward from the environment. In the context of image registration, such DRL agents were applied to specifically rigid or affine transformations where the number of states are restricted, and affordable for the agent to be converged. For example, the agent can select the actions of 1 degree clockwise/counterclockwise rotation or 1 mm (millimeter) translation in all the directions. These selected actions are applied to the moving image, and based on the desirability of actions e.g. a similarity metric, the agent gets reward/penalty. It updates its internal transition probabilities based on a learning algorithms such as Q-Learning to maximize its performance. Fig. 14 
Literature Review
Conventional image registration is conducted using iterative optimization algorithms. In each iteration, a better alignment is supposed to be achieved based on a predefined similarity measure. The operations continue till no better registration can be achieved, or some predefined criteria are satisfied. Prolonged running time, and defective nature of the introduced similarity measures specially for multimodal registration, which causes getting trapped in local minima, are of most challenging issues to be tackled for exploiting this paradigm. To resolve the aforementioned problems, deep learning based approaches have gained increasing popularity in recent years. The underlying philosophy behind these approaches are divided into the two following categories:
 Deep neural network acts as an approximator of the similarity between inputted images as a complete and nofaulty similarity metric in order to help other registration methods.  Deep neural network acts as a regressor to directly estimate the transformation parameters in one-shot in order to maximize the runtime speed.
Based on the literature breakthroughs, a taxonomy with five generations can be concluded named Deep Similarity Metrics (DSM), Supervised End-to-End Registration (SE2ER), Deep Reinforcement Learning (or Agent-Based Registration) (DRL), Unsupervised End-to-End Registration (UE2ER), Weakly/Semi-Supervised End-to-End Registration (WSE2ER) (Fig. 15 ). Inspired by e.g. (Nowak and Jurie 2007) and (Huang et al. 2012) , the first generation of works were based on the utilization of different kinds of DNNs to learn visual similarity metrics from a large set of paired annotated ground-truths. We called them deep similarity measures/metrics. As illustrated in Fig. 16 , the learned model after the train is supposed to be able to precisely and meaningfully model the structural differences between the -17 -inputted pairs of images/patches. (Wu et al. 2013) and (Cheng et al. 2016) are the most important representatives for this primary generation. Deep similarity measures are basically provided to the conventional iterative deformable registration algorithms in order to produce final transformation parameters. As a large number of similar approaches have been conducted so far, nowadays, we can definitely argue that this paradigm, in its basic form, can be a potent rival to the conventional multimodal similarity measures e.g. Mutual Information (MI) if and only if the adequate number of clearly annotated ground-truths are available, which is a severe confining factor to develop such approaches. Moreover, it has been revealed that, for unimodal registration, if the similarity measure can be properly selected based on the context and modality, the utilization of deep similarity measures has no strong justification. A list of works belong to this generation are presented in Table 2 . The second generation belongs to the end-to-end supervised registration, where the different kinds of DNNs are trained on ground-truth to construct regression models to produce the transformation parameters in one-shot. For affine and deformable transformation models, CNN and U-Net (i.e. fully CNN) are predominant techniques, respectively and (Sokooti et al. 2017) . The main deformable framework is illustrated in Fig. 17 . First of all, a grid of control points is considered as a Dense Displacement Field (DDR). Each control point can be freely translated in horizontal and vertical directions in order to capture the underlying deformation. The number of control points and the space among them govern the accuracy of model to capture the deformation. In the so-called Thin-Plate Spline (TPS) each movement in a control point is broadcasted to the all ones (global transformation), while so-called B-Spline approaches only considered adjacent control points (local transformation) to tract the computational overhead. Deformations are controlled by the regularizer that penalizes inacceptable transformations. Just like conventional approaches there is a heavy disputation and disagreement on the regularization term to be dictated to the DNN, which turned to be the source of many innovations in the field (Sotiras et al. 2013) . Another source of innovations in this generation is belonged to the introduction of Spatial Transformer Network (STN) by Jaderberag et al. in 2015 (Jaderberag et al. 2015 . It is an explicit module that can be injected in the different kinds of DNNs to make the flow of data across the hidden layers being transformation invariant; when situated next to and collaborated with pooling layers that are implicitly translation and scaling invariance, they can be complementary to introduce a complete set of spatial invariance whose synergic impact can drastically enhance the performance of CNNs applied to many different image processing applications, where the medical image registration cannot be an exception. The STN, as illustrated in Fig. 18 , is composed of three sequential components. First, a localization network, with very flexible structure e.g. a regular MLP, which learns to regress the transformation parameters for the inputted feature-map based on a predefined similarity measure as the loss function. Second, a grid generator whose aim is at applying the estimated transformation parameters by the localization network to the inputted feature-map. Finally, a sampler that works as an interpolator to construct the final outputted warped image. Since the STN is fully differentiable, it can be inserted anywhere in the network, and its location is context-specific, and source of disagreement in the community. STN is not flaw-free; large transformations can cause severe distortion in the output, as it is not tolerable by the sampler, and boundary interpolating is also very hard for the sampler since some of the output should be bring from outside of the input, which is not exist. Recently, Lin and Lucey in 2017 (Lin and Lucey 2017) introduced Inverse Compositional STN (IC-STN), and argued that we can postpone the reconstruction by the sampler, and sending transformation parameters accompanied with the output where the CNN itself decides how to treat with the transformation. Indeed, the issue is in its infancy, and the problem is still open. A list of works belong to this generation are presented in Table 3 . The third generation belongs to the Deep Reinforcement Learning (DRL), where just like Fig. 14, the deep agent (or multiple agents) learns to produce the final transformation step-by-step so that the positive feedback from the environment (here from the similarity measure) can be maximized. Instead of the first deep similarity measure paradigm, the similarity measures are routinely provided in a conventional way e.g. Normalized MI (NMI) or Local Cross Correlation (LCC). The most confining factor to extinct the generation of this paradigm is the inability of the agents to interact with the huge state space introduced by deformable registration field. Without the ability to capture deformation essential for prosperous registration of elastic organs as well as relatively prolonged registration time, the paradigm is doomed to construction. A list of works belong to this generation are presented in Table 4 . As the previous generations were based on the ground-truth to construct the model, and generally the annotated datasets in medicine, and specifically for image registration, are small-sized, not suitable for the exhaustive deep learning, the fourth generation belongs to the unsupervised end-to-end registration, where different kinds of DNNs are trained without any ground-truth to construct regression models to produce the transformation parameters in one-shot. Instead of using enormous grand-truth set, they use data augmentation techniques on a few number of inputted samples as seeds where a traditional similarity measure (or a combination of them) is used as loss function to guide the learning process, as illustrated in Fig. 19 . Most of the approaches in this generation have been successful on unimodal registration, while multimodal registration is far more complicated as multimodal similarity measures are still inefficient, and a network trained on them inherits this inefficiency, accordingly. Wu et al. (2016) can be a good representative where a SAEs is trained to extract the features, and a CNN makes the final transformation estimation. Utilization of SAEs instead of conventional multimodal similarity measures like MI is an evidence to our aforementioned argument. While synthesizing fake samples by data augmentation techniques, the rule of regularization term is critical to control the applied deformations in order to be realistic. Yet, practitioners and experts are dubious on this regard, and we expect a winding way ahead with a significant research focus in the near future. A list of works belong to this generation are presented in Table 5 . Finally, since both supervised and unsupervised end-to-end image registration have their own drawbacks, the fifth generation belongs to the weakly/semi-supervised approaches. There are two different key paradigms in this category. Some approaches are based on the fully annotated grand-truth data with as many landmarks as possible. Routinely, these landmarks are contours, legions, corners, lines, turning points and so on each of which gets a distinct class label. The network trained on these fully labeled data; however, to be a few. Besides its main duty i.e. image registration, it learns to detect landmarks in any pair of inputted images. Detecting such kinds of landmarks are key to construct efficient models, and to enhance the accuracy of system. In addition, Target Registration Error (TRE) that is the most precious structural similarity measure can be used as the loss function to train the network, which is non-trivial. can be considered as the most complete representative for this paradigm where the framework is illustrated in Fig. 20 . Another paradigm is based on the utilization of Generative Adversarial Network (GAN) (Goodfellow et al. 2014) (Fig.  12) where the generator takes the inputted fixed and moving images, and try to produce such transformation parameters so that the transformed moving image cannot be discriminated from the ground-truth by the discriminator, the situation expected from an expert registration agent. Based on the survival competition between the generator and the discriminator, just like the game theory, the network can be trained on a small set of data so that the generated samples cannot be discriminated, and the network goes for equilibrium. A list of works belong to this generation are presented in Table 6 .
-22 - In the following, some breakthroughs, generations' turning points and representatives are reviewed in more detail, and their network structures, advantages, disadvantages, novel ideas and key contributions are presented. (Wu et al. 2013 ) should be properly considered as the first try to apply deep neural networks to medical image registration. The authors used a combination of CNN and Independent Subset Analysis (ISA) to extract proper features from inputted images. As illustrated in Fig. 21 , the underlying architecture was a 2-layer network which takes input via both the layers. Also, a hierarchical training mechanism was used where small-sized patches in the size of 13×13×13 voxels were feeded to the first layer, and the first layer was trained accordingly. Afterwards, bigger-sized patches in the size of 21×21×21 voxels using sliding window with overlap were feeded to the second layer to train the second layer. The output of the network for each inputted patch was a 150-feature vector that was provided for two conventional registration algorithms namely HAMMER (Vercauteren, et al. 2009 ) and Diffeomorphic Demons (Shen 2007) , and the final registration was achieved. The experimental study was conducted on two different datasets of IXI and ANDI containing MR images of human brain considering Dice coefficient as the comparison metric. Results from both the registration algorithms on both the aforementioned datasets showed tangible improvement considering significance test with 95% confidence interval.
-23 - Cheng et al. (2016) trained a 5-layer SDAEs to approximate the amount of similarity between the couple of inputted CT and MR images of brain. Actually, the conventional similarity measure was substituted by the proposed network. The underlying reason was that multimodal similarity measures like Normalized Mutual Information (NMI) and Local Cross-Correlation (LCC) are far from the completeness, and have a lot of local minima in some applications. The input of the network, as illustrated in Fig. 22 , is a couple of corresponding patches from inputted fixed and moving images, and the binary output indicates the correspondence/non-correspondence between these patches. In addition, the output before the Sigmoid activation function was extracted and used to compute the similarity measure. To train the binary network, the inputted CT and MR images were aligned rigidly by the authors. Then, the couple of inputted images were normalized to the zero mean and unit variance. To confine training data, patches were extracted from the central parts and around the scull considering the fact that edges and corners have the most informative and discriminative data. 2000 corresponding patches and 2000 non-corresponding ones in the size of 17×17 voxels were extracted to train the system. The proposed network was evaluated versus LCC and NMI on 300 patches as test data using cumulative sum of prediction error as the performance metric, and it showed significantly better performance. Simonovsky et al. (2016) also proposed a deep learning model to use as a multimodal similarity measure, but despite the (Cheng et al. 2016 ), a CNN was exploited. Again, the reason was the same i.e. deficiency of the conventional multimodal similarity measures for all the modalities and all the organs of interest. At first, a rigid alignment was applied to the inputted images manually. Then, a large number of corresponding and non-corresponding patches in the size of 17×17×17 voxels were extracted from inputted images, and the network was trained accordingly. The network was a 5layer 2-channel CNN with about two million weights. It was detected using stride in the pooling layers as well as Hinge loss-function (instead of cross-entropy) can contribute to the training convergence and the overall performance. Since the system was feeded by the couple of patches from fixed and moving images as an integration, it could not exploit the fact that the patch from fixed image does not need any manipulation. This fact was exploited in the next works by other authors -24 -using late fusion in the network. Using late fusion, the processed data over the channels/pipeline do not fused until the late layers of network i.e. we postpone sharing the channels' weights until the last layers. ALBERTs dataset was used for the evaluation study containing aligned and labeled T1 and T2-weighted MR images from the brain of 20 infants where there were 50 segmented anatomical regions labeled in each image. To worsen the situation, the system was trained based on the IXI dataset that contains 600 aligned T1 and T2-weighted MR images of adults' brain. The images of infants and adults have some differences in anatomy helping us better estimating the generalization potentiality of the proposed system. The proposed approach was compared versus Mutual Information (MI), and the results showed its superiority with 99% confidence interval. In addition, the running time used to response the network was about 2 times slower than MI which still indicates acceptable time for clinical use.
In all the aforementioned works, deep learning models were used to work as a similarity measure besides a conventional iterative approach exploiting this measure. For the first time, in a seminal work, Miao et al. (2016) used a CNN to directly regress the restricted Affine transformation parameters to register 2D X-ray images on 3D CT ones; however, their approach was based on the particles implanted in the patients' bodies, as illustrated in Fig. 5 . At first, they considered an attention map from the 3D CT image, and extracted a Digitally Reconstructed Radiograph (DDR) from it. The duty of the proposed approach was to register the extracted DDR on the operational X-ray images. To enhance the system, they used the following three strategies: First of all, a novel similarity measure named Local Image Residual (LIR) was used, which could effectively keep its correlation with the difference caused by changes in transformation parameters. In other words, it was a better estimation of different alignments of the inputted images. Secondly, to decrease the complexity of registration, the images were segmented and decomposed to a predefined number of regions where each region had its own CNN; however, this strategy significantly increases the computational burden. Thirdly, parameters regression was made hierarchically to increase the precision. That is, the 6 transformation parameters were divided to 3 different sets of easy, moderate and hard, and would be calculated from easy to hard. As illustrated in Fig.  23 , at first, the proposed approach extracted N patches around the implanted particle. There was a CNN for each patch, composed of 2 convolutional layers, 2 pooling layers, and a fully-connected layer with a 100-bit output. The outputs of all the CNNs were gathered, concatenated and feeded to a final 2-layer fully-connected network that results in the final 6 transformation parameters, 2 for translation, 1 for scaling, and 3 for rotation around the coordination axes. Three datasets named Total Knee Arthroplasty (TKA), Visual Implant Planning System (VIPS), and X-ray Echo Fusion (XEF) were used for comparison study. Also, a novel evaluation metric named mTREproj denoting mean target registration error for image projection from 8 corners of implanted particle was considered for evaluating the approaches. The proposed approach was compared versus different variants of the conventional Powell method, and it showed sensible superiority over all the three datasets. The running time was about 100ms on a typical system showing high potentially for real-time clinical use. While the previous work considered only Affine transformation, in another seminal work, Sokooti et al. (2017) were successful to train a CNN to regress a Displacement Vector Field (DVF) capable of deformablely registering the inputted images in one shot. An overview on the mechanism of DVF is illustrated in Fig. 24 . They extracted a large number of corresponding patches (about 2100 patches each image) based on the semi-automatically detected landmarks from the couple of inputted images, and feeded them to the network (Fig. 25) . The patches were in the size of 29×29×29 voxels, while some other cases were extracted in the size of 54×54×54 voxels to keep the receptive field. These bigger patches were compressed to the half (to decrease the computational intensity), and then were feeded to the network via a different -25 -pipeline. For the first time, late fusion was used so that the different-sized patches used different pipelines in the network until the last layers, which could have a good contribution to the applicability and performance. The first and second pipelines (for 29×29×29 and 54×54×54 voxels patches, respectively) were composed of 3 sequential convolutional layers with 3×3×3 kernels followed by 2×2×2 pooling layers. Afterwards, the first and seconds pipelines would be subjected to 6 and 2 1×1×1 convolutional layers, respectively, to become the same-sized. Concatenation was done at this point, and after 4 other convolutional layers, there was a 2-layer fully-connected network to produce the final 3 translational parameters for each patches. The SPREAD dataset containing 19 couples of 3D CT images from chest was used to evaluate the proposed approach where 10, 2, and 7 of them were used for training, validation and testing, respectively. The Mean Absolute Error (MAE) metric was used for system training while Target Registration Error (TRE) was the evaluator of the approaches in the comparison study. The proposed approach was evaluated versus Affine, regular B-Spline, and 3-resolution B-Spline, and it outperformed the Affine and regular B-Spline methods, and was competitive with the 3-resulation B-Spline, one of the strongest methods in the literature. trained a CNN for deformablely registering pre-interventional multi-parametric MR images to operational Transrectal Ultrasound (TRUS) of the prostate gland in order to decrease the risk of image-guided intervention. Since the captured TRUS images are in low-quality with a high level of noise, fusing them with the highquality 3D MR images can cause synergic effect to desirably guide and support the intervention process. The problem was that MRI and TRUS do not have representational abonnement except in the limited cases, which challenges the registration process. Accordingly, utilization of conventional approaches was not possible, and it justified the exploitation of machine learning approaches. Since there was not any comprehensive labeled dataset in this regard, and utilization of intensity-based similarity measures causing mechanical registrations has ambiguity aspects for the physicians and experts, a dataset that was partially manually labeled by the experts was used to train the network. Finally, corresponding labeled structures were exploited by the network to produce an exact voxel-vise registration. The promising point is that the system implicitly learned to detect the structures-in-interest after training; hence, the need to manual operation in the utilization phase is obviated. The similarity measure used by the proposed approach was multiscale and based on the registration distance of the corresponding labeled landmarks and structures in the inputted images. As illustrated in Fig.  26 , the proposed 3D CNN was composed of 4 downsampling blocks followed by 4 upsampling ones just like typical U-Nets, but with far more connections to keep the impact of back-propagation over a large number of layers. The network output was a Dense Displacement Field (DDF) for registering and fusing whole the MR image on the continues TRUS ones. The SmartTarget dataset containing 108 couple of T2-weighted MRI and TRUS was used in which every patient has three kinds of images based on his/her treatment plan. Researcher fellowships and students consumed 200 hours in total to detect and label 834 couple of anatomical landmarks. 12-fold cross-validation as well as Dice and TRE measures were used to test the system, where the results, supported by statistical Wilcoxon rank-sum test with 95% confidence, certified the significant superiority of the proposed approach. While the previous work is highly appreciated and valuable since the authors entered the time as the 4 th dimension of TRUS in order to made the problem of registration far more complicated, the work of de Vos et al. (2019) should be considered as the most comprehensive deep learning framework based on the CNN to directly regress the deformable transformation parameters in one shot. In addition to regress the transformation parameters, their network was able to learn a predefined similarity measure so that the necessity to utilization of synthesized and labeled dataset is obviated, which is a big progress in applying DNNs to the field of medical image analysis where we are facing small-sized annotated datasets as regular. As illustrated in Fig. 27 , the proposed method was a multi-resolution multi-stage 2-channel CNNbased approach. In the first stage, a 2-channel CNN with 5 layers of 3×3×3 kernels followed by 2×2×2 average pooling layers took the inputted images. The weights were shared between layers to decrease the number of the networks' weights. At the end, a concatenating layer followed by a 2-layer fully-connected networks produced the 12 parameters of Affine transformation. In the second stage, another CNN was used to made the final deformable registration based on the B--27 -Spline. At first, a number of patches based on the specified landmarks were extracted and feeded to the network. The segmentation was based on the (Long et al. 2015) providing image analysis with arbitrary size. The network was composed of interleaving 3×3×3 convolutional layers followed by 2×2×2 pooling ones. The number of layers was variable based on the number of control points in the deformable mesh (i.e. based on the space among control points). After the final pooling layer, there were 2 layers of convolution to increase the receptive field, which is novel contribution to set the CNN architecture. Finally, a 2-layer fully-connected network regressed the B-Spline control point locations that was used as a reference to produce the correspondence DVF. Two different datasets were used to evaluate the proposed approach. The first one was Sunnybrook Cardiac Data (SCD) containing 900 MR images of 45 patients with 4 different states of heart attack. For each patient, 20 images covered a full cycle of heartbeat. The second dataset was composed of 2060 CT images randomly selected from the National Lung Screening Trial (NLST) with different size and quality. The proposed approach was evaluated versus the well-known Elastix (Marstal et al. 2016) using Dice coefficient, Hausdorff distance and Average Surface Distance (ASD) as the comparison metrics, where the proposed approach outperformed the Elastix in many cases while 350 time faster. A full deformable registration on the 4-core Xeon E5-1620 processors and NVIDIA Titan-X GPU was reported to take about 39 millisecond (ms), which is highly appreciated for real-time clinical use. 
1. The Comparative Analysis, Advantages, Disadvantages, Main Contributions and Novelties
As stated in Section 6, we have faced five different generations or categories for medical image registration using deep neural networks based one the achievements and breakthroughs faced by the community. These categories can be enumerated as Deep Similarity Metrics (DSM), Supervised End-to-End Registration (SE2ER), Deep Reinforcement Learning (or Agent-Based Registration) (DRL), Unsupervised End-to-End Registration (UE2ER), Weakly/Semi-Supervised End-to-End Registration (WSE2ER), each of which with different paradigm to encounter the registration problem. The number of works in each category and a timeline from start to the end are depicted in the Fig. 28 and Fig.  29 , respectively.
-28 - At first, the topic started with Deep Similarity Metric (DSM) approaches in 2013 where different kinds of DNNs trained to learn visual similarity metrics from a large set of paired annotated ground-truths. The learned model after the train was able to precisely and meaningfully model the structural difference between the inputted pair of images/patches specially for deformable transformation with different modalities, where conventional similarity metrics (supposedly with the exception of MI) had a lot of difficulties. Two main drawbacks to this paradigm are that  It is dependent on a large set of paired annotated ground-truths to train the network, which rarely is the case for medical applications.  It is still dependent to conventional iterative optimization-based approaches that are very slow and impractical for clinical use.
Supervised End-to-End Registration (SE2ER), started in 2016, was a significant milestone that the community faced since it obviates the computational burden and time inconveniency of conventional iterative registration approaches, and by conducting the registration process in one-shot, practically makes the real-time clinical use possible. It started in 2016 by Miao et al (2016) for rigid registration, extended in 2017 by Sokooti et al. (2017) for deformable registration, and is the mainstream category that is remained active so far. Again, the main problem to this paradigm is that  It is dependent on a large set of paired annotated ground-truths to train the network, which is a severe hindrance to develop any approach in this category.
Actually, a large number of authors abandoned this category, and went to try their chance on other different paradigms where the data annotation is out of the case. Deep Reinforcement Learning (DRL) (or Agent-Based Registration) is one of such paradigms, where a deep agent (or multiple agents) learns to produce the final transformation step-bystep so that the positive feedback from the environment (here from a similarity measure) can be maximized. Instead of the first deep similarity measure approaches, the similarity measures are routinely provided in a conventional way like NMI or LCC. The most confining factor to develop the generation of this paradigm is Unsupervised End-to-End Registration (UE2ER)
Weakly-Semi-Supervised End-to-End Registration (WSE2ER) -29 - The inability of the agents to interact with the huge state-space introduced by deformable registration field where, as it can be seen in Table 4 , all the approaches were proposed for rigid registration.
While they were still dependent to ground-truth to train the agents. To circumvent this problem, Unsupervised Endto-End Registration (UE2ER) paradigm was introduced, where different kinds of DNNs are trained without any groundtruth to construct regression models to produce the transformation parameters in one-shot. Instead of using enormous grand-truth set, they use data augmentation techniques on a few number of inputted samples as seeds where a traditional similarity measure (or a combination of them) is used as loss function to guide the learning process. Most of the approaches in this generation have been successful on unimodal registration, while multimodal registration is far more complicated, and can be regarded as the main challenge of this category, because  Multimodal similarity measures that are used as loss function to conduct the network's learning are still inefficient, and a network trained on them, accordingly, inherits this inefficiency.
On this basis, this category needs to be looking forward to the introduction of much efficient and powerful novel similarity measures in the near future. Where both supervised and unsupervised manner have their own drawbacks, Weakly/Semi-Supervised End-to-End Registration (WSE2ER) found its way from 2017. It obviates the shortcomings associated to the two aforementioned paradigms while inherits the strengths of both. Some approaches are label-driven, i.e. based on a few fully-annotated ground-truth samples, they can implicitly learn to detect many paired landmarks in the inputted image, and conduct the registration process, accordingly. Some other approaches are dual-supervised based on the similarity measures (just like unsupervised approaches) and a few ground-truth samples to fine-tune the network. In addition, it has been demonstrated that having a few ground-truth samples, transfer learning from other body organs or modalities, is fully practical for medical image registration (Cao et al. 2017) and (Ferrante et al. 2018) . Finally, another approaches use GANs as underlying technique, where the competitive interaction between the generator and discriminator needs a few ground-truth samples to construct and mature the model. Actually, weakly/semi supervision can be considered as the best practical paradigm so far, where we expect the significant research focus in the near future. The progress of this paradigm is heavily dependent of the theoretical progress and breakthroughs in the broader fields of machine vision, image processing, machine learning and pattern recognition, from which most of the progresses in the field of medical image registration have been inspired. Table 7 is a big picture on these five different categories as the taxonomy conducted on the literature. Table 2 The constructed model after the train on ground-truth, whenever sufficient, were able to outperform the traditional similarity metrics specially for multimodal registration.
1. The approaches are dependent on a large set of paired annotated ground-truths to train the network, which rarely is the case for medical applications. 2. The paradigm is still dependent to conventional iterative optimization-based approaches, which were very slow and impractical for clinical use.
Supervised End-to-End Registration (SE2ER) Fig. 17 Table 3 It obviates the computational burden of conventional iterative registration approaches, and by conducting the registration process in one-shot, practically makes the real-time clinical use possible.
The paradigm is still dependent on a large set of paired annotated ground-truths to train the network, which is a severe hindrance to develop the approaches in this category.
Deep Reinforcement Learning (Agent-Based
Registration) (DRL) Fig. 19 . Table 4 Instead of DSM approaches, which are dependent to conventional iterative optimization-based approaches to construct the final transformation, this step-by-step registration was still very faster for clinical use.
The inability of the agents to interact with the huge state space introduced by deformable registration field where, as it can be seen in Table 4 , all the approaches were proposed for rigid registration.
Unsupervised End-to-End Registration (UE2ER) Table 5 Instead of using enormous grand-truth set, they use data augmentation techniques on a few number of inputted samples as seeds where a traditional similarity measure (or a combination of them) is used as loss function to guide the learning process.
Fig. 20
Multimodal similarity measures that are used as loss function to conduct the network learning are still inefficient, and a network trained on them, accordingly, inherits this inefficiency.
Weakly-Semi-Supervised End-to-End Registration (WSE2ER) Table 6 It obviates the shortcomings associated to the SE2ER and UE2ER paradigms while inherits the strengths of both. The approaches are label-driven, dual-supervised, or based on adverbial learning (GAN).
Fig. 21
The best practical paradigm so far, where we expect the significant research focus in near future.
-30 -On the other hand, from technical point of view, we can have a different analysis on the introduced deep learning approaches for medical image registration. As stated, some authors use deep learning techniques to elicit the most influential and discriminative features to be feeded to the conventional optimization-based medical registration approaches in order to maximize the performance, while the others use deep neural networks as the regressor to directly estimate the transformation parameters in one-shot in order to maximize the runtime speed. Since the techniques are about same in nature, it can be stated that all the aforementioned works on medical image registration exploit the advantages of utilization of deep learning; the main contributing advantages are as follows:
 Deep learning obviates the burden of choosing, reducing, selecting, and normalizing handcrafted features that are the most important factor to achieve high performance in registration.  Deep Learning techniques do not stalk in premature convergence or stagnation which are two prevalent confining dilemmas in the conventional optimization-based approaches specially where dealing with images from different modalities (multimodal image registration).  Deep learning response time is effectively low (below a second in most the cases) instead of conventional iterative manner where runtimes in the tens of minutes are norm for common deformable image registration techniques. This is an actually decisive factor where practical use in clinical operations is real-time and such a prolonged wasting time is not appreciated.
On the other hand, based on the no-free-lunch theorem (Wolpert and Macready 1997) , we are losing some parameters while getting some others, and deep learning cannot be an exception. Accordingly, utilization of deep neural networks imposes some disadvantages frequently reported by the authors as follows:
 Deep learning needs large-scale training data to elevate its performance and avoid over-fitting phenomena, while medical image datasets are inherently small-sized. Currently, endeavors from the both perspectives of expanding datasets, and devising novel ideas to circumvent the problem are in agenda; nevertheless, the problem is still reported as irritating by most the authors (Litjens et al. 2017) .  Computational burden of training deep neural networks is really high, and cannot be affordable but with the multiple contemporary GPUs (like a NVIDIA TitanX); actually, the authors need to restrict their set of experiments which is an influential obstacle to investigate novel ideas. Currently, commercial cloud computing environments have a good potential to contribute the issue; however, it is not available or affordable by the all, and the problem is still open (Agrawal et al. 2015) .
Indeed, another informative knowledge for the readers is the main contribution and novelty proposed by each aforementioned seminal work; Table 8 is a collection of this information in an overview, which can be used as reference to compare the contribution of each work. Utilization of SAEs to extract features and to work as a similarity metric for multimodal image registration, where the proposed approach outperformed conventional similarity metrics like NMI (Normalized Mutual Information) and LCC (Local Cross-Correlation). The patches were selected arbitrary from the center and corners of skull in the size of 17×17 voxels.
Simonovsky et al. (2016) CNN
Utilization of CNN to extract features and to work as a similarity metric for multimodal image registration, where the proposed approach compared with MI (Mutual Information) and outperformed it with 99% confidence. The patches were selected arbitrary from the center and corners of skull in the size of 17×17×17 voxels. It was detected using stride in the pooling layers as well as Hinge loss-function instead of cross-entropy can contribute to the training convergence and the overall performance.
Miao et al. (2016) CNN
For the first time, a CNN was used to directly regress the restricted Affine transformation parameters to register 2D X-ray images on 3D CT ones based on the particles implanted in the patients' bodies. The patches were selected arbitrary from the center and corners of implant in the size of 52×52 voxels. The runtime was reported as 100ms which is appreciable for clinical use.
Sokooti et al. This work should indeed be considered as the most comprehensive deep learning framework based on the CNN to directly regress the deformable transformation parameters in one shot. In addition to regress the transformation parameters, their multistage multiresolution approach was able to learn a predefined similarity measure so that the necessity to utilization of synthesized and labeled dataset is obviated, which is a big progress in applying DNNs to the field of medical image analysis where we are facing small-sized annotated datasets as regular. Fig. 30 presents the distribution of publications over the years from 2013 when the first related paper was published in the conference of Medical Image Computing and Computer-Assisted Intervention (MICCAI-2013) up to June 2019 (the submission time of the 2 nd revise of this review). There are a 1-year gap in 2014 with no publication, and a pick of publications in 2018. Although this topic is in its infancy, and any conclusion may be premature at this time, based on a simple regression on the number of works published in each year, we expect this topic to ultimately finds its way, and we continue witnessing more publications and works in this challenging area. The number of publications based on the publication type is presented in Fig. 31 . More than 60% of publications are from conference proceedings where journal articles and book chapters are in the next ranks. Accordingly, Table 9 lists top journals, conferences, and books in the field based on the number of related publications. As the first paper of the literature was published in, the conference of Medical Image Computing and Computer-Assisted Intervention (MICCAI) has been a valuable forum for the related researchers and their contributions. IEEE International Symposium on Biomedical Imaging, IEEE Transactions on Medical Imaging, International Workshop on Deep Learning in Medical Image Analysis, and Medical Imaging: Image Processing are in the second and third ranks. Accordingly, Fig. 32 shows top publication titles based the number of the published works where Springer Nature, IEEE, Elsevier BV, and SPIE are considered as top publications published over 85% of the works in this area. Table 10 shows a list of top 100 authors active in the field based on the number of their publications as well as total number of citations to their works. Totally 264 authors were detected in the field where other 164 authors accommodated in the Appendix 2 because of the space inconvenience. The number of citations have been gathered from "Scholar Google." Rui Liao and Shun Miao from Medical Imaging Technologies, Siemens Healthcare, USA can be considered as the top authors both from the number of publications and the total number of citations perspectives. Also, Dinggang Shen at the Department of Radiology, University of North Carolina at Chapel Hill is working in the next rank. 
Literature Review Analysis
where A and B are in the intensity histogram of the inputted images. Its value is in range of [0, 1] where 0 indicates no overlap, while the value of 1 indicates perfect one. The most interesting point about DSC is its non-parametric nature and no need to any manual operation. On the other hand, there is Target Registration Error (TRE) for which to be computed, a number of corresponding landmarks should be specified in both the inputted images. The sum of distances between these points at the end of the registration is considered as TRE using (4) regularly uttered in mm. TRE is also of the most accredited performance metrics whose only drawback is its need to manual operations; however, the corresponding landmarks can be specified automatically to remove the burden.
where A and B are the inputted images, and are the i-the corresponding landmarks in A and B, and n is the total number of landmarks in both images.
-35 - Top datasets used for the implementation and evaluation studies are illustrated in Fig. 35 . The most frequently used datasets are the set of {Private, ANDI, LONI, IXI, OASIS, and DIRLAB}, each of which has been utilized in more than 5 papers. Private stands for the private datasets that were not publicly available at the time the paper had been published. Also, in the second rank is the set of { Sunnybrook, ACDC, MCIC, MGH10, XEF, Harvard GSP, HABS, PPMI, CUMC12, IBSR18, BrainWeb, SmartTarget, ADHD200,ABIDE, TKA, and VIPS}. The top organs of interest based on the number of publications are presented in the Fig. 36 where the brain is by far the most interesting organ to which 77 papers are belonged. It is the most likely because the brain is enclosed by the skull that is solid and makes the process of alignment faster and simpler. In addition, the structures of interest are mostly visible for brain in different modalities, which also makes the validation process more accurate. Fig. 37 shows the pie diagram of top modalities used in the literature. MR imaging was used for about 50%, CT and X-ray which are in the next ranks constitute about other 27%, and there are CFI and OCT for the retina imaging accumulately about 10%. Based on the Fig. 38 , multimodal registration is the case for 29 publications (36%) and the remaining 51 works (64%) were on unimodal registration. Worse mentioning that registration of consubstantial modalities like CT and X-ray is considered as unimodal while the utilization of same modalities with different parameters like T1 and T2-weighted MRI is considered as multimodal. Finally, Fig. 39 shows the pie diagram of transformation models used in the literature. Accordingly, in 78% of cases (62 times), authors tried for deformable registration, while only 22% (18 cases) belongs to the rigid registration; where we see that mostly the organ-of-interest is the brain that has relatively a rigid form, it can better reveal us the importance of deformable registration for almost all the organs. 
Discussion on Confiding Challenges, Open Problems and Promising Directions
The study on the publications in the field of applying deep learning approaches on medical imaging reveals us some frequent challenges. On the other hand, the set of novel solutions proposed by the related authors, experts and researchers in their publications can be a rich reference and guideline to the prospective problems in the area of medical image registrations using deep neural networks. Some of these challenges and solutions are enumerated as follows:
 Challenge: Medical datasets are often small-sized.
Solution: Utilization of augmentation techniques to artificially increase the number of samples. Utilization of transfer learning to train the network from other datasets and then fine-tune it with the dataset in consideration. Utilization of weakly-supervised learning to train the network from semi-annotated data. Finally, utilization of dropout which is a technique to stochastically drop some inputs out of each layer to decrease the overfitting effect.
 Challenge: Medical datasets' annotated labels are noisy to a large extent since the physicians and experts do not have a consent in a lots of cases. Solution: Modeling the noise distribution and feeding it to the network, or use e.g. fuzzy logic to tackle the issue. -38 - Challenge: In contrast to Decision Support Systems (DSSs), deep learning approaches do not present the rulechain for their inferences where it is may be unacceptable for the physicians even though the system has had a high precision and accuracy. Solution: Some promising studies have already been conducted to represent the way of network's inference based on the visualization of network's internal (hidden) layers, but the overcomes are limited, and the problem is still open.
 Challenge: Background knowledge and context can be highly informative as the physicians ask the patients a number of related questions, and see their different records and experiments' results. Solution: Likewise, patients' clinical records, their genomics, biopsies and other experiments' results can also be gathered and feeded to the network via different channels to enhance the performance; while to investigate the impact, there are too few integrated datasets which worsens the situation.
 Challenge: Medical imaging is inherently 3D, but is processed 2D or 2.5D by most of the current deep neural networks. The reason is that 3D processing with 3D DNNs is computationally unaffordable in many cases. Solution: Nothing to do! We should seat and see whether the progress in the infrastructure will finally enable us to attract the computational intensity requisite to do that.
The review on the literature of medical image registration based on the deep neural networks reveals that the proposed approaches try to technically enhance the two following parameters:
Registration Runtime:
The architectures of the proposed approaches are so that to decrease the registration runtime while keeping the performance; in other words, the authors did not want to over-engineer a network by increasing the number of layers, connections and parameters to drastically improve the performance. In (de Vos et al. 2019) , it has been asserted that the proposed approach is able register a typical couple of inputted images in less than 50 ms, which is highly suitable and appreciated for real-time clinical use.
Network Receptive Field:
The extracted patches from the couple of inputted images are typically selected using a small sliding window with some overlap. The patches are usually small in range of 13×13×13 up to 30×30×30 voxels for reducing the computational intensity to be tractable, and this confides the network receptive field while the background context may be fully informative. To issue the problem, in some studies, some bigger patches are extracted apart from the regular patches; these patches are compressed and shrunken (to reduce the computational burden), and feeded to the network via a different channel.
Conclusions and Future Trends
In this paper, a taxonomy was developed on deep learning based approaches for medical image registration with five categories named Deep Similarity Metrics (DSM), Supervised End-to-End Registration (SE2ER), Deep Reinforcement Learning (or Agent-Based Registration) (DRL), Unsupervised End-to-End Registration (UE2ER), Weakly/Semi-Supervised End-to-End Registration (WSE2ER). The approaches in each categories shares some identical specifications, underlying philosophies, paradigms, advantages and disadvantages. Generally, deep reinforcement learning proved not be optimistic as the huge state-space associated to deformable registration is out-of-tolerate for the learning agents avoid them to be properly converged. Among others, unsupervised and weakly-supervised approaches have less dependency to the ground-truth that is very costy-to-obtain for medical imaging applications; hence, beside the hindrance and confining challenges they are faced, we expect increasing attention and research focus on them. Unless, we can be encountered the publication of huge publicly-available annotated datasets for different organs-of-interest with different modalities. Transfer learning is another choice for supervised approaches, which was successfully applied for some organs and modalities, but its generalization needs much more evidences. Among weakly-supervised end-to-end registration, adverbial learning e.g. utilization of GANs has the major contribution; also, dual-supervision that is based on the learning from a similarity measure like MI (just like unsupervised approaches) and a few ground-truth samples to fine-tune the network is very promising, and needs a further consideration; however, as we go farer from the real-world ground-truth, the results get questionable for clinicians who want to know about how realistic, feasible and practical are them. We are seeing a gap here, and hope for further research on the registration validation to obviate this doubt. The following statements can also be concluded from this review:
 Multistage policy, where we define a rigid registration before goes for deformable one, has a positive impact as reported by many authors.
-39 - Multiresolution policy, where we gradually conduct the registration process from low-resolution to the highest one, also has reported as a strong paradigm to increase the registration precision.  As reported in the literature, having a few ground-truth samples, transfer learning from other body organs or modalities, is fully practical for medical image registration.  Incorporating the theory of geometry to the approaches is a novel idea, and need future consideration.  Spatial Transformer Network (STN) is one the key contributors, when coupled to a e.g. CNN, it can have a significant improvement on the performance.  Over-engineering, i.e. increasing the number of layers, connections and parameters to drastically improve the performance, is of the case here since the application is real-time.  Since the background context can be fully informative, increasing the network's receptive field is a positive contributing factor followed by many authors.
We believe that most of the future trends and contributions cannot be intrinsic in the field of medical image registration, but they will come from other medical imaging problems, or even a bit farer i.e. computer vision and machine learning fields. From the application prospective, deep learning techniques applied to the medical image registration are restricted to the CNNs, SAEs, GANs, DRL, and deep RNN while other models have a high potential for contribution. To exemplify, Gated Recurrent Units (GRD), which is a recurrent deep learning model, has a high potential to be applied where the time is the case as the 4th dimension e.g. in continues US images or discrete fluoroscopy.
On the other hand, from the technique point of view, the fields of machine learning and computer vision are in a continuous progress where promising techniques are introducing constantly. For example, Spiking Neural Networks (SNNs), as the 3rd generation of neural networks, aim at bridging the gap between neuroscience and machine learning via utilization of biologically-realistic models of neurons for computation. A SNN is basically different from the conventional neural networks knowing by the community of machine learning. SNNs operate using spikes, which are discrete events occurring at time instances, rather than to be continuous values. Taking place of a spike is determined by differential equations that represent various biological processes where the most important is the membrane potential. In general, once a neuron reaches a certain potential, it spikes, and the potential of that neuron is reset. The most common model for this is the Leaky Integrate-and-Fire (LIF) model. Moreover, SNNs are often sparsely connected and take advantage of sparse network topologies.
