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 Pada sebuah perguruan tinggi dalam menentukan program studi bagi calon 
mahasiswa adalah hal yang sering dilakukan untuk memfokuskan calon mahasiswa 
agar sesuai dengan kompetensi yang dimiliki. Hal ini merupakan harapan yang 
sangat penting, karena calon mahasiswa dapat mengembangkan kompetensi diri 
sesuai dengan kemampuan akademis yang dimiliki. Pada metode penelitian ini 
menggunakan beberapa tahapan, antara lain dengan data cleaning, data collection, 
menentukan kriteria, menentukan probabilitas, dan pengujian akhir. Metode Naïve 
Bayes dengan studi kasus pada Madrasah Aliyah Swasta PAB 6 Helvetia dan 
pengujian data 100 data siswa dengan tingkat akurasi 90% merupakan penelitian 
sebelumnya.  Tujuan dari penelitian tersebut adalah untuk membuat klasifikasi 
jurusan berdasarkan kriteria sedangakan pada penelitian ini mempunyai tujuan 
membuat klasifikasi program studi untuk calon mahasiswa baru. Pada penelitian 
ini digunakan metode sama tapi jumlah data record berbeda, data pengujian 
sejumlah 1671 record data mahasiswa, data tersebut diperoleh dari jumlah data 
record sebanyak 2256. Dari jumlah data record sebanyak 2256, setelah dilakukan 
data cleaning dan data collection maka diperoleh data pengujian sebanyak 1671. Di 
dalam data pengujian terdapat beberapa nilai probabilitas yang berisi berbagai 
kriteria dan atribut yang digunakan untuk menentukan klasifikasi program studi 
bagi calon mahasiswa baru. Dari hasil pengujian dengan metode yang sama dengan 
berbeda jumlah record datanya, maka tingkat keakurasian dari 90% menjadi 96% 
dengan hasil nilai akurasi 96,68%. Dari nilai akurasi tersebut menunjukan bahwa 
hasil klasifikasi yang diperoleh menunjukan pada program studi DIII Farmasi. 
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 In a university, determining a study program for prospective students is something 
that is often done to focus on prospective students so that they are in accordance 
with their competencies. This is a very important hope, because prospective 
students can develop self-competence according to their academic abilities. This 
research method uses several stages, including data cleaning, data collection, 
determining criteria, determining probability, and final testing. The Naïve Bayes 
method with a case study at the Private Madrasah Aliyah PAB 6 Helvetia and 
testing of 100 student data with an accuracy rate of 90% is a previous research. The 
purpose of this study was to make a classification of majors based on the criteria, 
while in this study the aim of making a classification of study programs for 
prospective new students. In this study, the same method was used but the number 
of data records was different, the test data was 1671 student data records, the data 
was obtained from 2256 data records.From the total data records were 2256, after 
data cleaning and data collection were carried out, 1671 test data were obtained. In 
the test data, there are several probability values that contain various criteria and 
attributes used to determine the classification of study programs for prospective 
new students. From the test results with the same method with different number of 
data records, the accuracy rate is from 90% to 96% with an accuracy value of 
96.68%. From this accuracy value shows that the classification results obtained 
show the Pharmacy DIII study program. 
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1. Pendahuluan 
Perkembangan teknologi yang merambah dalam 
berbagai aspek adalah salah satu peran pendidikan. Hal 
tersebut merupakan salah satu peran yang sangat penting 
juga untuk sebuah berbagai perguruan tinggi. Teknologi 
juga mempengaruhi calon mahasiswa baru dalam 
menentukan program studi. Dalam menentukan program 
studi, yang dilakukan calon mahasiswa baru adalah proses 
untuk memfokuskan calon mahasiswa dalam bidang 
kompetensi tertentu. Ssstem yang berjalan pada Politeknik 
Harapan Bersama Tegal dalam menentukan program studi 
tidak sepenuhnya efektif, karena calon mahasiswa baru 
diberikan pilihan pada saat melakukan registrasi 
pendaftaran[1].  
 Menentukan program studi bagi perguruan tinggi 
adalah hal yang sangat penting juga, karena berkaitan erat 
dengan pilihan dan minat masyarakat. Peminat adalah 
kemampuan yang cenderung meningkatkan fokus pada hal 
tertentu. Di Indonesia, banyak perguruan tinggi yang sudah 
menyediakan berbagai macam pilihan program studi yang 
diminati masyarakat. Politeknik Harapan Bersama Tegal 
merupakan salah satu perguruan tinggi swasta yang 
menyediakan berbagai macam program studi [2]. 
Klasifikasi merupakan topik yang diangkat dalam 
penelitian ini. Selain digunakan untuk melakukan 
klasifikasi pada pengujian data yang bersifat numerik, 
klasifikasi juga dapat digunakan untuk data yang bersifat 
kategorikal. Selain kategori dan numerical, klasifikasi juga 
dapat digunakan untuk mengidentifikasi gambar – gambar 
yang sesuai dengan kriteria yang diinginkan [3]. 
Naïve bayes adalah model yang digunakan untuk 
klasifikasi pada penelitian ini. Naïve bayes dapat bertugas 
untuk menetapkan label yang relevan. Tugas ini dilakukan 
dengan memperluas pengklasifikasian satu label seperti 
pengklasifikasi naïve bayes [4]. Secara khusus, klasifikasi 
naïve bayes dapat melakukan evaluasi pada data uji 
eksperimental dan pemodelan prediktif [5].  
Metode naïve bayes adalah pengklasifikasi sederhana 
namun sangat praktis, dengan berbagai aplikasi termasuk 
filter spam, diagnostic kanker, dan pengenalan wajah, 
untuk menyebutkan beberapa contoh implementasi saja. 
Pertimbangan situasi di mana pengguna meminta layanan 
klasifikasi dari server pengklasifikasi naïve bayes, 
pengguna dan server tidak ingin mengungkapkan data 
pribadi mereka satu sama lain. Penelitian ini mengfokuskan 
pada membangun klasifikasi naïve bayes yang menjadi 
privasi yang tahan terdapat serangan yang mudah dilakukan 
tetapi sulit dideteksi [6]. 
Pemantauan dan pemeliharaan modul photovoltaic 
sangat penting untuk operasional yang efisien dan handal. 
Hal ini merupakan salah satu implementasi metode naïve 
bayes untuk mengklasifikasi hostpot dalam modul 
photovoltaic. Adapun kategori hostpot yang dideteksi untuk 
melatih metode ini dilakukan uji coba pada system PV 
42,24 kWp, yang menunjukan bahwa tingkat  pengenalan 
rata – rata sekitar 94,1% dicapai untuk kumpulan 375 
sample data [7]. 
Sistem pendukung keputusan adalah penelitian yang 
berkaitan dengan minat dalam pemilihan program studi 
yaitu untuk menentukan jurusan pada SMA Islam di 
wilayah kecamatan Bumiayu kabupaten Brebes. Dimana 
dalam menentukan jurusan siswa perlu dukungan dari 
berbagai pihak sekolah, maka dibangunlah sistem 
berbentuk aplikasi sistem pendukung keputusan untuk 
menentukan jurusan. Keterangan awal pemilihan atau 
penentuan jurusan oleh sistem adalah proses akhir 
penentuan jurusan [8]. 
Klasifikasi artikel berita dengan naïve bayes ialah 
penelitian lain yang menjadi rujukan. Penelitin ini 
menjelaskan tentang naïve bayes classifier yang sudah 
mengalami modifikasi dalam pembobotan kata berdasarkan 
posisi dalam berita. Eksperimen dilakukan dengan 900 
dokumen dan dibagi menjadi 9 kategori dan tiap kategori 
terdapat 100 dokumen. Dokumen training dan dokumen 
testing pada penelitian ini merupakan hasil kombinasi dari 
jumlah data latih dari naïve bayes classifier yang sudah 
memiliki efektifitas. Kombinasi dokumen training dan 
dokumen testing secara berurutan adalah sebagai berikut: 
5:95, 10:90, 15:85, 20:80, 25:75, dan 30:70. Hasil akurasi 
klasifikasi dengan menggunakan metode naïve bayes 
classifier secara berturut-turut adalah 54%, 65%, 65%, 
69%, 71%, 76%. Menggunakan naïve bayes classifier maka 
didapat secara berturutan nilai akurasi klasifikasi adalah 
57%, 68%, 69%, 70%, 72%, 78%. Dari hasil ini 
menunjukan akurasi hasil klasifikasi berdasarkan 
pembobotan posisi kata mengalami peningkatan[9]. 
Penelitian sebelumnya pernah dilakukan dengan 
proses mining, dimana proses tersebut digunakan untuk 
menentukan jurusan dengan metode naïve bayes. Adapun 
proses mining adalah digunakan untuk mencari informasi 
menentukan jurusan siswa dengan metode naïve bayes. 
Data yang adalah 100 data siswa dimana data tersebut 
berdasarkan kriteria yang meliputi nilai rata-rata mata 
pelajaran IPA, IPS, hasil rekomendasi para guru, dan nilai 
angket dari calon siswa. Hasilnya didapatkan nilai akurasi 
penentuan jurusan sebanyak 90% dan error 10% [10].  
Pada penelitian ini, akan mengembangkan penelitian 
sebelumnya, yaitu dengan pengujian data sebanyak 1671 
record data. Dari jumlah record data ini kemuadian dibagi 
menjadi 2 bagian, yang pertama adalah data training dengan 
jumlah record data sebanyak 1158 dengan prosentase 70%, 
sedangkan yang kedua adalah data testing dengan jumlah 
record data sebanyak 513 dengan prosentase 30%. Dari 
hasil pengujian dengan metode yang sama tetapi jumlah 
record data yang berbeda, maka akan menghasilkan tingkat 
keakurasian[10]. 
Pokok permasalahan yang didapatkan dari penelitian 
ini adalah bagaimana nilai akurasi pada metode naïve bayes 
dapat mengklasifikasikan dalam menentukan program studi 
bagi calon mahasiswa baru yang diharapakan di unit 
penerimaan mahasiswa baru pada Politeknik Harapan 
Bersama Tegal. Selain itu permasalahan lain adalah 
evaluasi proses penentuan program studi bagi calon 
mahasiswa baru sudah dilaksanakan tetapi belum menjamin 
ada mutu peningkatan prestasi pembelajaran bagi 
mahasiswa pada saat mengikuti proses belajar pada 
program studi yang diharapkan, sehingga dapat dijadikan 
pengambilan keputusan pada saat proses yudisium nilai 
akhir semester dan atau yudisium kelulusan. 
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Tujuan dari penelitian ini adalah membuat klasifikasi 
menentukan program studi bagi calon mahasiswa baru 
dengan metode naïve bayes pada unit penerimaan 
mahasiswa baru Politeknik Harapan Bersama, dimana hasil 
klasifikasi tersebut digunakan sebagai acuan peningkatan 
mutu dari setiap program studi. 
 
2. Metode 
1.1. Metode Penelitian 
Merupakan salah satu rangkaian yang dilakukan untuk 
merancang mengenai langkah-langkah tahapan penelitian. 
Adapun langkah tahapan penelitian yang dilakukan, antara 
lain pada bagian pertama melakukan pencarian data pada 
bagian unit penerimaan mahasiswa baru. Pencarian data 
dapat berupa melihat secara langsung proses penerimaan 
mahasiswa baru dan wawancara dengan kepala unit 
penerimaan mahasiswa baru. Setelah mencari data langkah 
selanjutnya mengumpulkan data dan diteruskan 
menganalisa variabel yang ada dan serta melakukan 
perancangan. Langkah terakhir dilakukan uji variabel dan 
menganalisa hasil pengujian.  
Data calon mahasiswa tahun 2019 ada beberapa yang 
diubah ke dalam bentuk kriteria yang memiliki nilai data 
string dan data numerik, serta dikelompokan datanya 
dengan naïve bayes. Adapun tahapan mengolah data yang 
dilakukan dalam metode penelitian ini adalah sebagai 
berikut: 
1) Data cleaning, yaitu pada tahap ini dilakukan 
eliminasi pada beberapa kriteria yang tidak ada 
pengaruhnya pada nilai akurasi klasifikasi naïve 
bayes. 
2) Data collection, yaitu pada tahapan proses merubah 
data menjadi data training dan testing. Data yang 
digunakan adalah data calon mahasiswa baru. 
3) Menentukan kriteria, pada tahap hal yang dilakukan 
adalah menentukan kriteria yang digunakan untuk 
memilih kriteria data berdasarkan data yang sudah 
terkumpul. 
4) Menentukan probabilitas setiap kriteria, pada tahap ini 
menentukan kriteria yang dijadikan acuan dalam 
mengklasifikasikan program studi bagi calon 
mahasiswa baru. 
5) Pengujian akhir, merupakan pengujian tahap 
penerapan metode naïve bayes dengan beberapa data 
yang disiapkan. 
 
Dari tahapan diatas dapat dituangkan dalam kerangka 




Gambar 1. Kerangka Pikir Penelitian 
 
1.2. Naïve Bayes 
Metode naïve bayes adalah salah satu model 
klasifikasi probalistik sederhana guna menghitung 
kumpulan probabilitas dan menjumlahkan frekuensi dan 
kombinasi dari dataset [11].  
Naïve bayes mempunyai beberapa keuntungan antara 
lain hanya membutuhkan jumlah training data yang kecil. 
Training data digunakan menentukan estimasi parameter 
dalam proses klasifikasi [12]. 
Adapun persamaan teorema metode naïve bayes 
adalah: 
    (1) 
   
Di mana: 
X  : class data yang belum diketahui. 
H  : spesifik class yang merupakan hipotesis data  
P(H|X) : posteriori probabilitas (probabilitas hipotesis H 
berdasarkan kondisi X) 
P(H) : berisi nilai probabilitas hipotesis H 
P(X|H) : berisi nilai probabilitas X berdasarkan kondisi 
pada hipotesis H 
P(X) : berisi nilai probabilitas hipotesis X 
 
Seperti diketahui bahwa proses klasifikasi dengan metode 
naïve bayes perlu sejumlah petunjuk guna menentukan 
kelas yang cocok untuk contoh data yang di analisis[13]. 
Dengan demikian metode naïve bayes di atas disesuaikan 
dengan : 
 
   (2) 
Di mana: 
• Nilai variable C menggambarkan kelas 
• Nilai variable F1–Fn digunakan untuk 
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Dari pemaparan rumus ini maka dijelaskan peluang 
masuk sebuah contoh karakteristik tertentu ke dalam nilai 
kelas C adalah muncul kelas C di kali dengan peluang 
munculnya contoh karakteristik pada kelas C dibagi dengan 
peluang munculnya contoh karakteristik kelas C secara 
global. Kemudian rumus ini disederhanakan menjadi 
berikut [14]: 
 
   (3) 
 
Dari hasil penyederhanaan rumus diatas maka untuk 
nilai evidence digunakan untuk setiap kelas pada setiap 
sampel dan selalu tetap, dan untuk nilai posterior buat 
perbandingan dengan nilai posterior lainnya. Sedangkan 
untuk menentukan suatu nilai ke kelas apa suatu sampel 
data dapat diklasifikasikan dapat dijabarkan dengan rumus 
naïve bayes sebagai berikut: (C|F1,….,Fn) [15], adapun 
aturan perkalian dari rumus ini adalah: 
 
P(C|F1, …., Fn=P(C)P(F1,….,Fn|C)  
= P(C)P(F1|C)P((F2,.…,Fn|C,F1)  





Dari penjelasan dan penjabaran diatas bahwa dari 
rumus tersebut dapat menyebabkan semakin banyak dan 
kompleknya fator-faktor syarat yang mempengaruhi nilai 
probabilitas yang mengakibatkan untuk perhitungan dan 
analisis hamper mustahil dilakukan satu persatu[16]. Dari 
rumus dan berbagai penjelasan diatas, tampilan alur 




Gambar 2. Alur Metode Naïve Bayes 
 
Keterangan gambar diatas adalah sebagai berikut: 
1) Membaca training data. 
2) Perhitungan jumlah probabilitas dengan ketentuan: 
a. Mencari hasil nilai means dan deviasi standar dari 
nilai parameter data numerik. Adapun untuk 
menghitung nilai mean dapat menggunakan 
persamaan sebagai berikut [17]: 
 
  (4) 
Di mana: 
µ: jumlah hitung nilai rata-rata  
xi: nilai sampel ke -i 
n: jumlah sampel 
sedangkan untuk perhitungan nilai deviasi standar 
dapat menggunakan persamaan berikut: 
 
    (5) 
Di mana: 
ϭ: standar deviasi 
xi: nilai x ke -i 
µ: nilai mean 
n: jumlah sampel 
b. Mencari perhitungan nilai probabilitas dengan 
menghitung kategori jumlah data yang sama di 
bagi kategori jumlah data tersebut. 
3) Memperoleh hasil perhitungan nilai dalam bentul tabel 
means, deviasi standar dan nilai probabilitas. 
4) Hasil solusi. 
 
3. Hasil dan Pembahasan 
Pada tahapan ini peneliti melakukan beberapa hal, 
yaitu; preposisi data, yakni pengolahan data mentah yang 
berupa data penerimaan calon mahasiswa baru tahun 
2019/2020. Pada tahapan preposisi data ada beberapa 
atribut yang tidak dipakai. Jumlah record dataset 2256. 
Pada pengolahan dataset penelitian ini menggunakan 
metode naïve bayes, dimana dalam dataset yang digunakan 
terdiri dari data string atau kategorikal yang bersifat 
konstan.  
Data string atau kategorikal pada metode naïve bayes 
dibedakan menjadi 2 jenis, yaitu data numerik yang 
mempunyai sifat kontinyu, sehingga hasil perbedaan pada 
saat menentukan nilai probabilitas pada setiap kriteria akan 
kelihatan, sedangkan berikutnya adalah data string atau 
kriteria dengan data numerik. 
 
3.1   PreProcessing Data  
Adapun tahapan pertama yang dilakukan pada 
pengolahan dataset penelitian, adalah melakuakn data 
cleansing. Pada tahapan ini terdapat sebuah kriteria yang 
dieliminasi atau tidak dipakai karena tidak berpengaruh 
pada hasil akurasi klasifikasi metode naïve bayes. Dari 
dataset yang berjumlah sebesar 2256, setalah dilakukan 
proses eliminasi terhadap dataset, maka hasil dari proses 
eliminasi dataset sebesae 1671, sedangkan atribut yang 
digunakan sejumlah 23. Pada Tabel 1 adalah atribut yang 
digunakan dalam data cleaning. 
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Tabel 1.  Atribute Data Cleaning 
No Atribute No Atribute 
1. No Pendaftaran 13. Kota Sekolah 
2. Nama  14. Provinsi Sekolah 
3. Kelas 15. Matematika 
4. Gelombang 16. Bahasa Indonesia 
5. Alamat 17. Bahasa Inggris 
6. Jenis Kelamin 18. Kejuruan 
7. Tempat Lahir 19. Nilai Kelulusan 
8. Tanggal Lahir 20. Jurusan 
9. Usia 21. Program Studi 
10. Agama 22. Tahun Lulus 
11. Nama Sekolah 23. Masa Tunggu 
12. Alamat Sekolah   
 
 
Tabel 2. Contoh Dataset Training dan Testing 
No 
Pendaftaran 
Nama Kelas Gelombang 
190117502 Puji Astuti Reguler 
Malam 
 Gelombang 1 
190117504 Safitri Dewi Reguler 
Pagi 










 Gelombang 1 




 Gelombang 1 




 Gelombang 1 
190137501 Susmoro Reguler 
Malam 





 Gelombang 1 




 Gelombang 1 




 Gelombang 1 
 
 
Tahapan selanjutnya adalah data collection, yaitu data 
yang digunakan untuk data training dan data testing, hal ini 
adalah data calon mahasiswa baru yang sudah mengalami 
proses data cleaning atau eliminasi atribut dan kriteria. 
Tahapan selanjutnya adalah menentukan kriteria, pada 
tahap menentukan kriteria ini digunakan kriteria data yang 
berdasarkan data yang telah terkumpul. Kriteria digunakan 
untuk menentukan data training dan testing dengan jumlah 
prosentase untuk data training 70% dan data testing 30%. 
Tahapan berikutnya menentukan probabilitas setiap 
kriteria, pada tahap ini menentukan kriteria yang dijadikan 
acuan dalam mengklasifikasi program studi bagi calon 
mahasiswa baru, atribut tersebut ada pada tabel 1. 
Pengujian data, pada tahap ini merupakan tahapan 
penerapan metode naïve bayes dengan beberapa data yang 
siap untuk diujikan. Pada Tabel 2 merupakan contoh data 
yang telah siap untuk dilakukan tahapan selanjutnya. 
Dari dataset pada Tabel 2 kemudian siap untuk 
dijadikan training dan testing dengan metode naïve bayes. 
Tetapi sebelum memasuki tahap klasifikasi menggunakan 
metode naïve bayes dengan rapid miner, terlebih dahulu 
harus dilakukan pemilihan kriteria dan pembagian dataset 
menjadi dua bagian yang digunakan untuk data training dan 
data testing. Adapun jumlah record data yang dilakukan 
pengujian sejumlah 1671 record. Dataset tersebut dibagi 
menjadi dua bagian dengan prosentase 70% untuk data 
training dan 30% untuk data testing. Adapun gambaran 
dari proses pengujian menggunakan metode naïve bayes 
adalah sebagai berikut: 
 
 
Gambar 3. Desain Pengujian Data Training dan Testing Pada 
Metode Naïve Bayes 
 
 
Gambar 4. Grafik Hasil Eksperimen Data Training dan Testing 
Pada Metode Naïve Bayes 
 
 
Tabel 3. Perbandingan Hasil Penelitian 
No Jumlah Record Data Metode Hasil Akurasi 
1. 100 Record Naive Bayes 90% 
2. 1671 Record Naive Bayes 96.68% 
 
Desain eksperimen diatas menggambarkan bahwa 
dataset yang digunakan dipecah menjadi dua bagian dengan 
rasio prosentase 70% digunakan untuk data training dengan 
jumlah record data 1158 dan 30% data testing dengan 
jumlah record data 513. Hasil nilai akurai yang diperoleh 
dari desain eksperimen diatas dengan menggunakan metode 
naïve adalah 96.68%.  
Selain hasil dari eksperimen menggunakan metode 
naïve bayes, ada juga hasil dari grafik eksperimen 
menggunakan naïve bayes. Pada Gambar 4 merupakan 
tampilan grafik hasil eksperimen data training dan data 
testing pada metode naïve bayes. Dari Gambar 4 
merupakan hasil eksperimen data training dan data testing. 
Grafik diatas dapat disimpulkan bahwa pemilihan atau 
menentukan program studi bagi calon mahasiswa baru 
menunjuk pada program studi DIII Farmasi. Perbandingan 
antara penelitian terdahulu dengan sekarang yang sedang 
dikerjakan maka hasilnya lebih baik dari hasil penelitian 
sekarang, perbandingan hasil penelitian dapat dilihat pada 
tabel 3. 
Pada Tabel 3 menunjukan bahwa antara penelitian 
yang terdahulu dengan yang sedang berjalan mengalami 
perubahan lebih baik, karena dilihat dari hasil akurasi yang 
diperoleh antara penelitian terdahulu memperoleh nilai 
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mengalami kenaikan nilai akurasi sejumlah 96.68%. Hal ini 
mengalami kenaikan sebesar 6.68%. Sehingga hasil 
klasifikasi dalam menentukan program studi bagi calon 
mahasiswa baru adalah program studi DIII Farmasi. 
 
4. Kesimpulan 
Pada peneiltian yang dilakukan maka disimpulkan 
bahwa adanya peningkatan mutu dalam penerimaan 
mahasiswa baru agar kriteia yang diingatkan setiap program 
studi terpenuhi. Banyaknya atribut yang masih belum 
sesuai, membuat proses training dan testing data harus 
dilakukan berkali-kali. Dari berbagai percobaan dengan 
berbagai model eksperimen yang terdapat pada metode 
naïve bayes mendapatkan hasil nilai akurasi 96.68%. Hasil 
klasifikasi dalam menentukan program studi bagi calon 
mahasiswa baru adalah program studi DIII Farmasi. 
Adapun saran berdasarkan hasil penelitian ini yang 
menggunakan metode naïve bayes untuk menentukan 
program studi bagi calon mahasiswa baru, peneliti 
memberikan saran sebagai berikut: proses penerimaan 
mahasiswa baru yang belum jelas dan selektif 
mengakibatkan mahasiswa tersebut banyak yang tidak 
mengikuti mata kuliah tiap - tiap mata kulaih tiap-tiap 
program studi, tidak bias mengikuti perkuliahan yang ada 
disetiap program studi, tidak bisa mengikuti, perkuliah yang 
ada di setiap program studi mengakibatkan menghambat 
mahasiswa dalam proses yudisium akhir semester dan 
yudisium proses kelulusan. 
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