Nitrogen and helium gap-conductance data are reported for interfaces formed by contacting bead-blasted/ lapped stainless-steel type 304 and nickel 200 pairs over a range of gas and contact pressures at a fixed mean interface temperature of about 440 K. The effective interface surface parameters are controlled by the beadblasted surface roughness and mean absolute asperity slope. The effective contact microhardness is controlled by the Vickers microhardness layer of the lapped surface and the effective interface surface parameters. The data show the rarefaction, transition, and continuum heat-conduction regimes at gas pressures from about 10-760 Torr. The predictions of several gap-conductance models are compared against the data. Significant differences between the predictions of some of the models and the data are reported. The models of Veziroglu and Yovanovich are in good to very good agreement with the data. = mean absolute asperity slope = apparent contact pressure = gas pressure = Prandtl number = maximum peak height = temDerature. "C TAC = thermal accommodation coefficient t = local gap thickness Q = heat transfer rate X Y = dimensionless inverse gas parameter, b , / M = mean plane separation, effective gap thickness Presented as Paper 89-0429 at the AIAA 27th Aerospace Sciences Meeting, Reno, NV, Jan. 9-12, 1989; received Feb. 6 
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Introduction
EAT transfer across interfaces formed by contacting H metallic surfaces can take place by conduction through the real contact area which consists of numerous microcontacts of different shapes and sizes, by conduction through the substance which fills the gap formed by the contacting solids, and by radiation across the gap when it is filled with a transparent gas or when the contact is made in a vacuum. When the three modes of heat transfer are present at an interface, they are assumed to occur independently and simultaneously, and the joint conductance is set equal to the linear sum of the contact, gap, and radiation conductances (Cetinkale and Fishendenl and Yovanovich2) .
In many practical situations, radiation heat transfer across the gap is negligible relative to conduction heat transfer through the real contact area and the gap; therefore it will be ignored in this paper.
The substance in the gap will be assumed to be either a monatomic or diatomic gas; substances such as liquids or greases will not be considered here. In nominal applications of contact heat transfer, often the gas conduction through the gap is the predominant mode. The relative magnitude (compared to the contact conductance) of the gap conductance varies greatly depending on contact pressure, microhardness, surface roughness and mean asperity slope, gas pressure and temperature, and the ratio of the thermal conductivity of the gas to those of solids forming the contact.
Typical contributions to the joint conductance of a stainless steel type 304 interface having an effective surface roughness a = 5.65 pm with nitrogen at 570 Torr has been reported by Hegazy3; they are shown in Fig. 1 . At low contact pressure, the contact of the two surfaces is maintained over a very small portibn of the apparent area (typically less than 0.01%), and, therefore, the heat transfer takes place mainly through the interstitial gas iri the gap. When the contact pressure is 1 MPa, the gap conductance is approximately 92% of the joint conductance. As the contact pressure increases, the contribution of the contact conductance increases and becomes more significant. When the contact pressure is 9 MPa, the gap conductance is seen to contribute aoproximately 60% to the joint conductance.
The objectives of this paper are 1) to present a brief description of Yovanovich's gap-conductance model, and other available models; 2) to describe an experiment to obtain gapconductance data for various parameters such as metal and gas properties, smooth and rough surfaces (bead-blasted), and light to moderate contact pressures; and 3) to compare the gapconductance data against published gap-conductance models.
Gap-Conductance Model by Yovanovich, DeVaal, and Hegazy4
Yovanovich and co-workers at the University of Waterloo, assuming a Gaussian surface height distribution, developed a gap-conductance model which accounts for the effect of con-tact pressure, microhardness, and gas rarefaction effects which appear as separate parameters within an integral. The development of the model is presented briefly here because it will later be used extensively in the present work.
The integral gap-conductance model, which is denoted as the YIGC (Yovanovich integral gap conductance) model, takes the variation in the local gap thickness into consideration due to the surface roughness. The model assumes that the temperatures of the two surfaces in contact are uniform at T I and T2, and that the entire interface gap consists of many elemental flux tubes of different thermal resistance (refer to Fig. 2) .
The resistances of these elemental flux tubes are then connected in parallel by an integration over the nominal contact area to result in the overall gap resistance, and by definition the gap conductance is obtained in the form:
The length scale of the gap is the effective surface roughness a.
The term (t + M ) may be regarded as the overall local heatflow distance of an arbitrary elemental flux tube; it consists of the geometric length t plus the gas rarefaction length M .
The mean plane separation Y is modeled (Yovanovich et aL4) as where the relative contact pressure P/H, can be estimated (Song and Yovanovich5) by
The above expression for the relative contact pressure shows clearly how the effective interface roughness parameter d m and the Vickers microhardness data influence the critical load parameter P/H,.
The gas parameter M has a unit of length and is defined as
The thermal accommodation coefficient TAC depends on the gadsolid combination, and is, in general, sensitive to the condition of the solid surface. It represents the degree to which gas molecules exchange kinetic energy with the solid surface during collisions. TAC for any gadsurface combination may be estimated by the general correlation recently proposed by Song and Yovanovich.6
Other Gap Conductance Models
The expressions for various gap-conductance models are summarized in Table 1 . Reviews of gap-conductance models may also be found in other references, e.g., Lanning and Hann,I3 Garnier and Begej," and Madhusudana and Fletcher.I4
It may be noted that the models by Cetinkale and Fishenden,' Rapier et al.,' Shlykov,* and Veziroglu9 employ a surface roughness parameter b, as the characteristic roughness. The parameter b, is defined as
The models by Lloyd et a1.,I0 Garnier and Begej," and Loyalka'2 make no provision for the estimate of the effective gap thickness 6.
It should also be noted that only the YIGC model accounts for the effect of the mechanical load. 
Experimental Apparatus and Test Procedure
cylinder. The mechanical load is measured by a calibrated load cell. A metal diaphragm type of gauge is used to measure the chamber gas pressure. The uncertainty associated with the gas
Test Apparatus
A Pyrex bell jar and a bise plate enclose the column consisting of the heater blo&, th& heat meter, the upper and lower test specimens, the heat sink, and the load cell. The gas pressure measurement is * Oa5 Torr. Temperature Ineasuremerits were made with 30 gauge-type "T" copper-constantan pressure inside the chamber is controlled by the vacuum system which consists of a mechariical pump connected in series with an oil diffusion pump. This spstem provides a vacuum level lower than Totr. A br&,s heater block with two pencil-type heaters provides the maximiifn total power of 200 W. Cooling is accomplished with fin aluminum cold plate which, in turn, is chilled by a closed-loop thermobath. Axial loads up to 4500 N can be applied to the test column through a lever system which is activated by a diaphragm-type air thermocouples. A more detailed description of the experimenta l setup is provided
Test Specimebs
Test specimens of stainless steel type 304 and nickel 200 were prepared from commercial bar stock. The specimens were machined to cylindrical shape of 25 mm diam and 45 mm long. For each specimen, six holes of 0.64 mm diam and 2.5 mm deep were drilled for the thermocouples. These holes were located 5 mm apart with the first one 10 mm from the contacting surface.
Upper contacting surfaces were ground, lapped, and finally bead-blasted while lower specimens were ground and lapped.
The flatness deviation of the contacting surface of each lapped specimen was checked by means of an optical flat. In general, the deviation was less than 0.3 pm. Talysurf-5 profilometer was employed to measure various surface roughness parameters. The averaged values of measured u, CLA , Rp (maximum peak height roughness), and m for all test specimens are given in Table 2 .
The thermal conductivities of the materials, measured and correlated by H e g a~y ,~ are
Stainless Steel 304
The Vickers microhardness measurements were made on the surfaces of the stainless steel and nickel samples, prepared in the same manner as the test specimens. The measurements were correlated to obtain the following expressions (Song15): (1 1)
The values of other relevant properties of the gases, ratio of specific heats, Prandtl number, and molecular mean-free-path are given in Table 3 . 
I

Experimental Result
Conductance Measurements
The joint conductance hJ was obtained from the temperature measurements of the test specimens according to its usual definition:
The heat flow rate Q was taken as the average value of the upper and lower test specimens. The interface temperature difference AT was obtained from the difference in the extrapolated values of the temperature at the interface obtained from the least-squares-fitted temperature distributions of each test specimen. Gap-conductance data given in the present work are based on the difference of joint conductance values obtained for the gas and vacuum environments. In terms of the gap-conductance coefficients, measured values of h, correspond to the following:
where (h,),,, and (hJ)yacuum are hJ measurements in a gas environment and in a vacuum, respectively. This is the most common means by which experimental values of h, are estimated. The values of h, obtained according to Eq. (13) most accurately reflect the actual values of h, when the contribution of the conduction heat transfer through the contacting spots is small compared to that through the gas layer.
For each specimen pair, gap-conductance data were obtained for several mechanical load levels from 0.4-9 MPa. At each load level, the gas pressure was varied from 10-700 Torr.
As expected, for a given surface roughness and gas pressure, measurements with helium-filled interfaces show higher gap
The gap-conductance measurements are shown in Figs. 3-5 .
IO'
Gas Pressure 4 (torr) conductances than tHose of the nitrogen-filled interfaces. The relative magnitude of gap conductance between the two gases, however, differs according to the gas pressure level. Near the continuum gas conduction regime (high gas pressure), this ratio corresponds to the ratio of the thermal conductivities of the test gases. The effect of gas rarefaction (indicated by the gas pressure dependence) appears on all of the helium measurements, and to a lesser degree on the nitrogen measurements. The gas-rarefaction effect is more significant with the least rough interface. The effect of mechanical load is shown as an enhancement in the gap conductance, and is more significant near the continuum regime. In Fig. 3 , the nitrogen measurement at the gas pressure of 700 Torr shows about 70% increase in the gap conductance due to the mechanical load increase from 0.53-8.7 MPa. When the gas pressure is low, the mechanical load effect is less significant because the gap thickness plays a less important role.
The surface-roughness influence on the measured gap conductances can be clearly seen in Figs. 3-5. For example, the magnitude of the nitrogen gap conductances for the second stainless-steel pair, which has an effective surface roughness three times greater than the first stainless-steel pair, is approximately one-half. Noticeable roughness effects were observed at high gas pressures for nitrogen tests. The lowest gap conductances were obtained with the nickel pair which has an effective surface roughness approximately six or two times larger than the two stainless-steel test interfaces.
Comparison of Various Gap-Conductance Models with Present Experimental Data
In this section, comparisons of various gap-conductance models are made with the present experimental data. Only those models which are for general use and those in which specific expressions for the effective gap thickness are given are considered; Le., the models proposed by Cetinkale and 
Dimensionless Gap-Conductance Parameters
Common to all of these models, with the exception of the YIGC model, is the use of b, = 2(CLAI + CLA2) as the single parameter for estimating the effective gap thickness. The assumption is that the effective gap thickness is somehow related to the sum of the average roughness heights of the two surfaces. It is important to note that none of these models considers the effect of the mechanical load on the gap thickness, which may be significant when the relative contact pressure is high. Two dimensionless parameters commonly used by many authors, as discussed by Madhusudana and F l e t~h e r '~, '~ are
bt X = -M
The parameter h,* is the dimensionless gap conductance and X i s the dimensionless effective gap thickness which is proportional to the inverse of the gas parameter (or inverse of the temperature jump distance). In terms of these parameters, h: and X , each of the above models, with the exception of the YIGC model, may be expressed by a single curve (two curves for the Veziroglu model) as shown in Fig. 6 . The region of low X values represents the rarefied gas heat-conduction regime. As expected in this region, all models, with the exception of Rapier et al.'s, converge to a single curve. This confirms that in the heat-conduction regime where the gas-rarefaction effect dominates, the gap heat transfer is effectively independent of the surface roughness and the gap thickness. Therefore, the ratio h,/k, depends only upon the rarefaction parameter M . Near the continuum regime which is the region of high values of X , these gap-conductance models show considerable disagreement among themselves. It is interesting to observe that the two curves for Veziroglu's model branch out to h:
values which differ by an order of magnitude. If a user with surface roughness of 6, = 15 pm is to decide upon the choice of the expression from the two Veziroglu models, he or she is to anticipate uncertainties of an order of magnitude in the predicted values of hg*. The significant disagreement among the various models in predicting h: in the near-continuum and continuum regimes is the direct result of their characterizing the effective gap thickness in terms of the roughness parameter 6, which does not account for mechanical load effects.
At the lowest and highest load, helium and nitrogen gapconductance results of experiment 1 are compared with four models in Fig. 7 . The surface pair used in this experiment is relatively smooth (a = 2.09 pm, b, = 3.5 pm), and thus the solid conduction contribution to the joint conductance is significant; therefore the uncertainty in the gap-conductance measurements at high load (P = 8.5 MPa) and at low gas pressure are large as seen in the helium gap-conductance data which appear to be in good agreement with the Rapier et al.7 model. Their model does not agree with all other models at low gas pressure. The models of Cetinkale and Fishenden' and Rapier et al.7 significantly overpredict the gap conductance in the continuum regime.
The Veziroglu model9 for smooth surfaces is in excellent agreement with the light-load helium and nitrogen data, but this model significantly underpredicts the high load/high gaspressure nitrogen data.
The YIGC model of Yovanovich et aL4 which accounts for microhardness effects and mechanical loading shows excellent agreement with the light-load helium and nitrogen data over the full gas-pressure range. However, the model appears to underpredict the high-load nitrogen conductance data, but is more accurate than the Veziroglu model. Figure 8 shows the comparison of the experiment 2 results with four models. The lightest-and highest-load helium and nitrogen gap-conductance data are shown. The data correspond to moderately rough surfaces (a= 6.45 pm, bt = 10.8 pm).
The Cetinkale and Fishenden' and Rapier et aL7 models significantly overpredict gap conductances in the near-continuum regime.
The Veziroglu9 smooth-surface model and the YIGC model for the lightest load are in excellent agreement over the entire range of b , / M , but are below the lightest-load near-continuum data. The YIGC model predicts the increase expected for the highest load, but it underpredicts the near-continuum gap-conductance results. One observes that the increase in the gap conductance predicted by the YIGC model due to the load change is comparable to the measured increase. With the exception of the Rapier et aL7 model, all other models agree with the rarefied gas data which show the expected negligible load effect.
Finally, the results of experiment 3, a very rough nickel 200 pair ( a = 11.8 mm, b, = 19.5 pm) with helium and nitrogen gases, are shown in Fig. 9 at the lowest and highest loads. For this experiment, all three models of Cetinkale and Fishenden, ' Rapier et al. , 7 and Veziroglu9 show significant overpredictions. The YIGC model again shows underprediction in the gap conductance. However, it may be noted that the YIGC model predicts well the increase in gap conductance due to the mechanical load increase, and this occurs in the three experiments.
It should be noted that all models with an exception of that of Rapier et al.'s7 converge to a single curve towards the rarefied gas regime. Near the continuum conduction regime (high b t / M ) , the model of Cetinkale and Fishenden' and that of Rapier et aL7 greatly overpredict the contact conductances.
Although Veziroglu's model shows better agreement, it does not account for the load dependence.
The YIGC model, for this experiment, underpredicts the gap conductance. The main reason for this appears to be due to the fact that the model assumes the distribution of the asperity heights is Gaussian. Inherent to the Gaussian assumption is that there is no bound for the height of the highest peaks, and, therefore, the YIGC model overestimates the effective gap thickness.
It was shown (Song et al.'* and Song and Yovano~ich'~) that under a light mechanical load, the effective gap thickness may be estimated by a roughness parameter, the maximum peak height R,, assuming that measurements of R, by the profilometer are made over sufficiently long traverse lengths and at different orientations. For this condition, the light-load gap conductance may be estimated by the parallel-plate-gap model:
The gap conductance and the gas parameter may be normalized using R, as the characteristic gap thickness to yield Figure 10 shows comparison of this method using R, at light loads with the light-load data of three experiments. The comparison shows very good agreement. This model underpredicts the data in the continuum regime (high values of R , / M ) . As with the other gap-conductance models, it does not account for the mechanical load effect, which is significant. Over the gas-pressure range shown, the normalized gap conductance forms a single curve. This verifies the validity of an accurate estimation of the thermal accommodation coefficients. This observation is consistent with the understanding that for the rarefied gas conduction regime, the heat transfer through the rarefied gas layer is independent of the effective gap thickness.
Summary and Conclusions
The nitrogen and helium gap-conductance data show the effect of the gas and apparent contact pressures and the interface roughness parameters. At the lowest gas pressure of about 10 Torr, both gases show the rarefaction effect, which is greatest with the very rough bead-blasted surfaces. In the rarefaction heat-conduction regime, the gap conductance becomes independent of the mechanical pressure, and it is linearly dependent on the gas pressure.
At the highest gas pressure of about 760 Torr, the nitrogen data show the continuum heat-conduction trend of negligible dependence on gas pressure, but a strong dependence on the surface roughness and the contact pressure.
The helium gap conductance does not show the continuum trend at the highest gas pressure and the roughest surface. The heat transfer occurs entirely in the rarefaction and transition regimes because the accomodation coefficient is small, and the mean-free-path is large.
The helium gap conductances at high gas pressures are seen to be significantly greater than the nitrogen gap conductances, because the thermal conductivity of helium is 6-7 times greater than that of nitrogen.
The gap-conductance models proposed by many researchers show significant differences depending on the gas pressure. When the dimensionless gap conductance based on the b, scale length is plotted against the dimensionless effective gap thickness b,/M, one observes that in the rarefaction regime the model of Rapier et al.7 gives an upper bound, while all other models converge to a common lower bound.
In the continuum regime, the models of Cetinkale and Fishenden, Shlykov, 8 The first correlation of Veziroglu9 and the YIGC model of Yovanovich4 are in very good agreement with the data for the smoothest surface at the lightest contact pressure. The YIGC model shows the effect of contact pressure but underpredicts the data. The Veziroglu correlation cannot show the effect of mechanical load.
As the surface roughness increases, the data fall above the Veziroglu and YIGC predictions. However, the YIGC model clearly shows the correct effect of contact pressure.
The second correlation of Veziroglu, which is recommended for the roughest interface, significantly overpredicts the data.
More experimental work is required to understand why the YIGC model, which shows the correct trends with respect to gas and contact pressures effects, underpredicts the data when the contacting surfaces are very rough.
