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Résumé
Malgré son récent succès, l’apprentissage profond semble
loin d’égaler certaines capacités humaines comme l’ap-
prentissage à partir de peu d’exemples, le raisonnement
ou encore l’explicabilité. Dans cet article, nous mettons
l’accent sur l’annotation d’objets dans des images et nous
présentons un cadre de raisonnement s’appuyant sur l’ap-
prentissage de relations floues qui permet notamment de
générer des explications. Étant donné un ensemble de rela-
tions, les plus pertinentes d’entre elles sont induites et com-
binées pour construire des contraintes permettant de défi-
nir un problème de satisfaction de contraintes floues. La
résolution de ce probléme nous permet d’annoter l’image
et de générer des explications à l’aide des contraintes uti-
lisées. Nous testons notre approche sur un jeu de données
public avec deux objectifs : effectuer une annotation d’or-
ganes et fournir une explication à chaque annotation. Nous
montrons que le modèle que nous obtenons peut générer
des explications tout en atteignant des performances éle-
vées malgré un jeu de données pouvant être constitué de
seulement deux exemples.
Mots Clef
Explicabilité, annotation, logique floue, peu de données.
Abstract
Despite the recent successes of deep learning, such models
are still far from some human abilities like learning from
few examples, reasoning and explaining their decisions. In
this paper, we focus on object annotation in images and
we introduce a reasoning framework that is based on lear-
ning fuzzy relations on a dataset for generating explana-
tions. Given a catalogue of relations, it efficiently induces
the most relevant relations and combines them for buil-
ding constraints in order to both solve the target task and
generate explanations. We test our approach on a publi-
cly available dataset on which the goal was both to per-
form multiple organ annotation and to provide explana-
tions. We show that our model can generate explanations
and achieve high performance despite being trained on a
small dataset containing as few as a couple of examples.
Keywords
Explainability, annotation, fuzzy logic, few-data learning.
1 Introduction
Au cours de ces dernières années, l’explicabilité est deve-
nue un enjeu majeur pour les intelligences artificielles [12,
17]. Cela fait notamment écho à la popularité des réseaux
de neurones profonds, qui peuvent atteindre des perfor-
mances très élevées dans de nombreuses tâches mais ne
sont pas adaptés à la génération d’explication [14, 27]. Être
capable d’expliquer les résultats produits par les intelli-
gences atificielles est utile non seulement pour comprendre
leur raisonnement, mais aussi pour les rendre plus cré-
dibles et dignes de confiance aux yeux des utilisateurs [34].
Dans des domaines en lien direct avec l’être humain tels
que l’analyse d’images médicales [25] ou les voitures au-
tonomes, on ne peut pas prendre de décisions en faisant
une confiance aveugle à un modèle car les conséquences
peuvent être désastreuses.
Plusieurs définitions d’interprétabilité et d’explicabilité
ont été données dans la litérature [10, 16, 24, 29], mais
aucun consensus ne se dégage et ces deux notions sont
mêmes parfois utilisées de manière interchangeable. Glo-
balement, il émerge que l’interprétabilité est la capacité à
présenter des informations sur le fonctionnement du sy-
tème en des termes intelligibles, alors que l’explicabilité
est la capacité à décrire de manière précise et logique le
fonctionnement d’un système. Dans cet article, nous nous
focalisons sur l’explicabilité et donc sur la restitution du
raisonnement effectué par notre modèle. Pour obtenir des
explications, une première famille de méthodes consiste
à apprendre une approximation locale et interprétable au-
tour de la prédiction fournie par un modèle de type boîte
noire [26, 34]. Ces approches peuvent traiter tout type de
modèle et sont donc adaptées aux réseaux de neurones pro-
fonds. Cependant, bien qu’elles soient capables d’extraire
les caractéristiques principales qui ont servi à générer une
prédiction, elles ne peuvent pas exactement reconstituer le
raisonnement effectué par le modèle cible. La seconde fa-
mille d’approches repose sur l’utilisation de modèles qui
sont propices à la génération d’explications, tels que les
arbres de décisions, les règles de décision ou l’obtention
d’un modèle explicable à partir d’un modèle de type boîte
noire par distillation [18]. Leur avantage principal est qu’ils
permettent de facilement reproduire le raisonnement qui a
mené à un résultat donné, ce qui est très utile pour la gé-
nération d’explications. Cependant, ces modèles risquent
de ne pas être aussi performants que des modèles de type
boîte noire car l’explicabilité a souvent un coût. En ef-
fet, il existe un compromis entre performance et explica-
bilité [17]. Dans ce papier, nous proposons une approche
basée sur cette seconde famille de méthodes qui compense
ce compromis en n’apprenant que sur une faible quantité
de données étiquetées dont l’acquisition est coûteuse. Cela
repose notamment sur des études cognitives sur l’interpré-
tation humaine des images : (1) l’importance des relations
spatiales et contextuelles en reconnaissance d’objets et de
scènes [1], (2) la capacité des humains à n’avoir besoin
que de quelques exemples pour apprendre à accomplir une
tâche [23, 37]. Ce second point est notamment abordé par
les zero-shot [21], one-shot et few-shot learning [13]. Ils
visent à effectuer cela en utilisant les précédents exemples
dans la base d’apprentissage ou les représentations dispo-
nibles. Cependant, de telles méthodes nécessitent toujours
d’avoir des informations entre les classes connues et les
classes inconnues [39].
Notre objectif est de proposer une nouvelle approche qui
permet d’apprendre à raisonner et de générer à la fois des
annotations et des explications à partir d’un faible nombre
d’exemples d’apprentisage. Elle s’appuie notamment sur
l’utilisation de relations floues, qui permettent de prendre
en compte à la fois des informations quantitatives et des in-
formations qualitatives. Pour un exemple donné, le système
cherche les régions de l’image qui satisfont au mieux les
relations entre les objets d’intérêt. Nous modélisons cela
sous la forme d’un problème de satisfaction de contraintes.
Dans la section 3, nous décrivons la démarche globale qui
consiste en trois étapes principales : l’évaluation des re-
lations, l’extraction des relations les plus pertinentes et
la génération des contraintes pour résoudre un problème
de satisfaction de contraintes et produire des explications.
Dans la section 4, l’approche proposée est évaluée sur un
exemple d’annotation d’images médicales. Ceci est un bon
exemple de raisonnement spatial car la reconnaissance des
différents organes repose essentiellement sur leur dispo-
sition spatiale. De plus, l’utilisation d’un jeu de données
médicales présente plusieurs défis, tels que sa faible taille
et l’importance des explications dans ce domaine. Nous
avons testé et comparé notre modèle à l’état de l’art et nous
avons montré que notre approche est capable d’obtenir de
bonnes performances et de générer des explications malgré
un faible nombre d’exemples d’apprentissage.
2 Rappels
2.1 Logique floue
La logique floue et la théorie des ensembles flous ont été
introduits par Zadeh [41]. Il s’agit d’une extension de la lo-
gique Booléenne qui permet notamment de gérer l’impréci-
sion des données. Alors qu’une variable est soit vraie soit
fausse en logique Booléenne, elle peut prendre n’importe
quelle valeur entre 0 (fausse) et 1 (vraie) en logique floue.
Cette gamme de valeurs, qu’on appelle degrés, sert à gérer
l’imprécision. Dans un univers A, un ensemble flou F est
défini par une fonction d’appartenance µF : A → [0; 1].
Cette fonction, intitulée fonction d’appartenance de F , re-
présente dans quelle mesure chaque a ∈ A appartient à
F . Si F est un ensemble non-flou, alors µF (a) vaut soit 0
quand a n’appartient pas à F , soit 1 si a appartient à F .
Il est également possible d’exprimer des relations entre
deux univers différents. Pour deux univers A et B, une re-
lation floue dyadiqueR est un ensemble flou défini par une
fonction d’appartenance µR : A×B → [0, 1]. Cette fonc-
tion attribue à chaque paire (a, b) ∈ A×B un degré d’ap-
partenance à la relation R. Les relations floues n-aire sont
définies de la même façon. Un ensemble flou peut caracté-
riser une expression du langage naturel lorsqu’il est associé
à une description linguistique, ce qui est courant en logique
floue.
2.2 Problème de satisfaction de contraintes
floues
Un problème de satisfaction de contraintes est un pro-
blème dans lequel l’objectif est d’attribuer des valeurs à
un ensemble de variables qui doivent vérifier un ensemble
de contraintes. Les problèmes de planification en sont un
exemple [30]. [11] en présente une extension au cadre de
la logique floue afin de pouvoir gérer des paramètres et des
contraintes flous lors de la résolution de problèmes de sa-
tisfaction de contraintes floues. Un tel problème est défini
par un ensemble de variables X , un ensemble de domaines
D et un ensemble de contraintes floues C. Par exemple,
dans le cadre de l’annotation d’images, X correspond aux
étiquettes que l’on souhaite attribuer aux objets de l’image,
D représente les différentes régions à annoter et C est un
ensemble de relations floues liant ces objets. Les problèmes
de satisfaction de contraintes floues nous intéressent tout
particulièrement car ils nous permettent d’effectuer l’anno-
tation (en résolvant le problème) ainsi que de générer des
explications à partir des contraintes utilisées.
Pour résoudre un tel problème, on utilise un algorithme de
backtracking pour parcourir l’ensemble des solutions pos-
sibles. Avant chaque assignation d’une valeur à une va-
riable, l’algorithme FAC-3 [11, 38] est utilisé pour mainte-
nir la cohérence de l’ensemble des valeurs possibles. Cette
opération de propagation des contraintes permet de réduire
la taille de l’espace de recherche. À la fin, la solution rete-
nue est celle qui vérifie au mieux les contraintes.
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FIGURE 1 – Représentation de notre approche qui est
constituée de trois étapes. Dans l’étape 1, les nr relations
floues du vocabulaire V sont évaluées sur le jeu de données
T qui est composé de n images. Ensuite, les relations les
plus fréquentes sont extraites sur la base d’apprentissage
Tapp et elles sont utilisées pour déterminer les contraintes
de notre problème. Enfin, un problème de satisfaction de
contraintes floues est défini et résolu afin d’étiqueter les ob-
jets cibles pour chaque image de Ttest. Une explication s’ap-
puyant sur les contraintes utilisées est fournie pour chaque
labellisation d’objet.
3 Approche proposée
Dans cette partie, nous décrivons notre approche dont l’ob-
jectif est d’annoter les régions d’intérêt et de fournir une
explication pour chaque annotation. Elle se divise en trois
étapes : l’évaluation des relations entre les régions d’intérêt
(Sec. 3.1), l’apprentissage des relations les plus pertinentes
(Sec. 3.2) et la résolution d’un FCSP pour trouver les ré-
gions qui satisfont au mieux les relations apprises tout en
générant des explications à partir des contraintes (Sec. 3.3).
L’approche globale est représentée sur la Figure 1.
3.1 Étape 1 : évaluation des relations
L’objectif de cette première étape est d’évaluer diffé-
rentes relations entre les régions d’intérêt (les organes par
exemple) afin de pouvoir plus tard (dans l’étape suivante)
déterminer celles qui sont les plus pertinentes.
Soit un ensemble d’apprentissage Ttrain composé de n
images {i1, . . . , in} et un ensemble d’étiquettes Y com-
posé de N éléments {y1, . . . , yN} tels que chaque image
i ∈ Ttrain est divisée en un ensemble O de N régions d’in-
térêtO = {oi,1, . . . , oi,K} qui sont associées aux étiquettes
par la fonction suivante :
f : Y → O
yi 7→ oj
(1)
Soit V = {R1, . . . ,RR} un ensemble deR relations. Nous
appelons cet ensemble un vocabulaire. Il est défini par un
expert et contient des relations qui sont potentiellement
d’intérêt. Par exemple, il peut s’agir de relations direction-
nelles, comme à gauche de, ou de relations de distance,
comme près de. Un vocabulaire plus riche devrait rendre le
système plus expressif et améliorer les annotations et ex-
plications produites. Les relations de notre vocabulaire V
sont automatiquement évaluées sur les régions d’intérêt de
chaque image de Ttrain. La manière dont elles sont évaluées
dépend de leur définition (cf. Sec. 4.2).
Pour chaque relation R ∈ V , nous appelons α(R) son
arité. R est évaluée pour tous les α(R)-uplet de régions
d’intérêt possibles. Il est important de distinguer le voca-
bulaire V de l’ensemble VY des relations à évaluer entre
les régions d’intérêt. Par exemple, pour une relation bi-
naire R ∈ V , il faut évaluer l’ensemble {R
(
f(y), f(y′)
)
|
y, y′ ∈ Y, y 6= y′}. Ainsi, le nombre d’évaluations à effec-
tuer est :
Card(VY) =
R∑
j=1
N !
(N − α(Rj))!
(2)
À la fin de cette étape, nous avons donc une base de don-
nées B : Ttrain × VY → [0; 1] de taille n× Card(VY).
3.2 Étape 2 : apprentissage des relations per-
tinentes
Lors de cette étape, l’objectif est d’extraire les relations
les plus pertinentes parmi celles évaluées à l’étape précé-
dente. Pour une étiquette y ∈ Y , nous faisons le postulat
que les relations pertinentes impliquant les régions étique-
tées comme y sont les plus fréquentes car elles devraient
être vérifiées par la plupart, si ce n’est tous, des exemples
associés à cette classe. Ainsi, l’apprentissage des relations
les plus pertinentes revient à extraire les relations les plus
fréquentes. Cette opération est effectuée classe par classe,
il s’agit d’une stratégie one vs all. En effet, les relations
pertinentes pour une classe d’objet ne le sont pas forcé-
ment pour une autre classe. Au sein d’une même classe,
les exemples devraient être fortement corréllés entre eux.
C’est pourquoi nous utilisons un algorithme d’extraction
de motifs fréquents qui tire profit de cette propriété [32].
Un sous-ensemble J de relations est un ensemble apparte-
nant à 2VY . Soit J = {r1, . . . , rp | rj ∈ VY , 1 ≤ j ≤ p ≤
Card(VY)}. La fréquence de J dans la base de données B
s’appelle le support et est défini par :
support(J) =
1
n
n∑
k=1
min
(
B(ik, r1), ...,B(ik, rp)
)
(3)
Étant donné un seuil, J est dit fréquent si, et seulement si,
son support est supérieur à ce seuil. L’algorithme que nous
utilisons s’appuie sur un opérateur de fermeture que nous
définissons comme h : 2VY → 2VY . Une première phase
consiste à déterminer l’ensemble des sous-ensembles de re-
lations vérifiant h(J) = J . De tels sous-ensembles de re-
lations sont dits fermés. Ensuite, parmi les ensembles fer-
més, seuls ceux qui sont fréquents sont conservés. Enfin,
l’ensemble des sous-ensembles fermés et fréquents de re-
lations permet d’engendrer l’ensemble des sous-ensembles
fréquents de relations.
Puisque nous suivons une approche one-vs-all, chaque
classe d’objets y a son propre seuil de fréquence Sy dont
la valeur est déterminée lors d’une phase de validation. La
valeur de ce seuil a une influence directe sur le nombre
d’ensembles de relations fréquents qui sont extraits. Si elle
est trop élevée, alors pas ou peu d’ensembles de relations
seront considérés comme fréquents. On risque alors de ne
pas pouvoir discriminer les différentes classes et on se re-
trouve donc dans une situation d’underfitting. Au contraire,
si la valeur du seuil est trop basse, alors des ensembles de
relations non pertinents seront appris. Ceci mènerait à une
situation d’overfitting.
À la fin de cette étape, pour chaque étiquette y ∈ Y , nous
avons un ensemble Fy de sous-ensembles fréquents de re-
lations tel que Fy ⊆ 22
VY .
3.3 Étape 3 : résolution du problème de sa-
tisfaction de contraintes floues et généra-
tion des explications
Pour un exemple de test i, on peut obtenir par segmentation
un ensemble de régions potentiellement d’intérêt. L’objec-
tif de cette étape est de déterminer les étiquettes des régions
qui satisfont au mieux les relations apprises à létape précé-
dente. Cela peut être modélisé par un problème de satis-
faction de contraintes floues. De plus, puisque les relations
sont associées à une description linguistique, on peut géné-
rer une explication pour chaque annotation.
Pour chaque étiquette y ∈ Y , nous avons obtenu à l’issue
de l’étape précédente un ensemble Fy . Soit Fmaxy un en-
semble défini de la façon suivante :
Fmaxy = {z ∈ Fy | Card(z) = max
v∈Fy
(
Card(v)
)
} (4)
Fmaxy correspond donc à l’ensemble des sous-ensembles
fréquents de relations de taille maximale. Chaque rela-
tion R
(
f(y), f(y′)
)
présente dans les sous-ensembles de
relations de
⋃
y∈Y
Fmaxy est directement convertie en une
contrainte floue cR
(
f(y), f(y′)
)
. Nous pouvons donc dé-
sormais construire un modèle défini par les contraintes qui
ont été apprises ainsi que par les valeurs des seuils de fré-
quence. Reposant sur l’apprentissage de symboles (les rela-
tions) et n’ayant pas recours à la minimisation d’une fonc-
tion de perte, notre modèle est adapté à des jeux de données
de faible taille.
Après segmentation, l’exemple de test i est divisé en K
régions potentiellement d’intérêt {oi,1, . . . , oi,K}. Le pro-
blème de satisfaction de contraintes floues que nous cher-
chons à résoudre est donc le suivant :
X = {xy | y ∈ Y} (5)
D = {Dy | y ∈ Y and Dy = {oi,1, . . . , oi,K}} (6)
C = {cR(xy, xy′) | R
(
f(y), f(y′)
)
∈ U
such as U ⊆
⋃
y∈Y
Fmaxy } (7)
Chaque élément Dy de D est l’ensemble de toutes les ré-
gions qui pourraient être associées à la variable xy . Au
début, tous les Dy sont identiques. Ils sont ensuite mo-
difiés par l’algorithme FAC-3 qui écarte les solutions in-
cohérentes. Chaque contrainte de C ayant été évaluée, le
problème peut alors être résolu et les étiquettes correspon-
dant à chaque variable determinées. Ensuite, pour chaque
variable xy ∈ X , une explication est générée en utilisant
les contraintes obtenues à partir de Fmaxy . Par exemple, la
contrainte cRà gauche de(xW , xZ) engendre “W est à gauche de
Z”. Ainsi, l’utilisation de contraintes générées à partir de
Fmaxy permet d’exprimer une explication sous la forme :
“classe y CAR cause1,...,causen”. Pour une classe d’ob-
jets donnée, la contrainte la moins satisfaite nous donne
un facteur de certitude pour modérer l’explication [5], e.g.
“L’annotation de cet organe est probablement le foie...”.
Les contraintes apprises et ce facteur de certitude sont en-
voyés à un surface realiser comme simpleNLG [15] afin
de les aggréger en une phrase syntaxiquement correcte.
L’évaluation de la qualité d’une explication est une tâche
délicate. Une bonne explication est une explication cohé-
rente [29], simple et générique [33], utile et pertinente [28].
Ces différents critères sont difficiles à évaluer de manière
automatique et ils dépendent de la connaissance et des at-
tentes de l’utilisateur. Trois types de solution sont proposés
dans [10] : faire évaluer les explications par un expert, po-
ser plusieurs questions simples à un groupe de personnes
n’étant pas expert dans le domaine ciblé ou utiliser un mo-
dèle proxy dont l’explicabilité a déjà été évaluée pour juger
l’explicabilité du modèle en cours d’évaluation.
4 Expériences
Dans cette partie, nous décrivons les expériences qui ont
été menées sur un jeu d’images médicales. L’objectif est
d’effectuer une annotation d’organes justifiée en apprenant
un modèle à partir d’un faible nombre de données. Tandis
que la détection d’organes est un sujet qui a été régulière-
ment abordé dans la litérature [36, 9, 31, 22], l’annotation
d’organes n’a été traitée que dans [40]. Cette dernière mé-
thode consiste à trouver dans le jeu de données des images
qui ont des caractéristiques visuelles similaires à l’image
étudiée et à l’étiqueter de la même manière que celles-
ci. [22] aborde le problème de la détection d’organes sur
des coupes abdominales. Leur méthode s’appuie sur des
règles spatiales floues. Cependant, ces règles sont trop spé-
cifiques et ne sont pas adaptées à d’autres jeux de données.
(a) CTwb (b) CTce (c)
MRwb
(d) MRce
FIGURE 2 – Exemples correspondant aux quatre types
d’images composant le jeu de données utilisé.
La classification d’organes a été traitée par [35] à l’aide
d’un réseau de neurones convolutionnel. Leur méthode re-
pose également sur des techniques d’augmentation de don-
nées permettant de répondre au problème de la faible taille
du jeu de données utilisé.
4.1 Jeu de données
Partant du constat qu’il n’existe actuellement pas de jeu
de données dédié à l’évaluation de l’explicabilité des mo-
dèles, nous avons utilisé un jeu de données initialement
créé pour évaluer des méthodes de segmentation supervi-
sée. Il s’intitule Anatomy3 et a été présenté dans [19]. Il
contient 391 images provenant de deux modalités diffé-
rentes (CT et IRM) ainsi que les segments correspondant
à certains organes de ces images. Certaines images repré-
sentent le corps entier (CTwb et MRwb) et les autres l’ab-
domen (CTce et MRce). Ce sont des images à trois dimen-
sions obtenues par superposition de tranches en deux di-
mensions. Puisque nous travaillons sur des données à deux
dimensions, nous avons sélectionné une tranche 2D par pa-
tient afin de construire un jeu d’images à deux dimensions.
La figure 2 montre quatre tranches, chacune correspondant
à un des quatre types d’images (CTwb, MRwb, CTce et
MRce).
L’ensemble Y d’organes auxquel nous nous intéressons est
composé du foie, de la rate, de la vessie, des reins gauche
et droit, des poumons gauche et droit et des muscles psoas
gauche et droit. Nous avons conservé toutes les images
contenant ces neuf organes et leurs segments correspon-
dants, ce qui nous donne un jeu de 35 images et 315 seg-
ments.
4.2 Paramètres expérimentaux
Apprentissage du modèle. Le modèle que nous
construisons repose sur l’extraction des sous-ensembles de
relations fréquents. Il y a autant d’hyperparamètres que
d’organes. Ils correspondent tous au seuil utilisé pour juger
la fréquence d’une relation. Afin d’optimiser la recherche
de ces hyperparamètres, nous avons utilisé une validation
croisée imbriquée [6] : (1) une validation croisée externe
est réalisée pour obtenir un ensemble d’apprentissage et
un ensemble de test à chaque itération, (2) une validation
croisée interne est menée sur chaque base d’apprentissage
(a) Image d’origine (b) Organe segmenté (c) Relation
FIGURE 3 – (Affichage optimal en couleur) Exemple
d’évaluation d’une relation. L’objectif est de déterminer la
relation l’organe bleu à gauche de l’organe rouge. Étant
donné une image en entrée (3a), un organe segmenté (3b)
est considéré comme l’objet de référence. Cet organe est
utilisé pour générer un paysage flou (3c) qui représente le
degré d’appartenance de chaque pixel à la relation à gauche
de l’organe rouge. La relation est déterminée en évaluant le
degré d’intersection entre le paysage flou et l’organe bleu.
de la validation croisée externe pour obtenir un ensemble
d’apprentissage interne et un ensemble de validation
permettant d’ajuster la valeur des hyperparamètres. Cela
permet d’obtenir une estimation de l’erreur non-biaisée
par la construction de l’ensemble de validation.
Dans la boucle interne, l’optimisation des hyperparamètres
est effectuée par optimisation bayesienne sur 20 itérations
avec un processus Gaussien comme a priori. La fonction
d’acquisition utilisée ici est l’expected improvement [20].
Relations. De nombreuses relations spatiales floues ont
été étudiées dans la litérature [4]. Dans nos expériences,
nous utilisons des relations directionnelles, de distance
et de symétrie. Les relations directionnelles et de dis-
tance [2, 3] sont obtenues en générant un paysage flou et
en utilisant une approche de type reconnaissance de forme
floue [7]. Comme on peut le voir sur la figure 3, le pay-
sage flou est obtenu par la dilatation floue d’un objet de
référence par un élément structurant dont la définition dé-
termine le type de relation à évaluer. Soit S l’espace de
l’image. Soit A un objet de référence dans S et µA,R la
fonction d’appartenance associée au paysage flou représen-
tant la relation R dont l’objet de référence est A. Soit µB
la fonction d’appartenance associée à un objet B dans S.
La relationR entre A et B est alors obtenue par évaluation
du degré d’intersection flou µint [4] entre µA,R et µB :
µint(µA,R, µB) =
∑
x∈S
min
(
µA,R(x), µB(x)
)
min
( ∑
x∈S
µA,R(x),
∑
x∈S
µB(x)
) (8)
Sur la figure 3, la relationR est à gauche de, l’objet de ré-
férence A est l’organe rouge et l’objet B est l’organe bleu.
Afin d’obtenir un vocabulaire fini, nous n’avons utilisé que
certaines valeurs pour les paramètres de ces relations afin
de n’exprimer que des relations telles que au dessus de ou
FIGURE 4 – (Affichage optimal en couleur) Illustration dé-
crivant l’évaluation de la propriété allongé. Une analyse
en composantes principales est effectuée afin d’obtenir les
deux axes principaux. Ensuite, l’organe étudié est projeté
sur ces deux axes. Soit pg la prjection verte (la plus petite)
et pb la projection bleue (la plus grande). Le degré d’appar-
tenance est déterminé par 1− pgpb .
près de.
La relation de symétrie axiale [8] que nous utilisons re-
pose sur la détermination de l’axe qui maximise une me-
sure de symétrie entre deux organes. Puisque cette mesure
n’est pas différentiable, ce problème d’optimisation est ré-
solu à l’aide d’une méthode telle que le downhill simplex.
Nous utilisons également une propriété. Elle peut être vue
comme une relation unaire puisqu’elle ne caractérise qu’un
seul organe. Cette propriété évalue à quel point la forme
d’un organe est allongée. Étant donné un organe segmenté,
une analyse en composantes principales est réalisée afin
d’en obtenir les deux axes principaux. Ensuite, comme le
décrit la figure 4, l’organe est projeté sur chacun de ces
deux axes. Le rapport entre ces deux projections est alors
utilisé pour déterminer le degré d’appartenance à cette pro-
priété. Cependant, cette définition ne permet pas de bien
juger l’allongement des objects concaves.
Notre vocabulaire de relations V contient les relations sui-
vantes : à gauche de, à droite de, en dessous de, au-
dessus de, près de, symétrique à et est allongé. V com-
porte donc six relations binaires et une relation unaire.
Puisque Card(Y) = 9, le nombre de relations à évaluer
pour chaque image est Card(VY) = 441. Cela contribue à
rendre notre modèle expressif, mais le temps de calcul né-
cessaire à l’évaluation de toutes ces relations pour chaque
image peut être important.
4.3 Initialisation du problème
Comme nous l’avons montré dans la section 3, la méthode
complète est composée de trois étapes. Notre jeu de don-
nées contient pour chaque image les segments associés à
chaque organe. Ces segments ne sont pas flous, mais la mé-
thode resterait inchangée s’ils l’étaient.
L’objectif intermédiaire est de générer des contraintes afin
de définir un problème de satisfaction de contraintes floues
pour chaque exemple à évaluer. Une fois ce problème ré-
solu, nous obtenons les segments correspondant à chaque
organe et les contraintes peuvent désormais être utilisées
Organe Valeur du seuil
Foie 0.96
Rate 0.86
Vessie 0.80
Rein droit 0.92
Rein gauche 0.89
Poumon droit 0.98
Poumon gauche 0.97
Muscle psoas droit 0.92
Muscle psoas gauche 0.88
TABLE 1 – Valeurs des seuils correspondant à chaque or-
gane. Ce sont les hyperparamètres de notre modèle.
pour générer des explications.
L’ensemble de variables X et l’ensemble de domaines D
de notre problème de satisfaction de contraintes sont les
suivants :
X = {xfoie, xrate, xvessie, xrein_d, xrein_g, xpoumon_d,
xpoumon_g, xpsoas_d, xpsoas_g}
D = {Dfoie, Drate, Dvessie, Drein_d, Drein_g, Dpoumon_d,
Dpoumon_g, Dpsoas_d, Dpsoas_g}
avecDi l’ensemble des segments possibles pour la variable
xi. Il s’agit des segments fournis dans le jeu de données.
Pour chaque organe y ∈ Y , les contraintes floues sont gé-
nérées à partir de l’ensemble des sous-ensembles fréquents
de relations de taille maximale Fmaxy . De plus, comme
chaque organe est unique, il ne peut pas y avoir deux an-
notations identiques sur la même image. Il faut donc com-
pléter C avec des contraintes imposant la différence entre
chaque variable deux à deux. C’est pourquoi nous ajoutons
la contrainte globale AllDifferent.
La définition du problème de satisfaction de contraintes
floues est donc effectuée automatiquement. Ensuite, pour
un exemple donné, le problème est résolu comme décrit
dans la section 2.2.
4.4 Résultats
Un exemple est présenté sur la figure 5. Il y a neuf organes
à annoter et donc neuf explications à fournir.
La mesure d’évaluation de notre modèle est la précision.
Il s’agit du rapport entre le nombre d’annotations cor-
rectes pour tous les organes et le nombre total d’annota-
tions effectuées. Nous obtenons une précision de 100%
avec un modèle ne contenant que des relations direction-
nelles. La validation croisée externe contient trois plis
(23/24 exemples dans la base d’apprentissage et 12/11 dans
la base de test à chaque itération). La validation croisée
interne comporte quatre plis. Comme il y a neuf organes
à annoter, il y a neuf hyperparamètres à déterminer pour
extraire les ensembles de relations fréquents. Les valeurs
1
3
5
7
2
4
6
8
9
L’annotation de l’organe 1 est très probablement le
poumon gauche car il est à gauche du poumon droit
(organe 2), il est symétrique au poumon droit et il est
au-dessus de la rate (3).
L’annotation de l’organe 9 est probablement la vessie car
elle est allongée, elle est en dessous du rein droit (6) et en
dessous du rein gauche (5).
L’annotation de l’organe 4 est le foie car...
FIGURE 5 – Exemple d’annotations justifiées.
obtenues pour ces hyperparamètres sont affichées dans la
table 1. Des contraintes pourraient être ajoutées sur les va-
leurs que peuvent prendre ces hyperparamètres pour spéci-
fier la longueur des explications.
Nous observons que les explications reprennent bien les
relations qui ont été extraites puis traduites en contraintes.
Pour l’exemple proposé sur la figure 5, l’ensemble des
contraintes associées au rein droit est :
Crein_d = {(xrein_d, xrein_g, Rsymétrique à),
(xpoumon_d, xrein_d, Rau-dessus de), (xrein_d, xfoie, Rà gauche de),
(xvessie, xrein_d, Ren dessous de), (xrein_d, xrein_g, Rà droite de),
(xrein_g, xrein_d, Rà gauche de)}. Certaines de ces
contraintes peuvent sembler redondantes, comme les
deux dernières par exemple. Ce genre de situation peut
arriver car le résultat d’une dilatation floue dépend de
la forme de l’objet de référence. Comme deux organes
différents ne peuvent pas avoir exactement la même forme,
il peut y avoir de légères différences entre deux contraintes
réciproques. Chaque organe est lié à un tel ensemble de
contraintes. C est l’union de tous ces ensembles.
Bien que le modèle entraîné avec uniquement des relations
directionnelles n’ait pas besoin d’autres types de relation
pour obtenir une précision de 100%, ajouter de nouvelles
relations peut permettre de construire de meilleures expli-
cations. Comme on peut le voir sur la figure 5, la relation
symétrique à est utilisée dans l’explication de l’annota-
tion du poumon gauche. Cette relation n’est pas nécessaire
puisque nous atteignons 100% de précision sans elle, mais
elle rend l’explication plus convaincante.
Nous avons aussi étudié le nombre d’exemples nécessaires
dans la base d’apprentissage pour obtenir de bonnes per-
formances. Pour une base d’apprentissage comportant uni-
quement deux images (et 33 exemples dans la base de
test, par validation croisée imbriquée), nous obtenons au
moins 99% de précision. Dans le cas extrême d’une base
d’apprentissage contenant un seul exemple, les relations
fréquentes seront celles dont le degré d’appartenance est
plus grand que les seuils considérés (cf. section 3.2). Ainsi,
tout exemple qui n’est pas une aberration devrait permettre
d’obtenir de bonnes performances.
Enfin, nous observons que notre modèle obtient de
meilleures performances que le réseau de neurones convo-
lutionnel présenté dans [35]. Ce modèle a été entraîné sur
un jeu de données plus grand que le nôtre et ne fournit
pas d’explications. La méthode la plus proche de la nôtre,
présentée dans [40], ne donne pas de mesure de précision
comme référence. Son désavantage est qu’elle peut ne pas
assigner certaines classes d’objet, ce qui arrive en moyenne
une fois tous les cinq exemples. Avec notre approche, ce
genre de situation est impossible car chaque variable de
notre problème doit être associée à une région de l’image.
5 Conclusion et perspectives
Dans cet article, nous présentons une nouvelle méthode
d’apprentissage et de raisonnement visuel dont le but est
d’annoter des objets dans des images et d’expliquer les ré-
sultats obtenus. Cette tâche est formalisée comme un pro-
blème de satisfaction de contraintes floues. Cette méthode
est basée sur des relations spatiales floues qui sont apprises
sur un ensemble d’objets annotés et qui sont ensuite tra-
duites en contraintes. Nous avons validé notre approche sur
un jeu d’images médicales et nous avons montré qu’elle
tire profit de l’apprentissage symbolique et de sa capacité
à raisonner pour expliquer les résultats qu’elle produit et
atteindre une précision de 99% pour une base d’apprentis-
sage de taille 2.
Nous envisageons de développer une stratégie pour réali-
ser la première étape de manière plus rapide. Une première
idée est de déterminer une structure hiérarchique des re-
lations spatiales afin de pouvoir utiliser un tri topologique.
Une deuxième idée est de mettre à jour l’ordre d’évaluation
des relations à partir des exemples précédemment étudiés.
De plus, puisque l’utilisation de la logique floue nous per-
met de gérer des segments imprécis, nous souhaitons uti-
liser une méthode de segmentation non-supervisée sur les
images de tests pour initialiser les domaines de D.
Plus globalement, il s’agit d’une première étape vers une
combinaison de l’apprentissage statistique et de l’appren-
tissage symbolique afin de créer une intelligence artificielle
explicable.
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