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SOBRE COMO CARACTERIZAR LA EFICIENCIA DE LAS DESCOMPOSICIONES
AUTOMATAS .
Teófi].o Valdés, Carmen Arias
Universidad Complutense de Madrid
Universidad a Distancia
A partir de 1955, con los trabajos pioneros (H4) y (M1 ), se ha desa
rrollado una teoría, encuadrada dentro de la Teoría General de Sistemas,
que ha sido posterior y universalmente conocida con el nombre de Teoría
de Autómatas o Teoría de Máquinas Secuenciales Abstractas .
Se define un autómata, (K1 ), como el sistema
donde Q = conjunto finito de estados internos .
conjunto finito de inputs
	
= conjunto finito de outputs .
v " CIX 1 - :A función parcial de salto entre estados .
&SXG--ih función parcial de outputs .
Si denotamos por ~~ el semigrupo libre generado por Y y por
siendo e el elemento neutro de es claro que podemos -
ampliar los dominios de ó y A respectivamente a (Q .\E y a (qkY-+
mediante las fórmulas recursivas : VXE~e dáeY-
M) e- ) D = 9 , c1, x-r) 9z(tix)-r , ~) ¡ ~~.1x~`) ~ = tllm .9 cc)
Un problema clásico sobre autómatas es aquel referido a la simula-
cíón o realización, (H3), de un autómata por otro . Intuitivamente la noción
de simulación es clara : decimos que un autómata ~Zsimula a otro~4 cuan-
do A,.puede comportarse, mediante una transformación adecuada, tal como
lo haced , Formalmente, si (i=1 , 2), debeh existir
I
tales que hagan cierto el diagrama .
p1P _yA í:k4
es decir,
mulación un autómata dado . Consideraremos exclusivamente aquellos autó-
matas reducidos (no existen estados o inputs que se comporten de igual for
ma desde el punto de vista de output) . Esto no es ninguna restricción, (E1),
ya que todo autómata puede ser simulado por otro en forma reducida.
El problema así planteado puede ser simplificado mediante la defin_i
á
ción de semiautómatas . Definimos un semiautómata como
con los mismos significados que los especificados para los autómatas . De
esta forma ; iudú auiútiiaia define inlpiicitaiiente uni seimiautómata asociado
sin más que despreciar los outputs .
1 a




yo-a se verifique ;





El problema que tratamos de abordar es el de descomponer por si-
Dados dos semiautómatas(i=1,2), decimos que~2 simu
.1 2parcial suprayectiva, f, IT ----
La simplificación nos la ofrece el siguiente teorema:
Si /^ está en forma reducida :
] ~ a
Va tal que ~L simula J~2 tal que ,(DZ simula
Mediante esta simplificación basta considerar semiautómatas .
apl icación 7
Aunque tradicionalmente se han desarrollado composiciones d(; au-
tómatas en serie y en paralelo, nosotros usaremos un producto más general,
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\1 4ly 8 ~i~~ °~ j~onjunto finito y dos aplicaciones





















El producto en cascada puede ser facilmente generalizado a k fac-
tores de manera inmediata. Su visualización sería en este caso ;
siendo idx _\1tX) d
Nuestro objetivo primordial consistirá en buscar componentes típi
cos que puedan ser utilizados para simular cualesquiera semiautómatas.-
Es obvio exigir a,susodichos componentes, en caso de encontrarlos, que
sean en cierto modo más simples que el semiautómata del cual partamos .
Dos son los criterios que proponemos para evaluar la mayor o menor com
plejidad de semiautómatas ;
1°) Basándonos en el semigrupo de transformaciones definido por
un semiautómata x
Hagamos notar que, de igual forma, dado un semigrupo finito












2°-) Basándonos en el nómero de estados .
Según esto, podemos dar las siguientes definiciones :
Dados,11 J), (i=1,2), se dice que es más 1-simple que ~a
a
si S 1	dividea S2 como semigrupos (siendo S i el semigrupo asociado a
DEFINICION 3
Dados=lQ"IIDI) , (i= 1 , 2), se dice que es más 2-simple que
si
IQII,~ Iel
(siendo `A`, el cardinal de
Decimos que un semiautómata se puede descomponer en r semi-
a
autómatas en forma k-eficiente (k=1 , 2), si existen ~ . (i=1 , . . . , r) tales
~k
que un cierto producto en cascada ~Á4 r.ice /"Z X22 --- .
es capaz de simular a ~~ , siendo cada ~ más k-simple que
Si A no admite descomposición k-eficiente se dice que es k-irre-
ducible (k=1 , 2) .
Usando la descomposición prima de semigrupos (ver por ejemplo
(L1 ), (L2) o (E2)), y la analogía existente entre la descomposición de au-
tómatas y semigrupos (ver por ejemplo (kl)), podemos establecer que dado
4
un cualquiera con semigrupo S se verifica que
E C(d~iDADE$ U SiMPLES(S» _
(donde, si P° es una familia de semigrupos, denotamos por T(?) la clase de
semiautómatas cerrada bajo simulaciones 1-eficientes de productos en cas
cada de semiautómatas con semigrupos de jf ), y siendo
UNIDADES =~ U3 , U2 , U1 , UO ~ =Divisores de U3
o q r
r
r~ r, r^r r





SIMPLES (S) =~Gi I G i es un grupo simple que divide a S~
Según esto, dado ~ , la existencia de descomposición 1-eficiente
depende solamente de UNIDADES, y podemos dar por ejemplo el siguiente
k
Si en~ existen dos o más inputs PEL tales que Dor sea una apli-
cación constante entonces admite descomposición 1-eficiente.
Otros muchos resultados han sido obtenidos (para más datos consul
tar con autores) .




=(aza) un semiautómata con semigrupo S, y sea G el sub-
grupo de S definido por
G = ~dx 1 DI es una permutación de Q ~ =
Ho = G, H 1 , H2, . . . . ., Hr
tales que
a) Cada Hi es subgrupo de Hi-1
b) Hr es subgrupo de E(qo)
(i=1 . . . . . . . r)
I 9 rc. G
Sea E(qo ) =4 9 E G ) qo9 = qoI t el subgrupo de G estabilizador de
un cierto estado qo r. Q cualquiera. En estas condiciones :
Si G es transitivo en Q entonces ,a es descomponible 2-eficien
temente .
Si G no es transitivo en Q entonces unicamente es 2-eficientemente
descomponible si y solo si existen
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