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COHERENT SYSTEMS OF GENUS 0
III: COMPUTATION OF FLIPS FOR k = 1
H. LANGE AND P. E. NEWSTEAD
Abstract. In this paper we continue the investigation of coherent
systems of type (n, d, k) on the projective line which are stable with
respect to some value of a parameter α. We consider the case k = 1
and study the variation of the moduli spaces with α. We determine
inductively the first and last moduli spaces and the flip loci, and
give an explicit description for ranks 2 and 3. We also determine
the Hodge polynomials explicitly for ranks 2 and 3 and in certain
cases for arbitrary rank.
1. Introduction
A coherent system of type (n, d, k) on a smooth projective curve C
over an algebraically closed field is by definition a pair (E, V ) with
E a vector bundle of rank n and degree d over C and V ⊂ H0(E) a
vector subspace of dimension k. For any real number α, the α-slope of
a coherent system (E, V ) of type (n, d, k) is defined by
µα(E, V ) :=
d
n
+ α
k
n
.
A coherent subsystem of (E, V ) is a coherent system (F,W ) such that
F is a subbundle of E and W ⊂ V ∩H0(F ). A coherent system (E, V )
is called α-stable (α-semistable) if
µα(F,W ) < µα(E, V ) (µα(F,W ) ≤ µα(E, V ))
for every proper coherent subsystem (F,W ) of (E, V ). For every α
there exists a moduli space G(α;n, d, k) of α-stable coherent systems
of type (n, d, k).
In two previous papers [6] and [7], we computed in particular the
precise conditions for existence of α-stable coherent systems of type
(n, d, k) for k = 1, 2, 3 on a curve of genus 0. In this paper we consider
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the case k = 1 and investigate the relationship between the moduli
spaces G(α;n, d, 1) as α varies. As in [7] our methods depend on the
study of the “flips” which occur at “critical values” of α.
There are only finitely many critical values of α. Between any 2 con-
secutive critical values the moduli spaces G(α;n, d, 1) do not change.
To get from one moduli space to the next one crossing a critical value
we have to delete a certain closed subvariety and insert another one in
its place. Following [2] we call this process a flip. The closed subvari-
eties are called flip loci.
After describing the general set up in section 2, we give an inductive
determination of the flip loci in section 3. This leads to a description
of all moduli spaces as disjoint unions of locally closed subvarieties
determined by the first moduli space and the flip loci (see Theorem 3.5
for details). In section 4 we determine inductively the first and last
moduli spaces. In section 5 we introduce the Hodge polynomials and
show how they can be explicitly computed for our moduli spaces. In
particular, the Hodge numbers hp,q are always zero for p 6= q. In rank
2 our flips coincide precisely with those of Thaddeus [11] and we give
a complete analysis of this in section 6, including explicit formulae for
the Hodge polynomials of all moduli spaces. In section 7 we consider
coherent systems for rank n ≥ 3 and determine the Hodge polynomials
of the first moduli space for t ≤ 2, where t is defined by d = na− t, 0 ≤
t ≤ n − 1. In particular, for n = 3, this covers all cases and we show
explicitly how each flip affects the Hodge polynomial.
Our original intention was to compute the Poincare´ polynomials.
The idea of using the Hodge polynomials which have stronger additive
properties arose from the second author’s reading of [9]. We are grateful
to the authors.
We work throughout on the projective line P1 defined over an al-
gebraically closed field K. For the discussion of Hodge polynomials
K = C.
2. The set up
We consider the moduli spaces G(α;n, d, 1) of α-stable coherent sys-
tems on P1 of type (n, d, 1). When n = 1, we can describe these spaces
completely.
Proposition 2.1. The moduli space G(α; 1, d, 1) is independent of α >
0 and is isomorphic to Pd when d ≥ 0 and empty for d < 0.
Proof. For n = 1 the α-stability condition is just α > 0. Moreover
h0(O(d)) = 0 if d < 0 and = d+ 1 if d ≥ 0. The result follows. 
In view of this proposition we usually write G(1, d, 1) in place of
G(α; 1, d, 1).
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Suppose now that n ≥ 2. Then we write as in [6] (and putting
k = 1),
(1) d = na− t and a = l(n− 1) +m+ t.
with 0 ≤ t < n, l ≥ 1 and 0 ≤ m < n− 1.
Lemma 2.2. d = (n− 1)(ln+ t) +mn and this determines ln+ t and
m subject to the condition 0 ≤ m ≤ n− 2.
Proof.
d = na− t = na− nt+ (n− 1)t
= n(l(n− 1) +m) + (n− 1)t
= (n− 1)(ln+ t) +mn.

According to [6, Theorem 5.1] there exist α-stable coherent systems
of type (n, d, 1) precisely when α is in the range
t < α <
d
n− 1
−
mn
n− 1
.
This is equivalent to
(2) t < α < ln+ t.
For any allowable critical data set (αc, n1, d1, k1, n2, d2, k2) defined as
in [7], we have by assumption that
k1
n1
>
k2
n2
.
In our case, this means
k1 = 1, k2 = 0
and hence [7, equation (5.2)]
n2 = 1.
Now write
d2 = a + e.
By [7, equation (2.9)] it follows that
αc = αe := en+ t with 1 ≤ e ≤ l − 1.
This implies that for every critical value there is exactly one allowable
critical data set. In particular, if l = 1, there are no critical values.
For any integer e with 0 ≤ e ≤ l − 1 we write for brevity
Ge := G(α;n, d, 1)
for any α in the range en + t < α < (e + 1)n + t. If (E, V ) ∈ Ge, we
say also that (E, V ) is α+e -stable. Similarly for (E, V ) ∈ Ge−1 we say
(E, V ) is α−e -stable.
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We denote by G+e the flip locus consisting of those coherent systems
(E,K) ∈ Ge which do not belong to Ge−1. As we shall see, these are
given by exact sequences
(3) 0→ (O(a+ e)r, 0)→ (E,K)→ (Er,K)→ 0
for which no direct factor (O(a + e), 0) splits off and (Er,K) does not
contain a subsystem (O(a+ e), 0).
For a fixed (Er,K) with this property these extensions are described
by the Grassmannian Gr(r, Ext1((Er,K), (O(a+e), 0))), where accord-
ing to [7, equations (2.6) and (3.3)],
dimExt1((Er,K), (O(a+ e), 0)) = C12
with
C12 = −(n− r)− (a+ e)(n− r) + (d− ra− re) + a + e+ 1
= a− t− (n− 1)(e+ 1) + r(4)
= (l − e− 1)(n− 1) +m+ r ≥ r.
Similarly, for 1 ≤ e ≤ l, we denote by G−e the flip locus consisting of
those coherent systems (E,K) ∈ Ge−1 which do not belong to Ge. As
we shall see, these are given by exact sequences
(5) 0→ (Er,K)→ (E,K)→ (O(a+ e)
r, 0)→ 0
for which no direct factor (O(a + e), 0) splits off and (Er,K) does
not admit any quotient system (O(a + e), 0). For a fixed (Er,K)
with this property these extensions are described by the Grassmannian
Gr(r, Ext1((O(a + e), 0), (Er,K))), where according to [7, equations
(2.7) and (3.4)],
dimExt1((O(a+ e), 0), (Er,K)) = C21
with
C21 = −(n− r) + (a+ e)(n− r)− (d− ra− re)
= −(n− r) + en + t(6)
≥ r.
Note that
(7) Ge−1 \G
−
e = Ge \G
+
e .
3. Inductive determination of flip loci
In this section we describe an inductive procedure to determine G−e
and G+e for any 1 ≤ e ≤ l − 1. For this we need the following lemma
Lemma 3.1. Suppose α > 0 and b ∈ Z.
(a) Consider extensions of the form
(8) 0→ (O(b)r, 0)→ (E,K)→ (Er,K)→ 0
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with µα(Er,K) = b and (Er,K) α-semistable. Then (E,K) is α
+-stable
if and only if
(i) (Er,K) is α
+-stable,
(ii) no direct factor (O(b), 0) splits off (8).
If the class of (8) is given by (e1, . . . , er) with ei ∈ Ext
1((Er,K), (O(b), 0)),
then (ii) is equivalent to
(ii′) e1, . . . , er are linearly independent.
(b) Consider extensions of the form
(9) 0→ (Er,K)→ (E,K)→ (O(b)
r, 0)→ 0
with µα(Er,K) = b and (Er,K) α-semistable. Then (E,K) is α
−-stable
if and only if
(i) (Er,K) is α
−-stable,
(ii) no direct factor (O(b), 0) splits off (9).
If the class of (9) is given by (e1, . . . , er) with ei ∈ Ext
1((O(b), 0), (Er,K)),
then (ii) is equivalent to
(ii′) e1, . . . , er are linearly independent.
Proof. (a): Suppose first (E,K) is α+-stable. Then (ii) is obvious.
For the proof of (i) suppose (F,W ) ⊂ (Er,K) contradicts α
+-stability.
Then it also contradicts α-stability and so µα(F,W ) = µα(Er,K). If
W = 0, the function µα(Er,K) − µα(F, 0) is strictly increasing with
α. So µα+(Er,K) > µα+(F, 0), a contradiction. Hence we must have
W = K. Then the pullback (G,K) of (F,K) to (E,K) has µα(G,K) =
µα(Er,K). This implies µα+(G,K) > µα+(E,K), a contradiction.
Suppose, conversely, (i) and (ii) hold and (G,W ) is a subsystem of
(E,K) with µα+(G,W ) ≥ µα+(E,K). Then we must have µα(G,W ) =
µα(E,K), because (E,K) is certainly α-semistable. As above this im-
plies W = K. The image of (G,K) in (Er,K) must have the form
(F,K). Then µα(F,K) ≥ b = µα(Er,K). If F 6= Er, this contradicts
the α+-stability of (Er,K). So F = Er and we have
0→ (O(b)s, 0)→ (G,K)→ (Er,K)→ 0.
If s < r, this contradicts (ii).
The last assertion is obvious. This completes the proof of (a).
(b): Suppose that (E,K) is α−-stable. Then (ii) is obvious. For the
proof of (i) suppose (F,W ) ⊂ (Er,K) contradicts α−-stability. Arguing
as in (a) we see that we must have W = 0. But then µα−(F, 0) >
µα−(E,K), a contradiction.
Suppose conversely, (i) and (ii) hold and (G,W ) is a subsystem of
(E,K) with µα−(G,W ) ≥ µα−(E,K). We must have µα(G,W ) =
µα(E,K) and hence W = 0. The image of (G, 0) in (O(b)r, 0) must
have the form (O(b)s, 0) for some s ≤ r; otherwise µα(G, 0) < µα(E,K).
Hence the intersection of (G, 0) and (Er,K) has the form (F, 0) with
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µα(F, 0) = b = µα(Er,K). But then µα−(F, 0) > µα−(Er,K), a contra-
diction. 
Corollary 3.2. (a) Let M+ denote the moduli space of α+-stable co-
herent systems (E,K) which occur in an extension (8) and for which
(E,K) does not admit a coherent subsystem isomorphic to (O(b)r+1, 0).
Then M+ is isomorphic to a Gr(r, C12)-fibration over G(α+;n− r, d−
br, 1) \ N+ where C12 = dimExt
1((Er,K), (O(b), 0)) and N+ is the
moduli space of coherent systems (Er,K) which are α
+-stable and ad-
mit a coherent subsystem (O(b), 0).
(b) Let M− denote the moduli space of α−-stable coherent systems
(E,K) which occur in an extension (9) and for which (E,K) does not
admit a quotient coherent system isomorphic to (O(b)r+1, 0). ThenM−
is isomorphic to a Gr(r, C21)-fibration over G(α
−;n− r, d− br, 1) \N−
where C21 = dimExt
1((O(b), 0), (Er,K)) and N− is the moduli space
of coherent systems (Er,K) which are α
−-stable and admit a quotient
coherent system (O(b), 0).
Proof. For the proof of (a) just note that in (8) the coherent system
(E,K) admits a subsystem (O(b)r+1, 0) if and only if (Er,K) admits a
subsystem (O(b), 0). Similarly, for the proof of (b) note that in (9) the
coherent system (E,K) admits a quotient system (O(b)r+1, 0) if and
only if (Er,K) admits a quotient system (O(b), 0). 
For the next proposition we need some notation. Write a0 := a, t0 :=
t and e0 := e so that
d = na0 − t0 and a0 = l0(n− 1) +m0 + t0
with 0 ≤ t0 ≤ n − 1, 0 ≤ m0 ≤ n − 2 and 0 ≤ e0 ≤ l0. Then define
inductively, for 1 ≤ r ≤ n− 2,
• sr and tr by sr(n− r)+ tr = tr−1+ er−1 with 0 ≤ tr ≤ n− r−1,
• ar := ar−1 − sr,
• lr and mr by ar = lr(n−r−1)+mr+tr with 0 ≤ mr ≤ n−r−2
and
• er := er−1 + sr.
Lemma 3.3. For 0 ≤ r ≤ n− 2,
(i) ar + er = a0 + e0,
(ii) (n− r)ar − tr = d− ra− re,
(iii) (n− r)er + tr = ne0 + t0 = αe,
(iv) 0 ≤ e0 ≤ er ≤ lr − l0 + e0 ≤ lr.
In particular, if 1 ≤ e ≤ l−1, αe is a critical value for coherent systems
of type (n− r, d− ra− re, 1).
Proof. (i) is obvious from the definitions. The proof of (ii), (iii) and
(iv) is by induction on r, the case r = 0 being immediate. So suppose
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r ≥ 1 and (ii), (iii) and (iv) are true for r − 1.
(ii) : (n− r)ar − tr = (n− r)(ar−1 − sr)− (tr−1 + er−1 − sr(n− r))
= (n− (r − 1))ar−1 − tr−1 − ar−1 − er−1
= d− (r − 1)a− (r − 1)e− a− e
(using the induction hypothesis and (i))
= d− ra− re.
(iii) : (n− r)er + tr = (n− r)er−1 + (n− r)sr + tr
= (n− r)er−1 + tr−1 + er−1
= ne0 + t0 (by induction hypothesis).
(iv): By induction hypothesis, er = er−1 + sr ≥ e0 + sr ≥ e0 and on
the other hand, er = er−1 + sr ≤ lr−1 − l0 + e0 + sr. Hence it remains
to show that lr − lr−1 − sr ≥ 0. Now we have
ar−1 − sr = ar = lr(n− r − 1) +mr + tr
= lr(n− r − 1) +mr + tr−1 + er−1 − sr(n− r).
Hence
lr−1(n−r)+mr−1+tr−1−sr = lr(n−r−1)+mr+tr−1+er−1−sr(n−r).
Equivalently,
lr−1(n− r) = lr(n− r − 1) +mr −mr−1 + er−1 − sr(n− r − 1).
This gives
(n− r − 1)(lr − lr−1 − sr) = lr−1 −mr +mr−1 − er−1
≥ l0 − e0 −mr +mr−1
(by induction hypothesis)
≥ −mr ≥ −(n− r − 2).
Since lr− lr−1− sr is an integer, the left hand side is ≥ 0 which implies
lr − lr−1 − sr ≥ 0 and thus completes the proof. 
Now write for 1 ≤ r ≤ n− 2
• Gre := Ger(n− r, d− ra− re, 1),
• Gre− := Ger−1(n− r, d− ra− re, 1),
• Gr+e := G
+
er
(n− r, d− ra− re, 1) and
• Gr−e := G
−
er
(n− r, d− ra− re, 1).
For r = n− 1 we write in view of Proposition 2.1
• Gn−1e = G
n−1
e− := G(1, d− (n− 1)a− (n− 1)e, 1),
• Gn−1+e = G
n−1−
e := ∅.
Proposition 3.4. Suppose 1 ≤ e ≤ l − 1.
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(a): The variety G+e is the disjoint union of the following locally
closed subvarieties:
G+e =
n−1⊔
r=1
V r+e ,
where V r+e is a Gr(r, a− t− (n− 1)(e+ 1) + r)-bundle over G
r
e \G
r+
e .
(b): The variety G−e is the disjoint union of the following locally
closed subvarieties:
G−e =
n−1⊔
r=1
V r−e ,
where V r−e is a Gr(r, r − n+ en + t)-bundle over G
r
e− \G
r−
e .
(c): The base spaces of the bundles defining V r+e and V
r−
e are the
same.
Proof. (a): Suppose (E,K) ∈ G+e . By definition there exists a subsys-
tem (F,W ) ⊂ (E,K) such that µαe(F,W ) = µαe(E,K). If W = K,
then (F,W ) contradicts α+e -stability of (E,K). So W = 0. Let O(b)
be a direct factor of F of maximal degree. Replacing F by O(b) if nec-
essary, we can assume without loss of generality that F = O(b). For
equality of αe-slopes of (E,K) and (O(b), 0) we must have b = a + e.
So we get an exact sequence
(10) 0→ (O(a + e), 0)→ (E,K)→ (E1,K)→ 0.
Suppose that r ≤ n − 1 is the largest integer such that (E,K) occurs
in an extension
0→ (O(a + e)r, 0)→ (E,K)→ (Er,K)→ 0.
By Corollary 3.2 (a) the moduli space of coherent systems (E,K) which
occur in this way is isomorphic to a Gr(r, C12)-bundle over G
r
e \ G
r+
e ,
where C12 = dimExt
1((Er,K), (O(a + e), 0)). So equation (4) implies
the assertion.
(b): Suppose (E,K) ∈ G−e . By definition there exists a subsystem
(F,W ) ⊂ (E,K) such that µαe(F,W ) = µαe(E,K). If W = 0, then
µα−e (F,W ) > µα−e (E,K), a contradiction. So W = K. Hence the quo-
tient coherent system is (G, 0). Let O(b) be a direct factor of smallest
degree of G. Without loss of generality we can assume G = O(b). For
equality of αe-slopes of (E,K) and (O(b), 0) we must have b = a + e.
So we get an exact sequence
(11) 0→ (E1,K)→ (E,K)→ (O(a + e), 0)→ 0.
Suppose that r ≤ n − 1 is the largest integer such that (E,K) occurs
in an extension
0→ (Er,K)→ (E,K)→ O(a + e)
r, 0)→ 0.
By Corollary 3.2 (b) the moduli space of coherent systems (E,K) which
occur in this way is isomorphic to a Gr(r, C21)-bundle over G
r
e−1 \
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Gr−e , where C21 = dimExt
1((O(a + e), 0), (Er,K)). So equation (6)
completes the proof.
(c): This follows at once from equation (7). 
We now summarize the results of this section in a theorem.
Theorem 3.5. For 1 ≤ e ≤ l− 1, the moduli space Ge can be obtained
from G0 by a series of flips at the critical values α1, . . . , αe.
The flip at αe′ consists of the removal of disjoint locally closed sub-
varieties V r−e′ and the insertion of disjoint locally closed subvarieties
V r+e′ for 1 ≤ r ≤ n− 1. Each of the V
r+
e′ and V
r−
e′ is a Grassmannian
bundle over an open subset of a moduli space of coherent systems of
rank n− r. These are described explicitly in Proposition 3.4.
Proof. This follows at once from Proposition 3.4. 
4. Determination of G0 and Gl−1
In order to apply Theorem 3.5, we need to determine G0. In this
section we give an inductive description of G0 and also of the final
moduli space Gl−1. As usual we assume l ≥ 1, i.e. a− t ≥ n− 1.
Proposition 4.1. If t = 0, i.e. d = na, the moduli space G0 =
G0(n, d, 1) is isomorphic to Gr(n, a + 1). In particular G0 6= ∅ if and
only if a ≥ n− 1.
Proof. If (E,K) ∈ G0, the vector bundle E must be semistable. So
E ≃ O(a)n. For (O(a)n,K) let K be generated by a section σ =
(σ1, . . . , σn) ∈ H0(O(a))n. The coherent system (O(a)n,K) is 0+-stable
if and only if σ1, . . . , σn are linearly independent. Two such coherent
systems are isomorphic if and only if the n-tuples differ by an element
of GL(n). This implies the assertion. 
When t > 0, then G0 = G
+
0 and we can use the procedure of
Proposition 3.4 (a) to determine G0 inductively. For this the num-
bers sr, tr, ar, lr, mr and er are defined as in section 3. Note that in this
case e0 = 0.
Proposition 4.2. For t > 0 the variety G0 is the disjoint union of the
following locally closed subvarieties:
G0 =
n−1⊔
r=n−t
V r+0 ,
where V r+0 is a Gr(r, a− t + r − n+ 1)-bundle over G
r
0 \G
r+
0 .
Proof. Just substitute e = 0 in the proof of Proposition 3.4 (a). We
have only to show that Gr0 = G
r+
0 for 1 ≤ r ≤ n− t− 1.
However degEr = d − ra = (n − r)a − t. So if t ≤ n − r − 1, then
G(α;n− r, d− ra, 1) = ∅ for α < t which implies the assertion. 
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In particular, for t = 1, we obtain
Corollary 4.3. For t = 1 the moduli space G0 is a Gr(n − 1, a − 1)-
bundle over Pa−1.
Proof. This follows from the proposition noting thatGn−10 = Gen−1(1, d−
(n− 1)a, 1) ≃ Pa−1 and Gn−1+0 is empty. 
In later sections we do not need an explicit description of Gl−1. How-
ever we can easily obtain one. In fact, by equation (2), Gl−1 = G
−
l and
we can use the procedure of Proposition 3.4 (b) to determine Gl−1
inductively. In this case e0 = l.
Proposition 4.4. The variety Gl−1 is the disjoint union of the follow-
ing locally closed subvarieties:
Gl−1 =
n−1⊔
r=n−m−1
V r−l−1,
where V r−l−1 is a Gr(r, r − n + ln+ t)-bundle over G
r
l− \G
r−
l .
Proof. Just substitute e = l in the proof of Proposition 3.4 (b). We
have only to show that Grl− = G
r−
l for 1 ≤ r ≤ n−m− 2.
However by Lemma 2.2,
degEr = d− ra− rl
= (n− 1)(ln+ t) +mn− r(n− 1)l − rm− rt− rl
= (n− 1− r)(ln+ t) +m(n− r).
So, provided m ≤ n − r − 2, the top limit of α for the existence of
α-stable coherent systems (Er,K) is ln+ t. This implies G
r
l− = G
r−
l in
this range. 
5. Hodge polynomials
Suppose K = C. Then, for any quasiprojective variety X , Deligne
defined in [4] a mixed Hodge structure on the cohomology groups
Hkc (X,C) with compact support with associated Hodge polynomial
ǫ(X)(u, v). When X is a smooth projective variety, we have
ǫ(X)(u, v) =
∑
p,q
hp,q(X)upvq
where hp,q(X) are the usual Hodge numbers. In particular, in this
case ǫ(X)(u, u) is the usual Poincare´ polynomial P (X)(u). We need
only the following properties of the Hodge polynomials (see [4] and [9,
Theorem 2.2 and Lemma 2.3]).
• If X is a finite disjoint union X = ⊔iXi of locally closed subva-
rieties Xi, then
ǫ(X) =
∑
i
ǫ(Xi).
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• If Y → X is an algebraic fibre bundle with fibre F which is
locally trivial in the Zariski topology, then
ǫ(Y ) = ǫ(X) · ǫ(F ).
Moreover we need the Hodge polynomials of the Grassmannians. In
fact,
(12)
ǫ(Gr(r,N))(u, v) =
(1− (uv)N−r+1)(1− (uv)N−r+2) · · · (1− (uv)N)
(1− uv)(1− (uv)2) · · · (1− (uv)r)
.
Using these properties, we deduce from Propositions 3.4, 4.1 and 4.2,
Theorem 5.1. Suppose K = C. Then for any type (n, d, 1) with
n ≥ 2 and any integer e, 0 ≤ e ≤ l − 1, the Hodge polynomials
ǫ(Ge(n, d, 1)), ǫ(G
+
e (n, d, 1)) and ǫ(G
−
e+1(n, d, 1)) can be explicitly com-
puted. In particular,
hp,q(Ge(n, d, 1)) = 0
for p 6= q.
Proof. By Propositions 3.4 and 4.2 and the properties of the Hodge
polynomials we have, for t ≥ 1,
(13) ǫ(Ge) =
n−1∑
r=n−t
ǫ(V r+0 ) +
e∑
e′=1
n−1∑
r=1
ǫ(V r+e′ )−
e∑
e′=1
n−1∑
r=1
ǫ(V r−e′ ).
If t = 0, the first term on the right hand side of (13) has to be replaced
by ǫ(Gr(n, a + 1)) according to Proposition 4.1.
The proof proceeds by induction on n. For the starting case n =
2, it follows from Propositions 2.1, 3.4, 4.1 and 4.2 that ǫ(Ge) can
be expressed in terms of Hodge polynomials of Grassmannians and
projective spaces. The result follows in this case. Now suppose n ≥ 3
and the theorem is proved for ranks smaller than n. The result follows
from (13) and the description of the varieties V r+e′ and V
r−
e′ . Note that
all the fibrations are locally trivial in the Zariski topology, since for
k = 1 there always exist universal families of coherent systems (see [3,
Appendix]).
The last assertion follows, since all the ingredients are Grassmanni-
ans and projective spaces. 
In the following sections we will explicitly work out the cases n = 2
and n = 3 and also compute ǫ(G0) for all n when t ≤ 2.
6. Coherent systems of rank 2
Suppose n = 2 and as usual k = 1. Hence d = 2a− t and l = a − t
with 0 ≤ t ≤ 1 and l ≥ 1. In particular, for non-emptiness of G0 we
require a− t ≥ 1 and we assume this without further reference.
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Proposition 6.1. (a): If t = 0, then G0 := G0(2, d, 1) is isomorphic
to the Grassmannian Gr(2, a+ 1).
(b): If t = 1, then G0 is a P
a−2-bundle over Pa−1.
Proof. (a) is a special case of Proposition 4.1 and (b) is a special case
of Corollary 4.3. 
If a− t = 1, there are no critical values. So suppose a− t ≥ 2. For
the last moduli space Ga−t−1 we have,
Proposition 6.2. The moduli space Ga−t−1 is isomorphic to P
2a−t−2
and consists of coherent systems (E,K) which can be expressed as non-
trivial extensions
(14) 0→ (O,K)→ (E,K)→ (O(2a− t), 0)→ 0.
Proof. This is a special case of Proposition 4.4. In this case m = 0 and
the only allowable value of r is r = 1. Now G1l− = G(1, d− a− l, 1) ≃
Pd−a−l and d− a− l = 0. Moreover G1−l = ∅. So Ga−t−1 is isomorphic
to Gr(1, 2l + t− 1) ≃ P2l+t−2 and 2l + t− 2 = 2a− t− 2. 
Our main theorem in this section is a version for genus 0 of results
of Thaddeus [11, section 4].
Theorem 6.3. Suppose n = 2, 0 ≤ t ≤ 1 and a − t ≥ 1. There exist
a− t non-empty moduli spaces G0, . . . , Ga−t−1. For a− t ≥ 2, we have
a diagram
eG1



//
/
eG2



//
/
eG3



++
+
· · · eGω



22
2
G0 G1 G2 · · · Gω.
where ω = a− t− 1.
Here G˜e is simultaneously the blow-up of Ge−1 in G
−
e and the blow-up
of Ge in G
+
e .
Moreover, G+e is a P
a−e−t−1-bundle over Pa−e−t and the elements of
G+e are the coherent systems (E,K) which can be expressed as non-
trivial extensions
0→ (O(a+ e), 0)→ (E,K)→ (O(a− t− e),K)→ 0.
The variety G−e is a P
2e+t−2-bundle over Pa−e−t and the elements of G−e
are the coherent systems (E,K) which can be expressed as non-trivial
extensions
0→ (O(a− t− e),K)→ (E,K)→ (O(a+ e), 0)→ 0.
Proof. The assertions about G+e and G
−
e are special cases of Proposition
3.4 and the sequences (10) and (11) combined with Proposition 2.1.
Moreover the assumptions A.1 of [3] are satisfied for all critical values
αe = 2e + t with 1 ≤ e ≤ a − t − 1. Hence the diagram exists as
claimed. 
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From the explicit description of G0 and Ga−t−1 in Propositions 6.1
and 6.2 we can compute the Hodge polynomials.
Proposition 6.4. Suppose K = C, n = 2 and a− t ≥ 1. Then
ǫ(G0)(u, v) =
{
(1−(uv)a)(1−(uv)a+1)
(1−uv)(1−(uv)2)
if t = 0,
(1−(uv)a)(1−(uv)a−1)
(1−uv)2
if t = 1.
ǫ(Ga−t−1)(u, v) =
{
1−(uv)2a−1
1−uv
if t = 0,
1−(uv)2a−2
1−uv
if t = 1.
The following lemma gives an inductive description of the Hodge
polynomials ǫ(Ge).
Lemma 6.5. Suppose K = C, n = 2 and 1 ≤ e ≤ a− t− 1. Then
ǫ(Ge)(u, v)− ǫ(Ge−1)(u, v) = uv
1−(uv)a−t−e+1
(1−uv)2
[(uv)2e+t−2 − (uv)a−t−e−1].
Proof. The relevant part of the diagram of Theorem 6.3 is
D
P
a−t−e−1
||zz
zz
zz
zz
zz
zz
zz
zz
zz
zz
zz
P
2e+t−2
  A
AA
AA
AA
AA
AA
AA
AA
AA
AA
A _

G˜e
}}{{
{{
{{
{{
@
@@
@@
@@
@
G−e
  // Ge−1 Ge G
+
e
? _oo
where D is the exceptional divisor of both blowings-up of G+e in Ge
and G−e in Ge−1. Hence
ǫ(D) = ǫ(G+e ) · ǫ(P
2e+t−2) = ǫ(G−e ) · ǫ(P
a−t−e−1),
ǫ(G˜e) = ǫ(Ge−1) + ǫ(G
−
e )(ǫ(P
a−t−e−1)− 1)
= ǫ(Ge) + ǫ(G
+
e )(ǫ(P
2e+t−2)− 1).
Now
ǫ(Pb)(u, v) = 1 + uv + · · ·+ (uv)b =
1− (uv)b+1
1− uv
.
From the description of G+e and G
−
e in Theorem 6.3 we get
ǫ(G+e )(u, v) =
1− (uv)a−t−e
1− uv
·
1− (uv)a−t−e+1
1− uv
,
ǫ(G−e )(u, v) =
1− (uv)2e+t−1
1− uv
·
1− (uv)a−t−e+1
1− uv
.
Together this gives the assertion. 
Remark 6.6. An alternative proof of Lemma 6.5 can be given by
observing that ǫ(Ge) − ǫ(Ge−1) = ǫ(G+e ) − ǫ(G
−
e ) by equation (7) and
the first property of Hodge polynomials in section 5.
As an immediate consequence we obtain
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Corollary 6.7. Suppose K = C and n = 2. Then ǫ(Ge) = ǫ(Ge−1) if
and only if 3e+ 2t = a+ 1.
We now have enough information to compute ǫ(Ge).
Proposition 6.8. Suppose K = C and n = 2. Then
ǫ(Ge)(u, v) =
(1− (uv)a−t−e)(1− (uv)a−t−e+1)(1− (uv)2e+t+1)
(1− uv)2(1− (uv)2)
.
Proof. Write
ǫ(Ge) = ǫ(G0) +
e∑
e′=1
(ǫ(Ge′)− ǫ(Ge′−1)).
Now substitute from Proposition 6.4 and Lemma 6.5, use the usual
formula for summing a geometric series and simplify. 
Substituting e = a− t− 1, we recover the second formula of Propo-
sition 6.4.
7. Coherent systems of rank n ≥ 3
Suppose n ≥ 3. For non-emptiness of G0 we require as usual a− t ≥
n − 1 and we assume this without further reference. In the same way
as in Corollary 4.3, we obtain for t = 2
Proposition 7.1. If t = 2, then G0 = G0(n, d, 1) is a disjoint union
of locally closed subvarieties
G0 = V
n−2+
0 ⊔ V
n−1+
0
where
• the variety V n−2+0 is a Gr(n− 2, a− 3)-bundle over G0(2, 2a−
2, 1) \ G−1 (2, 2a− 2, 1) with G0 ≃ Gr(2, a) and G
−
1 ≃ P
a−2 and
• the variety V n−1+0 is a Gr(n− 1, a− 2)-bundle over P
a−2.
Note that V n−2+0 is a dense open subvariety of G0 with complement
V n−1+0 .
Proof. By Proposition 4.2, G0 is the disjoint union of locally closed
subvarieties V n−2+0 and V
n−1+
0 . Here V
n−2+
0 is a Gr(n − 2, a − 3)-
bundle over Gn−20 \ G
n−2+
0 and V
n−1+
0 is a Gr(n − 1, a − 2)-bundle
over Gn−10 \ G
n−1+
0 . It remains to compute G
i
0 \ G
i+
0 for i = n− 1 and
n− 2.
We have Gn−10 = G(1, d − (n − 1)a, 1) ≃ P
d−(n−1)a and Gn−1+0 is
empty according to Proposition 2.1. Moreover d − (n − 1)a = a − 2.
For Gn−20 \ G
n−2+
0 we need first to compute en−2.
We claim that en−2 = 1. For the proof note that, if er−1 = 0 and
tr−1 = 2 with 2 < n− r, then sr = 0, er = 0 and tr = 2. So the values
of these remain constant up to r = n − 3. Then from 2sn−2 + tn−2 =
tn−3 + en−3 = 2 we obtain sn−2 = 1 and en−2 = 1.
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So Gn−20 = G1(2, d− (n− 2)a, 1) and d− (n− 2)a = 2a− 2. Now by
(7),
G1(2, 2a− 2, 1) \ G
+
1 (2, 2a− 2, 1) = G0(2, 2a− 2, 1) \ G
−
1 (2, 2a− 2, 1).
Finally, G0(2, 2a−2, 1) ≃ Gr(2, a) by Proposition 4.1, while G
−
1 (2, 2a−
2, 1) is a Gr(1, 1)-bundle over G(1, a− 2, 1) by Proposition 3.4 (b) and
G(1, a− 2, 1) ≃ Pa−2. 
Corollary 7.2. Suppose K = C and n ≥ 3. Then the Hodge polynomial
of G0 is given by
(a) for t = 0:
ǫ(G0)(u, v) =
(1− (uv)a−n+2)(1− (uv)a−n+3) · · · (1− (uv)a+1)
(1− uv)(1− (uv)2) · · · (1− (uv)n)
,
(b) for t = 1:
ǫ(G0)(u, v) =
(1− (uv)a−n+1)(1− (uv)a−n+2) · · · (1− (uv)a)
(1− uv)2(1− (uv)2) · · · (1− (uv)n−1)
,
(c) for t = 2:
ǫ(G0)(u, v) =
(1− (uv)a−n) · · · (1− (uv)a−1)(1− (uv)n+1)
(1− uv)(1− (uv)2)(1− uv)(1− (uv)2) · · · (1− (uv)n−1)
.
Proof. (a) and (b) follow from Proposition 4.1 and Corollary 4.3. For
(c), from Proposition 7.1 we have
ǫ(G0)(u, v) = ǫ(V
n−2+
0 ) + ǫ(V
n−1+
0 )
= (1−(uv)
a−n)···(1−(uv)a−3)
(1−uv)···(1−(uv)n−2)
[ (1−(uv)
a−1)(1−(uv)a)
(1−uv)(1−(uv)2 )
− 1−(uv)
a−1
1−uv
]
+ (1−(uv)
a−n)···(1−(uv)a−1)
(1−uv)···(1−(uv)n−1)(1−uv)
.
Simplifying this implies the assertion. 
In order to compute the Hodge polynomial of any moduli space Ge,
it is now sufficient to work out the change that takes place at a critical
value. In principle this can be done for any n. We do it explicitly for
n = 3.
Proposition 7.3. Suppose K = C and n = 3. Then for 1 ≤ e ≤ l− 1,
ǫ(Ge)− ǫ(Ge−1) =
1− (uv)a−t−2e+1
(1− uv)3(1− (uv)2)
f(u, v),
where
f(u, v) = (1− uv + (uv)2)((uv)2a−2t−4e−1 − (uv)6e+2t−3)
+((uv)3e+t−2 − (uv)a−t−2e−1)(1 + (uv)a+e+1).
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Proof. From equation (7) and Proposition 3.4 we deduce
ǫ(Ge) − ǫ(Ge−1)
= ǫ(G+e )− ǫ(G
−
e )
= ǫ(V 1+e ) + ǫ(V
2+
e )− ǫ(V
1−
e )− ǫ(V
2−
e )
= (ǫ(Pa−t−2e−2)− ǫ(P3e+t−3))(ǫ(G1e)− ǫ(G
1+
e ))
+ (ǫ(Gr(2, a− t− 2e))− ǫ(Gr(2, 3e+ t− 1)))ǫ(Pd−2a−2e).
Recall that G1e := Ge1(2, d− a− e, 1) with a similar definition for G
1+
e .
Thus we obtain ǫ(G1e) by substituting a1, t1, e1 for a, t, e in the formula
of Proposition 6.8, where a1, t1, e1 are defined by
2s1 + t1 = t+ e with 0 ≤ t1 ≤ 1, a1 = a− s1, e1 = e + s1
(see the definitions preceding Lemma 3.3). Similarly we obtain ǫ(G1+e )
by making the same substitutions in the formula for ǫ(G+e ) in the proof
of Lemma 6.5. Now insert also the Hodge polynomials of the Grass-
mannians and projective spaces and simplify. 
8. Comments
8.1. A coherent system of type (n, d, 1) can be represented by a nonzero
homomorphism ϕ : O → E where E is a vector bundle of rank n and
degree d, which is determined up to a non-zero scalar multiple. Such
homomorphisms are known as Bradlow pairs. They are special cases
of holomorphic triples of rank (n, 1) and degree (d, 0) in the sense of
[1]. There are appropriate concepts of stability for pairs and for triples
dependent on a parameter. These parameters for pairs, triples and co-
herent systems are related by linear relations. In our case, i.e. k = 1,
the stability conditions then coincide. For g = 0 the three moduli
spaces are isomorphic.
For g ≥ 2 and n = 2, 3, results on Hodge polynomials similar to ours
have been obtained in [9] and [8]. For g = 0, holomorphic triples are
discussed in [10].
8.2. In Corollary 7.2 the formulae for ǫ(G0) for t = 0, 1, 2 are very
simple. For t = 0 and t = 1 this is a direct consequence of the geo-
metric structure of G0. For t = 2 the geometric structure looks more
complicated. One may ask whether there is a simpler description of
the geometric structure of G0 which leads naturally to the formulae of
Corollary 7.2 (c). One may also ask whether there are similarly simple
descriptions of G0 and ǫ(G0) for t ≥ 3.
When n = 2, the formula for ǫ(Ge) is also simple (see Proposition
6.8). For n ≥ 3, however, it looks as if this formula will be complicated
(see Proposition 7.3). It would in any case be good to have a geometri-
cal description of Ge which explains the formulae more precisely. Note
that as a consequence of [5, Theorem 3.2], all moduli spaces Ge are
rational varieties.
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8.3. Let γ denote the element of the Grothendieck group K0(Sch/C)
of separated C-schemes of finite type represented by Ge(n, d, 1). Our
thanks are due to the referee for pointing out that the proof of Theorem
5.1 shows that γ belongs to the subring of K0(Sch/C) generated by the
affine line. This implies that γ is strongly polynomial-count in the
sense of the appendix by Nicholas M. Katz to [5]. By [5, Theorem
6.1.2], this allows the counting of points of the reduction of Ge over
any finite field and hence the computation of the zeta function of Ge
in terms of the Hodge polynomial. We plan to return to this question
in a future paper.
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