ABSTRACT. We propose a quasi-Monte Carlo (qMC) algorithm to simulate variates from the normal inverse Gaussian (NIG) distribution. The algorithm is based on a Monte Carlo technique found in Rydberg [13], and is based on sampling three independent uniform variables. We apply the algorithm to three problems appearing in finance. First, we consider the valuation of plain vanilla call options and Asian options. The next application considers the problem of deriving implied parameters for the underlying asset dynamics based on observed option prices. We employ our proposed algorithm together with the Newton Method, and show how we can find the scale parameter of the NIG-distribution of the logreturns in case of a call or an Asian option. We also provide an extensive error analysis for this method. Finally we study the calculation of Value-at-Risk for a portfolio of nonlinear products where the returns are modeled by NIG random variables.
INTRODUCTION
The fair price of a financial derivative can be expressed in terms of a risk-neutral expectation of a random pay-off. In some cases the expectation is explicitly computable, the Black & Scholes formula for call options on assets modeled by a geometric Brownian motion being the prime example. However, considering for instance an Asian option, there exists no longer closed form expressions for the price, and numerical methods are called for. This may even be the case when considering plain vanilla call options written on assets with non-normal returns. In the present paper we propose a quasi-Monte Carlo algorithm for the valuation of expectations of functionals of normal inverse Gaussian distributed random variables.
Barndorff-Nielsen [1] proposed to model the log-returns of asset prices by using the normal inverse Gaussian (NIG) distribution. This family of distributions has proven to fit the semi-heavy tails observed in financial time series of various kinds extremely well (see e.g. Rydberg [13] , or Eberlein and Keller [2] who apply the hyperbolic distribution, being a close relative to the NIG). The time dynamics of the asset prices are modeled by an exponential Lévy process. To price derivatives, even simple call and put options, we need to consider the numerical evaluation of the expectation. Raible [12] have considered a Fourier method to evaluate call and put options. An alternative to this could be Monte Carlo method, however, these are rather slow in convergence.
The quasi-Monte Carlo (qMC) method has been applied with success in financial applications by many authors (see Glasserman [4] , and references therein), and has very powerful convergence properties. Even though it samples deterministically, it is often considered as a kind of Monte Carlo algorithm. Most of the work done on applying these simulation techniques to finance has concentrated on problems where one needs to simulate from the normal distribution. One exception is Kainhofer [7] , who proposes a qMC algorithm for NIG variables based on a technique proposed by Hlawka and Mück [6] to produce low-discrepancy samples for general distributions. His method requires knowledge of the cumulative NIG distribution function, which needs to be computed using numerical integration. We propose a qMC algorithm based on a simulation method for generalized inverse Gaussian distributions suggested by Michael, Schucany, and Haas [9] . The algorithm requires the simulation of three independent uniform random variables, and NIG samples are calculated via explicit transformations of these. Our qMC-algorithm for NIG variates does not require the numerical inversion of the NIG cumulative distribution function.
We apply our algorithm on three financial problems. The first involves the pricing of a plain vanilla call option and an Asian call option, being a call option written on the average of the asset price over a specified time period. We can approximate the price of the latter as an expectation of a functional of a multivariate NIG distribution, which we evaluate based on our qMC algorithm. We compare our results with the algorithm proposed by Kainhofer [7] . Our next application involves finding the "implied volatility" from a call and an Asian option based on a NIG model. More precisely, given the price of an Asian option, and supposing that the log-returns of the underlying asset is NIG distributed, how can we find one (or more) of the parameters of the NIG distribution? This is an inverse problem, where we try to find the parameter in the NIG distribution which is so that the quoted price is achieved. A natural approach is to use Newton's method, which involves calculating the option price along with its derivative. Thus, we need to calculate two expectations involving a multivariate NIG, and iterate these until convergence is reached. We provide a general analysis of the convergence properties of such an algorithm. Our final application is on Value-at-Risk (VaR). This is somewhat detached from option pricing, but still is an interesting application of our qMC-algorithm. We consider a portfolio of assets where the log-returns are modeled using NIG distributions (independently!), and compare with a crude Monte Carlo algorithm. Since the calculation of the VaR for a portfolio can be recast as finding a quantile, we may apply the Newton's method. However, it turns out that this is not a fruitful way compared to the usual approach with (quasi-) Monte Carlo and sorting.
The paper is organized as follows: In the next section we present the theory relating to pricing options with the NIG distribution. Following that we investigate a quasi-Monte Carlo algorithm for simulating NIG distributed random variables. Continuing, we go about finding implied parameters using Newton's Method and qMC. Next we turn attention to applications to finance. Finally, we summarize our conclusions.
PRICING OPTIONS WITH THE NIG DISTRIBUTION
Let Ω¡ F ¡ P¢ be a probability space equipped with a filtration £
, with T ∞ being the time horizon. Let L t ¢ be a Lévy process being right-continuous with left-limit (RCLL, or càdlàg), and consider the following exponential model for the asset price dynamics
In this paper we will mostly be concerned with the exponential NIG-Lévy process dynamics, meaning that L t ¢ has increments being distributed according to a NIG distribution. The NIG family of distributions is specified by four parameters. A random variable is said to be NIG distributed with parameters µ¡ β¡ α and δ, denoted X NIG α¡ β¡ µ¡ δ¢ , where µ is the location, β the skewness, α the tail-heaviness and δ the scale. The density of a NIG α¡ β¡ µ¡ δ¢ -variable is given by p x; µ¡ β¡ α¡ δ¢ 
The NIG family of distributions is infinitely divisible, which means that there exists a Lévy process such that for ∆t 1 0,
It turns out that this Lévy process is a pure-jump process, and the associated Lévy measure is absolutely continuous with respect to the Lebesgue measure and its density can be calculated explicitly as
We refer to Barndorff-Nielsen [1] , Geman [3] , and Rydberg [13] , for a discussion of the NIG distribution and the corresponding Lévy process.
Considering an asset dynamics given by the exponential NIG-Lévy process, we can find the price of a European call option with strike price K at exercise time T as
where r is the risk-free interest rate and Q is an equivalent martingale measure. The exponential NIGLévy model gives rise to an incomplete market, thus leading to a continuum of equivalent martingale measures that can be used for risk-neutral pricing. However, we choose the approach of Raible [12] , and consider the Esscher transform method to derive a Q-measure for pricing. This approach is socalled structure preserving, in the sense that we search for equivalent probability measures Q such that the distribution of L T ¢ remains in the class of NIG distributions and where the log-return of S is the risk-free return r. Thus, supposing L T ¢ NIG α¡ β¡ µ¡ δ¢ , we can recast the expression in Equation (2.4) as
where X is a NIG α¡β¡ µ¡ δ¢ -variable witĥ
In this paper we shall also be concerned with Asian options written on S t ¢ . Consider such an option with exercise at time T and strike price K on the average over the time span up to T . The risk-neutral price is
Again applying the Esscher transform, we have that L t ¢ is still a NIG-Lévy process, and approximating the integral with a Riemann sum 2 yields the price
By using the independent increment property of the Lévy process we may rewrite the sum into a function of N increments of L, that is, into a function g : (
For simplicity we focus on regular time partitions, ∆t t i t i C 1 . From the considerations above we see that both the call and the Asian pricing functional can be written as
We note that numerous other type of options can be expressed in the same way, counting for instance spread options and barrier options. The number d gives the dimensionality of the problem, and the function f is connected to the payoff of the option and the exponential function giving the asset price dynamics. The rest of the paper is concerned with developing and analyzing a qMC method to valuate the expectation in Equation (2.9).
A QUASI-MONTE CARLO ALGORITHM FOR SIMULATING NIG DISTRIBUTED RANDOM VARIABLES
We develop a quasi-Monte Carlo method for simulating expectation of function of NIG distributed random variables. Include some discussion of convergence, and a numerical evaluation of the log N N convergence.
Consider the simulation algorithm for sampling from a NIG α¡ β¡ µ¡ δ¢ -distributed variable X proposed by Rydberg [13] building on work by Michael, Schucany and Haas [9] (referred to from now on as the Rydberg-MC method):
Note that in practice there exists no Asian options with continuous averaging. The Asian options traded in the market has discrete averaging, also known as Bermudian options, and thus a simple Riemann approximation is the most natural.
The sampling of Z consists of first drawing a random variable V which is χ 2 1¢ -distributed, defining a random variable
and then letting
U 1 being uniformly distributed, and ξ δ α 2 β 2 . This provides us with a Monte Carlo algorithm for simulating an NIG α¡ β¡ µ¡ δ¢ -distributed variable X.
From the algorithm, we see that to sample from X we basically need to sample a standard normal Y , a χ 2 distributed V , and a uniform U 1 . The two first ones can be sampled from two independent uniform distributions U 2 and U 3 by a transformation using the normal distribution function; we are thus led to the conclusion that sampling from X entails sampling from three independent uniformly distributed random variables:
where Φ is the cumulative distribution function of the standard normal distribution, and
These considerations give us a scheme to sample low-discrepancy sequences for the NIG distribution by combining three low-discrepancy sequences and appealing to the fast inversion algorithm for the normal distribution given by Moro [10] . We refer to this qMC algorithm for NIG as the RydbergqMC method.
We now discuss some issues on the convergence of this algorithm applied to calculating the prices of financial derivatives based on NIG models. First, in view of Equation (2.9) and the algorithm above, we can write Thus finding the price C k 0 l using our proposed qMC algorithm entails in a 3
where V k h l is the variation of h in the sense of Hardy and Krause (see e.g. Glasserman [4] ) and ck d l is a constant only dependent on the dimension d. Note that this bound is only valid for functions h with finite variation, V k h l | { ∞, which in general is not the case in financial applications since h may be unbounded. Also, the result predicts a rather slow convergence in higher dimensions. In practical examples the rate of convergence is, however, much better (see Papageorgiou [11] for a discussion of convergence related to financial applications).
We provide some numerical results indicating the convergence rate for our algorithm. A mathematical analysis of the properties of the algorithm will be provided elsewhere. In Fig. 1 we display some simulations of the convergence rate. We use a Niederreiter sequence to generate uniformly distributed low-discrepancy numbers and the Rydberg-qMC algorithm to get normal inverse Gaussian distributed numbers. We simulate an indicator function χ w aq b} k x l and compare to a simulated true value. Fig. 1 show the relative error of the quasi-Monte Carlo simulation together with the smooth curve c g log 
N
h N or better, and other simulations also confirms this.
Our proposed Rydberg-qMC algorithm is an alternative to the Hlawka-Mück method for qMC simulations from general distributions. The latter is used by Kainhofer [7] to generate qMC-samples from a NIG distribution. To sample a point set from a distribution with cumulative distribution function F we start with a uniformly distributed set ω
and get the F-distributed point setω
Hence, every point inω is of the form i n¡ i 0¡ ¡ n and we observe that we need to have, at least, a numerical approximation of the cumulative distribution function. If M sup x¥ § ¦ 0 1f f x¢ , where f x¢ is the corresponding density function, then the discrepancy ofω is bounded by [7] . We shall refer to this algorithm as the HM-method and it extends readily to higher dimensions.
Since the Hlawka-Mück method only applies for distributions supported on the unit hypercube, Kainhofer [7] considers a transformation between the real line and unit interval given by the doubleexponential distribution with parameter λ 1 0, having cumulative distribution function
and inverse given as
To prevent having an argument equal to zero in the logarithm, Kainhofer [7] suggests to shift zero by 1 n, where n is the number of points in the sequence. This is shown to have minor influence on the properties of the sequence.
FINDING IMPLIED PARAMETERS USING NEWTON'S METHOD AND QMC
In finance one is often interested in the implied volatility, that is, the volatility of the asset price dynamics yielding a certain option price. If the option in question is of Asian type, one can not resort to the Black & Scholes formula to derive the implied volatility, but need to employ a numerical procedure involving calculation of the option price and search for the volatility for a given price. If the underlying asset is modeled using a exponential NIG-Lévy process, there are essentially three parameters to search for in a risk neutral pricing paradigm. We shall later concentrate on deriving the implied δ, and use the Newton Method in conjunction with our proposed qMC algorithm to find the implied δ from a given Asian option price.
We can state the problem in general as follows: Let x ' ( be a parameter of the distribution for a random variable (being multi-dimensional in general) X. Define p to be
W ¡ where we use the notation X x¢ to indicate that the distribution of X depends on x. Here, f is some function (in our context, the payoff from some option), and we assume that f X x¢ ¢ has finite variance. The problem is to find x for a given p, when the family of distributions for X x¢ is known but parametrized by x. For notational simplicity, define the function g :
is natural to use the Newton Method to find x. However, this requires an evaluation of g along with its derivative g x¢ , and in our situation we do not have a functional expression even for g x¢ when X is NIG distributed. To evaluate g x¢ for a given x we will apply our Rydberg-qMC algorithm, but this introduces an error in the estimation. Even more, when estimating the derivative g x¢ by numerical differentiation (and thereby a re-estimation of the function g at a slightly perturbed location) this error may become even bigger. We provide an error analysis of the methods in question, and show that by a careful increase in the length of the sampling sequence at each Newton step preserve the quadratic convergence property of the Newton algorithm.
Suppose g ' C 2 , with g x¢ 0 in U, and 3 g x¢ 3 2 K uniformly in U for some subset U ( . Suppose further that there exists a low-discrepancy sequence for the distribution of X x¢ with convergence independent of x ' U, and given by the rate log x
¢ after selecting an initial point x 0 . In the process it makes a functional evaluation g N x¢ by qMC, wherein the superscript N denotes the number of samples at step i. It will later be natural to index N by i, that is N i¢ , to indicate that the number of samples in the qMC-sequence may depend on the step i in the Newton iteration. If we skip the index N, and write g x¢ , we mean that the function g is evaluated accurately.
At each step the algorithm estimates
¢ by the secant method, using for the second point
with the increment ∆ i chosen carefully to preserve accuracy in the next step. We now move on the analyze the convergence properties of the method when the functional evaluations is made by qMC. The analysis addresses in particular the functional form of the requisite number of samples in the sequence, depending on the step index i.
4.1.
Convergence to a fixed-point. With exact valuation of g x¢ and g x¢ , the i th step takes x i to x i 1 as follows.
The second term is the exact error of the algorithm at step i, say ε i . So,
With qMC valuations, the approximate error of the algorithm would be, say ε N i . So,
It is desired to keep the difference of these error terms small. To this end, see the difference, say ι i , as
We know, from the specification of qMC, that for some constant c i 1 0,
where d is the dimension of the valuation domain. This fact, along with the continuity of g x¢ , guarantees from Equation (4.5) that (4.7) lim
and thus for sufficiently small ∆ i and large N, the introduction of qMC valuations compromises neither the existence of the successive approximations £ x i ¤ of Newton's Method, nor their accuracy. A consequence is that the algorithm produces a virtual fixed point at a solution.
Rate of convergence.
We approach convergence of the Newton-qMC algorithm in three parts, determining
(1) the choice of ∆ i to ensure that for sufficiently large N, ι i is small (2) the choice of N, with corresponding estimate for ι i (3) an implicit function N i¢ expressing the number of samples through the steps 4.2.1. Choice of ∆ i . This Subsubsection presents a basic error analysis for using the secant method to approximate a derivative, in the context of a Newton's method step, and using the introduced notation. Similar analyses appear in many places under the heading "numeric differentiation." A good source is Griewank [5] , which contains an extensive bibliography encompassing the relevant issues. Looking to Equation (4.7) we wish to select an appropriate value of ∆ i so that step i of the algorithm can provide a sufficiently accurate value x N i 1 . Herein we take "sufficiently accurate" to mean that any inaccuracy in estimating g x i ¢ by substituting the exact secant slope adds no more error to x N i 1 than the estimated error of the algorithm at the following step,ε i 1 , a value developed below as Equation (4.13). This error is estimable from the quadratic convergence of Newton's Method, wherein
We make these concepts more precise, and end the narrative with the principal result, Equation (4.14) below. Refer first to Equation (4.4) . Continuing with exact analysis, that is, without yet the invocation of qMC valuations, let us estimate the effect of using a secant approximation to g x i ¢ . Allow this estimate to beḡ
and then letx
and further letε i : ˆx
¡ ignoring third and higher order terms. So,
The effect of the secant approximationḡ x i ¢ , therefore, is to induce a second order error to x N i 1 of magnitude
and so
K, and therefore one may first choose
One may further choose ∆ i to meet any desired maximal value for 3 κ i 3 . To this end, return to the estimated error of the algorithm at the following step,ε i 1 . In the iteration of Newton's Method at the i th step we have in hand the error termsε i C 2 andε i C 1 . These are related, at least approximately insofar as qMC valuations are incorporated, by Equation (4.8), adjusted back two iterations. Thus we may inferε
The coefficient herein, we assume is bounded on the domain of convergence through the iterations, and thus
It follows readily thatε 
In practice neither ε i nor g x¢ is known in advance, so we substitute in the former instance the valuẽ ε i from Equation (4.12), and in the latter instance the valueḡ x i ¢ from Equation (4.9).
4.2.2.
Number of samples for a step. Again looking to Equation (4.7), we wish to select an appropriate value of N so that step i of the algorithm can provide a sufficiently accurate value x N i 1 , ending the narrative with the principal result, Equation (4.18) below. We take "sufficiently accurate" to mean that
With a choice of ∆ i made, we look to the outer error bound for qMC, as expressed in Equation (4.6), as a guide in selecting sample size. To proceed it is first necessary to estimate empirically the coefficient c i , for there are some variables which are intractable analytically, such as the effect of a particular choice of sampling scheme. It may well be also that c i is not sensitive to the step of the iteration, and so may be chosen uniformly.
Refer to Equation (4.5) and Equation (4.6). It is desired to select the number of samples N such that
Then, after some elementary manipulation,
This calculation considers the combined effects of estimating g x i ¢ , and of using qMC to value g x i ¢ and g x i ! ∆ i ¢ . Insofar as error in g x i ¢ has already been accounted, replace the term
to focus on the error induced by qMC valuations. Thus, we wish to set
These relations combined with Equation (4.17) evolve to (4.18)
as a sufficient condition on N. One may solve this relation numerically to guarantee the qMC induced error small, that is, within the bound ofε i 1 , as expressed. In practice neither ε i nor g x¢ is known in advance, so we substitute in the former instance the valueε i from Equation (4.12), and in the latter instance the valueḡ x i ¢ from Equation (4.9). Under some circumstances convergence of qMC may be faster than that indicated herein. For a discussion see Papageorgiou [11] .
4.2.3.
Step dependent qMC sampling. N, recall, is the number of samples taken for qMC valuation of g x¢ and g x¢ at Newton step i. We shall indicate this dependence as N i¢ . The principal result herein is Proposition 4.1.
From Equation (4.12) we have implied, given the assumed stability of ν and the faithful prediction ofε i byε i , that
Combined therefore with Equation (4.6) we have
but by the same reasoning, 
Next, we state formally this observed growth of N i¢ .
Proposition 4.1 (Log Samples Limit). If
Proof. Take Equation (4.21) above, and compute the Newton error by recursion to step i beginning at step 0. Resulting is this relationship.
As i ∞ the denominators of these terms increase without bound, because log γ C 1 1 0 by the hypothesis. Therefore, the second term on the right converges to zero. If the first term on the right also converges to zero, then the assertion follows to a limit of one. Otherwise the limit inferior is greater. 
APPLICATIONS TO FINANCE
In this Section we consider three applications of our qMC method for simulating the normal inverse Gaussian distributed variables. The first example contains the valuation of a plain vanilla call option and different Asian options when the underlying asset price dynamics is driven by a geometric NIGLévy process. Next we consider the problem of recovering parameters of the underlying asset price dynamics when observing option prices. This is a problem similar to finding the implied volatility in the Black & Scholes context, however, in our situation we need to resort to simulation since there is no analytical option pricing formula. We find the implied δ in the NIG distribution from the observed plain vanilla call and Asian option prices, and our method combines qMC-valuation of these option prices with Newton's method to iterate toward the implied value. In our final application we analyze the qMC method to deriving the Value-at-Risk measure for a portfolio of assets. We compare with standard Monte Carlo, but also demonstrate how we can use Newton's method to simulate VaR, even though not much is gained with this approach. In our applications we focus on both accuracy and efficiency in terms of speed.
Calculating option prices with qMC for NIG.
We consider the problem of pricing options written on an asset dynamics given by an exponential NIG-Lévy process. We suppose that parameters of the NIG distributed log-returns under the equivalent martingale measure given by the Esscher transform of the asset is given by
which are the same set of parameters as in Kainhofer [7, Ch. 8] . We note in passing that these parameters are relevant for daily observed stock price log-returns (see e.g. Rydberg [13] for empirical analysis of Danish stock returns). We suppose further that the stock price today is S 0¢ 100 and that the risk-free interest rate is r 3 75% yearly. Consider first European at-the-money call options with a common strike K 100 and exercise horizons of four, eight, or twelve weeks, calculated by weekly sampling with NIG parameters as [7] in the double-exponential transformation of Equation (3.1). For both the Monte Carlo algorithms we use the built-in functions in Matlab for simulating uniform and normal variables. A Halton sequence is used for the HM-qMC method, while for RydbergqMC we base our sampling with a three dimensional Niederreiter sequence. We compare the four approaches in terms of their relative error, where the "correct" price is obtained from a long Monte Carlo simulation. In Fig. 2 we have plotted the relative error as a function of the number of samples in the sequence, with log-scale on both axes. The error for the Hlawka-Mück method is generally lower than for the other methods but the quasi-Monte Carlo method is superior to the two Monte Carlo methods. The results for the two Monte Carlo methods are the mean over ten consecutive runs and we observe that the two methods perform equivalently for all sets of points. Our quasi-Monte Carlo method is slightly worse off than the Hlawka-Mück method in accuracy, which is expected. In one dimension the Hlawka-Mück points are filling the space in a more even way than the qMC points. Hence, we expect that the Hlawka-Mück method is more accurate for a given point set, but are confident that the quasi-Monte Carlo method performs better than ordinary Monte Carlo.
In accuracy the Hlawka-Mück method seems to outperform the other methods. However, the execution times differ significantly, see Table 2 . The generation of the Hlawka-Mück numbers involves calculating the cumulative distribution function using numerical integration and iterates over all points repeatedly, which makes the method very slow compared to the other ones. Even though the integration is in only one dimension, and thus avoids the curse of dimensionality in multi-dimensional integration, the execution time for the Hlawka-Mück method compared to the other ones is a clear indication that there is more work done than necessary. The quasi-Monte Carlo method we propose has slightly lower accuracy than the Hlawka-Mück method, but when considering the time it takes to reach a certain level of accuracy our method is clearly competitive. The Rydberg-MC method is the fastest method for a given point set but it suffers, along with the Acceptance-Rejection method, from lower accuracy.
We also consider the same Asian option pricing problem that Kainhofer [7] examines. The option is sampled in weekly intervals and the parameters for the distribution are taken from Kainhofer. We let the options, as noted, have maturities of four, eight, or twelve weeks, and use a Sobol sequence for all quasi-Monte Carlo methods. We see from Figure 3 that our method is not as accurate as the HlawkaMück method in general, but still better than the crude Monte Carlo. In 12 dimensions we observe that we do not get nearly as good results for the Hlawka-Mück method as in Kainhofer [7] . This could perhaps be attributed to a better numerical integration in Kainhofer, who uses Mathematica to do the integration before applying the Hlawka-Mück method. We do the integration within the method, using native Matlab routines. Also, even if the Hlawka-Mück method gives a better result over a given number of points, we may reach the same accuracy in shorter time with our method, using more points.
Finding implied parameters from option prices.
We next turn our attention to the problem of finding parameters implied from given prices. We could imagine that we have option prices quoted on some market and a model for the dynamics of the underlying assets. For example, we could imagine that the underlying asset follows some stochastic model making the log-returns normal inverse Gaussian distributed. Since the methods can only work with one single parameter we must for a fourparameter distribution such as the normal inverse Gaussian have some other way to assess the other three parameters beforehand. When we have the other parameters in place it is an easy task for the algorithm to find the remaining parameter sought from the given price.
In any such computational process, a good stopping rule is essential. Among such rules are these.
(1) Perform a predetermined number of iterations, based on an analysis of errors, (2) Iterate until successive absolute differences fall below some threshhold, and (3) Iterate until successive absolute differences fail to get smaller, choosing the next to last value as best. The third of these is a good choice for Newton's Method if one desires full machine accuracy across computing platforms in a production environment.
We start testing the method with a European call option. The method is implemented in C ++ and we use a very long Monte Carlo simulation to get a "true value" for the option, which will be the designated target. We use parameter values from Rydberg [13] for the NIG distribution and choose the set of parameters for Deutsche Bank as our test example. The estimated value of the scale parameter is in this case δ 0 012, but to test the model we try a range of values such that δ ' U 0 001¡ 0 002¡ a ¡ 0 020V . We implement a few different termination criteria for Newton's method, settling on a combination of the first and second rules as listed above. We iterate to a selected small difference of successive values, but only until a chosen maximum number of them. We found that using 4096 points for the TABLE 4 . Simulated δ with a combination of Newton's method and quasi-Monte Carlo simulations for an Asian option over ten days.δ is the estimate when we assume we have quoted price with two decimals.
quasi-Monte Carlo method gave a good balance between speed and accuracy in the simulations, and proved sufficient for our research needs. We see from Table 3 that the method finds the given value of δ within a few percent relative error in about one fifth of a second when the method terminates before reaching the maximal number of iterations allowed. It should be noted that the method compares option prices with a precision of order 10C 5 , which is much more precise than what is quoted as market prices. Also, the Monte Carlo simulation of the "true price" adds some additional errors which we do not have if we consider the quoted price as the true observed price.
This method easily extends to path dependent options such as Asian options. To illustrate this we test the method using a 10 days Asian option with daily normal inverse Gaussian distributed logreturns and parameters as above. We apply a Sobol sequence for the low-discrepancy numbers and the effective dimension is 30. We now consider a case where we have quoted option prices with only two decimals precision. In reality this is the situation we would find if we used real data as the basis for our root finding algorithm. We lower the required accuracy in the Newton's method to account for this. The method now requires longer time, since we need much more work to evaluate the option in each qMC step. As we can see in Table 4 the time for the simulation is now around a second. The precision in the estimates are overall not significantly worse than previous results. Clearly, to have prices quoted with many decimals is not crucial for the result. The error in the Monte Carlo or quasi-Monte Carlo evaluations is probably more influential than the error in the terminal condition of the Newton's method.
Following the convergence analysis in Section 4.2.3 we tried an approach where we increased the number of qMC points in the function evaluation for every step of the Newton's method. This would ensure that the function evaluation is of the same order as the expected error from the Newton's iteration. However, we found that this did not improve the convergence, rather the opposite. We believe that this is a practical problem, because the number of points and iterations is comparably small. The change in the function evaluation we experience by changing the number of points distracts the Newton's method, requiring more iterations to get the same accuracy. However, if we let the number of points and iteration approach infinity the convergence analysis show that we converge to the correct answer, while with a fixed number of points the method will converge to an estimate with an error bounded by the qMC error.
5.3.
Calculating the Value-at-Risk for a portfolio. Let X be a random variable describing the portfolio position at time T . We are interested in finding the Value-at-Risk VaR T p¢ for a given risk level p ' 0¡ 1¢ at time T , defined as:
We can rewrite this as T X We can find this solution by using a fixed-point iteration in conjunction with some simulation method enabling us to calculate g x¢ for a given x. We suggest using quasi-Monte Carlo techniques for the latter. Letting x 0 ' D ( be our initial guess of VaR T p¢ , we can use Newton's Method to iterate as follows:
We now elaborate a bit on the form of g. We let X be the value of a portfolio of n risky assets or a mixture of assets and options on these, represented as
are m independent geometric NIG Lévy processes and f j are the pay-off functions. If asset number j is a stock, then
However, the specification of the f j 's can be chosen rather freely. We conclude with g x¢ 6 T X 1 0
e then turn the attention to the simulation of Value-at-Risk with the combined qMC and Newton's method approach. We use an ordinary Newton-Raphson method and a Sobol sequence [14, 15] Our test case is a portfolio consisting of 10 options. We use normal inverse Gaussian log-returns employing the proposed quasi-Monte Carlo (Rydberg-qMC) sampling algorithm, and let the options have different parameters to reflect the different heavinesses of the tails. Observe that we estimate the quantile rather then the possible loss. For a true value we use a Monte Carlo simulation over 100¡ 000 points.
One concern we must address is the problem with the number of points. Using a Sobol sequence to generate quasi-random numbers we would preferably use 2 k points, where k is a positive integer. However, as we are interested, for example, in Value-at-Risk at 5%, using 2 10 1024 points gives a subsample of 0 05 1024 51 2 points, which is not an integer. We could use a number of points such that the subsample is an integer, but the risk is that this practice would demolish the advantage of the quasi-random numbers.
Taking n points and letting the desired level of Value-at-Risk be VaR, the way our method works we can not hope for a better value for VaR than that between the VaR-point and the point above in the sorted point set; see Table 5 and Figure 4 . We see that we do better than the Monte Carlo method, but we are not very close to the true solution. Our hope is that our method is faster than sorting the points to find this point. We run 10 consecutive runs and take the mean value over these times to try to smooth computer dependent variations. As we see in Table 6 , our method is comparable with the approach to sort the points. But, if we look more closely into what takes time in the algorithms, we can see that drawing the quasi-random numbers and calculating the portfolio spends more than 0 20 seconds. This can be compared with the time of sorting 1000 points, which takes about 0 004 second. Hence, the time to gain with our approach is insignificant compared with the time it takes to draw the random numbers.
It is clear that our method gives no advantage over the sorting approach. It appears that the methods proposed do not show any improvement when calculating the Value-at-Risk. We have proposed a qMC-algorithm to draw NIG-variates. The algorithm is applied to three problems appearing in finance, namely valuyation of options, finding implied parameters from quoted option prices and deriving the Value-at-Risk for a nonlinear portfolio. Our algorithm is compared with several other ways to compute prices numerically, and it is demonstrated that it works efficiently and accurately. When finding implied parameters, we combine the qMC algorithm with a Newton Method, for which we also provide an analysis of convergence properties.
Our qMC-algorithm is based on a Monte Carlo simulation algorithm suggested by Rydberg [13] . It is an alternative to the general Hlawka-Mück method for sampling non-uniform distributions, and we argue for its superiority in the sense of computational speed and simplicity. Our proposed sampling technique involves simulating three unform variables based on low-discrepancy sequences, instead of doing a numerical integration to achieve the cumulative distribution function which is the case for the Hlawka-Mück method. 
