A pplying systematic review methods in the context of health systems is challenging.
Programs that succeed in this environment offer a wide range of evidence products that vary in methods and formats to address questions that can arise within a health system, questions that go beyond "Does it work?" to "How should it be done in our health system?" Examples include "Which of these several dozen ideas might be the best ones to pursue right now?" 6, 7 "What is a safe waiting time for colonoscopy after a positive fecal immunochemical test?," "Once we implement this policy, what databases or other data resources can we use to follow whether it is working?," "What patient, practitioner, or facilitylevel factors make implementation more or less likely to succeed?," and "What influences patients' decisions to seek care for this condition?" In some cases, policymakers not only ask about what works and what might work but also about whether an organization's research arm has produced results that benefit the health system and whether we can identify research areas where more or less focus could be useful. For example, "What have we learned from VHA's investment in research on disparities?" 8 Managers and policymakers with certain characteristics help make partnerships work. An independently conducted review that demonstrates that a system change or intervention can improve outcomes can provide health system leaders leverage in implementing them, 4, 9, 10 but these leaders must be willing to take the risk that the findings of an independent review might not support what they are doing or planning to do. 9 Leaders that look ahead and want to innovate wisely are willing to take this risk. For their part, systematic reviewers who are embedded within a health system (and in many cases are practitioners in it), knowledgeable about a broad range of research methods, including decision-making, and responsive to policymakers' needs are most likely to be successful in this work. 11 Reviewers also need to resist the tendency to focus too much on methodology. Writing in 1995, Slavin 12 even notes that " … the canons that have grown up around meta-analysis have created a situation in which not only are serious errors possible, but the reader has no way of forming his or her own opinions on it-a criticism that is made regularly today … in fear of allowing bias to creep in, meta-analysis is typically mechanistic, driven more by concerns about reliability and replicability than about adding to understanding the phenomena of interest." Over time, systematic review shops also tend to stick with a formula and format long after it has outlived its usefulness, oversimplify complex phenomena, focus on what is easily quantified, and lapse into self-referential jargon. For example, they may state that "We also included another study which we rated as fair-quality"instead of conveying what is going on in each study in its context. Some critics (and systematic reviewers) mistake these rituals for the essence of a "traditional" systematic review. In fact, the work described in this supplement are examples of fundamental strengths of research synthesis, not a departure from tradition.
Research synthesis in operational systems emerged in the 1970s and 1980s, when educators and social scientists began to evaluate school programs, applying meta-analysis to studies of class size, 13 ability-grouping, 14 coaching to improve SAT scores, 15 and other interventions we would undoubtedly call "complex." In their classic (and still vibrant) 1984 book, Summing Up, Richard J. Light and David B. Pillemer "pre-debunk" the myths about what is and isn't a "traditional" systematic review. They emphasize, above all, that a meta-analysis or systematic review should be synthetic-they should bring out patterns and features of effectiveness that cannot be learned from single studies by understanding the context of each study and documenting the process of each treatment as well as the outcome. They show that the scientific method does not have to be at odds with what used to be called the "Verstehen" approach (closer to today's "realist" approach 16 )-" … a review need not be primarily quantitative or descriptive-it can be strong or weak on both dimensions." 17 Slavin described "best evidence synthesis." Today, especially in rapid reviews, this has come to mean a narrowed inclusion criteria and the acceptance of weaker evidence when stronger evidence is unavailable. Actually, "best evidence synthesis" is mainly a thoughtful discussion of what insights can be drawn from a careful reading of the individual studies-"Except for the references to effect sizes, the bulk of the literature synthesis should look much like the main body of any narrative review." 12, 18 What is "traditional"? Reviews should adhere to a set of basic principles: striving to avoid bias; using quantitative methods when appropriate; looking for insight across studies that cannot be made from a single study; making the final work public; and maintaining separate identities from stakeholders. 19 These principles help ensure reviews are independent and credible. Striving to make reviews more useful and more thoughtful is also "traditional." The enhancements and adaptations described in this supplement can help reviewers and decision-makers understand the policy context, bring attention to ideas and studies with outstanding features, yield insights from variation, and formulate plans for implementation.
