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Resumen: La Validacio´n de Respuestas ha sido vista recientemente como un proble-
ma de clasiﬁcacio´n donde se puede introducir aprendizaje automa´tico con el propo´si-
to de mejorar los resultados de los sistemas de Bu´squeda de Respuestas. La natu-
raleza no balanceada de las colecciones ha llevado al uso de medidas de evaluacio´n
basadas en precisio´n y cobertura. Sin embargo, para este tipo de evaluaciones se
suele usar ma´s ana´lisis ROC (Relative Operating Characteristic). En este art´ıculo
se comparan ambos enfoques de acuerdo a sus fundamentos, su estabilidad en fun-
cio´n del taman˜o de las colecciones, su poder de discriminacio´n y su adecuacio´n a las
particularidades de la Validacio´n de Respuestas.
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Abstract: The Validation of Answers has been seen recently as a classiﬁcation
problem able to introduce Machine Learning for improving Question Answering
results. The unbalanced nature of collections has led to the use of measures based
on precision and recall. However, Relative Operating Characteristic (ROC) analysis
is preferred sometimes in similar classiﬁcation tasks. In this article we compare both
approaches according to their rationale, their stability with respect to the size of
the collection, their discriminative power and their adequacy to the particularities
of the Answer Validation task.
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1. Introduccio´n
Los sistemas tradicionales de Bu´squeda de
Respuestas (en ingle´s Question Answering,
QA) suelen tener una arquitectura en cade-
na (Hovy et al., 2001; Moldovan et al., 2000;
Prager et al., 2000) que genera una alta de-
pendencia entre mo´dulos y que es muy sensi-
ble a la propagacio´n de errores. Por ejemplo,
un sistema de QA que haga uso de un mo´du-
lo de recuperacio´n de documentos y otro de
extraccio´n de respuestas en el que ambos ten-
gan una precisio´n del 80% obtendr´ıa como
mucho un 64% de precisio´n.
Una manera de superar los l´ımites del pro-
cesamiento en cadena ser´ıa introducir ma´s in-
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teligencia. La Validacio´n de Respuestas (en
ingle´s Answer Validation, AV) contribuye a
este tipo de mejora (Harabagiu y Hickl.,
2006). Un sistema de AV recibe una Pregun-
ta y una Respuesta y devuelve un valor indi-
cando si la Respuesta es o no correcta y en
que´ grado.
La decisio´n acerca de la correccio´n de las
respuestas es una tarea de clasiﬁcacio´n don-
de las respuestas han de ser clasiﬁcadas como
correctas o incorrectas. Esta tarea de clasiﬁ-
cacio´n binaria tiene la matriz de confusio´n
mostrada en el Cuadro 1 (las fo´rmulas del
resto del art´ıculo sera´n dadas en te´rminos de
dicha matriz).
En aprendizaje automa´tico se usa princi-
palmente accuracy (1) para evaluar la clasi-
ﬁcacio´n binaria. Al aplicarlo a AV accuracy
premia en la misma proporcio´n la deteccio´n
de respuestas correctas e incorrectas. Sin em-
bargo la tarea de AV presenta una particu-
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True class
Correct Incorrect
Correct True False C
Hypothesized Positives Positives
class Incorrect False True I
Negatives Negatives
Column totals: P N
Cuadro 1: Matriz de confusio´n
laridad que debe ser tenida en cuenta: da-
do que los sistemas actuales de QA producen
una cantidad diferente de respuestas correc-
tas que de respuestas incorrectas, la evalua-
cio´n de AV debe de tenerlo en cuenta (Pen˜as
et al., 2008) y considerar la naturaleza no
balanceada de las colecciones. Por tanto, ha-
ciendo uso de accuracy un sistema de AV no
informado podr´ıa obtener valores demasiado
altos.
accuracy =
TP + TN
TP + FP + FN + TN
(1)
En este tipo de evaluaciones se suelen
utilizar dos enfoques distintos: precisio´n-
cobertura y ana´lisis ROC (Receiver Opera-
ting Characteristic). El objetivo de este tra-
bajo es determinar cua´l es el enfoque ma´s
apropiado para evaluar AV.
El resto de este art´ıculo esta´ estructura-
do de la siguiente manera: en la Seccio´n 2
se explican los fundamentos del ana´lisis ROC
mientras que el enfoque precisio´n-cobertura
de explica en la Seccio´n 3. En la Seccio´n 4 se
comparan ambos enfoques de acuerdo a sus
fundamentos, su estabilidad en funcio´n del
taman˜o de las colecciones, su poder de dis-
criminacio´n y su adecuacio´n a las particula-
ridades de la AV. Finalmente se dan algunas
conclusiones en la Seccio´n 5.
2. Ana´lisis ROC
El ana´lisis ROC (Receiver Operating Charac-
teristic) es una metodolog´ıa que ha comen-
zado a ser utilizada para evaluar clasiﬁcado-
res en Inteligencia Artiﬁcial (Beck y Shultz,
1986; Friedman y Wyatt, 1997). En un pro-
blema de clasiﬁcacio´n binaria el espacio ROC
es una representacio´n en dos dimensiones con
la proporcio´n de ejemplos positivos detecta-
dos (en ingle´s true positive rate, tp rate (2))
en el eje Y y la proporcio´n de falsos positivos
(en ingle´s false positive rate, fp rate (3)) en
el eje X. De este modo, cada matriz de con-
fusio´n genera un punto en el espacio ROC.
tp rate =
TP
TP + FN
(2)
fp rate =
FP
FP + TN
(3)
Son varios los puntos a destacar en el es-
pacio ROC (ver Figura 1). El punto (0,0) re-
presenta a un clasiﬁcador que predice todas
las instancias como negativas mientras que el
punto (1,1) corresponde a un clasiﬁcador que
predice todas las instancias como positivas.
Por otro lado, el punto (0,1) representa una
clasiﬁcacio´n perfecta mientras que el punto
(1,0) corresponde al clasiﬁcador que falla en
todas sus predicciones. Por u´ltimo, la l´ınea
diagonal y=x representa la estrategia de cla-
siﬁcar aleatoriamente.
Figura 1: A´rea bajo la curva (AUC) del punto
(0.4 , 0.6)
Adema´s de esta representacio´n gra´ﬁca se
puede obtener tambie´n un valor escalar ha-
ciendo uso del concepto de curva ROC. La
curva ROC de un clasiﬁcador esta´ formada
por una secuencia de puntos ROC del cla-
siﬁcador, incluyendo los punto (0,0) y (1,1),
conectados por segmentos. Las curvas ROC
presentan la ventaja de no verse afectadas
por cambios en la distribucio´n de las clases.
El me´todo usado para generar la secuencia
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de puntos depende del clasiﬁcador. En caso
de que no haya ningu´n me´todo para generar
la secuencia de puntos, un clasiﬁcador puede
formar una curva ROC conectando el u´nico
punto ROC que genera junto con los pun-
tos (0,0) y (1,1) (Drummond y Holte, 2004).
Dada una curva ROC se puede utilizar el
a´rea bajo la curva (en ingle´s Area Under the
ROC Curve, AUC) (Bradley, 1997; Hanley y
McNeil, 1982) como indicador del rendimien-
to del clasiﬁcador. Sin embargo el ca´lculo tra-
dicional de AUC no permite variar la impor-
tancia que se le da a tp rate o fp rate. Ser´ıa
interesante poder contar con una modiﬁca-
cio´n de AUC que permitiese dicho ajuste.
Dado que AUC es una porcio´n del a´rea del
cuadrado unidad, su valor esta´ comprendido
entre 0 y 1. En la Figura 1 se puede ver un
ejemplo. Cuando se utiliza la estrategia de
clasiﬁcar aleatoriamente se obtiene un valor
de AUC de 0.5, por lo que siempre es deseable
obtener un valor superior a 0.5 ya que un va-
lor inferior indica tener un rendimiento peor
que el de la clasiﬁcacio´n aleatoria.
3. Enfoque Precisio´n-Cobertura
En AV una respuesta deber´ıa de ser valida-
da si hay suﬁcientes evidencias acerca de su
correccio´n. Bajo esta perspectiva, la tarea de
AV consiste en detectar respuestas correctas
y asegurarse de que so´lo las respuestas correc-
tas son validadas. De acuerdo con esta visio´n,
al evaluar AV hay que cuantiﬁcar la habilidad
de un sistema para detectar si hay suﬁcientes
evidencias como para validar una respuesta.
Es por ello que se propone el uso de precisio´n
y cobertura sobre las respuestas correctas:
Precisio´n: proporcio´n de respuestas va-
lidadas por el sistema y que realmente
son correctas (4).
Cobertura: proporcio´n de las respuestas
correctas que han sido detectadas por el
sistema (5).
precision =
TP
TP + FP
(4)
cobertura =
TP
TP + FN
(5)
Precisio´n mide lo bueno que es un sistema
validando respuestas mientras que cobertura
evalu´a la habilidad de un sistema para detec-
tar las respuestas correctas que hay.
Estas dos medidas se pueden representar
gra´ﬁcamente con cobertura en el eje X y preci-
sio´n en el eje Y. En esta representacio´n gra´ﬁ-
ca el punto (1,1) corresponde al mejor rendi-
miento posible mientras que el punto (0,0) co-
rresponde al peor posible. La validacio´n alea-
toria esta´ representada por una l´ınea paralela
al eje X. El valor de precisio´n de dicha l´ınea
depende de la naturaleza de las colecciones
utilizadas, siendo el cociente entre el nu´mero
de respuestas correctas y el nu´mero total de
respuestas. La u´nica excepcio´n es el caso de
un sistema que no valida ninguna respuesta,
sistema que obtiene el valor 0 tanto de preci-
sio´n como de cobertura.
La medida ma´s utilizada para combinar
precisio´n y cobertura es la medida-F (6). En
esta medida β representa un valor positivo
usado para dar ma´s importancia a la cober-
tura o a la precisio´n. Si β < 1 se da ma´s im-
portancia a la precisio´n mientras que si β >
1 cobra ma´s importancia la cobertura. Cuan-
do se usa el valor β = 1 se evalu´an ambos
aspectos de un sistema da´ndole a cada uno
la misma importancia. Al ser el valor β =
1 el ma´s comu´nmente utilizado, sera´ el que
usemos para nuestro estudio.
F =
(β2 + 1) ∗ cobertura ∗ precision
β2 ∗ cobertura + precision (6)
4. Comparacio´n de ROC con
Precisio´n-Cobertura
Una cr´ıtica que reciben precisio´n y cobertu-
ra es que sus valores cambian al cambiar la
distribucio´n en clases de las colecciones aun-
que no haya cambios signiﬁcativos en el ren-
dimiento de los sistemas. Este es un argu-
mento utilizado en algunas ocasiones para de-
cantarse por el uso de ana´lisis ROC cuando
las colecciones son no balanceadas (Provost
y Fawcett, 2001).
Hay que destacar que cobertura y tp rate
son diferentes nombres del mismo concepto.
Por tanto, la principal diferencia entre los dos
enfoques es el uso de precisio´n y fp rate.
En las siguientes secciones se procede a
comparar los enfoques expuestos anterior-
mente de acuerdo a sus fundamentos, su es-
tabilidad en funcio´n del taman˜o de las colec-
ciones, su poder de discriminacio´n y su ade-
cuacio´n a la tarea de AV. Antes se informa
sobre los datos que han sido utilizados para
realizar el estudio.
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4.1. Datos para el Ana´lisis
Para realizar la comparacio´n se hizo uso
de los recursos pu´blicos de la tarea Answer
Validation Exercise1 (AVE) 2008 (Rodrigo,
Pen˜as, y Verdejo, 2009) celebrada en el Cross
Language Evaluation Forum2 (CLEF).
Las colecciones del AVE fueron creadas a
partir de la salida real de sistemas de QA. Es-
tas colecciones contienen conjuntos de pares
{Respuesta, Texto Soporte} que esta´n agru-
pados por Pregunta. Los sistemas participan-
tes deben de considerar cada Pregunta y cla-
siﬁcar cada uno de los pares como correcto
o incorrecto. El nu´mero de pares {Respuesta,
Texto Soporte} por idioma as´ı como la distri-
bucio´n en correctos e incorrectos depende de
la salida de los sistemas participantes en la
tarea de QA. El Cuadro 2, tomado de Ro-
drigo, Pen˜as, y Verdejo (2009), muestra el
nu´mero de preguntas y respuestas por idio-
ma en las colecciones de evaluacio´n del AVE
2008 as´ı como el nu´mero de runs participan-
tes.
Se decidio´ realizar el estudio usando la co-
leccio´n de ingle´s ya que tanto su taman˜o co-
mo el nu´mero de runs participantes con el
que conto´ dicho idioma eran suﬁcientes pa-
ra los propo´sitos del estudio. Adema´s de los
runs participantes se han utilizado dos siste-
mas adicionales: un sistema que valida todas
las respuestas (100% YES) y otro que vali-
da aleatoriamente la mitad de las respuestas
(50% YES).
4.2. Interpretacio´n Gra´ﬁca
Como se indico´ en las Secciones 2 y 3, ambos
enfoques permiten representar el rendimiento
de un sistema en un gra´ﬁco en dos dimensio-
nes. Dichas representaciones gra´ﬁcas permi-
ten realizar una visio´n general del rendimien-
to de sistemas. Sin embargo hay que tener
cuidado a la hora de sacar conclusiones de
una representacio´ gra´ﬁca ya que si se quiere
ser realmente objetivo es mejor utilizar una
medida nume´rica.
El Cuadro 3 muestra los resultados (orde-
nados por AUC) de los runs utilizados en el
estudio mientras que las Figuras 2 y 3 mues-
tran la representacio´n gra´ﬁca para el espacio
ROC y para precisio´n-cobertura respectiva-
mente. Dado que tp rate es igual que cober-
tura, se ha modiﬁcado la representacio´n del
espacio ROC (Figura 2) con el propo´sito de
1http://nlp.uned.es/clef-qa/ave/
2http://www.clef-campaign.org/
asemejarla a la de cobertura-precisio´n. De es-
te modo se representa tp rate en el eje X (al
igual que cobertura en el gra´ﬁco cobertura-
precisio´n) y fp rate en el eje Y. Adema´s se
ha modiﬁcado el gra´ﬁco ROC (Figura 2) para
representar en la esquina inferior izquierda el
valor 1 de fp rate mientras que en la esquina
superior izquierda se representa el valor 0. Se
ha hecho esta transformacio´n con el propo´si-
to de representar el mejor rendimiento posi-
ble en ana´lisis ROC (fp rate = 0 y tp rate =
1) en la esquina superior derecha al igual que
en el gra´ﬁco cobertura-precisio´n.
Si se observa el gra´ﬁco ROC (Figura 2),
da la sensacio´n de que los mejores sistemas
esta´n mucho ma´s cerca del punto o´ptimo que
en el gra´ﬁco cobertura-precisio´n (Figura 3).
Dado que el valor en el eje X es el mismo
en ambos gra´ﬁcos, esta sensacio´n se produce
debido a que segu´n fp rate los sistemas tie-
nen mejor rendimiento que segu´n precisio´n.
Sin embargo tener un valor bajo de fp rate
no siempre implica tener un buen rendimien-
to en te´rminos de un sistema de AV como
se discute en la Seccio´n 4.5. Por tanto la re-
presentacio´n gra´ﬁca en el espacio ROC puede
ser demasiado optimista, dando una imagen
erro´nea del rendimiento real de un sistema de
AV.
Figura 2: Representacio´n en el espacio ROC
Figura 3: Representacio´n en el espacio
Cobertura-Precisio´n
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Preguntas 119 160 136 108 27 128 149 119 104
Respuestas 965 1019 1507 178 21 221 955 458 522
CORRECTAS 111 79 153 52 12 44 208 52 39
INCORRECTAS 854 940 1354 126 9 177 747 406 483
Runs participantes 3 8 6 5 0 0 0 2 0
Cuadro 2: Nu´mero de preguntas, respuestas y runs participantes por idioma en las colecciones
de evaluacio´n del AVE 2008
Sistema fp rate cobertura/ precisio´n AUC F
tp rate
ltqa 0.06 0.78 0.54 0.86 0.64
ofe 0.14 0.86 0.35 0.86 0.49
uaic 2 0.58 0.85 0.11 0.64 0.19
jota 2 0.33 0.56 0.13 0.62 0.21
jota 1 0.79 0.94 0.09 0.58 0.17
uaic 1 0.62 0.76 0.09 0.57 0.17
magc 2 0.01 0.01 0.17 0.50 0.02
magc 1 0.01 0 0 0.50 0
100% YES 1 1 0.08 0.50 0.14
50% YES 0.5 0.5 0.08 0.50 0.13
Cuadro 3: Valores de fp rate, cobertura (tp rate), precisio´n, AUC y medida-F para los runs del
estudio
4.3. Poder de Discriminacio´n y
Estabilidad
Una caracter´ıstica importante en una medi-
da de evaluacio´n es su estabilidad, que es el
error asociado a la conclusio´n el sistema A es
mejor que el sistema B (Buckley y Voorhees,
2000). Otra caracter´ıstica a tener en cuenta
es el nu´mero de veces que dos sistemas son
considerados equivalentes. Esta caracter´ısti-
ca se denomina poder de discriminacio´n y
con que ma´s discriminatoria es una medida,
menos empates habra´ entre sistemas y me-
nor sera´ la diferencia necesaria para concluir
que´ sistema es mejor (Buckley y Voorhees,
2000).
Se ha realizado un estudio acerca de la es-
tabilidad y el poder de discriminacio´n de la
medida-F y de AUC basa´ndose en el me´todo
descrito en Buckley y Voorhees (2000). Una
vez adaptado a nuestro estudio funciona de la
siguiente manera: sea S un conjunto de runs
y sean x e y un par de runs de S. Sea Q la
coleccio´n de evaluacio´n entera. Sea f el valor
de fuzziness, tal que si la diferencia entre dos
sistemas es menor que f se considera que el
rendimiento de los sistemas es equivalente.
Con el ﬁn de incrementar el conjunto de
datos empleado se partio´ aleatoriamente la
coleccio´n de evaluacio´n original en subcolec-
ciones de un determinado taman˜o c, realizan-
do 200 ejecuciones distintas. De este modo,
M(x,Qtrial) representa la media de la medida
M para el run x sobre las subcolecciones de
Qtrial.
Para aplicar el me´todo de Buckley y Voor-
hees (2000) se hizo uso del algoritmo de la Fi-
gura 4 para obtener los datos necesarios pa-
ra calcular la tasa de error (7) (que se utili-
za para medir la estabilidad) y el porcentaje
de empates (8) (que se usa para estudiar el
poder de discriminacio´n). La intuicio´n usada
para calcular la tasa de error es la siguiente:
se asume que para una determinada medida
la decisio´n correcta sobre si el run x es mejor
que el run y ocurre cuando hay ma´s casos en
los que el run x es mejor que el run y. Por
tanto el nu´mero de veces que y es mejor que
x se considera el nu´mero de ocasiones en las
cua´les el test es erro´neo.
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n = |Q| / c;
for each trial from 1 to 200
Qtrial = select at random n diﬀerent subcols of size c from Q;
for each pair of runs x,y  S
margin = f * max (M(x,Qtrial),M(y,Qtrial));
if(|M(x,Qtrial) - M(y,Qtrial)| < margin)
EQM (x,y)++;
else if(|M(x,Qtrial) > M(y,Qtrial)|)
GTM (x,y)++;
else
GTM (y,x )++;
Figura 4: Algoritmo para calcular EQM (x,y), GTM (x,y) y GTM (y,x )
Tasa de errorM =
∑
x,yS min(GTM (x, y), GTM (y, x))
∑
x,yS(GTM (x, y) + GTM (y, x) + EQM (x, y))
(7)
% EmpatesM =
∑
x,yS EQM (x, y)
∑
x,yS(GTM (x, y) + GTM (y, x) + EQM (x, y))
(8)
Aumentando el valor de fuzziness se con-
sigue disminuir la tasa de error pero tam-
bie´n disminuir el poder de discriminacio´n.
Dado que usar un u´nico valor ﬁjo de fuzzi-
ness no ser´ıa lo suﬁcientemente informativo
y de acuerdo con Sakai (2007), se decidio´ va-
riar el valor de fuzziness de 0.01 a 0.10 y di-
bujar las curvas porcentaje de empates - tasa
de error para comparar las medidas propues-
tas. La Figura 5 muestra dichas curvas para
la medida-F y AUC siendo c = 150.
En la Figura 5 se puede ver que para am-
bas medidas la tasa de error disminuye a me-
dida que aumenta el porcentaje de empates.
Adema´s, la tasa de error de la medida-F tie-
ne valores bajos (entre el 5 y el 7%) mientras
que el porcentaje de empates no se incremen-
te mucho (del 3 al 13%). Sin embargo, la ta-
sa de error de AUC es mayor que la de la
medida-F cuando el porcentaje de empates
es bajo. De hecho, AUC obtiene una tasa de
error menor solo cuando el porcentaje de em-
pates es mayor al 25%.
Figura 5: Curvas porcentaje de empates - tasa
de error para medida-F y AUC
Por tanto se pueden obtener dos interpre-
taciones distintas del gra´ﬁco:
1. Si se ﬁja el porcentaje de empates, la ta-
sa de error obtenida para la medida-F
es siempre menor que la obtenida para
AUC. Por ejemplo, si se ﬁja el porcen-
taje de empates al 10% la tasa de error
para la medida-F es del 5% mientras que
para AUC esta´ entre el 9 y el 10%. Por
tanto a igual porcentaje de empates la
medida-F es ma´s estable que AUC.
2. Si se ﬁja la tasa de error, el porcentaje
de empates para AUC es mayor que para
la medida-F. Por ejemplo, con una tasa
de error del 6% el porcentaje de empa-
tes para la medida-F es del 6% mientras
que para AUC es de casi el 22%. Esto
signiﬁca que si queremos asegurar que el
sistema A es mejor que el sistema B con
una determinada tasa de error usando la
medida-F, tendremos menos empates en-
tre sistemas y sera´ necesario utilizar un
valor menor de fuzziness que si se usa
AUC.
Por tanto se observa que la medida-F es
ma´s estable que AUC adema´s de tener un
mayor poder de discriminacio´n.
4.4. Cambios en el Ranking al
Variar el Taman˜o de las
Colecciones
Otra caracter´ıstica importante en una medi-
da de evaluacio´n es co´mo var´ıa en funcio´n del
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taman˜o de la coleccio´n de evaluacio´n utiliza-
da. El comportamiento deseado es tener una
medida que se mantenga estable sin importar
el taman˜o de la coleccio´n. Con este propo´sito
se ha realizado un estudio creando coleccio-
nes de evaluacio´n de distinto taman˜o a partir
de la coleccio´n original.
Se ha variado el taman˜o de las colecciones
desde 50 a 500 respuestas incrementando el
taman˜o de 50 en 50. Con el ﬁn de aumentar
el conjunto de datos se han realizado 200 eje-
cuciones distintas para cada taman˜o de colec-
cio´n, calcula´ndose para cada taman˜o la media
de la medida-F y de AUC.
Los resultados obtenidos se muestran en
forma de gra´ﬁco en las Figuras 6 y 7. En am-
bas Figuras se puede comprobar que ambas
medidas son bastante estables al variar el ta-
man˜o de la coleccio´n, habiendo menos ﬂuc-
tuaciones en el caso de AUC.
Figura 6: Variacio´n de la media de la medida-
F con distintos taman˜os de coleccio´n
Figura 7: Variacio´n de la media de AUC con
distintos taman˜os de coleccio´n
Por tanto, los resultados sugieren que am-
bas medidas son estables al variar el taman˜o
de la coleccio´n de evaluacio´n.
4.5. Adecuacio´n al Problema a
Evaluar
El objetivo de un sistema de AV es mejo-
rar los resultados del sistema de QA que lo
este´ utilizando. Para ello el sistema de AV de-
be colaborar en aumentar el nu´mero de res-
puestas correctas a la vez que se disminuye el
nu´mero de respuestas incorrectas a la salida
del sistema de QA.
Cuando un sistema de AV recibe una res-
puesta existen cuatro posibilidades depen-
diendo de si el sistema de AV valida o no
la respuesta y si e´sta es o no correcta. A ca-
da una de estas posibilidades le corresponde
una posicio´n distinta en la matriz de confu-
sio´n del Cuadro 1. Adema´s, cada posibilidad
contribuye de distinta manera al objetivo de
mejorar los resultados en QA. De este modo,
en este trabajo se ha establecido el siguien-
te orden de preferencias basa´ndose en dicha
contribucio´n:
1. Validar respuestas correctas: esta es
la salida con mayor valor dado que es la
que contribuye en mayor medida a me-
jorar los resultados en QA.
2. Rechazar respuestas incorrectas:
e´ste es tambie´n un comportamiento es-
perado. Detectar respuestas incorrectas
permite que el sistema de QA considere
otras respuestas que podr´ıan ser correc-
tas. Sin embargo y dado que el beneﬁcio
esta´ subordinado a la habilidad de de-
tectar respuestas correctas, a esta posi-
bilidad se le da menos valor y ocupa el
segundo lugar en el orden de preferencia.
3. Rechazar respuestas correctas: aun-
que este es un comportamiento erro´neo,
no provoca que el sistema de QA devuel-
va una respuesta incorrecta. Adema´s el
sistema se puede recuperar del error. Da-
do que esta recuperacio´n esta´ condicio-
nada a encontrar una respuesta correcta,
se considera a esta posibilidad en tercer
lugar.
4. Validar respuestas incorrectas: esta
es la posibilidad que ma´s contribuye a
empeorar los resultados de un sistema
de QA. Dado que no hay oportunidad
de recuperarse de este error, e´sta es la
peor salida que se puede obtener y por
tanto es la menos deseada.
Se ha estudiado co´mo asumen este orden
de preferencias a la hora de evaluar sistemas
de AV los dos enfoques estudiados en este
trabajo.
Ambos enfoques tienen en cuenta la pri-
mera preferencia haciendo uso de cobertura
(tp rate), de tal modo que se dan valores altos
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True class
Correct Incorrect
Hypothesized Correct 68 129 197
class Incorrect 11 811 822
Column totals: 79 940
Cuadro 4: Matriz de confusio´n del sistema ofe
a los sistemas que son capaces de validar co-
rrectamente una alta proporcio´n de respues-
tas.
Las principales diferencias se encuentran
en cuanto al control que se ejerce en la inco-
rrecta validacio´n de respuestas. Un valor bajo
de precisio´n indica que se ha validado inco-
rrectamente una cantidad alta de respuestas
mientras que un valor alto signiﬁca lo contra-
rio. Por tanto precisio´n premia a los sistemas
que son capaces de validar una cantidad pe-
quen˜a de respuestas incorrectas mientras que
penaliza a los sistemas que validan grandes
cantidades de respuestas incorrectas. De es-
te modo precisio´n contribuye a controlar la
incorrecta validacio´n de respuestas.
Sin embargo este comportamiento no
esta´ tan bien controlado por fp rate. Esto
es porque aunque un valor bajo de fp rate
signiﬁca que se ha validado incorrectamente
una baja proporcio´n de respuestas, este va-
lor es respecto al nu´mero total de respuestas
incorrectas que hay y no respecto al nu´me-
ro de respuestas que se han validado. Este
concepto se entiende mejor con el siguiente
ejemplo: obse´rvese el Cuadro 4 que muestra
la matriz de confusio´n del sistema ofe pre-
sente en las Figuras 2 y 3 y en el Cuadro 3.
Segu´n dicha matriz, ofe esta´ validando inco-
rrectamente 129 respuestas, obteniendo una
fp rate de 0.14. Sin embargo, 129 respuestas
representan casi el doble de respuestas de las
que ofe esta´ validando correctamente (68 res-
puestas). Esto es reﬂejado por precisio´n, cuyo
valor es 0.35.
Por tanto, cuando un sistema de QA que
utilice el sistema ofe devuelve una respuesta,
hay ma´s opciones de que la respuesta sea in-
correcta que de que sea correcta. Esto ocurre
porque segu´n los resultados so´lo el 35% de las
respuestas que son validadas por ofe son real-
mente correctas. Este es un comportamiento
que no se desea pero al que la medida fp rate
le esta´ dando un buen valor (0.14 siendo el
mejor 0), mientras que la precisio´n es baja
(0.35 siendo el mejor valor posible 1). De es-
te modo precisio´n esta´ indicando de manera
ma´s ﬁable que fp rate los resultados que se
podr´ıan obtener en QA usando un determi-
nado sistema de AV.
5. Conclusiones
En este trabajo se han comparado dos en-
foques distintos para evaluar la Validacio´n
de sistemas de Bu´squeda de Respuestas: uno
basado en ana´lisis ROC (Relative Operating
Characteristic) y otro basado en el uso de
precisio´n-cobertura. Ambos enfoques han si-
do comparados de acuerdo a sus fundamen-
tos, su estabilidad en funcio´n del taman˜o de
las colecciones, su poder de discriminacio´n y
su adecuacio´n a las particularidades de la Va-
lidacio´n de Respuestas (AV).
Al estudiar la estabilidad de los enfoques,
el basado en precisio´n-cobertura se ha mos-
trado ma´s estable cuando se ﬁja el poder de
discriminacio´n. Por otro lado, cuando se ﬁja
la estabilidad el enfoque basado en precisio´n-
cobertura ha mostrado tener un mayor poder
de discriminacio´n.
Al variar el taman˜o de las colecciones de
evaluacio´n ambos enfoques se han mostrado
bastante estables.
La principal conclusio´n que se ha obteni-
do es que el enfoque precisio´n-cobertura pa-
rece mostrarse ma´s u´til para evaluar AV. Ello
se debe a que el enfoque precisio´n-cobertura
contribuye en mayor medida a controlar la
incorrecta validacio´n de respuestas, que es la
peor salida que se puede obtener de un siste-
ma de AV. Con esta salida no hay posibilidad
de recuperarse del error y no se pueden mejo-
rar los resultados de los sistemas de Bu´squeda
de Respuestas, el cua´l es el objetivo principal
de la AV.
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