The paper studies a newly discovered family of one-parameter evendimensional linear transformations with geometric properties revealing local variational characterization of embedded minimal surfaces in 3  . It is also explicitly shown that these properties are responsible for the existence of only two possible fundamental local models for any embedded minimal surface in 3  , namely, the helicoid and the catenoid. A new term Lebesgue measure dissipation is introduced and locally characterizes the geometry of the positive area increment for all embedded surfaces which are not minimal.
INTRODUCTION
The variational characterization to be discussed is derived through the introduction of a 'pseudobinary' operation on Euclidean vectors in n  for 3 n ≥ such that, given the two n-dimensional vectors, it yields 2n − dimensional vector. The Jacobian of the latter yields a ( 2 1 n − ) − ranked matrix, whereas the Jacobian of the exterior product of any 2 1 n − rows of that matrix is the 2n − ranked linear operator. The determinant thereof has the property of being rendered constant through multiplication of the operator matrix by the respective factor. Doing so finally renders the linear operator with the geometric properties responsible for the variational characterization of the two fundamental minimal surfaces -the helicoid and the catenoid -the fundamental building blocks of all the embedded minimal surfaces in 3  , as was proven by W.P. Minicozzi and T.H. Colding [1] . This paper studies the first possible case of 3 n = , as it is impossible to make the generalized approach for arbitrary n with all the evaluations explicitly covered. However, in every case evaluations are performed exactly the same way but get much more involved for each successive n . 
ONE-PARAMETER LINEAR DIFFERENTIAL OPERATOR

Consider the two vectors
t ∈ , defined in some orthogonal basis in 3  . For t we will always further imply some given interval and also use the same symbol to denote the function and its value in our notation throughout the paper, vectors will be denoted in bold to distinguish them from their absolute values. The components
are supposed to be continuously differentiable over the entire domain as many times as implied. These vectors will be called the basal vectors. Suppose * is the operator and x is its output in 6  such that 
Here in (2.1) there is no difference in the particular way of the row-wise arrangement of what I will call here the diagonal products i j u v ( , 1, 2,3 i j = , i j ≠ ), as the rearrangement thereof has no effect on the follow-up conclusions. The loose term 'vector' will be applied to x hereinbelow for mere convenience as, rigorously speaking, it is not a vector, as it doesn't satisfy the transformation law for its components according to the definition. That is, if i u and i v are the components of u and v respectively in some new orthogonal basis, then, according to the definition, the following should hold
where ij a are the elements of the respective orthogonal transformation matrix
However, this is not the case for x upon the substitution of i u and i v with i u and i v . The operator presented in (2.1) will not be studied itself in this paper, but we will rather progress to see what vector x yields as the result of the differentiation with respect to i u , i v ( 1, 2,3 i = ),
has a property that any five of its rows are linearly independent. So elements of any row of the above matrix can be substituted with the unit basis vectors m i ( 1,. ..,6 m = ) to get an exterior product. For the lowest row such replacement gives 
Here again det( ) D is not a vector the same way as (2.1) is, but it will as well be referred to as 'vector' for convenience. Replacing elements of any other row of
..,6 m = ) will result in det( ) D differing from that of (2.2) only by a factor, which has no effect on the final conclusions (the proof thereof will not be presented in this paper).
Generally, (2.1) can be expanded to k basal vectors, with x having its components (diagonal products) comprised of k factors, whereas ( ) ( ) T 1 1 rank k n ∇ = − + x , k n < , and for k n = the rank is the same as for 1 k n = − (differentiation is performed with respect to all the components involved). A kn − dimensional Euclidean space generated this way has 1 k − more dimensions than the number of linearly independent vectors (rows of T ∇ x ). Hence, for 2 k > exterior product as that of (2.2) can not be defined. Similarly, for 2 n = we get two vectors in four dimensions. 1
Further, the linear map :
w w is continuously differentiable as many times as implied vector-valued function, and for every t ∈ there are such non-zero i
For some given 0 t ∈  we get a fixed vector
, the function
can not be arbitrary. However, for the vector of the direction cosines ( )
. Considering the direction cosines 
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and as the eigenvalues are distinct, the number of all the possible generalized eigenvectors ω , satisfying (3.4), is finite and equals k .
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According to (2.2),
Then, considering (2.4), we get
Solving (3.5) yields = ω ω , hence
The right part of (3.10), as can be seen, represents the catenary. 
hence, there are only two distinct eigenvalues with multiplicities 2 and 4. Thus, (3.11) is the set of only two equations. Now, we shall consider the following system of ordinary differential equations in the matrix form
The system (3.13) is equivalent to the system of twelve scalar differential equations with only six unknown scalar functions, so it is ovedetermined.
Solving It is easily seen, that the absolute value of 2 ω as a function of its own double sweep area yields expression, equivalent to (3.10). The solution (3.14) might also be considered as the result of the solution (3.6), since the latter can be 'reversed', i.e. 2 ω is collinear to 1 ′ ω and conversely so. Hence, I shall call this solution a mirrored one with respect to (3.6) .
Thus, there are only two vector-valued functions 1 ω and 2 ω , satisfying (2.4 ) and defined in (3.6 ) and (3.14) respectively, such that each one is a common eigenvector of ′ H and 2 H at any t ∈ , and both are equivalent in the sense of (3.10 π s =  , the function  represents the radius of the solid of revolution, defined around l − axis. The total volume thereof is equal to the total area of the respective surface of revolution, generated by the function s . Hence, 1 ω and 2 ω are the radii of the solids of revolution with the total volume equal to the surface area of the respective catenoids (see Fig.1 ).
Hence, the expression (2.4) describes the surfaces of revolution in the sense of (3.19 ) once the argument of their rotary generator is the double sweep area u of w .
The property when neither of (3.17) holds can also be considered as a variational characterization of the catenoid (another kind thereof is studied in [2] ). However, (3.10) does not always have a solution and, as is known from physics of soap films, in such cases the film collapses and forms flat areas around the rings, which had been the boundaries of the catenoid. This case is known as the Goldschmidt solution and can not be obtained through the Calculus of Variations. However, the approach described in this paper reveals a blatant parallelism between the catenoid and the Goldschmidt solution: the both eliminate rotational components of the derivatives of the second and the first orders respectively. But in the flat case the first order derivative ′ w is always collinear to w , thus naturally eliminating rotation, i. 
