Seismic risk analyses at large scale represents a fundamental support to effective mitigation policies. Evaluating fragility curves able to capture the huge variety of existing buildings is one key point of this analysis. Within this context, this paper proposes a procedure for the evaluation of the fragility curves that aims to limit the computational effort without losing the reliability of the achieved results. This is reached through the execution of a limited number of nonlinear static procedures based on the use of the sensitivity analysis carried out according to the simplified star design with central point approach. The main strength of the procedure is the ability to explicitly quantify the various contributions of uncertainty to the dispersion, associated to those on the structural capacity (taking into account both aleatory and epistemic sources) and on the seismic input. As known, the adoption of a nonlinear static approach for the seismic assessment implies various assumptions, such as the load pattern applied, the criteria adopted to compare the capacity and the demand, and the definition of the damage levels. All these issues potentially affect the reliability of the final fragility curves, which are defined through a proper combination of such various options or they can be selected based on the ones more representative of the expected behaviour of the class. To improve this aspect, the evidences from nonlinear dynamic analyses are used. The feasibility and effectiveness of the procedure is duly demonstrated in this paper through its application to a building stock typology, consisting of existing mixed masonryreinforced concrete structures, representative of one of the largest portions of the existing residential buildings in Lisbon. The attention is focused only to the global in-plane behaviour by adopting as modelling approach the equivalent frame method, that has been proven particularly efficient and accurate enough in representing the nonlinear behaviour of the examined structures.
Introduction
Dramatic seismic events of the past decades (D' Ayala and Paganoni 2011; Rosti et al. 2018; Fiorentino et al. 2018; Sorrentino et al. 2018) pointed out once again the potential high vulnerability of the existing buildings, which calls for an urgent need of mitigation policies aimed at improving the resilience in urban areas (D' Ayala and Lagomarsino 2015) . Within this context, fragility curves constitute very useful support to seismic risk analyses at the territorial scale. As it is known, they express a continuous relationship between the probability of reaching or exceeding a predefined damage level (DL) by a given building class and a selected earthquake ground motion intensity measure (IM). According to the common assumption of a lognormal distribution, this relationship is described by two main parameters, that is its median value (IM DL ) and its dispersion (β DL ).
As reported in the literature (Maio and Tsionis 2016; Kappos and Papanikolaou 2016; Lamego et al. 2017; Asteris et al. 2014; HAZUS 1999; Barbat et al. 2010; Ferreira et al. 2013; Maio et al. 2017; Frankie et al. 2013) , fragility functions can be derived according to different approaches: empirical (e.g. Colombi et al. 2008; Rota et al. 2008 , Del Gaudio et al. 2017 ; analytical (e.g. Bernardini et al. 1990; Glaister and Pinho 2003; Restrepo-Vélez and Magenes 2004; D'Ayala 2005; Borzi et al. 2008; Oropeza et al. 2010; Pagnini et al. 2011; Asteris et al. 2014 ); or hybrid which combine different sources of data, i.e. analytical, empirical or expert judgment based data (e.g. Giovinazzi and Lagomarsino 2004; Bernardini 2004; Penelis et al. 2003; Kappos et al. 2006) .
Empirical fragility curves constitute a valuable source, which are directly calibrated based on real, observed data. They also constitute an essential tool for supporting the validation of analytical and hybrid approaches. However, despite their usefulness, they have some disadvantages. Firstly, real data can hardly cover the whole, possible typological classes (Maio and Tsionis 2016) . Thus, difficulties arise in using the empirical curves already available in the literature, since building stocks can be very different, varying from country to country (in terms of material and constructive details) and, thus, not always adequate for the buildings under examination. Moreover, empirical fragility curves are potentially affected by a dual subjectivity: (1) in the damage assessment, carried out by people of different experience and background knowledge, using different procedures from country to country and (2) in the adoption of the macroseismic intensity as main IM, which is not an instrumental measure. All these issues highlight the usefulness of other approaches as well, as the hybrid and analytical ones. Among the latter, in literature different approaches are proposed based either on simplified mechanical models (e.g. in Bernardini et al. 1990; Restrepo-Vélez and Magenes 2004; D'Ayala 2005; Borzi et al. 2008; Pagnini et al. 2011; Lagomarsino and Cattari 2015) or on the execution of nonlinear analyses on prototype numerical models of the class under investigation. The procedure proposed in the paper belongs to the latter category and is mainly based on the use of nonlinear static analyses (NLSA) performed on complete 3D models.
Other works in literature targeted to buildings refer to the use of nonlinear static analyses, which is usually combined with nonlinear dynamic analyses to define the final fragility curves. For example, in Rota et al. (2010) NLSA executed on 3D models representative of prototype unreinforced masonry (URM) buildings are used to define the probability distributions of various damage states through Monte Carlo simulations adopted to generate input variables of the mechanical parameters which the model is based on. Then the displacement demand is computed through nonlinear dynamic analyses (NLDA) on the same models and at the end the fragility curves are computed from the convolution of the capacity and demand derived by these two approaches. In Baltzopoulos et al. (2017) the software SPO2FRAG has been recently developed to compute fragility curves. This tool aims to combine the efficiency of incremental dynamic analysis (IDA) executed via the SPO2IDA algorithm (Vamvatsikos and Cornell 2006) on an equivalent single-degree-of-freedom (SDOF) approximation of the structure with the use of NLSA addressed to define the features of such a SDOF. Differently, the procedure herein proposed is completely based on NLSA, while the use of NLDA is only proposed as a tool of possible refinement of the final fragility curve obtained.
The procedure suggested in this study, in comparison with other typologies proposed in the literature, uses in a systematic and effective way different methods which are already available in literature with the final aim of quantifying the two main parameters (IM DL and β DL ), which fragility curves are based on. The procedure targets to limit the computational effort (i.e. by using mostly nonlinear static analyses) but without losing in the reliability of the results achievable. This is reached through a limited number of analyses based on the use of the sensitivity analysis carried out according to the simplified star design with central point approach (Pinto et al. 2004; Myers et al. 2009 ). The latter, compared to other methods proposed in literature such as the Monte Carlo or Latin Hypercube sampling [e.g. as used in Dolsek (2009) and Fragiadakis and Vamvatsikos (2010) ], is less demanding with a reduced computational effort, but with high level of accuracy. This fact is recently proved in Haddad et al. (2019) , at least when uncertain variables can be reasonable considered as statistically independent. Another strength of the procedure proposed in the paper is the ability to explicitly quantify, in a differentiated way, the contribution of dispersion, provided by: (1) the uncertainties on the structural capacity (considering both aleatory and epistemic sources), which are not completely covered in the already existing methodologies, and (2) the seismic input [e.g. in Lamego et al. (2017) , Barbat et al. (2008) and Kappos et al. (2006) ]. Moreover, despite the simplification introduced using NLSA rather than NLDA, recent studies (DT 212/2013 2014) testified a good agreement between fragility curves resulting from the execution of IDA and those from NLSA combined with the use of the response surface analysis. It is evident that the reliability of the fragility curves obtained through a static approach depends also on the reliability of the many assumptions which this approximate method requires. For instance, it depends on the load pattern adopted, the criteria to the define the damage levels, the method adopted to reduce the acceleration spectra, etc. As far these critical issues concern, Authors adopted specific criteria that have been proven as reliable by previous studies available in literature (as described in more detail in Sect. 2.1) or benefitted from the integrated use of other additional and more refined tools like as: (1) the execution of nonlinear dynamic analyses or (2) the application of the Bayesian approach to define the rational range of variation of the random variables considered in the model, as illustrated in Sects. 6 and 3.1, respectively.
In order to show the potential of the procedure proposed, it is applied on a mixed masonryreinforced concrete (RC) buildings stock in Lisbon (from Sect. 3 to Sect. 6). The selected typology corresponds to one of the largest portions of the existing residential building stock in this city. Despite the specificity of such a case study, the conclusions obtained following the proposed procedure and presented in the following sections will be useful also for many other practical engineering applications.
Basics of the proposed procedure
As introduced in Sect. 1, the procedure proposed is mainly based on the use of nonlinear static analyses (NLSA).
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The static approach is preferred to the dynamic one due to its limited computational effort and the possibility to quantify and differentiate, in a very effective way, the various sources of uncertainty which the dispersion depends on.
The flowchart that clarifies the main steps of the methodology for the definition of the fragility curves is presented in Fig. 1 . Regarding the assessment of the structural capacity, the effect of both aleatory and epistemic uncertainties is considered. Aleatory uncertainties (X i , i = 1, …, N) are described by random variables (or a group of correlated variables), for which it is required to define a median value (X i,median ) together with the expected rational range of variation (the minimum and maximum values which are related to proper fractiles X i,16 , X i,84 ). The rational range of variation can be defined based on the combined use of expert judgment and reference literature data on mechanical properties of materials similar to those that characterize the examined building stock. The use of the Bayesian approach to refine such a range of variation can be very useful (Milosevic et al. 2018; Bracchi et al. 2016) . Epistemic uncertainties (Y j ) are usually related to constructive or modelling factors, which can be described by the use of alternative models. The total number (M) of epistemic uncertainties depends on the possible options of each one. For masonry buildings, the effect of epistemic uncertainties can be relevant (Tondelli et al. 2012; Cattari et al. 2015) , and in some cases it can be dominant, such as the case study presented in Sect. 3.1. NLSA and the sensitivity analyses (as further described in Sects. 2.1 and 2.2) have to be then executed on each model. This leads to a set of fragility curves resulting for the given building stock. Then, proper criteria should be introduced for combining fragility curves or selecting the most reliable in order to define a single fragility curve, which is representative of the whole stock, as shown in Fig. 1 . Indeed, the number of fragility curves to be combined is further increased by the fact that the application of the static approach implies: (1) the assessment of the seismic behaviour for each main direction of the structure separately, and (2) the adoption of two or more load patterns (addressed to simulate the actual inertial forces activated by the seismic input). Such combined criteria can include: a) the assignment of weight to each alternative model and an option that characterizes the application of NLSA; b) to choose an option that would ensure that the worst possible solution was selected. In this paper, the evidence resulting from the execution of NLDA Fig. 1 Flowchart of the procedure proposed (Sect. 6) are adopted to refine such criteria according to approach a), with the aim of providing fragility curves of the examined stock as reliable as possible of the actual expected behaviour.
Regarding the assessment of the seismic input, the use of the static approach implies the adoption of proper reduced response spectra. To properly quantifying the effect on the uncertainty related to the demand, it is proposed to define the median (50) and the percentile (16, 84) values, starting from the spectra evaluated from real accelerograms. These accelerograms are selected to be compatible with the specific features of the seismic hazard of the area under investigation. This allows, on the one hand, to overcome the fact that the code does not provide precise rules to define such percentiles and, to the other, to explicitly take into account the disaggregation data in the selection of accelerograms.
As it is known, the application of the nonlinear static procedures presupposes a certain number of choices to be set, in order to finally evaluate the value of the intensity measure compatible with the attainment of a given damage level (im DL ). For example, to define the damage level on the pushover curve, as well as to compare the capacity with the demand, the method to follow should be established [the N2 Method (CEN EC8-1 2004) or the Capacity Spectrum Method (Freeman 1998) ]. In Sect. 2.1, all the choices, made by authors on such issues, which consider some peculiarities of the mixed masonry-RC structures as well, are clarified. In Sect. 2.2, the procedure adopted for the computation of the total dispersion of the fragility curve is illustrated.
Computation of the intensity measure-IM DL
First of all, among the possible choices (Douglas et al. 2015) , the Peak Ground Acceleration (PGA) has been selected as the representative intensity measure. The choice was motivated by the fact that the structures examined are characterized by a quite short period: of course, varying the class under investigation, other measures could be assumed.
In terms of the definition of the damage level (DL) on the pushover curve, resulting from the execution of the NLSA, the multiscale approach proposed in Lagomarsino and Cattari (2014a) and in Lagomarsino and Cattari (2015) for masonry buildings has been adopted as reference. Thus, the attainment of the given damage level on the building is considered at three different levels: the structural elements (local damage), the macroelement (walls) and the entire building (measured in terms of attainment of a proper threshold of the overall base shear on the pushover curve) (Cattari and Lagomarsino 2013a) . The potential of such a multiscale approach in refining the reliability of definition of DLs for masonry existing buildings has been recently debated in Marino et al. (2018) .
The computation of IM DL is performed by adopting the Capacity Spectrum Method (CSM) (Freeman 1998) , which is based on the use of the overdamped spectrum. As it is known, the latter introduces the progression of non-linearity in the structure, through the concept of equivalent viscous damping DL , calculated by the sum of the elastic (ξ 0 , adopted equal to 5%), and hysteretic hyst contribution (i.e. DL = 0 + hyst ). As far as the hysteretic damping hyst concerns, instead of referring to analytical expressions proposed in literature [e.g. in Calvi (1999) or Blandon and Priestley (2005) ], it is obtained by performing cyclic pushover analyses. Although the latter represents an approximation of the actual structural sources of dissipation, it can also take into account the specific features of the buildings under investigation (e.g. related to the prevailing global failure mode activated). After the definition of the displacement related to each DL (D DL ), on the capacity curve, and the definition of the equivalent viscous damping DL , IM DL is calculated as in Lagomarsino and Cattari (2015) :
whereby S d1 is the displacement response spectrum, normalized to IM, T DL is the linear equivalent period corresponding to DL and η(ξ DL ) is the damping correction factor.
The CSM was adopted instead of the N2 method, currently used in EC8 (CEN EC8-1 2004), since recent studies point out that the N2 method tends to provide results which are not conservative for masonry buildings, or more in general short period structures Guerrini et al. 2017) . Moreover, the CSM presents an additional advantage, as it does not require transforming the pushover curve in an equivalent bilinear relationship , and thus not strongly dependent on the definition of the period of the equivalent single degree system (T*).
Finally, it should be mentioned that, when using the fragility curves for supporting mitigation policies at the urban scale, it is useful to move from the concept of the damage level to the concept of the Limit State (LS), which is related not only to the structural performance but also (more in general) to the consequences expected for the people or the functionality of the buildings. A discussion on the correlation between DL and LS concepts for the existing and heritage buildings is presented in Lagomarsino and Cattari (2014b) and applied in Sect. 7 in this paper. In particular, four DLs are considered, assuming that DLs from 2 to 4 correspond to the following Limit States: Damage limitation, Life safety and Collapse, respectively, as described in EC8 (CEN EC8-1 2004).
Computation of the dispersion-β DL
Standard deviation β total, DL (assumed equal to β total, LS ) describes the total variability related to each fragility curve. In this paper, the total variability for any given damage state is calculated considering the following uncertainties (Pagnini et al. 2011): (1) uncertainties in the seismic demand (named as β D,DL ) and (2) uncertainty of the structural capacity (β C,DL ). Indeed, the source of uncertainty related to the DL definition, that could be further assessed (Lagomarsino and Cattari 2014a) , is herein indirectly included in β C, DL . By assuming such contributions as statistically independent, the total dispersion is simply given by:
Although the values of dispersion vary with the DL indeed, the suffix DL will be omitted in the rest of the paper, for the sake of briefness. It should be mentioned that uncertainties intrinsically related to the modelling strategy are not considered in the current research, since the data available in literature is not sufficient to calibrate robust values [some attempts are recently provided in Cattari et al. (2018) ]. Despite that, it could be very easily included in future work for example by extending the use of Eq. (2) under the hypothesis of independent uncertainties. In the following, the definition of these uncertainties is briefly presented, whereas the detailed procedure can be found in Lagomarsino and Cattari (2014a) .
For the calculation of the dispersion in the spectral shape (β D ), the intensity measures IM DL,16 and IM DL,84 for each DL must be evaluated, by comparing the median capacity
curve with the response spectra S a1,16 (S d ) and S a1,84 (S d ) related to the confidence levels 16% and 84%. Then, D is calculated as:
For the calculation of the uncertainty in the structural capacity C , the response surface technique is adopted for the results provided by sensitivity analyses (2N + 1), executed with NLSA (Pinto et al. 2004; Myers et al. 2009 ). Sensitivity analyses proved to be very efficient in defining β C , as an alternative to the execution of a full factorial analysis (that would require the execution of 2 N + 1 analyses). The additional advantage of these analyses is the contribution in detecting the mechanical parameters, which mostly affect the structural response (Haddad et al. 2019) .
Firstly, the partial dispersions, which represent the angular coefficient of the hyperplane which fits the response surface of the variable log(IM DL ) in the hyperspace of the normalized variables representing the aleatory parameters (Xi), are calculated as in Eq. (4): where Z is the experiment matrix of normalized variables (composed by − 1 and + 1 values that correspond to 16% and 84% fractile values of the original random variables) and T is the matrix of the IM DL values obtained by comparing the capacity curve related to the corresponding combination of random variables and the median response spectra. In the case of these analyses, the normalization of the median value is assumed to be equal to zero, and the regression is made in a two-dimensional plane, where the points are defined by the two analyses performed with the two interval extremities of each variable.
Afterwards, the dispersion c is calculated as in Eq. (5), and the synthetic graphical explanation is presented in "Appendix" section:
Application of the procedure
The procedure illustrated in Sect. 3 was applied to one of the most representative blocks of the existing mixed masonry-RC buildings located in Lisbon (Portugal). The selected stock, characterized by a rectangular shape in plane ( Fig. 2a ), represents around 60% of such mixed structural typology in the city. The potential effects of both aleatory and epistemic uncertainties are analysed by considering the dispersions of mechanical parameters for the former, and the role of the quality of connection between walls for the latter.
Selected building case study
The chosen case study consists of buildings with three floors of constant height. The thickness of the façade walls varies in height from 0.50 m on the ground floor to 0.40 m on the last floor, whereas the side walls are without openings and with thickness constant in height. The exterior walls of the buildings consist of rubble stone masonry and hydraulic mortar. Interior walls were mainly built with hollow bricks. Solid bricks were used around the service stairs and the intermediate walls of the stairs below the first floor. External walls of these buildings were strengthened (belted) on all floors by RC ring beams at the
height of the window lintels, with the thickness of the wall and 0.20 m in height (GRUC 1944) . Small RC lintels were found in each doorway. As far as the diaphragms are concerned, concrete floor was placed in the services areas and timber floor was placed in the rooms. On the ground floor, below the part where the timber floor exists, the "ventilation box" provides air circulation and accumulation of moisture below the floor is avoided by it. More information about these mixed buildings can be found in Milosevic et al. (2018) .
Modelling of the building and uncertainties involved
In order to assess the global behaviour of the selected building class, a three-dimensional model was developed within 3Muri and Tremuri software (3Muri; . The former was used to generate a mesh of the building, and the latter to perform nonlinear static (pushover) analyses, by taking benefit of the more refined constitutive laws for masonry panels than the simplest bilinear law implemented in 3Muri. This software is based on the equivalent frame model approach: according to the latter each resistant masonry wall with openings is discretized by a set of nonlinear elements (Fig. 2 ) (piers and spandrels), in which the nonlinear response is concentrated, connected by a rigid area (nodes). The developed model focuses on the global response only, which is assumed to be governed by the in-plane behaviour of walls, while the local flexural behaviour of floors and the out-of-plane walls response are not explicitly taken into account. The latter assumption is justified in the analysed case study since the systematic presence of RC ring beams is expected to reduce the vulnerability to local mechanisms as already proven in the literature (D' Ayala and Speranza 2002; Tomaževic et al. 1991; Magenes et al. 2014) . RC structural Fig. 2 Procedure for the definition of the bad connections between walls: a plan view with the indication of the position of the bad connections between walls adopted (in blue the rubble masonry; in green the hollow brick; in red the solid brick); b multilinear constitutive law adopted for masonry panels; c equivalent frame idealization of the front façade (left) and of the wall with the indication of beams adopted to simulate the effectiveness of walls to walls connection (right) elements are modelled as nonlinear beams by assuming elasto-perfectly plastic hinges concentrated at the end sections (Cattari and Lagomarsino 2013b) . The initial elastic branch is directly determined by the stiffness contributions in terms of shear and flexural behaviour considering only concrete section and neglecting the contribution of steel reinforcements. In what concerns the failure mechanisms, shear and compressive/tensile failure are assumed as brittle failures, while combined axial-bending moment is modelled by plastic hinges at the end of the element and is considered as a ductile failure. Shear strength is computed according to the criteria proposed in Italian and European codes (NTC 2008; CEN EC2-1; Cattari and Lagomarsino 2013b) in the case of low-medium ductility classes, for different element types (beam, column and RC wall). It is worth highlighting that in the case of mixed masonry-RC buildings under investigation, in which the presence of RC elements is limited only to RC ring beams, the seismic nonlinear response is dominated more by masonry elements than RC elements (although they provide an essential role in coupling piers). This consideration mitigates the approximations introduced in the response of RC elements (e.g. as elasto-plastic rather than more accurate fibre approach).
Following the recent formulation implemented in the Tremuri program (Cattari and Lagomarsino 2013b), (Fig. 2b) , the nonlinear response of the masonry panels is modelled by nonlinear beams with a multilinear constitutive law. For defining the backbone curve, the elastic response is described according to the beam theory, by defining the initial Young (E) and Shear (G) modulus of masonry. Then, the progressive degradation is approximated, using a secant stiffness. The elastic values are defined by multiplying the secant stiffness by a coefficient, the values of which are defined in Table 1 (this parameter k el has been assumed as an intrinsic uncertainty for sensitivity analysis). The progression of nonlinear response is defined through the strength decay (β Ei ) and drift limits (θ Ei ), which are associated with the achievement of reference damage levels (DL1-slight; DL2-moderate; DL3-extensive; DL4-near collapse; DL5-collapse). The potential of such multilinear constitutive law has recently been illustrated: (1) through the numerical simulation of real URM buildings characterized by the presence of RC ring beams damaged by the earthquake (Marino et al. 2019; Cattari et al. 2019; ); (2) tested on shaking table or (3) in comparison with other modelling strategies (Rossi et al. 2015) . In such a nonlinear beam formulation, the maximum shear and bending strength are calculated, with regards to the common criteria proposed in codes and literature, by considering the occurrence of various failure modes: flexural, shear or mixed modes. The shear response is governed by the diagonal cracking failure criterion, originally proposed by Turnsek and Sheppard (1980) , and adapted in NTC (2008) for the existing masonry buildings. The flexural behaviour, combining both compressive and bending failures, was defined as in .
Finally, the timber floors were modelled as an equivalent membrane, with a thickness of 0.022 m and characterized by: (1) normal stiffness, represented by Young Modulus E 1,eq (29 GPa) in the main warping direction, and E 2,eq (12 GPa) in the perpendicular direction, and (2) in-plane shear stiffness, related to the shear modulus G eq (0.00988 GPa). For the RC slabs, the values of E eq = 29 GPa, equal in both directions, and G eq = 12 GPa, were adopted.
The numerical model has been preliminary calibrated with the results obtained by ambient vibration test performed on the buildings under examination [e.g. Oliveira and Navarro (2010) and Ferrito et al. (2016) ]. Then for the sensitivity analysis, the mechanical parameters adopted for masonry panels are defined by assigning a plausible range of variation for each parameter assumed as uncertain. The range is determined by using information available in codes, in literature or obtained by experimental tests performed on Portuguese buildings similar to the ones being examined. For more details regarding the definition of the mechanical parameters range, refer to Milosevic et al. (2018) . Table 1 summarizes eleven aleatory variables (or a group of variables), considered as the most important and included in the sensitivity analysis. In Table 2 , the gravity and live loads are presented. The drift limit and strength decay thresholds were adopted based on the experimental tests available in the literature (Graziotti et al. 2012; Beyer and Dazio 2012; Anthoine et al. 1995) .
As already mentioned, a tricky issue of the old masonry buildings is the wall-to-wall and the wall-to-diaphragms connection. The former is treated as an epistemic uncertainty (Yj), through the use of alternative models, while the latter is considered by means of the aleatory uncertainties (Set X8 and X9). The quality of connection affects the effectiveness and the role of flange effect, resulting in different overall stiffness and base shear beyond the one changing the dynamic characteristic (Sionti 2016) . For Table 1 Mechanical properties-aleatory uncertainties E-Young Modulus; G-shear modulus; f m -compressive strength; τ 0 -shear strength; θ (P, S/F) and β (P, S/F) -drift and residual strength for piers; θ (S, S/F) and β (S, S/F) -drift and residual strength for spandrels [shear (S) and flexural (F)]; k 0 -value of the shear for which starts the degradation of stiffness, normalized to the ultimate shear and kel-the ratio between the initial and the secant stiffness; G eq,timber floor and G eq,RC floor -equivalent shear modulus for timber and RC floor, respectively; A and I-area and moment of inertia of "equivalent" beam X1 and X2-rubble stone masonry; X3 and X4-hollow brick masonry; X5 and X6-drift and residual strength for piers and spandrels, respectively; X7-degradation of the initial elastic stiffness; X8 and X9-Stiffness of the timber and reinforced concrete floor, respectively: represent the uncertainties of mechanical properties and the quality of wall-to-floor connection; X10-connection between external walls; X11-different thickness of the reinforced concrete slab (this uncertainty was applied by changing the masses of simulating the different effectiveness of connections, the automatic mesh produced by 3Muri was modified by introducing equivalent elastic beams at the floor level ( Fig. 2c ) connecting nodes at intersections as already tested and discussed in Simões et al. (2014) .
As a function of a proper calibration of the stiffness of such beams, a good, intermediate and poor connection quality of the wall-to-wall connections (both exterior-exterior and exterior-interior) were simulated (Fig. 2a ). The lower bound of the pushover curve, associated to the so-called "bad" connection, was obtained by decreasing the values of the area and moment of inertia of such equivalent beams up to the limit where the pushover curve did not change further.
The effect of the connection quality is presented in Fig. 3 where two alternative models were analysed. These models were representative of the following conditions: (model A) bad connections between the exterior and interior walls (the more plausible assumptions, yellow circles in Fig. 2a ) and intermediate connections between the exterior and exterior walls (red circles in Fig. 2a); (model B) good connections between all walls. As it can be noted from Fig. 3 , the considered bad connection between walls results in smaller capacity for the structure, particularly in the case of the Y direction, and model A exhibits reduced stiffness compared to model B, as well. 
Seismic demand
The target code spectrum used in this study corresponds to the two types of earthquakes, as defined in the National Annex of EC8 (for return period of 475 years), Type 1 (far-field) and Type 2 (near-filed) and two types of soil (B and C), since the building class examined in this paper is sited on these types of soil. Thirty pairs of records, compatible with the acceleration for the region of Lisbon, were selected to define the seismic input in the ADRS form and then used in the NLDA, which has been adopted as a tool to assign a reliability of degree to load patterns adopted in nonlinear static analyses. The adopted accelerograms were selected from record databases by using the software SelEQ (Araújo et al. 2016) , considering the spectrum-compatibility with a target response spectrum. The records are conditioned by the spectral acceleration S a for the fundamental periods in both directions, i.e. T X = 0.15 s and T Y = 0.22 s (Model A) and T X = 0.14 s and T Y = 0.17 s (Model B), assumed as representative of the main modes of vibration of the buildings being examined, which were obtained from the execution of the modal analysis.
The selection of such records is useful for defining the median acceleration spectra, as well as the 16th and 84th percentiles in the absence of specific indications provided by the code. They were selected for the case of normal distribution and they correspond to the average minus one standard deviation and average plus one standard deviation, respectively (Pitilakis et al. 2011) . As aforementioned, these specific percentiles are essential for the definition of the evaluation of the uncertainty on the shape of the response spectra (β D ). Figure 4 shows the resulting response spectra. It can be observed that the median value shows a good match to the target code spectrum in case of both earthquake type 1 and type 2, defined by NP EN EC8-1 (2010) for the zone of Lisbon.
Seismic behaviour of the building class: evidence from nonlinear static analyses
A significant number of nonlinear static (pushover) analyses were performed for the selected case study buildings for the two alternative models (A and B) . The analyses were carried out in two main directions (X and Y), in the two senses (positive and Fig. 4 Comparison of response spectra; Note: Type 1 and 2 correspond to the types of earthquake negative), and by applying two load patterns: the first one proportional to the masses (referred to as uniform), and the second one proportional to the product between the mass and the height (referred to as pseudo-triangular). The latter were selected according to the recommendations of the Italian (NTC 2008) and European (CEN EC8-1) standards. Besides, results illustrated in Lagomarsino et al. (2018) confirm the reliability of such choices for the building class examined. The control node was selected at the top level, in the wall that first collapses, as recommended in Lagomarsino and Cattari (2015) . Figure 5 shows the comparison of the resulting normalized pushover curves in X and Y directions. The overall base shear V is normalized to the total weight W, whereas the top displacement d is normalized to the total height H of the buildings. In Fig. 5 , the median pushover curves of both models are presented, as well as the pushover curves (designated in grey, in Fig. 5 ) obtained by varying all mechanical parameters (or a group of parameters) considered in the analyses as aleatory uncertainties.
The comparison of the pushover curves obtained for the X direction (positive and negative) and two load patterns shows that the median curve is not so different in the two cases, since the building is quite symmetric in this direction. However, observing all the performed analyses, the dispersion in the displacement is higher in the case of the pseudo-triangular load pattern.
The relevance of a proper knowledge of structural details and that associated to the quality of connections between walls arise from the comparison of the results between Models A and B. The main influence is detected in the case of Y direction (Fig. 5c, d) , where most of the walls are characterized by a bad connection. The huge variation in strength, ductility and global stiffness (higher values in case of model B) is related to the different redistribution effects among walls, and to the consequent changes in the prevailing failure modes activated at the scale of the single elements. It can be concluded that both alternative models have to be considered for the construction of fragility curves, since it is expected that they produce significant variations in the final result.
Results are not affected so much by the X direction of analysis (positive or negative), which presents a significant symmetry, while in Y direction for Model A, the capacity slightly differs in terms of initial stiffness and maximum strength.
Results obtained by sensitivity analysis were then processed according to the procedure illustrated in Sect. 2, in order to define the parameters that define the fragility curves. In Fig. 6 , the comparison between the two analysed models in terms of the PGA DL , βc, β D , β total is presented. The values of βc, β D were calculated by considering the minimum obtained values of PGA between the two main directions (positive and negative).
Higher dispersion in terms of capacity occurred in the Y direction, particularly for higher damage levels (DL3/4). However, in general it can be observed that for both models the value obtained for dispersion of the building capacity (βc) is quite small. This can be attributed to the fact that these types of buildings were built during a short period of time (from 1930 to 1960) , with a structural system based on materials and rules which were quite standardized. In fact, the rational range of assumed mechanical parameters (which are also based on experimental evidence of such specific buildings) is fairly small, as well. Although the dispersion in terms of capacity is almost negligible for the building stock analysed, it was presented to provide a complete overview of the application of the procedure proposed.
On the other hand, results obtained by considering the epistemic uncertainties show high sensitivity of the capacity of the buildings. Namely, the response of the two analysed models (A and B) is completely different (Fig. 5) : the strength and stiffness are much higher for Model B than for Model A.
It can be concluded that for the building class examined, the dominant uncertainty of the capacity is epistemic, related to the quality of connections.
By comparing the uncertainty of the capacity with the uncertainties of the shape of spectra (β D ), due to the record to record variability, the results show that the last one is the prevailing one (Fig. 6) . Similar conclusions were obtained in D' Ayala and Meslem (2013) , where the RC buildings with materials of lower quality were analysed.
In Fig. 7 , it can be observed that there is no difference in case of the βc obtained for one type of earthquake (Type 1) and two different types of soil (soils B and C). This was affected by the similar shapes of spectra (Fig. 4) . Although the only X direction was presented here, the same conclusion was obtained in case of the Y direction.
It should be noted that only results for earthquake type 1 and soil C are presented in this paper. However, similar conclusions were obtained for other analysed cases: earthquake type 1 and soil B and earthquake type 2 and the two types of soil.
Finally, the values of the total dispersion obtained for this case study and the procedure proposed were compared with other reference values available in the literature, in particular with those presented in Lamego et al. (2017) for the same type of building class. In the Fig. 6 Comparison of a PGA DL ; b βc; c β D , d β total for earthquake type 1 and soil C for Models A and B examined case study, β total varies from 0.24-0.26 and 0.22-0.26 in case of the X direction, while in the Y direction, the range from 0.23 to 0.31 and from 0.23 to 0.27 was observed, for Models A and B, respectively (Fig. 6) . These values were defined according to the proposed procedure in Sect. 2.2 and specifically for this building typology. On the other hand, the variation of β total in the study of Lamego et al. (2017) varies from 0.38 to 1.04, for the examined building class. It should be pointed out that uncertainty presented in Lamego et al. (2017) and in current research was calculated by different approaches. Namely, the total variability for any given damage state β total was computed in this study considering separately: (1) the uncertainties in the seismic demand (β D ) and (2) the uncertainty of the structural capacity (β C ). The standard deviation obtained in Lamego et al. (2017) was estimated according to the proposal from the Project Risk-UE (Mouroux and Le Brun 2006) , where the total standard deviation is defined directly. Different equations are proposed for the different damage states and all of them are related to the ultimate displacement ductility of the structure. Moreover, ultimate displacement in Lamego et al. (2017) was calculated to correspond only to the decay in the base shear of 20%, while, in this study, all damage levels (including the ultimate value which corresponds to DL4) were defined following the multiscale approach, as it was mentioned in Sect. 2.1. Further differences between these studies are reflected in the values of mechanical parameters. In case of Lamego et al. (2017) values are adopted from the Italian standard and the literature, while in the current study, values from the Italian standard were updated with the values obtained from experimental tests performed on the Portuguese buildings (Milosevic et al. 2018) . In fact, the variation of these appropriate mechanical parameters was used to calculate the uncertainty in capacity β C in this study. Moreover, the treatment of the uncertainty in demand (β D ) was performed by selecting records compatible with the region of Lisbon and they were conditioned by the spectral acceleration S a for the period of the studied structure. Finally, the representative block of the buildings was considered in the analyses in this study, taking into account the connection between walls, whereas in Lamego et al. (2017) analyses were performed for the isolated structure. Barbat et al. (2008) report values of β total in the range from 0.28 to 0.7 for the buildings similar to that presented in this case study. In Douglas et al. (2015) , the presented values of β total are in the range from 0.37 to 0.80 for building classes belonging to URM typology.
Derivation of the fragility curves through nonlinear static analyses
Based on the values of PGA and dispersion β total presented in Sect. 4, fragility curves are defined for the building typology being examined, that is the one representative of the group of buildings which are expected to have similar seismic behaviour. In this section, the fragility curves are derived for each type of earthquake and each type of soil defined above, considering the four damage levels identified and by adopting, the minimum values of PGA between positive and negative directions for each load pattern. Firstly, the two main directions X and Y are considered, separately.
Results were evaluated from different points of view: (1) varying the types of earthquake and the types of soil, in order to conclude which is more demanding; (2) comparing the two models, (A and B) , which are characterized by different effectiveness of coupling between walls, with the aim of increasing the reliability of the final assessment provided. Regarding the issue (1), Figs. 8a-h) compare fragility curves obtained for the two different types of earthquakes with the same type of soil (Type C) for models A and B. It can be observed that the results derived for earthquake type 2 are related to the lower slope of the fragility curves than earthquake type 1, particularly in the case of higher damage levels (Fig. 8) , indicating a higher effect of the uncertainty. On the other hand, the earthquake type 1 results are more demanding. They are related to lower values of the median PGA DL , in particular for damage levels 3 and 4 ( Fig. 9 ). This is due to the different shape of the overdamped spectra of the two earthquake types and the different ratio they present between the spectrum corner period and the period of the structure. More precisely, in case of earthquake type 2, the corner period is 0.25 s, which is really close to the period of the building class (around 0.22 s and 0.14 s for models A and B, respectively), whilst the corner period in case of the earthquake type 1 is equal to 0.6 s. The same general conclusion was made in Lamego et al. (2017) , where the same typology (as examined in this paper) resulted in a large probability of collapse in the case of earthquake type 1. Thus, the focus should be on such an earthquake type, in order to develop a scenario useful for supporting the mitigation policies, as it is done in the following.
Regarding the issue (1) but focusing the attention of the role of type of soil, Fig. 10a -d shows as irrelevant, due to the similarity of the shape of spectra and the similar value of the corner period in two cases. Although the results presented are only for the Model A, the same conclusion was observed also in the case of Model B. 1 3 Fig. 8 Fragility curves for type earthquake 1, soil C versus type earthquake 2, soil C: a-d Model A; e-h Model B. Legend: 1C, 2C-the number corresponds to the earthquake type; while C corresponds to the soil type Finally, Fig. 11 presents the comparison between the two models (issue ii). As expected, in the case of the X direction, no significant differences between the two models were noted since bad wall-to-wall connections were mainly considered in the Y direction. By observing the results for the X direction and pseudo-triangular load pattern, it can be seen that fragility curves related to DL3 and DL4 are slightly less vulnerable in the case of the model with bad connections. This is because such a model has lower strength, but bigger ductility than a model with good connections. Conversely in the Y direction, it is evident that Model B has a significantly lower vulnerability than Model A (Fig. 11) , particularly in the case of the uniform load pattern, considered to be the most reliable (see Sect. 6). Considering these results, fragility curves are derived for both analysed models (A and B).
Analysing the two directions and considering the most demanding earthquake, the probability of reaching the DL3 and DL4 is lower in the X direction (Fig. 11) , particularly in the case of Model A; thus, the Y direction is more critical, which is also in accordance with the results obtained from the pushover (Fig. 5) . The same conclusion is valid for all presented cases and it varies from the earthquake type and the soil class (Fig. 8) .
In order to improve the reliability of the assessment provided through fragility curves, the final issue concerns the chosen of the most appropriate load pattern for the nonlinear Fig. 9 Comparison of the PGA DL for different types of earthquake (1/2) and soil type C static analyses and thus addressing the choice of the final fragility curve. To this aim, the basic assumption can be to adopt: (1) the worst case (between the uniform and pseudotriangular load pattern); or (2) the mean value of the two results (eventually weighted, if evidences on a different degree of reliability of the two patterns is available).
In the research illustrated in this paper, the choice was made based on the outcomes obtained through the execution of nonlinear dynamic analyses (NLDA), with records selected to define the seismic input, as clarified in the following section.
Evidence from nonlinear dynamic analyses to improve the reliability of fragility curves
Nonlinear dynamic analyses have been executed considering the two different models (Model A and B) , the median properties of the aleatory variables and the records selected as explained in Sect. 3.3. NLDA performed with the records selected to be compatible with the reverse period of 475 years of seismic input have shown that buildings work mainly in the elastic range, in Fig. 10 Fragility curves for Model A: type earthquake 1, soil C versus type earthquake 1, soil B. Legend: 1C, 1B-the number corresponds to the earthquake type; while B and C correspond to the soil types particular in the X direction. This result is also compatible with the values of PGA DL summarized in Table 3 (see Sect. 7), with PGA 475 (2.25 m/s 2 ) being close to the one related to the attainment of DL2, in case of the X direction. Thus, to obtain clearer evidence in a strong nonlinear phase of seismic response, NLDA were performed also by scaling all records by a factor 1.5. A total of 560 response-history analyses were run. The time for each analysis varied from 30 min to about 3 h, depending on the level of inelasticity induced in the model.
In Fig. 12 , the comparison between NLS and NLD analyses in terms of the base shear (V) and top displacement (d) is presented. Hysteretic cycles obtained from all NLDA with 30 accelerograms (in the X and Y directions) are presented to provide a complete overview. Among two different distributions assumed for the NLSA, the distribution proportional to the product between the mass and height has a better correspondence with the envelopes obtained by the NLDA in the X direction, whereas the distribution proportional to mass matches the envelopes obtained in the Y direction better. Although Fig. 12 shows the comparison only for earthquake type 1 and soil C in the case of model A, such a result is general.
In addition, in Fig. 13 , the maximum displacement (in positive and negative directions) obtained by the NLDA carried out with unscaled records was plotted by vertical lines on Table 3 Results of PGA DL , β c , β D , β total for the most relevant cases T1, C; T1, B-the number corresponds to the earthquake type; while B and C correspond to the soil types; XT-X direction and pseudo-triangular load pattern; YU-Y direction and uniform load pattern DL1  DL2  DL3  DL4   T1, C  T1, B  T1, C  T1, B  T1, C  T1, B  T1, C  T1 . 12 Comparison of the static and dynamic analysis for the definition of reliable load pattern-type earthquake 1 and soil C for model A the median pushover curves (where the damage level displacements deriving from the multiscale approach are indicated as well). In most of the cases, dynamic displacements are located between DL2 and DL3, derived from the static approach, with a maximum displacement demand obtained in the case of earthquake type 1. An exception appears in the case of the Y direction for Model A, where the maximum displacements obtained from records compatible with earthquake type 1 are very close to DL3 and between DL3 and DL4, in the case of both types of soil. Thus, it means that in the case of buildings characterized by poor connections, the behaviour is expected to be close to collapse in case of the earthquake type 1. Once again, attention should be paid to the connections between walls in the old buildings. Figure 14 illustrates the standard deviation (σ) and the mean values (μ) obtained by NLDA for all analysed cases. In what concerns the lognormal standard deviation, higher values were obtained in the Y direction, for which a higher difference was also detected between positive and negative directions. The highest variance for X and Y direction results in the case of earthquake type 1-soil B for Model B (Fig. 14-"1B-Model B" ). By comparing results of models A and B, it can be observed how the general trend is confirmed ( Fig. 14) , while the differences in terms of mean values between the two directions (X and Y) are significant, i.e. greater values were obtained for Y direction.
Definition of the final fragility curves
The final fragility functions were derived based on previous results, which refer to seismic action associated to earthquake type 1 and both models, due to their different behaviour (Fig. 11) . Moreover, from the evidences shown by NLDA, the adopted load pattern is the pseudo-triangular in the case of the X direction and the uniform load pattern in the case of the Y direction (see Fig. 15 ). Table 3 summarizes the parameters assumed for drawing such curves (PGA, β c , β D and β total ).
The last issue concerns the meaning attribute to the damage states and their correlation with the performance limit states. Usually, the Performance Limit States (PLS) are defined as coincident to the Damage Limit States (DLS). In the present case study, the fragility curves in the X direction overlap with each other in the case of DL3 and DL4, while in the case of the Y direction, they are quite close (Fig. 15 ). In the case of the X direction it is Fig. 15 Fragility curves for Type earthquake 1 and soil C: a Model A; b Model B. Legend: 1C-number corresponds to the type of earthquake; C correspond to the soil type due to the position of DLs which are placed very close to, or on the softening phase of the pushover curve; such a behaviour is promoted by the presence in some parts of the buildings of the rigid floors. That also results in the same values obtained for the PGA DL and for the identical fragility curves, correspondingly.
The position of the fragility curves related to DL3 and DL4 results so closely to a probability associated to the heavy damage/collapse which cannot be considered acceptable in terms of life safety. It means that the assumption of the Life Safety limit state coincident with the DL3 does not produce results on the safe side in terms of PL. Thus, the relationship between DLs and PLs needs to be refined. The first proposal to deal with this issue is illustrated in Lagomarsino and Cattari (2014b) , resulting from the outcomes of PERPETU-ATE project. Such a proposal requires: (a) firstly, to distribute the probability associated to DS4 (the last one assumed to be estimable in a reliable way from the numerical models) into a fraction of DS4 and DS5 (the latter being associated to the complete collapse); (b) secondly, to adjust the threshold considered as acceptable (which is sufficiently low) for the attainment of DL5. This is proposed because in many cases the correlation laws available in literature (HAZUS 1999) for calculating casualties (useful to check the fulfilment of the Life Safety PL) are related to DS5. As recommended in Lagomarsino and Cattari (2014b) , the issue mentioned in a) was solved according to the Lagomarsino and Giovinazzi (2006) . As far as the issue b) is concerned, in this study, the probability to have the rate of dead and severely injured is projected as being 30% of the residents living in buildings which have damage state 5, as it was proposed in Bramerini et al. (1995) . Among others (Dolce et al. 2006) , the proposal of Bramerini et al. (1995) was adopted, since this criterion was considered as the most reliable for European countries (Lagomarsino and Cattari 2014b) . It should be mentioned that the value of 30% adopted here is not explicitly indicated in Eurocode 8 and surely represents a very tricky and controversial aspect. In the future, it could be updated based on other data available in the literature, or criteria directly set by the institutions involved in mitigation policies. In fact, the latter might take into account, in an integrate way, the different aspects that concur to consequences of possible events, both in economic terms and in terms of civil protection.
Following the procedure described above, the final value of the PGA PL was obtained by reducing the values of PGA DL until the requirement for DS5 was not satisfied, i.e. reaching the threshold of probability of reaching DS5 is less than 3% (Lagomarsino and Cattari 2014a) . Correspondingly, the fragility curve for DL3 was moved to the left (Fig. 16) . Table 3 shows the comparison between the PGA DL and PGA PL for the more demanding type of earthquake (Type 1) and the two types of soil.
It is worth highlighting that even fragility curves were evaluated and are presented separately for X and Y direction in Fig. 16 , the most demanding ones are considered as the final fragility curves. Figure 17 shows the final fragility and the corresponding damage probability distribution of the examined structures for a PGA equal to 2.25 m/s 2 .
Conclusion
A procedure for deriving seismic fragility curves for masonry and mixed masonry-RC buildings through nonlinear static analyses has been illustrated in the paper. The procedure is presented in a standardized way to be easily repeatable for other building stocks, different from the one examined in this paper.
The main advantages of the approach proposed are:
• The use of nonlinear static analyses, which is less demanding than nonlinear dynamic analyses. This type of analyses also enables a versatile quantification of the parameters upon which the fragility curves are based: the median value of intensity measure and its dispersion; • Derivation of the appropriate mechanical parameters using the Bayesian approach; • Consideration of the aleatory and epistemic uncertainties. The aleatory uncertainties are treated in terms of mechanical parameters by adopting different range of values, whereas the epistemic uncertainties consider the structural details, i.e. connection between walls; • Explicit differentiation and definition of main dispersion components (β C , β D ), including the analysis and quantification of their contribution to the total dispersion. It is worth emphasizing that the existing state-of-the-art approaches mostly rely only on the global dispersion. The proposed differentiation is important to provide a more precise definition of dispersion parameters even on a per country basis, since different countries may naturally have significant differences in both the buildings characteristics and the seismic action; • Definition of the damage limit states based on the multiscale approach, which correlates damage in the structure at different scales, such as single elements, walls and global; • Application of the nonlinear dynamic analyses, adopted as an additional tool, to contribute for the selection of the most representative fragility curves of the most likely expected seismic behaviour of the building class (e.g. related to the choice on the most reliable load pattern to be applied in each main direction). The execution of nonlinear dynamic analyses is optional for the procedure but it may be very useful when evidences from previous studies on the buildings class under examination are missing.
Passing to the specific results on the building class examined it can be stated as follows.
For the mixed masonry-reinforced concrete building studied, the influence of the type of connections between exterior/interior and exterior/exterior walls is clearly demonstrated. As expected, the model with good connections presented a better seismic performance. This behaviour was confirmed with both aleatory (by looking at the results of β C ) and epistemic uncertainties. Thus, it is suggested that, for this type of buildings, special Fig. 17 Final fragility curves and damage probability distribution obtained for DLi for earthquake type 1 and soil C in case of Models A and B. Legend: 1C-the number corresponds to the earthquake type; while C corresponds to the soil type; vertical dashed line represent the PGA = 2.25 m/s 2 for adopted earthquake and soil attention should be paid to these structural details. Anyhow, the model with bad connections between the walls (Model A) was considered as the most reliable and representative model for the examined typology, as resulting from in situ observations on the examined stock. For the case study, the analyses were performed for two types of earthquake (Type 1 and Type 2) and two types of soil (B and C), by highlighting the following conclusions: (1) the earthquake type 1 is the most demanding; (2) the influence of type of soil is negligible with respect to the other uncertainties involved. Finally, by performing nonlinear dynamic analyses, the most appropriate load pattern for the stock under investigation was defined: the pseudo-triangular (proportional to the masses and height product) for the X direction and the uniform (proportional to masses) for Y direction. Consequently, the final fragility curves were derived based on this conclusion.
It is worth mentioning that the results obtained in the case study are only applicable to structures which belong to the same or similar typology to this one, keeping in mind in particular the limitation for this application related to the out-of-plane response, which was not explicitly considered in this study. That is justified in the examined typology by the systematic presence of RC ring beams that prevent such mechanisms, but for other building classes, it could arise as additional vulnerability.
whereas each following run considered the "max" or "min" level of one factor (independent variable) of the rational range defined, keeping all other factors at median values, represented here as "0". Thus, seven runs in total will be defined in this case and presented in the design matrix, i.e. the aforementioned matrix Z. Then, the value of the contribution c can be derived. The method presented here may be generalized to the case of 2 × N sensitivity parametric design, that is a design with "N" factors, each at two levels. In the case presented, N was equal to 11. It should be mentioned that the response spectra S a1,16 (S d ) and S a1,84 (S d ) were defined and used for D , while the spectrum of S a1,50 (S d ) was considered for c .
