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We present a unified picture of dispersive readout of quantum systems in and out of equilibrium.
A cornerstone of the approach is the backaction of the measured system to the cavity obtained with
non-equilibrium linear-response theory. It provides the dispersive shift of the cavity frequency in
terms of a system susceptibility. It turns out that already effortless computations of the susceptibil-
ity allow one to generalize former results beyond a rotating-wave approximation (RWA). Examples
are the readout of detuned qubits and thermally excited multi-level systems. For ac-driven quantum
systems, we identify the relevant Fourier component of the susceptibility and introduce a computa-
tional scheme based on Floquet theory. The usefulness is demonstrated for two-tone spectroscopy
and interference effects in driven two-level systems. This also reveals that dispersive readout does
not necessarily measure excitation probabilities.
I. INTRODUCTION
An essential task in quantum information processing
is the readout of the final state of a the system. For solid
state qubits, this may be performed by energy selective
escape from a metastable potential [1, 2] or with a bifur-
cation amplifier [3, 4]. A further established technique
for this aim is dispersive readout [5] which is based on
the coupling of the qubit to a superconducting transmis-
sion line, henceforth “cavity”. Owing to the interaction
with the qubit, the cavity experiences a frequency shift
that depends on the qubit state. This shift can be probed
experimentally via the cavity transmission and reflection.
The relation between this response and the qubit state
can be obtained by transforming the qubit-cavity Hamil-
tonian to the dispersive frame [5]. The calculation is
usually performed within a rotating-wave approximation
(RWA) valid when the detuning of qubit and cavity is
rather small, but still larger than their mutual coupling.
Experimental progress motivated several generaliza-
tions such as a treatment beyond RWA [6]. Recently,
dispersive readout has been proposed for multi-level sys-
tems within RWA [7, 8] and for ac-driven quantum sys-
tems [9]. A main goal of the present work is to put these
approaches to a common ground by computing the back-
action of the system to the cavity within non-equilibrium
linear response theory. This will demonstrate that gener-
ically, the dispersive shift is given by the auto-correlation
function or susceptibility of the system operator by which
the coupling to the cavity is established. The fact that
this susceptibility depends only on the system and not on
the cavity makes the approach universal and applicable
to a wide class of setups. Moreover, it provides non-RWA
corrections in a straightforward and technically simple
manner.
This work is organized as follows. In Sec. II, we intro-
duce the system-cavity model and derive with the input-
output formalism [5, 10–12] the relation between the cav-
ity transmission and the response function of the system.
In Sec. III, the theory is applied to single qubits and to
multi-level systems with a focus on non-RWA corrections.
Section IV is devoted to the peculiarities of ac-driven sys-
tems, while the conclusions are drawn in Sec. V.
II. SYSTEM-CAVITY MODEL AND CAVITY
RESPONSE
We consider the setup sketched in Fig. 1 with the quan-
tum system to be measured, e.g. a qubit, described by a
still unspecified and generally time-dependent Hamilto-
nian Hsys. It interacts with an open cavity such that the
system-cavity Hamiltonian reads (in units with ~ = 1)
H = Hsys + gZ(a
† + a) + ω0a†a (1)
with the cavity frequency ω0 and the corresponding
bosonic operators a and a†. Owing to the coupling, the
cavity acts upon the quantum system and in turn experi-
ences a backaction that shifts the cavity frequency. This
dispersive shift or cavity pull is visible in the transmis-
sion and allows one to probe the system. The resolution
is mainly determined by the cavity decay rate κ.
The paradigmatic case is a qubit with Hsys =
∆
2 σz
and dipole coupling Z = σx, written in the tunnel basis
of delocalized states. If the cavity and the qubit are close
to resonance while the coupling constant g is sufficiently
small, the effective cavity frequency changes as ω0 →
ain,1
aout,1
aout,2
ain,2ω0a†a
Hsys
g Z (a+a†)
FIG. 1. Cavity coupled to input and output modes, as well
as to the quantum system to be measured. In the absence of
the system, a symmetric cavity (κ1 = κ2) perfectly transmits
resonant input at ω = ω0. The input field on the right-hand
side, ain,2, is in its vacuum state and, hence, does not con-
tribute to the average output fields, but nevertheless causes
dissipation.
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2ω0 + δω with the dispersive shift δω = ±g2/(∆−ω0) [5];
see Sec. III where this result is re-derived with the present
formalism. The sign ± corresponds to the qubit states
|↑〉 and |↓〉, respectively. Quantitatively, the operating
regime is
κ g  |ω0 −∆| (2)
together with the RWA condition |ω0 − ∆|  ω0 ≈ ∆.
The second inequality in Eq. (2) is used for the under-
lying perturbation theory [5, 6]. Together with the re-
quirement that the width of the cavity resonance must
be smaller than the dispersive shift, κ . g2/|∆ − ω0|,
follows the first inequality. This result for δω will emerge
as the RWA limit of a special case. Moreover, we will see
that Eq. (2) can be replaced by the weaker condition that
the impact of the cavity on the system must be within
the linear response limit.
A. Input-output theory
A suitable tool for computing a cavity response is
input-output theory [10, 11] which for the cavity provides
the quantum Langevin equation [7, 12, 13]
a˙ = −iω0a− igZt − κ
2
a−
∑
ν=1,2
√
κνain,ν . (3)
Its first two terms are due to the Heisenberg equation
of motion −i[H, a], while the dissipative term with the
cavity loss rate κ = κ1 + κ2 ≡ ω0/Q and the input field
ain,ν stem from the interaction with the electric circuit.
Possible further losses will augment κ, but are not consid-
ered here. The input field ain,1 may be monochromatic
or broadband, while ain,2 is in its vacuum state. From
the corresponding time-reversed equation one finds the
input-output relation aout,ν − ain,ν = √κνa. Since we
are not interested in quantum fluctuations of the cavity
field, we consider Eq. (3) in its classical limit as an equa-
tion of motion for the expectation values at ≡ 〈a〉t and
Zt ≡ 〈Z〉t.
Our strategy is to express Zt in terms of at which allows
solving the cavity equation (3) analytically. Together
with the input-output relation, the solution provides the
transmission and the reflection of the cavity.
B. Linear response theory
To obtain the expectation value of the coupling opera-
tor, Zt, we assume that in the absence of the cavity, the
system is described by a density matrix ρ0(t). It may
refer to any state at equilibrium or far from equilibrium
with a dynamics determined by a Liouville-von Neumann
equation ρ˙0 = L(t)ρ0. The Liouvillian L(t) may range
from being negligible to cases with strong time-dependent
external forces. Owing to the interaction with the cav-
ity, the system experiences an additional driving. From
Eq. (1) with a and a† replaced by classical amplitudes fol-
lows the corresponding Hamiltonian H1(t) = Zf(t) with
f(t) = g(at+a
∗
t ). Then in the presence of the cavity, the
full master equation of the system becomes
ρ˙ = L(t)ρ− i[Z(t), ρ]f(t). (4)
In an interaction picture that captures all influences but
the weak additional driving, it reads ˙˜ρ = −i[Z˜(t), ρ˜]f(t),
where x˜(t) ≡ U(t, 0)x with U(t, t′) the propagator of the
Liouvillian L(t) which for time-dependent systems may
depend explicitly on both times t and t′.
The integrated form of Eq. (4) provides the first-order
solution
ρ˜(t) = ρ˜0(t)− i
∫ t
−∞
dt′ [Z˜(t′), ρ˜0(t′)]f(t′) (5)
valid for sufficiently weak H1(t). Then after a transfor-
mation back to the Schro¨dinger picture, the expectation
value of an operator Z at time t becomes
Zt = Z
(0)
t + g
∫
dt′ χ(t, t′)(at′ + a∗t′) (6)
with the susceptibility
χ(t, t′) = −i tr{ZU(t, t′)[Z(t′), ρ0(t′)]}θ(t− t′) . (7)
Formally, this is the usual Kubo expression, but with
the equilibrium density operator replaced by some non-
equilibrium ρ0(t
′) which may depend on the dynamics of
the strongly driven qubit as well as on the initial state.
Henceforth, we focus on the impact of ρ0(t) on the cavity.
As the unperturbed expectation value Z
(0)
t is indepen-
dent of the cavity amplitude at, it does not contribute to
the frequency shift δω and, thus, can be neglected.
If the dynamics of the measured system is predomi-
nantly coherent, the propagator of the master equation,
U , can be expressed in terms of the propagator of the
Schro¨dinger equation, U(t, t′), such that
χ(t, t′) = −i〈[Z˜(t, t′), Z]〉0θ(t− t′) , (8)
with Z˜(t, t′) = U†(t, t′)ZU(t, t′). The expectation value
refers to the unperturbed system density operator ρ0(t
′).
Slow decay of coherent oscillations may still be consid-
ered by a phenomenological decay rate. This simplified
form is already sufficient for reproducing and generaliz-
ing many results from the literature, as we will see below.
Since the aim of the present work is to highlight the role
of the susceptibility for dispersive readout and not the
optimal computation of this quantity itself, we employ
Eq. (8) for the computation of all results, while Eq. (7)
will be evaluated in Appendix A for a particular case to
exemplify its use.
III. TIME-INDEPENDENT SYSTEM
For an undriven Hsys, the susceptibility depends only
on the time difference t− t′, such that the t′-integration
3in Eq. (6) is a convolution and in frequency space reads
Zω = gχ(ω)(aω +a
∗
−ω). Consequently, we find the cavity
equation
i(ω−ω0)aω− ig2χ(ω)(aω+a∗−ω)−
κ
2
aω =
∑
ν=1,2
√
κνain,ν .
(9)
For a high-finesse cavity, small detuning ω−ω0, and suf-
ficiently small coupling g, such that
κ, |ω − ω0|, g2|χ(ω)|  ω0, (10)
the impact of a∗−ω is negligible, as is demonstrated in
Appendix B. Then the solution of Eq. (9) together with
the input-output relation yields the cavity transmission
and reflection amplitudes at frequency ω,
tc =
aout,2
ain,1
=
i
√
κ1κ2
ω0 − ω + g2χ(ω)− iκ/2 , (11)
rc =
aout,1
ain,1
= 1 +
iκ1
ω0 − ω + g2χ(ω)− iκ/2 . (12)
As compared to the absence of the system (g = 0), the
maximum of the transmission is shifted away from ω =
ω0 by the “cavity pull”
δω = g2 Reχ(ω0) . (13)
In turn, if the input is monochromatic with ω = ω0, the
behavior of χ becomes manifest in a reduced transmis-
sion. To obtain a noticeable signal, δω must be of the
order of the cavity line width.
If χ(ω) is real, one readily finds |tc|2 + |rc|2 = 1 which
reflects energy conservation. By contrast, the system dis-
sipates energy if Imχ(ω) < 0. Then, |tc|2 + |rc|2 < 1,
which implies energy transfer from the cavity to the sys-
tem. Below we will see that in non-equilibrium situa-
tions also the opposite may happen, namely that the
driven system transfers energy to the cavity such that
|tc|2 + |rc|2 > 1. Nevertheless, we refer to tc and rc as
transmission and reflection also in such non-equilibrium
situations.
A. Readout of a single qubit
To establish the connection with previous results [5,
6], we turn back to the classic readout of a single qubit
with the Hamiltonian Hsys =
∆
2 σz and Z = σx discussed
above. It is straightforward to obtain the Heisenberg
operator
Z˜(t) = σ˜x(t) = σx cos(∆t)− σy sin(∆t), (14)
for which Eq. (8) is evaluated to read
χ(t) = 2〈σz〉 sin(∆t)e−γt/2θ(t) (15)
with the phenomenological qubit dephasing rate γ.
A more profound calculation may start from Eq. (7)
with the dissipative propagator U obtained from Bloch-
Redfield theory [14, 15] or from a Lindblad master equa-
tion [11]. In Appendix A, it is shown that for the present
example, the latter also leads to the result in Eq. (15).
By Fourier transformation χ(t) turns into
χ(ω) =
( 1
∆− ω − iγ/2 +
1
∆ + ω + iγ/2
)
〈σz〉, (16)
where for the qubit states |↑〉 and |↓〉 one has 〈σz〉 = ±1.
Then the limit γ → 0 of δω = g2 Reχ(ω0) is easily recog-
nized as the non-RWA generalization [6] of the dispersive
shift discussed in Sec. II. This verifies that for a single
qubit with a time-independent Hamiltonian, dispersive
readout measures the population of the eigenstates. In-
terestingly, the presence of qubit dephasing avoids di-
vergences of χ(ω). Therefore, the second inequality in
Eq. (2) required for the perturbation theory in Refs. [5, 6]
is no longer essential, as long as the system remains in the
linear-response regime. This can be achieved not only by
a small coupling g, but also by reducing the cavity input
and, hence, the additional driving f(t).
A question of practical relevance is the impact of an
additional term ∝ σx such that the system Hamiltonian
becomes Hsys =
∆
2 σz +

2σx, where in a localized ba-
sis, the additional term corresponds to a detuning of the
sites. The present formalism provides the answer with-
out performing a technically involved transformation to
the dispersive frame. The computation of the Heisenberg
operator Z˜(t) and its commutator with Z is a straight-
forward exercise in spin algebra. After some lines of cal-
culation, one arrives for t ≥ 0 at
χ(t) =
2∆
E
〈σz〉 sin(Et) + 2∆
E2
〈σy〉[1− cos(Et)], (17)
with the level splitting E =
√
∆2 + 2. The first term
is the known expression (15), but now oscillating with
angular frequency E and dressed by a prefactor ∆/E.
The correction given by the second term vanishes if the
system resides in an eigenstate of Hsys or σz. Therefore,
we can conclude that the detuning  may reduce the sen-
sitivity, but is not a true obstacle for the readout.
B. Multi-level systems
Recently, the theory of dispersive readout has been
generalized to multi-level systems to capture the valley
degree of freedom in silicon quantum dots [7, 16] and
the impact of the electron spin [8, 13, 17]. These works
start from the coupled quantum Langevin equations of
the cavity and the system, which are solved within RWA
to obtain the cavity response.
Within the present approach, we employ the weak-
dissipation limit of the susceptibility, Eq. (8), and assume
that the initial density operator is diagonal in the eigen-
basis of the system Hamiltonian, i.e., ρ =
∑
n pn|n〉〈n|,
4where Hsys|n〉 = En|n〉 with the eigenenergies En in as-
cending order and the populations pn. After some lines
of algebra we arrive at the expression
χ(ω) =
∑
m,n
(pm − pn)|Zmn|2
ω + Em − En + iγmn/2 , (18)
where the level broadenings γmn again have been intro-
duced phenomenologically. The generalization to non-
diagonal density operators is straightforward, but be-
yond the scope of the present work. A most relevant
special case is a system at thermal equilibrium for which
ρ ∝ exp(−Hsys/kBT ) is indeed diagonal in the |n〉 and
the probabilities pn are normalized Boltzmann factors.
Obviously, Reχ(ω) has peaks at ω = Em − En. For
resonant cavity input (ω = ω0), these peaks turn into
dips in the transmission. As χ has to be evaluated at
ω = ω0 > 0, terms with Em < En are off-resonant and
smaller than the ones with interchanged indices. Con-
sequently, one may neglect the latter and restrict the
summation to terms with m > n to obtain for the cav-
ity response the RWA result of Ref. [8] [notice that the
χmn defined in Refs. [7, 8] relate to the present χ(ω)
via gχ(ω0) =
∑
mn Zmnχmn]. Equation (18) generalizes
this result beyond RWA. While the generalization ap-
pears quite intuitive, it has to be stressed that a virtue
of the present approach is the technically easy and trans-
parent way towards the non-RWA corrections.
A natural demand for dissipative time evolution of a
quantum system is that it preserves the hermiticity of the
density operator. Therefore, the dephasing rates of den-
sity matrix elements must be symmetric in their index.
The same symmetry holds for the absolute values of the
transition matrix elements Zmn. This has an interest-
ing consequence for the imaginary part of the expression
for χ(ω) in Eq. (18). If the populations pn are a mono-
tonically decaying function of the energies En, as is the
case at thermal equilibrium, one can readily show that
for ω > 0, Imχ(ω) < 0 (unless all γmn = 0 such that χ
becomes real). Then the system absorbs energy from the
cavity and dissipates it. Consequently, |tc|2 + |rc|2 < 1.
In turn, if one establishes by some pumping mechanism
a population inversion, pm < pn for at least one pair of
states with Em < En, one may find parameter regions
with Imχ(ω) > 0. Then the cavity absorbs energy from
the system such that the total cavity output exceeds the
cavity input.
C. Relevance of the non-RWA contributions
To demonstrate the relevance of the non-RWA terms,
we first discuss their impact on the dispersive shift (16)
for the traditional qubit readout. For very weak deco-
herence, the ratio between the full result and the RWA
result for the cavity pull is readily found as δω/δωRWA ≈
2/( + ω0). Very close to resonance,  ≈ ω0, the ratio
is close to unity as expected. In the vicinity of the reso-
nance, the discrepancy is larger on the flank with  < ω0.
0 0.5 1 1.5 2
0
1
2
3
²/ω0
|t c
|2
beyond RWA RWA
kBT = 0
kBT = 0.1ω0
kBT =ω0
FIG. 2. Comparison of the cavity transmission for the system
defined in Eq. (19) with the corresponding RWA solution for
various temperatures and all γmn = 0.01. The cavity is
symmetric κ1 = κ2 = κ/2 with Q = 1000, resonant input
(ω = ω0), and coupling g = 0.01ω0. For graphical reasons,
the curves for kBT > 0 are shifted vertically.
For a closer investigation, we employ a three-level sys-
tem with the Hamiltonian and the system-bath coupling
given by
Hsys =
3 0 00  0
0 0 0
 , Z =
0 1 11 0 1
1 1 0
 . (19)
The energies inHsys are chosen such that all splittings are
different and, hence, each dip in the cavity transmission
can be attributed easily to a particular transition.
The resulting cavity response for various temperatures
is depicted in Fig. 2. It demonstrates that far from any
resonance, the cavity transmission is perfect, |tc|2 = 1,
while dips may emerge when an energy splitting of Hsys
matches the cavity frequency. At zero temperature, the
transition between the first and the second excited state
remains dark. Equation (18) explains this fact by the
vanishing populations p2 = p3 = 0. Moreover, one no-
tices that beyond RWA, the asymmetry of the dip in-
creases, as is expected from the introductory discussion
of a single qubit. While the difference between the RWA
and the non-RWA solution is moderate, the non-RWA
terms have a clear impact on the shape of the dips which
may be relevant for quantitative comparisons between
experiment and theory.
With increasing temperature, the excited states be-
come thermally populated and, thus, a further dip shows
up for 2 = ω0. Once the temperature is of the order of
the splittings, all states have similar population and the
numerator in Eq. (18) becomes small. Then the cavity
response becomes weaker, which is visible in the reduced
line width. This implies that the dips have less overlap
and are no longer affected by their neighbors. Since the
non-RWA terms formally correspond to peaks at nega-
tive frequencies, the quality of a RWA is expected to
improves when the signal is weaker. The same holds true
when for smaller system-cavity coupling, the width of the
5dips shrinks (not shown).
IV. AC-DRIVEN SYSTEM
For a periodically time-dependent Hsys(t) = Hsys(t +
T ) with driving frequency Ω = 2pi/T , the cavity response
has been derived in Ref. [9]. Here we present details of the
derivation and discuss the relation to the undriven case
and the difficulties with establishing a RWA. The appli-
cation of the formalism to specific situations emphasizes
its usefulness for solid-state quantum information pro-
cessing.
For time-dependent systems, the evaluation of Eqs. (7)
and (8) is hindered by the fact that the susceptibility
χ(t, t′) generally depends explicitly on both times. Nev-
ertheless time-periodicity allows a simplification in the
long-time limit, because after a transient stage, the T -
periodicity of the Hamiltonian leads to χ(t, t′) = χ(t +
T, t′+T ) [18]. Therefore, introducing the time difference
τ = t − t′ allows one to conclude that χ(t, t − τ) is T -
periodic in t, such that it can be written as a combination
of Fourier series and integral,
χ(t, t− τ) =
∑
k
∫
dω
2pi
e−ikΩt−iωτχ(k)(ω) . (20)
Then the Fourier representation of the system response
Zt in Eq. (6) becomes
Zω = g
∑
k
χ(k)(ω − kΩ)(aω−kΩ + a∗−ω+kΩ). (21)
The summation over the sideband index k reflects the fre-
quency mixing inherent in the linear response of a driven
quantum system.
To proceed, we restrict ourselves to the limit in which
dispersive readout is usually performed, i.e., to a res-
onantly driven high-finesse cavity with κ  ω0 ≈ ω.
Then for Ω & κ, all aω−kΩ with k 6= 0 will be out-
side the cavity linewidth and, hence, can be neglected.
As in the undriven case, the complex conjugate mode
a∗−ω+kΩ for k = 0 and ω ≈ ω0 will be far off resonance
and, thus, will not be excited. Nevertheless, one side-
band may be in resonance with aω0 if the difference of
the frequencies ω0 and any −ω0 + kΩ is smaller than
the cavity linewidth. For a high-finesse cavity, such fre-
quency matching is unlikely and already a tiny deviation
from the resonance kΩ = 2ω0 leads to a time-dependent
phase factor in a∗−ω0+kΩ. In an experiment, the phase
may even drift and be practically random. Therefore
we assume that we can continue with a phase-average in
which a∗−ω0+kΩ vanishes. Then the system response be-
comes Zω = gχ
(0)(ω)aω. Continuing as in Sec. III, we
again obtain the transmission and reflection amplitudes
(11) and (12), but with the replacement
χ(ω) −→ χ(0)(ω). (22)
Thus, we have demonstrated that in the decomposition
(20) of the susceptibility, the component relevant for dis-
persive readout is the one with k = 0, i.e., the one that
corresponds to the t-average of χ(t, t− τ).
The remaining computation of χ(0)(ω) may be per-
formed with the Floquet-Bloch-Redfield formalism de-
veloped in Ref. [19]. It starts by diagonalizing Hsys(t)−
i∂t in the Hilbert space extended by the space of T -
periodic functions [20, 21] to obtain the Floquet states
|φα(t)〉 = |φα(t + T )〉, the quasienergies α and the sta-
tionary solutions of the Schro¨dinger equation, |ψα(t)〉 =
e−iαt|φα(t)〉. The corresponding expression for the prop-
agator, U(t, t′) =
∑
α e
−iα(t−t′)|φα(t)〉〈φα(t′)|, allows us
to deal with the interaction picture operators in χ(t, t′).
As in the undriven case, we restrict ourselves to the
limit of weak decoherence and assume that the suscep-
tibility can be written in the form of Eq. (8). More-
over, it is known [19] that for very weak dissipation, the
long-time solution of an ac-driven quantum system be-
comes diagonal in the Floquet basis. Hence, ρsys(t) =∑
pα|φα(t)〉〈φα(t)| with pα the occupation probabili-
ties of the Floquet states computed as described in Ap-
pendix C. Notice that frequently, one refers to the diago-
nal approximation of the density operator also as RWA,
which however must be distinguished from the RWA dis-
cussed here. With these ingredients, we find
χ(0)(ω) =
∑
α,β,k
(pα − pβ)|Zαβ,k|2
ω + α − β − kΩ + iγαβ/2 , (23)
where Zαβ,k denotes the kth Fourier component of
the T -periodic transition matrix element Zαβ(t) =
〈φα(t)|Z|φβ(t)〉. Once more, the dephasing rate γαβ has
been introduced phenomenologically.
An important observation is now that one expects a
signal in the cavity transmission when the denominator
in Eq. (23) assumes its minimum, i.e., when the real part
of χ(0)(ω) vanishes. For a resonantly driven cavity this
is the case for
α − β = ω0 + kΩ . (24)
While Eq. (18) predicts for time-independent systems
a signal when the oscillator frequency matches an en-
ergy difference, we obtain the natural generalization to
ac-driven systems, namely that energies are replaced
by quasienergies shifted by multiples of the driving fre-
quency Ω.
The presence of kΩ in Eq. (23) represents a difficulty
for establishing a RWA, because the terms with k < 0
invalidate the arguments employed in the undriven case.
A further obstacle is the Brillouin zone structure of the
quasienergies [20, 21] which even does not allow a proper
ordering or a direct relation between the quasienergies
and the populations. Therefore, one generally is forced
to work beyond RWA. In the limit of adiabatically slow
driving, one nevertheless finds an expression that resem-
bles a RWA solution [9, 22]. Its physical origin, however,
is different.
6−10 0 10
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20
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/h
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(a) 0.5 GHz
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|tc |2
0.95 1
(b) 1 GHz
FIG. 3. Experimental transmission of a microwave resonator
coupled to an ac-driven GaAs double quantum dot reported
in Figs. 2(c,d) of Ref. [23]. The driving frequencies are
Ω/2pi = 0.5 GHz (a) and Ω/2pi = 1 GHz (b), while tunnel
matrix element and decoherence rate read ∆/h = 6.8 GHz
and γ/2pi = 400 MHz, respectively. The cavity with bare fre-
quency ω0/2pi = 8.32 GHz and decay rate κ/2pi = 110 MHz
couples to the qubit with strength g/h = 30 MHz.
A. Cavity-assisted LZSM interference
As a first example, we investigate Landau-Zener-
Stu¨ckelberg-Majorana (LZSM) interference [24] which
occurs when a qubit is repeatedly swept through an
avoided crossing that acts like a beam splitter. The re-
sulting interference patterns as a function of the average
detuning and the driving amplitude have been used to
demonstrate the coherence of qubits [25–28] and to de-
termine the coupling of a charge qubit to a dissipating
environment [29]. To be specific, we consider the time-
dependent Hamiltonian
Hsys(t) =
∆
2
σx +
+A cos(Ωt)
2
σz. (25)
In contrast to Sec. III A, the pseudo-spin operators σi
here are represented in the basis of localized states such
that the dipole coupling between system and cavity is
established by the operator Z = σz. The Hamiltonian
in the absence of the driving (A = 0) will be denoted by
H0. The populations of the Floquet states are computed
with a system-bath coupling via σx, see Appendix C.
Recently, this system including the cavity has been
employed for an experimental demonstration of low-
frequency LZSM patterns in the cavity transmission [23].
Figure 3 depicts two measured pattern, while the cor-
responding theoretical results obtained with Eqs. (11),
(22), and (23) are plotted in Fig. 4(a,b). Theory and
experiment exhibit a striking quantitative agreement.
Moreover, the resonance condition for the location of
the fringes conjectured in Ref. [23] agrees with Eq. (24),
which means that it can be derived from the present the-
ory for dispersive readout of ac-driven quantum systems.
Figure 4(c) depicts the time-averaged non-equilibrium
population of the excited state of H0. This quantity also
exhibits a LZSM pattern which, however, is remarkably
different from the one for the transmission. First, the
pronounced structure close to the bisecting lines A ≈ ±
is absent. Second, the interference fringes appear at
different positions, which becomes particularly evident
when one pays attention to their nodes. The resonance
conditions provide an explanation for the discrepancy.
A fringe in the transmission requires Eq. (24) be ful-
filled, while the corresponding expression for the non-
equilibrium population does not contain the cavity fre-
quency ω0 [24]. This implies that for an ac-driven qubit—
in contrast to the undriven one in Sec. III A—the signal
of dispersive readout does not necessarily reflect the pop-
ulation of the excited state. Nevertheless, patterns of the
readout signal such as those shown in Figs. 4(a,b) can be
explained in terms of repeated Landau-Zener transitions,
but between qubit states dressed by the cavity mode [22].
This idea of cavity-assisted LZSM interference qualita-
tively reproduces the structure of measured patterns if
one replaces in the low-frequency theory of Ref. [24] the
qubit states by dressed states, as has been demonstrated
with qubits [23] as well as with multi-level systems [22].
B. Two-tone spectroscopy
When the driving frequency Ω is of the order of the
cavity frequency ω0, interesting effects emerge already
for relatively small amplitudes. For example, the driv-
ing may induce transitions from the ground state to ex-
cited states and, thus, affect the populations. The conse-
quences of such ground state depletion can be understood
qualitatively already from the susceptibility for the un-
driven situation, Eq. (18), while Floquet theory serves for
a quantitative prediction of effects of higher order in the
amplitude. These effects have similarities with pump-
probe spectroscopy [30] despite that the second driving
is not pulsed.
Let us therefore investigate the three-level system of
Sec. III C with an ac driving and with the energies of the
ground state and the second excited state kept at the
constant values. Then the system Hamiltonian reads
Hsys(t) =
E2 0 00  0
0 0 E0
+AZ cos(Ωt) (26)
with the operator Z and the system-bath coupling as
above. For simplicity, we restrict the discussion to rather
low temperatures at which thermal excitations do not
play a role. The amplitude is chosen moderately large
such that effects of higher order in A start to play a role,
but do not dominate.
Figure 5(a) depicts the cavity transmission as a func-
tion of the energy splitting between the two lowest states,
 − E0. Its structure is governed by the various reso-
nances of the system. The dominating one is visible as
a broad vertical line when the lowest system transition
matches the cavity frequency,  = ω0. Furthermore, the
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FIG. 5. Two-tone spectroscopy of the three level system de-
fined in Eq. (26) with E0 = 0, E2 = 2.1ω0, driving amplitude
A = 0.01ω0, and system-cavity coupling g = 0.003ω0. (a)
Cavity transmission |tc|2. (b) Sum of transmission and reflec-
tion, |tc|2 + |rc|2, demonstrating the energy absorption (red)
and emission (blue) by the driven qubit. All other parameters
are as in Fig. 2. Dotted lines mark values used in Fig. 6.
ac driving may deplete the ground state by inducing tran-
sitions to the states |1〉 and |2〉. For relatively small am-
plitudes, this happens when a condition E1,2−E0 = kΩ,
k = 1, 2, . . ., is met, where k > 1 corresponds to multi-
photon resonances which have smaller impact. The re-
sulting depletion of state |0〉 can be appreciated as white
lines at E1 − E0 = Ω and at E2 − E0 = 2Ω. The corre-
sponding populations of the eigenstates of H0 shown in
Figs. 6(b,d) confirm the natural expectation that only the
resonance conditions involving E2 induce the excitations
to state |2〉. A particular feature is the resonance island
when the conditions E1 −E0 = Ω and E2 −E1 = ω0 are
simultaneously fulfilled. Then the driving creates a sig-
nificant population of state |1〉, while the cavity probes
the transition from |1〉 to |2〉. For small amplitudes, this
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FIG. 6. (a) Cavity transmission for two-tone spectroscopy
at constant driving frequency as a function of the energy of
state |1〉. All other parameters are as in Fig. 5. (b) Average
populations of the eigenstates of H0 for driving amplitude
A = 0.01ω0 corresponding to the black line in panel (a). (c,d)
The same for constant energy of state |1〉 as a function of the
driving frequency. The inset is an enlargement of the region
marked in the main panel by a grey circle. It demonstrates the
population inversion between states |2〉 (red dotted) and |1〉
(purple, dashed) at the two-photon resonance E2 −E0 = 2Ω.
For significantly smaller amplitudes, the inversion vanishes.
leads to very sharp lines that may be used for calibra-
tion [17, 22], as can be appreciated from the red line in
Fig. 6(c).
In most parameter regions in which the cavity response
is sensitive to the system, the system absorbs energy from
the cavity. Then the sum of transmission and reflec-
tion is smaller than unity, see Fig. 5(b). There exist,
8however, also small regions in which the driven quan-
tum systems transfers energy to the cavity such that
|tc|2 + |rc|2 > 1. This effect may be explained by pop-
ulation inversion stemming from an interplay of driving
and dissipation [31, 32]; see inset of Fig. 6(d). However,
Figs. 6(a) and 6(b) demonstrate that at Ω ≈  ≈ 1.015ω0
an energy transfer to the cavity is possible even in the
absence of a population inversion. The reason for this
is that sidebands in the susceptibility (23) may give rise
to Imχ(ω0) > 0 irrespective of the sign of pα − pβ . For
smaller driving amplitudes, the impact of the driving is
reduced and eventually the imaginary part of χ becomes
again negative such that |tc|2 + |rc|2 is bounded by unity
as in the undriven case.
V. DISCUSSION AND CONCLUSIONS
We have developed a versatile theory for dispersive
readout based on a relation between the cavity response
and a susceptibility of the system to be measured. It
holds in and out of equilibrium and reveals that disper-
sive readout detects the autocorrelation of the system op-
erator by which the coupling to the cavity is established.
Besides being of appealing generality, the approach en-
ables straightforward calculations with moderate effort,
in particular the generalization of previous results beyond
a rotating-wave approximation to the system and for the
treatment of time-dependent systems.
To demonstrate these virtues, we have reproduced in
a technically effortless way the result for qubit readout
beyond a rotating-wave approximation for the measured
system [6] without the need for a rather involved transfor-
mation to the dispersive frame. Moreover, we have gen-
eralized it to qubit Hamiltonians that include detuning.
For the readout of multi-level systems, the non-rotating-
wave corrections turned out to play a role at low tem-
peratures and for strong system-cavity coupling. These
corrections essentially lead to asymmetries in the trans-
mission peaks which may be relevant for the agreement
with experimental results.
For the readout of ac-driven systems, we have pro-
vided details of the Floquet approach of Ref. [9] and have
found that the relevant component of the response func-
tion can be interpreted as time-averaged susceptibility.
As the sidebands of Floquet states correspond to com-
ponents with different energies, the common line of ar-
gumentation towards a rotating-wave approximation be-
comes invalid. The application to strongly driven qubits
that undergo cavity-assisted Landau-Zener-Stu¨ckelberg-
Majorana interference shows a striking agreement with
recent experimental results [23] which emphasizes the
suitability of the formalism. As a further test case, we
have considered two-tone spectroscopy which can be em-
ployed for the calibration of level splittings. The present
approach not only confirmed features that can be de-
duced qualitatively from the formula for the undriven
case. In particular for intermediate amplitudes, it also
predicts less evident features such as the energy transfer
from the driven system to the cavity.
The cases studied consider rather weak dephasing that
can be described by exponentially decaying phase factors.
For stronger dissipation the treatment of the cavity still
holds, while the susceptibility may have to be computed
with more elaborated techniques [33, 34]. Recently, such
techniques have been employed for describing the direct
probe of a superconducting quantum circuit [35].
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Appendix A: Qubit susceptibility from Lindblad
theory
As an example for the direct evaluation of χ from
Eq. (7), we consider the qubit readout discussed in
Sec. III A for the initial state ρ(t′) = 121 + ~p · ~σ with
the Bloch vector ~p = 12 〈~σ〉. Then for Z = σx, the com-
mutator in Eq. (7) becomes 2ipyσz − 2ipzσy.
The dissipative qubit dynamics is assumed to be gov-
erned by the Markovian master equation ρ˙ = Lρ with
the Lindblad superoperator [11]
Lρ = − i
2
[σz, ρ] +
γ
2
(2σ−ρσ+−σ+σ−ρ−ρσ+σ−) , (A1)
where σi denote the usual Pauli matrices. It is straight-
forward to show that the master equation possesses the
eigensolutions
σ−σ+, σze−γt, σ+e−it−γt/2, σ−eit−γt/2, (A2)
the first one being the equilibrium solution |↓〉〈↓|. To-
gether with the eigensolutions of the adjoint superop-
erator, one may construct the propagator and evalu-
ate the expression for χ. For the present case an el-
egant shortcut exists, because the first two eigensolu-
tions are diagonal and vanish after multiplication with
Z = σx and taking the trace. Therefore only the term
−2ipzσy = 〈σz〉(σ−−σ+) will contribute. Upon inserting
the time evolution of σ± given by the third and the fourth
eigensolution, one readily finds expression (15). Beyond
Lindblad, e.g., for a Bloch-Redfield master equation, the
calculation becomes more involved, but conceptually fol-
lows the same lines.
9Appendix B: RWA to the cavity mode
While a central issue of this work is the treatment of
the system response function χ beyond RWA, neglecting
in Eq. (9) the contribution with a∗−ω represents a RWA
for the cavity mode. In the following, we derive the con-
ditions under which this approximation holds.
Equation (9) for the cavity amplitude aω together with
the corresponding equation for a∗−ω forms a closed set of
linear equations,
M
(
aω
a∗−ω
)
= i
∑
ν=1,2
√
κν
(
ain,ν(ω)
a∗in,ν(−ω)
)
(B1)
with the matrix
M =
(
A(ω) g2χ(ω)
g2χ∗(−ω) A∗(−ω)
)
(B2)
and A(ω) = ω0 − ω + g2χ(ω) − iκ/2. In principle,
Eq. (B1) can be solved for aω exactly, but the result-
ing expressions are not very concise. A simplification
can be achieved under the conditions in Eq. (10) which
physically correspond to the following situation. To ob-
tain a reasonably strong signal, the cavity, must have a
large Q = ω0/κ  1 and must be driven close to reso-
nance such that |ω − ω0|  ω0. Moreover, even in the
strong-coupling limit, the dispersive shift g2 Reχ(ω) is
much smaller than the bare cavity frequency. Then the
inverse of the matrix M is approximately given by
M−1 ≈
(
A(ω)−1 0
0 0
)
, (B3)
where the corrections are of higher order in the small
frequencies on the left-hand side of Eq. (10). Computing
aω with this expression for M
−1 is equivalent to ignoring
a∗−ω in Eq. (9).
The same result can be obtained by assuming a
monochromatic cavity input ain,1(ω) ∝ δ(ω − ωr) with
ωr ≈ ω0. Then a∗in,1(−ω) vanishes and one finds from
Eq. (B1) that a∗−ω is smaller than aω roughly by a factor
g2χ∗(−ω)/2ω0.
Appendix C: Floquet-Bloch-Redfield theory
In Sec. IV, the occupation probabilities of the Flo-
quet states are computed with the approach derived in
Ref. [19]. Its starts from a system-bath model in which
the driven quantum system is coupled to an ensemble of
harmonic oscillator, Hbath =
∑
ν ωνb
†
νbν , and the inter-
action Hamiltonian Hsys-bath = X
∑
ν λν(b
†
ν + bν). The
influence of the bath is determined by the spectral density
J(ω) = pi
∑
ν |λν |2δ(ω − ων) ≡ piαω/2 with the dimen-
sionless dissipation strength α.
To treat this model, we employ the Bloch-Redfield
master equation [14, 15] decomposed into the Floquet
basis in which for α  1, it eventually becomes diago-
nal [19]. This motivates for the long-time solution the
ansatz ρ(t) =
∑
α |φα(t)〉〈φα(t)| and leads to the Pauli-
type master equation
p˙α =
∑
β
(wα←βpβ − wβ←αpα) (C1)
for the populations pα. The transition rates are con-
veniently expressed in terms of the Fourier components
of the Floquet states, |φα,k〉 defined implicitly by the
Fourier series |φα(t)〉 =
∑
k e
−ikΩt|φα,k〉. After some al-
gebra one obtains
wα←β = 2
∑
k
∣∣∣∑
k′
〈φα,k′+k|X|φβ,k′〉
∣∣∣2N(α − β + kΩ)
(C2)
with N() = J()nth() and the bosonic thermal occupa-
tion number nth() = [exp(/kBT )− 1]−1. Here, for neg-
ative energies, the spectral density of the bath is defined
as J(−) = −J() and nth follows by analytic continu-
ation. Notice that the long-time solution of the master
equation (C2) is independent of the dissipation strength
α, but consistency of the approach requires α  1. The
data in Sec. IV are computed for a system-bath model
with X = σx which yields LZSM patterns with a generic
shape that is robust against small variations of the cou-
pling operator [32].
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