Two augmentation preconditioners for nonsymmetric and indefinite saddle point linear systems with singular (1, 1) blocks  by He, Jun & Huang, Ting-Zhu
Computers and Mathematics with Applications 62 (2011) 87–92
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Two augmentation preconditioners for nonsymmetric and indefinite
saddle point linear systems with singular (1, 1) blocks✩
Jun He ∗, Ting-Zhu Huang
School of Mathematical Sciences, University of Electronic Science and Technology of China, Chengdu, Sichuan, 611731, PR China
a r t i c l e i n f o
Article history:
Received 22 May 2009
Received in revised form 3 April 2011
Accepted 19 April 2011
Keywords:
Augmentation preconditioner
Saddle point linear system
Krylov method
a b s t r a c t
In this paper, two preconditioners based on augmentation are introduced for the solution
of large saddle point-type systems with singular (1, 1) blocks. We study the spectral
characteristics of the preconditioners, show that all eigenvalues of preconditionedmatrices
are strongly clustered. Finally, numerical experiments are also reported for illustrating the
efficiency of the presented preconditioners.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following general nonsingular saddle point linear system
Aξ ≡

G BT
C 0

x
y

=

b
q

= f , (1)
where G ∈ Rn×n, B, C ∈ Rn×m have full rank, x, b ∈ Rn and vectors y, q ∈ Rm, vectors x, y are unknown. Here, we assume
that A is nonsingular and G is singular with high nullity, which we use in the following analysis.
Results for the general system have been obtained before [1–10]. Murphy et al. [11] propose the ideal block-diagonal
preconditioner
G 0
0 CG−1BT

.
Then, the preconditionedmatrices are diagonalizable and have at most three distinct eigenvalues. Hence, a Krylov subspace
method will converge in at most three steps. Because such a general system is typically large and sparse, the preconditioner
is expensive. Recently, de Sturler and Liesen [12] considered the following preconditioner
D 0
0 CD−1BT

,
where G = D − E, and D can be efficiently inverted. For such a preconditioner, one should assume that D and CD−1BT are
invertible.
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When G is singular, based on augmentation, Cao [13] introduced the following preconditioners,
G+ BTW−1C 0
0 W

,
and
P(Aug) =

G+ BTW−1C BT
0 −W

,
whereW ∈ Rm×m and G+ BTW−1C are invertible.
In this paper, we will introduce two new augmentation preconditioners:
P1 =

G+ BTW−1C BT
C −W

and
P2 =

G+ BTW−1C BT
C −C(G+ BTW−1C)−1BT

,
where P1, P2,W ∈ Rm×m and G+ BTW−1C are invertible.
This paper is organized as follows. In Section 2, we will establish new preconditioners and study the spectral analysis of
new preconditioners for the saddle point system. In Section 3, numerical experiments are given.
2. The augmentation preconditioners
From [13], we can get that the matrix
A =

G BT
C 0

is nonsingular if and only if the following conditions are satisfied:
rank(B) = rank(C) = m and N(G) ∩ N(C) = {0}, N(GT ) ∩ N(B) = {0}.
In this paper, we introduce the following preconditioners:
P1 =

G+ BTW−1C BT
C −W

, (2)
and
P2 =

G+ BTW−1C BT
C −C(G+ BTW−1C)−1BT

. (3)
The following theorem provides the spectrum results of the preconditioned matrix P−11 A.
Theorem 2.1. Assume that A is nonsingular and that its (1, 1) block G is singular with nullity s. Then λ = 1 is an eigenvalue of
P−11 A of geometric multiplicity n−m, and λ = (1+ i)/2 and λ = (1− i)/2 are two eigenvalues of geometric multiplicity s. The
remaining 2(m− s) eigenvalues satisfy the relation
λ = 1
2
± 1
2

1− 2δ
1+ 2δ ,
where δ are some m− s generalized eigenvalues of the generalized eigenvalue problem
BTW−1Cx = δGx.
Let {zi}n−mi=1 be a basis of N(C) and {xi}si=1 be a basis of N(G). Then the vectors [zTi , 0T ]T , i = 1, . . . , n − m, are linearly
independent eigenvectors associated with λ = 1, and the vectors [xTi ,±i(W−1Cxi)T ]T , i = 1, . . . , s, are linearly independent
eigenvectors associated with λ = (1± i)/2.
Proof. Let λ be an eigenvalue of P−11 Awith eigenvector [uT , vT ]T . Then we can get
G BT
C 0

u
v

= λ

G+ BTW−1C BT
C −W

u
v

,
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or 
Gu+ BTv = λ(G+ BTW−1C)u+ λBTv
Cu = λCu− λWv .
As A is nonsingular, λ ≠ 0. Substituting v =  λ−1
λ

W−1Cuwe obtain
(λ2 − λ)Gu+ (2λ2 − 2λ+ 1)BTW−1Cu = 0. (4)
If u ∈ N(C) then (4) implies that
(λ2 − λ)Gu = 0.
Fromwhich it follows that λ = 1 and let {zi}n−mi=1 be a basis of N(C), then the vectors [zTi , 0T ]T , i = 1, . . . , n−m, are linearly
independent eigenvectors associated with λ = 1.
If u ∈ N(G), then (4) implies that
(2λ2 − 2λ+ 1)BTW−1Cu = 0,
from which we obtain that λ = (1 ± i)/2 and the vectors [xTi ,±i(W−1Cxi)T ]T , i = 1, . . . , s, are linearly independent
eigenvectors associated with λ = (1± i)/2.
Next, we assume that λ ≠ (1± i)/2, λ ≠ 1 and
BTW−1Cx = δGx,
from (4), we can get
λ = 1
2
± 1
2

1− 2δ
1+ 2δ . 
Similarly, we give the spectrum results of the preconditioned matrix P−12 A.
Theorem 2.2. Assume that A is nonsingular and that its (1, 1) block G is singular with nullity s. Then λ = 1 is an eigenvalue of
P−12 A of geometric multiplicity n−m, and λ = (ω± i
√
ω)/(ω+ 1) are two eigenvalues of geometric multiplicity s, where ω are
some m− s generalized eigenvalues of the generalized eigenvalue problem
BT (C(G+ BTW−1C)−1BT )−1Cu = ωBTW−1Cu.
The remaining 2(m− s) eigenvalues satisfy the relation
λ = (2δω + 1)±
√
1− 4δ2ω
2(2δω + δ + 1) ,
where δ are some m− s generalized eigenvalues of the generalized eigenvalue problem
BTW−1Cx = δGx.
Let {zi}n−mi=1 be a basis of N(C) and {xi}si=1 be a basis of N(G). Then the vectors [zTi , 0T ]T , i = 1, . . . , n − m, are linearly
independent eigenvectors associated with λ = 1, and the vectors [xTi , (±i(ω + 1)/
√
ω)((C(G+ BTW−1C)−1BT )−1Cxi)T ]T , i =
1, . . . , s, are linearly independent eigenvectors associated with λ = (ω ± i√ω)/(ω + 1).
Proof. Let λ be an eigenvalue of P−12 Awith eigenvector [uT , vT ]T . Then we can get
G BT
C 0

u
v

= λ

G+ BTW−1C BT
C −C(G+ BTW−1C)−1BT

u
v

,
or 
Gu+ BTv = λ(G+ BTW−1C)u+ λBTv
Cu = λCu− λ(C(G+ BTW−1C)−1BT )v .
As A is nonsingular, λ ≠ 0. Substituting v =  λ−1
λ

(C(G+ BTW−1C)−1BT )−1Cuwe obtain
(λ2 − λ)Gu+ (λ2 − 2λ+ 1)BT (C(G+ BTW−1C)−1BT )−1Cu+ λ2BTW−1Cu = 0. (5)
If u ∈ N(C) then (5) implies that
(λ2 − λ)Gu = 0.
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Fromwhich it follows thatλ = 1 and let {zi}n−mi=1 be a basis of N(C), then the vectors [zTi , 0T ]T , i = 1, . . . , n−m, are linearly
independent eigenvectors associated with λ = 1.
If u ∈ N(G), then (5) implies that
(λ2 − 2λ+ 1)BT (C(G+ BTW−1C)−1BT )−1Cu+ λ2BTW−1Cu = 0, (6)
and we assume that
BT (C(G+ BTW−1C)−1BT )−1Cu = ωBTW−1Cu,
from (6), we can get
((ω + 1)λ2 − 2ωλ+ ω)BTW−1Cu = 0
from which we obtain that
λ = (ω ± i√ω)/(ω + 1)
and the vectors [xTi , (±i(ω+1)/
√
ω)((C(G+BTW−1C)−1BT )−1Cxi)T ]T , i = 1, . . . , s, are linearly independent eigenvectors
associated with λ = (ω ± i√ω)/(ω + 1).
Next, we assume that λ ≠ (ω ± i√ω)/(ω + 1), λ ≠ 1 and
BTW−1Cx = δGx,
from (5), we can get
λ = (2δω + 1)±
√
1− 4δ2ω
2(2δω + δ + 1) . 
Similarly, we can get the spectrum results of the preconditioned matrix P−13 A, where
P3 =

G+ BTW−1C BT
C 2 ∗ C(G+ BTW−1C)−1BT

,
we willnot discuss it in detail here.
3. Numerical examples
All the numerical experiments were performed with MATLAB 7.0. The machine we have used is a PC-Intel(R), Core(TM)2
CPU T7200 2.0 GHz, with 1024 MB of RAM. In all of our runs we used a zero initial guess. The stopping criterion is
||r (k)||2/||r (0)||2 ≤ 10−6, where r (k) is the residual vector after k-th iteration. The right-hand side vectors b and q are taken
such that the exact solutions x and y are both vectors with all components being 1. The initial guess is chosen to be zero
vector.
The basic algorithm of the Krylov subspace methods is the conjugate gradient method CG which has the nice properties
that it uses only three vectors in memory and minimizes the error in the A-norm. However, the algorithmmainly performs
well if the matrix is symmetric, and positive definite. In cases where one of these two properties is violated, CG may break
down. The GMRES method has the advantage that theoretically the algorithm does not break down unless convergence
has been reached. The main problem in the GMRES method is that the amount of storage increases as the iteration number
increases. To remedy this problem, a restarted version (GMRES(m))may be used. See [14] formore about the Krylov subspace
methods. In our example, we will use the preconditioned GMRES to solve saddle point-type systems.
Our numerical experiments are similar to the ones in [13]. We consider the matrices which are taken from [13]. We
construct the saddle point-type matrix A from reforming a matrix Aˆ in the following form
Aˆ =
F1 0 BTu0 F2 BTv
Bu Bv 0
 ,
where G =

F1 0
0 F2

is positive real. The matrix Aˆ arises from the discretization by the maker and cell finite difference
scheme of a leaky two-dimensional lid-driven cavity problem in a square domain (0 ≤ x ≤ 1; 0 ≤ y ≤ 1). Then the matrix
[Bu, Bv]T and [Bu, Bv] are replaced by a randommatrix Bˆ and Cˆ with the same sparsity as [Bu, Bv], replaced by
B1 = Bˆ(1 : m, 1 : m)− 32 Im, C1 = Cˆ(1 : m, 1 : m)−
3
2
Im.
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Fig. 1. Spectrum of A and P−1Awhen h = 116 (n+m = 736).
Fig. 2. Convergence curve and total numbers of GMRES iterations (τ = 0.001)when h = 116 (n+m = 736).
Denote B2 = Bˆ(1 : m,m+ 1 : n), C2 = Cˆ(1 : m,m+ 1 : n) then we have B = [B1, B2], C = [C1, C2]with B1, C1 ∈ Rm,m and
B2, C2 ∈ Rm,n−m. Obviously, the resulting saddle point-type matrix
A =

G BT
C 0

(7)
satisfies that rank(BT ) = rank(C) = m.
From the matrix A in (7) we construct the following four saddle point-type matrices:
A1 =

G1 BT
C 0

,
where G1 is constructed from G by making its first m4 rows and columns with zero entries. Note that G1 is semipositive real
and its nullity is m4 .
In our numerical experiments thematrixW in the augmentation block preconditioners is taken asW = Im and themesh
h = 1/16, we use an incomplete LU factorization of A1 + BTC with drop tolerance τ , and we only compare the results with
the result of the preconditioner P(Aug), respectively.
FromFig. 1, we can get the results that the eigenvalues of P−1A are strongly clustered,which are expected in Theorems 2.1
and 2.2.
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Table 1
GMRES iterations and CPU time (in s) for different τ .
τ 0.01 0.001 0.0001
P = P(Aug) IT 59 56 55
CPU 3.3138 3.3296 3.0635
P = P1 IT 45 43 42
CPU 3.4663 3.2361 2.8506
P = P2 IT 22 18 17
CPU 2.9174 3.1870 3.0497
From Fig. 2, we can find that the new preconditioners are more effective than the preconditioners which are introduced
in [13].
From Table 1, we can see that the iteration counts decrease with decreased τ .
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