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Abstract
Let u be the classical solution to a Dirichlet problem for a uniformly second order
elliptic equation in a smooth bounded domain Ω ⊂Rn (n 2) and let w(x,y) = (u(x)−
u(y))/|x − y|λ be the Hölder ratio of u with exponent λ ∈ (0,1) and x ∈ Ω , y ∈ ∂Ω .
Conditions on λ are found such that w does not admit absolute maxima or minima in
Ω × ∂Ω . An example shows that these conditions necessarily depend on the boundary
data. Finally it is proved that, if the Hölder ratio is replaced by another suitable ratio,
called pseudo-Hölder ratio, then the maximum principle always holds.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let u be the classical solution to a Dirichlet problem for a second order
uniformly elliptic equation in a smooth bounded domain Ω ⊂ Rn (n  2). In
this work, we study the Hölder ratio of u when one of the two arguments ranges
over the closure Ω and the other over the boundary ∂Ω . We prove that, under
certain conditions, it satisfies the maximum principle. Furthermore, the maximum
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principle always holds for a so-called pseudo-Hölder ratio, which we show is a
reasonable replacement for the classical Hölder ratio.
It is well known that many qualitative properties of solutions of elliptic equa-
tions have been extensively studied. In particular, several maximum principles
involving first or second derivatives of the solutions have been obtained (see, e.g.,
[8,9,12]).
Let the constant α ∈ (0,1] be given and consider the class Lα of the uniformly
elliptic, second order operators of the form
L :=
n∑
i,j=1
aij (x)
∂2
∂xi∂xj
(1.1)
with bounded, measurable coefficients, defined in Ω , satisfying
α|µ|2 
n∑
i,j=1
aij (x)µiµj  |µ|2, ∀x ∈Ω, µ ∈Rn.
For any L ∈ Lα with coefficients aij ∈ Cβ(Ω), 0 < β < 1, and any φ ∈
C1,β(∂Ω), let u ∈ C2,β(Ω) ∩ C1(Ω) be the unique solution to the Dirichlet
problem{
Lu= 0 in Ω,
u= φ on ∂Ω (1.2)
(for the regularity of such a solution see, for example, Theorem 3.1 in [13]).
We consider the Hölder ratio of u in Ω × ∂Ω with exponent λ ∈ (0,1):
w(x,y)=wλ(x, y)=
{
u(x)−u(y)
|x−y|λ if x ∈ Ω, y ∈ ∂Ω, x = y,
0 if x = y ∈ ∂Ω. (1.3)
Notice that by the regularity of u and Ω , the functionw is continuous on Ω×∂Ω .
Of course, if λ= 0, w0(x, y)= u(x)− u(y) satisfies the maximum principle.
So, it is quite natural to conjecture that the maximum principle would also hold
for wλ with λ sufficiently small.
Let us notice that actually wλ, as a function of x , is a solution to an elliptic
equation with a pole at x = y and zero order coefficient changing sign (so, this
equation does not imply the maximum principle for its solutions):
Λw=
n∑
i,j=1
aij (x)
∂2w
∂xi∂xj
+
n∑
j=1
{
2λ
n∑
i=1
aij (x)
xi − yi
|x − y|2
}
∂w
∂xj
+ λ
{
(λ− 2)
n∑
i,j=1
aij (x)
(xi − yi)(xj − yj )
|x − y|4
+ 1|x − y|2
n∑
i=1
aii(x)
}
w = 0. (1.4)
C. Giannotti / J. Math. Anal. Appl. 273 (2002) 249–261 251
The function w was studied in [4] in the open set Ω ×Ω : in that work hy-
potheses on the ellipticity constant α and the Hölder exponent λ are found, under
which w has no interior maxima nor minima. In particular, it is proved that, when
L coincides with the Laplacian, w does not have maxima or minima in Ω ×Ω ,
for any λ ∈ (0,1).
Our case with an argument of w on the boundary is worse than the situation
in [4]: even for the Laplacian, it is not possible to find a value λ0 such that the
maximum principle holds for any λ < λ0 and for any boundary data φ.
In fact, for any λ it is possible to construct a function φ of class C1,1, defined on
the boundary of the unit disk Ω ⊂ R2, such that, if u solves the problem ∆u= 0
in Ω , u= φ on ∂Ω , then the corresponding w assumes values in Ω × ∂Ω which
are strictly larger than the supremum on ∂Ω × ∂Ω (Theorem 3.1).
On the other hand, for fixed boundary data, we prove that there exists a λ0,
which depends on the boundary data φ as well as on n, Ω and L such that the
maximum principle holds for any λ < λ0. More precisely, we prove that, in the
nontrivial case of nonconstant boundary data φ, there exists λ0 = λ0(n,Ω,L,φ)
such that, if λ < λ0, then the supremum of w in Ω × ∂Ω coincides with the
supremum in ∂Ω × ∂Ω and it is never reached in Ω × ∂Ω (Theorem 2.1).
A maximum principle which holds for every λ ∈ (0,1) can be obtained if we
replace the classical Hölder ratio by a new function defined as follows. For any
y ∈ ∂Ω , we take the solution vy = vyλ to the problem{
Lvy = 0 in Ω,
vy(x)= |x − y|λ x ∈ ∂Ω.
We denote by w˜ the Hölder ratio of vy and we define
qy(x)= w(x,y)
w˜(x, y)
= u(x)− φ(y)
vy(x)
.
We will call qy the pseudo-Hölder ratio of u.
The pseudo-Hölder ratio solves an elliptic equation without zero order term
and hence it does not have interior maxima and minima. Moreover, we will prove
that qy satisfies the maximum principle in a stronger sense, that is the supremum
and the infimum of qy in Ω coincides with the supremum and the infimum of
qy on ∂Ω , even if qy is not continuous on Ω (Theorem 4.3). For this result it
is possible to assume a weaker hypothesis on the boundary data φ, namely that
φ ∈Cβ(∂Ω), with λ β < 1.
The choice of the pseudo-Hölder ratio to replace the Hölder ratio of u is
reasonable: in fact, qy(·) is exactly the Hölder ratio w(· , y) of u on the boundary
∂Ω ; moreover, we will prove the inequalities
Cqy(x)w(x,y)Kqy(x),
with C and K positive constants, for any x ∈ Ω , y ∈ ∂Ω (Theorem 4.1).
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The maximum principle, with fixed boundary data, for the Hölder ratio of u is
proved in Section 2; the construction of the counterexample is in Section 3; the
pseudo-Hölder ratio is studied in Section 4.
2. A maximum principle
In what follows, Ω , L, φ and u are as in the Introduction. Let us introduce
some notations and assumptions. We assume φ nonconstant on ∂Ω , so that
max{φ, ∂Ω} > min{φ, ∂Ω}; without loss of generality, we can also assume
min{φ, ∂Ω} = 0. We define
E = {y ∈ ∂Ω : φ(y)= max{φ, ∂Ω}} (2.1)
and
Z = {y ∈ ∂Ω : φ(y)= min{φ, ∂Ω} = 0}. (2.2)
ny will be the unit inner normal at y ∈ ∂Ω . Since Ω is smooth, ny depends con-
tinuously on the points of ∂Ω .
Let us also recall the Hölder bound for solutions of (1.2) (see [2] or [3, Corol-
lary 9.29]): there exist β0 ∈ (0,1) and c > 0, depending on α, n, Ω and the Hölder
constant of φ (actually, in our case φ is smooth) so that, if x, z ∈ Ω ,∣∣u(x)− u(z)∣∣ c|x − z|β0 . (2.3)
We will prove the following maximum principle for the Hölder ratio w in (1.3).
Theorem 2.1. Let Ω be a smooth bounded domain inRn, L ∈ Lα with coefficients
ai,j ∈ Cβ(Ω) (0 < β < 1) and φ ∈ C1,β(∂Ω) nonconstant. If u is the solution to
problem (1.2) and wλ = w is the Hölder ratio of u defined in (1.3), then there
exists λ0 = λ0(n,Ω,L,φ) ∈ (0,1) so that, if 0 < λ< λ0,
w(x,y) < sup{w,∂Ω × ∂Ω} (2.4)
for every x ∈Ω , y ∈ ∂Ω .
Remark 2.2. We point out that it is not possible to avoid the dependence of λ0 on
the boundary data φ. Next section contains the proof of this fact.
Remark 2.3. Applying Theorem 2.1 to −u we also have that the infimum of w
in Ω × ∂Ω coincides with the infimum in ∂Ω × ∂Ω and it is never reached in
Ω × ∂Ω .
We need a preliminary lemma, which immediately follows by the Hopf lemma
and the maximum principle.
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Lemma 2.4. There exist a neighborhood U of the set E defined in (2.1) and
positive constants c1, c2, t0, depending on n, Ω , L and φ, such that every x ∈ U
can be written as x = y + tny with y ∈ ∂Ω ∩U , 0 t  t0 and
u(y)− u(y + tny) c1t . (2.5)
Moreover, c2 < 1 and
u(x) c2 max{φ, ∂Ω}, ∀x ∈ Ω\U. (2.6)
Proof of Theorem 2.1. Let d0 = dist(E,Z). With no loss of generality, we may
assume that 0 < t0 < 1/8d0 where E and Z are the sets in (2.1) and (2.2) and t0
is the constant in Lemma 2.4. Let U be the neighborhood of E in Lemma 2.4 and
let V ⊂ ∂Ω , relatively open, such that V ⊃ Z. By possibly shrinking U , V we
may assume that
dist(U,V ) 1
2
d0. (2.7)
Let assume 0 < c¯2 < 1 be such that
min{φ, ∂Ω\V } = c¯2 max{φ, ∂Ω}. (2.8)
Now, suppose that (2.4) is not true: then, there exists a point (ξ, η) ∈Ω × ∂Ω
so that
w(ξ,η) sup{w,∂Ω × ∂Ω}. (2.9)
It is easy to see that
w(ξ,η) max{φ, ∂Ω}
dλ0
> 0. (2.10)
From w(η,η) = 0, the fact that if η ∈ E then w(ξ,η)  0 and from (2.10), it
follows that ξ = η and that η /∈ E. Moreover, by using the Hölder bound (2.3), it
can be shown that, if 0 < λ< β0/2, then
|ξ − η| σ = min
{
1,
(
max{φ, ∂Ω}
cdλ0
)2/β0}
(2.11)
(β0 and c are the constants in (2.3)).
Now, let c3 = max{c2,1− c¯2}< 1; then, if
0< λ<
ln c3
ln(σ/d0)
, (2.12)
we have ξ ∈ U and η ∈ V . In fact, if we assume that either ξ /∈ U or η /∈ V , then,
in the first case, by (2.6) in Lemma 2.4, u(ξ) − u(η)  u(ξ)  c2 max{φ, ∂Ω};
in the second case, by (2.8) and the maximum principle, u(ξ) − u(η)  (1 −
c¯2)max{φ, ∂Ω}. Thus, in either cases (and if λ < β0/2),
w(ξ,η) c3σ−λ max{φ, ∂Ω}.
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But, if λ satisfies (2.12), then c3σ−λ < d−λ0 , contradicting (2.10). So, if λ <
β0/2 and satisfies (2.12), then ξ ∈ U and η ∈ V . By Lemma 2.4, ξ can be written
as ξ = y + tny , where 0 < t  t0 < 18d0 and y ∈ U ∩ ∂Ω . By (2.5),
w(ξ,η) |y − η|−λ
( |y + tny − η|
|y − η|
)−λ{−c1t + φ(y)− φ(η)}.
As y ∈ U and η ∈ V , |y − η| 12d0 (by (2.7)) and thus∣∣∣∣ y − η|y − η| + t ny|y − η|
∣∣∣∣ 1− 2d0 t .
Since 2t/d0  2t0/d0 < 1/4, we have (1− 2t/d0)−λ  1+ 4λt/d0; then
w(ξ,η) 1|y − η|λ
{
φ(y)− φ(η)−
(
c1 − 4 λ
d0
max{φ, ∂Ω}
)
t
}
.
So, if λ < β0/2, λ satisfies (2.12) and if λ < c1d0/(4 max{φ, ∂Ω}), since t > 0,
w(ξ,η) <
φ(y)− φ(η)
|y − η|λ  sup{w,∂Ω × ∂Ω}.
But this inequality contradicts (2.9), so (2.4) is proved. ✷
3. The counterexample
In this section, we assume n= 2 and let (x, y) denote a point of R2. Polar co-
ordinates x = ρ cos θ , y = ρ sin θ (ρ  0, −π  θ  π ) will be also used.
For the function w in (1.3) we will use the notation w(ρ, θ; ρ¯, γ ), where
(ρ, θ) are the polar coordinates of the first argument of w and (ρ¯, γ ) the polar
coordinates of the second argument.
The next theorem shows that the dependence of the constant λ0 in Theorem 2.1
on the boundary data φ cannot be removed.
Theorem 3.1. Let Ω be the unit disk in R2. For any λ ∈ (0,1), there exists
φ ∈ C1,1(∂Ω), depending on λ, such that, if u solves the problem{
∆u= 0 in Ω,
u= φ on ∂Ω, (3.1)
then
w(0, θ,1,0) > sup{w,∂Ω × ∂Ω}.
For the proof of the theorem, the following elementary lemma is needed:
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Lemma 3.2. For any θ , γ ∈ [−π,π] and λ ∈ (0,1], the inequality∣∣∣∣sin θ2
∣∣∣∣
λ
−
∣∣∣∣sin γ2
∣∣∣∣
λ

∣∣∣∣sin θ − γ2
∣∣∣∣
λ
(3.2)
holds.
Moreover, we observe that the following lemma holds:
Lemma 3.3. Let
F(λ)= 1
π
π∫
0
(
2 sin
τ
2
)λ
dτ.
Then F(λ) > 1 for all λ ∈ (0,1].
Proof. Since F is strictly convex in [0,1] and F(0)= 1, we need only to prove
that F ′(0)= 0. We have
F ′(0)= 1
π
π∫
0
ln
(
2 sin
τ
2
)
dτ = ln 2+ 2
π
π/2∫
0
ln(sin t) dt.
Moreover (see, e.g., [1, p. 160])
π/2∫
0
ln(sin t) dt = 1
2
π∫
0
ln(sin t) dt =−π
2
ln 2.
Then F ′(0)= 0. ✷
Proof of Theorem 3.1. Let us define
φ(θ)=
{
a
(
2 sin θ2
)2 + c if |θ |< δ,∣∣2 sin θ2 ∣∣λ if δ  |θ | π,
with δ to be chosen later and
a = λ
2
(
2 sin
δ
2
)λ−2
, c=
(
1− λ
2
)(
2 sin
δ
2
)λ
,
so that φ is periodic and of class C1,1([−π,π]).
Let us solve problem (3.1) with this boundary data. The corresponding w in
polar coordinates is
w(ρ, θ,1, γ )= 1− ρ
2
2π
×
π∫
−π
φ(τ)− φ(γ )
[1− 2ρ cos(θ − τ )+ ρ2][1− 2ρ cos(θ − γ )+ ρ2]λ/2 dτ,
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if ρ < 1 and
w(1, θ,1, γ )= φ(θ)− φ(γ )∣∣2 sin θ−γ2 ∣∣λ .
Let us prove that, if δ is sufficiently small,
(a) w(1, θ,1, γ ) 1, ∀θ, γ ∈ [−π,π],
(b) w(0, θ,1,0) > 1.
(a) Let us distinguish the following cases:
|θ |, |γ | δ, |θ |, |γ | δ, |γ | δ  |θ |
(if |θ | δ  |γ |, w  0).
If |θ |, |γ | δ, the inequality is already proved in Lemma 3.2.
If |θ |, |γ | δ,
φ(θ)− φ(γ )∣∣2 sin θ−γ2 ∣∣λ =
φ(θ)− φ(γ )
|θ − γ |
|θ − γ |
2
∣∣sin θ−γ2 ∣∣2
1−λ
∣∣∣∣sin θ − γ2
∣∣∣∣
1−λ
 4a sin δ
2
cos
δ
2
δ
sin δ
21−λ(sin δ)1−λ = λ21−λ δ
sin δ
,
where we have used Lagrange theorem for the function φ and the expression of a.
Now, λ21−λ < 1 for λ < 1, so, if δ is sufficiently small, then also w(1, θ,1, γ )
 1.
Finally, if |γ | δ  |θ |, we have that φ(γ ) > |2 sin(γ /2)|λ; so
w(1, θ,1, γ )
∣∣sin θ2 ∣∣λ − ∣∣sin γ2 ∣∣λ∣∣sin θ−γ2 ∣∣λ  1,
again by Lemma 3.2.
(b) We have
w(0, θ,1,0)= 1
2π
π∫
−π
[
φ(τ)− φ(0)]dτ
= 1
2π
∫
|τ |δ
(∣∣∣∣2 sin τ2
∣∣∣∣
λ
− c
)
dτ + a
2π
∫
|τ |δ
(
2 sin
τ
2
)2
dτ.
If δ tends to 0, c also tends to 0 and so the first integral tends to (1/2π)
∫ π
−π |2×
sin(τ/2)|λ dτ , which is greater than 1 (by Lemma 3.3); since the second integral
is nonnegative, it follows that, if δ is sufficiently small, w(0, θ,1,0) > 1. ✷
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4. The pseudo-Hölder ratio
As before, let u be the solution to problem (1.2) and let w be the Hölder ratio
of u defined in (1.3). In the preceding section we proved that, no matter how small
we choose λ, there are boundary data for the problem (1.2) such that the maximum
principle for w is not satisfied. For this reason, we now introduce a pseudo-Hölder
ratio relative to u, for which the maximum principle holds without any restriction
and which can considered be a substitute for w.
Let y ∈ ∂Ω and, for λ ∈ (0,1), let vyλ = vy be the solution to the problem{
Lv = 0 in Ω,
v(x)= |x − y|λ x ∈ ∂Ω. (4.1)
By maximum principle, vy > 0 in Ω \ {y}. Moreover, the following theorem
holds:
Theorem 4.1. For any x ∈ Ω and y ∈ ∂Ω and for any λ ∈ (0,1),
C1|x − y|λ  vy(x) C2|x − y|λ, (4.2)
with C1 and C2 positive constants depending on L, Ω , n and λ.
We postpone the proof, which needs some preliminaries lemmas, to the end of
this section.
Now, let w˜ be the Hölder ratio of vy ; thus,
w˜(x, y)= v
y(x)
|x − y|λ ,
w˜(· , y) > 0 in Ω \ {y}, w˜ ≡ 1 on ∂Ω \ {y}, and it satisfies the same equation as
w in Ω , that is, the equation Λw = 0 in (1.4).
In this section we will assume φ ∈ Cβ(∂Ω), 0 < β < 1 and we will consider
0  λ  β . In [10] it is proved that, in this hypothesis, the solution u to
problem (1.2) has the same regularity as φ at the boundary; that is, for any x ∈ Ω
and y ∈ ∂Ω ,∣∣u(x)− u(y)∣∣H |x − y|β,
where H is a positive constant depending on α, β , Ω and the boundedness of the
coefficients of L. It follows that, if λ < β , the Hölder ratio w of u is continuous
in Ω . On the other hand, we note that, if λ= β , w may be discontinuous at x =
y ∈ ∂Ω .
Definition 4.2. We call pseudo-Hölder ratio of u in Ω with exponent λ the func-
tion
qy(x)= qyλ (x)=
w(x,y)
w˜(x, y)
= u(x)− φ(y)
vy(x)
. (4.3)
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By Theorem 4.1, there exist positive C and K such that, in Ω ,
Cqy(x)w(x,y)Kqy(x).
In ∂Ω \ {y},
qy(x)=w(x,y)= φ(x)− φ(y)|x − y|λ
is the Hölder ratio of φ on the boundary.
Since w(x,y)= qy(x)w˜(x, y) and Λ(w)=Λ(w˜)= 0, it follows that
Lqy =
n∑
i,j=1
aij (x)
∂2qy
∂xi∂xj
+ 2
n∑
j=1
{
n∑
i=1
aij (x)
(
λ
xi − yi
|x − y|2 +
∂iw˜
w˜
)}
∂qy
∂xj
= 0.
That is, qy solves an elliptic equation without zero order term in Ω and so it does
not have maxima or minima in Ω . Moreover:
Theorem 4.3. The pseudo-Hölder ratio qy satisfies the maximum principle, that
is,
sup
Ω
qy = sup
∂Ω
qy, infΩ
qy = inf
∂Ω
qy,
and for every Ω0 ⊂⊂Ω ,
sup
Ω0
qy < sup
∂Ω
qy, infΩ0
qy > inf
∂Ω
qy.
Notice that Theorem 4.3 is obvious in case qy is continuous in Ω . However,
we will prove that it holds also in case qy(x) is discontinuous; this may happen
when λ= β .
Proof. It is not difficult to construct a solution q˜y to Lp = 0 in Ω such that:
(i) q˜y = qy in ∂Ω \ {y};
(ii) supΩ q˜y = sup∂Ω qy and infΩ q˜y = inf∂Ω qy .
We will show that q˜y = qy in Ω \ {y}. Let b = qy− q˜y . Then Lb= 0 in Ω and
b = 0 on ∂Ω \ {y}. Consider w = bvy : it can be easily proved that L(w) = 0 in
Ω ; moreover, w = 0 in ∂Ω—also in y since vy(y)= 0—and w is continuous in
Ω—also in y since b is bounded by Theorem 4.1. Then, by maximum principle,
w ≡ 0 in Ω and so b≡ 0 in Ω \ {y}. ✷
Now, it remains to prove Theorem 4.1. In the following, r = |x|, θ is the polar
angle arccos(xn/|x|) and Tψ is the closed circular cone of aperture ψ ∈ (0,π),
Tψ = {x: xn  |x| cosψ}.
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Moreover, we will use the maximizing and minimizing operators Mα and mα ,
introduced by Pucci in [11]:
Mα[u] = sup
L∈Lα
Lu, mα[u] = inf
L∈Lα
Lu.
We recall that Lα is the class of the elliptic operators of the form (1.1) with
ellipticity constant α ∈ (0,1] and such that the symmetric matrix (ai,j ) has its
eigenvalues in [α,1].
Remark 4.4. Let us recall that a solution to the minimizing equation mα[u] = 0
is at the same time a subsolution for any operator L ∈ Lα (i.e., Lu 0 ∀L ∈ Lα)
and also a solution for one particular L0 ∈Lα (i.e., there exists L0 ∈ Lα such that
L0u= 0).
We will prove the inequality on the left of (4.2). The inequality on the right is
proved in [10]. We need an auxiliary function to compare with vy . The fact that
makes possible the construction of such a function is the existence, in a cone of
suitable aperture, of a positive solution to the minimizing equation mα[u] = 0 of
the form rλg(θ).
For this purpose, we consider the problem

mα(r
λg(θ))= 0 on Rn \ {closed negative xn axis},
rλg(θ) ∈ C2 (i.e., g ∈ C2[0,π), g′(0)= 0),
g(0)= 1.
(4.4)
By the fact that mα[u] = −Mα[−u], it is equivalent to

Mα(r
λf (θ))= 0 on Rn \ {closed negative xn axis},
rλf (θ) ∈ C2 (i.e., f ∈C2[0,π), f ′(0)= 0),
f (0)=−1,
(4.5)
and the existence and uniqueness of the solution to this problem is proved in [6]
(see also [5]). For every α ∈ (0,1] and every 0 < λ< 1, let Gλ,α(θ) be the unique
solution to problem (4.4); let also Fλ,α(θ) be the solution to the same problem
for the maximizing equation Mα(rλf (θ))= 0 (that is, to problem (4.5) with the
condition f (0) = 1). In [6] (Lemma 2b) is proved the following fact: for any
λ > 0, if L(rλg(θ)) = 0 for some L ∈ Lα , then g(θ) lies above the function
Fλ,α(θ) so long as g remains positive. From this and Remark 4.4, we immediately
get the following lemma.
Lemma 4.5. The function Gλ,α(θ), so long as it remains positive, lies above the
function Fλ,α(θ).
Call ψ(λ,α) and φ(λ,α) the first zero in [0,π) of the functions Fλ,α and
Gλ,α , respectively, if this zero exists. If n  3, in [6] (Lemma 3) it is proved
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that ψ(λ,α) always exists; if n = 2, ψ(λ,α) might not exist, being sometimes
Fλ,α always positive in [0,π) (see [7], where the solutions to Mα(rλf (θ)) = 0
are explicitly determined for n = 2). In any case, if ψ(λ,α) exists, it has the
following properties: ψ(λ,α) is continuous with respect to α and λ > 0; it is
a strictly decreasing function of λ; ψ(λ,α) → π if λ→ 0 and ψ(1, α) ≡ π/2
(Lemmas 4–8 in [6]).
On the other hand, by Lemma 4.5 it follows that φ(λ,α)  ψ(λ,α); then, if
φ(λ,α) exists, it is greater than π/2 for any λ ∈ (0,1), so Gλ,α is strictly positive
in [0,π/2]. Actually, we can say something more:
Lemma 4.6. Fix λ ∈ (0,1) and α ∈ (0,1]. Then, there exists ; > 0 such that
Gλ,α(θ) is positive for all θ ∈ [0,π/2+ ;].
Let us go back to the set Ω . Without loss of generality, we can assume y =
0 ∈ ∂Ω and that the inner normal n0 coincides with the positive direction of the
xn axis.
Remark 4.7. For all positive ;, there exists ρ > 0 such that B(0, ρ) ∩Ω ⊂
Tπ/2+; .
Remark 4.8. Let ρ > 0 be fixed and let A = Ω \ B(0, ρ). Then, there exists a
constant c > 0 (we can also take c < 1) such that v0(x) c|x|λ for any x ∈ A.
Now we have all we need for the proof of Theorem 4.1.
Proof of Theorem 4.1. Fix α ∈ (0,1] and λ ∈ (0,1), and choose ; > 0 such
that Gλ,α is positive in [0,π/2+ ;]; then choose ρ > 0 such that B(0, ρ)∩Ω ⊂
Tπ/2+; .
By Remark 4.8, v0(x)  crλ for some positive constant c, when x ∈
Ω \B(0, ρ) and, in particular, when x ∈ ∂B(0, ρ) ∩Ω .
Let us consider the function Kv0 − cw, with K = max[0,π/2+;]Gλ,α and w =
rλGλ,α . Put also k = min[0,π/2+;]Gλ,α . In ∂Ω ∩ B(0, ρ) we have Kv0 − cw 
Krλ(1 − c) 0, in ∂B(0, ρ) ∩Ω we have Kv0 − cw Kcρλ −Kcρλ = 0, and
in B(0, ρ) ∩Ω we have L(Kv0 − cw)=−cLw 0 (see Remark 4.4).
Therefore, by maximum principle, Kv0 − cw  0 in B(0, ρ)∩Ω ; that is,
v0(x) c
K
w  c
K
krλ in B(0, ρ) ∩Ω.
Finally, since k/K < 1, we get v0(x) C1rλ with C1 = ck/K , for any x ∈ Ω .
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