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Introduction
Soit p > 3 un nombre premier. Les classes d'isomorphisme de courbes ellip-
tiques supersingulières en caractéristique p sont en nombre ﬁni g + 1 où
g =

(p− 13)/12 si p ≡ 1 mod 12
(p− 5)/12 si p ≡ 5 mod 12
(p− 7)/12 si p ≡ 7 mod 12
(p+ 1)/12 si p ≡ 11 mod 12.
Notons S = {x0, . . . , xg} l'ensemble de ces classes. On appelle module supersin-
gulier le Z-module libre P = Z[S]. On note P0 le sous-Z-module de P formé
des éléments de degré nul.
Le module supersingulier est muni a priori de deux structures algébriques :
1. un accouplement non dégénéré 〈 , 〉 : P × P −→ Z déﬁni par
〈xi, xj〉 =
{
wi si xi = xj
0 sinon
où, pour i ∈ {0, . . . , g}, on note wi la moitié de l'ordre du groupe des
automorphismes d'une courbe elliptique Ei dans la classe xi ;
2. une suite d'opérateurs (Tm)m≥1 déﬁnis sur une classe xi = [Ei] par
Tm[Ei] =
∑
C
[Ei/C] (m ≥ 1),
où C parcourt l'ensemble des sous-schémas en groupes d'ordre m de Ei.
Les opérateurs Tm, m ≥ 1, ainsi déﬁnis, dits opérateurs de Hecke, sont autoad-
joints pour l'accouplement 〈 , 〉. Ces opérateurs engendrent un anneau commu-
tatif T˜, appelé algèbre de Hecke, qui laisse stable P0. On note T le quotient de
T˜ qui agit ﬁdèlement sur P0.
On ﬁxe, pour la suite de cette introduction, une clôture algébrique Q¯ de Q et
une clôture algébrique F¯p de Fp.
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Aspect géométrique
L'ensemble S est muni d'une structure de schéma sur Fp.
Soient X0(p) = X0(p)Q la courbe modulaire sur Q classiﬁant grossièrement
les courbes elliptiques généralisées munies d'un groupe cyclique d'ordre p et
J0(p) = J0(p)Q sa jacobienne. On note X0(p)Z la normalisation de P1Z dans
X0(p) via le morphisme X0(p) −→ X0(1) ∼= P1Z et J0(p)Z le modèle de Néron de
J0(p) sur Z.
La ﬁbre X0(p)Fp de X0(p)Z en p est constituée de deux copies de P1Fp qui sont
échangées par l'opérateur d'Atkin-Lehner w et se coupent transversalement.
Les points doubles de X0(p)Fp sont en correspondance bijective avec les classes
x0, . . . , xg, et g n'est autre que le genre de X0(p).
Notons J0(p)0Fp la composante neutre de la ﬁbre en p de J0(p)Z. La variété
abélienne J0(p) est à réduction torique, autrement dit J0(p)0Fp est un tore. Le
groupe des caractères F¯p-rationnels du tore J0(p)0Fp est isomorphe à P0 (voir
[41] ou le paragraphe 1.2.3).
POINTS SUPERSINGULIERS
Pour tout entier m ≥ 1, le schéma X0(p)Z est doté de la correspondance
de Hecke Tm dont la restriction au lieu supersingulier S de X0(p)Fp coïncide
avec l'opérateur Tm. La correspondance Tm déﬁnit, par fonctorialité de Picard,
un endomorphisme de J0(p). L'application qui associe cet endomorphisme à
l'opérateur de Hecke Tm détermine un endomorphisme d'anneaux injectif T ↪→
EndQJ0(p). Pour t ∈ T, on note encore t l'endomorphisme de J0(p) déﬁni par
t, ainsi que l'endomorphisme de J0(p)Z obtenu par propriété des modèles de
Néron.
Pour d > 0 un entier, on désigne par X0(p)(d)Z la puissance symétrique d-
ième de X0(p)Z. Soient pid : X0(p)dZ −→ X0(p)(d)Z le morphisme canonique, et
P = pid(P1, . . . , Pd) un point F¯p-rationnel du lieu lisse de X0(p)(d)Fp . On considèrele morphisme
φ
(d)
P : X0(p)
(d)
F¯p,lisse −→ J0(p)F¯p
pid(Q1, . . . , Qd) 7−→ [(Q1) + · · ·+ (Qd)− (P1)− · · · − (Pd)].
Pour t ∈ T, notons tφ(d)P le morphisme composé de φ(d)P avec l'endomorphisme
de J0(p)Fp déﬁni par t.
Nous nous proposons d'étudier la géométrie de tφ(d)P . Les travaux de Mazur et
Kamienny ont mis en évidence l'importance de la notion d'immersion formelle
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dans l'étude des points globaux des courbes modulaires. Mazur [21] et Kamienny
[13] ont travaillé en la pointe ∞ en toute caractéristique. Nous donnons au
chapitre 1 de cette thèse un critère d'immersion formelle pour tφ(d)P en tout
point de X0(p)Fp en terme d'éléments de P0. Ce critère généralise le critère
de Merel pour le cas d = 1 (voir [25] proposition 4). Dans le cadre de cette
introduction, au théorème 0.1 ci-dessous, nous énonçons ce critère pour d = 2.
L'énoncé analogue pour d > 2, nécessitant plus de notations, se trouve dans le
paragraphe 1.3.
Considérons un point F¯p-rationnel P = (y1, y2) de X0(p)(2)Fp tel que ni y1 ni y2
ne soit un point double de X0(p)Fp . Dans ce cas, le point P est dans la partie
lisse de X0(p)(2)Fp . Les pointes 0 et ∞ de X0(p) s'étendent en deux sections de
X0(p)Z notées respectivement 0Z et ∞Z. Les sections de X0(p)Fp obtenues par
spécialisation de 0Z et ∞Z seront notées 0Fp et ∞Fp . Chaque composante de
X0(p)Fp ne contient qu'une seule des deux pointes 0Fp et∞Fp . On note Γ0 (resp.
Γ∞) la composante irréductible de X0(p)Fp contenant la pointe 0Fp (resp.∞Fp).
Notons ji = j(xi) pour i ∈ {0, . . . , g}. Pour k = 1, 2, posons
Jk =
{
j(yk) si yk ∈ Γ∞
j(w(yk)) si yk ∈ Γ0.
Soit δ =∑gi=0 λixi dans P0. Au couple (P, δ), on associe le vecteur VP (δ) de F¯2p
déﬁni par
VP (δ) =

(∑g
i=0 λi ji ,
∑g
i=0 λi j
2
i
) si P = (∞Fp)(2) ou P = (0Fp)(2),(∑g
i=0 λi ji ,
∑g
i=0
λi
J1 − ji
)
si J2 =∞, et J1 6=∞,(∑g
i=0
λi
J1 − ji ,
g∑
i=0
λi
(J1 − ji)2
)
si J1 = J2 6=∞,(∑g
i=0
λi
J1 − ji ,
g∑
i=0
λi
J2 − ji
)
sinon.
Théorème 0.1
S'il existe deux éléments δ et γ de tP0 tels que VP (δ) et VP (γ) sont linéairement
indépendants dans F¯2p, alors tφ(2)P est une immersion formelle en P.
On donne également des variantes de ce théorème dans le paragraphe 1.4.
Le théorème 0.1 et ses variantes se prêtent à des tests numériques et trouvent
dans le chapitre 2 une application à l'étude du corps engendré par les points de
p-division des courbes elliptiques.
Comparaison avec d'autres modules de Hecke
Soit H = H1(X,Z) le premier groupe d'homologie singulière absolue de la
surface de Riemann X = X0(p)(C). Les correspondances de Hecke fournissent,
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par transport de structure, des endomorphismes de H. Cela déﬁnit une action
de T sur H. La conjugaison complexe sur X0(p) détermine une involution c sur
H qui commute avec l'action de T. On note H+ (resp. H−) la partie invariante
(resp. anti-invariante) de H sous l'action de c. Le produit d'intersection sur H
fournit un accouplement bilinéaire
• : H+ ×H− −→ Z.
Cet accouplement est parfait après extension des scalaires à Z[12] . Les opéra-
teurs de Hecke sont autoadjoints pour •.
Pour tout Z-moduleM , notonsMQ =M⊗Q. Les TQ-modules P0Q, H+Q , et H−Q
sont libres de rang 1. La théorie des symboles modulaires donne une description
par générateurs et relations deH+Q etH−Q (voir [19]). En dépit de ces descriptions
explicites, à notre connaissance, aucun isomorphisme général n'a pu être exhibé
entre P0Q d'une part, et H+Q ou H−Q d'autre part. Notons Pˇ0 = Hom(P0,Z).
L'algèbre T agit par dualité sur Pˇ0. Nous allons donner une relation explicite
entre P0 ⊗T Pˇ0 et H+ ⊗T H−.
L'accouplement 〈 , 〉 restreint à P0 × P0 déﬁnit un homomorphisme injectif
de T-modules de P0 dans Pˇ0. L'accouplement canonique
P0 × Pˇ0 −→ Z
étend donc l'accouplement 〈 , 〉 et sera encore noté 〈 , 〉. Soient
θ0 : P0 ⊗T Pˇ0 −→ Hom(T,Z) et ψ : H+ ⊗T H− −→ Hom(T,Z)
les morphismes de T-modules qui se déduisent des accouplements bilinéaires.
Pour M et N deux Z-modules et f : M −→ N un homomorphisme de Z-
modules, notons M[12] = M ⊗ Z[12] , et f[12] = f ⊗ 1 : M[12] −→ N[12] le
morphisme obtenu par extension des scalaires à Z[12] .
Il résulte des travaux de Mazur [20] et d'Emerton [8] que l'on a un isomor-
phisme de T[12]-modules :
Φ = ψ
[
1
2
]−1 ◦ θ0[12] : P0[12]⊗Th12i Pˇ0[12] −→ H+[12]⊗Th12i H−[12] .
Ce fait est démontré au paragraphe 4.4.2.
On déﬁnit l'élément d'Eisenstein aE de PQ par
aE =
g∑
i=0
xi
wi
.
Dans le but de décrire l'isomorphisme ΦQ déduit de Φ par Q-linéarité, nous
déterminons l'image par ΦQ de l'élément ∆¯02 déﬁni par :
∆¯02 =
g∑
i=0
1
wi
(xi ⊗TQ xi)−
12
p− 1aE ⊗TQ aE .
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La formule de masse d'Eichler montre que ∆¯02 est un élément de P0Q ⊗TQ P0Q.
Posons Hptes = H1(X, ptes;Z) où ptes est l'ensemble des pointes de X0(p).
Notons H le demi-plan de Poincaré. La surface de Riemann X s'identiﬁe à
Γ0(p)\(H ∪ P1(Q)). Pour u, v dans P1(Q) notons {u, v} la classe d'homologie
dans Hptes de l'image dans X d'une géodésique de H d'origine u et d'extrémité
v. Pour g ∈ SL2(Z) le symbole modulaire {g0, g∞} ne dépend que de la classe
de g modulo Γ0(p) (voir [19]). On note ξ0(g) cet élément de Hptes.
Notons
τ =
(
0 −1
1 1
) ∈ SL2(Z).
L'élément
1
6
∑
g∈Γ0(p)\SL2(Z)
(ξ0(gτ)⊗TQ ξ0(g)− ξ0(g)⊗TQ ξ0(gτ))
est un élément de HQ⊗TQHQ. Notons Λ¯02 son image par le morphisme canonique
1
4
(1 + c)⊗TQ (1− c) : HQ ⊗TQ HQ −→ H+Q ⊗TQ H−Q .
Théorème 0.2
1. L'élément ∆¯02 engendre le TQ-module libre P0Q ⊗TQ P0Q ;
2. l'élément Λ¯02 engendre le TQ-module libre H+Q ⊗TQ H−Q ;
3. on a ΦQ(∆¯02) = Λ¯02.
Lien avec les fonctions L
Soit Ie l'idéal de T annulateur de l'élément d'enroulement e ∈ H+Q déﬁni par
Mazur (voir [20] p. 136 ou le paragraphe 5.2 ci-dessous). L'ensemble des éléments
de H+Q annulés par Ie est H+Q [Ie] = TQ e.
Rappelons que l'algèbre T agit sur l'ensemble des formes modulaires parabo-
liques de poids 2 pour Γ0(p).On appelle forme primitive toute forme parabolique
propre pour les opérateurs de Hecke et normalisée. L'idéal Ie est l'annulateur
des formes primitives f pour lesquelles L(f, 1) 6= 0. D'après le théorème de
Kolyvagin-Logachev, cela implique que le quotient d'enroulement, i.e. la variété
abélienne quotient
Je = J0(p)/IeJ0(p),
n'a qu'un nombre ﬁni de points rationnels. La conjecture de Birch et Swinnerton-
Dyer suggère que le quotient d'enroulement est maximal pour cette propriété
de ﬁnitude.
On note P0Q[Ie] l'ensemble des éléments de P0Q annulés par Ie. Nous ne connais-
sons actuellement pas de générateur de ce TQ-module analogue à l'élément d'en-
roulement pour H+Q [Ie]. Cependant, nous allons voir comment les formules de
Gross-Zhang et Gross-Kudla mettent en évidence certains éléments de P0Q[Ie].
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Formule de Gross-Zhang
Rappelons l'interprétation algébrique des éléments de S. Soit {E0, . . . , Eg} un
système de représentants de S. La courbe elliptique E0 étant supersingulière en
caractéristique p, l'anneauR0 de ses endomorphismes est un ordre de l'algèbre de
quaternions B = R0⊗Q ramiﬁée en p et l'inﬁni. L'ensemble des classes d'idéaux
à gauche de R0 est un ensemble ﬁni de cardinal g, indépendant de l'ordre R0
et en correspondance bijective avec S. Soit i ∈ {0, . . . , g}. Tout représentant
de la classe d'idéaux à gauche de R0 correspondant à Ei a pour ordre à droite
l'anneau d'endomorphismes Ri de Ei. On a wi = |R∗i /〈±1〉|.
Fixons −D < 0 un discriminant quadratique imaginaire premier à p. Notons
O−D l'ordre de discriminant −D, h(−D) son nombre de classes, u(−D) l'ordre
de O∗−D/〈±1〉, et hi(−D) le nombre de plongements optimaux de O−D dans
Ri, modulo conjugaison par R∗i . On a u(−4) = 2, u(−3) = 3 et u(−D) = 1 si
D 6= 3, 4.
Le D-ième élément de Gross est l'élément
γD =
1
2u(−D)
g∑
i=0
hi(−D) xi ∈ PQ.
Les opérateurs de Hecke étant autoadjoints pour l'accouplement 〈 , 〉, ils sont
simultanément diagonalisables sur PQ¯ = P ⊗ Q¯. Soit f une forme primitive de
poids 2 pour Γ0(p). On note PfQ¯ la composante f -isotypique de PQ¯ et xf le
projeté d'un élément x de PQ¯ sur PfQ¯. Soit pi0 la surjection de PQ¯ sur P0Q¯ déﬁnie
par pi0(x) = x− 12p−1 deg(x) aE .
Notons εD le caractère non trivial de Gal(Q(
√−D)/Q), et f ⊗ εD la forme
primitive de niveau pD2 tordue de f par εD. La formule suivante est due à Gross
[10] lorsque D est premier et à Zhang [50] dans le cas général.
Théorème 0.3 (Formule de Gross-Zhang)
On a
L(f, 1)L(f ⊗ εD, 1) = (f, f)√
D
〈γfD, γfD〉.
Posons γ0D = pi0(γD) ∈ P0Q et considérons la forme modulaire parabolique de
poids 2 pour Γ0(p)
gD = θ0Q(γ
0
D ⊗Q γ0D) ∈M0Q.
La forme parabolique gD admet pour développement de Fourier à l'inﬁni∑
m≥1
〈γ0D, Tmγ0D〉qm.
Soit
eD =
∑
b mod D
εD(b)
{
− b
D
,∞
}
∈ HptesQ .
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L'élément eD est un élément de H−Q . C'est l'élément d'enroulement tordu par
εD.
Comme corollaire de la formule de Gross-Zhang, on montre dans le chapitre
5 le théorème suivant.
Théorème 0.4
L'image de γ0D ⊗TQ γ0D par l'isomorphisme
ΦQ : P0Q ⊗TQ P0Q ∼−→ H+Q ⊗TQ H−Q
est donnée par :
ΦQ(γ0D ⊗TQ γ0D) = e⊗TQ eD.
En d'autres termes, on a l'égalité
gD =
∑
m≥1
〈γ0D, Tmγ0D〉 qm =
∑
m≥1
e • TmeD qm.
La formule de Gross-Zhang entraîne que γ0D est un élément de P0Q[Ie]. Notons
A l'ensemble des discriminants quadratiques imaginaires premiers à p. Soit G
le Q-espace vectoriel engendré par {γ0D,−D ∈ A}. A l'aide d'un théorème de
non-annulation de Waldspurger, Parent a montré que G = P0Q[Ie] (voir [37]).
Soit X ′D l'ensemble des matrices M = ( u vw t ) à coeﬃcients entiers, de détermi-
nant D, et telles que u > v ≥ 0, 0 ≤ w < t, et (w, t) = 1. Pour M ∈ X ′D, on
note bM l'entier modulo D solution du système
(SD)
 bM ≡
u
(w,D)
(
w
(w,D)
)−1
(mod D(w,D))
bM ≡ v(t,D)
(
t
(t,D)
)−1
(mod D(t,D)).
Pour u, v deux entiers premiers entre eux, v > 0, la somme de Dedekind S(u, v)
est déﬁnie par
S(u, v) =
v−1∑
h=0
B¯1
(
h
v
)
B¯1
(
uh
v
)
où B¯1 est la fonction périodique de période 1 déﬁnie par B¯1(x) = x − 12 si
x ∈]0, 1[ et B¯1(0) = 0
En calculant le premier coeﬃcient de la forme parabolique gD, on montre
dans le paragraphe 5.3 la formule suivante :
Théorème 0.5
On a
g∑
i=0
hi(−D)2wi = 4u(−D)2
p−1∑
k=1
∑
M=( u vw t )∈X ′D
w≡tk mod p
εD(bM )
(
k∗ − k
p
− 12S(k, p)
p− 1
)
+
48
p− 1h(−D)
2,
où, pour k ∈ {1, . . . , p− 1}, k∗ désigne l'unique entier de {1, . . . , p− 1} tel que
kk∗ ≡ −1 (mod p).
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Eléments de P0[Ie] issus de la formule de Gross-Kudla
Soient f, g et h trois formes primitives. Considérons la fonction L(f⊗g⊗h, s)
déﬁnie suivant le procédé de Serre (voir [11] ou le paragraphe 6.2). Cette fonction
admet un prolongement analytique à C et satisfait une équation fonctionnelle
symétrique en s = 2. Dans les cas non triviaux, c'est-à-dire lorsque le signe de
l'équation fonctionnelle est négatif, Gross et Kudla [11] donnent une formule
pour la valeur en 2 de la fonction L(f ⊗ g ⊗ h, s). L'élément
∆3 =
g∑
i=0
1
wi
x⊗3i ∈ P⊗3Q
y joue un rôle central.
Notons seT : PQ⊗QPQ  PQ⊗eTQ PQ la surjection canonique. On déduit de la
formule de Gross-Kudla que l'élément ∆¯03 = (pi0⊗seT)(∆3) de P0Q⊗Q(PQ⊗eTQPQ)
est en fait dans P0Q[Ie]⊗Q (P0Q ⊗TQ P0Q).
Pour m ≥ 1, posons
ym =
g∑
i=0
〈Tmxi, xi
wi
〉 xi ∈ P et y0m = pi0(ym) ∈ P0Q.
Observons que 〈Tmxi, xiwi 〉 est le nombre dem-isogénies de Ei dans Ei à automor-phisme près. L'élément ym énumère donc les boucles du graphe des m-isogénies
étudié par Mestre et Oesterlé [28].
Théorème 0.6
1. Pour tout m ≥ 1, y0m ∈ P0Q[Ie].
2. On a
ym = ²(m) aE +
∑
(s,d)∈Z2
4m−s2=dr2>0
γd
où
²(m) =
{
1 si m est un carré
0 sinon.
Remarque 0.1 L'assertion 1. peut se déduire de la formule de Gross-Kudla
ou de la combinaison de la formule de Gross-Zhang et de l'assertion 2. La dé-
monstration de l'assertion 2. s'inspire du calcul classique qui permet d'établir
la formule des traces d'Eichler [7], [10].
On ne sait pas actuellement si {y0m ; m ≥ 1} engendre P0Q[Ie] comme Q-espace
vectoriel ou même comme TQ-module. On a toutefois la
Proposition 0.7
Le Q-espace vectoriel engendré par (y0m)m≥1 est égal au Q-espace vectoriel en-
gendré par (y0m)1≤m≤g+1.
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Notons Y le TQ-module engendré par (y0m)m≥1.
Proposition 0.8
Les conditions suivantes sont équivalentes :
i) les TQ-modules Y et P0Q[Ie] sont égaux,
ii) pour toute forme primitive f de poids 2 pour Γ0(p) telle que L(f, 1) 6= 0,
il existe une forme primitive h de poids 2 pour Γ0(p) telle que
L(f ⊗ h⊗ h, 2) 6= 0.
Les conditions de la proposition 0.8 entraînent une version précise d'un théo-
rème de non-annulation :
Corollaire 0.9
Si Y = P0Q[Ie] et si f est une forme modulaire primitive de poids 2 pour Γ0(p)
telle que L(f, 1) 6= 0, alors il existe d ≤ 4g + 4 tel que L(f ⊗ εd, 1) 6= 0.
Corps engendré par les points de p-division des courbes
elliptiques
La motivation initiale de ma thèse est l'étude du problème suivant.
Soient d et n des entiers strictement positifs. Soit E une courbe elliptique
sur un corps de nombres. Les propriétés des accouplements de Weil montrent
que le corps de déﬁnition dans Q¯ des points de n-torsion de E contient le corps
Q(µn) engendré par les racines n-ièmes de l'unité dans Q¯. Soit S(d) l'ensemble
des nombres premiers p pour lesquels il existe une extension L de degré d de
Q(µp) et une courbe elliptique E déﬁnie sur L dont les points de p-torsion sont
L-rationnels. Il est connu que l'ensemble S(1) contient les nombres 2, 3, 5 et
Halberstadt a prouvé que 7 n'est pas dans S(1). Merel et Stein [25, 26] ont
montré qu'aucun nombre premier p compris entre 8 et 1000 et distinct de 13
n'appartient à S(1). Leur méthode s'appuie sur l'analogue du théorème 0.1 pour
d = 1, et un théorème de Kato [14] en direction de la conjecture de Birch et
Swinnerton-Dyer.
Le cas p = 13 se traite sans l'usage de P. À l'aide de calculs explicites sur les
symboles modulaires et du théorème de Kato (loc. cit.), nous montrons dans le
chapitre 3 le
Théorème 0.10
Aucune courbe elliptique sur un corps de nombres n'a tous ses points Q¯-rationnels
d'ordre 13 déﬁnis sur Q(µ13) (autrement dit 13 6∈ S(1)).
Nous donnons dans le chapitre 2 des résultats partiels sur S(2) utilisant une
variante du théorème 0.1 et le théorème de Kato (loc. cit.).
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Propriétés galoisiennes des courbes elliptiques
Soit E une courbe elliptique sans multiplication complexe déﬁnie sur Q. Soit
ρp(E) : Gal(Q¯/Q) −→ Aut(E[p]) ∼= GL2(Fp)
la représentation induite par l'action de Gal(Q¯/Q) sur E. Serre [45] a prouvé que
ρp(E) est surjective pour tout nombre premier p plus grand qu'une constante
dépendant de E. Il demande, notamment dans [45] ou [46] p. 288, si on peut
choisir cette constante indépendamment de E. Ce problème revient essentielle-
ment à déterminer si l'image de ρp(E) est contenue dans l'un des sous-groupes
de Aut(E[p]) ∼= GL2(Fp) suivants :
 un sous-groupe de Borel ; (B)
 le normalisateur d'un sous-groupe de Cartan déployé ; (CD)
 le normalisateur d'un sous-groupe de Cartan non déployé. (CND)
Mazur a montré que la situation (B) ne se produit pas pour p > 37. Le cas
(CND) est mal connu. Nous nous intéressons au cas (CD).
Nous faisons appel au résultat suivant de Parent [37] qui s'inspire d'une mé-
thode de Momose [31, 32, 33].
Pour j ∈ P1(F¯p)− j(S), considérons l'application
ιj : P −→ F¯p∑g
i=0 λixi 7−→
∑g
i=0
λi
j−ji .
Si, pour tout j ∈ P1(Fp) − j(S), il existe x ∈ P0[Ie] tel que ιj(x) 6= 0 alors le
cas (CD) n'intervient pas.
En appliquant le critère précédent à des combinaisons linéaires bien choisies
des éléments γ0D ∈ P0Q[Ie], Parent [37] détermine un ensemble de nombres pre-
miers A de densité analytique 7/29 pour lequel on a le
Théorème 0.11 (Parent)
Si p ≥ 11, p 6= 13 et p 6∈ A, alors le cas (CD) n'intervient pas.
Comme alternative aux éléments γD, nous proposons de considérer les élé-
ments
yk,m = Tr(Tm)yk − Tr(Tk)ym ∈ P0Q[Ie],
pour m > 0 et k > 0 deux entiers.
Soit C l'ensemble des nombres premiers p qui sont simultanément un carré
modulo 3, 4, 7 et tels que l'une des conditions suivantes est vériﬁée :
1. p carré modulo 11, 19, 23, 43, 67, 163, non carré modulo 8 ;
2. p carré modulo 8, 11, 19, et modulo au moins deux des nombres premiers
43, 67, 163, et vériﬁant l'une des conditions suivantes
(a) p carré modulo 5 ;
(b) p non carré modulo 5 et 23 ;
(c) p non carré modulo 5 et carré modulo 23, 59, 71 ;
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(d) p non carré modulo 5, 59, 71 et carré modulo 23 ;
3. p carré modulo 5, 8, 11, 43, 67, 163, non carré modulo 19 et l'une des condi-
tions suivantes est vériﬁée :
(a) p carré modulo 23 ;
(b) p non carré modulo 23 et ( p31) ( p36319) (pl ) = 1 où l = 45321935159;
4. p carré modulo 5, 8, 19, 43, 67, 163, non carré modulo 11 et p carré modulo
au moins un des nombres : 23, 797.
L'ensemble C est de densité 5/29.
Des calculs sur les fractions ιj(yk,m) pour (k,m) ∈ {2, 3, 5, 6, 7} eﬀectués
suivant la méthode du graphe de Mestre et Oesterlé [28], combinés aux résultats
de Parent, montrent le théorème suivant.
Théorème 0.12
Si p > 19, p 6∈ C, le cas (CD) n'intervient pas.

Chapitre 1
Géométrie en caractéristique p
Notations.  Soient d > 0 un entier et p > 2 un nombre premier.
On note X0(p) = X0(p)Q la courbe modulaire sur Q classiﬁant grossièrement
les courbes elliptiques généralisées munies d'un sous-groupe cyclique d'ordre p
et Y0(p) = Y0(p)Q le complémentaire des deux pointes 0 et∞ de X0(p). On pose
J0(p) = J0(p)Q la jacobienne de X0(p). On note H le demi-plan de Poincaré,
Y = Y0(p)(C) = Γ0(p)\H et X = X0(p)(C) = Γ0(p)\
(
H ∪ P1(Q)) les surfaces
de Riemann associées, et J = J0(p)(C) la jacobienne de X.
Soit X0(p)Z la normalisation de P1Z dans X0(p) via la composée du revêtement
canonique X0(p) −→ X0(1) et de l'isomorphisme j : X0(1) ∼= P1Q. Le schéma
X0(p)Z est projectif sur Z. On noteX0(p)Z,lisse le lieu lisse deX0(p)Z. Les pointes
0 et ∞ de X0(p) s'étendent en deux sections de X0(p)Z,lisse sur Spec Z que l'on
note 0Z et ∞Z respectivement.
Soient O un anneau de Dedekind et K son corps des fractions. Pour A une
variété abélienne sur K, on note AO son modèle de Néron sur O. On pose
X0(p)O = X0(p)Z ×Z O. Pour un schéma X sur O, on notera XK la ﬁbre
générique de X et Xkp sa ﬁbre spéciale en un idéal premier p de O.
On note X0(p)(d)Z le schéma quotient de X0(p)dZ par l'action du groupe sy-
métrique Sd, et pid : X0(p)dZ −→ X0(p)(d)Z le morphisme canonique (voir par
exemple [29]). On a
pid(X0(p)Z,lisse)d ⊂ X0(p)(d)Z,lisse.
Soit P = pid(P1, . . . , Pd) un point F¯p-rationnel du lieu lisse X0(p)(d)Fp,lisse de
X0(p)
(d)
Fp . On considère le morphisme
φ
(d)
P : X0(p)
(d)
F¯p,lisse −→ J0(p)F¯p
pid(Q1, . . . , Qd) 7→ [(Q1) + · · ·+ (Qd)− (P1)− · · · − (Pd)].
Dans ce chapitre, nous nous proposons d'étudier la géométrie de φ(d)P .
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1.1 Rappels, déﬁnitions, et notations préliminaires
1.1.1 Immersions formelles
Soient X et Y deux schémas n÷thériens. Soit f : X −→ Y un morphisme de
schémas, x un point de X et y = f(x). Notons OX,x (resp. OY,y) l'anneau local
de X en x (resp. de Y en y) et ÔX,x (resp. ÔY,y) son complété.
Définition 1.1 (immersion formelle)
On dit que f est une immersion formelle en x si le morphisme d'anneaux f̂x :
ÔY,y −→ ÔX,x qui se déduit de f sur les complétés des anneaux locaux est
surjectif.
Remarque 1.1 Notons f ] : OY −→ f∗OX le morphisme de faisceaux sous-
jacent à f et f ]x : OY,y −→ OX,x le morphisme qui s'en déduit sur les anneaux
locaux. Le morphisme d'anneaux f̂x est surjectif si et seulement si les deux
conditions suivantes sont satisfaites :
1. le morphisme f ]x induit un isomorphisme sur les corps résiduels ;
2. l'application f∗ déduite de f par passage aux espaces cotangents est sur-
jective.
La déﬁnition 1.1 est motivée par la
Proposition 1.2
Soit f : X −→ Y un morphisme de schémas n÷thériens, X séparé de type
ﬁni, et soit x ∈ X tel que f soit une immersion formelle en x. Si T est un
schéma intègre n÷thérien, t ∈ T et g1, g2 deux morphismes de T dans X tels
que g1(t) = g2(t) = x et f ◦ g1 = f ◦ g2, alors g1 = g2.
Démonstration.  Rappelons et détaillons ici la démonstration donnée par
Oesterlé dans [34]. Comme ĝ1t ◦ f̂x = ĝ2t ◦ f̂x et f̂x surjectif, on a ĝ1t =
ĝ2t : ÔX,x −→ ÔT,t. Les schémas X et T étant n÷thériens, les anneaux lo-
caux OX,x, OT,t s'identiﬁent à des sous-anneaux de leur complété respectif
ÔX,x, ÔT,t. Par conséquent, on a g]1,t = g]2,t. Le schéma X étant de type ﬁni,
[12] 6.5.1 montre que g1 coïncide avec g2 dans un voisinage ouvert de t donc au
point générique de T . De plus X est séparé et T intègre, donc la proposition
[12] 5.4.7 permet de conclure. 
1.1.2 Algèbre de Hecke
On note T le sous-anneau de EndQ(J0(p)) engendré par les endomorphismes
Tn, n ≥ 1, déduits des correspondances de Hecke sur X0(p) par passage à la
jacobienne. 1 L'algèbre de Hecke T agit sur le C-espace vectorielM0C = S2(Γ0(p))
des formes modulaires paraboliques de poids 2 via l'isomorphisme C-linéaire
1D'après un théorème de Ribet (voir [43] corollaire 3.3), on a en fait T = End(J) ; on ne
se servira pas de ce fait ici.
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M0C ∼−→ H0(X,Ω1X) qui à une forme modulaire parabolique f associe la forme
diﬀérentielle holomorphe ωf sur X déduite de la forme diﬀérentielle
2ipif(z)dz = f
dq
q
sur le demi-plan de Poincaré H.
Par propriété des modèles de Néron, tout élément t de T s'étend en un en-
domorphisme de J0(p)Z sur Z encore noté t et on note également T l'image de
l'algèbre T dans End(J0(p)Z).
La correspondance d'Atkin-Lehner sur X0(p), déduite de l'involution z 7→
−1/pz sur H ∪ P1(Q), s'étend en une involution w sur X0(p)Z qui échange les
deux pointes , et induit sur J0(p)Z une involution qui coïncide2 avec −Tp.
1.2 Fibres en p (rappels)
1.2.1 Fibre en p de X0(p)Z
Soit S un schéma de caractéristique p et E une courbe elliptique généralisée
sur S. Notons F : E −→ E(p) le morphisme de Frobenius et V : E(p) −→ E
le morphisme de Verschiebung. Aﬁn de simpliﬁer les notations notons encore
w = wFp . Considérons les morphismes de schémas α1 et α2 de X0(1)Fp vers
X0(p)Fp déﬁnis par
α1(E) = (E,KerF ) et α2(E) = wα1(E) = (E(p),KerV )
dans X0(p)Fp(S). Notons enﬁn c : (E,C) 7→ E le revêtement de X0(p)Z sur
X0(1)Z.
X0(1)Fp
id

α1
%%KK
KKK
KKK
KK
X0(1)Fp
id

wα1yysss
sss
sss
s
X0(p)Fp
c
yysss
sss
sss
s
cw
%%KK
KKK
KKK
KK
X0(1)Fp X0(1)Fp
On a cα1 = cwwα1 = idX0(1)Fp et les diagonales cwα1 sont égales à F .
Les morphismes α1 et α2 = wα1 sont des immersions fermées d'images les
deux composantes irréductibles de X0(p)Fp (voir [5] V 1.15 et V 1.16). Etant
échangées par w, chacune d'elles ne contient qu'une seule des deux pointes : on
note Γ0 = Im(α2) celle contenant la pointe 0Fp et Γ∞ = Im(α1) celle contenant
la pointe ∞Fp .
Soit jZ : X0(1)Z −→ P1Z l'isomorphisme prolongeant j. Le morphisme jFpc :
X0(p)Fp −→ P1Fp déﬁnit un isomorphisme de Γ∞ sur P1Fp , et donc jFpcw déﬁnit
un isomorphisme de Γ0 sur P1Fp .
2Un calcul élémentaire montre en eﬀet que, pour une forme parabolique f de poids 2 pour
Γ0(p), on a Tpwf = Tr f −f, où Tr f est la trace de f pour l'action de Γ0(p)\SL2(Z). Or Tr f
est une forme modulaire de poids 2 pour SL2(Z) donc est nulle.
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P1Fp X0(1)Fp
idX0(1)Fp

∼
jFpoo
α1
##G
GG
GG
GG
GG
X0(1)Fp
wα1
{{xx
xx
xx
xx
x
∼
jFp
//
idX0(1)Fp

P1Fp
Γ∞ oo
w //
c
{{ww
ww
ww
ww
w
Γ0
cw
##F
FF
FF
FF
FF
P1Fp X0(1)Fp∼
jFpoo X0(1)Fp
∼
jFp
// P1Fp .
Notons g le genre de X0(p). Les deux composantes irréductibles Γ0 et Γ∞
de X0(p)Fp se coupent transversalement en g + 1 points. L'ensemble des points
doubles de X0(p)Fp est en correspondance bijective avec l'ensemble ﬁni S des
classes d'isomorphisme des courbes elliptiques supersingulières en caractéris-
tique p. La ﬁbre de X0(p)Z en p est donc obtenue en recollant deux copies de
P1Fp en les points supersinguliers, un point supersingulier x d'une copie de P1Fp
étant identiﬁé à son image xp par w sur l'autre copie, car jFpc|Γ0 = jpFpcw.
On note {x0, . . . , xg} l'ensemble des points doubles de X0(p)Fp . On identiﬁe
dorénavant S à {x0, . . . , xg}. On pose Γ′0 = Γ0\S et Γ′∞ = Γ∞\S.
Dans toute la suite de cette thèse, aﬁn de simpliﬁer les notations, nous note-
rons
j = jFpc : X0(p)Fp −→ P1Fp et ji = j(xi) (i ∈ {0, . . . , g}).
Le lieu lisse X0(p)Z,lisse de X0(p)Z est obtenu en ôtant à X0(p)Z les sections
supersingulières dans la ﬁbre en p.
1.2.2 Fibre en p de X0(p)(d)Z
Pour a et b deux entiers, notons
Ca,b = Γ(a)∞ × Γ(b)0 . (1.1)
L'application (j(a), (jw)(b)) déﬁnit un isomorphisme
Ca,b
∼−→ (P1Fp)(a) × (P1Fp)(b).
La description de X0(p)Fp montre que la ﬁbre en p de X0(p)(d) est recouverte
par les d+1 composantes Ca,b où (a, b) parcourt l'ensemble des couples d'entiers
positifs de somme égale à d.
Par la suite on identiﬁera Γ(a)∞ (resp. Γ(b)0 ) avec l'ensemble des diviseurs eﬀectifs
de degré a sur Γ∞ (resp. de degré b sur Γ0). Un point
pid(∞Fp , . . . ,∞Fp︸ ︷︷ ︸
r0
, y1, . . . , y1︸ ︷︷ ︸
r1
, . . . , yl, . . . , yl︸ ︷︷ ︸
rl
, 0Fp , . . . , 0Fp︸ ︷︷ ︸
rl+1
) ∈ Ca,b,
où
a =
k∑
u=0
ru, b =
l+1∑
v=k+1
rv,
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et
yu ∈ Γ∞ (1 ≤ u ≤ k), yu ∈ Γ0 (k + 1 ≤ u ≤ l),
sera donc noté (
r0.∞Fp +
k∑
u=1
ru.yu,
l∑
v=k+1
rv.yv + rl+1.0Fp
)
.
Lorsque b (resp. a) est nul, on omet la deuxième coordonnée (resp. la première
coordonnée).
Définition 1.3
Un point
P =
(
r0.∞Fp +
k∑
u=1
ru.yu,
l∑
v=k+1
rv.yv + rl+1.0Fp
)
∈ Ca,b
est p-supersingulier s'il existe i ∈ {1, . . . , l} tel que yi est un point double de
X0(p)Fp . Dans le cas contraire, on dit que P est non p-supersingulier.
Soient a et b deux entiers positifs de somme égale à d. On note
C ′a,b = Γ
′
∞
(a) × Γ′0(b). (1.2)
Tout point de Ca,b non p-supersingulier est un point de C ′a,b. Comme
pid(X0(p)dZ,lisse) ⊂ X0(p)(d)Z,lisse,
les points non p-supersinguliers deX0(p)Fp sont dans l'ouvert de lissitéX0(p)(d)Fp,lisse
de X0(p)(d)Fp .
Exemple 1.1 Soient y1, y2 ∈ X0(p)Fp . Les diﬀérentes conﬁgurations possibles
pour un point de X0(p)(2)Fp sont :
(2.∞Fp) ∈ Γ(2)∞
(∞Fp + y1) ∈ Γ(2)∞
(2. y1) ∈ Γ(2)∞
(y1 + y2) ∈ Γ(2)∞
(y1, 0Fp) ∈ C1,1

w−→

(2. 0Fp) ∈ Γ(2)0
(y1 + 0Fp) ∈ Γ(2)0
(2. y1) ∈ Γ(2)0
(y1 + y2) ∈ Γ(2)0
(∞Fp , y1) ∈ C1,1
(∞Fp , 0Fp) ∈ C1,1, (y1, y2) ∈ C1,1.
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1.2.3 Fibre en p de J0(p)Z
Soit P = PicX0(p)Z/Z le schéma de Picard relatif à X0(p)Z sur Z. C'est le
schéma en groupes représentant le foncteur de Picard relatif à X0(p)Z. Sa for-
mation commute au passage aux ﬁbres (voir par exemple [41]). Soient P˜ le
noyau du morphisme degré total de P dans Z et P 0 la composante neutre de
P ×Fp = PicX0(p)Fp/Fp . Soit J0(p)0Fp la composante neutre du schéma en groupe
J0(p)Fp de type ﬁni sur Fp. Le morphisme naturel P˜ −→ J0(p)Z prolongeant
l'isomorphisme sur les ﬁbres génériques par propriété des modèles de Néron, in-
duit un isomorphisme entre P 0 et J0(p)0Fp (voir [41] théorème 2). La géométrie
de X0(p)Fp montre que J0(p) est une variété abélienne à réduction torique, en
d'autres termes la composante neutre J0(p)0Fp admet une structure de tore (loc.
cit.). Soit n le numérateur de (p− 1)/12. Le groupe des composantes de J0(p)Fp
est le groupe cyclique C0 d'ordre n engendré par la réduction modulo p de la
classe du diviseur (0)− (∞) (voir [20]). On a J0(p)Fp = J0(p)0Fp × C0.
La structure de T-module de J0(p)Z induit par spécialisation une action de T
sur J0(p)Fp qui laisse stable J0(p)0Fp . Nous noterons encore t l'endomorphisme
de J0(p)0Fp induit par t ∈ T.
Groupe des caractères de J0(p)0Fp
Considérons le Z-module libre de rang g + 1
P = Z[S] =
g⊕
i=0
Z xi (1.3)
appelé module supersingulier. On désigne par P0 le sous-groupe de P formé des
éléments de degré nul.
Le choix d'une composante de X0(p)Fp fournit un isomorphisme canonique
entre le groupe P0 et le groupe Ĵ0(p)0Fp des caractères du tore J0(p)0Fp (voir [41],
p. 14).
L'isomorphisme canonique
ψ : P0 ∼−→ Ĵ0(p)0Fp
obtenu en privilégiant la composante Γ0 est décrit de la manière suivante. Soit∑g
i=0 λixi ∈ P0. Soit F un faisceau inversible sur X0(p)Fp dont la classe [F ] est
dans Pic0X0(p)Z/Z × Fp = Pic0X0(p)Fp/Fp , c'est-à-dire tel que F|Γ0 et F|Γ∞ sont de
degré 0. Les deux composantes irréductibles Γ0 et Γ∞ étant de genre nul, F|Γ0
et F|Γ∞ sont trivialisables et on peut en choisir respectivement deux sections
s0 et s∞ partout non nulles. Le caractère χ = ψ(
∑g
i=0 λixi) est alors déﬁni par
χ([F ]) =
g∏
i=0
(
s0(α2(xi))
s∞(α1(xi))
)λi
. (1.4)
On note
ψ′ : P0 ∼−→ Ĵ0(p)0Fp
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l'isomorphisme canonique obtenu en privilégiant Γ∞. L'isomorphisme composé
P0 ψ
′
−→ Ĵ0(p)0Fp
ψ−1−−→ P0
est simplement le changement de signe (loc. cit.) : ∑gi=0 λixi 7→ −∑gi=0 λixi.
On choisit pour la suite de privilégier la composante Γ0. L'isomorphisme ψ est
compatible avec l'action de Gal(F¯p/Fp) sur P0 et Ĵ0(p)0Fp .
L'action de T sur J0(p)0Fp induit, via ψ, une action de T sur P0. Cette déﬁnition
de l'action de T sur P0 coïncide avec la déﬁnition élémentaire présentée dans
l'introduction et dans le paragraphe 4.3.2.
Espace cotangent à J0(p)F¯p
Puisque J0(p) est une variété abélienne à réduction torique, l'application
F¯p ⊗ Ĵ0(p)0Fp −→ Cot(J0(p)F¯p)
a⊗ χ 7−→ a dχχ
∣∣∣
0
est un isomorphisme de F¯p-espaces vectoriels. En composant avec ψ, on en déduit
un isomorphisme de F¯p-espaces vectoriels entre F¯p ⊗ P0 et Cot(J0(p)F¯p). Soit
t ∈ T. Par déﬁnition de l'action de T sur P0, le diagramme suivant commute
F¯p ⊗ P0 ∼ // Cot(J0(p)F¯p)
F¯p ⊗ P0 ∼ //
t
OO
Cot(J0(p)F¯p).
t∗
OO
(1.5)
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Remarquons tout d'abord que, pour tous points P etQ du lieu lisseX0(p)(d)Fp,lisse
de X0(p)(d)Fp , on a :
φ
(d)
P = τφ(d)Q (P )
◦ φ(d)Q ,
où τ
φ
(d)
Q (P )
est la translation par φ(d)Q (P ). Il suﬃt donc d'étudier la géométrie du
morphisme φ(d)P au point P lui-même.
Soit
P =
(
r0.∞Fp +
k∑
u=1
ru.yu,
l∑
v=k+1
rv.yv + rl+1.0Fp
)
un point non p-supersingulier de X0(p)(d)Fp et t ∈ T. On considère dans ce para-graphe le morphisme composé
tφ
(d)
P : X0(p)
(d)
F¯p,lisse
φ
(d)
P−−→ J0(p)F¯p
t−→ J0(p)F¯p .
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Posons
Ji =
{
j(yi) si 1 ≤ i ≤ k
jw(yi) si k + 1 ≤ i ≤ l.
Pour δ =∑gi=0 λixi ∈ P0, on note
VP (δ) = (η1, . . . , ηr0 , η1, . . . , ηrl+1 , ι1(J1), . . . , ιr1(J1), . . . , ι1(Jl), . . . , ιrl(Jl)),
où, pour tout entier v > 0,
ηv =
g∑
i=0
λij
v
i et ιv(j) =
g∑
i=0
λi
(j − ji)v
et où l'on omet le terme correspondant à rk si rk = 0.
Théorème 1.4
S'il existe δ1, . . . , δd dans tP0, tels que les vecteurs VP (δ1), . . . , VP (δd) sont li-
néairement indépendants dans F¯dp, alors tφ(d)P est une immersion formelle en
P.
Remarque 1.2 Lorsque r0 et rl+1 sont non nuls, ou lorsque Jh = Ji pour deux
entiers h et i de {1, . . . , l} distincts, le théorème 1.4 n'a aucun intérêt car les
vecteurs VP (δ1), . . . VP (δd) sont liés quels que soient δ1, . . . , δd dans P0.
Table 1.1 (d=2) Soit P = (y1, y2) ∈ X0(p)(2)Fp non p-supersingulier. Soit δ =∑g
i=0 λixi ∈ P0. Le tableau 1.1 donne VP (δ) suivant les diﬀérentes possibilités
pour le point P. Le critère du théorème 1.4 ne s'applique pas lorsque P est de
la forme (y1, wy1) ∈ C1,1.
Remarque 1.3 (Restriction des hypothèses) 1) Le groupe des composantes
de J0(p)Fp étant cyclique d'ordre n, (p− 1)φ(d)P est à image dans J0(p)0Fp ;
2) le morphisme de schémas tφ(d)P est une immersion formelle en P si et seule-
ment si (p− 1)tφ(d)P est une immersion formelle en P.
On suppose désormais que φ(d)P est à image dans J0(p)0Fp , quitte à multiplier par
p− 1, comme le permet la remarque 1.3.
1.3.1 Préliminaires à la démonstration du théorème 1.4
Soient a et b tels que P ∈ C ′a,b. Posons
Pa,b = (P1Fp)
(a) × (P1Fp)(b)
et
J = (j(a), (jw)(b))(P ) = (∞, . . . ,∞︸ ︷︷ ︸
r0
, J1, . . . , J1︸ ︷︷ ︸
r1
, . . . , Jl, . . . , Jl︸ ︷︷ ︸
rl
,∞, . . . ,∞︸ ︷︷ ︸
rl+1
) ∈ Pa,b.
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Tab. 1.1  Vecteur VP (δ) dans le cas d = 2, P 6= (∞Fp , 0Fp).
P VP (δ)
(2.∞Fp) ∈ Γ′(2)∞
(2.0Fp) ∈ Γ′(2)0
(∑g
i=0 λi ji ,
∑g
i=0 λi j
2
i
)
(∞Fp + y1) ∈ Γ′(2)∞
(y1 + 0Fp) ∈ Γ′(2)0
(∞Fp , y1) ∈ C ′1,1
(y1, 0Fp) ∈ C ′1,1
(∑g
i=0 λi ji ,
∑g
i=0
λi
J1 − ji
)
(2y1) ∈ Γ′(2)∞
(2y1) ∈ Γ′(2)0
(∑g
i=0
λi
J1 − ji ,
g∑
i=0
λi
(J1 − ji)2
)
(y1 + y2) ∈ Γ′(2)∞
(y1 + y2) ∈ Γ′(2)0
(y1, y2) ∈ C ′1,1
(∑g
i=0
λi
J1 − ji ,
g∑
i=0
λi
J2 − ji
)
L'application αa,b = ((α1j−1)(a), (α2j−1)(b)) détermine un isomorphisme de
Pa,b dans Γ(a)∞ × Γ(b)0 . On a αa,b(J) = P.
On se propose de déterminer l'application composée
ΦP : F¯p ⊗ P0 ∼−→ Cot(J0(p)F¯p)
φ
(d)
P
∗
−−−→ CotP (X0(p)(d)F¯p )
α∗a,b−−→ CotJ(Pa,b).
Soient δ =∑gi=0 λixi ∈ P0 et χ = ψ(δ). On a
ΦP (δ) =
d(χ ◦ φ(d)P ◦ αa,b)
χ ◦ φ(d)P ◦ αa,b
∣∣∣∣∣
J
.
Détermination de χ ◦ φ(d)P
Proposition 1.5 (cas d = 1 )
Si P ∈ Γ′∞, on a l'égalité de morphismes de Γ′∞ dans GmFp suivante
χ ◦ φP |Γ′∞ =
g∏
i=0
(
j − ji
j(P )− ji
)λi
.
Si P ∈ Γ′0, on a l'égalité de morphismes de Γ′0 dans GmFp :
χ ◦ φP |Γ′0 =
g∏
i=0
(
jw − ji
jw(P )− ji
)−λi
.
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Remarque 1.4 Pour P =∞Fp , on obtient
χ ◦ φ∞|Γ′∞ =
g∏
i=0
(j − ji)λi .
En eﬀet, ∏gi=0(j − ji)λi = ∏gi=0(1 − jij )λi car ∑gi=0 λi = 0. Pour P = 0Fp , on
obtient de façon analogue
χ ◦ φ0|Γ′0 =
g∏
i=0
(jw − ji)−λi .
La formule de la proposition 1.5 dans le cas où P ∈ Γ′∞ est due à Mestre
et Oesterlé (voir [28] proposition 16). La démonstration dans le cas général est
mutatis mutandis celle de loc. cit., mais cet article restant à ce jour non publié,
nous la rappelons.
Démonstration.  Soit Q un point de X0(p)F¯p . Notons LQ le faisceau inver-
sible surX0(p)F¯p formé des germes de fonctions rationnelles de diviseur supérieur
à −φP (Q). La classe de LQ est l'image de φP (Q) ∈ J0(p)0F¯p par l'isomorphisme
J0(p)0F¯p
∼−→ P 0F¯p (voir [29] paragraphe 4). Chacune des composantes irréductibles
de X0(p)F¯p étant de genre nul, la restriction de LQ à une composante est trivia-
lisable. Une section globale de LQ|Γ∞ (resp. LQ|Γ0) est une fonction rationnelle
sur Γ∞ (resp. Γ0) s'annulant en P si P ∈ Γ′∞ (resp. P ∈ Γ′0) et ayant un pôle en
Q si Q ∈ Γ′∞ (resp. Q ∈ Γ′0 ). Si P,Q ∈ Γ′∞, distincts de∞Fp , alors s∞ = j(P )−jj(Q)−j
est une section globale non nulle de LQ|Γ∞ , et s0 = 1 une section globale de
LQ|Γ0 . D'après (1.4), on a alors
χ ◦ φP (Q) =
g∏
i=0
(
j(Q)− ji
j(P )− ji
)λi
.
Lorsque P et Q sont dans Γ′0 et distincts de 0Fp , le choix s∞ = 1, s0 = jw(P )−jwjw(Q)−jw
donne la formule attendue pour ce cas. Lorsque P =∞Fp , on conclut en posant
s∞ = 1 − jj(Q) et s0 = 1. Lorsque P = 0Fp , on pose s∞ = 1 et s0 = 1 − jwjw(Q) .

Corollaire 1.6 (cas d ≥ 1 )
On a l'égalité de morphismes de C ′a,b = Γ′∞(a) × Γ′0(b) dans GmFp :
χ ◦ φ(d)P |C′a,b =
Fχ
Fχ(P )
,
où, pour tout (Q1, . . . , Qd) ∈ Γ′0a × Γ′∞b,
Fχ ◦ pia,b(Q1, . . . , Qd) =
g∏
i=0
[ ∏a
t=1(j(Qt)− ji)∏b
t=1(jw(Qt)− ji)
]λi
.
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Démonstration.  Ce corollaire se déduit immédiatement de la proposition
1.5. En eﬀet si P = pid(P1, . . . , Pd), alors φ(d)P ◦pid(Q1, . . . , Qd) = φP1(Q1)+ · · ·+
φPd(Qd). 
Détermination de ΦP
Soit
(
1
j0,1
, . . . ,
1
j0,r0
, j1,1, . . . , j1,r1 , . . . , jl,1, . . . , jl,rl ,
1
jl+1,1
, . . . ,
1
jl+1,rl+1
)
un paramètre formel en J. L'espace cotangent à Pa,b en J admet pour base
(B) dσ0,1, . . . , dσ0,r0 , . . . , dσl+1,1, . . . , dσl+1,rl+1 ,
où σt,u est la u-ème fonction symétrique élémentaire en
1
jt,1
, . . . ,
1
jt,rt
si t = 0 ou l + 1,
jt,1, . . . , jt,rt si 1 ≤ t ≤ l.
Posons
²t =
{
1 si 0 ≤ t ≤ k
−1 si k + 1 ≤ t ≤ l + 1.
On rappelle que δ =∑gi=0 λixi ∈ P0 et χ = ψ(δ).
Proposition 1.7
Dans la base B de CotJ(Pa,b), on a
ΦP (δ) =
l+1∑
t=0
rt∑
u=1
At,u(δ) dσt,u
où
At,u(δ) =

²t(−1)u
∑g
i=0 λij
u
i si t = 0 ou l + 1
²t(−1)rt−u
∑g
i=0
λij
rt−u
i
(Jt − ji)rt si 1 ≤ t ≤ l.
Démonstration.  Notons
j = (j0,1 + · · ·+ j0,r0 + · · ·+ jk,rk , jk+1,1 + · · ·+ jl+1,rl+1) ∈ Pa,b.
D'après le corollaire 1.6, on a
ΦP (δ) =
dFχ
Fχ
∣∣∣∣
J
.
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Or, on a
Fχ(j) =
g∏
i=0
[
r0∏
s=1
(
1− ji
j0,s
) l∏
t=1
rt∏
u=1
(jt,u − ji)²t
rl+1∏
v=1
(
1− ji
jl+1,v
)−1]λi
C'est-à-dire
Fχ(j) =
g∏
i=0
[
r0∑
s=0
(−1)sjsi σ0,s
l∏
t=1
(
rt∑
u=0
(−1)rt−ujrt−ui σt,u
)εt]λi
×
g∏
i=0
(rl+1∑
v=0
(−1)vjvi σl+1,v
)−λi
,
où, par convention, on pose σt,0 = 1 pour tout entier t.
On en déduit l'écriture de la diﬀérentielle logarithmique de Fχ en j dans la
base (B) :
dFχ
Fχ
∣∣∣∣
j
=
g∑
i=0
λi
[∑r0
s=1(−1)sjsi dσ0,s∑r0
s=0(−1)sjsi σ0,s
+
l∑
t=1
²t
∑rt
u=1(−1)rt−ujrt−ui dσt,u∑rt
u=0(−1)rt−ujrt−ui σt,u
−
∑rl+1
v=1(−1)vjvi dσl+1,v∑rl+1
v=0(−1)vjvi σl+1,v
]
.
D'où la proposition. 
1.3.2 Démonstration du théorème 1.4
Puisque le diagramme (1.5) commute, il suﬃt de montrer que le morphisme
composé
ΦP ◦t : F¯p⊗P0 t−→ F¯p⊗P0 ∼−→ Cot(J0(p)F¯p)
φ
(d)
P
∗
−−−→ CotP (X0(p)(d)F¯p )
α∗a,b−−→ CotJ(Pa,b)
est surjectif.
Pour i ∈ {1, . . . , d}, on note δ′i l'antécédent de δi par t. Un calcul élémentaire
montre que la matrice de vecteurs colonnes ΦP (δ1), . . . ,ΦP (δd) a au signe près
même déterminant que la matrice de vecteurs colonnes VP (δ1), . . . , VP (δd). Cela
montre que les vecteurs ΦP ◦t(δ′1), . . . ,ΦP ◦t(δ′d) sont linéairement indépendants
dans le F¯p-espace vectoriel CotJ(Pa,b) de dimension d. On en déduit que ΦP ◦ t
est surjectif, ce qui termine la démonstration du théorème 1.4.
1.4 Variantes
1.4.1 Schémas Mˇ ⊗ J0(p)Z
Déﬁnitions
Soient S un schéma et G un schéma en groupes commutatifs sur S. Considé-
rons un anneau R agissant sur G par S-endomorphismes et un R-module M de
présentation ﬁnie.
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Le foncteur en R-modules
T 7→ HomR(M,G(T ))
de la catégorie des schémas sur S dans la catégorie des R-modules est re-
présentable par un schéma en groupes commutatifs sur S que nous noterons
HomR(M,G) (voir par exemple l'appendice de [3] ou [28] 1.7). La formation
de ce schéma commute aux changements de base S′ −→ S. Le foncteur M 7→
HomR(M,G) est contravariant et exact à droite. Le foncteur G 7→ HomR(M,G)
est covariant et exact à gauche.
Supposons de plus queM est projectif. Le dual Mˇ = HomR(M,R) deM dans
R est également projectif et on a, pour tout S-schéma T, un isomorphisme de
R-modules
HomR(M,G(T )) ∼= Mˇ ⊗R G(T ).
On note alors Mˇ ⊗R G = HomR(M,G). Lorsque R = Z, on note Mˇ ⊗Z G =
Mˇ ⊗G.
Lemme 1.8
Soit G un schéma en groupes sur un schéma aﬃne S = Spec A et M un Z-
module projectif de type ﬁni. On a alors
Cot(Mˇ ⊗G) = (M ⊗A)⊗A Cot(G).
Démonstration du lemme.  Remarquons que M ⊗A est projectif de type ﬁni
sur A. D'après [3] proposition 10.5.1, on a
Tan(Mˇ ⊗G) = Lie(HomR(M,G))
= HomA(M ⊗A, Tan(G))
= HomA(M ⊗A,A)⊗A Tan(G).
On a alors
Cot(Mˇ ⊗G) = HomA(Tan(Mˇ ⊗G), A)
= (M ⊗A)⊗A Cot(G)
3
Immersions formelles dans Mˇ ⊗ J0(p)
Soient M un Z-module projectif de type ﬁni et t ∈ Mˇ ⊗ T. Un tel élément
t déﬁnit un morphisme de schémas de J0(p)Z dans Mˇ ⊗ J0(p)Z. Reprenons les
notations introduites au début de ce chapitre et considérons le morphisme de
schémas
t ◦ φ(d)P : X0(p)F¯p,lisse −→ J0(p)F¯p −→ Mˇ ⊗ J0(p)F¯p
obtenu en composant φ(d)P avec le morphisme de schémas sur F¯p déﬁni à partir
de t par passage à la ﬁbre en p.
Par ailleurs, t déﬁnit un morphisme de Z-modules de M ⊗ P0 dans P0.
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Théorème 1.9
S'il existe δ1, . . . , δd dans t (M⊗P0) tels que les vecteurs VP (δ1), . . . , VP (δd) sont
linéairement indépendants dans F¯dp, alors t ◦ φ(d)P est une immersion formelle en
P.
Démonstration.  D'après le lemme 1.8, on a
Cot(Mˇ ⊗ J0(p)F¯p) = (M ⊗ F¯p)⊗F¯p Cot(J0(p)F¯p).
D'après (1.5), par platitude de M, on a
(M ⊗ F¯p)⊗F¯p Cot(J0(p)F¯p) ∼= (M ⊗ F¯p)⊗F¯p (F¯p ⊗ P0) ∼= F¯p ⊗M ⊗ P0
et le diagramme suivant commute :
F¯p ⊗ P0 ∼ // Cot(J0(p)F¯p)
F¯p ⊗M ⊗ P0 ∼ //
t
OO
M ⊗ Cot(J0(p)F¯p).
t∗
OO
(1.6)
La démonstration est ensuite mutatis mutandis celle du théorème 1.4. 
Ce théorème trouve une application dans le chapitre 2.
1.4.2 Quotients de J0(p)
Supposons que p > 2.
Soient a un idéal saturé de T i.e. tel que T/a est un Z-module sans torsion et
Ja la variété abélienne quotient
Ja = J0(p)/aJ0(p). (1.7)
On note P0[a] l'ensemble des éléments de P0 annulés par a.
On considère le morphisme composé
$a ◦ φ(d)P : X0(p)Fp,lisse
φ
(d)
P−−→ J0(p)Fp $
a−−→ JaFp ,
où $a est le morphisme canonique.
Théorème 1.10
S'il existe δ1, . . . , δd dans P0[a] tels que les vecteurs VP (δ1), . . . , VP (δd) sont
linéairement indépendants dans F¯dp, alors $a ◦ φ(d)P est une immersion formelle
en P.
Démonstration.  D'après le corollaire 1.1 de [21], comme p > 2, la suite
exacte
0 −→ aJ0(p) −→ J0(p) −→ Ja −→ 0
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donne lieu à la suite exacte de Zp-modules
0 −→ Cot(JaZp) −→ Cot(J0(p)Zp) −→ Cot(aJ0(p)Zp) −→ 0.
On en déduit que Cot(JaF¯p) ∼= Cot(J0(p)F¯p)[a] ∼= F¯p⊗P0[a]. On procède ensuite
comme dans la démonstration du théorème 1.4. 

Chapitre 2
Points de torsion des courbes
elliptiques
On ﬁxe désormais Q¯ une clôture algébrique de Q.
Soit d > 0 un entier. Soit E une courbe elliptique sur un corps de nombres.
Les propriétés des accouplements de Weil montrent que le corps de déﬁnition
dans Q¯ des points de p-torsion de E est une extension du corps Q(µp) engendré
par les racines p-ièmes de l'unité dans Q¯. On étudie dans ce chapitre l'occurence
du degré relatif d pour cette extension. Plus précisément, on étudie l'ensemble
S(d) des nombres premiers p pour lesquels il existe une extension L de degré d
de Q(µp) et une courbe elliptique E déﬁnie sur L dont les points Q¯-rationnels
d'ordre p sont L-rationnels. On dit qu'une telle paire (E,L) est associée à p ∈
S(d).
Supposons que p ∈ S(d). Soit (E,L) une paire associée à p. Le choix d'une base
de E[p] détermine un plongement L-rationnel pi : (Z/pZ)2 ↪→ E[p]. Rappelons
que la courbe modulaire X(p) classiﬁe les courbes elliptiques généralisées mu-
nies d'un tel plongement. Le couple (E, pi) déﬁnit donc un point L-rationnel x
de l'ouvert aﬃne Y (p) de X(p). Soient σ1, . . . , σd les plongements de L dans
Q¯ au-dessus de Q(µp). Le d-uplet (σ1(x), . . . , σd(x)) détermine un point de
Y (p)(d)(Q(µp)). Merel et Stein [25, 26] ont montré qu'aucun nombre premier
p distinct de 13 compris entre 7 et 1000 n'appartient à S(1).
Les méthodes inventées par Mazur pour étudier X1(p)(Q) ont pu être géné-
ralisées pour étudier X1(p)(d)(Q). Nous allons voir que les méthodes de [25, 26]
pour l'étude de X(p)(Q(µp)) semblent actuellement loin de se prêter à une gé-
néralisation aisée à l'étude de X(p)(d)(Q(µp)).
Notons S(d)sps le sous-ensemble des nombres premiers p ∈ S(d) tels qu'il
existe une paire (E,L) associée à p où E a potentiellement bonne réduction
supersingulière en un idéal p de L au-dessus de p. Le paragraphe 2.1 est consacré
à l'étude plus élémentaire du sous-ensemble S(d)sps de S(d).
Dans le paragraphe 2.2, nous exposons les techniques permettant de descendre
le corps de déﬁnition d'un point de X0(p)(d)(Q(µp)) à un sous-corps de Q(µp).
L'application de ces techniques dans le cas d = 2 nous permet d'énoncer dans
le paragraphe 2.3 des résultats partiels concernant S(2).
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Dans tout ce chapitre, nous utiliserons librement les notions introduites ou
rappelées dans le chapitre 1.
Notations.  Pour L un corps de nombres et P un idéal premier de L, on
note OL l'anneau des entiers de L et kP le corps résiduel de L en P. Pour E
une courbe elliptique sur L, on note E le modèle de Néron de E sur OL, EkP sa
ﬁbre en P et E0kP la composante neutre de EkP .
2.1 Cas supersingulier
Théorème 2.1
Soient p ∈ S(d) et (E,L) une paire associée à p. Soit P un idéal de L au-
dessus de p. Si p ≥ Max(5, d), alors ou bien E a réduction potentiellement
multiplicative au-dessus de P, ou bien E a potentiellement bonne réduction
ordinaire au-dessus de P et E0kP possède une section d'ordre p. En particulier,
tout nombre premier de S(d)sps est strictement inférieur à Max(5, d).
Démonstration.  Supposons au contraire que E a potentiellement bonne
réduction supersingulière en un idéal premier P de L. Soit e l'indice de ramiﬁ-
cation de P au-dessus de p. Par hypothèse, e ≤ d(p−1) ≤ p(p−1). Le théorème
se déduit alors de la proposition 2.2 suivante appliquée à K = LP. 
Soit K une extension ﬁnie de Qp de corps résiduel k et d'indice de ramiﬁca-
tion e. Soit E une courbe elliptique déﬁnie sur K ayant potentiellement bonne
réduction.
Proposition 2.2
Supposons que les points Q¯p-rationnels d'ordre p de E sont déﬁnis sur K et
que e < p2 − 1. Alors E a potentiellement bonne réduction ordinaire et la ﬁbre
spéciale de son modèle de Néron possède une section d'ordre p sur k.
Démonstration.  Dans cette démonstration, notons O l'anneau d'entiers
de K et E le modèle de Néron de E sur O. Posons E0(K) (resp. E1(K)) le
sous-groupe de E(K) formé des points qui donnent lieu à une section de E
non singulière (resp. qui coïncide avec l'élément neutre) dans la ﬁbre en l'idéal
premier de K au-dessus de p.
Lemme 2.3
Le nombre d'éléments d'ordre p de E1(K) est inférieur ou égal à e.
Démonstration du lemme.  Ce lemme est bien connu. On peut en trouver une
démonstration dans [25] proposition 15. 3
Par hypothèse, le groupe C = E[p] des points de p-torsion, isomorphe à
(Z/pZ)2, est un sous-groupe de E(K). D'après le lemme 2.3, on a
|(C \ {0}) ∩ E1(K)| ≤ e.
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Si E a potentiellement bonne réduction supersingulière, on a C ⊂ E1(K), et
l'inégalité précédente devient p2 − 1 ≤ e, ce qui est, par hypothèse, exclu.
Par ailleurs, comme E a potentiellement bonne réduction, l'indice de E0(K)
dans E(K) est inférieur à 4 et donc C ⊂ E0(K) car p > 3. De plus, ce qui précède
assurant que E a potentiellement bonne réduction ordinaire, on a |C∩E1(K)| =
p. Par conséquent E0k (k) = E0(K)/E1(K) possède un point d'ordre p. 
2.2 Etude du cas non supersingulier
Soit L ⊂ Qp(µp) une extension ﬁnie de Qp. On note OL l'anneau des entiers
de L, P l'idéal premier de L au-dessus de p, et kP le corps résiduel de L en P.
Soit P = pid(P1, . . . , Pd) ∈ X0(p)(d)(L), on note PkP le point de X0(p)(d)F¯p (kP)
obtenu par spécialisation en P de la section
s : Spec OL −→ X0(p)(d)OL
déﬁnie par P.On dira que P est nonP-supersingulier si PkP est non p-supersingulier
au sens de la déﬁnition 1.3. Dans ce cas, s est à image dans le lieu lisse de
X0(p)OL et le morphisme
pid(Q1, . . . , Qd) 7→ [(Q1) + · · ·+ (Qd)− (P1)− · · · − (Pd)]
de X0(p)(d) dans J0(p) s'étend en un morphisme noté φ(d)P de X0(p)(d)OL,lisse dans
J0(p)OL . Le morphisme obtenu par passage à la ﬁbre en P n'est autre que le
morphisme φ(d)PkP déﬁni au chapitre précédent.
On notera désormais φ(d)P tout morphisme obtenu à partir de φ(d)P par passage
aux ﬁbres.
On rappelle que si M est un Z-module de présentation ﬁnie, M ⊗ J0(p)OL
désigne le schéma en groupes représentant le foncteur T 7→ M ⊗Z J0(p)OL(T )
de la catégorie des schémas sur OL dans la catégories des Z-modules (voir le
paragraphe 1.4.1). On a donc en particulier M ⊗J0(p)OL(OL) ∼=M ⊗J0(p)(L).
De plus, lorsque M est libre de type ﬁni, M ⊗ J0(p)OL est lisse ; c'est alors
le modèle de Néron de M ⊗ J0(p) sur OL (voir l'appendice de [3] 10.5.4 et
proposition 11.1.2).
On considère ici le Gal(L/Qp)-module J0(p)(L) ∼= J0(p)OL(OL). Après ex-
tension des scalaires à Q(µp−1), ce module est semi-simple, les composantes
isotypiques étant données par les caractères de Gal(L/Qp). Pour un tel carac-
tère χ, on note Z[χ] le sous-Z-module de Z[µp−1] engendré par les valeurs de
χ.
Proposition 2.4
Soient P1 et P2 deux points de X0(p)(d)(L) non P−supersinguliers tels que
P1,kP = P2,kP = PkP . Supposons que pour tout caractère χ de Gal(L/Qp), il
existe tχ =
∑
riti ∈ Z[χ]⊗ T tels que
1. tχ ◦ φ(d)P : X0(p)(d)F¯p,lisse −→ Z[χ] ⊗ J0(p)F¯p est une immersion formelle
en PkP ;
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2. tχ ◦ φ(d)P (P1) et tχ ◦ φ(d)P (P2) ont même image dans la composante χ-
isotypique de Q(µp−1)⊗ J0(p)(L).
Les sections s1 et s2 sont alors égales.
Démonstration.  Il suﬃt d'appliquer la proposition 1 de [25] à X =
X0(p)
(d)
OL , A = J0(p)OL et φχ = φ
(d)
P . On remarque en eﬀet que le couple (tχ, φχ)
de [25] est une pseudo-immersion formelle au point s¯ si et seulement si tχ ◦ φχ
est une immersion formelle de X dans Z[χ]⊗A au point s¯.

On ﬁxe désormais K un sous-corps strict de Q(µp) et P ∈ X0(p)(d)(Q(µp))
non P-supersingulier. On note P l'unique idéal premier de Q(µp) au dessus de
p.
Corollaire 2.5
Si pour tout caractère χ de G = Gal(Q(µp)/K), il existe tχ ∈ Z[χ]⊗ T tel que
1. tχ ◦ φ(d)P est une immersion formelle en PkP ,
2. la composante χ-isotypique de tχ(J0(p)(Q(µp))) est ﬁnie,
alors P est un point K-rationnel de X0(p)(d).
Démonstration.  La démonstration est mutatis mutandis celle du corol-
laire 1 de [25]. Soit g un générateur de Gal(Q(µp)/K). Il suﬃt de montrer que
P = P g. Notons s1 et s2 les sections de X0(p)(d)Z[µp] étendant P et P g respecti-
vement. L'extension Q(µp)/K étant totalement ramiﬁée en P, les sections s1 et
s2 coïncident dans la ﬁbre en P : PkP = s1(P) = s2(P).
Soit χ un caractère de Gal(Q(µp)/K). Notons
Dχ = tχ ◦ φ(d)P ◦ s1 − tχ ◦ φ(d)P ◦ s2 ∈ Z[χ]⊗ J0(p)Z[µp](Z[µp])
et Dχ(0) la section correspondante dans la ﬁbre générique. Soit n l'ordre du
projeté de Dχ(0) sur la composante χ-isotypique de tχ(J0(p)(Q(µp))). Puisque
J0(p) ne possède pas de point Q(µp)-rationnel d'ordre p (voir [25] proposition
2) et que Z[χ] est un anneau plat, l'entier n est premier à p. Dans ce cas,
Dχ ∈ Z[χ]⊗ J0(p)Z[µp](Z[µp]) ∼= Z[χ]⊗ J0(p)(Q(µp)) est encore d'ordre n dans
la ﬁbre en p. Puisque s1(P) = s2(P), on a alors n = 0 et donc Dχ = 0. On
applique alors la proposition 2.4 avec P1 = P et P2 = P g. 
On reprend ici les notations du chapitre 1.
Corollaire 2.6
Si pour tout caractère χ de G = Gal(Q(µp)/K), il existe tχ ∈ Z[χ] ⊗ T et
δ1, . . . , δd dans tχ( ˇZ[χ]⊗ P0) tels que
1. les vecteurs VP (δ1), . . . , VP (δd) sont linéairement indépendants dans F¯dp,
2. pour toute forme primitive f dans tχS2(Γ0(p)), on a L(f, χ, 1) 6= 0,
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alors P est alors un point K-rationnel de X0(p)(d).
Démonstration.  D'après le théorème 1.9, la condition 1. du corollaire 2.6
entraîne la condition 1. du corollaire 2.5. Par ailleurs, un résultat récent de Kato
[14] en direction de la conjecture de Birch et Swinnerton-Dyer montre que la
condition 2. du corollaire 2.6 entraîne la ﬁnitude de la composante χ-isotypique
de tχ (Z[χ]⊗ J0(p)(Q(µp))) c'est-à-dire la condition 2. du corollaire 2.5. Il suﬃt
à présent d'appliquer le corollaire 2.5 pour conclure. 
2.3 Application au cas d = 2
2.3.1 Contraintes de congruences sur p pour d = 2
Proposition 2.7
Soient p > 3 dans S(2) et (E,L) une paire associée à p. Soit K un sous-corps
strict de Q(µp). On suppose que pour tout sous-groupe C d'ordre p de E, il
existe une courbe elliptique EC et un sous-groupe DC d'ordre p de EC déﬁnis
sur une extension quadratique KC de K, tels que (EC , DC) est isomorphe sur
Q¯ à (E,C).
Dans ce cas, l'une des trois conditions suivantes est vériﬁée :
1. j(E) 6= 0, 1728 et p 6≡ 1 (mod 4[K : Q]) ;
2. j(E) = 1728 et p ≤ 1 + 32[K : Q] ;
3. j(E) = 0 et p ≤ 1 + 108[K : Q].
Démonstration.  Soit C un sous-groupe d'ordre p de E. Considérons la
paire (EC , DC) et l'isomorphisme
φC : EC
∼−→ E
tel que φC(DC) = C, associés à C.
Soient D′ et D′′ deux sous-groupes (distincts) d'ordre p de EC distincts de
DC . Notons
C ′ = φC(D′) et C ′′ = φC(D′′).
Considérons les paires (EC′ , DC′) et (EC′′ , DC′′) associées respectivement à C ′
et C ′′. L'image de DC′ par l'isomorphisme φC′C = φ−1C ◦ φC′ : EC′ −→ EC est
le groupe D′ :
EC′
φC′−−→ E φ
−1
C−−→ EC
C −→ DC
DC′ −→ C ′ −→ D′.
Posons
n =

1 si j(EC) = j(E) 6= 0, 1728
2 si j(E) = 1728
3 si j(E) = 0.
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L'isomorphisme φC′C peut être déﬁni sur une extension de degré divisant 2n de
KCKC′ et DC′ est déﬁni sur KC′ . On en déduit que D′ est L′-rationnel où L′
est une extension de KCKC′ de degré divisant n.
Le même raisonnement pour D′′ montre qu'il existe une extension L′′ de degré
divisant n de KCKC′′ telle que D′′ est L′′-rationnel.
Notons K0 le compositum de KC ,KC′ et KC′′ , et L0 celui de L′ et L′′. L'ex-
tension L0/K0 est de degré divisant n2. Les extensions KC ,KC′ ,KC′′ sont de
degré 2 sur K. Leur compositum K0 est donc une extension d'exposant 2 de K
de degré divisant 8.
Notons
ρC : Gal(Q¯/K0) −→ Aut(EC [p]) ∼= GL2(Fp)
la représentation associée à EC . Ce qui précède montre que le sous-groupe
Gal(Q¯/L0) de Gal(Q¯/K0) laisse stables trois sous-groupes d'ordre p de EC .
Par conséquent l'action de Gal(Q¯/L0) sur EC [p] est scalaire. Autrement dit, il
existe un caractère
α : Gal(Q¯/L0) −→ F∗p
tel que
ρC(σ)(P ) = P σ = α(σ) (P ∈ EC [p], σ ∈ Gal(Q¯/L0)).
Supposons tout d'abord, que j 6= 0, 1728. Dans ce cas, on a n = 1 et donc
L0 = K0. La théorie des accouplements de Weil montre que det(ρC) = κ,
où κ est le caractère cyclotomique modulo p. Le caractère κ se factorise par
Gal(K0(µp)/K0). Par conséquent,
α2 = det(ρC) = κ : Gal(K0(µp)/K0) −→ F∗p.
Le caractère cyclotomique modulo p engendre le groupe des caractères modulo
p de Gal(K0(µp)/K0). Ce groupe ne peut donc pas être d'ordre pair.
Q(µp)
LLL
LLL
LLL
L
K0
tt
tt
tt
tt
tt
Q(µp) ∩K0
1 ou 2
K
Q
On a
Gal(K0(µp)/K0) ∼= Gal(Q(µp)/Q(µp) ∩K0).
L'extension Q(µp)/Q(µp) ∩K0 est galoisienne d'ordre
(p− 1)
[Q(µp) ∩K0 : K][K : Q] .
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De plus l'extension Q(µp)∩K0/K est cyclique et d'exposant 2 donc de degré 1
ou 2. Si p ≡ 1 (mod 4[K : Q]), alors Gal(K0(µp)/K0) est d'ordre pair, ce qui
est impossible.
Supposons à présent que j(E) = 0 ou 1728. Il existe alors un modèle E′ de E
déﬁni sur Q. Notons ρ¯′ (resp. ρ¯C) la composée de la représentation
ρ′ : Gal(Q¯/Q) −→ Aut(E′[p])
(resp. ρC) avec la surjection canonique GL2(Fp)  PGL2(Fp). Les tordues de
EC étant de degré 2n, il existe une extension L1 de degré divisant n de K0 telle
que ρ¯′ et ρ¯C coïncident sur Gal(Q¯/L1).
Q¯
L1L0
yy
yy
yy
yy
EE
EE
EE
EE
L1
|n EEE
EE
EE
E L0
|n2yyy
yy
yy
y
K0
|8
K
Q
L'action de Gal(Q¯/L0) sur EC [p] est scalaire, donc l'action de Gal(Q¯/L1L0)
sur E′[p], qui coïncide avec celle sur EC [p], l'est également. Par conséquent, ρ¯′
se factorise par Gal(L1L0/Q).
De plus E′ est, comme E, à multiplication complexe par
M =
{
Q(
√−1) si j(E) = 1728,
Q(
√−3) si j(E) = 0,
et p > 3 est non ramiﬁé dans M, donc l'image de ρ′ est le normalisateur d'un
Cartan, et en particulier est d'ordre 2(p2 − 1) ou 2(p − 1)2. On en déduit que
2(p+1) ou 2(p− 1) divise l'ordre de Gal(L1L0/Q) donc divise n38[K : Q], d'où
le résultat annoncé. 
2.3.2 Conséquences pour d = 2
On suppose que p > 3.
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Soit R un anneau plat sur Z. Soient J1, J2 deux éléments de P1(F¯p) − j(S)
et δ = ∑gi=0 λixi ∈ R ⊗ P0. A un tel triplet (J1, J2, δ), on associe le vecteur
VJ1,J2(δ) de (R⊗ F¯p)2 déﬁni par
VJ1,J2(δ) =

(∑g
i=0 λi ji ,
∑g
i=0 λi j
2
i
) si J1 = J2 =∞(∑g
i=0 λi ji ,
∑g
i=0
λi
J1 − ji
)
si J2 =∞, et J1 6=∞(∑g
i=0
λi
J1 − ji ,
g∑
i=0
λi
(J1 − ji)2
)
si J1 = J2 6=∞(∑g
i=0
λi
J1 − ji ,
g∑
i=0
λi
J2 − ji
)
sinon
Supposons que p ∈ S(2) et soit (E,L) une paire associée à p. On note σ
l'automorphisme non trivial de L au-dessus de Q(µp) et p un idéal premier de
L au-dessus de p. Le modèle de Néron de Eσ est Eσ.
Théorème 2.8
Soit K un sous-corps strict de Q(µp). On suppose que pour tous J1 et J2 dans
Fp2 et tout caractère χ non trivial de Gal(Q(µp)/K), il existe tχ ∈ Z[χ]⊗ T et
δ1, δ2 dans tχ( ˇZ[χ]⊗ P0) tels que
a. les vecteurs VJ1,J2(δ1) et VJ1,J2(δ2) sont linéairement indépendants dans
F2p2 ;
b. pour toute forme primitive f dans tχS2(Γ0(p)), on a L(f, χ, 1) 6= 0.
Dans ce cas, l'une des conditions suivantes est vériﬁée :
1. j(E) 6= 0, 1728 et p 6≡ 1 (mod 4[K : Q]) ;
2. j(E) = 1728 et p ≤ 1 + 32[K : Q] ;
3. j(E) = 0 et p ≤ 1 + 108[K : Q];
4. les courbes elliptiques E et Eσ ont réduction potentiellement multiplica-
tive en p et il existe un sous-groupe C d'ordre p de E se réduisant dans
E0kp si et seulement si Cσ se réduit hors de Eσkp0 ;
5. les courbes elliptiques E et Eσ ont potentiellement bonne réduction ordi-
naire en p et il existe un sous-groupe C d'ordre p de Ekp et un isomorphisme
F¯p-rationnel de EkP/C dans EσkP qui envoie EkP [p] sur Cσ.
Démonstration.  Soit C un sous-groupe d'ordre p de E. Notons xC le
point de X0(p)(L) déﬁni par (E,C). Le couple (xC , xσC) détermine un point
P˜C de X0(p)(2)(Q(µp)). Notons sC : Spec Z[µp] −→ X0(p)(2)Z la section qui
s'en déduit. D'après le théorème 2.1, d = 2 n'est pas p-supersingulier lorsque
p > 3, autrement dit sC est à image dans X0(p)(2)Z,lisse. Notons PC le point non
p-supersingulier de X0(p)(2)Fp (Fp) obtenu par spécialisation de sC .
L'assertion 4. est équivalente à
PC = (∞Fp , 0Fp),
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et l'assertion 5. est équivalente à
PC = (y, wy) (y ∈ Γ′∞(F¯p)).
Supposons que les assertions 4. et 5. ne sont pas vériﬁées. Il existe alors J1 et
J2 dans F2p tels que
VJ1,J2(δ) = VPC (δ) (δ ∈ P0).
D'après le corollaire 2.6, on a alors P˜C ∈ X0(p)(d)(K), et ce pour tout sous-
groupe C d'ordre p de E. Cela montre que les hypothèses de la proposition 2.7
sont vériﬁées. Par conséquent l'une des assertions 1., 2. ou 3. du théorème 2.8
est vériﬁée. 

Chapitre 3
Treize torsion des courbes
elliptiques
Ce chapitre a fait l'objet d'une publication [42]. Nous le reproduisons tel qu'il
est paru. Cela explique les notations diﬀérentes de celles adoptées dans d'autres
chapitres, ainsi que quelques redondances.
Soit E une courbe elliptique sur un corps de nombres. Les propriétés des
accouplements de Weil montrent que le corps Kn(E) engendré par les points
de n-torsion de E est une extension du corps Q(µn) engendré par les racines
n-ièmes de l'unité dans une clôture algébrique Q¯ de Q.
Soit S l'ensemble des nombres premiers p pour lesquels il existe une courbe
elliptique E telle que Kp(E) = Q(µp). Il est connu que l'ensemble S contient
les nombres 2, 3, 5 et Halberstadt a prouvé que 7 n'est pas dans S. Merel a
étudié plus avant cet ensemble. En particulier, il a montré avec Stein ([25], [26])
qu'aucun nombre premier p 6= 13, 7 < p < 1000, n'appartient à S. L'objet de
ce papier est de traiter le cas p = 13, pour lequel les techniques de Merel ne
s'appliquent pas.
Nous démontrons le théorème suivant :
Théorème 3.1
Aucune courbe elliptique sur un corps de nombres n'a tous ses points d'ordre
13 déﬁnis sur Q(µ13) (autrement dit 13 6∈ S).
Notons Y (13) (resp. Y1(13)) la courbe aﬃne sur Q classiﬁant les classes d'iso-
morphismes de paires (E, pi) (resp. (E,P )) où E est une courbe elliptique et
pi : (Z/13Z)2 ↪→ E[13] un plongement (resp. P un point d'ordre 13 de E). Soit
X(13) (resp. X1(13)) la courbe complète obtenue en adjoignant les pointes à
Y (13) (resp. Y1(13)).
Montrer le théorème revient à montrer que Y (13) n'a pas de point Q(µ13)-
rationnel. Pour ce faire, nous étudions la courbe Y1(13) : l'examen détaillé d'un
plongement de X1(13) dans sa jacobienne J1(13), et la description complète
du groupe J1(13)(Q(µ13)), permettent de borner le cardinal de Y1(13)(Q(µ13)).
On raisonne alors par l'absurde : l'image d'un point de Y (13)(Q(µ13)) par le
revêtement X(13) −→ X1(13) fournirait trop de points de Y1(13)(Q(µ13)).
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Nous noterons par la suite n¯ l'image dans Z/13Z d'un entier n, et a˜ un relevé
dans Z d'un entier a modulo 13. Soient Γ0(13), Γ = Γ1(13) les sous-groupes
de SL2(Z) formés des éléments congrus respectivement à ( ? ?0 ? ) et ( 1 ?0 1 ) modulo
13. Nous noterons S = S2(Γ1(13)) l'espace des formes modulaires paraboliques
de poids 2 pour Γ1(13). Pour φ : (Z/13Z)× −→ C× un caractère, S2(13, φ)
désignera l'ensemble des formes f de S telles que, pour tout ( a bc d ) dans Γ0(13),
f | ( a bc d ) = φ(d¯).f . Nous noterons enﬁn W13 l'opérateur d'Atkin-Lehner, c'est-
à-dire l'involution de X1(13) déduite de l'involution z 7→ − 113z sur H¯, où H¯ =
H ∪ P1(Q), H étant le demi-plan de Poincaré.
3.1 Etude du groupe J1(13)(Q(µ13))
Rappelons que deux pointes
αi =
pi
qi
, i = 1, 2, pgcd(pi, qi) = 1,
sont équivalentes modulo Γ = Γ1(13) si et seulement si
q2 = λq1 (mod 13), p2 = λp1 (mod pgcd(q1, 13)) λ = ±1
(voir [4]). De plus les pointes sont toutes Q(µ13)-rationnelles et σ ∈ (Z/13Z)× ∼=
Gal(Q(µ13)/Q) opère sur une pointe par ( σ 00 1 ). Ainsi la courbe X1(13) possède
six pointes Q-rationnelles : Pi = Γ.13i , 1 ≤ i ≤ 6, et six autres pointes : Qj =
Γ. j13 , 1 ≤ j ≤ 6. L'opérateur d'Atkin-Lehner W13 échange Pi et Qi pour 1 ≤
i ≤ 6.
Choisissons le plongement de X1(13) dans J1(13) donné par la pointe P6 :
ι : X1(13) −→ J1(13)
P 7−→ [(P )− (P6)]
Ogg [35] montre que le sous-groupe de J1(13)(Q(µ13)) engendré par les images
sous ι des pointes Q-rationnelles :
C1 = 〈u1, ..u6〉 ui = ι(Pi), 1 ≤ i ≤ 6,
est cyclique d'ordre 19. Par conséquent, le sous-groupe
C2 =W13.C1 = 〈v1, ..v6〉, vj = [(Qj)− (Q6)], 1 ≤ j ≤ 6,
l'est également. Ces deux groupes d'ordre 19, distincts pour des raisons de ra-
tionnalité, sont donc en somme directe et on a
(Z/19Z)2 ∼= C1 ⊕ C2 ⊂ J1(13)(Q(µ13)).
On va en fait montrer l'égalité :
Proposition 3.2
On a J1(13)(Q(µ13)) = C1 ⊕ C2.
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L'essentiel de la démonstration repose sur le lemme suivant :
Lemme 3.3
Le groupe J1(13)(Q(µ13)) est ﬁni.
D'après ce qui précède, le lemme suivant suﬃra alors à prouver la proposition :
Lemme 3.4
Pour tout premier l distinct de 19, on a J1(13)(Q(µ13))[l] = {0},
et pour tout n ∈ N,
J1(13)(Q(µ13))[19n] = J1(13)(Q(µ13))[19] ∼= (Z/19Z)2.
3.1.1 Finitude de J1(13)(Q(µ13))
Rappelons que la courbeX1(13) est de genre g = 2. Le groupe Γ0(13)/Γ1(13) ∼=
(Z/13Z)× agissant sur S, on a : S = ⊕φ S2(13, φ), où φ décrit l'ensemble des
caractères pairs de (Z/13Z)× (voir [6]).
La formule de Riemann-Hurwitz montre que S2(13, φ) = 0 pour φ d'ordre
distinct de l'ordre maximal 6. En eﬀet si Γ1(13) ⊂ Kerφ ⊂ Γ0(13) sont des
inclusions strictes, la courbe modulaire associée à Kerφ est de genre nul. Notons
ε, ε¯ les deux caractères d'ordre 6 de (Z/13Z)×, et ζ une racine primitive douzième
de l'unité. Ces deux caractères sont déﬁnis par ε(2) = ζ2, ε¯(2) = ζ−2. On a
S = S2(13, ²)⊕S2(13, ²¯), et les C-espaces vectoriels S2(13, ²) et S2(13, ²¯) sont de
dimension 1 engendrés chacun par une forme primitive fε et fε¯ respectivement.
Les résultats de Kato ([14], corollaire 14.3) en direction de la conjecture
de Birch et Swinnerton-Dyer montrent que si L(J1(13),Q(µ13), 1) 6= 0 alors
J1(13)(Q(µ13)) est ﬁni. De plus, d'après un théorème de Shimura complété par
Carayol,
L(J1(13),Q(µ13), s) =
∏
χ, f
L(f, χ, s),
où χ décrit l'ensemble des caractères de Dirichlet modulo 13 et f l'ensemble des
formes primitives de poids 2 de niveau 13. D'après ce qui précède, on a donc :
L(J1(13),Q(µ13), 1) =
∏
χ:(Z/13Z)×→C×
L(fε, χ, 1).L(fε¯, χ, 1).
Pour prouver la ﬁnitude du groupe J1(13)(Q(µ13)), il suﬃt alors de prouver que
la condition (C1) suivante est satisfaite :
(C1) ∀χ : (Z/13Z)× → C×, L(fε, χ, 1) 6= 0, L(fε¯, χ, 1) 6= 0.
Pour χ : (Z/13Z)× −→ C×, notons τ(χ) =∑b mod 13 χ(b)e− 2ipieb13 la somme de
Gauss. La formule ([19] théorèmes 3.9 et 4.2)
L(f, χ, 1) = −τ(χ)
∑
a mod 13
χ¯(a)
∫ ∞
ea/13 f(u)du, (f ∈ S),
nous conduit à utiliser les symboles modulaires. Nous allons énoncer une condi-
tion (C2) sur certains symboles modulaires qui entraîne (C1) et donc la ﬁnitude
de J1(13)(Q(µ13)).
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Symboles modulaires et condition suﬃsante à la ﬁnitude de J1(13)(Q(µ13))
Dans cette section, nous verrons X = X1(13)(C) comme la surface de Rie-
mann compacte connexe Γ\H¯, où H¯ = H ∪ P1(Q), H étant le demi-plan de
Poincaré. Pour ce qui concerne la théorie des symboles modulaires nous ren-
voyons à [4], [19], [22].
Soient H1(X;Z) (resp. H1(X, ptes;Z)) l'homologie singulière absolue (resp.
relative à l'ensemble {ptes} des pointes) de X. Pour α, β ∈ P1(Q), on note
{α, β}, appelé symbole modulaire, la classe d'homologie dans H1(X, ptes;Z) de
l'image d'une géodésique reliant α à β.
Notons H = H1(X;C) et H ′ = H1(X, ptes;C). Le C-espace vectoriel H est
de dimension 2g = 4 et vériﬁe la suite exacte longue d'homologie :
(∗) 0→ H → H ′ δ−→ C[ptes] deg−−→ C→ 0,
où δ est l'application bord : {α, β} 7→ (Γβ)−(Γα), et deg l'application degré
usuelle sur les diviseurs. L'espace vectoriel H ′ est donc de dimension 15 sur C.
On dispose également de l'homomorphisme de groupes de Manin :
ξ : C[Γ\SL2(Z)] −→ H ′
[Γ.g] 7−→ {g0, g∞} = {b/d, a/c} , avec g =
(
a b
c d
) ∈ SL2(Z).
Rappelons que ξ est surjectif, de noyau engendré par les relations de Manin,
c'est-à-dire par les éléments de la forme [x] + [xσ], [x] + [xτ ] + [xτ2], où x ∈
Γ\SL2(Z), et σ, τ des éléments de SL2(Z) d'ordre respectif 4 et 3 :
σ =
(
0 −1
1 0
)
, τ =
(
0 −1
1 −1
)
.
Notons A = [(Z/13Z)2 − (0, 0)]. Remarquons que l'application
Γ.
(
a b
c d
) 7→ (c¯, d¯)
est une bijection de Γ\SL2(Z) sur A. Le morphisme de Manin fournit donc une
application encore notée ξ sur C[A]. On note [c, d], appelé symbole de Manin,
l'image par ξ dans H ′ de l'élément (c, d) de A. Le groupe SL2(Z) agit sur les
symboles de Manin par multiplication à droite.
Les correspondances de Hecke Tn, n ∈ N, et les opérateurs diamants 〈m〉,
(m, 13) = 1, sur X1(13), induisent des endomorphismes de H ′ que nous noterons
respectivement T ′n et 〈m〉′ : t′.{α, β} = {t.α, t.β}, où α, β ∈ P1(Q), t = Tn ou
〈m〉. Soit T′ la sous-algèbre de End (H ′) engendrée par les endomorphismes T ′p,
et 〈q〉′ pour p, q premiers, q 6= 13. L'espace H vu comme sous-espace de H ′ est
stable sous l'action de T′. L'action des opérateurs diamants est donnée par :
〈m〉′[c, d] = [m¯c, m¯d].
Pour χ caractère de Dirichlet modulo 13 et x dans H ′, notons H ′χ (resp. Hχ)
la composante χ-isotypique de H ′ (resp. H), et xχ la projection de x sur H ′χ.
Posons également :
eχ = tχ.
∑
a mod 13
χ(a).[1, a] avec tχ =
{
1 si χ est impair,
(T ′2 − 2〈2〉′ − 1) si χ est pair.
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Lemme 3.5
La condition (C2) suivante entraîne la condition (C1) et donc la ﬁnitude du
groupe J1(13)(Q(µ13)) :
(C2) ∀χ : (Z/13Z)× −→ C×, θ²χ 6= 0, θ²¯χ 6= 0.
Démonstration du lemme.  Montrons tout d'abord que l'élément eχ de H ′ est
en réalité dans H.
On a
δ(eχ) = δ
(
tχ.
∑
a mod 13
χ(a).
{−1
a˜
, 0
})
= −
∑
a mod 13
χ(a)
(
tχ
(
Γ.
−1
a˜
))
.
Or
Γ.
(−1
a˜
)
= Γ.
1
a˜
= Γ.
(−1
−a˜
)
,
donc pour χ impair,
δ(eχ) = −
6∑
k=1
(χ(k¯) + χ(−k¯))
(
Γ.
1
k
)
= 0.
Pour χ pair, un calcul montre que tχ(Γ. 1ea) = 0 (voir [38], 2.4).
La conjugaison complexe sur X, déduite de l'involution z 7→ −z¯ sur H, induit
sur H ′ l'involution i : [c, d] 7→ [−c, d]. Le sous-espace H est stable sous i. Notons
H+ (resp. H−) la partie invariante (resp.anti-invariante) de H sous i. On a
H = H+ ⊕H−, et H+, H− sont des C-espaces vectoriels de dimension 2. On
vériﬁe que eχ ∈ H+ pour χ pair, et eχ ∈ H− pour χ impair.
On dispose d'autre part de l'application C-linéaire : :
H −→ HomC(H0(X,Ω1X),C), c 7−→
(
ω 7→
∫
c
ω
)
.
Pour f ∈ S = S2(Γ1(13)), notons ωf la diﬀérentielle holomorphe sur X1(13)
induite par 2ipif(z)dz. L'application (f 7→ ωf ) est un isomorphisme de S sur
H0(X,Ω1X). Le morphisme qui s'en déduit :
F :
{
H −→ HomC(S,C)
c 7→ (f 7→ ∫c ωf )
induit un isomorphisme F+ sur H+, resp. F− sur H−.
Soit T l'algèbre engendrée par les correspondances de Hecke Tp et les dia-
mants 〈q〉 sur X1(13), pour p, q premiers, q 6= 13. L'algèbre T agit à droite
sur les formes modulaires et donc sur HomC(S,C). Cette action munit l'espace
vectoriel H+, resp. H−, d'une structure de T-module : pour t ∈ T, c ∈ H±, t.c
est déﬁni par ∫t.c ωf = ∫c ωt.f . Les actions de T et T′ sur H coïncident. En par-
ticulier l'action des opérateurs diamants fournit des isomorphismes sur chaque
composante : F±,φ : H±,φ ∼−→ HomC(S2(13, φ),C), pour φ caractère modulo 13.
On en déduit Hφ = 0 pour φ 6= ε, ε¯, et H = Hε ⊕H ε¯.
52 Chapitre 3. Treize torsion des courbes elliptiques
Soient
cχ =
∑
a mod 13
χ¯(a)
{
a˜
13
,∞
}
∈ H ′, f ∈ S, χ : (Z/13Z)× −→ C×.
On a :
L(f, χ, 1) = −τ(χ)
13
∫
cχ
ωf .
On remarque que eχ = tχW13cχ¯. Notons t∗χ l'élément de T tel que l'on a tχW13 =
W13t
∗
χ.
Supposons à présent que la condition (C2) est vériﬁée. En particulier θ²χ 6= 0.
Les isomorphismes F±,ε montrent qu'il existe f ∈ S2(13, ²) telle que
∫
θ²χ
ωf 6= 0.
L'espace S2(13, ²) étant engendré par fε, il s'ensuit que
∫
eχ
ωfε =
∫
θ²χ
ωfε 6= 0.
Or∫
eχ
ωfε =
∫
tχ.W13cχ¯
ωfε =
∫
t∗χ.cχ¯
ωfε¯ = λχ.
∫
cχ¯
ωfε¯ = −
13λχ
τ(χ¯)
L(fε¯, χ¯, 1),
où t∗χ.fε¯ = λχ.fε¯, λχ ∈ C. Ceci prouve que si θ²χ 6= 0 alors L(fε¯, χ¯, 1) 6= 0. De
même, si θ²¯χ 6= 0 alors L(fε, χ¯, 1) 6= 0. 3
Vériﬁcation de la condition (C2)
Nous allons faire les calculs dans les composantes H ′ε, H ′ε¯ de H ′, espace
pour lequel nous disposons de la présentation de Manin. Pour cela nous allons
déterminer une base de H ′ε (resp. H ′ε¯) et exprimer θ²χ (resp. θ²¯χ) dans cette
base. La dimension de ces composantes se déduit de la suite exacte (∗) de la
section 1.1.1 :
Lemme 3.6
On a dim H ′ = 15, et dim H ′φ vaut 0 si φ est impair, 1 si φ est trivial, 4 si
φ = ε ou ε¯, et 2 sinon.
Soit φ désignant indiﬀéremment ε ou ε¯. On peut voir H ′φ comme le quotient
de H ′ par les relations :
[nu, nv] = φ(n).[u, v], (n ∈ (Z/13Z)×, (u, v) ∈ A).
Notons [u, v]φ l'image de [u, v] dans H ′φ. Pour u 6= 0 dans Z/13Z, on a
[u, v]φ = φ(u).[1, vu−1]φ et [0, v]φ = φ(v).[0, 1]φ.
On en déduit que {[0, 1]φ, [1, w]φ ; w ∈ Z/13Z} forme un système de générateurs
de H ′φ. En écrivant les relations de Manin pour ces générateurs, on obtient la
proposition suivante :
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Lemme 3.7
Les éléments [1, 0]φ, [1, 2]φ, [1, 3]φ, [1,−3]φ forment une base de H ′φ, où φ = ε
ou ε¯. Dans cette base, les générateurs [0, 1]φ, [1, w]φ, w ∈ Z/13Z s'écrivent
respectivement :
[0, 1]φ = −[1, 0]φ [1, 1]φ = [1,−1]φ = 0
[1,−2]φ = [1, 2]φ [1, 6]φ = [1,−6]φ = −φ(6).[1, 2]φ
[1, 4]φ = −φ(4).[1, 3]φ [1,−4]φ = −φ(4).[1,−3]φ
[1, 5]φ = φ(6).[1, 3]φ − φ(6).[1, 2]φ [1,−5]φ = φ(4).[1, 2]φ − φ(4).[1,−3]φ
Pour χ impair, on a alors :
eφχ = (χ(3)− χ(4)φ(4) + χ(5)φ(6)).[1, 3]φ
+ (−χ(3) + χ(4)φ(4) + χ(5)φ(4)).[1,−3]φ.
Or χ est déﬁni par χ(2) = ζk, ζ une racine primitive douzième de l'unité,
k = 1, 3, 5, 7, 9, 11. Donc χ(3)− χ(4)ε(4) + χ(5)ε(6) = ζ4k − ζ2k+4 + ζ9k+10. Ce
terme est non nul pour k = 1, 3, 5, 7, 9, 11, donc θ²χ est non nul pour χ impair.
De même, on montre que θ²¯χ 6= 0 pour χ impair.
D'après [22], on a : T ′2.[c, d] = [2c, d] + [2c, c+ d] + [c+ d, 2d] + [c, 2d]. Donc,
pour χ pair, on a :
eφχ =
12∑
a=1
χ(a).([2, a]φ + [2, 1 + a]φ + [1 + a, 2a]φ + [1, 2a]φ
− 2[2, 2a]φ − [1, a]φ)
= Aφ.[1, 2]φ +Bφ.[1, 3]φ + Cφ.[1,−3]φ
où
Cφ = [χ(2)(1− φ(4)− φ(2))− χ(3)φ(2) + χ(4)φ(5)
+ χ(5)(φ(2) + φ(4)) + 2χ(6)φ(2)]
Si χ est déﬁni par χ(2) = ζk, on a
Cε = ζk(1− ζ4 − ζ2)− ζ4k+2 − ζ2k+3 + ζ9k(ζ4 + ζ2) + 2ζ5k+2.
Ce terme étant non nul pour k = 2, 4, 6, 8, 12, θ²χ 6= 0 pour χ pair. De même
Cε¯ 6= 0 montre que θ²¯χ 6= 0 pour χ pair.
Ceci termine la preuve de la ﬁnitude de J1(13)(Q(µ13)) (c'est-à-dire du lemme
3.3).

3.1.2 Fin de la preuve de la proposition 3.2
Comme nous l'avons signalé au début de la section 3.1, le groupe J1(13)(Q(µ13))
étant ﬁni et contenant C1 ⊕ C2, il suﬃt maintenant de montrer le lemme 3.4
pour achever la preuve de la proposition 3.2.
Preuve du lemme 3.4 : Soient p un nombre premier distinct de 13 et p un idéal
de Z[µ13] au dessus de p. Notons kp (resp. fp = [kp : Fp]) le corps (resp. le degré)
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résiduel en p de Z[µ13], kp une clôture algébrique de kp, et φp ∈ Gal(F¯p/Fp) un
endomorphisme de Frobenius en p. Le modèle de Néron J1(13) sur Z de J1(13) a
bonne réduction modulo p. Par conséquent, pour tout nombre premier l distinct
de p, on a :
J1(13)(Q(µ13))[l] ↪→ J1(13)(kp)[l].
Or J1(13)(kp)[l] est l'ensemble des invariants sous φfpp de J1(13)(kp)[l] muni de
sa stucture de module galoisien. Montrons que pour l 6= 19 cet ensemble se
réduit à {0}.
Pour l 6= 2, le T/lT-module J1(13)(kp)[l] est libre de rang 2 (se reporter à [47],
théorème 3.4 corollaire 2), et la relation d'Eichler-Shimura dans EndT(J1(13)(kp)[l])
(voir par exemple [44], théorème 2) :
φ2p − Tpφp + p〈p〉 = 0
permet de trouver un polynôme Pp ∈ T/lT[X] annulant φfpp . Si le T/lT-module
J1(13)(kp)[l] admettait des invariants sous φfpp alors 1 serait racine de Pp. Un
choix judicieux de p permet de conclure. Nous utiliserons également le fait que
T ∼= Z[Y ]/Φ6(Y ) en niveau 13 (voir [17]).
Choisissons d'abord p = 3. Soit l premier l 6= 2, 3. On a f3 = 3, et un calcul
montre que le polynôme suivant annule φ33 :
P3 = X2 + (9〈3〉T3 − T 33 )X + 27〈3〉3.
Dans T/lT ∼= Fl[Y ]/Φ6(Y ), T3 s'écrit 2Y − 2 et 〈3〉 = Y (voir [17]), donc
P3(1) = 1 + 9Y (2Y − 2) + 27Y 3 = 2× 19.
On en déduit que pour l 6= 2, 3, 19, on a J1(13)(Q(µ13))[l] = {0}.
Soit maintenant p = 5 et l 6= 2, 5. On a f5 = 4 et φ45 est annulé par :
P5 = X2 + (20〈5〉T 25 − T 45 − 50〈5〉2)X + 625〈5〉4.
Dans T/lT ∼= Fl[Y ]/Φ6(Y ), T5 = −2Y + 1 et 〈5〉 = −1, donc
P5(1) = 627 = 3× 11× 19,
et pour l 6= 2, 3, 5, 11, 19, J1(13)(Q(µ13))[l] = {0}.
Les choix de p qui précèdent montrent que pour l distinct de 2, 3 et 19, on a
J1(13)(Q(µ13))[l] = {0}. Pour le cas l = 3, choisissons p = 79. On a f79 = 1 car
79 ≡ 1 (mod 13). Le polynôme P79 = X2 − T79X + 79〈79〉 annule φ79. Dans
T/3T ∼= F3[Y ]/Φ6(Y ), on a T79 = 4, 〈79〉 = 1, donc P79(1) = 76. Or 76 6≡ 0
mod 3, donc J1(13)(Q(µ13))[3] = {0}.
Examinons le cas de la 2-torsion. Considérons φ45 sur le F2-espace vectoriel
J1(13)(F5)[2] de dimension 4. Le polynôme
P5 = X2 +X + 1 ∈ F2[X] ⊂ T/2T[X] ∼= F4[X]
annule φ45 et n'admet pas 1 pour racine. Donc J1(13)(Q(µ13))[2] = {0}.
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Terminons par le cas de la 19-torsion. On a
(Z/19Z)2 ∼= C1 ⊕ C2 ⊂ J1(13)(Q(µ13))[19].
D'autre part, le calcul de la borne de Weil pour J1(13)(F33) donne
|J1(13)(F33)| ≤ 1587.
Or 193 > 1587, donc |J1(13)(F33)[19∞]| = 19k avec k ≤ 2. On en déduit que
|J1(13)(Q(µ13))[19]| = |J1(13)(Q(µ13))[19∞]| = 192.

3.2 Borne pour le cardinal de Y1(13)(Q(µ13))
3.2.1 Quotient de X1(13) par une involution et conséquences
Lemme 3.8
Soit (i, j) ∈ {1, . . . , 6}2. Aucune fonction rationnelle sur X1(13) n'a pour divi-
seur des pôles Pi +Qj .
Démonstration.  Considérons la courbe modulaire X2(13) associée au
sous-groupe d'indice 3 de Γ0(13) suivant :
Γ2(13) = {
(
a b
c d
) ∈ Γ0(13), a2 ≡ ±1 (mod 13)}.
Cette courbe est de genre nul et induit les revêtements :
X1(13)
2−→ X2(13) 3−→ X0(13).
Notons f : X1(13) −→ X2(13), et σ5 l'élément de Γ0(13) congru à
(
5¯−1 0
0 5¯
)
modulo 13. Comme 5¯2 ≡ −1 (mod 13), on a σ5 ∈ Γ2(13). D'autre part, σ5 agit
sur les pointes de X1(13) par
σ5.Pi = Γ.
13
5i
, σ5.Qj = Γ.
5j
13
.
Donc f(P1) = f(P5), f(P2) = f(P3), f(P4) = f(P6), f(Q1) = f(Q5), f(Q2) =
f(Q3), f(Q4) = f(Q6) sont des pointes de X2(13).
Soit ψ un isomorphisme de X2(13) sur P1 qui envoie la pointe f(P1) sur
∞ ∈ P1. La fonction f˜ = ψ ◦ f est un revêtement de degré 2 de X1(13) sur
P1. Ce qui précède montre que la fonction rationnelle sur X1(13) induite par f˜
admet pour diviseur des pôles
P1 + P5 ∼ P2 + P3 ∼ P4 + P6 ∼ Q1 +Q5 ∼ Q2 +Q3 ∼ Q4 +Q6.
Une fonction rationnelle de diviseur des pôles Pi + Qj , (i, j) ∈ {1, ..6}2, in-
duirait un revêtement de degré 2 de X1(13) sur P1 distinct de f˜ , ses ﬁbres au
dessus de ∞ étant distinctes. L'unicité d'un revêtement de degré 2 de P1 par
une courbe de genre 2 interdit cette éventualité. 
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3.2.2 Borne
Proposition 3.9
Le cardinal de Y1(13)(Q(µ13)) est inférieur ou égal à 122.
Démonstration.  Rappelons que l'on a J1(13)(Q(µ13)) = C1 ⊕ C2, avec
C1 = 〈u1, ..u6〉 ⊂ J1(13)(Q), C2 =W13.C1 = 〈v1, ..v6〉, ui = ι(Pi), et vj =
[(Qj) − (Q6)], pour 1 ≤ i, j ≤ 6 (proposition 3.2). Les résultats de Ogg [35]
montrent que C1 et C2 sont des groupes cycliques d'ordre 19, et que l'on a
ui = aiu4, vi = aiv4, ai ∈ Z/19Z, avec a1 = 4, a2 = −5, a3 = 6, a4 = 1, a5 =
−3, a6 = 0, où on note encore n la classe d'un entier n dans Z/19Z.
En particulier, il existe (a, b) ∈ (Z/19Z)2 tels que
ι(Q6) = [(Q6)− (P6)] = au4 + bv4.
Or W13.ι(Q6) = −ι(Q6) = bu4 + av4 donc b = −a dans Z/19Z. De plus d'après
2.1, on a P4+P6 ∼ Q4+Q6 donc 2ι(Q6) = u4−v4 = 2au4−2av4. On en déduit
que a = −9 et ι(Q6) = −9u4 + 9v4.
Considérons à présent P dans Y1(13)(Q(µ13)). Notons u = ι(P ) et soient
(µ, ν) ∈ (Z/19Z)2 tels que u = µu4 + νv4. Ogg montre que C1 ∩ ι(Y1(13)) = ∅.
On en déduit que ν 6= 0. D'autre part, si µ = −9, on a u = ι(Q6)+(ν−9)v4, donc
[(P )− (Q6)] ∈ C2, c'est-à-dire ι(W13.P ) ∈ C1∩ ι(Y1(13)). Ceci étant impossible,
µ 6= −9. Supposons maintenant qu'il existe i, j et k dans {1, ..6} tels que u =
ui+vj−vk. On aurait alors P +Qk ∼ Pi+Qj , ce qui est impossible d'après 2.1.
La diﬀérence aj −ak décrivant Z/19Z lorsque j, k décrivent {1, ..6}, ceci impose
µ 6= 0, 1, 4, 6,−3,−5. De même, on montre que u 6= ui − uk + vj + ι(Q6), ce qui
impose ν 6= 9,−9, 6,−6, 4,−4.
Les contraintes précédentes sur les valeurs de (µ, ν) montrent la proposition.

3.3 Preuve du théorème 3.1
Il s'agit de montrer que Y (13)(Q(µ13)) est vide. Procédons par l'absurde :
soit (E, pi) un point de Y (13)(Q(µ13)), où E est une courbe elliptique déﬁnie
sur Q(µ13) et pi est un plongement : pi : (Z/13Z)2 −→ E[13]. Un tel point donne
lieu à (132 − 1)/2 = 84 points1 de Y1(13)(Q(µ13)). Notons P(E,pi) cet ensemble
de points. Supposons que pour tout x de P(E,pi), W13.x n'est pas dans P(E,pi).
Alors le sous-ensemble P(E,pi) ∪ W13.P(E,pi) de Y1(13)(Q(µ13)) est de cardinal
2× 84 = 168 > 122, ce qui est impossible d'après la proposition 3.9.
Par conséquent, il existe x ∈ P(E,pi) tel que y = W13.x ∈ P(E,pi). Autrement
dit, il existe P, Q deux points d'ordre 13 de E déﬁnis sur Q(µ13) et un isomor-
phisme déﬁni sur Q(µ13) envoyant (E,Q) sur
W13.(E,P ) = (E/〈P 〉, P ′ + 〈P 〉),
1En eﬀet, Aut(E) est d'ordre 2, i.e. j(E) 6= 0, 1728, car Q(µ13) ne contient ni Q(
√−1) ni
Q(
√−3).
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où P ′ est le point d'ordre 13 de E tel que e13(P ′, P ) = e2ipi/13, l'application
e13 : E[13]× E[13] −→ µ13 l'accouplement de Weil.
En particulier, on dispose d'une isogénie ψ de E dans E de degré 13 déﬁnie sur
Q(µ13). La courbe elliptique E est donc à multiplication complexe. L'ensemble
des endomorphismes End E de E sur C est isomorphe à un ordre R d'un corps
quadratique imaginaire. Soit [.] : R −→ End E l'isomorphisme normalisé, et
α ∈ R tel que ψ = [α]. L'isogénie [α] étant déﬁnie sur Q(µ13) ainsi que la
courbe elliptique E, on a α ∈ Q(µ13). Or 13 ≡ 1 (mod 4), donc Q(µ13) ne
contient aucun corps quadratique imaginaire, et donc α ∈ Q. C'est impossible
car sinon, 13 = deg[α] =| NKQ (α) | serait un carré. Ceci achève la preuve.

3.4 Remarque
Lorsque j'ai exposé cette démonstration pendant les vingt-deuxièmes Journées
Arithmétiques (juin 2001), B. Poonen m'a signalé un résultat de R. F. Coleman
qui, en utilisant la ﬁnitude du groupe J1(13)(Q(µ13)), fournit une borne plus
petite du cardinal de Y1(13)(Q(µ13)), et simpliﬁe alors la démonstration du
théorème.
Rappelons le résultat de Coleman [2] :
Théorème 3.10 (Coleman)
Soient C une courbe de genre g déﬁnie sur un corps de nombres K, et J sa
jacobienne. Supposons que le rang de J(K) soit au plus g − 1. Soit p un idéal
non ramiﬁé de K en lequel C a bonne réduction et de caractéristique résiduelle
supérieure à 2g. Notons fp le degré résiduel en p. Alors
|C(K)| ≤ fp + 2g(
√
fp + 1)− 1.
Appliquons ce théorème à C = X1(13), K = Q(µ13), p|53, pour lesquels les
hypothèses sont vériﬁées, en particulier grâce au lemme 3.3 qui assure que le rang
de J1(13)(Q(µ13)) est inférieur à g− 1 = 1. On obtient : |X1(13)(Q(µ13))| ≤ 85
donc |Y1(13)(Q(µ13))| ≤ 73. On raisonne alors par l'absurde comme dans la sec-
tion 3 : un point de Y (13)(Q(µ13)) donnerait lieu à 84 points de Y1(13)(Q(µ13)),
ce qui est impossible d'après ce qui précède.

Chapitre 4
Homologie des courbes
modulaires et module
supersingulier
Notations.  Dans ce chapitre et ceux qui suivent nous adopterons les
notations suivantes. Soit p un nombre premier. On note F¯p une clôture algébrique
de Fp. On désigne par n le numérateur et par δ le dénominateur de (p− 1)/12.
Soit A un anneau (dans ce qui suit A = Q, Q¯,C, ou Z[ 1a]). Pour M et
N des Z-modules, et u : M −→ N un morphisme de Z-modules, on pose
MA = M ⊗ A et uA : MA −→ NA le morphisme de A-modules obtenu par
extension des scalaires. Lorsque le contexte est suﬃsamment clair, nous nous
permettons d'omettre l'indice pour uA. Si A = Z
[
1
a
]
, a entier non nul, on note
plus simplement M[ 1a] =M ⊗A et u[ 1a] = uA.
On rappelle que Y = Γ\H = Y0(p)(C) est la surface de Riemann associée à
Γ0(p), X = Γ0(p)\
(
H ∪ P1(Q)) = X0(p)(C) sa compactiﬁée, et J = J0(p)(C) la
jacobienne de X. On note ptes l'ensemble des pointes de X et
$ : H ∪ P1(Q) X
la surjection canonique.
Soit T˜ l'algèbre engendrée par l'action des opérateurs de Hecke Tm, m ≥ 1 sur
le C-espace vectoriel M2(Γ0(p)) des formes modulaires de poids 2 et de niveau
p. L'algèbre T introduite au paragraphe 1.1.2 n'est autre que l'image de T˜ dans
l'anneau des endomorphismes du sous-espace vectoriel S2(Γ0(p)) de M2(Γ0(p))
constitué des formes paraboliques. Ce sont les notations adoptées par Mazur
[20].
On appelle forme de Hecke toute forme modulaire propre pour les opérateurs
de Hecke et normalisée, et forme primitive toute forme de Hecke parabolique.
Soient m un idéal maximal de T˜, U et V des T˜-modules, et u : U −→ V un
morphisme de T˜-modules. On note km = T˜/m, Um = lim←−
(
U/mkU
) le séparé
complété de U pour la topologie m-adique, et um : Um −→ Vm le morphisme de
T˜m-modules induit par u sur les séparés complétés.
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4.1 Formes modulaires (rappels)
Soit M le Z-module des formes modulaires de développement de Fourier à
l'inﬁni ∑m≥0 amqm avec a0 ∈ 12Z et am ∈ Z pour m ≥ 1. L'algèbre T˜ agit
ﬁdèlement surM. Il est connu que le T˜Q-moduleMQ est libre de rang 1. Soit
N le sous-T˜-module deMQ constitué des formes modulaires de développement
de Fourier à l'inﬁni ∑m≥0 amqm avec am ∈ Z pour m ≥ 1. Enﬁn, notons
M0 le sous-Z-module des formes paraboliques dans M ou N indiﬀéremment.
L'action de T˜ surM0 se factorise par T. Le TQ-moduleM0Q est libre de rang 1.
L'accouplement déﬁni par 〈f, T 〉 = a1(f | T ) induit un isomorphisme naturel de
T˜-modules
N ∼−→ Hom(T˜,Z)
et un isomorphisme de T-modules
M0 ∼−→ Hom(T,Z)
(voir par exemple [8] proposition 1.3). Le conoyau de l'injection deM dans N
est isomorphe à Z/δZ (loc. cit. proposition 1.1).
Considérons l'application injective
MC = M2(Γ0(p)) −→ C[[q]] (4.1)
qui à une forme modulaire associe son développement de Fourier à l'inﬁni. Le Z-
moduleM0 n'est autre que l'intersection entre S2(Γ0(p)) et la préimage de Z[[q]]
par cette application. Pour A un anneau, un élément deM0A sera appelé forme
parabolique à coeﬃcients dans A (voir par exemple [6] 12.3). Le morphisme
M0A −→ A[[q]]
déduit de (4.1) par extension des scalaires à A est encore injectif.
Lorsque m est un idéal maximal de T˜ de caractéristique l 6= 2, l'anneau Tm est
de Gorenstein (voir [20] corollaires 15.2 et 16.3). Il s'ensuit (voir par exemple
[8]) que Nm et Mm sont des T˜m-modules libres de rang 1, et que M0m est un
Tm-module libre de rang 1.
Soit
E =
p− 1
24
+
∑
m≥1
σ′(m)qm, où σ′(m) =
∑
d|m,(p,d)=1
d, (4.2)
la série d'Eisenstein normalisée de poids 2 sur Γ0(p). La série E ∈ N est une
forme propre pour l'action de T˜ et déﬁnit donc un morphisme de groupes sur-
jectif
pi : T˜ −→ Z
Tm 7−→ σ′(m) .
Soit I l'idéal de T˜ noyau de pi. L'idéal I est engendré par 1 + w et 1 + l − Tl
pour l parcourant l'ensemble des nombres premiers distincts de p. Son image
I = IT dans T est l'idéal d'Eisenstein de [20]. Un idéal premier dans le support
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de I est appelé idéal premier d'Eisenstein. Il en existe dès lors que g > 0. L'idéal
I est d'indice ﬁni n dans T (voir [20] proposition 9.7).
Notons ωf = 2ipif(z)dz la forme diﬀérentielle sur X0(p) associée à une forme
modulaire f. Conformément à la convention adoptée par Gross [10], on norma-
lise le produit scalaire de Petersson d'une forme parabolique f et d'une forme
modulaire g de la façon suivante
(f, g) =
∫∫
X
ωf ∧ i ωg = 8pi2
∫∫
Γ0(p)\H
f(z)g(z)dxdy. (4.3)
4.2 Homologie des courbes modulaires (rappels)
4.2.1 La théorie de Manin
Reprenons les notations de [23]. Notons
Hptes = H1(X, ptes ; Z), Hptes = H1(Y ; Z), et H = H1(X ; Z).
On a une injection canonique
αptes : H ↪→ Hptes, (4.4)
et une surjection canonique
αptes : Hptes  H. (4.5)
Les produits d'intersection déﬁnissent des accouplements parfaits notés • :
Hptes ×Hptes −→ Z et H×H −→ Z. (4.6)
Ces accouplements sont compatibles à αptes et αptes, i.e. on a
αptes(x) • y = x • αptes(y) (y ∈ Hptes, x ∈ H). (4.7)
De plus, l'accouplement • : H×H −→ Z est antisymétrique.
Désormais, nous identiﬁerons H à son image par αptes dans Hptes.
Pour x et y dans P1(Q) , notons {x, y} la classe dans Hptes de l'image dans
X d'un chemin géodésique de x à y dans H.
Le groupe H, identiﬁé à un sous-groupe de Hptes, est le noyau de l'application
bord β déﬁnie par
β : Hptes −→ Z[ptes]
{x, y} 7−→ (Γ0(p).y)− (Γ0(p).x). (4.8)
Soit g ∈ SL2(Z). La classe {g0, g∞} ∈ Hptes ne dépend que de la classe de g
dans Γ0(p)\SL2(Z). On déﬁnit alors l'application
ξ0 : Z[Γ0(p)\SL2(Z)] −→ Hptes
Γ0(p).g 7−→ {g0, g∞}.
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Dorénavant, nous noterons indiﬀéremment Γ0(p).g ou g pour désigner la classe
de l'élément g de SL2(Z) modulo Γ0(p), le contexte suﬃsant à distinguer un
élément de sa classe modulo Γ0(p).
Posons ρ = e2ipi/3, R = $ (SL2(Z)ρ) et I = $ (SL2(Z)i). Considérons les
éléments de SL2(Z) d'ordres respectifs 4 et 6
σ =
(
0 −1
1 0
)
et τ =
(
0 −1
1 1
)
.
On note EΓ0(p) l'ensemble des éléments de Z[Γ0(p)\SL2(Z)] de la forme∑
g∈Γ0(p)\SL2(Z)
λg g
avec, pour tout g ∈ Γ0(p)\SL2(Z),
λg + λgσ = 0 et λg + λgτ + λgτ2 = 0 .
Pour g ∈ Γ0(p)\SL2(Z), on note [gi, gρ] la classe dans H1(Y,R ∪ I ; Z) de
l'image dans Y d'un chemin géodésique reliant gi à gρ dans H.
Soit x =∑g∈Γ0(p)\SL2(Z) λg g ∈ EΓ0(p). La classe∑
g∈Γ0(p)\SL2(Z)
λg[gi, gρ]
est un élément de Hptes vu comme un sous-groupe de H1(Y,R∪I ; Z) (voir [23]).
Cela déﬁnit une application :
ξ0 : EΓ0(p) −→ Hptes∑
g∈Γ0(p)\SL2(Z) λgg 7−→
∑
g∈Γ0(p)\SL2(Z) λg[gi, gρ].
Théorème 4.1 (Manin, Merel)
1. Pour g ∈ Γ0(p)\SL2(Z) et
∑
h∈Γ0(p)\SL2(Z) µh h ∈ EΓ0(p), on a
ξ0(g) • ξ0
(∑
µh∈Γ0(p)\SL2(Z)h
)
= µg.
2. L'application ξ0 est un isomorphisme de groupes.
3. L'application ξ0 = Z[Γ0(p)\SL2(Z)] −→ Hptes est surjective. Pour tout
g ∈ Γ0(p)\SL2(Z), on a les relations dites relations de Manin :
ξ0(g) + ξ0(gσ) = 0 et ξ0(g) + ξ0(gτ) + ξ0(gτ2) = 0. (4.9)
Démonstration.  Voir [19] et [24]. 
Notons c¯ la classe modulo p d'un entier c. L'application
ι : Γ0(p)\SL2(Z) −→ P1(Fp)
Γ0(p).
(
a b
c d
) 7−→ [c¯ : d¯]
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est un isomorphisme de groupes compatible à l'action à droite de SL2(Z) sur
Γ0(p)\SL2(Z) et P1(Fp). On rappelle que SL2(Z) agit à droite sur P1(Fp) par
[c : d]
(
u v
w t
)
= [uc+ wd : vc+ td]
(
[c : d] ∈ P1Fp ,
(
u v
w t
)
∈ SL2(Z)
)
.
Notons encore ξ0 l'application de Z[P1(Fp)] vers Hptes obtenue en composant ξ0
et l'isomorphisme Z[P1(Fp)] ∼−→ Z[Γ0(p)\SL2(Z)] déduit de ι−1.
On a
ξ0([c¯ : d¯]) =
{
b
d
,
a
c
}
où ( a bc d ) ∈ SL2(Z). Remarquons que
[c¯ : d¯] =
{
[c¯d¯−1 : 1] si d 6≡ 0 (mod p)
[c¯ : 0] = [1 : 0] sinon.
Passons à un système non homogène de coordonnées : on note∞ = [1 : 0] ∈ P1Fp
et c/d = [c : d]. pour c et d deux entiers tels que p ne divise pas d.
Pour c et d deux entiers premiers entre eux, on a donc
ξ0
( c
d
)
=

ξ0(0) si c ≡ 0 (mod p)
ξ0(∞) si d ≡ 0 (mod p)
ξ0(k) sinon, avec k ∈ Z, (k, p) = 1, kd ≡ c (mod p).
(4.10)
Pour k un entier premier à p, en considérant la matrice ( 1 0k 1 ) , on obtient
ξ0(k) =
{
0,
1
k
}
qui est un élément de H. Par ailleurs ξ0(0) = {0,∞} = −ξ0(∞).
Pour [c¯ : d¯] ∈ P1(Fp), on a [c¯ : d¯]σ = [d¯ : −c¯], et [c¯ : d¯]τ = [d¯ : d¯ − c¯]. Les
relations de Manin peuvent s'écrire :
ξ0
( c
d
)
+ ξ0
(
− d
c
)
= 0 et ξ0
( c
d
)
+ ξ0
(
d
d− c
)
+ ξ0
(
c− d
c
)
= 0. (4.11)
Considérons le morphisme de groupes
αptes ◦ αptes : Hptes −→ Hptes.
Théorème 4.2
Pour tout u =∑g∈Γ0(p)\SL2(Z) λgg ∈ EΓ0(p), on a
αptes ◦ αptes (ξ0(u)) = 16
∑
g∈Γ0(p)\SL2(Z)
(λgτ − λgτ2) ξ0(g).
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Démonstration.  Pour cette démonstration, généralisons nos notations
pour les symboles modulaires. Pour u et v dans (SL2(Z)ρ)∪ (SL2(Z)i)∪P1(Q),
on note {u, v} la classe dans H1(X,R ∪ I ∪ ptes ; Z) de l'image dans X d'un
chemin géodésique reliant u à v dans H.
Observons qu'on a des injections canoniques
H ↪→ Hptes ↪→ H1(X,R ∪ I ∪ ptes ; Z).
On identiﬁe ainsi H et Hptes à des sous-groupes de H1(X,R∪I∪ptes ; Z). Nous
allons établir l'égalité du théorème 4.2 dans H1(X,R ∪ I ∪ ptes ; Z). Dans ce
groupe, on a
αptes ◦ αptes (ξ0(u)) =
∑
g∈Γ0(p)\SL2(Z)
{gi, gρ}.
Comme −I ∈ Γ0(p), l'image de σ (resp. τ) dans Γ0(p)\SL2(Z) est d'ordre 2
(resp. 3). Dans les calculs qui suivent les sommes portent sur Γ0(p)\SL2(Z). On
a
∑
g
λg{gi, gρ} =
∑
g
λg{gi, g∞}−
∑
h
λh{hρ, h∞}
=
1
2
∑
g
(λg{gi, g∞}+ λgσ{gσi, gσ∞})
− 1
3
∑
h
λh{hρ, h∞}
−1
3
∑
h
(λhτ{hτρ, hτ∞}+ λhτ2{hτ2ρ, hτ2∞}).
Or σi = i, σ∞ = 0, τρ = ρ, τ∞ = 0, λgσ = −λg et λh = −λhτ − λhτ2 . Par
conséquent, on a
∑
g
λg{gi, gρ} = 12
∑
g
(λg{gi, g∞}− λg{gi, g0})
−1
3
∑
h
(λhτ + λhτ2){h∞, hρ}
−1
3
∑
h
(λhτ{hρ, h0}+ λhτ2{hρ, hτ0})
=
1
2
∑
g
λg{g0, g∞}− 13
∑
g
λgτ{g∞, g0}
− 1
3
∑
g
λgτ2{g∞, gτ0}.
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Donc on a∑
g
λg{gi, gρ} = −12
∑
g∈A(Γ0(p))
λgτ{g0, g∞}− 12
∑
g∈A(Γ0(p))
λgτ2{g0, g∞}
+
1
3
∑
g
λgτ{g0, g∞}+ 13
∑
g
λgτ2{g0, g∞}
+
1
3
∑
g
λgτ2{gτ0, gτ∞}.
Comme ∑g λgτ2{gτ0, gτ∞} =∑g λgτ{g0, g∞}, on a ﬁnalement∑
g
λg{gi, gρ} = −16
∑
g
λgτ2{g0, g∞}+
1
6
∑
g
λgτ{g0, g∞}.
On en déduit l'égalité annoncée. 
Corollaire 4.3
Pour tous x =∑g∈Γ0(p)\SL2(Z) λgg et y =∑h∈Γ0(p)\SL2(Z) µhh dans EΓ0(p), on adans H :
αptes(ξ0(x)) • αptes(ξ0(y)) = 16
∑
(λgτµg − λgµgτ ).
Démonstration.  La dualité de αptes et αptes, et la proposition précédente
justiﬁent le calcul suivant :
αptes(ξ0(x)) • αptes(ξ0(y)) = ψ(ξ0(x)) • ξ0(y)
= 16
∑
g(λgτ − λgτ2)ξ0(g) • ξ0(y)
= 16
∑
g(λgτµg − λgτ2µg)
= 16
∑
g(λgτµg − λgµgτ ).

4.2.2 Algèbre de Hecke et conjugaison complexe
Action de l'algèbre de Hecke
Les correspondances de Hecke sur X0(p) déﬁnissent une action de T˜ sur Hptes
et Hptes.
Les opérateurs de Hecke Tm, m ≥ 1 sont autoadjoints pour
• : Hptes ×Hptes −→ Z.
Le sous-groupe H de Hptes est stable sous l'action de T˜ et la surjection
αptes : Hptes −→ H est compatible avec cette action :
αptes(Tm(c)) = Tmαptes(c).
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Action de la conjugaison complexe
L'involution z 7→ −z¯ de H déﬁnit une involution sur X = X0(p)(C) qui
n'est autre que la conjugaison complexe. La conjugaison complexe laisse stable
l'ensemble ptes et déﬁnit par conséquent des involutions de Hptes et Hptes. On
note c¯ l'image d'un cycle c sous l'action de la conjugaison complexe.
Un petit calcul (voir [19]) montre que l'action de la conjugaison complexe sur
Hptes est donnée par :
ξ0
( c
d
)
= ξ0
(−c
d
)
(c, d ∈ Z, (c, d) = 1).
Le sous-groupe H de Hptes est stable sous l'action de la conjugaison complexe,
et on a αptes(c¯) = αptes(c) pour tout c ∈ Hptes.
Pour c, d dans H, on a
c¯ • d¯ = −c • d. (4.12)
On notera H+ (resp. H−) la partie invariante (resp. anti-invariante) de H sous
l'action de la conjugaison complexe. On a H[12] = H+[12] ⊕ H−[12] et l'accou-
plement H+[12] × H−[12] −→ Z[12] , déduit de • par extension des scalaires à
Z
[
1
2
]
, est parfait. En fait, on a
H+ = (1 + c)H et H− = (1− c)H
où c est la conjugaison complexe (voir [27] proposition 5).
On note
pi+ =
1
2
(1 + c) : H[12] −→ H+[12] et pi− = 12(1− c) : H[12] −→ H−[12]
les surjections canoniques.
Le T-module H
L'intégration sur les chemins déﬁnit l'accouplement non dégénéré
[ , ] : H×H0(X,Ω1) −→ C
(c, ω) 7−→ [c, ω] = ∫c ω. (4.13)
L'image du morphisme injectif qui s'en déduit
F : H −→ HomC(H0(X,Ω1),C)
c 7−→ (ω 7→ ∫c ω) (4.14)
s'identiﬁe à H1(J,Z). L'isomorphisme H ∼= H1(J,Z) déﬁnit par transport de
structure une action de T sur H. Cette action coïncide avec la restriction à H
de l'action de T˜ sur Hptes.
Le morphisme F s'étend en un isomorphisme T-linéaire de R-espaces vecto-
riels :
HR ∼−→ HomC(H0(X,Ω1),C). (4.15)
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La restriction de F à la partie invariante H+ (resp. la partie anti-invariante
H−) de H sous l'action de la conjugaison complexe s'étend en un isomorphisme
T-linéaire de C-espaces vectoriels :
F+ : H+C
∼−→ HomC(H0(X,Ω1),C)
(resp. F− : H−C
∼−→ HomC(H0(X,Ω1),C)).
Cela est dû au théorème de De Rham, au théorème de décomposition de
Hodge ainsi qu'à la dualité de Poincaré (voir par exemple [9]). Pour tout ω ∈
H0(X,Ω1), il existe donc c ∈ H+C et d ∈ H−C caractérisés par l'une des propriétés
suivantes : ∫
c′
ω = c′ • c et
∫
c′
ω¯ = c′ • d (c′ ∈ HC) ; (4.16)
ou, de façon équivalente,∫∫
X
ω ∧ η¯ =
∫
c
η¯ et
∫∫
X
ω¯ ∧ η =
∫
d
η (η ∈ H0(X,Ω1)). (4.17)
Le TC-module HomC(H0(X,Ω1),C) étant libre de rang 1, il en est de même
pour H+C et H−C . Cela implique que H+Q et H−Q sont des TQ-modules libres de
rang 1.
Soitm un idéal maximal de T de caractéristique résiduelle l 6= 2. Le Tm-module
Hm est libre de rang 2 (voir [20] paragraphe 15). Comme Hm = H+m ⊕ H−m, il
s'ensuit que les Tm-modules H+m et H−m sont libres de rang 1.
4.3 Le module supersingulier (rappels)
Pour les rappels qui suivent, nous nous inspirons des textes [10], [11], [8], [15],
et [48]. Nous attirons l'attention sur le fait que les notations diﬀèrent quelque
peu de celles adoptées par Emerton [8], notamment celles concernant l'algèbre
de Hecke.
4.3.1 Courbes elliptiques supersingulières et algèbres de qua-
ternions
Soit E0 une courbe elliptique supersingulière sur F¯p. L'anneau R0 = EndE0
des endomorphismes de E0 est un ordre maximal de l'algèbre de quaternions
B = R0 ⊗ Q sur Q déﬁnie ramiﬁée en p et ∞. L'ensemble Cg(R0) des classes
d'idéaux à gauche de R0 est ﬁni et son cardinal est indépendant du choix de
R0 (voir [48]). De même l'ensemble S des classes d'isomorphismes de courbes
elliptiques supersingulières sur F¯p est ﬁni de cardinal g + 1 où g est le genre
de X0(p). L'application Hom(., E0) fournit une bijection de S vers Cg(R0). On
notera E0, . . . , Eg des représentants de S et I0 = R0, . . . , Ig = Hom(Eg, E0) les
idéaux à gauche de R0 correspondants. Pour 0 ≤ i ≤ g, l'ordre à droite de Ii
est alors Ri = End(Ei), et toute classe de conjugaison des ordres maximaux de
B est représentée par un élément de {R0, . . . , Rg}.
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Notons wi = |R∗i /〈±1〉| = |Aut(Ei)/〈±1〉|. On a
g∏
i=0
wi = δ , (4.18)
g∑
i=0
1
wi
=
p− 1
12
=
n
δ
, où (n, δ) = 1. (4.19)
L'égalité (4.19) est la formule de masse d'Eichler.
Notons Mi,j l'idéal à gauche de Rj et à droite de Ri déﬁni par :
Mi,j = I−1j Ii = Hom(Ei, Ej).
Ce Z-module libre de rang 4 est muni de la forme quadratique donnée par
la norme réduite N (voir [48]). Pour b ∈ Mi,j , le degré de l'isogénie φb ∈
Hom(Ei, Ej) correspondante est donné par
deg φb = N(b)/N(Mi,j).
La série Theta associée à l'idéal Mi,j est déﬁnie par
Θ(Mi,j) =
∑
b∈Mi,j
qN(b)/N(Mi,j) =
∑
m≥0
2wjBi,j(m)qm (4.20)
où
Bi,j(m) =
1
2wj
Card{b ∈Mi,j , N(b)/N(Mi,j) = m}. (4.21)
L'entier Bi,j(m) est aussi le nombre de sous-schémas en groupes C d'ordre m
de Ei tels que Ei/C ∼= Ej .
Pour m entier positif, la matrice B(m) de terme général Bi,j(m), 0 ≤ i, j ≤ g,
est la matrice d'Eichler-Brandt de degré m. Nous renvoyons le lecteur à [10],
notamment à la proposition 2.7, pour les propriétés de ces matrices. Signalons
en particulier la relation de symétrie
wjBi,j(m) = wiBj,i(m), (∀m ∈ N), (4.22)
et la relation
g∑
j=0
Bi,j(m) = σ′(m). (4.23)
4.3.2 Le module supersingulier
Déﬁnition
Rappelons que les classes d'isomorphisme de courbes elliptiques supersingu-
lières sur F¯p sont également en correspondance bijective avec les points doubles
de la ﬁbre X0(p)Fp en p de X0(p)Z (voir chapitre 1). Pour i ∈ {0, . . . , g} on note
xi le point double de X0(p)Fp correspondant à la classe d'isomorphisme [Ei].
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On rappelle que le module supersingulier est le Z-module libre P de rang g+1
engendré par x0, . . . , xg :
P =
g⊕
i=0
Zxi. (4.24)
Soit
deg : P −→ Z∑g
i=0 λixi 7−→
∑g
i=0 λi
l'homorphisme de groupes degré. Le sous-groupe de P formé des éléments de
degré nul est noté P0.
On munit le module supersingulier de l'accouplement Z-bilinéaire déﬁni positif
〈 , 〉 : P × P −→ Z
(xi, xj) 7−→ 〈xi, xj〉 = wjδi,j . (4.25)
Opérateurs de Hecke
Les correspondances de Hecke sur X0(p) induisent une action de T˜ sur P. Plus
précisément, pour toute courbe elliptique supersingulière E et tout schéma en
groupes ﬁnis d'ordre m de E, la courbe elliptique E/C est encore supersingu-
lière. Cela permet de déﬁnir l'action de l'opérateur de Hecke Tm sur une classe
d'isomorphisme [E] de la façon suivante :
Tm[E] =
∑
C
[E/C]
où C parcourt l'ensemble des sous-schémas en groupes ﬁnis d'ordre m de E.
Lorsque p ne divise pas m, ces sous-schémas sont en correspondance bijective
avec les sous-groupes d'ordre m de E(F¯p). Pour m = p, le seul sous-schéma en
groupes ﬁni d'ordre p de E est le noyau du morphisme de Frobenius
E −→ E(p).
On a donc
Tp([E]) = [E(p)].
Les opérateurs de Hecke vériﬁent les relations suivantes (voir [28] 1.2.1) :
Tnm = TnTm (n ≥ 1, m ≥ 1, (m,n) = 1)
Tlr+2 = Tlr+1Tl − lTlr (l premier, l 6= p, r ≥ 0)
Tpr = (Tp)r =
{
Tp si r est impair,
IdP si r est pair.
Sur la base (xi)0≤i≤g de P, l'action de Tm est donnée par la matrice d'Eichler-
Brandt B(m) = (Bi,j)0≤i,j≤g :
Tmxi =
g∑
j=0
Bi,j(m)xj . (4.26)
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Modules de Hecke
L'action de T˜ sur P est ﬁdèle. L'homomorphisme canonique T˜ −→ EndeTP est
même un isomorphisme (voir [8] théorème 0.4).
On rappelle que σ′(m) est la somme des diviseurs de m premiers à p. Toute
courbe elliptique supersingulière en caractéristique p a σ′(m) sous-schémas en
groupes ﬁnis d'ordre m. Par conséquent, le sous-groupe P0 de P est stable sous
l'action de T˜. Le quotient T de T˜ agit ﬁdèlement sur P0. L'homomorphisme
canonique T −→ EndTP0 est un isomorphisme (voir [8] théorème 0.6).
Notons Pˇ = Hom(P,Z) et Pˇ0 = Hom(P0,Z). L'algèbre T˜ (resp. T) agit sur
Pˇ (resp. Pˇ0) par dualité. Les opérateurs de Hecke sont autoadjoints pour 〈 , 〉.
L'accouplement 〈 , 〉 induit un morphisme injectif de T˜-modules de P dans Pˇ
de conoyau isomorphe à Z/δZ (voir [8] lemme 3.16). L'accouplement canonique
P × Pˇ −→ Z
étend donc l'accouplement 〈 , 〉 et sera encore noté 〈 , 〉. Le T˜-module Pˇ s'iden-
tiﬁe au sous-T˜-module⊕gi=0 Z xiwi de PQ. On fera désormais l'identiﬁcation
Pˇ ∼=
g⊕
i=0
Z
xi
wi
. (4.27)
On étend deg à PQ par linéarité.
L'accouplement bilinéaire 〈 , 〉 restreint à P0 × P0 induit un morphisme in-
jectif de T-modules de P0 dans Pˇ0 de conoyau isomorphe à Z/nZ (loc. cit.).
L'accouplement canonique P0 × Pˇ0 −→ Z étend 〈 , 〉|P0×P0 .
Le T˜Q-module PQ et le TQ-module P0Q sont libres de rang 1 (voir [10]).
Proposition 4.4 (Emerton)
Soit m un idéal maximal de T˜ de caractéristique résiduelle l 6= 2. Le T˜m-module
Pm et le Tm-module P0m sont libres de rang 1.
Démonstration.  C'est un cas particulier du théorème 0.5 de [8]. 
4.4 Comparaison des diﬀérents modules de Hecke
4.4.1 Rappels : espaces propres sous l'action de T˜
Les T˜Q-modulesMQ et PQ sont libres de rang 1. Les TQ-modulesM0Q, P0Q, H+Q
et H−Q sont libres de rang 1. Les opérateurs de Hecke sont autoadjoints pour les
accouplements ( , ) surM×M, 〈 , 〉 sur P ×P et • sur H+×H−. Les idempo-
tents de T˜Q¯ sont en correspondance bijective avec les formes de Hecke (voir par
exemple [30]), et engendrent les sous-T˜Q¯-modules irréductibles de T˜Q¯. On note
1f l'idempotent de T˜Q¯ associé à une forme de Hecke f.
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L'élément d'Eisenstein
Considérons l'élément d'Eisenstein
aE =
g∑
i=0
xi
wi
∈ Pˇ. (4.28)
D'après la formule de masse d'Eichler (4.19), le degré de aE est
deg aE =
p− 1
12
. (4.29)
On a
〈x, aE〉 = deg x (x ∈ P). (4.30)
Notons PE le sous-Z-module de Pˇ engendré par aE . Le Z-module PE est
orthogonal à P0 pour 〈 , 〉 : P × Pˇ −→ Z. On a la décomposition (voir [8]
démonstration du lemme 3.16)
P[ 1nδ ] = PE[ 1nδ ]⊕ P0[ 1nδ ] . (4.31)
On note pi0 la surjection de P[ 1nδ ] sur P0[ 1nδ ] déﬁnie par
pi0(x) = x− 12
p− 1 deg(x) aE (x ∈ P
[
1
nδ
]
). (4.32)
On note encore pi0 tout morphisme qui étend pi0 par linéarité.
D'après (4.23) et (4.26), aE est un vecteur propre de Tm pour la valeur propre
σ′(m) pour tout m ≥ 1. L'espace T˜Q¯-propre 1E
(PQ¯) est la Q¯-droite engendrée
par aE . On a donc 1E
(PQ¯) = PE ⊗ Q¯. On note PE ⊗ Q¯ = PEQ¯ .
Espaces propres associés aux formes primitives
Pour f une forme primitive, posons
PfQ¯ = 1f
(PQ¯) , H+Q¯f = 1f (H+Q¯) , H−Q¯f = 1f (H−Q¯) . (4.33)
Les espaces propres PfQ¯, H+Q¯
f et H−Q¯
f sont des Q¯-droites. Choisissons af (resp.
cf , resp. df ) une base de PfQ¯ (resp. H+Q¯
f , resp. H−Q¯
f ) comme Q¯-droite.
On a
1f (x) =
〈x, af 〉
〈af , af 〉 af (x ∈ PQ¯) ;
1f (c) =
c • df
cf • df cf (c ∈ H
+
Q¯) ;
1f (c) =
cf • c
cf • df df (c ∈ H
−
Q¯).
Pour x dans PQ¯, H+Q¯ ou H−Q¯ , on note xf = 1f (x).
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Notons Prim(p) l'ensemble des formes primitives de poids 2 pour Γ0(p). On a
les décompositions en sous-espaces TQ¯-propres deux à deux orthogonaux pour
〈 , 〉 et • respectivement
P0Q¯ =
⊕
f∈Prim(p)
PfQ¯, (4.34)
H+Q¯ =
⊕
f∈Prim(p)
H+Q¯
f
, (4.35)
H−Q¯ =
⊕
f∈Prim(p)
H−Q¯
f
. (4.36)
De plus, puisque les opérateurs de Hecke sont auto-adjoints pour l'accouple-
ment [ , ] (voir (4.13)), après extension des scalaires à C, on peut choisir comme
générateurs de H+C
f et H−C
f les cycles c˜f et d˜f associés à la forme diﬀérentielle
ωf au sens de (4.16). Ils sont caractérisés par la propriété :∫
c
ωf = c • c˜f et
∫
c
ω¯f = c • d˜f (c ∈ H+C ). (4.37)
La caractérisation équivalente (4.17) montre qu'on a alors
c˜f • d˜f = −i(f, f). (4.38)
4.4.2 Produits tensoriels sur l'algèbre de Hecke
Considérons le T˜-module P ⊗eT P et les T-modules P0 ⊗T P0 et H+ ⊗T H−.
On note
seT : P ⊗ P  P ⊗eT P, s0T : P0 ⊗ P0  P0 ⊗T P0
et
s′T : H+ ⊗H−  H+ ⊗T H−
les surjections canoniques.
Lemme 4.5
Les sous-espaces propres de PQ¯⊗eTQ¯ PQ¯ sous l'action de T˜Q¯ sont les T˜Q¯-modules
PgQ¯ ⊗eTQ¯ PgQ¯ pour g décrivant l'ensemble des formes de Hecke. Les sous-espaces
TQ¯-propres de H+Q¯⊗TQ¯H−Q¯ sont les TQ¯-modules H+Q¯
g⊗TQ¯H−Q¯
g pour g ∈ Prim(p).
Plus précisément, on a les décompositions en sous-espaces deux à deux ortho-
gonaux
PQ ⊗eTQ PQ = (PEQ ⊗eTQ PEQ )⊕ (P0Q ⊗TQ P0Q) (4.39)
P0Q¯ ⊗TQ¯ P0Q¯ =
⊕
g∈Prim(p)
(
PgQ¯ ⊗TQ¯ P
g
Q¯
)
(4.40)
H+Q¯ ⊗TQ¯ H−Q¯ =
⊕
g∈Prim(p)
(
H+Q¯
g ⊗TQ¯ H−Q¯
g
)
. (4.41)
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Démonstration du lemme.  D'après (4.31) et (4.35), il suﬃt de montrer que
PgQ¯ ⊗eTQ¯ PhQ¯ est nul pour tout couple (g, h) de formes de Hecke distinctes. Ceci
résulte du théorème de multiplicité 1 sur les formes de Hecke. En eﬀet si g (resp.
h) a pour développement de Fourier à l'inﬁni
g(z) =
∑
m≥0
bmq
m
resp. h(z) = ∑
m≥0
cmq
m
 ,
alors l'image ag ⊗eTQ¯ ah de ag ⊗ ah dans PQ¯ ⊗eTQ¯ PQ¯ vériﬁe pour tout m ≥ 1,
bmag ⊗eTQ¯ ah = Tmag ⊗eTQ¯ ah = ag ⊗eTQ¯ (Tmah) = cmag ⊗eTQ¯ ah.
On en déduit que si g 6= h, alors ag ⊗eTQ¯ ah = 0.
On procède de même pour H+ ⊗T H−. 3
Notons
θ : P ⊗eT Pˇ −→ Hom(T˜,Z) ∼= N ,
(resp. θ0 : P0 ⊗T Pˇ0 −→ Hom(T,Z) ∼=M0),
le morphisme canonique de T˜-modules (resp. de T-modules) déduit de l'accou-
plement canonique sur P × Pˇ (resp. P0 × Pˇ0).
Avec l'identiﬁcation (4.27), θ s'écrit
θ : P ⊗eT Pˇ −→ Hom(T˜,Z) ∼= N
x⊗eT y 7−→ deg x.deg y2 +
∑
m≥1
〈Tmx, y〉 qm.
(4.42)
En particulier, on a
θ(xi ⊗eT xjwj ) =
1
2wj
Θ(Mi,j), 0 ≤ i, j ≤ g. (4.43)
Théorème 4.6 (Emerton)
1. Le morphisme de T˜-modules θ est surjectif. De plus, on a
θ(P ⊗eT P) =M.
2. Le morphisme de T-modules θ0 est surjectif. De plus, on a
θ0(P0 ⊗T P0) = IM0,
où I est l'idéal d'Eisenstein.
Démonstration.  Voir [8] théorèmes 0.3, 0.6, et 0.10. 
Soit m un idéal maximal de T˜ de caractéristique résiduelle l 6= 2. Les T˜m-
modules Nm,Mm et Pm et les Tm-modulesM0m et P0m sont libres de rang 1 (voir
[8] théorème 0.5). Le théorème 4.6 entraîne donc le
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Corollaire 4.7 (Emerton)
Les morphismes de T˜m-modules
θm : Pm ⊗eTm Pˇm −→ Nm et Pm ⊗eTm Pm −→Mm
sont des isomorphismes. Le morphisme de Tm-modules
θ0m : P0m ⊗Tm Pˇ0m −→M0m
est un isomorphisme.
Notons
ψ : H+ ⊗T H− −→ Hom(T,Z) ∼=M0
c⊗T c′ 7−→
∑
m≥1(Tmc • c′) qm
(4.44)
le morphisme canonique de T-modules déduit de l'accouplement •.
Proposition 4.8
Pour tout idéal maximal m de T de caractéristique résiduelle l 6= 2, le morphisme
de Tm-modules ψm : H+m ⊗Tm H−m −→M0m est un isomorphisme.
Démonstration.  On a
T⊗ Zl =
⊕
m
Tm,
où m décrit l'ensemble des idéaux maximaux de T de caractéristique résiduelle
l. On a donc H± ⊗ Zl =
⊕
mH±m pour m parcourant l'ensemble des idéaux
maximaux de T de caractéristique résiduelle l. Les opérateurs de Hecke étant
autoadjoints pour •, l'accouplement sur les séparés complétés
(H+ ⊗ Zl)× (H− ⊗ Zl) −→ Zl (4.45)
est trivial sur H+m × H−m′ pour tout couple (m,m′) d'idéaux maximaux de T
distincts. Par conséquent, l'accouplement (4.45) est la somme directe de ses
restrictions
H+m ×H−m −→ Zl.
De plus, puisque l 6= 2, l'accouplement (4.45) est parfait.
On en déduit que pour tout idéal maximal m de T de caractéristique résiduelle
l 6= 2, l'accouplement
H+m ×H−m −→ Zl
est parfait. Par ailleurs, H+m,H−m etM0m sont des Tm-modules libres de rang 1.
Le lemme 2.4 de [8] permet alors de conclure. 
On déduit immédiatement du corollaire 4.7 et de la proposition 4.8 la propo-
sition suivante :
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Proposition 4.9
Le morphisme de T˜[12]-modules
θ
[
1
2
]
: P[12]⊗eTh12i Pˇ[12] −→ N[12]
obtenu après extension des scalaires de θ à Z[12], est un isomorphisme.
Les morphismes de T[12]-modules
θ0
[
1
2
]
: P0[12]⊗Th12i Pˇ0[12] −→M0[12]
et
ψ
[
1
2
]
: H+[12]⊗Th12i H−[12] −→M0[12] ,
obtenus par extension des scalaires de θ0 et ψ à Z[12] , sont des isomorphismes.
On note désormais
Φ = ψ
[
1
2
]−1 ◦ θ0 [12] : P0[12]⊗Th12i Pˇ0 [12] ∼−→ H+[12]⊗Th12i H−[12] (4.46)
l'isomorphisme de T[12]-modules composé.
Remarque 4.1 Considérons le morphisme canonique de T-modules
Υ : H+ ⊗T H− −→ H ∧T H
composé du morphisme injectif de T-modules H+ ⊗T H− ↪→ H ⊗T H et de la
surjection canonique H⊗T H H ∧T H.
Le morphisme Υ[12], obtenu après extension des scalaires de Υ à Z[12] , est un
isomorphisme de T[12]-modules ; en eﬀet, Υ[12] est surjectif. Le morphisme Υm
sur les séparés complétés en un idéal maximal m de caractéristique résiduelle
l 6= 2 est donc un isomorphisme puisque H+m ⊗Tm H−m et Hm ∧Tm Hm sont des
Tm-modules libres de rang 1.
Nous aurions donc pu faire usage du T-moduleH∧TH plutôt que deH+⊗TH−
sur lequel l'antisymétrie de • est cachée. Cependant, du fait des isomorphismes
T-linéaires F± : H±C
∼−→ HomC(H0(X,Ω1),C) de C-espaces vectoriels décrits
plus haut, nous préférons travailler avec H+ ⊗T H−.
4.4.3 Une première description de ΦQ
Considérons l'élément de PQ ⊗Q PQ suivant
∆2 =
g∑
i=0
1
wi
xi ⊗Q xi. (4.47)
Posons ∆02 = (pi0 ⊗Q 1)(∆2) ∈ P0Q ⊗Q PQ. On a
∆02 =
g∑
i=0
1
wi
xi ⊗Q xi − 12
p− 1aE ⊗Q aE .
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Par conséquent, on a∆02 = (pi0⊗pi0)(∆2) et donc∆02 est un élément de P0Q⊗QP0Q.
On note ∆¯02 l'image de ∆02 par la surjection canonique s0T. Comme le dia-
gramme
PQ ⊗Q PQ
seT //
pi0⊗Qpi0

PQ ⊗eTQ PQ
pi0⊗TQpi0

P0Q ⊗Q P0Q
s0T // P0Q ⊗TQ P0Q
commute, on a
∆¯02 =
g∑
i=0
1
wi
xi ⊗eTQ xi − 12p− 1aE ⊗eTQ aE . (4.48)
Considérons à présent l'élément de HptesQ ⊗Q HptesQ suivant :
Λ2 =
1
6
∑
g∈Γ0(p)\SL2(Z)
(
ξ0(gτ)⊗Q ξ0(g)− ξ0(g)⊗Q ξ0(gτ)
)
. (4.49)
Lemme 4.10
L'élément Λ2 est dans HQ ⊗Q HQ.
Démonstration du lemme.  On a (voir le paragraphe 4.2.1)
Λ2 =
1
6
∑
[c:d]∈P1Fp
(
ξ0
(
d
d− c
)
⊗Q ξ0
( c
d
)
− ξ0
( c
d
)
⊗Q ξ0
(
d
d− c
))
.
Lorsque c/d 6= 0, 1, ou ∞, les éléments ξ0( cd) et ξ0( cd−c) sont dans H. Il suﬃt
donc de montrer que l'élément
ξ0(1)⊗Q ξ0(0)− ξ0(0)⊗Q ξ0(1) + ξ0(0)⊗Q ξ0(∞)− ξ0(∞)⊗Q ξ0(0)
est dans HQ ⊗Q HQ. Or ξ0(0) = −ξ0(∞) et ξ0(1) = 0. D'où le lemme. 3
On pose Λ02 = (pi+ ⊗Q pi−)(Λ2) ∈ H+Q ⊗Q H−Q et Λ¯02 = s′T(Λ02) ∈ H+Q ⊗TQ H−Q .
Théorème 4.11
1. L'élément ∆¯02 engendre le TQ-module libre P0Q ⊗TQ P0Q ;
2. l'élément Λ¯02 engendre le TQ-module libre H+Q ⊗TQ H−Q ;
3. on a ΦQ(∆¯02) = Λ¯02.
Remarque 4.2 Puisque ΦQ est un isomorphisme de TQ-modules, si 3. est vraie,
les assertions 1. et 2. sont équivalentes. On démontre cependant ces dernières
de façon indépendante.
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Démonstration.  Pour u et v dans HQ, notons
Ag(u, v) = (ξ0(gτ) • v)(u • ξ0(g))− (ξ0(g) • v)(u • ξ0(gτ)).
Nous ferons usage du lemme suivant.
Lemme 4.12
a. Pour tous u et v dans P0Q, on a
g∑
i=0
〈xi, v〉.〈u, xi
wi
〉 − 12
p− 1〈aE , v〉.〈u, aE〉 = 〈u, v〉 ;
b. Pour tous u et v dans HQ, on a
1
6
∑
g∈Γ0(p)\SL2(Z)
Ag(u, v) = u • v.
Démonstration du lemme.  Soient u =∑gi=0 λixi et v =∑gi=0 µixi dans P0Q,
on a
g∑
i=0
〈xi, v〉.〈u, xi
wi
〉 − 12
p− 1〈aE , v〉.〈u, aE〉 =
g∑
i=0
λiµiwi = 〈u, v〉.
Cela montre a.
Soient u et v dans HQ. Il existe
x =
∑
g∈Γ0(p)\SL2(Z)
λgg ∈ EΓ0(p) ⊗Q
et
y =
∑
g∈Γ0(p)\SL2(Z)
µgg ∈ EΓ0(p) ⊗Q
tels que u = αptes(ξ0(x)) et v = αptes(ξ0(y)) (voir le paragraphe 4.2.1, notam-
ment le théorème 4.1). On a alors
Ag(u, v) = −(ξ0(gτ) • ξ0(y))(ξ0(g) • ξ0(x)) + (ξ0(g) • ξ0(y))(ξ0(gτ) • ξ0(x))
= −µgτλg + µgλgτ .
En appliquant le corollaire 4.3, on obtient alors
1
6
∑
g∈Γ0(p)\SL2(Z)
Ag(u, v) =
1
6
∑
g∈Γ0(p)\SL2(Z)
λgτµg − λgµgτ
= αptes(ξ0(x)) • αptes(ξ0(y))
= u • v.
3
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Soit f une forme primitive de poids 2 pour Γ0(p). On a dans PfQ¯ ⊗TQ¯ P
f
Q¯
1f ∆¯02 =
g∑
i=0
〈xi, af 〉2
wi〈af , af 〉2 af ⊗TQ¯ af .
D'après l'assertion a. du lemme 4.12 cela donne
1f ∆¯02 =
1
〈af , af 〉 af ⊗TQ¯ af . (4.50)
En particulier 1f ∆¯02 est non nul pour toute forme primitive f. Ceci prouve
l'assertion 1. du théorème 4.11.
On a dans H+Q¯
f ⊗TQ¯ H−Q¯
f
1f Λ¯02 =
1
6
∑
g∈Γ0(p)\SL2(Z)
Ag(cf , df )
(cf • df )2 cf ⊗TQ¯ df .
Donc, d'après l'assertion b. du lemme 4.12, on a
1f Λ¯02 =
1
cf • df cf ⊗TQ¯ df . (4.51)
En particulier, 1f Λ¯02 6= 0 et ce pour toute forme primitive f. Cela prouve l'as-
sertion 2. du théorème.
D'après (4.50), on a 1fθ0Q¯(∆¯02) = f . En eﬀet, on a
1f θ0Q¯(∆¯
0
2) = θ
0
Q¯(1f ∆¯
0
2)
=
∑
m≥1
〈Tmaf , af 〉
〈af , af 〉 q
m
=
∑
m≥1
am(f)qm
= f.
De même (4.51) entraîne l'égalité
1f ψQ¯(Λ¯
0
2) = f.
Cela termine la démonstration du théorème 4.11. 
Chapitre 5
Formule de Gross et applications
Nous reprenons ici les notations du chapitre précédent. Rappelons notamment
que p est un nombre premier, B est l'algèbre de quaternions déﬁnie ramiﬁée en
p et à l'inﬁni, et R0, . . . , Rg les ordres à droite de représentants I0 = R0, . . . , Ig
des classes d'idéaux à gauche d'un ordre maximal R0 donné.
5.1 Formule de Gross
Puisque B est ramiﬁé en p et à l'inﬁni, un corps quadratique L se plonge
dans B si et seulement si p est inerte ou ramiﬁé dans L (voir par exemple [48]).
Soient R un ordre maximal de B et O un ordre quadratique. On rappelle qu'un
plongement optimal de O dans R est un morphisme d'algèbres σ : O⊗Q ↪→ B
tel que σ(O ⊗Q) ∩R = σ(O).
Soit D > 0 un entier. Notons O−D l'ordre de discriminant −D s'il existe,
h(−D) son nombre de classes, u(−D) l'ordre deO∗−D/〈±1〉, et hi(−D) le nombre
de plongements optimaux de O−D dans Ri, modulo conjugaison par R∗i . On a
u(−D) =

2 si D = 4
3 si D = 3
1 sinon.
Définition 5.1
On déﬁnit le D-ième élément de Gross1
γD =
1
2u(−D)
g∑
i=0
hi(−D)xi ∈ P[1/6].
Remarque 5.1 Par déﬁnition, γD est nul si −D n'est pas un discriminant
quadratique imaginaire, c'est-à-dire le discriminant d'un ordre d'un corps qua-
1Cet élément, introduit par Gross, est noté eD dans [10]. Nous choisissons la notation γD
dans le souci de ne pas confondre cet élément avec l'élément d'enroulement tordu introduit au
paragraphe 5.2.
80 Chapitre 5. Formule de Gross et applications
dratique imaginaire.2 Si −D est un discriminant quadratique imaginaire, γD est
nul si p est décomposé dans O−D ⊗Q = Q(
√−D) (car dans ce cas O−D ⊗Q ne
se plonge pas dans B).
Soit f ∈ S2(Γ0(p)) une forme primitive de développement de Fourier à l'inﬁni
f =
∑
m≥1
am(f)qm.
Pour χ caractère primitif de conducteur r, on note
f ⊗ χ =
∑
m≥1
am(f)χ(m)qm
la forme modulaire de poids 2 tordue de f par χ. Lorsque r est premier à p,
cette forme modulaire est primitive de niveau pr2 (voir [30]).
On suppose désormais que −D est un discriminant quadratique imaginaire
premier à p. On note
εD =
(−D
.
)
le caractère quadratique non trivial de Gal(Q(√−D)/Q).
La formule suivante a été démontrée par Gross [10] dans le cas des discrimi-
nants premiers et généralisée par Zhang [50].
Théorème 5.2 (Formule de Gross-Zhang)
On a
L(f, 1)L(f ⊗ εD, 1) = (f, f)√
D
〈γfD, γfD〉.
Remarque 5.2 Lorsque p est décomposé dans Q(√−D), chacun des membres
de l'égalité du théorème 5.2 est nul. On suppose donc désormais que p est inerte
dans Q(√−D).
5.2 Carré tensoriel des éléments de Gross
Dans le chapitre précédent, nous avons étudié les isomorphismes de TQ-modules
suivants :
θ0Q : P0Q ⊗TQ P0Q ∼−→M0Q (5.1)
et
ψQ : H+Q ⊗TQ H−Q
∼−→M0Q. (5.2)
Notons
γ0D = pi
0(γD) ∈ P0Q.
2Rappelons que −D est un discriminant quadratique imaginaire si et seulement s'il existe
f ∈ N tel que d = D′f2 avec −D′ < 0 un discriminant fondamental, autrement dit tel que
D′ ≡ 3 mod 4 et D′ sans facteur carré, ou D′ ≡ 0 mod 4, D′
4
sans facteur carré, et D
′
4
≡ 1, 2
mod 4.
5.2. Carré tensoriel des éléments de Gross 81
Comme corollaire de la formule de Gross, nous déterminons ici l'image de
γ0D ⊗TQ γ0D ∈ P0Q ⊗TQ P0Q par ΦQ = ψ−1Q ◦ θ0Q.
On rappelle qu'on a un isomorphisme T-linéaire de R-espaces vectoriels :
FR : HR ∼−→ HomC(H0(X,Ω1),C)
déduit de l'accouplement non dégénéré [ , ] : H×H0(X,Ω1) −→ C déﬁni par
[c, ω] =
∫
c
ω
(voir paragraphe (4.15)).
On appelle élément d'enroulement l'antécédent e ∈ HR par FR de
ω 7→ −
∫
{0,∞}
ω
(voir [20] (18.5)). L'élément d'enroulement e est un élément de H+Q (loc. cit.
lemme 18.6).
Soient r > 0 un entier premier à p et χ un caractère primitif modulo r. Notons
g(χ) =
∑
b mod r χ(b)e
2ipib/r la somme de Gauss associée à χ. Considérons le
symbole modulaire suivant appelé élément d'enroulement tordu par le caractère
χ :
eχ =
∑
b mod r
χ¯(b)
{
− b
r
,∞
}
∈ H1(X, ptes;C). (5.3)
Lemme 5.3
Le symbole modulaire eχ est un élément de H ⊗ Z[χ], et lorsque χ est impair
(resp. pair), eχ ∈ H− ⊗ Z[χ] (resp. eχ ∈ H+ ⊗ Z[χ].)
Démonstration du lemme.  Notons [ rs ] la classe d'un élément rs ∈ P1(Q) mo-
dulo Γ0(p). D'après [19] proposition 2.2, on peut choisir un système {[1; 1], [p; 1]}
de représentants de Γ0(p)\P1(Q) tel que, pour r et s entiers
[∞] = [p ; 1],
[r
s
]
=
{
[p ; 1] si p | s,
[1 ; 1] sinon.
Pour tout caractère χ, le bord de eχ est
β(eχ) =
∑
b mod r
χ¯(b)([∞])−
∑
b mod r
χ¯(b)
([−b
r
])
= 0−
∑
b mod r
χ¯(b)([1; 1]) = 0.
Donc eχ est un élément de H ⊗ Z[χ] (car H est le noyau de l'application bord
et Z[χ] est plat).
82 Chapitre 5. Formule de Gross et applications
De plus, l'image de eχ sous l'action de la conjugaison complexe est
eχ =
∑
b mod r
χ¯(b)
{
b
r
,∞
}
=

−
∑
a mod r
χ¯(a)
{
−a
r
,∞
}
si χ est impair
∑
a mod r
χ¯(a)
{
−a
r
,∞
}
si χ est pair.
Ceci prouve que, si χ est impair, eχ est un élément de H− ⊗ Z[χ], et si χ est
pair, eχ est un élément de H+ ⊗ Z[χ]. 3
Le caractère εD est primitif de conducteur D, et impair. On note
eD = eεD =
∑
b mod D
εD(b)
{
− b
D
,∞
}
∈ H−. (5.4)
Définition 5.4
On appelle D-ième forme parabolique de Gross la forme parabolique
gD = θ0Q(γ
0
D ⊗TQ γ0D) ∈M0Q. (5.5)
Théorème 5.5
L'image de γ0D ⊗TQ γ0D par l'isomorphisme
ΦQ : P0Q ⊗TQ P0Q ∼−→ H+Q ⊗TQ H−Q
est donnée par :
ΦQ(γ0D ⊗TQ γ0D) = e⊗TQ eD.
En d'autres termes, la D-ième forme parabolique de Gross gD a pour dévelop-
pement de Fourier à l'inﬁni∑
m≥1
〈γ0D, Tmγ0D〉 qm =
∑
m≥1
e • TmeD qm ;
ou encore
〈γ0D, tγ0D〉 = e • teD (t ∈ TQ).
Démonstration.  Soit f une forme primitive de poids 2 pour Γ0(p). On se
propose de montrer que
1f
∑
m≥1
〈γ0D, Tmγ0D〉 qm = 1f
∑
m≥1
e • TmeD qm .
On a
1f gD = θQ¯(γ
f
D ⊗TQ¯ γfD)
=
∑
m≥1
〈γfD, TmγfD〉qm
=
∑
m≥1
〈γfD, γfD〉am(f)qm
= 〈γfD, γfD〉f.
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D'après la formule de Gross-Zhang (théorème 5.2), on a donc
1f gD =
L(f, 1)L(f ⊗ εD, 1)
√
D
(f, f)
f. (5.6)
Lemme 5.6
Soit f une forme primitive de poids 2 pour Γ0(p). On a
1f
(
ψ(e⊗TQ eD)
)
=
L(f, 1)L(f ⊗ εD, 1)
√
D
(f, f)
f.
Démonstration du lemme.  Soit f =∑m≥1 am(f)qm une forme primitive de
poids 2 pour Γ0(p). Un calcul classique montre que
L(f, 1) = [e, ωf ] et L(f ⊗ χ, 1) = −g(χ)
r
[eχ, ωf ]. (5.7)
Nous renvoyons à [19] théorème 4.1 pour la première égalité de (5.7). Pour la
deuxième égalité il suﬃt d'appliquer le théorème 4.2 (loc. cit.) en remarquant
qu'avec les notations adoptées par Manin on a L(f ⊗ χ, s) = −Lωf ,χ(s) et en
utilisant le fait que ∑b mod r χ¯(b) = 0.
On a
1fψQ¯(e⊗TQ¯ eD) = ψQ¯(ef ⊗TQ¯ efD)
=
∑
m≥1
(Tmef • efD)qm
=
∑
m≥1
(ef • efD)am(f)qm
= (ef • efD) f.
Or on a
ef • efD =
(
e • d˜f
c˜f • d˜f
c˜f
)(
c˜f • eD
c˜f • d˜f
d˜f
)
=
(e • d˜f )(c˜f • eD)
c˜f • d˜f
.
On choisit ici les générateurs c˜f de H+C
f et d˜f de H−C
f associés à la forme
diﬀérentielle holomorphe ωf caractérisés par (4.37). D'après la première égalité
de (5.7), on a
e • d˜f = [e, ω¯f ] = L(f, 1) = L(f, 1)
car L(f, 1) ∈ R. La deuxième égalité de (5.7), montre que l'on a dans C
c˜f • eD = −[eD, ωf ] = −i
√
D L(f ⊗ εD, 1)
car g(εD) = i
√
D. Enﬁn on rappelle que c˜f • d˜f = −i(f, f) (voir (4.38)). On
obtient ﬁnalement l'égalité
ef • efD =
−i√D L(f, 1)L(f ⊗ εD, 1)
−i(f, f) .
Ceci achève la démonstration du lemme 5.6, et donc du théorème 5.5. 3 
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5.3 Formule pour
∑g
i=0 hi(−D)2wi
D'après le théorème 5.5, on a, pour tout m ≥ 1,
〈γ0D, Tmγ0D〉 qm = e • TmeD qm. (5.8)
Nous nous proposons de calculer chacun des membres de l'égalité (5.8) dans
le cas où m = 1. Ceci permet d'établir une formule pour ∑gi=0 hi(−D)2wi.
5.3.1 Calcul de 〈γ0D, γ0D〉
Proposition 5.7
On a
〈γ0D, γ0D〉 =
1
4u(−D)2
[
g∑
i=0
hi(−D)2wi − 48(p− 1)h(−D)
2
]
.
Démonstration.  On a
γ0D = γD − γED = γD −
〈γD, aE〉
〈aE , aE〉 aE .
Par conséquent
〈γ0D, γ0D〉 = 〈γD, γD〉 −
12(deg γD)2
p− 1 .
Rappelons que
γD =
1
2u(−D)
g∑
i=0
hi(−D)xi.
De plus, puisque (D, p) = 1, la formule d'Eichler (voir [10] (1.12)) donne :
g∑
i=0
hi(−D) =
(
1−
(−D
p
))
h(−D) = 2h(−D), (5.9)
car p est inerte dans Q(√−D). On en déduit la proposition. 
5.3.2 Calcul de e • eD
Soit r > 0 un entier premier à p. Notons M2(Z)r l'ensemble des matrices de
taille 2× 2 à coeﬃcients entiers et de déterminant r, et
X ′r = {M = ( u vw t ) ∈ M2(Z)r ; u > v ≥ 0, 0 ≤ w < t, (w, t) = 1}.
Proposition 5.8
Pour tout caractère primitif χ modulo r, on a
eχ =
∑
M=( u vw t )∈X ′r
χ¯(bM )ξ0(
w
t
),
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où, pour M ∈ X ′r, bM est l'entier modulo r solution du système
(Sr)
 bM ≡
u
(w,r)
(
w
(w,r)
)−1
(mod r(w,r))
bM ≡ v(t,r)
(
t
(t,r)
)−1
(mod r(t,r)).
Remarque 5.3 Notons δ =
(
r
(w,r) ,
r
(t,r)
)
. On a δ = r(w,r)(t,r) car (w, t) = 1.
Comme, par hypothèse, wv ≡ ut (mod r), on a l'égalité
u
(w, r)
(
w
(w, r)
)−1
≡ v
(t, r)
(
t
(t, r)
)−1
(mod δ). (5.10)
Ceci prouve que (Sr) a une solution modulo r. Cette solution est unique car le
plus petit commun multiple de r(w,r) et r(t,r) est égal à r.
Démonstration.  Pour 0 ≤ b < d, d divisant r, notons
md,b =
(
d b
0 rd
)
, wd,b = m−1d,b =
(
1
d − br
0 dr
)
et nd,b =
(
r
d 0
b d
)
.
L'ensemble {md,b, 0 ≤ b < d, d | r} (resp. {nd,b, 0 ≤ b < d, d | r}) est un
système de représentants de M2(Z)r/SL2(Z) dont les éléments sont les seules
matrices M = ( u vw t ) de X ′r telles que w = 0 i.e. M∞ = ∞ (resp. telles que
v = 0 i.e. M0 = 0). Notons C(d, b) = md,bSL2(Z) la classe d'équivalence de
md,b. La classe C(d, b) est l'ensemble des matrices M = ( u vw t ) telles que
wd,bM =
(
u
d − bwr vd − btr
dw
r
dt
r
)
∈ SL2(Z). (5.11)
Pour tout M ∈ C(d, b), on a donc
ξ0
(w
t
)
= ξ0 (Γ0(p).wd,bM) = {wd,bM.0, wd,bM.∞} .
Notons
Sχ =
∑
M=( u vw t )∈X ′r
χ¯(bM )ξ0(
w
t
).
Nous allons montrer que Sχ est égal à eχ. Notons Div0(P1(Q)) le groupe des
diviseurs de degré nul à support dans P1(Q). On dispose d'une application
ι : Div0(P1(Q)) −→ Hptes
(α)− (β) 7−→ {α, β} .
Il suﬃt d'établir que Sχ et eχ ont un antécédent commun par ι.
Soit M ∈ M2(Z)r. Il existe b et d avec 0 ≤ b < d, d | r, tels que M ∈ C(d, b).
D'après (5.11), l'entier r/d divise alors t et w. Si M ∈ X ′r, on obtient d = r, car
(w, t) = 1. Par conséquent
X ′r =
⋃
0≤b<r
(X ′r ∩ C(r, b)).
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De plus M = ( u vw t ) ∈ C(r, b) si et seulement si u ≡ bw (mod r) et v ≡ bt
(mod r). En particulier, si M ∈ C(r, b) alors bM ≡ b (mod r).
On pose D(r, b) = X ′r ∩ C(r, b).
Ce qui précède montre que
Sχ =
∑
0≤b<r
∑
M∈D(r,b)
χ¯(b){wr,bM.0, wr,bM.∞}.
Donc
Sχ = ι
 ∑
0≤b<r
χ¯(b)
 ∑
M∈D(r,b)
(wr,bM.0)−
∑
M∈D(r,b)
(wr,bM.∞)
 .
Soit
M =
(
u v
w t
)
∈ X ′r.
Si M∞ 6= ∞, il existe une unique matrice A(M) ∈ X ′r ∩MSL2(Z) telle que
M∞ = A(M)0 : c'est la matrice
A(M) =M
(
m(M) 1
−1 0
)
=
(
um(M)− v u
wm(M)− t w
)
où m(M) est le plus petit entier supérieur à t/w. Remarquons que u 6= 0 car
M ∈ X ′r, par conséquent A(M)0 6= 0.
Si
M ′ =
(
u′ v′
w′ t′
)
∈ X ′r
est telle que M ′0 6= 0, il existe une unique matrice B(M ′) ∈ X ′r ∩M ′SL2(Z),
telle que M ′0 = B(M ′)∞ : c'est la matrice
B(M ′) =M ′
(
0 −1
1 n(M ′)
)
=
(
v′ −u′ + v′n(M ′)
t′ −w′ + t′n(M ′)
)
où n(M ′) est le plus petit entier supérieur à u′/v′. On a B(M ′)∞ 6=∞.
Lemme 5.9
Soit 0 ≤ b < r. L'application A déﬁnit une bijection de
D(r, b)\{M ; M∞ =∞} = D(r, b)\{mr,b}
vers
D(r, b)\{M ; M0 = 0} = D(r, b)\{nr,b}
de bijection réciproque l'application B.
Démonstration du lemme.  Soient M = ( u vw t ) ,∈ X ′r telles que M∞ 6=∞. On
a
B(A(M)) =
(
u −um+ v + un
w −wm+ t+ wn
)
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où m = m(M) et n = n(A(M)). L'entier n est le plus petit entier supérieur
à m − vu . Or 0 ≤ vu < 1, donc n = m, et on en déduit que B(A(M)) = M.
Considérons à présent M ′ =
(
u′ v′
w′ t′
)
∈ X ′r telle que M ′0 6= 0. De façon
analogue, on a
A(B(M ′)) =
(
v′m′ + u′ − v′n′ v′
t′m′ + w′ − t′n′ t′
)
où n′ = n(M ′) et m′ = m(B(M ′)). L'entier m′ est le plus petit entier supérieur
à n′ − w′t′ . Or 0 ≤ w
′
t′ < 1 donc n′ = m′ et A(B(M ′)) =M ′.
Supposons que M ∈ D(r, b)\{mr,b}, autrement dit u ≡ bw (mod r) et v ≡ bt
(mod r). On a alors um(M) − v ≡ b(wm(M) − t) (mod r), ce qui prouve que
A(M) est dans D(r, b)\{nr,b}. 3
Le lemme précédent montre que
Sχ = ι
 ∑
0≤b<r
χ¯(b)
 ∑
M ′∈D(r,b)
(wr,bM ′.0) −
∑
M∈D(r,b)
(wr,bM.∞)

= ι
 ∑
0≤b<r
χ¯(b)
 ∑
M ′∈D(r,b)
M ′0=0
(wr,bM ′.0)−
∑
M ′∈D(r,b)
M ′∞=∞
(wr,bM.∞)

+
∑
0≤b<r
χ¯(b)
 ∑
M ′∈D(r,b)
M ′0 6=0
(wr,bM ′.0) −
∑
M ′∈D(r,b)
M ′∞6=∞
(wr,bM.∞)


= ι
 ∑
0≤b<r
χ¯(b)
∑
M ′∈D(r,b)
M ′0=0
(wr,b.0) −
∑
0≤b<r
χ¯(b)
∑
M ′∈D(r,b)
M ′∞=∞
(wr,bM.∞)
 .
On rappelle que les seuls éléments M ∈ X ′r tels que M0 = 0 (resp. M∞ = ∞)
sont les matrices nd,a (resp. m(d, a)) avec 0 ≤ a < d et d | r, et que ces matrices
forment un système de représentants pour M2(Z)r/SL2(Z). Par conséquent,
Sχ = ι
 ∑
0≤b<r
χ¯(b)
(
− b
r
)
−
∑
0≤b<r
χ¯(b)(∞)
 . (5.12)
Comme ∑0≤b<r χ¯(b) = 0, on a ﬁnalement
Sχ = eχ,
d'où le résultat annoncé dans la proposition 5.8. 
Remarque 5.4 Puisque eχ ∈ HQ, les contributions de ξ0(0) et ξ0(∞) dans Sχ
s'annulent.
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Pour u, v deux entiers premiers entre eux, v > 0, la somme de Dedekind
S(u, v) est donnée par
S(u, v) =
v−1∑
h=0
B¯1
(
h
v
)
B¯1
(
uh
v
)
(5.13)
où B¯1 est la fonction périodique de période 1 déﬁnie par B¯1(x) = x − 1/2 si
x ∈ ]0, 1[ et B¯1(0) = 0 (voir par exemple [40]). Pour k ∈ {1, . . . , p− 1}, notons
k∗ l'unique élément de {1, . . . , p− 1} tel que kk∗ ≡ −1 (mod p).
Corollaire 5.10
On a
e • eχ =
p−1∑
k=1
∑
M=( u vw t )∈X ′r
w≡tk mod p
χ¯(bM )
(
k∗ − k
p
− 12S(k, p)
p− 1
)
.
Démonstration.  Ce corollaire se déduit de la proposition 5.8 et de la
formule suivante due à Merel [24] :
(p− 1)e • ξ0(k) = k − k∗
p
(1− p)− 12S(k, p) (k ∈ {1, . . . , p− 1}).

5.3.3 Application au calcul de ∑gi=0 hi(−D)2wi
Théorème 5.11
On a
g∑
i=0
hi(−D)2wi = 4u(−D)2
p−1∑
k=1
∑
M=( u vw t )∈X ′D
w≡tk mod p
εD(bM )
(
k∗ − k
p
− 12S(k, p)
p− 1
)
+
48
p− 1h(−D)
2.
Démonstration.  D'après la proposition 5.7, on a
g∑
i=0
hi(−D)2wi = 4u(−D)2〈γ0D, γ0D〉+
48
p− 1h(−D)
2.
Or, le théorème 5.5 donne l'égalité :
〈γ0D, γ0D〉 = e • eD.
Le corollaire 5.10 appliqué à χ = εD montre alors le théorème 5.11. 
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5.3.4 Remarque : une autre approche pour le calcul de e • eD
Soit z ∈ H. Pour g ∈ Γ0(p), notons cg la classe dans Hptes de l'image dans
Y d'une géodésique de H reliant z à gz. La classe cg est indépendante du choix
de z. L'application g 7→ cg déﬁnit un homomorphisme surjectif de groupes de
Γ0(p) dans Hptes.
Pour tout entier b tel que 0 ≤ b < D et (b,D) = 1, on note
gb =
(
ub b
wb D
)
l'unique matrice de Γ0(p) telle que 0 ≤ wbp < D. Par commodité, on note
gb =
(
1 0
0 1
)
lorsque b n'est pas premier à D.
Posons dans Hptes
e˜D =
D−1∑
b=0
εD(b)cgb .
L'image de e˜D par la surjection canonique β : Hptes  H est égale à eD. En eﬀet,
pour b premier à D, l'image de cgb par β est égale à la classe de {0, gb0} = {0, bD}
dans H et εD est impair ; cela entraîne
β(e˜D) =
∑
b∈Z,(b,D)=1
εD(b)
{
0,
b
D
}
= eD.
Rappelons que l'élément d'Eisenstein E est l'unique élément de HptesQ de bord
(p− 1) ((Γ0(p)∞)− (Γ0(p)0)) dans Z[ptes] et tel que
TmE = σ′(m)E
(voir [24]). On a l'égalité suivante (voir loc. cit. lemme 1)
(p− 1)e = E − (p− 1){0,∞}.
Par conséquent,
(p− 1)e • eD = E • e˜D − (p− 1){0,∞} • e˜D.
Soit B1,εD le premier nombre de Bernoulli généralisé associé au caractère εD.
Proposition 5.12
On a
E • e˜D = 2(p− 1)h(−D)
u(−D) − 24
h(−D)2
u(−D)2 .
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Démonstration.  On rappelle que, pour u, v deux entiers premiers entre
eux, S(u, v) est la somme de Dedekind (voir 5.13). Notons R l'application à
valeurs dans Z qui à une matrice ( u vw t ) ∈ Γ0(p) associe (p− 1)vt si w = 0 et
(p− 1)u+ t
w
+ 12
w
|w|
(
S(t, |w|)− S
(
t,
∣∣∣∣wp
∣∣∣∣))
sinon. Cette application est un homomorphisme de groupes appelé homomor-
phisme de Rademacher (voir [39] et [24]). On a (loc. cit)
R(g) = −E • cg (g ∈ Γ0(p)). (5.14)
On en déduit
E • e˜D =
D−1∑
b=0
εD(b) E • cgb
= −
D−1∑
b=0
εD(b) R(gb).
Or, puisque D 6= 1, on a wb 6= 0 pour tout b ∈ {0, . . . , D− 1}. Par conséquent
R(gb) = (p− 1)ub +D
wb
+ 12
(
S(D,wb)− S
(
D,
wb
p
))
= (p− 1)
(
b
D
+
1
Dwb
+
D
wb
)
+ 12
(
S(D,wb)− S
(
D,
wb
p
))
car ubD − wbb = 1 et wb > 0.
Rappelons la loi de réciprocité de Dedekind (voir par exemple [40] théorème
1). Pour u > 0 et v > 0 deux entiers premiers entre eux, on a
12 (S(u, v) + S(v, u)) = −3 + u
v
+
v
u
+
1
uv
. (5.15)
On a également les propriétés élémentaires suivantes.
S(−u, v) = −S(u, v) et S(u′, v) = S(u, v), (5.16)
où u′ > 0 est un entier tel que uu′ ≡ 1 (mod v).
On a bwb ≡ −1 (mod D). D'après (5.15) et (5.16), on a alors
12 S(D,wb) = −12 S(wb, D)− 3 + D
wb
+
wb
D
+
1
Dwb
= 12 S(b,D)− 3 + D
wb
+
wb
D
+
1
Dwb
et
12 S
(
D,
wb
p
)
= −12 S
(
wb
p
,D
)
− 3 + wb
Dp
+
Dp
wb
+
p
Dwb
= 12 S(bp,D)− 3 + wb
Dp
+
Dp
wb
+
p
Dwb
.
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Cela donne
R(gb) = (p− 1)
(
b
D
+
1
Dwb
+
D
wb
)
+
D
wb
+
wb
D
+
1
Dwb
− wb
Dp
− Dp
wb
− p
Dwb
+ 12 (S(b,D)− S(bp,D))
= (p− 1) b
D
+
wb
D
− wb
Dp
+ 12 (S(b,D)− S(bp,D))
=
p− 1
D
(
b+
wb
p
)
+ 12 (S(b,D)− S(bp,D))
D'où
E•e˜D = 1− p
D
D−1∑
b=0
εD(b)b+
1− p
D
D−1∑
b=0
εD(b)
wb
p
+12
D−1∑
b=0
εD(b) (S(bp,D)− S(b,D)) .
On rappelle que
D−1∑
b=0
εD(b)B¯1
(
b
D
)
=
D−1∑
b=0
εD(b)b = DB1,εD (5.17)
(voir par exemple [49] proposition 4.1).
Pour b ∈ {0, . . . , D−1}, posons a = wbp . L'entier a ∈ {0, . . . , D−1} est tel que
wa = bp. En eﬀet
(
ub
wb
p
bp D
)
∈ Γ0(p) et bp ∈ {0, p, . . . , (D − 1)p}. L'application
b 7→ wbp déﬁnit donc une permutation de {0, . . . , p− 1}. On a alors
D−1∑
b=0
εD(b)
wb
p
=
D−1∑
b=0
εD(
wb
p
)b
= −
D−1∑
b=0
εD(bp)b
= −
(−D
p
)D−1∑
b=0
εD(b)b
= DB1,εD .
Par ailleurs, on a
D−1∑
b=0
εD(b)S(b,D) =
D−1∑
b=0
D−1∑
a=0
εD(b)B¯1
( a
D
)
B¯1
(
ab
D
)
=
D−1∑
a=0
εD(a)B¯1
( a
D
)D−1∑
b=0
εD(ab)B¯1
(
ab
D
)
= B21,εD .
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De façon analogue, on a
D−1∑
b=0
εD(b)S(bp,D) =
D−1∑
b=0
D−1∑
a=0
εD(b)B¯1
( a
D
)
B¯1
(
abp
D
)
= εD(p)
D−1∑
a=0
εD(a)B¯1
( a
D
)D−1∑
b=0
εD(abp)B¯1
(
abp
D
)
= −B21,εD .
On a ﬁnalement
E • e˜D = 2(1− p)B1,εD − 24B21,εD .
Or, en combinant la formule du nombre de classe et les relations entre nombres
de Bernoulli et fonctions L de Dirichlet (voir par exemple [49] théorème 4.9) on
obtient
B1,εD = −
h(−D)
u(−D) .
On en déduit l'égalité annoncée dans la proposition 5.12. 
Malheureusement, nous ne savons actuellement pas donner une expression
simple pour {0,∞} • e˜D. Les observations suivantes fournissent peut-être une
piste pour eﬀectuer ce calcul.
Pour k ∈ {1, . . . , p− 1}, posons
Wk =
(
k∗ −1
1 + kk∗ −k
)
∈ Γ0(p), (5.18)
où k∗ est l'unique élément de {1, . . . , p − 1} tel que kk∗ ≡ −1 (mod p). On
rappelle que l'ensemble
{( 1 10 1 ) ,
(
1 0
p 1
)
,Wk, 1 ≤ k ≤ p− 1},
dit système de générateurs de Rademacher, est un système de générateurs de
Γ0(p).
On a
{0,∞} • cWk = 0 (k ∈ {1, . . . , p− 1})
(voir [24] démonstration du lemme 3). Par ailleurs, on a
{0,∞} • c( 1 10 1 ) = −1 et {0,∞} • c
“
1 0
p 1
” = 1.
Pour b ∈ {0, . . . , D − 1}, notons n0(b) (resp. n∞(b)) le nombre de ( 1 10 1 ) (resp.(
1 0
p 1
)) dans une décomposition de gb dans le système de générateurs de Rade-
macher. La diﬀérence n∞(b)− n0(b) ne dépend pas de la décomposition choisie
et on a
{0,∞} • e˜D =
D−1∑
b=0
εD(b)(n∞(b)− n0(b)).
Chapitre 6
Interprétation de la formule de
Gross-Kudla
6.1 Préliminaires
On considère dans ce chapitre les T˜⊗3-modules P⊗3, N⊗3 et M⊗3, et les
T⊗3-modules P0⊗3 etM0⊗3.
Pour f1, f2 et f3 trois formes modulaires de poids 2 pour Γ0(p), la forme
modulaire triple F = f1 ⊗ f2 ⊗ f3 ∈ N⊗3Q¯ est déﬁnie1 par
F (z1, z2, z3) = f1(z1)f2(z2)f3(z3) ((z1, z2, z3) ∈ H3).
On dit que F = f1 ⊗ f2 ⊗ f3 ∈ N⊗3Q¯ est une forme de Hecke triple (resp.
forme primitive triple) si f1, f2 et f3 sont des formes de Hecke (resp. des formes
primitives). Pour F = f1 ⊗ f2 ⊗ f3 ∈ M0Q¯
⊗3 et G = g1 ⊗ g2 ⊗ g3 ∈ N⊗3Q¯ , le
produit scalaire de Petersson de F et G est normalisé par (voir [11] (11.3)) :
(F,G)⊗3 =
3∏
i=1
(fi, gi) = 29pi6
∫∫
Γ0(p)3\H3
F (z)G(z)dxdy, (6.1)
où z = (z1, z2, z3), zk = xk+iyk, k = 1, 2, 3, dx = dx1dx2dx3 et dy = dy1dy2dy3.
Par fonctorialité des algèbres tensorielles, on déduit de l'accouplement 〈 , 〉
l'accouplement suivant
〈 , 〉⊗3 : P⊗3 × Pˇ⊗3 −→ Z
(a1 ⊗ a2 ⊗ a3 , b1 ⊗ b2 ⊗ b3) 7−→
∏3
i=1〈ai, bi〉.
Le morphisme de T˜-modules
θ : P ⊗eT Pˇ −→ N
produit le morphisme de T˜⊗3-modules
θ⊗3 : P⊗3 ⊗eT⊗3 Pˇ⊗3 −→ N⊗3
(a1 ⊗ a2 ⊗ a3)⊗eT⊗3 (b1 ⊗ b2 ⊗ b3) 7−→ ∏3i=1 θ(ai ⊗eT bi).
1L'application de N⊗3Q¯ dans l'ensemble des fonctions holomorphes en trois variables sur H3
déﬁnie par f1 ⊗ f2 ⊗ f3 7→ ((z1, z2, z3) 7→ f1(z1)f2(z2)f3(z3)) est bien injective.
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Les T˜⊗3Q -modules N⊗3Q =M⊗3Q et P⊗3Q sont libres de rang 1 ; les T⊗3Q -modules
M0Q⊗3 et P0Q⊗3 sont libres de rang 1. Les opérateurs de Hecke triples de T˜⊗3
sont autoadjoints pour ( , )⊗3 et 〈 , 〉⊗3.
Les idempotents de T˜⊗3Q¯ sont de la forme 1f1 ⊗ 1f2 ⊗ 1f3 pour f1, f2 et f3
parcourant l'ensemble des formes de Hecke (voir le paragraphe 4.4.1 de cette
thèse). On note
PFQ¯ = 1F
(
P⊗3Q¯
)
= Pf1Q¯ ⊗Q¯ P
f2
Q¯ ⊗Q¯ P
f3
Q¯
le sous-espace propre de P⊗3Q¯ correspondant à la forme de Hecke triple F =
f1 ⊗ f2 ⊗ f3. Le Q¯-espace vectoriel PFQ¯ est une Q¯-droite de vecteur directeur
AF = af1 ⊗Q¯ af2 ⊗Q¯ af3 , où af est un vecteur directeur du Q¯-espace vectoriel
PfQ¯ de dimension 1 (voir la section 4.4.1). On a la décomposition en sous-espaces
T˜⊗3-propres deux à deux orthogonaux pour 〈 , 〉⊗3
P⊗3Q¯ =
⊕
F
PFQ¯ ,
la somme directe portant sur l'ensemble des formes de Hecke triples. Le sous-
Q¯-espace vectoriel
(
P0Q¯
)⊗3
de P⊗3Q¯ est donné par(
P0Q¯
)⊗3
=
⊕
F
PFQ¯ ,
la somme directe portant cette fois sur l'ensemble des formes primitives triples.
Pour B ∈ P⊗3Q¯ , on note BF = 1FB. On vériﬁe aisément qu'on a dans PFQ¯ :
BF =
〈AF , B〉⊗3
〈AF , AF 〉⊗3 AF .
Considérons à présent le T˜⊗ T˜-module P ⊗ (P ⊗eT P) . D'après le lemme 4.5,
les sous-espaces propres de PQ¯ ⊗Q¯
(
PQ¯ ⊗eTQ¯ PQ¯
)
sont les Q¯-droites
PfQ¯ ⊗Q¯
(
PgQ¯ ⊗eTQ¯ PgQ¯
)
de vecteur directeur af ⊗Q¯ (ag ⊗eTQ¯ ag) = (1 ⊗Q¯ seT)(Af⊗g⊗g), pour f et g par-
courant l'ensemble des formes de Hecke. On a la décomposition en sous-espaces
T˜⊗ T˜-propres deux à deux orthogonaux
PQ¯ ⊗Q¯
(
PQ¯ ⊗eTQ¯ PQ¯
)
=
⊕
f,g
(
PfQ¯ ⊗Q¯
(
PgQ¯ ⊗eTQ¯ PgQ¯
))
,
la somme directe portant sur l'ensemble des paires (f, g) de formes de Hecke.
Pour B ∈ P⊗3, on note B¯ = (1⊗ seT)(B) ∈ P ⊗ (P ⊗eT P) . Pour f et g deux
formes de Hecke, on a donc
(1f ⊗Q¯ 1g)(B¯) = (1⊗ seT)(Bf⊗g⊗g) = Bf⊗g⊗g.
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6.2 Formule de Gross et Kudla
Soient f, g et h trois formes primitives de développements de Fourier à l'inﬁni
respectifs : ∑
m≥1
amq
m,
∑
m≥1
bmq
m, et
∑
m≥1
cmq
m.
Gross et Kudla [11] ont déﬁni la fonction L(F, s) du produit triple F = f⊗g⊗h
par un produit Eulérien
L(F, s) = Lp(F, s)
∏
l 6=p
Ll(F, s)
convergeant pour Re(s) > 52 . La déﬁnition des facteurs locaux de L(F, s) suit la
recette proposée par Serre [45] pour la fonction L de la représentation σf⊗σg⊗σh
de dimension 8 de Gal(Q¯/Q), où σf , σg, σh sont les représentations de dimension
2 associées respectivement à f, g et h. Plus précisément, les facteurs locaux en
un nombre premier l distinct de p sont déﬁnis par
Ll(F, s) =
∏
1≤i,j,k≤2
(1− αl,iβl,jγl,kl−s)−1
avec
1− alx+ lx2 = (1− αl,1x)(1− αl,2x),
1− blx+ lx2 = (1− βl,1x)(1− βl,2x),
1− clx+ lx2 = (1− γl,1x)(1− γl,2x).
Le facteur Lp(F, s) est donné par
Lp(F, s) = (1 + εpp−s)−1(1 + εpp1−s)−1
où
εp = −apbpcp = ±1
(voir [10] paragraphe 1).
Soit L∞(F, s) = (2pi)3−4sΓ(s)Γ(s − 1)3 le facteur archimédien. La fonction
Λ(F, s) = L∞(F, s)L(F, s) admet un prolongement analytique à C et satisfait
l'équation fonctionnelle :
Λ(F, s) = −εp Λ(F, 4− s). (6.2)
(Le lecteur se reportera à [11] proposition 1.1 pour la démonstration de ce fait.)
Lorsque εp = 1, on a L(F, 2) = 0. On suppose désormais que εp = −1.
Définition 6.1
On appelle élément diagonal de Gross-Kudla2 l'élément
∆3 =
g∑
i=0
1
wi
x⊗3i ∈ P⊗3Q .
2L'élément ∆3 est appelé élément diagonal et noté ∆ dans [11].
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La formule de Gross et Kudla ([11] théorème 11.1) s'énonce comme suit :
Théorème 6.2 (Gross-Kudla)
Soient f, g et h trois formes modulaires primitives de poids 2 pour Γ0(p) telles
que εp = −1. Posons F = f ⊗ g ⊗ h. On a
L(F, 2) =
(F, F )
4pip
〈∆F3 ,∆F3 〉⊗3.
Lorsque g = h, on obtient le
Corollaire 6.3 (Gross-Kudla)
Pour F = f ⊗ g ⊗ g, on a
L(f, 1)L(f ⊗ Sym2g, 2) = (F, F )
4pip
〈∆F3 ,∆F3 〉⊗3.
Démonstration.  La représentation l-adique σg⊗σg se décompose comme
somme directe de Sym2(σg) et de Λ2σg = Ql(−1). Par suite, on a
L(f ⊗ g ⊗ g, 2) = L(f, 1)L(f ⊗ Sym2g, 2)
(voir [11] (11.7) p. 200). 
6.3 L'élément diagonal de Gross-Kudla
Soit Ie l'idéal de T annulateur de l'élément d'enroulement e dont on rappelle
la déﬁnition dans le paragraphe 5.2. On note P0Q[Ie] l'ensemble des éléments de
P0Q annulés par Ie. Considèrons l'élément diagonal de Gross-Kudla ∆3 ∈ P⊗3Q .
Posons
∆¯03 = (pi
0 ⊗Q seT)(∆3) = (pi0 ⊗Q (1⊗eTQ 1)(∆¯3) ∈ P0Q ⊗Q
(
PQ ⊗eTQ PQ
)
.
Théorème 6.4
On a
∆¯03 = ∆¯3 −
12
p− 1aE ⊗Q
(
g∑
i=0
xi ⊗eTQ xiwi
)
et
∆¯03 ∈ P0Q[Ie]⊗ (P0Q ⊗TQ P0Q).
Démonstration.  Par déﬁnition, on a
pi0(x) = x− 12
p− 1 deg(x)aE (x ∈ PQ).
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On a donc
∆¯03 =
g∑
i=0
(xi − 12
p− 1aE)⊗Q (xi ⊗eTQ
xi
wi
),
ce qui prouve la première assertion du théorème 6.4.
Montrons à présent que ∆¯03 est un élément de P0Q ⊗Q (P0Q ⊗TQ P0Q).
On a dans P0Q¯ ⊗Q¯ (PQ¯ ⊗eTQ¯ PQ¯)
∆¯03 =
∑
f,g∈Prim(p)
(1f ⊗ 1g)(∆¯3) +
∑
f∈Prim(p)
(1f ⊗ 1E)(∆¯3)
= (1⊗ seT)
 ∑
f,g∈Prim(p)
∆f⊗g⊗g3 +
∑
f∈Prim(p)
∆f⊗E⊗E3
 .
Pour toute forme primitive f, on a
∆f⊗E⊗E3 =
〈∆3, af ⊗ aE ⊗ aE〉⊗3
〈af ⊗ aE ⊗ aE , af ⊗ aE ⊗ aE〉⊗3 (af ⊗ aE ⊗ aE).
Or
〈∆3, af ⊗ aE ⊗ aE〉⊗3 =
g∑
i=0
1
wi
〈xi, af 〉 〈xi, aE〉2
= 〈aE , af 〉
= 0.
On en déduit que
∆¯03 =
∑
f,g∈Prim(p)
(1f ⊗ 1g)(∆¯3). (6.3)
En particulier, ∆¯03 est un élément de P0Q ⊗Q (P0Q ⊗TQ P0Q).
Rappelons que l'idéal Ie de T est encore l'annulateur de l'ensemble des formes
paraboliques f pour lesquelles L(f, 1) 6= 0 (voir [24]). On en déduit que, lorsque
f ∈ Prim(p) est telle que L(f, 1) 6= 0, le vecteur propre associé af est dans
P0Q¯[Ie].
Compte tenu de (6.3), on a
∆¯03 =
∑
f,g∈Prim(p)
λf,g af ⊗Q (ag ⊗TQ ag).
Soit f ∈ Prim(p) telle que L(f, 1) = 0. Le corollaire 6.3 de la formule de Gross-
Kudla montre que, pour tout g ∈ Prim(p), on a
(F, F )〈∆F3 ,∆F3 〉⊗3 = 0,
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où F = f⊗g⊗g. Or (F, F ) > 0 et 〈, 〉⊗3 est déﬁni positif sur P⊗3Q¯ . On en déduit
que ∆F3 = 0 et donc λf,g = 0 pour tout g ∈ Prim(p) et tout f ∈ Prim(p) telle
que L(f, 1) = 0. Finalement,
∆¯03 =
∑
f,g∈Prim(p)
L(f,1) 6=0
λf,g af ⊗Q¯ (ag ⊗TQ¯ ag) ∈ P0Q¯[Ie]⊗Q¯
(
P0Q¯ ⊗TQ¯ P0
)
.

Remarque 6.1 La formule de Gross et un théorème de Waldspurger ont permis
à Parent de montrer que P0Q[Ie] est le Q-espace vectoriel engendré par l'ensemble
des éléments γ0D pour −D parcourant l'ensemble A des discriminants quadra-
tiques imaginaires premiers à p (voir [37] proposition 4.2). Peut-on déterminer
explicitement ∆¯03 comme combinaison linéaire d'éléments de P0Q[Ie] ⊗ (P0Q ⊗TQ
P0Q) du type γ0D⊗(Φ−1Q (u⊗TQ v)) pour −D discriminant quadratique imaginaire
premier à p et u⊗TQ v ∈ H+Q ⊗TQ H−Q ?
6.4 Les éléments ym
Soit m > 0 un entier. Considérons l'élément de P suivant :
ym =
g∑
i=0
〈
Tmxi,
xi
wi
〉
xi =
g∑
i=0
Bi,i(m)xi. (6.4)
On a
deg(ym) = TrB(m) (m ≥ 1). (6.5)
Posons y0m = pi0(ym).
Rappelons que l'application θ : P ⊗eT Pˇ −→ N est déﬁnie par
θ(xi ⊗eT xjwj ) =
1
2
+
∑
k≥1
〈Tkxi, xj
wj
〉qk.
On en déduit l'égalité
ym = (1⊗ (am ◦ θ))(∆¯3). (6.6)
Puisque ∆¯03 ∈ P0Q[Ie]⊗Q
(
P0Q ⊗TQ P0Q
)
, l'égalité (6.6) entraîne la
Proposition 6.5
Pour tout m ≥ 1, y0m appartient à P0Q[Ie].
Démonstration.  En eﬀet, d'après (6.6), on a
y0m = pi
0 ◦ (1⊗Q (am ◦ θ))(∆¯3) = (1⊗Q (am ◦ θ)) ◦ (pi0 ⊗Q (1⊗eTQ 1))(∆¯3).

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6.4.1 Le TQ-module engendré par y0m, m ≥ 1
A une forme linéaire φ sur PQ, on associe la forme modulaire parabolique à
coeﬃcients rationnels
gφ = (φ⊗Q θ0Q)(∆¯03). (6.7)
La forme parabolique gφ a pour développement de Fourier à l'inﬁni∑
m≥1
φ(y0m)q
m. (6.8)
En eﬀet, on a : ∑
m≥1
(φ⊗Q (am ◦ θ0Q))(∆¯03) qm =
∑
m≥1
φ(y0m)q
m.
Proposition 6.6
Le Q-espace vectoriel engendré par (y0m)m≥1 est égal au Q-espace vectoriel en-
gendré par (y0m)1≤m≤g+1.
Démonstration.  Il suﬃt de montrer que toute forme linéaire sur l'espace
vectoriel engendré par (y0m)m≥1 et qui s'annule en y01, . . . , y0g+1 est nulle.
Soit φ une telle forme linéaire. La forme diﬀérentielle ωφ de X0(p) associée à
gφ a pour q-développement ∑
m≥1
φ(y0m)q
mdq
q
.
Si φ(y01) = 0, . . . , φ(y0g+1) = 0, la forme diﬀérentielle holomorphe ωφ a un zéro
d'ordre g en l'inﬁni. L'inﬁni n'étant pas un point de Weierstrass de X0(p) (voir
[36]), on en déduit que ωφ est nulle, d'où la proposition. 
Parent [37] a montré que l'ensemble {γD,−D ∈ A} engendre le Q-espace
vectoriel P0Q[Ie] (voir la remarque 6.1). Deux questions restent actuellement
ouvertes. L'analogue du résultat de Parent est-il vrai pour {y0m, 1 ≤ m ≤ g+1} ?
Le Q-espace vectoriel engendré par (y0m)m≥1 est-il stable sous l'action de TQ ?
Notons Y le TQ-module engendré par (y0m)m≥1.
Proposition 6.7
Les conditions suivantes sont équivalentes :
i) les TQ-modules Y et P0Q[Ie] sont égaux,
ii) pour toute forme primitive f de poids 2 pour Γ0(p) telle que L(f, 1) 6= 0,
il existe une forme primitive g telle que L(f ⊗ Sym2g, 2) 6= 0.
Démonstration.  Soit g une forme primitive de poids 2 pour Γ0(p). On a
1g θQ¯(x⊗eTQ¯ y) = θQ¯(xg ⊗eTQ¯ yg)
(
(x, y) ∈ PQ¯2
)
.
100 Chapitre 6. Interprétation de la formule de Gross-Kudla
Pour toute forme linéaire φ sur PQ, on a donc
1g gφ = (φQ¯ ⊗Q¯ θ0Q¯)
 ∑
h∈Prim(p)
(1h ⊗ 1g)(∆¯3)
 . (6.9)
Lemme 6.8
Soient f et g deux formes primitives. L'assertion
L(f, 1)L(f ⊗ Sym2g, 2) = 0
est équivalente à l'assertion
1g.g〈 .,af 〉 = 0.
Démonstration du lemme.  D'après (6.9), on a dansMgQ¯
1g g〈.,af 〉 =
(
〈., af 〉 ⊗Q¯ θ0Q¯
) ∑
h∈Prim(p)
(1h ⊗ 1g)(∆¯3)
 .
Posons (1h ⊗ 1g)(∆¯3) = λh,g ah ⊗Q¯ (ag ⊗TQ¯ ag) avec λh,g ∈ Q¯. On a alors
1g g〈.,af 〉 = λf,g 〈af , af 〉 θ0Q¯(ag ⊗TQ ag) =
(
〈., af 〉 ⊗Q¯ θ0Q¯
)(
∆F3
)
,
où l'on pose F = f ⊗ g ⊗ g ∈ (M0Q¯)⊗3.Or l'application
〈., af 〉 ⊗Q¯ θ0Q¯ : PfQ¯ ⊗Q¯ (P0Q¯ ⊗TQ¯ P0Q¯) −→M0Q¯
est injective. Par conséquent 1g g〈.,af 〉 = 0 si et seulement si ∆F = λf,gaf ⊗Q¯
(ag ⊗TQ¯ ag) = 0 i.e. si et seulement si ∆F = 0. Or, d'après le corollaire 6.3, ceci
est équivalent à l'assertion
L(f, 1)L(f ⊗ Sym2g, 2) = 0.
3
Les espaces propres pour TQ¯ de P0Q¯ étant des Q¯-droites, la condition i) de
la proposition 6.7 est équivalente à la condition i') suivante : pour toute forme
primitive f telle que L(f, 1) 6= 0, il existe m ≥ 1 tel que yfm 6= 0. Or d'après le
lemme 6.8, la condition ii) est vériﬁée si et seulement si pour toute forme primi-
tive f telle que L(f, 1) 6= 0, il existe une forme primitive g telle que 1gg〈.,af 〉 6= 0.
Autrement dit, ii) est vraie si et seulement si la forme parabolique g〈.,af 〉 n'est
pas identiquement nulle. Comme
g〈.,af 〉 =
∑
m≥1
〈ym, af 〉 qm,
on en déduit l'équivalence de i) et ii). 
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6.4.2 Relation entre ym et γD
Rappelons que m ≥ 1 est un entier. Posons
²(m) =
{
1 si m est un carré
0 sinon.
Théorème 6.9
On a
ym = ²(m) aE +
∑
(s,d)∈Z×N
4m−s2=dr2>0
γd.
Démonstration.  Rappelons que
ym =
g∑
i=0
Bi,i(m)xi.
D'après (4.21), on a
Bi,i(m) =
1
2wi
Card{b ∈ Ri =Mi,i ; N(b) = m}
=
1
2wi
∑
s∈Z
s2≤4m
Card(Ai(s,m))
où
Ai(s,m) = {b ∈ Ri ; N(b) = m,Tr(b) = s}.
Rappelons quelques faits essentiels (voir la démonstration de [10] proposition
1.9). Posons D = 4m− s2. Lorsque D = 0, ce qui est possible si et seulement si
m est un carré, Ai(s,m) n'a qu'un seul élément. Lorsque D > 0, tout élément b
de Ai(s,m) donne lieu à un plongement fb a priori non optimal de l'ordre O−D
de discriminant −D dans Ri. Le groupe Γi = R∗i /〈±1〉 agit par conjugaison
sur Ai(s,m) ainsi que sur l'ensemble des plongements de O−D dans Ri. Les
orbites de Ai(s,m) sous l'action de Γi sont en correspondance bijective avec les
plongements de O−D dans Ri modulo conjugaison par R∗i . Soit O−d un ordre
de discriminant −d contenant O−D, i.e. tel que d divise D et D/d est un carré.
Tout plongement de O−D dans Ri s'étend en hi(d) plongements optimaux de
O−d dans Ri modulo conjugaison par R∗i . Le stabilisateur de b ∈ Ai(s,m) sous
l'action de Γi est d'ordre u(−d). On a donc
Card(Ai(s,m)) = wi
∑
d∈N;∃r∈N;
dr2=D
hi(−d)
u(−d) .
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Finalement, pour tout entier m > 0, on a
ym =
∑
4m=s2
g∑
i=0
xi
2wi
+
g∑
i=0
∑
(s,d)∈Z×N
∃r>0; 4m−s2=dr2>0
hi(−d)
2u(−d)xi
= ²(m) aE +
∑
(s,d)∈Z×N
4m−s2=dr2>0
g∑
i=0
hi(−d)
2u(−d)xi.
Ceci montre le théorème. 
Remarque 6.2 Le raisonnement précédent est celui qui donne la formule d'Ei-
chler pour la trace de Tm (voir [7] ou [10]). On retrouve cette formule en iden-
tiﬁant les degrés de chacun des membres de l'égalité du théorème.
Remarque 6.3 Puisque pour tout entier d < 0, l'élément γ0d est dans P0[Ie],
le théorème 6.9 donne une nouvelle preuve de la proposition 6.5 3.
Table 6.1 On a
y1 = aE + 2γ3 + γ4
y2 = 2γ4 + 2γ7 + γ8
y3 = 3γ3 + 2γ8 + 2γ11 + γ12
y4 = aE + 2γ3 + γ4 + 2γ7 + 2γ12 + 2γ15 + γ16
y5 = 4γ4 + 2γ11 + 2γ16 + 2γ19 + γ20
y6 = 2γ8 + 2γ15 + 2γ20 + 2γ23 + γ24
y7 = 6γ3 + γ7 + 2γ12 + 2γ19 + 2γ24 + 2γ27 + γ28
y8 = 2γ4 + 4γ7 + γ8 + 2γ16 + 2γ23 + 2γ28 + 2γ31 + γ32
y9 = aE + 2γ3 + γ4 + 2γ8 + 2γ11 + 2γ20 + 2γ27 + 2γ32 + 2γ35 + γ36
y10 = 4γ4 + 2γ15 + 2γ24 + 2γ31 + 2γ36 + 2γ39 + γ40
y11 = 2γ7 + 2γ8 + γ11 + 2γ19 + 2γ28 + 2γ35 + 2γ40 + 2γ43 + γ44
y12 = 3γ3 + 2γ8 + 2γ11 + 3γ12 + 2γ23 + 2γ32 + 2γ39 + 2γ44 + 2γ47 + γ48
y13 = 6γ3 + 4γ4 + 2γ12 + 2γ16 + 2γ27 + 2γ36 + 2γ43 + 2γ48 + 2γ51 + γ52.
Corollaire 6.10
Si Y = P0Q[Ie] et si f est une forme modulaire primitive de poids 2 pour Γ0(p)
telle que L(f, 1) 6= 0, alors il existe d ≤ 4g + 4 tel que L(f ⊗ εd, 1) 6= 0.
Démonstration.  Soit f une forme primitive. D'après [18] théorème B, il
existe une inﬁnité de discriminants −D < 0 premiers à p tels que L(f⊗εD, 1) 6=
0. Choisissons un tel discriminant −D. Si L(f, 1) 6= 0, on a 1f
(
P0Q¯[Ie]
)
6= 0 et
3On rappelle que γd est nul si −d n'est pas un discriminant quadratique imaginaire (se
reporter à la remarque 5.1).
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donc YfQ¯ 6= 0. D'après la proposition 6.6, il existe alors m ∈ {1, . . . , g + 1} tel
que yfm 6= 0. Or d'après le théorème 6.9,
yfm =
∑
(s,d)∈Z×N
4m−s2=dr2>0
γfd .
On en déduit qu'il existe d ≤ 4m ≤ 4g+4 tel que γfd 6= 0 c'est-à-dire, d'après la
formule de Gross-Zhang énoncée au théorème 5.2, tel que L(f ⊗ εd, 1) 6= 0. 
6.5 Points rationnels de certaines courbes modulaires
Nous allons à présent utiliser la proposition 6.5 pour étudier la géométrie en
caractéristique p du morphisme φeP de X0(p) dans le quotient d'enroulement Je
de sa jacobienne.
6.5.1 Morphisme d'enroulement
On renvoie à la première partie de ce document pour la déﬁnition d'immersion
formelle. Le critère d'immersion formelle donné dans ce paragraphe est un cas
particulier du théorème 1.10 du chapitre 1. Toutefois on peut en trouver une
démonstration indépendante dans [37] proposition 3.2.
Le quotient d'enroulement est la variété abélienne (voir [24])
Je = J0(p)/IeJ0(p).
Nous reprenons ici les notations du chapitre 1 : on note X0(p)Z,lisse la partie
lisse de la normalisation X0(p)Z de P1Z dans X0(p) via X0(p) −→ X0(1) ∼= P1Q.
Soient K un corps p-adique d'anneau des entiers OK , kp son corps résiduel et
P un point K-rationnel de X0(p). Rappelons que X0(p)OK désigne le schéma
sur Spec OK obtenu par extension des scalaires de X0(p)Z à OK et J0(p)OK
(resp. Je,OK ) le modèle de Néron de J0(p) (resp. Je) sur OK . On note POK la
section de X0(p)OK sur OK déﬁnie par P et Pkp = PF¯p sa réduction modulo p.
Supposons que P est ordinaire en caractéristique p, c'est-à-dire que sa réduction
Pkp n'est pas un point double de X0(p)F¯p .
Soient
φP : X0(p) −→ J0(p)
Q 7−→ [(Q)− (P )]
et φeP le morphisme de X0(p) vers Je obtenu en composant φP et le morphisme
quotient J0(p)  Je. Puisque P est ordinaire en caractéristique p, ces mor-
phismes s'étendent en des morphismes de schémas sur OK que nous noterons
encore respectivement
φP : X0(p)OK ,lisse −→ J0(p)OK
et
φeP : X0(p)OK ,lisse −→ Je,OK .
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Notons j0, . . . , jg les invariants supersinguliers associés respectivement à x0, . . . , xg.
Pour j ∈ P1(F¯p) non supersingulier, on déﬁnit l'application
ιj : P −→ F¯p∑g
i=0 λixi 7−→
∑g
i=0
λi
j−ji .
(6.10)
Proposition 6.11
Soit j ∈ P1(F¯p) l'invariant associé au point Pkp . S'il existe x ∈ P0[Ie] tel que
ιj(x) 6= 0 alors φeP est une immersion formelle au point Pkp .
Démonstration.  Voir chapitre 1 théorème 1.10 ou [37] proposition 3.2. 
6.5.2 Méthode de Momose-Parent
Soit r > 1 un entier. Considérons la courbe modulaire X0(pr)+ quotient de
la courbe modulaire X0(pr) par l'involution d'Atkin-Lehner wpr . On dit qu'un
point C-rationnel de X0(pr) est trivial si c'est une pointe ou si la courbe ellip-
tique sous-jacente est à multiplication complexe.
S'inspirant des travaux de Momose [31, 32, 33], Parent (voir [37] proposition
3.1) montre la
Proposition 6.12 (Parent)
Supposons que p ≥ 11. Si pour tout P ∈ X0(p)Z,lisse(Zp) le morphisme φeP est
une immersion formelle en PFp alors les points Q-rationnels de X+0 (pr) sont
triviaux.
Posons A l'ensemble des nombres premiers p qui sont simultanément un
carré modulo 3, 4, 7 et un carré modulo au moins cinq des nombres suivants :
8, 11, 19, 43, 67, 163. L'ensemble A a pour densité 7/29. En appliquant le critère
de la proposition 6.11 à des combinaisons linéaires bien choisies des éléments
γ0D ∈ P0Q[Ie], Parent montre le théorème suivant (voir [37] théorème 1.1) :
Théorème 6.13 (Parent)
Si p ≥ 11, p 6= 13 et p 6∈ A, alors X+0 (pr)(Q) est trivial pour tout entier r > 1.
Remarque 6.4 Soit Xsplit(p) la courbe modulaire sur Q classiﬁant les courbes
elliptiques généralisées munies d'une paire non ordonnée d'isogénies de degré p.
La courbe Xsplit(p) est isomorphe à X+0 (p2) sur Q. Le théorème 6.13 appliqué à
r = 2 entraîne donc que les points Q-rationnels de Xsplit(p) sont triviaux lorsque
p ≥ 11, p 6= 13 et p 6∈ A.
Comme alternative aux éléments γ0D, nous proposons de considérer des élé-
ments de Y.
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6.5.3 Utilisation d'éléments de Y
Soient j ∈ P1(F¯p) un invariant non supersingulier et m > 0 un entier. Soit λ
l'application naturelle de Q dans P1(Fp) déﬁnie par λ(a/b) = ab−1 si (b, p) = 1
et λ(a/b) = ∞ sinon, pour tout couple (a, b) d'entiers premiers entre eux. On
notera encore ιj l'application λ ⊗ ιj : PQ −→ P1(F¯p). Remarquons que comme
y0m ∈ P0
[
1
nδ
], ιj(y0m) est dans F¯p dès lors que p > 3. On suppose désormais que
p > 3.
Considérons la forme parabolique à coeﬃcients dans F¯p déﬁnie par
gj = (ιj ⊗Q θ0Q)(∆¯03) ∈M0F¯p . (6.11)
Cette forme modulaire a pour q-développement∑
m≥1
ιj(y0m) q
m. (6.12)
Proposition 6.14
Si gj 6= 0 alors φeP est une immersion formelle au point de X0(p)F¯p d'invariant
modulaire j.
Démonstration.  Rappelons que l'application qui à une forme parabolique
sur F¯p associe son q-développement est injective (voir le paragraphe 4.1). La
proposition résulte alors de (6.12) et des propositions 6.5 et 6.11. 
Dans F¯p, on a l'égalité
ιj(y0m) =
g∑
i=0
Bi,i(m)
j − ji + 12 Tr(B(m))
g∑
i=0
1
wi(j − ji) . (6.13)
En eﬀet,
y0m = ym −
12
p− 1 deg(ym)aE ,
et
ιj(aE) =
g∑
i=0
1
wi(j − ji) .
Le terme ∑gi=0 1wi(j−ji) n'étant pas facile à calculer en pratique, nous intro-
duisons d'autres éléments de P0Q[Ie].
Pour m > 0 et k > 0 deux entiers tels que k ≤ m, on considère l'élément
yk,m = Tr B(m)yk − Tr B(k)ym. (6.14)
Puisque yk,m ∈ P0[Ie], on déduit immédiatement des propositions 6.5 et 6.11
le
Corollaire 6.15
Supposons qu'il existe k,m ≥ 1 tel que ιj(yk,m) 6= 0 dans F¯p. Alors φeP est une
immersion formelle au point de X0(p)F¯p d'invariant modulaire j.
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On a
ιj(yk,m) =
g∑
i=0
Tr B(m) Bi,i(k)− Tr B(k) Bi,i(m)
j − ji . (6.15)
6.5.4 Calcul pratique de ιj(yk,m)
Les calculs que nous décrivons dans ce paragraphe sont inspirés de la méthode
du graphe de Mestre et Oesterlé [28]. En combinant les résultats de ces calculs
au théorème 6.13 dû à Parent, on obtient le théorème 6.16 ci-dessous.
On note p0 le nombre premier 4532193519. Soit C l'ensemble des nombres
premiers p qui sont simultanément un carré modulo 3, 4, 7 et tels que l'une des
conditions suivantes est vériﬁée :
1. p carré modulo 11, 19, 23, 43, 67, 163, non carré modulo 8 ;
2. p carré modulo 8, 11, 19, et au moins deux des nombres premiers 43, 67, 163,
et vériﬁant l'une des conditions suivantes
(a) p carré modulo 5 ;
(b) p non carré modulo 5 et 23 ;
(c) p non carré modulo 5 et carré modulo 23, 59, 71 ;
(d) p non carré modulo 5, 59, 71 et carré modulo 23 ;
3. p carré modulo 5, 8, 11, 43, 67, 163, non carré modulo 19 et
(a) p carré modulo 23 ;
(b) ou p non carré modulo 23 et ( p31) ( p36319) ( pp0) = 1;
4. p carré modulo 5, 8, 19, 43, 67, 163, non carré modulo 11 et p carré modulo
au moins un des nombres : 23, 797.
Théorème 6.16
Si p > 19 et p 6∈ C, alors les points Q-rationnels de X+0 (pr) sont triviaux pour
tout entier r > 1.
La densité de l'ensemble des premiers p intervenant dans le théorème 6.16 est
égale à 1− 5/29.
Description des calculs
Soientm un entier et φm ∈ Z[X,Y ] le polynôme modulaire d'ordrem (voir [16]
5.2). Le polynôme φm est symétrique. Soient E et E′ des courbes elliptiques sur
F¯p d'invariants modulaires respectifs jE et jE′ . Si p ne divise pas m, les courbes
elliptiques E et E′ sont m-isogènes sur F¯p si et seulement si φm(jE , jE′) = 0
dans F¯p. Une courbe elliptique E est doncm-isogène à elle-même si et seulement
si son invariant jE est racine de φm(X,X) dans F¯p.
Par ailleurs, supposons que m n'est pas un carré et qu'il existe une m-isogénie
f d'une courbe elliptique E sur F¯p dans elle-même. D'après le théorème de relè-
vement de Deuring (voir [16] théorème 14), il existe alors un ordre quadratique
imaginaire O = Z[τ ] possédant un élément de norme m et une courbe elliptique
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Eτ à multiplication par O qui a bonne réduction isomorphe à Ei en un idéal p
au-dessus de p. L'invariant ji est donc la réduction en p de j(τ) = jEτ .
On suppose désormais, pour simpliﬁer les calculs, que m est sans facteur carré
et n'est pas divisible par p.
On peut donc déterminer les invariants supersinguliers ji, 0 ≤ i ≤ g, pour
lesquels Bi,i(m) 6= 0 de deux façons diﬀérentes : soit en déterminant les racines
dans Q¯ de φm(X,X), soit en déterminant les ordres quadratiques imaginaires
possédant un élément de norme m. D'après un résultat de Kronecker (voir [16]
théorème 11), la multiplicité nm(τ) de la racine j(τ) de φm(X,X) est égale au
nombre d'éléments de Z[τ ] de norme m à multiplication par une unité près.
L'invariant j(τ) est supersingulier en caractéristique p si et seulement si p est
inerte ou ramiﬁé dans Q(τ) (voir [16] théorème 12). Dans ce cas, si j(τ) ≡ ji
mod p, on a Bi,i(m) = nm(τ).
Calcul de ιj(yk,m) pour k,m dans {2, 3, 5, 6, 7}
On suppose p > 7.
Table 6.2
φ2(X,X) = −(X − 1 728)(X + 3375)2(X − 8 000)
φ3(X,X) = −X(X − 54 000)(X + 32 768)2(X − 8 000)2
φ5(X,X) = −(X − 1 728)2(X − 287 496)2(X + 32 768)2(X + 884 736)2 P1
φ6(X,X) = (X − 8 000)2 P 21 P2 P 23 P 24
φ7(X,X) = −(X + 3375)(X − 16 581 375)X2(X − 54 000)2
× (X + 12 288 000)2(X + 884 736)2 P 22
où
P1 = X2 − 1 264 000 X − 681 472 000
P2 = X2 − 4 834 944 X + 14 670 139 392
P3 = X2 + 191 025 X − 121 287 375
P4 = X3 + 3491 750 X2 − 5 151 296 875 X + 12 771 880 859 375.
Les ordres associés aux racines des facteurs de degré 1 de φ2, φ3, φ5, φ6 et φ7
sont donnés dans la littérature (voir par exemple [1] 7.2.3).
Pour i ∈ {1, . . . , 4}, notons αi une racine de Pi dans Q¯. En déterminant les
ordres de corps quadratiques imaginaires possédant un élément de norme 5, 6 et
7, on trouve que, quitte à échanger les racines conjuguées, on a
α1 = j
(√−5)
α2 = j
(√−6)
α3 = j
(
1 +
√−15
2
)
α4 = j
(
1 +
√−23
2
)
.
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Les conditions sur p pour que les courbes elliptiques ayant ces racines pour
invariant soient supersingulières en caractéristique p sont résumées dans le ta-
bleau 6.1 de la page 108. Pour un invariant j(τ), on note −D < 0 le discriminant
du corps quadratique Q(τ). Les coeﬃcients de la dernière colonne sont par déﬁ-
nition égaux à 1 lorsque l'invariant correspondant est supersingulier et 0 sinon.
Tab. 6.1  Invariants supersinguliers pour lesquels B(i, i) 6= 0.
j(xi) D supersingulier pour coeﬀ
1 728 = j(
√−1) 4 p = 2 ou p ≡ 3 mod 4 a
287 496 = j(2
√−1)
−3 375 = j(1+
√−7
2 ) 7 p = 7 ou p non carré mod 7 b
16 581 375 = j(
√−7)
8 000 = j(
√−2) 8 p = 2 ou p ≡ 5, 7 mod 8 c
0 = j(1+
√−3
2 ) 3 p = 3 ou p ≡ 2 mod 3 d
54 000 = j(
√−3)
−12 288 000 = j(1+3
√−3
2 )
−32 768 = j(1+
√−11
2 ) 11 p = 11 ou p non carré mod 11 e
−884 736 = j(1+
√−19
2 ) 19 p = 19 ou p non carré mod 19 f
α1 = j(
√−5) 20
p = 5 ou [p ≡ 3 mod 4 et p carré mod 5]
ou [p ≡ 1 mod 4 et p non carré mod 5] g
α2 = j(
√−6) 24
p = 2, 3 ou [p ≡ 2 mod 3 et p ≡ 1, 7 mod 8]
ou [p ≡ 1 mod 3 et p ≡ 3, 5 mod 8] h
α3 = j
(
1+
√−15
2
)
15
p = 3, 5 ou [p ≡ 1 mod 3 et p non carré mod 5]
ou [p ≡ 2 mod 3 et p carré mod 5] v
α4 = j
(
1+
√−23
2
)
23 p = 23 ou p non carré mod 23 w
Les contraintes de congruence sur p résumées dans le tableau 6.1 montrent,
en particulier, que a = c équivaut à h = d, et que a = d équivaut à v = g. On
peut écrire cela sous la forme
h = ||a− c| − d|, et v = ||a− d| − g|.
Les valeurs de Bi,i(m) pour ji ≡ j(τ) sont données dans le tableau 6.2
Posons
Qm(j) =
g∑
i=0
Bi,i(m)
j − ji .
On a
ιj(yk,m) = Tr B(m)Qk(j)− Tr B(k)Qm(j).
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Tab. 6.2  Valeurs de B(i, i) pour i ∈ {0, . . . , g}.
j(xi) D coeﬀ Bi,i(2) Bi,i(3) Bi,i(5) Bi,i(6) Bi,i(7)
1728 4 a 1 2
287496 4 a 2
−3375 7 b 2 1
16581375 7 b 1
8000 8 c 1 2 2
0 3 d 1 2
54000 3 d 1 2
−12288000 3 d 2
−32768 11 e 2 2
−884736 19 f 2 2
α1 20 g 1 2
α2 24 h 1 2
α3 15 v 2
α4 23 w 2
Table 6.3
Tr B(2) = a+ 2b+ c
Tr B(3) = 2c+ 2d+ 2e
Tr B(5) = 4a+ 2e+ 2f + 2g
Tr B(6) = 2c+ 4g + 2||a− c| − d|+ 4||a− d| − g|+ 6w
Tr B(7) = 2b+ 6d+ 2f + 4||a− c| − d|.
Table 6.4
Q2(j) =
a
j − 1728 +
2b
j + 3375
+
c
j − 8000
Q3(j) =
2c
j − 8000 +
d
j
+
d
j − 54000 +
2e
j + 32768
Q5(j) =
2a
j − 1728 +
2a
j − 287496 +
2e
j + 32768
+
2f
j + 884736
+
gP ′1(j)
P1(j)
Q6(j) =
2c
j − 8000 +
2g P ′1(j)
P1(j)
+
hP ′2(j)
P2(j)
+
2v P ′3(j)
P3(j)
+
2wP ′4(j)
P4(j)
Q7(j) =
b
j + 3375
+
b
j − 16581375 +
2d
j
+
2d
j − 54000 +
2d
j + 12288000
+
2f
j + 884736
+
2hP ′2(j)
P2(j)
où
h = ||a− c| − d|, et v = ||a− d| − g|.
110 Chapitre 6. Interprétation de la formule de Gross-Kudla
À titre d'exemple, calculons ιj(yk,m) pour k,m ∈ {2, 3, 5, 6, 7}, k ≤ m, lorsque
(a, b, c, d, e, f, g, w) = (0, 0, 1, 0, 0, 0, 0, 0). On a
Q2(j) =
1
j − 8000 Tr B(2) = 1
Q3(j) =
2
j − 8000 Tr B(3) = 2
Q5(j) = 0 Tr B(5) = 0
Q6(j) =
2
j − 8000 +
P ′2(j)
P2(j)
Tr B(6) = 4
Q7(j) =
2P ′2(j)
P2(j)
Tr B(7) = 4.
On a alors
ιj(y2,3) = ιj(y2,5) = ιj(y3,5) = ιj(y5,6) = ιj(y5,7) = 0
et ιj(y2,6), ιj(y3,6), ιj(y2,7), ιj(y3,7) et ιj(y6,7) sont, à multiplication par une
puissance de 2 près, égaux à
Q(j) =
2
j − 8000 −
P ′2(j)
P2(j)
=
−212 (13.181 j + 26.33.7.13.29)
(j − 8000)P2(j) .
On a p 6= 13 car g = 0 or 13 ≡ 1 mod 4 et 13 n'est pas un carré modulo 5.
De même, on a p 6= 181 car 181 n'est pas un carré modulo 7 mais b = 0. Par
conséquent Q(j) s'annule en
j0 ≡ −(181)−1.26.7.29. mod p.
On suppose désormais (a, b, c, d, e, f, g, w) 6= (0, 0, 1, 0, 0, 0, 0, 0). On fait par-
courir au 8-uplet (a, b, c, d, e, f, g, w) les diﬀérentes valeurs possibles par ordi-
nateur. On constate que lorsque p > 19 et (a, b, c, d) 6= (0, 0, 0, 0), les fractions
ιj(yk,m) pour k,m parcourant {2, 3, 5, 6, 7} ne s'annulent pas simultanément
modulo p. En eﬀet les facteurs premiers du résultant de deux telles fractions ne
répondent pas aux conditions de congruence imposées par la valeur du 8-uplet
(a, b, c, d, e, f, g, w).
Lorsque (a, b, c, d) = (0, 0, 0, 0), on obtient les résultats résumés dans le ta-
bleau 6.3 page 111. Dans ce tableau, le symbole ∗ signiﬁe que le coeﬃcient peut
prendre indiﬀéremment la valeur 0 ou 1. On rappelle que p0 = 4532193519.
Lorsque ιj(yk,m) n'est pas une fraction identiquement nulle, on note nk,m le
degré de son numérateur. Lorsque nk,m = 2 on note dk,m le discriminant du
numérateur (dans Z). Dans ce cas, ιj(yk,m) a un zéro dans Fp si et seulement si
dk,m est un carré modulo p. Pour (e, f, g, w) distincts des quadruplets listés dans
le tableau 6.3 page 111, les fractions ιj(yk,m), k,m ∈ {2, 3, 5, 6, 7}, ne s'annulent
pas simultanément.
Par exemple, lorsque (a, b, c, d, e, f, g, w) = (0, 0, 0, 0, 0, 0, 1, 0), on a
ιj(y5,6) =
4P ′1
P1
− 4P
′
3
P3
= 22.52.112.13.37
x2 + 2.5.11.x+ 27.33.53.11.41
P1P3
.
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Tab. 6.3  Résultats des calculs pour (a, b, c, d) = (0, 0, 0, 0).
e f g w Résultat
0 0 0 ∗ ιj(yk,m) = 0 (k,m ∈ {2, 3, 5, 6, 7})
1 0 n5,6 = 2, d5,6 = r2.11.59.71,
ιj(yk,m) = 0 (k,m) 6= (5, 6)
1 1 n5,6 = 5, ιj(yk,m) = 0 (k,m) 6= (5, 6)
0 1 0 0 ιj(yk,m) = 0 (k,m ∈ {2, 3, 5, 6, 7})
0 1 ιj(y5,6) = ιj(6, 7) n5,6 = 2,
d5,6 = r′2.5.31.36319.p0
ιj(yk,m) = 0 (k,m) 6= (5, 6), (6, 7)
1 0 0 0 ιj(yk,m) = 0 (k,m ∈ {2, 3, 5, 6, 7})
0 1 ιj(3, 6) = ιj(5, 6), n5,6 = 2,
d5,6 = r′′2.3.5.797
ιj(yk,m) = 0 (k,m) 6= (3, 6), (5, 6)
Analyse des résultats
On suppose p > 19. Soit j ∈ Fp. Les calculs décrits plus haut montrent en
particulier que lorsque l'une des conditions suivantes sur (a, b, c, d, e, f, g, w) est
satisfaite, il existe k,m ∈ {2, 3, 5, 6, 7} tels que ιj(yk,m) 6= 0 :
1. (a, b, c, d) 6= (0, 0, 0, 0) et (a, b, c, d, e, f, g, w) 6= (0, 0, 1, 0, 0, 0, 0, 0) ;
2. (a, b, c, d) = (0, 0, 0, 0) et (e, f, g) 6= (0, 0, 0) ;
3. (a, b, c, d) = (0, 0, 0, 0) et (e, f, g, w) 6= (0, 0, 1, 1) ;
4. (a, b, c, d) = (0, 0, 0, 0) et [(e, f, g, w) 6= (0, 0, 1, 0) ou ( p59) ( p71) = 1] ;
5. (a, b, c, d) = (0, 0, 0, 0) et (e, f, g, w) 6= (0, 1, 0, 0) ;
6. (a, b, c, d) = (0, 0, 0, 0) et [(e, f, g, w) 6= (0, 1, 0, 1) ou ( p31) ( p36319) ( pp0) =
1] ;
7. (a, b, c, d) = (0, 0, 0, 0) et (e, f, g, w) 6= (1, 0, 0, 0) ;
8. (a, b, c, d) = (0, 0, 0, 0) et [(e, f, g, w) 6= (1, 0, 0, 1) ou p est un carré modulo
797].
Posons B l'ensemble des nombres premiers p > 19 qui sont simultanément un
carré modulo 3, 4 et 7 et qui vériﬁent l'une des conditions suivantes :
i) p carré modulo 5, 11, 19, et 23 et non carré modulo 8,
ii) p est un carré modulo 5, 8, 11 et 19;
iii) p carré modulo 8, 11 et 19, non carré modulo 5, 23;
iv) p carré modulo 8, 11, 19, 23, 59, 71, non carré modulo 5;
v) p carré modulo 8, 11, 19, 23, non carré modulo 5, 59, 71;
vi) p carré modulo 5, 8, 11, 23, non carré modulo 19;
vii) p carré modulo 5, 8, 11, non carré modulo 19, 23 et ( p31) ( p36319) ( pp0) = 1;
viii) p carré modulo 5, 8, 19, 23, non carré modulo 11;
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ix) p carré modulo 5, 8, 19, 797, non carré modulo 11, 23.
L'ensemble B est de densité 15/28.
Lemme 6.17
Si p > 19 et p 6∈ B, alors il existe (k,m) ∈ {2, 3, 5, 6, 7}2 tel que ιj(yk,m) 6= 0.
Démonstration du lemme.  On vériﬁe que si p 6∈ B, le 8-uplet (a, b, c, d, e, f, g, w)
associé à p vériﬁe l'une des conditions 1. à 8. 3
On déduit de ce lemme et de la proposition 6.15, la proposition suivante.
Proposition 6.18
Si p > 19 et p 6∈ B, alors φeP est une immersion formelle en tout point P de
X0(p)Fp(Fp). En particulier, pour tout r > 1, les points de X+0 (pr) sont soit des
pointes soit des points à multiplication complexe.
L'ensemble C est égal à A∪B. En combinant le théorème 6.13 et la proposition
6.18, on obtient le théorème 6.16.
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Résumé
Nous étudions ici le groupe libre engendré par les classes d'isomorphisme de
courbes elliptiques supersingulières en caractéristique p, appelé module super-
singulier. Nous le comparons à d'autres modules de Hecke : l'homologie de la
courbe modulaire X0(p) et l'ensemble des formes modulaires de poids 2 et de
niveau p. Nous donnons des interprétations et des applications des formules
de Gross et Gross-Kudla concernant les fonctions L de formes modulaires. Les
liens entre le module supersingulier et la géométrie de X0(p) nous permettent
d'appliquer ces résultats à l'étude des points rationnels de certaines courbes
modulaires. Reprenant une méthode de Momose et Parent, nous déterminons
notamment un ensemble inﬁni de nombres premiers p pour lesquels le quotient
de X0(pr) (r > 1) par l'opérateur d'Atkin-Lehner n'a pour points rationnels que
les pointes et les points CM.
Mots clefs. courbes elliptiques, courbes modulaires, formes modulaires, fonc-
tions L, module supersingulier, variétés abéliennes, symboles modulaires.
Abstract
We study here the free group generated by isomorphism classes of supersingular
elliptic curves in positive characteristic p, called the supersingular module. We
compare it with others Hecke modules : the homology of modular curve X0(p)
and the set of modular forms of weight 2 and level p.We give several interpreta-
tions and applications of Gross and Gross-Kudla's formulas about L-functions
of modular forms. Using the links between supersingular module and geometry
of X0(p) we apply these results in order to study the rational points on certain
modular curves. Following the method of Momose and Parent, we determinate
an inﬁnite set of primes p for which the quotient of X0(pr) (r > 1) by the
Atkin-Lehner operator has no rational points other than cups and CM points.
Keywords. abelian varieties, elliptic curves, modular curves, modular forms,
modular symbols, L-functions, supersingular module.
