Self-guided denoising filters, such as bilateral, guided, and total variation filters, may require multiple evaluations if noise is large and filter parameters are tuned to preserve sharp edges. We formulate three acceleration techniques of the resulted iterations: conjugate gradient, Nesterov, and heavy ball methods. We numerically compare these techniques for image denoising and demonstrate 5-13 times speed-up.
INTRODUCTION
Denoising is one of the most important tasks of signal and image processing. Modern image denoising algorithms are edge preserving, i.e. they preserve important discontinuities while removing the noise. The common idea of anisotropic diffusion behind many of such methods is formulated in [1, 2] . Namely, the diffusion coefficients must depend on the local variance-the larger variance the smaller the coefficient.
One of the most popular edge preserving filters is the bilateral filter [3, 4] ; see also survey [5] . Efficient computer implementations of the bilateral filter are described in recent papers [6, 7] . MATLAB Image Processing Toolbox currently includes the guided image filter [8] . Since its introduction in [9] , the total variation regularization has become an indispensable tool of modern image processing. The total variation denoising [9] can be also formulated in the filter form; see Section 2.3.
More state-of-the-art recent filters are patch-based methods such as developed in [10, 11] . An improvement of these methods, based on a special truncation of high frequency modes, is found in [12, 13] .
Tuning parameters to preserve sharp edges may result in a weaker smoothing of the signal after a single application of the filter. In this case, the smoothing filters can be applied repeatedly, say 10-500 times, depending on the noise level. It can be expensive even for moderate image sizes. The present work is aimed at investigation of possible ways of accelerating such iterations. We consider three acceleration techniques: nonlinear conjugate gradient, heavy ball, and Nesterov's methods.
The rest of the note is organized as follows. Section 2 lists three popular local smoothing filters. Section 3 describes three acceleration techniques for nonlinear power iterations. Section 4 reports on numerical comparisons.
SMOOTHING FILTERS
Smoothing filters that we consider in this work can be written in a matrix form as y = D The transform y = D −1 W x may be applied repeatedly, either 1) changing the weights w ij at each iteration using the output of the previous iteration as the guidance signal g, or 2) using the fixed weights, calculated from the initial signal as the guidance signal g, for all iterations. The former results in a nonlinear filter, the latter generates a linear filter. The repeated application can be written as a (nonlinear) power method
. . , k max , where k max needs to be chosen large enough for good denoising, but small enough to prevent over-smoothing.
Bilateral filter (BF)
Every component of a guidance signal g i has its spatial location p i , and a spatial distance p i −p j is determined between all pairs i and j. The weights of the bilateral filter w ij are
where σ d and σ r are the filter parameters. It is usually possible to define a suitable range distance |g i − g j | for vector signals g i . The arithmetical complexity of approximate versions of the bilateral filter is O(N ); see [6] .
Guided filter (GF) Algorithm Guided filter
Input: x, g, w, ǫ Output:
The function f mean (·, w) denotes a mean filter with the window width w. The constant ǫ determines the smoothness degree-the larger ǫ the larger smoothing effect. The dot preceded operations . * and ./ denote the componentwise multiplication and division of vectors or matrices. The arithmetical complexity of the guided filter can be O(N ); see [8] .
The boundary conditions of the mean filter f mean (·, w) can be chosen such that the matrix W (g) is symmetric. The entries of W (g) then are
where the windows ω k of width w around each pixel k have the number of pixels |ω|. The values µ k and σ 2 k are the mean and variance of g over ω k . Since d i = j w ij = 1, the graph Laplacian matrix equals L = I − W , where I denotes the identity matrix.
Total Variation filter (TVF)
Let ∇ denote a gradient operator. For a 1D vector x, it can be, e.g., ∇x = Gx, where G is the bidiagonal N × N -matrix
Given a 1D guidance signal g and regularization parameter ǫ > 0, we introduce the diagonal diffusion coefficient N ×N -matrix diag(C) with the diagonal C = 
ACCELERATION OF ITERATIONS
We accelerate the non-linear iteration
. ., with the symmetric matrices W (g) and D(g) defined in Section 2.
Preconditioned Conjugate Gradient method
Formally applying the classical conjugate gradient method [14] with the preconditioner D to the system of linear equations Lu = 0, we obtain the following algorithm [15, 16, 17] .
Algorithm PCG(k max ) with l max restarts
Heavy Ball method
The heavy ball method with a fixed coefficient β k appears in [18] . The variable coefficient β k = k−1 k+2 is adopted from Nesterov's acceleration [19] .
Algorithm HeavyBall(k max )
Input: x, k max Output: y y = x; y old = y for k = 1, . . . , k max do
Nesterov method
Nesterov's acceleration is suggested in [20] .
Algorithm Nesterov(k max )
NUMERICAL STUDY
Our tests use the clean fantom image of size 512 × 512 generated by the following MATLAB function:
The noisy image is produced by the MATLAB command noisy=clean+randn(size(clean)) * .15 and has the peak signal-to-noise ratio PSNR = 16.5. We display the image patch consisting of rows 211:420 and columns 201:300 instead of full images.
We use the function imguidedfilter from MATLAB as GF with the window width 5 and the smoothness parameter ǫ = 0.00012 by default. Our implementation of the bilateral filter have the the following parameters: the window width 5, σ d = 1 and σ r = 0.25. The regularization parameter for TVF is ǫ = 0.001. The restart parameter in PCG is k max = 3.
The clean and noisy images are displayed in Figure 1 . Figure 2 shows the result of a single application of the guided filter with the smoothness parameter ǫ = 0.15, which corresponds to the noise level. Figures 3-8 The tables below summarize information about the iteration numbers used by the filter routines when producing Figures 3-8 . The parameters and iteration numbers are chosen to reach the best possible visual quality of all output images. It seems Figure 7 displays the best obtained quality of contours. The tables display the 2-3x speedup for the accelerated GF and BF. Speedup for the accelerated TVF is 13x.
Guided filter
In our tests. we observe that the heavy ball method can not reach the filtering quality of other methods. The PCG acceleration and Nesterov's acceleration demonstrate the best performance.
RELATION TO PRIOR WORK
The presented work is focused on improvement of efficiency of the best denoising filters. Seminal publications such as [1, 2, 3, 4, 9] are mostly concerned with introducing the basic principle of edge-preserving denoising, anisotropic diffusion. Subsequent works [6, 7, 8, 21] and many other undertake significant efforts for faster implementations of the original methods. Other publications such as [10, 11, 22, 23] are devoted to further tuning of the original denoising methods, e.g., taking into account similarities outside local neighborhoods. Improvements in [12, 13, 24, 15] exploit spectral properties of graph Laplacians associated with the smoothing filters.
The authors of [15] propose to construct low-pass filters by means of projection onto a leading invariant subspace of the graph Laplacian matrices using the Chebyshev polynomial approximation and the conjugate gradient method. In [16] , we apply the preconditioned conjugate method and the LOBPCG method to BF and GF with the fixed matrices W and D for 1D and 2D signals. The paper [17] proposes acceleration of the nonlinear BF and GF for 1D signals, described here in Section 3.1, by the nonlinear conjugate gradient method.
CONCLUSION
The number of iterations for self-guided smoothing filters is considerably reduced by means of the preconditioned conjugate gradient, heavy ball, and Nesterov accelerations. Best denoising quality is achieved with the PCG and Nesterov accelerations. The heavy ball acceleration is not competitive in our tests.
Future work will be concerned with accelerating patchbased image denoising filters. 
