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In this paper, we introduce a new smooth estimator for continuous distribution
functions on the positive real half-line using Szasz-Mirakyan Operators. The approach
is similar to the idea of the Bernstein estimator. We show that the proposed estimator
outperforms the empirical distribution function in terms of asymptotic (integrated)
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theoretical comparisons and in a simulation study.
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1 Introduction
This paper considers the nonparametric smooth estimation of continuous distributions functions
on the positive real half line. Arguably, such distributions are the most important univariate
probability models, occuring in diverse fields such as life sciences, engineering, actuarial sciences
or finance, under various names such as life, lifetime, loss or survival distributions. An indicator
of this claim may be that the well-known compendium of Johnson et al. (1994) treats in its first
volume solely distributions on the positive half line with the exception of the normal and the
Cauchy distribution. In the two volumes Johnson et al. (1994, 1995) as well as in the compendiums
about life and loss distributions of Marshall and Olkin (2007) and Hogg and Klugman (1984),
respectively, an abundance of parametric models for the distribution of non-negative random
variables and pertaining estimation methods can be found.
Hence, it is astonishing that there is a paucity of nonparametric estimation methods especially
tailored to this situation. It is the aim of this paper to close this gap by introducing a new
nonparametric estimator for distribution functions on [0,∞) using Szasz-Mirakyan Operators.
LetX1, X2, ... be a sequence of independent and identically distributed (i.i.d.) random variables
having an underlying unknown distribution function F and associated density function f . In the
case of parametric distribution function estimation, the model structure is already defined before
knowing the data. It is for example known that the distribution will be of the form N (µ, σ2). The
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only goal is to estimate the parameters, here µ and σ2. Compared to this, in the nonparametric
setting, the model structure is not specified a priori but is determined only by the sample. In
this paper, all the considered estimators are of nonparametric type.
The goal is to investigate properties of a random sample and its underlying distribution. Of
utmost importance is the probability P(a ≤ X1 ≤ b) = F (b) − F (a), which can directly be
estimated without the need to integrate as in the density estimation setting. By taking the
inverse of F , it is also possible to calculate quantiles
xp = inf{x ∈ R : F (x) ≥ p} = F−1(p).
An important application of the inverse of F is the so-called Inverse Transform Sampling. It can
be used to generate more samples than already given using the implication
Y ∼ U [0, 1]⇒ F−1(Y ) ∼ X1.
The best-known distribution function estimators with well-established properties are the em-
pirical distribution function (EDF) and the kernel estimator.
The EDF is the simplest way to estimate the underlying true distribution function, given a
finite random sample X1, ..., Xn, n ∈ N. It is defined by
Fn(x) =
1
n
n∑
i=1
I(Xi ≤ x),
where I is the indicator function. This estimator is obviously not continuous. The kernel dis-
tribution function estimator, however, is a continuous estimator. The univariate kernel density
estimator is defined by
fh,n(x) =
1
nh
n∑
i=1
K
(
x−Xi
h
)
, x ∈ R,
where the parameter h ∈ R>0 is called the bandwidth and K : R→ R is a kernel that has to fulfill
specific properties (see, e.g., Gramacki (2018)). It was first introduced by Rosenblatt (1956) and
Parzen (1962).
The idea is that the number of kernels is higher in regions with many samples, which leads to
a higher density. The width and height of each kernel is determined by the bandwidth h. In this
case, the bandwidth is the same for all kernels.
To estimate the distribution function, the kernel density estimator is integrated. Hence, the
kernel distribution estimator is of the form
Fh,n(x) =
∫ x
−∞
fh,n(u) du =
∫ x
−∞
1
nh
n∑
i=1
K
(
u−Xi
h
)
du = 1
n
n∑
i=1
K
(
x−Xi
h
)
,
where K(t) =
∫ t
−∞K(u) du is a cumulative kernel function. This estimator was first introduced
in Yamato (1973).
The two previous estimators can estimate distribution functions on any arbitrary real interval.
The Bernstein estimator, on the other hand, is designed for functions on [0, 1].
The goal of the Bernstein estimator is the estimation of a distribution function F with density f
supported on [0, 1], given a finite random sample X1, ..., Xn, n ∈ N. It makes use of the following
theorem.
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Theorem 1. If u is a continuous function on [0, 1], then as m→∞,
Bm(u;x) =
m∑
k=0
u
(
k
m
)
Pk,m(x)→ u(x)
uniformly for x ∈ [0, 1], where Pk,m =
(m
k
)
xk(1− x)m−k are the Bernstein basis polynomials.
Using this theorem, F can be represented by the expression
Bm(F ;x) =
m∑
k=0
F
(
k
m
)
Pk,m(x),
which converges to F uniformly for x ∈ [0, 1]. As the distribution function F is unknown, the
idea now is to replace F with the EDF Fn. Following Leblanc (2012), this leads to the Bernstein
estimator
Fˆm,n(x) =
m∑
k=0
Fn
(
k
m
)
Pk,m(x).
A further estimator is the Hermite estimator on the real half line. It makes use of the so-called
Hermite polynomials Hk that are defined by
Hk(x) = (−1)kex2 d
k
dxk e
−x2 .
These polynomials are orthogonal under e−x2 . The normalized Hermite functions are given by
hk(x) = (2kk!
√
pi)−1/2e
−x2
2 Hk(x).
They form an orthonormal basis for L2. We define
Z(x) = 1√
2pi
e
−x2
2 , αk =
√
pi
2k−1k! ,
and
ak =
∫ ∞
−∞
f(x)hk(x) dx.
Now, for f ∈ L2,
f(x) =
∞∑
k=0
akhk(x) =
∞∑
k=0
√
αk · akHk(x)Z(x). (1)
The infinite sum in Eq. (1) is not desirable. A truncation of the sum leads to the N+1 truncated
expansion
fN (x) =
N∑
k=0
akhk(x) =
N∑
k=0
√
αk · akHk(x)Z(x).
The coefficients ak are chosen so that the L2-distance between f and fN is minimized. A detailed
explanation can be found in Section 2.3 of Davis (1963). Now, the density estimator is of the
form
fˆN,n(x) =
N∑
k=0
aˆkhk(x) =
N∑
k=0
√
αk · aˆkHk(x)Z(x)
3
with
aˆk =
1
n
n∑
i=1
hk(Xi).
Using this, the Hermite distribution function estimator on the real half line is defined by
FˆHN,n(x) =
∫ x
0
fˆN,n(t) dt,
following Stephanou et al. (2017)
More information on the different estimators can be found in the cited literature and in
Hanebeck (2020). In the comparison in Section 4, many properties of the estimators are listed.
In the case where a random variable Y is supported on the compact interval [a, b], a < b, it can
easily be restricted to [0, 1] by transforming Y to (Y − a)/(b− a). The back-transformation can
be done without worrying about optimality or convergence rates.
However, in most cases, it is not enough to consider distributions on [0, 1]. If the support of a
random variable Z is (−∞,∞) or [0,∞), possible transformations to (0, 1) are 1/2+(1/pi) tan−1 Z
and Z/(1+Z), respectively. Although the resulting random variable is supported on (0, 1), it is not
clear what happens to optimality conditions and convergence rates after the back-transformation.
Another argument against nonlinear transformations is the loss of interpretability. Consider
two random variables Z1 and Z2 on [0,∞), and the transformed quantities Y1 = Z1/(1 +Z1) and
Y2 = Z2/(1 + Z2). If Y1 is smaller than Y2 in the (usual) stochastical order, it is not directly
apparent if this also holds for Z1 and Z2. Hence, such transformations have to be treated with
care.
In this paper, we consider the Szasz estimator, an estimator of the distribution function on
[0,∞). The kernel estimator can also estimate functions on [0,∞) but is not specifically designed
for this interval. To get satisfactory results, special boundary corrections in the point zero are
necessary, which is not the case for the Szasz estimator. The Hermite estimator on the real
half line is designed for [0,∞), but theoretical results and simulations later show that the Szasz
estimator performs better on the positive real line.
The paper is organized as follows. In Section 2, the approach and most important properties
of the proposed estimator are explained. Then, in Section 3, we derive further finite sample and
asymptotical properties of the estimator. In Section 4, the properties are compared with other
estimators in a theoretical comparison, and then in a simulation study in Section 5. In Section 6,
we conclude with the most important findings of this paper. Most proofs are postponed to the
Appendix 7.
2 The Szasz Distribution Function Estimator
The idea of the estimator presented in this paper is similar to the Bernstein approach. We make
use of the following theorem that can be found in Szasz (1950).
Theorem 2. If u is a continuous function on (0,∞) with a finite limit at infinity, then, as
m→∞,
Sm(u;x) =
∞∑
k=0
u
(
k
m
)
e−mx
(mx)k
k! → u(x)
uniformly for x ∈ (0,∞).
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The operator Sm(u;x) is called the Szasz-Mirakyan operator of the function u in the point x.
One can expand Theorem 2 to a function u being continuous on [0,∞) with u(0) = 0. Then,
Sm(u; 0) = 0 and with the continuity it holds that Sm(u;x)→ u(x) uniformly for x ∈ [0,∞). In
particular, a continuous distribution function F on [0,∞) can be represented by
Sm(F ;x) =
∞∑
k=0
F
(
k
m
)
e−mx
(mx)k
k! , (2)
which converges to F uniformly for x ∈ [0,∞). Defining Poisson probabilities Vk,m(x) =
e−mx (mx)
k
k! for k,m ∈ N, a possible estimator of F on [0,∞) is
FˆSm,n(x) =
∞∑
k=0
Fn
(
k
m
)
Vk,m(x),
replacing the unknown distribution function F in the Szasz-Mirakyan operator Eq. (2) by the
EDF Fn. We call FˆSm,n the Szasz estimator. The sum is infinite but can be written as a finite
sum as shown in the next subsection.
In the remainder of this paper, we make the following general assumption:
Assumption 1. The distribution function F is continuous. The first and second derivatives f
and f ′ of F are continuous and bounded on [0,∞).
Note that if only the convergence itself is important and we are not interested in deriving the
convergence rate, it is enough to assume these properties on (0,∞).
2.1 Basic Properties of the Szasz Estimator
The behavior of the Szasz estimator FˆSm,n(x) at the boundaries is very appropriate, since we get
FˆSm,n(0) = 0 = F (0) = Sm(F ; 0),
lim
x→∞ Fˆ
S
m,n(x) = 1 = limx→∞F (x) = limx→∞Sm(F ;x) (3)
with probability one for all m. This means that bias and variance at the point x = 0 are zero.
In the sequel, we use the gamma function Γ(z) =
∫∞
0 x
z−1e−xdx, as well as the upper and
lower incomplete gamma functions, defined by
Γ(z, s) =
∫ ∞
s
xz−1e−xdx, and γ(z, s) =
∫ s
0
xz−1e−xdx,
respectively. The limit on the left side of Eq. (3) is one since
FˆSm,n(x) =
∞∑
k=0
Fn
(
k
m
)
e−mx
(mx)k
k! =
1
n
n∑
i=1
∞∑
k=0
I{k ≥ mXi}e−mx (mx)
k
k!
= 1
n
n∑
i=1
∞∑
k=dmXie
e−mx
(mx)k
k! =
1
n
n∑
i=1
P(Y ≥ dmXie)
= 1
n
n∑
i=1
γ(dmXie,mx)
Γ(dmXie)
x→∞−−−→ 1,
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where the random variable Y has a Poisson distribution with expected value mx (Y ∼ Poi(mx)
for short). Since the above representation only contains a finite number of summands, it can be
used to easily simulate the estimator.
The expectation of the Szasz operator is of course given by the expression E[FSm,n(x)] =
Sm(F ;x) for x ∈ [0,∞).
It holds that Fˆm,n(x) yields a proper continuous distribution function with probability one and
for all values of m. The continuity of Fˆm,n(x) is obvious. Moreover, it follows from Eq. (3) and
the next theorem that 0 ≤ Fˆm,n(x) ≤ 1 for x ∈ [0,∞).
Theorem 3. The function FˆSm,n(x) is increasing in x on [0,∞).
Proof. This proof is similar to the proof for the Bernstein estimator that can be found in Babu
et al. (2002). Let
gn(0) = 0 and gn
(
k
m
)
= Fn
(
k
m
)
− Fn
(
k − 1
m
)
, k = 1, 2, ...,
and
Uk(m,x) =
∞∑
j=k
Vj,m(x) =
1
Γ(k)
∫ mx
0
tk−1e−t dt.
The last equation holds because
Uk(m,x) = 1−
k−1∑
j=0
Vj,m(x) = 1− Γ(k,mx)Γ(k) =
γ(k,mx)
Γ(k) .
It follows that FˆSm,n can be written as
FˆSm,n(x) =
∞∑
k=0
gn
(
k
m
)
Uk(m,x)
because
∞∑
k=0
gn
(
k
m
)
Uk(m,x) =
∞∑
k=1
[
Fn
(
k
m
)
− Fn
(
k − 1
m
)] ∞∑
j=k
Vj,m(x)
=
∞∑
k=1
∞∑
j=k
Fn
(
k
m
)
Vj,m(x)−
∞∑
k=0
∞∑
j=k
Fn
(
k
m
)
Vj,m(x)
+
∞∑
k=0
Fn
(
k
m
)
Vk,m(x) = FˆSm,n(x).
The claim follows as gn
(
k
m
)
is non-negative for at least one k and Uk(m,x) is increasing.
The next theorem shows that FˆSm,n(x) is uniformly strongly consistent.
Theorem 4. If F is a continuous probability distribution function on [0,∞), then∥∥∥FˆSm,n − F∥∥∥→ 0 a.s.
for m,n→∞. We use the notation ‖G‖ = sup
x∈[0,∞)
|G(x)| for a bounded function G on [0,∞).
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Proof. The proof follows the proof of Theorem 2.1 in Babu et al. (2002). It holds that∥∥∥FˆSm,n − F∥∥∥ ≤ ∥∥∥FˆSm,n − Sm∥∥∥+ ‖Sm − F‖
and ∥∥∥FˆSm,n − Sm∥∥∥ = ‖ ∞∑
k=0
[Fn(k/m)− F (k/m)]Vk,m‖
≤ ‖Fn − F‖ · ‖
∞∑
k=0
Vk,m‖ = ‖Fn − F‖.
Since ‖Fn − F‖ → 0 a.s. for n → ∞ by the Glivenko-Cantelli theorem, the claim follows with
Theorem 2.
3 Finite Sample and Asymptotic Properties of the Szasz estimator
3.1 Bias and Variance
We now calculate the bias and the variance of the Szasz estimator FˆSm,n on the inner interval
(0,∞), as we already know that bias and variance are zero for x = 0. In the following lemma,
we first find a different expression of Sm that is similar to a result in Lorentz (1986).
Lemma 1. It holds for x ∈ (0,∞) that
Sm(F ;x) = Sm(x) = F (x) +m−1bS(x) + ox(m−1),
where bS(x) = xf
′(x)
2 .
Proof. Following the proof in Lorentz (1986, Section 1.6.1), Taylor’s theorem gives
Sm(x) =
∞∑
k=0
F
(
k
m
)
Vk,m(x) = F (x) +
∞∑
k=0
(
k
m
− x
)
f(x)Vk,m(x)
+ 12f
′(x)
∞∑
k=0
(
k
m
− x
)2
Vk,m(x) +
∞∑
k=0
o
((
k
m
− x
)2)
Vk,m(x).
The second summand, say, S2, simplifies to S2 = xf(x) − xf(x) = 0, because for x ∈ [0,∞) it
holds that ∞∑
k=0
k
m
Vk,m(x) =
1
m
E[Y ] = x,
where Y ∼ Poi(mx). The third term can be written as
∞∑
k=0
(
k
m
− x
)2
Vk,m(x) =
1
m2
Var[Y ] = x
m
. (4)
For the last summand we know that
∞∑
k=0
o
((
k
m
− x
)2)
Vk,m(x) = o
( ∞∑
k=0
(
k
m
− x
)2
Vk,m(x)
)
= o
(
x
m
)
= ox(m−1)
with Eq. (4).
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The following theorem establishes asymptotic expressions for the bias and the variance of the
Szasz estimator FˆSm,n as m,n → ∞ are established. The statement is similar to Theorem 1 in
Leblanc (2012).
Theorem 5. For each x ∈ (0,∞), the bias has the representation
Bias
[
FˆSm,n(x)
]
= E
[
Fˆm,n
]
− F (x) = m−1xf
′(x)
2 + ox(m
−1)
= m−1bS(x) + ox(m−1).
For the variance it holds that
Var
[
FˆSm,n(x)
]
= n−1σ2(x)−m−1/2n−1V S(x) + ox(m−1/2n−1),
where
σ2(x) = F (x)(1− F (x)), V S(x) = f(x)
[2x
pi
]1/2
and bS(x) is defined as in Lemma 1.
For the proof, see Section Proofs.
3.2 Asymptotic Behavior
Here, we turn our attention to the asymptotic behavior of the Szasz estimator. The next theorem
is similar to Theorem 2 in Leblanc (2012) and shows the asymptotic normality of this estimator.
Theorem 6. Let x ∈ (0,∞), such that 0 < F (x) < 1. Then, for m,n→∞ it holds that
n1/2
(
FˆSm,n(x)− E[FˆSm,n(x)]
)
= n1/2
(
FˆSm,n(x)− Sm(x)
)
D−→ N
(
0, σ2(x)
)
,
where σ2(x) = F (x)(1− F (x)).
The idea for the proof is to use the central limit theorem for double arrays, see Section Proofs
for more details. Note that as in the settings before, this result holds for all choices of m with
m→∞ without any restrictions.
We now take a closer look at the asymptotic behavior of FˆSm,n(x)− F (x), where the behavior
of m is restricted. With Lemma 1, it is easy to see that
n1/2
(
FˆSm,n(x)− F (x)
)
= n1/2
(
FˆSm,n(x)− Sm(x)
)
+m−1n1/2bS(x) + ox(m−1n1/2). (5)
This leads directly to the following corollary, which is similar to Corollary 2 in Leblanc (2012)
but on (0,∞).
Corollary 1. Let m,n→∞. Then, for x ∈ (0,∞) with 0 < F (x) < 1, it holds that
(a) if mn−1/2 →∞, then
n1/2
(
FˆSm,n(x)− F (x)
)
D−→ N
(
0, σ2(x)
)
,
(b) if mn−1/2 → c, where c is a positive constant, then
n1/2
(
FˆSm,n(x)− F (x)
)
D−→ N
(
c−1bS(x), σ2(x)
)
,
where σ2(x) and bS(x) are defined as in Theorem 5.
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3.3 Asymptotically Optimal m with Respect to Mean-squared Error
For the estimator FˆSm,n, it is interesting to calculate the mean-squared error (MSE)
MSE
[
FˆSm,n(x)
]
= E
[(
FˆSm,n(x)− F (x)
)2]
and the asymptotically optimal m with respect to MSE. In the point x = 0, the MSE is zero.
For (0,∞), the next theorem shows the asymptotic MSE.
Theorem 7. The MSE of the Szasz estimator is of the form
MSE
[
FˆSm,n(x)
]
= Var
[
FˆSm,n(x)
]
+ Bias
[
FˆSm,n(x)
]2
= n−1σ2(x)−m−1/2n−1V S(x) +m−2
(
bS(x)
)2
+ ox(m−2) + ox(m−1/2n−1) (6)
for x ∈ (0,∞).
Proof. This follows directly from Theorem 5.
To calculate the optimalm with respect to the MSE, one has to take the derivative with respect
to m of the above equation and set it to zero. The next corollary, which is similar to Corollary
1 in Leblanc (2012), follows.
Corollary 2. Assuming that f(x) 6= 0 and f ′(x) 6= 0, the asymptotically optimal choice of m for
estimating F (x) with respect to MSE is
mopt = n2/3
[
4(bS(x))2
V S(x)
]2/3
.
Therefore, the associated MSE can be written as
MSE
[
FˆSmopt,n(x)
]
= n−1σ2(x)− 34n
−4/3
[
(V S(x))4
4(bS(x))2
]1/3
+ ox(n−4/3) (7)
for x ∈ (0,∞), where σ2(x), bS(x), and V S(x) are defined as in Theorem 5.
In Gawronski and Stadtmueller (1980), it is stated that the optimal m to estimate the density
function with respect to the MSE is O(n2/5). We just established that for the distribution
function, the optimal rate is O(n2/3). The same phenomenon that was first observed by Hjort
and Walker (2001) for the kernel estimator and explained in Leblanc (2012) for the Bernstein
estimator can be found here.
When using m = O(n2/5) for the distribution estimation, it lies outside of any confidence band
of F . This holds because of the fact that from mn−2/5 → c it follows that mn−1/2 → 0. Together
with f ′(x) 6= 0 and Eq. (5), it holds that
P
(
n1/2
∣∣∣FˆSm,n(x)− F (x)∣∣∣ > )→ 1
for all  > 0. This shows that for this choice of m, FˆSm,n(x) does not converge to a limiting
distribution centered at F (x) with proper rescaling. Therefore, FˆSm,n lies outside of any confidence
band based on Fn with probability going to one.
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3.4 Asymptotically Optimal m with Respect to Mean-integrated Squared Error
We now focus on the mean-integrated squared error (MISE). As we deal with an infinite integral,
we use a non-negative weight function ω. Here, the weight function is chosen as ω(x) = e−axf(x).
Following Altman and Léger (1995), the MISE is then defined by
MISE
[
FˆSm,n
]
= E
[∫ ∞
0
(
FˆSm,n(x)− F (x)
)2
e−axf(x) dx
]
.
Note that MISE
[
FˆSm,n
]
cannot be calculated by integrating the expression of MSE
[
FˆSm,n
]
ob-
tained in Eq. (6) as the asymptotic expressions depend on x. The next theorem gives the
asymptotic MISE of the Szasz operator and is similar to Theorem 3 in Leblanc (2012).
Theorem 8. It holds that
MISE
[
FˆSm,n
]
= n−1CS1 −m−1/2n−1CS2 +m−2CS3 + o(m−1/2n−1) + o(m−2)
with
CS1 =
∫ ∞
0
σ2e−axf(x) dx , CS2 =
∫ ∞
0
V S(x)e−axf(x) dx , and
CS3 =
∫ ∞
0
(bS(x))2e−axf(x) dx.
The definitions of σ2(x), bS(x), and V S(x) can be found in Theorem 5.
For the proof, see Section Proofs.
Very similar to Corollary 4 in Leblanc (2012), the next corollary gives the asymptotically
optimal m for estimating F with respect to MISE.
Corollary 3. It follows that the asymptotically optimal m for estimating F with respect to MISE
is
mopt = n2/3
[
4CS3
CS2
]2/3
,
which leads to the optimal MISE
MISE
[
FˆSmopt,n
]
= n−1CS1 −
3
4n
−4/3
[
(CS2 )4
4CS3
]1/3
+ o(n−4/3). (8)
If we compare the optimal MSE and optimal MISE of the Szasz estimator with those of
the EDF, we observe the same behavior as for the Bernstein estimator. The second summand
(including the minus sign ahead of it) in Eq. (7) and Eq. (8) is always negative so that the Szasz
estimator seems to outperform the EDF. This is proven in the following.
3.5 Deficiency
We now measure the local and global performance of the Szasz estimator with the help of the
deficiency. Let
iSL(n, x) = min
{
k ∈ N : MSE[Fk(x)] ≤ MSE
[
FˆSm,n(x)
]}
, and
iSG(n) = min
{
k ∈ N : MISE[Fk] ≤ MISE
[
FˆSm,n
]}
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be the local and global numbers of observations that Fn needs to perform at least as well as FˆSm,n.
The next theorem deals with these quantities and is similar to Theorem 4 in Leblanc (2012).
Theorem 9. Let x ∈ (0,∞) and m,n→∞. If mn−1/2 →∞ it holds that
iSL(n, x) = n[1 + ox(1)] and iSG(n) = n[1 + o(1)].
In addition, the following statements are true.
(a) If mn−2/3 →∞ and mn−2 → 0, then
iSL(n, x)− n = m−1/2n[θS(x) + ox(1)], and
iSG(n)− n = m−1/2n[CS2 /CS1 + o(1)].
(b) If mn−2/3 → c, where c is a positive constant, then
iSL(n, x)− n = n2/3[c−1/2θS(x)− c−2γS(x) + ox(1)], and
iSG(n)− n = n2/3[c−1/2CS2 /CS1 − c−2CS3 /CS1 + o(1)],
where
θS(x) = V
S(x)
σ2(x) and γ
S(x) = (b
S(x))2
σ2(x) .
Here, V S(x), σ2(x), and bS(x) are defined as in Theorem 5 and CS1 , CS2 , and CS3 are defined as
in Theorem 8.
For the proof, see Section Proofs.
This theorem shows under which conditions the Szasz estimator outperforms the EDF. The
asymptotic deficiency goes to infinity as n grows. This means that for increasing n, the number
of extra observations has to increase so that the EDF outperforms the Szasz estimator. Hence,
the EDF is asymptotically deficient to the Szasz estimator.
It seems natural that one can also base the selection of an optimal m on the deficiency. In-
deed, maximizing the deficiency seems a good way to make sure that the Bernstein estimator
outperforms the EDF as much as possible.
Lemma 2. The optimal m with respect to the global deficiency in the case mn−2/3 → c is of the
same order as in Corollary 3.
Proof. The proof follows arguments in Leblanc (2012). In the case mn−2/3 → c, the deficiency
iG(n)− n is asymptotically positive only when
c >
[
CS3
CS2
]2/3
= c∗.
Then, the optimal c maximizing g(c) = c−1/2CS2 /CS1 − c−2CS3 /CS1 is
copt =
[
4CS3
CS2
]2/3
= 24/3c∗.
Hence, the optimal order of the Szasz estimator with respect to the deficiency satisfies
moptn
−2/3 → copt ⇔ mopt = n2/3[copt + o(1)],
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Figure 1: The behavior of the Szasz estimator in the point x = 1 for n = 500.
which shows the claim.
4 Theoretical comparison
In the following, the properties that were derived in this paper for the Szasz estimator are
compared to the different estimators defined in the introduction. The comparison can be found
in Table 1 to Table 4. The assumptions in the third column of the first table have to be fulfilled
for the theoretical results to hold. If there are extra assumptions for one specific result, they are
written as a footnote. More details can be found in Hanebeck (2020).
For the EDF, the properties mainly follow from famous theorems. The uniform, almost sure
convergence follows from the Glivenko-Cantelli theorem while the asymptotic normality can be
proven with the central limit theorem. The MSE can be found in Lockhart (2013) and the other
properties are easy to calculate. For the kernel estimator, the asymptotic normality can be found
in Watson and Leadbetter (1964) and Zhang et al. (2020), while bias and variance can be found
inKim et al. (2006). The optimal MSE and MISE can be found in Zhang et al. (2020). The
properties for the Bernstein estimator mainly follow from Leblanc (2012), where some results are
using ideas from Babu et al. (2002). The ideas and most of the proofs for the Hermite estimator
can be found in Stephanou et al. (2017).
The following result on the asymptotic normality of the Hermite estimator is new.
Theorem 10. For x ∈ (0,∞) with 0 < F (x) < 1 and if f is differentiable in x, we obtain
√
n
(
FˆHN,n(x)− E
[
FˆHN,n(x)
])
D−→ N
(
0, σ2(x)
)
,
for n→∞, where σ2(x) = F (x)(1− F (x)).
The proof can be found in the appendix.
It is important to always make sure that the situation fits to compare different estimators. A
comparison between the Bernstein estimator and the Szasz estimator for example only makes
sense when the density function on [0, 1] can be continued to [0,∞) so that Assumption 1 holds.
Of course it is also possible to use the Szasz estimator for distributions where F is continuous on
[0,∞) and f is not. Then, the theoretical results do not hold anymore but convergence is still
given. But we know that the Bernstein estimator is always better as it has zero bias and variance
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for x = 1, while the Szasz estimator has the continuous derivative
d
dxFˆ
S
m,n(x) = m
∞∑
k=0
[
Fn
(
k + 1
m
)
− Fn
(
k
m
)]
e−mx
(mx)k
k!
and cannot approximate a non-continuous function that well. This can be seen in Figure 1. It is
obvious that the behavior of the Szasz estimator in the point x = 1 of the Beta(2, 1)-distribution
is worse. This can also be seen later in the simulation in Section 5.
For the Hermite estimator, the properties f ∈ L2 and
(
x− ddxf
)r
f ∈ L2 only have to hold
on the considered interval. Hence, they can be used for smaller intervals than what they were
designed for.
The EDF and the kernel distribution estimator can be used on arbitrary intervals. However,
note that the asymptotic results for the kernel estimator hold under the assumption that the
density occupies (−∞,∞). Hence, if the support is bounded, the results do not hold for the
points close to the boundary. For an approach to improve this boundary behavior, see Zhang
et al. (2020) for example.
4.1 Some Observations
In the following, some important observations regarding the theoretical comparison are listed. It
is notable that for the asymptotic order, h = 1/m for the Bernstein estimator is always replaced
by h2 for the Kernel estimator. Also, the results for the Szasz estimator are the same as for the
Bernstein estimator with the exception that the orders are often not uniform.
There are some properties that some or all of the estimators have in common. Regarding the
deficiency, the Bernstein estimator, the kernel estimator, and the Szasz estimator all outperform
the EDF with respect to MSE and MISE. All of the estimators convergence a.s. uniformly to
the true distribution function, and the asymptotic distribution of the scaled difference between
estimator and the true value always coincide under different assumptions.
However, there are of course also many differences between the estimators that are addressed
now. For the Bernstein estimator and the Szasz estimator, the order of the bias is worse than
that of the kernel estimator. For the Szasz and the Hermite estimator, the order is not uniform.
For the variance, the orders of the Bernstein estimator and the Szasz estimator are the same as
for the EDF and the kernel estimator but are not uniform. The order of the Hermite estimator
is worse than that of the other estimators.
The optimal rate of the MSE is n−1 for the first four estimators in the table, two of them
uniform and the others not. The rate of the Hermite estimator is worse but for r →∞, the rate
approaches n−1. This is very similar for the optimal rates of the MISE.
5 Simulation
In this section, the different estimators are compared in a simulation study with respect to the
MISE quality.
1Fˆn stands for all of the estimators, for x : 0 < F (x) < 1
2For
(
x− ddx
)r
f ∈ L2, r ≥ 1,E [|X|s] <∞, s > 8(r+1)3(2r+1) , N ∼ n
2
2r+1
3For
(
x− ddx
)r
f ∈ L2, r ≥ 1,E
[
|X|2/3
]
<∞
4For
(
x− ddx
)r
f ∈ L2, r ≥ 1,E
[
|X|2/3
]
<∞
5For E
[
|X|2/3
]
<∞
6Note that the MISE here is defined differently with weight function e−ax
7For
(
x− ddx
)r
f ∈ L2, r ≥ 1, µ <∞
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Table 1: Support of the estimators and assumptions
Support Assumptions
EDF Chosen Freely
Kernel Chosen Freely Density f exists, f
′ exists
and is continuous
Bernstein [0, 1]
F continuous, two
continuous and bounded
derivatives on [0, 1]
Szasz [0,∞)
F continuous, two
continuous and bounded
derivatives on [0,∞)
Hermite Half [0,∞) f ∈ L2
Table 2: Convergence behavior and asymptotic distribution of the estimators
Convergence
Asymptotic distribution:
n1/2(Fˆn(x)− F (x)) D−→ N
(
0, σ2(x)
) 1
EDF a.s. uniform
Kernel a.s. uniform For h−2n−1/2 →∞
Bernstein a.s. uniform For mn−1/2 →∞
Szasz a.s. uniform For mn−1/2 →∞
Hermite Half a.s. uniform 2 For N r/2−1/4n−1/2 →∞ 3
Table 3: Bias and variance of the estimators
Bias Variance
EDF Unbiased O(n−1)
Kernel o(h2) O(n−1) +O(h/n)
Bernstein Zero in {0, 1}
O(m−1) = O(h)
Zero in {0, 1}
O(n−1) +Ox(m−1/2n−1)
Szasz Zero in 0
Ox(m−1) = Ox(h)
Zero in 0
O(n−1) +Ox(m−1/2n−1)
Hermite Half
Zero in 0
Ox
(
N−r/2+1/4
)
4
Zero in 0
Ox(N3/2/n)5
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Table 4: MSE and MISE of the estimators
MSE (all consistent) MISE (all consistent)
O(n−1) O(n−1)
O(n−1) +O
(
h4
)
+O(h/n)
Optimal: O(n−1)
O(n−1) +O(h4) +O(h/n)
Optimal: O(n−1)
Zero in {0, 1}
O(n−1) +O(m−2) +Ox(m−1/2n−1)
Optimal: Ox(n−1)
O(n−1) +O(m−2) +O(m−1/2n−1)
Optimal: O(n−1)
Zero in 0
O(n−1) +Ox(m−2) +Ox(m−1/2n−1)
Optimal: Ox(n−1)
O(n−1) +O(m−2) +O(m−1/2n−1)
Optimal: O(n−1)6
Zero in 0
x
[
O
(
N1/2
n
)
+O (N−r)
]
Optimal: xO(n
−2r
2r+1 ) 4
µ
[
O
(
N1/2
n
)
+O (N−r)
]
Optimal: µO(n−
2r
2r+1 )7
Table 5: The range of the respective parameters.
Estimator Abbr. Parameters
EDF Fn -
Kernel Fh,n h = i/1000, i ∈ [2, 200]
Szasz FˆSm,n m ∈ [2, 200]
Hermite Half FˆHN,n N ∈ [2, 60]
For the kernel distribution estimator, the Gaussian kernel is chosen. Let Φ be the standard
normal distribution function. Then, the estimator is of the form Fh,n(x) = 1n
∑n
i=1 Φ
(
x−Xi
h
)
.
The simulation consists of two parts. In the first part, the estimators are compared by their
MISE on [0,∞) with respect to
MISE
[
Fˆn
]
= E
[∫ ∞
0
(
Fˆn(x)− F (x)
)2 · f(x) dx] ,
where Fˆn can be any of the considered estimators. In the second part, the asymptotic normality
of the estimators is illustrated for one distribution. The details for each part as well as the most
important results are explained later.
All of the estimators except for the EDF have a parameter in addition to n. For these estima-
tors, the MISE is calculated for a range of the parameters, which are given in Table 5.
We obtain a vector of MISE values for each estimator. Searching for the minimum value in this
vector provides the minimal MISE and the respective optimal parameter. The different sample
sizes that are used are n = 20, 50, 100, and 500.
Every MISE is calculated by a Monte-Carlo simulation with M = 10 000 repetitions. To be
specific, let
ISE
[
Fˆn
]
=
∫ ∞
0
[
Fˆn(x)− F (x)
]2 · f(x) dx,
and with M pseudo-random samples, the estimate of the MISE is calculated by
MISE
[
Fˆn
]
' 1
M
M∑
i=1
ISEi[Fˆ ],
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Figure 2: Plot of the considered estimators for n = 20 and n = 500.
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Figure 3: MISE over the respective parameters in [2, 200] for n = 20 and n = 500.
where ISEi is the integrated squared error calculated from the ith randomly generated sample.
For the Hermite estimator, the standardization explained in Hanebeck (2020) is used. In this
simulation, we do not estimate the parameters µ and σ as we already know the true parameters.
5.1 Comparison of the estimators
For comparison, the exponential distribution with parameter λ = 2 is chosen. This distribu-
tion fulfills the assumption for the Szasz estimator and the Hermite estimator. Of course, the
comparison of the estimators on [0,∞) means that the Bernstein estimator cannot be used.
An example of the different estimators can be seen in Figure 2 for n = 20 and n = 500. It is
obvious that the Hermite estimators do not approach one, which is due to the truncation.
The Szasz estimator designed for the [0,∞)-interval behaves best with respect to MISE. This
can be seen in Figure 3. The minimal MISE-value of the Szasz estimator is always lower than
that of the other estimators, also for the cases n = 50 and n = 100 that are not shown here.
Figure 4 makes clear that the standardization of the Hermite estimator yields a clear improve-
ment over the nonstandardized estimator, even for small sample sizes. Note that even though
the estimator gets better through standardization, the Hermite estimator is still worse than all
of the other estimators (except the EDF) with respect to MISE.
Table 6 shows all the MISE ·10−3-numbers of the optimal MISE for the considered estimators.
The properties explained above can be found here as well.
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Table 6: The MISE ·10−3-values for the interval [0,∞).
n EDF Kernel Szasz Hermite Half Hermite Norm.
Exponential(2) 20 8.29 6.09 5.3 8.68 7.57
50 3.3 2.71 2.41 5.61 3.58
100 1.68 1.47 1.32 4.6 2.26
500 0.34 0.32 0.3 3.73 1.15
5.2 Illustration of the Asymptotic Normality
The goal here is to illustrate the asymptotic normality
√
n
(
Fˆn(x)− F (x)
)
D−→ N
(
0, σ2(x)
)
of the different estimators, where Fˆn can be any of the estimators. The expression can be rewritten
as
Fˆn(x) ∼ AN
(
F (x), σ
2(x)
n
)
.
This representation is used in the plots below for a Beta(3, 3)-distribution in the point x = 0.4
for n = 500. The value is F (0.4) = 0.32. In Figure 5, the result can be seen. The red line in the
plot shows the distribution function of the normal distribution. Furthermore, the histogram of
the value p = Fˆn(0.4) is illustrated. The parameters used for the estimators are derived from the
optimal parameters calculated in the simulation.
6 Conclusions
Surprisingly, there is not much literature on nonparametric smooth distribution function estima-
tors especially tailored to distributions on the positive real half line. This important case occurs
in many applications where the data can only be positive but does not have an upper bound,
such as prices, losses, biometric data and much more.
In this article, we have introduced an estimator for distribution functions on [0,∞) based
on Szasz-Mirakyan Operators. We have shown that the Szasz estimator compares very well
with other important estimators such as the kernel estimator in theoretical comparisons and in
a simulation. Especially on the matching interval [0,∞), the simulation study shows a clear
advantage of the Szasz estimator with respect to the MISE quality.
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Figure 5: Illustration of the asymptotic normal distribution.
7 Appendix
7.1 Properties of Vk,m
We now present various properties of Vk,m that are needed for the proofs. The following lemma
and its proof are similar to Lemma 2 and Lemma 3 in Leblanc (2012).
Lemma 3. Define
LSm(x) =
∞∑
k=0
V 2k,m(x)
and
RSj,m(x) = m−j
∑∑
0≤k<l≤∞
(k −mx)jVk,m(x)Vl,m(x)
for j ∈ {0, 1, 2}, and Vk,m(x) = e−mx (mx)
k
k! . It trivially holds that 0 ≤ LSm(x) ≤ 1 for x ∈ [0,∞).
In addition, the following properties hold. Let g be a continuous and bounded function on [0,∞).
This leads to
(a) LSm(0) = 1 and limx→∞L
S
m(x) = 0,
(b) RSj,m(0) = 0 for j ∈ {0, 1, 2},
(c) 0 ≤ RS2,m(x) ≤ xm for x ∈ (0,∞),
(d) LSm(x) = m−1/2
[
(4pix)−1/2 + ox(1)
]
for x ∈ (0,∞),
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(e) RS1,m(x) = m−1/2
[
−
√
x√
2pi + ox(1)
]
for x ∈ (0,∞),
(f) m1/2
∫ ∞
0
LSm(x)e−ax dx =
∫ ∞
0
(4pix)−1/2e−ax dx+ o(1) = 12
√
a
+ o(1) for a ∈ (0,∞),
(g) m1/2
∫ ∞
0
xLSm(x)e−ax dx =
∫ ∞
0
x1/2(4pi)−1/2e−ax dx+ o(1) = 1
4a3/2
+ o(1) for a ∈ (0,∞),
(h) m1/2
∫ ∞
0
g(x)RS1,m(x)e−ax dx = −
∫ ∞
0
g(x)
√
x√
2pi
e−ax dx+ o(1) for a ∈ (0,∞).
Proof. (a) LSm(0) = 1 is clear. Using the mode of the poisson distribution it holds for the limit
that
lim
x→∞L
S
m(x) ≤ limx→∞maxk Vk,m
∞∑
k=0
Vk,m = lim
x→∞P (Y = bmxc)) = 0,
where Y ∼ Poi(mx).
(b) RSj,m(0) = 0 holds trivially.
(c) The non-negativity is clear. For the other inequality, it holds that
RS2,m(x) ≤ m−2
∞∑
k=0
∞∑
l=0
(k −mx)2Vk,m(x)Vl,m(x)
= m−2
∞∑
k=0
(k −mx)2Vk,m(x) = m−2 Var[Y ] = x
m
,
where Y ∼ Poi(mx).
(d) Let Ui,Wj , i, j ∈ {1, ...,m}, be i.i.d. random variables with distribution Poi(x), hence,
P(U1 = k) = e−x
xk
k! .
Define Ri = (Ui −Wi)/
√
2x. Then, we know that E[Ri] = 0,Var[Ri] = 1 and Ri has a
lattice distribution with span h = 1/
√
2x. Note that with the independence it holds that
P
(
m∑
i=1
Ri = 0
)
= P
(
m∑
i=1
Ui =
m∑
i=1
Wi
)
=
∞∑
k=0
P
(
m∑
i=1
Ui =
m∑
i=1
Wi = k
)
=
∞∑
k=0
V 2k,m(x).
With Theorem 3 on p. 517 in Feller (1965), we get that
√
m
h
∞∑
k=0
V 2k,m(x)−
1√
2pi
→ 0
and it follows that √
4pimx
∞∑
k=0
V 2k,m(x)→ 1,
from which the claim follows.
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(e) Using Eq. (2.2) in Example 2 in (Hall, 1983), we know that for a random variable Y ∼
Poi(mx),
∞∑
l=k+1
Vl,m(z) = 1− P(Y ≤ k) = 1− Φ(z + ∆2(k)) +O((mx)−3/2),
where z = (k −mx)/√mx and
∆2(k) = (mx)−1/2
1
6(4− z
2) + (mx)−1 172z(5z
2 − 14).
Expandig Φ(t) about t = 0 leads to
Φ(t) = 12 +
t√
2pi
+ o(|t|)
and therefore
∞∑
l=k+1
Vl,m(z) =
1
2 −
k −mx√
2pimx
− ∆2(k)√
2pi
+ ox
(∣∣∣∣k −mx√mx + ∆2(k)
∣∣∣∣)+O ((mx)−3/2) .
It holds that ∆2(k) = Ox(m1/2), and, hence,
RS1,m(x) = m−1
∞∑
k=0
(k −mx)Vk,m(x)
 ∞∑
l=k+1
Vl,m(x)

= m−1
∞∑
k=0
(k −mx)Vk,m(x)
[1
2 −
k −mx√
2pimx
+Ox(m1/2)
+ox
(∣∣∣∣ k −mx√2pimx +Ox(m1/2)
∣∣∣∣)+O(m−3/2)]
= −m−1
∞∑
k=0
(k −mx)2 Vk,m(x)√
2pimx
+m−1
∞∑
k=0
(k −mx)Vk,m(x)
[
ox
(∣∣∣∣ k −mx√2pimx +Ox(m1/2)
∣∣∣∣)]
= − mx
m
√
2pimx
+ ox
(
1
m
√
2pimx
∞∑
k=0
(k −mx)2Vk,m(x)
)
= m−1/2
(
−
√
x√
2pi
+ ox(1)
)
,
where we used that
∞∑
k=0
(k −mx)Vk,m(x) = 0.
(f) The goal is to calculate
m1/2
∫ ∞
0
LSm(x)e−ax dx = m1/2
∫ ∞
0
∞∑
k=0
V 2k,m(x)e−ax dx
= m1/2
∞∑
k=0
∫ ∞
0
V 2k,m(x)e−ax dx.
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For the integral we know that
∫ ∞
0
V 2k,m(x)e−ax dx =
∫ ∞
0
(
e−mx
(mx)k
k!
)2
e−ax dx
= m
2k
(k!)2
∫ ∞
0
x2ke−(2m+a)x dx
= m
2k
(k!)2(2m+ a)2k+1
∫ ∞
0
y2ke−ydy
= m
2k
(k!)2(2m+ a)2k+1 Γ(2k + 1).
Calculating the sum leads to
m1/2
∞∑
k=0
m2k
(k!)2(2m+ a)2k+1 Γ(2k + 1)
= m1/2
∞∑
k=0
( 1
2m+ a
)2k+1
m2k
(
2k
k
)
=
√
m
a(a+ 4m)
= 12
√
a
+ 1√
a
[√
m
a+ 4m −
1
2
]
= 12
√
a
+ o(1).
It holds that ∫ ∞
0
(4pix)−1/2e−ax dx = 12
√
a
and hence,
m1/2
∫ ∞
0
LSm(x)e−ax dx =
1
2
√
a
+ o(1) =
∫ ∞
0
(4pix)−1/2e−ax dx+ o(1).
(g) Similar to (f), we get∫ ∞
0
xV 2k,m(x)e−ax dx =
m2k
(k!)2(2m+ a)2k+2 Γ(2k + 2),
leading to
m1/2
∞∑
k=0
m2k
(k!)2(2m+ a)2k+2 Γ(2k + 2) =
√
m(a+ 2m)
(a(a+ 4m))3/2
= 1
4a3/2
+ 1
a3/2
[√
m(a+ 2m)
(a+ 4m)3/2
− 14
]
= 1
4a3/2
+ o(1).
(h) Define GSm(x) = m1/2RS1,m(x)e−ax and GS(x) = −
√
x√
2pie
−ax. Then with part (e) we know
that GSm(x)
m→∞−−−−→ GS(x).
21
Note that
R1,m(x) = m−1e−2mx
∑∑
0≤k<l≤∞
(k −mx)(mx)
k+l
k!l!
= m−1e−2mx
∞∑
k=0
(k −mx)(mx)
k
k!
 ∞∑
l=k+1
(mx)l
l!

= m−1e−mx
∞∑
k=0
(k −mx)(mx)
k
k!
(
1− Γ(1 + k,mx)Γ(1 + k)
)
= −m−1e−mx
∞∑
k=0
(k −mx)(mx)
k
k!
Γ(1 + k,mx)
Γ(1 + k) .
Using Γ(1+k,mx)Γ(1+k) = P(Y ≤ k) ∈ [0, 1] for Y ∼ Poi(mx), the above calculation yields
|GSm(x)| ≤ m−1/2e−(a+m)x
∞∑
k=0
|k −mx|(mx)
k
k!
Γ(1 + k,mx)
Γ(1 + k)
≤ m−1/2e−ax
∞∑
k=0
|k −mx|Vk,m(x)
≤ m−1/2e−ax
( ∞∑
k=0
(k −mx)2Vk,m(x)
)1/2
= m−1/2e−ax
√
mx =
√
xe−ax.
This is integrable since ∫ ∞
0
√
xe−ax dx =
√
pi
2a3/2
.
With the dominated convergence theorem it follows that∫ ∞
0
|GSm(x)−GS(x)|dx = o(1)
and ∣∣∣∣∫ ∞0 g(x)GSm(x) dx−
∫ ∞
0
g(x)GS(x) dx
∣∣∣∣
≤ sup
x∈[0,∞)
|g(x)|
∫ ∞
0
|GSm(x)−GS(x)|dx = o(1),
as g is bounded.
7.2 Proofs
Proof of Theorem 5. This proof is similar to that of Theorem 1 in Leblanc (2012). The bias
follows directly from Lemma 1. For the proof of the variance, let
Y Si,m =
∞∑
k=0
∆i
(
k
m
)
Vk,m(x),
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where
∆i(x) = I(Xi ≤ x)− F (x)
for x ∈ [0,∞). We know that ∆1, ...,∆n are i.i.d. with mean zero. Hence,
FˆSm,n(x)− Sm(x) =
∞∑
k=0
[
Fn
(
k
m
)
− F
(
k
m
)]
Vk,m(x)
= 1
n
∞∑
k=0
n∑
i=1
[
I
(
Xi ≤ k
m
)
− F
(
k
m
)]
Vk,m(x)
= 1
n
n∑
i=1
Y Si,m. (9)
Note that Y Si,m < ∞ a.s. and that, for given m, Y S1,m, ..., Y Sn,m are i.i.d. with mean zero. This
means that the variance can be calculated by
Var
[
FˆSm,n(x)
]
= Var
[
FˆSm,n(x)− Sm(x)
]
= 1
n2
n∑
i=1
Var[Y Si,m]
= 1
n
Var[Y S1,m] =
1
n
E[
(
Y S1,m
)2
]. (10)
It also holds for x, y ∈ [0,∞) that
E[∆1(x)∆1(y)] = E[(I(X1 ≤ x)− F (x))(I(X1 ≤ y)− F (y))]
= E[I(X1 ≤ x)I(X1 ≤ y)]− F (x)F (y)
= E[I(X1 ≤ min(x, y))]− F (x)F (y)
= min(F (x), F (y))− F (x)F (y),
which implies
E
[(
Y S1,m
)2]
=
∞∑
k=0
∞∑
l=0
E
[
∆1
(
k
m
)
∆1
(
l
m
)]
Vk,m(x)Vl,m(x)
=
m∑
k=0
∞∑
l=0
min
(
F
(
k
m
)
, F
(
l
m
))
Vk,m(x)Vl,m(x)
−
∞∑
k=0
∞∑
l=0
F
(
k
m
)
F
(
l
m
)
Vk,m(x)Vl,m(x)
=
∞∑
k=0
F
(
k
m
)
V 2k,m(x)
+ 2
∑∑
0≤k<l≤∞
F
(
k
m
)
Vk,m(x)Vl,m(x)− S2m(x). (11)
We want to find an asymptotic expression for the previous expression. For the first part of
Eq. (11), write
F
(
k
m
)
= F (x) +O
(∣∣∣∣ km − x
∣∣∣∣)
from which follows that
∞∑
k=0
F
(
k
m
)
V 2k,m(x) = F (x)LSm(x) +O(ISm(x)), (12)
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where
ISm(x) =
∞∑
k=0
∣∣∣∣ km − x
∣∣∣∣V 2k,m(x)
and LSm is defined as in Lemma 3. For the second term of Eq. (11), use Taylor’s theorem to get
F
(
k
m
)
= F (x) +
(
k
m
− x
)
f(x) +O
((
k
m
− x
)2)
.
We know that
RS0,m =
1
2[1− L
S
m(x)]
because
1 =
∞∑
k=0
∞∑
l=0
Vk,m(x)Vl,m(x)
= 2
∑∑
0≤k<l≤∞
Vk,m(x)Vl,m(x) +
∞∑
k=0
V 2k,m(x) = 2RS0,m(x) + LSm(x).
Now, Lemma 3, which states that RS2,m(x) ≤ xm , leads to∑∑
0≤k<l≤∞
F
(
k
m
)
Vk,m(x)Vl,m(x)
= F (x)RS0,m(x) + f(x)RS1,m(x) +O
(
RS2,m(x)
)
= 12F (x)(1− L
S
m(x)) + f(x)RS1,m(x) +Ox(m−1). (13)
With Lemma 1, we get that
F (x)− S2m(x) = F (x)−
(
F (x) +m−1xf
′(x)
2 +Ox(m
−1)
)2
= F (x)−
(
F (x) +Ox(m−1)
)2
= F (x)− F (x)2 − 2F (x)Ox(m−1)−Ox(m−1)2
= σ2(x) +Ox(m−1)
and using Eq. (12) and Eq. (13) for Eq. (11), it holds that
E[(Y S1,m)2] = F (x)LSm(x) +O(ISm(x)) + F (x)(1− LSm(x))
+ 2f(x)RS1,m(x) +Ox(m−1)− S2m(x)
= σ2(x) + 2f(x)RS1,m(x) +O(ISm(x)) +Ox(m−1). (14)
Note that Cauchy-Schwarz can be applied here so that with Lemma 3 (d), we get that
ISm(x) ≤
[ ∞∑
k=0
(
k
m
− x
)2
Vk,m(x)
]1/2 [ m∑
k=0
V 3k,m(x)
]1/2
≤
[
TS2,m
m2
LSm(x)
]1/2
≤
[
x
m
LSm(x)
]1/2
≤
[
x
m
m−1/2
[
(4pix)−1/2 + ox(1)
]]1/2
= ox(m−3/4), (15)
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where TS2,m(x) =
∞∑
k=0
(k −mx)2 Vk,m(x) = mx for x ∈ [0,∞). Now with Lemma 3 (e), it holds
that
E[(Y S1,m)2] = σ2(x) + 2f(x)RS1,m(x) +O(ISm(x)) +Ox(m−1)
= σ2(x) + 2f(x)m−1/2
[
−
√
x√
2pi
+ ox(1)
]
+O(ISm(x)) +Ox(m−1)
= σ2(x)−m−1/2
√
2xf(x)√
pi
+ ox(m−1/2). (16)
With Eq. (10), the desired claim
Var
[
FˆSm,n(x)
]
= n−1σ2(x)−m−1/2n−1
√
2xf(x)√
pi
+ ox(m−1/2n−1)
holds.
Proof of Theorem 6. This proof follows the proof of Theorem 2 in Leblanc (2012). For fixed m
we know from the proof of Theorem 5 that
FˆSm,n(x)− Sm(x) =
1
n
n∑
i=1
Y Si,m,
where the Y Si,m are i.i.d. random variables with mean zero. Define (γSm)2 = E[(Y S1,m)2]. We now
use the central limit theorem for double arrays (see Serfling (1980), Section 1.9.3) to show the
claim.
Defining
An = E
[
n∑
i=1
Y Si,m
]
= 0 and B2n = Var
[
n∑
i=1
Y Si,m
]
= n
(
γSm
)2
,
it says that ∑n
i=1 Y
S
i,m −An
Bn
D−→ N (0, 1)
if and only if the Lindeberg condition
nE
[
I(|Y S1,m| > Bn)
(
Y S1,m
)2]
B2n
→ 0 for n→∞ and all  > 0
is satisfied. With Eq. (16) we know that γSm → σ(x) for m → ∞ (which follows from n → ∞)
and it holds for n→∞ that ∑n
i=1 Y
S
i,m −An
Bn
D−→ N (0, 1)
⇔
∑n
i=1 Y
S
i,m√
n · γSm
D−→ N (0, 1)
⇔
√
n
γSm
(
FˆSm,n(x)− Sm(x)
)
D−→ N (0, 1)
⇔ √n
(
FˆSm,n(x)− Sm(x)
)
D−→ N
(
0, σ2(x)
)
,
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which is the claim of Theorem 6. In our case the Lindeberg condition has the form
E[I(|Y S1,m| > 
√
nγSm)
(
Y S1,m
)2
]
(γSm)
2 → 0 for n→∞ and all  > 0.
This is what has to be shown to proof the theorem. Using the fact that
|Y S1,m| ≤
∞∑
k=0
∣∣∣∣∆1 ( km
)∣∣∣∣Vk,m(x) ≤ ∞∑
k=0
Vk,m(x) = 1
leads to
I
(
|Y S1,m| > 
√
nγSm
)
≤ I
(
1 > 
√
nγSm
)
→ 0,
which gives the desired result.
Proof of Theorem 8. This proof follows the proof of Theorem 3 in Leblanc (2012). With a part
of Eq. (15), Jensen’s inequality for expected values, and Lemma 3 (g) leads to∫ ∞
0
ISm(x)e−axf(x) dx ≤
[ 1
m
∫ ∞
0
xLSm(x)e−2axf(x) dx
]1/2
≤
[‖f‖
m
∫ ∞
0
xLSm(x)e−2ax dx
]1/2
=
[ ‖f‖
m3/2
( 1
4(2a)3/2
+ o(1)
)]1/2
= O(m−3/4).
Using Eq. (9),Lemma 1, and Eq. (14) leads to
MISE
[
FˆSm,n
]
=
∫ ∞
0
[
Var
[
FˆSm,n(x)
]
+ Bias
[
FˆSm,n(x)
]2]
e−axf(x) dx
= 1
n
∫ ∞
0
[
σ2(x) + 2f(x)RS1,m(x) +O(ISm(x)) +O
(
x
m
)]
e−axf(x) dx
+
∫ ∞
0
[
m−1bS(x) + o
(
x
m
)]2
e−axf(x) dx
= 1
n
∫ ∞
0
[
σ2(x) + 2f(x)RS1,m(x)
]
e−axf(x) dx+
∫ ∞
0
m−2(bS(x))2e−axf(x) dx
+O(m−3/4n−1) + o(m−2).
Now, with 2f(x)
√
x√
2pi = V
S(x) and Lemma 3 (h), we get
MISE
[
FˆSm,n
]
= n−1CS1 − n−1m−1/2CS2 +m−2CS3 + o(m−2) + o(m−1/2n−1).
The integrals CSi exist for i = 1, 2, 3 because f and (f ′)2 are positive and bounded on [0,∞). It
follows that
CS1 =
∫ ∞
0
F (x)(1− F (x))e−axf(x) dx ≤ ‖f‖
∫ ∞
0
e−ax dx = ‖f‖
a
<∞,
CS2 =
∫ ∞
0
f(x)
[2x
pi
]1/2
e−axf(x) dx ≤
√
2‖f‖2√
pi
∫ ∞
0
√
xe−ax dx = ‖f‖
2
√
2a3/2
<∞,
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and
CS3 =
∫ ∞
0
(
xf ′(x)
2
)2
e−axf(x) dx
≤ ‖(f
′)2‖ · ‖f‖
4
∫ ∞
0
x2e−ax dx = ‖f
′‖2‖f‖
2a3 <∞,
where the norm is again defined by ‖g‖ = sup
x∈[0,∞)
|g(x)| for a bounded function g : [0,∞)→ R.
Proof of Theorem 9. This proof follows the proof of Theorem 4 in Leblanc (2012). We only
present the proof for the local part. For simplicity, write i(n) = iSL(n, x).
By the definition of i(n) we know that lim
n→∞ i(n) =∞ and
MSE
[
Fi(n)(x)
]
≤ MSE
[
FˆSm,n(x)
]
≤ MSE
[
Fi(n)−1(x)
]
⇔ i(n)−1σ2(x) ≤ n−1σ2(x)−m−1/2n−1V S(x) +m−2(bS(x))2
+ ox(m−1/2n−1) + ox(m−2) ≤ (i(n)− 1)−1σ2(x)
⇔ 1 ≤ i(n)
n
[
1−m−1/2θS(x) +m−2nγS(x) + ox(m−1/2) + ox(m−2n)
]
≤ i(n)
i(n)− 1 , (17)
where θS(x) = V
S(x)
σ2(x) and γ
S(x) = (b
S(x))2
σ2(x) . Now, if mn
−1/2 → ∞ (⇔ m−2n → 0), taking the
limit n→∞ leads to
i(n)
n
→ 1,
so that
i(n) = n+ ox(n) = n(1 + ox(1)).
(a) We assume that mn−2/3 →∞ and mn−2 → 0. Rewrite Eq. (17) as
m−1/2n−1θS(x) ≤ A1,n +m−2γS(x) + ox(m−1/2n−1) + ox(m−2)
≤ m−1/2n−1θS(x) +A2,n
⇔ θS(x) ≤ m1/2nA1,n +m−3/2nγS(x) + ox(1) + ox(m−3/2n)
≤ θS(x) +m1/2nA2,n, (18)
where
A1,n =
1
n
− 1
i(n) and A2,n =
1
i(n)− 1 −
1
i(n) .
It holds that
lim
n→∞m
1/2nA1,n =
(
lim
n→∞
i(n)− n
m−1/2n
)(
lim
n→∞
n
i(n)
)
= lim
n→∞
i(n)− n
m−1/2n
,
and because m1/2n−1 = (mn−2)1/2 → 0,
lim
n→∞m
1/2nA2,n =
(
lim
n→∞m
1/2n−1
)(
lim
n→∞
n
i(n)
)(
lim
n→∞
n
i(n)− 1
)
= 0.
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We also know that m−3/2n = (mn−2/3)−3/2 → 0, hence
lim
n→∞
i(n)− n
m−1/2n
= θS(x)⇒ i(n)− n
m−1/2n
= θS(x) + ox(1)
follows from Eq. (18).
(b) The second part can be proven with similar arguments. If mn−2/3 → c it also holds that
m−2n = (mn−2/3)−3/2m−1/2 → 0 and m1/2n−1 = (mn−2/3)1/2n−2/3 → 0 so that we get
that
lim
n→∞
i(n)− n
m−1/2n
= θS(x)− c−3/2γS(x)
and with
lim
n→∞
i(n)− n
m−1/2n
=
(
lim
n→∞
i(n)− n
n2/3
)(
lim
n→∞m
1/2n−1/3
)
= c1/2 lim
n→∞
i(n)− n
n2/3
the claim
c1/2
i(n)− n
n2/3
= θS(x)− c−3/2γS(x) + ox(1)
holds.
The global part can be proved analogously with θ˜S = C
S
2
CS1
and γ˜S = C
S
3
CS1
.
7.3 Proof Asymptotic Normality of the Hermite Estimator on the Half Line
This proof takes some ideas from the proof of Theorem 2 in Leblanc (2012). For fixed N it holds
that
FˆHN,n(x)− E
[
FˆHN,n(x)
]
=
∫ x
0
N∑
k=0
aˆkhk(t) dt−
∫ x
0
N∑
k=0
akhk(t) dt
=
∫ x
0
N∑
k=0
[
1
n
n∑
i=1
hk(Xi)
]
hk(t) dt−
∫ x
0
N∑
k=0
akhk(t) dt
= 1
n
n∑
i=1
[∫ x
0
TN (Xi, t) dt−
∫ x
0
N∑
k=0
akhk(t) dt
]
= 1
n
n∑
i=1
Yi,N ,
where
TN (x, y) =
N∑
k=0
hk(x)hk(y)
and
Yi,N =
∫ x
0
[
TN (Xi, t)−
N∑
k=0
akhk(t)
]
dt, i ∈ {1, ..., n}.
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The Yi,N are i.i.d. random variables with mean 0. Define γ2N = E[Y 21,N ]. We use the central limit
theorem for double arrays (see Serfling (1980), Section 1.9.3) to show the claim. Defining
An = E
[
n∑
i=1
Yi,N
]
= 0 and B2n = Var
[
n∑
i=1
Yi,N
]
= nγ2N ,
it says that ∑n
i=1 Yi,N −An
Bn
D−→ N (0, 1)
if and only if the Lindeberg condition
nE[I(|Y1,N | > Bn)Y 21,N ]
B2n
→ 0 for n→∞ and all  > 0
is satisfied. It holds for n→∞ that∑n
i=1 Yi,N −An
Bn
D−→ N (0, 1)⇔
∑n
i=1 Yi,N√
n · γN
D−→ N (0, 1)
⇔
√
n
γN
(
FˆHN,n(x)− E
[
FˆHN,n(x)
])
D−→ N (0, 1)
⇔ √n
(
FˆHN,n(x)− E
[
FˆHN,n(x)
])
D−→ N
(
0, σ2(x)
)
.
The last equivalence holds because of the following. We have to calculate γ2N which is given by
γ2N = E
(∫ x
0
TN (X1, t) dt−
∫ x
0
N∑
k=0
akhk(t) dt
)2
= E
[(∫ x
0
TN (X1, t) dt
)2]
− 2
∫ x
0
N∑
k=0
akhk(t) dt · E
[∫ x
0
TN (X1, t) dt
]
+
(∫ x
0
N∑
k=0
akhk(t) dt
)2
.
(19)
The first part is the only part where we do not know the asymptotic behavior. Hence, we now
take a closer look at this part. With Eq. (A8) in Liebscher (1990), which only holds on compact
sets, we know that
E
[(∫ x
0
TN (X1, t) dt
)2]
= lim
P→∞
∫ P
0
 x∫
0
sin(M(r − t))
pi(r − t) +O(N
−1/2) dt
2 f(r) dr
=
∫ ∞
0
 x∫
0
sin(M(r − t))
pi(r − t) +O(N
−1/2) dt
2 f(r) dr
=
∫ x
0
 x∫
0
sin(M(r − t))
pi(r − t) +O(N
−1/2) dt
2 f(r) dr
+
∫ ∞
x
 x∫
0
sin(M(r − t))
pi(r − t) +O(N
−1/2) dt
2 f(r) dr, (20)
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where M =
√
2n+3+
√
2n+1
2 . The inner integral can be written as∫ x
0
sin(M(r − t))
pi(r − t) dt =
∫ Mr
M(r−x)
sin(l)
pil
dl
and with the fact that for M →∞,
Mb∫
Ma
sin(l)
pil
dl→

1, a < 0 < b,
0, 0 < a < b,
0, a < b < 0,
it follows with Eq. (20) for n→∞ (which implies M →∞) that
E
[(∫ x
0
TN (X1, t) dt
)2]
→
∫ x
0
f(r) dr = F (x). (21)
In the end of the proof, it is explained in detail why it is possible to move the limit M → ∞
inside the integral. Then, plugging Eq. (21) in Eq. (19) and using the fact that we know limits
of the other parts from Lemma 1 in Greblicki and Pawlak (1985), it holds for n→∞ that
γ2N → F (x)− 2F (x)2 + F (x)2 = σ2(x).
Now, we have to show that asymptotic normality actually holds. In our case the Lindeberg
condition has the form
E
[
I(|Y1,N | > 
√
nγN )Y 21,N
]
γ2N
→ 0 for n→∞ and all  > 0.
This is what has to be shown to prove the theorem. Writing the expected value as an integral,
we get ∫ ∞
0
I
(|AN (r)| > √nγN)AN (r)2f(r) dr
with
AN (r) =
∫ x
0
[
TN (r, t)−
N∑
k=0
akhk(t)
]
dt.
With the arguments from above, the left side of the inequality in the indicator function is bounded
by a constant, depending on x, for large n. Using this result, we get for large n that
E
[
I(|Y1,N | > 
√
nγN )Y 21,N
]
γ2N
≤ I(cx > 
√
nγN )
E
[
Y 21,N
]
γ2N
= I
(
cx√
nγN
> 
)
→ 0,
where cx is a constant depending on x, which proves the claim.
We explain now, why it is possible to exchange limit and integral in the calculation of the limit
of γN . We first observe that for x 6= 0,
− 1
pi|x| −
1
2 ≤
∫ x
0
sin(l)
pil
dl ≤ 1
pi|x| +
1
2 .
30
0.0 0.2 0.4 0.6 0.8 1.0
r
0.2
0.4
0.6
0.8
1.0
1.2
1.4
Figure 6: Illustration of the bounds for M = 300, x = 1.
It follows that (∫ x
0
sin(l)
pil
dl
)2
≤
( 1
pi|x| +
1
2
)2
.
Hence, for r ∈ {0, x}, (∫ Mr
M(r−x)
sin(l)
pil
dl
)2
≤
( 1
pi|Mx| +
1
2
)2
,
and for the rest, (∫ Mr
M(r−x)
sin(l)
pil
dl
)2
=
(∫ Mr
0
sin(l)
pil
dl −
∫ M(r−x)
0
sin(l)
pil
dl
)2
≤
( 1
pi|Mr| +
1
2
)2
+ 2
( 1
pi|Mr| +
1
2
)( 1
pi|M(r − x)| +
1
2
)
+
( 1
pi|M(r − x)| +
1
2
)2
.
In Figure 6, the two bounds calculated above are illustrated. The orange line is the bound for
r ∈ {0, x} and the green line is the bound for the rest. The only critical parts are close to r = 0
and r = x, where the function attains its maximum. It is obvious that the maximum value is
given by ( 1
pi|Mrmax| +
1
2
)2
+ 2
( 1
pi|Mrmax| +
1
2
)( 1
pi|M(rmax − x)| +
1
2
)
+
( 1
pi|M(rmax − x)| +
1
2
)2
,
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where the function attains the maximum value in rmax. Now, for M ≥M0, this is bounded by( 1
pi|M0rmax| +
1
2
)2
+ 2
( 1
pi|M0rmax| +
1
2
)( 1
pi|M0(rmax − x)| +
1
2
)
+
( 1
pi|M0(rmax − x)| +
1
2
)2
.
The part O(N− 12 ) in Eq. (20) is very small for large M ≥M0 and does not change the fact that
the function is bounded. We call the bound dx. This is a function that is integrable because∫ ∞
0
dxf(r)dr = dx <∞.
With the dominated convergence theorem, it is possible to move the limit over M inside the
integral.
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