Abstract-Stochastic orders are very useful tool to compare the lifetimes of two coherent systems. We show that, under certain conditions, a coherent system of used components performs better (worse) than a used coherent system with respect to different stochastic orders. Some results on stochastic comparison between a coherent system of inactive components and an inactive coherent system are also discussed.
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INTRODUCTION
The coherent systems which we use in reality, are formed by either new components or by used components. The stochastic comparison between a used coherent system and a coherent system made out of used components is one of the important problems in reliability theory. It is known that a coherent system of new components always performs better than a coherent system of used components. But a used coherent system may or may not be so reliable as compared to a coherent system of used components. Our goal is to find out, under what circumstances, a coherent system of used components performs better/worse than a used coherent system. In analogous to this comparison, many researchers have also shown their keen interest to compare the lives of an inactive coherent system and a coherent system of inactive components. We also revisit this topic.
Let X be a random variable representing the lifetime of a component/system. Suppose that it has already survived t units of time. Then, its residual lifetime is denoted by X t and defined as X t = (X − t|X > t).
Here X t is the life of a used component/system. On the other hand, if the failure of the component/system occurs on or before the time point t, then its inactivity time is denoted by X (t) and defined by X (t) = (t − X|X ≤ t).
Here X (t) is the life of an inactive component/system. Both residual lifetime and inactivity time of different kinds of systems are widely studied by different researchers, namely, Li and Zhao [15] , Asadi and Goliforushani [1] , Kochar and Xu [12] , Balakrishnan and Asadi [2] and the references there-in. Some of the results on stochastic comparison between a used (inactive) system and a system of used (inactive) components are also available in the literature, for example, Zhang and Li [22] , Li and Lu [14] , Li and Zuo [16] , and Gupta et al. [10] . Indeed, they have studied either series system or parallel system. Some results have also been developed for general coherent system, see, for instance, Pellerey and Petakos [18] , and Gupta [9] . They showed that under some necessary and sufficient conditions, a coherent system of used components performs better than a used coherent system in some stochastic sense. In addition to this, they have also developed some results on the stochastic comparison between an inactive coherent system and a coherent system of inactive components.
Stochastic orders are frequently used to compare the lifetimes of two systems. Once the distribution functions of two lifetime random variables are known, stochastic orders use the complete information available regarding the underlying random variables through its distribution, whereas the other kind of comparison (say, in terms of means and variances) do not utilize the complete information as available with the distributions. So it is quite natural that stochastic orders will give better comparison than what is done in terms of means or variances. For more discussion on this, one may refer to Hazra and Nanda [11] . In literature many different types of stochastic orders have been developed due to fair and reasonable comparison. Here we consider the stochastic orders, namely, usual stochastic (st) order, hazard rate (hr) order, reversed hazard rate (rhr) order, likelihood ratio (lr) order, up shifted hazard rate (hr↑) order, down shifted hazard rate (hr↓) order, up shifted reversed hazard rate (rhr↑) order, up shifted likelihood ratio (lr↑) order, and down shifted likelihood ratio (lr↓) order. For the definitions, motivations and usefulness of these stochastic orders, readers may see Shaked and Shanthikumar [21] , Lillo et al. [13] , and Di Crescenzo and Longobardi [6] .
In the following diagrams we present a chain of implications of the stochastic orders as discussed above (cf. Shaked and Shanthikumar [21] and Lillo et al. [13] ).
While designing a system, the design engineers always strive to satisfy two basic requirements, viz. each component has some importance to run the system, and once a failed component is replaced by a good one, the system life should increase. Based on these two considerations, coherent system is defined, which gives k-out-of-n:G system as a special case. If there is no ambiguity then we simply write it as k-out-of-n system. Two extreme cases of k-out-of-n system are n-out-of-n system, known as series system and 1-out-of-n system, called parallel system. For definitions of coherent system and k-out-of-n system one may refer to Barlow and Proschan [3] , and Samaniego [19] .
Let us consider a coherent system τ [n] formed by components having lives X = (X 1 , X 2 , . . . , X n ). Further, let x(t) ∈ {0, 1} n be the state vector of X, where x i (t) = 1 if the ith component is working and x i (t) = 0 if it is not working at time t. Without any loss of generality, we write x in place of x(t), for mathematical simplicity, when there is no ambiguity. Then, the state of τ [n] (X) at time t, is defined as
1, if the system is functioning 0, if the system has failed, and its reliability function is defined as the probability that it is working at time t. Thus,
If the components are statistically independent then the system reliability can be written as a function of component reliabilities, and hence
where p i =F X i (t), i = 1, 2, . . . , n, and p = (p 1 , p 2 , . . . , p n ). We write h [n] (p) in place of h [n] (p) whenever components are identical. A function f (·) is called star-shaped (resp. antistar-shaped) if f (x)/x is increasing (resp. decreasing) in x. Throughout the manuscript, when we write a function to be increasing it means that the function may be constant in some parts of the domain and strictly increasing in other parts. Similar convention is followed for a decreasing function.
The rest of the paper is organized as follows. In Section 2, we show that a coherent system of used components performs better (worse) than a used coherent system with respect to different stochastic orders. In Subsection 2.1, 2.2 and 2.3 we consider coherent systems formed by single batch of iid components, two different batches of iid components, and two different batches of independent but not necessarily identical components, respectively. In Section 3, we discuss some stochastic comparison results between an inactive coherent system and a coherent system of inactive components.
A USED COHERENT SYSTEM VERSUS A COHERENT SYSTEM OF USED
COMPONENTS
This section is devoted to the comparison between a used coherent system and a coherent system of used components. We give some conditions under which a coherent system of used components performs better (worse) than a used coherent system with respect to different stochastic orders.
SINGLE BATCH OF IID COMPONENTS
In this subsection we consider two different coherent systems formed by iid components coming from the same batch. Before going into details of the main results we give three lemmas. The proof of the first lemma is omitted whereas Lemma 2 and Lemma 3 may be obtained in Belzunce et al. [4] .
Lemma 1 For any k-out-of-n system,
is decreasing and positive for all p ∈ (0, µ), and
is decreasing and negative for all p ∈ (µ, 1),
, and λ (≥ 1) is any constant.
, for all p ∈ (0, 1).
. . , W m ) be two sets of statistically independent component lifetimes. Further, let Z i 's and W j 's be statistically independent. Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, Z i ≤ lr W j . Then, for l ≤ k and n − k ≤ m − l,
The following proposition is immediate from Theorem 2.1 of Gupta [9] . Here we show that, under certain sufficient condition, a coherent system of used components is superior (inferior) to that of a used coherent system in the likelihood ratio order.
Remark 2 In Example 2.4 of Gupta [9] , it is shown that τ [n] (X) t ≤ lr τ [n] (X t ) does not hold for all coherent systems. ✷
The proof of the following theorem is analogous to that of Theorem 7 and Theorem 11.
Theorem 1 Let X 1 , X 2 , . . . , X max{m,n} be iid component lifetimes, each having log-concave density function. Suppose that the condition (i) or the set of conditions (ii) and (iii) holds:
for all p ∈ (0, 1).
(iii) For k = m or n, there exists some point µ ∈ (0, 1) such that
is decreasing and negative for all p ∈ (µ, 1), for any constant λ (≥ 1).
Then, for any fixed
The following corollary, with the help of Lemmas 1−3, follows from Theorem 1.
Corollary 1 Suppose that each of X 1 , X 2 , . . . , X max{m,n} has log-concave density function. Then, for any fixed t 1 ≥ t 2 ≥ 0, and l ≤ k and n − k ≤ m − l,
Remark 3 Suppose that each of X 1 , X 2 , . . . , X max{m,n} has log-concave density function. Then, for any fixed t 1 ≥ t 2 ≥ 0,
Remark 4 Suppose that each of X 1 , X 2 , . . . , X max{m,n} has log-concave density function. Then
The following counterexample shows that a result similar to Corollary 1 does not hold for the down shifted likelihood ratio order even if components have log-convex density functions.
Counterexample 1 Let X 1 , X 2 be iid random variables with survival function given byF X 1 (x) = e −1.7x 0.9 , x > 0. Then X 1 has log-convex density as well as log-convex survival functions. Now, writing
where ζ 2 (x) = e 1.7(x+0.01) 0.9 −1.7(x+0.76) 0.9
It can be shown that ζ 2 (x) is nonmonotone, and hence ζ 1 (x) is nonmonotone. Thus, (τ 1:2 (X)) 0.01
Below we show that, under some necessary and sufficient conditions,
Proof: For any fixed t ≥ 0, and for all x ≥ 0,
Thus,
which is equivalent to (1) . ✷
Remark 5
Note that (τ k:n (X)) t ≤ st τ k:n (X t ) follows from Remark 1. Thus, (1) holds for any k-out-of-n system. ✷ Before going into details of the next theorem we give three lemmas.
Lemma 4 For all k = 1, 2, . . . , n − 1,
Proof: Note that h k:n (p) can be represented as
which gives
where P (X j (t) = 1) = p j and P (X j (t) = 0) = 1 − p j . Then (4) can equivalently be written as
or equivalently,
This is equivalent to the fact that
which is true as Lemma 2.1(ii) of Belzunce et al. [4] shows. Thus, the result is proved. ✷ The proof of the next lemma follows from Corollaries 4.2−4.4 of Belzunce et al. [4] and Lemma 4.
Below we state a lemma without proof.
Lemma 6 Let f (·) be a nonnegative and increasing function. Then, f (·) is star-shaped iff
In the following theorem we give some necessary and sufficient conditions under which a coherent system of used components offers better (worse) reliability than a used coherent system in the hazard rate order.
(X t ) iff one of the following equivalent conditions holds:
(ii) For any fixed q ∈ (0, 1),
Proof: From (2) and (3) we have, for any fixed t ≥ 0, and for all x ≥ 0,
, and
Thus, on using (1.B.2) of Shaked and Shanthikumar [21] , we have (
, which is equivalent to (i). Again, on using (1.B.3) of Shaked and Shanthikumar [21] , we have
which is equivalent to (ii). Further, by Lemma 6 and the discussion in Shaked and Shanthikumar [21] , p. 17, we have (τ (X)) t ≤ hr (≥ hr ) τ (X t ) iff
is star-shaped (antistar-shaped) in p ∈ (0, 1), which is equivalent to (iii). ✷ The following is a sufficient condition for Theorem 3 to hold. The proof is straight forward.
Remark 6 For any k-out-of-n system, ph ′ k:n (p)/h k:n (p) is decreasing in p ∈ (0, 1) (cf. Esary and Proschan [7] ), and hence (τ k:n (X)) t ≤ hr τ k:n (X t ). Thus, all the conditions given in Theorem 3 are satisfied for any k-out-of-n system. ✷ Below we generalize the above theorem for the up shifted hazard rate order. The proof of the theorem is analogous to that of Theorem 9 discussed later.
Theorem 4 Let X 1 , X 2 , . . . , X max{m,n} be iid component lifetimes, each having log-concave survival function. Suppose that the following conditions hold:
The following corollary, by Lemma 5 and Remark 6, follows from Theorem 4.
Corollary 2 Suppose that each of X 1 , X 2 , . . . , X max{m,n} has log-concave survival function. Then, for any fixed t 1 ≥ t 2 ≥ 0, and l ≤ k and n − k ≤ m − l,
Remark 7 Suppose that each of X 1 , X 2 , . . . , X max{m,n} has log-concave survival function. Then, for any fixed t 1 ≥ t 2 ≥ 0,
Remark 8 Suppose that each of X 1 , X 2 , . . . , X max{m,n} has log-concave survival function. Then
The following remark ensures that a result similar to Corollary 2 does not hold for the down shifted hazard rate order.
Remark 9 It is to be mentioned here that (τ 2:2 (X)) t 1 hr↓ τ 2:2 (X t 2 ) even if components have log-convex survival functions (see Counterexample 1) . ✷
The following theorem shows that, under some necessary and sufficient conditions, τ [n] (X t ) performs better (worse) than τ [n] (X) t in the reversed hazard rate order. The proof follows in the same line as in Theorem 3.
Theorem 5 Let X 1 , X 2 , . . . , X n be iid component lifetimes. Then, for any fixed
Remark 10 From Remark 1, we see that all the conditions given in Theorem 5 are satisfied for any k-out-of-n system. ✷
The following is a sufficient condition for Theorem 5 to hold. The proof is omitted.
Below we show that the principle as discussed in Theorem 5 holds for the up shifted reversed hazard rate order.
Theorem 6 Let X 1 , X 2 , . . . , X n be iid component lifetimes, each having log-concave distribution function. Suppose that (i) or (ii), and any one among (iii), (iv) and (v) hold:
Proof: Since, one of the conditions among (iii), (iv) and (v) holds, by Theorem 5 we have
Note that each of (X i ) t has a log-concave distribution function (cf. Theorem 2(c) of Sengupta and Nanda [20] ). Consequently, (i) or (ii) implies that τ [n] (X t ) has a log-concave distribution function (cf. Remark 13 of Sengupta and Nanda [20] , and Lemma 2 of Hazra and Nanda [11] ). Hence, the result follows from Theorem 2.2 of Di Crescenzo and Longobardi [6] . ✷
Remark 11
Note that all the conditions given in Theorem 6 are satisfied for any k-out-ofn system (cf. Barlow and Proschan [3] , p. 109; Corollary 2.1 of Nanda et al. [17] , and Remark 10). ✷
The following corollary, by Remark 11, follows from Theorem 6.
Corollary 3 Suppose that each of X 1 , X 2 , . . . , X n has a log-concave distribution function. Then, for any fixed t ≥ 0, (τ k:n (X)) t ≤ rhr↑ τ k:n (X t ).
Remark 12
Suppose that each of X 1 , X 2 , . . . , X n has a log-concave distribution function. Then τ k:n (X) ≤ rhr↑ τ k:n (X).
TWO DIFFERENT BATCHES OF IID COMPONENTS
In this subsection we consider two different batches of iid components. The following theorem shows that, under some sufficient conditions, τ [n] (Y t ) dominates τ [n] (X) t in the up shifted likelihood ratio order.
. . , Y m ) be two sets of statistically independent component lifetimes. Assume that the X i 's are iid, and that the Y j 's are iid. Further, let X i 's and Y j 's be statistically independent. Suppose that the following conditions hold:
(ii) For k = m or n, there exists some point µ ∈ (0, 1) such that
, for any two fixed t 1 ≥ t 2 ≥ 0.
where
. Since, X 1 ≤ lr↑ Y 1 , to prove (5), it suffices to show that
This holds iff one of the following two inequalities
andr
hold, where λ = 1/F Y 1 (t 2 ) (≥ 1). Consider the following two cases. In both the cases the result is proved for k = m. The result follows similarly for k = n. Case I: Let p ∈ (0, µ). Then
, where the first inequality follows from (i). The second inequality follows from (a) and the fact that X 1 ≤ lr↑ Y 1 . Thus, (6) holds. Case II: Let p ∈ (µ, 1). Theñ
, where the first inequality follows from (i). The second inequality follows from (b) and the fact that X 1 ≤ lr↑ Y 1 . Thus, (7) holds. ✷ The following corollary, by Lemma 1 and Lemma 2, follows from Theorem 7.
Corollary 4 Suppose that X 1 ≤ lr↑ Y 1 . Then, for any fixed t 1 ≥ t 2 ≥ 0, and l ≤ k and
Remark 13 Suppose that X 1 ≤ lr↑ Y 1 . Then, for any fixed t 1 ≥ t 2 ≥ 0,
That the same principle (as discussed in Theorem 7) holds for the likelihood ratio order, is given in the following theorem. The proof follows in the same line as in Theorem 7.
(p) for all p ∈ (0, 1).
The following corollary, by Lemma 1 and Lemma 2, follows from the above theorem.
Corollary 5 Suppose that X 1 ≤ lr Y 1 . Then, for any fixed t ≥ 0, and l ≤ k and n − k ≤ m − l,
Remark 15 Suppose that X 1 ≤ lr Y 1 . Then, for any fixed t ≥ 0,
TWO DIFFERENT BATCHES OF STATISTICALLY INDEPENDENT BUT NOT NECESSARILY IDENTICAL COMPONENTS
The coherent systems formed by statistically independent but not necessarily identical components are discussed in this subsection. The following theorem shows that, under some sufficient conditions,
in the up shifted hazard rate order. Before stating the theorem we give two lemmas. The proof of the first lemma is similar to that of Theorem 3.3 of Boland et al. [5] .
Proof: Consider the following two cases.
where the first inequality holds because each term in the summation is non-negative, and the second inequality follows from Lemma 5.
where the first inequality follows from Lemma 5, and the second inequality follows from Lemma 7. ✷ (ii)
Proof: We only prove the result for k = m. The result follows similarly for k = n. For any fixed t 1 ≥ t 2 ≥ 0, and for all x ≥ 0,
.
Since X i ≤ hr↑ Y j , for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, we have, for any fixed t 1 ≥ t 2 ≥ 0, and for all δ 1 ≥ δ 2 ≥ 0,
Note that, for all δ 1 ≥ δ 2 ≥ 0,
where the first and the fourth inequalities are obvious. The second inequality follows from (8) and (ii). The third inequality follows from (iii) and the fact that X i ≤ hr↑ Y i . Hence the result follows. ✷ The following corollary, by Theorem 4 of Esary and Proschan [7] and Lemma 8, follows from Theorem 9.
Corollary 6 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ hr↑ Y j . Then, for any fixed t 1 ≥ t 2 ≥ 0, and l ≤ k and n − k ≤ m − l,
Remark 17 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ hr↑ Y j . Then, for any fixed t 1 ≥ t 2 ≥ 0,
Remark 18 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ hr↑ Y j . Then
The following theorem shows that, under some sufficient conditions, a coherent system of used components is superior to that of a used coherent system in the hazard rate order. The proof can be done in the same line as in Theorem 9. (ii)
The following corollary, with the help of Theorem 4 of Esary and Proschan [7] and Lemma 8, follows from Theorem 10.
Corollary 7 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ hr Y j . Then, for any fixed t ≥ 0, and l ≤ k and n − k ≤ m − l,
Remark 19 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ hr Y j . Then, for any fixed t ≥ 0,
Remark 20 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ hr Y j . Then
In the next theorem we show that, under some sufficient conditions, a coherent system of used components dominates a used coherent system in the likelihood ratio order.
. . , Y m ) be two sets of statistically independent component lifetimes. Further, let X i 's and Y j 's be statistically independent. Suppose that the following conditions hold.
(i) For all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ lr↑ Y j .
(ii) For all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, and for all δ ≥ 0,
where p i and q j are as defined in the statement of the theorem. This holds if
Since, X i ≤ lr↑ Y j , to prove (9) , it suffices to show that
. ✷ On using Lemma 3, the following corollary follows from Theorem 11.
Corollary 8 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ lr↑ Y j . Then, for any fixed t 1 ≥ t 2 ≥ 0, and l ≤ k and n − k ≤ m − l,
Remark 21 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ lr↑ Y j . Then, for any fixed t 1 ≥ t 2 ≥ 0,
Remark 22 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ lr↑ Y j . Then
The following theorem shows that τ [n] (X) t is dominated by τ [m] (Y t ) in the likelihood ratio order. The proof follows in the same line as in Theorem 11.
. . , Y m ) be two sets of statistically independent component lifetimes. Further, let X i 's and Y j 's be statistically independent. Suppose that the following conditions hold:
(i) For all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ lr Y j .
(ii) For all i = 1, 2, . . . , n, and j = 1, 2, . . . , m,
✷
The following corollary, with the help of Lemma 3, follows from Theorem 12.
Corollary 9 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ lr Y j . Then, for any fixed t ≥ 0, and l ≤ k and n − k ≤ m − l,
Remark 23 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ lr Y j . Then, for any fixed t ≥ 0,
Remark 24 Suppose that, for all i = 1, 2, . . . , n, and j = 1, 2, . . . , m, X i ≤ lr Y j . Then
AN INACTIVE COHERENT SYSTEM VERSUS A COHERENT SYSTEM OF IN-ACTIVE COMPONENTS
In this section we discuss inactivity times of coherent systems formed by iid components. The following proposition shows that a k-out-of-n system of inactive components performs better (worse) than an inactive k-out-of-n system in the likelihood ratio order.
Theorem 13 Let X 1 , X 2 , . . . , X n be iid component lifetimes. Then
(ii) (τ n:n (X)) (t) ≥ lr τ n:n (X (t) ).
Proof: The proof of (ii) is given in Remark 2.3(b) of Gupta [9] . To prove (i), note, from Theorem 2.2 of Gupta [9] , that (τ k:n (X)) (t) ≤ lr τ k:n (X (t) ) iff for any fixed q ∈ (0, 1),
is increasing in p ∈ (q, 1),
which follows by simple calculation. Hence (τ k:n (X)) (t) ≤ lr τ k:n (X (t) ).
✷ Remark 25 Looking into Theorem 13, one might be interested to know, for a given value of n, whether there exists an r, 1 ≤ r ≤ n such that (τ k:n (X)) (t) ≤ lr τ k:n (X (t) ) for k = 1, 2, . . . , r, and (τ k:n (X)) (t) ≥ lr τ k:n (X (t) ) for k = r + 1, r + 2, . . . , n.
However, there does not exists any such r, as Remark 2.3(c) of Gupta [9] shows. ✷
In the following theorem we extend the above result for the up shifted likelihood ratio order.
Theorem 14 Let X 1 , X 2 , . . . , X n be iid component lifetimes, each having log-concave density function. Suppose that (i), and any one among (ii), (iii) and (iv) hold:
is decreasing and negative for all p ∈ (µ, 1).
(iii) For any fixed q ∈ (0, 1), and for all p ∈ (q, 1),
Proof: Since, one of the conditions among (ii), (iii) and (iv) holds, by Theorem 2.2 of Gupta [9] we have
Further, each of (X i ) (t) has a log-concave density function because X i has a log-concave density. Consequently, (i) implies that τ [n] (X (t) ) has a log-concave density function (cf. Franco et al. [8] ). Hence, the result follows from Theorem 6.4 of Lillo et al. [13] . ✷
Remark 26
The condition given in Theorem 14 is satisfied for a special type of k-out-of-n system (as discussed in Theorem 13) . ✷
The following corollary follows from Theorem 14.
Corollary 10 Let X 1 , X 2 , . . . , X n be iid component lifetimes, each having log-concave density function. Then
(ii) (τ n:n (X)) (t) ≥ lr↑ τ n:n (X (t) ).
Remark 27 In general, (τ k:n (X)) (t) ≤ lr↑ (≥ lr↑ ) τ k:n (X (t) ) does not hold for all k = 1, 2, . . . , n (see Remark 25). ✷ One necessary and sufficient condition corresponding to
) is discussed in the following theorem. The proof can be done in the same line as in Theorem 2.
Theorem 15 Let X 1 , X 2 , . . . , X n be iid component lifetimes. Then, for any fixed t ≥ 0,
(X (t) ) iff for any fixed q ∈ (0, 1),
Remark 28 The condition given in Theorem 15 is satisfied for a special type of k-out-of-n system (as discussed in Theorem 13).
Corollary 11 Let X 1 , X 2 , . . . , X n be iid component lifetimes. Then
(ii) (τ n:n (X)) (t) ≥ st τ n:n (X (t) ). ✷
The following counterexample shows that the condition given in Theorem 15 does not hold for any k-out-of-n system. Counterexample 2 Consider a 55-out-of-100 system formed by 100 iid components. For any fixed q ∈ (0, 1), and p ∈ (q, 1), we write
It can be shown that k 0.165 (p) changes sign for p ∈ (0, 1). Thus, (10) implies that, in general, (τ k:n (X)) (t) ≤ st (≥ st ) τ k:n (X (t) ) does not hold for all k = 1, 2, . . . , n. ✷ The following theorem shows that, under some necessary and sufficient conditions, τ [n] (X (t) ) dominates (is dominated by) τ [n] (X) (t) in the hazard rate order. The proof is similar to that of Theorem 3.
Theorem 16 Let X 1 , X 2 , . . . , X n be iid component lifetimes. Then, for any fixed t ≥ 0,
(X (t) ) iff one of the following equivalent conditions holds:
(i) For any fixed q ∈ (0, 1), and for all p ∈ (q, 1),
Remark 29 The conditions given in Theorem 16 are satisfied for a special type of k-out-of-n system as discussed in Theorem 13.
Corollary 12 Let X 1 , X 2 , . . . , X n be iid component lifetimes. Then
(ii) (τ n:n (X)) (t) ≥ hr τ n:n (X (t) ).
Remark 30
In general, (τ k:n (X)) (t) ≤ hr (≥ hr ) τ k:n (X (t) ) does not hold for all k = 1, 2, . . . , n (see Counterexample 2) . ✷
The following theorem shows that the same principle (as discussed in Theorem 16) holds for the up shifted hazard rate order.
Theorem 17 Let X 1 , X 2 , . . . , X n be iid component lifetimes, each having log-concave distribution function. Suppose that (i), and any one among (ii), (iii) and (iv) hold:
(ii) For any fixed q ∈ (0, 1), and for all p ∈ (q, 1),
Proof: Since, one of the conditions among (ii), (iii) and (iv) holds, by Theorem 16 we have
). Further, each of (X i ) (t) has a log-concave survival function because X i has a log-concave distribution function. Consequently, (i) implies that τ [n] (X (t) ) has a log-concave survival function (cf. Barlow and Proschan [3] , p. 109). Hence, the result follows from Theorem 6.19 of Lillo et al. [13] . ✷
Remark 31
The conditions given in Theorem 17 are satisfied for a k-out-of-n system under some restriction on n (see Theorem 13, and Barlow and Proschan [3] , p. 109).
Corollary 13 Let X 1 , X 2 , . . . , X n be iid component lifetimes, each having log-concave distribution function. Then (i) (τ k:n (X)) (t) ≤ hr↑ τ k:n (X (t) ) for n ≥ 2k − 1;
(ii) (τ n:n (X)) (t) ≥ hr↑ τ n:n (X (t) ).
Remark 32 In general, (τ k:n (X)) (t) ≤ hr (≥ hr ) τ k:n (X (t) ) does not hold for all k = 1, 2, . . . , n (see Counterexample 2) . ✷
In the following theorem we show that, under some necessary and sufficient conditions, τ [n] (X (t) ) is superior (inferior) to τ [n] (X) (t) in the reversed hazard rate order. The proof can be done in the same line as in Theorem 3.
Theorem 18 Let X 1 , X 2 , . . . , X n be iid component lifetimes. Then, for any fixed t ≥ 0, τ [n] (X) (t) ≤ rhr (≥ rhr ) τ [n] (X (t) ) iff one of the following equivalent conditions holds:
is increasing (decreasing) in p ∈ (q, 1).
(iii) For any fixed q ∈ (0, 1), h [n] 1 − (1 − q)h
(ii) (τ n:n (X)) (t) ≥ rhr τ n:n (X (t) ).
Remark 34 In general, (τ k:n (X)) (t) ≤ rhr (≥ rhr ) τ k:n (X (t) ) does not hold for all k = 1, 2, . . . , n (see Counterexample 2) . ✷
The following theorem extends the above result for the up shifted reversed hazard rate order.
Theorem 19 Let X 1 , X 2 , . . . , X n be iid component lifetimes, each having log-concave survival function. Suppose that (i) or (ii), and any one among (iii), (iv), and (v) hold:
is decreasing in p ∈ (0, 1).
is increasing in p ∈ (0, 1).
(iv) For any fixed q ∈ (0, 1),
CONCLUDING REMARKS
The stochastic comparison between a used coherent system and a coherent system of used components is briefly discussed here. We give some conditions under which a coherent system of used components performs better (worse) than a used coherent system with respect to different stochastic orders. In analogy to this we provide some stochastic comparison results between an inactive coherent system and a coherent system of inactive components. We also give some counterexamples which ensure that such types of comparisons may not be possible for all kinds of coherent systems. The usefulness of coherent system is well known. When a coherent system fails there could be quite a few good components into the system. A system can thus be formed using those good components from the failed coherent system. A comparison of used coherent system and a coherent system of used components (the kind of study done in this manuscript) will help the design engineers to think of constructing a system out of the good components of a failed system. Once dealing with inactive components, it is assumed that the life of the component is known to be less than some fixed value t. (If t is not known, one can estimate the value of t based on the data available from the past records). The study of coherent systems based on some such components is also important because this will help the design engineers to decide on the structure of the coherent system once an additional information of component life is available. Since different stochastic orders have different usefulness, our discussion may be fruitful to different group of people, viz. to decision makers, design engineers and reliability analysts to choose the best system depending on the underlying situation.
