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In the present article we prove a fixed point theorem for reflections of compact convex
sets and give a new characterization of state space of JB -algebras among compact convex sets.
Namely they are exactly those compact convex sets which are strongly spectral and symmetric
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1 Introduction
The present paper is devoted to the operational or ”convex” approach to the
axiomatics of quantum theory, the basic concept of which is the convex set of states
of a physical system.
In the well-known algebraic approach to quantum field theory the space of observ-
ables from a Jordan Banach algebra (JB -algebra), i.e. a Jordan algebra A over reals
with an identity element e equipped with a complete norm such that for a, b,∈ A :
‖a2‖ = ‖a‖2, ‖a2‖ ≤ ‖a2 + b2‖.
Recall that if A is a JB -algebra, then the set A+ of all the squares in A is
a proper convex cone organizing A to a (norm) complete order-unit space, whose
distinguished order-unit is the multiplicative identity e, whose norm is the given
one, and such that for a ∈ A
−e ≤ a ≤ e implies 0 ≤ a2 ≤ e. (∗)
Conversely, if A is a complete order-unit space, equipped with a Jordan product,
for which the distinguished order-unit acts as the identity element and such that (∗)
is satisfied, then A is a JB -algebra in the order-unit norm.
As a rule, we shall consider JB -algebras which are Banach dual spaces, i.e. A =
V ∗ for some Banach space V, and we will refer to them as JBW-algebras. Probability
measures in this algebraic approach correspond to states on A (normal states as
usual). Recall that a state is a positive linear functional ρ on A such that ρ(e) = 1. A
functional f is said to be normal if f(a) = lim f(aα), whenever {aα} is an increasing
net in A with sup aα = a. It is known that if A is a JBW -algebra, then its predual
V is unique and it can be identified with the space of all normal linear functionals
in A∗.
Let us consider some examples of JB - and JBW -algebras.
1. The self-adjoint partWsa of a C
∗-algebra (resp. von Neumann algebra)W with
the symmetrized product a◦b = (ab+ba) is a JB -algebra (resp. JBW -algebra).
2. The algebra L∞R (Ω, µ) of all bounded random variables on a classical probability
space (Ω, µ) is an associative JBW -algebra.
3. The exceptional Jordan algebraM83 of all symmetric 3×3 matrices over the Cay-
ley numbers is a finite dimensional JB -algebra (and therefore a JBW -algebra).
4. Spin factors can be defined as follows. Let H be a real Hilbert space. Consider
the vector space R×H of pairs (α, h), α ∈ R, h ∈ H, with the product
(α, h) ◦ (β, g) = (αβ + 〈h, g〉 , αg + βh),
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where 〈h, g〉 is the inner product of the vectors h, g ∈ H. Then A = R × H
becomes a Jordan algebra, which is a JBW -algebra with respect to the norm
‖(α, h)‖ = |α|+ ‖h‖.
Such JBW -algebras are called spin factors, they are exactly JBW -factors of
the type I2 (for detail, see [16]).
It is well known that the state space of a JB -algebra (in particular C∗-algebra) is a
compact convex set (a simplex in the classical associative case). The converse prob-
lem is essentially more interesting and difficult: to characterize these state spaces
among general compact sets in a locally convex space. That is to find geometric
conditions for a convex set K to be affinely isomorphic and homeomorphic to the
state spaces of a C∗-algebra or a JB -algebra and, more general, to the normal state
spaces of a von Neumann algebra or a JBW -algebra.
This problem is interesting in its own right and is very important for applications
in the operational (convex) approach to the axioms of the quantum theory. Various
geometric and physical conditions of this kind have been suggested in [2], [4], [6]-[8],
[10]-[14], [17].
In the present paper we give the most simple geometric conditions for a compact
convex set to be the state space of a JB -algebra. Namely they are exactly those
compact convex sets which are strongly spectral and symmetric. Earlier a similar
result have been obtained for the finite dimensional case in [10], [11]; for the modular
JBW -algebras in [12] and the semi-modular case in [13].
2 Affine function spaces on convex sets
Let K be a convex set in a locally convex space V , and let A = Ab(K) denote the
space of all bounded affine functions on K with pointwise ordering. Then (A, e) is
an order-unit space, where e = 1 is the distinguished order-unit. Without loss of
generality, one can assume that K is regularly imbedded into V, i.e. (V,K) is a base
norm space, such that (A, e) an (V,K) are in separating order and norm duality,
and A = V ∗ (here and below we refer to [3] and [4] for details).
Definition 2.1. A positive norm one projection R : A → A is said to be P -
projection if there exists a unique positive norm one projection R′ : A → A such
that
im+R = ker+R′, im+R∗ = ker+R′∗,
ker+R = im+R′, ker+R∗ = im+R′∗,
where R∗ is the dual projection for R, i.e. R∗ : V → V and Ra(ρ) = a(R∗ρ) for
a ∈ A, ρ ∈ V.
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DenoteB the set of all P -projections on A, and define an ordering in it by R ≤ Q
when imR ⊆ imQ, i.e. RQ = QR = R. It is clear that O ≤ R ≤ I, where O is the
zero projection and I is the identity map. The projection R′ is also a P -projection,
which is called the quasicomplement for R.
To every P -projection R is associated a projective unit u = Re ∈ A. Denote by U
the set of all projective units in A and consider the natural ordering on U, induced
from A, and the orthocomplementation : Re→ (e− Re).
Recall that a convex subset G of K is called a face if for x, y ∈ K and 0 < λ < 1
the relation λx+(1−λ)y ∈ G implies that x, y ∈ G. A point z ∈ K is said to be an
extreme point if {z} is a face of K; denote by ∂eK the set of all extreme points of
K. A convex set K is said to be strictly convex if any proper face of K is an extreme
point. A face G of K is exposed if G = {ρ ∈ K : a(ρ) = 0} for an appropriate
a ∈ A+. If, in addition, a is a projective unit, i.e. a = Re ∈ U, R is a P -projection,
then G is called a projective face. In other words, the projective faces are the faces
of the form
G = im+R∗ ∩K = FR, R ∈ B.
Denote by F the set of all projective faces of K, and consider the natural (set-
theoretical) ordering and the orthocomplementation
FR → F
#
R = FR′ = im
+R′∗ ∩K,
where R′ is the quasicomplementary P -projection for R. The projective face F#R is
called the quasicomplement of FR.
Definition 2.2. A convex set K is said to be projective if its every exposed face is
projective.
Elements a, b ∈ A+ are said to be orthogonal (denoted a⊥b) if there is a projective
face F in K such that a(ρ) = 0 for all ρ ∈ F and b(σ) = 0 for all σ ∈ F#.
Definition 2.3. A projective convex set K is said to be spectral if any element a ∈
A = Ab(K) can be uniquely decomposed as a = a+−a− with a+, a− ∈ A
+, a+⊥a−.
Theorem 2.4. (Alfsen and Shultz, [3]). If K is a spectral convex set, then B,U
and F are mutually isomorphic complete orthomodular lattices (the quantum logics).
Consider some examples of spectral convex sets.
1. The setK of all normal states on an arbitrary JBW -algebra A (in particular, on
any von Neumann algebra W ) is a spectral convex set. In this case A = Ab(K)
(resp. Wsa = A
b(K)) and the notions of P -projections, projective units and
projective faces coincide with the maps x → Upx (x → pxp), where p is an
idempotent (a projection), the notion of idempotents (projections), and the
notion of closed faces of the state spaces of the algebra, respectively. It should
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be noted that if K = S(A) is the space of all states on a JB -algebra A (or a
C∗-algebra), then it is ∗-weakly compact convex set and also spectral, since it
can be identified with the normal state space of the enveloping JBW -algebra
(resp. von Neumann algebra) A˜ [9], [16].
2. Let K1 be the three dimensional convex set from Fig. 10 in ([3], Sect. 10, p.94)
which combines ”simplicial” and ”rotund” features in a slightly less trivial way
than the cone. This set is thought of as a ”compressed ball” with a ”triangular
equator”. It admits a unique tangent plane at each point of the surface except
at the vertices of the triangle. This ”compressed ball” is also a spectral convex
set.
3. Let K2 be the unit ball of the Lp-space with 1 < p <∞. Then K is a spectral
convex set ([3], Theorem 10.3).
4. If K3 is the set of all points (x; y1, . . . , ym; z1, . . . , zn; t) ∈ Rm+n+2 where
m,n = 0, 1, 2, . . . (if m = 0 or n = 0, then there are no y-terms or z-
terms) which satisfy the inequality t4 ≤ (x2 −
∑m
i=1 y
2
i )
(
(1− x)2 −
∑n
j=1 z
2
j
)
,
together with the inequalities 0 ≤ x ≤ 1,
∑m
i=1 y
2
i ≤ x
2,
∑n
j=1 z
2
j ≤ (1 − x
2),
then K3 is a non-decomposable spectral convex set. (see [7], Theorem 8.87).
Remark 2.5. The sets K1 , K2 (p 6= 2) and K3 (m + n 6= 0, m, n = 0, 1, 2, ...) are
the examples of spectral convex sets which are not affinely isomorphic to the normal
state of any JBW -algebra.
Definition 2.6. A spectral convex set K is said to be strongly spectral if any a ∈
A(K), where A(K) is the space of all continuous affine functions on K, can be
uniquely decomposed as a = a+ − a− with a+, a− ∈ A(K)
+, a+⊥a−.
3 A fixed point theorem for reflections of compact convex
sets
Let K be a compact convex set in a locally convex Hausdorff space V, and denote
by Γ(K) the group of all affine homeomorphisms of K onto itself. For T ∈ Γ(K)
(respectively for G ⊂ Γ(K)) consider the set
KT = {p ∈ K : T (p) = p}
respectively
KG =
⋂
T∈G
KT ,
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of all fixed points of the map T, respectively of all common fixed points of the family
G.
Recall, that given a compact convex set K, an affine homeomorphism T : K → K
is called a reflection, if T 2 = id - the identical map. The set of all reflections of the
set K is denoted by S(K), i.e.
S(K) = {T ∈ Γ(K) : T 2 = id}
Given a subset K in the vector space V, the dimension dimK means the dimension
of its affine span affK , i.e.
dimK := dim (affK).
Recall the following well-known results.
Lemma 3.1. ([18], page 152. lemma) Let K be a compact convex set in a locally
convex Hausdorff space V, and let T : K → K be an affine map. Then T has a fixed
point.
Lemma 3.2. ([15], page 498, lemma 2.2) Let K be a finite dimensional compact
convex set in a locally convex Hausdorff space V. Then the group Γ(K) of all affine
homeomorphisms of K onto K has a common fixed point.
Now we shall prove the following auxiliary results for reflections.
Lemma 3.3. Let K be a compact convex set in a locally convex Hausdorff space V.
The any two reflections T and S of K has at least one common fixed point.
Proof. Since T and S are reflections, S ◦ T is an affine homeomorphism of K
onto itself. By Lemma 3.1 it has a fixed point say p ∈ K, i.e. S ◦T (p) = p. Therefore
S ◦ S ◦ T (p) = S(p) and since S ◦ S = id, we obtain that T (p) = S(p). Consider the
point p0 =
1
2
(p+T (p)) = 1
2
(p+S(p)). Then it is clear that T (p0) = S(p0) = p0. The
proof is complete 
Now we shall give the main result of this section.
Theorem 3.4. Let K be a compact convex set in locally convex Hausdorff space
V. Consider the family G = {T ∈ S(K) : dimKT < ∞} of reflections with finite
dimensional sets of fixed points. Then G has a common fixed point.
Proof. Consider S1, . . . , Sn ∈ G. By Lemma 3.1 each KSi is a non empty compact
convex set. Put E = aff(∪ni=1KSi) – the affine subspace of V generated by the sets
KS1 , . . . , KSn. It is clear that dimE <∞. Denote K0 = E ∩K and let us show that
Si(K0) ⊂ K0 for each i = 1, . . . , n. From S
2
i = id it follows that if p ∈ K, then
p+Si(p)
2
= p0 ∈ KSi, i.e. Si(p) = 2p
0 − p ∈ K.
Let p ∈ K0, i.e. p = λ1p1 + · · ·+ λnpn, where pi ∈ KSi, λi ∈ R, λ1 + · · ·+ λn = 1.
We have
Si(p) =
n∑
i=1
Si(λipi) =
n∑
i=1
λiSi(pi) =
n∑
i=1
λi(2p
0
i − pi) = 2
n∑
i=1
λip
0
i −
n∑
i=1
λipi.
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Since
∑n
i=1 λip
0
i ∈ E and
∑n
i=1 λipi = p ∈ E, it follows that Si(p) ∈ E, i.e.
Si(E) ⊂ E. Therefore Si(K0) ⊂ K0. From dimE < +∞ it follows that K0 is
compact and by Lemma 3.1 each Si has a fixed point in K0 for i = 1, . . . , n.
Since S1, . . . , Sn ∈ G ⊂ Γ(K0) - the group of all affine homeomorphisms of K0
onto itself Lemma 3.2 implies that there exists a common fixed point p ∈ K0 for
all T ∈ Γ(K0), i.e. T (p) = p for all T ∈ Γ(K0). Therefore KS1 ∩ . . . ∩KSn 6= ∅ for
any finite family S1, . . . , Sn ∈ G i.e. {KT : T ∈ G} is a centered family of closed
subsets of K. From compactness of K it follows that KG = ∩T∈GKT 6= ∅, i.e. G has
a common fixed point in K. The proof is complete.
Remark 3.5. Let K be the state space of a JBW -factorM of type I∞. Then S(K) =
{S∗ : S = 2Up + 2Up′ − I, p - a projection in M}, where Up : M → M is defined
as Up(x) = 2p(px) − px, x ∈ M, and I = id. In this case any two such symmetries
(reflections) has a common fixed point, but S(K) does not have a common fixed
point (a tracial state).
4 A characterization of state spaces of Jordan Banach alge-
bras
Let K be a compact convex set in a locally convex Hausdorff space V. As in
the Section 2 denote by A = Ab(K) (respectively A(K)) the space of all bounded
(respectively continuous) affine functions on K with the pointwise ordering. Taking
as an order-unit the function e, which is identically equal to 1 on K we obtain that
(Ab(K), e) and (A(K), e) are order-unit spaces. Moreover without loss of generality
we may assume that K is regularly imbedded into V (see Section 2)
Definition 4.1. A convex set K is said to be symmetric, if SR = 2R+2R
′− I ≥ 0,
i.e. SR is a positive linear operator on the order-unit space A = A
b(K) for each
P -projection P ∈ R.
By Lemma 3.13 [6] the symmetricity of K means that K is symmetric with
respect to the convex hull co(F ∪F#) = F ⊕cF
# for each projective face F ∈ F, i.e.
there exists a reflection T = (2R + 2R′ − I)∗ on K with set of fixed points exactly
equal to F ⊕c F
#
Remark 4.2. Let K be a spectral and symmetric compact convex set. Then every
projective face F of K is itself a spectral symmetric set.
Recall that a convex set K has the Hilbert ball property if for any pair ρ, σ of
extreme points of K the face face(ρ, σ) generated by these points, is an exposed face
affinely isomorphic to a Hilbert ball, i.e. the closed unit ball of some real Hilbert
space.
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Now let L be a lattice and a, b ∈ L. We say that (a, b) is a modular pair (denoted
(a, b)M) if for all x ∈ L with a ∧ b ≤ x ≤ b we have the equality x = (x ∨ a) ∧ b. A
lattice L is called semi-modular, if the relation M is symmetric, i.e. (a, b)M implies
(b, a)M. A spectral convex set K is said to be semi-modular, if the lattice of its
projective faces F is a semi-modular lattice.
Earlier various characterizations of the state space of JB -algebras among compact
convex sets have been obtained. Recall two of them
Theorem 4.3. ([4], Theorem 7.3) A compact convex set K is affinely and topologi-
cally isomorphic to the state space of a JB-algebra (with ∗-weak topologically) if and
only if K is symmetric, strongly spectral and has the Hilbert ball property.
In the following theorem we have replaced the ”local” condition ”Hilbert ball
property” by a ”global” condition of semi-modularity.
Theorem 4.4. ([13], Theorem 4.4) A compact convex set K is affinely and topo-
logically isomorphic to the state space of a JB-algebra (with the ∗-weak topology) if
and only if K is strongly spectral, symmetric and semi-modular.
In the paper ([13], page 8) we have conjectured that in fact both conditions
”Hilbert ball property” and ”semi-modularity” seem to be redundant. The following
main result of the present paper gives the affirmative answer to this conjecture
Theorem 4.5. A compact convex set K is affinely and topologically isomorphic to
the state space of a JB-algebra (with the ∗-weak topology) if and only if K is strongly
spectral and symmetric.
In order to prove this theorem we need several preliminary results
Lemma 4.6. ([12], Theorem 2.8) Let K be a projective convex set. Then each
extreme point of K is a projective face.
Lemma 4.7. ([12], Theorem 3.2; [13], Theorem 3.4) A strictly convex K is affinely
homeomorphic to the state space of a spin factor if and if only if K is strongly
spectral and symmetric
Lemma 4.8. Let K be a projective compact convex set. Then K is strictly convex
if and only if dim({ω} ⊕c {ω}
#) = 1 for each extreme points ω in K.
Proof. Denote by ∂eK the set of all extreme point of K. By Krein-Milman theorem
∂eK 6= ∅. Suppose that K is strictly convex. Then by Lemma 4.6 {ω} and {ω}
#
are minimal projective faces of K (here and further we shall identify the extreme
point ω with the minimal projective face {ω}). Therefore {ω} ⊕c {ω}
# = [ω, ω#],
i.e. dim({ω} ⊕c {ω}
#) = 1.
Conversely, suppose that dim
(
{ω} ⊕c {ω}
#
)
= 1 for each ω ∈ ∂eK. Let us show
that K is strictly convex. Denote by ∂K the affine boundary of the set K (see for
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details [12]). If τ ∈ ∂K, then the smallest projective face F (τ) containing τ is a
proper face, i.e. F (τ) 6= K ([12], Lemma 2.10).
By Krein-Milman theorem F (τ) contains an extreme point, say ω ∈ ∂eK, i.e.
{ω} ⊂ F (τ), and hence F (τ)# ⊂ {ω}#. But dim
(
{ω} ⊕c {ω}
#
)
= 1, i.e. ω# ∈ ∂eK.
Therefore F (τ)# = {ω}#, i.e. F (τ) = {ω}. This means that τ = ω ∈ ∂eK, i.e. each
point of the affine boundary of K is an extreme point, i.e. K is strictly convex. The
proof is complete.
Lemma 4.9. Let K be a strongly spectral and symmetric compact convex set. Then
given arbitrary two extreme points ρ and σ in K the projective face F (ρ, σ) generated
by these points is either strictly convex or coincides with the segment [ρ, σ].
Proof. Since F (ρ, σ) is a projective face, it is also strongly spectral and symmetric
(see, Remark 4.2). So without loss of generality we may assume that K = F (ρ, σ).
Suppose thatK = F (ρ, σ) 6= [ρ, σ]. Thus (by Lemma 4.8)in order to prove the lemma
it is sufficient to show that dim
(
{ω} ⊕c {ω}
#
)
= 1 for each extreme point ω in K.
Note also that Proposition 8.86 from [7] implies that if K1 and K2 are spectral sets
then K1⊕cK2 is also spectral. Therefore if K is a symmetric spectral set then given
any extreme point ρ ∈ ∂cK there exists Sρ ∈ S(K) such that KSρ = {ρ} ⊕c {ρ}
#
and since {ρ} and {ρ}# are also symmetric spectral sets, it follows that KSρ is also
spectral and symmetric. At the same time KSρ /∈ F, i.e. it is not a projective face,
if KSρ 6= K. Moreover one has that ∂KSρ ⊂ ∂K and ∂eKSρ = {ρ} ∪ ∂e{ρ}
# ⊂ ∂eK.
For each couple ρ, σ of extreme points in K there exist Sρ, Sσ ∈ S(K) such that
KSρ = {ρ}⊕c {ρ}
#, KSσ = {σ}⊕c {σ}
# (by the symmetricity property and Lemma
3.13 [6]). By Lemma 3.3 we have that KSρ ∩ KSσ 6= ∅ and from F (ρ, σ) = K it
follows that either dim({ρ} ⊕c {ρ}
#) = 1 or dim({σ} ⊕c {σ}
#) = 1. Indeed, if both
dimensions are more than 1 , then the intersection KSρ ∩KSσ 6= ∅ is 1-dimensinal
and hence contains a point τ from the affine boundary of K. This means that ρ, σ ∈
F (τ) 6= K, in contradiction with the assumption K = F (ρ, σ). So let us suppose
without loss of generality that dim({ρ} ⊕c {ρ}
#) = 1. Take an arbitrary extreme
point ω ∈ K,ω 6= ρ, ω 6= {ρ}#. In this case {ρ} ⊕c {ρ}
# * {ω} ⊕c {ω}#. Suppose
that dim
(
{ω} ⊕c {ω}
#
)
≥ 2. Then as above by Lemma 3.13 [6] for the extreme
point ω in K there exists a reflection Sω ∈ S(K) such that KSω = {ω}⊕c {ω}
# and
by Lemma 3.3 we have KSρ ∩KSω 6= ∅.
Consider K1 = KSω ∩ SρKSω . It easy to see that SρKSω = KSρSωSρ and that
SρSωSρ is also a reflection of K. Therefore by Lemma 3.3 K1 6= ∅. Since S
2
ρ = id it
follows that SρK1 = K1 and from dimKSω ≥ 2 we have that dimSρKω ≥ 2 and thus
dimK1 = dim(KSω ∩ SρKω) ≥ 1.
Further dim({ρ}⊕c {ρ}
#) = 1 means that ∂eKSρ = {ρ, ρ
#} and since ρ /∈ {ω}⊕c
{ω}# it follows that ∂eKSρ∩∂eKSω = ∅ and ∂eKSρ∩∂eKSρSωSρ = ∅. Let us prove that
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∂eKSω ∩ ∂eKSρSωSρ = ∅. Suppose that ζ ∈ ∂eKSω ∩ ∂eKSρSωSρ . From SρK1 = K1 it
follows that Sρ(ζ) ∈ K1 ⊂ KSω , i.e. both ζ and Sρ(ζ) belong to ∂eKSω . Consider the
projective face F (ζ, Sρ(ζ)) generated by ζ and Sρ(ζ), and note that F (ζ, Sρ(ζ)) 6= K.
Indeed, since ζ, Sρ(ζ) ∈ ∂eKSω , ζ 6= Sρ(ζ), and dimKSω ≥ 2, we have the following
possibilities:
a. ζ, Sρ(ζ) ∈ {ω}
#, then it is clear that F (ζ, Sω(ζ)) ⊂ {ω}
# 6= K.
b. ζ /∈ {ω}# and Sρ(ζ) ∈ {ω}
#, or respectively, Sρ(ζ) /∈ {ω}
#, and ζ ∈ {ω}#.
In this case since KSω = {ω} ⊕c {ω}
#, it follows that either ζ = ω or respec-
tively, Sρ(ζ) = ω. Therefore since KSω = {ω} ⊕c {ω}
# and dimKSω ≥ 2 it follows
that the segment [ζ, Sρ(ζ)] is a subset in ∂KSω ⊂ ∂K, thus F (ζ, Sρ(ζ)) ⊂ ∂K i.e.
F (ζ, Sρ(ζ)) 6= K.
c. If both ζ /∈ {ω}# and Sρ(ζ) /∈ {ω}
#, then ζ = Sρ(ζ) = ω that is a contradiction
with ζ 6= Sρ(ζ).
Therefore in any case F (ζ, Sρ(ζ)) ⊂ ∂K. This implies that
1
2
(ζ + Sρ(ζ)) ∈ ∂K
and it is clear that 1
2
(ζ + Sρ(ζ)) ∈ KSρ = [ρ, ρ
#], because S2ρ = id. But since ρ and
ρ# are extreme points this implies that either 1
2
(ζ+Sρ(ζ)) = ρ or
1
2
(ζ+Sρ(ζ)) = ρ
#
and thus either ζ = Sρ(ζ) = ρ or ζ = Sρ(ζ) = ρ
#. This contradicts to ∂eKSρ ∩
∂eKSω = ∅. Therefore we have proved that ∂eKSω ∩ ∂eKSρSωSρ = ∅, in particular
{ω}# ∩ {Sρ(ω)}
# = ∅.
From dimK1 ≥ 1 and {ω}
# ∩ {Sρ(ω)}
# = ∅ it follows that there exists a point
ν ∈ K1 ∩ ∂K such that ω, Sρ(ω) ∈ F (ν) 6= K and F (ω, Sρ(ω)) ⊆ F (ν). By Krein-
Milman Theorem there exists an extreme point ζ0 ∈ ∂eF (ν)
# ⊂ F (ω, Sρ(ω))
#. This
implies that ζ0 ∈ F (ω, Sρ(ω))
# ⊂ {ω}# and ζ0 ∈ F (ω, Sρ(ω))
# ⊂ {Sρ(ω)}
#, i.e.
ζ0 ∈ {ω}
# ∩ {Sρ(ω)}
# is a contradiction with the above. This contradiction shows
that the assumption dim({ω} ⊕c {ω}
#) ≥ 2 is false, i.e. dim({ω} ⊕c {ω}
#) = 1 for
each extreme point ω ∈ ∂eK. The proof is complete.
Corollary 4.10. If K is strongly spectral and symmetric then given arbitrary ex-
treme points ρ, σ in K, the face generated by these two points is a projective face,
i.e. face (ρ, σ) = F (ρ, σ).
Proof. If ρ = σ then face(ρ, σ) = face(σ) = {σ} is a projective face by Lemma
4.6. Thus suppose that ρ 6= σ. It is clear that face(ρ, σ) ⊂ F (ρ, σ). By Lemma 4.9
F (ρ, σ) is strictly convex and face(ρ, σ) is a face of F (ρ, σ). This is possible only if
face(ρ, σ) = F (ρ, σ). The proof is complete.
Proof of Theorem 4.5 The necessity is clear and follows from the above Theorem
4.3.
Sufficiency, By Lemma 4.9 and Corollary 4.10 the face face(ρ, σ) generated by
any two extreme points ρ, σ in face(ρ, σ) is a strictly convex, symmetric and strongly
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spectral convex set. By Lemma 4.7 K is affinely isomorphic to the state space of a
spin factor, i.e. to the unit ball in a real Hilbert space. This means that K has ”the
Hilbert ball property”. Therefore by Theorem 4.3 K is affinely and topologically
isomorphic to the state space of a JB -algebra with ∗-weak topology. The proof is
complete.
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