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Abst ract - -Genera l  philosophical aspects of the rendering of scientific data are discussed, with 
applications to auditory representations of scientific models. Scientific simulations or models of real 
world phenomena frequently lead to large quantities of complex numerical output. The generating 
mathematical/computer model is often realized through a set of static and/or (frequently) dynamic 
descriptors. The rendering of this descriptor set is formally considered in terms of mappings which 
result in visual, sonic, etc. sensorial stimulation of some sort. In this paper, we concern ourselves 
with the issue of rendering of complex descriptor sets. The emphasis is on sonic rendering as viewed 
from both an artistic and a scientific viewpoint. We examine the problem of finding and creating 
musical compositions based upon such scientific formulations. 
Keywords - -Sc ient i f i c  visualization, MIDI, Electronic music, Computer generated music, Dynam- 
ical systems. 
1. PR INCIP IA  
In a past panel discussion on scientific visualization, at Supercomputing 1991, the importance 
of terminology, as well as methodology, was pointed out by a number of the panel participants. 
Witten pointed out that we ought to drop the use of the term visualization in the phrase scientific 
visualization, as this has the implication of being only visual as opposed to using all of the senses. 
Witten argues for the use of the term scientific realization, while D. Cox at NCSA argued for the 
use of the term viscerization. Others have proposed using the terms sonification, audification, 
numerosonics, and sonometrics (the last two suggested by T. Mikiten) as identifiers for the field 
of sonic visualization, the idea of using sound to aid in our understanding of data and of what it 
is telling us about our model. However, the use of scientific data and models as a creative tools 
has been both little discussed and implemented. In order for us to understand this perspective, it 
behooves us to carefully examine the meaning of the various terms we will use in our discussion. 
We begin our discussion by considering that an artist's creative capabilities derive, in part, 
from his understanding of space and time, as well as the inherent relationships therein contained. 
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Understanding is t ied to an init ial perception I of space and time. It is also t ied to the art is t 's  
personal ife history as perceptions result from the interact ion of prior experience and current 
s i tuat ions fi ltered through the art ist 's  world metaphor.  Awareness, however, implies only that .  
We must  internalize that  awareness as a mental  image or sound. This representation 2 may be 
obta ined by a metaphorical representation. That  is, we use the concept of equivalence class or 
s imi lar i ty class to allow us to represent one object  or sound in terms of another. Art ist ical ly,  we 
are creat ing a metaphor 3 of the system in that  the mind, abstract ing various aspects /propert ies  
about  the physical object,  selects an internal, previously defined representat ion a d deems the new 
object  metaphorically equivalent. We will discuss the formalization of the term metaphorically 
equivalent in an upcoming manuscript.  Alternatively, the mind may have no a priori structure 
on which to map its perception of the object and it must, from first principles, create an internal 
representation. 
Once we have defined an internal representation, either visually, sonically, or using a combined 
sensorial representation, we then wish to externalize what  we have seen/heard in our mind's  
eye/ear .  The process of external iz ing requires that  we first cause our mental  concept to seem 
real. Realization 4 differs from actualization 5 in that  actual izat ion forces existence in fact or 
reality. When we at tempt  o represent and realize, we do this with our senses and our cognitive 
processes. When we do this visually, the process is called visualization; 6 when sound senses are 
involved, the terminology is a bit more ambiguous. The field has sett led on sonification z as the 
word of choice. We will use that  for the purposes of discussion. These definitions formalize the 
development of a concept and its transfer into fact or a seeming reality. They do not give leeway 
for art ist ic impression. We do this by a process of rendering, s These rather abst ract /conceptua l  
definit ions may be formalized in a more rigorous fashion. We begin with the definition of a 
model. 9 In this context,  we may refine our definition for a realization by using the following 
definition. 
DEFINITION. Rea l i za t ion :  Let f : ~ --* F, where both ~ and F are vector spaces, be an 
input~output relation. Let X be a state-space. Assume there exist mappings g : ~ --+ X and 
h : X ~ F such that the diagram 
f 
~ F 
I, (1.1) 
x 
commutes. Then, assuming xo E X is an initial state of the system, we have that 
=- (X,g,h,  xo) 
1Perception: A mental image or awareness ofelements of the physical environment. 
2Representation: An image of an object or entity; an idea in the mind, distinct from the external object/entity 
which is the occasion of the perception. 
3Metaphor: The result of denoting one kind of object or idea in place of another to suggest likeness or analogy 
between them. 
4Realization: The result of bringing into concrete xistence; causing to seem real. 
5Actualization: The result of causing to exist in fact or reality. 
8Visualization: The result of the formation of mental visual images; the result of the process of interpreting in
visual terms or putting into visual form. 
7Sonification: The result of the formation of mental sound images; the result of the process of interpreting in sonic 
terms or putting into sonic form. 
SRendering: The result of reproducing or representing by artistic or by verbal means. 
9Model: A model M S is a realization of a system S in which 
(1) there exists a clear and direct correspondence between the states of the model and the states of the system, 
and 
(2) the model M S is simpler than the system S in that S is capable of more behaviors than M~. 
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is the realization of the input/output relation Z 
2:= f). 
Building mathematical models of biological/medical systems is both an art as well as a science. 
It is interesting to observe that there is an art to this scientific endeavor. We do not know the 
real world dynamics WR(S) of a particular system S. At best, our cognitive understanding of the 
real world S is based upon our knowledge WKR(S) of the system S. This knowledge is gained 
by our observation O(t) of the real world system S through various experimental interventions. 
That is, 
o(t): wR(s) (1.2) 
We take this knowledge WKR(S) and subsequently develop a cognitive understanding or 
model of S, denoted Wcu(S). This cognitive understanding is then turned into one or more 
metaphors M S of that understanding. 
wR(s) WKR(S) WC,(S). (1.3) 
In this case, I is a set of mappings called internalizers. These represent mappings/operations 
that we perform, internally, so as to obtain our cognitive understanding of things. Verbally, we 
might diagram this as follows: 
metaphor ~ representation * realization ---* model. (1.4) 
However, the more accurate our metaphor, the closer it is to a representation, of which models 
are a special subcase, M e of that understanding. It is important o be aware of the fact that 
representations of knowledge may be one-to-many in that a particular cognitive understanding 
may be mapped into numerous mathematical representations Ms,  the set of which we denote 
byM and M S EM.  
A model M S is actually an n-tuple M S = (t,/)) where ~D = lgSU13D, t is time, /3 s is the set of 
model descriptors which are static in the representation (they do not change in time) and ~DD is the 
set of dynamic model descriptors (they do change in time). We will discuss these in greater detail 
in a moment. For now, we shall define what we now call visualization as the act of transferring 
(transforming) our cognitive understanding of the real world and a subsequent representation M S 
to a sensoral realization •. This realization V, when rendered, is a visualization. Be wary that we 
have blatantly misused the terminology here. Within this context, is clear that a visualization V
is the action of a mapping ~4 (the actualization mapping) such that the cognitive descriptors in 
the cognitive model are mapped into the visualization descriptors. 
2. INTRODUCTORY THOUGHTS 
Scientific data is a goldmine for the creative mind [1-12]. On the one hand, it is possible to 
envision how a scientific dataset could be examined using musical tools and techniques o as 
to enhance understanding of the complexities of the data, and through this process, potentially 
enhance our understanding of the basic structure of the system originating the data. Scientific 
datasets are often large, complex, and beyond the scope of simple visual understanding. The 
idea of a picture being worth a thousand words is still relevant but no longer feasible, as datasets 
contain on the order of megawords of information as well as visual complexity exceeding the four 
or five independent variables most people are capable of visualizing. Hence, the idea of using 
sound or sontc representation to further enhance our understanding of complex datasets and 
their internal relationships i one that is of growing interest. (Witten and Wyatt [13] provide a 
summary review of the literature of the sonification field at the time of publication. Readers of 
]2:l-K 
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that article should be made aware that the reference section was severely cut, at publication time, 
at the insistence of the journal editorial board. Hence, a large number of articles were removed 
because they were not immediately cited in the text.) 
Whether the data sonification effort will ultimately lead to tools allowing a deeper understand- 
ing of scientific datasets remains to be seen. The field of data sonification is still in its neonatal 
stages of development and, like any new tool, it is still being played with, explored, and refined. 
As we explore this new tool, we must always keep in mind the question of whether sensory en- 
hancement of data is meant o make the scientific model more real or whether it is meant o help 
us, as scientists, to derive relationships about the real-world system not known when the process 
of model building was initiated. We can easily imagine that adding sound to data might help 
us to delve through the complexities of a multidimensional scientific dataset. Multisensory ex- 
pansion using computational reality tools may afford us yet more ability, to investigate potential 
relationships in data [13]. How we will do this is still open for experimentation. 
There is, on the other hand, another less obvious ide to scientific datasets. It is an aspect hat 
is artistic in nature. The artistic process of scientific data sonification attempts to discover the 
intrinsic musical beauty within a scientific model or dataset and attempts to use this newly gained 
understanding to create a data symphony in the same sense that we now use fractal mathematics 
to create fractal art. As early as 1970, Dodge [14] used the earth's magnetic field as a basis for a 
musical composition. Many artists have used taped or digitized sounds as part of their musical 
creations. For example, Lansky's work, in particular his piece "Quakerbridge" [15], attempts 
to find music in and to imbue music to the sounds of the daily goings on in an area shopping 
mall. Here, Lansky not only paints/sculpts with sound, but also forms a collage of sounds (real 
and synthesized) to create a picture that integrates the reality of everyday life and a musical 
experience that evokes yet more that either synthesized sound or real world sound would yield 
separately. Thus, the union of the two facets contains more than its parts. Lansky's concept of 
finding and using the music of life represents he artistic side of what we are attempting to do, as 
scientists, by using sound to amplify and clarify the information contained within a complex set 
of scientific data. It is both striking and reassuring to see that there is such an increased fusion 
of art and science. 
More recently, numerous artists have made use of the inherent stochastic nature of chaotic 
dynamical processes to create what might be termed chaos based musical compositions. Musical 
pieces driven by the seemingly unstructured and/or structured portions of dynamically generated 
data afford a tempting variety for the musical ear while opening the door to various compositional 
tools and techniques which may prove to expand our musical capabilities and experience. It is 
only through transdisciplinary esearch that we can begin to solve the more complex real-world 
problems that we need to address in today's complex scientific world. And it is from these 
investigations that we gain a doorway into a new creative world. In this vein, it is easy to 
envision how we might create aMolecular Symphony based upon molecular drug/receptor docking 
(Figure 1). Almost any process that generates three or more dimensional datasets can be rendered 
symphonically: a spiral wave of D. discoideum, the scrolls of B@nard, or the Brusselatofs rotating 
waves of chemical oscillation. The phrase can you hear what I see becomes entirely more relevant 
with the advent of our increased capabilities in the audio domain. However, it only begins to 
touch the deeper question of seeking and finding the music in scientific phenomena. 
It is this fusion of science and of electronic music composition that I wish to explore in this series 
of articles. In particular, I will attempt o fuse my own scientific training with my background 
as a performing artist in order to examine the artistic and creative side of using scientific data, 
mathematical gorithms and equations, and formal scientific concepts to examine the issue of 
finding an artistic component to the sounds of science. In this, the second in a series of papers 
(see [13] for the initial discussion), I will examine the issue of using time series or dynamical 
systems algorithms (linear or nonlinear) to create musical structures as well as how we might 
actually listen to "the sounds of science." 
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Figure 1. An illustration of two different molecular models of drug docking. The 
three-dimensional coordinates ofeach atom can be used, along with other properties 
of the structures ( uch as electric field intensities), to create a musical rendering of 
the molecules docking with each other. 
3. THE SOUNDS OF  SC IENCE 
Mathematical models of naturally occurring systems often result in systems of differential 
and/or difference quations. Equation (3) illustrates that the simple difference quation given by 
Zn+l = bzn (1 - xn) (3.1) 
is often called the "simplest dynamical system," and is well known to illustrate a variety of 
parameter dependent dynamics. 
Differential and difference quations may be mono or multivariate. An interesting example of 
a system of two differential equations that exhibit a variety of dynamics is the hexapodal gait 
model [16,17] 
dxp(t) = -4Xp(t) + yp(t) + (xp(t) 2 + yp(t) 2) ( Pzp(t )  - Qyp(t) )
dt 
- 4 .  + x .+ l ( t ) )  + 2 .  + 
(3.2) 
dy,(t)  = -Xp(t)  - 4yp(t) + (xp(t) 2 + yp(t) 2) (Pyp(t) + QXp(t)) 
dt 
- 2tt (Xp-l(t)  + Zp+l(t)) - 4# (yp- l ( t )  + Yp+l(t)),  
where 0 < p < 5 and the value of p is taken modulo 6. Witten [18] has used these equations 
to create a musical composition entitled "Bugged 1.0" which integrates the simulation results of 
equation (3.2) above, digitally sampled insect sounds, and live instrumental performance. 
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The multivariate, quations depending upon more than one independent variable, may depend 
upon both space and time for example, the well-studied, very simple, biochemical oscillator 
equation given by 
OA(t, x, y, z) = V2 A _ A - B + (A if A > 0.05) 
0t (3.3) 
OB(t, x, y, z) A 
Ot = V2B + ~'  
where A is the concentration of species A at time t and B is the concentration of species B at 
time t. Under various conditions, we see spiral waves of chemical concentration i  the concentra- 
tion phase space. Multivariate quations may also occur singly or in systems. 
Dynamical systems may depend upon additional other variables uch as pressure, velocity, age, 
particle number, etc. These systems are, more often than not, time dependent [19-21]. As such, 
their output could be considered a temporal signal in the sense that some dependent variable 
or variables are ordered with respect o a time variable t. And, within reason, these variables 
could be mapped onto some collection of musical variables/attributes [13,22]. Such mathematical 
systems are often termed dynamical systems. There is an extensive literature on the behavior 
of such dynamical systems. They are known to display a wide variety of behaviors from very 
simple (exponential decay, oscillations) to exceedingly complex behaviors (chaos, scrolls, strange 
attractors). It is beyond the scope of this discussion to cover the complexities of dynamical 
systems. The interested reader is invited to make use of the cited references as a start ([23-31] 
and all of the references therein contained). 
Dynamical systems, particularly ones that display complex dynamics uch as chaos [32-34], 
strange attractors [35-40], scrolls [41], etc., often confine themselves to a restricted or bounded 
area of a given physical space. That is, the overall dynamical behavior or signal appears to be 
contained in/localized in some region of the overall space of interest. The size and the location of 
this region may evolve in time. Nevertheless, for any fixed time t > 0, there is always a maximal 
bounding box for the orbit or signal of the system. We might say that the dynamical systems 
give a performance in a known auditorium size. The size of the performance auditorium may be 
governed by parameters in the model, length of time the model is examined, as well as other less 
obvious constraints. 
We begin our examination of the problem of listening to musical complexity of scientific data 
by considering an elementary example, the simple one-dimensional iterative dynamical system 
given by equation (3.1) 
h (zn)  = Zn+l = bzn (1 - x~) .  
For b • [0, 4], the mapping fb maps the interval [0, 1] --* [0, 1] where xn • [0, 1], n -- 0, 1, 2 . . . .  
[23,30,31,35,36,42-45]. Equation (3.1) can be used to generate a variety of complex dynamical 
behaviors depending upon the choice of the value of the parameter b • [0, 4] [30,31,36,42-45]. 
For example, for b in the interval (0, 1), the sequence of values xl, x2,. . ,  tends to the value 0. 
However, for b • (1,3), the sequence of values x l ,x2 , . . ,  tends asymptotically to the value 
(b - 1)/b. In Figure 2, we illustrate the varying dynamics for b E (0, 3). Observe that the 
dynamics i  singularly different when comparing the intervals (0, 1) (Figure 2a), (1, 2) (Figure 2b), 
and (2, 3) (Figure 2c). Within any of the aforementioned intervals, the dynamics is considered 
to be qualitatively equivalent or what is called topologically conjugate. When comparing across 
the intervals, the dynamics is considered to be topologically different. That is, we cannot map 
the dynamics of one b parameter interval uniquely onto the dynamics of another interval. Thus, 
if we were to use the dynamics of a series generated from a b parameter bl • (1, 2) to generate 
a musical form, this form would be qualitatively different from a musical form generated by 
b2 • (2, 3). However, it would only be quantitatively different from a musical form generated by 
b3 • (1, 2) where bl ¢ b3. Witten [30,31] discusses the formal theory illustrating the dynamical 
equivalence classes. Thus, for any two values of b chosen within one of the intervals, it is possible to 
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Figure 2. {continued on next page) 
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Figure 2 (continued). 
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demonstrate hat there is a mapping between the two dynamical behaviors that will uniquely map 
one dynamical behavior onto the other, preserving all of the topological and temporal properties of 
the dynamics. Mathematically this process is illustrated by the following commutative diagram: 
fb 1 
[0,1] [0,1] 
°l °1 
Ib2 
[0, 1] , [0, 11 
(3.4) 
The dynamics of equation (3.1), in the interval (0, 3), is known to behave in a either an exponen- 
tial-like fashion or in a slightly more complex damped manner. However, for values of b E (3, 4) 
(Figure 3), the dynamics of this model becomes exceedingly more complex--from simple oscil- 
latory behavior to what is termed chaotic behavior. We summarize the conjugacy classes of the 
dynamics in Table 1. 
Table 1. Conjugacy class dynamics for the simplest nonlinear interval mapping equa- 
tion (3.1). 
Conjugacy Class Comments 
0 
(0, 1) 
(1, 2) 
(2,3) 
B0 = (3, 3.236) 
B1 = (3.236, 3.8318) 
B2 = (3.8318, 3.9605) 
B3 = (3.9605, 3.9905) 
Bk = (/~k,/~k+l] k=4,5  
All intervals with odd periods 
b=4 
Fixed point of mapping 
Figure 2a 
Figure 2b 
Figure 2c 
Figure 3a 
Figure 3b 
Figure 3c 
Figure 3d 
See note following table 
Figure 4 
NOTE. Bk is the interval (~k, ~k-t-1] and j3k is the first value of the parameter b in equation (3.1) 
at which a cycle of period 2 k appears. The intervals Bk are disjoint and have dynamics which 
is not conjugate. Figure 5 illustrates conjugacy class dynamics for equation (3.1). Most of 
the references cited in this discussion contain numerous illustrations of the variety of dynamical 
behaviors illustrated by this simple dynamical system. 
Similar arguments can be made for various mappings of the xy-plane (bivariate or two-dimen- 
sional mappings). For example, the Henon [37] mapping 
xn+l = Yn + 1 - ax 2 (3.5) 
Yn+l = bXn 
maps a bounded area of the plane into itself, where a, b are parameters of the model [24,29,36,37, 
46,47]. Figure 6 illustrates ample phase and time plots of the Henon map. An example of an 
interesting three-dimensional dynamical system is the Lorentz system [38,39] given by 
dx(t)  
dt = P (y -  x) 
dy(t) 
- (xz  +rx -  y )  (3.6) 
dt 
dz(t) 
= xy  - bz, 
dt 
where P, r, and b are parameters of the model [24,28,29,32-35,38,39]. The Lorenz model was 
originally created as an attempt o model the dynamics of certain types of weather phenomena. 
Figure 7 illustrates a sample numerically computed nonperiodic orbit of the Lorentz equations as 
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Figure 6. An  illustration of the dynamics illustrated by the Henon mapping specified 
in equation (3.5). Figures 6a-6c illustrate the two-dimensional phase plane dynamics 
for different values of the two model p&rameters. Figures 6d,e illustrate the tempora| 
dynamics of the two Henon variables. (continued on next page) 
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Figure 7. An illustration of the two-dimensional projection of a three-dimensional 
orbit of the Lorenz equation system. 
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Figure 8. An illustration of the changing dynamics of the Cremona map specified by 
equation (3.7) as the parameter A is varied. 
Figure 9. An illustration of the symmetry breaking dynamics associated with equa- 
tion (3.8). 
projected into the xy-plane. The Cremona map is a quadratic planar map given by the following 
system of discrete equations. 
Xn+l  = x~ cos (~)  - [y~ - x~]  s in (A) 
yn+l  = xn s in (A) + [Yn - x2n] cos  (A). 
(3.7) 
The bifurcation of the dynamics about the origin, for value of A = 2r /3 ,  is il lustrated in Figure 8. 
Figure 9 illustrates symmetry increasing crisis in the complex variable mapping 
/ (z ,~) = (c,u + Zv + ~)z + .~-~-1 (3 .8 )  
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for z = u+iv ,  a = -1.1, f~ = 0.212, 7 = 0.6, A = 1.89, and n = 3 (see [48-50]). Another 
interesting dynamical system is given by the following differential equation system: 
dx( t )  
d t  = y 
dy( t )  
- - ~ - Z  
dt  
dz(O { 
dt  = -y  - az  + T - 
1.0 -bx ,  fo rx>0.0  
1.0+cx,  fo rx<0.0 .  
(3.9) 
If we set a ---- 0.3375 and c = 0.633625 and subsequently vary the remaining parameter b, we 
obtain a variety of interesting 3D dynamics. This is illustrated in Figure 10. 
Figure 10. An illustration of the appearance of a three-dimensional invariant orus- 
associated with varying the parameters of equation (3.9). 
There are a myriad of other examples which we can invoke as illustrations of how scientific 
models, when simulated, can give rise to a time series of data. Numerous books on mathematical 
modeling, in all disciplines, contain such models and we will not attempt to address this literature. 
4. UNDERSTANDING DATA COMPLEXITY  
We have already established that the study of scientific structures/models opens new doorways 
when it comes to the use of musical tools and techniques. We have seen that sound can be used 
to potentially enhance our understanding of complexity in data. And we have also observed that 
it can be used, in conjunction with the scientific models and data, to generate artistic creations 
that are based upon the aesthetics of the underlying dynamics of a scientific model combined 
with the personality of the composer/artist. 
Let us begin our excursion into the sounds of science by asking the following simple question. 
How can we actually "hear" the dynamical behavior of various classes of mathematical/computer 
model? In particular, consider the following more detailed series of questions: 
162 M. WITTEN 
(1) How does chaos sound, if we were sitting in the middle of it? 
(2) What does a strange attractor sound like? 
(3) Can we hear the sound of period doubling or of a scroll? 
Even if we are able to hear these sounds, will these sounds be artistically interesting or scientifi- 
cally illuminating? Will they aid us in illuminating the complexity of a given dataset? Or, will 
they give us an unseen doorway to a new artistic creation? 
For the purposes of discussion, we will address these problems in the world of two-dimensional 
models. That is, we will examine how to map the dynamics of a two-dimensional model onto 
the domain of a theatre in such a way as to allow an audience to hear the dynamics of these 
complex and interesting systems. The use of 3D sound is of increasing interest in a number of 
areas [51-56]. These relationships can be readily generalized to three dimensions. 
5. CONSTRUCTING A TRANSFORMATION 
We begin by assuming that our dynamical process takes place within a small rectangle in the 
xy-plane. This rectangle is dimensionless in the sense that it could be in feet, inches, number of 
animals, concentration of chemical species, or any other abstract variable. We will return to the 
dimensional issue in an upcoming section of this paper. 
Let us call this rectangle RD. Assume that the audience sits in a theatre that is bounded 
by a rectangle denoted by RA. It is straightforward to show that there is a transformation 
T : RD ---* RA that allows us to map the dynamics of the process over the audience seating 
area. The transformed rectangle is denoted T(RD). This transformation process is illustrated in 
Figure 11. 
Figure 11. The hypothetical udience region given by RA and how the region RD of 
the dynamics of our dynamical system is mapped onto the audience. 
It is also immediately clear, however, that the dynamics of our model process would collide, in 
spatial ocation, with the audience and its physical ocation. What we wish to do is to unfold the 
model dynamics o that it occurs around the audience, and allows the audience to participate in 
it by having the dynamics occur in an environment surrounding the audience. This requirement 
is illustrated in Figure 12, where T I : RD --* RF and R E is a rectangular f ame around the region 
of the audience RA. 
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/z 
Figure 12. Details of the unfolding of the dynamics around the region of the audience. 
For the purposes of discussion, we consider the rectangular region and frame shown in Fig- 
ure 13a. We will assume that the shaded rectangle is R9 and that the frame surrounding it is 
of some predetermined size. We begin the transformation sequence by translating Figure 13a 
so that the center of RD is now located at the origin of the figure (Figure 13b). The requisite 
transformation is given by 
(5.1) 
If we assume that the original figure is symmetric about an axis drawn through the center of RD, 
we can simplify our analysis (it will turn out that this symmetry assumption is not unreasonable 
for the class of problems which we are about to tackle). The assumption of symmetry allows us 
to relabel Figure 13b as illustrated in Figure 13c. 
Table 2. Transformation f coordinate values of Figure 12a to coordinate values of 
Figure 13 under equation (5.1). 
Figure 13b Label Value in Figure 13a coordinates 
I 
J 
K 
L 
M 
N 
O 
P 
Next, we scale the center box of Figure 13c so that it is a unit box. To do this, we introduce 
the new coordinate system 
CA/~A J2: l -t .  
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p, U 
v (5.2) 
q' = _ 
N" 
The result of this transformation is given in Figure 13d. 
At this point, we are now prepared to unfold the model dynamics into the outer frame. To do 
this, we introduce the following mapping: 
~Pp, 1 -  1 
a = sin y 
2q 1 - 1 q' j3 = sin ~q' 
This mapping is illustrated in Figure 13e. 
(5.3) 
It is straightforward to demonstrate hat the transformation defined by equation (5.1) does, in 
point of fact, map the inner unit square onto the outer rectangular f ame. The only problem is 
that the origin (0, 0) is a fixed point and will map onto itself. Thus, if the model system generates 
an (x, y) coordinate of value (0, 0), this point will map to the origin of the audience. However, 
this can be ignored as chances of the origin occurring will be negligible. And should (0, 0) occur 
in the analysis, there will most likely be no person sitting in the theatre at that exact location. 
Hence, for any point (x, y) • RD, there is a series of mappings that will map (x, y) --~ (a, 13) 
where (a, t3) is a point in a well-defined frame about the unit square given in Figure 13e. 
6. MAPP ING ONTO AN AUDITORIUM 
Suppose that we now wish to have the outer edges of the frame fit onto an auditorium whose 
width is w and whose length is 1. This means that we wish to map R ~ (w/2) and Q --* (//2). 
To do this, define the following frame to auditorium transformation given by 
(6.1) 
Figure 13f illustrates the transformed dynamics region in terms of the auditorium space. Observe 
that in order for this method to work, the audience must be confined to a region within the inner 
box. That is, the seats must all be located within a region RA defined as the set of all points 
satisfying 
RA={(x,y)[x<_ R andy<[Q }. (6.2) 
The point (x, y) has now been mapped to a point (x', y') outside the audience regions. 
Similar arguments may be used to construct the transformation for three-dimensional regions. 
Before closing the discussion on mapping from dynamical system space to auditorium space, it 
is important to point out that the set of mappings, given by equation (5.3), is not unique. Other 
mappings may be constructed to map the unit square onto the surrounding frame. 
7. ASS IGNING MUSICAL  ATTRIBUTES 
Having unfolded the model dynamics to a space around the audience, we now ask how we 
might assign musical/sonic attributes to the dynamical phenomena. To address this question, we 
consider the following initial approach. As before, let our point (x, y) reside inside the shaded 
rectangle illustrated in Figure 13a. Let us focus upon this rectangle alone, as is illustrated in 
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(a) An illustration of the hypothetical region in which the audience resides (the 
shaded box) and the frame around it into which we wish to map the dynamical 
system behavior. V 
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(b) Transformation of the region to an origin about (0, 0). Coordinate transforma- 
tions are given in Table 2. 
Figure 13. /continued on next page) 
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(c) Relabeling under the assumption of symmetry. 
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(d) Scaling of the region to a unit region. 
Figure 13. (continued on next page) 
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(e) Unfolding of the dynamics into the shaded region about the unit square as spec- 
ified by the transformation given in equation (5.3). 
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(f) Mapping of the dynamics from the unit square and frame onto the audience 
auditorium as given by equation (6.1). 
Figure 13. (continued) 
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(G,E) (H,E) 
(a) Division of the region of the dynamics for the purpose of assigning further musical 
characteristics to the musical transformation ofthe data. 
(G,F) (x,F) H,F) 
(G,y) 
R4 R3 
. \ (x,y) 
Rt R2 
(H,y) 
(G,E) (x,E) (H,E) 
(b} Specification ofthe coordinate values for each of the area regions given in Table 3. 
Figure 14. 
Figure 14a. Assume that we have drawn a crosshair through the point (x, y). This crosshair 
divides the shaded rectangle into four smaller boxes which we will label Rt, R2, R3, and R4 as 
illustrated in Figure 14b. Let A1, A2, A3, and A4 be the corresponding area associated with each 
rectangle. It is straightforward to demonstrate hat these areas are as given in Table 3, where x 
and y are the coordinates of the model dynamics point at time t. 
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Table 3. Areas for each area element A~ in Figure 14b. 
Area Element Area 
AI  (x - C)(y - E) 
A2 ( l J  - -  G)(H - z )  
A3 (F - y)(H - =)  
A4 (x  - G)( F - y) 
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i , A3 \A( 
(a) An illustration of the basic ADSR components of a digital signal and how the 
area region transform specified in Table 4 can be used to modify the construction of 
the musical signal transformation for the dynamics of the equation under study. 
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(b) An illustration of neuron activity in the cortex of a cat [13]. 
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Figure 15. (continued on next page) 
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Control Envelope for Neuron Simulation 
(c) An illustration of how the neuron activity illustrated in Figure 15b is used to 
create a CSound ftable control envelope for simulating the sound of neurons firing. 
Figure 15. (continued) 
Table 4. Attribute factors for each area element Ai. 
Factor Attribute Value 
(x - G)(y - E) 
F1 
(H - G)(F -  E) 
(~ - C ) (H  - x )  
F2 
(H  - C ) (F  - E )  
(F- y)(g-x) 
F3 
(H - G)(F -  E) 
(x  - C ) (F  - y)  
F4 
(H - G) (F -  E) 
I f  we now divide each subarea A~, i -- 1, 2, 3, 4, by the overall tota l  area of the rectangle 
A -- (H  - G) (F  - E) ,  it is easy to show that  the factors F~ i = 1, 2, 3, 4 E [0, 1] for all (x, y) 
in the shaded rectangle. This is a simple, yet powerful way to associate an at t r ibute  quadrup le  
with each point  (x ,y )  of the dynamics.  That  is, we define a quadruple A = (A I ,A2 ,A3 ,  A4) 
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that relates the value of the ith factor Fi with a particular attribute Ai. For example, we might 
scale F1 so that it takes on the integer values in the range [0, 127]. Thus, attribute A1 might 
be assigned the midi-note-number. It is straightforward to see how such assignments might be 
made for volume, t imbre(vo ice) ,  and other musical attributes. 
Clearly, there are all sorts of possible musical relationship assignments hat  one could make. For 
example, the attributes might be associated with the ADSR components of a digital Signal (see 
Figure 15) where each factor Fi is associated with some scaled duration of the signal component 
as measured in milliseconds. We can enhance the sonic cues by changes in the instrumentational 
component as the time series evolves in space. For example, downstage right might be clarinet, 
upstage right might be t rumpet and, as the sound evolves in space, the spatial cue changes and 
is enhanced by an orchestral cue change. 
Pinkston (personal discussion) points out that  assignments that associate the factors with 
musical attr ibutes such as volume, mid i -note-number ,  etc., are not likely to yield musically 
interesting (artistic) rendering of the dynamical behavior of a system under examination. That  
isn't to say that  these assignments would not offer a scientific insight. Pinkston suggests that  
the assignments look more to esoteric qualities of the music--qualit ies such as t imbre  (vo ice) ,  
and other nonbasic musical qualities. For example, one could have a number of digitized sound 
samples that  are associated with various midi channel numbers. These sound samples could be 
associated with one of the factors Fi, while other factors give the samples their necessary color, 
volume, duration. 
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