Joint estimation and scheduling for sensor networks is considered in a system formed by two sensors, a scheduler and a remote estimator. Each sensor observes a Gaussian source, which may be correlated. The scheduler observes the output of both sensors and chooses which of the two is revealed to the remote estimator. The goal is to jointly design scheduling and estimation policies that minimize a mean-squared estimation error criterion. The person-by-person optimality of a policy pair called "max-scheduling/mean-estimation" is established, where the measurement with the largest absolute value is revealed to the estimator, which uses a corresponding conditional mean operator. This result is obtained for independent sources, and in the case of correlated sources and symmetric variances. We also consider the joint design of scheduling and linear estimation policies for two correlated Gaussian sources with an arbitrary correlation structure. In this case, the optimization problem can be cast a difference-of-convex program, and locally optimal solutions can be efficiently found using a simple numerical procedure.
I. INTRODUCTION
The multiple components of Cyber-physical systems are often interconnected by shared communication links of limited bandwidth [1] . One way to model this bandwidth constraint is to assume that, at any time instant, a single packet can be reliably transmitted over the link to its destination [2] . Therefore, the system designer must come up with rules/algorithms that allocate shared communication resources among multiple transmitting nodes. This paper introduces a new class of remote estimation problems where the communication resources are allocated dynamically based on the observations at the sensors, rather than based purely on the statistical description of the sources.
The basic framework considered is shown in Fig. 1 . Two sensors, possibly making correlated observations, report their measurements to a scheduler. The role of the scheduler is to select one of the observations and transmit it to a remote estimator. Finally, the remote estimator forms estimates of both measurements. Our goal is to jointly design scheduling and estimation policies that minimize a mean-squared estimation error. Alternatively, this problem can be understood as one of dimensionality reduction [3] , where an encoder-decoder pair is designed to minimize the expected distortion between the original and reconstructed vectors, with the constraint that a scalar (versus a vector) is transmitted or stored. The solution to this canonical problem formulation can be used to drive the design The problem of selecting a subset among a larger set of sensors with the purpose of transmission over a bandwidth constrained network and subsequent estimation is generally referred to as sensor scheduling, with applications spanning many areas in engineering such as networked control, sensor networks, target tracking and remote estimation [4] - [6] . This class of problems has a long and rich history initiated with [7] . In general, sensor scheduling is a hard combinatorial optimization problem [8] . However, the computational complexity may be circumvented by suboptimal pruning of decision trees [9] , [10] . Another approach to address the complexity issue is by use convex relaxations [11] , [12] . In certain cases, it is possible to show that the solution to these relaxed problems yield optimal scheduling schemes which are periodic and therefore admit simple implementations [13] , [14] . In a related line of work, a framework for sensor selection where a cost function augmented with a sparsity promoting term is introduced with the goal of trading off complexity vs. performance [15] .
Our approach to the scheduling problem is aligned with the work of [16] , [17] where the decision is made based on the realizations of the measurements themselves. The idea is to design and exploit event-triggers [18] for the transmission of one of the variables over the other, which allows for implicit communication via signaling [19] . In a way, the problem we address here is an observation selection problem, such as in [20] and the techniques we use in the design of decision making policies are reminiscent of quantization theory [21] , where the observation space is partitioned in regions where certain decisions are made. In the context of our problem, the observations "trigger" which one of the measurements is transmitted over the communication link. Interestingly, in our scheduling/estimation schemes, the transmitted variable is used as side information for the estimation of the non-transmitted variable.
The problem addressed in this paper is directly related to the infamous "Witsenhausen's Counterexample" and the "Gaussian Test Channel" [22] , [23] . The connection between these classical problems and ours is that the joint design of scheduling and estimation policies is entangled by signaling. In other words, the action of the scheduler directly affects what the estimator observes, which turns this problem one of team-decision with a non-classical information structure [24] .
Finally, the problem studied in this paper is closely related to the problem of estimating random variables observed by individual sensors, which independently decide to transmit over a collision channel [2] . In that case, unless a sensor uses a policy to remain always silent, collisions may occur. Here, the inclusion of a scheduler has the goal of completely avoiding collisions. In a sense, the problem considered here is a "centralized" version of the problem in [2] , which in principle can be used to lower bound the performance of the decentralized system.
A. Contributions and Organization
The main contributions of this paper are:
• We establish the person-by-person optimality of the max-scheduling/mean-estimation policy pair for sensors making independent Gaussian observations. One remarkable feature of this result is that the structure of the scheduling policy is completely independent of the variances of the observations. The mean estimation policy, in this case, is a piecewise linear function of received packet at the remote estimator.
• We establish the person-by-person optimality of the same pair of strategies in the case when the observations are correlated but have equal variances. In this case, the mean-estimation policy is a non-linear function of the information received by the sensor over the channel. The proof of this result depends on the symmetry and monotonicity properties related to a soft-thresholding nonlinear estimator induced by the max-scheduling policy.
• Our third contribution is to provide a numerical procedure that efficiently solves a non-convex optimization problem when the estimators are constrained to the class of piece-wise linear functions. For two sensors, the solutions found by this algorithm can be verified to be globally optimal.
• Finally, we extend the person-by-person optimality result to account for any number of sensors observing independent zero mean Gaussian sources.
Preliminary versions of the Theorems 1 and 2 presented here have appeared previously in [25] , where certain key technical aspects of the proofs were either conjectured or omitted. The proofs of the results reported here are detailed and precise. Additionally, we provide several new results which have not appeared elsewhere in Theorems 3, 4, 5 and 6. Another important key contribution is the derivation of an efficient numerical algorithm for the design of piecewise linear minimum mean squared error estimators.
The article is organized in nine sections including the Introduction. In Section II, we state the precise problem formulation and define the two notions of optimality which are used throughout the paper. Then, we state the two main theoretical results of the paper in Section III. The proof of Theorem 1, which concerns the case of independent Gaussian observations is presented in Section IV and the proof of Theorem 2 for the correlated case with symmetric variances is presented in Section V. In Section VI, we provide another person-by-person optimality result that addresses the case of general covariance matrix structure by using a linear decorrelating transform. In the last part of the paper, the optimization problem is constrained to the class of piecewise linear estimators. In Section VII, we obtain locally optimal solutions for the case with a general covariance matrix using a numerical procedure based on the Convex-Concave Procedure. Finally, we extend the result on the independent case to an arbitrary number of sensors observing Gaussian random variables in Section VIII. We conclude in Section IX with our final remarks and suggestions for future work. April 6, 2018 DRAFT 
B. Notation
We adopt the following notation: random variables and random vectors are represented using upper case letters, such as X. Realizations of random variables and random vectors are represented by the corresponding lower case letter, such as x. The probability density function of a continuous random variable X, provided that it is well defined, is denoted by f X . Functions and functionals are denoted using calligraphic letters such as F. We use N (m, σ 2 ) to represent the Gaussian probability distribution of mean m and variance σ 2 , respectively. The real line is denoted by R. Sets are represented in blackboard bold font, such as A. The probability of an event E is denoted by P(E); the expectation of a random variable Z is denoted by E[Z]. The indicator function of a statement S is defined as follows:
II. PROBLEM FORMULATION
Consider the system in Fig. 1 comprised of two sensors labeled S 1 and S 2 . Each sensor observes a Gaussian random variable with known mean and variance. Without loss of generality, we assume that sensor
The correlation coefficient between X 1 and X 2 is defined as:
The observations X 1 and X 2 must be communicated to a remote estimator over a communication link, where a single packet is transmitted to the remote estimator at a time.
The scheduler's decision variable, denoted by U , is computed according to a scheduling policy, which is a measurable function U :
The set of all admissible scheduling policies is denoted by U.
The scheduler's decision U determines what the remote estimator observes as follows:
The vector Y belongs to the set Y def = {1, 2} × R.
Remark 1: Notice that the scheduler effectively sends a packet containing the index U in addition to the real number X U . The reason behind this assumption is to let the estimator know the origin of the packet before forming its estimates. The presence of an identification number on a packet is a standard assumption in data networks [26] .
Upon observing Y , the remote estimator forms estimates of the observations at both sensors X 1 and X 2 , denoted byX 1 andX 2 , respectively. This is done according to an estimation policy E : Y → R 2 as follows:
The set of all admissible estimation policies is denoted by E.
Our goal is to solve the following optimization problem.
Problem 1: Given the variances σ 2 1 , σ 2 2 > 0 and the correlation coefficient ρ ∈ [0, 1), find a scheduling and estimation policy pair (U, E) ∈ U × E that jointly minimizes the following cost:
A. Notions of optimality 1) Global optimality: A pair of scheduling and estimation strategies (
2) Person-by-person optimality: A pair of scheduling and estimation strategies (
III. MAIN RESULTS
The main contribution of this work is to establish the person-by-person optimality of several pairs of scheduling and estimation policies for Problem 1 for the different structures of correlation between the observations X 1 and X 2 . Before formally stating the results, we first define the max-scheduling, mean-estimation, and soft-thresholding estimation policies.
Definition 1 (max-scheduling policy): Let x ∈ R 2 . The max-scheduling policy is defined as:
Definition 2 (mean-estimation policy): Let ξ ∈ R. The mean-estimation policy is defined as:
The reason why the policy above is called mean-estimation is that the estimator outputs the mean of the unobserved random variable as an estimate. In other words, the side information provided by observing X i = ξ is irrelevant for estimating X j , i = j. In this case, since the random variables X 1 and X 2 are assumed to be zero-mean, the mean-estimation policy takes the form above.
Definition 3 (soft-thresholding estimation policy): The soft-thresholding estimation policy is defined as:
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Our main results are stated in the Theorems bellow.
Theorem 1: If ρ = 0, the policy pair (U max , E mean ) is a person-by-person optimal solution for the cost J (U, E)
in Eq. (7) .
Theorem 2: If σ 2 1 = σ 2 2 , the policy pair (U max , E soft ) is a person-by-person optimal solution for the cost J (U, E) in Eq. (7) .
Remark 2: Theorems 1 and 2 present candidates for globally optimal scheduling and estimation policy pairs for Problem 1. We conjecture that these pairs are globally optimal. However, at this point there are no analytical tools to make stronger statements. An alternate way to interpret this result is from the perspective from game theory, as Theorems 1 and 2 say that the pairs (U max , E mean ) and (U max , E soft ) constitute Nash-equilibrium solutions [27] .
IV. INDEPENDENT OBSERVATIONS
We start with the simpler case where the sensors make independent measurements. Let X 1 and X 2 be uncorrelated scalar Gaussian random variables, i.e., the correlation coefficient ρ = 0. We will now state two necessary optimality conditions reminiscent of quantization theory [28] . The first property pertains to the optimality of an optimal estimation policy for an arbitrarily fixed scheduling policy U ∈ U.
Lemma 1 (Optimal estimator): For a fixed scheduling policy U ∈ U, the estimation policy that minimizes the mean squared error cost in Eq. (7) is the following:
Proof citation: This is the classical nonlinear filtering result. Its proof is found in many texts, such as [29, pg. 143].
Remark 3: There are two noteworthy facts about Lemma 1: (i) The optimal estimation policy is always a function of the scheduling policy. This coupling leads to the lack of convexity of Problem 1; (ii) The scheduling policy creates a coupling between the random variables X 1 and X 2 even when they are independent, which means that no matter what is received by the remote estimator should be used as side information for forming the optimal estimatesX 1 andX 2 .
Lemma 2 (Identity structure): The search for optimal estimation policies can be constrained to the set of policies E that satisfy the following identity property:
where
Proof: Let i, j ∈ {1, 2} such that i = j, then for any fixed scheduling policy U ∈ U the event Y = (i, ξ)
is equivalent to the event U = i, X i = ξ . Therefore,
DRAFT April 6, 2018 Similarly,
For the remainder of this article, every admissible estimator E ∈ E satisfies the identity property in Lemma 2 and therefore is completely specified by so-called representation functions denoted by η 1 and η 2 . This fact will be used to establish a necessary optimality condition for the optimal scheduling policy, for a given estimation policy
Lemma 3 (Generalized nearest neighbor condition): For a fixed estimation policy E ∈ E parameterized by representation functions η 1 and η 2 , the following scheduling policy minimizes the cost in Eq. (7):
Proof: Using the law of total expectation, we write:
Due to the identity structure in Lemma 2, the following holds:
For fixed representation functions η 1 and η 2 , we can construct a scheduling policy that minimizes the expression above. Let Q i be defined as:
Assign to Q 1 the points x ∈ R 2 which satisfy the following inequality:
and the remaining points are assigned to Q 2 .
Remark 4: Notice that Lemma 3 is completely independent of the joint probability density function f X .
We are now equipped to prove Theorem 1.
Proof of Theorem 1: Let the estimation policy be E = E mean . The associated representation functions are given by:
From Lemma 3, an optimal scheduling policy for E mean is:
which is equal to the max-scheduling policy U max . April 6, 2018 DRAFT Conversely, assume that the scheduling policy U = U max . Lemma 1 implies that the optimal estimator is given by:
where i ∈ {1, 2} and ξ ∈ R.
If i = 1, then:
Since ρ = 0, then the conditional probability density function is equal to:
Therefore, the representation function η 2 can be explicitly computed as:
Due to the even symmetry of the marginal Gaussian density around zero, we have:
Repeating the same steps for i = 2, leads to:
Therefore,
A. An illustrative example
For two independent Gaussian observations X 1 ∼ N (0, σ 2 1 ) and X 2 ∼ N (0, σ 2 2 ), the performance of the personby-person optimal pair of policies (U max , E mean ) is given by the following formula:
(34) Figure 2 shows the performance of this pair of policies as a function of σ 2 1 while keeping σ 2 2 = 1. In contrast with the case where the observations are not taken into account, the decision of what to transmit is based on the statistics of the source rather than the measurements. In this "open-loop" scheduling scheme, the source with the largest variance is always is transmitted, i.e., Interestingly, the optimal estimator for the policy above is:
Therefore, the performance of the open-loop scheme is thus given by the following expression:
(37) Figure 2 shows the performance of the two schemes and the improvement achieved by the max-scheduling policy, which schedules the transmissions among sensors dynamically. The gap between the two curves is the "value-ofinformation", i.e., how much we can gain from the additional information contained in the realizations for the scheduling problem.
V. THE SYMMETRIC CORRELATED CASE
The two essential properties that enabled us to come up with a simple proof for the person-by-person optimality result in Theorem 1 were: (i) The fact that the two random variables X 1 and X 2 are independent; (ii) The fact that the (conditional) Gaussian pdfs are symmetric about the mean (which is zero in this case). When considering correlated Gaussian observations, these two properties no longer hold.
We proceed with exploring the case when the variances are equal, but the observations are correlated, i.e., the covariance matrix is: In this case, the conditional density of X i | X j = ξ is:
Let us define the optimal nonlinear representation functions induced by the max-scheduling policy when the observations are symmetrically correlated. Let i, j ∈ {1, 2} such that i = j. Then, under the max-scheduling policy we have:
Notice that, due to the symmetric variances, the two nonlinear estimates corresponding to i = 1, 2 given by the expression above are equal. This leads to the nonlinear soft-thresholding representation function:
The representation function η(ξ) is shown in Fig. 3 . It is straightforward to show that η has odd symmetry. We state this fact without proof as a lemma. 
In the proof of Theorem 2, we will make extensive use of two auxiliary functions.
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Definition 4 (Auxiliary functions): Let P and T be defined as follows:
The fact that P and T possess certain monotonicity properties is of paramount importance in the proof of Theorem 2.
Lemma 5 (Monotonicity of P and T ): Let ξ 1 , ξ 2 ∈ R. For all ξ 1 and ξ 2 such that ξ 1 ≤ ξ 2 , then:
Proof: See Appendix A.
We are now equipped to prove Theorem 2.
Proof of Theorem 2: Assuming that U = U max , due to the symmetry of the pdf, Lemma 2 implies that the optimal estimator E U max is characterized by a single representation function η(ξ) in Eq. (14) as follows:
We will show that this choice of estimation policy implies, via Lemma 3, the optimality of the max-scheduling policy. Define the function H : R 2 → R such that:
The function above can be rewritten using the two auxiliary functions P and T from Eqs. (43) and (44) as follows:
Lemma 3 implies the optimal scheduling policy given by:
Partition of R 2 into eight subsets A 1 , · · · , A 8 depicted in Fig. 4 . Let x ∈ A 1 , which is characterized by x 1 ≥ 0,
x 2 ≥ 0 and x 1 ≥ x 2 . Lemma 5 implies that:
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Together, Eqs. (54) and (55) imply:
Similarly, if x ∈ A 2 , we have:
On the other hand:
Proceeding in a similar way, making use of the Lemmas 4 and 5, we can cover all the eight regions. Thereby,
showing that for each of the eight regions all the points either satisfy
Thus, equivalently showing that:
VI. THE DECORRELATING TRANSFORMATION APPROACH
In this section, we propose a person-by-person optimal solution to the scheduling of two arbitrarily correlated Gaussian sources by using pre-and post-processing blocks on the observations and the estimates. The idea is to "decorrelate" the two observations using an invertible linear transformation, use the max-scheduling/mean-estimation policy on the transformed random variables, and then "correlate" the estimates using the inverse transformation.
This strategy is depicted in the block diagram of Fig. 5 .
Consider the eigendecomposition of symmetric positive definite covariance matrix Σ:
where WW T = I, and Λ is a diagonal matrix. Using the matrix W, define the following scheduling and estimation policies:
and is a person-by-person optimal solution to Problem 1.
Proof: Let W be computed from the eigendecomposition of Σ, and denote
Letx ∈ R 2 be defined asx def = Wx. Assuming that the estimator uses policy E dec , then the optimal scheduling decision rule is to transmitx 1 if:
Recalling that x = W Tx , we have:
Since W is a unitary matrix, the inequality above is equivalent to:
Conversely, assume that the scheduler uses U dec . Let i, j ∈ {1, 2} such that i = j. Then,
Computing the expectation above gives:
and, for j = i, we have:
SinceX i ⊥ ⊥X j , and fX j is an even function, we have:
Remark 5: Despite the fact that (U dec , E dec ) is person-by-person optimal for Problem 1, we will show later that this is a suboptimal solution in general. For example, for a symmetric correlated source, the pair (U max , E soft ) yields a smaller cost, albeit the difference in performance is not large. We conjecture that, in general, the globally optimal estimation policy is nonlinear. However, Theorem 3 is a useful result because it leads to person-by-person optimal policies for Gaussian sources of arbitrary dimension as we will formally state in Section VIII.
VII. LINEAR MINIMUM MEAN SQUARED ERROR ESTIMATORS
Up to this point, we have obtained person-by-person optimal solutions to Problem 1, which is defined over infinite dimensional policy spaces. In this section, we will consider the design of jointly optimal scheduling and estimation policies when the estimation policies are constrained to belong to the parametrizable class of piecewise linear estimation policies. 
The set of all admissible piecewise linear estimation policies is denoted by E linear . 
where the objective function J q : R 2 → R is defined as:
Proof: Recalling the cost functional:
If E ∈ E linear , then the cost can be rewritten in integral form as:
For arbitrarily fixed constants a 1 , a 2 ∈ R, the optimal scheduling policy U a is given by:
Therefore, we may, without loss of optimality, define a new cost solely in terms of a ∈ R 2 :
which is equal to the expression in Eq. (77).
Theorem 4: Consider two symmetric correlated Gaussian sources with variance σ 2 and correlation coefficient ρ.
Constraining the estimator to belong to the class of piecewise linear functions, the policy pair (U max , E linear a ) is globally optimal for Problem 1, where:
Proof: See Appendix B.
Remark 6:
The performance of the scheduling/estimation schemes of Sections V, VI and VII-A are displayed in Fig. 6 for symmetric correlated Gaussian sources with variance σ 2 = 1. The system implementing max-scheduling and nonlinear soft-thresholding estimation of Theorem 2 has the best performance. We conjecture that this is indeed the globally optimal performance in this case. The performance of the decorrelating transformation approach followed by max-scheduling and mean-estimation of Theorem 3 has the second best performance, and as we can see, it shows that a person-by-person optimal solution is not necessarily optimal. Finally, the worst performance is of max-scheduling followed by the optimal linear estimator of Theorem 4. Despite being suboptimal, this is a globally optimal solution among the class of all possible piecewise linear estimators. Therefore, we can trustfully state that this solution cannot be improved upon, whereas the other two strategies do not share this feature. Fig. 6 . Performance of three different scheduling and estimation schemes for symmetric correlated Gaussian sources with variance σ 2 = 1.
B. Optimization via the Convex-Concave Procedure
Notice that the equivalent optimization problem stated in Proposition 1, although finite dimensional, it is still a non-convex stochastic program. Unlike the symmetric case, a closed form solution to this problem for the general case is not known. However, in our subsequent analysis we will decompose the cost into a difference of convex functions and derive an efficient numerical optimization algorithm to compute locally optimal solutions using the so-called Convex-Concave Procedure [30] .
Define the functions F, G: R 2 → R such that:
and
The cost function in Eq. (77) can be expressed as a difference of convex functions as follows:
The convex-concave procedure (CCP) for minimizing J q is given by the following algorithm:
where G affine (a; a (k) ) def = G(a (k) ) + g(a (k) ) T (a − a (k) ) (87) DRAFT April 6, 2018 and g(a) is a subgradient of G(a). We solve the optimization problem in Eq. (86), by using the first order optimality condition:
∇F(a ) − g(a (k) ) = 0.
Since the function F is differentiable in both of its arguments, its gradient can be explicitly computed:
which leads to the following dynamical system:   a 
The sequence {a k } ∞ k=1 defined by the system above always converges to a critical point of J q [31] . In order to compute a subgradient g(a), we use the rules of (weak) subgradient calculus [32] .
Proposition 2: The map g : R 2 → R 2 defined as:
is a subgradient of G(a) defined in Eq. (84).
Proof: Let the function G(a; x) be defined as:
G(a; x) def = max G 1 (a; x), G 2 (a; x) ,
where G 1 (a; x) def = (x 1 − a 1 x 2 ) 2 (93) and G 2 (a; x) def = (x 2 − a 2 x 1 ) 2 .
Therefore, G(a) = E G(a; X) .
In order to construct a subgradient of G(a), we first find a subgradient g(a; x) of G(a; x) and take its expectation with respect to x.
At the points where G 1 (a; x) > G 2 (a; x), then When G 1 (a; x) = G 2 (a; x), either one of the gradients above can be chosen as a subgradient of G(a; x). The following choice is a valid subgradient of G(a; x): g(a; x) = ∇G 1 (a; x)1 G 1 (a; x) ≥ G 2 (a; x) + ∇G 2 (a; x)1 G 1 (a; x) < G 2 (a; x) .
Finally, we let g(a) def = E g(a; X) ,
which is a subgradient of G(a).
Remark 7:
In principle, the CCP algorithm above does not guarantee that the solutions found through the algorithm are globally optimal. However, in the case considered in this paper where two scalar Gaussian sources are being scheduled, the finite dimensional cost function can be visualized (as in Fig. 7 ) and the global optimality of the solutions can be empirically verified. Table I shows the solutions found by the CCP algorithm for sources with variances σ 2 1 = 5 and σ 2 2 = 7 and several values of the correlation coefficient ρ. For all the entries in Table I the solutions were verified to be globally optimal. One advantage of this numerical scheme is that it can be used for jointly designing schedulers and piecewise linear estimators for any pair of sources, regardless of their joint distribution.
VIII. EXTENSIONS
Theorem 1 can be extended to any number of sensors observing independent zero mean Gaussian random variables. This is a significant generalization of the two sensor case considered in Section IV. Let x ∈ R n and consider the following generalization to the max-scheduling and mean-estimation strategies for n ≥ 2: where e i is the i-th standard basis vector in R n , i ∈ {1, 2, · · · , n} and ξ ∈ R.
Theorem 5: If X ∼ N 0, diag(σ 2 1 , σ 2 2 , · · · , σ 2 n ) , then (U max , E mean ) is a person-by-person optimal solution to Problem 1.
At this point it is unclear if Theorem 2 can also be generalized to an arbitrary number of sensors with correlation structures that display some kind of symmetry, and it is a topic for future research. However, Theorem 5 is useful for the scheduling of n sensors with arbitrary correlation matrix provided that we use the pre-and post-processing using the decorrelating transformation derived from its eigendecomposition in the same spirit of Section VI. We present the generalization of Theorem 3 to an arbitrarily n-dimensional correlated Gaussian source.
Theorem 6: Let X ∼ N 0, Σ) and the unitary matrix W be obtained from the eigendecomposition of the covariance matrix as Σ = WΛW T . Define
where U max and E mean are given by Eqs. (100) and (101). The pair (U dec , E dec ) is a person-by-person optimal solution to Problem 1.
IX. CONCLUSIONS
We have presented a new approach to sensor scheduling where a centralized agent observes the realization of a bivariate Gaussian source and chooses a single component to be transmitted to a remote estimator. The motivation for this problem comes from constraints in networked control and estimation, where a single packet can April 6, 2018 DRAFT be reliably transmitted over a communication link. This problem can also be viewed as a data-driven dimensionality reduction problem. Similarly to the "Witsenhausen's counter-example", the design of globally optimal scheduling and estimation policies is elusive due to the lack of convexity of the overall optimization problem caused by signaling. However, we can prove the person-by-person optimality of a pair of policies in two important particular cases: independent observations; and symmetrically correlated observations. In both cases the optimal (in the person-by-person sense) scheduling policy consists of selecting the measurement with the largest magnitude to be transmitted. Interestingly, this scheduling scheme provides the receiver with upper and lower bounds which can be used for estimating the non-transmitted measurement. In the independent case, the person-by-person optimality result can be extended to any number of sensors. We also showed how to use the first person-by-person result to obtain suboptimal policies for the general correlated Gaussian case, where a pre-processing linear decorrelating transformation followed by a max-scheduler is used. On the receiver end, the mean-estimation policy is followed by the inverse transformation. Finally, we have considered the joint design of scheduling and estimation policies for a bivariate Gaussian source when the estimator is constrained to the class of piecewise linear estimators. In this case, we obtained globally optimal solutions to the non-convex optimization problem by using the Convex-Concave Procedure.
Opportunities for future work: This work aims to initiate an entire class of problems in sensor scheduling, which we refer to as observation-driven sensor scheduling. One important topic for future investigation is to prove the conjecture that the pair (U max , E mean ) is globally optimal for the two main cases in the first part of the paper. We believe that the proof of global optimality will involve results from information theory, such as the data-processing inequality and rate-distortion function for Gaussian sources as in [33] . A similar approach was used in [23] to prove the joint optimality of linear transmission and estimation policies for the "Gaussian Test Channel". A second topic for future work is to bound the performance of the separated design using the decorrelating transformation for an arbitrary number of sensors, in order to obtain a performance guarantee. Also, extending the person-byperson optimality result for a Gaussian source with a correlated structure under suitable symmetry structures in the covariance matrix. Finally, to investigate how this theory would apply for more general joint distributions, and possibly accounting for situations where the joint distribution is unknown or needs to be estimated from data. 
where η is defined in Eq. (14) . The function P can be alternatively expressed as:
DRAFT April 6, 2018 where X ∼ N ρα, σ 2 (1 − ρ 2 ) . Since P is an odd function, we can constrain our analysis to α ≥ 0, without loss of generality. Therefore, we assume that:
Notice that, when conditioned on {−α ≤ X ≤ α}, the following inequality holds:
α − X ≥ 0 a.s.
Therefore, we can rewrite P as:
Define the following function:
and notice that W(α, t) = 0, t ≥ 2α.
For any fixed t ∈ [0, 2α], the function W(α, t) is monotone increasing in α. In order to show this, consider
The fact that t ∈ [0, 2α] implies that the derivative of f with respect to α satisfies:
We proceed to define g as:
It can be easily verified that g is monotone increasing. Therefore,
Since
we have:
which implies that W(α, t) is a monotone increasing function of α for all t ∈ [0, 2α]. Since
is a superposition of monotone increasing functions, the function P(α) is also monotone increasing. The proof of monotonicity of T (α) follows the same sequence of steps and is omitted for brevity. Proof: When the sources are symmetric, we may constrain the optimization of J q to a 1 = a 2 = a ∈ R without loss of optimality. Therefore, 
The symmetry of the sources implies that the first order derivative with respect to a is:
Therefore, the first order optimality condition implies that
It can be shown that a computed above satisfies a < 1.
