Abstract
Introduction
Recently, recognition of web documents and characters in natural scenes has emerged as a hot, demanding research topic [1] .
Our research focuses on single-character recognition in scene images with a wide variety of image degradations and complex backgrounds.
First of all, figure-ground discrimination or correct binarization of color characters in scene images is a crucial step to the success of subsequent recognition [2] , [3] .
On the other hand, because there is only a limited quantity of data against a wide variety of fonts and image degradations, we come up against the challenging problem of distortion-tolerant character recognition under the condition of a small sample size.
This paper proposes a new technique of figureground discrimination of color characters in scene images following two steps: temporary binarization using an optimal threshold along a maximum betweenclass separability axis in the RGB color space determined by Otsu's criterion [4] and figure-ground determination using common characteristics that a character pattern should have. Then, in distortiontolerant recognition of correctly binarized characters we compare our GAT correlation method [5] against the well-known tangent distance [6] , where both methods use only a single template for each of 62 alphanumeric characters. We demonstrate successful experimental results made on the public ICDAR 2003 robust OCR dataset [7] containing a wide variety of single-character images in natural scenes.
ICDAR 2003 robust OCR dataset
Several datasets used in ICDAR 2003 robust reading competitions are available for download from the website [7] . We use the robust OCR dataset containing JPEG single-character images in natural scenes. In particular, we select a total of 698 images from "Sample" subset. Figure 1 shows our examples of images with a wide variety of image degradations and complex backgrounds. 3. Figure-ground First, color points of all pixels in an input image are projected onto an arbitrarily chosen axis in the RGB color space. Here, we adopt spherical polar coordinates, (r, θ, ϕ), in 3D color space, and try all axes with angles, (θ, ϕ), selected at intervals of p degrees, respectively. Namely, a total of (180/p) × (180/p) axes in 3D color space are considered.
Second, for each point distribution on a chosen axis we calculate maximum between-class separability by setting an optimal threshold according to the Otsu's binarization technique [4] .
Finally, we select the axis that gives the largest between-class separability and the threshold for temporary binarization of the input image. Here, from the viewpoint of figure-ground discrimination it is clear that this binarization result is only temporary because there are two possibilities of either class being a character.
Figure-ground determination using common characteristics of characters
We assume that an input image contains only one character and a character belongs to alphanumeric characters as shown in Fig. 1 .
Granting this assumption, we can enumerate common characteristics that such single-character images should have as follows.
(i) The majority of pixels on the image periphery belong not to a character but to a background.
The number of connected components in a character is one except "i" and "j."
The width of a character is narrower than that of a background. Based on these common characteristics we propose a procedure for figure-ground determination written in a pseudo-code as shown below.
If the figure-to-ground ratio on the image periphery is less than a threshold value of Th, then consider the present binarized image as the correct one and goto END. Else if the figure-to-ground ratio on the image periphery is more than the inverse of Th, then consider the reversed image as the correctly binarized one and goto END. Else if the width of a figure is narrower than that of a ground, then consider the present binarized image as the correct one and goto END. Here, we define the width of a figure or a ground in the image as twice the number of erosion operations [8] applied to the corresponding region until it vanishes. Else consider the reversed image as the correctly binarized one and goto END. END: Select and save only the maximum connected component of the figure and output the resultant image as the final result of figure-ground discrimination. Figure 2 shows successful examples of figureground discrimination. Here, we set the value of Th at 0.5. 4. Distortion-tolerant recognition using a single template per category
Preprocessing and template preparation
As preprocessing position and size normalization is applied to each input binary image by using moments. Namely, the center of gravity of black pixels is shifted to the center of the image, and the second moment around the center of gravity is set at the predetermined value. Then, we obtain a normalized image of size 28 × 28, and an averaging filter of size 3 × 3 is applied one time to the binary image to generate a gray-scale image.
On the other hand, we use the "HGP Gothic E" font set for 62 alphanumeric characters as templates.
Position and size normalization and averaging filtering is also applied to each image of templates. Figure 3 shows examples of templates. Fig. 3 . Examples of templates.
Tangent distance
By using a set of predefined geometric or topographical transformations applicable to an input image, f, and each template, g, we generate a tangent vector corresponding to each geometric or topographical transformation. It is to be noted that all elements of both input/template images and tangent vectors are gray-scale values in the image plane.
The tangent distance, D T (f, g), is calculated as the minimum distance between two hyper-planes expanded by a set of tangent vectors around the input image and each template given by Tangent vectors are obtained via convolution between input/template images and Gaussian filters operated by corresponding geometric or topographical transformations.
We deal with seven kinds of geometric or topographical transformations: horizontal and vertical translations, rotation, scale-change, two-hyperbolic transformations, and line thickening or thinning [6] .
GAT correlation method
First, both an input image, f = {f(r)}, and each template, g = {g(r)}, are linearly transformed to take the zero mean and the unit variance. As a result, a normalized cross-correlation value is made equal to an inner product (f, g).
Next, we apply affine transformation, A and b, to the input image and generate the affine-transformed input image, f*, where A is a 2×2 matrix representing scale-change, rotation, and shearing; and b is a twodimensional translation vector.
Here, optimal affine transformation components that maximize the value of normalized crosscorrelation are given by To resolve this problem, we substitute the above objective function of (f*, g) with a differentiable one with respect to A and b defined by
where D is a parameter that controls the spread of a Gaussian kernel [5] .
Then, we adopt the successive iteration method by iteratively updating the image f* of Eq. 2 using the sub-optimal solution that maximizes Eq. 3. For details please see Ref. [5] .
The matching measure of the GAT correlation method is a maximized normalized cross-correlation value via optimal affine transformation.
Finally, it is to be noted that f(r) and g(r) in the GAT correlation method can be any features in the image plane. On the other hand, the tangent distance can use no features besides gray-scale values.
Experimental results
In experiments we use a total of 698 images of single characters in natural scenes as test images. Our first concern is the ability of figure-ground discrimination of color characters by the proposed method. The second concern is a comparison between the GAT correlation method and the tangent distance in distortion-tolerant recognition of correctly binarized characters.
First, Table 1 shows experimental results of figureground discrimination. Figure 4 shows unsuccessful examples of figureground discrimination.
From Table 1 and Fig. 4 , it is found that the task of temporary binarization poses a more serious problem than that of figure-ground determination does. In recognition experiments, a total of 526 correctly binarized characters are fed into the GAT correlation method and the tangent distance. As one of the most popular features other than gray-scale values gradient features are also used in the GAT correlation method. Table 2 shows recognition rates. Moreover, using artificially rotated templates we evaluate the robustness against rotation which cannot be compensated for by position and size normalization. Figure 5 shows the relation between rotation angles and mean of normalized cross-correlation values using 62 artificially rotated alphanumeric templates at each angle.
From Fig. 5 , it is clear that the GAT correlation method is superior to the tangent distance in robustness against rotation at an angle of more than 20 degrees. 
Conclusion
Recognition of color characters in scene images with a wide variety of image degradations and complex backgrounds is one of the most interesting, challenging topics in the arena of pattern recognition research.
We proposed a new, promising technique composed of figure-ground discrimination and distortion-tolerant matching under the condition of a small sample size.
Experiments using a total of 698 single-character images extracted from the public ICDAR 2003 robust OCR dataset have achieved a correct figure-ground discrimination rate of 75.3% and a correct character recognition rate of 94.1% by the GAT correlation method.
Future work is to further improve the ability of figure-ground discrimination by making full use of both top-down knowledge about image defect models and bottom-up color information in a more powerful way. Also, distortion-tolerant recognition in a more sophisticated feature space should be investigated.
