Abstract: Data mining techniques have been widely used in various applications. Binary search tree based frequent items is an effective method for automatically recognize the most frequent items, least frequent items and average frequent items. This paper presents a new approach in order to find out frequent items. The word frequent item refers to how many times the item appeared in the given input. This approach is used to find out item sets in any order using familiar approach binary search tree. The method adapted here is in order to find out frequent items by comparing and incrementing the counter variable in existing transactional data base or text data. We are also representing different approaches in frequent item sets and also propose an algorithmic approach for the problem solving.
I.INTRODUCTION
A variety of data mining problems have been studied to help people to get insight information in the huge amount of data. We explored some of the algorithms in order to find out frequent item sets such as the appriori algorithm, in order to improve the efficiency of apriori frequent pattern tree (FP-tree), Mining frequent item sets using vertical data format. In this paper we mainly concentrate how to construct binary search tree to find out frequent item sets for the given transaction data base or text data base. A set of items is referred to as item set. An item set that contains k items is called k-item set. For example {bike, helm ate} is two item set. The frequency occurrence of items is number of time appeared in transactional data base, occurrence of word in text data base. We need to take all the item sets from the transactional data base or all the text data, find out frequent items we construct binary search tree according to the rules of i.e the value of the left child always less than the root, value at the right child greater than the root, if there is any sub tree it must be binary search tree.
Searching frequent 1-itemsets:
The first iteration of Apriori, whose pseudo code is shown in below, is very simple. F1 is optimally built by counting all the occurrence of each item i є {1,2,…m} in every t є D. an Array of m positions is used to store the item counters. Occurrences are counted by scanning D, and the items having minimum support are included into F1. Apriori is a seminal algorithm proposed by R.
Agrawal and R. Srikant in 1994 for mining frequent item sets for Boolean association rules. The name of the algorithm is based on the fact that the algorithm uses prior knowledge of frequent item set properties, as we shall see following. Apriori employs an iterative approach known as a level-wise search, where k-item sets are used to explore (k+1)-item sets. First, the set of frequent 1-item sets is found by scanning the database to accumulate the count for each item, and collecting those items that satisfy minimum support. The resulting set is denoted L1.Next, L1 is used to find L2, the set of frequent 2-itemsets, which is used to find L3, and so on, until no more frequent k-itemsets can be 
simply ensures that no duplicates are generated. The resulting itemset formed by joining l1 and l2 is l1 [1] , l1 [2] , : : : T100  I1, I2, I5   T200 I2, I4   T300 I2, I3   T400  I1, I2, I4   T500  I1, I3   T600  I2, I3   T700  I1, I3   T800  I1, I2, I3, I5   T900  I1, I2, Therefore, remove fI2, I4, I5g fromC3.
The prune step:Ck is a superset of
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h. Therefore, C3 = ffI1, I2, I3g, fI1, I2, I5gg after pruning.
8.
The algorithm uses L3 on L3 to generate a candidate set of 4-itemsets, C4. Although the join results in ffI1, I2, I3, I5gg, this itemset is pruned because its subset ffI2, I3, I5gg is not frequent.
Thus, C4 = f, and the algorithm terminates, having found all of the frequent itemsets.
Step 1 of Apriori finds the frequent 1-itemsets, L1.
In steps 2 to 10, Lk 1 is used to generate candidates Ck in order to find Lk for k _ 2. The apriori gen procedure generates the candidates and then uses the Apriori property to eliminate those having a subset that is not frequent (step 3). This procedure is described below. Once all of the candidates have been generated, the database is scanned We can't apply association rules; we got most frequent item sets. In our proposal system we can get all frequent items in order and also apply negative association rules. In order to find frequent items we taken the given transactional data sets. Let us take the example in [1] , [2] ,
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