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RÉSUMÉ 
Nous étudions le dictionnaire de passage entre deux décompositions de Peirce de 
ce type d’algèbre et les morphismes ad hoc qui entrent en jeu. 
1. INTRODUCTION 
Les algèbres pondérées ( A, o) vérifiant x13] = W(X>~X ont été approchées 
selon trois points de vue: S. Walcher [5] établit que ces algèbres sont 
génétiques et il montre qu’elles ne sont pas en général des train-algèbres de 
rang 3 bien qu’elles soient obtenues à partir de l’équation 2 x3 - o(x)x2 - 
w(x)‘x = 0 (cf. [2]). Puis, dans [l], en partant de la notion de relations 
polynômiales symétriques on établit qu’il suffit que w soit une forme linéaire, 
sa multiplicativité résultant de la relation xL3] = w(x>~x. Enfin, dans [4] ces 
algèbres apparaissent comme étant de Bemstein d’ordre 0 et de période 2, 
notées B(0, 2)-algèbres; nous garderons cette appellation. On y démontre 
que si K est un corps de caractéristique 2 ou si A est une algèbre associative 
alors toute B(0, 2)-alg’b e re est quasi-constante. Par conséquent dans ce qui 
suit K est un corps commutatif de caractéristique z 5 (non nécessairement 
infini) et A une K-algèbre commutative, non associative. 
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2. STRUCTURE DE L’ALGÈBRE 
DÉFINITION 2.1. Une algèbre pondérée ( A, w) est B(0, 2) si xi31 = 
O(X)~X pour tout x dans A et il existe y E A, y2 Z w(y 
PROPOSITION 2.2. Les énoncés suivants sont équivalents: 
(a) A est me B(0, 2haZgèbre. 
(b) Zl existe e E A, e2 = e et on a A = Ke @ U @ V, U = {x I ex = $>, 
V = {x 1 m = - t$], avec V # {0}, U2 C V, V2 C V, WC U, x2(xy) = 0 
pour tout x E U @ V, y E A. 
(c) Zl existe un idéal S, e E A, z E S tels que codim S = 1, e2 = e, 
ez= -$z#O,etpourtoutxES, y E A, e(ex) = ax, 2(xyj2 + x2y2 = 0. 
Démonstration. (a) * (b): Pour l’existence d’un idempotent dans A, la 
décomposition Ker o = U @ V et les inclusions on se référera à [S]. On a 
V # {0}, car sinon on aurait U2 = {0} d’oiì y2 = o(y y E A, ce qui 
contredit la défìnition 2.1. 
(b) * (c): L’espace S = U @ V est un idéal de A. Montrons que ai 
+x Y 2 2 = 0 pour x E S, y E A. En polarisant x2(xy) = 0 on trouve 2(xy )2 
+x Y 2 2 = 0 pour tout x, y E S. En prenant x = u + v oìì u E U, v E V 
on vérifìe sans difficulté que 2(ex)2 + ex2 = 0. 
(c) = (a): On a e e S, sinon e3 = L 4e d’où e = 0 et S = {O}. L’applica- 
tion w : Ke @J S + K, cxe + x * (Y est une pondération de A. En dévelop- 
pant 2[x(x + y)12 + x2(x + Y)~ = 0 où x E S, y E A on obtient x2(xy) = 
0. Alors par un simple calcul on vérifie que pour tout (Y E K, x E S on 
a (ae + x)[~] = a3(cWe + x). Soit 2 E S, z # 0 tel que ez = - $5; on a 
(e + z)2 # e + z, sinon z2 = 22 d’oìì 0 = íh31 = 82 ce qui est impossible. 11 
existe donc x E A tel que x2 # w( x)x c’est-à-dire que A est une B(0, 2)- 
algèbre. ??
COROLLAIRE 2.3. Soit A = Ke @ U @ V une B(0, 2)algèbre. On a A2 = 
A, dim, A > 2 et la sous-algèbre Ke @ V est une B(0, 2)-algèbre. 
Démonstration. Pour tout x E Ker w on a x = u + v = 2e(u - v) d’où 
A c A2. Le reste découle de la proposition 2.2. w 
Désormais A désignera une B(0, 2)-algèbre. 
Les relations suivantes seront souvent utilisées dans la suite. 
ALGEBRAS VERIFYING AN IDENTITY 
PROPOSITION 2.4. 
x”( “y) = 0, x(?y) = 0; x E Ker w, y EA; 
2( xy)( xz) + x2( yz) = 0; x, y, z E Ker w; 
u2x + 4u[u(e~r)] = 0, u2x - 4u[u(ex)] = 0; 
(u, 0, x) E U X V X Ker w; 
u > 3 = 0. u E U (resp.V); 
(us)t + (ut)s + (st)u = 0; u,s,t E U (resp.V); 
(US)0 = (s+J + (uu)s; 
(u,s,D) E UX UXV (resp.VXVX U). 
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Démonstration. Les relations de (1) ont été établies en [5]. Quant aux 
autres relations, en linéarisant l’identité x2(xy) = 0 (x E Ker w, y E A) on 
obtient (x,x,Xx,y) + (x,x,Xr,y> + (x,~&x~y) = 0 avec x1, x2, xg E 
Ker w, y E A. Si on pose x1 = x2 = x, xJ = z on a (21, Puis, si x1 = x2 = 
u E U, xg = x E Ker w, et y = e on a u(w) + u2(ex> = 0 d’où u[u(ex)] + 
u2[e(ex)] = 0 d’oìì (3) car e(ex> = fx. La relation (4) découle de (3). Enfin, 
si (x,, x2) = (u, s) E U X U, x3 = t E U [resp. xJ = 2) E V] et y = e, il 
en résulte (5) [resp. (611. w 
De la relation (1) il apparaît que Ker o est une algèbre de Jordan. 
Cependant, A n’est jamais de Jordan, car: 
PROPOSITION 2.5. L’algèbre A n’est pas à puissances associatives. 
Démonstration. Si A était à puissances associatives, le spectre de l’appli- 
cation L, : x + ex serait contenu dans (0, i, 1). ??
3. TRANSFORMATIONS DE PEIRCE ET AUTOMORPHISMES 
Dans [l] on établit que Ip( A) = {e + u + $” I u E U}. Dans la décom- 
position de Peirce A = Ke @ U Q V, les espaces U et V dépendent du choix 
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de l’idempotent e. Dans la proposition ci-dessous on étudie la relation entre 
deux décompositions de Peirce. 
PROPOSITION 3.1. Soient e, e’ E Ip( A), Ke @ IJ @ V et Ke’ @ U’ @ V’ 
les a%cornpositions de A relativement à e et e ‘. Alom il existe un unique s E U 
tel que U’ = (u + su I u E U} et V’ = {v - sv 1 v E V}. 
Démonstration. Montrons U’ = {u -t- su I u E U}, la démonstration 
étant identique pour V’ = {u - sv 1 0 E V}. Or, il existe un unique s E U 
tel que e’ = e + s + is”. Soit x = u + v, (u, v) E U X V, alors 2e’x = 
(u + 2sv + s2u> + (-0 + 2su + s2v). Donc x E U’ si et seulement si on a 
(i): 2sv + s2u = 0 et (ii): 223 = 2.9~ + s2v. A l’aide de (1) et (3) on déduit de 
(i) que s2v = 0, d’oiì u = su et x = u + su. Réciproquement, si x = u + su, 
où s, u E U, avec les relations (1) et (3) on établit sans problème que 
2e’x = x. ??
Soit e E Ip( A); l’application s + e + s + is” étant bijective on note 
e, = e + s + is”, u, = u + su, v,~ = v - sv et Ka,> CB U, CB V, la décom- 
position de Peirce relative à e,. 
Les transformations de Peirce associées à l’idempotent e, sont les apphca- 
tions ‘p, : A + A, définies par <ps(he + u + v) = he, + u, + v,, h E K (cf. 
[3]). Elles sont linéaires et bijectives. Pour simplifìer I’écriture on notera 
CP,(X) = X, (on a, donc, (X + Y)~ = X, + ys et X, = 0 w x = 0). Enfin, on 
note P, l’ensemble des transformations de Peirce qui émergent de la décom- 
position déterminée par e,, i.e., cY = {qu9 1 u E U}. On convient que e, = e, 
IJ, = U, V, = V et P, = P. 
Ces applications ne sont pas en général des morphismes d’algèbres. En 
particulier l’image par CP, dun idempotent n’est pas toujours un idempotent 
comme on peut le voir dans l’exemple qui suit. 
EXEMPLE 3.2. Soit A = Ke CB U CB V avec (ul, u2, ua, uq} base de U, 
{Ui, v9.> V3> v4} base de V et UT = vi, u1u2 = v2, u,u3 = iv3, u,ve = - $L,, 
2_ 
u1v4 = u3, u2 - v4, u2u4 = 2 ‘V _’ 
2 
3, u2v1 = u4, u2v2 = 2U3, VlV4 = V3, V2 
1 =-- 2v3, les autres produits étant nuls. On a q”$euo) = e + Cu, + u2 
- +u,) + +(v, + 2o, + 0,) or (ui + u2 - +u,)” = (vi + 2v, + 2)J 
-1 
2V31 donc (pu$e+) e Ip( A). ??
PROPOSITION 3.3. 
(al <p,(Ip(A)) C Ip(A) = s2U2 = {Ol. 
(b) yo,(Ip( A)) + Ip( A) * sU2 + (0). 
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Démonstration. (a): Pour tout u E U, cp,(e,) E Ip( A) si et seulement si 
on a (U + s - ~su~)~ = (u + s)‘; par (1) et (31, ceci est équivalent à 
s2u2 = 0. 
(b) Pour tout u E U, cp,(e,) = es+,, - $x2. Par consequent si sU2 = 10) 
on a e, = cp,(eu _,) et donc Ip( A) C qS(Ip(A)). 
PROPOSITION 3.4. P c Aut,(A) = U2 c Ann[(Ker w>~]. 
Démonstration. Soit x = u + o, u E U, v E V. Avec les relations (3) et 
(5) on a (p,(x2> = (p,(x)2 si et seulement si [s(u - v)12 = 0, i.e., [s(ex)12 = 0 
d’oìì par la relation (2), s2x2 = 0. ??
REMARQUE 3.5. Soit cp E Aut K( A) comme <p(e) E Ip( A) il existe un 
unique s E U tel que qo = e,. ZZ s’ensuit que q(U) = US, q(V) = V, et 
que l’application f = CP,’ 0 cp vérii,fief(e) = e, f(U) = U, f(V) = V. Posons 
F = (qt’ 0 cp I t E U, p E Aut,( A), p(e) = e,]; par construction tout auto- 
morphisme s’écrit de mmière unique: CP = ‘p, 0 f. Plus généralemmt, si 
s E U, on pose F, = {CP,:’ 0 cp 1 t E U, cp E Aut,(A), cp(e,) = e,}; bien en- 
tendu, F,, = F. 
PROPOSITION 3.6. 
9, Of =fO cpf-‘(s). 
Pour toutf E F f’ Aut,( A) on a: f 0 ‘p, = <pres) 0 f et 
Dérnonstration. Il sufiit d’appliquer f 0 ‘p, et CQ 0 f à e, u E U et 
c E v. ??
THEORÈME 3.7. 
1) P, = P, VS E u CJ u 3 = (0) et s(tv> = t(w), VS, t E U, v E V. Dans 
ces conditions, P C Aut,( A). 
2) Les énoncés suivants sont équivalents 
(a) U c Ann(U2 + UV). 
(b) Pour tout s, t E U, ‘p, 0 qt E P. 
(c) Pour tout s, t E U, ‘p, 0 pt = ‘P,+t. 
(d) P est un sous-groupe abélien invariant de Aut,( A). 
Dans ces conditions, P, = P pour tout s E U. 
Démonstration. 1) Si pour tout s E U on a P, = P alors Vt E U 
il existe u E U tel que qf- = ‘p,. En identifiant les termes de ‘pt(s) = 
p,$(s - ,s~),~) = CP,(S) on deduit que: (ts)s + 2ts2 = 0 donc, par (3), U3 = 
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{O). Puk, de cp,(e,) = cp,(e,> on a u = t. Enfin, la relation s(tv> = t(w) 
découle de pt(v,) = p,(u,> et de (6). La réciproque se fait sans chfficulté. De 
U3 = (0) il vient U2(U2 + UV) = (0); p uis de s(tu) = t(su), pour tout s, 
t E U, 0 E V, avec (2) et (3) on montre que U2V2 = (O}. 
2) (dl * (bl est immédiat. On va montrer: (a) * (c) * (b) * (a) et 
(al =z. (d). (a) * (c) 11 suffit d’appliquer ps 0 40~ et v~+~ à e, u E U, D E V. 
L’implication (cl d (b) est triviale. (bl * (al Par hypothese pour tout s, 
t E U il existe u E U tel que CP, 0 pt = CP,. De (CP, 0 p,)(w) = q,(w) où 
w E U on obtient w(s + t - u> = s(tw> = 0 (2.2). Avec la même technique 
on a s(tw) = 0 quand w E V. Ceci prouve que U(U Ker( 01) = {O). (a) =j (dl 
En appliquant (3): U2 Kei(o) = (O} d’où U2 Kel(w12 = (0) donc P c 
Aut,( A), (prop. 3.4). Ensuite pour tout s E U, d’après (dl on a <p, 0 <p_, = 
id, d’où CP,’ = v_~ et P est un sous-groupe de Aut,( A); il est invariant car 
Vq E Aut,(A), u E U avec 3.5 et 3.6 on a cp 0 ‘p, = ps 0 f 0 ‘p, = 
% O <prc,, of= 4DJ"(u)o Ps of= <prc,)o CP- ??
PROPOSITION 3.8. Dans les conditions du théorèm 3.7-(2) on a: 
(a) F est un sous-groupe a!e Aut,(A) et F = Aut,(A)/P. 
(b) Pour tout s E U, F, = int,(F). 
(c) Aut,( A) est isommphe au produit semi-direct U v F. 
Démunstration. (a): On a F = {f E Aut,( A) I f(e) = e} donc F est un 
sous-groupe de Aut.( Al. Puis pour tout 40, IJ E Aut,( Al, q = ps of, 
#= ptog on a cpo+-’ = ps_(fOg-lXt)OfOg-l (cf. 3.6) d’où po$-’ E P 
w fo g-’ E P * f = g, car P n F = {id,}. Donc la restriction à F du 
morphisme Aut,( A) + Aut,(A)/P est injective. 
(b): Comme P, est un sous-groupe de Aut,( Al (car P, = P), si g E F,, il 
existe u E U tel que g = cp, of. Or, es = g(e,$> = (cp, ofo +Q(e) = 
cp,+&(elI = elI +f<s> d’où u = s - f(s) donc g = qy 0 <~f<_,~>of = 
CP, Of O Es* 
Cc>: On a (s, f>v(t, g> = Cs +f(t), f 0 g>; l’application (s, f) + ‘p, of 
est un isomorphisme de U v F sur Aut,( Al. ??
Dans l’exemple suivant P n’est pas un sous-groupe de Aut,( Al: 
EXEMPLE 3.9. Soient A = Ke @ U @ V, (ul, up, UJ base de U et {u,, 
u2} base de V avec uf = ur, u,u2 = 02, uros = - 2 3, u2v, = us, lU les autres 
produits étant nuls. On vérifie que A est B(0, 2) et on a IJ3 f {O}. 
‘3 0 0 0 
d T 0 0 
0 0 T 0 
,o 0 0 I 
auI.Ioj q ap JUOS rl # y 3aIw ‘“71, u “Yd ap s$uauml? sa7 
*{r ‘l- ) 3 3 ‘>I 3 d ‘*>I 3 a 3aQ? 
‘x23 0 0 0 
d zn U(D - r> &PJ - l)r_z 
0 0 x) U(” - 1) 
,o 0 0 I 
:n 3 s 
JnoJ mod ‘+J # ‘d speur d = “d J~OAE Jnad uo ‘$!ns !nb alduraxa‘l alJuour aI 
aumo3 ‘Jmpuada3 ‘s$y sy JUOS ,J $a d sa[qruasua Sa] uo&~~~suo3 .u?d 
m ‘O=tJ=h 
no‘p 0 = (nn)sX. ‘s red 0 = nsg + nnk ~uwId!qnur ua t1yu3 ‘0 = d = ID 
mop Ja 0 = (nn)m ‘0‘~ 0 = nsd + nnn, [(cl y] Jua!lqo uo 0 = asg + nnk 
+ sQ + nn, uo!wIaly n .wd wr?qdryntu ua ‘{o) = om auwo3 :alq!l lsa {ns 
‘on ‘s ‘n) au&s q ‘0 + (nn)s Ja 0 # (212 ?o‘p (nn)s- = (ns)n f: uo (9) 
uo!JyaJ el aa ‘0 # (ns)n anb sla3 A 3 n ‘0 3 s ‘n mop alsFa I! :{o) = Azn 
Ja {o) = z M Dam {o) # (~)fl .rasoddns ap lamad IaaD ‘g Q y X~!p 
{o) # ~~~ no (0) # z M !s anb a.wom uo sanb!uqDaJ sauyu sal naAv 
~~rpyuu~~ $sa aJq!I Jsa {zn ‘sn) anQ ‘0 = x) Jua!Jqo uo n .wd 0 = s,nk + ~TJ 
w~qd~In~ ua s!nd [cg) Ja (p) y] 0 = d e uo zn .wd ~uwId!qnuI ua 0 = s,n,L 
+ sd + n,v is *sarq! JUOS {zn ‘sn) Ja {szn ‘s ‘n) sauysr(s sal anb SUO.IJUOLLI 
:o + szn anb sIa4 n suep s la n a$spra I! 10) + ,_n IS ‘causa 1151 -9 e y “UIIJ 
aupmua (0) z (rm)n no (0) + cn uw~w!~ “7 uo~~v_wucnya 
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Notons que F est isomorphe à K * x K x { - 1, 1) munit de la structure 
de groupe définie par (cz, P, EXLY’, P’, E’) = ((YLY’, (Y’P + E’@‘, EE’). 
Neus rewwrcions le Referee puur ses remurques judicieuses. 
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