Information systems with witnesses have been introduced in [13] as a logic-style representation of L-domains: The category of such information systems with approximable mappings as morphisms is equivalent to the category of L-domains with Scott continuous functions, which is known to be Cartesian closed. In the present paper a direct proof of the Cartesian closure of the category of information systems with witnesses and approximable mapppings is given. As is shown, the collection of approximable mappings between two information systems with witnesses comes with a natural information system structure.
Introduction
In a recent paper [13] , the author introduced information systems with witnesses as a logicstyle representation of L-domains. L-domains have independently been introduced by Coquand [5] and Jung [10, 11] and are known to form one of the two maximal Cartesian closed full subcategories of the continuous domains. They generalise the bounded-complete ones: whereas in a bounded-complete domain every bounded subset has a global least upper bound, in an L-domain such sets may have different local least upper bounds depending on the upper bounds they have.
The idea to represent classes of domains via logical calculi goes back to Dana Scott's seminal 1982 paper [12] , in which he introduced information systems to capture the boundedcomplete algebraic domains. An information system consists of a set of tokens to be thought of as atomic statements about a computational process, a consistency predicate telling us which finite sets of such statements contain consistent information, and an entailment relation saying what atomic statements are entailed by which consistent sets of these. Theories of such a logic, also called states, i.e. finitely consistent and entailment-closed sets of atomic statements, form a domain with respect to set inclusion. A state represents consistent information. So, any finite collection of substates must contain consistent information as well, and this fact is witnessed by any of its upper bounds.
↓ ↓ B x = { u ∈ B | u ≪ x } contains a directed subset with least upper bound x. Note that the set of all compact elements of D is included in every basis of D. A directed-complete partial order D is said to be continuous (or a domain) if it has a basis and it is called algebraic (or an algebraic domain) if its compact elements form a basis. A pointed bounded-complete domain is called bc-domain. Standard references for domain theory and its applications are [8, 7, 2, 14, 3, 6] .
Lemma 2.1 In a poset D the following statements hold for all x, y, z ∈ D:
1. The approximation relation ≪ is transitive.
2. x ≪ y =⇒ x ⊑ y.
3. x ≪ y ⊑ z =⇒ x ≪ z.
If D has a least element ⊥, then ⊥ ≪ x.

If F ⊆ ↓ x ∩ ↓ y such that the least upper bounds
x F and y F , respectively, exist relative to ↓ x and ↓ y, then
If D is a continuous domain with basis B, and M ⊆ fin D, then
where M ≪ x means that m ≪ x, for any m ∈ M . Property 6 is known as the interpolation law. Obviously, every bc-domain is an L-domain. As has been shown by Jung [10, 11] , the category L of L-domains is one of the two maximal Cartesian closed full subcategories of the category CONT ⊥ of pointed domains and Scott continuous maps. The same holds for the category aL of algebraic L-domains with respect to the category ALG ⊥ of pointed algebraic domains. The one-point domain is the terminal object in these categories and the categorical product D × E of two domains D and E is the Cartesian product of the underlying sets ordered coordinatewise.
For domains D and D ′ and basic elements d ∈ D and d ′ ∈ D ′ the single-step function
As is well known, every Scott continuous function f : D → D ′ is the least upper-bound of all single-step functions approximating it:
In general, however, the set of these single-step functions is not directed. A way to get out of this problem is to require the existence of joins of bounded finite collections of single-step functions. Such joins are called step functions.
If D ′ is bounded-complete, the pointwise least upper bound
The cost of generalising this to the case of L-domains is at least the burden of bookkeeping where least upper bounds are taken. In particular, if (d ν ց d ′ ν ), ν = 1, . . . , n, are single-step functions below f , then their least upper bound in ↓f , written
, is given by
Information systems with witnesses
In this section, the ideas outlined in the introduction are made precise: An information system with witnesses consists of a set A of tokens, a consistency predicate CON classifying which finite sets of tokens are consistent with which token as witness, and an entailment relation between pairs of consistent sets and associated witnesses on the one side, and arbitrary tokens on the other. The conditions that have to be satisfied are grouped. There are requirements which consistency predicate and entailment relation have to meet in which the consistency witness is kept fixed. They are well known from Scott's information systems and Hoofman's extension of this notion to the continuous case. In addition, we find conditions that specify the interplay between consistency witnesses. Note that we sometimes write X ∈ CON(i) instead of (i, X) ∈ CON. Proofs of the results can be found in [13] . Definition 3.1 Let A be a set, ∆ ∈ A, CON ⊆ A × P f (A), and ⊢ ⊆ CON ×A. Then (A, CON, ⊢, ∆) is an information system with witnesses if the following conditions hold, for all i, j, a ∈ A and all finite subsets X, Y of A: 9. {i} ∈ CON(j) ⇒ CON(i) ⊆ CON(j) 10 . {i} ∈ CON(j) ∧ X ∈ CON(i) ∧ (i, X) ⊢ a ⇒ (j, X) ⊢ a 11. {i} ∈ CON(j) ∧ X ∈ CON(i) ∧ (j, X) ⊢ a ⇒ (i, X) ⊢ a All requirements are very natural: Each token witnesses its own consistency (1). If the consistency of some set is witnessed by i, the same holds for all of its subsets (2). ∆ is entailed by any set of information and each of its witnesses, i.e., it represents global truth (3). By (4) entailment preserves consistency. If a set X with consistency witness i entails a, so does any bigger set with the same witness (5). For fixed witness, entailment is transitive (6) . Consistency and entailment are preserved when moving from a witness i to another one j with respect to which i is consistent (9, 10) . Moreover, entailment is conservative in that case: what is entailed with respect to witness j from a set consistent with respect to i is already entailed with respect to i (11). Conditions (7) and (8) are both interpolation properties. They can be combined into one, called Global Interpolation Property.
Lemma 3.2 Let
A be a set, ∆ ∈ A, CON ⊆ A × P f (A), and ⊢ ⊆ CON ×A such that Axioms 3.1 (4, 5, (9) (10) (11) are satisfied. Then Axioms 3.1 (7, 8) hold if, and only if, for all i ∈ A, X ∈ Con i and F ⊆ fin A,
where
The next result extends Condition 3.1(7).
Lemma 3.3 Let
A be a set, ∆ ∈ A, CON ⊆ A × P f (A), and ⊢ ⊆ CON ×A such that Axioms 3.1 (4, 5, 7) are satisfied. Then the following rule holds, for all a ∈ A, F ⊆ fin A and
Because of Axiom 3.1(5) we therefore have that (i, Z) ⊢ F .
Sometimes a stronger requirement than 3.1(6) is needed which reverses Condition 3.1(7).
Lemma 3.4 Let (A, CON, ⊢, ∆) be an information system with witnesses. Then the following rule holds, for all a ∈ A and (i, X), (j, Y ) ∈ CON,
To relate information systems to domains, the notion of state is required.
Definition 3.5 Let (A, CON, ⊢, ∆) be an information system with witnesses. A subset x of A is a state of (A, CON, ⊢, ∆) if the following three conditions hold:
As follows from the definition, states are subsets of tokens that are finitely consistent (1) and closed under entailment (2) . Furthermore, each token in a state is derivable (3), i.e. for each token the state contains a consistent set and its witness entailing the token.
By Condition 3.5(1) states are never empty: Choose F to be the empty set. Then the state contains some i with ∅ ∈ CON(i).
Note that Conditions (1,3) in Definition 3.5 can be replaced by a single requirement.
Proposition 3.6 Let (A, CON, ⊢, ∆) be an information system with witnesses and x be a subset of A. Then Conditions 3.5(1) and (3) together are equivalent to the following statement:
With respect to set inclusion the states of A form a directed-complete partially ordered set, denoted by |A|. Moreover, the consistent subsets of A generate a canonical basis of |A|.
Then [X] i is a state and for every z ∈ |A|, the set of all [X] i with {i} ∪ X ⊆ z is directed and z is its union. This result allows characterising the approximation relation on A in terms of the entailment relation. The characterisation nicely reflects the intuition that x ≪ y, if x is covered by a "finite part" of y.
Proposition 3.7 For x, y ∈ |A|,
Because of Axioms 3.1(1,2) we have that ∅ ∈ CON(i), for all i ∈ A. Moreover, with Axioms 3.1 (3, 4) , it follows that {∆} ∈ CON(j), for all j ∈ A. As is easily verified, [∅] 
Local least upper bounds can be computed in a similar way as directed least upper bounds. Let x, y, z ∈ |A| so that x, y ⊆ z. Then
is the least upper bound of x and y in ↓ z. 
Let us see next when L(A) is algebraic.
Definition 3.9 Let (A, CON, ⊢, ∆) be an information system with witnesses. An element
Obviously, [V ] j is compact, for every reflexive (j, V ) ∈ CON. We denote the subset of reflexive elements of CON by CON refl . Theorem 3.10 Let (A, CON, ⊢, ∆) be an information system with witnesses. Then L(A) is algebraic if, and only if, the information system A satisfies Condition (ALG) saying that for all (i, X) ∈ CON and F ⊆ fin A,
Condition (ALG) is a global interpolation requirement. Similarly to Lemma 3.2 it is equivalent to a local condition.
Lemma 3.11 Condition (ALG) holds if, and only if, the following Condition (SALG) is
satisfied for all (i, X) ∈ CON and a ∈ A,
In Scott's information systems a finite set of tokens is consistent, if it has a consistency witness, independently of which token this might be. This provides us with a condition forcing an information system with witnesses to generate a bounded-complete domain.
Theorem 3.12 Let (A, CON, ⊢, ∆) be an information system with witnesses. Then L(A) is bounded-complete, and hence a bc-domain, if the information system A satisfies Condition (BC) saying that for all X ⊆ fin A and i, j ∈ A,
It is unknown whether the requirement on A is also necessary. So far, we have seen that information systems with witness generate L-domains. But the converse holds as well: Every L-domain defines a canonical information system with witnesses such that the L-domain generated by it is isomorphic to the given domain.
Let (D, ⊑) be an L-domain with basis B and least element ⊥. Set I(D) = (B, CON, ⊢, ⊥) with 
D is bounded-complete if, and only if, Condition (BC) holds in I(D).
Approximable mappings
In the next step we want to consider the appropriate morphisms between information systems with witnesses. They will be relations between the consistent sets and their consistency witnesses of one information system with witnesses and the tokens of another, just as the entailment relations. 
Here, (i, X)HY means that (i, X)Hc, for all c ∈ Y , and (i, X)H(k, Y ) that (i, X)Hk as well as (i, X)HY .
Note that because of Condition 3.1(5), Condition 4.1(2) follows from Conditions 4.1 (3, 4) . The Left Interpolation Rule 4.1(4) together with the Conservativity Requirement 4.1(9) can be replaced by one rule. (2, 3, 8) , any (i, X) ∈ CON, and all F ⊆ fin A ′ , Conditions 4.1 (4, 9) together are equivalent to the following requirement:
Proof: Assume that (1) holds. Then Condition 4.1(4) follows as a special case because of 4.1 (8) . For Condition 4.1(9) suppose that {i} ∈ CON(j) and (j, X)Hb. With (1) we obtain that there is some (c, U ) ∈ CON so that (j, X) ⊢ (c, U ) and (c, U )Hb. Since X ∈ CON(i), it follows with 3.1(11) that (i, X) ⊢ (c, U ). Thus, {c} ∈ CON(i) and therefore (i, U )Hb, by 4.1 (8) . With 4.1(3) we finally obtain that (i, X)Hb. Now, conversely, suppose that 4.1(4) and 4.1(9) hold. Moreover, assume that (i, X)HF .
Hence, U ∈ CON(i). With 4.1(2) we therefore have that (i, U )HF . By 3.1(8) we moreover obtain from (i, X) ⊢ U that there is some c ∈ A with (i, X) ⊢ c and U ∈ CON(c). Thus, {c} ∈ CON(i). Consequently, (c, U )HF , because of 4.1 (9) .
Similarly, the Right Interpolation Rule 4.1(6) and the Witness Generation Rule 4.1(7) can be combined into one rule. (6, 7) together are equivalent to the following requirement:
Proof: Assume that (2) holds. Then 4.1(6) follows as a special case. For 4.1(7) suppose that (i, X)HF . Then there is some (e, V ) ∈ CON ′ ) so that (i, X)H(e, V ) and (e, V ) ⊢ ′ F .
It follows that (i, X)He and F ∈ CON ′ (e).
Next, conversely, suppose that 4.1(6) and 4.1(7) hold. Moreover, assume that (i, X)HF . Then, for all b ∈ F , there exist (
Since we have that (i, X)HV , it follows with 4.1(7) that there is some e ∈ A ′ with (i, X)He and V ∈ CON ′ (e). Hence, {d b } ∈ CON ′ (e) and thus (e, V b ) ⊢ ′ b, from which we obtain that (e, V ) ⊢ ′ F . In addition, we have that (i, X)H(e, V ).
Finally, the extended left and right interpolation rules (1) and (2) together can be exchanged for one rule. (1) and (2) together are equivalent to the following rule:
For a proof see [13] . Similarly to Lemma 3.4 a strengthening of Axiom 4.1(3) can be derived. It reverses the implication in Condition 4.1(4). 
As has already been mentioned, entailment relations are special approximable mappings. For (i, X) ∈ CON and a ∈ A, set (i,
Let ISW be the category of information systems with witnesses and approximable mappings and aISW, bcISW, and abcISW, respectively, be the full categories of information systems with witnesses that satisfy Condition (ALG), Condition (BC) or both of them. 
The function space construction
As mentioned earlier, the categories L and aL are Cartesian closed. The same is true for BC and aBC. Because of the equivalence of theses categories with ISW, aISW, bcISW and abcISW, respectively, we know that the latter categories are Cartesian closed as well. In this and the next section we present a direct proof of the Cartesian closure of ISW and its just mentioned full subcategories. To this end we first show that the collection of approximable mappings between two information systems with witnesses comes itself with a natural information system structure. We start with some preliminary definitions and then discuss what will be the tokens of this information system. Definition 5.1 Let (A, CON, ⊢, ∆) be an information system with witnesses and X ⊆ fin A. Two witnesses i, j ∈ A are called X-equivalent, written i ∼ j [X], if there are n ∈ ω and k 1 , . . . , k n , a 0 , . . . , a n ∈ A with a 0 = i, a n = j, X ∈ CON(a ν−1 ) ∩ CON(a ν ) and
If the information system is generated from an L-domain as in Theorem 3.13, the witnesses i and j are basic elements and X is a finite subset of such, then i ∼ j [X] implies that the suprema of X with respect to i and j, respectively, coincide.
Lemma 5.2 For any
is a partial equivalence relation. Moreover, the following five statements hold, for all i, j, k ∈ A and U ⊆ fin A:
Proof: (1) is obvious.
For the remaining statements let i ∼ j [X]. Then there are n ∈ ω and k 1 , . . . , k n , a 0 , . . . , a n ∈ A such that a 0 = i, a n = j, X ∈ CON(a ν−1 ) ∩ CON(a ν ) and {a ν−1 }, {a ν } ∈ CON(k ν ), for ν = 1, . . . , n.
(2) With Conditions 3.1(10,11) it follows that
and consequently that (i, X) ⊢ a, exactly if (j, X) ⊢ a, for all a ∈ A. (4) Let 1 ≤ ν ≤ n. Then we have that a ν ∼ i [X] and hence, by Statement (2) , that (a ν , X) ⊢ U . Thus U ∈ CON(a ν ). This shows that for all ν = 1, . . . , n, U ∈ CON(a ν−1 ) ∩ CON(a ν ) Since also {a ν−1 }, {a ν } ∈ CON(k ν ), we obtain that i ∼ j 
and {b µ−1 }, {b µ } ∈ CON(r µ ), with µ = 1, . . . , m. By assumption (j, X) ⊢ k. Hence, {k} ∈ CON(j). As {j} ∈ CON(r m ), we obtain that {k} ∈ CON(r m ). Now, set
further information system with witnesses and H be an approximable mapping between
Proof: Let i ∼ j [X] and (i, X)Hb. By Lemma 4.4 there is some (c, U ) ∈ CON such that (i, X) ⊢ (c, U ) and (c, U )Hb. Because of Lemma 5.2(2) it follows that also (j, X) ⊢ (c, U ). With Lemma 4.5 we therefore obtain that (j, X)Hb.
For X ⊆ fin CON and (a, S) ∈ CON define
Next, set
and let (A ′ , CON ′ , ⊢ ′ , ∆ ′ ) be a further information system with witnesses.
As in the case of Scott's information systems, the tokens of the function space A → A ′ will be finite subsets of CON ×A ′ . Let V = {((i 1 , X 1 ), c 1 ), . . . , ((i n , X n ), c n )} be such a set and (a, S) ∈ CON. Assume that J ⊆ {1, . . . , n} with (a, S) ⊢ (i ν , X ν ), exactly if ν ∈ J. Then we need a witness for the set { c ν | ν ∈ J }. Moreover, if J µ ⊆ {1, . . . , n}, for µ = 1, . . . , m, with (a, S) ⊢ (i ν , X ν ), for ν ∈ J µ and 1 ≤ µ ≤ m, and t µ is a witness for { c ν | ν ∈ J µ }, then we also need a witness for
so that R(∅) = {∆} and R({(i ν , X ν }) = {i ν }, and there exists an increasing chain (W (κ) ) κ∈ω of subsets of CON ×A ′ such that
. and for all κ ≥ 1,
where W (κ) satisfies the following conditions:
(a) For all J ⊆ {1, . . . , n} with J = κ and all e ∈ R(
This explains Condition 5.7(2). Note that (∆, ∅)
is not V-maximal, if for some 1 ≤ κ ≤ n, X κ = ∅. For the larger cardinalities it follows from Condition 5.7(3(a)i) that the second components of pairs in W are the consistency witnesses for the sets of second components in V we were looking for above.
Note in Condition 5.7(3(a)i) that if J ⊆ {1, . . . , n} with J ≥ 1 and
Let AC(V) be the set of all associates of V. We write W|V with V ⊆ fin CON ×A ′ to mean that W ∈ AC(V). Similarly, for sets V ⊆ fin P f (CON ×A ′ ) and W ⊆ fin P(CON ×A ′ ) of equal cardinality, say
In this sense we also say that W|V ⊆ fin P((CON ×A ′ ) 2 ).
, if U is not empty, and Z ∈ CON ′ (b), otherwise, and define
The proof is a straightforward exercise. Note that for any nonempty subset
is the V-spectrum of (a, S). Set DS((a, S), V) = pr 1 (SP((a, S), V) and RS((a, S), V) = pr 2 (SP((a, S), V).
As a consequence of Lemma 5.4 we have for (c, T ) ∈ CON with (a, S) ⊢ T and
Moreover, there exists exactly one pair (e, j) with e ∈ W (
Then we also write
The next lemma is a consequence of Lemma 5.4 and Condition 5.7(3(a)i)
Then the following statements hold:
Definition 5.10 Let (A, CON, ⊢, ∆) and (A ′ , CON ′ , ⊢ ′ , ∆ ′ ) be information systems with witnesses. Define
In 5.10(3a) one needs that AP((e, Y ),
). This is an easy consequence of Condition 5.10(2b): choose r = W 2 (e, Y ) and note that by definition of
For 5.10(3b) observe that
Because of Condition 3.1(2) we therefore have that
, and (a, S) ⊢ (j ′ , U ). As a consequence of our assumption, we have that (
Proof: By definition of B(a, S),
So, Condition 5.10(3b) implies that
is an information system with witnesses as well.
In the subsequent lemmas we verify the conditions in Definition 3.1.
(1).
Proof: We have to show that { W|V } ∈ CON → ( W|V ). Let (a, S) ∈ CON. Condition 5.10(2b) is vacuously true and for 5.10(2a) choose k = W 2 (a, S).
Proof: Let W|V ∈ CON → ( W|V ) and G|F ⊆ W|V . We need to verify that G|F ∈ CON → ( W|V ): Condition 5.10(2a) holds trivially. For 5.10(2b) apply Lemma 5.2(3).
Proof: We have to prove that ( W|V , ∅) ⊢ → ∆ → . Condition 5.10(3a) is vacuously satisfied and for 5.10(3b) choose k = ∆ ′ .
Let to this end (a, S) ∈ CON and B|A ∈ G|F . As (
Thus, {k} ∈ CON ′ (W 2 (a, S)), which proves Condition 5.10(2a).
as W|V ∈ CON → ( W|V ). With Lemma 5.11 we moreover have that
By Condition 3.1 (7) there is thus some k ∈ A ′ with
Because of (4) we obtain with Lemma 5.
Requirement 3.1(5) is obvious, because for W|V ⊆ G|F we have that AP((a, s), V) ⊆ AP((a, s), F).
Proof: Let W|V ∈ CON → ( W|V ), G|F ⊆ fin A → A ′ , and B|A ∈ A → A ′ with ( W|V , W|V ) ⊢ → G|F and ( W|V , G|F ) ⊢ → B|A . We need to show that
The first condition to be verified is a consequence of Lemma 5.11. For the second condition let ((a, Z), b) ∈ B. By our assumption there is some k ∈ A ′ so that ((a, Z), A) ). Moreover, with Lemma 5.11, we obtain that
as was to be demonstrated.
Proof: Let W|V , G|F ∈ A → A ′ and W|V ∈ CON → ( W|V ) with
We have to show that there exists E|D ⊆ fin A → A ′ so that
If F is empty, set
Because of the Global Interpolation Property (GIP) there is therefore some (
Since
we similarly obtain some (e ν , U ν ) ∈ CON such that
With Lemma 5.9(3) it follows that
Let D ν = { ((e ν , U ν ), j) | j ∈ Z ν } and set
Then E ν ∈ AC(D ν ) by Lemma 5.8. It remains to show that E|D with E = {E 1 , . . . , E m } and D = {D 1 . . . . , D m } meets the requirements in (5).
As a consequence of (7) and (12) we gain that
For the verification of Condition 5.10(3b), let ((a, Z), b) ∈ E ν and set
it follows that U ν is not empty and therefore DS((∆, ∅), D ν )) and RS((∆, ∅), D ν ) are both empty. In case that ((a,
in the first case because of 3.1(3), and in the other one as a consequence of (7,11) as well as 3.1(11). This shows that ( W|V , W|V ) ⊢ → E|D . It remains to show that ( W|V , E|D ) ⊢ → G|F . Note that by (7) and 3.1(4), {k ν } ∈ CON(W 2 (a ν , T ν )). Moreover,
With Lemma 5.17 it follows from what we have just seen that E|D ∈ CON → ( W|V ).
. As a consequence of (8) we now obtain that
for all 1 ≤ ν ≤ m.
Because of 3.1 (8) there is thus some r ∈ A ′ such that
and RS((a, Z), F) ∈ CON ′ (r). Hence, {r} ∈ CON ′ (W 2 (a, Z)), from which it ensues that ((a, Z), F) ).
Proof: Let W|V ∈ A → A ′ , G|F ⊆ fin A → A ′ , and W|V ∈ CON → ( W|V ) with
We will construct some B|A ∈ A → A ′ so that
If F is empty, set B|A = ∆ → . Let us now assume that F is non-empty. In particular, let F = { ((a 1 , T 1 ), d 1 ) , . . . , ((a m , T m 
and (e ν , U ν ) ∈ CON such that
Set
Then it follows as in the derivation of Lemma 5.19 that
We will now construct some B ∈ AC(A) with (15). For each J ⊆ {1, . . . , m}, let R({ (e ν , U ν ) | ν ∈ J }) be a system of representatives of W ({ (e ν , U ν ) | ν ∈ J }) with respect to ∼ [ ν∈J U ν ] so that R(∅) = {∆} und R({(e ν , U ν )}) = {e ν }, for 1 ≤ ν ≤ m. By 5.10(3b) there is some k a,Z, G|F ∈ A ′ , for each G|F ∈ G|F and ((a, Z) 
Claim For every J ⊆ A and each a ∈ R(pr 1 (J)) such that (a, J) is A-maximal there is some t a,J ∈ A ′ with the next two properties:
With respect to the last set on the left hand side note that if ((c, Z), b) ∈ G, then there is some L ⊆ F so that (c, L) is F-maximal and Z = pr 2,1 (L). It follows that L ≤ J .
The claim is shown by induction on the cardinality κ of the subset J. The case κ = 0 is obvious. Set t a,∅ = ∆ ′ , if (a, ∅) is A-maximal. All other sets on the right hand side in (22) are empty in this case, except the last one, which is the singleton {∆ ′ }, if for some G|F ∈ G|F , ((∆, ∅), ∆ ′ ) ∈ G.
Assume next that the claim holds for all subsets K ⊆ A of cardinality κ and let J ⊆ A with J = κ + 1. Then
because of (20), 5.10(3b), and the induction hypothesis. By Condition 3.1 (8) there is hence some t a,J ∈ A ′ so that (22) and (23) hold.
With help of the claim we can now define B. Let B (0) be as in Definition 5.7 and for κ ≥ 1 set
Obviously, B ∈ AC(A). Moreover, ( W|V , W|V ) ⊢ → B|A : Condition 5.10(3a) follows from (20), and Condition 5.10(3b) is a consequence of (22). It remains to show that G|F ∈ CON → ( B|A ).
For Condition 5.10(2a) let G|F ∈ G|F and (a, S) ∈ CON. Then there is some M ⊆ {1, . . . , m} such that CL((a, S),
In addition, there are e ∈ A and b ∈ A ′ with a ∼ e
Let J ⊆ A such that CL((a, S), pr 1 (A)) = pr 1 (J).
Then (a, J) is A-maximal. Hence, there is some c ∈ A such that a ∼ c [ pr 2,1 (J)] and ((c, pr 2,1 (J)), t c,J ) = B(a, S). Because of (18) we moreover have that { (e µ , U µ ) | µ ∈ M } ⊆ pr 1 (J). Thus, {k e, µ∈M Tµ, G|F } ∈ CON ′ (B 2 (a, S)), by (23).
For Condition 5.10(2b), finally, let 1 ≤ ν ≤ m. Note that by (18),
With Lemma 5.17 it follows from what we have just seen that { B|A } ∈ CON → ( W|V ). Thus, AP((a ν , T ν ), A) ∈ CON ′ (W 2 (a ν , T ν )). As a consequence of (17) we obtain that
from which we gain with Lemma 5.11 that for all (i, X) ∈ CON,
because of Lemmas 5.12 and 5.2(2). Condition 5.10(2b) now follows with Lemma 5.2(4).
(9).
Proof: Let { B|A } ∈ CON → ( W|V ) and G|F ∈ CON → ( B|A ). We have to show that G|F ∈ CON → ( W|V ). Let (a, S) ∈ CON. As { B|A } ∈ CON → ( W|V ), there is some k A ∈ A ′ so that
, from which we obtain with Lemma 5.2(3) that for every
. This shows that
Thus, the first of the two conditions in 5.10(2) holds. For the second one let r ∈
and because Proof: As follows from a slight modification of the construction in Lemma 5.19, Condition (SALG) is satisfied: Because of Condition (ALG) (e ν , U ν ) ∈ CON and (k ν , Z ν ) ∈ CON ′ can be chosen as reflexive, for each 1 ≤ ν ≤ m. Moreover, as a consequence of (13),
With Lemma 5.2(2) it follows that also (k
which implies that ( W|V , E|D ) ⊢ → E|D .
Condition (BC) as well is inherited to the function space.
Proposition 5.24 Let (A, CON, ⊢, ∆) and (A ′ , CON ′ , ⊢ ′ , ∆ ′ ) be information systems with
Proof: Let B|A , W|V ∈ A → A ′ and G|F ∈ CON → ( B|A ) ∩ CON → ( W|V ). We need to show that for any I|H ∈ A → A ′ ,
As a consequence of 5.10(2b) we have that for any (a, S) ∈ CON,
Then also
Because of Condition (BC) it follows for all ((e,
and for all ((c, Z), b) ∈ I) and k ∈ A ′ that
which implies (24).
, f is a set of pairs in P(CON ×A ′ ) × P f (CON ×A ′ ) such that the first component is an associate of the second. We will now show that the states of A → A ′ correspond to the approximable mappings between A and A ′ in a one-to-one way.
Proof: In order to show that AM(f ) is an approximable mapping we need to verify Conditions (4.1)(1-9).
(1) is a consequence of the fact that because of Axiom 3.1(3) and Condition 3.5(2), ∆ → is contained in every state.
(2) Let i ∈ A, X, X ′ ∈ CON(i), and b ∈ A ′ so that X ⊆ X ′ and (i, X) AM(f )b. We need to show that (i, X ′ ) AM(f )b.
Since (i, X) AM(f )b, there is some B|A ∈ f with ((i, X), b) ∈ A. Because of Condition 3.5(3) it follows that ( W|V , W|V ) ⊢ → B|A , for some W|V ∈ f and W|V ⊆ fin f with W|V ∈ CON → ( W|V ). Thus, (W 2 (i, X), AP((i, X), V)) ⊢ ′ b. By Lemma 5.9(2), we have that
Because of Condition 3.1(3) we also obtain that (W 2 (i, X ′ ), AP((i, X ′ ), V)) ⊢ ′ ∆ ′ . Consequently, by 3.1(8), there is some e ∈ A ′ with (
Now, set D = {((i, X ′ ), b)} and let E ∈ AC(D be as in Lemma 5.8. Then (25) means that ( W|V , W|V ) ⊢ → E|D : for Condition 5.10(3b) choose k = e or k = ∆ ′ , respectively. By Condition 3.5(2) it follows that E|D ∈ f . Hence (i, X ′ ) AM(f )b. (3) and (8) follow similary.
, we have again that for all c ∈ {k}∪Y there are tokens Let (i, X) ∈ CON and F ⊆ fin A ′ with (i, X) AM(f )F . We have to show that there are (c, U ) ∈ CON and (e, V ) ∈ CON ′ so that (i, X) ⊢ (c, U ), (c, U ) AM(f )(e, V ) and (e, V ) ⊢ ′ F .
As we have already seen, there are W|V ∈ f and W|V ⊆ fin f with
Moreover, by the Global Interpolation Property (GIP), there exists (c, U ) ∈ CON such that (i, X) ⊢ (c, U ) and (c, U ) ⊢ CL((i, X), pr 1 ( V)). It follows with Lemma 5.9(3) that also (W 2 (c, U ), AP((c, U ), V)) ⊢ ′ F . Apply the Global Interpolation Property again to obtain some (e, V ) ∈ CON ′ so that (W 2 (c, U ), AP((c, U ), V)) ⊢ ′ (e, V ) and (e, V ) ⊢ ′ F .
Let V ∪ {e} = {b 1 , . . . , b n }, and for 1
It follows that E ν |D ν ∈ f and hence that (c, U ) AM(f )(e, V ).
Lemma 5.26
For H : A A ′ , let ST(H) be the set of all B|A ∈ A → A ′ such that the following two conditions hold:
Then ST(H) ∈ |A → A ′ |.
Proof: In order to verify that ST(H) is a state of |A → A ′ |, we check Conditions 3.5(2) and (ST). 3.5(2) Let W|V , B|A ∈ CON → and W|V ⊆ fin CON → ( W|V ) such that { W|V } ∪ W|V ⊆ ST(H) and ( W|V , W|V ) ⊢ → B|A . We must show that B|A ∈ ST(H).
For the first requirement let ((c, U ), d) ∈ A. Then we have that
By assumption, W|V ∈ ST(H). Thus, there is some j ∈ A ′ such that (c, U )Hj (2) we thus obtain that also Let
Then V ⊆ H. We will next construct W ∈ AC(V) such that W|V ∈ ST(H) and
Let us now assume that F is non-empty and that, for each J ⊆ {1, . . . , n}, R( Claim 1 For every J ⊆ V and each a ∈ R(pr 1 (J)) so that (a, J) is V-maximal there is some t a,J ∈ A ′ with the following two properties:
With respect to the last set on the right hand side note that if
The claim is shown by induction on the cardinality κ of the subset J. The case κ = 0 is obvious. Set t a,∅ = ∆ ′ , if (a, ∅) is V-maximal. All other sets on the left hand side in (29) are empty in this case, except the last one, which is the singleton {∆ ′ }, if for some
Assume next that the claim holds for all subsets K ⊆ V of cardinality κ and let J ⊆ V with J = κ + 1. Then
because of (27), 5.26(2), and the induction hypothesis. By Condition 4.1 (7) there is hence some t a,J ∈ A ′ so that (29) and (30) hold.
With help of Claim 1 we can now define W. Let W (0) be as in Definition 5.7 and for κ ≥ 1 set
Obviously, W ∈ AC(V).
Claim 2 W|V ∈ St(H).
By definition, V ⊆ H. For Requirement 5.26(2) let (a, Z), b) ∈ W. Then there is some subset J ⊆ V so that (a, J) is V-maximal, a ∈ R(pr 1 (J)), Z = pr 2,1 (J) and b = t a,J . Hence, pr 2 (J) ∈ CON ′ (b) and (a, Z)Hb. Note that pr
. As a consequence of (28) we therefore have that (W 2 (c ν , T ν ), AP((c ν , T ν ), V)) ⊢ ′ e ν , which means that Condition 5.10(3a) holds. For Condition 5.10(3b), let G|F ∈ G|F and ((a, Z), b) ∈ G. As a consequence of Condition 5.10(3a) we have that (W 2 (a, Z), AP((a, Z) , V)) ⊢ ′ RS ((a, Z), F) . Because of Condition 3.1 (8) there is thus some k ∈ A ′ so that (W 2 (a, Z), AP((a, Z) , V)) ⊢ ′ k and
It follows that
Moreover,
since G|F ∈ ST(H), by assumption. As a consequence of (31)- (34) we obtain that b ∼ k [RS((a, Z), F)], as was be shown.
In the next two lemmas we verify that the operators AM and ST between |A → A ′ | and the set of all approximable mappings between A and A ′ are inverse to each other.
Proof: Let B|A ∈ f . Then A ⊆ pr 2 (f ). Thus, A ⊆ AM(f ), i.e., Condition 5.26(1) holds.
For Condition 5.26(2), let ((a, Z), b) ∈ B. Since B|A ∈ f , there are W|V ∈ f and W|V ⊆ fin f with W|V ∈ CON → ( W|V ) and ( W|V , W|V ) ⊢ → B|A . It follows by Condition 5.10(3b) that there is some k ∈ A ′ such that
Let
By Condition 4.1 (7) there is now some j ∈ A ′ such that
and AP((a, Z), V) ∈ CON ′ (j). Furthermore, with Lemma 4.2, we obtain some some (c, U ) ∈ CON such that (a, Z) ⊢ (c, U ) and (c, U ) AM(f )j. It follows that there is some E|D ∈ f with ((c, U ), j) ∈ D. Moreover, since f is a state, there exists G|F ∈ f with { W|V , E|D } CON → ( G|F ). Because of Condition 5.10(2a) there are thus e W|V , e E|D ∈ A ′ so that
Note that by construction j ∈ AP((a, Z), D). With Lemma 5.2(3) we hence obtain from the first part of (39) that
With 5.10(2b) we obtain from the first part of (38) that also
So, since {e E|D }, {e W|V } ∈ CON ′ (G 2 (a, Z)), we have that
Finally, as {j} ∈ CON ′ (E 2 (a, Z)) by 5.7(3a), we find that
Because of (35) it follows that also
Properties (36,37,40) now imply that (a, Z) AM(f )k. Moreover, if follows from (40) that {k} ∈ CON ′ (j). With (35) we thus have that
Because of Condition (ST) there are furthermore some W|V ∈ f and a subset W|V ⊆ fin f with (
Let ((a, Z), b) ∈ B. Then it follows that
Because of Condition 3.1 (8) there is thus some k ∈ A ′ with RS((a, Z), A) ∈ CON ′ (k) and
Hence, {k} ∈ CON ′ (W 2 (a, Z)). By Requirement 5.26(2) we furthermore obtain some j ∈ A ′ with j ∼ b [RS((a, Z), A)] and (a, Z) AM(f )j. As above, it follows that
With (41) we
Therefore, B|A ∈ f . 
|A → A ′ | is the collection of all sets
where H is an approximable mapping H between A and A ′ .
In [13] it was shown how approximable mappings between two information systems with witnesses A and A ′ as well as Scott continuous functions from |A| to |A ′ | correspond to each other. As we will show next, this correspondence establishes an isomorphism between the domains |A → A ′ | and [|A| → |A ′ |].
For G : A A ′ and x ∈ |A| let
Then we have for x ∈ |A| that fct(f )(x)
where the last equality follows as in the second part of the proof of Lemma 5.28. As is now easily seen, fct
Conversely, let g ∈ [|A| → |A ′ |] and for (i, X) ∈ CON and b ∈ A ′ define
By Lemma 5.26, st(g) ∈ |A → A ′ |. 
Because of Condition 4.1(9) there is hence some j ∈ A ′ with (a, Z)H g j and RS((a, Z), A) ∈ CON ′ (j). It follows that (a, Z)H G j as well. Since B|A ∈ st( G), there is also some k ∈ A ′ with (a, Z)H G k and
Again by Condition 4.1 (9) there is some r ∈ A ′ with (a, Z)H G r and {j, k} ∈ CON ′ (r). Consequently, j ∼ b [RS((a, Z), A)], which shows that B|A ∈ st(g). The converse inclusion follows by monotonicity.
As shown in [13] , L(H g ) = g and H L(G) = G. With Lemmas 5.27 and 5.28 we therefore obtain that the two functions fct and st are inverse to each other. 
Cartesian closure
As was shown in [13] , the category ISW, as well as its full subcategories aISW, bcISW and abcISW, possess a terminal object and are closed under taking finite products. The one-point information system with witnesses T = ({∆}, CON T , ⊢ T , ∆) with CON T = {(∆, ∅), (∆, {∆})) and ⊢ T = CON T ×{∆} is a terminal object.
For ν = 1, 2, let (A ν , CON ν , ⊢ ν , ∆ ν ) be an information system with witnesses. Set
and for ((i, j), X) ∈ CON × and (a 1 , a 2 ) ∈ A × define
Moreover, let the relations Pr ν ⊆ CON × ×A ν , with ν = 1, 2, be given by
Then (A × , Pr 1 , Pr 2 ) is the categorical product of A 1 and A 2 .
The aim of this section is to show for information systems with witnesses A and A ′ that |A → A ′ | is the exponent of A and A ′ in the category ISW. For a ∈ A, B|A ∈ A → A ′ , Z ∈ CON (A→A ′ )×A ( B|A , a), and b ∈ A ′ , let
Proof: We have to verify Conditions 4.1. In case of 4.1(1) we have to verify that
i.e., we have to check whether (∆ ′ , AP((∆, ∅), ∅)) ⊢ ′ ∆ ′ , which holds by 3.1(3). Note that AP((∆, ∅), ∅) is empty.
Moreover, AP((a, pr 2 (Z)), pr 2,1 (Z)) ⊆ AP((a, pr 2 (Z)), pr 2,1 (Z)). Therefore, the condition follows with 3.1(5, 9). 
As a consequence of (43), {B 2 (a, pr 2 (T))} ∈ CON(B 2 (a, pr 2 (Z))) and hence (B 2 (a, pr 2 (Z)), AP((a, pr 2 (T)), pr 2,1 (T))) ⊢ ′ b.
Because of (42) and (43) it moreover follows that AP((a, pr 2 (T)), pr 2,1 (T)) ⊆ AP((a, pr 2 (Z)), pr 2,1 (Z)).
Therefore, (B 2 (a, pr 2 (Z)), AP((a, pr 2 (Z)), pr 2,1 (Z))) ⊢ ′ b, i.e., (( B|A , a), Z) EV b. Because of the global interpolation property there is some (j, Y ) ∈ CON ′ so that
By definition we moreover have that (a, pr 2 (Z)) ⊢ CL((a, pr 2 (Z)), pr 2,1 (Z)).
Hence, there exists (i, X) ∈ CON with
(i, X) ⊢ CL((a, pr 2 (Z)), pr 2,1 (Z)).
It follows that CL((i, X), pr 1 (A)) ⊆ CL((a, pr 2 (Z)), pr 1 (A)) and thus that {B 2 (i, X)} ∈ CON ′ (B 2 (a, pr 2 (Z))). Moreover, AP((i, X), pr 2,1 (Z)) = AP((a, pr 2 (Z)), pr 2,1 (Z)). So,
By 3.1(8) there is thus some ∈ A ′ such that (B 2 (i, X), AP((i, X), pr 2,1 (Z))) ⊢ ′ and
Let D = { ((i, X), e) | e ∈ Y ∪ {j} } and E ∈ AC(D) be as in Lemma 5.8. Then we have for ((d, V ) 
With (49) we hence obtain that ( B|A , pr 1 (Z)) ⊢ → E|D . By the global interpolation property there are now W|V ∈ A → A ′ and W|V ∈ CON → ( W|V ) such that
In particular, we have that 
, and {j} ∈ CON(i), from which it follows that pr 1 (Z) ∈ CON → ( W|V ) and pr 2 (Z) ∈ CON(i). Thus, Z ∈ CON (A→A ′ )×A ( W|V , i).
We have to show that
Note that because of 3.1(10,11), AP((j, pr 2 (Z)), pr 2,1 (Z)) = AP((i, pr 2 (Z)), pr 2,1 (Z)). Similarly, CL((j, pr 2 (Z)), pr 1 (A)) = CL((i, pr 2 (Z)), pr 1 (A)) which implies that
Since B|A ∈ CON → ( W|V ), there is some r ∈ A ′ with
By assumption pr 1 (Z) ∈ CON → ( B|A ). With 5.10(2b) it follows that
as well. Therefore also (r, AP((i, pr 2 (Z)), pr 2,1 (Z))) ⊢ ′ b.
With (51), (50) is now a consequence.
Let (A ′′ , CON ′′ , ⊢ ′′ , ∆ ′′ ) be a further information system with witnesses.
Proof: Again we have to verify Conditions 4.1. It is now an easy consequence that from (a, S ′ )Λ(H) E|D one obtains (a, S)Λ(H) E|D . As in the preceding proof, we verify (3) instead of 4.1 (4, 6, 7, 9) . Suppose that (a, S)Λ(H) G|F .
We have to show that there exists (ī, U ) ∈ CON and ( B|A , W|V ) ∈ CON A ′ →A ′′ so that
Thus, there is (ā, M ) ∈ CON with (a, S) ⊢ (ā, M ) and
By definition of product information systems we have that
By (52) we have that
Here is what we have obtained so far:
Since {(ā,ī ν )} ∈ CON A×A ′ (ā,î ν ), it follows from (55) that
and hence because of (57) that
Next, we will construct B ∈ AC(A) so that (ā, M )Λ(H)( B|A , { B|A }) and (2) there is some j (e,Z),(c,T ), G|F ∈ A ′′ , for each (e, Z) ∈ CON, G|F ∈ G|F and ((c,
Claim 1 For every J ⊆ A and each e ∈ R(pr 1 (J)) so that (e, J) is A-maximal there is some t e,J ∈ A ′′ with the following two properties: 
With respect to the last set on the right hand side note that if ((c, T ), b) ∈ G, then there is some L ⊆ F so that (c, L) is F-maximal and T = pr 2,1 (L). It follows that L ≤ J .
The claim is demonstrated by induction on the cardinality κ of J. The case κ = 0 is obvious. Set t e,∅ = ∆ ′′ , if (e, ∅) is A-maximal. All other sets on the left hand side in (59) are empty in this case, except the last one, which is the singleton {∆ ′′ }, if for some G|F ∈ G|F , ((∆ ′ , ∅), ∆ ′′ ) ∈ G.
Assume next that the claim holds for all K ⊆ A of cardinality κ and let J ⊆ A of cardinality κ + 1. Then because of (58), 6.2(2) and the induction hypothesis. By Condition 4.1 (9) there is hence some t e,J ∈ A ′′ so that (59) and (60) hold.
With help of Claim 1 we can now define B. Let B (0) be as in Definition 5.7 and for κ ≥ 1 set B (κ) = { ((e, pr 2,1 (J)), t e,J ) | J ⊆ A ∧ J = κ ∧ e ∈ R(pr 1 (J)) ∧ (e, J) A-maximal }.
Obviously, B ∈ AC(A).
Claim 2 (ā, M )Λ(H) B|A .
Because of (58), Condition 6.2(1) is satisfied. For Condition 6.2(2) let ((e, T ), b) ∈ B. Then there is some J ⊆ A such that (e, J) is A-maximal, T = pr 2,1 (J) and b = t e,J . As follows from (59) and (60), pr 2 (J) ∈ CON ′′ (t e,J ) and ((ā, e), M × T )Ht e,J . Note that pr 2 (J) = RS((e, T ), A) and choose j = t e,J .
Claim 3 ( B|A , { B|A }) ⊢ A ′ →A ′′ G|F .
Let G|F ∈ G|F and ((i ν , X ν ), e ν ) ∈ F. Then ( ν , N ν ) ⊢ ′′ e ν . Moreover, N ν ⊆ AP((i ν , X ν ), A), and by construction of B, { ν } ∈ CON ′′ (B 2 (i ν , X ν )). Thus, (B 2 (i ν , X ν ), AP((i ν , X ν ), A)) ⊢ ′′ e ν , 
( B|A , W|V ) ⊢ → E|D .
We need to show that (a, S)Λ(H) E|D . Let to this end ((j, Y ), d) ∈ D. As a consequence of (63) we obtain that
Moreover, because of (62), we have for ((i, X), e) ∈ A ∪ V that ((a, i), S × X)He. With Propositions 5.23 and 5.24 we moreover have that if both A and A ′ satisfy Condition (ALG), (BC), or both of them, then (A → A ′ , EV) is their exponent in aISW, bcISW, and abcISW, respectively.
As we have already seen, ISW as well as aISW, bcISW, and abcISW contain a terminal object. Moreover, we have shown how to construct the categorical product of information systems with witnesses. 
