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Abstract: We study the recovery conditions of weighted mixed ℓ2/ℓp (0 < p ≤ 1) minimization for block
sparse signal reconstruction from compressed measurements when partial block support information is
available. We show that the block p-restricted isometry property (RIP) can ensure the robust recovery.
Moreover, we present the sufficient and necessary condition for the recovery by using weighted block p-null
space property. The relationship between the block p-RIP and the weighted block p-null space property
has been established. Finally, we illustrate our results with a series of numerical experiments.
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1 Introduction
Since its advent [3–5, 10], Compressive Sensing (CS) has attracted considerable attentions (see the
monographs [13, 18] for a comprehensive view). CS aims to recover an unknown signal with underde-
termined linear measurements. Specifically, the standard CS problem consists in the reconstruction of a
N -dimensional sparse or compressible signal x from a significantly fewer number of linear measurements
y = Ax + e ∈ Rm with m ≪ N and the noise e satisfying ‖e‖2 ≤ ε for some known constant ε > 0. In
fact, if the measurement matrix A satisfies the restricted isometry property (RIP) condition, the robust
recovery can be guaranteed by using the ℓ1 minimization (Chapter 6, [18])
min
z
‖z‖1, subject to ‖y −Az‖2 ≤ ε. (1)
To obtain better recovery performance, the structures and prior information of signals are incorporated
in the recovery algorithms. In this paper, we consider both cases.
As for the structure, we assume that the unknown signal x is block sparse or nearly block sparse
[11, 12, 14–16], which means that the nonzero entries of x occur in clusters. Block sparse model appears
in many practical scenarios, such as when dealing with multi-band signals [27], in measurements of gene
expression levels [30], and in colour imaging [24]. Moreover, block sparse model can be used to treat
the problems of multiple measurement vector (MMV) [8, 14, 26] and sampling signals that lie in a union
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of subspaces [2, 14, 27]. With N =
∑n
i=1 di, we define the i-th block x[i] of a length-N vector x over
I = {d1, · · · , dn}. The i-th block is of length di, and the blocks are formed sequentially so that
x = (x1 · · · xd1︸ ︷︷ ︸
xT [1]
xd1+1 · · · xd1+d2︸ ︷︷ ︸
xT [2]
· · · xN−dn+1 · · · xN︸ ︷︷ ︸
xT [n]
)T . (2)
Without loss of generality, we assume that d1 = d2 = · · · = dn = d, implying that N = nd. A vector
x ∈ RN is called block k-sparse over I = {d, · · · , d} if x[i] is nonzero (i.e., ‖x[i]‖2 > 0) for at most k indices
i. In other words, by denoting ‖x‖2,0 =
∑n
i=1 I(‖x[i]‖2 > 0), a block k-sparse vector x can be defined by
‖x‖2,0 ≤ k. For any p > 0, we define the mixed ℓ2/ℓp norm ‖x‖2,p = (
∑n
i=1‖x[i]‖
p
2)
1/p. To make explicit use
of the block structure to achieve better sparse recovery performance, the corresponding extended version
of sparse representation algorithm has been developed, namely the mixed ℓ2/ℓ1 minimization,
min
z
‖z‖2,1, subject to ‖y −Az‖2 ≤ ε. (3)
It was shown in [14] that if the measurement matrix A satisfies the block RIP condition which generalizes
the conventional RIP notion, then the mixed ℓ2/ℓ1-norm recovery algorithm is guaranteed to recover any
block sparse signal, irrespectively of the locations of the nonzero blocks. Furthermore, recovery will be
robust in the presence of noise and modeling errors (i.e., when the vector is not exactly block sparse).
Other existing recovery algorithms include group lasso [39], adaptive lasso [23], iterative reweighted ℓ2/ℓ1
recovery algorithms [40], block version of the CoSaMP algorithm [12], and the extensions of the CoSaMP
algorithm and of the Iterative Hard Thresholding algorithm [1].
On the other hand, we also consider the case that an estimate of the block support of the signal is
available. The related literatures on signal recovery using partial support or block support information
include [19–22, 28, 29, 31–33, 38]. For an arbitrary signal x ∈ RN defined as (2), let xk be its best approx-
imation with k nonzero blocks, so that xk minimizes ‖x − g‖2,1 over all block k-sparse vectors g. Let T0
be the block support of xk, where T0 ⊂ {1, · · · , n} and |T0| ≤ k. Let T˜ , the block support estimate, be a
subset of {1, 2 · · · , n} with cardinality |T˜ | = ρk, where 0 ≤ ρ ≤ a for some a > 1 and |T˜ ∩ T0| = αρk (for
interpretation of ρ and α see Remark 1 in Section 2). To incorporate prior block support information T˜ ,
the weighted mixed ℓ2/ℓ1 minimization
min
z
n∑
i=1
wi‖z[i]‖2, subject to ‖y −Az‖2 ≤ ε, where wi =

ω ∈ [0, 1], i ∈ T˜1, i ∈ T˜ c (4)
is adopted. The main idea is to choose ω such that the ℓ2 norm of the blocks of x that are ”expected” to
be large are penalized less in the weighted objective function.
Moreover, as is shown in many literatures [6, 17, 37], ℓp-minimization with 0 < p < 1 allows exact
recovery with fewer measurements than that by ℓ1-minimization. Thus, it is natural to adopt the nonconvex
minimization to the setting of block sparse signal reconstruction with prior block support information.
Specifically, we consider the weighted mixed ℓ2/ℓp (0 < p ≤ 1) minimization problem:
min
z
n∑
i=1
wi‖z[i]‖
p
2, subject to ‖y −Az‖2 ≤ ε, where wi =

ω ∈ [0, 1], i ∈ T˜1, i ∈ T˜ c . (5)
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When there is no prior block support information (ω = 1), the mixed ℓ2/ℓp(0 < p ≤ 1) minimization
problem has been studied in [34,35]. And the case that there is partially known signal block support but
with ω = 0 was considered in [20]. We generalize the existing results to incorporating the prior known
block support information with a weight ω ∈ [0, 1]. In summary, the main contributions of our work include
the following aspects. First, we provide the recovery analysis for the weighted mixed ℓ2/ℓp (0 < p ≤ 1)
minimization by using block p-RIP condition. This result extends the existing literatures [19, 20, 33–35].
Second, we propose the weighted block p-null space property and present the sufficient and necessary
condition for the weighted mixed ℓ2/ℓp (0 < p ≤ 1) minimization by this new tool. Third, we establish the
relationship between block p-RIP condition and weighted block p-null space property. Finally, we illustrate
our results via a series of simulations.
The paper is organized as follows. In Section 2, we present the sufficient recovery condition by using
block p-RIP. In Section 3, we introduce the notion of weighted block p-null space property (NSP) and
establish the sufficient and necessary condition with this new tool. In Section 4, we establish the relationship
between these two conditions. In Section 5, we conduct some simulations to illustrate the theoretical results.
Section 6 is devoted to the conclusion.
2 Block p-RIP
As for the weighted mixed ℓ2/ℓp (0 < p ≤ 1) minimization, we can obtain the reconstruction guarantees
by using block p-RIP. We begin with introducing the definition of block restricted p-isometry constant,
which is a natural extension of the conventional restricted p-isometry constant.
Definition 1 ( [7, 20, 34, 35]) Given a measurement matrix A ∈ Rm×N and 0 < p ≤ 1. Then the block
p-restricted isometry constant (RIC) δk|I over I = {d1, · · · , dn} of order k is defined to be the smallest
positive number such that
(1− δk|I)‖x‖
p
2 ≤ ‖Ax‖
p
p ≤ (1 + δk|I)‖x‖
p
2 (6)
for all x ∈ RN that are block k-sparse over I.
For convenience, we write δk for the block p-RIC δk|I whenever there is no confusion. Then, we have
the sufficient condition for the robust recovery result by using (5) with the block p-RIC δk.
Theorem 1 Let x ∈ RN , and xk be its best approximation with k nonzero blocks, supported on block
index set T0. Let T˜ ⊂ {1, 2, · · · , n} be an arbitrary set. Define ρ and α as before such that |T˜ | = ρk and
|T˜ ∩T0| = αρk. Suppose that there exists an a ∈ Z, with a ≥ (1−α)ρ, a > 1, and the measurement matrix
A satisfies
δak +
a1−p/2
γ
δ(a+1)k <
a1−p/2
γ
− 1, (7)
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where γ = ω + (1 − ω)(1 + ρ− 2αρ)1−p/2 for some given 0 ≤ ω ≤ 1. Then the solutions x♯ of problem (5)
obeys
‖x♯ − x‖2 ≤ C1
(
ω‖x− xk‖p2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)1/p
k1/p−1/2
+ C2ε, (8)
for some positive constants C1 and C2.
Remark 1. Note that this theorem involves two important ratios: ρ determines the ratio of the estimated
block support size to the actual block support of xk (or the block support of x if x is block k-sparse),
while α determines the ratio of the number of block indices in block support of xk that were accurately
estimated in T˜ to the size of T˜ . Specifically, α = |T˜∩T0|
|T˜ |
.
Remark 2. The constants C1 and C2 are explicitly given by the following expressions:
C1 =
22/p−1a1/2−1/p
[
(1 + δak)
1/p + (1− δ(a+1)k)
1/p
]
[(1− δ(a+1)k)− ap/2−1(1 + δak)γ]1/p
,
C2 =
21/pm1/p−1/2(1 + a1/2−1/pγ1/p)
[(1− δ(a+1)k)− ap/2−1(1 + δak)γ]1/p
.
Remark 3. For Theorem 1 to be held, it is sufficient that A satisfies
δ(a+1)k < δ :=
a1−p/2 − [ω + (1− ω)(1 + ρ− 2αρ)1−p/2]
a1−p/2 + [ω + (1− ω)(1 + ρ− 2αρ)1−p/2]
. (9)
Next, we illustrate how the slighted stronger sufficient conditions (9) vary with α and ω for p =
0.01, 0.5, 1, respectively. In Figure 1, for each p, we plot δ versus ω for different values of α, where we set
the parameters a = 3 and ρ = 1. We observe that as α increases the sufficient condition on the block p-RIC
becomes weaker (δ getting larger), allowing for a wider class of measurement matrices A. For each p with
α > 0.5, the sufficient condition becomes stronger as ω increases. For instance, when α = 0.7, p = 0.5,
with ω = 0.2 it suffices to have δ = 0.5072, compared with δ = 0.3902 for ω = 1. The opposite conclusion
holds for the case α < 0.5. When α = 0.5, the sufficient condition remains the same for different ω. From
another point of view, as p decreases, the sufficient condition becomes weaker, which reflects the benefits
of using nonconvex minimization.
Remark 4. By setting ω = 1 and a = b2/(2−p) with b > 1, this theorem reduces to Theorem 2.1 in [35].
In addition, by setting ω = 0, α = 0.5 and a = ρ = b2/(2−p) with b > 1, then this theorem goes to Theorem
2 in [20] with s = ak.
Proof. Let x♯ = x + h be a solution of problem (5), where x is the unknown true signal and h is the
approximation error. Throughout the paper, xT will denote the vector equal to x on the block index set
4
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Figure 1: Comparison of the sufficient conditions (9) for the block restricted p-isometry constants with various of α
for p = 0.01, 0.5, 1. We set a = 3 and ρ = 1 for all the figures.
T and zero elsewhere. Then, we have
ω‖x♯
T˜
‖p2,p + ‖x
♯
T˜ c
‖p2,p ≤ ω‖xT˜ ‖
p
2,p + ‖xT˜ c‖
p
2,p.
That is,
ω‖xT˜ + hT˜ ‖
p
2,p + ‖xT˜ c + hT˜ c‖
p
2,p ≤ ω‖xT˜ ‖
p
2,p + ‖xT˜ c‖
p
2,p.
Consequently,
ω‖xT˜∩T0 + hT˜∩T0‖
p
2,p + ω‖xT˜∩T c0
+ hT˜∩T c0
‖p2,p + ‖xT˜ c∩T0 + hT˜ c∩T0‖
p
2,p + ‖xT˜ c∩T c0
+ hT˜ c∩T c0
‖p2,p
≤ ω‖xT˜∩T0‖
p
2,p + ω‖xT˜∩T c0
‖p2,p + ‖xT˜ c∩T0‖
p
2,p + ‖xT˜ c∩T c0
‖p2,p.
The forward and reverse triangle inequalities implies
ω‖hT˜∩T c0
‖p2,p + ‖hT˜ c∩T c0
‖p2,p ≤ ‖hT˜ c∩T0‖
p
2,p + ω‖hT˜∩T0‖
p
2,p + 2
(
‖xT˜ c∩T c0
‖p2,p + ω‖xT˜∩T c0
‖p2,p
)
.
Adding and subtracting ω‖hT˜ c∩T c0
‖p2,p on the left hand side, and ω‖hT˜ c∩T0‖
p
2,p on the right, we obtain
ω‖hT c0 ‖
p
2,p + (1− ω)‖hT˜ c∩T c0
‖p2,p ≤ ω‖hT0‖
p
2,p + (1− ω)‖hT˜ c∩T0‖
p
2,p + 2
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)
.
But we can also write
‖hT c0 ‖
p
2,p = ω‖hT c0 ‖
p
2,p + (1− ω)‖hT˜ c∩T c0
‖p2,p + (1− ω)‖hT˜∩T c0
‖p2,p.
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Therefore, we have
‖hT c0 ‖
p
2,p ≤ ω‖hT0‖
p
2,p + (1− ω)‖hT˜∩T c0
‖p2,p + (1− ω)‖hT˜ c∩T0‖
p
2,p + 2
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)
.
Let the set T˜α = T0 ∩ T˜ , then we can write ‖hT˜∩T c0
‖p2,p + ‖hT˜ c∩T0‖
p
2,p = ‖h(T0∪T˜ )\T˜α‖
p
2,p and simplify the
bound on
‖hT c0 ‖
p
2,p ≤ ω‖hT0‖
p
2,p + (1− ω)‖h(T0∪T˜ )\T˜α‖
p
2,p + 2
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)
. (10)
Next, we decompose hT c0 into disjoint block index set Tj , each of Tj (j ≥ 1) consists of ak blocks, where
a > 1. That is, T1 indexes the ak blocks with largest ℓ2 norm of hT c0 , T2 indexes the second ak blocks with
largest ℓ2 norm of h(T0∪T1)c , and so on. This gives hT c0 =
∑
j≥1
hTj . For each i ∈ Tj (j ≥ 2), it is easy to see
that
‖hTj [i]‖
p
2 ≤
‖hTj−1 [i]‖
p
2 + · · ·+ ‖hTj−1 [ak]‖
p
2
ak
=
‖hTj−1‖
p
2,p
ak
.
Then
‖hTj [i]‖
2
2 ≤
‖hTj−1‖
2
2,p
(ak)2/p
, ‖hTj‖
2
2 ≤
ak‖hTj−1‖
2
2,p
(ak)2/p
,
‖hTj‖
p
2 ≤
‖hTj−1‖
p
2,p
(ak)1−p/2
.
Thus,
‖h(T0∪T1)c‖2 ≤ ‖
∑
j≥2
hTj‖2 ≤
∑
j≥2
‖hTj‖2 ≤ (ak)
1/2−1/p
∑
j≥2
‖hTj−1‖2,p = (ak)
1/2−1/p
∑
j≥1
‖hTj‖2,p.
Hence,
‖h(T0∪T1)c‖
p
2 ≤ (ak)
p/2−1

∑
j≥1
‖hTj‖2,p

p ≤ (ak)p/2−1∑
j≥1
‖hTj‖
p
2,p = (ak)
p/2−1‖hT c0 ‖
p
2,p.
Combining the above expression with (10), we get
‖h(T0∪T1)c‖
p
2 ≤ (ak)
p/2−1
[
ω‖hT0‖
p
2,p + (1− ω)‖h(T0∪T˜ )\T˜α‖
p
2,p + 2
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)]
.
(11)
By Ho¨lder’s inequality it follows that
‖Ah‖pp ≤
(
m∑
i=1
(|(Ah)i|
p)2/p
)p/2
·
(
m∑
i=1
1
)1−p/2
= m1−p/2‖Ah‖p2.
Since x♯ is a solution of problem (5) and ‖y −Ax‖2 = ‖e‖2 ≤ ε, so we have
‖Ah‖2 = ‖A(x
♯ − x)‖2 ≤ ‖Ax− y‖2 + ‖Ax
♯ − y‖2 ≤ 2ε.
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Thus, ‖Ah‖pp ≤ m1−p/2‖Ah‖
p
2 ≤ m
1−p/2(2ε)p. Therefore, we obtain
‖AhT0∪T1‖
p
p ≤ ‖Ah‖
p
p + ‖Ah(T0∪T1)c‖
p
p ≤ m
1−p/2(2ε)p +
∑
j≥2
‖AhTj‖
p
p
≤ m1−p/2(2ε)p + (1 + δak)
∑
j≥2
‖hTj‖
p
2.
Moreover, we have ∑
j≥2
‖hTj‖
p
2 ≤ (ak)
p/2−1
∑
j≥2
‖hTj−1‖
p
2,p ≤ (ak)
p/2−1‖hT c0 ‖
p
2,p.
Hence
‖AhT0∪T1‖
p
p ≤ m
1−p/2(2ε)p + (ak)p/2−1(1 + δak)‖hT c0 ‖
p
2,p
≤ m1−p/2(2ε)p + 2(ak)p/2−1(1 + δak)
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)
+ ω(ak)p/2−1(1 + δak)‖hT0‖
p
2,p + (1− ω)(ak)
p/2−1(1 + δak)‖h(T0∪T˜ )\T˜α‖
p
2,p.
Noting that |(T0∪T˜ )\T˜α| = (1+ρ−2αρ)k, we obtain ‖h(T0∪T˜ )\T˜α‖
p
2,p ≤ [(1 + ρ− 2αρ)k]
1−p/2 ‖h(T0∪T˜ )\T˜α‖
p
2.
Since the set T1 contains the ak blocks with largest ℓ2 norm of hT c0 with a > 1, and |T˜ \T˜α| = (1−α)ρk ≤ ak,
it follows that ‖h(T0∪T˜ )\T˜α‖
p
2 ≤ ‖hT0∪T1‖
p
2, which implies that ‖h(T0∪T˜ )\T˜α‖
p
2,p ≤ [(1 + ρ− 2αρ)k]
1−p/2 ‖hT0∪T1‖
p
2.
In addition, ‖hT0‖
p
2,p ≤ k
1−p/2‖hT0‖
p
2 ≤ k
1−p/2‖hT0∪T1‖
p
2. Thus,
(1− δ(a+1)k)‖hT0∪T1‖
p
2 ≤ ‖AhT0∪T1‖
p
p
≤ m1−p/2(2ε)p + 2(ak)p/2−1(1 + δak)
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)
+ ωap/2−1(1 + δak)‖hT0∪T1‖
p
2 + (1− ω)a
p/2−1(1 + ρ− 2αρ)1−p/2(1 + δak)‖hT0∪T1‖
p
2.
Therefore, if (1− δ(a+1)k)− a
p/2−1(1 + δak)γ > 0, that is δak +
a1−p/2
γ δ(a+1)k <
a1−p/2
γ − 1, then we have
‖hT0∪T1‖
p
2 ≤
m1−p/2(2ε)p + 2(ak)p/2−1(1 + δak)
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)
(1− δ(a+1)k)− ap/2−1(1 + δak)γ
, (12)
where γ = ω + (1− ω)(1 + ρ− 2αρ)1−p/2. According to (11), we also have
‖h(T0∪T1)c‖
p
2 ≤ a
p/2−1γ‖hT0∪T1‖
p
2 + 2(ak)
p/2−1
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)
≤
ap/2−1γm1−p/2(2ε)p + 2(ak)p/2−1(1− δ(a+1)k)
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)
(1− δ(a+1)k)− ap/2−1(1 + δak)γ
.
From ‖v‖p ≤ 2
1/p−1‖v‖1 for all v ∈ R
2, it follows that
‖h‖2 ≤ ‖hT0∪T1‖2 + ‖h(T0∪T1)c‖2
≤ 21/p−1

2m1/p−1/2ε+ 21/p(ak)1/2−1/p(1 + δak)1/p
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)1/p
[(1− δ(a+1)k)− ap/2−1(1 + δak)γ]1/p


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+ 21/p−1

2a1/2−1/pγ1/pm1/p−1/2ε+ 21/p(ak)1/2−1/p(1− δ(a+1)k)1/p
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)1/p
[(1− δ(a+1)k)− ap/2−1(1 + δak)γ]1/p


≤
22/p−1(ak)1/2−1/p
[
(1 + δak)
1/p + (1− δ(a+1)k)
1/p
] (
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)1/p
[(1 − δ(a+1)k)− ap/2−1(1 + δak)γ]1/p
+
21/pm1/p−1/2(1 + a1/2−1/pγ1/p)ε
[(1− δ(a+1)k)− ap/2−1(1 + δak)γ]1/p
= C1
(
ω‖xT c0 ‖
p
2,p + (1− ω)‖xT˜ c∩T c0
‖p2,p
)1/p
k1/p−1/2
+ C2ε,
which completes the proof.
Corollary 1 Let A ∈ Rm×N be a measurement matrix, x ∈ RN be a block k-sparse signal supported on
block index set T0 with y = Ax, and 0 < p ≤ 1. Let T˜ ⊂ {1, 2, · · · , n} be an arbitrary set. Define ρ and α
as before such that |T˜ | = ρk and |T˜ ∩ T0| = αρk. Suppose that there exists an a ∈ Z, with a ≥ (1 − α)ρ,
a > 1, and the measurement matrix A satisfies
δak +
a1−p/2
γ
δ(a+1)k <
a1−p/2
γ
− 1, (13)
where γ = ω + (1 − ω)(1 + ρ− 2αρ)1−p/2 for some given 0 ≤ ω ≤ 1. Then the unique solution of problem
(5) with ε = 0 is exactly x.
Remark 5. According to the arguments in [20,35], if we let A be an m×N matrix whose entries are i.i.d
Gaussian random variables with mean zero, then there exist C3(p) and C4(p) such that whenever 0 < p ≤ 1
and
m ≥ C3(p)kd+ pC4(p)k ln(n/k), (14)
the block p-RIP (7) will hold and the block sparse signal x can be exactly recovered with high probability.
For a given p ∈ (0, 1], C3(p) and C4(p) are finite constants, and the second term of (14) has the dominant
impact on the number of measurements in an asymptotic sense. When p → 0, the condition reduces to
m ≥ C3(0)kd. While, when p = 1, the required number of measurements m ≥ C3(1)kd + C4(1)k ln(n/k),
which implies fewer measurements are required with smaller p for exact recovery via weighted mixed ℓ2/ℓp
minimization than the case that p = 1. This is largely consistent with what we have mentioned in Remark
3, namely, as p decreases, the sufficient condition for the exact recovery becomes weaker. Though we have
only considered the case that d1 = d2 = · · · = dn = d, the results here can be adapted to the case in which
di are not equal via replacing d by the maximal block length max
1≤i≤n
di.
3 Weighted Block p-NSP
In this section, we focus on the noise free case, that is e = 0, and the signal x is exactly block k-sparse,
supported on block index set T0. We obtain the exact recovery condition for the problem (5) with ε = 0
by using weighted block p-null space property. For an index set V ⊂ {1, · · · , n}, we define
Γs(V ) := {U ⊂ {1, · · · , n} : |(V ∩ U
c) ∪ (V c ∩ U)| ≤ s}.
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Basically, for any index set V , the set (V ∩U c)∪ (V c∩U) indicates the estimate error of U with respective
to V . So Γs(V ) includes all the index set estimates of V that own an error of size s or less.
Definition 2 Let T ⊂ {1, · · · , n} with |T | ≤ k and T˜ ∈ Γs(T ). Assume the block size equals d. A matrix
A ∈ Rm×N is said to have the weighted nonuniform block p-null space property with parameters T and T˜ ,
and constant C if for any vector h : Ah = 0, we have
ω‖hT ‖
p
2,p + (1− ω)‖hS‖
p
2,p ≤ C‖hT c‖
p
2,p, (15)
where S = (T˜ ∩ T c) ∪ (T˜ c ∩ T ). In this case, we say A satisfies ω-d-p-NSP(T, T˜ , C).
Next, we define a weighted uniform block p-null space property that leads to a sufficient and necessary
condition for the exact recovery of all block k-sparse signals from compressive measurements using weighted
mixed ℓ2/ℓp minimization problem.
Definition 3 Assume the block size equals d. A matrix A ∈ Rm×N is said to have the weighted block
p-null space property with parameters k and s, and constant C if for any vector h : Ah = 0, and for every
block index set T ⊂ {1, · · · , n} with |T | ≤ k and S ⊂ {1, · · · , n} with |S| ≤ s, we have
ω‖hT ‖
p
2,p + (1− ω)‖hS‖
p
2,p ≤ C‖hT c‖
p
2,p. (16)
In this case, we say A satisfies ω-d-p-NSP(k, s, C).
Remark 6. Our notations ω-d-p-NSP(T, T˜ , C) and ω-d-p-NSP(k, s, C) are direct extensions of the recent
notations ω-NSP(T, T˜ , C) and ω-NSP(k, s, C) proposed by [25], which corresponds to the special case that
p = 1 and the block size d = 1. That’s to say ω-1-1-NSP(k, s, C) is equivalent to ω-NSP(k, s, C). Conse-
quently, 1-1-1-NSP(k, k, C) is the standard null space property of order k, i.e, NSP(k,C).
The following theorem presents the sufficient and necessary condition for weighted mixed ℓ2/ℓp mini-
mization problem to recover all block k-sparse signals when the error in the block support estimate is of
size s or less.
Theorem 2 Assume the block size equals d. Given a matrix A ∈ Rm×N , every block k-sparse signal
x ∈ RN , supported on block index set T0, is the unique solution of the weighted mixed ℓ2/ℓp, 0 < p ≤ 1
norm minimization problem (5) with ε = 0 and T˜ = Γs(T0), if and only if A satisfies ω-d-p-NSP(k, s, C)
for some positive constant C < 1.
Proof. a) ” ⇒ ”. Assume if A does not satisfy ω-d-p-NSP(k, s, C) for any constant C > 1, then there
exists a vector h : Ah = 0 and block index set T with |T | ≤ k and block index set S with |S| ≤ s, such
that AhT = −AhT c and
ω‖hT ‖
p
2,p + (1− ω)‖hS‖
p
2,p ≥ ‖hT c‖
p
2,p.
Define T˜ = (T c ∩ S) ∪ (T ∩ Sc) so that S = (T ∩ T˜ c) ∪ (T c ∩ T˜ ). Substituting for S and splitting the set
T , we obtain
ω
(
‖hT∩T˜ c‖
p
2,p + ‖hT∩T˜ ‖
p
2,p
)
+ (1− ω)
(
‖hT∩T˜ c‖
p
2,p + ‖hT c∩T˜ ‖
p
2,p
)
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= ‖hT∩T˜ c‖
p
2,p + ω‖hT∩T˜ ‖
p
2,p + (1− ω)‖hT c∩T˜ ‖
p
2,p ≥ ‖hT c‖
p
2,p.
Then, we have
ω‖hT∩T˜ ‖
p
2,p + ‖hT∩T˜ c‖
p
2,p ≥ ω‖hT c∩T˜ ‖
p
2,p + ‖hT c∩T˜ c‖
p
2,p.
In other words, the weighted mixed ℓ2/ℓp norm of the vector hT equals or exceeds that of −hT c . So hT is
not the unique minimizer, which is contradictory to our condition. Thus, the necessity is verified.
b) ” ⇐ ”. Let x♯ be a minimizer of weighted mixed ℓ2/ℓp, 0 < p ≤ 1 norm minimization problem (5)
with ε = 0 and T˜ = Γs(T0) and define h = x
♯ − x. Then, by the optimality of x♯, we have
ω‖xT˜ + hT˜ ‖
p
2,p + ‖xT˜ c + hT˜ c‖
p
2,p ≤ ω‖xT˜ ‖
p
2,p + ‖xT˜ c‖
p
2,p,
which is equivalent to
ω‖xT˜∩T0 + hT˜∩T0‖
p
2,p + ω‖xT˜∩T c0
+ hT˜∩T c0
‖p2,p + ‖xT˜ c∩T0 + hT˜ c∩T0‖
p
2,p + ‖xT˜ c∩T c0
+ hT˜ c∩T c0
‖p2,p
≤ ω‖xT˜∩T0‖
p
2,p + ω‖xT˜∩T c0
‖p2,p + ‖xT˜ c∩T0‖
p
2,p + ‖xT˜ c∩T c0
‖p2,p.
Since x is strictly block k-sparse and supported on the block index set T0, thus xT c0 = 0. Then we have
ω‖hT˜∩T c0
‖p2,p + ‖hT˜ c∩T c0
‖p2,p ≤ ‖hT˜ c∩T0‖
p
2,p + ω‖hT˜∩T0‖
p
2,p.
Adding and subtracting ω‖hT˜ c∩T c0
‖p2,p on the left hand side, and ω‖hT˜ c∩T0‖
p
2,p on the right, we obtain
ω‖hT˜∩T c0
‖p2,p + ω‖hT˜ c∩T c0
‖p2,p + ‖hT˜ c∩T c0
‖p2,p − ω‖hT˜ c∩T c0
‖p2,p
≤ ω‖hT˜∩T0‖
p
2,p + ω‖hT˜ c∩T0‖
p
2,p + ‖hT˜ c∩T0‖
p
2,p − ω‖hT˜ c∩T0‖
p
2,p.
Therefore,
ω‖hT c0 ‖
p
2,p + (1− ω)‖hT˜ c∩T c0
‖p2,p ≤ ω‖hT0‖
p
2,p + (1− ω)‖hT˜ c∩T0‖
p
2,p.
Finally, by adding (1− ω)‖hT˜∩T c0
‖p2,p to both sides, we have
‖hT c0 ‖
p
2,p ≤ ω‖hT0‖
p
2,p + (1− ω)‖hT˜∩T c0
‖p2,p + (1− ω)‖hT˜ c∩T c0
‖p2,p
= ω‖hT0‖
p
2,p + (1− ω)‖hS‖
p
2,p, (17)
by setting S = (T˜ ∩ T c0 ) ∪ (T˜
c ∩ T0). Note that when |S| ≤ s, the above inequality is in contradiction with
that A satisfies ω-d-p-NSP(k, s, C) for some constant C < 1, unless h = 0. Hence, we have x♯ = x, and the
sufficiency holds.
4 From Block p-RIP to Weighted Block p-NSP
In this part, we establish the relationship between the block p-RIP and weighted block p-NSP, which
tells us that block p-RIP can directly imply the weighted block p-NSP. As a consequence, we can obtain the
exact recovery for every block k-sparse signal via the weighted mixed ℓ2/ℓp, 0 < p ≤ 1 norm minimization
problem (5) with ε = 0. The relationship is obtained as follows.
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Theorem 3 Assume the block size equals d and let x ∈ RN be block k-sparse, supported on block index
set T0. Let T˜ ⊂ {1, 2, · · · , n} be an arbitrary set and define ρ and α as before such that |T˜ | = ρk and
|T˜ ∩ T0| = αρk. Let s = (1 + ρ − 2αρ)k, then we have T˜ = Γs(T0). Suppose that there exists an a ∈ Z,
with a ≥ (1− α)ρ, a > 1, and the measurement matrix A satisfies
δak +
a1−p/2
γ
δ(a+1)k <
a1−p/2
γ
− 1, (18)
where γ = ω + (1− ω)(s/k)1−p/2 for some given 0 ≤ ω ≤ 1. Then A satisfies ω-d-p-NSP(k, s, C) for some
constant C < 1.
Consequently, according to Theorem 2, we have x is the unique solution of problem (5) with ε = 0.
Proof. To show for any vector h : Ah = 0, and for every block index set T ⊂ {1, · · · , n} with |T | ≤ k, and
S ⊂ {1, · · · , n} with |S| ≤ s, we have
ω‖hT ‖
p
2,p + (1− ω)‖hS‖
p
2,p ≤ C‖hT c‖
p
2,p, (19)
for some constant C < 1, we only need to show (19) holds for T = G0 and S = H0, where G0 is the block
index set over the k blocks with largest ℓ2 norm of h, H0 is the block index set over the s blocks with
largest ℓ2 norm of h.
Next, we decompose hGc0 into disjoint block index set Gj , each of Gj (j ≥ 1) consists of ak blocks. That
is, G1 indexes the ak blocks with largest ℓ2 norm of hGc0 . G2 indexes the second ak blocks with largest ℓ2
norm of h(G0∪G1)c , and so on.
Since Ah = 0, then we have
‖AhG0∪G1‖
p
p ≤ ‖Ah(G0∪G1)c‖
p
p ≤
∑
j≥2
‖AhGj‖
p
p ≤ (1 + δak)
∑
j≥2
‖hGj‖
p
2.
Moreover, we have ∑
j≥2
‖hGj‖
p
2 ≤ (ak)
p/2−1
∑
j≥2
‖hGj−1‖
p
2,p ≤ (ak)
p/2−1‖hGc0‖
p
2,p.
Thus,
(1− δ(a+1)k)‖hG0∪G1‖
p
2 ≤ ‖AhG0∪G1‖
p
p ≤ (1 + δak)(ak)
p/2−1‖hGc0‖
p
2,p.
It implies that
‖hG0∪G1‖
p
2 ≤
(ak)p/2−1(1 + δak)
1− δ(a+1)k
‖hGc0‖
p
2,p. (20)
In addition, ‖hG0‖
p
2,p ≤ k
1−p/2‖hG0‖
p
2 ≤ k
1−p/2‖hG0∪G1‖
p
2. Hence,
‖hG0‖
p
2,p ≤ k
1−p/2‖hG0∪G1‖
p
2 ≤
ap/2−1(1 + δak)
1− δ(a+1)k
‖hGc0‖
p
2,p. (21)
For the term ‖hH0‖
p
2,p, we have ‖hH0‖
p
2,p ≤ s
1−p/2‖hH0‖
p
2. Moreover, if s ≤ k, we have H0 ⊂ G0
and ‖hH0‖
p
2 ≤ ‖hG0‖
p
2 ≤ ‖hG0∪G1‖
p
2. If s > k, then G0 ⊂ H0. However, since |H0 \ G0| = s − k =
11
(1 + ρ− 2αρ)k − k = (1 − 2α)ρk ≤ ak, then we also have ‖hH0‖
p
2 ≤ ‖hG0∪G1‖
p
2 as the block index set G1
contains the ak blocks with largest ℓ2 norm of hGc0 . As a consequence,
‖hH0‖
p
2,p ≤ s
1−p/2‖hH0‖
p
2 ≤ s
1−p/2‖hG0∪G1‖
p
2 ≤
(ak/s)p/2−1(1 + δak)
1− δ(a+1)k
‖hGc0‖
p
2,p. (22)
Therefore, we obtain
ω‖hG0‖
p
2,p + (1 − ω)‖hH0‖
p
2,p ≤ ω
ap/2−1(1 + δak)
1− δ(a+1)k
‖hGc0‖
p
2,p + (1− ω)
(ak/s)p/2−1(1 + δak)
1− δ(a+1)k
‖hGc0‖
p
2,p
=
ap/2−1γ(1 + δak)
1− δ(a+1)k
‖hGc0‖
p
2,p.
Let C = a
p/2−1γ(1+δak)
1−δ(a+1)k
, we have C < 1 under the condition of block p-RIP. The proof is completed.
5 Simulation
In this section, we conduct several simulations to illustrate our presented theoretical results. We adopt
the iteratively reweighted least squares (IRLS) approach to solve the nonconvex optimization problem. We
begin with x(0) = argmin ‖y −Ax‖22, and set γ0 = 1. Then, let x
(t+1) be the solution of
min
x
1
2λ
‖y −Ax‖22 +
1
2
‖W (t)x‖22, (23)
where λ > 0 is a regularization parameter, and the weight matrix W (t) is defined as W
(t)
i = diag((γt +
ω
4
p(p−2)
i ‖ω
1/p
i x
(t)[i]‖22)
p/4−1/2) for the i-th block. Then, x(t+1) can be given explicitly as
x(t+1) = (W (t))−1
(
[A(W (t))−1]T [A(W (t))−1] + λI
)−1
[A(W (t))−1]T y.
The value of γ is decreased according to the rule γt+1 = 0.1γt, and the iteration is continued until ‖x
(t+1)−
x(t)‖2 ≤ 10
−5 or the iteration times is larger than 2500. In our experiments, the measurement matrix
A is generated as an m × N matrix with entries drawing from i.i.d standard normal distribution. For
a generated block sparse or nearly block sparse signal x, the measurements y = Ax + σz with z being
the standard Gaussian white noise. We consider several different parameter values to demonstrate the
theoretical results. In each experiment, we report the average results over 20 replications. For IRLS, we
set λ = 10−6 in the noise free case (σ = 0), and λ = 10−2 in the noisy case (σ = 0.01). The recovery
performance is assessed by the signal to noise ratio (SNR), which is given by
SNR = 20 log10
(
‖x‖2
‖x− x♯‖2
)
.
5.1 Exactly block sparse case
We first consider the case that x is exactly block k-sparse with k = 20. In this set of experiments,
the signal is of length N = 400, which is generated by choosing k blocks uniformly at random, and then
choosing the nonzero values from the standard normal distribution for these k blocks.
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Figure 2 illustrates the recovery performance of the weighted ℓ2/ℓp minimization problem with p = 0.5
and d = 2 in both with and without noise cases. It can be observed that when α = 0.7, the best recovery
is achieved for very small ω whereas a ω = 1 results in the lowest SNR. On the other hand, when α ≤ 0.5,
the performance of the recovery algorithms is better for large ω than that for small ω. The case ω = 0
results in the lowest SNR. And as is expected that in all settings, comparing to the noise free case, we have
a lower SNR in the noisy case.
Figure 3 shows the averaged SNR using weighted mixed ℓ2/ℓp minimization for different values of the
ratio parameter ρ with fixed p = 0.5 and d = 2. It shows that when α = 0.7, using a larger support
estimate results in better reconstruction. However, in both the noise free and noisy measurements cases,
the recovery performance is more sensitive to the accuracy α of the block support estimate than the ratio
parameter ρ.
In addition, we illustrate the impacts of p and d in Figure 4 for both the noise free and noisy mea-
surements cases. We fix k = 20, α = 0.7 and ω = 0.5. It is evident that as p decreases, the recovery
performance becomes better. And as d increases, more number of measurements are required to obtain
good reconstructions. These are largely consistent with the theoretical results in Section 2.
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Figure 2: Performance of weighted mixed ℓ2/ℓp recovery with p = 0.5 in terms of SNR for exactly block sparse signal
x depending on ω with k = 20, d = 2, while varying the number of measurements m.
5.2 Nearly block sparse case
Next, we generate x with the ℓ2 norm of its blocks decay like i
−θ where i ∈ {1, · · · , n} and θ > 1. In
Figure 5, we illustrate the averaged SNR versus the size of the block support estimate ρ as a proportion
of k for θ = 1.5. To calculate α, we set k = 20, i.e., we are interested in the best 20-term block sparse
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Figure 3: Performance of weighted mixed ℓ2/ℓp recovery with p = 0.5 in terms of SNR for exactly block sparse signal
x depending on ω with k = 20, d = 2, while varying the size of the block support estimate ρ as a proportion of k.
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Figure 4: Performance of weighted mixed ℓ2/ℓp recovery in terms of SNR for exactly block sparse signal x depending
on p with k = 20, α = 0.7, ω = 0.5, while varying the number of measurements m.
14
approximation. It shows that mediate values of ω (e.g., ω = 0.2 or 0.5) results in the best recovery.
Generally, larger block support estimate favours better reconstruction result. Finally, we illustrate the
impacts of θ and d for different p in Figure 6. For θ = 1.5, we set k = 20, while for θ = 2, we consider
k = 10. It is evident that the recovery performance improves as θ increases, i.e., the block sparsity of
signal increases. Moreover, decreasing p and d improves the recovery performance when other parameters
are fixed.
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Figure 5: Performance of weighted mixed ℓ2/ℓp recovery in terms of SNR for nearly block sparse signal x with
p = 0.5, m = 80, θ = 1.5, k = 20, d = 2, while varying the size of the block support estimate ρ as a proportion of k.
6 Conclusion
In this paper, we presented the recovery analysis of weighted mixed ℓ2/ℓp (0 < p ≤ 1) minimization
by using both block p-RIP and weighted block p-null space property. In addition, we established the rela-
tionship between these two conditions. A series of simulations were conducted to illustrate our theoretical
results. We largely generalized the existing results [19, 20, 33–35] to incorporating the prior known block
support information with a weight ω ∈ [0, 1]. And from the simulation results, it shows that mediate values
of the weight ω result in the best recovery in most of the cases.
There are some interesting issues left for future work. One is that it might be possible to generalize
ℓ2-constrained minimization problem considered in this paper to the ℓq-constrained minimization problem
with 2 ≤ q ≤ ∞ (see [9, 32]) and with 0 ≤ q < 2 (see [36]). Another issue that is not addressed here is
to obtain the minimum required number of measurements for perfect recovery directly via weighted block
p-null space property. And the extension to the framework with completely arbitrary weights (see [28])
needs also to be considered.
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Figure 6: Performance of weighted mixed ℓ2/ℓp recovery in terms of SNR for nearly block sparse signal x for different
θ and d depending on p with fixed α = 0.7, ω = 0.5, σ = 0.01 for all the cases, while varying the number of
measurements m.
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