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Resumo 
Neste trabalho, um teorema de alternativa do tipo Gordan é utilizado no 
estudo de condições necessárias de otimalidade para o problema clássico de 
programação não linear (finito- dimensional). Condições suficientes são obtidas 
através de uma noção de convexidade generalizada (chamada invexidade ). Além 
disso, sem hipóteses de convexidade (generalizada ou não) são obtidas condições 
suficientes de otimalidade via método de deformação. 
Resultados análogos são válidos para o problema de tempo contínuo 
(exceto o método de deformação). 
Abstract 
In this work, an altemative theorem (Gordan 's type) is used to investigate 
necessary conditions of optimality for the classic nonlinear programming 
prob/em (finite dimensional). Sufficient conditions are obteined via a notion of 
generalized convexity (called invexity) . Moreover, without hipothesis of 
convexíty (generalized or no) are obtained sufficient conditions via deformation 
method. 
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Capítulo 1 
Introdução e preliiilinares técnicos 
1.1 Introdução 
Neste trabalho estudamos, quanto a condições de ot imalidade, dois problemas: o Problema 
de Programação Não Linear (em dimensão finita) e ta.mbém o chamado Problema de Tempo 
Contínuo, os quais formulamos a seguir. 
Iniciamos com a formulação do problema finito- dimensional : 
minimizar fo(x) 
sujeito a ft(x) $O, i= 1, ... , m 
(P) 
onde /o, fi : X -+ lR são funções definidas em um subconjunto X de lRn. 
Necessitaremos das seguintes definições: 
Definição 1.1 : 
1. x• E X é um ponto factível para (P) ~e fi(x*) $O para todo i= 1, ... , m e denotaremos 
o conJunto dos pontos fact{veis por lF. 
f. x• E X é uma solução local {ou m{nimo local} para (P) se t fact!vel e se existe uma 
vizinhança V de x• tal que fo(x*) $ fo(x) para todo x E VnlF. 
9. x* E X é uma solução globo./. de (P) se é factível e se fo(x*) $ fo(x) para todo x E F. 
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Se X e Y forem espaços de Banach, o conceito de continuidade de funções pode ser 
generalizado oomo segue: 
Definição 1.3 Sejam X e Y espaços de Banach, r: X~ Y uma multifunção e r E X. 
Dizemos ~ r é 1emicontínua 1Upertor em ~ le para cada ê > 0, existe um 6 > 0 tal que 
r(x) c r(x) +êBy para todo x E {r}+ 6Bx. 
(onde B x e By são as bolas abertas unitárias dos e8paços X e Y) 
Quando não houver perigo de oon.fusão, denotaremos, simplesmente, por B a bola unitária 
aberta do espaço considerado. 
Seja dado D um subconjunto não vazio de um espaço de Banach B. Definimos o funcional 
suporte de D como sendo lrD: E--+ RU {oo}, onde trD(e) = sup{< e,x >:X E D}. (Onde 
< ·, -> denota a relação de dualidade canônica em B• x B). 
Pode-se provar que se C, D são subconjuntos não vazios, fechados e convexos de B e se p., >. 
são não negativos, então valem as seguintes propriedades (Hôrmander): 
1. C C D se e somente se trc({) ~ O'D({) para todo {E B•; 
Outra noção de que necessitaremos é a de mensurabilidade de uma multifunção. 
Definição 1.4 Seja G : [0, T] ::::; Rn uma mtdtifunção. G é men&u~ se para cada subcon-
junto fechado C de Rn o conjunto f( C)= {x E [0, T]: r(x) n C :f: <t>} é Lebesgue mensurável. 
Observam05 que a Definição 1.4, de fato, generaliza a noção clássica de mensurabilidade de 
funções. 
Em oontexto clássioo, uma função f : [O, T] -+ Rn é mensurável se para cada subconjunto 
fechado C de Rn, telll06 que J-1 (C) é Lebesgue mensurável. 
Façam<>5J(x) = {f(x)} e consideremos a multunção f: [O,T] ~ Rn. 
Neste caso: 
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f. x• E X é uma solução local (ou mínimo local} paro (CNP) se é fact(vel e se existe uma 
vizinhança V de x• tal que cfo( x•) ~ cfo( x) paro todo x E V n F. 
9. x• E X é uma solução global de {CNP} 8e é factível e 8e <f>(x*) ~ <f>(x) para todo x E F. 
Veremos que resultados análogos aos obtidos para o problema fi.nitô- dimensional podem ser 
obtidos para o problema (CNP). 
Em [7], Bobylev obtém, at ravés do método de deformação, oondições suficientes de otimali-
dade para o problema finito- dimensional, sem nenhuma hipótese de oonvexidade (generalizada 
ou não). 
Nossa tentativa foi adaptar esta argumentação ao problema (CNP) e, de forma análoga, 
obtermos condições suficientes de otimalidade para o problema (CNP) sem hipóteses adicionais 
de oonvexid.ade. Não logramos atingir este resultado e os motivos disto são expostos no Capítulo 
7 (Parte IT) deste trabalho 
1.2 Preliminares técnicos 
Nesta seção apresentamos alguns resultados de análise não diferenciável e de oon-vexidades gener-
alizadas, os quais serão utilizados nos capítulos posteriores deste trabalho. São fatos oonhecido6 
e que, por isto, não serão demonstrados aqui . Estes podem ser encontrados, respectiamente, 
no livro de Aubin e Fran.kowska [2] e no (excelente!) livro de Clarke [3) . 
1.2.1 Alguns resultados de Análise Multívoca 
Em nossa d.iscussão, necessitaremos de algumas definições de Análise Multívoca, as quais listare-
mos a. seguir. Iniciamos oom o oonceito de multifunção: 
Sejam X e Y dois subconjuntos não vazios. Por uma multifunc;ão de X em Y entendemos 
uma função r definida em X e oom valores no conjunto das partes de Y, e a denotaremos por 
f:X=tY. 
Um exemplo de multifunção é o gradiente generalizado de Clarke, o qual definimos na 
próxima subseção e que será de grande importância neste trabalho, oomo se verá nos capítulos 
seguintes. 
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..l- Para cada x E F definimos o conjunto I(x) = {i = 1, .•. , m : /i(x) = O} chamado o 
conjunto das rutriçõu otivtJB em x. 
Veremos que sob certas hipóteses de diferenciabilidade sobre os funcionais do problema 
(P), é possível enoontrar oondições necessárias de otimalidade sob a forma de uma regra de 
multiplicadores. Veremos que se os funcionais do problema possuem algum tipo de oonvexidade 
generalizada, essas oondições se tomarão, também, suficientes. 
Formulamos a seguir o Problema de Tempo Contínuo: 
minimizar <f>(x) = J[ f(t,x(t))dt 
sujeito a: ga(t, x(t)) S O q.t.p. em [O, T] 
i E I= {1, ... ,m} 
xEX 
(CNP) 
onde X é um suboonjunto não vazio, aberto e oonvexo do espaço L:0[0,1j das funções definidas 
no intervalo [0, T] a valores em R" , Lebesgue- mensuráveis, essencialmente limitadas. Este 
espaço, munido da norma ll·lloo é um espaço de Banach, oom esta norma definida por 
llxlloo = .max uasup{lxj(t)l; tE (0,71}, x E L~(0,71 
J=l, ... ,n 
Admitirem~ ainda, que f(t, x(t)) = r(x)(t) e g(t,x(t)) = (91(t,x(t)), ... , 9m(t, x(t))) = 
-y(x)(t) onde -y : X ~ A;n[o, T] e r : X -+ Al(O, T]; o conjunto Ar[o, TJ é constituído das 
funções defiiDdas em [0, T) com valores em Rm, Lebesgue mensuráveis, essencialmente limitadas 
e consideraremos o espaço Ai [0, T] munido da norma li · ll1, definida por 
De maneira análoga ao problema (P) , definimos: 
Definição 1.2 SeJa o problema (CNP) definido acima. 
1. x• E X é uma solução factíoel para {CNP} se g,(t,x(t)) $O q.t.p. em (0,71, para todo 




{x E [0, T] : f(x) n C =F</>} 
-
{x E (0, T] : {f(x)} n C#</>} 
- {x E [O,T]: j(x) E C} 
-
f - l(C) 
e, portanto, uma função f é mensurável se e somente se a multifunção associada f é mensurável 
no sentido da Definição 1.4. 
A noção de integral de Lebesgue é generalizada para o oontexto multívoco da seguinte 
maneira: 
Definição 1.5 Sejam G : [0, T] ~ Rn uma multifunçõ.o e o conjunto 8 1([0, T]) = {f E 
Lno,T] : f(t) E G(t) q.t.p. em [O,T]}. A integral (de Aumann) de G é definida como sendo 
o conjunto 
Dizemos que multifunção G : [0, T] ~ Rn é integravelmente limitada se G é mensurável 
e se existe uma função z: [O,TJ - R+ integrável tal que IIG(t)ll ~ z(t) q.t.p. em [O,T]. 
Pode-se provar (v. Aubin e Frankowska, [2]) que se a multifunção G é integravel.mente 
limitada e assume valores oompactos em Rn, então, 
1T Ua(t) (v)dt = u Jg" G(t)dt(v), para todo v E Rn. 
1.2.2 Ferramentas de Análise não düerenciável 
Ao longo desta subseção, assumiremos (E,II·ID um espaço de Banach; denotaremos seu dual 
topológico por E* e o adimitiremos munido da norma 
11~11. = sup{ <~~v>: v E E, llvll $ 1}. 
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Assumiremos, ainda, que O é um suboonjunto não vazio aberto de E. 
Seja f : n -+ R um funcional Dizemos que f é Lipschitz próximo de X E n se existem 
um 6 >O e um k = k(x,6) tal que 
para quaisquer x 1 ,x2 E On ({x} + 6B) (onde B é a bola unitária em E). 
Além disso, se f é Lipschitz próximo de x, para todo x E O, dizemos que f é localmente 
Lipschitz em n. 
Definição 1.6 Sejam X E nevE E. Definimos a derivada direcional {de Clarke} de f em 
x na direção v como sendo 
f>(x;v) = limsup ~[f(y + Àv)- f(y)] 
11_.~ A 
.\!0 
{onde y E O, À E (0, +oo)). 
Definição 1.7 Definimos o gradienú generalüado {de ClarA%} de f em x E O como sendo 
o conjunto 
ôf(x) = {{E C: f>(x;v) ;?:< Ç,v >,'Vv E E}. 
O teorema seguinte nos dá algumas propriedades da derivada direcional e do gradiente 
generalizados: 
Teorema 1.8 Seja f : O -+ R um funcional localmente lipschitz com constante k. Então as 
seguintes afirmações são verdadeiras: 
1. A função v~--+ JO(x; v) é finita, lroblinear e satisfaz IJO(x; v)! $ kllvll; 
2. Paro cada x E O, ôf(x) é um subconjunto não vazio, convexo e w*-compacto em E*; 
além disso, 11{11. $ k , para todo Ç E 8f(x); 
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3. Para roda v E E, temos fl(x;v) = max{< ~,v>: {E 8/(x)}; 
4. {E 8f(x) se e somente se f'(x;v) ~<~,v> para todo v E E. 
O resultado anterior é exemplo de um fato mais geral: conjuntos oonvexos e fechadoe 
são caracterizados por eeu.s funcionais suporte. Deste modo, o teorema anterior afirma que 
f'(x; v)= uot(z)(v) e, portanto, conhecer 8f(x) equivale a conhecer f'(x; ·). 
Outro conceito que nos será útil é o de regularidade o qual definimos a seguir: 
Definição 1.9 o funcional f : n - R ~ regular (ou Clarke regular) em X E n se 
1. Para todo v E E, existe a derivada direcional {usual} de f em x na direção v, f(x; v); 
2. Paro roda v E E, f'(x;v) = fl(x;v) . 
Além dis3o, se f é regular em todo x E n então f é regular (em 0). 
Pode-se demonstrar: 
n n 
(a) Se f, são regulares em x E O, então 8(Lii)(x) = ,La!i(x). (A inclusão c vale 
i=l i=l 
sempre.) 
(b) Se f é lipecb.itz próximo de X E 0 é convexa, então f é regular. 
(c) Se f é continuamente diferenciável em X E 0, então 8j(x) = {f(x)} (onde f é a derivada 
usual). [Isto mostra que esta é uma boa generalização de diferenciabilidade.] 
Agora, observamos que se C é um subconjunto não vazio de E, então a função distância 
de: E--+ R definida por dc(x) = inf{llx- cll :c E C} não é diferenciável, mas é globalmente 
Lipschitz, com constante de Lipschitz igual a 1. (v. [13], p. 50). Feita esta oonsideração, 
definimos 
Definição 1.10 Sejam C um subconjunto não vazio de E e seja x E C. Dizemos que v E E 
é um vetor tangente a C em x se c.tO(x;v) =O. Denotaremos Tc(x) o conjunto dos vetores 
tangentes a C em x e o chamaremos cone tangente {de Clarke}. Definimos, ainda, o cone 
normal a C em x como sendo o conjunto 
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Nc(x) = {{E E-;<{, v>~ O, Vv E Tc(x)} . 
Pode-se provar que para cada x E C, Tc(x) é um oone oonvexo e fechado em E e que Nc(x) 
é um oone oonvexo e w* -fechado em ~. 
O teorema seguinte (que se enoontra demonstrado em [13], p. 63), nos dá uma boa car~ 
terização de 8f(x) no caso E= Rn: 
Teorema 1.11 Sejam n um subconjunto não vazio de Rn, f : n-+ R, S um subconjunto de 
medida nula em Rn e n f o conjunto dos pontos onde I não é diferet'I.CÍ4vel. Então: 
A minimalidade de um funcional em um conjunto pode ser expressa pela seguinte condição 
estacionária: 
Teorema 1.12 {condição necessária de otimalidade} Sejam f : n-+ R localmente Lipschitz, 
x• um minimo de f em C. Então 
O E 8f(x*) + Nc(x*) (~) 
(e um ponto~ E C que satisfaz(*) é um ponto estocionário (generalizado) ou eztremo de 
f) 
No caso em que C= O = E, temos Tc(x*) = E, e, portanto, Nc(x*) = {0}, e (*) toma a 
forma mais oonhecida, O E 8/(x• ). 
1.2.3 Convexidades Generalizadas 
A oonvexidade em Program.ação Matemática é muito importante, pois garante critérios de 
suficiência otimal. Nesta seção definimos alguns tipos de conveJcidade ~neralizad.a e a rela-
cionaremos com a noção clássica de oonveJcidade. 
Nas defin!ções seguintes assumiremos que S é um subconjunto convexo, não vazio de um 
espaço normado. 
Recordemos que uma função f : S -+ R é convexa se para quaisquer x 1, x2 E S e para todo 




É fato que, se a função f é convexa, então, para cada o E R, o oonjunto Ao = { x E S : 
f(x) ~o} é convexo. Isto motiva a seguinte 
Definição 1.13 Dizemos que a função f : S -+R é quasiconveza se para cada. o E R, o 
conjunto Ao= {x E S: f(x) ~o} é convexo. 
Sejam S um aberto e f : S-+ R diferenciável em S. Ent~, pode-se demonstrar que f 
é quasiconvexa se, e somente se, para quaisquer zt,X2 E S tais que f(zt) ~ /(x2) se verifica. 
< Vf(x2),x1- x2 >~O. 
Outra noção ~neralizada de oonvexidade é a seguinte: 
Definição 1.14 Sejam S um aberto e a função f: S ___.R diferencüivel em x E S. Dizemos 
que f é p8eudoconveza em x E S $e paro todo x E S tal que < V f(x) , x - x >2::: O implica 
f(x) 2::: f(x) . Se f for pseudoconvexa em todo x E S dizemos que f é pseudoconveza (em S ). 
Estas definições podem ser relacionadas assim: Seja f : S-+ R uma função definida num 
aberto, convexo, não vazio de um espaço normado. Então: f convexa ::::} f pseudoconvexa =* 
f quasiconvexa. Este conhecido resultado se enoontra demonstrado em Jahn, [17], p. 94-95. 
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Parte I 
O problema finito- dimensional 
Nesta primeira parte do trabalho, estudaremos o problema (P): 
minimizar /o(x) 
sujeito a /i(x) $ O, i= 1, ..• , m 
(P) 
onde os funcionais fo,JI, ... ,fm são definidos em algum subconjunto X do R". 
No Capítulo 2, veremos uma oondição geométrica de otimalidade local e, através de um teo-
rema de alternativa (Teorema de Gordan Generalizado) oonvertemos esta oondiçâo geométrica 
em oondições analíticas, obtendo, assim, oondições necessárias dos tipos Fritz John e Karush-
Kuhn-Thcker. 
No Capítulo 3, estudamos um oonceito generalizado de oonvexidade, chamado invexidade 
e, veremos que sob hipóteses de invexidade, as condições obtidas no Capítulo 2 resultam sufi-
cientes. 
No Capítulo 4, veremos o método de deformação, o qual consiste, basicamente, em "trans--
formarmos " um problema de düícil análise num problema de solução mais simples. Se esta 
"deformação " tiver boas propriedades, será possível relacionar os mínimos locais do problema 
original com os do problema deformado. Através do método de deformação apresentado nas 
seções 4.2 e 4.3; obteremos na seção 4.4 oondições de otim.alidade para o problema (P), sem 
nenhuma hipótese de convexidade (genera.lizada ou não) sobre os funcionais do problema (P); 
em 4.5 obteremos através do método de deformação um critério de otimalidade global para o 




Neste capítulo, exibimos oondições n~as de otimalidade para o problema 
minimizar fo(x) } 
sujeito a: fi(x) $O, i E I= {1, ... , m} 
(P) 
onde X é um suboonjunto aberto e não vazio de an, e as funções fi : X_. R (i= 0, 1, ... , m) 
são continuamente diferenciáveis. 
Primeiramente, obtemos rertas oondições geolllétricas de otimalidade, as quais serão oon-
vertidas em oondições analíticas através de um teorema de alternativa (Teorema de Gordan 
Generalizado). 
As referências básicas para este capítulo são Contesse-Becker [ 14) e Mangasarian [ 18] . 
2.1 Condição geométrica de otimalidade 
Definimos os seguintes oonjuntos: 
'D(fi, x) = {v E Rn :<V fi(x), v>< 0}, i= O, 1, ... , m. 
Claramente estes conjuntos são cones abertos em Rn. 
'Thorema 2.1 S e x é solução local do probleroo (P ), então 
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n V(/&,x)nV(/o,x) = 0 
iEI(Z) 
(onde I(x) é o conjunto dos !ndices das restrições ativas em x.) 
Prova: 
Suponha por absurdo que não e seja 11 E [r\ei(%) 'D(J, ,x) nv(fo,x)). 
Como o oonjunto X é aberto, então x + Ày E X para O < À < e para algum ~ > O 
suficientemente pequeno. 
Seja i E I(x) u {O}. 
Então: lim /&{x +À~- fs(x) =<V f&(x), 11 ><o 
.\lO 
Em particular, j;(x + À11) - fi(x) < O, O < À < 6, para algum 6i > O suficientemente 
pequeno, i E J(x) u {0}. 
Mas fi(x) =O para i E I(x), donde segue que fi(x+Ày) <O para O< À < 6,, i E I{x)U{O}. 
Se i E 1\I(x), então ji("x) < O e pela continuidade da f segue que fi (x + Ày) < O para 
O< À< 6,, para algum 6i >O suficientemente pequeno e i E 1\I{x). 
Seja 6 = min{ e, 6o, 61 1 ••• , 6m} > O. 
Então, temos fi(x + Ày) $O e fo(x + Ày) < /o(x) para todo O< À < 6, contrariando a 
otimalidade de x. Absurdo. • 
2.2 Condições necessárias de otimalidade dos tipos Fritz John 
e Karush-Kuhn-Thcker 
Com base no teorema anterior, damos a seguir uma oondição necessária de otimalidade local, 
através do Teorema de Gordan Generalizado , o qual enunciamos abaixo: 
Lema 2.2 (Teorema de Gordan Generalizado) 
Sejam K um subconjunto convexo e não vazio de Rn e as funções f, : K - R convexas, 
i = 1, ... , m. São equivalentes as seguintes afirmações: 
1. Não existe v E K tal que f,( v)< O i= 1, ... , m ; 
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2. Existem Á, E R+, i = I, ... , m, não todos nulos, tais que E:,1 Át/i(tl} ~ O pam todo 
v E K. 
(Para demonstração deste resultado, v. Contesse-Becker, (14], p. 42- 44} 
Teorema 2.3 (FH.tz John} 
Se x é solução local do problema (P ), então, existem ÀQ, Ài E R (i E I ), não todos nt.clos, 
tais que 
Prova: 
~V !o(x) + E:,1 Át V fi(x) = O; 
Áo,Ái ~O, i E I; 
Ái/i(x) =O, i E I; 
Se x é solução local de (P), então, pelo Teorema 2.1, não existe v E Rn tal que 
< V fo(x), v >< O e < V /i(x), v >< o (i E I(x)}. 
Então, pelo Lema 2.2 (Teorema de Gordan Generalizado), existem Áo,~ E~~ i E J(x), 
não todos nulos, tais que 
~ < V/o(x),v > + L ~ < Vfi(x) ,v >~O 
i E I(%} 
para todo v E R.n ou seja, 
Basta, então, tomarmos 
• 
~V/o(x} + L ~V/;(x) =o. 
iEI(%) 
_ - _ { ~~ se i E J(x) ~=~, Ài= 
O, se i E I\I(x) 
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Observe que no Teorema 2.3 nada garante que o multiplicador associado à função objetivo é 
diferente de zero. Assim, se este multiplicador for nulo, toda a informação oontida na derivada 
do funcional objet ivo será perdida e as condições de Fritz John perderão seu valor na busca de 
solução ótima. 
Veremos a seguir que sob certas condições de regularidade sobre as restrições do problema 
(P), esta sit uação pode ser contornada. 
Assuma a seguinte condição de regularidade: 
n V(/i, x) :f 0 (**) 
iEl(Z) 
'Thorema 2.4 (Karush~Kuh~'Thcker} 
Seja x uma solução local de (P) e suponha. que a hip6tese de regularidade {**) seja satisfeita. 
Então, existem r. E R, i E I, tais que 
Prova: 
Vfo(x) + E:,1 ~V/i(z) =O; 
\ .> O i E/· 
""- , ' 
~f,(x) = o, i E 1. 
Note que pelo Teorema 2.3, existem >.o, >., E R+ (i E I(x) ) tais que 
>.o V /o(x) + ~eJCZ) >.,V fi (x ) = o. 
Suponha por absurdo que se tenha Ào = O. 
Então, podemos afirmar que 
para todo v E lRn . 
L Ài < Vfi(x) ,v >= O 
i e I(:) 
Logo, pelo, Lema 2.2, não existe v E lRn tal que < Vf,(x) , v>< O para todo i E /(x) . 
Mas a condição de regularidade (**) afirma que existe um Vo E Rn tal que < V h (x), v >< O 
para todo i E I(x) , contrariando a afirmação anterior. 
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Figure 2-1: 
o resultado desejado é obtido fazendo ~ = e .• 
A oondição de Karush- Kuhn- 'fucker (ou abreviadamente, KKT) admite a seguinte inter-
pretação geométrica, a qual ilustramos na figura 2-1: 
Admitamos, no problema (P), m = 4 e n = 2. 
Na figura, consideramos os conjuntos de nível Eo(f;) = {x : /;(x} = O}associados a cada 
UIDa das restrições. Neste caso, o oonjunto das restrições ativas em x = (0, O) é dado por 
I(x) = {1,4}. 
Os gradientes são, naturalmente, ortogonais aos seus oonjuntos de nível no ponto x e apon-
tam para a direção de máximo crescimento de fi a partir de x. 
Se x é uma solução factível e regular e é mfnimo local para o problema, então o teorema de 
Karush- Kuhn- 'fucker garante a existência de >.1, À4 ~ O tais que 
ou seja, 'V /o(x) aponta para uma direção oposta à determinada pelos vetores 'V ft (x), 'V f4(x) . 
Fazemos ainda as seguintes observações: 
1. Um ponto x E IF que satisfaz as oondições de Fritz John para algum >.o, Ài E 1R , i E/, é 
chamado um extremo de (P). 
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2. Existem outros critérios de regularidade que garantem que o multiplicador do funcional 
objetivo, ~~ é não nulo. O critério de regularidade mais conhecido é o de Slater: se 
existe x factível para (P) tal que h(i) < O para todo i E I (z), ex é solução local de 
(P), então valem as condições Fritz Jobn , com ;\o > O. Outro critério de regularidade 
bastante oonhecido é o de Mangasarian-Fromovitz: se os vetores V fi('X), i E I(x) são 
linearmente independentes ex é solução local de (P), então valem as conclições Fritz John, 
oom ;\o> O (v. CX>ntesse-Becker, (14]). 
3. Para o problema (P), definimos a função Lagrangeana C : Rn x 1R x lRm--+ R onde 
.C(x, ;\o,:~) = >.o!o(x)+ < X, /(x) >,onde f = (fl, ... ,fm)· Deste modo, a primeira 
equação do Teorema 2.3 pode ser rescrita oomo V z.C(x, ~, X) =O. 
Observação 2.5 Em {18}, os autores demonstram os teoremas de Fritz John e Karush Kuhn 
Thcker diretamente através do Teorema de Separação de Hahn- Banach. Preferimos 
demonstrar esses teoremas através do Teorema de Gordan Generalizado pois utilizaremos esta 
mesma idéia na obtenção de cond~ões necessárias de otimalidade para o Problema de Tempo 
Cont{nuo (v. Cap!tulo 5). 
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Capítulo 3 
Condições suficientes para o 
• prograiila 1nvexo 
Veremos a seguir que para uma outra cla.see de funcionais, um pouco mais ampla que a das 
funções convexas- a saber- as funções invexas, introduzidas por Hanson em 1981 em [16), as 
condições de Karush- Kuhn- Thcker ainda resultam suficientes. Para isto, definimos: 
Defini~ S.l Sejam O um subconjunto aberto, não vazio de Rn e a função f : n - R 
diferenciável. A função f t dita in11eZG em u E n se exiiJte uma função ,.., : n X o - Rn tal 
que 
f(x)- f(u) ~< Vf(u),'7(x,u) > 
paro cada X E n. Dizemos, simplesmente, que f é invexa ' se for invexa em todo u E n. 
Note que se f é uma função convexa diferenciável, em particular, f é invexa: basta tomarmos 
'7(x, u) = x- u . Além disso, as noções de convex.idsdes generalizadas que foram mencionadas 
até agora podem ser relacionadas oomo segue: se f é uma função diferenciável, temos que 
convexidade implica pseudoconvexidade e pseudoconvexidade implica quasiconvexidade. Por 
outro lado, pseudoconvexidade implica invex.idade (como veremos a seguir). 
O exemplo seguinte mostra que nem toda função invexa é oonvexa (o que mostra que a 
classe das funções invexas é estritamente maior que a das funções oonvexas). 
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Exemplo 3.2 Em {16} é apresentado o seguinte exemplo de programa não convexo cujos fun-
cionais satisfazem a Definição 9.1 para uma mesma função f1: 
minimizar Xt - sin x2 
sujeito a: 
sinx1- 4sinx2 ~O, 
2sinxl + 7sinx2 +x1- 6 ~O, 
2xt + 2z2 - X ~ 0, 
4x~ + 4x~ - 9 ~ o, 
-sinx1 ~O, 
-sinx2 ~O, 
(x1 , x2) ER2. 
É clara a natureza não convexa dos funcionais deste problema. No entanto, todos eles 
satsfazem a Definição 9.1, com 77(y,x) dada por 
( ) _ ( sin Yl - sin X1 sin Y2 - sin x2 ) '7Y,X - I 
COSX1 COSX2 
onde x = (zt,X2), y = (Yl ,ll2)· 
Deste modo, vemos que o conjunto das funções invexas é estritamente maior que o das 
funções convexas. 
Antes de enunciarmos e demonstrarmos o teorema das condições suficientes de otimalidade 
para o programa invexo (isto é , quando se tem todos os funcionais em (P) invexos, para uma 
mesma função 77), necessitaremos dos seguintes dois lemas: 
Lema 3.3 Uma função f é invexa em n se e somente se todo ponto estacionário de f é ponto 
de mínimo global. 
Prova: 
Suponha f invexa em O e seja u um ponto estacionário de f ou seja, V f(u) = O. Da definição 
de invexida.de, segue que 
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f(x) - f(u) 2:< O, 11(x, u) >=O 
e, portanto, f(u) $ f(x ) para todo X E 0 e, assim, ué mínimo global de f . 
Por outro lado, suponha que todo ponto estacionário de f é ponto de mínimo global. 
Agora, defina: 
{ 
(f(x) - f(u) ) 
f7{x,u) = 11Vf(u)ll2 .Vf(u) se Vf(u) 'I O 
O, caso contrário 
Se Vf(u) =O, então < Vf{u),f7(x,u) >=O$ f(x)- f(u) , pois ué ponto de mínimo global. 
Se Vf(u) :F O, então< Vf(u),fJ(x,u) >= f(x)- /(u) 
Assim, em qualquer C&S01 a função f é invexa. • 
Notemos que do Lema 3.3 segue que toda função pseudooonvexa é invexa. De fato, seja 
f uma função pseudoconvexa e seja x tal que V f(x) = O. Neste caso, trivialmente, temos 
< V f (x), x - x > ~ O para todo x e , portanto, da definição de pseudoconvexidade, tem06 que 
f (x) ~ f(x) , para todo x. 
Lema 8.4 Se paro cada i = 1, ... , m temos Ài 2: O e as funções h são in1JeXa8 para uma mesma 
função 17, então a função '2::~1 >..f, é invexa.. 
Prova: 
Da definição de invexidade segue que 
fi(x)- h(u) ~< Vf&(u) , ry(x,u) > ,i= l , ... , m 
Como ..\i 2: O para todo Ài 2: O, temos que 
Somando sobre os índices i obtemos 
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E, portanto, 
Logo, a função 2:=.1 >.,fi é invexa. • 
Agora, estamos em condição de enunciar e demonstrar o seguinte 
'.Thorema 8.5 (condições suficientes de otimalidade paro o programa invexo) Suponha que x• 
seja um ponto factível paro (P} e que as funções /o, li são invexas paro uma mesma função 1J e 
que existam multiplicadores À\ E R, i= 1, ... , m tal que as condições de Karushr Kuhn- Tu.cker 
são satisfeitas em x• . Então x• é um ponto de m(nimo global paro (P). 
Prova: 
Pelo Lema 3.4, a função /o + 2:~1 Ãs/ã é invexa em x• e das condições de Karusb- Kuhn-
Tucker, segue que x• é ponto estacionário de /o+ E:,1 '>-ifi . Então, pelo Lema 3.3 , x• é ponto 
de mínimo global de /o + E:,1 Ài/i. Deste modo, 
m m 
fo(x) + LÀifi(x) ~ fo(x•) + LÃíft(x•) 
i=l i=l 
para todo ponto factível para (P). 
Mas >.di (X*) = O para todo índice i e, portanto, 
m 
fo(x ) +L '>-ifi(x) 2 !o(x*) 
i= l 
donde resulta 
pois ~fi(:r) :::; O para todo x factível para (P ). 
Logo, x'" é solução global de (P). • 
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Capítulo 4 
O Illétodo de defor~nação e 
condições suficientes de otimalidade 
4.1 Introdução 
Neste capítulo, consideraremos uma família parametrizada de problemas do seguinte tipo: 
onde o parâmetro À E (0, 1]. 
minimizar f(x; À) 
sujeito a 
/i(x;>-.) $ 0, i= l, ... ,m, 
x E RN 
(P(A)) 
Deste modo, é possível "transformar" um problema (P(O)} de difícil análise, num problema 
( P( 1)) ,de mais fácil investigação. 
Grosso modo, se para cada À E [0, 1] o problema (P(>-.)) admite um extremo uníformeme-
mente isolado ( com respeito a A) e este extremo rninirniza o problema inicial, então também 
minimiza o problema deformado- este é o resultado central deste capítulo e será enunciado mais 
cuidadosamente na Seção 1!.3. 
As referências básicas para esta seção são (6), [7) , [9] e [11] . 
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4.2 Deformação de funcionais Lipschitz 
Nesta seção, estudamos um resultado sobre a deformação de funcionais Lipschitz, o qual será 
usado no estudo da família de problemas (P(À)). Antes, porém, definimos: 
Definição 4.1 Sejam B(R) a bola. fecho.da de raio R em RN e f(x ; À) um funcional definido 
em B(R) x (0,1). Dizemos que f(x; À) é uma deformação não degenerada se satisfaz as 
seguintes três condições: 
(a) f(x;À) é continua em B(R) x [0,1] e localmente Lipschitz com respeito a x, para 
todo >. E [0,1). 
(b) A multifunção 8:ef(x; >.): B(R) x [0, 1] =* RN é semicont(nua superior. 
(c) Para todo À E (0, 1] o funcional f(x; >.) tem um único ponto critico, x(>.), continua-
mente dependente de À E [0, 1). 
Observação 4.2 Lembramos que um ponto z- é dito um ponto critico do funcional f 
se O E 8f(x•). 
Este tipo de deforii1.8Çào preserva a propriedade de um extremo ser mínimo local. É o que 
nos diz o próximo resultado, cuja demonstração omitiremos 1 e pode ser encontrada em (8). 
Lema 4.3 (deformação de funcionais} Seja f(x; >.) uma defo'TTTUJÇão niío degenerada. Se x0 = 
x(O) é m{nimo local de f(x;O) então x1 = x(l) é mínimo local de f(x ; 1). 
4.3 Deformação de problemas de programação não linear 
Nesta seção, emmciaremos um teorema que nos permite obter condições suficientes de otimali-
dade para o problema clássico de programação não linear, o qual formulamos abaixo: 
minimizar f(x) 
sujeito a : j ,(x) <O, i= 1, ... , m ,x E RN 
(P) 
1esta demonstra.çio é demasiJido longa e técnica o que justifica tal omissão 
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onde os funcionais / ,/i são supostos continuamente diferenciáveis. 
Antes de enunciá--lo, porém, definimoe 
Definição 4.4 A família pammetrizada de probl~ 
minimizar g(x; ~) 
sujeito a: _9i(:z:; ~) ~ O, i= 1, ... , m; :z: E RN 
onde ~ E [0, 1] é chamada uma deformação não singular se satisfaz as seguintes tm 
condições: 
i= l , ... ,m. 
2. Para cada~ E [0,1], o problema (P(~)) tem um extremo x(.~), continuamente dependente 
de~ € (0,1) e, uniformemente isolado com respeito a À (ou seja, existe um p >O tal que 
para todo ~ € [0, 1], a bola centrada em x(~) não contém nenhum extremo de (PÀ), além 
de :z:(~)). 
3. Para cada ~E [0,1] os vetOTU V%gi(x(>.); >.),i= 1, ... , m são linearmente independentes 
e, para todo À E [O, 1] existe um vetor s(.>t) E RN, tal que < V%.9i(x(>.); À),s(.>t) ><O para 
todo i E /(x(À)) {onde I(x(À)) é o conjunto de índices de rest~ões ativas em x (À)). 
Teorema 4.5 Seja (P(À)) como definida acima, uma deformação não singular. Sexo= x(O) 
é ponto de m(nimo local do problema (P(O)), então, x1 = x(l) é m{nimo local do problema 
(P(l)). 
A demonstração do Teorema 4.5, que é demasiado longa e técnica- será omitida neste tra-
balho e pode ser encontrada em [6], p. 919-921. Ao invés de demonstrarmos este resultado, 
enunciaremos e demonstraremos o caso mais simples em que se admite que o problema (P(À)) 
possui um único extremo para todo À E (0, 1], o que será feito com o awdlio do Lema 4.3. 
Para isto, consideremos o problema 
minimizar f(x) 
sujeitoa: gi(x) $0,i= l , ... ,m,xERN 
(P') 
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onde as funções /, 9i : RN -+ R são localmente Lipscb.itz, ou seja, não supomos nenhuma 
hipótese de diferenciabilidad.e no problema. 
Neste caso, dizemosqueumpontofactível para (P'), x•, éumextremoseexistemp,y1, ... ,ym ~ 
O não todos nulos tais que 
O E p.ôf(x*) + L:,1 Yi8!h(x•) 
Yi9i(x•) = O, i = 1, ... , m 
Pode-se, ainda, definir extremo de (P') em termos do oone normal ao conjunto Q = { x E 
RN : g1(x) S O, i= 1, ... ,m,x E RN}, Nq(x•): neste caso, dizemos que x• é um extremo de (P') 
se 
Agora, definimos deformação não degenerada (em oontexto não diferenciável) oomo segue 
Definição 4.6 A fam(lia parametrizada (em À) de problemas 
minimizar f(x; À) 
sujeito a: g(x; À) 5: O, x E RN 
(P(À)) 
{onde À E [0, 1]} é chamada uma deformação não degenef'Uda se satisfaz as seguintes quatro 
condiçõe.s: 
1. Os funcionais J,g são contínuos em RN x [0, 1) e são localmente lipschitzianos com respeito 
a x , paro todo À E [O, 1). 
2. As multifunções 
8%f(x; À) : RN X [0, 1) =l RN 
8zg(x; À): RN X fO, 1] ::::fiRN 
são semicont{nuas superiores, para cada À E [0,1). 
3. Para todo x tal que g(x;À) = O, a derivada genernlizada gO(x,v; .À) coincide com a 
derivada direcional clássica na direção v, g'(x,v;À) e O rt 8zg(x;).). 
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4. Para todo >. E [O, l),o problema (P(-\)) tem um único eztremo z{-X) , continuamente de-
pendente de >.. 
A eegu.ir, veremos que uma tal deformação preserva a propriedade de um extremo ser mínimo 
local: é o que afirma o seguinte 
Teorema 4.7 Seja (P(-\)) como definido. anteriomente, uma deformação não degenerada.. Se 
x0 = x(O) é ponto de mínimo local do problema (P(O)), então Xt = x(l) é ponto de m!nimo 
local do problema (P(l)). 
Prova: 
Por simplicidade, assw:niremoe /(0; -\) = g(O, -\) =O ex(-\) =O, para todo ,\ E [0, 1]. 
Sejam 
dq(~)(x) = inf lx- Yl 
11EQ(>.) 
onde Q(-X) = {x E RN: g(x; >.)~O} e, para k E llt definimos 
onde x E RN ,-\E [O, 1]. 
(1) 
(2) 
Veremos que, para k suficientemente grande, existe uma bola B(p) de raio p > O tal que 
F(x, k, ...\) satisfaz as hipóteses do Lema 4.3 em B(p). 
Para isto, é suficiente mostrar que para k suficientemente grande a origem é m.fnimo local 
de F(x, k , O) e é um ponto crítico de F(x, k, ...\), uniformemente isolado com respeito a >.. 
Seja k1 a constante de Lipschitz de /o= f(-, O) na bola unitária. 
Pela Proposição 2.4.3, p. 51, [13], se p < 1 e k > ler, os pontos de mínimo de F(x, k, O) em 
B(p) estão no conjunto Qo n B(p),onde Qo = Q(O). 
Mas, para p suficientemente pequeno, a origem é o único ponto de mínimo de F(x, k , O) em 
Qo n B(p). 
De fato, caso contrário, para cada n E N, existe Xn -::/=O ponto crítico de F(x, k, 0), ou seja, 
O E 8f(xn, O) +k8~(o)(xn)· 
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Mas 8dq(o)(Xn) C NQ(O)(xn) · 
Pois do contrário, existiria um ~o E 8dQ(o)(xn) tal que ~o~ Nq(o)(xn), ou seja, existe um 
VoE TQ(O)(xn) tal que 
Assim, cfb(o)(xn, vo) >O contrariando voE TQ(o)(xn)· Absurdo. 
Deste modo, temos 
e Xn -:f: O é extremo de (P(O)), o que é absurdo. 
Logo, para p suficientemente pequeno, a origem é o único ponto de mínimo de F(x, k , O) em 
QonB(p). 
Portanto, a origem é mínimo local de F(x, k, O) para k > k1 . 
Resta provar que para k suficientemente grande, F(x, k, À) não admite ponto crítico não 
nulos, com normas arbitrariamente pequenas. 
De fato, suponha que F(x,k,>.) admita um ponto crítico zoE aQ(>.)\{0}, com lzol << 1. 
Neste caso, temos: 
O E 8z(f(zo, >.) + kdQ(.\)(xo)) C 8:f(xo, À) + k8:dQ(.\)(xo) 
c 8:d(xo , Ã) + u,.~oJ.Wtfoc.\)(zo , À) = Bzf(xo, À)+ No(-')(xo) 
e, portanto, 
(a igualdade anterior segue da Proposição 2.4.2, p . 51, de [13]). 
Deste modo o problema (P(Ã)) admite um extremo x0 -:f: O. Absurdo. 
Agora, suporemos que exista um xo E intQ(Ã)\{0}, com norma arbitrariamente pequena, 
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Xo E a~F(xo, k, >.). Neste caso, Xo E Bz.J(zo, >.), o que oontraria as hipóteses do teorema. 
Portanto, o funcional F(x, k, >.) não pcl68UÍ pontos críticos de norma arbitrariamente peque-
nas em Q(>.). 
Veremos que, para k suficientemente grande, F(x, k, >.)não poesui pontos críticos de norma 
arbitrariamente pequenas em RN\Q(>.). 
SejaM= co{( U p.{Jzg(O, >.)) n 8B}. 
1'~0 
Pode-se provar (e isto é feitA:> em {9], p. 269~2694) que existem eo, El >O tal que 8:z:dQ(Ã)(x) C 
V(eo, M), para x E RN\Q(>.), lxl < Et · (onde V(eo,M) = {x E lRN: IY- xl $ eo,Y EM}). 
Sejam agora, 
a = mi~eV(eo,M) IYI 
A = lll&Xyea.J{,;,Ã) IYI 
:tEB 
k,=~ 
Então, para todo x rt Q(>.), lzl < e11k >~,temos 
min IYI - min IYI ~ min IYI ~ 
SIE8aF(a:,A:,Ã) Sl€8..(/(a:,l.)+kdq(.>.)(:~:)) JfE(a...t(z,Ã)+.t8.-dq(Ã)(:z:)) 
~ min b1l ~ ka- A > O 
JIE(B(A)+A:V(Eo,M)) 
e, portanto, temos que O f/. 8:F(x, k, >.). 
Assim, para k 2: ~ = max{k1, ~}a origem é ponto crítioo de F(x, k , >.)isolado oom respeito 
a>. E [0, 1]. 
Deste modo, para todo k ~ ko, F(x, k, >.) é uma deformação não degenerada (no sentido da. 
definição 4.1}. Por hipótese, temos que a origem é mínimo local de F(x, k , O) e , portanto, pelo 
Lema 4.3, é mínimo local de F(x, k, 1). 
Seja k > ko . Então, existe um R > O tal que 
F(O, k, 1) = /(0, 1) + kdQ(1)(0) =O$ F(x, k, 1) = f(x, 1) + kdQ(l)(x) 
para todo x E ]RN, oom lxl < R. 
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Em particular, se x E Q(l) tal que lxl <R, dq(I)(x) =O e portanto, 
O= f(O, 1) ~ f(x, 1) 
para todo x factível para (P(1)), lxl <R, ou seja, a origem é solução local de (P( l )). • 
Agora, estudaremos uma deform.a.ção de problemas diferenciáveis, oom várias restrições de 
desigualdade: 
Definição 4.8 A famaia parametri.zada de problemas 
minimizar f(x; À) 
sujeito a: 9i(x; À) ~ O, i= 1, ... , m; x E RN 
onde À E [O, 1] é chamada uma defCif"fflGÇão não degenerada se satisfaz: 
i= l , ... , m. 
2. Seja Q(À) = {x E RN : gi(x; À) ~ O, i = 1, ... , m}. Se x E 8Q(À) então os vetores 
V'zgi(x;À) são positivamente independentes, para i E 1..\(x) (onde h(x) é o conjunto dos 
(ndicea ativos em x, para o problem4 (P(À)}. 
3. Para todo À E [O, 1] o problema (P(À)) tem um único extremo, x(À), rontinuamente 
ckpendente de À. 
O Teorema 4.9, o qual enunciamos e demonstramos a seguir afirma que uma tal deformação 
preserva a propriedade de um extremo ser mínimo local. De fato: 
'Ieorema 4.9 Suponha que afamaiaparametrizada de problemas, (P(A)) como definida acima 
seja uma deformação não degenemda. Seja x0 = x(O) ponto de minimo local do problema 
(P(O)}. Então o ponto x 1 = x(l) é mínimo loaJl do problema (P(l)). 
Prova: 
Assuma por simplicidade que f(O, À)= O= 9i(O, A) (À E [0, 1], i= 1, ... , m) e que x(A) =O 
(A E [0, 1]). 
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Note que para cada À E (0, l] ,o problema (P(..X)) é equiVRlente ao seguinte problema: 
minimizar f(x ; -\) (1) 
. max g;(x; ..X) = g(x;À) 5O 
'=l, ... ,m (2) 
Verificaremos que a família de problemas acima satisfaz as hipóteses do Teorema 4. 7 . Para 
isto, basta provar que a origem é o único extremo de (1)-{2) e que a multifunçâo 
é semicontínua superior e que, além disso, é tal que para todo À E [0, 1] a restrição (2) satisfaz 
as condições de regularidade do Teorema 4. 7. 
Como para todo>. E [0, 1] a origem é um extremo de {P{..X}), então existem multiplicadores 
J.L E 14, y = (YI, ... , Ym) E R~, não simultaneamente nulos, tais que 
m 
J.L'Vz/{O;..X) + LYi'Vz9i{O; >.) =O (3) 
i=l 
Como os vetores V z!li(O; Ã) são positivamente independentes, segue que fL -:f O. Neste caso, 





V zf(O; À) +L 'ri V z9i(O; ..X) =O 
i= l 
Pode-se provar (v. Cla.rke, [13], p. 57) que o oone normal a Q(Ã) na origem é dado por 
m 
NQ(>.)(O) = {LJ.Li'Vzgi{O;..X): fLi ?! O, i= 1, ... , m} 
i=l 




e, logo, a origem é um extremo do problema (1)-(2) . 
Agora, suponha que para um certo À E [0, 1) , o problema (1)-(2) admita um extremo 
x• E Q(À)\{0}. Assim, 
Novamente, o cone normal a Q(À) em x• é dado por 
m 
NQ(>.)(x•) = fL>-'iV:tgi(:t\Ã): J.Li ~ O, i= 1, ... , m} 
i= l 
e de (6) e (7) segue que existem P.i ~O, i E l>.(x•) tais que 
Vzf(x•;À) + L J.'iVzgi(X*iÀ) = O 
iElA(z•) 
e, portanto, x• =F O é extremo do problema (P(Ã}). Absurdo. 
Logo, para todo À E [O, 1] a origem é o únioo extremo de (1)-(2). 




para todo x E Q(Ã) e oomo a função l>. (x) é semioontínua superior em Q(>.) x [0, 1], segue que 
a multifunção 8:zg(x; >.)é semicontínua superior em Q(>.) x [0,1] . 
Notemos, ainda, que as gi(x; >.) são oontinuamente diferenciá~is, e, portanto, regulares. 
Temos que, para cada x E 8Q(>.), O~ 8zg(x; >.) , pois, do oontrário, teríam06 
0 = L f3.Vgi(x;À) 
iEI>.(:t) 
para algum {3, ~ O, Í:el).{z) f3i = 1. Mas os vetoresVg.(x;>.) (i E h(x)) são positivamente 
independentes, donde segue que {3, =O, para cada i E l>. (x), o que é absurdo (pois oontraria 
"Eiei>.(z) {3, = 1). 
Logo, todas as hipóteses do Teorema 4.7 são satisfeitas e, portanto, a origem é solução do 
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problema (P(l)). 8 
4.4 Condições suficientes via Método de Deformação 
Neste capítulo, oonsideraremos o seguinte problema de programação não linear: 
minimizar go(x) 
sujeito a: 9i(x) ~ O(x E RN ;i = 1, ... , m) 
(P) 
onde as funções go, !li são oontinuamente diferenciáveis. 
É fato que 06 métodoe clássicos de investigação de condições suficientes exigem que oe 
funcionais do problema (P) sejam duas vezes continuamente diferenciáveis (métodos de segunda 
ordem) ou alguma hipótese de oonvex:idade sobre os funcionais do problema. 
Através do método de deformação, Bobylev [7) obtém novas oondições suficientes de otima. 
lidade para o problema (P) , sem nenhuma hipótese de oonvexida.de (generalizada ou não). 
'Thorema 4.10 (condiçóe3 suficientes de otimalidade) Assuma no problema (P} quem= N. 
Sejam Cli = V g;(O) (i = O, 1, ... , m),e suponha que a origem seja um extremo de (P}, cujos 
multiplicadores correspondentes J.I.o, 1/?(i = 1, ... , m) são positivos e que os vetores Cli ( i = 
1, ... , m) são linearmente independentes. Então a origem é m(nimo local de (P). 
Prova: 
Consideremos a seguinte família parametrizada de problemas: 
min(1 - ..\)go(x) + >. < ao, x > (1) 
(1 - >.)gi(x) +À < a,, x >~ O( i = 1, ... , m; x E RN) (2) 
onde). E [0,1]. 
Sem perda de generalidade, podemos assumir 
go(O) = O= g,(O) , i = 1, ... , m 
Temos que a origem é um extremo de (1),(2), para cada). E [0,1]. 
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De fato, sejam ao, z? E R , i = 1, ... , m tais que 
m 




aoao + I>~ a.; = o (4) 
i=l 
Como a origem é um extremo de (P), teiil06 que a equação (4) tem uma solução ao = J.4o, 
Zi = Y? E 14 \{0}, donde segue que a origem é um extremo de (1), (2), para cada À E [0, 1]. 
Agora, provaremos que o extremo x =O é uniformemente isolado com respeito a À E (0,1]. 
Caso contrário, existiria um Ào E (0, 1] para o qual o problema (1), (2) admite um ex-
tremo Xo :::/: O , com norma arbitrariamente pequena. Neste caso, existem multiplicadores não 
simultaneamente nulos p.1, yf ~ O, i= 1, ... , m , tais que 
m 
JJ.1[(1- ,\o)V'go(zo) + Ãoao] + LYfl(t- ,\o)V'!Ii(Xo) + ..\oa.;] =o (5) 
i= I 
yf[(l - Ào)9i(Xo) + Ào < at,Xo >]=O, i= 1, ... , m (6) 
Mas, para llxoll suficientemente pequena, os vetores (1- >.o)V!Ji(Xo) +Ào~, i= 1, ... , m são 
linearmente independentes e, portanto, se J.L1 =O, teríamos yf =O para todo i, o que é absurdo. 
Logo p.1 > O. 
Além disso, yf >O, para todo i se lixai I for suficientemente pequena. 
Assim, segue de (6) que 
(1- Ào)g,(xa) +>.o< at ,xo >= O, i= 1, ... ,m (7) 
Como os vetores a i são linearmente independentes, segue, do Teorema da FUnção Inversa, 
que xo =O, absurdo. 
Portanto, a origem é um extremo de (P ), uniformemente isolado com respeito a.>.. 
Além disso, a origem é minimo local de 
33 
min < ao,z > 
sujeito a: < C&i, x >~ O, i = 1, ... , N 
De fato, seja x um extremo deste último problema. 
Neste caso, existem li E R+, y = (y1, •.• , y N) E R~, não simultaneamente nulos, tais que 
N 
Jiao + E Yi<li = o 
i=l 
Mas os vetores <li são linearmente independentes, temos que li '# O, e deste modo, podemos 
escrever 
N-
< ao,x >=-I:ª< a.;,x >~o=< ao, o> 
i=1JI. 
Portanto, a origem é mínimo local. 
Deste modo, a família de problema (1), (2) satisfazem as hipóteses do Teorema 4.5, e, 
portanto, a origem é ponto de mínimo local de (P). • 
4.5 As deformações lineares e um teorema de invariância do 
mínimo global 
Sob certas hipóteses, vimos que é possível relacionar os mínimos locais do problema "refer-
ência " com os do problema "deformado ". A seguir, definimos um tipo de deformação que 
preserva a propriedade de um extremo ser mínimo global. 
Antes, porém, definimos 
Definição 4.11 A fam(lia parametrizada de problemas 
{ 
minimizar f(x; À)= (1- >.)fo(x) +>.fi (x) 
(P(A)) sujeito a: gi(x;>.) = gi(x) ~O, i= 1, ... ,m;x E ]RN 
com À E [O, 1] é chamada deforrnc.çã.o linear não Bingular se satisfaz: 
L As funções f(x; À}, V z/(x; A) são continuas em RN x [0, 1] e gf(x) , V z9i(z) são contínuas 
em JRN. 
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2. Paro todo À E (0, 1] a origem é o único extremo do problema (P{.X)) 
Teorema 4.12 Suponha que a famllia de problemas (P{.X)) é uma defonnação linear não sin-
gular e que o conjunto V= {x E RN : 9i(x) ::; O paro i= 1, .... , m} não é limitado. Além disso, 
su.ponha que paro cada x E V\{0} ensta um vetor s(x) E RN tal que< V/o(x),s(x) ><O, 
< Vgi(x), s(x) ><O paro todo i E J(x) (onde J(x) é o conjunto~ (ndices de restrições ativas 




Fixe um c > O e considere o seguinte problema: 
com x E RN , i = 1, ... , m. 
minfi(x) 
91(x) ::; O 
/o(x) - c ::; O 
Seja o oonjunto G = {x E RN: /o(x)::; c}. 
Temos que G n 1> ê oompacto. 
De fato, claramente temos que este conjunto é fechado pois as funções gi, lo são contínuas 
em RN ,e portanto, os oonjuntos G e Qo são fechados, donde segue que G n V é fechado. 
Além disso, suponha por absurdo que G n V não é limitado. 
Neste caso, existe uma seqüência (xn) C Gn'D , com lxnl- oo, quando n- oo e, portanto, 
teríamos 
fo(xn)- oo 
contrariando Xn E G para cada n. Absurdo. 
Portanto G n V é compacto. 
Assim o problema (Pc) tem uma solução xo. 
Mostraremos que xo = O. 
De fato, segue do Teorema 2.3 que existem mnltiplicadores J.Lo, vo E Rt., tiO = C11?, ... , y~) E 
JR~, não todos nulos tais que 
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m 
P<l'Vh(:xo) + vo'V/o(:xo) + l:u?vg;(:xo) =O (1) 
i=l 
ti?Yi(xo) =O, i= 1, ... , m (2) 
vo(fo(zo) - c) = O (3) 
Multiplicando a equação (1) pelo vetor s(xo), obtemoe: 
m 
Jlo< V /I(xo) , s(xo) > +vo <V /o(xo), s(xo) > + LY? < V,9i(xo), s(xo) >=O {4) 
i=l 
Suponha que se tenha IJi> + vo = O. Isto implicaria P<l = vo = O, e portanto, terfamos 
m 
LY? < Vg,(xo), s(:xo) >=O 
i=l 
e como < Vgi(ZO), 1(xo) ><O para todo i , teríamos yf = Jl() = vo =O para todo i, o que é 
absurdo. Logo JJo + vo > O. 
Assim, a equação {1) pode ser rescrita como 
/.Lo vo ~ Y? ~.:;._v !1 (xo) + V /o(xo) + L- V g,(xo) =O 
J.Lo + vo 1.1.o + vo i=l l-lo + vo 
~ ,9i(.:Z:O) =O, i= 1, ... , m 
J1o + vo 
e, portanto, xo é extremo do problema 
minimizar Jlo fi (zo) + 110 f 0(x0 ) J.Lo + vo J1o + vo 
sujeito a: !li(xo) $;O, i= 1, ... , m 
Portanto, segue pela definição de deformação linear não degenerada que xo =O. 
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Desta forma, temos que para todo c> O a origem é mínimo global de (3)-(5) e, portanto, é 
mínimo global do problema (P(l))• 
O Teorema 4.12 pode ser u til.izado na prova de desigualdades. No próximo exemplo, provare-
mos a conhecida desigualdade das médias aritmética e geométrica. 
Exemplo 4.18 Sejam x = (xt, .. . , XN ), Xi ~ O. Considere: 
M(x) =-}; ~1 Xi 
N 1 
f(x) = ( n x,)N 
i= l 
Queremos provar que: 
M(x) ~ f(x) (1) 
Faremos a mudança de variável x, = v.~ e consideraremos a família de funções: 
l N N 
f(ul, ... ,UNi>.) = N L u~N ->.(TI u~) , À E [0, 1). 
i= l i=l 
(2) 
Claramente, paro>.= O temos que a origem é ponto de mt'nimo de f(u.lt ... ,UNi>.). 
Paro provarmos que f(ul, ... ,uN:>.) é uma deformação não degenerada, basta mostrar que, 
para todo >. E [0, 1] o sistema 
f;.. (uh ... , 'UNi>.)= O, i= 1, ... , N 
admite apenas a solução nula. 
Segue da equação (2) que (9) pode ser rescrita como 
u~-1 - À'Ui(TI u~) =O, i= 1, ... , N 
i#j 
e, de (4) que a solução u = (u1 ... . , UN) da equação (9) é tal que u1 = ... = UN· 




Note que ae À= O, o ponto u = ( u1, ••. , UN) = (O, ... , O) é a única solução do s~tema {4). 
Das duas últimas equações, temos u1 = O se e somente lle U2 =O e, além disso, obtemos 
u~N = ~ = À nS:1 uJ, donde segue que lu1l = lt121· 
Suponha À i- O. 
Neste caso, temos que 
N 2{N-l) 2(N- l) 
Ilu2- ~ - _u.._l __ . j- ÀUI - >.u2 . 
t=3 
Portanto: 
\ 2(N+l)+l _ \ 2(N+l)+l 
AUl - A'-':2 
e, assim, u1 e U2 tém o mesnw sinal. Logo, u1 = u2. 
Repetindo este mcioc{nio, obtemos u1 = ... = v.N. 
Seja u1 = ... = UN = a. Substituindo este valor em (4), obtefMs 
para todo À E [0, 1] e portanto, temos a = O. 
Assim., temos que x(À) = O é m!nifM local de f(u;O) e f(u; À) é uma defo'f'TTUJÇão niio 
degenerada. Portanto, o Teorema ,4.12 garante que a origem é solução de f(u; 1) e, assim, 
temos satisfeita a desigualdade (1). 
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Parte 11 
O problema de tempo contínuo 
O chamado problema de tempo oontínuo foi introduzido em 1953 por Bellman [3], no estudo 
de rertos problemas de produção industrial conhecidos por "bottleneck proresses" e é formulado 
da seguinte maneira: 
minimizar t/>(x) = J{ f(t,x(t))dt 
sujeito a: 
!Ji(t, x(t)) $ O q.t.p. em [0, T] 
iE/={l, ... ,m} 
xEX 
(CNP) 
onde X é um subconjunto não vazio, aberto e convexo do espaço L~{O, T] das funções definidas 
no intervalo [0, T] a valores em Rn, Lebesgue- mensuráveis, essencialmente limitadas. Este 
espaço, munido da norma li · lloo é um espaço de Banach, oom esta norma definida por 
llxlloo = .max esssup{lx;(t)l; tE [0, T]}, x E ~[0, T] ]=l, ... ,n 
Admitiremos ainda, que f(t, x(t)) = r(x)(t) e g(t, x(t)) = (g1(t, x(t)), ... , Om(t, x(t))) = 
"Y(x)(t) onde 'Y : X - Ai'[O, TJ e r : X --t Al[O, T]; o oonjunto Aj[O, 11 é oonstituido das 
funções definidas em (0, T] oom valores em Rm, Lebesgue mensuráveis, essencialmente limitadas 
e oonsideraremos o espaço A'f[O, T] munido da norma 11 ·Ih, definida por 
Observe que na formulação de (CNP) não foi feita nenhuma hipótese de diferenciabilidad.e 
sobre os funcionais envolvidos. 
Em [26), Zalmai propõe oondições necessárias de otimalidade para o caso diferenciável. O 
que faremos no Capítulo 5 é generalizar tais resultados para o caso não diferenciável, isto é, 
para o problema que formulamos acima. 
Sob rertas hipóteses de oonvexidade generalizada, Zalmai prova, ainda para. o caso 
diferenciável, condições suficientes de otimalidade em [27]. No Capítulo 6, adaptaremos a 
noção de invexidade dada no Capítulo 3 ao contexto do problema de tempo oontínuo e obtere--
mos condições suficientes dos tipos Fritz John e Karush-Kuhn-Thcker para o problema (CNP). 
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Finalmente, no Capítulo 7 comentaremos as dificuldades encontradas na utilização do método 




Em [25], Zalmai prova uma generalização do Teorema de Gordan, através do qual demonstra 
uma condição necessária de otimalidade para o problema ( CNP) (diferenciável) na forma de uma 
regra de multiplicadores. Procederemos de maneira análoga neste capítulo, cujas referência.s 
básicas são [4} e [5}. 
Iniciamos com o seguinte lema (generalização do Lema 2.2): 
Lema 5.1 {Teort:m4 ~ Gordan Generalizado} 
Sejam A um IV.bconjunto de (0, TJ com medida de Lebesgue positiva e X um subconjunto 
não vazio e convexo de L~[O, T] e a8 funções Pi : A x V - 1R onde V é um subconjunto 
aberto de Rn, tal que {x(t) E Rn: g,(t,x(t)) 5 O q.t.p. em (O ,T),i E I ex E X} C V e 
p,(t, x(t )) = 11'i(x)(t), '71' = (11'1, ... , 11'm): X~ Ai(A) e '71'i é convexo com respeito a x (tE A). 
Então, exatamente uma das afirmações seguintes é verr:ladeira: 
1. Existe um x E X tal que Pi(t.x(t )) < O q.t.p. tE A (i E I}; 
2. Existe uma função u E L~(A)\{0}, t.L.ã (t) ~ O q.t.p. tE A (i E I ) tal que 
1 t ~(t)p,(t,x(t))dt ~ O 
A •=1 
paro cada x E X . 
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A demonstração deste resultado segue as mesmas linhas da demonstração do Teorema 3.2 
de [25], bastando substituir o intervalo [0, T] pelo oonjunto A e fazer os ajustes necessários. 
Em nossa discussão posterior, assumimos em (CNP) que o conjunto {x E X: g,(t,x(t)) $O 
q.t.p. em [O,T],i E I} (conjunto das soluções factíveis para (CNP)) é não vazio e que existe V 
subconjunto aberto de Rn tal que 
{x(t) E Rn: g;(t,x(t)) $O q.t.p. em (O,T],i E I ex E X} C V 
Assumiremos, ainda, que a função t ....-. f(t,x(t)) é Lebesgue mensurável e integrável, para 
cada x E X. 
Sejam dados x factível para (CNP) e i E I. 
Definimos o conjunto 
~(x) = {t: g,(t,x(t)) =O}. 
Além disso, assumiremos que as funções f(t , ·), 9i(t, ·) são lipschitz próximo a todo x E V 
(t E [0, t]). (Podemos assumir uma mesma constante, localmente, para todos os funcionais 
envolvidos). 
Feitas estas considerações, podemos extender as noções de derivadas direcionais genera-
lizadAs ao contexto de tempo oontínuo. 
Sejam dados x E X e h E L~[O, T]. Definimos: 
g?(t,x(t);h(t)) := 1?(x;h)(t) = lims~p lí(Y + Ãh)(~) -I.(Y)(t) 
sr-::r 
>.-o+ 
! 0(t,x(t);h(t)) := r>(x;h)(t) = limg_:tp r(y + M)(:)- r(y)(t). 
11-2' 
>.-cr 
Como as funções f (t, ·)e 9í(t, ·) (i E I) são Lipschitz próximo a qualquer x E V (tE (0, Tj) 
segue g?(t,x(t);h(t)) e fl(t,x(t);h(t)) são finitas q.t.p. em [O,T]. 
Além disso, as funções t ....-. .t'(t, x(t); h(t)) e t ....-. g?(t, x(t); h(t)) são Lebesgue mensuráveis 
e integráveis para cada x E X e todo h E L~[O, 1j. 
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Antes de prossegu.i.rmoo, definimos dois cx>nes, em termos dos quais daremos uma carac-
terização geométrica de otimalidade local para (CNP): 
K(</>,x) ={h E L~[O,Tj: <!>0(x,h) <O} 
K(gi, x) = {h E L~{O, 11 : g?(t, x(t); h(t)) <O q.t.p. t E Ai(x)} 
onde i E I. 
O teorema seguinte nos diz que se x é solução de (CNP), então a intersecção destes cones é 
vazia. 
Teorema 5.2 (caracterização geométrica de otimalidade) Se x é solução local de (CNP}, então 
~erK(g,,x) n K(c/>,z) = </J. (**) 
Prova: 
Suponhamos por absurdo que a intersecção (**) não seja vazia. Seja h E flseiK(gi , x) n 
K( </1, x). 
Provaremos que existe um óo > O tal que 
gi(t, x(t) + M(t)) ::; O q.t .p. tE {0, 1j 
cf>(x + M) < <h(x) 
para todo O< À< 6o. 
De fato, para cada i E I, temos 
o( _( ) ( )) . iiÜI + Àh)(t) - li(y)(t) (- · g1 t,zt;ht =lims_:Ip À <Oq.t.p.tEAiz),~EJ. 
JI-Z 
l!O 
Em particular, para y = x, temos: 
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e, portanto, 
1·(x + M)(t)- ..... (x)(t) 
lim sup ' À " < O q.t.p. tE A1(x), i E /. 
>.!O 
limsup11(x + Àh)(t) -11(x)(t) < O q.t.p. t E A1(x), i E J. 
>.!O 
Como cada li é lipschitz, temos que também é contínua. 
Então, existe 61 > O tal que ,,(x + M)(t) < O para cada À E (0, õ,) (i E I, t E Ai(x)) 
Se t ~ A,(x), então, g,(t, x(t)) <O e como !Jí(t, ·) é contínua, temos que existe um Ào > O 
suficientemente pequeno, tal que 
g,(t,x(t) +M(t)) <O para À E (O,Ão). 
Seja{/= min{6,, Ão}. Então, temos que 
iEI 
-y1(x + M)(t) = g,(t,x(t) + M(t)) ~O q.t.p . tE (0, T], i E I 
para todo O < À< f!. 
Por outro lado: 
<Po(x; h)= limsup <P(y + M)- ifJ(y) = limsup J[[/(t, (y + >.h}(t)) - f(t , y(t))]dt <O 
li_,% ). li_,% ). 
>.10 >.!O 
Em particular, para 11 = x obtemos, 
. J:IJ(t, (x + M)(t))- f(t ,x(t)))dt 
limsup À <O 
>.10 
Como>.> O, obtemos 
lim sup fr [f(t, (x + M){t))- f(t , x{t))]dt <O 
lJO lo 
Como f ( t, ·) é lipschltz, então é contínua, donde segue que existe um S > O tal que 
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para todo~ E (0, 6). 
Ou seja 
para todo À E (0, h). 
Seja 6o = min{d,6}. 
Segue que 
e também 
for f(t, (x + ~h)(t)}dt < for f(t, x(t))dt 
if>(x + AA) < <t>(x) 
Oi(t, x(t) + Àh(t)) ~O q.t.p. tE [0, 1j, i E I 
tJ>(x + AA) < <f>(x) 
para À E (0, 60 ) , contrariando a otimalidade de x. • 
Com o auxílio do Lema 5.1 obtém-se uma condição necessária de otimalidade na forma da 
seguinte regra de multiplicadores: 
Teorema 6.3 {Fhtz John} 
Sejam x factfvel para (CNP} e suponha que os funcionais f(t , ·), !Ji(t, ·) Lipschitz proximo a 
x(t) e suponha que x seja solução local de (CNP). Então existem tio E R, iLt E L~[O, 1j, i E I 
tais que 
o E fT[tiQB:f (t,x(t)) + Ltit(t)ôzg,(t,x(t))]dt ~ ~I (1) 
tio ~ o, u(t) ~ O q.t.p . em [O, T] (2) 
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(tio,u(t)) ,t:O q.t.p. em [O,T] (3) 
ü:s(t)gi(t, x(t)) = O q.t.p. em (0, T] (4) 
onde ü(t) = (ü1(t) , ... , Un,(t)). 
Prova: 
Primeiramente, suporemos que o problema (CNP) possui apenas uma restrição de desigual-
dade, digamos, g(t,x(t)) $O q.t.p. em [O,T]. 
Consideraremos, então, os conjuntos: 
A(x) ={tE [O, T]: g(t,x(t)) =O} 
K(g,x) ={h E L~[O,TJ: g0(t,x(t);h(t)) < O,t E A(x)}. 
Sejam x factível para (CNP) uma solução local. 
Provaremos que existem tio E R, ü E L~[O, T] tais que 
O~ LT[uofl(t,x(t};h(t)) +ü(t)g0(t,x(t);h(t)}]dt para todo h E L~[O,T]; (5) 
uo?: O, u(t) ?: O q.t.p. tE (0, T] (6) 
(uo,u(t)) -:f= O q.t.p. tE [O,T) (7) 
Como x é solução de (CNP) segue do Teorema 5.2 que K(g,x) n K(<P,x) = <iJ. Portanto, 
não existe h E L~[O, T] tal que 4>0(x;h) <O e g0 (t,x(t);h(t)) <O q.t .p. tE A(x). 
Assim, segue do Lema 5.1 (Teorema de Gordan Generalizado) que existem uo, u E Dx:>[O, T], 
u(t) ?: O q.t.p. tE A(x) tais que 
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O $ f [uo(t)</P(x; h) + u(t)g0 (t, x(t); h(t))]dt para todo h E L::,[o, T]. (8) 
}A(%) 
. _ _ { u(t) para tE A(x); 
SeJam uo =fAC%) uo(t)dt e u(t) = . . 
O caso oontrário 
Portanto: 
onde a a primeira desigualdade segue de (8) e da definição de üo e deu e a segunda desigualdade 
segue do Lema de Fatou (v. Royde~ [21]). Claramente, üo eu sat isfazem (5)-(7) . 
Logo: 
o$ LT(üoua..t(t,%(t))(h(t)) + u(t)ua,.g(t,%(t))(h(t))]dt = LT O"[üoa,.J(~(t))+ü(t)8,.g(t~(t))J(h(t))dt 
para todo h E L~[O, TJ,onde a primeira desigualdade segue de (5) e a igualdade segue das 
propriedades da integral de um funcional suporte (vistas no Cap!tulo 1 deste trabalho) 
Em particular, a desigualdade anterior segue válida para a função h(t) =v (tE [0, T)) e v 
é um vetor arbitrário de R0 • 
Por outro lado, a multifunção t ~--+ üo8:f(t, x(t))+ü(t)8zg(t,x(t)) assume valores oompactos 
em Rn e é integravelmente limitada. 
Então: 
0 sfoT U[iio8..J(t,:t{'))+u(t)Bzg(~(t))J(v)dt = CJ JC:íuoBz/{~(t))+ü(t)tJ,.g(t~(t)})dt(v) 
para todo v E Rn, e, novamente, pelo Lema de Hõrmander , obtemos, 
o que conclui a prova do teorema para o caso m = 1. 
Agora, provaremos o caso em que (CNP) possui m ~ 2 restrições de desigualdades e seja x 
uma solução local de ( CNP). 
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Seja g(t,x(t)) = . max 9i(t,x(t)) q.t.p. em [O,T]. 
-=l . .... m 
Claramente, z é uma solução local de 
minimizar tf>(x) 
sujeito a: 
g(t,x(t)) $O q.t.p. em tE [0, T) 
xEX 
Para cada tE (O,T] e cada x E X definimoo: I(t,x) ={i: 9i(t,x{t)) = g(t,x(t))}. 
Aplicando o resultado anterior a. este problema., temos que existem tio E R , u E DX)[O, T] 
satisfazendo (5)-(7) e tal que 
o E LT füo8zf(t , x(t)) + u(t)8zg(t, x(t})]ctt (9) 
Da. definição de integral de multifunções, segue que existe uma. função mensurável e tal que 
e(t) E Bzg(t,x(t)) q.t.p. tE [0, T] tal que 
O E LT['üo8zf(t, x(t)) + u(t)e(t)]dt (lO) 
Provaremos agora o seguinte lema.: 
Lema 5.4 Existe uma fu.nção v E L~[O, T], v(t) ~O q.t.p. em tE [O, T] tal que 
• vi(t) =O quando 9i(t,x(t)) =F g(t,x(t)} , i= 1, ... , m; 
• 2::.':1 Vi(t) = 1 q.t.p. tE (0, T]; 
Prova: (do Lema. 5.4) 
De fato, pode-se provar (v. [13], p.47) que para cada tE [O, T], temos 
8zg(t,x(t)) c oo{8z9i(t, x(t)) :i E J(t, x)} 
Como e(t) E 8zg(t,x(t)) q.t.p. tE {O,T] temos 
49 
e(t) E oo{8zg,(t,x(t)): i E I(t,x)} q.t.p. tE [O, TJ. 
Agora, para cada t, defina o oonjunto 
V(t) ={v= (v1 , . .. , vm) E Rm: E:,1 v,= 1, v,~ O, v,= O se 9i(t ,x(t)) < g(t,x(t)) e 
e(t) E L:~1 vi8zg,(t,x(t))}. 
O oonjunto V(t) é fechado para cada t . Além disso, a multifunção V(t) é não vazia para 
cada t, definida q.t.p. em [O, T] e mensurável. 
Pelo Teorema de Seleção Mensurável (v, [1], p . 90-91), existem funções mensuráveis 
V1 1 • • • , Vm: [0, TJ-+ R, 
tais que 
v(t) =(vi (t) , ... , vm(t)) E V(t) q.t.p. 
o que prova o lema. • 
Retomem~ à prova do Teorema 5.3. 
Defina: Ui(t) = u(t)vi(t). 
Temos então: 
T T m 
o E r [tio8z f (t ,x(t) ) +u(t)e(t)]dt c r [tio8zf(t,x(t)) +L u(t)v,(t) 8z9i(t,x(t))]dt lo lo · 1 
t= =iit(t) 
Mas 
T m T m 1 [1io8zf(t,x(t)) + L:u(t)vi(t)8:r:g,(t,x(t))]dt = 1 (üo8:r:f(t ,x(t)) + LÜi(t)8:r:9i(t,x(t))]dt 
o i= l o t = l 
o que conclui a prova do teorema.. • 
Suponha. no problema (CNP) que as funções f(t , ·), 9i(t, ·) são Clarke regu1a.res e defina. a 
função Lagrangeana L: L~[O, T] x R x L~[O, T] -+R, onde 
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T m 
L(x, Uo, u) = 1 [tl()f(t,x(t)) + Lüi(t)gi(t,x(t))]dt. 
o i=:l 
A condição (2) do Teorema 5.3 pode ser rescrita como O E 8zL(x, Ü(), ü). 
De fato, se as funções forem regulares temos que 
m m 
8(! + L9ã)(x) = 8f(x) + Ea9i(x). 
i=l i = l 
Provaremos que se f é regular, então 
Primeiramente, notemos que se f é regular, então 4> é regular. 
De r lim f(t, (y + M)(t)) - f(t, y(t)) lim f(t , (x + M)(t)) - f(t, x(t)) tato, teiil05 sup \ = \ . 




.J.o(x,· v) lim su j f(t, (y + ..\h)(t)) - f(t , y(t)) dt 
'Y' - ~lO p ,\ 
11-z O 
< 1T li.m j(t, (y + ..\h)(t)) - f(t, y(t}) d sup \ t Q ..\!0 A 
l!-'i 
_ 1r lim f(t , (x + M}(t)) - f (t, x(t)) dt 
o ~10 ,\ 
_ lim {r f (t, (x + ..\h)(t))- f(t , x(t)) dt 
..\!O lo -X 
- <1>' (x; h) 
e, portanto, fP é regular em x. 
Por outro lado, 
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for ~(t,x(t);h(t))dt _ {T lim f(t, (x + >.h){t)) - f(t,x) dt lo ~lO >. 
_ lim <f>(x +>.h) - <f>(x) 
~lO À 
- <t>'(x;h) = <P0 (x;h) 
Logo, ~~ CTIJ.,f(t,z(t))(h(t))dt = cr8.,~(z)(h) para todo h E L~[O,Tl 
Em particular, para h(t) =v E Rn , obtemos 
para todo v E Rn. 
T f uB:!(t..Z(t))(v)dt = ullz~(%)(v) 
o 
Mas a multifunção t ~---+ 8:d(t,x(t)) é integravelmente limitada e assume valores compactos. 
Neste caso, 
para todo v E Rn. 
Logo, 
Assim, 






- 8z[1r üof(t, x(t)) +f= t.~.t9i(t, x(t))dt] 
o i=l 
- BzL(x, fi() , ü) 
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Veremos a seguir que sob uma hipótese de regularidade sobre as restrições, podemos assumir 
no teorema anterior que o multiplicador associado ao funcional objetivo é diferente de zero. 
Teorema 5.5 {Karush-Kuhn-Thcker) 
Suponha que x seja uma solução local paro (CNP) e que 
(1) 
Então, existem iLs E L00[0, 11 (i E I) tais que 
o E fT[ô:d(t,x(t)) + Lüi(t)ôzgi(t,x(t))]dt lo iEI (2) 
üi(t) ~O q.t.p. tE [0, T], i E I (3) 
íLs(t)g,(t,x(t)) =O q.t.p. tE [O,T], i E I (4) 
Prova: 
Primeiramente, discutiremos o caso em que o problema {CNP) possui apenas uma restrição 
de desigualdade, digamos, g(t,x(t)) ~O q.t.p. tE (0, 1'1· 
Pelo teorema anterior, temos que existem ~ E JR, u E L~[O, T] tais que 
O E LT["fi{)&xf(t,x(t)) +u(t)ôxg(t,x(t))]dt 
iiQ ~O, ü(t) 2 O q.t.p. em (0, T] 
(1lo,ü(t)) ;1=0 q.t.p. em (O,TJ 
Üi(t)g(t, x(t)) =O q.t.p. em [0, TJ 
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Suponha por absurdo, que li() = O. 
Neste caso, temos, 
(5) 
para Uxlo h E L~[O,TJ. 
Assim, pelo Lema 5.1 (Teorema de Gordan Generalizado), não existe h E X tal que 
g0(t,x(t);h(t)) <O q.t.p. em [O,TJ, o que contraria a condição de regularidade (1). Absurdo! 
_ -c > ü(t) Façamos, entio, u t = -::..- . 
Uo 
Temos, então, O~ J:[jO(t,x(t); h(t))+u(t)g0(t,x(t))]dt para todo h E L~[O, T], e, portanto, 
0 E 1T (8zf(t,x(t)) + u(t)8zg(t, x(t)))dt 
Agora, retornemos ao caso geral em que (CNP) possui m;;::: 2 restrições de desigualdade. 
Neste caso o problema (CNP) é equivalente a um problema com uma única restrição de 
desigualdade, g(t,x(t)) ~O q.t.p. tE [0, T] , onde g(t,x(t)) = . max 9i(t, x(t)). 
~I ..... m 
Provaremos a seguir que a condição de regularidade (1) implica K(g, x) # (j). 
De fato, seja o conjunto 
n 
r(t) ={v= (v1 , ... ,vn}: v E 8:~:g(t, x(t)) e g0(t,x(t);h(t)) = Lv,h.;(t), 'Vh E L~[O,T]} 
i=l 
O conjunto r(t) é fechado e não vazio e r é uma multifunção mensurável. 
Pelo Teorema da Seleção Mensurável [13), existe uma~ E L~[O, T) tal que ~(t) E r(t) q.t.p. 
t E [0, TJ, ou seja, 
{(t) E 8zg(t,x(t)) 
n 
g0 (t ,x(t);h(t)) = L{,(t)ll.i(t) q.t.p. tE [0, T] e todo h E L~[O, T] 
i=l 
Fixemos h E L~[O, T]. Aplicando o Lema 5.4 e o Lema de Hõrmander, concluímos que existe 
u(t) E V(t) q.t.p. tE [0, T] (onde V(t) é definido no Lema 5.4), tal que 
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~(t) E L Ui(t)8z9i(t,x(t)); 
iEI 
q.t.p. tE (O,T). 
Da desigualdade acima e do Lema de Hõrmander, segue que 
g0 (t,x(t);h(t)) < LtLi(t)u8%g,(t,z(t)) q.t.p. tE [O,T) 
i EI 
- EUi(t)g?(t,x(t);h(t)) q.t.p. tE (O,T]. 
i EI 
E, portanto, 
f"\erK(g,,x) :f= 4J implica K(g,x) :f= 4J 
Logo, segue do fato que provamos agora e do Teorema de Kuhn Tucker com uma restrição 
de desigualdade, o qual provamos anteriormente, que existe '-' E L00[0, T] tal. que 
o E for f8:f(t,x(t)) + u(t)8:g(t,x(t))]dt 
u(t) ~O q.t.p. tE [0, 71 
u(t)g(t,x(t)) =O 
e, usando a mesma argumentação da prova do Teorema 5.3 segue o resultado desejado. • 
Particularizando os resultados acima obtidos para o contexto diferenciável, obtemos os 
seguintes corolários: 
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Corolário 5.6 (F'ritz-John} Seja x fact!vel para (CNP} e 8uponha que as funções f ,g, (i E I) 
sejam continuamente diferencit1veis em seu segundo aJYUmento em x(t) sobre [0, T] para cada 
i E I, que as g, sejam cont(nuas am seu segundo argumento nos pontos da imagem de x(t) 
em (O,T] e que as funções t ~---+< V/(t,x(t}}, h{t) >e t ~---+< Vgi(t,x(t)},h(t) >(i E I ) sejam 
Lebesgue integráveiB em [0, T] paro todo h E L~[O, T]. Se x é solução local de (CNP), então 
existem üo E R, ~ E L:[o, T], i E I tais que 
T m 1 < [üoV/(t,x(t)) + 2:iit(t)Vgi(t,x(t))],h{t) > dt. =o 
o i=l 
... 
para todo h E L~(O, T], 
tio~ O,üs{t) ~O q.t.p. em [O,T] 
{üo,U{t)) ::/=O q.t.p. em [O,T) 
üs(t).9i{t,x(t)) =O q.t.p. em [O,T], i E I 
(onde u(t) = ("üt(t), ... ,"üm(t)) 
Notemos que sob as hipótese do corolário anterior, temos que 
K(,9i,'X) ={h E L~[O,T]: i(t,x(t);h(t)) <O q.t.p. tE Ai(x)} (**) 
e, portanto, pelo Teorema 5.5 segue que podemos assumir no Corolário 5.6, üo >O. 
Destas considerações segue o seguinte 
Corolário 5.7 (Karush-Kuhn-Tucker) Suponha as hipóteses do corolário anterior e a condição 
de regularidade: r\e1 K(g, , x) =F <b onde cada K(g, , x) é definido por (*•). Se x é solução local 
de (CNP}, então, existem 'ü.ã E L:(o, 11, i E I tais que 
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T m 1 < (Vf(t,x(t)) + Lit.&(t)Vgi(t,x(t))],h(t) > dt =o 
o i = l 
para todo h E L~[O, TJ, 
~(t) ~ O q.t .p. em [0, TJ 
ü(t) -:1 O q.t.p. em [O, TJ 
üs(t)9i(t, x(t)) =O q.t.p. em (0, T] , i E I 




Vimos no Capítulo 5 condições necessárias de otimalidade para o problema de tempo contínuo 
sob a forma de uma regra de multiplicadores. Veremos que, sob certas hipóteses de convexidade 
generalizada (neste caso, invex:idade) é possível obter condições suficientes de otimalidade para 
(CNP) análogas às vistas no Capítulo 3. Para isto, deveremos adaptar a noção de invexidade 
dada no Capítulo 2 para o contexto de tempo contínuo. 
Assim, neste capítulo, apresentaremos uma noção de invexidade adequada ao problema de 
tempo oontínuo, e veremos que sob hipóteses de invexidade, as condições de Fritz John e de 
Karush-Kuhn-Thcker vistas na seção anterior resultam suficientes. 
A referência para este capítulo . 
Em nossa discussão, assumiremoo que existe V aberto e convexo tal que 
V:) {x(t) E Rn: x E F,t E [O,T)}, 
que/, 9i :[O, T] x V-+ R , que a aplicação t ,____. f(t , x(t)) é Lebesgue mensurável e integrável 
pata cada x E X e que as funções f(t, ·) e 9i(t, · ), i E I são localmente Lipschitz sobre V em 
[0, TJ. Naturalmente, podemos assumir que a constante de Lipschitz é a mesma para todas as 
funções. 
Admitiremos ainda, que /(t, x(t)) = r(x)(t) e g(t,x(t) ) = (g1(t,x(t)), ... ,gm(t,x(t))) -
-y(x)(t) onde "Y: X-+ Ai[O, T] e r: X-+ Al[O, T]. 
O oonceito de invexidade visto na Capítulo 3 admite a seguinte (e natural) generalização: 
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Sejam U um suboonjunto não vazio de Z e tf; : U -+ R uma função localmente lipschitz. Dizem05 
que tf; é invexa em z E U se existe uma função '7 : U x U -+ Z tal que 
Agora, adaptaremos esta última noção ao contexto tempo contínuo: 
Definição 6.1 Sejam U um subconjunto não vazio de Rn, x E X e 1/J : [0, T] x U -+ R uma 
função localmente lipschitz em [0, T]. Dizemos que 1/J (t, ·) é moeza em x(t) respeito a U se 
existe uma função '1 : U x U --+ Rn tal qu.e t ...... f7(x(t), x(t)) tjtá em L~[O, T] e também 
tf;(t,x(t))- tf;(t,x(t)) ~ 1/J0 (t,x(t);'7(x(t),x(t))) q .t.p.em [O,T) e todo x E X. 
Além disso, dizemos que tf; é estritamente inoeza se é inveza e se a desigualdade acima 
é estrita para todo x '# x. 
Em [19], os autores obtém condições suficientes de otimalidade global para (CNP) do tipo 
Karusb-Kuhn-'fucker e Fritz Jobn sob hipóteses de invexidade. São os Teoremas 6.2 e 6.3, que 
a seguir enunciamos e demonstramos: 
'Thorema 6.2 (Pritz John) Em (CNP}, suponha x factfvel para (CNP} , que f(t, ·) é invexa 
em x(t) (com respeito a V) em [0, T] e que para cada i E J, g;.(t, ·) é estritamente invexa em 
x (t ) (com respeito a V) em (0, T) , com mesma TJ(x(tLx(t)) para todas a.s funções. Suponha, 
ainda, que exi.stam multiplicadores À() E R, ); = (X1, ... , Xm) E L:,[o, T] tais que 
T m 
o $ Jl>.ot'(t,x(t);h(t)) + L:~(t)g?(t, x(t); h(t))] dt para todo h E L~[O, T) (1) 
o ~1 
>.o~ O, ~(t) ~O q.t.p. em [0, T] (2) 
(>.o, ~(t)) =I= O q.t.p. em [0, T] (3) 
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Àc(t)g,(t, x(t)) =O q.t.p. em [O, T] para todo i E I 
Então x é &olução global de (CNP). 
Prova: 
Suponhamos por absurdo que x não seja solução de (CNP). 
Neste caso, existe um x factível e distinto de x, satisfazendo 
T T f J(t~x(t))dt <f f(t,x(t})dt 
o o 
Das hipóteses de invexidade e de invexidade estrita dos funcionais, segue que 
f(t,x(t))- f(t,x(t)) ~ jO(t,x(t);f7(x(t),z(t))) q.t.p. em [0,1j 
9,(t, x(t))- 9,(t, x(t)) > 9?(t, x(t); 17(z(t), x(t))) q.t.p. em [o, T}, i e 1. 
Mas x é factível e como ~(t);::: O q.t.p. tE (0, T], i E I , segue 
'X.(t)gi(t ,x(t)) $O q.t.p. em [O, T] e i E/. 
Portanto, segue das desigualdades anteriores e de (2)-(4) que 
T m 
o> jr>.of1(t,x(t); ry(z(t),x(t))) + L:Xi(t)9?(t,x(t); 17(x(t), x(t)))]dt 
o •=l 
Mas h(·)= ry(x(·),x(·)) E L~[O, TJ, contrariando (1). 
Portanto, x é solução global de (CNP). • 
A seguir, veremos condições de otimalidade do tipo Karush-Kuhn-Tucker: 
(4) 
Teorema 6.3 (Karusfv.Kuhn-Thcker} Em {CNP), suponha x fact!vel para {CNP}, que f(t , ·) 
e g,(t, ·) são invexas em x(t) (rom reBpeito a V } em [0, TJ e que paro cada i E / , com 
mesma ry(x(t), x(t)) para todas as funções . Suponha, ainda, que existam multiplicadores X= 
(X11 ... , Xm) E L:,[o, T] tais que 
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T m 
o~ f [t>(t, x(t); h(t)) + L~(t)g?(t,x(t); h(t)})dt para todo h E L!-,[0, T] (1) 
o ~1 
À;(t) ~ O q.t.p. em [0,71, i E I (2) 
~(t)gi(t,x(t)) =O q.t.p. em [O, T] para todo i E I (3) 
Então x é solução global de (CNP}. 
Prova: 
De (2) e de (3) segue que 
~(t)gi(t, x(t)) ~O= ~(t)gi(t,x(t)) q.t.p. [O,T], i E J, :c factível. 
Como cada g,(t, ·)é invexa em x(t) e Ài(t) ~O q.t.p. em (O,T] segue que ~(t)g,(t, ·)também 
é invexa em x(t), com mesma função f], donde obtemos 
~(t)g?(t,x(t);fJ(x(t),x(t))) S O q.t.p. em {O,TJ, i E J. 
Mas h(·)= fJ(x(·),x(·)) E L:,[o,J1, donde segue de (1) que 
T m O~ f [t>(t,x(t) ; 'l(x(t) ,x(t))) + 2:X.Ct)g?(t,x(t) ;'l(x(t),x(t)))]dt. 
o i=l 
Portanto, das duas últimas desigualdades segue que 
T f fl(t,x(t) ; ,(:c(t),x(t)))dt ~ o 
o 
Como f é invexa em x e da última desigualdade, segue que 
<f>(x) $ <f>(x) 
para x factível e arbitrário, portanto, x é solução global de (CNP). • 
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Notemos que, em geral, as oondições dos Teoremas 6.2 e 6.3 não podem ser expressas 
em termos do gradiente generalizado da função Lagrangeana associada a (CNP), ou seja, não 
garantem que O E 81ZL(x, ~~'X). 
Entretanto, se tivermos/,~ regulares em x, podemos rescrever a ca.ndição (1) do Teorema 
6.2 oomo 
Dos Teoremas 6.2 e 6.3 e da observação anterior decorrem os seguintes resultados: 
Corolário 6.4 Em (CNP}, IUponha x E F , que f(t ,·) é intle.X4 em x(t) (com respeito a V) em 
(0, Tj e que para cada i E J, 9i(t, ·) é utritamente invexa em x(t) (com respeito a V) em [O, 71, 
com mesma f7(:t(t),x(t)) para todas as funções. Suponha, ainda, que existam multiplicadores 
Ào E R, Á= 0\1, ... ,Ãm) E L:[0,71 tais que 
o E 8:rL(x, Ão, X) 
Ào ~O, X(t) ~O q.t.p. em (0, T] 
(Ào,X(t)) '#O q.t.p. em [0,11 
Áa(t)g.(t,x(t)) =O q.t.p. em [O,T] paro todo i E I 
Então, z é solução global de (CNP}. 
Corolário 6.5 Em (CNP), suponha x factível , que f(t, ·) e gi(t, ·) são invezas em x(t) (com 
respeito a V) em [0, 11 e que para cada i E J, com mesma ry(x(t) ,x(t)) para todas as funções. 
Suponha, ainda, que existam multiplicadores X= (X1 , ... , 'Xm) E L:[o, T] tais que 
O E 8:rL(x, l ,X) 
.\o~ O, X(t) ~O q.t.p. em [0, Tj 
À(t) # O q. t.p. em [0, T] 
'Xt(t)gi(t,x(t)) =O q.t.p. em [0, 11 paro todn i E I 




Eram dois os objetivos do nosso trabalho: primeiro, oonhecer o método de deformação e se-
gundo, aplicá-lo ao problema de tempo oontínuo, visando a encontrar novas oondições suficientes 
de otimalidade para o problema ( CNP). 
O primeiro foi cumprido de forma satisfatória; entretanto, o mesmo não se deu oon o segundo, 
pelas razões que explicaremos a seguir. 
Para o caso finito-dimensional, como vimos no Capítulo 4, o procedimento adotado por 
Bobylev foi o seguinte: 
• Estudar uma classe de deformação de problemas que preserva a propriedade de um ex-
tremo (isto é, um ponto que satisfaz as oondições necessárias Fritz John) ser mínimo local 
(neste caso, as chamadas deformações não singulares); 
• 'fransformar o problema em estudo num de mais simples investigação, via deformação: 
especificamente, no caso finíte>- dimensional, Bobylev deforma o problema geral num 
problema linear. 
Nossa tentativa foi a de " imitar " este procedimento em nossa análise do problema (CNP). 
Portanto, iniciamos um trabalho de busca de deformações de problemas infinito-dimensionais. O 
melhor que encontramos foi o trabalho de Skalyga [23], cujos principais resultados coment amos 
a seguir. 
O autor considera uma classe de deformação de funcionais definidos em espaços de Hilbert: 
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Definição 7.1 Seja (H,< ·, · >) um espaço de Hilbert. O funcional f: H--+ R é H- regular 
se 'Vf(x) satisfaz uma condição Lipschitz em cada bola e também a propriedade (S) 
(S) Se (xn) c H, Xn ~ xo e limsup < Vf(xn),xn- Xo >~o então llxn- xoll- o. 
n->OO 
Skalyga considera a seguinte família parametrizada de problemas: 
I minimizar /(x; >.) (P(>.)) sujeito a: g1(x;.X) $O, í = l, ... ,N X E H,>. E [O, 1] 
e, para cada>. E (0, 1], define extremo da seguinte maneira: 
Definição 7.2 Paro cada>. E (0, 1], xo(>.) E H é um eztremo de (P(>.)) se existem p.,(>.) ~O, 
i= O, 1, •.. , N não todos ntdos tais que 
• V :e.C(xo(>.), p.(>.); .X) =o 
• g,(xo(>.),.X)$0,i=l, ... ,N; 
As deformações que preservam a minimalidade de um extremo são as deformações não 
singulares, que definimos na seqüência: 
Definição 7.3 A fam{[ia de problemas (P(>.)) é uma deformação não sinfl'.llar se: 
• Para cada>. E [0, 1], o funcional f(x;>.) é H- regular; 
• Para cada >., os funcionais 9i(x; >.) são continuamente difereneüJ.veis em x e V z9i(x; >.) 
satisfaz uma condição de Lipschitz em cada bola T C H, i= I , ... , N; 
• Os funcüJnais f(x; >.), g,(x; >.) e seus gradientes V zf(x; >.), V :9i(x; >.) são cont!nuas em 
>., unifannemente com respeito a x em cada bola T C H, para i = 1, ... , N; 
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• Para oada À, o problema (P( À}) tem um extremo xo(À), uniformemente isolado com 
respeito a ). em H e continuamente dependente de ).; 
• Para cada )., V :r9i{xo(Ã); ).) (i = 1, ... , N) são lineannente independentes; 
• Para cada À o conjunto 'D>. = {x E H: 9i(x; À) $;O, i= 1, ... , N} é convexo. 
Em [23], Skal.yga demonstra o seguinte teorema.: 
'Thorema 7.4 Se (P(Ã)) como definida acima é uma deformação não singular e se x0 (0) é 
m(nimo loool de (P(O}), então zo(l) é mínimo lacal de (P(1)). 
Notamos que para o problema (CNP), a noção de extremo- dadas pelas condições necessárias 
de Fritz Jobn, vistas no Capítulo 5, é bastante diversa da definida por Skalygs- não soubemos 
oontornar esta situação. 
Outro fato, ainda mais delicado é que o funcionais do problema (CNP ) são definidos num 
espaço de Banach (e não de Hilbert) e, novamente, não soubemos resolver isto. 
Portanto, com o material teórico de que dispúnhamos, não foi possível aplicar (pelo menos 
diretamente) o método de deformaçã.o ao problema (CNP). 
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