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Abstract
In this paper we study the solvability of some classes of differential inclusions with multivalued linear op-
erators in homogeneous spaces of functions. These spaces include a large number of functional spaces like
periodic functions and Bohr and Stepanov almost periodic functions. As an application, we consider some
existence results for feedback control systems governed by degenerate differential equations of Sobolev
type in a Banach space.
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1. Introduction
In the present paper we study the solvability of some classes of differential inclusions with
multivalued linear operators in homogeneous spaces of functions. It should be noted that these
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Stepanov almost periodic functions as well as the spaces of periodic functions.
For a differential inclusion with an unbounded multivalued linear operator in a homoge-
neous space we obtain the conditions for the existence of a unique mild solution in terms of
the spectrum of one of the operators from the corresponding generalized semigroup (Theo-
rem 15). This statement generalizes and unifies a number of results on the existence of bounded
solutions for differential equations with bounded linear operators (see, e.g., [7, Theorems 2.4.1
and 2.4.4]). Let us mention also that for differential equations with unbounded operator coeffi-
cients, existence results in certain particular functional spaces were obtained by Yu. Latushkin
and S. Montgomery-Smith [14] (see also the recent monograph [5]), T. Naito and Nguen Van
Minh [15], G. Gu¯hring and F. Ra¯biger [11], the first author [1], and others.
Further, we show (Theorem 16) that in the most of particular homogeneous spaces, the same
condition is also necessary for the existence of an unique mild solution of the corresponding
differential inclusion.
As an application, we consider some existence results for feedback control systems governed
by degenerate differential equations of Sobolev type in Banach spaces.
2. Preliminaries
First, we present some necessary facts from the theory of multivalued linear operators (see
[3,4,6,9]).
Let E be a complex Banach space.
Definition 1. A multivalued map (multimap) A :E → 2E is said to be a multivalued linear
operator (MLO) in E if:
(i) D(A) = {x ∈ E: Ax = ∅} is a linear subspace of E;
(ii)
{
Ax +Ay ⊂ A(x + y), ∀x, y ∈ D(A);
λAx ⊆ A(λx), ∀λ ∈ C, x ∈ D(A).
It is an easy consequence of the definition to note that Ax+Ay = A(x+y) for all x, y ∈ D(A)
and λAx = A(λx) for all x ∈ D(A), λ = 0. It is also clear that A is a MLO in E if and only if its
graph ΓA is a linear subspace of E×E. A MLO A is said to be closed if ΓA is a closed subspace
of E × E. The collection of all closed MLO’s in E will be denoted by ML(E). So we have
L(E) ⊂ LO(E) ⊂ ML(E), where L(E) and LO(E) denote the collection of all single-valued,
linear bounded and linear closed operators in E, respectively.
Let us mention that Ax = y +A0 for each x ∈ D(A), y ∈ Ax.
We denote: KerA = {x ∈ D(A): 0 ∈ Ax} and ImA = {y ∈ Ax: x ∈ D(A)} the kernel and the
image of a MLO, respectively.
Definition 2. The inverse A−1 of a MLO is single-valued and is defined as:
(i) D(A−1) = Im(A);
(ii) A−1y = {x ∈ D(A): y ∈ Ax}.
It is easy to verify that (y, x) ∈ ΓA−1 iff (x, y) ∈ ΓA and hence A−1 ∈ ML(E) if A ∈ ML(E).
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which:
(i) Im(λI −A) = D((λI −A)−1) = E;
(ii) (λI −A)−1 ∈ L(E).
The set σ(A) = C \ ρ(A) is called the spectrum of A.
Definition 4. The operator-valued function R(·,A) :ρ(A) → L(E)
R(λ,A) = (λI −A)−1
is called the resolvent of a MLO A.
Remark 5. If E is a real Banach space and A a MLO in E, we may consider the complexification
E˜ = E + iE = {z = x + iy: x ∈ E,y ∈ E} and A˜ defined by
Γ
A˜
= {(x, y1)+ i(x, y2): x ∈ D(A), y1, y2 ∈ Ax}.
Then we set, by definition, ρ(A) = ρ(A˜), σ(A) = σ(A˜).
Definition 6. The extended spectrum of A ∈ ML(E) is the set σˆ (A) ⊂ Cˆ = C ∪ {∞} which
coincides with σ(A) if A ∈ L(E) and σˆ (A) = σ(A)∪ {∞} otherwise. The set ρˆ(A) = Cˆ \ σˆ (A)
is called the extended resolvent set.
Let U :R+ = [0,+∞) → L(E) be a C0-semigroup of operators, i.e., we suppose the follow-
ing conditions:
(i) U(t + s) = U(t)U(s), ∀t, s ∈ R+;
(ii) for each x ∈ E, the function t → U(t)x is continuous on R+.
Notice that the traditional condition U(0) = I is absent here. From assumption (i) it follows
that U(0) = P ∈ L(E) is the projector. In case P = I , the semigroup U is called generalized (or
degenerate).
It is easy to verify that there exist constants C > 0 and β ∈ R such that∥∥U(t)∥∥
L(E)
Ceβt , t ∈ R+.
Therefore, for each λ ∈ Cβ = {μ ∈ C: Reμ > β} the bounded linear operator R(λ) may be
defined by the following Laplace transformation:
R(λ)x =
∞∫
0
U(τ)xe−λτ dτ.
The function R :Cβ → L(E) satisfies Hilbert equality and it is the resolvent of a certain (unique)
A ∈ ML(E). This operator A is called the generator of the generalized semigroup U .
Let E∗ be the dual space of E. For a A ∈ ML(E), we denote by A∗ a MLO on E∗ defined
in the following way: for h,g ∈ E∗, the relation h ∈ A∗(g) means that g(y) = h(x) for all pairs
(x, y) ∈ ΓA. It is easy to verify that
A∗0∗ = {h ∈ E∗: D(A) ⊂ Kerh}= D(A)⊥.
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(H1) functionals from A∗0∗ are separated by vectors of A0, i.e., for each h ∈ A∗0∗, h = 0∗, there
exists y ∈ A0 such that h(y) = 0;
(H2) Hille–Yosida condition: there exist a constant C > 0 and β ∈ R such that Cβ ⊂ ρ(A) and∥∥R(λ,A)n∥∥
L(E)
 C
(Reλ− β)n , n = 1,2, . . . , λ ∈ Cβ.
In the paper [4] the following result was proved.
Theorem 7. Conditions (H1) and (H2) are necessary and sufficient for A ∈ ML(E) to be the
generator of a C0-semigroup U . Moreover, the semigroup U is generalized iff A ∈ ML(E) \
LO(E).
We give now a brief expositions on the notion of homogeneous space of functions (cf. [2,17]).
Let E be a Banach space. By the symbol L1(R,L(E)) we will denote the Banach algebra of
absolutely summable and strongly measurable functions defined on R with values in L(E) with
the norm ‖Φ‖1 =
∫ +∞
−∞ ‖Φ(τ)‖L(E) dτ and the multiplication law given by the convolution
(Φ1 ∗Φ2)(t) =
+∞∫
−∞
Φ1(t − s)Φ2(s) ds, t ∈ R
(the convergence of the integral is considered with respect to the strong operator topology).
Definition 8. A Banach space U(R,E) of locally summable functions ϕ ∈ Lloc(R,E) is called a
homogeneous space if the following conditions are satisfied:
(i) for every ϕ ∈ U(R,E) and h ∈ R, the shift function ϕh(t) = ϕ(t + h), t ∈ R, belongs to the
space U(R,E) and ‖ϕh‖ = ‖ϕ‖;
(ii) the function h → ϕh :R → U(R,E) is continuous for each ϕ ∈ U(R,E);
(iii) for every ϕ ∈ U(R,E) and B ∈ L(E), the function (Bϕ)(t) = Bϕ(t) belongs to U(R,E)
and, moreover, ‖Bϕ‖U  ‖B‖L(E)‖ϕ‖U;
(iv) for every Φ ∈ L1(R,L(E)) and ϕ ∈ U(R,E) the convolution Φ ∗ ϕ belongs to U(R,E)
and, moreover, ‖Φ ∗ ϕ‖U  ‖Φ‖1‖ϕ‖U.
As examples of homogeneous spaces, the following functional spaces can be considered:
(i) the space C(R,E) of uniformly continuous and bounded functions with the sup-norm;
(ii) the space Lp(R,E), 1 p ∞, of Bochner p-summable functions with the usual norm;
(iii) the space Sp(R,E), 1  p < ∞, of Stepanov functions, i.e., the space of locally Bochner
p-summable functions ϕ for which the value
‖ϕ‖Sp = sup
t∈R
( t+1∫
t
∥∥ϕ(τ)∥∥p dτ
)1/p
is finite;
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limits limt→−∞ ϕ(t) and limt→+∞ ϕ(t).
Remark 9. In an analogous way we can give the definition of a homogeneous space U(Z,E)
of two-side sequences, i.e., functions defined on the group Z of integers with values in E. In
the sequel we will use this notion assuming, additionally, that every sequence from U(Z,E) is
bounded.
Definition 10. A given function ϕ from a homogeneous space U(R,E) is said to be almost
periodic (a.p.) if the set of shifts {ϕh}h∈R is precompact in U(R,E).
The set of a.p. functions from U(R,E) forms a closed subspace, which is a homogeneous
space itself. This space will be denoted by APU(R,E) (or shortly APU ). If, in particular, U = C,
the space APC(R,E) coincides with the Banach space of Bohr a.p. functions. In the sequel it
will be denoted by AP(R,E). In turn, the subspace APSp(R,E) is the Banach space of Stepanov
a.p. functions. Notice that the space APU(R,E) may be trivial for some homogeneous space
U(R,E). For example, APLp(R,E) = {0} for 1 p < ∞.
Remark 11. If ϕ ∈ U(R,E) and Φ ∈ L1(R,L(E)), then from the formula of their convolution
(Φ ∗ ϕ)(t) =
∞∫
−∞
Φ(t − s)ϕ(s) ds =
∞∫
−∞
Φ(s)ϕ(t − s) ds (1)
and conditions (i), (ii), (iv) of Definition 8 it follows that the function Φ ∗ ϕ is uniformly contin-
uous and bounded.
Lemma 12. For each function ϕ ∈ APU(R,E) and Φ ∈ L1(R,L(E)) the convolution Φ ∗ ϕ
belongs to APU(R,E).
Proof. Let hk,hm ∈ R. Applying formula (1) and property (iv) of Definition 8, we have∥∥(Φ ∗ ϕ)hk − (Φ ∗ ϕ)hm∥∥U = ‖Φ ∗ ϕhk −Φ ∗ ϕhm‖U = ∥∥Φ ∗ (ϕhk − ϕhm)∥∥U
 ‖Φ‖1‖ϕhk − ϕhm‖U,
hence, if the sequence {ϕhn} is fundamental, then the sequence {(Φ ∗ ϕ)hn} is fundamental too,
so Φ ∗ ϕ ∈ APU. 
3. Main results
In this section we consider the differential inclusion in a real Banach space of the form
x′(t) ∈ Ax(t)+ f (t), t ∈ R, (2)
assuming that the multivalued linear operator A ∈ ML(E) satisfies hypotheses (H1) and (H2)
of the previous section, and the function f belongs to a homogeneous space U(R,E). We will
search a solution of inclusion (2) in the same space U(R,E) or in its subspaces.
From Theorem 7 it follows that a MLO A is the generator of a generalized C0-semigroup
U :R+ → L(E). Moreover, from [4] we know that the space E admits the decomposition
E = E0 ⊕E1 = D(A)⊕A0 (3)
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ing a C0-semigroup U0 = U |E0 . So, the semigroup U may be represented in the form
U = U0 ⊕U1, (4)
where the semigroup U1 = U |E1 vanishes, and P = U(0) is the projector of E on E0.
Definition 13. A function x ∈ U(R,E) is said to be a mild solution of problem (2) if
x(t) = U(t − s)x(s) +
t∫
s
U(t − τ)f (τ) dτ for each t, s ∈ R, t  s. (5)
From representation (5) it follows that each mild solution is a continuous function. Applying
to both sides of equality (5) the projectors P and Q = I − P , we obtain that the functions
x0 :R → E0, x0(t) = Px(t); x1 :R → E1, x1(t) = Qx(t) (belonging, due to property (iii) of
Definition 8 to the space U(R,E)) satisfy the integral equations
x0(t) = U0(t − s)x0(s)+
t∫
s
U0(t − τ)f0(τ ) dτ, (6)
x1(t) = U1(t − s)x1(s)+
t∫
s
U1(t − τ)f1(τ ) dτ, (7)
where f0(τ ) = Pf (τ), f1(τ ) = Qf (τ).
Since the semigroup U1 is trivial, (7) implies that x1 ≡ 0. On the other hand, (6) implies that
the function x0 is a mild solution of the differential equation
x′(t) = A0x(t)+ f0(t), t ∈ R, (8)
belonging to the homogeneous space
U(R,E0) = PU(R,E) :=
{
Px: x ∈ U(R,E)}.
Summing up the above arguments, we can formulate the next statement.
Lemma 14. The following conditions are necessary and sufficient for a function x ∈ U(R,E)
being a mild solution of inclusion (2):
(i) the function x0 = Px is a mild solution of Eq. (8) belonging to the homogeneous space
U(R,E0);
(ii) the function x1 = Qx vanishes.
Thus, the problem of the existence of a unique mild solution in U(R,E) of inclusion (2) is
equivalent to the problem of the existence of a unique mild solution in U(R,E0) of Eq. (8). Let us
also mention that an a.p. solution x ∈ APU(R,E) of inclusion (2) corresponds to an a.p. solution
x0 ∈ APU(R,E0) of Eq. (8) and vice versa.
Now we are in the position to formulate the first main result of this paper.
Let σ(U(1)) be the spectrum of the linear operator U(1) ∈ L(E), and S = {z ∈ C: |z| = 1}
the unit circle.
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σ
(
U(1)
)∩ S = ∅ (9)
implies that the differential inclusion (2) has a unique mild solution x ∈ U(R,E) for each func-
tion f ∈ U(R,E) and it has the following form:
x(t) =
+∞∫
−∞
G(t − s)f (s) ds, t ∈ R, (10)
with the Green’s function G :R → L(E) taking the form
G(τ) =
{
U(τ)P1P, τ  0,
U(τ)P2P, τ < 0,
(11)
where P = U(0) :E → E0 is the projection, and P1,P2 :E0 → E0 are the Riesz’s spectral pro-
jectors corresponding to the spectral sets of the operator U0(1):
σ1 =
{
λ ∈ σ (U0(1)): |λ| < 1}, σ2 = {λ ∈ σ (U0(1)): |λ| > 1}.
Moreover, the function G admits the following estimate:∥∥G(τ)∥∥Me−γ |τ |, τ ∈ R, (12)
for some M > 0, γ > 0.
Proof. From representation (4) it follows that
σ
(
U0(1)
)⊆ σ (U(1)), (13)
and the only possible difference of these sets is zero, so the space E0 can be decomposed as
E0 = X1 ⊕X2,
where X1 = ImP1, X2 = ImP2 are subspaces invariant with respect to U0(1). Further, U0(1) =
V1 ⊕ V2 where Vi (i = 1,2) are restrictions Vi = U0(1)|Xi . Moreover, from the formula of
the Riesz’s spectral projectors Pi (i = 1,2) it follows that they commute with all operators
U0(t), t  0, of the semigroup U0, and hence the subspaces Xi (i = 1,2) are invariant w.r.t.
all operators. So U0(t) = U01(t) ⊕ U02(t) where U0i = U |0Xi , i = 1,2. Since the operator V2 is
invertible, the semigroup U02 can be extended to a strongly continuous group U02(t), t ∈ R (see
[16]).
From the estimation of the spectral radiuses r(V1) < 1, r(V −12 ) < 1 we obtain that∥∥U01(n)∥∥= ∥∥V n1 ∥∥ C1qn1 , n = 0,1,2, . . . ;∥∥U02(m)∥∥= ∥∥Vm2 ∥∥ C2qm2 , m = −1,−2, . . . ;
Ci > 0, 0 qi < 1, i = 1,2. Applying the Banach–Steinhaus theorem to U01 and U02, we arrive
to the estimations∥∥U01(τ )∥∥ C1e−γ1τ , τ  0,∥∥U02(τ )∥∥ C2eγ2τ , τ < 0, (14)
for some positive constants C1,C2, γ1, γ2.
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estimation (12). Furthermore, by property (iv) of Definition 8, we obtain that the integral on the
right-hand side of (10) defines the function from the homogeneous space U(R,E).
From (14) we see that the family U0 admits an exponential dichotomy on R. It is known (see,
e.g., [1]) that in this case “the restriction” of formula (10) on E0 gives a unique mild solution of
Eq. (8). Applying Lemma 14, we can get the conclusion. 
Now, we will prove that condition (9) is also necessary for the existence of a unique solution of
inclusion (2) in each one of the homogeneous spaces listed in the previous section. The necessity
of this condition for the solvability of (2) in an arbitrary homogeneous space is an open problem.
Theorem 16. Let U(R,E) coincides with one of the following spaces: C(R,E); Lp(R,E), 1
p ∞; Sp(R,E), 1  p < ∞; C˜(R,E); AP(R,E); APSp(R,E). If the differential inclusion
(2) has a unique solution x ∈ U(R,E) for each f ∈ U(R,E), then condition (9) holds.
Before the proof, we need the following lemma, where X is a Banach space and l∞(Z,X)
denotes a homogeneous space of two-sided bounded sequences, see Remark 9.
Lemma 17. Let the difference operator D : l∞(Z,X) → l∞(Z,X) be given by
(Dy)(n) = y(n)−By(n− 1),
where B :X → X is a bounded linear operator. If D is invertible, then the operator I −B is also
invertible.
Proof. If x0 ∈ Ker(I − B), then the constant sequence x˜0(n) ≡ x0 obviously belongs to KerD,
and hence x0 = 0. Further, take an arbitrary z0 ∈ X and the sequence z˜0(n) ≡ z0. From the
surjectivity of D it follows that there exists a sequence y˜0(n) ∈ l∞(Z,X) such that D(y˜0) = z˜0.
It means that
y˜0(n)−By˜0(n− 1) = z0, ∀n ∈ Z, (15)
but the sequence y˜1(n) defined by y˜1(n) = y˜0(n+ 1), n ∈ Z, satisfies the same relation (15), i.e.,
D(y˜1) = z˜0. From the injectivity of D it follows that y˜0 = y˜1, i.e., y˜0(n) = y˜0(n + 1), ∀n ∈ Z,
and so y˜0(n) ≡ y0 ∈ X, ∀n ∈ Z, and y0 satisfies (I −B)y0 = z0. 
Proof of Theorem 16. From Lemma 14 it follows that the differential equation (8) has a unique
solution x0 ∈ U(R,E0) for each function f0 ∈ U(R,E0). On “operator language” (see [1]) it
means the continuous invertibility of the pseudo-differential operator
D0 = d
dt
−A0 :D(D0) ⊂ U(R,E0) → U(R,E0),
where the domain D(D0) consists of all functions x0 ∈ U(R,E0) such that there exists a function
f0 ∈ U(R,E0) with
x0(t) = U0(t − s)x0(s)+
t∫
U0(t − τ)f0(τ ) dτ for all t  s, (16)s
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operator D0 is equivalent to the invertibility of the difference operator
(D0y)(n) = y(n)−U0(1)y(n− 1) (17)
considered in the corresponding homogeneous space U(Z,E0) of two-side sequences. So, for ex-
ample, the homogeneous space l∞ = l∞(Z,E0) of bounded two-side sequences corresponds to
the homogeneous space C(R,E0); Sp(R,E0), 1 p < ∞; L∞(R,E0), while the homogeneous
space lp(Z,E0), 1  p < ∞, of p-summable two-side sequences corresponds to Lp(R,E0);
and the homogeneous space C˜(Z,E0) of the two-side sequences having limit at n → ±∞ cor-
responds to C˜(R,E0). At last the homogeneous space AP(Z,E0) of two-side almost periodic
sequences corresponds to AP(R,E0).
In the paper [1] has been proved that the invertibility of D0 in any of considered spaces implies
its invertibility in all others. So, we can suppose the invertibility of D0 in the space l∞(Z,E0).
Now, take an arbitrary γ ∈ S and consider the linear operator Q : l∞ → l∞ given by
(Qy)(n) = γ ny(n).
Then, D˜0 = Q−1D0Q is the operator of the form
(D˜0y)(n) = y(n)− γ−1U0(1)y(n− 1).
The operator D˜0 is similar to the operator D0 and hence it is invertible too. Applying Lemma 17,
we deduce that the operator I − γ−1U0(1) is invertible and so γ /∈ σ(U0(1)). Applying (15), we
get condition (9). 
Definition 18. (See [12].) A ∈ ML(E) is said to be sectorial, if for some a ∈ R, θ ∈ (π/2,π)
the sector
Ωa,θ =
{
λ ∈ C: arg(λ− a) < θ, λ = a}
belongs to the resolvent set ρ(A) and for each δ ∈ (0, θ − π/2) we have
sup
λ∈Ωa,a−δ
∥∥(a − λ)R(λ,A)∥∥= Mδ < ∞.
Notice that bounded linear operators are sectorial. For other examples see, e.g., [12].
In [3] it was proved that sectorial MLO A, satisfying hypothesis (H1), is the generator of a
semigroup U :R+ → L(E) which is analytical in a certain sector of C (in the monograph [9]
this result is obtained for reflexive Banach spaces). From decomposition (3) and (4) it follows
that σ(A) = σ(A0) and A0 :D(A0) ⊂ E0 → E0 is the generator of a semigroup U0 :R → L(E0)
which is analytical in the same sector. It is known (see, e.g., [8]) that for such semigroup the
following relation for the spectrum holds:
σ
(
U0(t)
) \ {0} = {eλt : λ ∈ σ(A0)}, t ∈ R.
By using (13) we obtain that, in case of a sectorial multivalued linear operator satisfying (H1),
condition (9) is equivalent to the relation
σ(A)∩ (iR) = ∅, (18)
i.e., to the condition of absence of points of spectrum of A on imaginary axis.
Therefore we can formulate the following theorem.
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holds. Then, the conclusions of Theorem 15 are true.
Now, we consider the existence of periodic solutions for inclusion (2). For each given T > 0,
in the sequel, we will use the symbol PT U(R,E) to denote the space of all T -periodic functions
of U(R,E), i.e., the set of functions x ∈ U(R,E) for which xT = x. Since the shift operator
is continuous, the subspace PT U(R,E) is closed in U(R,E) and it is clear that PT U(R,E) ⊂
APU(R,E).
It is natural to study condition under which differential inclusion (2) has a unique T -periodic
mild solution for each function f ∈ PT U(R,E). Instead of conditions (9) and (18) we will con-
sider, respectively, conditions
1 /∈ σ (U(T )) (19)
and
σ(A)∩
{
i
2πk
T
, k ∈ Z
}
= ∅. (20)
The corresponding statement can be formulated in the following way.
Theorem 20. If A ∈ ML(E) satisfies (H1), (H2) and condition (19), then the differential inclusion
(2) has a unique T -periodic mild solution x ∈ PT U(R,E) for each function f ∈ PT U(R,E). This
solution can be written in the form
x(t) =
+∞∫
−∞
GT (t − s)f (s) ds, (21)
where the Green function GT :R → L(E) is T -periodic and its Fourier series has the form∑
0=k∈Z
(
i
2πk
T
I −A
)−1
ei
2πk
T
τ .
Theorem 21. If A ∈ ML(E) is a sectorial operator satisfying (H1) and condition (20), then the
conclusion of Theorem 15 holds.
Remark 22. If x ∈ PT U(R,E), then the corresponding Fourier series has the form
x(t) ∼
∑
k∈Z
xke
i 2πk
T
t ,
where the Fourier coefficients xk ∈ E are determined by
xk = 1
T
T∫
0
x(τ)e−
2πk
T
τ dτ, k ∈ Z.
Directly from (21) it follows that under the conditions of Theorems 20 and 21, the Fourier series
of the unique periodic mild solution x ∈ PT U(R,E) of inclusion (2) with f ∈ PT U(R,E) has
the form
x(t) ∼
∑(
i
2πk
T
I −A
)−1
fke
i 2πk
T
t ,k∈Z
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f (t) ∼
∑
k∈Z
fke
i 2πk
T
t
is the Fourier series of the function f .
In a Hilbert space we can also present the following result.
Theorem 23. Let E be a Hilbert space; A ∈ ML(E) satisfies condition (20) and
sup
k∈Z
∥∥∥∥R
(
i
2πk
T
,A
)∥∥∥∥< ∞. (22)
Then the conclusion of Theorem 20 holds.
Proof. From the Gearhart’s spectral mapping theorem (see, e.g. [5]) it follows that in a Hilbert
space conditions (20) and (22) imply (19). 
4. Application: Feedback control systems governed by degenerate differential equations
In this section we are interested in finding mild trajectories in a homogeneous space U(R,E)
for a feedback control system governed by the following relations:
dMx(t)
dt
= Lx(t)+ u(t), (23)
u ∈ F(Mx). (24)
Here M and L are closed single-valued linear operators in a real Banach space E satisfying the
condition
(ML) D(L) ⊆ D(M) and M(D(L)) ⊆ ImM;
u(·) is a control function;
F :U(R,E) U(R,E) is a feedback multimap.
With the change y(t) = Mx(t), we can rewrite problem (23), (24) into the form of a system
of inclusions
y′(t) ∈ Ay(t)+ u(t), (25)
u ∈ F(y), (26)
where A = LM−1. It is clear that A ∈ ML(E) \ L0(E) if M is non-invertible and that D(A) =
M(D(L)).
It will be supposed that A = LM−1 satisfies conditions (H1), (H2) of Section 2. It should be
mentioned that to guarantee condition (H2), it is sufficient to assume that:
(i) [Lx,Mx] β‖Mx‖2, ∀x ∈ D(L) for some β ∈ R, where [ , ] is a semi-scalar product in E
and
(ii) Im(λ0M −L) = E for some λ0 > β (see [4]).
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problem (23), (24) if the function Mx ∈ U(R,E) has the form
Mx(t) = U(t − s)Mx(s) +
t∫
s
U(t − τ)u(τ) dτ for all t  s,
where u ∈ F(Mx) and U is a C0-semigroup generated by the multioperator A.
Assume that a MLO A satisfies condition (9) of Theorem 15. Denote by Γ :U(R,E) →
U(R,E) the resolving operator of problem (25), i.e., the linear operator assigning to each con-
trol function u ∈ U(R,E) the unique solution of inclusion (25) (i.e., y = Γ u). In accordance
with (10), Γ has the form
Γ u =
+∞∫
−∞
G(t − τ)u(τ) dτ,
and, applying (12), we obtain that there exists a constant C > 0 such that
‖Γ ‖L(U) C.
It is clear that C  2M
γ
, where M and γ are the constants from estimate (12).
Let us denote by (K(U), h) the metric space of compact subsets of U(R,E) endowed with the
Hausdorff metric.
Theorem 24. Suppose that A = LM−1 satisfies conditions (H1), (H2) and (9); the feedback mul-
timap F :U(R,E) U(R,E) has compact values and it is k-Lipschitz w.r.t. the Hausdorff metric
h
(
F(y1),F (y2)
)
 k‖y1 − y2‖U.
If Ck < 1, then problem (4.1), (4.2) has a mild solution.
Proof. It is easy to verify that the composition Γ F :U(R,E) K(U(R,E)) is Ck-Lipschitz
w.r.t. the Hausdorff metric h. Due to Nadler fixed point theorem (see, e.g., [10]), the multimap
Γ F has a fixed point y ∈ Γ F(y). The function y ∈ U(R,E) defines a mild solution of problem
(4.1), (4.2). 
Before presenting the next result, let us remind some notions (see [13]).
Let X,Y,Z be metric spaces. A multimap F :X → K(Z) is said to be Vietoris, if it may be
represented as F(x) = r(t−1(x)), where t :Y → X, r :Y → Z are continuous maps such that
(i) t is proper, i.e., t−1(K) is compact for every compact K ⊂ X;
(ii) the set t−1(x) is acyclic (i.e., it has the same homologies as an one-point space) for each
x ∈ X.
As a simple example of a Vietoris multimap one can consider an upper semicontinuous mul-
timap with acyclic (in particular, convex or contractible) values, or finite composition of such
multimaps (see [13, Proposition 3.4.1])
Theorem 25. Under the same assumptions on A = LM−1, suppose that the feedback multimap
F can be represented as F = F1 + F2, where:
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Ck < 1;
(ii) F1(0) = {0};
(iii) F2 :U(R,E) → K(U(R,E)) is Vietoris and completely continuous, i.e., it transforms
bounded sets into relatively compact sets;
(iv) lim n→∞ 1n sup‖y‖n ‖F2(y)‖ = 0, where ‖F2(y)‖ = sup{‖v‖: v ∈ F2(y)}.
Then problem (4.1), (4.2) has a mild solution.
Proof. Consider the multioperator Γ F = Γ F1 +Γ F2 :U(R,E) → K(U(R,E)). From Proposi-
tion 3.4.1(c) of [13] it follows that Γ F is a Vietoris multimap.
The multioperator Γ F1 is Ck-Lipschitz, Γ F1(0) = {0} and it easy to see that the multiop-
erator Γ F2 satisfies the properties (iii) and (iv). Now we can find a closed ball B ⊂ U(R,E)
centered at the origin such that Γ F(B) ⊆ B . In fact, supposing the contrary, we will have se-
quences {yn}, {un}, {vn} ⊂ U(R,E) with the following properties:
(a) ‖yn‖ n;
(b) vn ∈ Γ F1(yn);
(c) wn ∈ Γ F2(yn);
(d) ‖vn +wn‖ > n.
Then we have
n < ‖vn +wn‖ ‖vn‖ + ‖wn‖ Ck‖yn‖ + ‖wn‖ Ckn+ ‖wn‖,
so,
‖wn‖
n
> 1 −Ck,
contrary to (iv).
Due to Corollary 2.2.1 of [13] the multimap Γ F is (Ck,χ)-condensing on B with respect to
the Hausdorff measure of noncompactness χ in U(R,E). Applying Corollary 3.4.3 of [13], we
conclude that Γ F has a fixed point in B . 
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