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Abstrakt
Cílem mé práce, která je zameˇrˇena na normalitu dat, je jak popsání grafických metod, tak
popsání statistických testu˚ zabývajících se normalitou. Nejprve jsou uvádeˇny základní
informace o normálním rozdeˇlení pravdeˇpodobnosti. Dále popisujeme grafické metody,
které se používají prˇi testování normality, jsou to metody Q-Q graf, P-P graf a N-P graf.
Poté pokracˇujeme statistickými testy, kde uvádíme Chí-kvadrát test dobré shody, Lillie-
forsu˚v Kolmogorovu˚v-Smirnovu˚v test, testy založené na šikmosti a špicˇatosti, Shapiru˚v-
Wilku˚v test a nakonec Andersonu˚v-Darlingu˚v test. Nejdu˚ležiteˇjší cˇástí je simulacˇní stu-
die provádeˇna pro srovnání teˇchto peˇti testu˚ podle chyb I. a II. druhu. Výbeˇry z ru˚zných
typu˚ rozdeˇlení pravdeˇpodobnosti byly generovány programem RStudio. Ve stejném pro-
gramu byly provádeˇny i testy a simulacˇní studie pro srovnání testu˚.
Klícˇová slova: normalita dat, normální rozdeˇlení, testy normality, Chí-kvadrát test, Lil-
lieforsu˚v Kolmogorovu˚v-Smirnovu˚v test, šikmost, špicˇatost, Shapiru˚v-Wilku˚v test, Andersonu˚v-
Darlingu˚v test
Abstract
The object od my work is description od graphic methods, also description of statistical
tests which deal with normality. At first I desribe basic information about normal distri-
bution of probability. Then I describe graphic mothods, which are used during tests of
normality. The methods are Q-Q plot, P-P plot and N-P plot. After that I continue with
statistical tests, where I describe Chi-squared test, Lilliefors Kolmogorov-Smirnov test,
tests based on skewness and kurtosis, Shapiro-Wilk test and Anderson-Darling test. The
most important part is simulation study made to compare these five tests according to
errors I. and II. type. Selections from different types of probability distribution were gen-
erated by software RStudio. Tests and simulation studies for comparison of tests were
made in the same software.
Keywords: normality of data, normal distribution, tests of normality, Chi-squared test,
Lilliefors Kolmogorov-Smirnov test, skewness, kurtosis, Shapiro-Wilk test, Anderson-
Darling test
Seznam použitých zkratek a symbolu˚
AD – Testová statistika Andersonovova-Darlingova testu
AD0,95 – Kritická hodnota Andersonovova-Darlingova testu
Dn – Testová statistika Lillieforsova Kolmogorovova-Smirnovova
testu
Dn(α) – Kritická hodnota Lillieforsova Kolmogorovova-Smirnovova
testu
D(X) nebo σ2 – Rozptyl
E(X) nebo µ – Strˇední hodnota
F (x) – Distribucˇní funkce
U3 – Testová statistika testu šikmosti
U4 – Testová statistika testu špicˇatosti
W – Testová statistika Shapirovova-Wilkova testu
X,Y, Z – Náhodná velicˇina
f(x) – Hustota pravdeˇpodobnosti
α – Hladina významnosti, pravdeˇpodobnost chyby I. druhu
β – Pravdeˇpodobnost chyby II. druhu
σ – Smeˇrodatná odchylka
φ(z) – Charakteristická funkce normovaného normálního rozdeˇlení
ϕ(z) – Hustota pravdeˇpodobnosti normovaného normálního rozdeˇ-
lení
χ2 – Testová statistika Chí-kvadrát testu dobré shody
ψ(x) – Charakteristická funkce
Φ(z) – Distribucˇní funkce normovaného normálního rozdeˇlení
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1 Úvod
V této bakalárˇské práci se budeme zabývat prˇevážneˇ normálním rozdeˇlením pravdeˇpo-
dobnosti a testováním normality datových souboru˚, jak z pohledu grafických metod, tak
pomocí statistických testu˚ pro oveˇrˇení normality dat.
V první cˇásti mé práce se veˇnuji zavedení základních pojmu˚ z oblasti pravdeˇpodob-
nosti, uvádím zde pojmy spjaty s cˇíselnými charakteristikami a testováním hypotéz. Další
du˚ležitou cˇástí je popis normálního rozdeˇlení pravdeˇpodobnosti a normovaného normál-
ního rozdeˇlení.
Nádledující dveˇ kapitoly jsou veˇnovány oveˇrˇování normality. Jedna z nich je zameˇ-
rˇena na grafické oveˇrˇení normality datových výbeˇru˚, které nám mohou prˇed samotným
testováním prozradit, co mu˚žeme od jednotlivých testu˚ ocˇekávat. Pomocí neˇkolika typu˚
grafu˚, jako je Q-Q graf, P-P graf a N-P graf, jsme demonstrovali ru˚zná rozdeˇlení prav-
deˇpodobnosti a posuzovali normalitu. V další kapitole testujeme datové výbeˇry pomocí
ru˚zných statistických testu˚ pro oveˇrˇení normality dat, a zjišt’ujeme, jak testy fungují. V
naší práci studujeme statistické testy pro oveˇrˇení normality dat, a to jsou Chí-kvadrát test
dobré shody, test Lillieforsu˚v Kolmogorovu˚v-Smirnovu˚v, dále testy založené na šikmosti,
testy založené na špicˇatosti a testy založené na šikmosti i špicˇatosti zárovenˇ, prˇedposled-
ním testem je Shapiru˚v-Wilku˚v test a nakonec Andersonu˚v-Darlingu˚v test normality.
Nejdu˚ležiteˇjší cˇástí bakalárˇské práce jsou simulacˇní studie, ve kterých provádíme
srovnání výše zmíneˇných testu˚ normality na základeˇ chyb I. a II. druhu.
Pro vygenerování ru˚zných typu˚ rozdeˇlení pravdeˇpodobnosti, sestrojení grafu˚ a pou-
žití statistických testu˚ jsme využili softwaru RStudio.
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2 Základní pojmy a teorie pravdeˇpodobnosti
Abychom mohli charakterizovat normální rozdeˇlení, potrˇebujeme si zavést neˇkolik zá-
kladních pojmu˚ z oblasti pravdeˇpodobnosti.
2.1 Základní pojmy
Nejprve si rˇekneme co je to náhodný pokus, základní prostor, elementární jev, náhodný
jev a náhodná velicˇina.
Deˇj, jehož výsledek není prˇedem jednoznacˇneˇ urcˇen podmínkami, za kterých probíhá
je oznacˇován jako náhodný pokus. Pro matematický popis náhodného pokusu urcˇujeme
základní prostor Ω, který je množinou všech dále nedeˇlitelných výsledku˚ daného pokusu.
Prvky množiny Ω, poprˇípadeˇ jednoprvkové podmnožiny Ω nazýváme elementárními
jevy a oznacˇujeme je {ω}. Náhodný jev prˇedstavuje událost, která za urcˇitých podmínek
bud’ nastane nebo nenastane. Náhodným jevem považujeme každou podmnožinu zá-
kladního prostoru Ω. Pro náhodné jevy platí stejné rovnosti a algebraické zákony jako
pro výroky. Pro oznacˇení se používají velká písmena abecedy (naprˇ.: A, B, ...).
Za pravdeˇpodobnost považujeme míru prˇedpokládatelnosti výskytu náhodného jevu.
Nabývá hodnot z intervalu < 0, 1 >. Cˇím vyšší pravdeˇpodobnost je, tím je vyšší i šance,
že náhodný jev nastane. Jev, který nastane nutneˇ prˇi každém provedení náhodného po-
kusu je jev jistý a má pravdeˇpodobnost 1. Opak jistého jevu je jev nemožný s pravdeˇpo-
dobností 0, jedná se o jev, který v pokusu nemu˚že nikdy nastat.
Definice 2.1.1 Náhodná velicˇina X je reálná funkce X : Ω→ R taková, že pro každé reálné x je
množina
{ω ∈ Ω|X(ω) < x}
náhodným jevem.
Za hodnotu náhodné velicˇiny X budeme považovat výsledek náhodného pokusu vyjád-
rˇený reálným cˇíslem. Náhodné velicˇiny jsou libovolné velicˇiny, které mu˚žeme opakovaneˇ
meˇrˇit u odlišných objektu˚.
Náhodná velicˇina mu˚že být naprˇíklad doba do poruchy neˇjakého prˇístroje, pocˇet vad-
ných produktu˚ mezi n produkty, zmeˇrˇená teplota na daném místeˇ ve stejnou dobu, ale
jiný den, rocˇní mzda ocˇanu˚ meˇsta, atd.
Definice 2.1.2 Necht’ X je náhodná velicˇina. Reálnou funkci F (x) definovanou pro všechna
reálná x vztahem
F (x) = P (X < x)
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nazýváme distribucˇní funkcí náhodné velicˇiny X .
Z definice 2.1.2 vyplývá rˇada vlastností distribucˇní funkce:
1. 0 ≤ F (x) ≤ 1, tzn., že funkce F (x) nabývá hodnot z intervalu (0, 1⟩,
2. ∀x1, x2, x1 < x2 : F (x1) ≤ F (x2), jedná se o funkci neklesající,
3. ∀a ∈ R : lim
x→a+
F (x) = F (a), funkce F (x) je zleva spojitá,
4. distribucˇní funkce má nejvýše spocˇetneˇ mnoho bodu˚ nespojitosti,
5. lim
x→−∞F (x) = 0, limx→∞F (x) = 1. [9]
Distribucˇní funkce slouží pro popis tzv. dikretní i spojité náhodné velicˇiny.
Definice 2.1.3 Rˇekneˇme, že náhodná velicˇina X se nazývá diskrétní práveˇ tehdy, když nabývá
nejvýše spocˇetneˇ mnoha hodnot {x1, x2, ...} tak, že
P (X = xi) ≥ 0;
∞∑
i=1
P (X = xi) = 1.
Nejcˇasteˇji se jedná o velicˇiny celocˇíselné. Prˇíkladem diskrétní náhodné velicˇiny je pocˇet
cˇlenu˚ domácnosti, pocˇet šestek prˇi deseti hodech kostkou, pocˇet dopravních nehod v
Ostraveˇ za jeden den, atd.
Definice 2.1.4 Rˇekneme, že náhodná velicˇina X se nazývá spojitá práveˇ tehdy, když mu˚že nabý-
vat všech hodnot spojité distribucˇní funkce.
Jako prˇíklad spojité náhodné velicˇiny lze uvést životnost výrobku, nameˇrˇenou hodnotu
napeˇtí, náhodneˇ vybrané reálné cˇíslo, atd.
Dále si zavedeme pojem rozdeˇlení pravdeˇpodobnosti náhodné velicˇiny. Rozdeˇlení náhodné
velicˇiny X nám charakterizuje, jakých hodnot mu˚že náhodná velicˇina X nabývat a s
jakými pravdeˇpodobnostmi. Rozdeˇlení pravdeˇpodovnosti náhodné velicˇiny se deˇlí na
diskrétní a spojité rozdeˇlení. V našem prˇípadeˇ se budeme veˇnovat spojitému rozdeˇlení
náhodné velicˇiny.
Z Definice 2.1.4 plyne, že v prˇípadeˇ spojité náhodné velicˇiny nemá smysl prˇirˇazovat
hodnotu pravdeˇpodobnosti jednotlivým realizacím spojité náhodné velicˇiny. Prˇicˇemž na
libovolném intervalu pravdeˇpodobnost výskytu vymezit mu˚žeme. To znacˇí, že pro popis
mu˚žeme použít distribucˇní funkci spojité náhodné velicˇiny, Obrázek 2.1.
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Obrázek 2.1: Prˇíklad grafu distribucˇní funkce spojité náhodné velicˇiny
Kromeˇ distribucˇní funkce se používá k popisu spojité náhodné velicˇiny tzv. hustota
pravdeˇpodobnosti f(x).
Definice 2.1.5 Hustota pravdeˇpodobnosti f(x) spojité náhodné velicˇiny je reálná nezáporná funkce
taková, že distribucˇní funkci F (x) lze vyjádrˇit ve tvaru F (x) =
∫ x
−∞ f(t)dt,−∞ < x <∞.
V Definice 2.1.5 je distribucˇní funkce spojitá pro všechna x ve všech bodech, kde má
derivaci. Základní vlastnosti hustoty pravdeˇpodobnosti náhodné velicˇiny x jsou:
1. f(x) ≥ 0, pro−∞ < x <∞, hustota pravdeˇpodovnosti je nezáporná funkce,
2.
∫∞
−∞ f(x)dx = 1, tzn., že plocha pod krˇivkou hustoty pravdeˇpodovnosti je rovna 1,
3. lim
x→−∞ f(x) = 0, limx→∞ f(x) = 0. [9]
Z Definice 2.1.5 hustoty pravdeˇpodobnosti lze rovneˇž snadno odvodit vztahy mezi prav-
deˇpodobností a hustotou pravdeˇpodobnosti.
1. P (X < a) = F (a) =
∫ a
−∞ f(x)dx, pro všechna a ∈ R
2. P (X ≥ a) = 1− F (a) = ∫∞a f(x)dx, pro všechna a ∈ R
3. P (a ≤ X < b) = F (b)− F (a) = ∫ ba f(x)dx, pro všechna a < b; a, b ∈ R. [9]
Budeme také potrˇebovat charakteristickou funkci spojitého rozdeˇlení náhodné velicˇiny,
protože pozdeˇji použijeme tuto fuknci prˇi du˚kazu Linderbergovy-Lévyho veˇty.
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Definice 2.1.6 Necht’ X je náhodná velicˇina. Pak funkce ψ : R → C daná vztahem ψX(x) =
E(eixX), x ∈ R, se nazývá charakteristickou funkcí náhodné velicˇiny X .
2.2 Cˇíselné charakteristiky
Rozdeˇlení pravdeˇpodobnosti náhodné velicˇinyX je popsáno pomocí její distribucˇní funkce
F (x), poprˇípadeˇ pomocí hustoty pravdeˇpodobnosti f(x) nebo charakteristickou funkcí
ψ(x). Ve veˇtšineˇ prˇípadu˚ je výhodné shrnout celkovou informaci o této náhodné velicˇineˇ
do neˇkolika cˇísel. Tato cˇísla nám charakterizují neˇkteré vlastnosti náhodné velicˇiny a rˇí-
káme jim cˇíselné charakteristiky náhodné velicˇiny X . Prˇedstavíme si pouze ty pro nás
du˚ležité.
2.2.1 Strˇední hodnota a rozpyl
Máme-li náhodnou velicˇinu X se spojitým rozdeˇlením, její strˇední hodnota je cˇíslo
E(X) = µ =
∫ ∞
−∞
x · f(x)dx. (2.1)
Strˇední hodnota má smysl jen, pokud integrál (2.1) existuje. Je nejznámeˇjší mírou polohy
ve statistice.
Rozptyl náhodné velicˇiny X je cˇíslo
D(X) = σ2 =
∫ ∞
−∞
(x− E(X))2 · f(x)dx. (2.2)
Stejneˇ jako u strˇední hodnoty, rozptyl existuje, pokud existuje integrál (2.2). Jedná se o
druhý centrální moment náhodné velicˇiny, který vyjadrˇuje variabilitu rozdeˇlení souboru
náhodných hodnot kolem její strˇední hodnoty.
Smeˇrodatnou odchylku urcˇuje cˇíslo
σ =
√
D(X). (2.3)
Podobneˇ jako rozptyl, urcˇuje smeˇrodatná odchylka jak moc jsou hodnoty rozptýleny cˇi
odchýleny od pru˚meˇru hodnot. Jedná se o odmocninu z rozptylu.
2.2.2 Míry šikmosti a špicˇatosti
Charakteristiky, které se používají méneˇ cˇasto, ale za to obvykle spolecˇneˇ slouží k vysti-
žení dalších vlastností hodnot souboru. Pomocí šikmosti a špicˇatosti hodnotíme, jak se
rozdeˇlení dat podobá tzv. normálnímu rozdeˇlení.
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Nejprve si musíme zavést pojem centrální moment k-tého rˇádu, který oznacˇujeme jako
µk
′, pro k = 1, 2, 3, · · · . Pro naší práci budeme potrˇebovat znát pouze centrální moment
spojité náhodné velicˇiny, který je definován
µk
′ =
∫ ∞
−∞
(x− E(X))k · f(x)dx. (2.4)
Šikmost je mírou symetrie daného rozdeˇlení a meˇrˇí zešikmenost, resp. nesymetrii dat.
Šikmostí tedy zkoumáme, jestli jsou hodnoty rozloženy okolo pru˚meˇru symetricky. De-
finujeme ji podílem trˇetího centrálního momentu a trˇetí mocniny smeˇrodatné odchylky.
a3 =
µ3
σ3
(2.5)
Pro symetrické rozdeˇlení platí, že a3 = 0, pro rozdeˇlení pozitivneˇ zešikmené a3 > 0 a pro
rozdeˇlení, které je negativneˇ zešikmené a3 < 0.
Špicˇatost je mírou koncentrace hodnot náhodné velicˇiny kolem strˇední hodnoty a meˇrˇí
odchylku špicˇatosti zkoumaného rozdeˇlení od normálního rozdeˇlení. Definujeme ji po-
dílem cˇtvrtého centrálního momentu a cˇtvrté mocniny smeˇrodatné odchylky.
a4 =
µ4
σ4
(2.6)
Pro špicˇatost normálního rozdeˇlení platí, že a4 = 3, pro veˇtší špicˇatost než u normálního
rozdeˇlení je a4 > 3 a naopak pro menší špicˇatost než u normálního rozdeˇlení je a4 < 3.
Jak se meˇní šikmost a špicˇatost pro vybrané typy rozdeˇlení pravdeˇpodobnosti nám
zobrazuje Obrázek 2.2.
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Obrázek 2.2: Šikmost a špicˇatost u vybraných typu˚ rozdeˇlení
2.3 Testování hypotéz
Testování hypotéz je proces pro oveˇrˇování správnosti vyslovené hypotézy pomocí vý-
sledku˚ získaných z výbeˇrového zkoumání statistické hypotézy. Statistická hypotéza je tvr-
zením pojednávajícím o rozdeˇlení pozorované náhodné velicˇiny X . Deˇlí se na paramet-
rickou a neparametrickou hypotézu. Statistická parametrická hypotéza vypovídá i o para-
metrech rozdeˇlení náhodné velicˇiny jako je naprˇ. strˇední hodnota, rozptyl, pravdeˇpodob-
nost a jiné. Jakožto neparametrická hypotéza se týká jiných vlastností náhodné velirˇiny.
2.3.1 Nulová a alternativní hypotéza
Testování hypotéz je tzv. rozhodovací proces, v neˇmž stojí proti sobeˇ dveˇ tvrzení (nulová
a alternativní hypotéza).
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1. Nulová hypotéza H0 je tvrzení, které bývá obvykle vyjádrˇeno rovností mezi testova-
ným parametrem a jeho ocˇekávanou hodnotou. H0 : θ = θ0
2. Alternativní hypotéza H1 popírá tvrzení dané nulovou hypotézou. V prˇipadeˇ jedno-
výbeˇrových testu˚ ji mu˚žeme zapsat jedním z neˇkolika zpu˚sobu˚.
• H1 : θ = θ1, tzv. jednoduchá alternativní hypotéza, použijeme ji v prˇípadeˇ, kdy
rozhodujeme mezi dveˇmi hodnotami θ0 a θ1.
• H1 : θ ̸= θ0, alternativní hypotéza složená, popírá platnost hypotézy nulové
bez jakékoli bližší specifikace. Takhle formulovaná hypotéza se nazývá obou-
stranná.
• H1 : θ > θ0, patrˇí mezi složené alternativní hypotézy. Alternativní hypotéza
formulovaná jako jednostranná, popírá nulovou hypotézu a zárovenˇ tvrdí, že
hodnota testovaného parametru je veˇtší než hodnota uvedená v nulové hypo-
téze.
• H1 : θ < θ0, stejneˇ jako prˇedchozí alternativní hypotéza, patrˇí mezi složené
hypotézy a je jednostranná. Tato hypotéza popírá nulovou a zárovenˇ tvrdí, že
hodnota testového parametru je menší než uvedená hodnota v nulové hypo-
téze.
Testem statistické hypotézy je jakýsi postup, prˇi neˇmž na základeˇ výbeˇrového souboru
provádíme rozhodnutí, která z prˇedpokládaných hypotéz uspeˇje. Hypotézy proto mu-
síme formulovat tak, aby prˇi rozhodnutí uspeˇla práveˇ jedna. Prˇi testu statistické hypo-
tézy, který se dá provádeˇt opakovaneˇ, je pochopitelné, že mu˚žeme dojít ke dveˇma roz-
hodnutím.
1. Nezamítáme hypotézu H0.
2. Zamítáme H0 ve prospeˇch hypotézy H1.
Ke kterému z rozhodnutí se prˇiklonit nám urcˇuje obor hodnot testovaného parametru θ,
který se deˇlí na dveˇ disjunktní množiny nazývané obor prˇijetí V hypotézyH0 a kritický obor
W - obor zamítnutí hypotézy H0. Hranice mezi teˇmito obory se nazývá kritická hodnota
testu tkrit.
K provedení konkrétního testu statistické hypotézy musíme mít k dispozici testovou
statistiku (neˇkdy také testové kritérium), kterou je výbeˇrová charakteristika T (X). Tato
testová statistika má vztah k H0 a její rozdeˇlení pravdeˇpodobnosti za prˇedpokladu plat-
nosti nulové hypotézy známe.
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Kritický oborW jde cˇasto popsat pomocí kritického oboruW ∗ testové statistiky T (X).
Pokud tedy padne pozorovaná hodnota testové statistiky do kritického oboru W ∗, zamí-
táme nulovou hypotézu H0, pokud padne do oboru prˇijetí V , nezamítáme hypotézu H0.
2.3.2 Chyba I. a II. druhu
Výsledek testu
Nezamítáme H0 Zamítáme H0
Sk
ut
ecˇ
no
st Platí H0
Správné rozhodnutí
1− α (spolehlivost testu)
Chyba I. druhu
α (hladina významnosti)
Platí H1
Chyba II. druhu
β
Správné rozhodnutí
1− β (síla testu)
Tabulka 1: Prˇehled možných výsledku˚ testování hypotéz a jejich pravdeˇpodobností
Tabulka prˇevzatá z [10].
Prˇi rozhodování mu˚žeme dojít k jednomu ze záveˇru˚, který je uveden v Tabulka 1.
Jestliže platí nulová hypotéza a my jsme ji nezamítli, rozhodli jsme se správneˇ. Prav-
deˇpodobnost našeho rozhodnutí oznacˇujeme 1−α a nazýváme ji spolehlivost testu. Pokud
je nulová hypotéza H0 ve skutecˇnosti platná, ale my ji i prˇesto zamítáme, dopouštíme
se chyby I. druhu. Pravdeˇpodobnost, že k tomuhle pochybení dojde, nazýváme hladinou
významnosti α. Platí-li hypotéza alternativní a my jsme rozhodli o zamítnutí H0, usou-
dili jsme opeˇt správneˇ. Takovéto rozhodnutí má pravdeˇpodobnost 1− β, kterou oznacˇu-
jeme jako sílu testu. Poslední možností prˇi rozhodování je, když zamítneme alternativu
prˇestože je vlastneˇ platná, tím se dopouštíme chyby II. druhu. Pravdeˇpodobnosti chyby je
oznacˇována β.
Ve statistice volíme jako rozhodující vstupní parametr testu hladinu významnosti α,
která znacˇí pravdeˇpodobnost chyby I. druhu. V technických oblastech obvykle volíme
hladinu významnosti α = 0, 05, ve speciálních prˇípadech nároky na pravdeˇpodobnost
chyby I. druhu ješteˇ zvyšujeme (volíme α = 0, 01, naprˇ. v biostatistice).
Chybu II. druhu β snižujeme volbou vhodného testu (pokud máme možnost vý-
beˇru), poprˇípadeˇ zveˇtšením rozsahu výbeˇrového souboru, což je jediný zpu˚sob jak snížit
pravdeˇpodobnost chyby II. druhu β, aniž bychom tím zvýšili pravdeˇpodobnost chyby I.
druhu α.
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3 Normální rozdeˇlení
S normálním rozdeˇlením se setkáváme nejcˇasteˇji a je jedním z nejdu˚ležiteˇjších spojitých
rozdeˇlení pravdeˇpodobnosti, které popisuje celou rˇadu velicˇin. Normální rozdeˇlení je
také známé jako Gaussovo rozdeˇlení. Jedná se o jedno z nejpoužívaneˇjších a nejdu˚le-
žiteˇjších pravdeˇpodobnostních rozdeˇlení spojité náhodné velicˇiny. Normální rozdeˇlení
modeluje velké množství chování náhodných velicˇin, které se vyskytují ve spolecˇnosti
nebo v prˇírodeˇ.
Takové náhodné velicˇiny, rˇídící se normálním rozdeˇlením, jsou naprˇíklad výška lidí
v populaci nebo IQ populace, vitální kapacita plic, odchylka rozmeˇru produktu od poža-
dované hodnoty, velikost chyby meˇrˇení.
Pu˚vodneˇ bylo normální rozdeˇlení odvozeno pro analýzu chyb meˇrˇení, zpu˚sobených
velkým pocˇtem vzájemneˇ nezávislých a neznámých prˇícˇin, ale postupneˇ se ukázalo, že
za urcˇitých podmínek toto rozdeˇlení dobrˇe aproximuje spoustu jiných pravdeˇpodobnost-
ních rozdeˇlení, jak spojitých, tak i diskrétních.
Fakt, že náhodná velicˇina X má normální rozdeˇlení, zapisujeme X ∼ N(µ;σ2), kde µ
je strˇední hodnota, která charakterizuje polohu rozdeˇlení a σ2 je rozptyl, urcˇující rozptý-
lení hodnot náhodné velicˇiny kolem strˇední hodnoty.
Každou spojitou náhodnou velicˇinu lze popsat naprˇíklad hustotou pravdeˇpodob-
nosti, distribucˇní funkcí nebo charakteristickou funkcí. Tyto funkce jsou ekvivalentní v
tom smyslu, že jedna se dá spocˇítat z druhé.
Hustota pravdeˇpodobnosti rozdeˇlení normální velicˇiny X je dána vztahem
f(x) =
1
σ
√
2π
· e−(x−µ)
2
2σ2 ,pro−∞ < x <∞. (3.1)
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Obrázek 3.1: Gaussova krˇivka
Grafickým vyjádrˇením hustoty pravdeˇpodobnosti je Gaussova krˇivka Obrázek 3.1,
která je symetrická kolem strˇední hodnoty µ. Tvar krˇivky nám rˇíká to, že nejcˇasteˇji prˇi
opakování náhodného pokusu budou vycházet hodnoty v okolí strˇední hodnoty. Funkce
dosahuje maxima pro x = µ a odchylka σ nám udává v jaké vzdálenosti od strˇední
hodnoty leží inflexní body.
Obrázek 3.2: Hustota pravdeˇpodobnosti náhodné velicˇiny s rozdeˇlením N(µ = 20;σ)
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Obrázek 3.2 znázornˇuje, jak se se zmeˇnou smeˇrodatné odchylky meˇní i tvar Gaussovy
krˇivky. Cˇím nižží σ, tím je krˇivka vyšší a užší. Naopak s rostoucí smeˇrodatnou odchylkou
se krˇivka rozširˇuje a klesá. Je tomu tak, aby plocha pod krˇivkou zu˚stávala jednotková.
Obrázek 3.3: Hustota pravdeˇpodobnosti náhodné velicˇiny s rozdeˇlením N(µ;σ = 5)
Co se deˇje prˇi zmeˇneˇ parametru µ si mu˚žeme všimnout na obrázku Obrázek 3.3. Smeˇ-
rodatná odchylka nám udává maximum Gaussovy krˇivky. Prˇi zmeˇneˇ se nám tvar krˇivky
nemeˇní, pouze se na ose x posune.
Distribucˇní funkce náhodné velicˇiny X s normálním rozdeˇlením má tvar
F (x) =
1
σ
√
2π
·
∫ x
−∞
e
−(t−µ)2
2σ2 dt. (3.2)
Poneˇvadž integrovanou funkci ve vztahu (3.2) není možné zapsat pomocí konecˇneˇ mnoha
elementárních funkcí, nelze vyjádrˇit distribucˇní funkci analyticky. Je možné vyjádrˇit dis-
tribucˇní funkci normální náhodné velicˇiny pomocí normovaného normálního rozdeˇlení
náhodné velicˇiny(Veˇta 3.1).
Charakteristická funkce s normálním rozdeˇlením je ve tvaru
ψ(x) = eixµ−
σ2x2
2 . (3.3)
3.1 Normované normální rozdeˇlení
Normované (standardizované) normální rozdeˇlení je speciálním prˇípadem normálního
rozdeˇlení, Obrázek 3.4. Jde o rozdeˇlení náhodné velicˇiny Z ∼ N(0; 1) , tudíž se jedná o
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normální rozdeˇlení se strˇední hodnotou E(Z) = 0 a roptylem D(Z) = 1. Zde je použito
speciální znacˇení funkcí, abychom je rozlišili od funkcí normálního rozdeˇlení. Hustota
pravdeˇpodobnosti normovaného normálního rozdeˇlení má tvar
ϕ(z) =
1√
2π
· e−x
2
2 ,pro z ∈ R, (3.4)
distribucˇní funkce je ve tvaru
Φ(z) =
1√
2π
·
∫ z
−∞
e
t2
2 dt (3.5)
a charakteristická fuknce je dána jako
φ(x) = e−
x2
2 . (3.6)
Obrázek 3.4: Hustota pravdeˇpodobnosti normovaného normálního rozdeˇlení
Veˇta 3.1 Distribucˇní funkce náhodných velicˇin s normálním rozdeˇlením s libovolnými parametry
µ a σ lze pocˇítat pomocí normovaného normálního rozdeˇlení vztahem
FX(x) = Φ(
x− µ
σ
). (3.7)
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Du˚kaz. Necht’ X ∼ N(µ;σ2) a Z = X − µ
σ
.
Z =
1
σ
X − µσ , tj. náhodná velicˇina Z je lineární transformací náhodné velicˇiny X .
Je zrˇejmé, že Z má rovneˇž normální rozdeˇlení a E(Z) =
1
σ
· E(X) − µσ = 0, D(Z) =
1
σ2
·D(X) = 1, tj. Z ∼ N(0, 1).
FX(x) = P (X < x) = P (Z · σ + µ < x) = P (Z < x− µ
σ
) = Φ(
x− µ
σ
)
Distribucˇní funkce normovaného normálního rozdeˇlení je tabelována v tabulce v prˇí-
loze D. V tabulce jsou uvedeny hodnoty distribucˇní funkce pouze pro z > 0. Ze symetrie
hustoty pravdeˇpodonosti ϕ(x) je patrné, že je-li x záporné, pak jej urcˇíme prˇevodním
vztahem doplnˇku
Φ(−x) = 1− Φ(x) (3.8)
Normální rozdeˇlení také hraje du˚ležitou roli prˇi aproximaci neˇkterých náhodných
velicˇin. Naprˇíklad pomocí limitních veˇt. Jako první si uved’me Lindebergovu-Lévyho
veˇtu.
Veˇta 3.1.1 (Lindebergova-Lévyho) Necht’ X1, X2, ..., Xn jsou nezávislé náhodné velicˇiny se
stejným (libovolným) rozdeˇlením, stejnými strˇedními hodnotamiEX1 = EX2 = ... = EXn = µ
a se stejnými (konecˇnými) rozptyly DX1 = DX2 = ... = DXn = σ2. Potom náhodná velicˇina
Yn daná vztahem
Yn =
n∑
i=1
(Xi − µ)
σ
√
n
má asymptoticky normované normální rozdeˇlení N(0, 1).
Du˚kaz. Oznacˇme pro k = 1, 2, . . .
Ck = Xk − µ a ψCk(t) = E(eitCk).
Prˇipomenˇme si, že ψX je charakteristická funkce náhodné velicˇiny X definovaná jako
ψX(t) = E(e
itX), kde t ∈ R. Prˇipomenˇme také, že strˇední hodnota náhodné velicˇiny X je
E(X) = µ a rozptylD(X) = σ2. Protože pro strˇední hodnotu platíE(aX+b) = aE(X)+b
a pro rozptyl D(X) = E(X2)− E(X)2, pak platí, že
E(Ck) = E(Xk − µ) = E(Xk)− µ = µ− µ = 0
D(Ck) = D(Xk) = σ
2.
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Rozvinˇme charakteristickou funkci ψCk(t) pomocí Taylorova rozvoje, obecneˇ: ψCk(t) =
n∑
j=0
(it)jE(Cjk)
j! +Rn+1(t), kde Rn+1(t) = o(t
n) prˇedstavuje chybu, tzn. lim
t→0
Rn+1(t)
tn =
0. Protože máme zarucˇenu existenci prvních dvou momentu˚, pak pro n = 2 je Tayloru˚v
rozvoj ψCk(t) = 1 +
itE(Ck)
1! +
(it)2E(C2k)
2! +R3(t) = 1− σ
2t2
2 +R3(t), kde limt→0
R3(t)
t2
= 0.
Položme
Zk =
Ck
σ
√
n
=
Xk − µ
σ
√
n
.
Protože platí
ψa+bX(t) = E(e
(a+bX)it) = E(eitaeitbX) = eitaE(e(bt)iX) = eitaψX(tb),
položíme–li a = 0 a b = 1
σ
√
n
, mu˚žeme pro ψZk(t) psát
ψZk(t) = ψCk
(
t
σ
√
n
)
= 1− σ
2t2
2σ2n
+R3
(
t
σ
√
n
)
= 1− t
2
2n
+R3
(
t
σ
√
n
)
a prˇitom
lim
t→0
R3
(
t
σ
√
n
)
t2
σ2n
= 0 ⇔ pro pevné t ∈ R σ
2
t2
lim
n→∞nR3
(
t
σ
√
n
)
= 0.
Nakonec položme
Yn = Z1 + · · ·+ Zn =
∑n
q=1(Xq − µ)
σ
√
n
=
∑n
q=1Xq − nµ
σ
√
n
.
Protože jde o soucˇet nezávislých náhodných velicˇin, pak pro jejich charakteristické funkce
platí
ψYn(t) = ψZ1+···+Zn(t)
nez.
=
n∏
k=1
ψZk(t) =
n∏
k=1
ψCk
(
t
σ
√
n
)
=
[
ψCk
(
t
σ
√
n
)]n
=
[
1− t22n +R3
(
t
σ
√
n
)]n
Pocˇítejme limitu
lim
n→∞ψYn(t) = limn→∞
[
1− t22n +R3
(
t
σ
√
n
)]n
= lim
n→∞
⎡⎣1− t22 +nR3
(
t
σ
√
n
)
n
⎤⎦n
= lim
n→∞
[
1−
t2
2
n
]n
= e−
t2
2
což je charakteristická funkce N(0, 1). Pokud jde tedy velicˇina Yn svou charakteristickou
funkcí k charakteristické funkci normovaného normálního rozdeˇlení, pak musí ke stej-
nému rozdeˇlení jít i svou hustotou pravdeˇpodobnosti a distribucˇní funkcí, tedy fY (u)→
ϕ(u) a FY (u)→ Φ(u). [2]
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Z veˇty Veˇta 3.1.1 plyne, že pro dostatecˇneˇ velká n, lze rozdeˇlení náhodné velicˇiny X =
n∑
i=1
(Xi) aproximovat rozdeˇlením N(nµ, nσ2), tj. X má asymptoticky normální rozdeˇlení,
stejneˇ tak velicˇina X =
n∑
i=1
(Xi)
n má asymptoticky rozdeˇlení N(µ,
σ2
n ).
Pak také existuje Moivreova-Laplaceova veˇta, která vyjadrˇuje konvergenci binomic-
kého rozdeˇlení k normálnímu rozdeˇlení.
Veˇta 3.1.2 (Moivreova-Laplaceova) Necht’ X ∼ Bi(n, π); EX = nπ; DX = nπ(1 − π).
Potom pro velká n platí, že X ≈ N(nπ;nπ(1− π)).
Du˚kaz. Binomická náhodná velicˇina X ∼ Bi(n, π) je soucˇtem n nezávislých náhodných
velicˇin s alternativním rozdeˇlením. Oznacˇme Xi ∼ A(π). Pak posloupnost náhodných
velicˇin {Xi}∞i=1 s konecˇnou strˇední hodnotou E(Xi) = π a konecˇným rozptylem D(Xi) =
π(1− π) splnˇuje Lindebergovu–Lévyho veˇtu, takže platí
X =
n∑
i=1
Xi ∼ N(n · E(Xi);n ·D(Xi))
X =
n∑
i=1
Xi ∼ N(nπ;nπ(1− π)
Tím je veˇta dokázána. [2].
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4 Grafické metody pro oveˇrˇení normality dat
Normalita dat je prˇedpoklad pro mnoho testu˚ hypotéz a intervalových odhadu˚. Protože
má normální rozdeˇlení dobré vlastnosti, mu˚žeme jejich zásluhou o vyšetrˇovaném sou-
boru vyvodit jisté záveˇry. Snažíme se proto u zkoumaných jevu˚ zjistit, zda pocházejí z
normálního rozdeˇlení. Pokud bychom používali parametrické testy(tj. testy vyžadující
normalitu dat) na jiné rozdeˇlení, došli bychom k neprˇesným výsledku˚m. Normalitu dat
mu˚žeme oveˇrˇit neˇkolika zpu˚soby, jak graficky, tak ru˚znými testy normality. Nejpouží-
vaneˇjším testem pro zjišteˇní normality jsou Shapiru˚v-Wilku˚v test nebo Kolmogorovu˚v-
Smirnovu˚v test.
Grafické metody nejsou sice tak prˇesné jako exaktní, ale mohou nám sdeˇlit informaci
o rozdeˇlení dat, konkrétneˇ zda data pochází z normálního rozdeˇlení. Jednoduchý zpu˚-
sob, jak prˇibližneˇ odhadnout, zda data mají normální rozdeˇlení, je použití P-P grafu, Q-Q
grafu nebo N-P grafu. U P-P grafu˚ se porovnávají pravdeˇpodobnosti. Q-Q grafy jsou
grafy založené na porovnávání kvantilu˚ nameˇrˇených s kvantily teoretickými. Bohužel
neposkytují objektivní du˚vod k potvrzení nebo zamítnutí nulové testové hypotézy, která
nám rˇíká, že data pochází z normálního rozdeˇlení. Grafické metody, na rozdíl od neˇkte-
rých testu˚ nekladou omezení na rozsah výbeˇru.
4.1 Srovnání empirické a teoretické hustoty
V teorii pravdeˇpodobnosti je odvozena spousta teoretických modelu˚ rozdeˇlení pravdeˇ-
podobnosti. Teˇmto modelu˚m se mohou empirická rozdeˇlení více cˇi méneˇ prˇibližovat.
Tudíž všechny empirické krˇivky hustoty pravdeˇpodobnosti pro možné výbeˇry se po-
hybují prˇibližneˇ okolo teoretické hustoty pravdeˇpodobnosti. Empirické charakteristiky
prˇedstavují náhodné velicˇiny, protože se meˇní od jednoho náhodného výbeˇru ke dru-
hému náhodnému výbeˇru, zatímco teoretické charakteristiky základního souboru prˇed-
stavují vždy urcˇité cˇíslo. Cˇím bude veˇtší rozsah výbeˇrového statistického souboru, tím
bude empirická krˇivka blíže skutecˇnému tvaru teoretické krˇivky.
Pomocí grafické analýzy mu˚žeme metodou srovnání se standardními modely pouze
odhadnout typ rozdeˇlení, nikoli objektivní míru shody dat s teoretickým modelem.
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Obrázek 4.1: Porovnání empirické a teoretické hustoty pravdeˇpodobnosti
Všimneˇme si, že na obrázku Obrázek 4.1 máme prˇíklad grafického vyjádrˇení rozdeˇ-
lení spojité náhodné velicˇiny pomocí teoretické krˇivky ve vztahu k empirické krˇivce roz-
deˇlení. Vykreslení teoretické hustoty odpvídá hladkému pru˚beˇhu, oproti tomu empirická
hustota je jakožto aproximace tvorˇená reálnými daty.
4.2 Kvantiloveˇ-kvantilový graf (Q-Q graf)
Q-Q graf je jedním z nejvyužívaneˇjšch grafu˚ pro hodnocení normality. Tato grafická me-
toda spocˇívá v nanesení empirických kvantilu˚ a teoretických kvantilu˚ rozdeˇlení pravdeˇ-
podobnosti proti sobeˇ.
Konstrukce grafu spocˇívá v tom, že na vodorovné ose jsou teoretické kvantily nor-
málního rozdeˇlení a na ose svislé jsou empirické kvantily zjišteˇné z výbeˇru.
Tudíž na osu x kvantily xαj vybraného rozdeˇlení, kde αj =
j − rαdj
n+ nαdj
, kde rαdj a nαdj
jsou korigující faktory, které jsou≤ 0, 5. Korigující faktory implicitneˇ volíme rαdj = 0, 375
a nαdj = 0, 25. Graf, kde za korigující faktory dosadíme hodnoty rαdj = 0, 3175, nαdj =
0, 365, bývá neˇkdy oznacˇován jako normální pravdeˇpodobnostní graf (N-P graf). Jsou-
li neˇjaké usporˇádané hodnoty stejné, potom za j bereme pru˚meˇrné porˇadí odpovídající
stejné skupineˇ hodnot.
Na osu y vynášíme usporˇádané hodnoty x(j). Tyto hodnoty prˇedstavuje qj%¸ kvantil,
kde qi = 100(j − 0.5)/n.
x(j) ≈ xαj
Poté se body [xαj , x(j)] proloží prˇímka, která je osou 1. a 3. kvadrantu.
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Obrázek 4.2: Grafické zobrazení zešikmeného rozdeˇlení pomocí Q-Q grafu˚
Obrázek 4.2 pro grafické znázorneˇní zešikmeného rozdeˇlení, na kterém mu˚žeme vi-
deˇt, že data v grafu jsou zešikmená, neleží na ose prvního a trˇetího kvadrantu. Q-Q graf
s pozitivneˇ zešikmenými daty tvorˇí konvexní krˇivku, nikoli prˇímku. Stejneˇ tomu je i u
Q-Q grafu pro negativní zešikmení, který má krˇivku spíš konkávní. Díky tomu mu˚žeme
usuzovat, že data pravdeˇpodobneˇ nepocházejí z normálního rozdeˇlení.
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Obrázek 4.3: Grafické zobrazení Q-Q grafu˚ pro náhodné výbeˇry z normálního a rovno-
meˇrného rozdeˇlení
Obrázek 4.3 je rozdeˇlen na dveˇ cˇásti. Vlevo je videˇt, že data mu˚žeme považovat za
data pocházející z normálního rozdeˇlení, protože nemu˚žeme z Q-Q grafu zrˇetelneˇ rozlišit
odchylku od prˇímky. Meˇli bychom se ale ješteˇ prˇesveˇdcˇit testem normality. V pravé cˇásti
obrázku vidíme pu˚vod rovnomeˇrného rozdeˇlení. Prˇícˇinou mu˚že být úmyslné zkreslení
dat odstraneˇním prˇíliš nízkých a vysokých hodnot. Na Q-Q grafu lze videˇt, že body na
prˇímce neleží.
4.3 Pravdeˇpodobnostní graf (P-P graf)
Mu˚žeme jej nalézt také pod názvem procentní graf. P-P graf je jedna námi zminˇovaná
grafická metoda, používá se podobneˇ jako Q-Q graf, ale je zkonstruovaný jinak.
Konstrukce P-P grafu spocˇívá v tom, že na jednu osu vyneseme hodnoty empirické
distribucˇní funkce, na osu druhou hodnoty teoretické distribucˇní funkce. Nejprve si spo-
cˇítáme normované hodnoty z(j) =
x(j) − x
s
, kde x je aritmetický pru˚meˇr hodnot x1, ..., xn
a s je jejich smeˇrodatná odchylka. Na vodorovnou osu x vyneseme Φ(z(j)) a na svislou
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osu y hodnoty F (z(j)) =
j
n
. Jsou-li neˇkteré honoty x(1) ≤ ... ≤ x(n) identické, pak za
j bereme jejich pru˚meˇrné porˇadí odpovídající stejné skupineˇ hodnot. Pokud výbeˇr po-
chází z normálního rozdeˇlení, meˇly by body [Φ(z(j), F (z(j)] vytvorˇit úsecˇku, tentokrát ale
s krajními body [0,0],[1,1].
Obrázek 4.4: Grafické zobrazení zešikmeného rozdeˇlení pomocí P-P grafu˚
Vykreslení P-P grafu˚ dopadlo obdobneˇ jako u prˇedchozích grafických metod. Obrá-
zek 4.4 je znázornˇením P-P grafu˚ pro zešikmená data. Opeˇt vidíme, že hodnoty neleží na
prˇímce, proto prˇedpokládáme, že data pocházejí z jiného než normálního rozdeˇlení.
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Obrázek 4.5: P-P grafy pro náhodné výbeˇry z normálního a rovnomeˇrného rozdeˇlení
Mu˚žeme si všimnout, že na obrázku Obrázek 4.5 napravo máme P-P graf pro data
pocházející z normálního rozdeˇlení. Hodnoty vynesené v grafu neleží prˇímo na prˇímce,
ale leží velice blízko prˇímky, proto nemu˚žeme zamítnout, že data pocházejí z normálního
rozdeˇlení. Vlevo na obrázku je jasneˇ videˇt, že data neleží na prˇímce.
4.4 Normální pravdeˇpodobnostní graf (N-P graf)
N-P graf je poslední námi zminˇovaný zpu˚sob grafických metod, kterým dokážeme po-
soudit, zda data pocházejí z normálního rozdeˇlení a oveˇrˇit tak normalitu dat.
Graf se konstruuje tak, že na vodorovnou osu x se vynáší hodnoty z-score, tj.
x(i) − x
s
,
na svislou osu y kvantily uαj , kde αj =
3j − 1
3n+ 1
a kde j je porˇadí j-té usporˇádané hodnoty.
Pokud tyto data pochází z normálního rozdeˇlení, pak body [x(j), uαj ] v grafu leží na
prˇímce. Jakékoli odbocˇení od této prˇímky vyjadrˇuje odchylku od normálního rozdeˇlení.
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Obrázek 4.6: Grafické zobrazení zešikmeného rozdeˇlení pomocí N-P grafu˚
Obrázek 4.6 znázornˇuje zešikmená data. Data vpravo se rˇadí do pomyslné konkávní
krˇivky, což znamená, že jsou kladneˇ zešikmená. Nalevo tomu je prˇesneˇ naopak, data
se rˇadí do konvexní krˇivky a proto jsou záporneˇ zešikmená. Data tudíž nepocházejí z
normálního rozdeˇlení.
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Obrázek 4.7: Grafické zobrazení N-P grafu˚ z náhodných výbeˇru˚ normálního a rovnomeˇr-
ného rozdeˇlení
Obrázek 4.7 znázornˇuje dva typy rozdeˇlení dat, které mají pu˚vod z normálního a
rovnomeˇrného rozdeˇlení. Z N-P grafu pro normální rozdeˇlení jde krásneˇ videˇt, že body
leží témerˇ na prˇímce, proto data splnˇují vlastnosti normality. Rovnomeˇrné rozdeˇleˇní tvorˇí
v N-P grafu body, které neleží na prˇímce.
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5 Testy normality
Už jsme si ukázali, jak nám grafické metody mohou pomoci prˇi urcˇení, zda se data podo-
bají normálnímu rozdeˇlení, prˇesto ale potrˇebujeme testy, které nám mohou poskytnout
informaci, zda mu˚žeme cˇi nemu˚žeme zamítnout nulovou hypotézu o normaliteˇ. Testy
normality dat tedy probíhají tak, že na základeˇ hodnoty testové statistiky nezamítáme
poprˇípadeˇ zamítáme hypotézu o tom, zda data pocházejí z normálního rozdeˇlení.
5.1 Chí-kvadrát test dobré shody
Je pravdeˇpodobneˇ nejstarším testem pro shodu rozdeˇlení výbeˇru (tzv. empirického roz-
deˇlení) s hypotetickým rozdeˇlením (tzv. teoretickým rozdeˇlením), tedy i testem norma-
lity. Pozdeˇji se objevilo více kvalitneˇjších testu˚ normality, proto se tento test stal ne tolik
používaným testem.
Chí-kvadrát test dobré shody je založen na posouzení rozdílu mezi skutecˇnými cˇet-
nostmi výskytu hodnot a ocˇekávanými cˇetnostmi, odpovídající prˇíslušnému prˇedpoklá-
danému normálnímu rozdeˇlení.
Tento test použijeme nejcˇasteˇji ve dvou vyskytujících se situacích. První situací je ta,
kdy nám nulová hypotéza udává typ rozdeˇlení, které testujeme, ale také jeho parame-
try, mluvíme o úplneˇ specifikovaném modelu. Druhá varianta nastane v prˇípadeˇ, že nám
H0 udává typ rozdeˇlení, ale nejsou zadány všechny parametry. Tehdy hovorˇíme o neú-
plneˇ specifikovaném modelu. V našem prˇípadeˇ testujeme variantu druhou, kdy chceme
otestovat shodu našeho empirického rozdeˇlení výbeˇru s rozdeˇlením teoretickým, jehož
všechny parametry neznáme, musíme je odhadnout. Za strˇední hodnotu bereme pru˚meˇr
x a místo smeˇrodatné odchylky použijeme výbeˇrovou odchylku s. Pocˇet odhadovaných
parametru˚ oznacˇujeme písmenem c.
Nejprve si musíme náš datový soubor rozdeˇlit do neˇkolika intervalu˚, potom prˇi pozo-
rování každého intervalu musíme zjistit cˇetnosti {ni} jednotlivých kategorií (intervalu˚),
kde i = 1, 2, ..., k. Dále musíme zjistit pravdeˇpodobnosti {pi}, že hodnoty rozdeˇlení, se
kterým chceme data srovnat, spadají do i-tého itervalu. Normální distribucˇní funkci si
oznacˇíme symbolem F0(x) a symbolem F (x) oznacˇíme distribucˇní funkci, kterou ná-
hodná velicˇina skutecˇneˇ má.
Potom za nulovou hypotézu H0 považujeme tvrzení F (x) = F0(x) oproti tomu alter-
nativa H1 je dána F (x) ̸= F0(x).
Test rozhoduje, zda je rozdíl mezi distribucemi zpu˚sobený náhodneˇ a datový soubor
pochází z normálního rozdeˇlení, nebo je rozdíl velký a výbeˇr nepochází z odpovídajícího
rozdeˇlení, ale z jiného. Tento rozdíl mezi cˇetnostmi zachycuje testovací statistika, která je
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dána tvarem
χ2 =
k∑
i=1
(ni − npi)2
npi
, (5.1)
kde k je pocˇet slucˇitelných intervalu˚ náhodné velicˇiny X . Jako pozorovanou cˇetnost zna-
cˇíme ni, pro každé i = 1, 2, ..., k. Za teoretickou cˇetnost považujeme npi, pro i = 1, 2, ..., k,
vypocˇítanou za prˇedpokladu platnosti H0, prˇicˇemž n je rozsah výbeˇru.
Kritická hodnota je stanovena pro hladinu významnosti α. Hladina významnosti se
obvykle volí α = 0, 05 nebo α = 0, 01, my používáme α = 0, 05. Testová statistika má
χ2 rozdeˇlení s k − c − 1 stupni volnosti. Kritická hodnota χ2k−c−1(α) je α kvantil tohoto
rozdeˇlení. Nulovou hypotézu H0 na hladineˇ významnosti α zamítáme v prˇípadeˇ je-li
testová statistika veˇtší nebo rovna kritické hodnoteˇ, kde c oznacˇuje pocˇet odhadovaných
parametru˚ rozdeˇlení náhodné velicˇiny X . P-hodnotu urcˇíme jako 1−F (xOBS), kde xOBS
je pozorovaná hodnota testové statistiky.
5.2 Lillieforsu˚v (Kolmogorovu˚v-Smirnovu˚v) test
Lillieforsova varianta je obdobou Kolmogorova-Smirnovova testu pro neúplneˇ specifiko-
vané testy. Nevyžaduje prˇesnou znalost parametru˚ µ a σ, ale stacˇí jejich odhady.
Testujeme, zda náhodná velicˇina má prˇedpokládané teoretické rozdeˇlení. V našem
prˇípadeˇ, zda má náhodná velicˇina normální rozdeˇlení pravdeˇpodobnosti. Test se pro vý-
beˇry o rozsahu n ≥ 100 stal prˇedepisován normou CˇSN 01 0225 [7] díky dobrým vypoví-
dacím schopnostem.
Testujeme nulovou hypotézu H0, zda data odpovídají normálnímu rozdeˇlení, pokud
rozdíly mezi empirickou distribucˇní funkcí a teoretickou distibucˇní funkcí jsou statis-
ticky nevýznamné. Alternativní hypotézou H1 je opak nulové hypotézy (data pocházejí
z jiného než normálního rozdeˇlení).
Našich n hodnot výbeˇru x(1), · · · , x(n) odpovídá usporˇádaným hodnotám výbeˇru.
Funkce F0(x) je teoretickou distribucˇní funkcí. Potom je du˚ležité popsat rozdeˇlení tes-
tované náhodné velicˇiny. To bude prˇedstavovat výbeˇrová distribucˇní funkce Fn(x). Dis-
tribucˇní funkce Fn(x) prˇedstavuje odhad skutecˇného rozdeˇlení a je ve tvaru
Fn(x) =
⎧⎪⎨⎪⎩
0, pro x < x1
i
n , pro xi < x < xi−1, kde i = 1, · · · , n− 1
1, pro x ≥ xn.
(5.2)
Testová statistika Kolmogorova-Smirnovova testu je tedy definována vztahem
Dn = sup|Fn(x)− F0(x)|, (5.3)
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kde Dn je maximální odchylka empirické a teoretické distribucˇní funkce a Dn(α) je kri-
tická hodnota, α je hladina významnosti.
Pokud je hodnota testové statistiky Dn veˇtší než hodnota kritická Dn(α), hypotéza
H0 je zamítnuta na hladineˇ významnosti α.
Kritická hodnota závisí na hladineˇ významnosti α a rozsahu výbeˇru n. Pro výbeˇry o
rozsahu n < 100 jsou kritické hodnoty v naprˇ. [8]. Pro n > 100 je možné použít aproxi-
maci. Prˇibližné výrazy jsou uvedeny v [3] a jsou ve tvaru
Dn(α) =
√
1
2n
· ln( 2
α
). (5.4)
Pro Lillieforsu˚v test existuje v programu RStudio funkce lillie.test(x), kterou na-
jdeme v balícˇku nortest, kde x je vstupní vektor testovaných dat. Kritickou hodnotu
jsme dopocˇítali rucˇneˇ. Tato hodnota bude pro každé rozdeˇlení stejná, protože máme pro
každé rozdeˇlení použitý stejný pocˇet testovaných dat.
5.3 Testy založené na šikmosti a špicˇatosti
Uvedeme si testy normality, které jsou založeny na výbeˇrové šikmosti a špicˇatosti, nebo
na jejich kombinaci. Prˇi teˇchto testech vycházíme z prˇedpokladu, že je-li výbeˇr z neˇja-
kého rozdeˇlení pravdeˇpodobnosti, potom pro jeho šikmost a3 a špicˇatost a4 platí, že mají
asymptoticky normální rozdeˇlení s parametry
E(a3) = 0, E(a4) = 3− 6
n+ 1
(5.5)
D(a3) =
6(n− 2)
(n+ 1)(n+ 3)
, D(a4) =
24n(n− 2)(n− 3)
(n+ 1)2(n+ 3)(n+ 5)
. (5.6)
5.3.1 Test založený na šikmosti
V testu založeném na výbeˇrové šikmosti testujeme nulovou hypotézu H0, která nám rˇíká,
že se jedná o normální rozdeˇlení. Oproti ní alternativní hypotéza H1 nám rˇíká, že výbeˇr
pochází z neˇjakého jiného rozdeˇlení, které je nesymetrické.
Pro malé rozsahy výbeˇru n > 25 je kritická hodnota statistiky a3 uvedena v tabulkách
[1]. Pro veˇtší rozsah výbeˇru˚ než n > 200 pro šikmost a3, musíme použít aproximaci nor-
málním rozdeˇlením, které vychází z centrální limitní veˇty. Testovou statistiku pocˇítáme
tedy s tím, že náhodné velicˇiny
U3 =
a3√
D(a3)
, (5.7)
mají normované normální rozdeˇlení.
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Na hladineˇ významnosti α, potom zamítáme nulovou hypotézu v prˇípadeˇ, je-li |U3| >
u1−α
2
, kde uα je α-kvantil normovaného normálního rozdeˇlení N(0, 1).
5.3.2 Test založený na špicˇatosti
Stejneˇ jako u testu šikmosti, tak pro test založený na výbeˇrové špicˇatosti, uvažujeme nulo-
vou a alternativní hypotézu. Zde jeH0 o normaliteˇ oproti alternativeˇH1, že výbeˇr pochází
z rozdeˇlení, které je jiné než normální a výbeˇr se liší špicˇatostí.
Kritické hodnoty závisí na velikosti našeho rozsahu výbeˇru. Pro malé rozsahy n > 50
je kritická hodnota špicˇatosti a4 uvedena v tabulkách [1]. V našem prˇípadeˇ je n = 1000,
proto použijeme opeˇt aproximaci normálním rozdeˇlením vycházející z centrální limitní
veˇty, pro výbeˇry o rozsahu n > 500. Testová statistika má potom tvar
U4 =
a4 − E(a4)√
D(a4)
(5.8)
a náhodné velicˇiny mají normované normální rozdeˇlení.
Alternativní hypotézu prˇijímáme pokud |U4| > u1−α
2
, kde uα je α-kvantil normova-
ného normálního rozdeˇlení N(0, 1). Symbolem α znacˇíme hladinu významnosti.
5.3.3 Test založený na šikmosti i špicˇatosti
U tohoto testu zkoumáme nulovou hypotézu H0, jestliže výbeˇr dat pochází z normálního
rozdeˇlení pravdeˇpodobnosti a alternativní hypotézu H1, která nám rˇíká, že data pochází
z jiného rozdeˇlení pravdeˇpodobnosti než normálního a odlišuje se šikmostí a špicˇatostí.
Pro výbeˇry o rozsahu n > 200 použijeme testové statistiky šikmosti (5.7) a špicˇatosti
(5.8). Potom je test založen na náhodné velicˇineˇ
U23 + U
2
4 =
a23
D(a3)
+ (
(a4 − E(a4))2
D(a4)
) ∼ χ22, (5.9)
které má rozdeˇlení χ2 o dvou stupních volnosti.
Na hladineˇ významnosti α = 0, 05 zamítáme hypotézu o normaliteˇ, pokud je U23 +
U24 ≥ χ22(α).
Abychom dále v kapitole 6 Srovnání testu˚ normality, mohli srovnávat testy i s testem
založeným na výbeˇrové šikmosti i špicˇatosti, potrˇebovali jsme si naprogramovat funkci,
která nám spocˇítá a uloží výsledek testové statistiky, tuto fuknci naleznete v prˇíloze A.
5.4 Shapiru˚v-Wilku˚v test
Shapiru˚v-Wilku˚v test je založený na principech regresní analýzy. Jedná se o nejpouží-
vaneˇjší test pro malé až strˇední rozsahy dat. Výbeˇry mohou být dokonce až o velikosti
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n ≤ 50 to je prˇedepisováno i normou CˇSN 01 0225 [7]. Testová statistika je definována
vztahem
W =
(
∑n
i=1 ai · x(i))2∑n
i=1(xi − x)2
, (5.10)
kde n je rozsah výbeˇru, x je výbeˇrový pru˚meˇr, x(i) oznacˇují rˇádkové statistiky a ai jsou
váhy, odvozovány ze strˇedních hodnot a variacˇní matice porˇadových statistik prostého
náhodného výbeˇru z N(0, 1) rozsahu n.
V prˇípadeˇ nulové hypotézy H0 prˇedpokládáme, že data pochází z normálního rozdeˇ-
lení. Za hypotézu alternativní H1 považujeme opak nulové hypotézy.
Pro Shapirovu˚v-Wilku˚v test normality dat jsem použila v programu Rstudio funkci
shapiro.test(x), která je v programu již definována. Test posuzujeme na hladineˇ
významnosti α = 0, 05. Vstupním argumentem x myslíme testovaný vektor dat.
5.5 Andersonu˚v-Darlingu˚v test
Jedná se o test založený na analýze empirické distribucˇní funkce testovaného datového
souboru.
Pro Andersonu˚v-Darlingu˚v test uvažujeme nulovou hypotézu H0 : Fn(x) = F0(x),
kde Fn(x) oznacˇuje empirickou distribucˇní funkci a F0(x) je distribucˇní funkce normál-
ního rozdeˇlení. Proti tomu uvažujeme alternativní hypotézu H1 : Fn(x) ̸= F0(x).
Testová statistika Andersonova-Darlingova testu pro oveˇrˇování normality n-prvkového
výbeˇru je definovaná vztahem
AD = − 1
n
·
n∑
j=1
(2i− 1) · (lnzi + ln(1− zn−i+1))− n, (5.11)
kde zi jsou hodnoty distribucˇní funkce normovaného normálního rozdeˇlení dány vzta-
hem
zi = Φ(
x(i) − x
s
). (5.12)
Hodnota x je pru˚meˇr a s je smeˇrodatná odchylka.
HypotézaH0 se zamítá na hladineˇ významnosti α, pokud je hodnota testové statistiky
AD veˇtší než kritická hodnota. Pro dost velký rozsah n výbeˇru je prˇibližná hodnota 0, 95
kvantilu rovna prˇibližneˇ
AD0,95 = 1, 0348 · (1− 1, 013
n
˘
0, 93
n2
). [3] (5.13)
Pro otestování Andersonova-Darlingova testu normality jsem použila program Rstu-
dio. V programu je prˇeddefinovaná fuknce ad.test(x), která se nachází v balícˇku
nortest. Test používá hladinu významnosti α = 0, 05. Vstupním argumentem x mys-
líme testovaný vektor dat.
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6 Srovnání testu˚ normality
Srovnání provádíme na výše zmíneˇných testech normality, které si aplikujeme na ná-
hodné výbeˇry ze základních rozdeˇlení pravdeˇpodobnosti. V našem prˇípadeˇ na výbeˇry
z normálního, rovnomeˇrného, exponenciálního, logaritmicko-normálního a studentova
rozdeˇlení.
Jen pro prˇipomenutí si uved’me, jaké chyby mohou nastat.
• Chyba I. druhu nastane, když zamítneme normalitu u dat, která jsou výbeˇrem z nor-
málního rozdeˇlení pravdeˇpodobnosti. Pravdeˇpodobnost chyby I. druhu se znacˇí
písmenem α a bývá nazývaná hladinu významnosti.
• Chyba II. druhu nastane, pokud nezamítneme normalitu u dat, která nejsou výbeˇ-
rem z normálního rozdeˇlení. Pravdeˇpodobnosti chyby II. druhu znacˇíme jako β.
Srovnání lze získat tak, že se testu prˇedloží k oveˇrˇení daný pocˇet výbeˇrových vektoru˚ s
urcˇitými vlastnostmi. Oveˇrˇujeme tedy nulovou hypotézu o normaliteˇ, ze kterého výbeˇr
dat pochází. Jelikož je prˇedem známo, zda výbeˇr z normálního rozdeˇlení pravdeˇpodob-
nosti pochází nebo ne, je možné urcˇit, v kolika procentech prˇípadu˚ došlo k chybeˇ I. nebo
II. druhu.
6.1 Srovnání podle chyby I. druhu
Prˇi porovnávání testu˚ normality podle chyby I. druhu jsme postupovali tak, že jsme v
programu RStudio provádeˇli testy nad náhodneˇ vygenerovanými daty. Pro každý roz-
sah výbeˇru˚ bylo generováno 50 000 realizací náhodného výbeˇru z normálního rozdeˇlení
pravdeˇpodobnosti a pro každou u nich byla provedena sekvence všech srovnávaných
testu˚ na hladineˇ významnosti 0,05. Odhad skutecˇnéptavdeˇpodobnosti chyby I. druhu byl
stanoven jako relativní cˇetnost testu˚, v nichž došlo k neoprávneˇnému zamítnutí hypotézy
o normaliteˇ dat.
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Obrázek 6.1: Odhad pravdeˇpodobnosti chyby I. druhu prˇi rozhodování nulové hypotézy
o normaliteˇ dat
Obrázek 6.1 zubrazuje dva grafy, kde vykreslujeme odhady pradeˇpodobností chyby
prvního druhu vzhledem k rozsahu výbeˇru. Na spodním obrázku vidíme stejný graf jako
na horním, který je pouze prˇiblížený.
Z grafu plyne, že pravdeˇpodobnost chyby u Shapirova-Wilkova i Andersonova-Darlingova
testu normality se ustaluje až, když se zvyšuje rozsah výbeˇru. Lillieforsova varianta
Kolmogorova-Smirnovova testu má pravdeˇpodobnost chyby nezávislou na velikosti vý-
beˇrového vektoru. Nejhu˚rˇe dopadl Chí-kvadrát test dobré shody a test založený na vý-
beˇrové šikmosti i špicˇatosti, který se se svojí pravdeˇpodobností chyby pohybuje nad hla-
dinou významnosti α = 0.05.
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Abychom se o odhadech pravdeˇpodobnosti dozveˇdeˇli víc, má smysl podívat se i na
výbeˇrové charakteristiky.
Odhad pravdeˇpodobnosti
chyby I. druhu
CHI KS SS SW AD
Míry polohy
minimum 0.0322 0.0447 0.0530 0.0466 0.0483
dolní kvartil 0.0492 0.0493 0.0566 0.0492 0.0491
medián 0.0529 0.0502 0.0595 0.0496 0.0497
pru˚meˇr 0.0555 0.0495 0.0605 0.0496 0.0497
horní kvartil 0.0507 0.0507 0.0632 0.0503 0.0499
maximum 0.0751 0.0521 0.0701 0.0519 0.0514
Míry variability
smeˇrodatná odchylka 0.0091 0.0021 0.0045 0.0013 0.00078
variacˇní koeficient (%) 16.8 4.3 7.6 2.6 1.6
Míry šikmosti a špicˇatosti
šikmost 0.0437 -1.2445 0.2573 -0.3238 0.3029
špicˇatost 3.9179 3.5649 2.2969 3.1578 2.8933
Tabulka 2: Výbeˇrové charakteristiky pro odhad pravdeˇpodobnosti chyby I. druhu
Tabulka 2 obsahující výbeˇrové charakteristiky pro jednotlivé testy normality. Mu˚žeme
z ní vycˇíst podobneˇ jako z grafu Obrázek 6.1 neˇkolik vlastností, které testy mají.
Kde jednotlivé zkratky znamenají: CHI - Chí-kvadrát test dobré shody, KS - Kolmogorovu˚v-
Smirnovu˚v test (Lillieforsova varianta), SS - test založený na výbeˇrové šikomosti a špicˇa-
tosti, SW - Shapiru˚v-Wilku˚v test normality a AD - Andersonu˚v-Darlingu˚v test.
Podle velikostí pravdeˇpodobností minima a maxima, které jsou u chí-kvadrát testu
dobré shody a testu šikmosti a špicˇatosti usuzujeme, že se jedná o testy nejvíce chybující.
Všechny mediány a pru˚meˇry se pohybují kolem hladiny významnosti. Jediný pru˚meˇr,
který je vyšší než ostatní pru˚meˇry testu˚, je práveˇ pru˚meˇr u testu šikmosti a špicˇatosti, což
sveˇdcˇí o tom, že tento test je nejhorším testem normality. Naopak nejméneˇ chybujícím je
Andersonu˚v-Darlingu˚v test a Shapiru˚v-Wilku˚v test.
V tabulce také mu˚žeme videˇt, že šikmost a špicˇatost vyšla pomeˇrneˇ rozumneˇ. Špi-
cˇatosti se pohybují vesmeˇs kolem 3, tzn. že žádný z testovaných výbeˇru˚ není neˇjak vý-
znamneˇ špicˇateˇjší nebo plošší.
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Obrázek 6.2: Vícenásobný krabicový graf pro odhady pravdeˇpodobností chyby I. druhu
Nakonec se mu˚žeme pokusit posoudit, který z testu˚ vykazuje nejmenší cˇetnost chyby
I. druhu. Chteˇli jsme provést ANOVu, jelikož se ale ukázalo, že nepocházejí všechny data
z normálního rozdeˇlení, ANOVu udeˇlat nemu˚žeme. Na nameˇrˇená data proto použijeme
Kruskal-Wallisu˚v test, alternativu jednofaktorového testu ANOVA pro výbeˇry, které ne-
pocházejí z normálního rozdeˇlení, prˇípadneˇ nesplnˇují prˇedpoklad homoskedasticity.
Výsledná p-value poukazovala na fakt, že mezi výsledky jednotlivých testu˚ pro oveˇ-
rˇování normality jsou statisticky významné rozdíly. K tomu, abychom byli schopni urcˇit,
kde se ony rozdíly nacházejí, jsme mohli použít naprˇíklad Wilcoxonu˚v test. Jelikož jsme
jím testovali data po párech, provádeˇli jsme jej pro deset dvojic, s ohledem na to jsme apli-
kovali Bonferoniho korekci hladiny významnosti, na níž jsme Wilcoxonu˚v test provádeˇli.
Za hladinu významnosti prˇi provádeˇní Wilcoxonova testu tedy bereme α = 0,0510 = 0, 005.
Srovnáním jednotlivých výsledku˚ Wilcoxonova testu pro jednotlivé páry jsme pak
došli k záveˇru, že podle chyby I. druhu je nejméneˇ spolehlivým test šikmosti a špicˇatosti,
dále pak Chí-kvadrát test (test dobré shody), zbylé 3 meˇly pomeˇrneˇ vyrovnané výsledky,
nicméneˇ prˇece jen se dalo usoudit, že nejlepší výsledky vykazoval Shapiro-Wilku˚v test
normality. Jak jsme se zmínili již drˇíve, Shapiru˚v-Wilku˚v test je prˇedepisován i normou
CˇSN 01 0225 [7].
6.2 Srovnání podle chyby II. druhu
Jak už jsme si jednou rˇekli, chyba druhého druhu nastane, pokud nezamítneme norma-
litu u dat, která nejsou výbeˇrem z normálního rozdeˇlení. Srovnání testu˚ podle této chyby
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provádíme tedy na výbeˇrech z rovnomeˇrného, exponenciálního, logaritmicko-normálního
a ze Studentova rozdeˇlení a zjišt’ujeme, kolikrát jsme nezamítli nulovou hypotézu o nor-
maliteˇ dat. Náhodneˇ vygenerovaných dat máme u teˇchto typu˚ rozdeˇlení stejneˇ, jako prˇi
zkoumání chyby I. druhu a to je 1 000 000.
6.2.1 Spojité rovnomeˇrné rozdeˇlení
Obrázek 6.3: Odhad pravdeˇpodobnosti chyby II. druhu prˇi rozhodování hypotézy o nor-
maliteˇ dat výbeˇru z rovnomeˇrného rozdeˇlení
Obrázek 6.3 nám znázornˇuje graf, kde máme odhady pravdeˇpodobností chyb II. druhu
vzhledem k oveˇrˇování nulové hypotézy o normaliteˇ výbeˇru z rovnomeˇrného spojitého
rozdeˇlení na hladineˇ významnosti 0.05.
U malých velikostí výbeˇru˚ vykazují všechny testy špatné výsledky a velké pravdeˇpo-
dobnosti chyby. Test založený na šikmosti a špicˇatosti se pomeˇrneˇ dlouho drží na úrovni
pravdeˇpodobnosti chyby II. druhu nad 95 %, potom prˇi velikosti výbeˇru 150 prvku˚ za-
cˇneˇ chyba prudcˇeji klesat dolu˚. Nejlépe se však u veˇtších výbeˇru˚ prokázal Shapirovu˚v-
Wilku˚v test, stejneˇ tak pu˚sobí test Andersonu˚v-Darlingu˚v. Test Chí-kvadrát a Lilliefor-
sova varianta K-S testu v prˇípadeˇ dat z rovnomeˇrného rozdeˇlení pravdeˇpodobnosti jsou
si velice podobné svými odhady pravdeˇpodobností chyby druhého druhu.
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6.2.2 Exponenciální rozdeˇlení
Obrázek 6.4: Odhad pravdeˇpodobnosti chyby II. druhu prˇi rozhodování hypotézy o nor-
maliteˇ dat výbeˇru z exponenciálního rozdeˇlení
Graf s odhady pravdeˇpodobností chyb II. druhu vzhledem k oveˇrˇování nulové hypotézy
o normaliteˇ výbeˇru z exponenciálního rozdeˇlení pravdeˇpodobnosti na hladineˇ význam-
nosti 0.05 znázornˇuje Obrázek 6.4.
Nejvíce chybujícím testem se zdá být Lillieforsu˚v Kolmogorovu˚v-Smirnovu˚v test, u
kterého se pravdeˇpodobnosti chyby pohybují nejvíš. Andersonu˚v-Darlingu˚v test s Shapirovým-
Wilkovým testem jsou si nejvíce podobní. Ostatní testy mají nulovou chybu až po nich.
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6.2.3 Logaritmicko-normální rozdeˇlení
Obrázek 6.5: Odhad pravdeˇpodobnosti chyby II. druhu prˇi rozhodování hypotézy o nor-
maliteˇ dat výbeˇru z logaritmicko-normálního rozdeˇlení
Obrázek 6.5, na kterém mu˚žeme videˇt graf odhadu˚ pravdeˇpodobnosti chyby druhého
druhu vzhledem k oveˇrˇování nulové hypotézy o normaliteˇ výbeˇru z logaritmicko-normálního
rozdeˇlení na hladineˇ významnosti 0.05.
Graf vypadá velice podobneˇ jako graf pro výbeˇry z exponenciálního rozdeˇlení, Obrá-
zek ??, Lillieforsu˚v Kolmogorovu˚v-Smirnovu˚v test jo podle grafu horší než ostatní testy.
Opeˇt se zde jeví jako nejlepší test Shapiru˚v-Wilku˚v, Andersonu˚v-Darlingu˚v test nor-
mality se výsledky velice podobá Shapirovu-Wilkovu testu. Test založený na šikmosti
a špicˇatosti spolecˇneˇ s testem dobré shody jsou svými výsledky až za Andersonovým-
Darlingovým testem.
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6.2.4 Studentovo rozdeˇlení
Obrázek 6.6: Odhad pravdeˇpodobnosti chyby II. druhu prˇi rozhodování hypotézy o nor-
maliteˇ dat výbeˇru ze Studentova rozdeˇlení s jedním stupneˇm volnosti
Na obrázku Obrázek 6.6 je znázorneˇn graf odhadu˚ pravdeˇpodobnosti chyby druhého
druhu vzhledem k oveˇrˇování nulové hypotézy o normaliteˇ výbeˇru ze Studentova rozdeˇ-
lení s jedním stupneˇm volnosti na hladineˇ významnosti 0.05.
U Studentova rozdeˇlení s jedním stupneˇm volnosti se nám pozmeˇnilo porˇadí testu˚
normality a jako nejlepší se tvárˇí test založený na šikmosti a špicˇatosti, který má odhad
pravdeˇpodobnosti chyby druhého druhu menší než 20 % už prˇi velikosti 75 prvku˚, teˇsneˇ
za ním je test Andersonu˚v-Darlingu˚v, velice podobneˇ je na tom Shapirovu˚v-Wilku˚v test.
Chí-kvadrát test dobré shody dopadl ze všech testu˚ nejhu˚rˇ.
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Obrázek 6.7: Odhad pravdeˇpodobnosti chyby II. druhu prˇi rozhodování hypotézy o nor-
maliteˇ dat výbeˇru ze Studentova rozdeˇlení se trˇemi stupni volnosti
Graf Obrázek 6.7 zobrazuje odhady pravdeˇpodobností chyb II. stupneˇ vzhledem k
oveˇrˇování nulové hypotézy o normaliteˇ výbeˇru ze Studentova rozdeˇlení pravdeˇpodob-
nosti se trˇemi stupni volnosti na hladineˇ významnosti α = 0.05.
Zde dopadl nejhu˚rˇ test dobré shody Chí-kvadrát, po neˇm následuje Lillieforsova vari-
anta Kolmogorova-Smirnova testu normality. Prˇi malých velikostech výbeˇru˚ mají totožné
výsledky test Shapiru˚v-Wilku˚v a Andresonu˚v-Darlingu˚v test, jenže u výbeˇru velikosti
100 prvu˚ se stává Shapiru˚v-Wilku˚v test lepším. Nejleším testem u Studentova rozdeˇlení
se 3. stupni volnosti je test založený na šikmosti a špicˇatosti.
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Obrázek 6.8: Odhad pravdeˇpodobnosti chyby II. druhu prˇi rozhodování hypotézy o nor-
maliteˇ dat výbeˇru ze Studentova rozdeˇlení s deseti stupni volnosti
Posledním grafem, kterým zobrazujeme odhady pravdeˇpodobností chyb II. druhu
vzhledem k oveˇrˇování nulové hypotézy o normaliteˇ výbeˇru ze Studentova rozdeˇlení s
deseti stupni volnosti na hladineˇ významnosti 0.05, je graf na obrázku Obrázek 6.8.
Porˇadí testu˚ zde máme stejné jako u prˇedchozích dvou grafu˚. Mu˚žeme si všimnout,
že cˇím více stupnˇu˚ volnosti Studentovo rozdeˇlení má, tím obtížneˇjší je odlišit ho od nor-
málního rozdeˇlenení. Prˇi výbeˇru dat ze Studentova rozdeˇlení s deseti stupni volnosti, ne-
dokážeme podle grafu rˇíct prˇi jaké velikosti prvku˚ bude odhad pravdeˇpodobnosti chyby
II. druhu menší než 20 %.
Chyba druhého druhu se zvyšuje s rostoucím stupneˇm volnosti, protože cˇím více
stupnˇu volnosti, tím blíž se podobá Studentovo rozdeˇlení prˇáveˇ normálnímu rozdeˇlení
pravdeˇpodobnosti.
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7 Transformace dat vedoucí k prˇiblížení k normaliteˇ
Pokud se prˇi analýze dat zjistí, že rozdeˇlení datového výbeˇru se prˇíliš liší od normálního
rozdeˇlení (odlehlé body, asymetrie, nehomogenita), nastává problém, jak data vu˚bec vy-
hodnotit. Pro vyhodnocení dat, lze v rˇadeˇ prˇípadu˚ použít vhodnou transformaci, která
vede ke zesymetricˇteˇní rozdeˇlení, stabilizaci rozptylu a neˇkdy dokonce k normaliteˇ. Vý-
chozí prˇedstava je taková, že zpracovávaná data jsou nelineární transformací náhodné
velicˇiny x s normáním rozdeˇlením. Hledá se k nim pak inverzní transformace g(x).
Pokud chceme stabilizovat rozptyl, vyžaduje to, abychom nalezli transformaci y =
g(x), ve které je již rozptyl σ2(y) konstantní. Pokud je ale rozptyl pu˚vodní promeˇnné x
funcí σ2(x) = f1(x), mu˚žeme rozptyl σ2(y) urcˇit jako
σ2(y) ≈ [δg(x)
δx
]2 · f1(x) = C, (7.1)
kde C je neˇjakou konstantou. Potom hledaná transformace g(x) je rˇešením rovnice
g(x) ≈ C
∫
dx√
f1(x)
. (7.2)
Pokud je závislost σ2(x) = f1(x) mocninná, bude optimální transformace g(x) také moc-
ninná. Jelikož je strˇední hodnota pro normální rozdeˇlení na rozptylu nezávislá, bude
transformace, která stabilizuje rozptyl také zajišt’ovat prˇiblížení k normaliteˇ.
Prostá mocninná transformace nebo také symetrizující transformace zajišt’uje zesy-
metricˇteˇní rozdeˇlení výbeˇru a je ve tvaru
y = g(x) =
⎧⎪⎨⎪⎩
xλ, pro λ > 0
lnx, pro λ = 0
−x−λ, pro λ < 0.
(7.3)
Optimální odhad λ se hledá minimalizací asymetrie. Kromeˇ klasické šikmosti je možné
užít i robustní verzi šikmosti.[11]
7.1 Boxova-Coxova transformace
Tato transformace prˇibližuje rozdeˇlení výbeˇru k normálnímu vzhledem k šikmosti a špi-
cˇatosti. Transformace je použitelná pouze pro kladná data a je definovaná
y = g(x) =
⎧⎨⎩
xλ − 1
λ
, pro λ ̸= 0
lnx, pro λ = 0.
(7.4)
Transformace má tyto vlastnosti:
40
1. Transformace g(x) jsou vzhledem k velicˇineˇ λ spojité, protože platí
lim
λ→0
xλ − 1
λ
= lnx.
2. Všechny transformace procházejí bodem [x = 0; y = 1] a mají v tomto bodeˇ spolecˇ-
nou smeˇrnici.
3. Mocninné transformace s exponenty z intervalu ⟨−2; 2⟩ jsou co do krˇivosti rovno-
meˇrneˇ rozmísteˇné. [11]
Boxova-Coxova transformace pro výbeˇr dat z kladneˇ zešikmeného rozdeˇlení
Vzali jsme soubor s výbeˇrem dat z kladneˇ zešikmeného rozdeˇlení pravdeˇpodobnosti,
který jsme používali již drˇíve prˇi grafickém oveˇrˇování normality a testování statistických
testu˚. Použili jsme Boxovu-Coxovu transformaci, která by meˇla výbeˇr dat prˇiblížit více k
normálnímu rozdeˇlení.
Obrázek 7.1: Boxova-Coxova transformace dat kladneˇ zešikmeného rozdeˇlení na nor-
mální rozdeˇlení
Na obrázku Obrázek 7.1 máme zobrazené histogramy a Q-Q grafy pro data prˇed
transformací a po transformaci. Data podle Shapirova-Wilkova testu nesplnˇují normalitu,
ale alesponˇ se jí prˇiblížili. P-hodnoty vidíte v Tabulka 4.
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Tabulka 3: Výsledky Shapirova-Wilkova testu prˇed a po transformaci
p-hodnota
Data prˇed transformací 2.73e-16
Data po transformaci 0.002894
Tabulka 4: Výsledky Shapirova-Wilkova testu prˇed a po transformaci
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8 Volneˇ šírˇitelný software pro oveˇrˇování normality
Nejdrˇíve jsme chteˇli vytvorˇit volneˇ šírˇitelný výpocˇetní applet v softwaru RStudio, usou-
dili jsme ale nakonec, že bude vhodneˇjší veˇnovat více cˇasu kapitole 6 Srovnání testu˚ podle
chyby I. a II. druhu, jelikož jsou již veškeré testy normality v programu RStudio naim-
plementovány.
V této práci jsem použila již prˇeddefinované funkce jako jsou naprˇ. ad.test(),
lillie.test(), shapiro.test(),· · ·
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9 Záveˇr
Práce je zameˇrˇena zejména na popisnou stránku testu˚ a grafických metod. V rámci prˇí-
pravy bakalárˇské práse jsem se blíže seznámila s grafickými metodami pro oveˇrˇování
romality a se statistickými testy normality.
V konecˇné cˇásti mé bakalárˇské práce byla provedana simulacˇní studie na vygenero-
vaných datech z ru˚zných typu˚ rozdeˇlení pravdeˇpodobnosti. Testy byly srovnávány na
základeˇ odhadu˚ pravdeˇpodobností chyb I. a II. druhu. Na základeˇ teˇchto simulací nejde
jednoznacˇneˇ urcˇit, který test je nejsilneˇjší, nebot’ pocˇet datových výbeˇru˚ by musel být
veˇtší. Podle našeho srovnání a normy CˇSN 01 0225 [7] si ale troufáme rˇíci, že za nejlepší
test lze považovat Shapiru˚v-Wilku˚v test normality.
Potom jsme si také ukázali, jak je možné neˇkterá data z jiného rozdeˇlení transformovat
a prˇiblížit je tak k normálnímu rozdeˇlení pravdeˇpodobnosti.
Veškeré výpocˇty probíhaly ve statistickém programu Rstudio, který jsme si zvolili,
protože je verˇejneˇ dostupný.
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A Funkce pro test založený na šikmosti a špicˇatosti
Funkce 1 je naprogramována pro test založený na šikmosti a špicˇatosti, kde x je vstupní
vektor s daty, která chceme otestovat. Výstupem fuknce je test, což je výsledek testu.
Fuknci používáme pro srovnání chyby I. a II. stupneˇ a voláme ji v dalších naprogramo-
vaných funkcích.
test .ss = function(x)
{
n = length(x);
D3 = (6∗(n−2))/((n+1)∗(n+3));
E4 = 3−(6/(n+1));
D4 = (24∗n∗(n−2)∗(n−3))/((n+1)^2∗(n+3)∗(n+5));
U3 = (skewness(x))^2/D3;
U4 = (kurtosis(x)−E4)^2/D4;
test = U3+U4;
return(test ) ;
}
Výpis 1: Funkce pro testování šikmosti a špicˇatosti
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B Funkce pro srovnání testu˚ na základeˇ chyby I. druhu
Funkci 2 používáme pro výpocˇet odhadu˚ pravdeˇpodobností chyb I. druhu. Na vstupu
zadáváme pocet.vyberu, což je cˇíslo s námi požadovaným pocˇtem výbeˇru˚. Výstupem
je seznam, kde jsou uloženy odhady pro všech 5 statistických testu˚.
chyba1 = function(pocet.vyberu)
{
c1 = 0; c2 = 0; c3 = 0; c4 = 0; c5 = 0;
ch = seq(1,20); ss = seq(1,20); sw = seq(1,20); ad = seq(1,20); ks = seq(1,20);
vektor=c(8,9,10,11,12,13,14,15,16,20,25,30,35,40,45,50,75,100,150,200);
for( i in 1:20)
{
for( j in 1:pocet.vyberu)
{
xx = rnorm(vektor[i ],0,1) ;
alfa_ch = pearson.test(x) [2]$p.value #CHI−KVADRAT TEST
alfa_ss = test .ss(xx); #TEST SIKMOST−SPICATOST
alfa_sw = shapiro. test (xx) [2]$p.value; #SHAPIROVUV−WILKUV TEST
alfa_ad = ad.test (xx) [2]$p.value; #ANDERSONUV−DARLINGUV TEST
alfa_ks = ks. test (xx, "pnorm")[2]$p.value; #KOLMOGOROVUV−SMIRNOVOVUV TEST
if (alfa_ch < 0.05){c1=c1+1};
if (alfa_ss > qchisq(0.95,2)){c2=c2+1};
if (alfa_sw < 0.05){c3=c3+1};
if (alfa_ad < 0.05){c4=c4+1};
if (alfa_ks < 0.05){c5=c5+1};
}
ch[ i ] = c1/pocet.vyberu;
ss[ i ] = c2/pocet.vyberu;
sw[i ] = c3/pocet.vyberu;
ad[ i ] = c4/pocet.vyberu;
ks[ i ] = c5/pocet.vyberu;
c1 = 0; c2 = 0; c3 = 0; c4 = 0; c5 = 0;
}
seznam=as.list(seq(1,5));
seznam[[1]]=ch;
seznam[[2]]=ss;
seznam[[3]]=sw;
seznam[[4]]=ad
seznam[[5]]=ks;
return(seznam);
}
Výpis 2: Funkce pro testování testu˚ na základeˇ chyby I. druhu
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C Funkce pro srovnání testu˚ na základeˇ chyby II. druhu
Funkci 3 používáme pro výpocˇet odhadu˚ pravdeˇpodobností chyb II. druhu. Na vstupu
zadáváme pocet.vyberu, což je cˇíslo s námi požadovaným pocˇtem výbeˇru˚. Do pro-
meˇnné xx si ukládáme náhodneˇ vygenerovaná data, v tomhle prˇípadeˇ, pocházející z rov-
nomeˇrného rozdeˇlení pravdeˇpodobnosti. Výstupem je seznam, kde jsou uloženy odhady
pro všech 5 statistických testu˚.
chyba2rovno = function(pocet.vyberu)
{
c1 = 0; c2 = 0; c3 = 0; c4 = 0; c5 = 0;
ch = seq(1,20); ss = seq(1,20); sw = seq(1,20); ad = seq(1,20); ks = seq(1,20);
vektor=c(8,9,10,11,12,13,14,15,16,20,25,30,35,40,45,50,75,100,150,200);
for( i in 1:20)
{
for( j in 1:pocet.vyberu)
{
xx = runif (vektor[ i ],0,1) ;
alfa_ch = pearson.test(xx) [2]$p.value #CHI−KVADRAT TEST
alfa_ss = test .ss(xx); #TEST SIKMOST−SPICATOST
alfa_sw = shapiro. test (xx) [2]$p.value; #SHAPIROVUV−WILKUV TEST
alfa_ad = ad.test (xx) [2]$p.value; #ANDERSONUV−DARLINGUV TEST
alfa_ks = lillie . test (xx) [2]$p.value; #KOLMOGOROVUV−SMIRNOVOVUV TEST
if (alfa_ch > 0.05){c1=c1+1};
if (alfa_ss < qchisq(0.95,2)){c2=c2+1};
if (alfa_sw > 0.05){c3=c3+1};
if (alfa_ad > 0.05){c4=c4+1};
if (alfa_ks > 0.05){c5=c5+1};
}
ch[ i ] = c1/pocet.vyberu;
ks[ i ] = c5/pocet.vyberu;
ss[ i ] = c2/pocet.vyberu;
sw[i ] = c3/pocet.vyberu;
ad[ i ] = c4/pocet.vyberu;
c1 = 0; c2 = 0; c3 = 0; c4 = 0; c5 = 0;
}
seznam=as.list(seq(1,5));
seznam[[1]]=ch; seznam[[2]]=ks;
seznam[[3]]=ss; seznam[[4]]=sw; seznam[[5]]=ad
return(seznam);
}
Výpis 3: Funkce pro testování testu˚ na základeˇ chyby II. druhu
Další fuknce pro chyby II. druhu se nachází v elektronické prˇíloze.
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D Distribucˇní funkce normovaného normálního rozdeˇlení pro
z > 0
Prˇevzato z [9].
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