We introduce a specific functor π that associates to any (noncommutative) algebra A over a field K, a subalgebra π(A). This functor is constructed by using the formal affine ind-scheme of all paths A 1 → S from affine line into the (noncommutative) affine scheme S underlying A.
Introduction
It is a kind of accepted 'rule' in Algebraic Geometry that to consider and study analogues of various classical topological constructions like homotopy and singular homology groups, one must replace the unit interval [0, 1] with the affine line A 1 K [2, 4, 5, 6, 9, 15] . Here, the points 0, 1 in some cases are given by evaluation homomorphisms x → 0, x → 1 on K[x], and in some other cases as the points at infinity of A 1 . One of our goals in this note, is to construct, following the mentioned rule and in dual formalism, a candidate for 'the affine scheme' of path-connected components of any arbitrary noncommutative affine scheme. (Here, by a noncommutative affine scheme [7] , we mean the formal scheme underlying pro-objects C = (I, C i , α ii ′ ) and D = (J, D j , β jj ′ ), the morphism set proC(C, D) is defined to be lim ← − j lim − → i C(C i , D j ). (The structure of proC(C, D) may be explained as follows: A represented pro-morphism from C to D is distinguished by a function f : J → I and a family {φ j : C f (j) → D j } j of morphisms with the property that if j ′ ≥ j then there exists i ≥ f (j), f (j ′ ) such that φ j α f (j)i = β jj ′ φ j ′ α f (j ′ )i . Two represented pro-morphisms (f, φ j ) and (g, ψ j ) are equivalent if for every j there exists i ≥ f (j), g(j) such that φ j α f (j)i = ψ j α g(j)i . Then, proC(C, D) may be identified with the set of equivalence classes of represented pro-morphisms.) We will use the canonical embeddings C ⊂ proC ⊂ proproC. Any functor F : C → D extends canonically to a functor (denoted by the same symbol) F : proC → proD. The inverse limit lim ← − (if exists) may be considered as functor from proC to C.
Throughout, we work over a fixed field K; all vector spaces, algebras and tensor products are understood over K. The category of (not necessarily unital) algebras is denoted by A. The subscripts c and u refer to 'commutative' and 'unital'. Thus, for instance, proA c := pro(A c ) denotes the category of pro commutative-algebras (or by abuse of notion, commutative pro-algebras) and A u denotes the category of unital algebras together with unit preserving morphisms. The symbol s stands mutually for 'space', 'scheme' and 'spectrum', and denotes the formal duality functor from the category of (pro-) algebras to category of noncommutative (ind-) affine schemes [7] . (In the case that A ∈ A uc , one may interpret sA as the usual geometric primideal spectrum of A. Moreover, if K is algebraically closed and A ∈ A uc is finitely generated and reduced, there exists a closed algebraic set or affine variety sA such that A is isomorphic to the algebra of polynomial functions on sA.) However, we only use the formal cofunctor s in order to clarify our discussion in the language of algebras and algebra morphisms.
For two pro pro-algebras A, B, we denote by M(A, B) the set of all pro promorphisms from A to B. We call any member of Pnt(A) := M(A, K), a K-point of sA, or by abuse of notion, a K-point of A.
For any algebra A, we denote by M n (A) the algebra of n × n matrixes with entries in A, and by by M ∞ (A) the direct limit lim − → M n (A). Note that M n , M ∞ may be considered as functors on A. For any algebra A, A + := A ⊕ K denotes the canonical unitization of A. The operation + may be considered as a functor + : A → A u . Note that if B is a unital algebra and f : A → B is a morphism, then there is a unique morphism A + → B in A u extending f . We some times denote this morphism, by abuse of notations, with f + . For any A ∈ A uc by reduction of A, denoted by r(A), we mean the quotient of A by the ideal of nilpotent elements. r may be considered as a functor r : A uc → A uc . If K is algebraically closed then r preserves tensor product.
Let ⋆ denote coproduct in A. Then, the coproduct object A ⋆ B ∈ proA of proalgebras A = {A i } i∈I and B = {B j } j∈J indexed by directed sets I, J, has a model of the form {A i ⋆ B j } (i,j)∈I×J such that its structural morphisms
using the coproduct universal property of A i ′ ⋆ B j ′ . One can similarly describe coproduct ⋆ c in proA c , product (direct sum) ⊕ in proA, and tensor product ⊗ in proA (that is also coproduct in proA uc ).
ind-Schemes of Morphisms
Let A, B be algebras. Let θ = {δ a } a∈G be a family of subsets of B where G ⊆ A generates A as an algebra and for every a ∈ G, δ a is a finite linearly independent subset of B. We denote by Mθ the universal commutative algebra generated by the set {z a,v } a∈G,v∈δa of symbols subject to the condition that the assignment a → v∈δa v ⊗ z a,v defines a morphism Υθ : A → B ⊗ M. We call the elements z a,v canonical generators of Mθ. For a commutative algebra C and any morphism ϕ : A → B ⊗ C, we say that ϕ admits θ if for every a ∈ G, v ∈ δ a , there is an element c a,v ∈ C such that ϕ(a) = v∈δa v⊗c a,v . The algebra Mθ has the following universal property: For every commutative algebra C and any morphism ϕ : A → B ⊗ C admitting θ there exists a unique morphism ϕ θ : Mθ → C such that ϕ = (id⊗ϕ θ )Υθ. (For more details on this construction in unital and noncommutative cases see [13] .)
. This suggest that we may interpret sMθ as an affine scheme model for the set M θ (A, B).
Let V ⊂ B be a vector basis for the underlying vector space of B. We denote by Θ
The family {Υθ} θ∈Θ defines a pro-morphism Υ(A G , B V ) = Υ from the algebra A to the pro-algebra B ⊗ M. If C = {C i } i is a commutative pro-algebra and ϕ = {ϕ i : A → B ⊗ C i } i is a pro-morphism from A to B ⊗ C, then for every i there exists θ ∈ Θ such that ϕ i admits θ. This shows that we have the following universal property: For any commutative pro-algebra C and every pro-morphism ϕ : A → B ⊗ C, there exists a unique pro-morphism ϕ A,B : M → N satisfying ϕ = (id ⊗ ϕ A,B )Υ. Now, it is clear that the assignment h → h A,B is a one-to-one correspondence from M(A, B) onto Pnt(M). Thus, one may interpret sM as the affine ind-scheme of all mappings from sB to sA.
Note that with above notations:
Note also that if A ′ = A and B ′ = B, then M(id, id) is an isomorphism in proA c . From now on, whenever (G, V ) are understood from our discussion, or whenever any specific choice of (G, V ) changes nothing in our discussion, we omit G and V from our notations. Moreover, by ignoring some set theoretical difficulties, we may consider M as a functor M : A × A op → proA c , and Υ : (A, B) → Υ(A, B) as a natural transformation. For more details see [14] . With some restrictions on A and B, we can find some 'useful', 'simple', or 'computable' models for M(A, B). For instance, consider the following four cases: (i) If A is finitely generated then M(A, B) may be considered as a pro finitely-generatedalgebra. (ii) If A is finitely presented then M(A, B) my be considered as a pro finitely-presented-algebra. (iii) If B is finite dimensional then M(A, B) is isomorphic to the algebra lim ← − Mθ. (iv) Suppose that A is finitely generated and let G be a finite generator for A. Also, suppose that B has a countable and infinite vector basis, and let V := {v 1 , v 2 , . . .} be an ordered vector basis for B. Let θ n ∈ Θ(A G , B V ) denote the family {δ a } a∈G such that δ a := {v 1 , . . . , v n } for every a ∈ G. Then, the family {Mθ n } n≥1 forms a pro-algebra which is a model for M(A, B).
We have a canonical isomorphism of commutative algebras:
Similarly, there is a canonical isomorphism of commutative pro-algebras:
Proof. It is easily checked that M(θ ∪ θ ′ ) has the universal property of coproduct object. Indeed:
is the coproduct object. The proof of the other part is similar.
The above fact indeed asserts that the cofunctor M(A, .) transform product of A to coproduct of proA c . Proposition 2.2. (Exponential Law) There is an isomorphism of pro-algebras:
Here, the inverse limit is taken over the indexes of M(A, B). In particular, if B is a finite dimensional algebra there is an isomorphism:
Also, let GS denote the set of canonical generators of Mθ S , and θ S ′ |S ∈ Θ(Mθ S , B ′ ) denote the family {δ † h } h∈GS where δ † h = S ′ . Then, a proof similar to the proof of [13, Theorem 2.10], shows that there is a canonical isomorphism φ S,S ′ : Mθ SS ′ → Mθ S ′ |S . As we have defined in the above, the pro-algebras M(A, B ⊗ B ′ ) and M(A, B) are given respectively
, {ψ S } S has the properties needed for being inverse limit lim ← − S M(Mθ S , B ′ ). The proof is complete.
We will need the following simple lemma. Lemma 2.3. Let A be a finitely generated algebra and B be an algebra with a filter B 1 ⊆ B 2 ⊆ · · · ⊆ B of subalgebras such that B = ∪ n B n . Then, the pro-algebra M(A, B) is canonically isomorphic to inverse limit of the pro pro-
Proof. We show that the pair M(A, B), {M(A, e n )} n where e n : B n → B denotes embedding, has required universal property for being direct limit object. Let G ⊂ A be a finite generator for A, and let V n be a vector basis for B n such that V n ⊆ V n+1 for every n. Then, V := ∪ n V n is a basis for B. As above, we suppose that
). Thus, there exists i(θ) ∈ I and a morphism ψ(θ) : C i(θ) → Mθ associated by a represented pro-morphism in the class of φ n(θ) . It is not hard to verify that the family {ψ(θ)} θ defines a pro-morphism ψ : C → M(A, B) such that φ n = M(A, e n )ψ for every n. ψ is also unique. The proof is complete.
Classical Algebraic Homotopy of Morphisms
Let A, B be algebras and f, g : A → B be morphisms. f and g are called elementary (algebraically) homotopic [2, 4, 5] , denoted by f ∼ eh g, if there is a morphism
called homotopy, such that p 0 H = f and p 1 H = g, where p 0 , p 1 : B[x] → B are morphisms defined by x → 0, x → 1. f and g are called (algebraically) homotopic, denoted by f ∼ h g, if there is a finite chain h 0 , . . . , h n of elementary homotopic morphisms as follows:
For f, g in A u the concepts of unital homotopy and unitally homotopic is defied similarly. We have also similarly the notions of homotopic pro-morphisms and pro pro-morphisms. It is clear that ∼ h is an equivalence relation on M(A, B). We let
. So, we may form the category HotA such that its objects are the objects of A and such that the morphism set HotA(A, B) is defined to be [A, B] h . Then, we have also the functor
Proof. It follows from the fact that if H :
is an homotopy between f A,B and g A,B .
There is a canonical one-to-one correspondence:
We have also the following result: Proof
Then, the pro-morphisms
We will need the following lemma. (ii) If K is algebraically closed and f, g are unitally homotopic morphisms in A uc then r(f ), r(g) are also unitally homotopic.
Proof. Suppose that f ∼ eh g through the homotopy H. LetĤ be the composition of
ThenĤ extends uniquely to a morphismĤ + :
in A u that is a unital homotopy between f + and g + . (ii) If H is a unital homotopy between f and g then r(H) is so between r(f ) and r(g).
We end this section by a remark on algebraic homotopy of set-valued functors:
Remark 3.5. Let F : C → Set be a (covariant) functor from an appropriate category C of algebras to category of sets. For any B ∈ C and every x,
It is clear that ∼ is an equivalence relation on F (B), and also F respects ∼, that is if α : B → C is a morphism in C and for x,
. Thus, one may define the functor π 0 (F ) : C → Set by π 0 F (B) := F (B)/ ∼, and consider π 0 (F ) as an algebraic homotopy of F . Specific examples for F are functorially defined schemes [3] , i.e. sheaves of sets on A uc with Zariski topology. So, in particular, if F = sA be the affine scheme associated to
, then one may consider π 0 (F ) as a potential candidate for the 'affine scheme of path-connected component of sA'. But, the obvious difficulty with this approach to homotopy of (affine) schemes is that in general π 0 (F ) is not a functorially defined scheme or even algebraic space [1] .
Path-Connected Components of Affine Schemes
Let X be a compact finite dimensional topological manifold, and let PX and π 0 X denote respectively path space and space of path-connected components of X with compact-open and quotient topologies. (For any space Y , let C(Y ) denote the algebra of real-valued continuous functions on Y .) Then, one may identify C(π 0 X) with the subalgebra of those functions f ∈ C(X) such that for any continuous curve γ : [0, 1] → X, f • γ is constant. On other hand, consider the following canonical morphism between algebras:
Thus, f ∈ C(X) belongs to C(π 0 X) if the above canonical morphism takes f to
for somef ∈ C(PX). (One can extend the above inclusion of real algebras to an isomorphism, if instead of the algebraic tensor product use a type of spatial tensor product of pro-C*-algebras introduced by Phillips [11] .) In this section, we try to define a pure algebraic analogue of C(π 0 X) for an arbitrary noncommutative affine scheme X = sA. For this aim, in the above discussion, we replace C( 
It is clear that π(A) is a subalgebra of A, and by the fact explained in Section 2, π(A) is independent from specific choice of G and V . Also, for any morphism f : A → A ′ , if a ∈ π(A) then f (a) ∈ π(A ′ ). Thus, by setting π(f ) = f | π(A) , we may consider π as a functor π : A → A By the results of Section 2, we know that sM(A, K[x]) may be interpreted as formal ind-scheme of all paths A 1 → sA. Thus, following the above discussion, we may also interpret sπ(A) as the formal affine scheme of path-connected components of sA, and π(A) as the algebra of those functions on sA that are constant on every path-connected components of sA. Now, it seems that the following definition is reasonable:
For a unital algebra A we say that sA is path-connected if π(A) = K1 A , and sA is totally path-disconnected if π(A) = A.
Let us know introduce a 'finite' version of π. First of all, let B denote a category whose objects are pairs A G = (A, G) where A is an algebra and G ⊆ A a generator for A. A morphism f :
It is clear that π n (A G ) is a subalgebra of A. We have
.
is a well-defined morphism from π n (A G ) to π n (A ′ G ′ ). Thus, we may consider the functors π n , π ∞ : B → A Note that if A is an algebra and G is an arbitrary generator for A, then
and if A is finitely generated (and G still an arbitrary generator), then
For a compact manifold X, one may consider the algebra C(π 0 X) as the subalgebra of C(X) generated by idempotent elements. We have the following similar fact: 
The similar statement is satisfied for π ∞ .
denote the canonical embedding and projection. Since π n (e i ) is the restriction of e i to π n (A i , G i ), we have π n (A i , G i ) ⊆ B. Let {b i } i ∈ B. Since π n (p i ) is the restriction of p i to B, we have b i ∈ π n (A i , G i ). This completes the proof.
The following result is similar to Theorem 4.4 and its proof is omitted.
Theorem 4.5. The functor π preserves arbitrary direct sums.
It follows from Theorem 4.5 that π(⊕ i∈I K) = ⊕ i∈I K. Thus, any set I without any structure as an affine scheme is totally path-disconnected. 
Proof. It follows from the fact that π n takes the canonical morphisms A, A ′ → A⊗A ′ given by a → a ⊗ 1, a ′ → 1 ⊗ a ′ , to restriction morphisms. Proof. Straightforward.
For the proof of the next result, we shall need the following fact from elementary Linear Algebra: Let W, W ′ be vector spaces and W ′ 0 ⊆ W ′ be a vector subspace. Let x ∈ W ⊗ W ′ be such that for every linear functional f : Proof. Without lost of generality, we suppose that A and B are finitely generated. Let c ∈ π(A ⊗ B). There are a polynomial algebra K[X m ] and a radical ideal I such that A ∼ = K[X m ]/I. Indeed, if Z denote the zero locus of I in affine space A m , then we identify A with the algebra of polynomial functions on Z. For any ζ ∈ Z, letζ : A → K denote the associated evaluation morphism at ζ. Since
This implies that the polynomial i f (b i )X i m belongs to I. Therefore, (id A ⊗ f )(c) = 0. Thus, by the fact mentioned before the theorem, c ∈ A ⊗ π(B). Similarly, it is proved that c ∈ π(A) ⊗ B. Thus, c belongs to π(A) ⊗ π(B). Therefore, it was proved that π(A ⊗ B) ⊆ π(A) ⊗ π(B). The reverse inclusion follows from Theorem 4.7. Recall that an affine group variety or affine algebraic group ( [8] ) is an affine variety (over an algebraically closed field) which has a group structure such that both of the multiplication and inverse are regular mappings between affine varieties. In a dual formulation, an affine group variety is just given by a Hopf-algebra such that its underlying algebra is unital commutative finitely generated and reduced. The following result indeed says that the path-connected components of an affine group variety has a canonical structure of an affine group scheme. (See [6, Chapter 2] for a discussion on path-connected components of algebraic groups.) Theorem 4.11. Suppose that K is algebraically closed. Let A be a commutative Hopf-algebra with comultiplication ∆, antipode S, and counit e. If A is reduced, then, (π(A), π(∆), π(S), π(e)) is a Hopf-algebra.
Proof. It follows from Theorem 4.8 and the fact that π is a functor. The following is a direct corollary of Lemma 4.12. The proof is omitted.
Theorem 4.13. The functor π : A c → A c is homotopy invariant, i.e. if α and β are homotopic morphisms in A c then π(α) = π(β).
The following is a corollary of Theorem 4.13. 1, . . . , m) is an homotopy between ep and id B . Thus, by Theorem 4.13, π(e)π(p) = id π(B) . Therefore, π(B) ∼ = π(A).
We remark that for any functor F from an appropriate subcategory A 0 of A to another arbitrary category, the homotopy invariance of F is equivalent to the existence of a natural isomorphism between F (A) and F (A[x]) for every A ∈ A 0 .
As a corollary of Theorems 3.3 and 4.13, πM may be considered as a functor:
The functor (2) is a dual for (1) in Section 3. If the mapping (3) is one-to-one and surjective, then the set [A, B] h has the structure of ind affine-scheme sπM (A, B) . We mention the following problem. Proof. First suppose that det(W ) = 1. Then, W is a product of shear matrixes of the form:
. Then, the assignment
defines an homotopy between α and β. If det(W ) = 1 then we may replace the matrix W by W ′ = λ −1 W where λ ∈ K is such that λ n = det(W ).
The following result is based on an idea of Gersten [5, Proposition 1.2] . See also [10] for a related discussion. (For an algebra A, any morphism A → M n (K) is called a finite dimensional representation of A. We denote by Rep fnt (A) the set of conjugacy classes of such representations of A.) Theorem 4.18. Suppose that K is algebraically closed and let A be a finitely generated algebra. We have a chain of two canonical mappings:
The first mapping is surjective and transforms the conjugacy class of a representation α to the homotopy equivalence class of α. The second mapping is given by (3) .
Proof. Let α, β : A → M n (K) be conjugate representations. Then, there is a M ∈ GL n (K) such that α(a) = M −1 β(a)M for every a ∈ A. Thus, by Lemma 4.17, α ∼ h β. Also, since A is finitely generated, any morphism A → M ∞ (A) reduces to a finite dimensional representation. The proof is complete.
We saw in Remark 3.5 that how the concept of classical algebraic homotopy may interact with functorially-defined K-schemes. Now, we give an analogous little remark for the functor π Remark 4.19. If (X, O) is a pre-sheaf of algebras on a topological space X then it is clear that the assignment U → πO(U) (U open in X) is also defines a presheaf π(X, O) on X. Moreover, π may be considered as a functor on the category of pre-sheaves in the obvious way. Composition of π with sheafification functor gives rise to a functorπ on the category of sheaves. So, if (X, O) is an ordinary geometrically-defined K-scheme, we have a candidateπ(X, O) for 'space of pathconnected components' of (X, O). I do not know under which conditionsπ(X, O) is itself a K-scheme.
We end this section by a natural question:
Question 4.20. Does there exist a model structure on A as in [4, 9] such that its weak equivalences to be the algebra morphisms f such that π(f ) is an isomorphism.
K-Theory and the functors M and π
Throughout this section, our ground field K is supposed to be algebraically closed. ∞ (B) ). This suggests that may be πM(K, M ∞ (B)) is a good candidate for the dual object of S(B). In the following we show that this is the case provided that we fix in some way the structure of pro-algebra πM(K, M ∞ (B)). Moreover, we shall see that K may be replaced by any arbitrary algebra A and also B does not need to be unital. By analogy with bivariant K-theory [2] , we denote the resulting object associated to A and B by KK(A, B) .
Let us begin with some notations: Let A, B be arbitrary algebras. For natural numbers n, m with n ≤ m, we denote by φ Moreover, we have: Proof. It follows directly from Lemma 2.3. Note that the structural pro-morphisms of the inverse limit are given by the family {πrg A,B+ n,∞ } n . The functor KK has finite matrix stability in limit; that is: 
are elementary homotopic. M) . Then, the morphisms
are elementary homotopic.
Proof. It is clear that α and β switch to each other by using a rearrangement matrix W i.e. a matrix W ∈ GL n (K) such that every of its entries is zero excepts that in every row and every column has exactly one 1. Thus, by Lemma 4.17, (i) is satisfied. The proof of (ii) is similar. which is coassociative and cocommutative in the sense that:
where F denotes flip between tensor components.
For any algebra A, the attached unit of A + = A⊕K defines a morphism (a, λ) → λ from A + to K. This is also satisfied for any pro-algebra and pro pro-algebra. 
Thus, by notations of the proof of Proposition 5.5, M(A, α)f k,k ′ = g k,k+k ′ . Using the identification (5), we find that (id ⋆ c 0)f k,k ′ = g k,k+k ′ . It is not hard to see that this latter identity implies that (id ⊗ ǫ A,B )Ψ A,B = id. The second identity follows from the first and Lemma 5.4(ii).
We denote by PBA the category of commutative cocommutative pro pro-bialgebras. An object of PBA is a pro pro-algebra A ∈ proproA uc together with two pro promorphisms ψ : A → A ⊗ A and α : A → K satisfying conditions similar to Propositions 5.5 and 5. For this aim, by (7) it is enough to show that for every k, k ′ :
Using the definitions of f A,B k,k ′ and f A ′ ,B ′ k,k ′ given by (4), (11) is equivalent to
But (12) follows immediately from functoriality of M. Similarly, it is proved that KK(α, β) preserves the counits. The proof is complete.
Our bivariant K-theory has a Kasparov composition: For n ≤ n ′ , m ≤ m ′ , we show that:
The left hand side of (13) is the unique pro-morphism satisfying:
The right hand side of (13) is the unique pro-morphism satisfying:
It is not hard to see that the left hand sides of (14) and (15) 
We let ∆ A,C B be defined by the family {πr∆ + n,m } n,m of pro-morphisms. The identity (16) shows that ∆ A,C B is well-defined. Naturality of ∆ follows from functoriality of KK.
(i) and (ii) are proved by using the above method of reducing identities in terms of pro pro-structure of KK to identities in terms of pro-structure of KK n s, and the fact that the diagonal morphisms M n (B) → M n (B) ⊕ M n (B) and M n (C) → M n (C) ⊕ M n (C) induce respectively through the functors M(A, .) and M(B, .) the multiplications of KK n (A, B) and KK n (B, C).
The proof of the following is similar to the proof of Proposition 5.5, and is omitted. The following may be called 'exponential law' for KK. For any object (A, ψ, α) ∈ PBA, the set Pnt(A) has a canonical abelian monoid structure: For K-points γ, γ ′ ∈ Pnt(A), let γ * γ ′ ∈ Pnt(A) be defined by (γ ⊗ γ ′ )ψ where K ⊗ K and K are identified through the ordinary multiplication of K. Then, (Pnt(A), * ) is an abelian monoid with unit α. This monoid has a ind ind affinescheme structure sA. We may also form the Grothendieck group GrPnt(A). Thus, if Ab denotes the category of abelian groups, then we may consider the functor 
