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Re´sume´ – La re´sonance magne´tique nucle´aire (RMN) est une me´thode moderne de spectroscopie utilise´e pour l’analyse de la composition
de produits biologiques. Nous nous inte´ressons dans cet article a` l’estimation d’un spectre corre´lation T1 − T2 a` partir de mesures RMN. Les
difficulte´s de l’estimation sont lie´es au caracte`re mal-pose´ de ce proble`me inverse et a` la taille importante des donne´es a` traiter. La me´thode
d’estimation est fonde´e sur le Maximum d’Entropie et nous proposons deux algorithmes de reconstruction ite´rative ; le premier est fonde´ sur
l’algorithme de Bryan et Skilling et le second utilise le gradient conjugue´ non-line´aire. Par ailleurs, la structure du mode`le d’observation est
avantageusement exploite´e pour alle´ger le couˆt de calcul sans employer les approximations propose´es re´cemment par Vankataramanan et coll..
De plus, nous proposons le rajout d’une e´tape de recherche de pas adapte´e a` la fonction entropique afin d’assurer une de´croissance du crite`re.
Les algorithmes sont e´value´s sur un exemple synthe´tique et leur applicabilite´ est illustre´e sur des donne´es re´elles.
Abstract – Nuclear magnetic resonance (NMR) is a modern spectroscopy tool for the study of biological structures. This article deals with the
reconstruction of T1 − T2 correlation spectrum from 2D NMR measures. The ill-posed character of this inverse problem and the large size of
data constitute the main difficulties of the reconstruction. The Maximum Entropy method is used for estimation and two optimization algorithms
are compared, the first is based on the classical Skilling and Bryan method and the second uses the nonlinear conjugate gradient method. In
order to reduce computational cost, we exploit the specific structure of the observation model to avoid the approximations recently proposed
in Vankataramanan et coll.. Furthermore, an original line search strategy suitable for the entropy function is used to ensure the decrease of the
criterion at each iteration. These proposed algorithms are tested on a synthetic example and their applicability is illustrated through real NMR
data processing.
1 Introduction
La spectroscopie par re´sonance magne´tique nucle´aire per-
met d’acce´der a` des informations structurelles aux e´chelles mi-
croscopiques ou mole´culaires. Par exemple, dans le domaine
agro-alimentaire cette technique est employe´e pour de´terminer
la teneur en eau ou en matie`re grasse d’un e´chantillon biolo-
gique. D’une fac¸on ge´ne´rale, les mesures sont base´es sur la
re´alisation d’enregistrements des temps de relaxation, T1 et T2
de fac¸on inde´pendante. Des travaux ont de´montre´ que la me-
sure couple´e de ces parame`tres permettait un accroissement de
la robustesse du calcul mais aussi une mise en e´vidence de cou-
plages entre T1 et T2 aidant notablement a` leur interpre´tation
[2, 11]. Toutefois la re´alisation de mesures couple´es implique
de disposer d’une me´thode de traitement des donne´es pour l’es-
timation des spectres a` 2 dimensions. Cet article pre´sente une
me´thode base´e sur le Maximum d’Entropie pour l’estimation
d’un spectre de corre´lation T1 − T2.
Le signal mesure´ depend a` la fois de la dure´e t1 corres-
pondant au temps laisse´ au spin pour e´voluer vers sa position
d’e´quilibre (relaxation T1) et de l’instant t2 d’enregistrement
de l’amplitude de l’e´cho RMN a` t1 fixe´. Le mode`le physique
[11] relie ce signal RMN 2D, note´ X(t1, t2), a` la distribution
des populations de mole´cules en fonction des temps de relaxa-
tion T1 et T2, note´e S(T1, T2). Ces temps de relaxation ca-
racte´risent la dynamique des mole´cules en fonction de t1 et t2,
respectivement. Ce mode`le s’exprime par
X(t1, t2) =
∫∫
k1(t1, T1)S(T1, T2)k2(t2, T2)dT1dT2 (1)
avec des noyaux{
k1(t1, T1) = 1− e
−t1/T1
k2(t2, T2) = e
−t2/T2
En pratique les signaux RMN, note´s Y (t1, t2), sont affecte´s
d’un bruit additif E(t1, t2), suppose´ i.i.d. gaussien centre´. Apre`s
discre´tisation, le mode`le s’e´crit sous la forme matricielle
Y = K1SK
t
2 + E (2)
K1 ∈ R
m1×N1 , K2 ∈ R
m2×N2 , Y ∈ Rm1×m2 , S ∈ RN1×N2
ou` m1,m2 repre´sentent le nombre de points de mesure en t1, t2
et N1, N2 la taille de la grille T1, T2.
L’objectif du traitement est d’estimer le spectre S a` partir de
Y en utilisant le mode`le (2) et sous la contrainte S > 0 (au
sens ou` tous les e´le´ments de S sont positifs). Ce proble`me de
reconstruction est e´quivalent a` une inversion nume´rique d’une
transforme´e de Laplace 2D, qui est tre`s instable en raison du
mauvais conditionnement des matrices K1 et K2 [11].
2 Me´thodes de re´solution
2.1 Position du proble`me
Afin d’obtenir une solution re´gularise´e, les me´thodes exis-
tantes minimisent un crite`re d’ade´quation aux donne´es C(S)
augmente´ d’un terme de pe´nalisation R(S), sous contrainte de
positivite´
min
S>0
L(S) = C(S) + βR(S). (3)
Le bruit e´tant suppose´ gaussien, C(S) s’exprime par
C(S) =
1
2
‖Y −K1SK
t
2‖
2
F (4)
ou` ‖.‖F repre´sente la norme de Frobenius.
Comme le spectre RMN 2D correspond a` une distribution
de populations de mole´cules, une pe´nalisation de type maxi-
mum d’entropie [6] nous paraıˆt adapte´e. Une me´thode de re-
construction fonde´e sur le maximum d’entropie a d’ailleurs e´te´
pre´ce´demment propose´e en RMN 1D [5]. L’entropie de Shan-
non sera utilise´e
R(S) =
∑
T1,T2
S(T1, T2) log S(T1, T2) (5)
Une autre difficulte´ concerne la dimension du proble`me [12].
En effet, les me´thodes existantes requie`rent la re´e´criture du
mode`le direct sous la forme
y = Ks + e
avec y = vect(Y ), s = vect(S), e = vect(E) et K =
K1 ⊗ K2. L’ope´rateur vect correspond a` la transformation
matrice-vecteur dans l’ordre lexicographique et⊗ le produit de
Kronecker. Ne´anmoins, ces me´thodes ne sont plus applicables
de`s lors que la taille du proble`me augmente. En effet, une confi-
guration typique est m1 = 50, m2 = 104 et N1 × N2 =
200×200, ce qui conduit a` une matrice K de 2 ·1010 e´le´ments.
Pour contourner ce proble`me, [11] applique une troncature de
la de´composition en valeurs singulie`res des matrices K1 et K2
pour re´duire la taille de la matrice K. Or d’une part cette tron-
cature est source de perte d’informations et d’autre part comme
il sera montre´ dans le paragraphe 2.4, il n’est pas ne´cessaire de
calculer cette matrice. En effet, l’e´valuation du gradient et du
hessien du crite`re peut eˆtre re´alise´e avec une complexite´ re´duite
en tirant profit de la forme se´parable du noyau de convolution
dans le mode`le d’observation.
2.2 Me´thode de Bryan et Skilling
La me´thode propose´e par Skilling et Bryan [10] se fonde sur
une approximation quadratique du crite`re dans un sous-espace
Dr de dimension r engendre´ a` chaque ite´ration k par les vec-
teurs
{d
(1)
k . . . d
(r)
k } (6)
de´crits par les vecteurs de base suivants

d
(1)
k = φk(∇C(sk))
d
(2)
k = φk(∇R(sk))
d
(j)
k = φk(∇
2C(sk))
(
d
(j−2)
k
‖d
(j−2)
k
‖sk
−
d
(j−1)
k
‖d
(j−1)
k
‖sk
)
(7)
en de´finissant les coefficients de normalisation
‖d(j)‖s =
(∑
n
sn(d
(j)
n )
2)
)1/2
(8)
et la fonction d’e´chelle φk correspondant a` une multiplication
terme a` terme par sk. D’apre`s [8], cette fonction permet de
prendre en compte la positivite´. L’e´quation de mise a` jour de s
est alors donne´e par
sk+1 = sk +
r∑
j=1
ξ
(j)
k d
(j)
k = sk + Dkξk, (9)
ou` Dk est la matrice dont les colonnes contiennent les vecteurs
de la base et les poids ξ(j)k re´sultent de la minimisation d’une
approximation quadratique du crite`re L(s) au point sk sur le
sous espaceDr. Ces poids sont donc solution de l’e´quation nor-
male (
Dtk∇
2L(sk)Dk
)
ξk = −D
t
k∇L(sk). (10)
Cet algorithme peut eˆtre vu comme un algorithme de descente
ite´rative sk+1 = sk + αkδk dans lequel la direction est δk =
Dkξk et le pas αk est fixe´ a` 1. Cependant, le choix d’un pas
unitaire ne garantit pas la de´croissance du crite`re, ni meˆme le
respect de la contrainte de positivite´. En pratique, si l’applica-
tion de (9) fournit des composantes ne´gatives, elles sont rem-
place´es par une petite valeur positive . Cependant, cette pro-
jection peut provoquer une croissance du crite`re.
Afin de garantir la de´croissance du crite`re a` chaque ite´ration,
nous proposons la modification suivante : Un test portant sur la
de´croissance du crite`re est effectue´, et une valeur de pas as-
surant la de´croissance est adopte´e dans la direction δk si ce
test est ne´gatif ; la formule de pas utilise´e est issue de travaux
re´cents de´taille´s dans [1].
D’autre part, nous sugge´rons de se´lectionner a` chaque ite´ration
la valeur de r la plus favorable en terme de de´croissance du
crite`re, plutoˆt que de fixer r a` une valeur constante. En effet,
nous avons constate´ que le comportement et l’efficacite´ de la
me´thode de Skilling et Bryan de´pendait de fac¸on critique du
choix de r, et qu’il e´tait difficile d’anticiper le meilleur choix.
La strate´gie que nous proposons n’entraıˆne pas d’augmenta-
tion du couˆt de calcul par ite´ration, a` condition de tirer parti de
l’emboıˆtement des matrices normales du syste`me line´aire (10).
2.3 Me´thode du gradient conjugue´ non line´aire
D’apre`s [9, p. 1022], la convergence mathe´matique de l’ap-
proche de Skilling et Bryan reste a` prouver. Pour cette raison,
nous proposons une autre famille d’algorithmes construits sur
une base the´orique plus solide, et plus spe´cifiquement un algo-
rithme de gradient conjugue´ non-line´aire, utilisant une direc-
tion de descente donne´e par :
dk = −ck sign(g
t
kck) avec ck = −gk + βkdk−1 (11)
ou` βk est le coefficient de conjugaison. La mise a` jour sk+1 =
sk + αkdk ne´cessite la recherche d’un pas αk s’approchant du
minimiseur de la fonction scalaire `(α) = L(sk + αdk). Dans
le cas du maximum d’entropie, `(α) (ou l’oppose´ de sa de´rive´e)
tend vers l’infini lorsque α se rapproche de α¯, plus petite va-
leur du pas pour laquelle une composante du vecteur sk + α¯dk
s’annule. Or la pre´sence de cette barrie`re nuit a` l’efficacite´ des
me´thodes classiques de recherche de pas, telles que le backtra-
cking, la dichotomie et l’interpolation cubique [7]. C’est pour-
quoi nous avons applique´ une strate´gie de pas fonde´e sur la
the´orie des algorithmes Maximisation-Minimisation (MM) [3,
4]. La minimisation de la fonction ` est obtenue en effectuant
des minimisations successives de fonctions majorantes de `. La
fonction h(α, α′) est dite tangente majorante de ` en α′ si
h(α′, α′) = `(α′) et h(α, α′) > `(α), ∀α ∈ [0, α¯) (12)
Le proble`me d’optimisation initial de `(α) est remplace´ par
une se´quence de sous-proble`mes plus simples donnant lieu a`
la re`gle de mise a` jour MM :
αj+1 = arg min
α
h(α, αj). (13)
Dans le cas d’une barrie`re logarithmique, la minimisation d’une
fonction majorante de la forme :
hk(α, α
′) = `(α′) + (α− α′) ˙`(α′) +
1
2
mk(α− α
′)2
+ γk
[
(α¯− α′) log
(
α¯− α′
α¯− α
)
− α + α′
]
(14)
est e´tudie´e dans [1]. hk(α, α′) est strictement convexe et posse`de
un unique minimiseur dont la forme est explicite
α′ +
−A2 +
√
A22 − 4A1A3
2A1
, (15)
avec A1 = −mk, A2 = γk− ˙`(α
′)+mk(α¯−α
′) et A3 = (α¯−
α′) ˙`(α′). Une me´thode de calcul des parame`tres (mk, γk) > 0
est pre´sente´e dans [1]. Les re´sultats montrent la convergence
de l’algorithme GCNL vers la solution de (3) pour diffe´rentes
formes de conjugaisons.
2.4 Mise en œuvre
Les algorithmes propose´s peuvent eˆtre applique´s a` la recons-
truction d’un spectre RMN 2D sans la re´duction de dimen-
sion sugge´re´e par [11]. En effet, a` l’aide d’ope´rations matri-
cielles ne ne´cessitant pas la matrice K, le gradient du crite`re
d’ade´quation aux donne´es et le produit hessien-vecteur s’ex-
priment par :
∇C(s) = vect(−Kt1(Y −K1SK
t
2)K2)
∇2C(s) · v = vect(Kt1K1V K
t
2K2)
ou` V est la transformation vecteur-matrice de v. D’autre part,
nous proposons d’utiliser le crite`re d’arreˆt
‖sk+1 − sk‖2
‖sk‖2
< 10−4 (16)
3 Re´sultats expe´rimentaux
Exemple synthe´tique : Afin de tester les me´thodes d’opti-
misation propose´es, nous comparons les algorithmes suivants
– Me´thode de Skilling et Bryan (SB)
– Variante n˚1 : Ajout de la recherche de pas (SB1)
– Variante n˚2 : Recherche de r entre 1 et rm(SB2)
– Gradient conjugue´ non line´aire (GCNL)
Les mesures sont simule´es a` l’aide du mode`le direct (2) avec
un RSB de 30 dB (Fig. 1.a) et m1 = 200, m2 = 500. La
reconstruction a e´te´ re´alise´e pour N1 = 100, N2 = 100 avec
β = 10−7.
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FIGURE 1 – Exemple synthe´tique de reconstruction RMN 2D
Nous pouvons constater que l’algorithme SB et ses deux va-
riantes pre´sentent des temps de convergence similaires (Tab. 1).
Ne´anmoins, ces variantes permettent d’assurer la de´croissance
du crite`re, donc un comportement plus re´gulier. Enfin, la me´thode
SB2 permet de se pre´valoir du re´glage de la dimension tout
en restant aussi rapide que SB1 avec le meilleur choix de r.
D’autre part, l’algorithme GCNL requiert un plus grand nombre
d’ite´rations mais le couˆt de calcul par ite´ration e´tant faible, il
reste compe´titif avec la me´thode de Skilling et Bryan. En outre,
l’analyse visuelle des re´sultats re´ve`le la bonne estimation de
Iter Temps(s) ‖s− so‖2/‖s
o‖2
GCNL 1042 98, 17 0, 31
SB
(r
) 4 2063 195, 77 0, 311
5 963 104, 8 0, 2969
7 675 86, 406 0, 2974
SB
1
(r
) 4 2063 195, 77 0, 311
5 963 104, 13 0, 2969
7 795 106, 48 0, 30
SB2 rm = 5 783 155, 16 0, 299
TABLE 1 – Comparaison entre les algorithmes SB et GCNL
pour la reconstruction de donne´es synthe´tiques. Les calculs
sont effectue´s sur un Intel Pentium 4 3.2 GHz, 3 GB RAM
la position des modes du spectre (Fig. 1). Cependant, la sous-
estimation de l’amplitude de l’un des deux modes s’explique
par le faible nombre de points de mesure en t1.
Donne´es expe´rimentales : Nous pre´sentons e´galement les
re´sultats d’estimation d’un spectre T1 − T2 d’un e´chantillon
de pomme. Les mesures ont e´te´ effectue´es pour m1 = 50,
m2 = 10000 et la reconstruction a e´te´ re´alise´e pour N1 = 200,
N2 = 200 et β = 10−8. Les algorithmes SB2 et GCNL ont e´te´
applique´s. Le spectre reconstruit (Fig. 2) pre´sente 3 modes dont
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FIGURE 2 – Reconstruction de donne´es expe´rimentales RMN
2D
les positions sont conformes a` l’analyse the´orique. De plus,
le mode situe´ en [T1;T2] = [1, 41s, 0, 87s] met en e´vidence
une de´pendance T1 − T2 et par conse´quent illustre l’avantage
de l’analyse 2D car cette information n’apparaıˆt pas sur les
spectres T1 et T2 se´pare´ment.
En ce qui concerne les me´thodes d’optimisation, la me´thode
SB2 converge en 1794 ite´rations (2700 s) tandis que l’algo-
rithme GCNL requiert 7993 ite´rations (4900 s). D’une fac¸on
ge´ne´rale, la me´thode de Skilling et Bryan est sensiblement plus
rapide que l’algorithme GCNL. De notre point de vue, cette ef-
ficacite´ est due a` la construction de la direction a` partir d’un
sous-espace de´fini par plusieurs directions.
4 Conclusion
Nous avons pre´sente´ une me´thode de reconstruction d’un
spectre RMN 2D par maximum d’entropie. Cette me´thode pre´-
sente l’avantage d’un couˆt de calcul raisonnable et d’assurer la
de´croissance monotone du crite`re a` minimiser. Bien que cette
me´thode s’ave`re efficace sur les donne´es simule´es et expe´rimen-
tales, l’absence de re´sultats the´oriques de convergence de la
me´thode SB nous oriente vers d’autres me´thodes a` base de
sous-espaces ou encore vers l’acce´le´ration de la me´thode GCNL
par l’utilisation d’un pre´conditionneur ade´quat.
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