We consider the problem of recovering a moving visual scene recorded through a semi-reflective device, and extend the Sparse Component Analysis (SCA) method to three-dimensional data sources, using two different mixtures of the dynamic image source and the superimposed reflection, recorded at different polarizations, without having any a-priori knowledge about the structure and/or the statistics of the sources, or of the mixing matrix. We first apply our method on a simple physical example of separation of dynamic reflections, such as video signals recorded through the windshield of a car. In this example the required assumptions of linearity and stationarity are valid. A more interesting application deals with dynamic scenarios recorded from aircrafts or satellites, where it is desirable to extract a clear landscape view by separating it from a thin semi-transparent layers of clouds superimposed on the desired dynamic image. This is a more complex problem, since the mixtures are not stationary in space and the mixing coefficients vary in the presence of clouds. Further, the mixtures are not strictly linear and involve also multiplicative and convolutive components. We apply the 3D-SCA method in simulations of linearly mixed moving landscape contaminated by clouds.
INTRODUCTION
The problem of recovering a scene contaminated by reflections has been previously dealt with mostly in the context of still images by means of Independent Component Analysis (ICA) approach 1, 2 and other methods based on the physics of the problem.
3, 4
In our previous study, 5 we have extended the SCA approach to dynamic images (i.e. sequences of images), by considering subsequences of data as three-dimensional data structures. Here we further discuss the problem of blind separation of mixed dynamic images and show results of separation of a dynamic image from reflections, where the data is obtained from an experimental setup of imaging through a semi-reflective lens and recorded at two different polarizations. We also consider the special application of elimination of semi-transparent clouds or the effect of other weather-related deteriorating conditions from dynamic images of landscape observed from an airborne platform.
We present results of simulations, separating images obtained by simple mixing models; These results are surprisingly good in spite of the fact that one of the mixed images, i.e. the clouds, is rather fuzzy in structure, unlike other type of images that are usually encountered in problems requiring blind separation of images. We then discuss the problem of removal of clouds from landscape images in the context of the more realistic and complicated framework involving also multiplicative and convolutive components. There are only few studies concerned with cloud removal from images. [6] [7] [8] The multiple exposure approach reconstructs the landscape by mosaicing exposed image segments. . In matrix notation, the N-dimensional vector of mixtures, X, is equal to the product of the N ×M mixing matrix by the M-dimensional sources vector, S:
BLIND SOURCE SEPARATION (BSS)
Under the assumption that the sources are statistically independent, the BSS method yields an estimate of the unknown mixing matrix,Ã, without prior knowledge of the sources and/or the mixing process. The sources are recovered (up to permutation and scale) by using an inverse of the estimated mixing matrix, provided it exists:
whereW is the estimated 'unmixing' matrix.
Sparse Component Analysis (SCA)
Consider the example of three sparse sources, chosen such that most non-zero data points do not coincide. This property is characteristic of natural sparse sources. However, natural images and image mixtures have a non-zero value in almost all pixels and therefore their cross-correlation is very high. Two linear mixtures of three sources can be described by:
where ξ = (ξ 1 , ξ 2 , . . . , ξ K ). It has been shown that when sources are sparse, they can be easily recovered from their linear mixtures using simple geometrical methods. [9] [10] [11] This is based on the observation that whenever sources are sparse, there is a high probability that most data points of the mixtures will result from the contribution of only one source (Figure 1 ). Using geometrical methods, one can relax the condition of statistical independence.
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If we plot the N-dimensional scatter plot, wherein each axis represents one of the mixtures, a co-linear cluster emerges for each subset of data points contributed by one source only, identifying the entries of the corresponding column of the mixing matrix (Figure 1(d) ). This can be shown when two out of the three sources in eq. (3) are "turned off". Recall that the projection onto the space of sparse representation decouples the contributions of the sources to most of the mixtures' data points; This is the essence of the implementation of sparsity in the context of BSS.
The simplest way to estimate the mixing matrix is to calculate the orientations of the clusters and select the optimal M angles from the histogram of angles for each data point. Another algorithm projects the data points onto a hemisphere, then uses clustering (such as Fuzzy C-means) in order to recover the orientations. Another related maximum-likelihood-based approach is the well-known Infomax. 
Sparse Decompositions

Overcomplete Representations
Natural images and image sequences are not typically sparse. In order to exploit the geometrical BSS method, we have to apply a transformation that yields a sparse representation of the signals. For a wide range of natural images, smoothed derivative operators yield a good, and even optimal, sparsification results. However, an overcomplete representation obtained, for example, by the Wavelet transform (WT) or by the Wavelet Packet transform (WPT), 9 matches better the specific structure of a given set of images and thereby yields better sparsification. The latter, in turn, facilitates and improves the estimation of the mixing matrix. 
Wavelet Packet (WP) transform
The WP family consists of the triple-indexed family of functions:
where in addition to the translation and dilation indices indicated by l and j respectively, the WPs incorporate N different features for each of the translations and dilations. For example, n can be a frequency-like parameter, characterizing the oscillatory behavior of one of the N mother wavelets. According to the formalism of wavelet-type transforms, a signal is recursively decomposed into its approximation (L) and detail (H) components. In the case of 2D signals, using separable wavelets, the signal is decomposed into its approximation and vertical, horizontal and diagonal detail sub-images. For three-dimensional data cube, the signal is decomposed into 8 sub-volumes ( Figure 2 ). We use a separable wavelet transformation, for the sake of simplicity, by transforming rows first, then columns and then time (depth) axis. Nonseparable wavelets offer important advantages in that they are inherently endowed with more degrees of freedom that can be exploited in their design. However, nonseparable wavelets are much more complex to deal with 14 and their application in the context of sparsification is therefore beyond the scope of this study.
Source Separation using the WPT
The local nature of the wavelet-type transforms can be instrumental in highlighting specific properties of the scatter plot distributions, based on a subset of data points of the transformed signal. Such highly structural distributions as those that emerge out of the WPT subsets of data are not present in the highly correlated non-transformed signal. In other words, the wavelet-type transform decorrelates the mixed signals and thereby facilitates detection of fingerprints of the mixing matrix in the scatter plot, or traces of the sources in the mixtures (i.e. features of sources).
Once the mixture signals are decomposed into WP tree using the WPT, 9 one can now plot the scatter plots corresponding to each node of the WPT (Figure 3) . The top-level node depicts the scatter plot of the non-transformed mixtures. Most of the data points depicted in this scatter plot are contributed by a linear combination of both sources and therefore they don't cluster co-linearly. Consequently, it isn't possible to identify the structure of the mixing matrix by means of the geometrical method. Going down the tree, the scatter plots become gradually sparser. Within a specific level of the tree, sparsity varies from node to node. For example, the leftmost lower node (Figure 3) is the sparsest node. The scatter plot depicted in this node yields therefore the best estimated mixing matrix. However, one can even improve on these results by selecting a combination of several of the sparsest nodes. Figure 3 . Wavelet Packets (WP)-based multi-nodal tree data structure of the transformed mixtures of one-dimensional sources, projected onto the scatter plots (adopted from 9 ). The upper node yields a fuzzy scatter plot that does not depicts any specific oriented clustering, while the leftmost lower node highlights vividly the orientations of the two centroids of co-linear clusters.
NON-SPARSE SPARSE
In order to automatically find the sparsest node, a quality criterion is applied to each node. This criterion assigns high values for sparse nodes and lower values for less sparse nodes. Common choices for such quality criteria are entropy or global distortion.
9 However, some of the nodes are too sparse in that they contain only the fingerprints of one of the source components, therefore using such a node without combining its information with that of other sparse nodes, will result in a good estimation of only one of the sources. The best node (or the top few nodes) is chosen and used as input data for the geometrical BSS algorithm. Using the WPT has another advantage: the number of data points in each node is significantly smaller than the number of data points in the mixture signals. This reduction in the number of data points speeds up the processing.
BSS OF DYNAMIC REFLECTIONS
In order to test our method of dynamic image (i.e. spatio-temporal data sets) BSS, we consider first the example of separation of dynamic reflections wherein a virtual (reflected) image is superimposed on a dynamic visual scene (Figure 4) . For example, a video signal recorded through a room window contains reflections of objects situated in the room and of their background. To this end we extend the study concerned with separation of reflections from static images 2 to the case of 3D dynamic images, i.e. video. The problem of dynamic reflections is a good test case since the physics of it is well understood and the assumptions of both linear mixing and stationarity are valid. In the context of separation of reflections, the BSS problem usually reduces to the case of M=2 sources. The observed mixture is then given by
where x, s 1 and s 2 are dynamic images, usually acquired as video sequences. It is assumed here that the dynamics of the image and of the superimposed reflections are limited to planar translation of rigid bodies. The more difficult problem of non-planar motion and rotation, as well as of non-rigid distortion are beyond the scope of this paper, and will be dealt with elsewhere. Likewise, the coefficients a 11 and a 12 are assumed to be constant, approximating spatial invariance and linear mixing. However, it should be pointed out that the WPT, or other wavelet-based approaches to representations of the mixtures, can deal also with position varying scenarios, since by its very nature of being localized, the partial data sets projected onto the tree data structure can be instrumental in estimating a mixing matrix whose entries are function of position.
The the light reflected from the semireflecting lens is polarized.
1 By rotating a linear polarizer, the relative weights of the two mixed video sequences can be varied to yield N different mixtures of the form:
Thus, one can use two or more video sequences obtained with different polarizations and separate desired, through-the-lens, objects from reflections. Figure 5 shows frames from video sequences of an experiment in which a dynamic reflection was superimposed on a static image. In this, and similar other examples, the superimposed reflection and the desired image are successfully separated. Video sequences of the mixtures and separated sources are available on the web at http://visl.technion.ac.il/~hilitg/dynamic_scenes.htm. 
SEPARATION OF LANDSCAPE FROM CLOUDS
Images acquired using airborne cameras are usually contaminated by the interference of clouds. For geological and similar ground survey purposes, it is desirable to extract a clear landscape view and separate it from the thin semi-transparent layers of clouds.
The problem of improving vision through clouds has been dealt with mostly in the context of mosaicing techniques, 7 where clouds are identified and regions of images that are not covered with clouds are fused to form a cloud-free image. Studies devoted to improving vision in bad weather 6, 15 show that polarization can be beneficial in the case of images deteriorated, for example, by haze. Polarization difference has also been shown to be effective in imaging through a scattering medium. 16 In the context of BSS, it has been shown 8 that it is possible to significantly improve foggy images by using multi-spectral technique based on three color channels as mixtures.
Consider the problem depicted in Figure 6 . Unpolarized light radiating from the sun is reflected from the clouds directly to the camera. Light also penetrates the thin layer of clouds, and ground-based objects reflect and partially polarize it. The polarized light is then being scattered again by the clouds, and then recorded by the camera. We assume that at least some of the polarized light is not being scattered by the clouds and is received by the camera. Although this assumption needs to be verified, Tyo et al. 16 show that in the case of imaging through a scattering medium such as diluted milk, polarization is not completely lost. Figure 6 . Paths of light radiating from the sun and then either being reflected and/or scattered and transmitted by the clouds on its way to the camera, considered in the model of clouds separation problem.
The problem of separation of clouds from landscape is by far more complex than the relatively simple problem of separation of reflections, addressed and illustrated in section 3. To begin with, the mixtures are not spatially stationary, since the mixing coefficients vary in the presence of clouds. Further, combined images recorded above the clouds do not necessarily reflect simple, strictly linear, mixing. Instead, they are obtained by a more complex process involving multiplicative and convolutive processing, which may affect the quality of separation. Such a complex process of mixing may be qualitatively described by:
where S is the vector representing the cloud and landscape sources, K is a vector of the convolution kernels and F is a non-linear function describing the interaction of the sources and the convolved sources. Nevertheless, in our studies with separation of reflections using polarization and other applications of BSS, we noticed that our technique of using wavelet-type localized sparsification transformations such as the WPT is robust with respect to weak nonlinearities and nonstationarities. The latter is due to the localized structure of the data, sparsified by such transformations. We are in the process of developing a special-purpose system for acquisition of images through thin layers of clouds. As long as we do not have data based on experiments, we assume that α is small, and apply our approach to linear mixtures of landscape and cloud images. The three images depicted in the top row of Figure 7 are taken from a simulated sequence of linearly mixed landscape and clouds. The clouds have a different velocity (in time) relative to the landscape.
Reconstruction quality was measured by mean square error:
The respective results are 1.5 · 10 −4 for the cloud sequence and 1.03 · 10 −2 for the landscape sequence. Although these figures do not indicate outstanding results, the visual appearance of the images is very convincing, considering the relatively complex structure of the clouds and, consequently, of the mixtures. The specific type of wavelet family used in the sparsification process may affect the results significantly: indeed, as expected, Daubachies family of smooth wavelets yielded much better results than those obtained using Haar wavelet. To better approximate the nonlinear, multiplicative, effect that comes along with the presence of clouds in the cloudy areas, we add a mask which accounts for imaging through a cloudy medium (Figure 8 ). The mixing is now performed in the following way:
The quality of the blind separation is now considerable compromised due to the incorporation of a multiplicative process, and the recovered images are in this case characterized by the error of 3 · 10 −4 for the clouds, and 2 · 10 −2 for the landscape sequence. Several polarization cameras were developed in recent years in order to measure the degree of polarization of objects.
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We are currently in the process of developing a two-CCD camera that captures two images (or image sequences) simultaneously at two different polarizations. The device is built in the following way: A non-polarizing beam-splitter splits the recorded scene into lenses of two linear cameras. Each camera has a polarizing lens pointing to a different angle, so images are acquired in two polarizations (Figure 10 ). Polarizer angle and other camera setup (such as shutter speed and aperture) are controlled by the computer. Further refinement of the model awaits the analysis of real data of sequences of landscape images acquired through a thin semitransparent layer of clouds.
DISCUSSION
BSS algorithms have been shown to yield very good separation of signals and images when mixing is approximately stationary and linear. In particular it has been successful in separating images from superimposed reflections, 1, 2, 5 and in separation of tissues in MRI. 11 The recovery of landscape imaged through a layer of semi-transparent clouds or other environmental weather conditions has hardly been mentioned in the framework of image processing approaches 6, 7 or BSS algorithms. Assuming a very simple linear-mixing model for the problem of unmixing clouds superimposed on images, and generalizing it by examining the effect of simple non-linearities such as the multiplicative (mask) effect provides a rich model for testing various hypotheses and examining recorded data. Although results indicate that the separation quality is not yet good enough, it seems that the localized mapping into a space of sparse representation is an effective approach to dealing with the problem of spatial varying effects of the mixing and considering the fuzzy nature of the cloud source. Since the mapping to sparse mixtures may be overcomplete and its only purpose is to estimate the mixing matrix, one may consider using a combination of two (or more) dictionaries; One that incorporates the specific structure of the landscape, which in the example used by us may be based on scale-space of corner detectors. A second dictionary may account for the fractal nature of cloud structure. Further improvement of the results for the sequence of landscape images can be achieved by incorporating conventional image processing techniques such as performing the analysis block-wise, using subblocks of data.
2 Mosaicing of segments reduced from multiple exposures 7 can also be incorporated and improve our results.
It is not clear yet how much of the polarization is preserved when light is reflected from clouds and/or after light is scattered by clouds or other highly-scattering media. However, previous studies on polarization 6, 16 suggest that some polarization is preserved in the presence of a scattering environment. Further investigation on the non-linear effects imposed by clouds are needed. The scattering nature of clouds also calls for a unified model for the blind separation and deconvolution in order to overcome the problem of degradation in the visual appearance of sources. Preliminary results such as those illustrated in the present study appear to be promising enough to encourage further investigation. We intend to test and improve the model proposed here using data acquired with the special imaging system currently developed by us.
