Repetitive path planning (RPP) plays an important role in the operation of redundant robot manipulators. In this study, we investigate a new discrete-time RPP scheme depicted in the pseudoinversetype formulation for redundant robot manipulators. Such a scheme is derived from the discretization of the previous continuous-time RPP scheme using a special numerical difference formula. Theoretical analysis shows that the proposed RPP scheme has the property of cube pattern in the end-effector planning accuracy. On the basis of a PUMA560 robot manipulator with different examples, comparative simulation results are presented to demonstrate the effectiveness and superiority of the proposed RPP scheme.
I. INTRODUCTION
Robot manipulators have recently become a significant part of various fields [1] - [5] . In general, there are two categories of robot manipulators in terms of the number of degrees-of-freedom (DOF): redundant robot manipulators and non-redundant robot manipulators. With regard to a redundant robot manipulator, its DOF is more than the minimum DOF required for conducting the desired end-effector path planning task. Compared with the nonredundant robot manipulator, the redundant one has enough DOF for a given end-effector path planning task, thereby enabling alternative purposes. Considering these advantages, many researches have been contributed to redundant robot manipulators [1] - [13] . For example, an adaptive projection neural network was designed by Zhang et al. [7] for the path planning of redundant robot manipulators with unknown physical parameters. An acceleration-level obstacle avoidance scheme was investigated by Guo et al. [8] for redundant robot manipulators. Two methods based on genetic algorithms were presented by Filho et al. [9] for solving singularities during the path planning of redundant robot manipulators. Besides, different effective The associate editor coordinating the review of this manuscript and approving it for publication was Atif Iqbal . methods for redundant robot manipulators were developed by Su et al. [10] - [13] , and such methods were successfully implemented in practice.
Among these researches, how to realize the repetitive path planning (RPP) is an important topic for redundant robot manipulators [14] . The idea of RPP comes from the inspiring research of Klein and Huang [15] (wherein the nonrepetitive problem is originally presented). The general RPP description is that the joint angle trajectory must be repetitive for a closed end-effector path. In other words, when the redundant robot manipulator finishes the path planning task, the final state of joint angle should return to its initial state. Because of its significance, many investigations on RPP for redundant robot manipulators have been reported [14] , [16] - [25] .
In [16] , a differential-geometric method was presented by Shamir and Yomdin to analyze the necessary condition of repeatability. In [17] , the sufficient condition of repeatability was further analyzed by Shamir, and a RPP scheme depicted in the pseudoinverse-type formulation was provided for redundant robot manipulators. In [18] , another pseudoinverse-type RPP scheme was designed by De Luca et al., and the scheme effectiveness was demonstrated via theoretical analysis and simulation results. In [19] , the RPP scheme aided with an online adaptive learning algorithm was developed by Assal for constrained redundant VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ robot manipulators. In [20] , the RPP scheme using the selfmotion technique was designed by Benzaoui and Chekireb for redundant robot manipulators under joint constraints. In [21] , the typical RPP scheme that possesses the suppression of noise was investigated by Li et al. for redundant robot manipulators. Notably, being different from these pseudoinversetype schemes, many RPP schemes depicted in the formulation of quadratic programming (QP) were designed and investigated in the existing studies [14] , [22] - [25] . These QP-type RPP schemes were effectively applied to redundant robot manipulators.
Following the previous successful work, we further investigates the RPP of redundant robot manipulators in this study. Specifically, by using a special numerical difference formula [26] to discretize the existing continuous-time RPP scheme [18] , a new discrete-time RPP scheme with the pseudoinverse-type formulation is proposed for redundant robot manipulators. Such a scheme is theoretically proven to have the property of cube pattern in the end-effector planning accuracy. There are two prominent advantages on this property for the proposed RPP scheme. That is, the proposed scheme can guarantee 1) the end-effector planning with sufficient accuracy, and 2) the joint-angle repeatability with sufficient accuracy. Comparative simulation results under the PUMA560 robot manipulator are provided to further demonstrate the effectiveness and superiority of the proposed RPP scheme.
The rest of this study is divided into five sections. Section II presents the path planning preliminary and the pseudoinverse-type continuous-time RPP scheme in [18] . Section III describes the numerical difference formula in [26] and the detailed formulation of the new discretetime RPP scheme. Section IV provides the theoretical analysis and results for the proposed RPP scheme. Section V shows the simulation results synthesized using the proposed RPP scheme. Section VI concludes this study with final remarks. The main contributions of this study are listed as follows.
1) In this study, the new RPP scheme is proposed and investigated for redundant robot manipulators, where the end-effector planning and joint-angle repeatability with sufficient accuracy can be guaranteed. 2) In this study, theoretical analysis is presented to show the property of the proposed RPP scheme. Computer simulations are conducted to demonstrate the effectiveness and superiority of the proposed RPP scheme.
3) The results indicate that the end-effector planning accuracy using the proposed RPP scheme is in the order of O(η 3 ), where η denotes the sampling gap. To the best of our knowledge, this is the first time to provide the RPP scheme with cube end-effector planning accuracy for redundant robot manipulators.
II. PRELIMINARY AND RPP SCHEME
In this section, the preliminary on the path planning of redundant robot manipulators is presented. Then, the pseudoinverse-type continuous-time RPP scheme in the previous study [18] is given for redundant robot manipulators.
A. PATH PLANNING
With regard to redundant robot manipulators, the path planning (or say, the inverse kinematics) is generally described as that, when giving the desired end-effector path x d (t) ∈ R m , the corresponding joint angle vector q(t) ∈ R n needs to be determined in real time t. Mathematically, the path planning of redundant robot manipulators can be realized by solving the nonlinear kinematic equation as follows [2] , [21] :
where ϕ(·) : R n → R m denotes the nonlinear mapping [2] , [21] . Note that, m < n in (1), and an infinite number of q(t) would exist for a given x d (t).
By differentiating (1) with respect to t, the path planning of redundant robot manipulators can be investigated at the jointvelocity level as follows:
whereq ∈ R n denotes the joint velocity vector, J (q) ∈ R m×n denotes the Jacobian matrix, andẋ d ∈ R m denotes the time derivative of x d . On the basis of (2), the following path planning approach with the pseudoinverse-type formulation is presented for redundant robot manipulators [2] , [21] :
where P ∈ R n×m denotes the pseudoinverse matrix of J , I ∈ R n×n denotes the identity matrix, and c ∈ R n denotes the vector that is selected by optimization criteria [2] . Notably, different selections of c in (3) result in different path planning schemes for redundant robot manipulators.
B. CONTINUOUS-TIME RPP SCHEME
As mentioned previously, achieving the RPP is a significant issue in redundant robot manipulators. In [18] , De Luca et al. presented the following pseudoinverse-type RPP scheme, which can be obtained by selecting c = µ(q 0 − q) in (3):
where q 0 ∈ R n denotes the initial state of joint angle, and µ > 0 ∈ R denotes the design parameter that makes the scheme (4) achieve RPP. As for the RPP scheme (4), its effectiveness has been demonstrated via theoretical analysis and simulation results in [18] . It is worth mentioning that the RPP scheme (4) may introduce the divergence problem of the end-effector planning error. By adding the feedback to (4), the following continuous-time RPP scheme is further obtained for redundant robot manipulators [18] :
where κ > 0 ∈ R denotes the feedback gain, and e = ϕ(q) − x d ∈ R m denotes the end-effector planning error.
Lemma 1: The presented scheme (5) has the property of achieving the RPP for redundant robot manipulators.
Proof: See [18] .
III. FORMULATION OF DISCRETE-TIME RPP SCHEME
This section presents the numerical difference formula in [26] , and proposes the new discrete-time RPP scheme for redundant robot manipulators.
In [26] , a special numerical difference formula was designed by Zhang et al. for the first-order derivative approximation. Such a difference formula is given bẏ
where f (·) : R → R denotes the objective function and η ∈ R denotes the sampling gap. In addition,
For better understanding, the derivation of the difference formula (6) is provided in the Appendix. This difference formula is theoretically proven to have a truncation error of O(η 2 ) [26] .
Recall the presented RPP scheme (5) . It is depicted in a continuous-time form and can thus be discretized to derive a new RPP scheme for redundant robot manipulators. Specifically, according to (6), the following difference rule is used for approximating joint velocityq k =q(t k = kη) at time t k :
where joint angle q k = q(t k = kη). By using (7) to discretize (5), the new discrete-time RPP scheme proposed for redundant robot manipulators is thus obtained as follows:
where
, and e k = ϕ(q k ) − x dk . In addition, h = κη > 0 ∈ R denotes the step size, and ν = µη > 0 ∈ R denotes the RPP parameter.
To finish the initialization process for the proposed RPP scheme (8), the following computation is exploited to determine the values of q 1 and q 2 for a given initial state q 0 :
Remarks: The comparison and difference between this study and the previous study [6] are provided as follows.
1) The difference formula (6) is used to discretize a minimum norm velocity (MVN) scheme in [6] , while (6) is used to discretize a RPP scheme in this study.
2) The resultant scheme in [6] does not have the property of realizing the RPP, while the proposed scheme (8) in this study can effective in realizing the RPP (which is verified by the results in Section V).
3) The simulations in [6] are performed on a fivelink robot manipulator (being a planar manipulator),
Structure of the PUMA560 robot manipulator for simulations [14] .
while the simulations in this study are performed on a PUMA560 robot manipulator (being a space manipulator). In summary, the previous study [6] presents the investigation on the discretization of a MVN scheme, whereas this study presents the investigation on the discretization of a RPP scheme. Evidently, these two schemes are different, thereby making [6] and this study differ from each other.
IV. THEORETICAL ANALYSIS AND RESULTS
In this section, the theoretical analysis and results are presented to show the property of the proposed RPP scheme (8) .
Lemma 2: The proposed RPP scheme (8) is zero stable and consistent.
Proof: With regard to the proposed RPP scheme (8), the zero stability can be analyzed via the characteristic polynomial, and the consistency can be analyzed via the truncation error [27] .
According to Lemma 2 and [27] , it can be concluded that the proposed RPP scheme (8) is convergent with the truncation error being O(η 3 ). Furthermore, when k is sufficiently large, the following result is obtained:
where q k denotes the solution computed by (8) , and q * k = q * (t k = kη) denotes a theoretical solution satisfying ϕ(q * k ) − x dk = 0 at any time t k ∈ {0, η, 2η, · · · , T }, with T denoting the end-effector path planning duration.
Recall the RPP description of redundant robot manipulators. The joint angle state at the final time should return to the initial joint angle state. Mathematically, it can be depicted as q * T = q * (t k = T ) → q 0 . In consideration of Lemma 1 and (9), and in view of that the proposed scheme (8) is the discrete-time form of (5), the scheme (8) can still enable the 
where ∈ R n denotes the vector with each element being a sufficient small value, and | · | denotes the absolute operator. Hereafter, if each element of in (10) is sufficient small (e.g., being in the order of 10 −6 ), then the RPP of a redundant robot manipulator is considered to be realized. Lemma 3: In addition to realizing the RPP, the proposed RPP scheme (8) has a cube pattern in the end-effector planning accuracy. That is, the end-effector planning error e k is in the order of O(η 3 ).
Proof: On the basis of (9), when k is sufficiently large, the following result for the end-effector planning error is obtained:
Evidently, (11) indicates that the end-effector planning error e k using the proposed RPP scheme (8) is in the order of O(η 3 ), thereby indicating the cube pattern of (8) in the end-effector planning accuracy. The proof is thus completed. In summary, the above theoretical analysis and results show the property of the proposed RPP scheme (8) for redundant robot manipulators.
V. SIMULATION COMPARISON AND VERIFICATION
In this section, comparative simulation results on the basis of the PUMA560 robot manipulator with different path planning examples are provided to demonstrate the effectiveness and superiority of the proposed RPP scheme (8) . The PUMA560 robot manipulator, which is shown in Fig. 1 , has six DOF and operates in the three-dimensional space. In the simulations, only the PUMA560 end-effector position is considered, and thus this robot manipulator is viewed as a redundant one [14] . In addition, the initial state of joint angle is set as q 0 = [0; 0; 0; 0; 0; 0] rad, and the path planning duration is set as T = 10 s.
A. TRICUSPID PATH PLANNING
In this subsection, the proposed RPP scheme (8) is simulated on the PUMA560 robot manipulator, where the desired endeffector planning path is a tricuspid path.
Example 1: First, we focus on investigating the effect of the RPP parameter ν on the proposed scheme (8) . The corresponding simulation results are shown in Figs. 2 and 3 and Table 1 .
Specifically, Fig. 2 and the first column in Table 1 present the results synthesized using the proposed scheme (8) with η = 0.01, h = 0.5, and ν = 0, where time t ∈ {0, 0.01, 0.02, · · · , 10} s. As shown in Fig. 2(a) and (b) , the PUMA560 end-effector effectively finishes the tricuspid TABLE 1. Joint error between the initial and final states, i.e., |q 0 − q T |, using the proposed RPP scheme (8) with η = 0.01 and different values of h and ν for the tricuspid path planning example. path planning task, where the maximal planning error is 7.173 × 10 −7 m. It is worth pointing out here that there does not exist the divergence problem in the end-effector planning error, as shown in Fig. 2(b) . This phenomenon indicates that the feedback introduction to (8) is necessary. However, as shown in Fig. 2(c) , there exists the non-repetitive phenomenon in the joint angle solution computed by (8) with ν = 0. That is, the final joint state q T does not return to the initial joint state q 0 . Furthermore, as shown in the first column in Table 1 , the joint error between q 0 and q T is relatively large, which implies that q 0 and q T do not match well with each other. These results indicate that the proposed scheme (8) would be ineffective in realizing the RPP for the PUMA560 robot manipulator when setting the value of ν to be zero. Fig. 3 and the second column in Table 1 show the results synthesized using the proposed RPP scheme (8) with η = 0.01, h = 0.5, and ν = 0.5 (being a non zero value). As presented in Fig. 3(a) and (b), the PUMA560 end-effector also successfully completes the tricuspid path planning task, where the maximal planning error is 7.380 × 10 −7 m and no divergence problem arises in the planning error. In addition, Fig. 3 (c) presents the repetitive phenomenon in the joint angle solution computed by (8) with ν = 0.5. That is, the final joint state q T returns to the initial joint state q 0 . Moreover, the second column in Table 1 shows that the joint error between q 0 and q T is small and is in the order of 10 −9 . Evidently, q 0 and q T match well with each other. These results indicate that the proposed scheme (8) is effective in realizing the RPP for the PUMA560 robot manipulator when setting ν to be a non zero value (or say, ν > 0).
In summary, the above simulation results demonstrate the effective performance of the proposed RPP scheme (8) on the PUMA560 robot manipulator.
Example 2: Second, we focus on investigating the effect of the sampling gap η on the proposed RPP scheme (8) . Fig. 4 and the third column in Table 1 present the simulation results synthesized using the proposed RPP scheme (8) with η = 0.01, h = 0.6 and ν = 0.5. It follows from Fig. 4(a) and (b) that the tricuspid path planning task is effectively fulfilled by the PUMA560 robot manipulator. Fig. 4(b) also shows that the maximal planning error is 6.156 × 10 −7 m, and there does not encounter the error divergence problem. As shown in Fig. 4(c) , the joint angle solution computed by (8) presents the repetitive phenomenon in terms of the final joint state q T returning to the initial state q 0 . Furthermore, as shown in the third column in Table 1 , the joint error between q 0 and q T is in the order of 10 −9 , thereby indicating that q 0 and q T are close to each other. Notably, comparing the second with third columns in Table 1 shows that, to some extent, increasing the value of h will improve the joint angle repetitive accuracy (but do not have much effect on accuracy improvement). These simulation results indicate that the RPP of the PUMA560 robot manipulator is successfully realized by the proposed scheme (8) .
By changing the value of η from 0.01 to 0.001, the proposed RPP scheme (8) is simulated, and the corresponding results are shown in Fig. 5 . Evidently, Fig. 5(a) and (b) present that the PUMA560 end-effector trajectory match well with the tricuspid path with a small planning error (being in the order of 10 −10 m). Fig. 5(c) denotes the repetitive phenomenon in the joint angle solution computed by (8) . These results demonstrate again the effective performance of the proposed RPP scheme (8) . Besides, by comparing Fig. 4(b) with Fig. 5(b) , the end-effector planning error is reduced by 1000 times (i.e., from 10 −7 to 10 −10 ) with η decreasing by 10 times. It follows from this comparison that the end-effector planning error changes in the manner of O(η 3 ), thus confirming the cube pattern for (8) in the end-effector planning accuracy. This finding also coincides with the theoretical results given in Section IV. Notably, the joint error between the initial state q 0 and the final state q T is in the order of 10 −13 . Obviously, the joint error is also reduced considerably, when the value of η decreases. These observations indicate that the sampling gap η is an important fact to improve the performance of the proposed RPP scheme (8) .
In summary, the above simulation results demonstrate the effectiveness and superiority of the proposed RPP scheme (8) on the PUMA560 robot manipulator.
Example 3: Third, we focus on investigating the effect of the step size h on the proposed RPP scheme (8) . The corresponding simulation results are shown in Figs. 6-8 and the fourth column in Table 1 . Specifically, Fig. 6 and the fourth column in Table 1 present the results synthesized using the proposed RPP scheme (8) with η = 0.01, h = 0 and ν = 0.5. As shown in Fig. 6 and the fourth column in Table 1 , the RPP of the PUMA560 robot manipulator is realized by (8) , where the joint error is in the order of 10 −6 . However, the end-effector planning error shown in Fig. 6(b) is relatively large. These results indicate that the proposed RPP scheme (8) may be less effective in the PUMA560 robot manipulator when setting the value of h to be zero.
By simulating the proposed RPP scheme (8) with η = 0.01, ν = 0.5, and different h, the related results are presented in Fig. 7 . Note that the profiles of robot trajectory and joint angle are similar to those in Fig. 4 , and are thus omitted here. Evidently, Fig. 7 indicates again the effectiveness of (8) in terms of a small end-effector planning error (and a small joint error). In addition, it follows from the comparison between Fig. 6(b) and Fig. 7 that a non zero value of h can increase the end-effector planning accuracy, i.e., 10 −5 versus 10 −7 . This comparative result shows that the performance of the proposed RPP scheme (8) can be further improved by increasing the value of h, thus indicating the importance of h to (8) .
For further investigation, the proposed RPP scheme (8) is simulated by changing the value of η from 0.01 to 0.001. The corresponding results are shown in Fig. 8 , which verify that (8) is effective in realizing the RPP of the PUMA560 robot manipulator. More importantly, the comparison between Fig. 7 and Fig. 8 denotes the manner of O(η 3 ) (or say, the cube pattern) for (8) in the end-effector planning accuracy. That is, by decreasing the value of η by 10 times, the end-effector planning error is reduced by 1000 times. The superiority of the proposed RPP scheme is thus demonstrated.
In summary, the above simulation results substantiate the effectiveness and superiority of the proposed RPP scheme (8) on the PUMA560 robot manipulator.
B. RHODONEA AND CIRCULAR PATHS PLANNING
In this subsection, the proposed RPP scheme (8) with η = 0.01, h = 0.6 and ν = 0.5 is simulated on the PUMA560 robot manipulator, where the desired end-effector planning paths are a Rhodonea path and a circular path. Fig. 9 and the first column in Table 2 show the simulation results synthesized using the proposed RPP scheme (8) for the Rhodonea path planning example. As presented in Fig. 9(a) and (b) , the PUMA560 end-effector trajectory matches well with the desired path with a small planning error, thus indicating the effective performance of (8) . As presented in Fig. 9 (c) and the first column in Table 2 , the repetitive phenomenon in the joint angle solution computed by (8) is observed. These results denote that the proposed scheme (8) enables the RPP for the PUMA560 robot manipulator. Fig. 10 and the second column in Table 2 present the simulation results synthesized using the proposed RPP scheme (8) for the circular path planning example. These results indicate again that (8) is effective in the PUMA560 robot manipulator. That is, the PUMA560 end-effector trajectory is close to the desired path with a small planning error, and there exits the joint angle repetitive phenomenon with a small joint error.
In summary, the above simulation results further demonstrate the effectiveness and superiority of the proposed RPP scheme (8) on the PUMA560 robot manipulator.
VI. CONCLUSION
In this study, the RPP of redundant robot manipulators is further investigated by proposing the new discrete-time RPP scheme (8) . Such a scheme is derived from the discretization of the previous continuous-time RPP scheme (5) by using the numerical difference rule (7) . Then, it is theoretically shown that the proposed RPP scheme (8) has the cube pattern in the end-effector planning accuracy. That is, the planning accuracy via (8) changes in the manner of O(η 3 ). Comparative simulation results on the basis of the PUMA560 robot manipulator demonstrate the effectiveness and superiority of the proposed RPP scheme (8) . Furthermore, the following remarks are presented by summarizing these simulation results.
1) The RPP parameter ν is to guarantee the RPP property of the proposed scheme (8) . It must be a positive value (i.e., ν > 0). Changing the value of ν has a direct influence on the joint-angle repetitive accuracy, but generally do not influence the end-effector planning accuracy. 2) The sampling gap η is to guarantee the end-effector planning accuracy and the joint-angle repetitive accuracy via the proposed RPP scheme (8) . In addition, there exists the cube pattern for (8) in the end-effector planning accuracy, i.e., the planning accuracy increases by 1000 times when the value of η decreases by 10 times.
3) The step size h is to guarantee the non-divergent endeffector planning error and the end-effector planning accuracy via the proposed RPP scheme (8) . It must be a positive value (i.e., h > 0). Increasing the value of h in a suitable range will increase the end-effector planning accuracy (and also the joint-angle repetitive accuracy) to some extent. Therefore, a non zero value of ν, a small value of η, and a relatively large value of h will result in the proposed RPP scheme (8) with guaranteed end-effector planning accuracy and joint-angle repetitive accuracy.
With regard to the RPP of redundant robot manipulators, one future research direction can be the investigation of designing discrete-time schemes by considering joint limits [19] , [20] , [23] . Another future research direction can be the investigation of designing discrete-time schemes by considering additive noise [21] , [22] , [28] . By following this study, the proposed RPP scheme (8) is expected to be applied to the actual robot manipulators.
APPENDIX
In this appendix, the derivation of the numerical the difference formula (6) for the first-order derivative approximation is provided [26] . Specifically, with regard to an objective function f (·), we have the Taylor series expansion as follows [29] :
f (t k−2 ) = f (t k ) − 2ηḟ (t k ) + 2η 2f (t k ) + O(η 3 ), (14) whereḟ (t k ) andf (t k ) denote respectively the first-order and second-order derivatives of f (t k ). Then, by using ''26×(12)+ 18 × (13) − 11 × (14)'', we have the following result:
which is reformulated as below:
− 11f (t k−2 ) /30η + O(η 2 ). (15) Dropping O(η 2 ) from (15) exactly yields the difference formula (6) . This result also shows that (6) has a truncation error of O(η 2 ) [26] . The derivation of (6) is thus completed.
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