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Abstract A Parity-Time (PT)-symmetric system with
periodically varying-in-time gain and loss modeled by
two coupled Schro¨dinger equations (dimer) is studied.
It is shown that the problem can be reduced to a per-
turbed pendulum-like equation. This is done by finding
two constants of motion. Firstly, a generalized problem
using Melnikov type analysis and topological degree ar-
guments is studied for showing the existence of peri-
odic (libration), shift periodic (rotation), and chaotic
solutions. Then these general results are applied to the
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PT-symmetric dimer. It is interestingly shown that if
a sufficient condition is satisfied, then rotation modes,
which do not exist in the dimer with constant gain-loss,
will persist. An approximate threshold for PT-broken
phase corresponding to the disappearance of bounded
solutions is also presented. Numerical study is presented
accompanying the analytical results.
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1 Introduction
We study the coupled Schro¨dinger equations
ıu˙1 = −u2 − |u1|2u1 − ıγ(t)u1
ıu˙2 = −u1 − |u2|2u2 + ıγ(t)u2, (1)
with a Kerr non-linearity where γ(t) is a gain-loss pa-
rameter. It is easy to see that (1) is invariant under the
exchange
(u1, u2, u˙1, u˙2, t, ı) 7→ (u2, u1,−u˙2,−u˙1,−t,−ı), (2)
known as Parity-Time (PT) symmetry [9], provided
that γ(t) is even. However, for the sake of complete-
ness, in this paper we consider a general, possibly not
even, γ(t). In this case, we may consider a formal sym-
metry in the sense that under the transformation
(u1, u2, u˙1, u˙2, t, ı) 7→ (u2, u1, u˙2, u˙1,−t,−ı),
the new equations have (u1(−t), u2(−t)) as a solution
whenever (u1(t), u2(t)) solves (1). In this context, the
PT-symmetry [9] can be referred to as PT-reversibility.
Equations (1) without nonlinearity with time-inde-
pendent γ were derived in [21] as a finite dimensional
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reduction of mode guiding optical systems with gain
and loss regimes [44,35]. The following successful ex-
periments [28,45] have stimulated extensive studies on
the PT systems, including the interplay between the
symmetry and nonlinearity [38,20,42,47,40,2]. Later,
equations similar to (1) were also derived [43] modeling
Bose-Einstein condensates with PT-symmetric double-
well potentials [12,25,30,16].
The study of the above systems with equal and con-
stant gain and loss were motivated by a relatively re-
cent postulate in quantum physics that Hamiltonian
operators do not have to be self-adjoint (Hermitian) for
the potential physical relevance; non-Hermitian opera-
tors only need to respect Parity (P) and time-reversal
(T) symmetries and the spectrum of the operators can
be real if the strength of the anti-Hermitian part, i.e.
γ ≡ const in (1), does not exceed a critical value [7–9].
Above the critical value, the systems are said to be in
the PT-broken phase regime.
Note that system (1) with constant γ was firstly
proposed and studied in [13,32,33]. Equation (1) was a
particular case of a notably integrable dimer, where it
was shown that the general system could be reduced to
a first-order differential equation with polynomial non-
linearity and possesses blow-up solutions [32,33]. The
solution dynamics of (1) in that case has been studied
in [41,34,3,4].
Recently, (1) with a gain and loss parameter that is
periodically a function of time was considered in [31].
By deriving an averaged equation, the rapid modulation
in time of the gain and loss profile was shown to pro-
vide a controllable expansion of the region of exact PT-
symmetry, depending on the strength and frequency of
the imposed modulation. In the presence of dispersion
along the direction perpendicular to the propagation
axis, rapidly modulated gain and loss was shown to sta-
bilize bright solitons [19]. The same system featuring a
”supersymmetry” when the gain and loss are equal to
the inter-core coupling admits a variety of exact solu-
tions (we focus on solitons), which are subject to a spe-
cific subexponential instability [18]. However, the ap-
plication of the ”management” in the form of periodic
simultaneous switch of the sign of the gain, loss, and
inter-core coupling, effectively stabilizes solitons, with-
out destroying the supersymmetry [18]. A significant
broadening of the quasienergy spectrum, leading to a
hyperballistic transport regime, due to a time-periodic
modulation has also been reported in [48]. When the
damping and gain factor varies stochastically in time,
it was shown in [36] that the statistically averaged in-
tensity of the field grows. A different, but similar dimer
to (1) involving a parametric (ac) forcing through pe-
riodic modulation of the coupling coefficient of the two
degrees of freedom was considered recently in [15]. It
was reported that the combination of the forcing and
PT-symmetric potential exhibits dynamical charts fea-
turing tongues of parametric instability, whose shape
has some significant differences from that predicted by
the classical theory of the parametric resonance in con-
servative systems.
In this work, we consider (1) with time-varying γ
whose modulation period is O(1). Using Melnikov type
analysis and topological degree arguments, we prove
and derive conditions for the existence of periodic (li-
bration), shift periodic (rotation), and chaotic solutions
in the system. Note that the existence of bounded rota-
tion modes for the phase-difference of the dimer wave-
functions is a novel and interesting feature as they cease
to exist in the time-independent γ [41]. We also derive
an approximate threshold for PT-broken phase corre-
sponding to the disappearance of bounded solutions.
The paper is organized as follows. In Section 2, we
reduce the governing equation (1) into
ψ¨ = 4
(
c2 sinψ + γ(t)z
)
,
z˙ = γ(t)ψ˙,
(3)
which becomes the main object which we study in this
paper. In Section 3, we consider a more general problem
than (3) of the form
ψ¨ = f(ψ) + γ(t)h(z)
z˙ = γ(t)ψ˙
(4)
where γ(t) is 1−periodic and f(ψ), h(z) are specified
later. First we consider small forcings (see (15)) and we
derive Melnikov type conditions for bifurcation of sub-
harmonics, shift-subharmonics and heteroclincs/homo-
clinics. We also discuss the persistence of these solutions
when (4) is reversible symmetric. Then an averaging-
like result concerning the existence of periodic solutions
is proved when all terms of (4) are small (see (26)).
We return back to general (4) in Section 4 and use
topological degree arguments for showing odd-periodic,
shift-periodic and anti-periodic solutions under certain
symmetric properties of (4). In Section 5, we apply re-
sults of Sections 3 and 4 to (3). In Section 6 we present
numerical integrations of (3) illustrating the analytical
results derived in the previous sections.
2 Model reduction
To simplify (1), by following [41], we use polar form
uj(t) = |uj(t)| eıφj(t), j = 1, 2,
Dynamics of generalized PT-symmetric dimers with time periodic gain-loss 3
by assuming u1(t)u2(t) 6= 0. Clearly
u˙j(t) =
(
d
dt
|uj(t)|+ ı|uj(t)|dφj(t)
dt
)
eıφj , j = 1, 2.
Hence setting θ(t) := φ2(t) − φ1(t) and separating (1)
into the real and imaginary parts, we have
d
dt
|u1(t)| = −|u2(t)| sin θ(t) − γ(t)|u1(t)|,
d
dt
|u2(t)| = |u1(t)| sin θ(t) + γ(t)|u2(t)|,
d
dt
θ(t) =
(|u2(t)|2 − |u1(t)|2)(1− cos θ(t)|u1(t)||u2(t)|
)
.
(5)
Then it can be shown
d
dt
(|u1(t)|2|u2(t)|2 − 2|u1(t)||u2(t)| cos θ(t)) = 0.
So we obtain
c4 = 1 + |u1(t)|2|u2(t)|2 − 2|u1(t)||u2(t)| cos θ(t). (6)
Note
1 + |u1(t)|2|u2(t)|2 − 2|u1(t)||u2(t)| cos θ(t)
= (1− |u1(t)||u2(t)|)2 + 2(1− cos θ(t))|u1(t)||u2(t)| ≥ 0.
Hence the constant c ≥ 0 in (6) is well defined. We study
c > 0 in this paper. Note c 6= 1 implies u1(t)u2(t) 6= 0.
Next, using (6), we introduce a new variable ψ as follows
c2 sinψ(t) = |u1(t)||u2(t)| sin θ(t),
c2 cosψ(t) = |u1(t)||u2(t)| cos θ(t) − 1. (7)
From (5) and (7), we obtain(|u1(t)|2 − |u2(t)|2) |u1(t)||u2(t)| sin θ(t)
=
d
dt
(|u1(t)||u2(t)| cos θ(t)) = d
dt
(
c2 cosψ(t)
)
= −c2ψ˙(t) sinψ(t) = −ψ˙(t)|u1(t)||u2(t)| sin θ(t),
which implies
ψ˙(t) = |u2(t)|2 − |u1(t)|2. (8)
Differentiating (8) and using (5), (7), we arrive at
ψ¨(t) = 4|u1(t)||u2(t)| sin θ(t) + 2γ(t)
(|u1(t)|2 + |u2(t)|2)
= 4c2 sinψ(t) + 2γ(t)
(|u1(t)|2 + |u2(t)|2) .
(9)
On the other hand, using (5) and (8), we obtain
d
dt
(|u1(t)|2 + |u2(t)|2)
= 2γ(t)
(|u2(t)|2 − |u1(t)|2) = 2γ(t)ψ˙(t). (10)
Finally setting
z(t) :=
|u1(t)|2 + |u2(t)|2
2
,
(9) and (10) give (3).
Remark 1 Introducing the power P := |u1|2+ |u2|2 and
the probability difference between the two waveguides
∆ := |u2|2 − |u1|2, and using (5), (8)-(10), instead of
(3), we obtain from (1) [41]
P˙ = 2γ(t)∆
∆˙ = 2γ(t)P + 2
√
P 2 −∆2 sin θ
θ˙ = ∆
(
1− 2 cos θ√
P 2 −∆2
)
,
(11)
which reduces to the common pendulum-like system
for wavefunctions in a double-well potential when γ ≡
0 (see [41] and references therein). Note P 2 − ∆2 =
4|u1|2|u2|2, so P 2 > ∆2 if and only |u1||u2| 6= 0. Then
c4 = 1 +
P 2(t)−∆2(t)
4
−
√
P 2(t)−∆2(t) cos θ(t).
Furthermore, one can compare the first equation of (11)
with (8) to obtain
P˙ =
d
dt
(2γψ)− 2γ˙ψ, (12)
which can be integrated to yield
P = 2γψ − 2
∫
γ˙ψ dt. (13)
Using equations (7), (8) and (13) in the second equation
of (11) will yield the equation
1
4
ψ¨ = c2 sinψ + γ2ψ − γ
∫
γ˙ψ dt, (14)
which becomes (3) with z(t) = γψ − ∫ γ˙ψ dt.
3 General bifurcation results and related topics
We study the coupled system
ψ¨ = f(ψ) + εγ(t)h(z)
z˙ = εγ(t)ψ˙
(15)
where γ(t) is 1−periodic and C2-smooth, f(ψ), h(z) are
C2 and ε ∈ R is small. Set:
F (ψ) =
∫ ψ
0
f(u)du, H(z) =
∫ z
0
h(u)du.
From (15) it easy to derive the relation
d
dt
[
ψ˙2 − 2F (ψ)− 2H(z)
]
= 0,
i.e.,
ψ˙2 − 2F (ψ)− 2H(z) = 2d (16)
for a constant d ∈ R. Of course, (16) holds even if γ(t)
is not periodic.
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Remark 2 The same first integral is such for the system
ψ¨ = f(ψ) + εγ(t)h(z)h1(z)
z˙ = εγ(t)h1(z)ψ˙
(17)
where h1(z) is C
2.
We assume that
(C1) H : I → J is a diffeomorphism from the open inter-
val I ⊆ R into the open interval J ⊆ R, i.e., h(z) 6= 0
for any z ∈ I.
Then we have:
z = H−1
(
ψ˙2
2
− F (ψ)− d
)
, (18)
provided ψ˙
2
2 − F (ψ)− d ∈ J and (15) is reduced to
ψ¨ = f(ψ) + εγ(t)h
(
H−1
(
ψ˙2
2
− F (ψ)− d
))
. (19)
This equation must be solved so that its solution satis-
fies ψ˙
2(t)
2 − F (ψ(t)) − d ∈ J for any t in some interval
(or t ∈ R if we look for globally defined solutions).
Setting ε = 0 into (19) we obtain the unperturbed
equation:
ψ¨ = f(ψ). (20)
We assume that
(H1) equation (20) has a family of periodic solutions
ψλ(t) = ψλ(t+ Tλ) (21)
with periods Tλ ∈ R and ψ˙λ(t) is the unique, up to a
multiplicative constant, Tλ−periodic solution of the
variational equation ψ¨ = f ′(ψλ(t))ψ.
Remark 3 Assuming that dependence on λ in (21) is
C1-smooth, from (20) we derive that ψ˙λ(t) and
∂
∂λψλ(t)
solve ψ¨ = f ′(ψλ(t))ψ. But from (21) we have
ψ˙λ(t) = ψ˙λ(t+ Tλ),
∂
∂λ
ψλ(t) =
∂
∂λ
ψλ(t+ Tλ) + ψ˙λ(t+ Tλ)
∂
∂λ
Tλ.
Hence ∂∂λψλ(t) is Tλ-periodic if and only if
∂
∂λTλ = 0.
This observation is well-known but we presented it here
for the reader’s convenience.
Next we assume that for some λ ∈ R the resonance
condition
(R) Tλ =
p
q for p, q ∈ N
holds. Using (20) we see that cλ ∈ R exists so that
ψ˙2λ(t)
2
− F (ψλ(t)) = cλ.
Then we assume:
(H2) cλ − d ∈ J .
Condition (H2) guarantees that
ψ˙2λ(t)
2
− F (ψλ(t)) − d ∈ J
for any t ∈ R.
Now, we follow the standard subharmonic Melnikov
method [10,14,27] to (19) based on the Lyapunov-Schmidt
method, but for reader’s convenience we present more
details. First, we take Banach spaces
X :=
{
ψ ∈ C2(R,R) | ψ(t+ T ) = ψ(t)∀t ∈ R}
Y := {ψ ∈ C(R,R) | ψ(t+ T ) = ψ(t)∀t ∈ R}
with the usual maximum norms ‖ψ‖2 and ‖ψ‖0, respec-
tively, where T = p = qTλ, so that ψλ(t) is T−periodic.
We want to find solutions in X of (19) such that
ψ˙2(t)
2
− F (ψ(t))− d ∈ J (22)
and ψ(t + T ) = ψ(t), for any t ∈ R. We consider the
open subset Ω ⊂ X of those ψ ∈ X such that (22)
holds. For any ψ ∈ Ω we set
F(ψ, ε)(t)
= ψ¨ − f(ψ)− εγ(t)h
(
H−1
(
ψ˙2
2
− F (ψ)− d
))
.
Note that, for any α ∈ R the function ψλ(· + α) : t 7→
ψλ(t+ α) satisfies (22) and
F(ψλ(·+ α), 0)(t) = 0.
Then F(ψ, 0) vanishes on the one-dimensional manifold
M = {ψλ(·+ α) | α ∈ R}. The tangent space to M at
the point ψλ(·+ α0) is
Tψλ(·+α0)M = span{ψ˙λ(·+ α0)}
and of course the linear map
L : ψ 7→ ψ¨ − f ′(ψλ(t+ α0))ψ
vanishes on Tψλ(·+α0)M. From (H1) it follows that
NL = Tψλ(·+α0)M.
Next, it is well known (see [14,27]) that b(t) ∈ Y be-
longs to RL if and only if∫ T
0
u(t)b(t) dt = 0
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for any T−periodic solution u(t) of ψ¨ = f ′(ψλ(t+α0))ψ.
But then, since the space of periodic solutions of this
equation is spanned by ψ˙λ(·+α0), we conclude that the
equation
ψ¨ − f ′(ψλ(t+ α0))ψ = b(t)
has a periodic solution (i.e. b(t) ∈ RL) if and only if∫ T
0
ψ˙λ(t+ α0)b(t)dt = 0.
Finally,
∂
∂ε
F(ψλ(·+ α0), 0)
= −γ(t)h
(
H−1
(
ψ˙2λ(·+ α0)
2
− F (ψλ(·+ α0))− d
))
= −γ(t)h(H−1(cλ − d)).
Then, from the well-known Poincare´-Melnikov theory
we obtain the following result:
Theorem 1 Suppose that (H1), (R) and (H2) hold and
that the Melnikov function
Mλ(α) :=
∫ T
0
ψ˙λ(t+ α)γ(t)dt
has a simple zero at some α = α0. Then there exists
ρ > 0 such that for any ε sufficiently small there exists
a unique α(ε) (C1 with respect to ε) such that |α(ε) −
α0| → 0 as ε → 0 and such that equation (19) has a
unique p−periodic solution ψ(t, ε) satisfying:
‖ψ(t, ε)− ψλ(t+ α(ε))‖2 ≤ ρ.
Moreover ‖ψ(t, ε)− ψλ(t+ α(ε))‖2 → 0 as ε→ 0.
Now suppose
(C2) f(ψ + 2π) = f(ψ), F (ψ + 2π) = F (ψ),
(H3) equation (20) has a family of T
l
λ−shift-periodic so-
lutions
ψlλ(t+ T
l
λ) = ψ
l
λ(t) + 2π (23)
with shift-periods T lλ ∈ R and ψ˙lλ(t) is the unique,
up to a multiplicative constant, T lλ−periodic solu-
tion of the variational equation ψ¨ = f ′(ψlλ(t))ψ.
Using again (20) we see that clλ ∈ R exists so that
ψ˙l2λ (t)
2
− F (ψlλ(t)) = clλ.
Then Theorem 1 can be directly extended as follows.
Theorem 2 Suppose that (C2), (H3) and
(R′) T lλ =
p
q for p, q ∈ N,
(H ′2) c
l
λ − d ∈ J
hold and that the Melnikov function
M lλ(α) :=
∫ T
0
ψ˙lλ(t+ α)γ(t)dt
has a simple zero at some α = α0. Then there exists
ρ > 0 such that for any ε sufficiently small there exists
a unique αl(ε) (C1 with respect to ε) such that |αl(ε)−
α0| → 0 as ε → 0 and such that equation (19) has a
unique p−shift-periodic solution ψ(t, ε) satisfying:
‖ψ(t, ε)− ψlλ(t+ αl(ε))‖2 ≤ ρ.
Moreover ‖ψ(t, ε)− ψlλ(t+ αl(ε))‖2 → 0 as ε→ 0.
Similarly we can study heteroclinic Melnikov bifur-
cation [5,14,26,27] to (15). In this case we assume
(H4) the unperturbed equation (20) has a heteroclinic or-
bit ψ∞(t) such that lim
t→±∞
ψ0(t) = ψ± and ψ± are
hyperbolic saddles of ψ¨ = f(ψ).
Note that if ψ+ = ψ− then ψ∞(t) is a homoclinic
orbit. Of course the quantity
ψ˙2
2
− F (ψ)
is constant along ψ∞(t). Setting
c∞ =
ψ˙∞(t)
2
2
− F (ψ∞(t))
we assume that
(H5) c∞ − d ∈ J .
Now we take functional spaces X = C2b (R,R) and
Y = Cb(R,R) and repeating the above arguments, we
have the following result.
Theorem 3 Under assumptions (H4) and (H5), there
exists ρ > 0 such that equation (19) has unique hyper-
bolic periodic solutions u±(t) in a neighborhood of ψ±
of radius ρ. Moreover, if the Melnikov function
M∞(α) :=
∫ ∞
−∞
ψ˙∞(t+ α)γ(t)dt
has a simple zero at some α = α0 then for any ε suffi-
ciently small there exists a unique α(ε) (C1 with respect
to ε) such that |α(ε)− α0| → 0 as ε→ 0 and such that
equation (19) has a unique heteroclinic (homoclinic) so-
lution ψ(t, ε) satisfying:
‖ψ(t, ε)− ψ∞(t+ α(ε))‖2 ≤ ρ.
Moreover ‖ψ(t, ε)− ψ∞(t+ α(ε))‖2 → 0 as ε→ 0 and
lim
t→±∞
|ψ(t, ε)− u±(t)| = 0.
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Remark 4 As a matter of fact, we have 1-parametric
families of subharmonic, shift-subharmonics and bounded
solutions parameterized by d. Moreover, by [27, p. 197],
these bounded solutions are accumulated with families
of subharmonics, shift-subharmonics from Theorem 1.
Furthermore, Theorem 3 implies the existence of chaos
near these bounded solutions creating heteroclinic cy-
cles (see [6] for more details). Now, γ(t) can be almost-
periodic.
Remark 5 Note that∫ T
0
Mλ(α)dα =
∫ T
0
∫ T
0
ψ˙λ(t+ α)γ(t)dtdα
=
∫ T
0
γ(t)
(∫ T
0
ψ˙λ(t+ α)dα
)
dt
=
∫ T
0
γ(t) (ψλ(t+ T )− ψλ(t)) dt
=
∫ qTλ
0
γ(t) (ψλ(t+ qTλ)− ψλ(t)) dt = 0,∫ T
0
M lλ(α)dα =
∫ qT lλ
0
γ(t)
(
ψlλ(t+ qT
l
λ)− ψλ(t)
)
dt
= 2πq
∫ T
0
γ(t)dt,∫ 1
0
M∞(α)dα =
∫ ∞
−∞
γ(t) (ψ∞(t+ 1)− ψ∞(t)) dt
=
∫ ∞
−∞
γ(t− 1)ψ∞(t)dt−
∫ ∞
−∞
γ(t)ψ∞(t)dt = 0.
So if either the subharmonic Melnikov function Mλ(α)
is not identically zero or
∫ T
0 γ(t)dt = 0 and the shift-
subharmonic Melnikov function M lλ(α) is not identi-
cally zero then they change signs over [0, T ] and hence
we have existence (but not uniqueness) results similar
to Theorems 1 and 2. The same argument holds for the
heteroclinic Melnikov function M∞(α) from Theorem
3 with the corresponding chaotic behavior (see [6] for
more details).
Remark 6 Writing (19) as a system
ξ˙ = f(ξ, t, ε), ξ = (ψ, θ), (24)
for
f(ξ, t, ε) :=
(
θ
f(ψ) + εγ(t)h
(
H−1
(
θ2
2 − F (ψ)− d
)))
we see that, when γ(−t) = γ(t), i.e., when γ(t) is even,
R1f(ξ, t, ε) = −f(R1ξ,−t, ε) (25)
for the reflection R1(ψ, θ) = (ψ,−θ). Condition (25)
means, that (24) is R1-reversible [17,23,24,49]. We may
suppose that the periodic solutions in (21) satisfy ψ˙λ(0) =
0. Then setting ξλ(t) = (ψλ(t), ψ˙λ(t)), all ξλ(t) intersect
transversally the fixed point set FixR1 = {ξ ∈ R2 |
R1ξ = ξ} = {(ϕ, 0)} in 2 points.
So each of these periodics is R1-symmetric, i.e., they
satisfy ξλ(t) = R1ξλ(−t) since ξλ(0) ∈ FixR1. So they
persist in (24) for ε small when γ(t) is even. Further-
more, if ψ∞(t) is homoclinic then we may again sup-
pose that ψ˙∞(0) = 0. Hence ξ∞(t) := (ψ∞(t), ψ˙∞(t))
intersects transversally the fixed point set FixR1 in one
point. So, it is R1-symmetric and it persists in (24) for
ε small. Moreover there is an accumulation of these R1-
symmetric periodics on the R1-symmetric homoclinic.
Next supposing that f(ψ) and γ(t) are odd, i.e.,
f(ψ) = −f(−ψ) and γ(t) = −γ(−t), and taking the
reflection R2(ϕ, θ) = (−ϕ, θ), we see that (24) is R2-
reversible. Note F (−ψ) = F (ψ), i.e., F (ψ) is even.
Then if the periodic solutions (21) and heteroclinic cy-
cle {ξ∞(t) | t ∈ R} ∪ {R2ξ∞(t) | t ∈ R} intersect
transversally the fixed point set FixR2 = {(0, θ)}, that
is, if each of these orbits is R2-symmetric, they persist
in (24) for ε small when γ(t) is odd. Of course, here we
suppose that ξλ(0), ξ∞(0) ∈ FixR2. Moreover, there is
again an accumulation of R2-symmetric periodic orbits
on the R2-symmetric heteroclinic cycle. Finally, if in ad-
dition (C2) and (H3) hold then we have the same persis-
tence and accumulation results for shift-subharmonics.
Finally, instead of (15) we consider the equation
ψ¨ = εf(ψ, ε) + εγ(t)h(z)
z˙ = εγ(t)ψ˙
(26)
where γ(t) is 1−periodic and C2-smooth, ε > 0 is small
and f(ψ, ε) is again C2-smooth. Arguing as before, (26)
is reduced to (see (19))
ψ¨ = εf(ψ, ε) + εγ(t)h
(
H−1
(
ψ˙2
2
− εF (ψ)− d
))
.
(27)
Note that, for ε = 0 equation (27) has the 1−periodic
solutions ψ(t) = α. Suppose that (27) has a 1−periodic
solution for any ε > 0 small uniformly bounded by M ,
so ‖ψ‖2 ≤M . Since
∫ 1
0 ψ˙(t)dt = 0, there is an t0 ∈ [0, 1)
such that ψ˙(t0) = 0. Then we derive
ψ˙(t) = ε
∫ t
t0
f(ψ(s), ε)
+γ(s)h
(
H−1
(
ψ˙(s)2
2
− εF (ψ(s))− d
))
ds
(28)
and hence taking absolute values and using the bound-
edness of ψ(t), and the smoothness of f , h and H−1 we
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see that
‖ψ˙‖0 = O(ε)
but then −d ∈ J¯ . We suppose (see (H2))
−d ∈ J. (29)
Next we note that the equation
ψ¨ = b(t) = b(t+ 1)
has a 1−periodic solution if and only if ∫ 10 b(t)dt = 0.
So, repeating the above method for (28) with the split-
ting
Y = Y1 ⊕ Y2, X = X1 ⊕X2,
Y1 := span{1}, Y2 :=
{
ψ ∈ Y
∣∣∣ ∫ 1
0
ψ(t)dt = 0
}
X1 := Y1, X2 := X ∩ Y2,
and the projections P : Y → Y1 and Q = I − P : Y →
Y2 defined as Pψ :=
∫ 1
0 ψ(t)dt, we get the next result
related to averaging theory [27,46].
Theorem 4 Suppose (29) and the Melnikov-like func-
tion
Maver(α) := f(α, 0) + h(H
−1(−d))
∫ 1
0
γ(t)dt (30)
has a simple zero at some α0 ∈ R. Then equation (27)
has a unique 1−periodic solution ψ(t) = α0 +O(ε) for
any ε sufficiently small.
4 Forced anti-symmetric periodic solutions
In this section we consider the problem of existence of
periodic solutions of the differential equation (4). As
we apply topological degree arguments [14,23,39], we
introduce a new parameter λ ∈ [0, 1], changing f(ψ)
with λf(ψ), and γ(t) with λγ(t):
ψ¨ = λf(ψ)+λγ(t)h
(
H−1
(
ψ˙2
2
− λF (ψ)− d
))
. (31)
Note that, for λ = 1 we have equation (19) with ε = 1
and with λ = 0 we obtain the equation ψ¨ = 0.
For any w ∈ J we have:
d
dw
H−1(w) =
1
H ′(H−1(w))
=
1
h(H−1(w))
hence from equation (31) we obtain:
d
dt
H−1
(
ψ˙(t)2
2
− λF (ψ(t)) − d
)
= λγ(t)ψ˙(t), (32)
which implies
H−1
(
ψ˙(t)2
2
− λF (ψ(t)) − d
)
= H−1
(
ψ˙(t0)
2
2
− λF (ψ(t0))− d
)
+ λ
∫ t
t0
γ(s)ψ˙(s)ds
that is
ψ˙(t)2
2
− λF (ψ(t))
= d+H
(
H−1
(
ψ˙(t0)
2
2
− λF (ψ(t0))− d
)
+λ
∫ t
t0
γ(s)ψ˙(s)ds
)
.
(33)
To proceed we recall the following Bihari’s inequal-
ity [11].
Theorem 5 If w(t) is a nonnegative continuous func-
tion such that:
w(t) ≤ α+
∫ t
0
f(s)g(w(s))ds
with a constant α > 0, g : [0,∞[→ [0,∞[ nondecreas-
ing continuous with g(u) > 0 if u > 0, and f(t) is
continuous with f(t) ≥ 0 for any t ≥ 0 then, with
G(x) =
∫ x
1
1
g(u)du,
w(t) ≤ G−1
(
G(α) +
∫ t
0
f(s) ds
)
for all t ≥ 0 for which G(α) + ∫ t
0
f(s) ds belongs to the
domain of G−1.
Suppose that (32), or (33), has a 1−periodic or a ho-
moclinic, solution ψ(t). Then at some point t0 it must
result ψ˙(t0) = 0. Motivated by this, we prove the fol-
lowing.
Lemma 1 Let Γ :=
∫ 1
0 |γ(s)|ds and assume the follow-
ing conditions hold:
i) |F (ψ)| ≤M for any ψ ∈ R,
ii) |H(z)| ≤ g(|z|) for any z ∈ R,
iii) [−d − λ supψ∈R F (ψ),−d − λ infψ∈R F (ψ)] ⊂ J for
any λ ∈ [0, 1],
iv) Γ <
∫ ∞
N+Γ
√
2(M+|d|)
du√
2g(u)
,
where
N := sup{|H−1(−λF (ψ)− d)| | ψ ∈ R, λ ∈ [0, 1]},
and g : [0,∞[→ [0,∞[ is a nondecreasing continuous
function satisfying g(r) > 0 for r > 0. Then there exists
a positive constant M1 such that for any λ ∈ [0, 1],
any 1−periodic solution ψ(t) of equation (33) whose
derivative vanishes at t0 ∈ [0, 1[ satisfies:
‖ψ˙‖0 ≤M1.
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Proof From equation (33) we get:
1
2
ψ˙(t)2 ≤ |d|+M
+g
(∣∣∣∣H−1 (−λF (ψ(t0))− d) + λ∫ t
t0
γ(s)ψ˙(s)ds
∣∣∣∣)
≤ |d|+M
+g
(∣∣H−1 (−λF (ψ(t0))− d)∣∣ + ∫ t
t0
|γ(s)ψ˙(s)|ds
)
≤ |d|+M + g
(
N +
∫ t
t0
|γ(s)ψ˙(s)|ds
)
for t ≥ t0. Note that here we need that
[−d− λ sup
ψ∈R
F (ψ),−d− λ inf
ψ∈R
F (ψ)] ⊂ J
for any λ ∈ [0, 1]. Then
|ψ˙(t)| ≤
√
2(|d|+M) + 2g
(
N +
∫ t
t0
|γ(s)ψ˙(s)|ds
)
≤
√
2(|d|+M) +
√
2g
(
N +
∫ t
t0
|γ(s)ψ˙(s)|ds
)
.
Setting w(t) := N +
∫ t
t0
|γ(s)ψ˙(s)|ds:
w′(t) ≤ |γ(t)|
√
2(|d|+M) + |γ(t)|
√
2g(w(t))
and then
w(t) ≤ N + Γ
√
2(|d|+M) +
∫ t
t0
|γ(s)|
√
2g(w(s)) ds.
Bihari’s inequality implies
w(t) ≤ G−1
(
G
(
N + Γ
√
2(|d|+M)
)
+
∫ t
t0
|γ(s)| ds
)
where G−1 is the inverse function of
G(x) :=
∫ x
1
du√
2g(u)
and for all t ∈ [t0, t0 + 1] for which
G
(
N + Γ
√
2(|d|+M)
)
+
∫ t
t0
|γ(s)| ds
belongs to the domain of G−1. Since g(r) > 0 for all
r > 0 we get:
G : [0,∞[→
[
−
∫ 1
0
du√
2g(u)
,
∫ ∞
1
du√
2g(u)
[
.
SoG
(
N + Γ
√
2(|d|+M)
)
+
∫ t
t0
|γ(s)| ds belongs to the
domain of G−1 if and only if
G
(
N + Γ
√
2(|d|+M)
)
+
∫ t
t0
|γ(s)| ds <
∫ ∞
1
du√
2g(u)
,
and this holds if:∫ N+Γ√2(|d|+M)
1
du√
2g(u)
+ Γ <
∫ ∞
1
du√
2g(u)
⇔ Γ <
∫ ∞
N+Γ
√
2(|d|+M)
du√
2g(u)
.
Then the thesis follows with
M1 =√
2
(
|d|+M + g
(
G−1
(
G
(
N + Γ
√
2(|d|+M)
)
+ Γ
)))
.
The proof is finished.
Now we assume the following hold:
(A1) f(ψ) is odd and continuous,
(A2) γ(t) is odd and continuous,
(A3)
[
−d−M,−d+M + M212
]
⊂ J .
Note (A3) implies iii) of Lemma 1. Suppose that ψ(t)
solves equation (31). Then −ψ(−t) is also a solution of
(31). Let X,Y, Z be, resp., the space of C2, C0, and
C1, 1−periodic odd functions. By (A3), we may take
M1 < M¯1 so that[
−d−M,−d+M + M¯
2
1
2
]
⊂ J.
Since ψ(t) =
∫ t
0
ψ˙(s)ds implies ‖ψ‖0 ≤ ‖ψ˙‖0, we can
take the norm ‖ψ‖1 := ‖ψ˙‖0 on Z. Let BM¯1(0) be the
ball in Z of radius M¯1 and center 0. Then the map:
Fλ : ψ 7→ λf(ψ) + λγ(t)h
(
H−1
(
ψ˙2
2
− λF (ψ) − d
))
from BM¯1(0) to Y is well-defined. Moreover, for any
function v(t) ∈ Y the equation
ψ¨(t) = v(t)
has the unique odd 1−periodic solution
ψ(t) = (Lpv)(t) :=
∫ t
0
∫ s
0
v(τ)dτds − t
∫ 1
0
∫ s
0
v(τ)dτds
=
∫ t
0
(t− s)v(s)ds+ t
∫ 1
0
sv(s)ds ∈ X
with ‖ψ‖2 ≤ 2‖v‖0, since ‖ψ‖0 ≤ ‖ψ˙‖0 ≤ 2‖v‖0 and
‖ψ‖2 = max{‖ψ‖0, ‖ψ˙‖0, ‖ψ¨‖0} ≤ 2‖v‖0. Hence Lp :
Y → X is continuous and so LpFλ : BM¯1(0) → X
is well-defined and continuous. Arzela-Ascoli theorem
gives the compactness of the embedding X ⊂ Z. Then
LpFλ : BM¯1(0) → Z is well-defined, continuous and
compact. Next from Lemma 1 it follows that equation
ψ = LpFλψ has no solutions in the boundary of ball
BM¯1(0). Hence we get
deg
(
I − LpF1, BM¯1(0), 0
)
= 1.
So, we proved the following result.
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Theorem 6 Assume i), ii) and iv) of Lemma 1, (A1),
(A2), (A3) and h is continuous satisfying (C1). Then
equation
ψ¨ = f(ψ) + γ(t)h
(
H−1
(
ψ˙2
2
− F (ψ)− d
))
(34)
has a 1−periodic odd solution.
In a similar way we may also consider the problem
of existence of solutions of (34) satisfying the condition
ψ(t+ q) = ψ(t) + 2π (35)
for some q ∈ N by supposing (C2) in addition. So we are
looking for q−shift-periodic solutions. This is accom-
plished by looking for solutions ψ(t) of (31) satisfying
ψ(t) = ϕ(t) + 2piq t for all t ∈ R with ϕ(t + q) = ϕ(t).
Plugging the equality into (31) we get the equation for
ϕ(t)
ϕ¨ = λf
(
ϕ+ 2piq t
)
+
λγ(t)h
(
H−1
(
1
2
(
ϕ˙+
2π
q
)2
− λF
(
ϕ+
2π
q
t
)
− d
))
.
(36)
As we observed previously, if f(ψ) and γ(t) are odd and
ϕ(t) is a solution of (36) then −ϕ(−t) is also a solution
of the same equation (36). Then we see, as in the proof
of Lemma 1, that the following inequality holds for any
q−periodic function ϕ(t) such that ϕ˙(t0) = 0:
1
2
(
ϕ˙(t) +
2π
q
)2
≤M + |d|
+H
(
H−1
(
2π2
q2
− λF
(
ϕ(t0) +
2πt0
q
)
− d
)
+λ
∫ t
t0
γ(s)
[
ϕ˙(s) +
2π
q
]
ds
)
≤M + |d|+ g
(∣∣∣∣H−1(2π2q2 − λF
(
ϕ(t0) +
2πt0
q
)
− d
)∣∣∣∣
+
∫ t
t0
|γ(s)|
∣∣∣∣ϕ˙(s) + 2πq
∣∣∣∣ ds
)
≤M + |d|+ g
(
Nq +
∫ t
t0
|γ(s)|
∣∣∣∣ϕ˙(s) + 2πq
∣∣∣∣ ds)
where
Nq = sup
{
|H−1(x)|
∣∣∣∣∣ 2π2q2 −M ≤ x+ d ≤ 2π2q2 +M
}
.
(37)
Note that we need that 2pi
2
q2 −λF
(
ϕ(t0) +
2pit0
q
)
−d ∈ J
(the domain of H−1) in order that the inequality makes
sense. Next arguing as before with
w(t) = Nq +
∫ t
t0
|γ(s)|
∣∣∣∣ϕ˙(s) + 2πq
∣∣∣∣ ds,
we get:
w˙(t) ≤ |γ(t)|
√
2[M + |d|+ g(w(t))]
≤ |γ(t)|
√
2(M + |d|) + |γ(t)|
√
2g(w(t))
and then
w(t) ≤ Nq +
√
2(M + |d|)Γ¯ +
∫ t
t0
|γ(s)|
√
2g(w(s))ds
for any t ∈ [t0, t0 + q], with Γ¯ :=
∫ q
0
|γ(s)|ds. As before
Bihari’s inequality implies:
w(t) ≤ G−1
(
G
(
Nq + Γ¯
√
2(|d|+M)
)
+
∫ t
t0
|γ(s)| ds
)
,
∀t ∈ [t0, t0 + q]
and then, since ϕ(t) is q−periodic:
|ϕ˙(t)| ≤M2 := 2π
q
+
(
2
(
M + |d|
+g
(
G−1
(
G
(
Nq + Γ¯
√
2(|d|+M)
)
+ Γ¯
))))1/2
,
for all t ∈ R. Thus, arguing as before we conclude with
the following.
Theorem 7 Assume i), ii) of Lemma 1, (C2), (A1),
(A2), h is continuous satisfying (C1), and
iv’) Γ¯ <
∫ ∞
Nq+Γ¯
√
2(M+|d|)
du√
2g(u)
,
(A′3)
[
2pi2
q2 − d−M, 2pi
2
q2 − d+M + M
2
2
2
]
⊂ J .
Then equation (34) has a q−shift-periodic solution, i.e.,
satisfying (35).
Remark 7 Since 2pi
2
q2 > 0 it is enough that J ⊃ [a,∞[
for some a ∈ R and −d > M + a for getting (A3) and
(A′3).
We conclude this section with the following.
Theorem 8 Assume i), ii) and iv) of Lemma 1, (A1),
(A3) and h is continuous satisfying (C1). Moreover,
suppose it holds
(A4) γ(t+
1
2 ) = −γ(t) for any t ∈ [0, 1] and γ is contin-
uous.
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Then equation (34) has a 1−periodic solution satisfying
ψ
(
t+
1
2
)
= −ψ(t) ∀t ∈ [0, 1]. (38)
Proof Let X,Y, Z be, resp., the space of C2, C0, and
C1, 1−periodic functions satisfying (38). By (A3), we
may take M1 < M¯1 so that[
−d−M,−d+M + M¯
2
1
2
]
⊂ J.
Furthermore, for any function v ∈ Y the equation
ψ˙(t) = v(t)
has the unique 1−periodic solution
ψ(t) = (Lav)(t) :=
∫ t
0
v(s)ds− 1
2
∫ 1/2
0
v(s)ds
satisfying (38). Clearly ‖ψ‖0 ≤ 54‖v‖0, so La : Y → Z
is continuous. This gives also ‖ψ‖0 ≤ 54‖ψ˙‖0. So we
can take the norm ‖ψ‖1 := ‖ψ˙‖0 on Z. Like above, let
BM¯1(0) be the ball in Z of radius M¯1 and center 0. Then
L2aFλ : BM¯1(0) → Z is well-defined, continuous and
compact. Next from Lemma 1 it follows that equation
ψ = L2aFλψ has no solutions in the boundary of ball
BM¯1(0). Hence we get
deg
(
I − L2aF1, BM¯1(0), 0
)
= 1.
The proof is finished.
Remark 8 Condition (38) means that ψ(t) is 12−anti-
periodic [1,29] and of course such ψ is 1−periodic.
5 Applications to PT-symmetric dimer with
varying gain-loss
First, we apply results of Section 3. Following the In-
troduction, we study the coupled system
ψ¨ = 4
(
c2 sinψ + εγ(t)z
)
z˙ = εγ(t)ψ˙
(39)
where γ(t) is 1−periodic and C2-smooth, ε is small and
c > 0. It has a form of (15) with f(ψ) = 4c2 sinψ and
h(z) = 4z. So now F (ψ) = 4c2(1 − cosψ) and H(z) =
2z2 with either I =] − ∞, 0[ or I =]0,∞[, J =]0,∞[,
and (C1) holds. Then (18) has the form
z = ±
√
ψ˙2
4
+ 2c2(cosψ − 1)− d
2
, (40)
and (19) is now
ψ¨ = 4
c2 sinψ ± εγ(t)
√
ψ˙2
4
+ 2c2(cosψ − 1)− d
2
 .
(41)
The unperturbed equation of (41) is given by (see (20))
ψ¨ = 4c2 sinψ, (42)
which possesses a family of periodic solutions [37, pp.
114-115]
ψk,c(t) = π + 2 arcsin (k sn (2ct, k))
with periods
T (k, c) =
2
c
K(k),
where K(k) is the complete elliptic integral of the first
kind, sn is a Jacobi elliptic function and k ∈ (0, 1).
Note T (k, c)→∞ as k → 1 and T (k, c)→ pic as k → 0.
Moreover it holds
ψ˙k,c(t) = 4ck cn (2ct, k) ,
where cn is a Jacobi elliptic function. Finally, we note
ψ˙2k,c
2
+ 4c2 (cosψk,c − 1) = −8c2(1− k2).
So we suppose
d < −8c2(1− k2) (43)
to get (H2). Resonance assumption (R) has the form
(Rp) K(k) =
cp
2q for p, q ∈ N.
Applying Theorem 1, we obtain the following result.
Theorem 9 Suppose (Rp), (43) and that there is an
α0 ∈ R such that∫ T
0
γ(t+ α0) cn (2ct, k)dt = 0
and
∫ T
0
γ˙(t+ α0) cn (2ct, k)dt 6= 0.
Then there is a δ > 0 such that for any 0 6= ε ∈ (−δ, δ)
there are precisely two p−periodic solutions (ψ±, z±) of
(39) with
(ψ±(t), z±(t))
=
(
ψk,c(t− α0),±
√
−4c2(1− k2)− d
2
)
+O(ε).
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Next, (C2) clearly holds. (H3) is satisfied for [37, p.
117]
ψlk,c(t) = π + 2 am
(
2ct
k
, k
)
with periods
T l(k, c) =
K(k)k
c
,
where am is a Jacobi elliptic function and k ∈ (0, 1).
Moreover it holds
ψ˙lk,c(t) =
4c
k
dn
(
2ct
k
, k
)
,
where dn is a Jacobi elliptic function. Finally, we note
ψ˙l2k,c
2
+ 4c2
(
cosψlk,c − 1
)
=
8c2
k2
(1− k2).
So we suppose
d <
8c2
k2
(1 − k2) (44)
to get (H ′2). Resonance assumption (R
′) has the form
(R′p) K(k)k =
cp
q for p, q ∈ N.
Applying Theorem 2, we obtain the following result.
Theorem 10 Suppose (R′p), (44) and that there is an
α0 ∈ R such that∫ T
0
γ(t+ α0) dn
(
2ct
k
, k
)
dt = 0
and
∫ T
0
γ˙(t+ α0) dn
(
2ct
k
, k
)
dt 6= 0.
Then there is a δ > 0 such that for any 0 6= ε ∈
(−δ, δ) there are precisely two p−shift-periodic solutions
(ψl±, z
l
±) of (39) with
(ψl±(t), z
l
±(t))
=
(
ψk,c(t− α0),±
√
4c2
k2
(1 − k2)− d
2
)
+O(ε).
Similarly we can study heteroclinic Melnikov bifur-
cation to (39). The unperturbed equation (42) has a
heteroclinic cycle
ψc,±(t) = π ± 2 arctan (sinh(2ct))
with
ψ˙c,±(t) = ±4c sech(2ct),
and
ψ˙2c,±
2
+ 4c2 (cosψc,± − 1) = 0.
So we consider
d < 0, (45)
which is a limit of (43) and (44) as k → 1−. Applying
Theorem 3, we have the following result.
Theorem 11 Suppose (45) and that there is an α0 ∈ R
such that ∫ ∞
−∞
γ(t+ α0) sech(2ct)dt = 0
and
∫ ∞
−∞
γ˙(t+ α0) sech(2ct)dt 6= 0.
Then there is a δ > 0 such that for any 0 6= ε ∈ (−δ, δ)
there are precisely four bounded solutions (ψ±± , z
±
±) of
(39) with
(ψ±±(t), z
±
±(t))
=
(
π ± 2 arctan (sinh(2c(t− α0))) ,±
√
−d
2
)
+O(ε).
Clearly, Remarks 4 and 5 can be applied to (39). To
apply Remark 6, we shift (41) by ψ(t) = π+ϕ(t) to get
ϕ˙ = θ,
θ˙ = 4
(
−c2 sinϕ± εγ(t)
√
θ2
4
− 2c2(cosϕ+ 1)− d
2
)
.
(46)
The unperturbed equation of (46) when ε = 0 is just
the pendulum equation
ϕ˙ = θ,
θ˙ = −4c2 sinϕ,
which possesses well-known families of solutions [37, pp.
115-117]mentioned above, and so Remark 6 can be used
to (46).
Now we suppose in (39) that c→ 0 as ε→ 0, so we
consider
ψ¨ = 4 (εc˜(ε) sinψ + εγ(t)z)
z˙ = εγ(t)ψ˙
(47)
where ε > 0 is small and c˜(ε) > 0 is C2-smooth around
ε = 0. Then (47) has a form of (26). Assumption (29)
reads now
d < 0. (48)
The Melnikov function (30) has now the form
Maver(α) = c˜(0) sinα±
√
−d
2
∫ 1
0
γ(t)dt. (49)
By applying Theorem 4 we get the next.
Theorem 12 Assume that
c˜(0) > 0,
√
−d
2
∣∣∣∣∫ 1
0
γ(t)dt
∣∣∣∣ < c˜(0), (50)
then there are exactly four 1−periodic solutions of (39)
with c2 = εc˜(ε) and ε > 0 small.
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Proof Condition (50) gives that (49) has 2 simple roots
over [0, 2π). The proof is finished.
On the other hand, if√
−d
2
∣∣∣∣∫ 1
0
γ(t)dt
∣∣∣∣ > c˜(0),
such (39) has no 1−periodic solutions for ε > 0 small.
In the last part of this section, we apply results of
Section 4 to (3) when γ(t) is 1−periodic and continu-
ous, and c > 0. First, assumptions i), ii) of Lemma 1
hold with M = 8c2 and g(z) = 2z2. Since
∫∞ dz
2z =∞,
assumptions iii) and iv) of Lemma 1 are satisfied pro-
vided
d < −8c2. (51)
We already verified (C1), (C2), and (A1) holds as well.
Since now J =]0,∞[, it follows from Remark 7 that
(A3) and (A
′
3) are satisfied when (51) holds.
Summarizing, we see that results of Section 4 can
be used to (3) under assumption (51) and γ(t) satisfies
either (A2) or (A4), respectively. On the other hand, we
need
ψ˙2
4
≥ 2c2(1− cosψ) + d
2
. (52)
Since
ψ˙2
4
≥ 2c2(1− cosψ) + d
2
≥ d
2
,
we see that if
d > 0
then ψ˙(t) 6= 0, so ψ(t) can be neither periodic nor
homoclinic nor heteroclinic. If d < 0, then by (43)
and (44), (3) may have oscillating solutions for suitable
γ(t). If d = 0, then condition ψ(t0) = 0 and (52) give
cosψ(t0) = 1, and this situation occurs when γ(t) = 0,
for instance.
6 Numerical results
To illustrate the analytical results reported in the pre-
vious sections, we integrate the governing equation (3)
numerically using a multistep Adam-Bashforth-Moulton
method. The initial conditions ψ(0) and ψ˙(0) are cho-
sen independently, while z(0) satisfies (40) for a fixed
d ∈ R, such that the solution curves of (3) lie on the
three-dimensional surface (16). The solution trajecto-
ries can therefore be conveniently plotted on the, e.g.,
(ψ, ψ˙)−plane (cf. (19), (41)). Throughout the section,
we set d = −8.5.
First, we consider c = 1. In the absence of gain-loss
parameter, i.e. γ = 0, the governing equation reduces to
0 1 2 3 4 5 6
−5
0
5
ψ
ψ˙
Fig. 1 Phase portrait of equation (3) with γ = 0.01.
the well-known pendulum equation that has two fam-
ilies of solutions, namely the periodic (libration) and
the p−shift periodic (rotation) solutions. The solution
families are separated by heteroclinic manifolds. In Fig.
1 the phase portrait of (3) is plotted for a small value of
constant γ. In the presence of a non-vanishing gain-loss
parameter, while periodic solutions persist, there are
no longer p−shift periodic solutions. Instead of hetero-
clinic trajectories, one has homoclinic connections with
unbounded solutions outside the invariant manifolds.
By increasing the gain-loss parameter γ, there will be
a critical value γc above which no periodic solutions
exist and all solutions become unbounded. This region
is referred to as the PT-broken phase regime and the
transition has been completely discussed in [41]. For the
parameters above, γc ≈ 0.79.
When γ(t) is a periodic function of time, rather than
showing the phase portraits with a continuous time, it
becomes convenient to represent the solution trajecto-
ries in Poincare´ maps (stroboscopic plots at every pe-
riod T = 1). In recurrence maps, a stable periodic orbit
will correspond to an elliptical fixed point encircled by
closed regions (islands).
As a particular choice, we consider
γ(t) = ǫ cos(2πt). (53)
The cosine function is taken to respect the PT-revers-
ibility of the governing equation. Plotted in Fig. 2 is the
Poincare´ map of (3) with (53), obtained from various
sets of initial conditions using direct numerical integra-
tions of the governing equations. If Fig. 1 is an ordered
dynamical picture, Fig. 2 have visible chaotic (stochas-
tic) regions.
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(a) ǫ = 0.2
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−10
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ψ
ψ˙
(b) ǫ = 2.0
Fig. 2 Stroboscopic plots of the system (3) with (53) for two
values of ǫ.
Fig. 2(a) corresponds to a relatively small value of ǫ.
The chaotic layer in the figure is caused by the presence
of heteroclinic manifolds connecting (ψ, ψ˙) = (0, 0) and
(2π, 0), i.e. separatrix chaos, as proven in Theorem 11
(see also Remark 4).
Within the region bounded by the chaotic layer, the
presence of closed islands is observable. The centers of
the islands correspond to stable p−periodic solutions
shown to persist in Theorem 9. Beyond the chaotic
layer, there are also islands with centers correspond-
ing to stable p−shift periodic solutions, i.e. bounded
running modes with period p, discussed in Theorem 10,
which do not exist in the system with constant γ.
0 1 2 3 4 5 6
−10
−5
0
5
10
ψ
ψ˙
(a) ǫ = 0.2
0 1 2 3 4 5 6
−10
−5
0
5
10
ψ
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(b) ǫ = 0.5
Fig. 3 The same as Fig. 2, but for γ(t) defined in (54).
We have increased the strength of the gain-loss co-
efficient ǫ. Depicted in Fig. 2(b) is the Poincare´ map for
ǫ = 2. Despite the significant expansion of the chaotic
region, one can observe similar features as in Fig. 2(a).
The presence of periodic solutions and p−shift peri-
odic solutions are guaranteed respectively by Theorems
6 (and 8) and 7 as the gain-loss function (53) satis-
fies the condition (A2) and (A4) under the translation
t → (t − 1/4). Note as well that the gain-loss strength
ǫ is beyond the critical value of PT-broken phase for
constant γ. Hence, similarly to the result reported in
[31], we prove and observe a controllable expansion of
the exact PT-symmetry region.
On the interesting persistence of p−shift periodic
solutions observed in Fig. 2, it may be unsurprising as
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(a) c = 0.05
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(b) c = 0.02
Fig. 4 The same as Fig. 3, but for (a) c = 0.05 and (b)
c = 0.02.
the parametric drive (53) has zero average. Neverthe-
less, the sufficient condition in Theorem 10 does not
require a zero-averaged γ. To illustrate it, next we con-
sider the gain-loss function
γ(t) = 10−2 + ǫ cos(2πt). (54)
When ǫ = 0, one will obtain the phase-portrait in Fig.
1.
Shown in Fig. 3 are the phase-portraits of the sys-
tem with the gain-loss function (54) for two values of
ǫ. In both cases, periodic solutions exist. For ǫ = 0.2
in panel (a), we have a similar plot as in Fig. 1, where
there is no bounded p−shift periodic solution. Interest-
ingly, when ǫ is large enough such that the conditions in
Theorem 10 can be satisfied, we observe islands in the
region of unbounded solutions, see panel (b). Hence, we
obtain (stable) bounded rotating solutions as expected
from the theorem.
Finally, we consider the case when both the gain-loss
strength and the parameter c are small. We present in
Fig. 4 the Poincare´ maps of the system for two small
values of c and the gain-loss function (54) with ǫ = 0.2.
Note that using Theorem 12 (cf. Theorem 4), peri-
odic solutions exist if and only if the parameter c ex-
ceeds the threshold value√
−d
2
∣∣∣∣∫ 1
0
γ(t) dt
∣∣∣∣ ≈ 0.0206. (55)
In panel (a) of Fig. 4, c is above the value and the pres-
ence of periodic solutions can be clearly seen. In panel
(b), we decrease the value of c below (55) and in good
agreement with the theorem there is no more periodic
solution. All solutions become unbounded. Therefore,
Theorem 12 provides an approximate threshold value
for PT-broken phase.
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