Abstract. In this paper we develop a new method based on Littlewood-Paley's decomposition and heat kernel estimates of integral form, to establish Schauder's estimate for the following degenerate nonlocal equation in R 2d with Hölder coefficients:
κ;v is a nonlocal α-stable-like operator with α ∈ (1, 2) and kernel function κ, which acts on the variable v. As an application, we show the strong well-posedness to the following degenerate stochastic differential equation with Hölder drift b:
where
is a d-dimensional rotationally invariant and symmetric α-stable process with α ∈ (1, 2), and b : R + × R 2d → R 2d is a (γ, β)-Hölder continuous function in (x, v) with γ ∈ 2+α 2(1+α) , 1 and
is a Lipschitz function. Moreover, we also show that for almost all ω, the following random transport equation has a unique C loc (the first order Sobolev space) has bounded divergence through studying the transport equation (1.1) (see also [1] for the investigation of ODE (1.2) with BV-vector field b). The corresponding results for SDEs are referred to [19] , [46] , [18] and [48] . It should be noticed that if b is only Hölder continuous, PDE (1.1) would be ill-posed (see [22] for counterexamples). On the other hand, when b is Hölder continuous, under some random perturbations, it was shown in [22] that the following transport equation (an stochastic PDE) is well-posed:
where • stands for the Stratonovich integral, and W is a standard d-dimensional Brownian motion on some probability space.
In the same spirit, we consider the following backward heat equation: Basing on the L p -theory to PDE (1.4), Krylov and Röckner [32] (see also [45] , [47] , [20] ) developed a well-posedness theory for SDE (1.5) with very singular drift b, which reveals the regularization effect of Brownian noises. In particular, when b is Hölder continuous, it can be shown that {X s,t (x), 0 s < t < ∞, x ∈ R d } defines a C 1 -stochastic diffeomorphism flow so that u(s, x) := ϕ(X s,T (x)) solves SPDE (1.3) in generalized sense (cf. [33] , [22] ).
In this work we are concerning with the following degenerate nonlocal equation in R 2d : where α ∈ (0, 2) and κ(t, x, v, w) is symmetric in w, and b(t, x, v) takes the form b(t, x, v) = (b (1) (t, x, v), b (2) (t, x, v)) : R + × R 2d → R 2d .
(1.8)
Notice that the typical example of equation (1.6 ) is the following nonlocal kinetic equation: 9) which naturally occurs in the study of spatial inhomeogeneous Boltzmann equations (cf. [42] ).
The first goal of this paper is to establish the following Schauder's type estimate for (1.6): 10) where α ∈ (1, 2) and β ∈ (0, 1), γ ∈ [β, 1 + α). Here b and κ satisfy some Hölder assumptions (see (H α,ϑ β,γ ) below for precise statement). In PDE's theory, Schauder's estimate plays a basic role in constructing the classical solution for quasilinear PDEs. Nowadays, there are many ways to prove such an estimate for heat equations (see [24] , [30] , [31] ). In recent years, Schauder's estimate for nonlocal equations are also drawn great interests (see [4] , [2] , [17] , [28] , [50] , etc.). However, most of the works are concentrated on the non-degenerate case. In the degenerate case, Lunardi [35] showed Schauder's estimate in anisotropic Hölder spaces for linear degenerate Kolmogorov's equations. Here it is natural to use the anisotropic Hölder spaces due to the feature of multiple scales in different directions. Later, in [34] and [36] , the authors established Schauder's estimate for hypoelliptic Kolmogorov equations with partial nonlinear smooth drifts (corresponding to b (1) (t, x, v) = v in (1.8)). For general variable coefficient b case, to the best of our knowledge, the authors in [6] first establish the sharp Schauder estimate for degenerate nonlinear Kolmogorov equations under some weak Hörmander's conditions, which in our case corresponds to (1.10) with α = 2 and γ = β. Their method is based on complex forward parametrix expansions. We mention that the L p -maximal regularity for degenerate nonlocal Kolmogorov's equations with constant coefficients was also obtained in [11, 12] , [26] .
To establish Schauder's estimate (1.10), we develop a completely new method, that is based on Littlewood-Paley's decomposition and heat kernel estimates of some integral forms. Roughly speaking, when we consider the usual heat equation, due to Besov's characterization of Hölder spaces, the key point is the following integral form estimate of the heat kernel (see Lemma 3.1 below): for any β 0 and some constant
where R j is the usual block operator in Littlewood-Paley's decomposition, and p s (x) is the Gaussian heat kernel. Unlike the usual method by firstly showing Schauder's estimate for constant coefficient equations, then freezing it for variable coefficient equations, we directly do it for variable coefficient equations by Duhamel's formula (see Theorem 3.2 below), which looks simpler. Moreover, the advantage of our method is that it provides more flexibility to borrow the spatial regularity of coefficients to compensate the time singularity when we use it to treat the degenerate equation, which allows us to obtain the sharp Schauder estimate (1.10).
Another goal of this paper is to use (1.10) to show the strong well-posedness as well as the C 1 -stochastic diffeomorphism flow property to degenerate SDEs driven by α-stable processes with Hölder drifts. In particular, we shall prove the well-posedness to the following random transport equation with Hölder coefficient:
where b :
is a bounded continuous function in (t, x) and γ-order Hölder continuous function in x uniformly in t with γ ∈ 2+α 2(1+α)
t is a symmetric and rotationally invariant α-stable process with α ∈ (1, 2). Compared with Flandoli, Gubinelli and Priola's work [22] for stochastic PDE (1.3), it is a little surprise that as a deterministic equation, PDE (1.11) would be ill-posed for each fixed ω, while in the pathwise sense, random PDE (1.11) could be well-posed for almost all ω (see Theorem 7.8 below).
In the nondegenerate Brownian diffusion case, as mentioned above, there are numerous works devoted to the studies of strong and weak well-posedness for the SDEs with singular and even distributional drifts (see [32] , [45] , [20] , [47] , [49] and references therein). While in the nondegenerate and α-stable noise case, recently there are also several works (see [37] , [10] , [13] , [8] ) to study this problem, especially for the supercritical case α ∈ (0, 1), because in this case, from the view point of PDEs, the drift term plays a dominant role. On the other hand, in the degenerate Brownian diffusion case, Chaudru [5] showed a strong uniqueness result for SDEs with Hölder drifts (see also [43] , [44] ). More recently, Chaudru, Honoré and Menozii [7] applied their Schauder's estimate [6] to establish the strong uniqueness for a chain of oscillators driven by Brownian noises. However, it seems that there are few works to study the degenerate SDEs with jumps and Hölder drifts. This paper is organized as follows: In Section 2, we recall the well-known anisotropic Besov and Hölder-Zygmund spaces for later use. In Section 3, we introduce the basic idea of using Littlewood-Paley's decompostion to establish Schauder's estimate for heat equations with variable coefficients. In Section 4, we prove several commutator estimates, which plays a crucial role in showing the Schauder estimate (1.10). In Section 5, we give the heat kernel estimate of integral form for nonlocal kinetic operators, which is the basic tool for proving Schauder's estimate. In Section 6, we prove Schauder's estimate (1.10) under some natural Hölder's assumptions on κ and b (see Theorem 6.3). In Section 7, we apply the Schauder estimate to the well-posedness of degenerate SDEs with Hölder drifts and also show the well-posedness of a random transport equation with Hölder drift. The key point is to establish the C 1 -stochastic diffeomorphism flow property to the degenerate SDEs. Finally, in Section 8 we show the existence of smooth solutions for degenerate nonlocal equations with unbounded coefficients by a purely probabilistic argument, which has independent interest. Throughout this paper we shall use the following conventions:
• We use A B to denote A CB or some unimportant constant C > 0.
• We use A ≍ B to denote C −1 B A CB for some unimportant constant C 1.
• For any ε ∈ (0, 1), we use A εB+ D to denote A εB+C ε D for some constant C ε > 0.
• For two operators A 1 , A 2 , we use [A 1 , A 2 ] := A 1 A 2 −A 2 A 1 to denote their commutator.
• For a Banach space B and T > 0, we denote
•
Anisotropic Besov and Hölder-Zygmund spaces
We first introduce the Hölder (and Hölder-Zygmund) spaces. For h ∈ R d and f : R d → R, the first order difference operator is defined by
For β > 0, let C β be the usual β-order Hölder space consisting of all functions f :
where [β] denotes the greatest integer less than β, and ∇ j stands for the j-order gradient, and
The β-order Hölder-Zygmund space C β is defined by
where for an integer m, δ m h := δ h · · · δ h denotes the m-order difference operator. Notice that for 0 < β N and m ∈ N (cf. [40] ),
The adjoint operator of δ h with respect to the above ·, · is given by 2) and for any f ∈ C 2 ,
Let S (R d ) be the Schwartz space of all rapidly decreasing functions on R d , and
, the Fourier transformf and inverse Fourier transformf are defined bŷ
For x = (x 1 , · · · , x n ), t > 0 and s ∈ R, we denote
Clearly we have
It is easy to see that for j ∈ N, φ
Definition 2.1 (Anisotropic Besov and Hölder-Zygmund spaces). For given j ∈ N 0 , the block operator
where a · m = a 1 m 1 + · · · + a n m n . For any s ∈ R, the anisotropic Besov space
and for s 0, the anisotropic Hölder-Zygmund space C 
The Bony decomposition of f g is formally given by (cf. [3] )
The key point of Bony's decomposition is
Indeed, by Fourier's transform, we have
Since the support of (φ 0 (2 
We have the following interpolation inequality.
Corollary 2.3. For any s < r < t, there is a constant C > 0 such that for any ε ∈ (0, 1),
Proof. By (2.9) and the definition of B r a,∞ , we have
The desired interpolation inequality follows.
Schauder's estimates for heat equations
In this section we present the basic idea of proving Schauder's estimate for heat equations by Littlewood-Paley's theory. Let (a i j (t)) be a measurable symmetric matrix-valued function on R + and satisfy that for some c 0 1,
The following lemma is the key observation for Schauder's estimate of heat equation.
Proof. We first show that for any m ∈ N 0 and β 0, there is a constant
Recalling (2.4) and by the change of variables, we have
Since the support of φ 1 is contained in the annulus, by Fourier's transform we have
Moreover, by (3.2) and elementary calculations, we have
Hence,
which in turn gives (3.4). Let I be the left hand side of (3.3). We make the following decomposition:
For I 1 , by (3.4) with m = 0, we have
For I 2 , by (3.4) with m = 2, we have
Combining the above two estimates, we obtain (3.3).
Now we consider the following heat equation with variable coefficients:
where a : 
Below we use Lemma 3.1 to establish Schauder's estimate for heat equation (3.5).
Proof. Fix x 0 ∈ R d and define
It is easy to see that
Let p x 0 s,t be defined by (3.2) in terms of a(t, x 0 ). For a space-time function f , define
By Duhamel's formula we have
Below, without loss of generality, we assume x 0 = 0 and drop the subscript and superscript x 0 . First of all, for I 1 (t, x), by (H β a ) and Lemma 3.1, we have
where ε > 0 and the last inequality is due to the interpolation and Young's inequalities. For I 2 (t, x), by (2.5) and Lemma 3.1 again, we have
Combining the above estimates, we obtain that for any ε ∈ (0, 1) and j ∈ N,
Moreover, for j = 0, it is easy to see that
Thus by the definition of Besov space, we arrive at
which gives the desired estimate by choosing ε = 1/2 and Theorem 2.2. 
Commutator estimates
In the sequel, we shall only consider the following case of anisotropic Besov spaces:
, and for β > 0,
Moreover, for β ∈ (0, 1), we introduce the following semi-norm for later use:
For γ, β 0, we define the mixed norm
and for γ ∈ R and β 0,
In particular, by Theorem 2.2, we have for γ ∈ R and β > 0,
and for γ > 0 ans β 0,
We list some easy properties for later use. 
(ii) For all j ∈ N 0 , it holds that for some C = C(α) > 0, 6) where
is defined by (4.1).
From this we obtain the desired estimate (4.3).
(ii) It is a direct consequence of (2.4).
(iii) Noticing that for j 1,
(iv) By Theorem 2.2 and definition, we have
The proof is complete.
We now show several commutator estimates, which are extensions of [13, Lemma 2.3] , and will play a key role in showing the Schauder estimate below.
Lemma 4.2. (i) For any
is defined by (4.1), and
(ii) For any β ∈ (0, 1) and
Proof. We only prove (i) since (ii) is similar and easier. First of all, we have
where the last step is due to (4.6). Since for γ = 0, (4.7) is easily derived from the above estimate, we assume γ < 0 below. Noting that by (2.6),
we have
On the other hand, noting that
we have by (4.9) and (2.4),
Now by using Bony's decomposition (2.7), we can write
On the other hand, we also have
Since j 5 and |k − j| 4, by (4.5), we further have
where the last step is due to γ < 0 and
. Similarly,
Combining the above calculations, we complete the proof.
Proof. If ℓ j + 1, then by (4.8),
Thus by (4.8) again, we have
The proof is complete. 
there is a constant C > 0 such that for all j 5,
Proof. First of all, by applying (4.11) with (
) in place of (β, γ, η), we have
Thus, by definition it suffices to prove
). Since γ 2 < γ 1 and γ + β < (1 − θ)γ 1 + θγ 2 γ 1 , by (4.8), we have
For I 1 , since γ < γ 1 , by (4.8), we have
For I 2 , by definition, (4.12) and (4.8), we have
Hence, for all ℓ ∈ N 0 and j 5,
which gives (4.14). The proof is complete.
Corollary 4.5. Let ϑ ∈ (0, α − 1) and 0 < β < γ < 1 + ϑ. For any ε ∈ (0, 1), there are θ > 0 close to zero and constants C ε , C > 0 such that for all j 5,
Proof. Let θ ∈ (0, 1) be fixed, which will be determined below.
(i) By applying Lemma 4.4 with (θβ, (1 − θ)γ, 1 + ϑ, 1, θβ) in place of (β, γ, γ 1 , γ 2 , θ), we have
Choosing θ > 0 small enough so that
by (4.3) and Young's inequality, for any ε ∈ (0, 1), there is a constant C ε > 0 such that
Substituting these two estimates into (4.18), we obtain (4.15).
(ii) By Lemma 4.4 with (θβ, (1 − θ)γ, γ, β, θ) in place of (β, γ, γ 1 , γ 2 , θ), we obtain (4.16).
(iii) Recalling (1.7) and (2.2), and noticing that
where ε ∈ (0, (1 − θ)β), which in turn yields (4.17
Heat kernel estimates of nonlocal kinetic operators
In this section we consider the following nonlocal kinetic equation with constant coefficients: 
where operator Γ s,t is defined by
Moreover, for any β, γ 0 with β + γ < α and n, m ∈ N 0 , there is a constant C > 0 such that
We now use (5.5) to show the following crucial lemma, which is an analogue of Lemma 3.1.
Lemma 5.1. Under (5.1) and (5.2), for any q > −1 and β, γ 0 with β + γ < α, there is a constant C > 0 such that for all j ∈ N and t > s 0,
Proof. We only prove the first one. The second one is similar. First of all, by the change of variables, we have
LetŨ r := U (t−s)r+s andκ r := κ (t−s)r+s . By the scaling property of the heat kernel (see [11, (2. 27)]), we have
where := (t − s)
Since the support of φ a 1 is contained in the annulus, by Fourier's transform,
1 is a well-defined Schwartz function. Thus we have
By the chain rule, (5.5) and cumbersome calculations, we have
Without loss of generality, assume t > 2 −α j . We denote the left hand side of (5.6) by I , and make the following decomposition:
For I 1 , using (5.9) with n = 0, and by the change of variables, we have
For I 2 , choosing n large enough in (5.9) so that
by similar calculations as above, we also have
Combining the above calculations, we obtain the desired estimate.
Schauder's estimates for non-local degenerate equations
In this section we consider the following nonlocal degenerate equation in R 2d :
where L (α) κ;v is defined by (1.7) and b is a measurable function with the form
Throughout this section we assume (H α,ϑ β,γ ) For some c 0 1 and ϑ ∈ (0, α − 1), β ∈ (0, 1), it holds that for all t 0 and
is defined by (4.1), and for some γ ∈ [β, 1 + α),
and for some closed and convex subset E ⊂ GL d (R), where GL d (R) is the set of all invertible d × d-matrices,
Definition 6.1 (Classical solutions). Let λ 0. We call a bounded continuous function u defined on R + × R 2d a classical solution of PDE (6.1) if for some ε ∈ (0, 1),
, and for all t 0 and x, v ∈ R d ,
We have the following maximum principle for classical solutions.
Theorem 6.2 (Maximum principle). Let λ, T > 0. For any classical solution u of PDE (6.1) in the sense of Definition 6.1, it holds that
Proof. Letū Thus, by (6.4), we get
By symmetry, we obtain (6.3).
The goal of this section is to prove the following Schauder's apriori estimate.
Theorem 6.3. Let α ∈ (1, 2) and β ∈ (0, 1), ϑ ∈ (0, α − 1), γ ∈ [β, 1 + α). Under (H α,ϑ β,γ ), for any T > 0, there is a constant C > 0 only depending on T, c 0 , β, ε, d, α, E such that for any λ 0 and any classical solution u of (6.1),
(6.5)
Remark 6.4. Although our result is stated for α ∈ (1, 2), it in fact also works for α = 2. In this case, under (H α,β β,β ), Chaudru, Honoré and Menozzi [6, Theorem 1] has proven (6.5) for γ = β. When γ = β, our assumption on b (1) is weaker since we only assume (H α,ϑ β,β ) for some ϑ ∈ (0, 1). To prove this theorem we use the perturbation argument by freezing the coefficients along the characterization curve as usual. We need the following well-known fact from ODE.
be a time-dependent measurable vector field. Suppose that for each t > 0, x → b(t, x) is continuous and for some C > 0 and all
(t, x) ∈ R + × R d ,
|b(t, x)| C(1 + |x|).

Then for each x ∈ R d , there is a global solution θ t to the following ODE:
Moreover, if we denote by S x := {θ · : θ 0 = x} the set of all solutions with starting point x, then for each T > 0,
Proof. We only show (6.6). Fix y ∈ R d and T > 0. Let (θ t ) t∈ [0,T ] be the solution of ODE:
and (θ t ) t 0 solve the ODEθ
It is easy to see that θ T = y and θ · ∈ S x with x =θ T .
Fix (x 0 , v 0 ) ∈ R 2d . Let θ t solve the following ODE in R 2d :
t , w), and
By (6.2), there is a constant c 1 1 only depending on E such that for all 0 s < t,
It is easy to see thatũ satisfies the following freezing equation:
w := δ * w;2 δ w;2 . Below, without loss of generality, we drop the tilde over u, f, κ, b and assume x 0 = v 0 = 0 and 8) and
where Γ s,t is defined by (5.4). By Duhamel's formula we have (see (5.3))
We prepare the following lemmas. 
Proof. (i) First of all, by (6.8), we have for
Thus by definition (6.11), we have
which in turn gives (6.13) by direct application of (5.6) and γ β.
(ii) Notice that by (2.5) and R
For I 1 , by the assumptions, we have
and thus, by (5.7) and γ β,
Hence, by (5.7) again,
Combining the above calculations, we obtain (6.14).
To treat the other terms in (6.12), we need the following lemma.
Lemma 6.7. Let c 1 1 be the same as in (6.7). For t 0 and j ∈ N, define
(ii) For any β > 0, there is a constant C = C(c 1 , β) > 0 such that for all j ∈ N and t 0, Proof. (i) To prove (6.15), by Fourier's transform we have
we must have (ξ, η) ∈ I j and (ξ, η − Π s,t ξ) ∈ I ℓ , which implies that |ξ| 2 (1+α)( j+1) , |η| 2 j+1 , and 2 ℓ−1
By symmetry we also have 2
Combining the above calculations, one sees that for ℓ Θ t−s j , (6.15) holds. (ii) We only prove the first estimate in (6.16). If ℓ > j, then 2
which implies ℓ − ln D/ ln 2. Thus, we have
(iii) By definition of Θ 
Proof. (i) Let Θ = Θ t−s j be as in Lemma 6.7. By definition (6.11) and (6.15), we have
Below we drop the time variable and write (6.9) and (4.4), we have
, and by (6.10) and (4.4),
Hence, by (2.9),
For I 2 , due to j j 0 and by (iii) of Lemma 6.7, we have ℓ 5 for ℓ ∈ Θ t−s j . Thus we can use (4.7) with (ϑ, β − 1 − ϑ) in place of (β, γ) to derive that
Moreover, by γ β, α − ϑ > 1 and the definition, we also have
Therefore,
Combining (6.20)-(6.22), and by (6.16) we get
which in turn yields (6.17) by using (6.7) and (5.6) item by item, as well as γ β.
(ii) As above by definition (6.11) and (2.5), we have
where we have used R 
For I 1 , noticing that by (6.9) and the definition of R x j ,
For I 2 , by (4.8) with (
) in place of (β, γ) and (5.7), we have
) . Combining the above two estimates and Theorem 2.2, we obtain (6.18).
(iii) As above by definition we have
For I 1 , noticing that by (6.10),
) . For I 2 , by the commutator estimate (4.8), we have
Combining the above calculations, we obtain (6.19).
Lemma 6.9. For any β ∈ (0, 1), there is a constant C > 0 such that for all j 5 and λ 0,
Proof. We only prove the first one. The second one is similar and easier by (5.7). Let Θ = Θ t−s j be as in Lemma 6.7 . By definition (6.11) and Lemma 6.7, we have
which gives (6.23) by application of (5.6).
Now we are in a position to give
Proof of Theorem 6.3. (i) Fix ε ∈ (0, 1). We first show the following estimates: 25) and
By Lemmas 6.6, 6.8 and 6.9, we have
, j j 0 , and
By (6.6), Theorem 2.2 and (2.10), for any ε ′ > 0, the above estimates lead to
and
) , which in turn yield (6.25) and (6.26) by taking ε ′ = 1/2 and (6.3). (ii) For j 1, we have
24
For θ ∈ (0, 1] being small enough, by Schauder's estimate (6.25) and Corollary 4.5, we have (6.27) where j j 0 and ε ∈ (0, 1). On the other hand, for
, and also,
Hence, by (4.2), (6.27), (6.28) and (6.25), we obtain that for any ε ∈ (0, 1),
, which implies by taking ε small enough,
Substituting this into (6.26) with θ being small enough, we obtain the desired estimate (6.5). , 1]. Here we conjecture that the moment restriction is superfluous. At this moment we do not know how to drop it. Such a problem also appears in [8] . Moreover, if b(t, x, v) = (v, 0), which corresponds to the kinetic equation (1.9), then Theorem 6.3 holds for all α ∈ (0, 2).
We have the following existence of classical solutions.
, there is a unique classical solution u in the sense of Definition 6.1 such that for any T > 0 and some C > 0 being independent of λ > 0,
Proof. Let (ρ n ) n∈N and (ρ ′ n ) n∈N be the usual mollifiers in R 3d and R 2d respectively. Define 
Moreover, since α ∈ (1, 2) and γ ∈ (1, 1 + ϑ), we also have for some ε > 0,
. Hence, from approximation equation (6.31) and the above uniform estimates, one sees that
Thus by Ascolli-Arzela's theorem and a standard diagonalization argument, there are subsequence n k and continuous function u :
Moreover, we also have
. In fact, by (2.9) and Fatou's lemma, we have
Noticing the following interpolation inequality (see [30, Theorem 3 
By taking limits for equation (6.31) , we obtain that u satisfies (6.1) in the sense of Definition 6.1. By (6.3), we complete the proof. t be a symmetric and rationally invariant α-stable process with α ∈ (1, 2) on some probability space (Ω, F , P), so that whose generator is given by the fractional Laplacian ∆ α/2 . In this section we consider the following degenerate SDE with jumps in R 2d :
where σ :
β,γ ) σ is Lipschitz continuous in x uniformly in t, and for some c 0 1 and all t 0, c
and for some ϑ ∈ (0, α − 1), γ ∈ (1, 1 + α) and β ∈ (0, 1),
Moreover, (6.2) holds. Let N(dt, dw) be the Poisson random measure associated with L (α) , i.e.,
LetÑ(dt, dw) := N(dt, dw) − dtdw/|w| d+α be the compensated Poisson random measure. By the Lévy-Itô decomposition, we can write for each t > 0,
Thus, if we let Z s,t = (X s,t , V s,t ), then SDE (7.1) can be written as
In particular, the generator of this SDE is given by L (α)
where z = (x, v) and κ(t, z, w) := det(σ −1 (t, z))|w| d+α /|σ −1 (t, z)w| d+α .
Under ( H α,ϑ β,γ ), it is easy to see that for some c 0 > 1, c We have the following result. Proof. Since the coefficients are continuous and linear growth, the existence of a solution is well-known (cf. [29] ). By Yamada-Watanabe's theorem (cf.
[27]), it suffices to show the pathwise uniqueness. Without loss of generality, we assume s = 0 and simply write Z t := Z 0,t .
Since b is unbounded, to construct Zvonkin's transformation (cf. Moreover, by (7.2) we have
Let Z t and Z ′ t be two solutions of SDE (7.1) defined on the same probability space with the same starting point z. Define a stopping time 
