= { , … , , … , , ( )} (1) where represents each symbol, from to , used in the message, and ( ) the probability density function which establishes the relative frequencies of appearance of symbols . It is worthwhile to mention that symbols do not have any syntactical meaning, thus they do not carry any information by themselves.
The quantity of information needed to convey a system description using the set of symbols included in the communication system can be estimated as its entropy ℎ. Thus ℎ = − ,
where refers to the probability of encountering symbol within a message described using the communication system . Observe that the base of the logarithm is the symbol diversity and therefore values of entropy ℎ are normalized between zero and one, which is consistent with expressions for normalized entropy values stablished in previous works by Gershenson and Fernandez [5] and Febres and Jaffe [4] . The specific diversity is a normalized index with values between 0 and 1. It expresses the relationship of the number of symbols used -the diversity -and the description length : = .
A value = 1 means the description uses each symbol exactly once. In this case, and recalling these symbols are strictly symbolic -i.e. they have null syntactic meaning-, no pattern can be formed and thus, to reproduce the description, it would be needed the transcription of the whole set of symbols, employing the maximum quantity of information that possibly fits into a set of different symbols. Equation (2) produces consistent results, since for this case = 1 and therefore, all logarithms within the summation end up being 1 and the entropy reaches its maximum ℎ = 1.
The lowest value the diversity can get is = 1. This occurs when the description uses only one symbol and the message consists of a sequence of identical symbols. When the diversity is = 1, the description can be replaced by indicating the number of symbols , therefore the information needed to express the description is just the number . In this case, = 1, and the summation of Equation (2) will contain only one summand which leads to an undetermined entropy value.
The cases where = and = 1 are extremes. In general the diversity is an integer number between one and . Typically , is larger than 2 and thus, there are − 1 different ways to modify the distribution of symbol probabilities , as a result, the entropy ℎ can be thought as a function defined over a dominion of − 1 dimensions.
Language Scale
As signaled in Expression (1), the specific language used in a message can be described as a symbol set along with the associated symbol frequency distribution. But the specific set of symbols considered as part of the language descriptor, depends on the way the whole message is divided in smaller pieces. The criteria used to segment the message into symbols is commonly called the observation scale; or simply the scale. Therefore an English text, for example, can be interpreted as a set of characters, a set of words, a set of sentences or any other way to rationally organize the information written in pieces. In this study we quantify the term scale as the number of symbols which the whole message is divided, thus the scale is, according to its definition, equal to the language diversity .
We interpret descriptions written in different languages at several scales. We split the messages into characters and words, when the language admits meaningful words. We also interpret the descriptions at their Fundamental Scale as the scale at which the set of symbols lead to a minimal entropy [4] .
Music is the superposition of simultaneously performed signals. In contrast to natural languages which can be described as a set of symbols formed by meaningful words, music digital records end up being a sequence of abstract characters. Since the concept of word cannot be applied to music, we do not treat music at the scale of words.
The Character's Scale
To observe a description at the character's scale, the text is segmented as a sequence of single characters. In Expression (1) there will be different symbols , each of which will be an indivisible character. The random variable ( ) represents the probabilities of occurrence of each character . Since this scale is formed by symbols being of the same size, we classify this scale within the category of regular size scale.
The Word's Scale
At the scale of words symbols are made by words or symbols having a comparable function like words within the written text. Words are sequences of characters (different from a space char) preceded and followed by a space or a punctuation sign. There are several considerations to make a precise interpretation of the elements of a text when the scale of words is adopted. Punctuation signs, as considered above, serve as word delimiters. But they also modify the context of the message. Therefore, the punctuation signs have some meaning and should be considered as words themselves. In general, words as symbols are written with lowercase. In English and Spanish the use of capital letters at the beginning of a word indicates it is a proper name or the beginning of an idea just after a period. Still, a word initiating a sentence and written with its first uppercase letter could be a proper name, and thus should be considered a different symbol from that written with the same sequence of letters with all its characters in lower case. An infallible criterion to recognize words, written with subtle variations, as different symbols is nearly impossible. Nonetheless, we built algorithms to recognize most cases where symbol disambiguation is possible. The criteria used for those algorithms is presented in greater detail in our previous study [6] . In our present study we use the same criteria to recognize and classify words as different symbols.
After recognizing all different words existing in a description, language can be formed by assigning each word to the corresponding instance of variable . The random variable ( ) representing the probabilities of occurrence of each symbol, is determined according to the number of times the symbol appears in the text and the total number of symbols . Symbols in the scale of words are basically determined by the presence of the space character which works as a symbol delimiter. The symbol lengths is not constant and thus we classify this scale within the category of symbol delimited-irregular size scale.
The Fundamental Scale
The Fundamental Scale of a description is a set of symbols that minimizes the description's entropy as expressed in Equation (2) . The set of symbols must not have any overlapping as they appear in the description's text. Additionally, when symbols are set one after another at their corresponding places within the text, the exact original description must be reproduced. An algorithm for the determination of the Fundamental Scale in one-dimensional descriptions have been presented by Febres and Jaffe [4] ; we rely on it to evaluate the entropy and the complexity of descriptions at this scale. To illustrate the results obtained when analyzing an English text at the Fundamental Scale, we include an example in Appendix A.
Scale Downgrading
The frequency profile associated to a language is a representation of the language. In a language made of different symbols, this representation uses values to describe the language. Plotting these values is useful because it permits to graphically observe an abstract description. Depending on the level of detail with which the observer appreciates the description, every value of the frequency of each symbol, may or may not be needed. If for some purpose a rough idea of the profile's shape is sufficient, a smaller number of values can be used. If on the contrary, the observer needs to detail tiny changes in the profile, a higher density of dots will be required to draw these changes of direction. Changing the number of symbols used to describe a system, constitutes a change of the scale of observation of the system; thus we refer to the process of reducing the number of values used to draw the frequency profile as downgrading the language scale.
If language introduced in Equation (1) is employed to build a symbol long system description, then language can be specified as the set of symbols and the probability density function ( ) which establishes the relative frequencies of appearance of the symbols . Thus, using to represent the probability of finding symbol within the description, we have Downgrading a language from scale to scale $ can be performed by multiplying the transpose of vector by the transformation matrix ' ,% , as indicated below:
This procedure for downgrading the language scale is useful given the frequent requirement of expressing text descriptions at the same scale.
Message Selection.
We applied our methods to messages expressed in three different types of communication systems: natural languages, computer programing code and MIDI music. Table 1 shows the number of texts used for each type of communication system.
Natural Languages
As messages written in natural languages we include 128 English and 72 Spanish speeches pronounced by politicians, military, writers, scientists, human right defenders and other public personages. For both, English and Spanish, the length of speeches range from about 200 words to more than 17000 words.
Computer Programing Code
Several computer programming codes, obtained from diverse programing languages are included as artificial language descriptions. Comments within the code are usually written in a natural language. Since recognizing these comments is easy, we could clean up most codes and leave them free of natural language comments. Nevertheless, many programing language symbols are created after English and Spanish words. Therefore, avoiding the presence of some natural language words may not be possible. Table 1 shows the different programming communication systems represented in our experiment. 
MIDI music
Polyphonic music is the result of the superposition of a vast variety of sounds. The information the sheet music may contain a relatively small number of sounds and effects. But the way music sounds, responds not only to the information written on the sheet music. It also brings information about the particular sound of the instrument, the ambient, minor deviations in the pitch and the rhythm, the addition of differences introduced by the interpreter, and innumerable effects, which despite not represented in the music score, are audible and part of the essence of music. Music as written in the sheet music is a discrete information phenomenon, but as it sounds is an analogous process which requires huge information packages to be faithfully recorded.
The digital musical interface MIDI is a way of digitizing music as is interpreted. The MIDI process converts music into synthetic music. The resulting sequences of discretized sounds are recorded in files with a large, though limited, number of symbols. Taking advantage of this characteristics, we calculated symbol diversity and entropy to hundreds of the almost unlimited MIDI music pieces available in Internet.
Most MIDI files include metadata at their beginnings and their ends, usually written in English or Spanish. The length of these headers and footers can be considered small compared to the total symbolic description length; since cleaning all files would represent a large nonautomated task, we decided not to prune this small amount of noise and leave the files as they show when opened with a .txt extension.
RESULTS
Results are presented in three sets. The first set compares diversity ranges. In a second set the resulting entropy is compared for the communication systems observed at different scales.
In the third section we use entropies to calculate the complexity at the fundamental scale for the four types of communication systems considered. In this section we also show an estimation of the length required for messages expressed in each communication system, so that the calculated properties settle down in a stable characteristic value. Figure 2 presents the diversity vs the message length in symbols for the communication systems studied. Independently of the communication system, at the character scale, only different elementary characters may represent symbols. Not being any possibility for combining characters to form strings, as the description length increases, the number of symbols rapidly saturates and cannot grow above certain number on some hundreds.
Diversity
At the scale of words the graphs show similar results to those exposed in previous studies [6, 7] ; diversity behaves accordingly to the Heap's law. Since MIDI music descriptions do not contemplate meaning for words, therefore is no representation of diversity at this scale for music. At the fundamental scale diversity also follows the Heap's law; as the text length increases the diversity grows, but it grows at a lower speed for longer texts. Something to highlight is the dramatic reduction of diversity dispersion observable at the fundamental scale. Especially for English and Spanish, there seems to be a narrow band of diversity where the symbol diversity should fit in other to achieve a low entropy. For few texts the diversity falls outside this narrow band, but they should be considered as exceptional cases.
Entropy
For each message represented in Table 1 , we computed the entropy measured at the scales considered. Figure 3 shows four graphs were entropy is graphed against specific diversity for each communication system. The markers are colored and shaped differently to facilitate the observation of the corresponding scales at which the calculus belong. As with the diversity, at the fundamental scale the entropy occupies a narrow band in the space entropy-specific diversity. Not surprising here since the symbols were selected precisely to minimize the resulting entropy. For programing code and music the minimal entropy space found is not as reduced as for English and Spanish. Perhaps a consequence of the less restrictive subtypes of communication systems considered as computer programing code and music.
Symbol Frequency Profiles
We compared the profiles of the four communication systems considered. Each communication system is represented as the set of symbols resulting from the union of all the independent pieces belonging to each system. Thus, four large descriptions were processed to produce a profile corresponding to English, Spanish, programming code and MIDI music. Table 2 shows some properties of these communication systems considered as the union of all descriptions within each class. In order to reduce the number of points from the original number of symbols to 129, the Scale Downgrading calculation explained in Section 2.3 was applied. The Scale Downgrading is useful to normalize the scale of observation bringing the symbol diversity to a specified number while keeping the general shape of the frequency profile shown with log-log axes. Figure 4 shows the resulting symbol frequency profiles representing each communication system studied. Figure 4 allow to compare different communication systems at their fundamental scale. English and Spanish's profiles are very similar. The most frequent symbol is the space ' ', revealing that this particular character is for these languages, more than an actual symbol, part of the protocol used to indicate the start and the end of words. Both profiles exhibit two clearly differentiable ranges of behavior: a first rank range where the profile's slope increases its negative value, and a second rank range where the log-log profile's slope keeps nearly constant until no additional symbol exist and the frequency profile drops suddenly. Even though programming code and MIDI music exhibit a softer transition between these phases of behavior, they do show changes in their profile shapes according to the range of symbol ranking where it is observed.
Graphs in
For natural languages, English and Spanish, the transition between the two profile ranges appears as a nearly straight segment connecting them. Since single-character symbols fit in every place the character appears, they are useful to fill the interstice left in between longer symbols formed by several characters. Thus, it should be expected the communication system's Communication syst ems' properties alphabet and the punctuation signs to occupy, most of the head of the frequency distribution range, leaving the range of the tail for the longer and less frequent symbols. To ease the visualization of this effect, Figure 4 shows tags with the lowest ranked single-character symbols as well as the highest ranked multi-char symbols. Notice how these tags indicate the location of the profile's transition for English, Spanish and programming code, suggesting that the change of profile behavior is related to the number of characters forming each symbol. The profile for MIDI music, represented in Figure 4D , shows a different behavior from those formerly viewed. For music the tendency of single-character symbols to occupy the heist ranked positions is not as dominant as it is for the natural languages and programming code. In fact the most frequent symbol -the symbol ranked as r = 1-is the 4-chararacter symbol 'Ã‚Â¡'. Thus, the MIDI music profile starts right away with the transition from a phase with only single-character symbols, which does not manifest, to a phase dominated by longer and less frequent symbols at the profile's tail. For music as represented in computer files, there is no alphabet. Single characters symbols are not limited to the 26 or 28 letters of any alphabet. MIDI files, on the contrary, employ about 400 characters available in the Unicode character set. This explains why the transition range for music, ending with the least frequent single-char. Symbol, is around the 400 th ranked symbol. Figure 5 shows the values of entropy for the communication systems studied. English, Spanish and programming code are observed at the word, character and fundamental scales. MIDI music is observed at the character and the fundamental scale. Graphs included in Figure  5 show how entropy at all scales tend to decrease with the description length. For character and word scales, entropy seems to diminish indefinitely. At the fundamental scale all communication systems require some text length in order to 'develop' the value of entropy. There appears to an asymptotic value at which the entropy to settles. We will call the entropy stabilization value ℎ D . 
Stabilization Length
The parameters G and I are adjusted to minimize the error respect the real values presented in Figure 5 . The values determined for the best minimal squared error fit at the fundamental scales are the following: Figure 6 shows the expected entropy values from very short messages to the range of long messages, where expected entropy values become almost static. The rate at which the expected entropy approximates the established value ℎ D , is an indication of the length needed for a communication system to organize itself and reduce the entropy to convey the message. We arbitrarily set the lower limit of this range as the length at which the communication system's complexity reaches 80% of its settlement value. We refer to that value as the Stabilization Length D and we measure it in characters. Once the considered stable range of entropy is numerically defined, the communication systems can be characterized by specific diversity and entropy found within their respective ranges. The results of this characterization are included in Table 3 . The Student t-tests p-values indicate that only for English and Spanish, their specific diversity and entropy of could come from similar distributions. All other combination of communication systems studied, are definitively different since the null hypothesis is discarded by the Student t-tests. The upper section of Table 3 includes averages and standard deviations for the specific diversity and the entropy ℎ of the communication systems studied. We shall highlight how smaller the standard deviation for the entropy of natural languages is as compared to the entropy's standard deviation of music and artificial languages. Table 3 . Average and standard deviation of the specific diversity, entropy and complexity for different types of communication systems, measured at the Fundamental Scale.
DISCUSSIONS
Human natural languages like English, Spanish or Chinese are syntactical. In their written form, they are constructed with symbols with an assigned meaning. The meaning of a symbol may vary slightly from an interpreter to another. And it may slowly change with time. In fact, the symbol itself can even become obsolete and disappear completely from the active version of the language.
Music language, in contrast, is made out of the effects obtained with combinations of sounds produced at different pitches, durations and time phases [10] . In spite of the audible essence of music, the sounds it is made of, can be coded as texts. In the context of this study we consider those music text-codes as musical language. Whether this conception of musical language actually represents the musical phenomena, is one the questions this study intends to answer. Artificial languages, on the other hand, are represented in this study as algorithms coded in different programming languages. Computer programing languages are designed to give instructions to machines, but they are constructed using human natural languages symbols to produce the structures which ca be designed by humans. Computer programing languages are therefore a sort of instructional language based on natural language symbols. Artificial languages are specialized but very precise. Figure 1 shows diversity as a function of message length. For natural languages at the fundamental scale this function exhibits very little deviations, suggesting that at fundamental scale the diversity is a function almost exclusively dependent of the description's length. Similarly, Figure 2 shows fundamental symbol entropy as a function specific diversity. Again, for natural languages the entropy is dominated by the specific diversity.
Diversity and Entropy
At the scale of words, Spanish shows a slightly lower entropy than English; confirming previous results presented in [6] . But at the fundamental scale and at character scale, English and Spanish do not show any important difference. For programing code the diversity, as well as the entropy, both measured at the scale of words, show high dispersion. An indication that words have little or no meaning for this kind of communication system. At its fundamental scale the dispersion of entropy reduces considerably but still is high compared to its counterpart for natural languages. The mix of many different programming languages in the same category may be an explanation. There is no word's scale for music. At its fundamental scale MIDI music shows the lowest specific diversity of all communication systems studied. This may be due to the nature of MIDI coding which in fact simplifies information during the digitizing process which basically consists of limiting the diversity of symbols associated to sound spectrum.
The values of diversity and the entropy computed at the fundamental scale, do not carry any distortion that may have been introduced by assuming a size of the scale, as is the case of the character's scale, or by assuming a symbol delimiter, as is the case of the scale of words. Graphs of diversity and entropy at the fundamental scale have been included In Figure 4 and Figure 5 to highlight the differences of those communication system's properties at that scale.
For English and Spanish at their fundamental scales, the symbol entropy is proportional to the specific diversity. For music, on the other hand, entropy shows more dispersion. Perhaps a consequence of the diversity of music types included in the study, which may behave like having several subtypes of communication systems into the same group.
The diversity of natural languages grows with the message length, behaving with small dispersion around an average value which follows the Heaps law; as expected. For computer programing code, the diversity is definitively lower than the diversity for natural languages. But MIDI music, as a communication system, while exhibits a large dispersion of symbolic diversity values, shows its cability to incorporate much richer variety of symbols than any other of the communication systems studied here. Entropy dispersion is conspicuously low in natural languages compared to artificial language and music. This hints to special structure or order in natural languages that is absent in the other two communication systems.
As signaled in Table 1 , we included different genres and styles of music; from all over the world and covering more than 700 years of music transformation. Thus the MIDI music set studied is itself, a very diverse data set. As with the computer programing codes, here we could regard our set of musical pieces as expressions of many musical sublanguages, and therefore, considerable deviation should be expected for most communication system properties studied. However, there must be other important sources of deviations for the values of communication system properties, since for English and Spanish, in spite of being different expressions of natural languages, the fundamental scale showed overlapping curves of diversity and entropy, as if they were communication systems structurally equivalent.
Symbol Frequency Profiles
The number of characters of the symbols, combined with their relative frequency, are definitively related to the shape of the symbol frequency profile. While in the most frequent symbol region -the head of the ordered distribution-the increasingly negative slope corresponds to a Gaussian distribution of the symbols frequency, the tail of the distributionwhere syllabus, word segments, complete words and other multi-character symbols appearshows a power-law distribution resembling the qualitative profile shape announced by Zipf [8] in his early work.
Description Length.
Languages evolve to respond to 'stimuli' of different kind exerted by the environment. For a human natural language for example, it is intuitively clear how people are prone to use more frequently those words which are written and pronounced using less space and time; this effect is the main argument behind the Zipf's principle of least effort [8] and the readability formulas for English [9] and Spanish [10] .
The connection between word-entropy and readability for English and Spanish was explored by Febres and Jaffe [7] . Their findings signal a relationship between average wordlength and sentence-length and symbolic entropy. Moreover, Febres and Jaffe show this numeric relationship goes beyond a mere quantitative effect and actually represents the possibility for evaluating styles of writing.
Of all communication systems studied here, English and Spanish show the lowest symbolic entropy. Reinforcing the idea that natural languages have evolved to be effective using resources in the transmission process, and being effective in the mutual understanding and coherence of the information shared by emitter and receiver. On the other side, MIDI music shows a more entropic distribution of symbols. This implies less compact messages. Music patterns are interconnected in such a way that anyone can detect a sound that does not correspond to a melody or polyphonic set of sounds. Even when listening a musical work for first time, a reasonably trained ear person may have a precise idea of what the short-time horizon sounds are expected. This effect of music language may explain why the complexity establishment length is so little for music; most music pieces expose their main theme rapidly; in very few compasses. Thus, the musical communication system requires shorter string lengths to develop its message.
For music the compactness of the message is not as important as it is for human natural languages. Music pursues other objectives not necessarily constrained in time and text length as English and Spanish do. Thereof, musical expressions have evolved not to be short but to produce certain feelings and sensations.
Entropy stabilization value ℎ D is approximately 0.45 (range 0.419 to 0.479) suggesting an optimal complexity for all communication systems studied.
About the forces shaping languages
Our results show a connection among communication system properties as specific diversity and entropy. Observing the description at their fundamental scale, and obtaining the set of fundamental symbols, we were able to calculate the characteristic properties of communication systems presented in Table 2 .
When focusing in the entropy of messages written in English and Spanish as represented in Figures 5 and 6 , it can be seen that Spanish has a slightly lower entropy when compared with English. A result that suggests that Spanish, in spite of being formed by a number of words representing only a fraction of English words, is a more structured language. This is a consistent result with those obtained when language complexity was compared at the scale of words in [6] , and with results shown in Figures 3 and 5 at the scale of words, where entropy values indicate a little more order for Spanish than for English. Explaining this slight but consistent difference between the complexities of English and Spanish, requires the inclusion of rigorous linguistics analysis and it lies beyond the purpose of this study. Nevertheless, we are tempted to mention that Spanish is the result of diversification process from Greek and Latin from which it inherited parts of its complex grammar from Latin. On the other hand, Modern English is the result of a conjunction of many dialects and old languages. Its evolution is then, characterize by its capacity to borrow words and to simplify, or to lose, grammar structures.
Natural languages and artificial languages have evolved to transfer and to record, precise complex ideas, the former, and precise instructions the latter. The effectiveness of both types of language rely on the presence of symbols with preconceived and shared meaning articulated by complex grammar rules to ensure the description in the contexts of place, time, actions, conditions, and all other elements that contribute to specify an idea. This functionality, together with the time they have had to evolve, explains the consistency of the entropy values obtained for natural languages.
In contract, musical language uses its capacity to trigger emotions and sensations rather than to convey concepts with preconceived meaning. Music is perceived as sequences of sounds patterns. Even though an almost unlimited sort of sounds can be incorporated to music, and explicit rules govern the essence of music and must be present in any pattern of sounds, for it to be considered as music. But in music the meaning of sounds or patterns of sounds do not have to be predefined. Certainly, there is a connection between sounds, harmonies and music scales with emotions. But that is not the result of a conscious and rational decision; any listener is free to feel and interpret music in a particular and personal fashion.
Having a different function from that of the natural languages, music is not anchored to keep its consistency as time passes; there is no meaning nor structure that music as a language has to maintain for long periods of time or large geographical areas. We think this freedom of music, specially manifested during the last two centuries, is the major factor that explains the vast variety of musical classes, genres, styles and even music definitions. Yet, within any branch of the music 'tree' at any time and region, music, as an audible phenomena, must obey a rather rigid network of relationships among its symbols which perhaps bounds the possibility from music being even more complex than it already is. In any case, Figure 5 shows how music exhibit a wide range of entropy values, at any range of the description length. Music initially results from the composer's feelings and inspiration; the composer designs his or her music to produce the desired emotions from the pattern of sounds. After being written in the music record, music tend to stick to the established sound structure defined as the style or genre. In music this structure seems to be governed by precise mathematical relations of sound duration and sound frequencies within the rhythms and superimposed accords which make polyphony music. When an instrument is played at an improper time or at an improper pitch, or plays an improper accord, the sound is considered to lose its beauty and in fact it may cause uncomfortable sensations for most listeners [11, 12] . Yet some space remains free for the interpreter to alter the sound strictly described in the original music sheet, thereof any different interpretation of a musical piece adds -or subtracts-information to the musical description. Thus, the resulting entropy of a musical piece results from a personal way of using the language, initially imposed by the composer and then adjusted by the musicians who play the piece.
CONCLUSIONS
The character and word scales are the way we understand human natural languages; they allow us to learn and teach about them. The character scale and the word scale let us to organize complex languages into manageable components, but those scales do not seem to be the way languages, as adaptive entities, organize themselves. On the contrary, the symbols forming a fundamental scale, while being a difficult to set to determine, reveal much of the essence of each language and is a good basis to establish comparisons among languages of different types.
The fundamental scale is formed by those symbols having a dominant role within a description. Being the result of a computation with no assumptions about the size or delimiters of symbols, and being capable of representing the original description at a minimal length, the Fundamental Scale represents the best single-scale to study one-dimensional languages. Other observation scales may alter the evaluation of languages with the assumptions about their scale and structure, and thus results could be biased or misleading.
Human natural languages have evolved to transmit complex description in a precise and organized way. Being breve without diminishing content and precision, have been always an important aspect of the symbol generation and survival in the for natural language evolution process. This principles, captured in Zipf's law and Flesch's readability formulas, have molded natural languages up to their current status.
Natural languages are more symbolic diverse than music. But natural languages are dominated by grammar in a degree so high, that they show very thin dispersion around average property values. Music language, in its written form has a very limited number of symbols. Yet, due to the variations introduced when music is played, the assembly of sounds which constitute polyphonic music, the different instruments timbers, the rhythm syncopation, and many other effects of music as it sounds, the resulting symbolic diversity of music is, by a wide difference, the highest of all the languages studied.
The objective of music is not evolve to be effective in the sense of transmitting information. It probably evolves with another underlying sense of beauty, very difficult to describe in a quantitative manner. However, there is a fundamental scale for the music language which drives the sound patterns to constitute music. The possibility of knowing about the fundamental scale for specific music types, allows for a deeper studies of music as a language and detailed comparisons of the different types and styles with which music can be written and played.
Finally, being complexity dependent on entropy, an optimal complexity for all communication systems might exist. 
