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BEST POLYNOMIAL APPROXIMATION ON THE UNIT BALL
MIGUEL A. PIN˜AR AND YUAN XU
Abstract. Let En(f)µ be the error of best approximation by polynomials of
degree at most n in the space L2(̟µ,Bd), where Bd is the unit ball in Rd and
̟µ(x) = (1 − ‖x‖2)µ for µ > −1. Our main result shows that, for s ∈ N,
En(f)µ ≤ cn
−2s[En−2s(∆
sf)µ+2s + En(∆
s
0f)µ],
where ∆ and ∆0 are the Laplace and Laplace-Beltrami operators, respectively.
We also derive a bound when the right hand side contains odd order derivatives.
1. Introduction and Main Results
The purpose of this paper is to study the best approximation by polynomials of
degree at most n on the unit ball Bd := {x : ‖x‖ ≤ 1} in Rd. For
̟µ(x) = (1− ‖x‖
2)µ, µ > −1, x ∈ Bd,
we let ‖ · ‖µ be the norm of L
2(̟µ;B
d), defined by
‖f‖µ :=
(
bµ
∫
Bd
|f(x)|2̟µ(x)dx
)1/2
,
where bµ = 1/
∫
Bd
̟µ(x)dx. Let Π
d
n the space of polynomials of degree at most n in
d variables. We consider the error, En(f)µ, of best approximation by polynomials
in Πdn in the space L
2(̟µ;B
d), defined by
En(f)µ := inf
pn∈Πdn
‖f − pn‖µ.
For d = 1, the study of this quantity is classical and in the core of approxima-
tion theory. For d > 1, this quantity was characterized in [11] by a modulus of
smoothness defined through a weighted translation operator and, more recently, in
[4] by another modulus of smoothness that is more intuitive and easier to com-
pute. Approximation by polynomials on the unit ball has been studied and used
recently in the spectral method for numerical solutions of partial differential equa-
tions [1, 2, 3, 7, 9], where approximation in L2 norm is most relevant.
However, many problems remain open. For d = 1, a useful estimate for differ-
entiable functions is En(f)µ ≤ cn
−1En−1(f
′)µ+1, which can be easily verified (see,
for example, [12]). Our goal in this paper is to extend this estimate to the unit
ball Bd with d > 1. The problem is more subtle than it looks in the first sight.
For example, the obvious extension En(f)µ ≤ cn
−1
∑d
i=1 En−1(∂if)µ+1, where ∂i
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is the ith partial derivative, does not appear to hold on the unit ball, as our proof
indicates (see the discussion below and Remark 3.1).
For m ∈ Nd0, let |m| = m1 + . . . +md and ∂
m := ∂m11 · · · ∂
md
d . For s ∈ N, we
denote by W s2 (̟µ,B
d) the Sobolev space
W s2 (̟µ,B
d) := {f ∈ L2(̟µ,B
d) : ∂mf ∈ L2(̟µ+|m|,B
d), |m| ≤ s, m ∈ Nd0}.
Let ∆ denote the usual Laplace operator ∆ = ∂21 + · · · + ∂
2
d and ∆0 denotes the
Laplace-Beltrami operator on the unit sphere Sd−1 of Rd. In spherical-polar coor-
dinates x = rξ, r ≥ 0 and ξ ∈ Sd−1,
(1.1) ∆ =
d2
dr2
+
d− 1
r
d
dr
+
1
r2
∆0.
We will also need another family of operators, Di,j , defined by
Di,j := xi∂j − xj∂i, 1 ≤ i < j ≤ d.
These are angular derivatives since Di,j = ∂θi,j in the polar coordinates of the
(xi, xj) plane, (xi, xj) = ri,j(cos θi,j , sin θi,j). Furthermore, the angular derivatives
Di,j and the Laplace-Beltrami operator ∆0 are related by [5, p. 24]
(1.2) ∆0 =
∑
1≤i<j≤d
D2i,j .
Our main results are the following two theorems:
Theorem 1.1. Let s ∈ N and let f ∈W 2s2 (̟µ,B
d). Then, for n ≥ 2s,
(1.3) En(f)µ ≤
c
n2s
[En−2s(∆
sf)µ+2s + En(∆
s
0f)µ] .
Throughout this paper, the constant c is independent of n and f , but may depend
on µ, d and s; its value may be different at different occurrences.
It is easy to see that both terms in the right hand side of (1.3) are necessary.
Indeed, if f is a harmonic function, then ∆f = 0 and we need En(∆
s
0f)µ, whereas if
f is a radial function, f(x) = f0(‖x‖), then ∆0f = 0 and we need En−2r(∆
sf)µ+2s.
Theorem 1.2. Let s ∈ N0 and let f ∈ W
2s+1
2 (̟µ,B
d). Then, for n ≥ 2s+ 1,
En(f)µ ≤
c
n2s+1
 d∑
i=1
En−2s−1(∂i∆
sf)µ+2s+1 +
∑
1≤i<j≤d
En(Di,j∆
s
0f)µ
 .(1.4)
In particular, for s = 0, the estimate (1.4) states that
(1.5) En(f)µ ≤
c
n
 d∑
i=1
En−1(∂if)µ+1 +
∑
1≤i<j≤d
En(Di,jf)µ
 .
Our proof indicates that the second sum in the estimate (1.4), the spherical deriva-
tives, is necessary; see Remark 3.1. Another indication that it is necessary can be
seen from the study in [4], where the characterization of En(f)µ is given in terms
of a modulus of smoothness, whose equivalent K-functional is defined by
Ks(f ; t)µ = inf
g
{
‖f − g‖µ + t
s max
1≤i≤d
‖∂si g‖µ+s + t
smax
i<j
‖Dsi,jg‖µ
}
.
We note that (1.3) does not follow from iteration of (1.5). Moreover, (1.4) does
not follow directly from the combination of (1.3) and (1.5).
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By its definition, En(f)µ ≤ ‖f‖µ, which allows us to state the estimates in the
right hand side of (1.3) and (1.4) in terms of norms of the derivatives. In particular,
we have the following corollary.
Corollary 1.3. Let s ∈ N and let f ∈W 2s2 (̟µ,B
d). Then, for n ≥ 2s,
(1.6) En(f)µ ≤
c
n2s
(‖∆sf‖µ+2s + ‖∆
s
0f‖µ) .
The proof of these results are based on the Fourier expansions in orthogonal
polynomials with respect to ̟µ. The key ingredients are the commuting relations
between partial derivatives and the orthogonal projection operators, and explicit
formulas for an explicit basis of orthogonal polynomials and their derivatives. The
latter distinguishes this study from most of the previous works in this direction,
which rely on the closed formula of the reproducing kernel instead of working with
an explicit basis of orthogonal polynomials. The relations between the orthogonal
polynomials and their derivatives depend on corresponding relations for an explicit
basis of spherical harmonics, which are of independent interest.
The paper is organized as follows. In the next section we recall background
materials on orthogonal polynomials and orthogonal expansions, and derive several
properties on the derivatives of an explicit basis of orthogonal polynomials, which
relies on recursive relations for the derivatives of an explicit basis of spherical har-
monics. The recursive relations can be used to derive explicit formulas that express
the partial derivatives of a family of spherical harmonics as a sum of spherical har-
monics of one degree lower. The latter relations are of independent interest and
we state explicit formulas for the lower dimensional cases in the Appendix. The
Fourier orthogonal expansions on the unit ball will be studied in Section 3, which
includes the proof of our main theorems.
2. Spherical harmonics and orthogonal polynomials on the unit ball
For ̟µ(x) = (1−‖x‖
2)µ, µ > −1, on the unit ball Bd, we define an inner product
(2.1) 〈f, g〉µ := bµ
∫
Bd
f(x)g(x)̟µ(x)dx,
where bµ is a the normalizing constant so that 〈1, 1〉µ = 1. A polynomial P ∈ Π
d
n
is called an orthogonal polynomial of degree n if 〈P,Q〉µ = 0 for all Q ∈ Π
d
n−1. For
n ∈ N0, let V
d
n(̟µ) be the space of orthogonal polynomials of degree n with respect
to 〈·, ·〉µ. A mutually orthogonal basis of V
d
n(̟µ) can be given in terms of the
Jacobi polynomials and spherical harmonics. We will need a number of relations
on this basis, some of which are new and will be derived in this section.
In the first subsection below, we recall a basis of spherical harmonics and derive
several new properties. The mutually orthogonal polynomial basis for Vdn(̟µ) will
be studied in the second subsection.
2.1. Spherical harmonics. Let Hdn denote the space of harmonic polynomials of
degree n. It is known that
dimHdn =
(
n+ d− 1
n
)
−
(
n+ d− 3
n
)
:= adn.
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The restriction of Y ∈ Hdn on S
d−1 are called spherical harmonics, which are eigen-
functions of the Laplace-Beltrami operator; more specifically,
(2.2) ∆0Y (ξ) = −n(n+ d− 2)Y (ξ), ∀Y ∈ H
d
n, ξ ∈ S
d−1.
It is known that ∆0 is self-adjoint and, moreover, by (1.2) and the self-adjointness
of Di,j [5, (1.8.7)],
(2.3)
∫
Sd−1
∆0f(x)g(x)dσ(x) =
∫
Sd−1
∑
1≤i<j≤d
Di,jf(x)Di,jg(x)dσ(x).
Spherical harmonics are orthogonal polynomials on Sd−1. A basis {Y nν : 1 ≤ ν ≤
adn} is a mutually orthogonal basis for H
d
n if
(2.4)
1
σd−1
∫
Sd−1
Y nν (ξ)Y
m
η (ξ) dσ(ξ) = h
n
ν δn,m δν,η, 1 ≤ ν ≤ a
d
n, 1 ≤ η ≤ a
d
m,
where dσ is the surface measure on Sd−1, σd−1 is the surface area of S
d−1 and hnν
is the L2 norm of Y nν . The basis is called orthonormal if h
n
ν = 1. If {Y
n
ν } is an
orthonormal basis, then it satisfies the addition formula∑
1≤ν≤adn
Y nν (ξ)Y
n
ν (̺) =
n+ λ
λ
Cλn(〈ξ, ̺〉), λ =
d− 2
2
, ξ, ̺ ∈ Sd−1,
where Cλn is the nth Gegenbauer, or ultraspherical, polynomial.
For our study, we need to work with an explicit mutually orthogonal basis for
Hdn, which we choose to be the standard one given in terms of the Gegenbauer
polynomials (see, for example, [5, 6]). However, instead of writing this basis in
spherical coordinates, we choose to write them in cartesian coordinates. The basis
below is given in [6, p. 115] but with the order of the variables inverted for our
convenience.
Let Tn(t) and Un(t) denote the Chebyshev polynomials of the first and the second
kind, respectively. Define
g0,n(x1, x2) = (x
2
1 + x
2
2)
n/2Tn
(
x2(x
2
1 + x
2
2)
−1/2
)
,
g1,n−1(x1, x2) = x1(x
2
1 + x
2
2)
(n−1)/2Un−1
(
x2(x
2
1 + x
2
2)
−1/2
)
.
(2.5)
Evidently these are homogeneous polynomials of degree n and {g0,n, g1,n−1} consti-
tutes a mutually orthogonal basis for H2n. For d > 2 and n = (n1, n2, n3, . . . , nd) ∈
Nd0 with n1 = 0 or 1, define
(2.6) Yn(x) = gn1,n2(x1, x2)
d∏
j=3
(x21 + . . .+ x
2
j )
nj/2Cλjnj
(
xj(x
2
1 + . . .+ x
2
j)
−1/2
)
,
where
λj = λj(n1, . . . , nj−1) :=
j−1∑
i=1
ni +
j − 2
2
.
Then {Yn; |n| = n with n1 = 0 or 1} is a mutually orthogonal basis of H
d
n. We
need information on two operations on this basis, one is partial derivatives ∂i and
the other is multiplication by xi. They are related by the orthogonal projection
operator
projdn,S : P
d
n 7→ H
d
n
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from Pdn, the space of homogeneous polynomials of degree n in d variables, into H
d
n.
Indeed, it is known (cf. [5, (1.2.1)]) that
projdn,S P =
⌊n
2
⌋∑
j=0
1
4jj!(−n+ 2− d/2)j
‖x‖2j∆jP,
which implies, for a spherical harmonic Yn ∈ H
d
n,
(2.7) projdn+1,S(xiYn(x)) = xiYn(x)−
1
2(n+ (d− 2)/2)
‖x‖2∂iYn(x).
The basis (2.6) satisfies the following property, which is of independent interest.
Theorem 2.1. Let n = (n1, n2, . . . , nd) ∈ N
d
0 with n1 = 0 or 1 and |n| = n. Then
(1) ∂iYn(x) is an spherical harmonic of degree n− 1 and
〈∂iYn, Ym〉Sd−1 6= 0, |m| = n− 1
for at most 2d−2 many m ∈ Nd0 with m1 = 0 or 1.
(2) Let xi denote also the operator of multiplication by xi. Then
〈projdn+1,S(xiYn), Ym〉Sd−1 6= 0, |m| = n+ 1,
for at most 2d−2 many m ∈ Nd0 with m1 = 0 or 1.
Our proof below will give recursive formulas that can be used to derive explicit
expressions for writing ∂iYn as a linear combination of Ym. For lower dimensions,
these formulas are given in the Appendix. For large d, the formulas can be compli-
cated. For our purpose, however, we do not need explicit formulas.
The key ingredient of the recursive relations for the proof of the theorem lies in
the product structure of Yn. For n ∈ N and λ > −1/2, define
Fλn (x) := (x
2
1 + . . .+ x
2
d)
n
2 Cλn
(
xd√
x21 + . . .+ x
2
d
)
.
Let d > 2. For x = (x1, x2, . . . , xd) ∈ R
d and n = (n1, n2, . . . , nd) ∈ N
d, we denote
x′ = (x1, x2, . . . , xd−1) and n
′ = (n1, n2, . . . , nd−1). Then, by (2.6),
(2.8) Yn(x) = Yn′(x
′)Fλdnd (x),
where Yn′(x
′) is a spherical harmonic in Hd−1n−nd .
Lemma 2.2. The partial derivatives of Fλn satisfy
∂iF
λ
n (x) = −2λxiF
λ+1
n−2 (x), i = 1, 2, . . . , d− 1,
∂dF
λ
n (x) = (n+ 2λ− 1)F
λ
n−1(x).
(2.9)
Proof. Let r =
√
x21 + . . .+ x
2
d. Using the fact that
d
dxC
λ
n(x) = 2λC
λ+1
n−1(x), we
obtain, for i = 1, 2, . . . , d− 1,
∂iF
λ
n (x) = xir
n−2
[
nCλn
(xd
r
)
− 2λ
xd
r
Cλ+1n−1
(xd
r
)]
= −2λxir
n−2Cλ+1n−2
(xd
r
)
,
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where the second step follows from [10, (4.7.28)]. Moreover, for i = d, we obtain
∂dF
λ
n (x) = r
n−1
[
n
xd
r
Cλn
(xd
r
)
+ 2λ
(
1−
x2d
r2
)
Cλ+1n−1
(xd
r
)]
= (n+ 2λ− 1)rn−1Cλn−1
(xd
r
)
,
where the second step follows from the second equality of [10, (4.7.27)]. 
Proposition 2.3. Let n′ := |n′| = n− nd. For i = 1, 2, . . . , d− 1,
∂iYn(x) =− 2λd proj
d−1
n′+1,S(xiYn′(x
′))Fλd+1nd−2 (x)(2.10)
+
(nd + 2λd − 1)(nd + 2λd − 2)
(2λd − 1)(2λd − 2)
∂iYn′(x
′)Fλd−1nd (x),
∂dYn(x) = (nd + 2λd − 1)Yn′(x
′)Fλdnd−1(x).(2.11)
Proof. For i = 1, 2, . . . , d− 1, using (2.9) and (2.7) we deduce
∂iYn(x) =∂iYn′(x
′)Fλdnd (x) − 2λdxiYn′(x
′)Fλd+1nd−2 (x)
=− 2λd proj
d−1
n′+1,S(xiYn′(x
′))Fλd+1nd−2 (x)
+ ∂iYn′(x
′)
[
Fλdnd (x)−
2λd
2λd − 1
‖x′‖2Fλd+1nd−2 (x)
]
,
where we have used the fact that 2n′ + d− 3 = 2λd − 1. Since ‖x
′‖2 = r2 − x2d, we
can write
Fλdnd (x)−
2λd
2λd − 1
‖x′‖2Fλd+1nd−2 (x)
= rnd
[
Cλdnd
(xd
r
)
−
2λd
2λd − 1
(
1−
x2d
r2
)
Cλd+1nd−2
(xd
r
)]
=
(nd + 2λd − 1)(nd + 2λd − 2)
(2λd − 1)(2λd − 2)
rndCλd−1nd
(xd
r
)
,
where the second step follows from the first identity of [10, (4.7.27)], using first
2λdC
λd+1
nd−2
= ddxC
λd
nd−1
, and the second identity of [10, (4.7.29)]. This establishes
(2.10). Finally, (2.11) is a direct consequence of the second identity in (2.9). 
A similar recurrence relation can be deduced for the projection operator projdn+1,S
applied to xiYn(x).
Proposition 2.4. Let n′ = |n′| = n− nd. For i = 1, 2, . . . , d− 1,
projdn+1,S(xiYn(x)) =
λd
nd + λd
projd−1n′+1,S(xiYn′(x
′))Fλd+1nd (x)−(2.12)
−
(nd + 1)(nd + 2)
(2λd − 1)(2λd − 2)2(nd + λd)
∂iYn′(x
′)Fλd−1nd+2 (x),
projdn+1,S(xdYn(x)) =
nd + 1
2(nd + λd)
Yn′(x
′)Fλdnd+1(x).(2.13)
Proof. For i = 1, 2, . . . , d− 1, using (2.7) and (2.8), we obtain
projdn+1,S(xiYn(x)) = xiYn′(x
′)Fλdnd (x)−
r2
2(nd + λd)
∂i
(
Yn′(x
′)Fλdnd (x)
)
,
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which implies, by (2.10), that
projdn+1,S(xiYn(x)) = proj
d−1
n′+1,S(xiYn′(x
′))
[
Fλdnd (x) +
λd
nd + λd
r2Fλd+1nd−2 (x)
]
+ ∂iYn′(x
′)
[
‖x′‖2
2λd − 1
Fλdnd (x)−
(nd + 2λd − 1)(nd + 2λd − 2)
2(nd + λd)(2λd − 1)(2λd − 2)
r2Fλd−1nd (x)
]
.
The terms in the first bracket in the right hand side are equal to, by the second
identity in [10, (4.7.29)],
rnd
[
Cλdnd
(xd
r
)
+
λd
nd + λd
Cλd+1nd−2
(xd
r
)]
=
λd
nd + λd
rndCλd+1nd
(xd
r
)
,
whereas the terms in the second bracket are equal to, using the first identity of [10,
(4.7.27)] again,
rnd+2
2λd − 1
[(
1−
x2d
r2
)
Cλdnd
(xd
r
)
−
(nd + 2λd − 1)(nd + 2λd − 2)
2(nd + λd)(2λd − 2)
Cλd−1nd
(xd
r
)]
= −
(nd + 1)(nd + 2)
2(nd + λd)(2λd − 1)(2λd − 2)
rnd+2Cλd−1nd+2
(xd
r
)
.
Putting these together, we have established (2.12). The proof of (2.13) can be
carried out similarly as follows,
projdn+1,S(xdYn(x)) = xdYn′(x
′)Fλdnd (x)−
r2
2(nd + λd)
∂d
(
Yn′(x
′)Fλdnd (x)
)
= Yn′(x
′)
[
xdF
λd
nd
(x) −
r2
2(nd + λd)
(nd + 2λd − 1)F
λd
nd−1
(x)
]
=
nd + 1
2(nd + λd)
Yn′(x
′)Fλdnd+1(x),
where the last step follows from the three term recurrence relation of the Gegen-
bauer polynomials [10, (4.7.17)]. 
Proof of Theorem 2.1 The fact that ∂iYn(x) is an element of H
d
n−1 follows from
the commutativity of ∂i and ∆. By its definition, proj
d
n+1,S(xiYn) is an element of
Hdn+1. Let Y
n
n
= Yn, where the superscript n = |n| is added to indicate its degree.
The statement of the theorem is equivalent to
∂iYn =
∑
m∈Λ1
amY
n−1
m
and projdn+1,S(xiYn) =
∑
m∈Λ2
bmY
n+1
m
,
where am and bm are real constants, Λ1 and Λ2 consist of at most 2
d−2 elements
in Nd0 with m1 = 0 or 1. This equivalent statement can be established by induction
on the dimension d, using the equalities in Proposition 2.3 and Proposition 2.4.
The case d = 2 can be explicitly written down, which is given in the Appendix.
Assume that the statement has been proved in the case of d− 1 variables for d ≥ 3.
Then ∂iY
n′
n
′ (x′) can be written as a linear combination of at most 2d−3 many Y
n′−1
m
′
and projdn′+1,S(xiYn′) can be written as a linear combination of at most 2
d−3 many
Y n
′+1
m
′ . By (2.8), it is easy to see that Y
n′−1
m
′ (x′)Fλd−1nd (x) = Y
n−1
m1,...,md−1,nd and
Y n
′+1
m
′ (x′)Fλd+1nd (x) = Y
n+1
m1,...,md−1,nd . As a consequence, we can use the identities
(2.10) and (2.12) to complete the proof. 
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2.2. Orthogonal polynomials on the unit ball. A family of mutually orthog-
onal polynomials with respect to the inner product 〈·, ·〉µ, defined in (2.1), can be
given in terms of the Jacobi polynomials and spherical harmonics.
For α, β > −1, Jacobi polynomials P
(α,β)
n are defined by
P (α,β)n (t) =
(α+ 1)n
n!
2F1
(
−n, n+ α+ β + 1
α+ 1
;
1− x
2
)
,
where (a)n = a(a + 1) . . . (a + n − 1) denotes the Pochhammer symbol. They are
orthogonal with respect to the Jacobi weight function wα,β(t) := (1 − t)
α(1 + t)β
on [−1, 1].
For n ∈ N0 and 0 ≤ j ≤ n/2, let {Y
n−2j
ν : 1 ≤ ν ≤ a
d
n−2j} denote an orthonormal
basis for Hdn−2j . For µ > −1, define [6, p.142]
(2.14) Pn,µj,ν (x) := P
(µ,n−2j+ d−2
2
)
j (2 ‖x‖
2 − 1)Y n−2jν (x).
Then the set {Pn,µj,ν : 0 ≤ j ≤ n/2, 1 ≤ ν ≤ a
d
n−2j} consists of a mutually orthogonal
basis of Vdn(̟µ); more precisely,
〈Pn,µj,ν , P
m,µ
k,η 〉µ = h
µ
j,nδn,m δj,k δν,η,
where hµj,n is given by
(2.15) hµj,n :=
(µ+ 1)j(
d
2 )n−j(n− j + µ+
d
2 )
j!(µ+ d+22 )n−j(n+ µ+
d
2 )
.
The orthogonal basis {Pn,µj,ν } satisfies two other orthogonal relations in the Sobolev
space.
Lemma 2.5. Let µ > −1. Then the basis {Pn,µj,ν } satisfies
(2.16) bµ
∫
Bd
∇Pn,µj,ν (x) · ∇P
m,µ
j′,ν′(x)̟µ+1(x)dx = h
µ
j,n(∇)δν,ν′δj,j′δn,m,
where
hµj,n(∇) = (4j(n− j + µ+ d/2) + 2(n− 2j)(µ+ 1))h
µ
j,n.
Proof. The orthogonality (2.16) was stated in [8], but the norm hµj,n(∇) there is
incorrect. Since ̟µ+1(x) vanishes on the sphere, Green’s identity implies∫
Bd
∇Pn,µj,ν (x) · ∇P
m,µ
k,η (x)̟µ+1(x)dx
= −
∫
Bd
Pm,µk,η (x)
[
(1− ‖x‖2)∆− 2(µ+ 1)〈x,∇〉
]
Pn,µj,ν (x)̟µ(x)dx.
Let βj := n − 2j +
d−2
2 . Working with spherical–polar coordinates, by (1.1) and
〈x,∇〉 = r ddr , a straightforward computation shows that[
(1− ‖x‖2)∆− 2(µ+ 1)〈x,∇〉
]
Pn,µj,ν (x)
=
[
16(r2 − r4)(P
(µ,βj)
j )
′′(2r2 − 1)− 8((µ+ 2 + βj)r
2 − βj − 1))(P
(µ,βj)
j )
′(2r2 − 1)
−2(µ+ 1)(n− 2j)P
(µ,βj)
j (2r
2 − 1)
]
rn−2jY n−2jν (ξ)
=− [4j(j + µ+ βj + 1) + 2(µ+ 1)(n− 2j)]P
n,µ
j,ν (x),
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where the second identity follows from the second order differential equation [10,
(4.2.1)] satisfied by the Jacobi polynomial P
(µ,βj)
j . Consequently,
bµ
∫
Bd
∇Pn,µj,ν (x) · ∇P
m,µ
k,η (x)̟µ+1(x)dx =
= λµj,nbµ
∫
Bd
Pn,µj,ν (x)P
m,µ
k,η (x)̟µ(x)dx = λ
µ
j,nh
µ
j,nδn,mδk,jδν,η,
where hµj,n is defined in (2.15), and λ
µ
j,n = 4j(j+µ+βj+1)+2(µ+1)(n− 2j). 
Lemma 2.6. Let µ > −1. Then the basis {Pn,µj,ν } satisfies
(2.17) bµ
∫
Bd
∑
1≤i<j≤d
Di,jP
n,µ
ℓ,ν (x)Di,jP
m,µ
ℓ′,ν′(x)̟µ(x)dx = h
µ
ℓ,n(D)δν,ν′δℓ,ℓ′δn,m,
where
hµℓ,n(D) = (m− 2ℓ)(m− 2ℓ+ d− 2)h
µ
ℓ,n.
Proof. From (2.3) and (1.2), we obtain immediately that∫
Sd−1
∑
i<j
Di,jY
n
ν (x)Di,jY
m
η (x)dσ(x) = m(m+ d− 2)
∫
Sd−1
Y nν (x)Y
m
η (x)dσ(x),
form which the stated result follows immediately by writing the integrals in spherical–
polar coordinates. 
For convenience, we define Pn,µj,ν = 0 if j < 0. The polynomial P
n,µ
j,ν enjoys a
simple form under both ∆ and ∆0.
Lemma 2.7. Let µ > −1 and let Pn,µj,ν be defined in (2.14). Then
(2.18) ∆Pn,µj,ν (x) = κ
µ
n−jP
n−2,µ+2
j−1,ν (x) and ∆0P
n,µ
j,ν (x) = λn−2jP
n,µ
j,ν (x),
where
κµn := 4(n+ µ+
d
2 )(n+
d−2
2 ) and λn := −n(n+ d− 2).
Proof. Let again βj = n − 2j +
d−2
2 . Using (1.1) in spherical-polar coordinates
x = rξ, ξ ∈ Sd−1, it is easy to see that
∆Pn,µj,ν (x) = 8
(
2r2(P
(µ,βj)
j )
′′(2r2 − 1) + (βj + 1)(P
(µ,βj)
j )
′(2r2 − 1)
)
rn−2jY n−2jν (ξ)
=
(
2r2(P
(µ+1,βj+1)
j−1 )
′(2r2 − 1) + (βj + 1)P
(µ+1,βj+1)
j−1 (2r
2 − 1)
)
× 4(j + βj + µ+ 1)r
n−2jY n−2jν (ξ)
= 4(j + βj + µ+ 1)(j + βj)P
(µ+2,βj)
j−1 (2r
2 − 1)rn−2jY n−2jν (ξ),
where the last two equal signs follow, respectively, from the second order differential
equation satisfied by the Jacobi polynomials and by the identity ([8, (2.21)])
βP
(α,β)
j (t) + (1 + t)
d
dt
P
(α,β)
j (t) = (β + j)P
(α+1,β−1)
j (t).(2.19)
Taking into account that n − 2j = (n − 2) − 2(j − 1), this proves the identity in
(2.18) for j > 0. For j = 0, Pn,µ0,ν = Y
n
ν , so that ∆P
µ,n
0,ν (x) = 0.
The second identity in (2.18) is a direct consequence of the identity (2.2). 
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Lemma 2.8. For 1 ≤ i ≤ d, let Ŷ m+1η,i := proj
d
m+1,S(xiY
m
η ). Let βℓ = m−2ℓ+
d−2
2 .
Then,
∂iP
m,µ
ℓ,η (x) =
βℓ + ℓ
βℓ
P
(µ+1,βℓ−1)
ℓ (2r
2 − 1)∂iY
m−2ℓ
η (x)(2.20)
+ 2(ℓ+ µ+ βℓ + 1)P
(µ+1,βℓ+1)
ℓ−1 (2r
2 − 1)Ŷ m−2ℓ+1η,i (x).
Proof. A straightforward computation shows that
∂iP
m,µ
ℓ,η (x) =4xi(P
(µ,βℓ)
ℓ )
′(2r2 − 1)Y m−2ℓη (x) + P
(µ,βℓ)
ℓ (2r
2 − 1)∂iY
m−2ℓ
η (x).
Furthermore, by (2.7),
Ŷ m−2ℓ+1η,i (x) = proj
d
m−2ℓ+1,S(xiY
m−2ℓ
η (x)) = xiY
m−2ℓ
η (x) −
r2
2βℓ
∂iY
m−2ℓ
η (x).
Combining these two identities, we obtain
∂iP
m,µ
ℓ,η (x) = 4(P
(µ,βℓ)
ℓ )
′(2r2 − 1)Ŷ m−2ℓ+1η,i (x)
+
1
βℓ
[
2r2(P
(µ,βℓ)
ℓ )
′(2r2 − 1) + βℓP
(µ,βℓ)
ℓ (2r
2 − 1)
]
∂iY
m−2ℓ
η (x).
Using the derivative formula of the Jacobi polynomials and (2.19) we can then
verify the stated identity. 
Up to this point, we assumed that the spherical harmonics Y n−2jν in the basis
Pn,µj,ν , defined in (2.14), form an orthonormal basis of H
d
n−2j but did not specify
this basis. In our next proposition, however, we need to specify this basis as the
one defined in (2.6). An orthonormal basis of Hdn−2j can be derived from the basis
in (2.6) up to a normalization. For convenience, we again denote this orthonormal
basis by {Y n−2jν }, with the understanding that ν ∈ N
d
0 with ν1 = 0 or 1 and
|ν| = n− 2j now.
Proposition 2.9. Let Pn,µℓ,ν be defined in (2.14) with Y
n−2j
ν being the orthonormal
basis defined in (2.6). Let η ∈ Nd0 with |η| = n− 2k and η1 = 0 or 1. Then
(1) for 1 ≤ i ≤ d, 〈∂iP
n,µ
ℓ,ν , P
n−1,µ+1
k,η 〉µ+1 6= 0 only if k = ℓ or ℓ − 1 and, in
each case, for at most 2d−1 many ν ∈ Nd0 with ν1 = 0 or 1;
(2) for 1 ≤ i < j ≤ d, 〈Di,jP
n,µ
ℓ,ν , P
n,µ
k,η 〉µ+1 6= 0 only if k = ℓ and for at most
22d−1 many ν ∈ Nd0 with ν1 = 0 or 1.
Proof. Since ∂iY
n−2ℓ
ν ∈ H
d
n−2ℓ−1 and Ŷ
n−2ℓ+1
ν,i ∈ H
d
n−2ℓ+1, it is easy to see, by
(2.20), that Pn,µℓ,ν can be written as a sum of two polynomials, both in V
d
n−1(̟µ+1),
with one written as a sum of Pn−1,µ+1ℓ,τ over τ and another written as a sum of
Pn−1,µ+1ℓ−1,τ over τ ; moreover, by Theorem 2.1, both sums consist of at most 2
d−2
terms, which proves the item (1).
It is known that Di,j is an angular derivative that applies only on the spherical
part and maps Hdn into itself [5, Lemma 1.8.3]. Thus, for P
m,µ
ℓ,ν , it acts only on
Y m−2ℓν . Since proj
d
m,S is a linear operator, it follows that
Di,jY
m−2ℓ
ν = proj
d
m,S(Di,jY
m−2ℓ
ν ) = proj
d
m,S(xi∂jY
m−2ℓ
ν )− proj
d
m,S(xj∂iY
m−2ℓ
ν ).
Consequently, the item (2) follows directly from Theorem 2.1. 
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Using the explicit formulas of the spherical harmonics Ym and recursive relations
in Propositions 2.3 and 2.4, we can use (2.20) to derive explicit formulas for writing
∂iP
n,µ
ℓ,η as a sum of P
n−1,µ+1
j,ν .
3. Fourier orthogonal expansions and approximation
With respect to the basis (2.14), the Fourier orthogonal expansion of f ∈
L2(̟µ,B
d) is defined by
(3.1) f(x) =
∞∑
n=0
⌊n
2
⌋∑
j=0
∑
ν
f̂n,µj,ν P
n,µ
j,ν (x), with f̂
n,µ
j,ν :=
1
hµj,n
〈f, Pn,µj,ν 〉µ.
Let projµn : L
2(̟µ,B
d) 7→ Vdn(̟µ) and S
µ
n : L
2(̟µ,B
d) 7→ Πdn denote the projection
operator and the n-th partial sum operator, respectively. Then
(3.2) Sµnf(x) =
n∑
m=0
projµm f(x) and proj
µ
m f(x) =
⌊m
2
⌋∑
j=0
∑
ν
f̂m,µj,ν P
m,µ
j,ν (x),
By definition, Sµnf = f if f ∈ Π
d
n and 〈f − S
µ
nf, v〉µ = 0 for all v ∈ Π
d
n.
It turns out that the partial derivatives commute with the partial sum operators,
a fact that plays an essential role in our development below.
Lemma 3.1. Let µ > −1. Then
(3.3) ∂iS
µ
nf = S
µ+1
n−1(∂if), 1 ≤ i ≤ d,
and
(3.4) Di,jS
µ
nf = S
µ
n(Di,jf), 1 ≤ i < j ≤ d.
Proof. By its definition, f − Sµnf =
∑∞
m=n+1 proj
µ
m f and proj
µ
m f ∈ V
d
m(̟µ).
From Proposition 2.9, we can easily deduce ∂i proj
µ
m f ∈ V
d
m−1(̟µ+1), so that
〈∂i(f − S
µ
nf), P 〉µ+1 = 0 for all P ∈ Π
d
n. Consequently, S
µ+1
n−1(∂if − ∂iS
µ
nf) = 0.
Since Sµ+1n−1 reproduces polynomials of degree at most n−1, S
µ+1
n−1(∂iS
µ
nf) = ∂iS
µ
nf ,
which implies that
0 = Sµ+1n−1(∂if − ∂iS
µ
nf) = S
µ+1
n−1(∂if)− ∂iS
µ
nf.
This proves (3.3), which implies the first identity in (3.4). Now, Di,j maps H
d
n to
itself, which implies that Di,j proj
µ
m f ∈ V
d
m(̟µ) and, as a result, that (3.4) can be
established similarly as (3.3). 
The relations in the above lemma pass down to the Fourier coefficients.
Proposition 3.2. Let f ∈ W22 (̟µ,B
d) and let f̂n,µj,ν be as defined in (3.1). Then
∆̂f
n−2,µ+2
j,ν = κ
µ
n−j−1f̂
n,µ
j+1,ν and ∆̂0f
n,µ
j,ν = λn−2j f̂
n,µ
j,ν ,(3.5)
where 0 ≤ j ≤ (n−2)/2 in the first identity and 0 ≤ j ≤ n/2 in the second identity.
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Proof. From projµn f = S
µ
nf −S
µ
n−1f and (3.3), we obtain ∆proj
µ
n f = proj
µ+2
n−2∆f .
By (3.2) and (2.18),
∆projµn f(x) =
⌊n
2
⌋∑
j=1
∑
ν
f̂n,µj,ν κ
µ
n−jP
n−2,µ+2
j−1,ν (x)
=
⌊n−2
2
⌋∑
j=0
∑
ν
f̂n,µj+1,νκ
µ
n−j−1P
n−2,µ+2
j,ν (x).
Hence, by ∆projµn f = proj
µ+2
n−2∆f , the first identity of (3.5) follows. The second
identity of (3.5) follows similarly, using (2.18) and ∆0S
µ
nf = S
µ
n∆0f , the latter
follows from (3.4) and (1.2). 
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. We start with Parseval’s identity,
En(f)
2
µ = ‖f − S
µ
nf‖
2
µ =
∞∑
m=n+1
⌊m
2
⌋∑
j=0
∑
ν
∣∣∣f̂m,µj,ν ∣∣∣2 hµj,m = Σ1 +Σ2,
where we split the sum as
Σ1 =
∞∑
m=n+1
⌊m
2
⌋∑
j=⌊m
4
⌋
∑
ν
∣∣∣f̂m,µj,ν ∣∣∣2 hµj,m and Σ2 = ∞∑
m=n+1
⌊m
4
⌋−1∑
j=0
∑
ν
∣∣∣f̂m,µj,ν ∣∣∣2 hµj,m.
We estimate Σ1 first. Iterating the first identity in (3.5), we obtain
(3.6)
∣∣∣f̂µ,mj,ν ∣∣∣2 = s∏
i=1
(
κµ+2im−j−i+1
)−2 ∣∣∣∆̂sfm−2s,µ+2sj−s,ν ∣∣∣2 ∼ m−4s ∣∣∣∆̂sfm−2s,µ+2sj−s,ν ∣∣∣2
for ⌊m4 ⌋ ≤ j ≤ ⌊
m
2 ⌋. Furthermore, by (2.15), it is easy to verify that
(3.7)
hµj,m
hµ+2sj−s,m−2s
=
(µ+ 1)2s(m− j − s+
d
2 )s(µ+m− j +
d+2
2 )s
(µ+ d+22 )2s(j − s+ 1)s(j + µ+ 1)s
,
which is bounded by a constant, independent of m, when j ∼ m. Consequently, it
follows that
Σ1 ≤ c
∞∑
m=n+1
⌊m
2
⌋∑
j=⌊m
4
⌋
∑
ν
m−4s
∣∣∣∆̂sfm−2s,µ+2sj−s,ν ∣∣∣2 hµ+2sj−s,m−2s ≤ cn4sEn−2s(∆sf)2µ+2s.
Next, we estimate Σ2. Iterating the second identity in (3.5), we obtain
(3.8)
∣∣∣f̂m,µj,ν ∣∣∣2 = (λm−2j)−2s ∣∣∣∆̂s0fm,µj,ν ∣∣∣2 ∼ m−4s ∣∣∣∆̂s0fm,µj,ν ∣∣∣2
for 0 ≤ j ≤ ⌊m4 ⌋. Consequently, it follows that
Σ2 ≤ c
∞∑
m=n+1
⌊m
4
⌋−1∑
j=0
∑
ν
m−4s
∣∣∣∆̂s0fm,µj,ν ∣∣∣2 hµj,m ≤ cn4sEn(∆s0f)2µ.
Putting these two estimates together completes the proof of the theorem. 
In the above proof, we do not need to specify the basis of spherical harmonics
in the definition of Pn,µj,ν . The proof of Theorem 1.2 is far more complicated, for
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which we do need to specify the basis. Thus, in the rest of this section, we shall
choose the basis of Hdn−2j as the one in (2.6) and we shall adopt the convention as
in the discussion right before Proposition 2.9.
We need two estimates on the Fourier coefficients.
Proposition 3.3. Let f ∈ W12 (̟µ,B
d) and let f̂n,µj,ν be as defined in (3.1). Then
(3.9)
∣∣∣f̂m,µℓ,ν ∣∣∣ ≤ cm∑
η
d∑
i=1
(∣∣∣∂̂ifm−1,µ+1ℓ−1,η ∣∣∣+ ∣∣∣∂̂ifm−1,µ+1ℓ,η ∣∣∣) ,
where the sum over η consists of at most 2d−1 many terms.
Proof. In the one hand, by (2.16) and the definition of projµn f , we see that
hµℓ,m(∇)f̂
m,µ
ℓ,ν = bµ
∫
Bd
∇ projµm f(x) · ∇P
m,µ
ℓ,ν (x)̟µ+1(x)dx.
On the other hand,
d∑
i=1
bµ
∫
Bd
projµ+1m−1 ∂if(x)∂iP
m,µ
ℓ,ν (x)̟µ+1(x)dx
=
bµ
bµ+1
⌊m
2
⌋∑
j=0
∑
η
d∑
i=1
∂̂if
m−1,µ+1
j,η 〈P
m−1,µ+1
j,η , ∂iP
m,µ
ℓ,ν 〉µ+1.
Hence, taking inner product of both sides of the identity (3.3) with ∂iP
m,µ
ℓ,ν in the
inner product of L2(̟µ+1,B
d), we obtain
(3.10) hµℓ,m(∇)f̂
m,µ
ℓ,ν =
bµ
bµ+1
⌊m
2
⌋∑
j=0
∑
η
d∑
i=1
∂̂if
m−1,µ+1
j,η 〈P
m−1,µ+1
j,η , ∂iP
m,µ
ℓ,ν 〉µ+1,
where the number of terms in the sum over η consists of at most 2d−1 terms by
Proposition 2.9. We now estimate the coefficients in the right hand side.
By Proposition 2.9, the coefficients 〈Pm−1,µ+1j,η , ∂iP
m,µ
ℓ,ν 〉µ+1 in (3.10) are nonzero
only if j = ℓ or j = ℓ− 1. Now, by the Cauchy-Schwarz inequality and (2.16),∣∣∣∣ bµbµ+1 〈Pm−1,µ+1j,η , ∂iPm,µℓ,ν 〉µ+1
∣∣∣∣2 ≤ b2µb2µ+1
∥∥∥Pm−1,µ+1j,η ∥∥∥2
µ+1
∥∥∥∂iPm,µℓ,ν ∥∥∥2
µ+1
≤
bµ
bµ+1
hµ+1j,m−1h
µ
ℓ,m(∇) ≤
c
m2
hµj,m(∇)
2
where the last step is deduced using the explicit formula of the two norms in (2.15)
and (2.16), and the fact that j = ℓ or j = ℓ− 1. Consequently, since the number of
terms in the sum over η is independent of m, (3.9) follows from (3.10). 
Proposition 3.4. Let f ∈ W12 (̟µ,B
d) and let f̂n,µj,ν be as defined in (3.1). Then
(3.11)
∣∣∣f̂m,µℓ,ν ∣∣∣ ≤ 1√
(m− 2ℓ)(m− 2ℓ+ d− 2)
∑
η
∑
i<j
∣∣∣D̂i,jfm,µℓ,η ∣∣∣
where the sum over η consists of finitely many terms independent of m.
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Proof. In the one hand, using (2.17) and the definition of projµn f , we obtain
bµ
∫
Bd
∑
i<j
Di,j proj
µ
m f(x)Di,jP
m,µ
ℓ,ν ̟µ(x)dx = (m− 2ℓ)(m− 2ℓ+ d− 2)h
µ
ℓ,mf̂
m,µ
ℓ,ν .
On the other hand, since Di,j maps H
d
m to itself, examining the radial part of the
orthogonality of Pm,µℓ,ν shows that 〈P
m,µ
k,ν , Di,jP
m,µ
ℓ,ν 〉µ = 0 if k 6= ℓ, which implies
that
bµ
∫
Bd
∑
i<j
projµm(Di,jf ;x)Di,jP
m,µ
ℓ,ν ̟µ(x)dx
=
∑
η
∑
i<j
bµ
∫
Bd
Pm,µℓ,η (x)Di,jP
m,µ
ℓ,ν (x)̟µ(x)dx D̂i,jf
m,µ
η,ν .
Since Di,j proj
µ
m f = proj
µ
mDi,jf by (3.4), comparing the above two expressions,
we obtain
(m− 2ℓ)(m− 2ℓ+ d− 2)hµℓ,mf̂
m,µ
ℓ,ν =
∑
η
∑
i<j
〈Pm,µℓ,η , Di,jP
m,µ
ℓ,ν 〉µ D̂i,jf
m,µ
ℓ,η .(3.12)
By Proposition 2.9, the sum over η consists of at most 22d−1 terms. Now, by the
Cauchy-Swartz inequality and (2.17),∣∣∣〈Pm,µℓ,η , Di,jPm,µℓ,ν 〉µ∣∣∣2 ≤ hµℓ,mbµ ∫
Bd
∣∣∣Di,jPm,µℓ,ν ∣∣∣2̟µ(x)dx
≤ hµℓ,mbµ
∫
Bd
∑
i<j
∣∣∣Di,jPm,µℓ,ν ∣∣∣2̟µ(x)dx
= (m− 2ℓ)(m− 2ℓ+ d− 2)(hµℓ,m)
2.
Applying this inequality on (3.12) and using the fact the number of terms in the
sum over η is independent of m, we complete the proof. 
Proof of Theorem 1.2. As in the proof of Theorem 1.1, we write
En(f)
2
µ = ‖f − S
µ
nf‖
2
µ =
∞∑
m=n+1
⌊m
2
⌋∑
j=0
∑
ν
∣∣∣f̂m,µj,ν ∣∣∣2 hµj,m = Σ1 +Σ2,
using the same split up. We work with Σ1 first. For ⌊
m
4 ⌋ ≤ j ≤ ⌊
m
2 ⌋, we obtain by
(3.6) and (3.9) that∣∣∣f̂m,µj,ν ∣∣∣2 ≤ cm−4s−2∑
η
d∑
i=1
(∣∣∣∣∂̂i∆sfm−2s−1,µ+2s+1j−s−1,η ∣∣∣∣2 + ∣∣∣∣∂̂i∆sfm−2s−1,µ+2s+1j−s,η ∣∣∣∣2
)
.
Moreover, as in (3.7), it is not difficult to see, using (2.15), that
(3.13)
hµj,m
hµ+2s+1j−s−1,m−2s−1
∼
hµj,m
hµ+2s+1j−s,m−2s−1
∼
(m− j + 1)2s+1
(j + 1)2s+1
which shows, in particular, that hµj,m/h
µ+2s+1
j−s−1,m−2s−1 ≤ c and h
µ
j,m/h
µ+2s+1
j−s,m−2s−1 ≤ c
for ⌊m4 ⌋ ≤ j ≤ ⌊
m
2 ⌋. Furthermore, since the number of terms in the summation
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over η is independent of m, we see that∑
ν
∑
η
∣∣∣∣∂̂i∆sfm−2s−1,µ+2s+1j−s,η ∣∣∣∣2 ≤ c ∑
1≤τ≤ad
m−1−2j
∣∣∣∣∂̂i∆sfm−2s−1,µ+2s+1j−s,τ ∣∣∣∣2 .
Consequently,
Σ1 ≤ c
∞∑
m=n+1
⌊m
2
⌋∑
j=⌊m
4
⌋
1
m2(2s+1)
∑
ν
∑
η
d∑
i=1
∣∣∣∣∂̂i∆sfm−2s−1,µ+2s+1j−s,η ∣∣∣∣2 hµ+2s+1j−s,m−2s−1
≤
c
n2(2s+1)
d∑
i=1
∞∑
m=n+1
⌊m
2
⌋∑
j=⌊m
4
⌋
∑
τ
∣∣∣∣∂̂i∆sfm−2s−1,µ+2s+1j−s,τ ∣∣∣∣2 hµ+2s+1j−s,m−2s−1
≤
c
n2(2s+1)
d∑
i=1
En−2s−1(∂i∆
sf)2µ+2s+1.
Next we estimate Σ2. For 0 ≤ j ≤ ⌊
m
4 ⌋, we obtain by (3.8) and (3.11) that∣∣∣f̂m,µj,ν ∣∣∣2 ≤ cm−4s−2∑
η
∑
i<j
|D̂i,j∆s0f
m,µ
j,η |
2.
Hence, it follows that
Σ2 ≤ c
∑
i<j
∞∑
m=n+1
1
m4s+2
⌊m
4
⌋∑
j=0
∑
ν
∑
η
|D̂i,j∆s0f
m,µ
j,η |
2hµj,m
≤
c
n2(2s+1)
∑
i<j
En(Di,j∆
s
0f)
2
µ,
where we have used again that the number of terms in the summation over η is
independent of m. Putting the two estimates together completes the proof. 
Remark 3.1. As we see from (3.13), the restriction j ∼ m is essential for the two
ratios to be bounded by a constant. This shows that the estimate of Σ1 in the
proof does not work for small j, which gives a strong indication that the estimate
(1.4), in particular (1.5), is unlikely to hold without the second term. This is the
case especially when f is a spherical function, that is, f(x) = f0(x/‖x‖), for which
we need j = 0 since f̂nj,ν = 0 if j 6= 0.
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Appendix: The derivatives of spherical harmonics for d = 2, 3
For the spherical harmonics in (2.6), we can derive explicit expressions of their
partial derivatives, written as a sum of the same basis but one degree lower. We
state these explicit expressions for the cases d = 2 and d = 3 here.
For d = 2, dimH2n = 2 for n ≥ 1. In polar coordinates, (x1, x2) = (r cos θ, r sin θ),
of R2, an orthogonal basis of H2n is given by
Y (1)n (x) = r
n cosnθ, Y (2)n (x) = r
n sinnθ,
which agrees with (2.5). A simple computation gives the following:
Proposition 1. For n > 0 we have
∂1Y
(1)
n (x) = nY
(1)
n−1(x), ∂1Y
(2)
n (x) = nY
(2)
n−1(x)
∂2Y
(1)
n (x) = −nY
(2)
n−1(x), ∂2Y
(2)
n (x) = nY
(1)
n−1(x)
For d = 3, the space H3n of spherical harmonics of degree n has dimension 2n+1.
In spherical polar coordinates of R3,
x1 = r sin θ sinφ,
x2 = r sin θ cosφ,
x3 = r cos θ,
0 ≤ θ ≤ π, 0 ≤ φ < 2π, r > 0,
a mutually orthogonal basis of H3n is given by
Y nk,1(x) = r
n(sin θ)kC
k+ 1
2
n−k (cos θ) cos kφ, 0 ≤ k ≤ n,
Y nk,2(x) = r
n(sin θ)kC
k+ 1
2
n−k (cos θ) sin kφ, 1 ≤ k ≤ n.
They are homogeneous polynomials in x and agree with (2.6) when rewriting as
Y nk,1(x) = r
n−kC
k+ 1
2
n−k
(x3
r
)
ρkTk
(
x2
ρ
)
, 0 ≤ k ≤ n,
Y nk,2(x) = r
n−kC
k+ 1
2
n−k
(x3
r
)
ρk−1x1Uk−1
(
x2
ρ
)
, 1 ≤ k ≤ n,
with ρ =
√
x21 + x
2
2 and r =
√
x21 + x
2
2 + x
2
3. In the next proposition, we will also
define Y nk,1(x) = Y
n
k,2(x) = 0 if k < 0 or k > n.
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Proposition 2. For k = 0, 1, . . . , n,
∂1Y
n
k,1(x) = −
(n+ k)(n+ k − 1)
2(2k − 1)
Y n−1k−1,2(x) −
(
k +
1
2
)
Y n−1k+1,2(x),
∂2Y
n
k,1(x) =
(n+ k)(n+ k − 1)
2(2k − 1)
Y n−1k−1,1(x)−
(
k +
1
2
)
Y n−1k+1,1(x),
∂3Y
n
k,1(x) = (n+ k)Y
n−1
k,1 (x).
For k = 1, 2, . . . , n,
∂1Y
n
k,2(x) =
(n+ k)(n+ k − 1)
2(2k − 1)
Y n−1k−1,1(x) +
(
k +
1
2
)
Y n−1k+1,1(x),
∂2Y
n
k,2(x) =
(n+ k)(n+ k − 1)
2(2k − 1)
Y n−1k−1,2(x)−
(
k +
1
2
)
Y n−1k+1,2(x),
∂3Y
n
k,2(x) = (n+ k)Y
n−1
k,2 (x).
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