We study the difference of two orthogonal projectors induced by compact groups of linear operators acting on a vector space. An upper bound for the difference is derived using the Haar measures of the groups. A particular attention is paid to finite groups. Some applications are given for complex matrices and unitarily invariant norms. 
Proof. Denote c = Fix arbitrarily x ∈ V and y ∈ M K . We prove the identity
Since H ⊂ K, we have M K ⊂ M H . Therefore y ∈ M H . In consequence, Py = y = Qy. Hence
completing the proof of (2) .
Observe that c − 1 = cμ K (K \ H ) 0. Because ϕ is convex and positively homogeneous, it is subadditive. Using (2) and Jensen inequality, we obtain
This completes the proof of (1). 2 Theorem 1.1 simplifies for finite groups. Then the following inequality holds:
In particular, if H = {id}, then
If in addition K = {id, k}, where k is an involution, then (4) becomes
n , where #(B) stands for the cardinality of a Borel set B in K. From this we have
It now follows from (1) that (3) is satisfied. To see (4), apply (3) for the trivial group H = {id}, m = 1, the space M H = V and the identity projector P = id. If in addition K = {id, k} with an involution k, then Qx = x+kx 2 for x ∈ V . Therefore (4) implies (5). 2
For a compact subgroup G of O(V ), the group majorization induced by G, abbreviated as G-majorization and written as G , is the preordering on V defined by
where C G (x) = conv Gx denotes the convex hull of the orbit Gx = {gx: g ∈ G} (see [3] [4] [5] 9, 10] ). It is known that
where
is the support function of the set C G (v) for v ∈ V (see [12, 
In particular, if H and K are finite groups of order m and n, respectively, then (8) takes the form
More specifically, if H = {id} then
and if in addition K = {id, k} with an involution k, then
Proof. We prove (8) .
In light of (6) we need only show that
The support function ϕ z of the set C G (z) is convex, positively homogeneous and G-invariant [5, Lemma 3] . So, we get
Using Theorem 1.1 for ϕ z , we obtain (12). Thus (8) is proved. In consequence, (9)- (11) hold, too. 2
Applications
We now interpret the results of the previous section in matrix setting. To do so, we set V = M n (C) = the space of n × n complex matrices with the real inner product A, B = Re tr AB * for A, B ∈ M n (C),
It is not hard to verify that G consists of orthogonal operators on M n (C) with respect to the inner product. In fact, for any A, B ∈ M n (C) and g = U 1 (·)U 2 ∈ G, one has
Thus G ⊂ O(M n (C)).
Given two n-vectors x, y ∈ R n , we say that x weakly majorizes y, and write y ≺ w x, if the sum of the i largest entries of y does not exceed that of
Consider H = {id} and K = {id, k}
as in the end of Corollary 1. Also, by the Singular Value Decomposition of X [2, p. 6], kX = X * ∈ GX for each X ∈ M n (C). Now, applying (5), (11) and (13) By virtue of (5), (11) and (13) 
Applying (14) for
we derive M K = S n (C) = the space of n × n complex symmetric matrices.
Observe that kX = X T ∈ GX for each X ∈ M n (C). To see this, apply the Singular Value Decomposition of X [2, p. 6]. In consequence, by using (5), (11) and (13) we can obtain the following result.
Corollary 2.4. Let X be an n × n complex matrix and let Y be an n × n complex symmetric matrix. Then
Consider H = {id} and K = {id, k} with k = −(·) T .
By (5), (11) and (13) we get Corollary 2.5. Let X be an n × n complex matrix and let Y be an n × n complex skew-symmetric matrix. Then
For given positive integers n 1 , . . . , n q such that n 1 + · · · + n q = n, let
where I r denotes the r × r identity matrix (cf.
It is readily seen that
where X = (X ij ) is an n × n block matrix with n i × n j blocks X ij , i, j = 1, . . . , n. It now follows from Corollary 1.2 and Theorem 1.3 (see (4) and (10)) that the following result holds. 
We now study the case when V = H n = the space of n × n Hermitian matrices with the real inner product A, B = Re tr AB for A, B ∈ H n , G = U(·)U * : U ∈ U n , where U n is the group of n × n unitary matrices, ϕ = · wui = a weakly unitarily invariant norm on H n , i.e., a norm such that UXU * wui = X wui for X ∈ H n and U ∈ U n (see [2, p. 102] ).
Let x, y ∈ R n . The vector x is said to majorize the vector y (in symbols, y ≺ x), if the sum of the i largest entries of y does not exceed that of x for each i = 1, 2, . . . , n with equality for i = n [6, p. 7] . Denote λ(A) = (λ 1 (A), λ 2 (A), . . . , λ n (A) ), where
Remark 2.7. Observe that −id does not belong to the group G. In consequence, Theorem 1.3 does not apply in this case. Instead, we employ Corollary 1.2 for G-invariant (and so K-invariant) norm · wui . Therefore the results of Corollaries 2.8-2.9 are presented in a norm form.
We now present a result for the group P n of n × n permutation matrices. Taking
we have #(K) = n!, K ⊂ G and
. In other words,
where I n is the n × n identity matrix and J n is the n × n matrix of all ones. For an n × n Hermitian matrix X, QX equals to the matrix ⎛
where a = a(X) = 
A system of projectors in M n (C) is a set P = {P 1 , . . . , P r } ⊂ M n (C) such that
Then the operator C P : M n (C) → M n (C) given by
is called a pinching operator.
Define the group
It follows from (19) that each A = r i=1 i P i ∈ E P is unitary. Consider the group H consisting of all operators A(·)A, where A ∈ E P . Then #(H ) = 2 r and H ⊂ O(H n ). It is easily seen that M H is the commutant of E P . Also, M H is the image of the pinching operator C P .
Furthermore, in an appropriate choice of basis, the orthogonal projector from H n onto M H is given by
where X is an n × n block Hermitian matrix with n i × n i diagonal blocks X i , i = 1, . . . , r, and n 1 + · · · + n r = n (see [1, Example 1] , cf. also [2, 7] In what follows, we assume that Q is a refinement of the system P = {P 1 , . . . , P r }. That is, n i1 + · · · + n iq i = n i for each i = 1, . . . , r, where n iq i is the rank of P iq i , and P i1 + · · · + P iq i = P i .
Consider the group
Let K be the group consisting of all operators B(·)B, where B ∈ E Q . Then #(K) = 2 q and M K is the commutant of E Q . It is obvious that K ⊂ G. Since Q is a refinement of P, we have E P ⊂ E Q . Therefore H is a subgroup of K. We now illustrate inequality (3).
Corollary 2.9. Under the above notation, let P and Q be two systems of projectors in M n (C). Assume Q is a refinement of P. Let X be an n × n Hermitian matrix and let Y be an n × n Hermitian matrix belonging to the image of C Q . Then
Finally, it is evident that the constants of the inequalities of Corollaries 2.1, 2.3-2.5 equal to one. For this reason they are sharp. It would be nice to know whether or not the constants of Corollaries 2.6, 2.8 and 2.9 are sharp.
