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ABSTRACT Clustering the images shared through social network (SN) platforms according to the
acquisition cameras embedded in smartphones is regarded as a significant task in forensic investigations
of cybercrimes. The sensor pattern noise (SPN) caused by the camera sensor imperfections during the
manufacturing process can be extracted from the images and used to fingerprint the smartphones. The process
of content compression performed by the SNs causes loss of image details and weakens the SPN, making
the clustering task even more challenging. In this paper, we present a hybrid algorithm capable of clustering
the images captured and shared through SNs without prior knowledge about the types and number of the
acquisition smartphones. The hybrid method exploits batch partitioning, image resizing, hierarchical and
graph-based clustering approaches to cluster the images. UsingMarkov clustering, the hierarchical clustering
is conducted in such a way that the representative clusters with a higher probability of belonging to the same
camera are selected for merging, which accelerates the clustering. For merging the clusters, the adaptive
threshold updated iteratively through the hybrid clustering is used, which results in more precise clusters
even for images from the same model of smartphones. The results on the VISION dataset, including both
native and shared images, prove the effectiveness and efficiency of the hybrid method in comparison with
the state-of-the-art SPN-based image clustering algorithms.
INDEX TERMS Sensor pattern noise, camera fingerprinting, image clustering, social networks, digital
forensics.
I. INTRODUCTION
The ever increasing prevalence of smartphones and the popu-
larity of social network (SN) platforms have facilitated instant
sharing of multimedia content through SNs [1]. However,
the ease in taking and sharing photos and videos through
SNs also allows privacy-intrusive and illegal content to be
widely distributed [2]. As such, images captured and shared
by users on their profiles are considered as significant digital
evidence providing investigators with important clues once a
digital crime is reported. Generally, there are different sce-
narios in online digital forensics. Given a set of confiscated
smartphones and a set of suspect profiles on SNs, the inves-
tigators may want to know whether the images shared on
suspect profiles originated from the confiscated smartphones
The associate editor coordinating the review of this manuscript and
approving it for publication was Irene Amerini.
or not. It is usually called smartphone verification. More
specifically, the verification task is a binary classification that
carries out 1-by-1 matching between the pairs of the images
and the smartphones. The second scenario is similar to the
first, but instead of one, multiple cameras are available. It is
known as smartphone identification, which deals with 1-to-m
matching problem and determines which smartphone out of
m took a given image [3]. However, in most real-life cases,
the investigators collect a large number of shared images on
suspect profiles, without any clue of the cameras, and they
still intend to group the images into an unknown number
of clusters, each of them includes the images taken by the
same camera. As an important outcome, by the resulted
clusters and the existing profile tags, the profiles sharing
the images captured by the same camera source are linked,
resulting in more clues to detect evidence references in a
digital crime.
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The Sensor Pattern Noise (SPN), due to camera sen-
sor imperfections created during the manufacturing process,
is considered as a unique characteristic to fingerprint a source
camera. Given a set of images taken by a specific smart-
phone camera, the SPN can be approximated by averaging the
Residual Noises (RNs) presented in the images [4]. Each RN
is the difference between the image content and its denoised
version acquired by a denoising filter. The clustering is typi-
cally performed based on the similarities among the extracted
RNs.
A. PROBLEM STATEMENT
For real-life applications dealing with a large number of
images, a clustering algorithm needs to be precise, scalable
and feasible. In other words, it is desired to cluster the images
into the right groups, to be applicable on any given dataset,
and have a reasonable running time. Developing an algo-
rithm meeting all these requirements has some challenges as
follows:
• To extract the right SPN, the correct orientation of
images has to be obtained. Some smartphone settings
and SN platforms remove the orientation information
from metadata of the image file.
• The extracted RN from an image can be severely con-
taminated by other interference. Besides, the process of
content compression performed by SNs causes loss of
image details and weakens the SPN.
• To compute the similarity among the RNs, they have to
have the same spatial resolution. The typical way is to
crop the central block of RNs which may cause loss of
critical data.
• Though it is desirable to apply high resolutions of RNs,
for having better quality of clustering, the heavy over-
head on data storage and computation limits their usage.
• Images captured by different smartphones of the same
model undergo the same imaging pipeline which intro-
duces similar artifacts in the SPNs.
• Calculating the full-pairwise correlationmatrix is a cum-
bersome and sometimes infeasible task especially for
large-scale datasets.
With these challenges in the SPN-based image clustering,
many works have been done. However, the literature lacks a
precise, scalable, and feasible algorithm designed particularly
for clustering the shared images on SN platforms.
B. CONTRIBUTIONS
We present a hybrid clustering approach by combining the
hierarchical and graph-based algorithms. The hybrid algo-
rithm is capable of clustering the images captured and shared
through SNs without prior knowledge about the types and
number of the acquisition smartphones, and it tackles most
of the mentioned challenges. This makes it applicable to the
real-life cases:
• Unlikemost studies presented in the literature, to get bet-
ter characteristics of SPN, we exploit resizing rather than
cropping the RNs, which is more useful in the clustering,
especially for shared images having low resolutions.
• To tackle the problem of the limited size of RAM for
loading the RNs, the dataset is partitioned into small
batches to ensure that each of them can be fit into the
available RAM.
• By using Markov clustering, the hierarchical clustering
is conducted in such a way that the representative clus-
ters with a higher probability of belonging to the same
camera are selected for a merging.
• To merge the candidate clusters, an adaptive threshold
is used. The threshold generally increases as the size
and quality of a cluster increase. This prevents wrong
merging of clusters, especially the clusters from the
same models of smartphones.
• Partitioning the dataset, exploiting the inherent sparse-
ness of correlation matrix, and checking only the repre-
sentative clusters in the merging result in the calculation
of a small portion of the full-pairwise correlation matrix.
This accelerates the clustering, which is particularly
helpful for large-scale datasets.
The rest of the paper is organized as follows. In Section II,
a summary of existing works on SPN-based image clustering
is provided. The proposed hybrid algorithm is explained in
Section III. In Section IV, The results of the hybrid algo-
rithm as well as the comparisons with other state-of-the-art
algorithms are presented. Finally, the conclusion is drawn in
Section V.
II. RELATED WORKS
Many works have been done on SPN-based image clustering.
As a pioneering work, Bloy in [5] presented an unsupervised
clustering algorithm considering the RNs as singleton clus-
ters and hierarchically merging the similar clusters. The pairs
of the clusters are randomly selected and if their correlation
exceeds a threshold, they aremerged into a new cluster, which
is represented by its centroid, i.e., the corresponding SPN.
It is based on the idea that the more images are clustered,
the better the quality of SPNs can be obtained. As a drawback,
the algorithm produces the threshold based on a quadratic
model, which is not generalized well across various source
cameras.
In [6], Markov random fields are used to assign iteratively
a class label to an image, according to the consensus of
a small set of SPNs, called membership committee. This
raises an issue on how to choose an appropriate committee,
particularly for the datasets with various cluster cardinalities,
i.e., asymmetric datasets. The authors of [7] developed a
faster algorithm by proposing a new enhancer applied to the
extracted SPNs. A random subset, i.e., training set, of the
entire dataset is used for clustering, which is followed by
a classification step for the remaining fingerprints, i.e., test
set. The algorithm merges the clusters hierarchically, and
a silhouette coefficient is calculated for each cluster. Par-
ticularly, the silhouette coefficient estimates the separation
among clusters as well as the cohesion within each cluster.
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FIGURE 1. Flowchart of the proposed hybrid method.
The average of the silhouette coefficients corresponding to
the produced clusters in each iteration is considered as a merit
of the clustering, showing its quality. Once all fingerprints are
merged into one cluster, a set of clusters with the highest value
of the merit is selected as the optimal result of the clustering.
In [8], a similar unsupervised algorithm was proposed. The
main difference is that the evolutionary process of the cluster
formation is used in the calculation of the coefficient. The
main problem of the proposed hierarchical algorithms is that
they are sensitive to noise and outliers as wrong assignments
may propagate the error to the following iterations in the
clustering. Also, their computational complexities are high
especially for high dimensional RNs because all the cluster
pairs have to be checked for a merging.
The graph-based algorithms have successfully been
applied to SPN-based image clustering by computing a
small portion of the full-pairwise correlation matrix. In [9],
an approach based on k-nearest neighbor technique was pro-
posed, where the clustering is regarded as a graph partition-
ing problem. Each image is considered as a node and the
correlation values between the RNs are considered as the
weights of the edges. Next, the nodes are partitioned into
disjointed sets by using spectral analysis. Besides the need for
the user to provide the number of clusters, a major problem
of this method is that its quality depends on the random ini-
tialization. In [10], the problems were addressed by means of
the normalized cut graph partitioning algorithm [11], which
produced better clustering results without providing the num-
ber of clusters as an input parameter. However, the stopping
condition is met once all the aggregation coefficients com-
puted for the obtained clusters are greater than a pre-defined
threshold, which is an important input parameter itself.
In [12], the clustering is performed based on correlation
clustering formulating the graph partitioning problem as con-
strained energy minimization. A refinement step is applied
to generate clusters with higher qualities. The disadvantage
is that it needs a parameter set by the user according to
preliminary analyses on an appropriate training set. The
issue of parameter setting was handled in [13] by consensus
clustering applied to all the cluster partitions obtained from
correlation clustering, to extract a unique solution. Generally,
the average correlations between SPNs of one camera may
remarkably differ from that of other cameras. This makes
the clustering more difficult. To tackle the issue, in [14],
shared nearest neighbors [15] are applied to the full-pairwise
correlation matrix, to find clusters with different sizes and
densities. A common undesirable trait of the mentioned algo-
rithms is their need for full-pairwise correlationmatrix, which
may prevent their use for large-scale datasets in practical
applications.
Only a few studies considered the scalability aspect of
SPN-based image clustering. In [16], large-scale clustering
was handled by partitioning the dataset into small batches,
which could fit in RAM efficiently, and applying a coarse-to-
fine clustering approach. An adaptive threshold was proposed
for merging the obtained clusters based on the quality of the
clusters iteratively updated during the clustering. The authors
of [17] used the similar partitioning approach and exploited
linear dependencies among SPNs in their intrinsic vector sub-
spaces. It uses a training phase to generate an adaptive thresh-
old for merging the obtained clusters. However, the training
may lead to over-fitting in some datasets. Also, compared
with the threshold proposed in [16], it tends to be too radical
for clusters with large size, which is a critical point in real-life
applications. However, these scalable clustering algorithms
were only tested on native images and their robustness on
shared images on SNs is still in doubt.
III. PROPOSED HYBRID METHOD
The proposed hybrid method mainly consists of prepara-
tion, hybrid clustering, and post-processing phases, as shown
in Figure 1. We will look into each of the three phases to give
an overview of the proposed method:
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• Preparation: firstly, dark and saturated images are
excluded. Then, the remaining images are aligned to
the same orientation, depending on the availability of
meta-data of the image files. Next, the grayscale version
of the images is obtained. RNs are extracted from the
pre-processed images, and they are resized to a specific
resolution, i.e., 1024× 1024 px.
• Hybrid clustering: the clustering starts with ran-
domly partitioning the dataset into small batches. For
each batch, a pairwise correlation matrix is calculated.
Markov clustering algorithm is applied to the correlation
matrix. By using the probability matrix, as the out-
put of the Markov clustering, and nearest neighboring,
the candidate clusters are selected, and subsequently an
adaptive threshold is computed for merging the clusters.
The SPN is updated for the merged clusters and similar
process is hierarchically performed on the merged clus-
ters. The clustering stops once no new cluster is found.
• Post-processing: in this phase, the resulted clusters are
scored based on their sizes, and the coarse clusters,
i.e., the clusters with a notable number of RNs sharing
the same SPN characteristics, are stored as the final
result.
A. PREPARATION
Since dark and saturated images do not provide trustworthy
RNs [18], including these images makes the clustering task
unreliable and computationally cumbersome [16]. Therefore,
we recognize these images and exclude them from our exper-
iments. If 70% of the pixels in an image have the intensities
smaller than 50 or greater than 250, we consider it as dark
or saturated image, respectively. We align all the remaining
images to the same orientation according to the Exchangeable
Image File Format (EXIF) data. For some images without
EXIF data, we only rotate the images to either portrait or
landscape orientation based on the spatial resolution [19].
This may not completely resolve the orientation problem, but
it can be alleviated. Any how, the clustering quality would be
affected. Finally, to reduce the computational cost, we only
use the grayscale version of each image.
We extract the RNs from the pre-processed images as
follows:
RN = I − d(I ) (1)
where I and d() are an image and a denoising filter, respec-
tively. Subsequently, by averaging the RNs extracted from n
images taken by a given smartphone, the SPN, i.e., the camera
fingerprint, can be approximated by:
SPN = 1
n
n∑
j=1
RN j (2)
Based on (1) and (2), it is obvious that the quality of the
extracted RN and SPN depends on d() and n. Block-Matching
and 3D (BM3D) denoising filter introduced by [20] is applied
to extract the RNs because it results in better quality of SPNs.
Through BM3D, non-unique artifacts are removed by using
zero-meaning all columns and rows, and Wiener filtering in
the Fourier domain [18], [21] and [22].
After extracting the RNs from the full-size grayscale
images, unlike many works, which cropped RNs (often from
the center), we resize them to a specific resolution based on
bicubic interpolation [23]. Indeed, resizing is a flexible way
to calculate the correlations between the RNs with different
resolutions. Assume that images in a dataset were captured
by 2 smartphones and have different resolutions such as
2560 × 1920 and 960 × 720 px. To calculate correlations,
all the RNs are typically cropped to the lowest resolution,
i.e., 960× 720 px in this case. Consequently, a large segment
of RNs with the highest resolution, i.e., 2560 × 1920 px,
is discarded. Conversely, by resizing, we can flexibly upscale
the lowest resolution or downscale the highest resolution to a
specific size for more efficient use of available information.
More details about the impact of resizing versus cropping on
the correlations and the clustering will be given in Section IV-
C.1. Actually, zero-padding can be another option to handle
the computation of correlations between RNs with different
resolutions. It may give rise to other issues, e.g., memory
usage, but it is worth further investigation.
B. HYBRID CLUSTERING
The proposed hybrid clustering groups the RNs based on
the combination of hierarchical and Markov clustering algo-
rithms and an adaptive threshold which is iteratively gener-
ated according to the quality of the resulted clusters. First,
we explain batch partitioning and how the cluster similarities
are computed. Then, we describe different steps in the hybrid
clustering in the following subsections.
Due to the limited size of RAM, it is not applicable to load
all the RNs into RAM at once. To tackle this issue and pro-
vide a scalable clustering algorithm, we follow the approach
presented in [16]. Let N be the total number of RNs in the
dataset. The pre-processed RNs are randomly partitioned into
t batches, i.e., B = {b1, b2, . . . , bt }, where t = dNq e and q is
the batch size. The parameter q is determined with respect
to the available size of RAM. For each batch, a correlation
matrix A is constructed, with each element A(i, j) being the
Normalized Cross Correlation (NCC) similarity between any
two SPNs, fi = [x1, . . . , xl] and fj = [y1, . . . , yl]:
A(fi, fj) =
∑l
n=1(xn − f i)(yn − f j)√∑l
n=1(xn − f i)2
∑l
n=1(yn − f j)2
(3)
where f i and f j represent the means of the two SPN vectors,
respectively.
1) HIERARCHICAL CLUSTERING
The clustering for each batch starts by considering each RN
as a singleton cluster, and it is performed in an agglomerative
hierarchical way by iteratively merging the similar clusters.
At the end of each iteration of the hierarchical clustering,
the camera fingerprints corresponding to the merged clusters
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are updated according to (2). Then, the obtained clusters
from all the batches are grouped, and they are hierarchically
partitioned and clustered until no new cluster is found, see
Figure 1. The hierarchical clustering has some drawbacks.
Once a merging is done, this cannot be undone, and a wrong
assignment may propagate the error to the following itera-
tions in the clustering. Moreover, its computational burden is
high because it has to investigate all the pairs of clusters for
merging [24]. In our proposed clustering algorithm, we han-
dle the mentioned drawbacks of the hierarchical clustering
by combining it with the Markov clustering algorithm and a
clustermerging step based on an adaptive threshold to achieve
precise and fast clustering.
2) MARKOV CLUSTERING
Markov clustering is a fast and scalable unsupervised algo-
rithm proposed by [25]. It has successfully been applied in
different fields of science. It considers the objects as the
vertices of a graph, e.g., G, and groups them with respect
to the weights of the edges, i.e., the similarities between
the objects [26]. The Markov matrixM associated with the
graph G is defined by normalizing all columns of the similar-
ity matrix. Then, a randomwalk is simulated over the vertices
of the graph to increase and decrease the flow in strong and
weak currents in G, respectively [27]. Starting from a vertex,
a random walk is more likely to arrive at the vertices within
the same cluster than those in different clusters. By applying
expansion and inflation operators to M alternatively, with
each element at index (i, j) being the transition probability
from vertex i to vertex j, the clusters can be interpreted from
the resulting transition matrix at the converged state. More
specifically, the random walk can be modeled as a Markov
chain on the graph G. The vertices of G are considered as
a set of states S = {s1, s2, . . . , sn}, and the graph edges
are associated with the transition probabilities represented in
M = [ρ(i, j)] ∈ Rn×n with
n∑
i=1
ρ(i, j) = 1, 0 ≤ ρ(i, j) ≤ 1 (4)
The expansion operator performed based on matrix multipli-
cation simulates a random walk on the graph G by:
Mexp =Me (5)
where e is the expansion parameter. The jth column ofMexp
can be interpreted as the probability distribution of a random
walk. Subsequently, the inflation operator is performed on
each element of the matrixMexp as follows:
Minf (i, j) = Mexp(i, j)
η∑n
k=1Mexp(k, j)η
(6)
By the inflation operator, the elements of the matrixMexp
are raised to the power of the inflation parameter η, and then
the columns are normalized. In each column, the elements
which have very small values (less than a predefined value ς )
are removed, and the remaining elements are rescaled tomake
the sum of each column equal to 1. This is called pruning
defined as follows:
Mpru(i, j) =
{
0, Minf (i, j) < ς
Minf (i, j), otherwise
(7)
The pruning reduces the number of non-zero elements in
the matrixMinf , and efficiently decreases the memory usage
and accelerates the clustering [28]. A global chaos G shows
the rate of the changes in the probability values in every
two consecutive iterations. The algorithm stops when the
global chaos approximately equals zero. The value of G is
determined based on the maximum value of chaos denoted as
Cj on every column j of the matrixMpru [29].
Cj =
max
i=1,2,··,nMpru(i, j)∑n
i=1Mpru(i, j)2
(8)
G = max
j=1,2,··,nCj (9)
The details of the Markov clustering as a part of our proposed
hybrid algorithm are presented in Algorithm 1.
Algorithm 1Markov Clustering Algorithm
input : Pairwise correlation matrix, A
output: Probabilities matrix,M
- expansion parameter: e
- inflation parameter: η
- global chaos: G
- prune parameter: ς
- threshold for global chaos: ξ
- add self-loops to the graph A, A = A+ I
- create the diagonal degree matrix of A, D
- create Markov matrix,M = AD−1
while G > ξ do
- expansion onM, based on (5)
- inflation onMexp, based on (6)
- pruning onMinf , based on (7)
- update G based on (8) and (9)
-M =Mpru
end
returnM
The Markov clustering receives the similarity matrix A
computed by (3) as an input, and it produces the matrix
M, with each entry of the matrix representing the degree
of the similarities between a pair of RNs. The addition of
self-loops to the input matrix A prevents the dependency
of the flow distribution on the length of the random walk,
ensuring at least one non-zero entry per column [28]. Given
two clusters ci and cj corresponding to the vertices vi and
vj in G, if they share the same or very similar fingerprint
characteristics of a camera, the element M(i, j) is assigned
to a non-zero value. Otherwise, it means that the clusters are
from different cameras andM(i, j) is set to 0.
During the hybrid clustering, in every iteration of the hier-
archical clustering, the Markov clustering is performed on
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each batch, see Figure 1. By applying nearest neighboring to
the columns of the resulted probability matrix, small cluster
granularities can be obtained. We consider these represen-
tative and precise clusters as the candidate clusters, which
are more likely to be from the same camera sources, and we
merge them iteratively to discover larger clusters.
3) CLUSTER MERGING
Since the RNs were randomly partitioned into batches,
the matrixM of a batch may contain many sparse columns,
which are populated with many zero values. Hence, only the
clusters corresponding to non-sparse columns are kept, and
the remaining clusters are passed to the next iterations to
get a better chance for a merging, as the clusters are being
evolved. In the implementation, we consider a column as
non-sparse if the number of its non-zero elements is less
than 20. For each non-sparse column corresponding to the
cluster ci, its nearest neighbor cluster, i.e., cj is found based
on the highest probability value existing in the column. Then,
the clusters ci and cj are selected as the candidate clusters for
a merging. Usually, the RNs from the same model of smart-
phones present high correlations, and correspondingly high
probabilities inM are produced. Accordingly, it is probable
that they are selected as the candidate clusters. Therefore,
to make the hybrid clustering more precise, in the cluster
merging, in addition to using the candidate clusters, we use
an adaptive threshold.
The adaptive threshold is computed based on the quality
of the obtained clusters, which is updated in each iteration
of the algorithm. It exploits the idea that the more images
from a given smartphone are precisely clustered, the better the
quality of SPN can be estimated [5]. As the cluster size grows,
the inter-camera and intra-camera correlation distributions
are normally more separable. Therefore, adaptively increas-
ing the threshold can effectively prevent wrong merging of
clusters, especially those from the same model of smart-
phones. The adaptive threshold T is defined as follows [16]:
T = max(τ,
ψ
√
ncincjµ2ciµ
2
cj√
[(nci − 1)µ2ci + 1][(ncj − 1)µ2cj + 1]
) (10)
where τ is a minimum threshold working as a trust bound-
ary of T . The terms nci and ncj denote the number of the
RNs in the two clusters ci and cj, respectively, and ψ is a
predefined scaling factor. The quality of the cluster ci, that is
µci , is defined as the mean of the correlation values between
all the pairs of RNs in the cluster. Given two candidate
clusters ci and cj, if the correlation calculated by (3) between
their corresponding fingerprints fi and fj is greater than the
adaptive threshold, i.e.,A(fi, fj) > T , the clusters are merged.
Otherwise, they are kept separately and passed to the next
iteration of the algorithm.
4) COMPUTATIONAL COMPLEXITY
Given the explanations above, we present the pseudo code of
the hybrid clustering in Algorithm 2. To compute the time
Algorithm 2 Proposed Hybrid Clustering Algorithm
input : pre-processed RNs
output: list of clusters, C
- number of RNs, N
- scaling factor, ψ in (10)
- minimum threshold, τ in (10)
- size of batches, q
- clustering initialization, Cold = {}
- considering a set of single clusters corresponding to the
RNs, Cnew = {c1, c2, . . . , cN }
- initializing a set of camera fingerprints with the RNs
corresponding to the clusters, F = {f1, f2, . . . , fN }
- partitioning initialization, Bold = {}
- t = dNq e
- randomly partition Cnew into t batches with size q,
Bnew = {b1, b2, . . . , bt }
while |Bnew| 6= |Bold | do
for k = 1 : t do
while |Cnew| 6= |Cold | do
- compute correlation matrix A by (3)
- apply Markov clustering to A and generate
the probability matrixM by Algorithm 1
- put non-sparse column’s indices in the list
L
for i = 1 : |L| do
- find the nearest cluster cj to the cluster
ci from the list L
- compute the adaptive threshold T
by (10)
if A(fi, fj) > T then
- merge clusters ci and cj
else
- continue
end
end
- put the obtained clusters in Cnew
- update the camera fingerprints in F for the
merged clusters by (2)
- Cold = Cnew
end
end
- consider all the obtained clusters from batches as a
new cluster Cnew
- Bold = Bnew
- N = |Cnew|
- update t , t = dNq e
- partition the clusters in Cnew into t batches with
size q, and form Bnew
end
- C = Cnew
return C
complexity of the hybrid algorithm, we first compute the
complexity for one batch and then generalize it over all the
t batches. For each batch, different steps such as correlation
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matrix computation, Markov clustering, finding non-sparse
columns and nearest neighboring for cluster merging are
applied. The correlation matrix computation for each batch
with the size of q has the complexity O(q2). Then, Markov
clustering is applied to the correlation matrixAwith the com-
plexity O(qz2), where z is the maximum number of non-zero
elements in each column inA. Finding non-sparse columns in
M, has the complexityO(q). In addition, selecting the nearest
neighbors of non-sparse columns in M requires the com-
plexity O(w2 logw), such that w is the number of non-sparse
columns inM. Totally, the complexity of the clustering for
each batch isO([q2+qz2+q+w2 logw]). The agglomerative
hierarchical clustering has the cost O(C ′2 logC ′) where C ′ is
the number of the obtained clusters after the first iteration.
Eventually, the total time complexity of clustering t batches is
approximated asO(t[q2+qz2+q+w2 logw]+C ′2 logC ′) ≈
O(q2). With respect to q, the complexity of the hybrid algo-
rithm is almost quadratic which is promising for SPN-based
image clustering.
C. POST-PROCESSING
As the final phase, post-processing is applied to the result
of clustering, both coarse and fine clusters. The aim is to
preserve the coarse clusters, including a notable number of
RNs sharing the same camera fingerprints characteristics.
In contrast, fine clusters include few RNs which do not share
sufficient similarities with the obtained camera fingerprints
during the clustering. Due to the nature of the noise-like
camera fingerprints [16], and especially the low resolution of
the shared images on SNs, the presence of the fine clusters are
almost unavoidable. For the datasets with a variety of images
coming from the same or different smartphone models and
brands, merging the fine clusters into the coarse ones may
cause a drop in the quality of the clustering. Accordingly,
to present a more precise clustering tool in the application
of digital investigations, we remove the fine clusters. To dis-
tinguish the coarse clusters from the fine ones, we introduce
a size-based score ζi specified for each cluster as follows:
ζi = |ci|.|C|N (11)
where ci is the ith cluster in the resulted set of clusters C from
the hybrid clustering. If ζi ≤ 1, the cluster ci is considered as
a fine cluster, and it is excluded from C . Otherwise, we keep
it as a coarse cluster.
IV. EXPERIMENTS
A. DATASET
In the experiments, we use the VISION dataset [19], com-
posed of images in both native format and shared ver-
sion. More specifically, the dataset contains flat and generic
images taken by 35 smartphones. The former is a set of
images of walls and skies, while the latter is a set of images
without limitations on orientation or scenario. The images
were shared through WhatsApp and Facebook (in both high
and low resolutions). We use only generic images in our
TABLE 1. Smartphone’s characteristics in DatasetD1.
TABLE 2. Smartphone’s characteristics in DatasetD2.
experiments. To see the functionality of the proposed algo-
rithm on the images from the same or completely differ-
ent models of smartphones, we divide the entire dataset
D into two subsets D1 and D2. After excluding dark and
saturated images, D1 includes 2250 images from 11 smart-
phones with 5 different models, whileD2 covers 5230 images
from 24 smartphones with completely different models. The
characteristics of the applied smartphones and their corre-
sponding number of images in our experiments are listed
in Tables 1 and 2. For each dataset Di, both types of images
native and shared are considered, so we have DNi , DWi , DFHi
andDFLi corresponding toNative,WhatsApp, Facebook high-
resolution and Facebook low-resolution images, respectively.
Finally, to test the generalization of the proposed algorithm,
we run it on the whole dataset, i.e., D = D1 ∪ D2. In par-
ticular, we have DN = DN1 ∪ DN2 , DW = DW1 ∪ DW2 ,
DFH = DFH1 ∪ DFH2 , and DFL = DFL1 ∪ DFL2 , each of them
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TABLE 3. Lowest and highest image resolution in different datasets.
includes 7480 images. In Table 3, the lowest and the highest
resolutions of the images for each dataset are listed.
To empirically set a specific resolution for resizing the
RNs and the required parameters for the clustering algorithm,
we consider the sample datasets DN0 ⊆ DN, DW0 ⊆ DW,
DFH0 ⊆ DFH andDFL0 ⊆ DFL. From each of 35 smartphones,
100 images are randomly selected, so each dataset includes
3500 images. The sample datasets make the setting facilita-
tive and they still include images from a variety of smartphone
models and brands. Hence, the set values for each dataset can
be generalized to the entire datasets.
B. EXPERIMENTAL MEASURES
The quality of the hybrid clustering algorithm is evaluated by
different measures. There are four definitions based on the
agreement between two sets of labels, i.e., ground truth or
target clusters T = {t1, t2, . . . , tg} and the resulted clusters
C = {c1, c2, . . . , ch}, where g and h are the number of
the target and the resulted clusters, respectively. Given two
samples di and dj in a dataset, e.g., D = {d1, d2, . . . , dN },
we have the following definitions:
i. True Positive: TP = |{(di, dj) : ti = tj and ci = cj}
meaning that the two samples di and dj belong to the
same cluster in T , and they are also in the same output
cluster in C .
ii. False Negative: FN = |{(di, dj) : ti = tj and ci 6= cj}
meaning that the two samples di and dj belong to the
same cluster in T , while they are not in the same output
cluster in C .
iii. False Positive: FP = |{(di, dj) : ti 6= tj and ci = cj}
meaning that the two samples di and dj do not belong
to the same cluster in T , but they are in the same output
cluster in C .
iv. True Negative: TN = |{(di, dj) : ti 6= tj and ci 6= cj}
meaning that the two samples di and dj do not belong to
the same cluster in T , and they are also not in the same
output cluster in C .
Having the above definitions, Precision rateP , Recall rate
R also known as True Positive Rate (TPR), F1-measure F ,
Rand Index (RI ), Adjusted Rand Index (ARI ), Purity, False
Positive Rate (FPR), and ratio of the cluster numbers N are
depicted by (12)-(19):
P = |TP||TP| + |FP| (12)
R = |TP||TP| + |FN | (13)
F = 2 · P ·RP +R (14)
RI = |TP| + |TN ||TP| + |FP| + |TN | + |FN | (15)
where |.| shows the number of the pairs in the correspond-
ing set defined in i-iv. The value of RI varies between
0 and 1, respectively showing no agreement and full agree-
ment between the clustering results and the ground truth. For
two random clusters, the average of RI is a non-zero value.
To get rid of this bias, ARI was proposed by [30]:
ARI = RI − RI
1− RI (16)
Also, we use Purity and FPR in the evaluations as follows:
Purity =
∑|C|
i=1
|̂ci||ci|
|C| (17)
where |C| is the number of the obtained clusters, ĉi denotes
the number of RNs with the dominant cluster label in the
cluster ci, and |ci| is the total number of RNs in ci.
FPR = |FP||FP| + |TN | (18)
In addition, the ratio of the number of the obtained clusters
that is no over the number of ground truth clusters denoted by
ng is calculated:
N = no
ng
(19)
For the datasets covering a variety of smartphone models
and brands, it is difficult to achieve the best values for all
the mentioned measures. For example, merging the RNs of
different cameras into the same cluster increases FPR, which
can propagate the error to the following iterations in the
clustering. As a result, P and Purity decrease, although R
increases [16].We prefer to have the clusters with high values
of P , Purity, a low value of FPR, and an accurate value
of N . However, we evaluate the proposed algorithm by all
the mentioned measures in (12)-(19) to have a reasonable
comparison with the other clustering algorithms.
C. EXPERIMENTAL RESULTS
In this section, firstly we explain how we do pre-processing
on the RNs and parameter setting for the proposed algorithm.
Next, we present the results of the algorithm on the different
datasets. Finally, the hybrid clustering algorithm is compared
with other state-of-the-art SPN-based clustering algorithms.
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TABLE 4. Clustering results for resizing versus cropping the RNs, by testing different image resolutions onDN0 .
FIGURE 2. ROC curves obtained from resizing versus cropping with
different resolution of RNs inDN0 .
1) RN RESIZING
Resizing the images involves upscaling or downscaling the
images to a specific resolution. To select the specific resolu-
tion resulting in the best quality of the clustering, we consider
a variety of image resolutions including 128×128, 256×256,
512 × 512, 960 × 720, 1024 × 1024, and 1280 × 1024 px.
While for cropping, we crop each image from the center to
the resolutions including 128× 128, 256× 256, 512× 512,
and 960 × 720 px, which is the lowest resolution of the
native images in the dataset, see Table 3. The impact of
resizing versus cropping is evaluated based on both corre-
lation gain and clustering quality. The related results are
presented in Figure 2 in terms of Receiver Operating Char-
acteristics (ROC) showing the relationship between TPR and
FPR measures. Each ROC curve is obtained by selecting a
threshold from the range [-1,1] and comparing it with the
full-pairwise correlation matrix of the resized/cropped RNs.
TABLE 5. Parameter values for the hybrid proposed method.
The results of clustering by using the correlation matrices
obtained from resizing and cropping RNs in DN0 , with dif-
ferent resolutions, are also presented in Table 4. The highest
value of each measure is highlighted in bold. The results
in Figure 2 and Table 4 show that for the resolutions smaller
than 960 × 720, cropping generates better results. In con-
trast, for the resolutions equal to or greater than 960 × 720,
resizing delivers far better clustering results compared with
cropping. As it can be easily seen from Table 4, resizing
the RNs to the resolution 1024 × 1024 concludes the high-
est values of P , R, F , ARI , FPR, and N . Accordingly,
in the experiments, we resize all the RNs to the resolution
1024× 1024 px.
2) PARAMETER SETTING
There are few parameters should be set for the proposed
algorithm. Using the sample datasets DN0 , DW0 , DFH0 , and
DFL0 , we set the parameters empirically to the values resulting
in the highest quality of the clustering. Due to the space
limitation, we only present the results of setting the inflation
parameter η in (6) and ψ for the adaptive threshold in (10),
for DN0 . Based on the graphs presented in Figure 3, setting
ψ to a value in the range [0.11, 0.17] and η = 1 generates
reasonable clustering results. With η = 1, if ψ is set to a high
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FIGURE 3. How the inflation parameter η and threshold ψ affect the clustering onDN0 , (a) Precision, (b) Recall, (c) F1-Measure, (d) Adjusted Rand Index,
(e) Purity, (f) False Positive Rate, and (g) number of the obtained clusters.
value, e.g., 0.19, the clustering generates a large number of
fine clusters up to 50. Accordingly, to have the best values of
P , purity, N and FPR, we set ψ = 0.15 for native images.
Similar parameter setting is performed for the shared images.
In Table 5, all the required parameters and their set values are
listed. It can be seen that whileψ depends on the quality of the
images and it needs to be set to different values for shared and
native images, the values of other parameters are set equally
for all the images in the datasets. So, the appropriate values
of ψ for the images of Native, WhatsApp, Facebook high-
resolution and Facebook low-resolution datasets are set to
0.09, 0.07, and 0.03, respectively.
3) PROPOSED HYBRID CLUSTERING ALGORITHM
In this section, we present results of the hybrid clustering
on different datasets D1, D2, and D, covering 11, 24, and
35 smartphones, respectively, for both native and shared
images. We try to figure out how the proposed algorithm is
capable of clustering images in different datasets. Since the
algorithm randomly partitions the RNs into some batches,
the results from multiple running of the algorithm on a given
dataset may vary. Thereby, for each dataset, we run the algo-
rithm 10 times and report the average results for the differ-
ent measures. The results for the dataset D1 which includes
smartphones from the same models are shown in Table 6.
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FIGURE 4. Effectiveness of the proposed algorithm in calculating correlation matrix: (a), (b), (c) and (d) are full-pairwise correlation matrices of RNs of
the images inDN,DW,DFH andDFL, respectively, and (e), (f), (g) and (h) are the corresponding correlation matrices calculated by the algorithm. The
graphs (i)-(p) are probability distributions of the corresponding correlation matrices.
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TABLE 6. Results of clustering onD1.
TABLE 7. Results of clustering onD2.
TABLE 8. Results of clustering onD.
Due to the high resolution of native images in DN1 , as shown
in Table 3, the clustering results in the highest values ofP ,R,
F , ARI , Purity, FPR, andN . Interestingly, the algorithm can
detect all the 11 clusters corresponding to the smartphones
in DN1 . For the datasets DW1 and DFH1 , the results are better
than those for DFL1 . It is because of low-resolution images in
DFL1 , see Table 3, but the algorithm is still capable to cluster
the images with P = 0.866, Purity = 0.914, FPR = 0.009,
and N = 9/11. In Table 7, similar trends can be observed
for D2, with the best and worst results for DN2 and DFL2 ,
respectively. However, clustering the images of D2 gener-
ates lower quality than that of D1. Obviously, the reason is
that D2 covers images from completely different smartphone
models and brands as well as various image resolutions.
In Table 8, the results for native and shared images taken
by all the 35 smartphones are shown. We consider it as the
most challenging test for the proposed algorithm. Comparing
the results in Tables 7 and 8, we can see that the algorithm
can effectively cluster the images even in the larger datasets,
i.e., DN, DW, DFH and DFL.
To see why the proposed clustering is effective by calcu-
lating only a portion of the full-pairwise correlation matrix,
in Figure 4, sub-figures (a)–(h), we present both full-pairwise
correlation matrix and the correlation matrix calculated by
the algorithm for each dataset. Indeed, the hybrid clustering
exploits the sparseness of the full-pairwise correlation matrix
and applies the Markov clustering, through which the trivial
correlation values between the clusters in each batch are
TABLE 9. Comparison of clustering methods onDN.
pruned. Subsequently, only the candidate clusters, which are
selected based on the obtained transition matrix from the
Markov clustering and the nearest neighboring, are checked
in the merging. Therefore, to produce the adaptive threshold
in (10), intra-cluster correlations and inter-cluster correla-
tions of the candidate clusters need to be calculated, besides
a few correlations between the clusters randomly partitioned
in batches. Accordingly, for the datasets DN, DW, DFH,
and DFL, the algorithm calculates 14.75%, 14.52%, 14.66%,
and 14.59% of the corresponding full-pairwise correlation
matrices, respectively. In sub-figures (i)–(p) of Figure 4,
the probability distributions of the correlation matrices are
also presented. The more the inter-camera and intra-camera
correlation distributions are separable, the better the quality
of the clustering is obtained. Comparing sub-figures (m)–(p)
with (i)–(l), it can be seen that the calculated correlation
matrices by the algorithm provide more separation between
the probability distributions. In other words, the decrease in
the overlapping areas of the probability distributions prevents
wrong merging in the clustering, so more precise clusters are
achieved.
4) COMPARISON WITH OTHER CLUSTERING ALGORITHMS
The proposed hybrid algorithm is compared with other
SPN-based image clustering algorithms. We refer to the pro-
posed hybrid algorithm, which combines the hierarchical and
Markov clustering algorithms, as HMC. All the clustering
algorithms including the proposed HMC, Correlation Clus-
tering (CC) [13], Fast Clustering (FC) [14], and Hierarchical
Clustering (HC) [8] are performed on the datasets DN, DW,
DFH, and DFL, and the results are analyzed based on both
clustering quality and running time. The comparison results
in Tables 9–12 show that the proposed algorithm achieves the
outstanding values ofP , Purity, FPR, andN , apart from only
Purity for DFL. The values of F and ARI obtained by CC,
and R by HC are the highest for the datasets DN, DW and
DFH. Although FC does not show any improvement for the
mentioned datasets, it generates the highest values of F , ARI
and Purity for DFL. Also, for all the datasets, HC concludes
the highestR. Compared with the other algorithms, HMC has
achieved the best values of P , Purity, FPR, and N .
In addition to the quality of clustering, the running time
of a clustering algorithm is another important factor that
should be taken into account for real-life applications. Hence,
we compare the running time of the algorithms on the datasets
DN, DW, DFH, and DFL as shown in Figure 5. The time
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TABLE 10. Comparison of clustering methods onDW.
TABLE 11. Comparison of clustering methods onDFH.
TABLE 12. Comparison of clustering methods onDFL.
FIGURE 5. Running time of different clustering algorithms onDN,DW,
DFH, andDFL with image resolution 1024× 1024.
for each algorithm is separately depicted by I/O, correlation
calculation, and clustering operations. In terms of the overall
running time, FC and CC are the fastest and the slowest
algorithms, respectively. FC, HC, and CC have to be provided
with the full-pairwise correlation matrix, so they have equal
I/O and correlation calculation time. Despite the shorter clus-
tering time of FC, HC and CC, they cannot be applicable to
large-scale datasets due to the unavoidable time needed for
the computation of full-pairwise correlation matrix. In con-
trast, by the proposed HMC, a small portion of the correlation
matrix is calculated. This accelerates the clustering and also
results in more precise clusters.
V. CONCLUSION
In this paper, a hybrid algorithm has been proposed to cluster
the images captured and shared by the users of SN platforms,
without prior knowledge about the types and number of
the acquisition smartphones. The clustering results on the
VISION image dataset confirm the effectiveness and effi-
ciency of the proposed algorithm in comparison with the
state-of-the-art algorithms. Particularly, the hybrid algorithm
exploits image resizing, hierarchical and graph-based clus-
tering algorithms, and an adaptive threshold to group the
images. We have shown that resizing the RNs to a specific
resolution can tackle the problem of low resolution of the
shared images compressed by SN platforms. Using Markov
clustering, the hierarchical clustering is conducted in such a
way that the representative clusters with a higher probability
of belonging to the same camera are selected for merging.
The adaptive threshold for merging the representative clusters
depends on the quality of the obtained clusters. The threshold
that is updated during the hierarchical approach can produce
more precise clusters even for images from the samemodel of
smartphones. The scalability of the algorithm by partitioning
the dataset into batches addresses the problem of memory
constraint. Partitioning the dataset, exploiting the inherent
sparseness of correlation matrix, and checking only the rep-
resentative clusters in the merging result in the calculation of
a small portion (about 15%) of the full-pairwise correlation
matrix, accelerating the clustering. In our futurework, wewill
consider clustering of different types of shared images on user
profiles, not only from smartphones but also from the web.
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