The scheduling problem in distributed data-intensive computing environments has become an active research topic due to the tremendous growth in grid and cloud computing environments. As an innovative distributed intelligent paradigm, swarm intelligence provides a novel approach to solving these potentially intractable problems. In this paper, we formulate the scheduling problem for work-flow applications with security constraints in distributed data-intensive computing environments and present a novel security constraint model. Several meta-heuristic adaptations to the particle swarm optimization algorithm are introduced to deal with the formulation of efficient schedules. A variable neighborhood particle swarm optimization algorithm is compared with a multi-start particle swarm optimization and multi-start genetic algorithm. Experimental results illustrate that population based meta-heuristics approaches usually provide a good balance between global exploration and local exploitation and their feasibility and effectiveness for scheduling work-flow applications.
Introduction
Advances in high performance computing, computational grid and cloud computing platforms are enabling researchers to explore increasingly computationally complex problems in domains such as chemistry, meteorology, high-energy physics, astronomy, biology, human brain planning and sensor networks [31, 24, 62, 5, 23] . A key consideration when developing applications for these platforms is how to schedule application tasks in order to optimize performance with respect to the available resources. However, scheduling in distributed data-intensive computing environments differs substantially from conventional scheduling. Jobs and resources in data-intensive applications have to meet specific requirements including process flow, data access/transfer, security constraints, completion cost, flexibility and availability, adding greatly to the complexity of the scheduling problem. In addition, all the components in an application can interact with each other directly or indirectly. Scheduling algorithms in traditional computing paradigms rarely consider the data transfer problem when mapping computational tasks, but such an omission can be very costly in the case of distributed data-intensive applications [23, 14] .
The particle swarm paradigm [27, 11, 30] is inspired by the social behavior patterns of organisms that live and interact within large groups. In particular, it incorporates swarming behaviors observed in flocks of birds, schools of fish, or swarms 0020-0255/$ -see front matter Ó 2012 Elsevier Inc. All rights reserved. doi:10.1016/j.ins.2011.12.032 of bees, and even human social behavior. It can be easily implemented and applied to solve various function optimization problems and, by extension, to problems that can be transformed into function optimization problems. As an algorithm its main strength is its fast convergence, which compares favorably with many other global optimization algorithms [15, 6, 1, 13, 34, 2, 3, 46] .
In this paper, several meta-heuristics adaptations to the particle swarm optimization algorithm are investigated for scheduling work-flow on distributed data-intensive computing environments. In particular, a novel variable neighborhood search strategy is introduced that helps prevent particle swarms getting trapped in local minima.
The remainder of the paper is organized as follows. Related research on scheduling algorithms in distributed data-intensive computing environments is presented in Section 2. The scheduling problem and security constraint model are formulated in Section 3. Section 4 then introduces the particle swarm based schedule optimization algorithm and a number of extensions targeted at enhancing performance. Experimental results and discussions are provided in Section 5 and finally in Section 6 conclusions are presented.
Related work
The job scheduling problem in distributed computing systems has been drawing researchers' attention worldwide, not only because of its practical and theoretical importance, but also because of its complexity. It is an NP-hard optimization problem [7, 38] , which means that the amount of computation required to find optimum solutions increases exponentially with problem size. Different approaches have been proposed to solve this problem. Ranganathan and Foster [40] defined a general and extensible scheduling framework within which a wide variety of scheduling algorithms are instantiated. Khoo et al. [29] proposed a distributed resource-scheduling algorithm capable of handling multiple resource requirements for jobs that arrive in a grid computing environment. Yu and Marinescu [58] proposed a set of divisible load scheduling algorithms for different data staging strategies. Their algorithm generates the optimal mapping from process groups to parallel systems, computes the data allocated to each system, and guarantees the shortest makespan. Venugopal and Buyya [52] considered the problem of scheduling an application composed of a set of independent tasks, each of which requires multiple data sets that are each replicated on multiple resources. They break this problem into two parts: (1) to match each task (or job) to one resource for executing the job and one storage resource for accessing each data set required by the job; and (2) to assign the set of tasks to the selected resources. They extend the MinMin and Sufferage algorithms to schedule the set of distributed data-intensive tasks. Roshanaei et al. [41] proposed a variable neighborhood search algorithm for the problem which has also proven to be effective.
Zhang and Wu [60] proposed a hybrid simulated annealing algorithm based on the immune mechanism for the job shop scheduling problem. The hybrid optimization algorithm is subsequently tested on a number of job shop instances. Computational results for different-sized instances show that the proposed hybrid algorithm performs effectively and converges quickly to satisfactory solutions. Chung et al. [10] proposed a modified genetic algorithm approach to deal with distributed scheduling models with maintenance consideration, aiming to minimize the makespan of the jobs. They also tested the influence of the relationship between maintenance repair time and machine age on the performance of scheduling of maintenance during distributed scheduling in the studied models. Wen et al. [53] investigate a heuristic-based hybrid geneticvariable neighborhood search algorithm for the minimization of makespan in the heterogeneous multiprocessor scheduling problem. The empirical results on benchmark task graphs of several well-known parallel applications show that the hybrid algorithm significantly outperforms several related algorithms in terms of the schedule quality.
Work-flows play an important role in distributed computing environments. For the job scheduling problem, the workflow constraints need to be considered. Tao et al. [47] presented a grid work-flow scheduling based on reliability cost.
The performance evaluation results demonstrate that the approach improves the dependability of work-flow execution and success ratio of tasks with low reliability cost.
With the development of large scale distributed data-intensive computing systems, issues of reliability and security have increasingly become the focus of attention. Song et al. [45] proposed a space-time genetic algorithm for trusted job scheduling. According to their security model, a job can possibly fail if the site security level is lower than the job security demand. They further proposed six risk-resilient scheduling algorithms to assure secure grid job execution under different risky conditions. These risk-resilient job scheduling schemes can upgrade grid performance significantly at only a moderate increase in extra resources or scheduling delays in a risky grid computing environment [43] . Xie and Qin [55] proposed a securityaware real-time heuristic strategy for clusters, which integrates security requirements into the scheduling for real-time applications on clusters. Experimental results show that their approach significantly improves security. They also introduced the concept of security heterogeneity for their scheduling model in the context of distributed systems. Based on the concept, they proposed a heuristic scheduling algorithm, which strives to maximize the probability that all tasks are executed without any risk of being attacked [56] . Wu and Sun [54] proposed a genetic algorithm for job scheduling to address the problem of heterogeneity of fault-tolerance mechanisms in a computational grid. They assume that the system supports four different fault-tolerance mechanisms, including job retry, job migration without checkpointing, job migration with checkpointing and job replication mechanisms. The risky nature of the grid environment is taken into account in the algorithm.
Recently, swarm intelligence and multi-agent techniques have attracted the attention of parallel computing researchers. Liu et al. [36] presented a complete multi-agent framework for dynamic job shop scheduling considering robustness and adaptability and provided experimental justification for their approach using computational experiments on dynamic job arrivals. Chang et al. [8] proposed a balanced ant colony optimization algorithm for job scheduling in the grid environment. The approach is used to balance the entire system load while trying to minimize the makespan of a given set of jobs. They demonstrate the superiority of their approach to other job scheduling algorithms using experimental results.
In this paper several meta-heuristics inspired by the particle swarm optimization algorithm are introduced to deal with the scheduling problem and their effectiveness is illustrated using a number of case studies.
System architecture
Before we formulate the scheduling problem for work-flow applications in distributed data-intensive computing environments, the environment components and states need to be introduced. The security constraint model is also presented for the job scheduling problem. Lastly, performance metrics are also discussed.
Environment description
Scheduling problems have been an active research topic with the result that many terminologies have been suggested. Unfortunately, some of these technical terms are neither clearly stated nor consistently used in the literature, which can lead to confusion. Consequently, for clarity, the key terms employed in formulating the scheduling problem considered in this paper are now defined.
Machine (computing unit): Machine (computing unit) is a set of computational resources with limited capacity. It may be a simple personal machine, a workstation, a super-computer, or a cluster of workstations. The computational capacity of the machine depends on the number of CPUs, amount of memory, basic storage space and other specializations. In other words, each machine has its processing speed, which is normally expressed as the number of Cycles Per Unit Time (CPUT). If there are m available machines in the computing environment, they are denoted as {M 1 
, can offer its computing service with a certain level of reliability referred to as its security rank sr M i . Data resource: Data resources are the datasets which effect the scheduling. They are commonly located on various storage repositories or data hosts. Data resources are connected to the computational resources (machines) by links of different bandwidths. Fig. 1 shows a simplified data-intensive computing environment consisting of four computing units and four data hosts. The numbers on the connecting links indicate the corresponding connection bandwidths. If there are k available data resource sites in the distributed environment, they can be denoted as {D 1 
can offer the data service with security rank sr D i . Job and operation: A job is considered as a single set of multiple atomic operations/tasks with each operation typically allocated to execute on a single machine without preemption. Each operation has input and output data and processing constraints. One of the most important constraints is the work-flow, which is the ordering of a set of operations for a specific application. Each operation can only be started after the completion of the previous operation in the sequence, which is the so-called work-flow constraint. A second constraint is the number of cycles needed to complete an operation (i.e. processing length). The other key constraints on operations are security constraints. Suppose a work-flow application comprises of q jobs {J 1 , J 2 , . . . , J q } with the jth job J j consisting of a set of operations {O j,1 , O j,2 , . . . , O j,p }. For convenience, we will decompose all jobs to their atomic operations and re-sort the operations as {O 1 , O 2 , . . . , O n }. The computing security demand of the operation O i (i = 1, . . . , n) is then denoted as sd c;O i and its security demand of data service is denoted as sd d;O i . 
Fig . 1 . A simplified data-intensive computing environment.
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Work-flow application: A work-flow application consists of a collection of interacting components that need to be executed in a certain partial order to successfully solve a certain problem. The components involve a number of dependent or independent jobs, machines, the bandwidth of the network, etc. and have specific control and data dependencies between them. Schedule and scheduling problem: A schedule is the mapping of the tasks to specific time intervals on specific machines. A scheduling problem is specified by a set of machines, a set of jobs/operations, optimality criteria, environmental specifications and various constraints.
Security constraint model
We present a security constraint model for data-intensive jobs running on distributed computing environments. Some related research on the security model can be found in [45, 43, 55, 56, 44, 57] .
There are three security modes for data-intensive job scheduling:
Secure mode: Schedule operations only on those computing units that can definitely satisfy the security requirements. A job is assigned to an available computing unit, only if the condition sd 6 sr is met. A similar condition applies to the data service sites for the operation. Here sd is the security demand of the operation, and sr is the security rank of the computing machine or service data resource. The secure mode is considered a conservative approach to scheduling of jobs. Risky mode: Schedule operations on any available computing unit (or using any available data resource) and thus take all possible risks. The risky mode is considered an aggressive way to schedule jobs.
c-risky mode: Schedule operations to available computing units or data resources taking at most c risk, where c is a probability measure with the extremes c = 0 and c = 1 (i.e., 100%) corresponding to the secure and risky modes, respectively.
The secure mode is in general extremely challenging and costly to achieve, hence the risky mode and c-risky mode are normally employed when scheduling jobs. In distributed computing environments security levels are also assessed in terms of a qualitative/fuzzy scale [44] consisting of five levels:
A scheduled operation is considered secure if it is assigned to a completely safe machine or data service site (i.e. with sd 6 sr). If an operation is assigned to a machine or data service site with a failure risk (i.e. with sd > sr), the risk must be less than 50% in our security constraint model. If 0 < sd À sr 6 1 the scheduled operation will be executed, but when 1 < sd À sr 6 2 the scheduled operation will be delayed, but executed prior to the execution deadline [51] . If the deadline has passed or 2 < sd À sr 6 5, the operation cannot be completed and has to be re-scheduled. The risk probability for the security constraint model is defined in Eq. (1) 
Problem formulation
To formulate the scheduling problem, consider a work-flow application comprising of q Jobs {J 1 , J 2 , . . . , J q }, m machines {M 1 , M 2 , . . . , M m } and k data hosts {D 1 , D 2 , . . . , D k } with the processing speeds of the machines defined as {P 1 , P 2 , . . . , P m }. The jth job J j consists of a set of operations {O j,1 , O j,2 , . . . , O j,p }. All the jobs are decomposed into atomic operations {O 1 , O 2 , . . . , O n } with corresponding processing lengths in cycles denoted as {L 1 , L 2 , . . . , L n }. All the operations are in a specific work-flow, and will be completed in order on machines (each performing data retrieval, data input and data output) subject to the security constraint set SC = {sd, sr}. The operations in the work-flow can be represented as (or transformed to) a Directed Acyclic Graph (DAG), where each node in the DAG represents an operation and the edges denote control/data dependencies. As mentioned above, scheduling is an NP-hard problem. Generally assumptions are made to simplify, formulate and solve scheduling problems. We also comply with the most common assumptions:
(1) A successor operation is performed immediately after its predecessor is finished (provided the machine is available). 2   6  6  6  6  6  6  6  6  6  6  6  6  6  6  6  6  4   3   7  7  7  7  7  7  7  7  7  7  7  7  7  7  7  7  5 The data host dependencies of operations are determined by the retrieval matrix R = [r i,j ], where element r i, j is the retrieval time for O i performing data retrieval from data host D j . Throughput rates are determined by matrices A = [a i,j ] and B = [b i,j ], where the element a i,j in the former is the capacity of the link between the machine M i and M j , and the element b i,j in the latter is the capacity of the link between the machine M i and the data host D j . For each operation, its completion time is the sum of three components: the time needed to retrieve data, the time needed to input data and the time needed to execute the operation on the assigned machine. It is assumed that data retrieval for a given operation can be executed immediately after the completion of the previous operations in the work-flow. Given a feasible solution S = {S 1 , S 2 , . . . , S n }, where S i is the serial number of the machine to which the operation O i is assigned, and defining C O i ði 2 f1; 2; . . . ; ngÞ as the completion time on machine M S i for operation O i ; C O i can be computed as:
Denoting P C M i as the time that the machine M i takes to complete the processing of all the operations assigned on it, the maximum completion time (makespan) and the sum of the completion times (flowtime) of the candidate solution can be computed as
, respectively. These two criteria are often used as performance criteria in scheduling problems. Minimizing C sum seeks to reduce the average operation execution time, at the expense of the largest operation taking a long time, whereas minimizing C max , ensures that no operation takes too long, at the expense of an increase in the average operation execution time and hence an increase in C sum . Consequently, a weighted aggregation is often used to achieve a balance between these two metrics, that is:
where w 1 and w 2 are non-negative weights and w 1 + w 2 = 1. The scheduling problem is thus to determine an assignment and sequence of operations on all machines/data service sites satisfying the security constraints and minimizing f. The weights in f can either be fixed or adapted dynamically during the optimization process [39] . Fixed weights, w 1 = w 2 = 0.5, are used in this article. 
Particle swarm heuristics for scheduling problems
We introduce particle swarm heuristics for the scheduling problem in work-flow applications with security constraints in distributed data-intensive computing environments. The swarm models and their convergence are discussed in detail.
Canonical model
The canonical PSO model consists of a swarm of particles, which are initialized as a population of random candidate solutions. They move iteratively through the d-dimension problem space to search for new solutions with better fitness, f. Each particle has a position represented by a position-vectorx i (i is the index of the particle), and a velocity represented by a velocity-vectorṽ i . Each particle remembers its own best position so far in a vectorx 
Parameter w is called the inertia factor, c 1 is a positive constant called the coefficient of the self-recognition component and c 2 is a positive constant called the coefficient of the social component. r 1 and r 2 are random numbers, which are used to maintain the diversity of the population, and are uniformly distributed in the interval [0, 1]. The indexes i and j refer to the jth dimension of the ith particle.
From Eq. (4), a particle determines where to move next based on its own experience, which is the memory of its own best past position, and the experience of the most successful particle in the swarm. In the particle swarm model, particles search for solutions in the problem space within a range [Às, s] . (If the range is not symmetrical, it can be translated to the corresponding symmetrical range.) In order to guide the particles effectively in the search space, the maximum movement velocity during one iteration must be restricted to be within the range [Àv max , v max ] and the particle positions are restricted to lie within the range of the search space, that is:
The value of v max is p Â s, with 0.1 6 p 6 1.0 and is usually chosen to be s, i.e. p = 1. The pseudo-code for the particle swarm optimization algorithm is illustrated in Algorithm 1.
Algorithm 1. Particle swarm optimization algorithm

01.
Initialize the size of the particle swarm n, and other parameters. 02.
Initialize the positions and the velocities of all the particles randomly. 03.
While (the termination criterion is not met) do 04. t = t + 1; 05.
Calculate the fitness value of each particle; 06.x Ã ðtÞ ¼ argmin Update the jth dimension value ofx i andṽ i 10.
according to Eqs. (4)- (7); 12.
Next j 13.
Next i 14.
End While.
The PSO termination criterion is usually based on one or more of the following conditions:
Maximum number of iterations: the optimization process is terminated after a fixed number of iterations, for example, 1000 iterations. Number of iterations without improvement: the optimization process is terminated after some fixed number of iterations without any improvement. Minimum objective function error: the error between the obtained objective function value and the best fitness value is less than a pre-fixed anticipated threshold.
The role of inertia weight w in Eq. (4) is considered critical for the convergence behavior of PSO. The inertia weight is employed to control the impact of the previous history of velocities on the current one. Its value is usually initialized around 1.0 and gradually reduced towards 0 as the algorithm progresses. A better strategy is to use adaptive approaches in which parameters are adaptively fine tuned according to the problem under consideration [42, 32, 59] . Cognitive parameter c 1 and social parameter c 2 in Eq. (4) are not critical for the convergence of PSO. However, proper fine-tuning may result in faster convergence and reduce the impact of local minima. Usually, 2 is selected as the default value for c 1 and c 2 , but recent research suggests that better results can be obtained by choosing c 1 P c 2 with c 1 + c 2 6 4 [12,33,25,37].
The particle swarm algorithm can be described generally as a population of vectors whose trajectories oscillate around a region, which is defined by each individual's previous best success and the success of some other particle. Some previous studies have discussed the trajectory of particles and their convergence [48, 50, 26] . Bergh and Engelbrecht [50] reviewed theoretical studies of PSO, and extended these studies to investigate particle trajectories for general swarms to include the influence of the inertia term. They also provided a formal proof that each particle converges to a stable point. It has been shown that the trajectories of the particles oscillate as different sinusoidal waves and converge quickly, sometimes prematurely. Various methods have been proposed for identifying which particles within a swarm have an influence on the trajectory of individual particles. Eberhart and Kennedy called the two basic methods ''gbest model'' and ''lbest model'' [27, 28] . In the gbest model, the trajectory for each particle's search is influenced by the best point found by any member of the entire population. The best particle acts as an attractor, pulling all the particles towards it. Eventually all particles will converge to this position. In the lbest model, particles have information only of their own and their nearest array neighbors' best (lbest), rather than that of the whole swarm. Namely, in Eq. (4) gbest is replaced by lbest in the model. The lbest model allows each individual to be influenced by some smaller number of adjacent members of the population array. The particles selected to be in one subset of the swarm have no direct relationship to the other particles in the other neighborhoods. Typically lbest neighborhoods comprise exactly two neighbors. When the number of neighbors increases to all but itself in the lbest model, the case is equivalent to the gbest model. Unfortunately there is a large computational cost associated with exploring the neighborhood relation in each iteration when the number of neighbors is low relative to the swarm size. Some previous studies has shown that the gbest model converges quickly on problem solutions but has a tendency to become trapped in local optima, while the lbest model converges slowly on problem solutions but is able to ''flow around'' local optima, as the individuals explore different regions [35, 4, 17, 61] .
Variable neighborhood particle swarm optimization algorithm
Variable Neighborhood Search (VNS) is a relatively recent metaheuristic, which relies on iteratively exploring neighborhoods of growing size to identify better local optima using so called shaking strategies [19, 21, 20] . More precisely, VNS escapes from the current local minimum x Ã by initiating other local searches from starting points sampled from a neighborhood of x Ã , which increases its size iteratively until a local minimum that is better than the current one is found. These steps are repeated until a given termination condition is met. The metaheuristic method, Variable Neighborhood Particle Swarm Optimization (VNPSO) algorithm, was originally inspired by VNS. In PSO, if a particle's velocity falls below a threshold v c , a new velocity is assigned using Eqs. (8) and (9):
where u is a random number drawn from a uniform random distribution in the interval [À1, 1], i.e. u $ U(À1, 1). The VNPSO algorithm scheme is summarized as Algorithm 2. The performance of the algorithm is directly correlated to two parameter values, v c and g. A large v c shortens the oscillation period, and increases the probability that particles leap over local minima for the same number of iterations. However, a large v c compels the particles to remain in the quick ''flying'' state, which prevents them from refining their search and converging to a solution. The value of g directly changes the variable search neighborhoods for the particles. It should be noted that this algorithm is different from the multi-start PSO technique [49, 16] , where the positions and velocities of all particles in the swarm are re-initialized (re-started) if the algorithm stagnates. For comparison purposed we also implement and evaluate the Multi-Start Particle Swarm Optimization (MSPSO) (illustrated in Algorithm 3) and the Multi-Start Genetic Algorithm (MSGA).
Algorithm 2. Variable neighborhood particle swarm optimization 01. Initialize the size of the particle swarm n, and other parameters. 02. Initialize the positions and the velocities for all the particles randomly. 03. Set the flag of iterations without improvement Nohope = 0. 04. While (the end criterion is not met) do 05. t = t + 1; 06.
Calculate the fitness value of each particle; 07.x Ã ðtÞ ¼ argmin ; f ðx i ðtÞÞ ;
11.
For j = 1 to d 12.
If Nohope < 10 then 13.
Update the jth dimension value ofx i andṽ i 14.
according to Eqs. (4), (6), (5), (7); 15. else 16.
Update the jth dimension value ofx i andṽ i 17.
according to Eqs. (9), (8), (5), (7 
Re-initialize the positions and the velocities 17.
for all the particles randomly. 18.
Next j 19.
Next i 20. End While.
To apply PSO successfully to scheduling problems, one of the key issues is mapping the problem solution to the particle space. We setup a search space of n dimensions for an (n -Operations, m -Machines) problem. Each dimension was limited to [1, m + 1]. For example, consider a small scale problem consisting of seven operations to be executed on three machines (7 -Operations, 3 -Machines). Fig. 4 shows a mapping between one possible assignment instance to particle position coordinates in the PSO domain for this problem. Each dimension of the particle's position maps one operation, and the value of the position indicates the machine number to which this task/operation is assigned to during the course of PSO. Since machine assignments are integer valued and particle positions are in general real valued after updating of their velocity and position of the particles, we round down the real valued outputs to their nearest integer number. In this way, we convert a continuous optimization algorithm to a scheduling problem. The particle's position is a series of priority levels of assigned machines based on the order of operations which remains fixed throughout the optimization process.
Since the position of a particle indicates a potential schedule, the position can be ''decoded'' to obtain a feasible solution. However, the potential schedule solution may violate the work-flow constraints. Therefore, as part of the decoding process operations are aligned by introducing delays so that the starting point of an operation occurs after the completion of the previous operation in the work-flow. The best situation is when the starting point of the operation is in alignment with the end point of the previous operation. After all the operations have been aligned, we obtain a feasible scheduling solution and then calculate the cost of the solution. 
Convergence analysis of the swarm models
To analyze the convergence of the algorithm we first introduce some definitions and lemmas [18, 22, 9] , and then theoretically prove that our variable neighborhood particle swarm algorithm converges with probability 1 (or strongly) to the global optimum.
Consider the problem (P):
ðPÞ ¼ minf ðxÞ
wherex ¼ ðx 1 ; x 2 ; . . . ; x n Þ T . Denotingx Ã as the global optimal solution to the problem (P), and f Ã ¼ f ðx Ã Þ, we can define
for every e > 0.
Assume that the value of the ith dimension of the particle velocity falls below a threshold v c and that the shaking strategy is activated. A variable neighborhood velocity is generated according to Eq. (9). In uv max /g, u is a uniformly distributed random number in the interval [À1, 1], and the scaling factor g is a positive constant that controls the domain of oscillation of the particle with respect to v max . Therefore the variable neighborhood velocityv is uniformly distributed.
. During the iterated procedure from the time t to t + 1, let q ij denote thatxðtÞ 2 D i andxðt þ 1Þ 2 D j . Accordingly the positions of particles in the swarm can be assigned to one of four states: q 00 , q 01 , q 10 and q 01 . Obviously q 00 + q 01 = 1,q 10 + q 11 = 1.
Definition 3 (Convergence in terms of probability). Let n n be a sequence of random variables, and n a random variable, all defined on the same probability space. The sequence n n converges with a probability of n if lim n!1
Pðjn n À nj < eÞ ¼ 1
Definition 4 (Convergence with a probability of 1). Let n n be a sequence of random variables, and n a random variable, all defined on the same probability space. The sequence n n converges almost surely or almost everywhere or with probability 1 or strongly to n if
Lemma 1 (Borel-Cantelli Lemma). Let fA k g 1 k¼1 be a sequence of events occurring with a certain probability distribution, and let A be the event consisting of the occurrences of a finite number of events A k for k = 1, 2, . . .. Then
PðA n Þ < 1; ð16Þ
if the events are totally independent and
Lemma 2 (Particle state transference). q 01 = 0; q 00 = 1; q 11 6 c 2 (0,1) and q 10 P 1 À c 2 (0, 1).
Proof. In our algorithm, the best solution is updated and saved during the complete iterated procedure. So q 01 = 0 and q 00 = 1. Letx be the position with the best fitness identified by the swarm up to and including time t, i.e.x ¼p Ã . In accordance with Eq. (11), $r > 0, when kx Àxk 1 6 r, we have jf ðxÞ À f Ã j < e. Denote Qx ;r ¼ fx 2 Xjkx Àxk 1 6 rg. Accordingly
Then, Denote P 1 ðxÞ ¼ Pfðx þ DxÞ 2 Qx ;r g and C is the convex closure of level set for the initial particle swarm. According to Eq. (21), 0 < P 1 ðxÞ < 1ðx 2 CÞ. Again, since C is a bounded closed set, so 9ỹ 2 C,
Combining Eqs. (19) and (22) gives q 10 P P 1 ðxÞ P P 1 ðỹÞ ð23Þ
Let c ¼ 1 À P 1 ðỹÞ, thus, 
According to Lemma 2,
Hence,
According to Lemma 1,
Therefore, as defined in Definition 4, the sequence f ðp Ã ðtÞÞ converges almost surely or almost everywhere or with probability 1 or strongly towards f Ã . The theorem is proven. h
Experimental results and algorithm performance
Experimental settings
To illustrate the effectiveness and performance of the particle swarm algorithm, three representative instances based on practical data were selected. In our experiments, the algorithms used for comparison were VNPSO, MSPSO (Multi-start PSO) and MSGA (Multi-start GA). In VNPSO, g and v c were set to 2 and 1eÀ7 for the first 3/4 of the total number of iterations in each optimization run and to 5 and 1eÀ10 for the remaining iterations. Other specific parameter settings for the different algorithms are described in Table 1 . The algorithms were run 20 times with different random seeds. Each trial had a fixed number of 2000 iterations. The average fitness values of the best solutions throughout the optimization run were recorded, as was the total computation time for the 20 trials.
Results and discussion
We begin by illustrating the algorithms on a small scale scheduling problem involving an application with nine operations, three machines and three data hosts (O9, M3, D3). The speeds of the three machines are 4, 3, 2 CPUT, respectively, i.e., P = {4, 3, 2}. Fig. 6b . Thus, facilitating the security constraints adds an extra overhead to the computing time.
The algorithms were tested on three further scheduling problems, namely, (O10, M3, D3), (O12, M4, D3) and (O16, M6, D5). Empirical results are illustrated in Table 2 , in which the unit of ''average'' is cycles per unit time (CPUT) and the unit of ''time'' is seconds (s). In general, VNPSO performs better than the other two approaches, although its computational time is worse than MSPSO.
In the swarm, each particle finds a solution represented by a position in the problem space. Since the positions are different, the swarm has the capability to explore the space searching for better solutions. We introduce the symbol, Diversity, to represent the diversity of the swarm and measure it as follows:
Here, n is the swarm population size, d is the particle dimension, x is the center point of the swarm, and its jth dimension is denoted by x j . Fig. 7 shows the typical evolution of swarm diversity for each of the three algorithms during an optimization run. In PSO the diversity undergoes a fluctuating decrease phase before stabilizing at a very low value after 1500 iterations. In contrast three different phases can be observed in VNPSO. Initially the diversity decreases in much the same way as PSO, but stabilizes after 500 iteration at a high state of diversity. This is maintained until 1500 iterations where again the diversity begins to decrease. MSPSO maintains swarm diversity at its initial value throughout the optimization run. Fig. 8 shows the evolution of the velocity of a randomly selected particle from each algorithm. In PSO particle velocities decrease rapidly over time. They are relatively constant for MSPSO and have an oscillating decay pattern in VNPSO that maintains the velocity at a relatively high level throughout the optimization run. Large diversity and velocity values facilitate global exploration (searching new areas), while smaller values tend to facilitate local exploitation, i.e. fine-tuning the solution in the current search area. The desirable outcome is a balance between global exploration and local exploitation abilities that results in a reduction of the number of iterations required to locate the optimum solution. Considering Figs. 7 and 8 together it can be seen that VNPSO initially provides large swarm diversity and particle velocities facilitating exploration of the global solution space and then focuses on the current best solution with a refining step to achieve local exploitation. When the algorithm gets trapped in a local solution the shaking strategy re-introduces the global exploration mode enabling the algorithm to escape the local minimum. Experimental results confirm that VNSPO achieves the best balance between global exploration and local exploitation.
Conclusions
In this paper, we modeled and formulated the scheduling problem for work-flow applications in distributed data-intensive computing environments. The environment components and states were defined and described. A security constraint model was also presented for the job scheduling problem and appropriate performance metrics discussed. The variable neighborhood search particle swarm optimization (VNPSO) algorithm is presented as a method for solving the resulting scheduling problem. Related swarm models and algorithm convergence were discussed in detail. Empirical results demonstrate that the VNPSO algorithm is feasible and effective. It usually provides a good balance between global exploration and local exploitation abilities and consequently results in a reduction of the number of iterations required to locate the optimum solution. VNPSO can be applied in distributed data-intensive applications to meet specified requirements, including work-flow constraints, security constraints, data retrieval/transfer, job interaction, minimum completion cost, flexibility and availability.
