Let S be a set of n points in the plane, let E be the complete Euclidean graph whose point-set is S, and let G be the Delaunay triangulation of S. We present a very simple local algorithm that, given G, constructs a subgraph of G of degree at most 11 that is a geometric spanner of G with stretch factor 2.86, and hence a geometric spanner of E with stretch factor < 7. This algorithm gives an O(n lg n) time centralized algorithm for constructing a subgraph of G that is a geometric spanner of E of degree at most 11 and stretch factor < 7.
Very recently (unpublished), Carmi and Chaitman [8] were able to improve Kanj and Perković's result further by presenting an algorithm that computes a subgraph of G with degree at most 7 and stretch factor (1 + √ 2) 2 · C del < 14.1. Carmi and Chaitman's result [8] can be extended to the distributed model of computation to yield a distributed algorithm that computes a subgraph of G of degree at most 7 and stretch factor 14.1; however, their algorithm is inherently nonlocal. All the aforementioned centralized algorithms run in O(n) time when G is given as input, and in time O(n lg n) otherwise (n = |S|). We note that, very recently, a spanner of E of degree at most 6 and stretch factor 6 was given in [2] . This spanner, however, is not a subgraph of G.
Computing a subgraph of G of minimum degree that is a spanner is a very challenging open problem in computational geometry (for example, see the recent survey by Bose and Smid [6] ). Therefore, it becomes challenging to compute a subgraph of G of "small degree" that is a spanner. The problem, of course, becomes even more challenging if we restrict ourselves to local algorithms, due to the strict limitations imposed by the local model of computation. As a matter of fact, under the local model of computation, we are only aware of Kanj and Perković's result [14] , which gives the first local algorithm that computes a subgraph of G of degree at most 14 and stretch factor 3.54.
In this paper we make some progress towards solving the aforementioned problem. We present a very simple local algorithm that constructs a subgraph of G of degree at most 11 and stretch factor 2.86 with respect to G, and hence stretch factor 2.86 · C del < 7 with respect to E. The algorithm can be implemented to run in 2 synchronous communication rounds (i.e., the locality is 2). To put the result of this paper in context, this result improves the local algorithm of Kanj and Perković [14] in terms of the minimum degree bound achieved (11 versus 14) . Moreover, the algorithm presented in the current paper is simpler than that in [14] .
The local algorithm presented in this paper can be implemented to run in O(n) time under the centralized model when G is given, and in O(n lg n) time otherwise.
Preliminaries 2.1 Spanners and Delaunay triangulations
Given a set of points S in the 2-dimensional Euclidean plane, the complete Euclidean graph E on S is defined to be the complete graph whose point-set is S. Each edge ab connecting points a and b is assumed to be embedded in the plane as the straight line segment ab; the weight of ab is the Euclidean distance |ab|.
Let H be a subgraph of E. The weight of a simple path P : (a = m 0 , m 1 , ..., m r = b) in H, denoted wt(P ), is r−1 j=0 |m j m j+1 |. A subgraph H of H is said to be a geometric spanner of H if there is a constant ρ such that, for every two points a, b ∈ H, the weight of a shortest path from a to b in H is at most ρ times the weight of a shortest path from a to b in H. The constant ρ is called the stretch factor of H (with respect to H). The following is a well known-and obvious-fact: Fact 2.1. A subgraph H of graph H has stretch factor ρ with respect to H if and only if for every edge xy ∈ H: the weight of a shortest path in H from x to y is at most ρ · |xy|.
For three non-collinear points x, y, z in the plane we denote by xyz the circumscribed circle of xyz. A Delaunay triangulation of S is a triangulation of S such that the circumscribed circle of every triangle in this triangulation (i.e., every triangular face) contains no point of S in its interior [11] . It is well known that if the points in S are in general position (no four points in S are cocircular) then the Delaunay triangulation of S is unique [11] . In this paper-as in most papers in the literature-we shall assume that the points in S are in general position; otherwise, the input can be slightly perturbed so that this condition is satisfied. The Delaunay graph of S is defined as the plane graph whose point-set is S and whose edges are the edges of the Delaunay triangulation of S. An alternative equivalent definition, usually referred to as the empty circle property, that we end up using is: Definition 2.2 (The empty circle property). ( [11] ) An edge xy is in the Delaunay graph of S if and only if there exists a circle through points x and y whose interior contains no point in S.
It is well known that the Delaunay graph of S is a spanner of E with stretch factor C del ≤ 4 √ 3π/9 < 2.42 [17] .
Yao graphs
Given integer parameter k > 6, the 
Canonical paths
Let G be the Delaunay graph of S. Let ca and cb be edges in G. If the interior of cab is devoid of points of G, then it can be easily shown using the empty circle property (see Definition 2.2), that the interior of cab subtended by chord ab whose boundary contains point c, contains no points of G (for example, see Proposition 3.3 in [16] ). In this case Keil and Gutwin [17] showed the following:
Lemma 2.3 (Lemma 1 in [17] ). If the interior of abc subtended by chord ab whose boundary contains point c is devoid of points of S, then there exists a path from a to b in G, in the region interior to abc subtended by chord ab whose boundary does not contain c, whose weight is at most the length of arc ab.
The path referred to in Lemma 2.3 can be (recursively) constructed as follows. If ab ∈ G then the path consists of edge ab. Otherwise, by the empty circle property, at least one point in G is interior to abc, and must reside in the region of abc subtended by chord ab that does not contain c (this can be proven easily using the empty circle property). Let t be such a point with the property that the region of atb subtended by chord ab that contains t is empty. Let o be the center of abc. Let (O 1 ) be the circle passing through a and t whose center o 1 lies on segment ao and let (O 2 ) be the circle passing through b and t whose center o 2 lies on segment bo. Then both (O 1 ) and (O 2 ) lie inside abc, and ∠ao 1 t and ∠to 2 b are both less than ∠aob. Moreover, the region of (O 1 ) subtended by chord at that contains o 1 is empty, and the region of (O 2 ) subtended by chord bt and containing o 2 is empty. Therefore, we can recursively construct a path from a to t and a path from t to b, and then concatenate them to obtain a path from a to b.
Let ca and cb be edges in G, and suppose that the interior of cab contains no points of S. Let P : (a = m 0 , m 1 , . . . , m k = b) be the path referred to in Lemma 2.3. The path P was called the canonical path between a and b in [14, 16] , and the following structural properties about P were proved (see Figure 1 for illustration):
Lemma 2.4 ( [14, 16] ). Let ca and cb be edges in G such that ∠bca ≤ θ. 2 The canonical path P : (a = m 0 , m 1 , . . . , m k = b) in G satisfies: (i) There is an edge from c to m i , for i = 0, . . . , k. Hence, if ab / ∈ G then there is no edge in G between any pair m i and m j lying in the closed region enclosed by ca, cb and the edges of P, for any i and j satisfying 0 ≤ i < j ≤ k.
(ii) Assuming that G is a triangulation, it follows from part (i) above that P is unique. 
Miscellaneous
Definition 2.5. Two edges mx, my incident to a point m in a subgraph H of E are said to be consecutive if one of the angular sectors determined by the two segments mx and my in the plane contains no neighbors of m.
The statement of the following lemma is well known and can be easily verified by the reader:
Lemma 2.7. Let | yz | denote the arc facing angle ∠yxz in xyz, and suppose that ∠yxz ≤ θ, where θ ∈ (0, π/2]. Then | yz |/|yz| = ∠yxz/ sin (∠yxz) ≤ θ/ sin θ.
Proof. The equality | yz |/|yz| = ∠yxz/ sin (∠yxz) is true by simple geometric arguments. The inequality ∠yxz/ sin (∠yxz) ≤ θ/ sin θ follows from Lemma 2.6. 
The spanner
Let G be the Delaunay graph of S. The basic idea behind the local algorithm is that every point selects at most 11 of its incident edges in G, and edges that are selected by both endpoints are kept; this guarantees that the degree of the resulting subgraph of G is at most 11. To ensure that the resulting subgraph is a spanner of G, we first guarantee that whenever an edge pq ∈ G is not kept in the subgraph: (1) an edge pr is kept such that |pr| ≤ |pq| and ∠rpq ≤ π/5, and (2) all edges on the canonical path from r to q, except possibly the first and the last edges are kept in the subgraph. Second, we use an inductive proof to show that even when the first and last edges on a canonical path are not kept, a "short" path between the endpoints of each of these two edges exists in the subgraph, which then can be used to upper bound the length of a path from r to q in the subgraph. Ensuring property (1) above requires an idea that seems counterintuitive at the surface: a longer edge incident to a point is selected in favor of a shorter consecutive edge in certain cases (step 4 of the algorithm ∆ 11 -Spanner, given in Figure 2 ). This favoritism also (implicitly) allows the inductive proof to go through (induction is now applied to "shorter" edges). We start by presenting the local algorithm that constructs the subgraph of G and prove that it has degree at most 11 in Subsection 3.1. Then we proceed to prove an upper bound on its stretch factor in Subsection 3.2. Everything is then put together in Subsection 3.3.
The algorithm
The algorithm is presented in a way that emphasizes its locality: each point in G selects its candidate edges independently based only on its coordinates and the coordinates of its neighbors, and only edges that are selected by both their endpoints are kept in the spanner. Definition 3.1. A sequence of three consecutive edges incident to a point p is said to be wide if the sum of the two angles formed by the two pairs of consecutive edges in this sequence is at least 4π/5.
Every point p ∈ G executes the algorithm ∆ 11 -Spanner given in Figure 2 . 3 Figure 3 illustrates how a point p selects its edges in the algorithm. In Figure 3 point p selects the three edges pv 0 , pv 1 , pv 2 , which form a wide sequence around it, in step 1 of the
Figure 3: An illustration of how a point selects its edges in the algorithm ∆ 11 -Spanner. Dashed lines mark the edges of the cones. Red (gray) edges indicate the selected edges, whereas solid (black) edges indicate the edges that were not selected.
algorithm. In step 2, p partitions the remaining space around it, which is the sector determined by the two rays pv 0 and pv 2 (going counterclockwise from pv 2 to pv 0 ), into cones each of size at most π/5, and selects a shortest edge in each nonempty cone in step 3. As a result, p selects the edges pv 4 , pv 5 , pv 8 , pv 9 , pv 12 in step 3. In step 4, p looks at every empty cone around it, and considers the two consecutive edges surrounding the cone; if one of these two edges has already been selected, then p selects the other edge (if not already selected), otherwise, p selects the longer edge between the two. In this case, p considers the two consecutive edges pv 10 and pv 11 , which surround the only empty cone around it. Since none of these two edges has been selected before, p selects the longer between the two in step 4, which is pv 11 in this case. Therefore, point p selects the set of edges {pv 0 , pv 1 , pv 2 , pv 4 , pv 5 , pv 8 , pv 9 , pv 11 , pv 12 } in the algorithm.
Definition 3.2. We say that a point p selects an edge pq when point p selects pq in steps 1-4 of the algorithm ∆ 11 -Spanner. We say that a point p keeps an edge pq when both p and q select pq.
Let G be the subgraph of G consisting of the edges that are kept after the points in G have applied the algorithm ∆ 11 -Spanner. Lemma 3.3. Point p selects every edge of a wide sequence of edges around it.
Proof. The statement directly follows form step 1 of the algorithm ∆ 11 -Spanner. Theorem 3.4. The subgraph G of G has degree at most 11.
Proof. Since an edge in G is in G if and only if the edge is selected by both its endpoints in the algorithm ∆ 11 -Spanner, it suffices to show that every point p ∈ G selects at most 11 incident edges. Assume first that no edge is selected by p in step 1. In this case p will partition the space around it into exactly 10 cones of apex p, each of size π/5. For every nonempty cone C, p selects in step 3 exactly one edge in C-namely a shortest edge in C. For every empty cone C, p selects at most one edge in step 4, which can be "charged to", or associated with, the empty cone C. It follows that in this case p selects at most 10 incident edges.
Suppose now that p selects some edges in step 1. The following terminology will be useful in the rest of the proof. Two wide sequences of edges around p are said to overlap if the two sequences share two edges; the two sequences are said to be adjacent if they share exactly one (boundary) edge, and the two sequences are said to be disjoint if they do not share any edges. Note that any two distinct wide sequences around a point p are either disjoint, adjacent, or they overlap. We distinguish the following cases.
Suppose that there is exactly one wide sequence around p, then p selects the three edges in this sequence by Lemma 3.3, and partitions the remaining space around it, which measures at most 2π − 4π/5 = 6π/5, into at most 6 cones. Any edge selected by p in steps 3 and 4 of the algorithm can be corresponded in a one-to-one fashion with one of these 6 cones. It follows that p selects at most 9 edges.
Suppose that there are exactly two wide sequences around p. If the two wide sequences are disjoint, p selects a total of 6 edges from the two wide sequences, 3 from each, in step 1. Point p then partitions the remaining space around it in step 2 into cones and selects the shortest edge in each nonempty cone in step 3. Since each wide sequence has size at least 4π/5, the remaining space around p is partitioned into two sectors of total size at most 2π − 8π/5 = 2π/5. Therefore, those two sectors will be partitioned into at most 3 cones in step 2 of the algorithm, and p selects a total of at most 9 edges in this case. If the two wide sequences around p overlap, then p selects a total of 4 edges from both sequences, and the remaining space around p forms a single sector of size at most 2π − 4π/5 = 6π/5. Therefore, the remaining space around p is partitioned into at most 6 cones in step 2, and p selects a total of at most 10 edges. Finally, if the two sequences are adjacent, then p selects a total of 5 edges from both sequences, and the remaining space around p forms a single sector of size at most 2π − 8π/5 = 2π/5, and hence gets partitioned into at most 2 cones in step 2. Therefore, p selects a total of at most 7 edges in this case. It follows that, in all cases, p selects at most 10 edges.
Suppose that there are exactly three wide sequences S 1 , S 2 , S 3 around p, and note that in this case at least two of these sequences must overlap because the angle formed by each sequence is at least 4π/5. Suppose, without loss of generality, that S 1 , consisting of edges px 1 , px 2 , px 3 , and S 2 , consisting of edges px 2 , px 3 , px 4 are two overlapping sequences around p sharing the two edges px 2 and px 3 . Note that in this case the angle formed by px 1 and px 4 is at least 4π/5, and that p selects the 4 edges of S 1 and S 2 . If S 3 is disjoint from both S 1 and S 2 , then p selects a total of 7 edges from the three sequences, and the remaining space around p forms two sectors of total size at most 2π − 8π/5 = 2π/5, and hence gets partitioned into at most 3 cones in step 2. Therefore, p selects a total of 10 edges in this case. If S 3 overlaps with either S 1 or S 2 , then p selects a total of 5 edges from the three sequences, and the remaining space around p forms one sector of size at most 2π − 8π/5 = 2π/5, and hence gets partitioned into at most 2 cones in step 2. Therefore, p selects a total of 7 edges in this case. Finally, if S 3 is adjacent to S 1 or S 2 , then p selects a total of 6 edges from the three sequences, and the remaining space around p forms one sector of size at most 2π − 8π/5 = 2π/5, and hence gets partitioned into at most 2 cones. Therefore, p selects at most 8 edges in this case. It follows that in all cases, p selects at most 10 edges.
Suppose that there are exactly 4 wide sequences S 1 , S 2 , S 3 , S 4 around p. By a similar token to the previous case, we can assume that S 1 , consisting of edges px 1 , px 2 , px 3 , and S 2 , consisting of edges px 2 , px 3 , px 4 , overlap. Again, note that the angle formed by px 1 and px 4 is at least 4π/5, and that p selects the 4 edges of S 1 and S 2 . If one of the two sequences S 3 , S 4 , say S 3 , overlaps with one of the two sequences S 1 , S 2 , then the total angle formed by S 1 , S 2 , S 3 is at least 8π/5, and hence S 4 must also overlap with one of the sequences S 1 , S 2 , S 3 . In this case p selects a total of 6 edges from the four sequences, and the remaining space around p forms one sector of size at most 2π − 8π/5 = 2π/5, and hence gets partitioned into at most 2 cones. Therefore, p selects at most 8 edges in this case. We now assume that none of S 3 , S 4 overlaps with S 1 or S 2 . It follows in this case that S 3 and S 4 must overlap with each other; assume, without loss of generality, that S 3 consists of edges py 1 , py 2 , py 3 , and S 2 consists of edges py 2 , py 3 , py 4 , and note that the angle formed by py 1 and py 4 is at least 4π/5. In this case p selects a total of 8 edges from the four sequences, and the remaining space around p is partitioned into at most two sectors of total size 2π − 8π/5 = 2π/5, and hence is partitioned into at most 3 cones in step 2 of the algorithm. Consequently, p selects a total of 11 edges in this case. This scenario is depicted in Figure 4 , and corresponds to the only (worst) case in which point p ends up selecting 11 edges. It follows that, in all cases, p selects at most 11 edges. By observing that p can have at most four wide sequence around it, the proof of the theorem is complete. The two wide sequences px 1 , px 2 , px 3 and px 2 , px 3 , px 4 are overlapping, and p selects the 4 edges of the two sequences. Similarly, p selects the 4 edges of the two overlapping wide sequences py 1 , py 2 , py 3 and py 2 , py 3 , py 4 . The angle ∠x 1 py 1 measures more than π/5, and hence the shaded region between px 1 and py 1 will be partitioned into two cones, forcing p to select two edges, one from each cone, when these cones are nonempty. Finally, p selects one edge from the shaded region between px 4 and py 4 if this region is nonempty. Therefore, in this case p selects at most 11 edges.
The stretch factor
For any two points p, q in S, denote by d G (p, q) the weight of a shortest path between p and q in G . To prove that the stretch factor of G , with respect to G, is at most ρ = 2 sin(2π/5) cos(π/5) (2 sin(2π/5) cos(π/5)−1) < 2.86, by Fact 2.1, it suffices to show that for every edge pq in G such that pq is not kept in G , d G (p, q) ≤ ρ|pq|. (The choice of ρ will be justified in Proposition 3.13.) The proof is by induction on the rank of pq among all edges in G. The base case is when pq is the shortest edge in G. In this case if point p does not select edge pq in step 1 of the algorithm, edge pq will end up being the shortest edge in its cone, and hence will be selected in step 3 of the algorithm. Similarly, point q will also select edge pq, and hence pq is kept in G . Therefore, d G (p, q) = |pq| ≤ ρ|pq|. Now let pq be an edge in G, and assume by the inductive hypothesis that for every edge xy ∈ G such that the rank of xy is smaller than that of pq, there exists a path from x to y in G of weight at most ρ|xy|. We will show that there exists a path from p to q in G of weight at most ρ|pq|.
If pq is kept in G , then d G (p, q) = |pq| ≤ ρ|pq|, and we are done. Therefore, we can assume in the rest of the proof that pq is not kept in G . From step 5 in the algorithm ∆ 11 -Spanner, it follows that at least one of the points p, q does not select pq. Assume, without loss of generality, that p does not select pq. By Lemma 3.7 (proved below), p selects an edge pr such that: |pr| ≤ |pq|, ∠rpq ≤ π/5, and pr is kept in G . We will exhibit a path from r to q in G , which, together with edge pr, gives a path from p to q of weight at most ρ|pq|. The proof is divided into two cases: the interior of pqr contains no points in S (Proposition 3.13), and the interior of pqr contains points in S (Proposition 3.14). Before we can proceed further, we will need the following technical lemmas: Lemma 3.5. Let xy and xz be two consecutive edges such that |xy| > |xz| and ∠yxz ≥ 2π/5. Then point x selects xy in the algorithm ∆ 11 -Spanner.
Proof. If xy is not selected by x in step 1 of the algorithm, then when x partitions the space around it into cones of apex x in step 2, at least one empty cone will be contained in the sector ∠yxz. This is true because each cone has size at most π/5 and ∠yxz ≥ 2π/5. Since |xy| > |xz|, x is guaranteed to select xy in step 4 of the algorithm. Lemma 3.6. Let xy and xz be two consecutive edges such that ∠yxz ≥ 3π/5. Then point x selects both xy and xz in the algorithm ∆ 11 -Spanner.
Proof. If xy and xz are not edges of a wide sequence around x, then since ∠yxz ≥ 3π/5, two empty cones defined in step 2 of the algorithm must fall within ∠yxz. When x considers these two empty cones in step 4, it will end up selecting both xy and xz.
Lemma 3.7. Let pq be an edge in G. If point p does not select pq in the algorithm ∆ 11 -Spanner, then p selects an edge pr such that |pr| ≤ |pq| and ∠rpq ≤ π/5. Moreover, edge pr is kept in G .
Proof. Suppose that p does not select pq. Since p does not select pq in step 1 of the algorithm, pq belongs to a cone C of apex p defined in step 2. Since p does not select pq in step 3, p must have selected an edge pr in C such that |pr| ≤ |pq|. Since the angle of C is at most π/5, ∠rpq ≤ π/5.
To show that pr ∈ G , since p selects pr, it suffices to show that pr is selected by point r in the algorithm ∆ 11 -Spanner. Let ps be the edge consecutive to pr in C (note that ps might be pq). Consider rps, and note that since G is a triangulation and pr and ps are consecutive edges, all edges of rps are edges in G. In particular, rp and rs are consecutive edges in G. If ∠prs ≥ 3π/5, then by Lemma 3.6 applied to rp and rs, r selects rp and we are done. Assume now that ∠prs < 3π/5. Since ∠rps ≤ ∠rpq ≤ π/5, it follows that ∠psr = π−∠prs−∠rps > π/5, and hence |pr| > |rs|. Since pr is a shortest edge in C, |pr| ≤ |ps|, which together with ∠rps ≤ π/5, implies that ∠prs ≥ (π − π/5)/2 = 2π/5. Now since |rp| > |rs| and ∠prs ≥ 2π/5, r selects rp by Lemma 3.5 applied to rp and rs. It follows that pr is kept in G .
Lemma 3.8. Let pr and pq be edges in G such that ∠rpq ≤ π/5 and |pr| ≤ |pq|. If pr ∈ G and
Proof. Let α = ∠qpr and β = ∠rqp. Since pr ∈ G and d G (r, q) ≤ ρ|rq|, we have d G (p, q) ≤ |pr| + ρ|rq|. Therefore, it suffices to show that |pr| + ρ|rq| ≤ ρ|pq|. We have:
The last inequality is true because α ≤ π/5 and |pq| ≥ |pr|, which together imply that β ≤ π/2 − α/2, and hence sin(α + β) > sin α. Using trigonometric identities we can derive that: The inequality before the last follows from the facts that α ≤ π/5 and the cosine function is decreasing in [0, π/2]. Lemma 3.9. Let x, y, z be three points in S. Let α = ∠xyz, β = ∠yxz, and , y) , from the statement of the lemma it follows that d G (x, y) ≤ π 5 sin(π/5) |yz| + ρ|xz|. Therefore, it suffices to show that
We have:
sin β + ρ sin α ≤ ρ sin γ (using trigonometric relations in xyz)
Since sin γ tan Now for every edge on P other than the first and last edges, both its endpoints are internal points on P. Therefore, both endpoints of this edge select the edge, and the edge is kept in G .
By Observation 1, at most two edges on P are not kept in G . We distinguish the following two cases: at most one edge of P is not kept in G , and exactly two edges of P are not kept in G .
We first consider the case when at most one edge of P is not kept in G . We prove a more general result that will be useful in the treatment of the other cases as well.
Lemma 3.10. Let pu and pv be any two edges in G such that ∠upv ≤ π/5, |uv| < |pq|, and the interior of puv contains no points of S. Let P uv be the canonical path from u to v in G. If at most one edge of P uv is not kept in
Proof. The proof is by induction on the number of edges on P uv , denoted |P uv |. To distinguish the current induction from the main one used in this subsection to upper bound the stretch factor, we refer to the hypothesis of the current induction by H.
If |P uv | = 1, then |P uv | consists of edge uv, and hence uv ∈ G. Since uv ∈ G and |uv| < |pq|, by the (main) inductive hypothesis, we have d G (u, v) ≤ ρ|uv|, and we are done.
Suppose now that |P uv | > 1. Then there exists an internal point w on P uv (i.e., w is different from u and v). Among all internal points on P uv , choose w so that ∠uwv is maximum. By the choice of w, no point of S is interior to uwv. Consequently, the interior of both puw and pwv contain no points of S. Consider the two subpaths P uw and P wv of P uv from u to w and from w to v, respectively. Then we have |P uw | < |P uv | and |P wv | < |P uv |. Since pu, pw, pv ∈ G by part (i) of Lemma 2.4, and by part (ii) of Lemma 2.4, it follows that P uw is the canonical path in G from u to w, and P wv is the canonical path in G from w to v. Moreover, ∠upw ≤ ∠upv ≤ π/5 and ∠wpv ≤ ∠upv ≤ π/5. Since at most one edge on P uv is not kept in G , one of the two subpaths P uw , P wv has all its edges in G , and at most one edge of the other subpath is not in G . Assume, without loss of generality, that all edges of P wv are kept in G , and at most one edge on P uw is not kept in G ; the proof is exactly the same in the other case. By Lemma 2.3, we have wt(P wv ) is at most the length of arc wv facing angle ∠wpv in pwv. Since ∠wpv ≤ π/5, by Lemma 2.7, | wv | ≤ (π/(5 sin (π/5)))|wv|. Therefore,
On the other hand, since P uw is the canonical path from u to w, |P uw | < |P uv |, and at most one edge on P uw is not kept in G , by the current inductive hypothesis H we have d G (u, w) ≤ ρ|uw|. Consider uwv, and let α = ∠uvw, β = ∠vuw, and γ = α+β. Since w is on the canonical path P uv , and hence w is in the region of puv subtended by chord uv, we have γ = α + β ≤ ∠upv ≤ π/5. Now consider the three points u, w, and v. Noting the previous facts, we can apply Lemma 3.9 with x = u, y = v, and z = w to conclude that d G (u, v) ≤ ρ|uv|.
Corollary 3.11. If at most one edge of the canonical path P from r to q is not kept in G then d G (r, q) ≤ ρ|rq|.
Proof. Apply Lemma 3.10 with u = r and v = q. Lemma 3.12. If exactly two edges of P are not kept in G then d G (r, q) ≤ ρ|rq|/(sin(2π/5)).
Proof. If two edges of P are not kept in G , then by Observation 1 those edges are the first and last edges rm 1 and qm k−1 , respectively. We refer the reader to Figure 5 for illustration.
Choose an internal point w on P that maximizes ∠rwq. As was explained in the proof of Lemma 3.10, from the choice of w it follows that no point of S is interior to rwq, and consequently, the interior of both prw and pwq contain no points of S. Consider the two subpaths P rw and P wq of P from r to w and from w to q, respectively. Since pr, pw, pq ∈ G by part (i) of Lemma 2.4, and by part (ii) of Lemma 2.4, it follows that P rw is the canonical path in G from r to w, and P wq is the canonical path in G from w to q. Moreover, ∠rpw ≤ ∠rpq ≤ π/5 and ∠wpq ≤ ∠rpq ≤ π/5. Since edges rm 1 and qm k−1 are the only edges on P that are possibly not kept in G , at most one edge on P rw is not kept in G , and at most one edge on P wq is not kept in G . After noting that |rw| < |pq| and |wq| < |pq| (follow from the facts that w is in the region of prq subtended by chord rq, and hence |rw| ≤ |rq| and |wq| ≤ |rq|, and that |rq| < |pq|), we can now apply Lemma 3.10 to P rw and to P wq to conclude that d G (r, w) ≤ ρ|rw| and d G (w, q) ≤ ρ|wq|. Now consider rwq and observe that since pw is an edge in G, we have ∠rwq ≥ π − π/5 = 4π/5. Under the condition that ∠rwq ≥ 4π/5 in rwq, it follows from basic geometry that |rw| + |wq| is maximum when ∠rwq = 4π/5 and |rw| = |wq|. In this case we have |rw|+ |wq| ≤ |rq|/(sin(2π/5)). It follows that
Now we are ready to prove that d G (p, q) ≤ ρ|pq| in the case when pqr contains no points of S. Proof. Consider the canonical path P from r to q. By Observation 1, at most two edges on P are not kept in G .
If at most one edge of P is not kept in G , then by Corollary 3.11, we have d G (r, q) ≤ ρ|rq|. Now pr ∈ G , |pr| ≤ |pq|, ∠prq ≤ π/5, and d G (r, q) ≤ ρ|rq|, it follows from Lemma 3.8 that
If exactly two edges of P are not kept in G , then by Observation 1 those edges must be rm 1 and qm k−1 . By Lemma 3.12, we have d G (r, q) ≤ ρ|rq|/(sin(2π/5)). Since rm 1 and qm k−1 were not kept in G , and since rm 1 was selected by m 1 and qm k−1 was selected by m k−1 (Observation 1), it follows that rm 1 was not selected by r and qm k−1 was not selected by q, in the algorithm ∆ 11 -Spanner. Since rp and rm 1 are consecutive edges at r, and pq and qm k−1 are consecutive edges at q (implied from part (i) of Lemma 2.4 and the fact that G is a triangulation), by Lemma 3.6, it follows that each of ∠prm 1 and ∠pqm k−1 is less than 3π/5, which, in turn, implies that each of ∠prq and ∠pqr is less than 3π/5. Consider prq. Since |pr| ≤ |pq|, ∠rpq ≤ π/5, and ∠prq < 3π/5, we conclude that 2π/5 ≤ ∠prq ≤ 3π/5, and consequently, sin(∠prq) ≥ sin(2π/5). Now |rq| = (sin(∠rpq)/ sin(∠prq))|pq| ≤ (sin(π/5)/ sin(2π/5))|pq| = |pq|/(2 cos(π/5)). Since d G (r, q) ≤ ρ|rq|/(sin(2π/5)), it follows from the previous statement that d G (r, q) ≤ ρ|pq|/(2 sin(2π/5) cos(π/5)), and Proof. Let S be the set of points consisting of points r and q plus all points interior to pqr (note that p / ∈ S ). Let CH(S ) be the set of points on the convex hull of S. Then CH(S ) consists of points n 0 = r and n s = q, and some points n 1 , . . . , n s−1 of S interior to pqr. Note that, by convexity, and because G is a triangulation, pn i ∈ G, for i = 0, . . . , s.
By convexity, the interior of pn i n i+1 contains no points of G, for i = 0, . . . , s − 1. Since pn i , pn i+1 ∈ G, by Lemma 2.3 there exists a canonical path P i from n i to n i+1 in G. We argue next that at most one edge of P i is not kept in G .
Because n i and n i+1 (i = 0, . . . , s − 1) are two consecutive points on CH(S), and since the interior of pqr is not empty, at least one of the two points n i , n i+1 must be interior to pqr. Assume that n i is interior to pqr; the proof is similar if n i+1 was interior (and n i was not). If P i consists of a single edge, then the statement that at most one edge of P i is not kept in G is vacuously true. Suppose now that P i does not consist of a single edge, and consider the first point, x, after n i on P i . By Observation 1, at most two edges on the canonical path P i , namely the first and the last edges (note that ∠n i pn i+1 ≤ π/5), are possibly not kept in G . Therefore, to show that at most one edge on P i is not kept in G , it suffices to show that the first edge n i x on P i is kept in G . Since x is an internal point on P i , by Observation 1, x selects edge xn i . On the other hand, n i is a point on CH(S) that is interior to pqr. Therefore, the angle formed by the last edge yn i on P i−1 and n i x is > π. Consequently, the edges n i y, n i p, n i x are edges of a wide sequence around n i (follows from part (ii) of Lemma 2.4), and n i selects n i x by Lemma 3.3. Therefore, n i x ∈ G and at most one edge on P i is not kept in G . Now pn i , pn i+1 ∈ G, ∠n i pn i+1 ≤ π/5, and at most one edge of P i is not in G , by Lemma 3.10 applied to n i and n i+1 after noting that
Extend rn 1 and qn s−1 ; by convexity, rn 1 and qn s−1 meet at a point t inside rpq (note that if n 1 = n s , and hence there is exactly one point inside pqr, then t = n 1 = n s−1 ). By convexity [1], we have s−1 i=0 |n i n i+1 | ≤ |rt| + |tq|. We will now upper bound |rt| + |tq|. Please refer to Figure 6 for illustration.
Since |pr| ≤ |pn 1 | and t is on the extension of rn 1 , we have |pt| ≥ |pr|. If t is the intersection point of rt and pq, then by the triangular inequality we have |rt|+|tq| ≤ |rt |+|t q|. Therefore, we may assume that t is on pq. Moreover, since |pt| ≥ |pr|, |rt| + |tq| is largest when |pr| = |pt| (this corresponds to t = t in Figure 6 ). In this case we have |rt| + |tq| ≤ 2|pr| sin(π/10) + |pq| − |pr| (since |rt| ≤ 2|pr| sin(π/10)). Now
The last inequality is true because ρ ≥ 1/(1 − 2 sin(π/10)).
Combining Proposition 3.13 with Proposition 3.14, we conclude: 
Putting it together
Combining the results in Subsection 3.1 and Subsection 3.2, we have: Theorem 3.16. The algorithm ∆ 11 -Spanner is a 2-local algorithm that, given the Delaunay triangulation G of a point-set S, computes a subgraph of G of degree at most 11 that is a spanner of G with stretch factor ρ = Proof. Let G be the subgraph of G consisting of the set of edges that are selected by both endpoints after the application of the algorithm ∆ 11 -Spanner. By Theorem 3.4, the degree of G is at most 11. By Theorem 3.15, G is a spanner of G with stretch factor (w.r.t. G) ρ = 2 sin(2π/5) cos(π/5) (2 sin(2π/5) cos(π/5)−1) < 2.86. Now to see that the algorithm is a 2-local algorithm, observe that the algorithm can be implemented in 2 synchronous communication rounds. In the first round, each point p sends its coordinates to its neighbors. In the second round, each point p selects some edges incident on it according to steps 1-4 in the algorithm ∆ 11 -Spanner; then p informs each neighbor q whether it has selected edge pq or not. A point p keeps an edge pq if p has selected pq and it has received a message from its neighbor q (in the second round) indicating that q has selected pq as well.
Finally, to see that the processing time at a point p is linear in the degree δ p of p in G, observe first that p can determine the edges in its wide sequences as follows. Point p partitions the space around it into 10 cones of apex p, each of size π/5. Since the number of cones is constant, in linear time in δ p , p can determine those cones that are empty. Since the total angle of a wide sequence of edges is at leat 4π/5, for any wide sequence around p, an empty cone must fall within two consecutive edges in this sequence. Therefore, p can use the empty cones to determine the edges of the wide sequences around it. After determining the edges of the wide sequences, p partitions the reaming space around it into at most 10 cones, and for each cone, determines the set of its incident edges that fall in the cone. Then, the shortest edge in every cone can be found in time O(δ p ). Finally, since the number of empty cones around p is a constant, step 4 can be performed in time O(δ p ). The proof follows.
Corollary 3.17. Given a set S of n points in the plane, there exists an O(n lg n) time (centralized) algorithm that computes a spanner G of E, such that G is a subgraph of the Delaunay triangulation of S, G has degree at most 11, and G has stretch factor ρ · C del < 7 with respect to E, where C del is the stretch factor of the Delaunay triangulation of S with respect to E.
Proof. The algorithm starts by computing the Delaunay triangulation G of S in time O(n lg n) (see [11] ), and then feeds G to the algorithm ∆ 11 -Spanner. Noting that the stretch factor of G (with respect to E) is C del < 2.42, the statement of the theorem then follows from Theorem 3.16.
Concluding remarks
In this paper we presented a very simple local algorithm that constructs a bounded degree subgraph of the Delaunay triangulation G (of a set of points S), that is a bounded degree spanner with stretch factor 2.86 and degree at most 11, and hence a geometric spanner of the complete Euclidean graph E (on S) with stretch factor < 7 and degree at most 11. This algorithm gives an O(n lg n) time centralized algorithm for constructing a subgraph of G that is a geometric spanner of E of degree at most 11 and stretch factor < 7. Our result is in line with the very recent progress on the construction of bounded degree spanners for the complete Euclidean graph [2, 8, 16 ] (see [6] for a survey).
We note that in wireless computing the network is often modeled as a unit disk graph (UDG) rather than a complete Euclidean graph. (The unit disk graph (UDG) on point-set S is the subgraph of E consisting of all edges xy with |xy| ≤ 1.) Many algorithms were presented for constructing bounded-degree plane spanners of UDGs (see [3, 4, 12, 14, 16, 22] , among others). The results in this paper can be generalized to give a local algorithm for constructing a boundeddegree plane spanner of a UDG with the same upper bounds described above on the degree and the stretch factor.
