Abstract-In a passive radio-frequency identification (RFID) system the reader communicates with the tags using the EPC Global UHF Class 1 Generation 2 protocol with dynamic frameslotted ALOHA. Due to the unique challenges presented by a low-power, random link, the channel efficiency of even the most modern passive RFID system is less than 40%. Hence, a variety of methods have been proposed to estimate the number of tags in the environment and set the optimal frame size. The objective of this study is to analyze the gains in efficiency when tag estimation algorithms are used in conjunction with the Gen2 standard at different points in the protocol. In this article, we demonstrate with verifiable simulations that unless an algorithm has close to perfect accuracy, efficiency improvements over Gen2 are mostly insignificant.
I. INTRODUCTION
In recent years, radio frequency identification (RFID) technology has seen exponential gains in its application domains such as supply chain management, agriculture, military, healthcare, pharmaceuticals and retail. A typical RFID system consists of three main components: tags, reader and a data processing subsystem or server. In a passive RFID system, the reader identifies the tags by initially broadcasting a query signal through its antenna(s). The tags respond to the reader's query command using backscatter modulation. If there is more than one tag transmitting signals at the same time, their packets collide resulting in failed transmission. This problem is known as tag collision, a major issue in RFID technology as it results in low identification accuracies and increased identification delays. Due to random allocation of tags within the communication frame, the highest system efficiency is obtained when the current frame length is equal to the number of unidentified tags [1] [2] . Unfortunately, in a real life application, unidentified tags are usually unknown to the reader, which makes it imperative to adopt effective anticollision algorithms to enable a single reader to read multiple tags in the reader's field as effectively as possible.
A wide variety of tag estimation algorithms are reported in the literature some of which claim efficiencies beyond 90% [3] [4] . However, these algorithms introduce fundamental changes to the underlying protocol framework which makes them ineligible to be used with the existing hardware running on the EPC global Class 1 Generation 2 (EPC Gen-2) [5] platform. In this paper, we focus on algorithms which do not require substantial updates to the protocol and can be utilized on today's current hardware with minimal modifications. EPC Gen-2 is already dynamic in adjusting frame sizes based on a posterior knowledge of collision slots in a given frame. For this work, we chose popular tag estimation algorithms in the literature such as DFSA−I, DFSA−II [6] , & 2-CTE method [7] and incorporated them with EPC Gen-2 to see if they can significantly improve its dynamic aspect and compare where they stand in terms of system efficiency with and without it, where, system efficiency can be defined as the ratio of the number of tags in the read range to the total number of slots used for the entire identification process. All the results are also evaluated and compared with the performance of pure EPC Gen-2. It is important to note that while integrating these algorithms with EPC Gen-2 to modify the frame size, the protocol is not altered in any substantial way. We also kept the maximum system efficiency for any MAC layer protocol using Dynamic Frame Slotted Aloha (DFSA) as the upper bound (which is called DFSA-Perfect in this paper) to have an impartial comparison between the algorithms. To the best of our knowledge this kind of performance evaluation and assessment has never been done in the literature.
II. EPC GEN-2 PROTOCOL AND THE TAG ESTIMATION ALGORITHMS

A. EPC global Class 1 Generation 2 Standard Protocol
EPC Gen-2 is the global industry standard for passive RFID systems operating in the frequency range of 860 MHz to 960 MHz. This standard is built on the Q-protocol which uses Dynamic Frame Slotted Aloha (DFSA) [2] [5] . The flow diagram indicates how the frame size updates in this standard protocol is shown in Fig. 1 . The protocol requires the tags to have a random number generator and a slot counter. As the reader sends a QUERY command to start the inventory cycle by setting the value of the main protocol parameter Q for the tags, the tags must randomly select a number between 0 to 2 Q − 1 and store it in their slot counter. The value of Q is an integer which ranges from 0 to 15 and sets the frame size as 2 Q . The random number picked by each tag represents the slot in the frame in which that particular tag can reply to the reader. The tag/s which picked random number 0 reply instantly by issuing a random 16-bit identification number, RN-16, by using the random number generator. Other tags remain silent but reduce their slot counter by 1 and wait until their turn comes. Three possibilities may arise after the tags communicate with the reader:
• Idle slot: No tag responds to the reader within the specified time limit by the protocol; • Successful slot: Only one tag replying i.e. only one received signal which matches the slot number; • Collision slot: More than one tag respond in the same slot.
The protocol continues this procedure until all the tags in the read range are identified. The most important feature of this protocol is that it adjusts its frame size based on whether a slot is idle, successful or collision as shown in Fig. 1 . The reader modifies the value of Q by using another protocol parameter C which varies from 0.1 to 0.5 which is typically preset depending on the tag density in the environment in which the reader is functioning. An illustrative scenario of how the frame size is updated in EPC Gen-2 protocol is shown below in Fig.  2 . In the following sections, we will briefly introduce different types of tag estimation algorithms which will be incorporated with EPC Gen-2. 
B. The Tag Estimation Algorithms 1) 2 Conditional Tag Estimation method:
The 2-CTE method claims that the best approach to estimate the number of unresolved tags would be to decrease the number of collision and idle slots. In 2-CTE, the highest system efficiency in DFSA (when the frame size equals the number of unresolved tags in each cycle) [1] is taken as a reference point in order to determine the optimal percentage of successful, collision and idle slots. The optimal average percentages for successful (OSS), collision (OCS) and idle (OFS) slots are calculated and given as 37%, 26% and 37% respectively. The actual percentage of successful (CSS), collision (CCS) and idle (CFS) slots are then measured to calculate the differences between the measured and optimal values and probabilistically estimate the number of actual tags. Two steps have been suggested here:
• Decreasing collision slots: -If CCS > 50% then the next frame size is increased faster. -If 26% < CCS < 50% then to decrease the collision rate, the next frame size is increased.
• Decreasing free slots: -If CCS <26% & CFS <50% then the previous frame size is taken into account to decrease the current one. -If CCS < 26% & CFS > 50% then the frame size is decreased faster.
After each round of frame identification, the algorithm chooses the best condition to estimate the number of unresolved tags. The reader can refer to the original paper for details on the numerical estimation [7] .
2) DFSA-I: In this algorithm, to estimate the number of tags (n), the collision ratio (C r atio ), i.e. the ratio of the number of the slots with collision to the frame size (L) is defined by,
After one complete round, the collision ratio can be measured. Since the frame size is already known, based on this information, one can estimate the number of tags by sweeping the variable n over a suitable range of values to find the one that best fits the calculated C r atio and the frame size [6] . This algorithm has some drawbacks not addressed in the original article, including the extreme boundary conditions such as when C r atio becomes 1. In those instances, DFSA−1 provides inaccurate estimation of the number of tags and a variation of the algorhtm, DFSA−II, is used to estimate the number of tags as described below.
3) DFSA-II: In this variation, to obtain the number of colliding tags in a slot (C tags ), the collision rate (C r ate ) is defined as follows:
Probabilit y that there is a collision in a slot 1 − Probabilit y that a tag trans f er s success f ull y (2) From [1], we know that the system reaches maximum throughput when optimal frame size (L optimal ) is equal to the number of tags (n). Hence, the optimal collision rate C r ate for maximum throughput can subsequently be found as:
The number of tags (C tags ) collided in a slot is then calculated by,
Let M coll be the number of collided slots in a frame after a round. The estimated number of the tags n is then calculated by, n = 2.3922 * M coll
For further details on DFSA-I and DFSA-II algorithms the reader can refer to the original paper [6] .
III. EXPERIMENTAL DESIGN
In this paper we incorporate EPC Gen-2 with 2-CTE, DFSA-I and DFSA-II algorithms as described in the previous section to see if they can improve the efficiency of this standard protocol. As another baseline comparison, we include a perfect estimation algorithm (DFSA-P) which simply assume the number of tags in the environment at every step of the simulation is known. EPC Gen-2 protocol adjusts its frame size by the parametric variable C depending on whether the slot is idle, successful or in collision [2] . Admittedly, this pattern of frame size update is dynamic by itself. However, no study has looked into the fact that how much more dynamic and efficient it can get when supported by different tag estimation algorithms. The EPC Gen-2 protocol is modified only when the frame size is updated. Otherwise, we kept the reader-tag communication method intact as per the standard protocol. The proposed experimental framework is shown in Fig. 3 . Three scenarios are considered where the algorithms are used: 1) Only when there is no frame update until the very end of the frame, i.e., if the frame breaks early then the frame size is updated purely by EPC Gen-2. 2) Only when the frame update occurs after mid-frame, if not then EPC Gen-2 takes over.
3) In the absence of any EPC Gen-2 frame update mechanism, i.e. the algorithms are solely responsible for determining the next frame size. For each of these scenarios, whenever these conditions are met either for the estimation algorithms or EPC Gen-2, the new frame size is created with the modified Q value and the size of the new frame is equal to the minimum of 2 15 and 2 Q (where, Q is modified by the preferred algorithm). In Fig. 3 . DFSA-P (Perfect) is included along with the other algorithms. As described before, it represents an upper bound in estimation accuracy, i.e. maximum system efficiency for any MAC layer protocol using dynamic frame slotted ALOHA [1] . The expected maximum efficiency can be estimated from the following equation:
where n is the number of unread tags in the read range and N is the frame size. Based on this calculation, the expected maximum efficiency is approximately 37% when the total number of tags in the read range is more than 50 [2] . In DFSA-P, we assume that the tag estimation algorithm works with a theoretical 100% accuracy, which means at the end of a frame one can know exactly how many unresolved tags still remain in the read field. Similar to 2-CTE, DFSA-I and DFSA-II, we used this algorithm with and without EPC Gen-2, to compare how each tag estimation algorithm would have performed if their accuracies were closer to the highest theoretical accuracy compared to simply using pure EPC Gen-2 algorithm.
IV. EVALUATION
To evaluate the performance of the algorithms under different scenarios and with and without EPC Gen-2 we used a simulation tool in Matlab precisely designed and validated for this standard protocol [2] [8] and modified it separately for each algorithm at different frame size update stages. As mentioned earlier, the system efficiency for comparing the effects of the algorithms on the industry standard is defined as:
where N = number of tags in the read range N T = total number of slots used for the identification process of the entire tag population. We estimated the efficiency values for standard choices of C = 0.2 and Q = 2 & 4 for the standard protocol. As discussed earlier, for each algorithm, the simulations were performed under three scenarios: i) when there is no frame update until the end of the frame, ii) when the frame update occurs after mid-frame and iii) when there is no EPC Gen-2 frame update mechanism. The simulations were performed for N = 10, 100, 300 & 500, where N is the number of tags to evaluate both low and high tag density environments. For each N, the simulations were repeated for a minimum of 1,000 times to achieve the highest statistical significance and consistent results.
We compared the performance of each algorithm with and without EPC Gen-2 to two reference points:
1) Pure EPC Gen-2; 2) EPC Gen-2 supported with DFSA−P i.e. the maximum theoretical estimation accuracy as explained in the previous section. The efficiency comparisons of the algorithms with and without EPC Gen-2 under different scenarios alongside pure EPC Gen-2 and DFSA−P are summarized in Fig. 4 . A more precise and 0 100 200 300 400 500 Table I . If we look at the performances of the algorithms as represented both in Fig. 4 & Table I , when incorporated with EPC Gen-2 for Q = 2 & 4 and for different scenarios, one can see that for low tag density (N = 10−100) environments, DFSA−I and II have higher system efficiency than pure EPC Gen-2 (with DFSA−II having slightly better performance), where 2-CTE method lags. However, as one proceeds towards higher tag density environments we can see that DFSA−I, DFSA−II and pure EPC Gen-2 show almost identical performances. The slight differences in efficiencies for Q = 4 and >frame size/2 case are not statistically significant. In all cases, although 2-CTE method shows lesser performance than other techniques, it is noticeable that it gives a consistent result independent of the scenario and choice of Q value as described by the authors of the original 2-CTE method article [7] . When algorithms are used without Gen-2, we can see a similar situation where for a low number of tags (N = 10−50), DFSA−II provides better performance than pure EPC Gen-2, and DFSA−I performs equally well with 2-CTE method lagging behind. However, for higher tag density environments pure EPC Gen-2 has consistently and significantly higher efficiency than all other algorithms, whereas DFSA−P shows the highest performance irrespective of the scenario and Q values as expected [1] [2] [8] .
Number of Tags
We can also see from Table− I that the algorithms behaved quite similarly in terms of standard deviation on efficiency. For all the cases the standard deviation is highest for low tag densities (especially N=10) and as the number of tags goes higher, the deviation on efficiency stabilizes as expected from any probabilistic algorithm.
V. CONCLUSION
In this paper, we present a novel framework for true assessment of probabilistic tag estimation algorithms when integrated with RFID Gen-2 to improve channel efficiency. The results clearly demonstrate that at low tag density environments two of the tested algorithms may improve the efficiency of pure EPC Gen-2 frame allocation scheme. However as the number of tags increases, simulating high-volume application scenarios, none of the algorithms actually presented a statistically significant increase to efficiency regardless of how they are incorporated with EPC Gen-2 unless the estimation was perfectly accurate as in the case of DFSA-P. We conclude that unless one alters the existing hardware infrastructure including the RFID readers and tags across a multitude of industries, which would cost billions of dollars, EPC Gen-2 performs respectably in approaching the theoretical maximum efficiency allowed by randomized frame-slotted ALOHA algorithms. As future work, we will research the correlation between the utilization rate (how often an estimation algorithm is recalled)/accuracy and channel efficiency.
