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1.1 Introduction 
Cognitive load refers to the load on working memory as experienced by subjects when conducting cognitive 
tasks. It is a critical factor affecting human behaviour in modern complex mission-critical domains such as 
aviation, military command and control [Staal 2004]. Extreme cognitive load causes stress, results in human 
errors, and limits a human’s ability to conduct a given task, especially when the task demands exceed the 
capacity of the human working memory. In contrast, a manageable level of cognitive load will have a lower 
implication on the subjective performance. As a consequence, the capability to measure a human’s cognitive 
load can provide insights for system adaptation to maximize user’s performance - thereby easing the cognitive 
demand (from user) and avoiding stress, frustration and ultimately errors. 
A great variety of cognitive load measuring techniques, from simple questionnaires to complex functional brain 
imaging [Whelan 2007] , have been developed to study cognitive load. Following are four primary methods 
comprising the current state of the art [Chen et al. 2016]:  
• Subjective (self-report) measures, where users rank their experienced level of load on single or 
multiple rating scales [Gopher and Braune 1984]; 
• Performance measures, such as task completion time, speed or correctness, critical errors and 
false starts [Gawron 2000; O’Donnell and Eggemeier 1986; Paas et al. 2008], as well as 
performance on a secondary tasks [Chandler and Sweller 1991];  
• Physiological measures, such as galvanic skin response, and heart rate [Delis et al. 2001; Ikehara 
and Crosby 2005];  
• Behavioral measures, which observe feature patterns of interactive behavior, such as linguistic or 
dialogue patterns [Berthold and Jameson 1999], and even text input events and mouse-click events 
[Arshad et al. 2013]. 
 
Figure 1-1. Example modalities used for cognitive load measurement. 
More specifically, with the advance of modern sensor technologies, various physiological and behavioral 
measures have been developed for the assessment of cognitive load. Popular methods for cognitive load 
measurement utilize signals from brain waves, eye activity, respiration, heart rate, skin conductance, speech, etc. 
These approaches have attracted increasing attention since several of them can provide detailed evaluation of 
cognitive state in a non-intrusive way. Although various studies exhibit the effects of cognitive load on 
physiological measures, no single physiological measure is sufficient to comprehensively characterize the 
cognitive load [Wierwille 1979], especially in the case of multidimensional task and/or dynamic circumstances. 
On the other hand, physiological measures may be affected by many other factors, such as engagement, fatigue, 
stress, and environment. Therefore, cognitive load measurement based on multiple modalities has been adopted 
to improve the robustness and accuracy [Chen et al. 2016]. As shown in Figure 1-1, signals from various sensors 
and input devices can be collected during cognitive tasks. 
This chapter evaluates cognitive load from the perspective of human responses, which is a data-driven approach 
for cognitive load measurement. Human responses can be characterised by various behavioral and physiological 
signals which are recorded and analysed. Taking the speech modality as an example, it is a natural form of 
communication between human beings. Besides linguistic interpretation, speech also conveys information such 
as speaker identity and mental state related information, e.g. cognitive load [Yin et al. 2008]. As shown in 
Figure 1-2, speech is an acoustic signal, generated by the airflow from the lungs considered to be the voice 
source which then passes through to the pharynx and the oral and nasal cavities, collectively known as the vocal 
tract filter. The features of the voice source and the vocal tract filter vary based on the content of the utterance to 
be pronounced as well as the mental state of the speaker [Yin et al. 2008]. 
 
Figure 1-2. Speech generation and its relationship with cognitive load. 
In Section 1.2, we firstly investigate state-of-the-art theories and approaches for cognitive load measurement as 
well as applications of cognitive load measurement. Behavioral measures of cognitive load are presented in 
Section 1.3, which include pen features, speech, and linguistic features. In Section 1.4, various physiological 
measures are introduced for cognitive load measurement. We focus on the pupil dilation and Galvanic Skin 
Response (GSR) for measuring cognitive load in this chapter. Section 1.5 presents a framework of dynamic 
workload adjustments in a feedback loop to help users maximize their capacity for productive work. We finally 
give conclusions in Section 1.6. 
For a definition of terms introduced in this chapter see the Glossary table. 
Glossary 
Accumulative GSR refers to the summation of GSR values over the task time. If the GSR is 
considered as a continuous signal over time, the accumulative GSR is the integration of GSR values 
over the task time. 
Cognitive load is a multidimensional construct that refers to the momentary working memory 
load experienced by a person while performing a cognitive task. It can be increased by a wide variety 
of factors, including the difficulty of a task, the materials or tools used (e.g., computer interface), the 
situational context (e.g., distracting versus quiet setting), the social context (e.g., working 
individually, versus jointly with a group), a person’s expertise in the domain, a person’s 
physiological stress level, and so forth. Cognitive Load Theory describes cognitive load as having 
three components—intrinsic load, extraneous load, and germane load [Sweller et al. 2011].  For a 
detailed discussion of the dynamic and often non-linear interplay between cognitive load and domain 
expertise, including how cognitive load can either expand or minimize the performance gap between 
low- and high-performing students, see [Oviatt 2013]. 
Intrinsic load is the inherent difficulty level and related working memory load associated with 
the material being processed during a user’s primary task. 
Extraneous load refers to the level of working memory load that a person experiences due to the 
properties of materials or computer interfaces they are using [Oviatt 2017]. 
Germane load refers to the level of a person’s effort and activity compatible with mastering new 
domain content during learning. It pertains to the cognitive resources dedicated to constructing new 
schema in long-term memory. 
Cognitive load measurement refers to the methods to quantitatively discriminate the different levels of 
cognitive load experienced by the user. Usually the cognitive load is induced with varied task difficulty (i.e. 
the extraneous load is manipulated), and the methods to discriminate cognitive load include subjective 
methods, performance-based methods, physiological methods and behavioral methods. 
GSR refers to galvanic skin response which is a measure of the conductivity of human skin, and can provide 
an indication of changes in the human sympathetic nervous system during the cognitive task time. 
   Multimodal fusion is the technology of synthesizing multiple channels of signals or features to achieve 
higher precision in cognitive load measurement, or better reliability via overcoming the limitations of 
individual signal or interaction modalities. The fusion can be done at different stages in cognitive load 
measurement: mid-fusion and late-fusion. Mid-fusion refers to the fusion of features extracted from 
multimodalities before cognitive load classifications, while late-fusion is the fusion of classification scores 
from single modality decisions. 
1.2 State-of-The-Art 
Recent years have witnessed booming growth in the research of cognitive load understanding and measurement 
[Chen et al. 2012]. Extensive research has been conducted on cognitive load theory, cognitive load 
measurement, applications of cognitive load theory, and the factors that may affect cognitive load. 
It is well-established that the two main limitations of working memory resources exist, i.e. its capacity and 
duration [Baddeley 1992]. According to Baddeley’s model  [Baddeley 2012], working memory has separate 
processors for visual and verbal information. Only a limited number of items, or “chunks”, can be held in 
working memory at the same time and only for limited duration [Cowan 2001]. These limitations are never 
more evident than when users undertake complex tasks, or when in the process of learning – extremely high 
demands are placed on working memory. The construct of cognitive load refers to the working memory demand 
induced by a complex task in a particular instance where novel information or novel processing is required 
[Sweller et al. 1998]. It should be noted that different people, although facing the same task, may experience 
different cognitive load. This inter-personal discrepancy could be attributed to a number of reasons, for 
example, level of domain expertise or prior knowledge, interface familiarity, age, or any mental or physical 




Figure 1-3. Three types of cognitive load. 
The cognitive load construct comprises at least three separate load sources: intrinsic load, extraneous load, and 
germane load  [Sweller et al. 1998; Paas et al. 2003] (see Figure 1-3). Extraneous cognitive load refers to the 
level of working memory load that a person experiences due to the properties of materials or computer 
interfaces he/she is using. High levels of extraneous cognitive load can undermine a user’s primary task 
performance. Extraneous load is distinguished from (1) intrinsic cognitive load, or the inherent difficulty level 
and related working memory load associated with a user’s primary task, and (2) germane cognitive load, or the 
level of a user’s effort and activity compatible with mastering new domain content, which may either be 
supported or undermined by interface design, e.g., due to inappropriate automation. [Sweller et al. 1998; Paas et 
al. 2003].  
The ability to determine exactly when a user is being cognitively loaded beyond a level that they are able to 
manage could enable the system to adapt its interaction strategy intelligently. For example, the system could 
attempt to reduce the cognitive load experienced by the human – particularly in terms of extraneous load – such 
that optimal performance is facilitated. A number of methods have been used, both in Human-Computer 
Interaction (HCI) and other domains, to estimate the level of cognitive load experienced. Generally, amongst the 
four categories of cognitive load measurement methods mentioned above, subjective rating has been used as 
ground truths in cognitive load experiments, but its usage is quite limited in that it can only be conducted after 
cognitive tasks. Performance measures offer a good temporal relationship to task demands, but are generally 
insensitive to variations in load until it approaches or exceeds cognitive capacities. Whereas, behavioral and 
physiological measures hold promise in providing a more direct and immediate method to assess cognitive load. 
However, establishing a direct relationship between such measures and user’s cognitive state can be a 
challenging task.   
1.2.1 Subjective Measures 
Traditionally, the most consistent results for cognitive load measurement have been achieved through subjective 
measures [O’Donnell and Eggemeier 1986]. These measures reflect each user’s perception of cognitive load 
experienced by means of introspection. The user is required to perform a self-assessment of their mental demand 
by answering a set of assessment questions immediately after the task.  
There are two types of scales of subjective ratings:  
• Unidimensional scales, which measure overall cognitive load like subjective cognitive load 
measurement scale [Paas and Merriënboer 1994].  
• Multidimensional scales, which focus on the different components of load.  
According to cognitive load theory (CLT), unidimensional scales are criticized because they do not do justice to 
the multifactorial nature of cognitive load. It is also nevertheless recognized that a single item of difficulty is a 
good indicator of overall cognitive load [Debue and van de Leemput 2014]. On the other hand, a 
multidimensional scale such as the NASA Task Load Index (NASA-TLX) [Hart and Staveland 1988] gives a 
broader evaluation of cognitive load. It is based on six dimensions (performance, mental effort, frustration, task 
demand, physical demand, temporal demand). Cierniak et al. [Cierniak et al. 2009] proposed a three-item scale 
which includes a difficulty rating for the learning content, difficulty of the material and concentration during 
learning. As a result, it assesses intrinsic, extraneous, and germane load respectively. More recently, Leppink et 
al. [Leppink et al. 2013] have developed a ten-item subjective cognitive load scale with students attending 
lectures on statistics. Despite these promising approaches, there are some limitations inherent to self-reported 
measures. For instance, subjective scales are often administered after the learning task and, in this way, are not 
easily able to capture variations in load over time [Paas and Merriënboer 1994]. Such an approach is also 
impractical in realistic situations because the questionnaires not only interrupt task flow but also add extra tasks 
to an already potentially overloaded user [Chen et al. 2012]. 





Figure 1-4 shows the example of a NASA-TLX APP on iOS. 
         
Figure 1-4. A NASA-TLX  APP on iOS (https://itunes.apple.com/us/app/nasa-tlx/id1168110608). 
 
1.2.2 Performance Measures   
Performance-based approaches provide measures that can reflect variations encountered during the task. Typical 
performance measures include task accuracy, time used to complete the task and so on. In real world tasks, 
performance measures from the primary task can be extremely difficult to calculate on the fly, if at all. The basic 
assumption for performance measures is that learning is hindered when working memory capacity is overloaded, 
and therefore a drop in performance will be the result of  the  overall high cognitive load [Paas and Merriënboer 
1994]. One of the most widely used techniques is the dual-task paradigm, in which the performance is evaluated 
in a secondary task performed in parallel to assess the cognitive load devoted to the main task. The hypothetical 
relationship between performance and workload as discussed by O’Donnell and Eggemeier [O’Donnell and 
Eggemeier 1986], is composed of three regions, Low, Medium and High. In the “Medium” region, both primary 
and secondary task performance measures can be used to reflect workload increase as performance decreases. 
Dual-task approaches have been incorporated in several studies to measure subjects’ performance in controlled 
conditions [O’Donnell and Eggemeier 1986]. While secondary task performance can provide a measure of 
remaining resources not being used by the primary task [Kerr 1973; Marcus et al. 1996], it is not feasible for 
humans to complete dual tasks “in the wild”, and hence these cannot be adopted for widespread use. 
Performance measures tend to remain stable as load increases in the “Medium” region, particularly when the 
human exerts a greater amount of cognitive load, as noted by [O’Donnell and Eggemeier 1986].  
Performance measures – which are often defined as measures that reflect the accuracy and correctness of a 
user’s response and are directly relevant to the outcome of the task – are often calculated after the fact, if they 
can be assessed objectively at all. In some complex domains, measures based on performance outcomes are 
impossible to access in real time such that the system would be able to act on the information in a timely 
manner. For example, the spontaneous nature of crisis management and other control room situations means the 
user’s performance in this sense is very difficult to rate, even during debriefing, and unique to almost every 
situation. The actions taken can vary widely from human to human, both in order and content, while still being 
equally effective in achieving the task goals and solving the problem to an adequate level of performance. In 
some cases, performance cannot be calculated automatically at all [Chen et al. 2012].  
1.2.3 Factors that Affect Cognitive Load Measurement 
As mentioned in the previous section, Leppink et al. [Leppink et al. 2013] presented a ten-item instrument to 
measure three types of cognitive load. Task complexity and the subject’s prior knowledge determine the 
intrinsic load, instructional features that are not beneficial for task completion contribute to extraneous load, and 
instructional features that are beneficial for task completion contribute to germane load. Efforts have been made 
to measure different types of cognitive load respectively. In [Leppink et al. 2013], the data were collected during 
four lectures and in a randomized statistics experiment with 0-10 rating scales for CLM, via a survey involving 
ten questions aiming to evaluate three types of cognitive load.  The work was further extended in [Leppink et al. 
2013] by adapting the survey instrument to the domain of learning languages.  
However, different types of load are not independent from each other. Morrison et al. also [Morrison et al. 2014] 
adapted the Cognitive Load Component Survey in [Leppink et al. 2013] in an introductory computer science 
context. Debue and Leemput [Debue and van de Leemput 2014] examined the three types of cognitive load via 
manipulating the amount of multimedia elements of an online newspaper. In examining the relationship between 
the performance and cognitive load factors, they showed the expected opposite relationships between germane 
and extraneous load, which means that when contents are not presented clearly to the users, they contribute less 
to their learning. Debue and Leemput [Debue and van de Leemput 2014] also showed a positive association 
between germane load and cognitive absorption (which is defined as “a state of deep involvement with 
software” [Agarwal and Karahanna 2000] ) and an association between intrinsic and germane load.  
Researchers also investigated cognitive load differences between age and gender groups. Ferreira et al. [Ferreira 
et al. 2014] assessed cognitive load based on psycho-physiological measurements for younger and older adults. 
Two different types of tasks were used: the Pursuit Test (PT), in which different curves are entangled and 
subjects were required to determine where a curve begins and ends, and the Scattered X’s test (SX), in which the 
letter “X” was displayed together with other letters on the screen, in which subjects were required to locate all 
the X’s in a display. These tests measure perceptual speed and visio-spatial cognitive processing capabilities 
identified from the fields of psychology and cognitive science. Participants’ psycho-physiological responses 
were recorded with four sensor devices: GSR, ECG (records heart rate and breathing rate (BR)), EEG, and an 
armband (records heat flux – rate of heat transfer on the skin). It was found that the EEG signal was a better 
predictor and the BR measurement less important for the older than for the younger participants. Heart rate and 
breathing rate signals from raw ECG signal were also fairly well represented among the most common features 
for both age groups, whereas GSR features were seldom used for the younger participants and never for the 
older participants. Verrel et al. [Verrel et al. 2009] found that different age groups showed different gait patterns 
with high cognitive load during treadmill walking. For example, when cognitive load was increased, gait 
patterns became more regular in those 20–30 years old, less regular in those 70–80 years old, and showed no 
significant effects in those 60–70 years old.  
Furthermore, information presentation methods may also affect the difference of cognitive load. Dindar et al. 
[Dindar et al. 2014] developed test questions either with static graphics or with animated graphics accompanied 
with text to measure students’ cognitive load during the learning process. Students’ response time, response 
accuracy, self-reported ratings on cognitive load and secondary task performance were used to measure their 
cognitive load. It was found that animating graphics increased the response time and secondary task scores 
(higher secondary task scores relate to higher cognitive load levels) of the students but did not have any 
significant effect on their test success. Self-ratings and response accuracy were also found more sensitive to 
intrinsic cognitive load, whereas response time and secondary task measures were found to be more sensitive to 
extraneous cognitive load.  
1.2.4 Applications of Cognitive Load Measurement 
Monitoring the mental state of users can profoundly improve interactions and the user experience in today’s 
autonomous systems. Various practical aspects of a person’s life including user interface design, education and 
training, transportation (road, rail, sea or air), emergency management, etc. would dramatically benefit from 
objective, robust, accurate, real-time, unobtrusive detection of cognitive load. 
Sweller [Sweller 1994] demonstrated that ineffective user interface designs may interfere with information 
acquisition by increasing the associated cognitive load. Back and Oppenheim [Back and Oppenheim 2001] 
found that users would prefer an interface design requiring a relatively low cognitive load that at the same time, 
can reach high user satisfaction. Shi et al. [Shi et al. 2010] proposed a Cognition-Adaptive Multimodal Interface 
(CAMI), for a large metropolitan traffic incident and emergency management system. CAMI aims to simplify 
the operations and provide users with a new user interface that can sense user’s cognitive load and provide 
cognitive support adaptively. CAMI involves the following components: a multimodal interface which 
facilitates user’s input to the system and detection of user’s cognitive state; an input and context analyzer which 
analyzes user’s intention and cognitive load level; an output and support part which provides user with 
information display and tools based on user needs and context (see Figure 1-5).  
 
Figure 1-5. CAMI consists of a multimodal user interface and a decision-supporting middleware (between the two 
dotted lines) [Shi et al. 2010]. 
Emergency management is one of the extremely important domains in which a human’s cognitive fatigue or 
mental overload can result in irreversible consequences. Khawaja et al. [Khawaja et al. 2014] investigated 
cognitive load of humans when they were conducting bushfire emergency management tasks via a simulated 
study. Linguistic features during bushfire management tasks were analyzed and it was found that during the 
emergency management participants showed significant differences in linguistic patterns between low and high 
cognitive load tasks, where an increase in the totally number of words spoken and the number of words used per 
sentence were observed in high cognitive load conditions [Khawaja et al. 2014]. By monitoring human’s 
cognitive load during emergency management implicitly, human’s activity can be adaptively modulated in order 
to improve the working efficiency. Other emergency management domains such as traffic management and call 
centers can also benefit from monitoring a human’s cognitive state and therefore avoiding the mistakes caused 
by their mental overload. 
Driver distraction via secondary in-vehicle activities is increasingly recognized as a significant source of injuries 
and fatalities on the roadway [Strayer et al. 2013]. Extensive research has been carried out in this area. For 
example, Engstroem and colleagues [Engström et al. 2005] examined the effects of visual cues and cognitive 
load on driving performance and driver state during simulated and realistic motorway driving. In their study, 
cognitive load resulted in decreased lane keeping performance and increased gaze concentration toward the road 
center. In another study, Crundall and Underwood [Crundall and Underwood 1998] investigated the effects of 
cognitive load on the driving performance of expert and novice drivers on different types of roads. They found 
that experienced drivers chose visual strategies according to the complexity of the road but the strategies of 
novices were not flexible enough to respond properly to the variations of cognitive demand provided by each 
road. Besides car driving, cognitive load measurement holds promise as being a useful tool in monitoring the 
mental states of cockpit crews, air-craft maintenance teams, and military teams where performance is 
paramount, and especially for pilots, where the accuracy and speed of communication and operation is critical to 
safety and where errors may result in the loss of life [Cannon-Bowers et al. 1993].   
The limited capacity of working memory based on cognitive load theory (CLT) is a widely recognized 
determinant of human learning. Hessler and Henderson [Hessler and Henderson 2013] applied CLT to nursing 
education. Via monitoring the cognitive load and adjusting the curricula information accordingly, their work 
suggest that it is feasible to improve the learning outcome. Cognitive load can also be manipulated by tailoring 
instructional design to levels of a learner’s prior knowledge [Kuldas et al. 2014]. In this context, the 
instructional design is not only aimed at controlling the cognitive load, but also at stimulating learners to use 
their available cognitive capacity for better learning. In this line, Sweller [Sweller et al. 2011] also suggested 
that encouraging learners to exert more cognitive effort is a feasible means to enhance the construction of 
schemas. 
Cognitive load measurement can be used in many other applications. For example, recent research has shown 
that cognitive load has an effect on gait [Martin and Bajcsy 2011], affecting the walking speed, which is 
especially noticeable in human with neurodegenerative disorders such as Alzheimer’s disease vascular 
dementia, mixed dementia [Allali et al. 2008] or Parkinson’s disease [Yogev et al. 2007].  
Cognitive load measurement also plays significant roles in improving information retrieval system design [Na 
2012]. In examining user interface designs of information retrieval systems, Hu et al. [Hu et al. 1999] utilized 
cognitive load as a measurement of the information seeking and processing effort. Specifically, they found that 
via reducing cognitive load, information searchers’ satisfaction tended to be improved. Additionally, cognitive 
load measurement has also been applied in simultaneous interpreting tasks to improve an interpreter’s 
performance by monitoring cognitive load in real time [Seeber 2013]. 
1.3 Behavioral Measures for Cognitive Load 
 
Cognitive load is considered as a key factor affecting the behaviours of people. High cognitive load results in 
decreased control in human motions, which have been verified via the studies of human hand movements [Yu et 
al. 2011] and walking gestures [Verrel et al. 2009] when challenging cognitive tasks were conducted. As a 
consequence, behavioral features, if properly extracted, are expected to be able to reflect cognitive load 
variations, and thus measure cognitive load.  
Behaviours generally refer to the way people physically conduct different tasks, and are mostly concerned with 
motions of the human body. Examples of behavioral phenomena addressed in this chapter include hand 
movements when writing, typing on a keyboard or using a mouse, head position changes to examine the road 
conditions when driving a car, gait and stride when walking, and lip and vocal cord movement when speaking. 
Over time and repeat experience, many human behaviors have become automated in the brain such that they no 
longer require focal attention. Instead, people just focus on the high level goal of a task, for example, to interact 
with the computer without considering using which finger to tap the next key.  
It is generally believed that cognitive load has implications for the way human write. Figure 1-6 shows writing 
examples in sentence composition tasks under different cognitive load levels from a same subject [Yu et al. 
2011]. Many writing features (see Figure 1-7) including writing speed, pen-tip pressure, and the way pen is 
grasped can be used to characterize the cognitive load of the writer. Recent research has shown that people 
increase their writing speed when high cognitive load is experienced [Yu et al. 2011]. One possible explanation 
is that writing offloads information being held in short-term memory into a visible form on paper, which reduces 
working memory demands and related cognitive load experienced during the task. Under high cognitive load 





Figure 1-6. Hand writing examples in sentence composition tasks with given words: (a) low load (given word: 
optional), and (b) high cognitive load (given words: complete, forget, umbrella) from a same subject. 
 
Figure 1-7. Typical features extracted from handwriting. 
 
Similar with handwriting, speech as another means of communication has been examined for its relation to 
cognitive load [Keraenen et al. 2004; Mueller et al. 2001]. Generally the parameters of the voice source and the 
vocal tract vary according to the content of the utterance to be pronounced as well as the mental state of the 
speaker. In Mueller’s study, under the dual-task navigation condition subjects speak more slowly and with more 
disfluencies. In investigations conducted by Phu [Phu 2011], the speaker’s breath pattern, speaking rate and 
filler sounds etc. characterize different aspects of the speech production system and thus contribute to cognitive 
load information in a different way, as shown in Table 1-1. It should be noted that contrary to Mueller’s 
findings, the speech rate as a feature has dropped when cognitive load is high. This phenomenon may be due to 
several factors during the investigation: when measuring speech rate Mueller et al. examined articulation rate 
separately from unfilled pauses. Furthermore, the spoken constructions were controlled to determine whether 
articulation rate has changed. Otherwise, when under high load, subjects reduce utterance length and 
complexity, which reduces planning demands and thereby cognitive load. 
 
Table 1-1. Speech cues of three cognitive load levels. 
                                Cognitive Load 
Speech cue Low Level Medium Level High Level 
Breath pattern Soft Heavy Heavy 
Speech rate (the number of words 
per unit of time) within utterance  Slow, consistent Slow, inconsistent Fast, consistent 
Filler sounds e.g. ‘uh’ and ‘ah’ Never Sometimes Sometimes 
Intonation Naturally varying  Less varying Flat 
 
Other features such as linguistic and grammatical features, may also be extracted from user’s spoken language 
for patterns that may be indicative of high cognitive load. Significant increase in the level of spoken disfluencies 
but decrease in speech articulation rates have been found when users experience high cognitive load, as 
summarized in  [Berthold and Jameson 1999]. Extensions of this work have identified increased usage in first 
person plurals [Sexton and Helmreich 2000] as indices of cognitive load.  
BrainGauge is a commercial product available to assess cognitive load from subject’s speech voice in real-time. 
More information on BrainGauge can be found from: 
• https://www.braingauge.com.au/ 
1.4 Physiological Measures for Cognitive Load 
Research has found that changes in various physiological states are closely related to changes in cognitive load 
[Chen et al. 2012]. One major advantage of physiological measures is the continuous availability of bodily data, 
allowing cognitive load to be measured at a high temporal rate with improved precision. This research has also 
shown that different brain regions control different cognitive and mental activities, for instance, the dorsolateral 
prefrontal cortex (DLPFC) is associated with intrinsic load in cognitive activities [Whelan 2007]. The functional 
imaging and clinical evidence indicates that a remarkably consistent network of brain regions is involved in 
cognitive activities [Moll et al. 2005]. Van Gog et al. [Gog et al. 2008] used an approach combining 
evolutionary biological theory and neuroscience [Ayres and Paas 2009] to explain human’s behaviour in 
observational learning. Because of the close relationship between cognitive load and neural systems, human 
neurophysiological signals are seen as promising avenues to measure cognitive load based on a number of 
measurement criteria: sensitivity, diagnosticity, intrusiveness, reliability, and generality of application [Kramer 
1991].   
The physiological approach for cognitive load measurement is based on the assumption that any changes in the 
human cognitive functioning are reflected in the human physiology [Kramer 1991]. The measures that have 
been used in the literature to show some relationship between subjects’ mental workload or cognitive load and 
their physiological signals including: 
• Heart rate and heart rate variability [Kennedy and Scholey 2000; Mousavi et al. 1995; Nickel and 
Nachreiner 2000];  
• Brain activity (e.g. changes in oxygenation and blood volume, electrocardiography (ECG), 
electroencephalography (EEG)) [Brunken et al. 2003; Wilson and Russell 2003]; 
• Galvanic skin response (GSR) or skin conductance [Jacobs et al. 1994; Shi et al. 2007];  
• Eye activity (e.g. blink rate, pupillary dilation, and peak dilation) [Backs and Walrath 1992; Iqbal et al. 
2004; Lipp and Neumann 2004; Marshall et al. 2003; Chen and Epps 2013; Wang et al. 2013]. These 
pupillary responses typically intensify as a function of cognitive load. 
 
Changes in the physiological data occur with the level of stimulation experienced by the person and can 
represent various levels of mental processing. The data collected from body functions are useful as they are 
continuous and allow the signal to be measured at a high rate and in fine details. However, physiological 
measures normally require users to wear cumbersome equipment, e.g. EEG headsets that not only interfere with 
users’ task, but are prohibitive in cost and deployment. Additionally, the large amounts of physiological data 
that need to be collected and the expertise needed to interpret those signals render many types of physiological 
signals unsuitable for common interactive intelligent systems [Delis et al. 2001]. While they can be very 
sensitive to cognitive activity, the above issues in combination with the degree of variability of physiological 
signals, due to external factors such as temperature and movement, have limited their usage for everyday 
environments [Delis et al. 2001]. The following sections will focus on GSR and pupillary dilation to show how 
physiological features are used to index cognitive load. 
1.4.1 GSR for Cognitive Load 
GSR is a measure of the conductivity of human skin, and can provide an indication of changes in the human 
sympathetic nervous system [Nourbakhsh et al. 2012]. Among different physiological signals, GSR (also 
referred to as electro-dermal activity (EDA)), is comparatively low-cost and easily-captured. The method 
involves measuring the electrical conductance of the skin through one or two sensor(s) usually attached to some 
part of the hand or foot. Skin conductivity varies with changes in skin moisture level (sweating) and can reveal 
changes in the sympathetic nervous system. Figure 1-8 shows an example of the GSR signal during a cognitive 
task. 
 
Figure 1-8. An example of the GSR signal during a cognitive task [Nourbakhsh et al. 2012]. 
GSR has recently been investigated in relation to mental status. Shi et al. [Shi et al. 2007] assessed GSR in 
stress and cognitive load situations and found correlations between GSR signals and cognitive load. It was found 
that GSR features such as mean GSR and accumulated GSR significantly increased when cognitive load level 
increased. Mean GSR is frequently used in recent work for indexing cognitive load. Wilson [Wilson 2002] 
analysed several physiological measures during different stages of flight in a simulator and found  an increase in 
GSR response during take-off and landing which were the procedures expected to place the most cognitive 
demands on pilots. Zhou et al. [Zhou et al. 2015] used GSR to index cognitive load levels in a dynamical 
workload adaptation feedback loop. It showed that via manipulation of the difficulty levels, the arithmetic tasks 
can be adapted to match the cognitive load as indexed via GSR signals, which can improve the overall 
performance. Healey and Picard [Healey and Picard 2000] extracted GSR peak features such as magnitude and 
duration of a local peak of the GSR signal to assess car driver stress. Table 1-2 shows examples of mostly used 
GSR features for indexing cognitive load.  
Table 1-2. Walk-through example of GSR features for indexing cognitive load. 
GSR Features Notes 
Accumulative GSR Accumulation of GSR values over task time 
Mean of GSR Summation of GSR values over task time divided by 
task time 
 
1.4.2 Eye-based Measures for Cognitive Load 
Pupillary response and eye blink have been shown to correlate with both visual and aural cognitive tasks. Eye-
based measures for cognitive load have a number of advantages over the other methods. For example, eye based 
data collection is less intrusive than other physiological signal data collection. Pupillary response is one type of 
eye based workload measures and it has attracted increasing attention with the appearance of video-based eye 
trackers in recent years [Wilson and Schlegel 2004]. The literature on the correlation between pupillary response 
and cognitive workload has been abundant over the last two decades. To study task-evoked pupillary responses, 
Beatty [Beatty 1982] conducted experiments consisting of various tasks such as language processing, reasoning, 
and perception. Pupil dilation was found to be a reliable indicator of processing load during the tasks. In more 
recent studies in [Klingner et al. 2008; Kun et al. 2011; Chen et al. 2011] , pupillary responses were measured 
through video-based eye tracking and the studies found some significant eye features for the cognitive load 
classifications (see Table 1-3). Figure 1-9 shows an example of the pupil diameter signal with the task time 
setting during a cognitive task. 
 
Figure 1-9. An example of the pupil diameter signal with the task time setting during a cognitive task [Wang et 
al. 2013]. 
Although there is little doubt that pupillary response is a useful measure of variations in cognitive load, 
pupillary response is also found to be sensitive to confounding (or noisy) factors unrelated to the cognitive task, 
such as changes of illumination and emotional states [Marshall 2002; Stanners et al. 1979; Xu et al. 2011] . 
Kramer [Kramer 1991] reported that larger changes in the pupil diameter occur in response to illumination 
changes than during information processing. Pomplun and Sunkara [Pomplun and Sunkara 2003] investigated 
the effects and the interaction of cognitive load and luminance changes in a gaze-controlled human-computer 
interaction task. There were three difficulty levels and two levels of background brightness (black and white) in 
the task. The experimental result showed that pupil size was significantly influenced by the factor of task 
difficulty and the factor of background brightness. However there was no interaction between the two factors. 
Xu et al. [Xu et al. 2011] proposed a fine-grained feature extraction method for cognitive load measurement to 
deal with luminance changes in pupillary response data. In their work, the whole task period was divided into 
several intervals corresponding to different stages of the cognitive task as shown in Figure 1-9. As the pupil size 
is very sensitive to the external illumination, during each interval the illumination change was considered and 
normalized pupil diameter was employed to overcome the impact of external illumination for cognitive load 
measurement. 
Chen and Epps [Chen and Epps 2013] investigated three types of eye-based approaches for CLM: pupillary 
response, blinking, and eye movement (fixations and saccades). Eye-based features were investigated in the 
presence of emotion interference which was induced by showing International Affective Picture System (IAPS) 
[Lang et al. 1997] image in the task background. An experiment with arithmetic-based tasks demonstrated that 
arousal effects were dominated by cognitive load during task execution.  A set of features such as zero crossing 
count of pupil size, features from cumulative blink/fixation/saccade numbers, eye features from task stimuli 
onset to the first saccade were all proposed for cognitive load level prediction. The performance of cognitive 
load level prediction was found to be close to that of a reaction time measure, showing the feasibility of eye 
activity features for near real-time CLM.  
Wang et al. [Wang et al. 2013] analysed pupillary features for cognitive load in arithmetic tasks, where each 
subject was seated in an office environment and performed arithmetic tasks under different luminance 
conditions on the monitor screen. The research found that under the same difficulty level the pupil diameter 
decreased with the increase of the brightness level. Furthermore, under the same brightness level, pupil diameter 
had a tendency to increase with task difficulty level, although the effect was not significant in this study. The 
study also revealed that luminance conditions had a greater effect size than cognitive demands in pupil diameter 
changes. 
Investigations also found the relations between eye blink and cognitive load. For example, Veltman and Gaillard 
[Veltman and Gaillard 1998] found that the eye blink interval became shorter when the difficulty of the task 
increased. Ledger [Ledger 2013] found that blink rate decreased with the increase of cognitive load.  
Table 1-3 shows some examples of eye features for indexing cognitive load [Veltman and Gaillard 1998; Xu et 
al. 2011; Wang et al. 2013; Chen and Epps 2013]. 
Table 1-3. Walk-through examples of eye features for indexing cognitive load. 
Eye Features Notes 
Pupil diameter mean Pupil diameter mean over the task time 
Pupil diameter variance Pupil diameter variance over the task time 
Blink interval Time between two consecutive blinks 
Blink number Number of blinks over the task time 
Blink rate Blink number divided by the task time 
 
1.5 Multimodal Signals and Data Fusion 
As discussed in [Oviatt and Cohen 2015], multimodal interfaces have been shown to enhance human-computer 
interaction by allowing users to communicate more naturally and interact with complex information with more 
freedom of expression than traditional computer interfaces. Therefore, it is natural to investigate how cognitive 
load can be examined from multiple modalities in order to get robust cognitive load measurement. This section 
firstly introduces theories related to multimodal cognitive load and an abstract model for multimodal cognitive 
load measurement is presented for robust cognitive load measurement. 
1.5.1 Multimodality and Cognitive Load 
During the past decade, Oviatt and colleagues began investigating the relation between multimodal interaction 
and cognitive load in users [Oviatt et al. 2004; Oviatt 2006; Ruiz et al. 2010b]. The close relationship between 
multimodality and cognition exists on a number of levels [Ruiz et al. 2010b]. First, multimodal processing based 
on psychological and cognitive theories, as well as neurological evidence, provide a biological and theoretical 
perspective to explain the advantages of multimodal interaction [James et al. 2017; Oviatt 2017]. Previous work 
has shown that interacting multimodally can reduce users’ cognitive load, and that users actively self-manage 
their own cognitive load by shifting between unimodal and multimodal interaction patterns [Oviatt et al. 2004; 
Oviatt 2006].  Empirical evidence suggests that when tasks increasingly become more difficult users prefer to 
interacting multimodally rather than unimodally across a variety of different application domains [Oviatt et al. 
2004].  In an educational context, interacting multimodally helps students manage their limited working 
memory resources as problems become harder [Oviatt et al. 2006]. Cognitive load theory [Chandler and Sweller 
1991], which is based on Working Memory theory [Baddeley 1992], has provided a context for understanding 
why multimodal-multimedia interaction leads to performance improvements [Oviatt 2017]. 
Furthermore, human beings are physiologically designed to acquire and produce information through a number 
of different modalities: the human communication channel is made up of sensory organs, the central nervous 
system, various parts of the brain and effectors (muscles or glands) [Kandel et al. 2000]. Sensory inputs from 
specific modalities each have their own individual pathway into a primary sensory cortex and can be processed 
in parallel [Kandel et al. 2000]. In addition, there are specific multimodal integration (input) and diffusion 
(output) association areas in the brain that are highly interconnected [Kandel et al. 2000]. Adding credence to 
the raft of empirical evidence, neuroimaging technology such as positron emission topography and functional 
magnetic resonance imaging have been used to identify separate locations for the verbal/auditory, 
imagery/spatial and executive functions of working memory [Smith et al. 1996; Awh et al. 1996]. Multimodal 
perception and cognition structures in the human brain appear to have been specifically designed to collate and 
produce multimodal information.  
Multimodal feature combinations can provide a valuable index of cognitive load. For example, symptomatic 
cues of cognitive load derived from user behavior such as acoustic speech signals (e.g. acoustic), transcribed 
text (e.g. pauses, pronouns, valence, complexity), digital pen trajectories of handwriting (e.g. velocity, length, 
pressure, orientation), eye activities, and skin conductance, can be supported by well-established theoretical 
frameworks, including Sweller’s Cognitive Load Theory [Chandler and Sweller 1991], and Baddeley’s model of 
working memory [Baddeley 1992]. Empirical evidence suggests that users prefer to interact multimodally rather 
than unimodally with the increase of cognitive load [Oviatt et al. 2004], which provides an opportunity to more 
robustly detect shifts in users’ cognitive load unobtrusively during tasks. Temporal dynamics that exist between 
interaction modalities (e.g., speech and pen) have also been shown to change under increased load conditions 
[Oviatt et al. 2004]. All these suggest that it is feasible to use features extracted from multiple modal inputs for 
multimodal fusion as indices of cognitive load. 
1.5.2 Walk-Through of a System for Multimodal Cognitive Load Measurement 
 
 
Figure 1-10. High level functional model of a multiple modality CLM system [Chen et al. 2012]. 
Figure 1-10 depicts a high level functional model of a proposed Multimodal Cognitive Load Measurement 
(MCLM) system [Chen et al. 2012]. The abstract system model embodies four high level processes: pre-
processing and data cleaning, feature extraction, load assessment and index fusion. In this system, multimodal 
behavioral indices of cognitive load are collected during basic multimodal input interpretation, so the same 
information also can be routed for interpretation of the user’s cognitive load level. The raw modality input 
sources are first and foremost intended for purposes other than cognitive load measurement, specifically to do 
with the domain application. For example, the data may be used for semantic interpretation or rendering (e.g. in 
the case of command and control speech or interactive pen gestures). The data may therefore need to be 
duplicated and diverted – with the original stream sent to the recognizers, and a secondary stream sent to the 
Cognitive Load Measurement engine. In Figure 1-10 , speech input data is first captured through a close-talk 
microphone. This generates two kinds of data, speech signal data (e.g. a wav file) and text (through a speech to 
text engine). Likewise, pen input data is collected as trajectory tuples, including pressure, pen orientation and 
other information transmitted directly from the device drivers, alongside system timestamps.  
Data pre-processing and data cleaning refers to any reformatting, restructuring of the input data, or removal of 
unnecessary information, for example, any outliers or segments that are too short for geometric (for writing 
trajectory features) and temporal analysis; words not recognized in the text, as well as words that are not used in 
the analysis. Input streams from other modalities will follow the same processes. Similarly, a number of other 
non-behavioral indices will also undergo pre-processing as needed; these include indices that may also be used 
in the process, such as galvanic skin response, or other body-based data, such as posture, movement or 
temperature. Environmental and other external context information may also be provided to the MCLM system 
for enhanced performance at this point.  
The second stage involves streaming the individual modal input into their respective feature extraction 
components. The same data may be used for multiple feature extraction components, while other extraction 
components may not be activated, depending on domain-specific contextual information gathered from the 
active applications and workflow diagrams established a-priori. This will allow the feature extraction engine to 
choose the most appropriate modules to activate for each incoming input stream. For example, if the incoming 
speech is sourced from a phone call or radio conversation, the feature extraction component will activate both 
MFCC and prosodic feature extraction as well as the linguistic category extraction components, since both can 
provide meaningful measures on this kind of data. On the other hand, if the incoming speech is sourced from 
command and control input, only MFCC and prosodic feature extraction will be activated, as the linguistic 
categories cannot provide any meaningful cognitive load measurement information on short, closed vocabulary, 
single word speech. Types of speech features can vary from intensity, pitch, and formants to other acoustic 
prosodic, or linguistic features such as grammatical features, pause, language complexity as well as word 
categories and valence. Examples of writing features are writing velocity and acceleration, stroke length, 
pressure, writing orientation, and frequency.  
The third stage involves the decision-making aspect of the process, where thresholds are invoked and the 
appropriate models for each modality are selected from the database from which to carry out the classification. 
For example, for the speech signal based cognitive load measurement, different models are required for single 
word cognitive load classification versus continuous speech classification. Likewise, different MDIST models 
exist for each shape, and also for each user. Any calibration data that is needed for classification or for 
comparison purposes is also accessed at this point.  
The final stage involves the fusion of indices resolved from the previous stage. The assessment results obtained 
from each modality can also convey confidence information to support the fusion process. The fusion engine 
accesses information regarding the modality load assessment combination rules in each specific context, e.g. 
whether the time-windows for the collected inputs are compatible; which indices are complementary with which 
others; and the appropriate weightings for each index, given the scenario and the user situation. Figure 1-10 
shows how mid- and late- fusion may be achieved from a set of cognitive load assessments from each of the 
sub-features. Mid-fusion refers to the fusion of features extracted from multimodalities before cognitive load 
classification, while late-fusion is the fusion of classification scores from single modality decisions (see Figure 
1-11). 
 
Figure 1-11. Fusion strategies of mid-fusion and late-fusion. 
1.5.3 Case Study: Cognitive Load during Cognitive Skill Training 
In order to illustrate how a multimodal cognitive load measurement system works, a lab-based study is 
presented in which cognitive load and complexity were manipulated, and multiple behavioral modalities were 
recorded. The objective is to assess how well individual and combined modalities can reflect levels of cognitive 
load, and provide a concrete application for the multimodal cognitive load measurement model. A cognitive 
skill training experiment was adopted for the examination, conducted by elite athletes from the Australian 
Institute of Sport (AIS). This experiment was adopted due to the following considerations. First, the athletes 
have enough knowledge regarding sports which could minimize the pre-experiment training. Second, cognitive 
skill is an important part of their everyday training, which meanwhile provides us the unique opportunity to 
examine cognitive load with realistic data. Finally, typical interaction modalities such as pen input, can be 
conveniently embedded into their sport skill training scheme.  
Specifically in the experiment, participants were required to complete cognitive skills training using a targeted 
sports-specific software application called AISReact [Mackintosh 2010]. While aiming at ever faster situation 
analysis and decision making through the construction better mental schemas, it is desirable to precisely 
determine onsets of very high cognitive load in order to adapt the training rate to each individual athlete. In this 
experiment, we modified the software to accept pen based interaction, and added the modalities of speech and 
eye-activity. In addition, performance (accuracy) measures, GSR and subjective ratings were also collected to 












Figure 1-13. Video clips of basketball plays example in the study: (a) Last frame of video clip before freeze, (b) 
Blank court image with player markings. 
Twelve male recreational basketball players, aged 19-36, each with more than 2 years’ experience (average of 
9.4 years) volunteered to complete the study. The task consisted of a 10-second video basketball clip played on 
a tablet monitor, which was then frozen and replaced with a blank court schematic. The clips involved 10 
players and the participants had to remember the locations and roles of some players in three task difficulty 
levels (remember 3 players for Low level, 6 for Medium, and all 10 for High). Each level consisted of 6 distinct 
clips. The clips were filmed from above and cover half the court, with all plays moving from the bottom of the 
screen towards the top, where the basketball hoop was located, as seen in Figure 1-13.  
Participants used specific pen marks to identify the remembered player positions on the tablet monitor: attackers 
were denoted by crosses, defenders by circles and the ball carrier by a circle with a dot in the middle, as 
illustrated in Figure 1-13. Participants were also instructed to think aloud through their answers, and these 
utterances were captured using a close-talk microphone. The speech, GSR and pen input signals were collected 
during the experiment.  
For cognitive load classification, the speech data yielded a classification accuracy of 61.8% for identifying the 
three levels of cognitive load [Ruiz et al. 2010a] using the rate of pitch peaks as features. Specifically, the rate of 
pitch peaks increases as higher cognitive load is experienced by the speaker. In comparison, Table 1-4 
summarizes the pen signal features and their individual accuracies for classifying load levels. The results range 
from 31% to 41% for this 3-level classification, in some cases not outperforming chance classification of 33.3%. 
Finally, GSR signal was simply analyzed using mean GSR over the task period, yielding a classification 
accuracy of 64.4% over 3 load levels, across all 9 subjects, using a leave-one out evaluation scheme.. 
 
Table 1-4. Pen-input trajectory features. 
Geometric 
feature Description 
Accuracy on test 
samples 
Duration Stroke duration, in milliseconds 32.6% 
Length Cumulative distance between sampled points along the trajectory 40.7% 
Mean velocity Mean velocity of the stroke trajectory, calculated point to point 30.7% 
Mean 
acceleration 
Mean acceleration of the stroke trajectory, calculated point to point 37.0% 
Area The area in pixels taken by the circle shape, enclosed by the 
trajectory 36.3% 
First.Last Distance between the first and last points of the trajectory 33.3% 
Overlap ratio The ratio of the overlapping distance between the first and last 
points of the trajectory to the total size of the shape. 37.4% 
 
In this case study, the speech feature in terms of rate of pitch peaks as presented in the previous section, the pen 
input features and GSR are fused using the AdaBoost boosting algorithm (late-fusion). Boosting [Freund 1995; 
Schapire 1990] is a general ensemble learning algorithm, which creates an accurate strong classifier H by 
iteratively combining a number T of moderately inaccurate weak classifiers ht. By definition, a strong classifier 
has high classification accuracy on the data set, while a weak classifier’s accuracy is just above that of a random 
guess. The final strong classifier can be defined as: 
 
where αt is a weight coefficient. In simple cases, each weak classifier is attached to a feature, so the process of 
combining weak classifiers in Boosting is equivalent to a feature fusion process. 
Table 1-5 details the weights obtained for the fusion of speech and the pen features. The average classification 
accuracy when fusing all these features is 64.1% on the testing samples, for the 3 load levels across all 9 
subjects. It should be noted that this represents a small improvement over the speech-only accuracy in the 
previous section.  
 










































Weights 0.686 0.150 0.053 0.000 0.051 0.059 0.000 0.002 
 
 
Similarly, Table 1-6 details the weights obtained when fusing speech, pen features and GSR. The average 
classification accuracy is improved to 77.8% on the testing samples, for the 3 load levels across all 9 subjects. 
 

























































Weights 0.478 0.176 0.055 0.05 0.041 0.053 0.011 0.000 0.181 
 
Adding the GSR feature provides a significant improvement, supporting the benefits of feature fusion for 
cognitive load classifications. This case study is proposed as one implementation example of the model, 
however the results indicate that other behavioral features, yet to be explored, may be able to provide further 
multimodal cognitive load measurement accuracy. 
1.6 Conclusion 
Cognitive load is a multi-dimensional construct representing the load imposed on the working memory during 
performance of a cognitive task.  It is a critical factor impacting human performance in modern complex 
mission-critical domains such as aviation, and even military command and control. Different approaches have 
been developed for cognitive load measurement ranging from subjective ratings, performance measures, and 
behavioral measures to physiological measures. This chapter investigated multimodal behavioral and 
physiological signals as indicators of cognitive load, due to their potential for real-time, non-intrusive cognitive 
load monitoring. In specific, features from behavioral modalities such as pen input, speech were reviewed for 
cognitive load measurement, and similarly physiological features such as GSR and eye-based features were 
discussed as indicators of cognitive load. Multimodal fusions were finally presented as a robust multimodal 
cognitive load measurement. 
Based on the multimodal cognitive load measurement, it is possible to dynamically adjust task options in real-
time in order to keep users in an optimal cognitive state and improve their engagement and performance. We 
bring forward the prospect of MCLM in the near future, however many new research and development 
opportunities may arise beyond them: 
• Real-time cognitive load measurement with the dynamic fusion of multimodalities. The work discussed 
in this chapter mainly focuses on the offline processing of signals from multimodalities for cognitive 
load measurement, however real-time processing is the key to enable the dynamic task adjustment 
based on the cognitive load experience. While the dynamic fusion of multimodalities allows the use of 
modalities for the cognitive load measurement dynamically (e.g. unimodality, multimodalities, or just 
some of features from unimodality or multimodalities) based on each modality properties, task 
scenarios, subject characteristics, or other information. Therefore, robust multimodal cognitive load 
measurement is set up for the accurate evaluation of human cognitive states. 
• Dynamic cognitive load adjustment in a feedback loop. This requires a setup of adaptation model of 
cognitive load so that task properties and other attributes such as the work environment related to the 
user are updated automatically for an optimal cognitive state of the user. 
• Modelling cognitive load with more advanced approaches. We imagine that future work on MCLM 
will include furthering the cause of Bayesian models [Griffiths et al. 2008; Austerweil et al. 2015] of 
cognition (as well as the more recently introduced Quantum  models [Bruza et al. 2015] of cognition) 
by providing them with a framework that employs empirical/sensory links to external tangible world. 
Such theoretical models of cognition hold much promise for modelling the possible mental states and 
the transitions between them. Data-driven MCLM can provide empirical associations of such mental 
states and corresponding transformations to various user interaction modality patterns. 
• New technologies and devices for cognitive load measurement. Many current techniques, such as GSR, 
digital pen, eye tracker etc. have been applied in the examinations of this chapter. However, there is 
still much space to explore and improve on for cognitive load measurement, likely via employing new 
technologies and devices, such as virtual reality methods for experiments, big data analytics for group 
experiences of cognitive load, longitudinal tracking to construct cognitive profile for a single subject, 
and experience-based cognitive load studies.   
In summary, the real-time cognitive load measurement offers new potential for dynamic support and adaptive 
system behavior, promising to optimize the human-machine interaction throughput, and therefore improve 
human engagement and performance by reducing the burden placed on limited human cognitive capabilities. 
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Focus Questions 
1. What constitutes the cognitive load construct, and how does it affect the performance of people? 
2. How can cognitive load be measured, and what are the respective strengths and limitations for different 
means of cognitive load measurement? 
3. What factors may impact human’s cognitive load, or cause bias in the cognitive load measurement? 
4. The limited capacity of working memory, as a determinant of human performance, is considered 
important in human learning. How can a learner’s learning process, based on this theory, be tailored to 
improve the learning outcome?  
5. What is typical behavioral methods for cognitive load measurement, and why are they considered 
suitable for real-time cognitive load examination? 
6. Physiological methods can be used to measure cognitive load using signals such as EEG or GSR. 
Under what contexts can physiological methods be applied for cognitive load measurement, and how 
do their features differ from behavioral methods? 
7. When available, multimodal signals are expected to improve the accuracy of cognitive load 
measurement. How is this achieved in realistic scenarios, and what is the commonly applied strategy of 
data fusion? 
8. What is the main difference between the multimodal cognitive load measurement system and a single 
modality cognitive load measurement system, and why this difference occurs? 
9. Using the current knowledge introduced in this chapter, what factors should be considered in designing 
a cognitive load measurement system? 
10. Design a simple procedure that will: induce different levels of cognitive load, collect user’s hand 
motion and GSR data, and measure the cognitive load of the user. 
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