Introduction and Literature Review
Hybrid power systems integrate renewable energy technologies, such as solar photovoltaic devices (PV), with energy storage systems (batteries) and diesel generators to provide grid-quality electrical power to remote locations. If sized and operated efficiently, hybrid systems are a cost-beneficial alternative to grid extension and spot generation. To this end, we construct a mixed-integer, nonlinear optimization model that determines the number and type of PV, battery, and generator technologies to procure, and how to operate them on an hourly basis so as to minimize costs, while adhering to constraints that govern the operation of the system. Because nonlinearities lead to tractability issues, we present linearizations that yield good approximations to the nonlinear model. We also assume that our inputs are deterministic. While even higher fidelity models may be formulated, our goal is to make design decisions, and to use the dispatch as a guide for these decisions [29] . Real-time dispatch would require a more detailed model, taking the design as fixed. Our load profiles demonstrate significant variability over the course of one year, and this serves as a proxy for making our design decisions robust to stochastic loads. Furthermore, as we discuss throughout the paper, even our one-stage deterministic model is associated with instances that are difficult to solve; our proposed techniques enhance that solvability, and, to our knowledge, demonstrate current state of the art. Accounting for stochasticity with a two-or multi-stage approach would result in an intractable model.
Optimally determining design and dispatch is an NP-hard problem that involves modeling nonlinearities and integer restrictions. It is common to separate the problem into one of (i) design or (ii) dispatch and then solve; however, this does not guarantee global optimality of the solution, because it is a restriction of the problem. Our computational tests show that, for our instances, basing an entire design and dispatch solution simply on a design that examines maximum load can result in solutions that use 50% more fuel. More tailored heuristics show promise in providing good, but not optimal, results to the design problem [37, 15, 14, 38, 25] , but often rely on dispatch strategies set a priori ( [13] and [17] ) to satisfy demand constraints. Some authors use multiple objectives such as cost, reliability, and emissions reduction or Pareto optimality assessment techniques as part of a heuristic strategy [19] , but have difficulty establishing solution quality. Shortening the time horizon [43] and/or reducing the variability in daily demand [19] increases tractability of the problem; however, seasonal changes in demand could significantly impact design decisions.
HOMER (Hybrid Optimization Model for Electric Renewables), at the time of this writing, is the most widely used design and dispatch program [36, 48, 53, 31, 41] and represents a simulation model that, for a year-long demand profile, uses fixed dispatch strategies and ranks resulting solutions based on life-cycle cost [8] . Few modeling efforts include deterministic methods such as linear programming (LP) and/or mixed integer programming (MIP) to solve the design and dispatch problem, especially as a monolith for a year-long horiiv zon with hourly time fidelity. A MIP with wind power, batteries, and generators [16] produces results comparable to HOMER's; however, it fails to address the complexities associated with battery modeling and solves the problem in two steps: (i) design solutions result from running the MIP for a curtailed time horizon and then (ii) dispatch solutions follow for the entire year given design from (i). A linear program solves a year-long problem at hourly time fidelity to understand the operating relationships between the technologies within a hybrid system over a 20-year ownership timeline [33] ; but, the model considers identical 24-hour demand periods for the entire year and lacks battery modeling detail. Given the unpredictability of renewable energy, [10] presents a stochastic model to account for the variations in windspeed by solving a yearlong problem decomposed into day-long, i.e., 24-hour, sub-problems; however, the authors fix technologies in their hybrid system with the goal of optimizing the sizing of an energy storage system, which could consist of batteries, flywheels, and supercapacitators [9] . Alternately, [46] develops a nonconvex mixed-integer, nonlinear program (MINLP) to describe the design and dispatch of a distributed combined heat and power generation system using Solid Oxide Fuel Cells (SOFC), PV, and batteries for commercial buildings for a time horizon of one year (8,760 hours) . Due to the complexities of modeling SOFCs, the authors do not attempt to model batteries or PV in detail. By developing a convex under-estimation of the MINLP through a linearization technique for bi-and tri-linear terms, the authors present a MIP that, with the help of a bounding algorithm which takes days to run, solves year-long instances to a gap less than 8%.
Through the use of a heuristic, which serves to provide the solver with an initial feasible solution and linearizations, which include exact and convex under-estimation techniques, our research contributes to the literature by solving the design and dispatch problem to within 5% of optimality given a candidate set of technologies in a matter of hours for a year-long demand forecast with hourly fidelity. Attributes that differentiate our model from those in the literature include: (i) nonlinearities associated with modeling battery discharge and lifetime; (ii) realistic procurement technology sets with varying sizes and quantities, i.e., a design; and (iii) an unbiased dispatch strategy reflective of demand in each time period. Without loss of generality, we apply our model to forward operating bases (FOBs), though it could also be used in a variety of other microgrid situations.
The remainder of this paper is organized as follows: Section 2 presents the formulation of the MINLP, which includes the linearization techniques and subsequent re-formulation of the problem as a MIP, while Section 3 introduces heuristics to reduce the size of the problem and produce an initial feasible solution. In Section 4, we discuss instances for different demand profiles used to test the MINLP and MIP models; examine the mathematical characteristics and methods to solve both problems; and discuss their results and accuracy. Section 5 concludes. 
Model
Our model includes two types of variables: design and dispatch, i.e., the levels at which the procured technologies operate to meet a prescribed demand profile for one year at an hourly time fidelity. We minimize procurement, fuel, and lifecycle costs subject to load, capacity and system interoperability constraints.
Model Overview
A hybrid system incurs capital costs that originate from commercial prices and availability, and operational costs, including those for fuel. We assume that the hybrid system operates independently of a commercial grid (see Figure 1 ) and can consist of multiple component sizes within each technology and/or of more than one of the same size technology. PV panels form an array, while generators are located adjacent to each other. Batteries of like type comprise a bank that operates as a single unit to preclude modeling individual cells, which would increase the size of the problem. PV technologies first connect to a DC-to-DC converter for the purpose of maximum power point tracking, which links to a bi-directional converter, while battery technologies connect directly to the bi-directional converter. Generator technologies connect directly to the AC bus, which connects to the power demand. We only implicitly model the bus system and the bi-directional converter through their efficiencies. vi The model acquires technologies and then assigns a fraction of the load to each in order to supply enough power to meet the demand in each time period. To allow for the acquisition of a variety of generator types, we do not constrain generators to equally share the load or to operate in droop. Power from the generators both meets demand and charges the battery so long as the generator operates within bounds prescribed by the manufacturer. We model the lifetime of the generator by counting the number of hours it is in operation. A generator's fuel consumption is related quadratically to its power output, but manufacturer data often implies a linear relationship (see Figure 2) , in which the intercept is greater than zero.
Fig. 2:
Manufacturer-provided fuel consumption data points for four differently sized generator technologies [3] . We use a We model PV power output using NREL's PVWatts panel calculator. A PVWatts simulation model maps solar irradiation based on location, and simulates power output of a PV panel at hourly fidelity for time horizons up to one year [23] . Although PV panel power output is a direct current (DC), PVWatts outputs an alternating current (AC) that accounts for power conversion losses from the hybrid system. If stored, which occurs when PV power is greater than demand, PV power is subject to efficiency losses related to battery charging. A PV array requires space, which we restrict by area, or number of panels. We account for the intermittent nature of PV power by maintaining a spinning reserve capability through a battery's state of charge (SOC), i.e., a measure of its available capacity, and/or by operating generators at less than their rated power. Spinning reserve constraints in design and dispatch problems often consider the economics associated with buying and selling electricity to a grid [45, 32, 44, 47] ; however, the remote hybrid system problem is grid-independent, so we model spinning reserve as a fraction of PV power output to account for the variability of the latter within each hour-long time period.
vii Aside from the load, charging the batteries is the only power draw on the system. Batteries provide power to meet the load, but are also employed as a reserve for the renewable technologies. We do not allow a battery to charge and discharge in the same time period. Power output from a battery is a function of the nonlinear relationship between current and voltage; models that consider this relationship are more accurate than those that do not for many battery chemistries [51] . The current depends on a battery's SOC. Batteries show a rate-capacity effect, in which the available capacity based on the SOC decreases with higher current draw. Figure 3a displays battery voltage as a function of SOC for a fixed discharge and charge current [1] . By slightly restricting the SOC operating range, we can model the voltage using a linear relationship between SOC and current. Common to most batteries is a rate-capacity effect, which implies that as the magnitude of the discharge current increases, the available capacity decreases. Peukert's equation is often used to describe this behavior [24] . This concept is also employed by [39] 's kinetic energy battery model, which relates the change in capacity to the charge and discharge rates using a two-tank model. While the rate-capacity effect is nonlinear over a large current range, especially at high currents, our hourly time step allows us to use a linear approximation over the relevant current range (see Figure 3b ). of a battery given discharge time.
We account for battery chemistry characteristics such as the voltage and rate-capacity behavior, but exclude chemistry-specific aspects such as overviii charge and out gassing of lead-acid batteries [11, 22] , and performance as a function of temperature [30, 11, 22] .
A battery's lifetime is a function of how it operates and the SOC level at the time of use [28, 40, 35, 34, 26, 56] . In Figure 4a , we present three different use profiles: (A), (B), and (C). Regime (A) shows full discharge and charge cycles, (B) depicts short charge and discharge cycles at a high SOC, and (C) depicts short charge and discharge cycles at a low SOC. Given identical charge throughput, life expectancy decreasing by regime is generally: (B), (A), and (C). A cycle counting method would not distinguish between these cases as each small charge and discharge would count as a full cycle. Instead of counting cycles as defined by current reversal, we present an amp-hour (Ah) assessment method (see Figure 4b) ; that is, we sum the total amount of current (Ah) that passes through the battery for both charge and discharge. The quotient of this value and twice the reference capacity yields the fraction of a cycle completed. 
Mathematical Formulation
We now present the mathematical formulation of our problem, henceforth referred to as (P). In general, we use lower-case letters for parameters and upper-case letters for variables. We also use lower-case letters for indices and upper-case script letters for sets. Superscripts and accents distinguish between parameters and variables that utilize the same base letter, while subscripts identify elements of a set. Some parameters and variables are only defined for ix certain set elements, which are listed in each definition. A plus sign (+) signifies power going into a technology, while a minus sign (−) indicates power leaving. The units of each parameter and variable are provided in brackets after its definition. We use the term "twins" to denote a tuple or a multiple of a certain technology type to distinguish the operational patterns of and, hence, wear on each unit. where, for our application, the above parameter values are computed as: 
Sets
(see § 2.3.5 Battery Storage Operations)
Non-negativity and Integrality)
Detailed Discussion of Formulation
We model the optimal design and dispatch problem as a nonconvex, mixedinteger, nonlinear program. Instances of this problem are challenging to solve, because of the nonconvex relationships between variables, and the lengthy time horizon, i.e., annual with hourly fidelity. The presence of battery stateof-charge relationships and of battery lifecycle constraints implies that the model does not decompose readily by time step. Below, we comment on each of these characteristics of our model in turn before we suggest procedures to expedite solutions.
Objective Function
The objective function (1), minimizes the sum of four terms: (i) the cost associated with procuring various battery and generator technologies; (ii) the cost associated with procuring various PV panels; (iii) an arbitrarily weighted measure of the life cycles used by each technology over the total length of operation; and (iv) a weighted measure of the cost of fuel. Our application pertains to forward operating bases with a maximum lifetime of one year. To reconcile time horizon lengths of other than a year, we apply the parameter ν, which adjusts operational costs accordingly.
System Operations
Constraint (2a) ensures that the hourly dispatch strategy meets demand. The first term represents the power from the generators and batteries, accounting for power system losses; the second term captures the power to charge the batteries, and the third term reflects the contributions of PV power. The xv right-hand side is the product of the forecasted demand for the time period and an overage load factor. Due to the intermittence of solar power, constraint (2b) enforces "spinning reserves," which ensure that a backup power source, either batteries and/or generators, is available to meet a fraction of the load supplied by PV. Constraint (2c) breaks symmetry and forces the procurement of twins of technology j to occur in a fixed order [54] . These constraints do not guarantee a decrease in computation time in every instance we solve, but they do tend to minimize long solution times (see Section 4).
Generator Operations
If a generator is running, constraint (3a) bounds output power between a minimum and maximum manufacturer-specified level. Constraint (3b) determines the amount of fuel used during time period t, which, if a f g = 0, is linear. Constraint (3c) connects procurement to dispatch. Constraints (3d) and (3e) prioritize the use of technology twins to reduce symmetry [54] . These constraints force the dispatch of generators in lexicographic order, which produces unequal wear and is therefore contrary to their likely dispatch method; in a real dispatch situation, an equal-wear strategy could be pursued without compromising the objective function value.
PV Operations
We limit the PV output power per panel to γ st in constraint (4a). The anticipated solar panel output results from a PVWatts simulation run a priori, which accounts for performance characteristics such as location, panel efficiency, tilt, and angle. Constraint (4b) limits the number of panels considered for procurement given the expected land area available.
Battery Storage Operations
Constraints (5a) and (5b) represent the nonlinear relationship between voltage, current, and the power associated with charging and discharging the battery, respectively. Constraint (5c) updates the battery SOC, which is a function of its previous SOC and the discharge and charge currents. An efficiency parameter associated with the second term signifies that when the battery charges, the state of charge receives a fraction of the incoming power due to the conversion from AC to DC power. For time period t = 1, the constraint is:
Constraint (5d) bounds the SOC of a battery to a minimum and maximum level. Constraints (5e) and (5f) ensure that the batteries operate in droop, rather than individually, to avoid the situation in which one battery is used to charge another. When considering only one battery for procurement, these xvi constraints are redundant and may be removed. Constraint (5g) models the battery voltage as a function of its previous state of charge and the direction of current flow, which, for state of charge levels between a certain range, is linear (see Figure 3a) . Constraints (5h) and (5i) bound the net power flow of each battery per time period, while constraints (5j) through (5l) similarly constrain current flow. For time period t = 1, constraint (5j) is:
Constraints (5m) and (5n) prevent simultaneous charge and discharge for a given battery, and for different battery-twin combinations, respectively.
Lifecycle
Constraint (6a) counts the number of operational hours of a generator. Constraint (6b) counts weighted equivalent cycles for batteries. A battery's lifecycle is a function of both the amount of the charge and discharge currents as well as the SOC level at which the charge or discharge occurs. Because the lifecycle constraint considers both charge and discharge, i.e., two oppositedirection-operations to which together we refer as a round trip, we divide by two. Constraint (6c) limits technology lifetime.
Non-negativity and Integrality
Finally, constraints (7a) -(7e) ensure that the appropriate variables in our formulation assume continuous, non-negative values. Constraints (7f) -(7i) enforce integer and binary restrictions, as appropriate.
Linearization
Model (P) is nonlinear in that there is one quadratic term (see constraint (3b)), and bilinear terms exist within constraints (5a), (5b), and (6b). To increase tractability of the corresponding model instances, we present (U), a linearization of (P) which corresponds to an under-estimation of the original problem.
We can approximate a quadratic function by using piecewise linear functions; however, in our case, the data provided by the manufacturers corresponds to a line (see Figure 2) , so we set a f g equal to 0, thereby eliminating the quadratic term. The bilinear terms assume one of two forms: (i) the product of a binary variable and a continuous variable, and (ii) the product of two continuous variables. We provide an exact method to linearize the former, and use a convex under-estimation technique for the latter. We do not explicitly xvii present the constraints for the case in which t = 1 because the only difference is that for this case, b 0 b replaces B soc bk,t−1 (which occurs when t > 1). Substituting the voltage constraint (5g) directly into the power constraints (5a) and (5b), we obtain:
We can simplify equations (10) and (11) by distributing the respective current variable and removing the irrelevant charge or discharge binary variable in each equation. For example, if a battery is charging during a time period, it cannot be discharging, so we remove the discharge binary variables B − bkt .
We distribute the terms on the right hand side of the lifecycle constraint (6b) to identify bilinear terms consisting of SOC and current:
Auxiliary Variables
Equations (12), (13) , and (14) contain two sets of bi-linear terms, for each of which we define a nonnegative continuous variable: 
We then substitute these variables directly into (12), (13), and (14):
Constraint (6b) presents a symmetric function that penalizes both charge and discharge operations equally as a fraction of capacity. Given our definition of SOC per constraint (5c), which implies the battery needs to charge in order to discharge, we can simplify constraint (22) by multiplying it by two, which cancels the 2 in the denominator, and by removing either the charge or discharge variables. We choose to remove the discharge variables because our approximation for Z + bkt is more accurate (see Table 10 ). 
We can further constrain Y 
Note that constraint (24c) is similar to (5j). We do not further constrain Y + bkt because, for the parameters in our application, i.e., i 
(which is redundant). The same logic holds for the discharge case.
By substituting constraints (24a) through (24e) for constraints (16) and (17) and adding nonnegativity of Y + bkt , Y − bkt , we achieve an exact reformulation of the product of a binary and continuous variable.
Approximate Linearization
Z + bkt and Z − bkt represent the product of two continuous variables, which is both a nonlinear and nonconvex relationship; however, [42] and [12] provide an approximation technique using the convex envelope of the terms comprising the bilinear relationship to obtain a lower bound. We depict this linearization in constraints (25a) through (25h), which replace constraints (18) and (19) in our reformulation.
Thus, (U) removes constraints (5a), (5b), (5g), and (6b) and replaces them with constraints (20) through (25h), and adds a non-negativity constraint (15) . The quality of solutions from (U), compared to (P), is directly related to the tightness of the convexified bounds for Z and originate from the rate-capacity effect of the battery (see constraints (5j) through (5l)).
Heuristics
We present a heuristic H that produces an initial feasible solution to models (U) and (P) quickly by: (i) limiting the set of candidate designs for instances, and (ii) using the better of two myopic dispatch strategies. The heuristic H possesses the following benefits:
-reduces solution time by eliminating dominated design decisions from the feasible region; -supplies a branch-and-bound solver with an initial feasible solution, known as a "warm start," which can reduce computation time if the initial solution is close to optimal; and, -provides a dispatch strategy that is easier to implement in a microgrid controller than following ideal dispatch decisions from model (U), as the solution does not look ahead to future time periods and is feasible for the nonlinear model (P).
That is, not only can we mitigate the unpredictable performance issues associated with mixed-integer (nonlinear) programs by using a fast strategy to produce an initial solution, but we can also demonstrate that such a solution, while not having clairvoyance regarding the demand in future time periods, still yields a near-optimal objective function value.
Technology Selection
To reduce the size of the problem, we limit generator technologies and number of twins, i.e., the cardinality of setsG g , using Algorithm 1. Similarly, we limit the number of battery technologies, i.e., the cardinality ofB b , using Algorithm 2. We fix the cardinality of the sets of generators rated less than xxi 100kW to two generators total. We justify our algorithms by the following Pareto analysis of the objective function terms. Specifically, a solution with fewer higher-rated generators dominates a solution with more lower-rated generators, because: (i) the cost of generators per rated power is not linear, e.g., a 15kW generator costs nearly 70% of a 100kW generator (see Table 2 ); (ii) the objective function penalizes a dispatch strategy that employs a higher number of technologies to meet demand; and (iii) fuel consumption of generators is similar for the four we consider (see Figure 2 ) regardless of the percent loading at which we operate them.
Algorithm 1 Determines the generator technologies and respective number of twins, i.e., cardinality ofG g = {g1, g2, g3, g4}, per instance: see Table 2 for details.
We limit battery procurement to one, but consider up to three sizes per instance based on peak demand (see Figure 6 ) and Algorithm 2. Thus, for an instance with a maximum demand of 239kW, we would consider battery sizes of 200kW, 150kW, and 100kW.
Algorithm 2 Determines the battery technologies considered, i.e., cardinality ofB b = {b1, b2, b3, b4, b5, b6} per instance: see Table 3 for details.
procedure BatteryTechs MaxDemand ← max
Initial Feasible Solution
To produce an initial feasible solution for instances of (U), our heuristic, which we term H, uses technologies chosen by Algorithms 1 and 2. That is, H chooses the better of two different, myopic dispatch strategies for each possible combination of technologies; we term such a combination a design decision and the design and dispatch solution a design-dispatch pair. Each design decision incorporates diesel generators, batteries, and PV systems. Both dispatch strategies: (i) attempt to run the diesel generators as close to their rated capacities as possible in order to maximize their operating fuel efficiency and longevity; (ii) use the maximum amount of energy from purchased PV systems in order to reduce the fuel cost of running generators and to maximize the return on the solar panels' fixed cost; and (iii) employ batteries primarily to balance load requirements and to provide spinning reserve. For each time period, both strategies initialize all diesel generators to be off, and incrementally add capacity by exchanging the smallest-sized online generator for the next greater size if it is offline, and turning on the smallest generator if no larger offline generator exists. The first dispatch strategy, which we term H 1 , increases diesel generator capacity in this way until load and spinning reserve can be met for that time period. The second strategy, which we term H 2 , is identical to H 1 , but adds diesel capacity as long as generators can be run at their rated capacities. While the former strategy causes batteries to operate at a lower state of charge, the latter strategy typically operates batteries at a higher state of charge owing to its policy of only adding a generator if its capacity is reached. Neither strategy clearly dominates the other for our instances, and neither requires more than a few seconds of computational effort to produce a solution under our implementation. After enumerating all design decisions and subsequently executing H 1 and H 2 on all such decisions, H chooses the lowest-cost option as the initial solution to (U). Figure 5 provides a flowchart for heuristic H 1 ; the figure for H 2 is similar. Algorithm 3, given in the Appendix, provides pseudocode for H 1 ; the pseudocode for H 2 is similar.
Numerical Results
We solve instances of (P) as a MINLP and (U) as a MIP on a Sun Fire x2270 m2 with 24 processors (2.93 GHz each), 48 GB RAM, 1 TB HDD, using GAMS 24.1.3 for fourteen different instances, each with specific technological parameter values and system considerations.
Demand Profile and Technology Information
FOBs (Table 1) , which are critical to the Department of Defense's ability to deploy combat forces throughout the world and numbered over 700 during the peak of the Afghanistan and Iraq wars [52] , would benefit from hybrid power Are spinning reserve requirements met under the given power flow?
No Yes
Determine the net power flow through the assets required to meet load, maximizing output from PV first and then generators.
Fig. 5:
Heuristic H 1 determines a myopic dispatch strategy for a given design decision. because currently, power planning is not optimized for efficiency [55] . Military commanders prioritize power reliability over energy efficiency and fuel consumption, which is problematic because resupply operations are dangerous and expensive. In this subsection, we present instance-specific parameters including demand data; technology data, which considers procurement quantities; and a description that details how power flows from the hybrid system to meet demand. 
Demand
We utilize EnergyPlus-simulated [6] FOB demand profiles for fourteen locations throughout the world based on an experiment conducted at the Base Camp Integration Lab (BCIL) at Fort Devens, MA (see Figure 6 ) [27] . The variation in both the maximum demand and the general shape of the demand profiles provide a robust set for use in testing and validating our models. Within each instance, demand appears to be relatively variable, i.e., there are no discernible, repeating patterns. Because our instances are FOB-specific and xxiv therefore have a lifetime of one-year, ν is equal to one. We set k s andk to 0.3, which is a common fraction used in power planning. Fig. 6 : EnergyPlus simulated year-long (ν = 1) power demand forecasts for fourteen different locations around the world [27] at hourly time fidelity (τ = 1) serve as our set of instances.
Technology and Supply Parameters
The generator technologies we consider are currently in the military's inventory, which implies that the associated maintenance and service parts are as well. There are no hybrid technologies in the military inventory so the PV and battery technologies selected are typical within each of the industries.
Generators
The generators considered in these instances have power ratings ranging from 15kW to 100kW with estimated procurement costs based on a market xxv analysis of similar technologies. We consider a fully burdened cost of fuel, which is an estimate based on the sum of total cost of all personnel and equipment necessary to move and, when necessary, protect it from the point-of-purchase to point-of-use [52] . We assume an initial fully burdened cost of fuel of $50 per gallon (see Subsection 2.3.1). We do not model the fluctuations in oil price, but assume a small inflation rate. Table 2 displays the characteristics of the generators. 
PV
We consider a 1-kW rated mono-crystalline standard PV panel (4 by 6 ) with an 18% efficiency in converting irradiance to power. We limit the number of panels (n s ) to 75 given spatial restrictions associated with remote hybrid applications. We assume that the procurement cost of each solar panel is $2000, which is equivalent to $2 per Watt. PV panels designed for FOBs need to maintain the expeditionary characteristics of ease of transport and setup so, unlike some PV systems that track the sun, we assume PV panels are fixed-tiltand-angle panels that rely on a user to erect and position on the appropriate azimuth.
Batteries
We use data from lithium-ion batteries manufactured by A123 [1] , which we assume cost $500 per kWh. Battery lifetime parameters result from a linear fit to battery test data from [35] . We scale battery performance parameters to the desired size for stationary applications (see Table 3 ). 
Power System
We assume that the hybrid system connects to the power demand through the Power Distribution Illumination System Electrical (PDISE), which has an internal bus capable of system frequency regulation. PDISE is the principal distribution system of the U.S. Army and is compatible with military generator sets from 5kW to 200kW [4, 5, 7] . Preliminary simulation runs have shown our results to be feasible from a power flow standpoint.
Technologies and Twin Decisions
To reduce the size of the problem, we limit generator technologies and number of twins, i.e., the cardinality of setsG g , using Algorithm 1. Similarly, we limit the number of battery technologies, i.e., the cardinality ofB b , using Algorithim 2. We seed the linear solver with a solution obtained from the heuristics coded in Python 2.7.4 [49] and given in Section 3. Table 4 : Cardinality of setsG g andB b using Algorithm 1 and Algorithm 2, respectively (see Section 2.2 for definitions).
Solving (P)
We attempt to solve (P) for a smaller time horizon of 24 hours using existing MINLP solvers at their default settings that accept models coded in GAMS version 24. Any feasible solution to (P) provides an upper bound to the problem. We set termination conditions as the minimum of a 5% optimality gap and a time limit of three hours per instance. Table 5 : The size of (P) for a time horizon of one day (|T |=24) over all instances ranges based on the set of technologies. "Maximum" represents the instances that consider the highest number of technologies, while "Minimum" depicts the contrary.
Constraints Variables
The nonconvexity of (P) challenges these solvers (Table 6 ). BARON solves (P) for four of the fourteen instances within the prescribed criteria, while BONMIN solves only two given the same criteria. Interestingly, the former solver provides tighter gaps than the latter, despite the latter being only a local solver and therefore providing only local lower bounds. Couenne yields feasible solutions for all instances, but none within the desired gap. By contrast, when we solve (U) for |T | = 24 hours, we obtain solutions to all fourteen instances within the desired gap in less than one second. Seeding (P) with the procurement decision from (U) and solving with any of the three pieces of nonlinear software we use did not improve performance; seeding the nonlinear model with more than the procurement decision from the linear model renders the constraints associated with battery state-of-charge relationships and battery lifecycle infeasible. The poor performance of these MINLP solvers on the majority of these small instances suggests that (P) is not a tractable formulation; therefore, we instead focus our efforts on (U).
Solving (U)
Our model (U) is a MIP for which we solve all fourteen instances using CPLEX version 12.5.1.0 [2] , a commercial state-of-the-art solver that employs the branch-and-bound algorithm coupled with heuristics to improve the best integer solution and cuts to improve bounds. We also employ our own heuristics (see Section 3), the purpose of which is to provide our linear-integer solver with a "warm start"; however, because they do so in a myopic manner, not having clairvoyance regarding the variability in the load still allows us to produce solutions within approximately 5% of optimality with designs that can be implemented in the field, thus mitigating the potential, detrimental effects on our solution of not having solved a stochastic model.
Because operational decisions at the beginning of the year likely have little impact on those at the end of the year, we attempt to reduce model size xxviii Table 6 : Solutions from (P) for each instance given a shortened time horizon (|T | = 24 hrs). Termination criteria: min(3 hours, optimality gap ≤ 5%).
†Model did not find a feasible solution. by aggregating instances into three-hour and twelve-hour time periods for all 14 locations with demand, PV power output per system, and fuel cost by period set to the mean of each time period. However, because these decisions are strongly linked by the design, the aggregated scenarios produce solutions insufficiently robust to handle different operating circumstances at different times of the year. Specifically, these solutions are associated with designs that tend to have less battery capacity when compared to those obtained when solving for hourly dispatch. Optimized dispatch with one-hour time periods uses the battery to balance load while running diesel generators at or near the rated capacity; however, longer time periods limit the battery's maximum rate of charge or discharge over a single time period, which curtails the battery utility overall. Furthermore, the model sees less variability and lower peaks with the aggregated values, which can favor designs with diminished diesel and battery capacity that would be infeasible under problems with hourly time periods. Therefore, we consider all 8,760 hours in our instances, which yields large problems (see Table 7 ), and an incentive to develop strategies to expedite solutions.
To this end, we use the non-default CPLEX setting "Threads 15" to facilitate concurrent optimization and "MemoryEmphasis 1," which attempts to reduce the memory storage requirements of the problem. We set branching priorities based on complexity in the following, decreasing order: battery procurement and generator procurement by rated power. Similar to (P), we set an optimality gap termination condition of 5%; however, we set the time limit to ten hours, because the year-long time horizon greatly increases the size of the problem compared to (P). xxix Table 7 : Size of (U) for each instance (|T |=8,760). With the heuristic, we are able to find solutions using model (U) for all instances within a 5% optimality gap in three hours or fewer; results are reported using the symmetry-breaking constraints (3e), (5e), and (5f); while their effect on performance is not uniform, we retain these redundant constraints to minimize long solve times. Table 8 displays solutions and solve times for the fourteen instances with and without a warm start; those with a higher maximum demand take longer to solve because the number of allowable procurement decisions is greater (see Table 4 ). The procurement decisions, measured by the sum of generator power, rely heavily on the maximum power demand of the instance. When purchased, xxx solar panels reduce the effective demand, but we limit their procurement due to the large area they occupy. Generally, the restrictions on the number of panels limit the total PV output to a fraction of an instance's peak demand so PV rarely provides more power than demanded, thus increasing the necessity for generators.
Generators operating at less than 30% of their rated power use more fuel and require more maintenance. Our solutions demonstrate that generators operate at close to their rated power whenever possible. Figure 7 depicts the quotient of the total number of hours a generator operates at greater than 30% of its capacity and the total number of hours it operates cumulatively over the time horizon. On average throughout all instances, generators operate at or above 30% of their rated power more than 96% of the time. The model chooses to procure batteries for all cases. Region 1) , the demand is greater than 100kW, the maximum rating for the first generator. Instead of turning on the second generator, the model chooses to discharge the battery to meet the load. In Region 2), the load reaches a threshold where the second 100kW generator turns on to meet the demand, but also charges the battery. Lastly, in Region 3), the load drops below the threshold and the second generator turns off while the battery supplies some of the load. This short-term load xxxi shifting allows both generators to operate at high efficiency, which reduces fuel consumption and demonstrates the usefulness of the battery in this situation. Table 8 ), of how two 100kW-generators and a battery dispatch power to meet demand for a 20-hour time interval. Table 9 displays fuel consumption differences between three procurement options solved using (U): (i) hybrid (generator, PV, and battery), (ii) generatoronly, and (iii) generator-and PV-only systems. Hybrid systems average 30% fuel savings across all instances compared to a comparably sized generatoronly system. In one instance, hybrid systems provide a 50% reduction in fuel use. Although the generator-and-PV-only system is a promising procurement option that also reduces fuel consumption, the addition of the battery further increases fuel savings by nearly 10% across all instances. These savings point to the benefit of employing a method that considers design and dispatch simultaneously. Specifically, were we to consider design in isolation, we would be forced to size the generator capacity for maximum demand to guarantee a feasible solution; PV might not be available to help shave this peak while the battery might not be charged to its maximum capacity. Because fuel use contributes significantly to the objective function value, we could expect design and dispatch solutions optimized in isolation to increase the objective function value correspondingly.
Solution Quality
In this section, we present an analysis of the quality of solutions from (U) by identifying both where our approximations are imperfect and the magnitude of these errors compared to the nonlinear model (P). We define the following metrics: xxxii Table 9 : Fuel consumption results for (U) resulting from three procurement options, which include (i) a hybrid system (generator, PV, and battery), (ii) a generator-only system, and (iii) a generator-and PV-only system, for each instance (|T | = 8,760 hrs). Termination criteria: min(10 hours, optimality gap ≤ 5%). 
The results given in Table 10 demonstrate that across all fourteen instances, relative to a corresponding, hypothetical solution from (P): (i) our model overestimates P − bkt by as much as 2.8kW per time period, but this is less than 5% of the average demand; (ii) our model under-estimates P + bkt by as much as 1kW; xxxiii and (iii) the combination of (i) and (ii) over the time horizon contributes to less than 0.02% of the total demand summed over the time horizon. It is possible that changes to the dispatch in one time period affect dispatch in subsequent time periods and, hence, the quality of our approximations; however, we seek a dispatch solution at hourly time fidelity, which assumes a steady-state demand and implies that small perturbations due to approximation error are not particularly consequential. Lastly, (iv) our model over-approximates lifecycles consumed by roughly 25%. This is acceptable because lifecycles provide only a small contribution to the objective function value; furthermore, this overapproximation results in a conservative assessment, which is desirable to offset our omission of temperature effects, which may age the battery more rapidly than estimated in a solution to (U).
The approximation error of our model results from the bounds corresponding to the linearization associated with auxiliary variables Z + bkt and Z − bkt . Our model seeks to minimize Z + bkt as a means to conserve power generated either to enter the battery or for direct use in meeting demand. On the other hand, the higher the value of Z − bkt , the more power we are able to withdraw from the battery. The tightness of the coefficients on the variables on the right hand side of constraints (25a) and (25b) in the case of Z + bkt , and of constraints (25g) and (25h) in the case of Z − bkt , affects the accuracy of the approximation. We do note, however, that for all instances, the procurement strategy we obtain from solving (U) yields a feasible completion to the resulting mixed integer nonlinear problem for a 24-hour instance. Longer horizons result in tractability (but not necessarily feasibility) issues. 1 Purchased Battery details the type of battery purchased as part of the procurement solution for each instance. 2 Discharge represents the difference between the actual and theoretical power discharged by the battery in kWs (over-approximation ≥ 0) per Equation (26) . 3 Charge represents the difference between the actual and theoretical power received by the battery in kWs (under-approximation ≤ 0) per Equation (27) . 4 Percent of Demand is the sum of the quotient of the difference of total amount of batter power over-estimated minus the total amount underestimated and the demand over the time horizon per Equation (28). 5 Lifecycle Approximation represents the quotient of the theoretical and actual total lifecycles per Equation (29) .
xxxiv
We present an optimization model that determines the procurement and dispatch strategy for a year-long demand profile at hourly time fidelity. Our formulation handles up to three choices of battery technologies. We use fourteen year-long demand profiles at the hourly fidelity for FOBs located in different climate zones, and solve all instances using a mixed-integer, linear approximation of the mixed-integer nonlinear program well within a time limit of 10 hours to an optimality gap of less than 5% for a prescribed set of technologies; using a heuristic warm start reduces solution times to within under an hour in most instances we test. Results suggest a hybrid system such as ours reduces fuel consumption 30%, on average, compared to a generator-only solution. Our solutions indicate a design and dispatch strategy that charges the battery when demand is low and then discharges the battery to prevent operating generators at a low-power rating. The implicit benefit of this strategy is that generators maintain levels greater than 30% of their rated power, on average, 96% of the time they are in use.
We evaluate the quality of our approximation by comparing solutions from (U) against the nonlinear representations of power and lifecycle variables in (P). We find that although our model overestimates battery discharge power, especially at low SOCs, the total quantity over-estimated is less than 0.02% of the total demand. This approximation error stems from the bounds on SOC, which are 0 and 1 (see Section 4.4). Bounds associated with partitioning on SOC or applying operational logic could reduce this error; however, it may be at the expense of increased solve times and/or reduced solution quality.
Rather than minimizing costs, our model could easily incorporate objectives such as minimizing environmental impact or total volume of the technologies procured. The battery parameter calculations employed for our model are applicable to other chemistries, such as lead acid and nickel cadmium. Because our model solves for both current and voltage, results from (U) would be useful in relating design and dispatch solutions to more detailed dispatch and power flow models that consider finer-grain time fidelity. Specifically, future work entails determining dispatch decisions at minute-level fidelity by fixing the design decisions and introducing greater operational detail, including: (i) ramp-up and ramp-down time of generators, (ii) minimum up-and down-time of generators, (iii) rules of thumb by which some controls systems operate, and (iv) more accuracy in battery performance, e.g., performance factors as a function of temperature. Such a model is designed to operate using a oneto two-day "look-ahead" window, consisting of between 1,440 and 2,880 time periods. While the number of variables would be smaller than in (P) because of the fixed procurement decisions, the minute-fidelity model contains more constraints. An alternative approach would use our strategies that determine the design influenced by a coarse dispatch strategy, and then simulate the dispatch using a rolling-horizon approach; a drawback results from the inability to obtain gradients with respect to the design variables out of that simulaxxxv tion, so we would have to use derivative-free optimization techniques. Another extension of our model, possibly addressed through the simulation approach, would allow for the construction of a stochastic program to incorporate the variability of both solar irradiance and power demand. update battery SOC t ← t + 1 continue until time horizon completed or infeasible return P P V st ∀s ∈ S, t ∈ T ; P + bt ∀t ∈ T ; P − bt ∀t ∈ T ; P − gt ∀g ∈Ĝ, t ∈ T ; B soc bt ∀t ∈ T ; Ggt ∀g ∈Ĝ, t ∈ T calculate cost xlii
