Abstract-In this paper, two extended versions of motif co-occurrence matrices (MCM) are derived and concatenated for efficient content-based image retrieval (CBIR). This paper divides the image into 2 x 2 grids. Each 2 x 2 grid is replaced with two different Peano scan motif (PSM) indexes, one is initiated from top left most pixel and the other is initiated from bottom right most pixel. This transforms the entire image into two different images and co-occurrence matrices are derived on these two transformed images: the first one is named as "motif co-occurrence matrix initiated from top left most pixel (MCM TL )" and second one is named as "motif cooccurrence matrix initiated from bottom right most pixel (MCM BR )". The proposed method concatenates the feature vectors of MCM TL and MCM BR and derives multi motif co-occurrence matrix (MMCM) features. This paper carried out investigation on image databases i.e. Corel-1k, Corel-10k, MIT-VisTex, Brodtaz, and CMU-PIE and the results are compared with other well-known CBIR methods. The results indicate the efficacy of the proposed MMCM than the other methods and especially on MCM [19] method.
I. INTRODUCTION
Extraction of powerful features from the visual content of an image plays a significant role in many image processing and pattern recognition applications. Content based image retrieval (CBIR) plays a vital role in the field of pattern recognition, image processing, and artificial intelligence. The steady increase in on-line accesses to massively available remotely sensed images, availability of mass storage devices at a lower cost, the widespread availability of high band width internet at a very low price and massive usage of images in normal life for all sorts of communication have drastically broadened the need of advancements in CBIR with more accuracy. The initial form of image retrieval is text based. In this method, each image is manually indexed or interpreted by text descriptors. This process of image retrieval, requires lot of human interaction and the success rate is highly dependent on how humans interpret or indexes the images. In CBIR methods, low level visual features are extracted from data base images and stored as image features or indexes. The query image is also indexed with the same visual features as database images. The query image indexes are compared with indexes of data base images using distance measures. Based on the least distance values or similarity measures between database images and query image, the retrieved images are ranked. This process does not require any semantic labeling [1, 2] because the visual indexes are directly derived from the image content. The accuracy of a CBIR system depends on the extraction of more important and powerful depiction of the attributes from images. Many meaningful approaches are proposed in the literature for CBIR to extract the physical features such as texture [3] , color [4, 5] , shape or structure [6, 7] or a combination of two or more such features. The color indexing [4] and color histogram [5] lack spatial information and that's why they produce false positives. Later the spatial information is obtained using color correlogram approach [8] which is an extended version of basic color histogram [5] .The normalized version of color correlogram is derived based on color co-occurrence histogram [9] . The most important characteristic of an image is the texture. Today, the texture based features extracts more powerful discriminating visual features. Many methods are proposed in the literature to extract texture features and the popular ones are proposed by Haralick et al. [10] , Chen et al. [11] and Zhang et al. [12] , and Haralick [13] . Later, extended GLCM texture descriptors [14] and local extrema co-occurrence patterns (LECoP) [15] are proposed. To achieve better accuracy in CBIR the color features are combined with texture features. The popular methods include the multi-texton histogram (MTH) [16] , modified color motif co-occurrence matrix [17] , wavelets and color vocabulary trees [18] , MCM [19] , the k-mean color histogram (CHKM) [20] integrated color and intensity co-occurrence matrix (ICICM) [21] , and modified color MCM [17] . The discrete wavelet transforms (DWT) are used to extract directional features on texture in three directions (horizontal, vertical and diagonal) [22] . The Rotated wavelet filters that collected various image features in various directions are used for image retrieval [23] [24] [25] . Many popular biomedical image retrieval systems are based on texture features [26, 27, 28] . The paper is summarized as follows: The related work is presented in Section 2. The proposed method is explained in Section 3. Experimental results and discussions are given in Section 4. Section 5 concludes the paper.
II. RELATED WORK
Various approaches based on space filling curves have been studied [29, 30] in the literature for various applications like CBIR [31, 32] , data compression [33] , texture analysis [34, 35] and computer graphics [36] . The Peano scans are connected points spanned over a boundary and known as space filling curves. The connected points may belong to two or higher dimensions. Space curves are basically straight lines that pass through each and every point, of bounded sub space or grid, exactly once in a connected manner. The Peano scans are more useful in pipelined computations where scalability is the main performance objectives [37] [38] [39] . And other advantage of this is they provide an outline for handling larger dimensional data, which is not easily possible by the use of conventional methods [40] .
To capture the low level semantics of space filling curves on a 2x2 grid, a set of six Peano scan motifs (PSM) are proposed in the literature recently [19] . In [19] they have considered the initial scan position as top left most corners of the 2 x 2 grid only, and defined six different motifs. Each of these six different motifs represent a distinctive shape of pixels on the 2 x 2 grid (starting from top left corner) as shown in Fig.1 . These motifs construction is similar to a breadth first traversal of the Ztree. A compound string may result of all six motifs, if one traverse the 2 x 2 neighborhood, based on a contrast value. Based on the texture contrast features over 2 x 2 grid a particular motif out of the above six motifs will be resulted. Each motif on the 2 x 2 grid is represented with an index value (Fig.1) . This transforms the image into an image with six index values. A co-occurrence matrix on the motif index image is derived and named as motif cooccurrence matrix (MCM) [19] and used for CBIR. 
III. DERIVATION OF PROPOSED MULTI MOTIF CO-OCCURRENCE MATRIX (MMCM) DESCRIPTOR
The proposed image retrieval system frame work is given in Fig.5 .
This paper divides the texture image into 2 x 2 grids in a non-overlapped manner. The PSMs are derived on these 2x2 grids. On a 2 x 2 grid one can generate four types of PSMs starting from i.e. i) top left most pixel ( Fig.1 ) ii) top right most pixel ( Fig.2 ) ii) bottom left most pixel( Fig.3 ) iv) bottom right most pixel (Fig.4) . This paper derived optimal PSM based on incremental difference in the intensities of the 2 x 2 neighborhood. window and it results a total of twenty four different motifs by considering all four directions as specified above on a 2 x 2 window. N.Janwara et al. [19] considered in their work on CBIR, the motifs that start from the top left corner of the 2 x 2 window ( Fig.1 ). This reduces the number of motifs to six only ( Fig.1) . However, this is not representing the powerful texture information. One needs to consider different directions or different initial points to derive powerful texture information on a 2 x 2 grid. This is missing in [19] . To improve the performance drastically, the present paper computed two different types of motifs on the same 2 x 2 grid. The first one (type one) starts from top left most corner ( Fig.1 ) and the other motif (second type) starts from bottom right most corner (Fig. 4 ). This paper initially finds the absolute differences of intensities of neighboring pixels with initial point of the PSM of the 2x2 grid as shown in Fig. 6 (b) and 7(b). The motif is derived based on the absolute incremental intensity differences with initial points. The corresponding motif code/index is assigned to the 2x2 grid. The Fig.6 (c) and Fig. 7(c) shows the formation of different motifs for the same 2x2 grid with two different initial scan points. The initial scan points are represented in red color. This process derives two different types of transformed motif images from the original image namely motif indexed image initiated from top left most corner (MII TL ) and motif indexed image initiated from bottom right most corner (MII BR ). The dimensions of MII TL and MII BR is N/2 x M/2, where N x M is the size of the original texture image and the range of values in MII TL and MII BR will be from 1 to 6. The present paper derived two co-occurrence matrices namely motif co-occurrence matrix MCM TL and MCM BR on the two transformed image i.e. MII TL and MII BR respectively. The size of MCM TL and MCM BR will be 6 x 6.
The transformation process of MII TL and MII BR images on a 8 x 8 texture image is displayed in Fig. 8 Fig  8(a) .
(c) MII BR image for the Fig 8(a) . The two MCMs i.e. MCM TL and MCM BR are constructed using the transformed image whose (p,q,r) entry represents the probability of finding a motif p at a distance r from the motif q. The MCM TL and MCM BR are also constructed on the query image Q. The main intuition behind using the MCM TL and MCM BR is to find out the common objects i.e. motifs corresponding to the same grid with two different initial positions, in between query and database images. Further in the proposed MCM TL and MCM BR , we have initially computed the absolute difference from the initial point of PSM with respect to other pixels of 2x2 grid which is different from MCM as shown in Fig.20 . This absolute incremental difference derives the PSMs more precisely than motifs used in MCM as shown in Fig.9 .
IV. RESULTS AND DISCUSSIONS
In this paper the proposed MMCM is tested on popular and bench mark data bases of CBIR namely, Corel 1k [41] , Corel-10k [42], MIT-VisTex [43] , Brodtaz [44] and CMU-PIE [45] . These data bases are used in many image processing applications. The images of these data bases are captured under varying lighting conditions and with different back grounds. Out of these data bases the Brodtaz textures are in grey scale and rest of the data bases are in color. The CMU-PIE database contains facial images, captured under different varying conditions like: illuminations, pose, lighting and expression. The natural database that represents humans, sceneries, birds, animals, and etc., are part of Corel database. The above five set of different data bases contain different number of total images, with different sizes, textures, image contents, classes where each class consists of different sets of similar kind of images. The Table 1 gives overall summary of these five data bases. The image samples of these databases are shown from Fig. 10 to Fig. 14 . The query image is denoted as 'Q'. After the feature extraction from MMCM of query image, the n-feature vectors of 'Q' are represented as VQ = (VQ 1 , VQ 2 ,..., VQ (n-1) , VQ n ). The extracted n-feature vectors, of MMCM, of each image in the database is represented as VDBi = (VDB i1 ,VDB i2 ,...,VDB in ); i = 1, 2,..., DB. The aim of any CBIR method is to select 'n' best images from the database image that look like the query image. To accomplish this, distance between the corresponding feature vectors of the query and image in the database DB is computed. From this, the top 'n' images whose distance measure is least are selected. This paper used Euclidean distance (ED) on the proposed method as given below in equation 1.
ED:
Where is jth feature of ith image in the database |DB|.
To measure the performance of the proposed MMCM, CBIR method, this paper computed the two mostly used quality measures average precision/average retrieval precision (ARP) rate and average recall/average retrieval rate (ARR) as shown below: For the query image Iq, the precision is defined as follows: The proposed MMCM, MCM TL and MCM BR descriptors are compared with the retrieval results of the recent descriptors such as local binary pattern (LBP) [35] , local ternary pattern (LTP) [46] , semi-structure local binary pattern (SLBP) [47] , local derivative pattern (LDP) [48] , local tetra pattern (LTrP) [49] . The paper compared the retrieval performance of the present descriptor with various other descriptors using ARP (%) and ARR (%) Vs. number of images retrieved on natural and textural databases and they are plotted in Fig.15 to Fig. 19 and the following are noted down.
Out of the considered five databases, the Corel 1k database has shown high ARP and ARR. The main reason for this is the Corel-1k contains more than 100 images per category which is very high and also this database contains only few categories of images which is very low when compared to other databases except CMU-PIE. The average precision rate of proposed MCM TL and the proposed MCM BR is very poor when compared to other existing methods. However, the proposed MMCM which integrates the MCM TL and MCM BR have shown high ARP and ARR when compared to other methods. The main reason for this is the derivation of two different MCMs starting from the two different position of the 2x2 grid.
The performance of our method is clearly better than the SLBP, LBP, LTP, LDP, LTrP, MCM TL and MCM BR descriptors over all the databases considered (both natural and human faces) using both ARP and ARR quality metrics. Fig.20 shows the top 20 matching retrieved images for one query image from each database by the proposed MMCM descriptor. The precision obtained by the proposed MMCM for Fig. 20 is 82.46%, 40.26%, 84.16%, 82.1% and 84.45% over Corel-1k, Corel-10k, Brodtaz, MIT-VisTex and CMU-PIE databases respectively. The performance of the proposed descriptor is far better than other descriptors over the natural and textural databases (Fig. 15 to 19 ). The dimension of each descriptor considered and the proposed MMCM is summarized in Table 2 . The dimension of MMCM is lower than all the recent and state-of-the-art descriptors and the retrieval rate of MMCM is better.
V. CONCLUSIONS
We have presented an extended version of MCM for image retrieval. The proposed MMCM captured more discriminative texture information than MCM by deriving Peano scan motifs in two different directions. This has resulted for the transformation of dual motif images. Using this, the present paper derived MMCM based on two MCM namely: "motif co-occurrence matrix -initiated from top left most pixel (MCM TL )" and "motif co-occurrence matrix -initiated from bottom right most pixel (MCM BR )". The MCM TL and MCM BR captured the third order neighborhood statistics of the image. The size of MCM TL and MCM BR will be 6 x 6 only, thus it is easy to compute GLCM features on these two. The MCM TL and MCM BR are easy to understand, implement and efficient in terms of storage requirement and computational time. The concatenation of the feature vectors derived from i.e., MCM TL and MCM BR are assigned as MMCM features. The MMCM features are used for image retrieval. Thus the proposed MMCM features reduce the computation time of the similarity measure and its dimension is 2 x (6x6) which is least to any other descriptor ( Table 2 ). The MMCM method is invariant to any monotonic mapping of individual color planes, such as gain adjustment, contrast stretching, and histogram equalization.
