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The NP-hard Distinct Vectors problem asks to delete as many columns
as possible from a matrix such that all rows in the resulting matrix are still
pairwise distinct. Our main result is that, for binary matrices, there is a
complexity dichotomy for Distinct Vectors based on the maximum (H)
and the minimum (h) pairwise Hamming distance between matrix rows: Dis-
tinct Vectors can be solved in polynomial time if H ≤ 2⌈h/2⌉+1, and is
NP-complete otherwise. Moreover, we explore connections of Distinct Vec-
tors to hitting sets, thereby providing several fixed-parameter tractability
and intractability results also for general matrices.
1 Introduction
Feature selection in a high-dimensional feature space means to choose a subset of features
(that is, dimensions) such that some desirable data properties are preserved or achieved
in the induced subspace. Combinatorial feature selection [24, 7] is a well-motivated al-
ternative to the more frequently studied affine feature selection. While affine feature
selection combines features to reduce dimensionality, combinatorial feature selection sim-
ply discards some features. The advantage of the latter is that the resulting reduced
∗A preliminary version appeared under the title “A Parameterized Complexity Analysis of Combi-
natorial Feature Selection Problems” in the proceedings of the 38th International Symposium on
Mathematical Foundations of Computer Science (MFCS ’13), volume 8087 of Lecture Notes in Com-
puter Science, pages 445–456, Springer, 2013 [19]. Parts of this work originate from the first author’s
master’s thesis on combinatorial feature selection [18]. This article now exclusively focuses on the
Distinct Vectors problem and provides all proofs in full detail. It additionally contains a new main
result for Distinct Vectors regarding a computational complexity dichotomy for the parameters
minimum and maximum pairwise Hamming distance of the data points.
†Supported by Deutsche Forschungsgemeinschaft, project DAMM (NI 369/13).
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feature space is easier to interpret. See Charikar et al. [7] for a more extensive discussion
in favor of combinatorial feature selection. Unfortunately, combinatorial feature selec-
tion problems are typically computationally very hard to solve (NP-hard and also hard
to approximate [7]), resulting in the use of heuristic approaches in practice [4, 11, 17, 22].
In this work, we adopt the fresh perspective of parameterized complexity analysis. We
thus refine the known picture of the computational complexity landscape of a prominent
and formally simple combinatorial feature selection problem called Distinct Vectors.
Distinct Vectors
Input: A matrix S ∈ Σn×d over a finite alphabet Σ with n distinct rows and k ∈ N.
Question: Is there a subset K ⊆ [d] of column indices with |K| ≤ k such that all n rows
in S|K are still distinct?
Here, S|K is the submatrix containing only the columns with indices in K. In the above
formulation, the input data is considered to be a matrix where the row vectors correspond
to the data points and the columns represent features (dimensions). Thus, Distinct
Vectors constitutes the basic task to compress the data by discarding redundant or
negligible dimensions without losing the essential information to tell apart all data points.
Intuitively speaking, the guiding principle of this work is to identify problem-specific
parameters (quantities such as the number of dimensions to discard or the number of
dimensions to keep) and to analyze how these quantities influence the computational
complexity of Distinct Vectors. The point here is that in relevant applications these
parameters can be small, which may allow for more efficient solvability. Hence, the
central question is whether Distinct Vectors is computationally tractable in the case
of small parameter values.
We are particularly interested in the complexity of Distinct Vectors if the range of
differences between data points is small. This special case occurs if the input data is in
some sense homogeneous. We measure the range of differences as the gap H−h between
the maximum H and the minimum h of pairwise Hamming distances of rows in the input
matrix.1 We initiate the study of this measure by completely classifying the classical
complexity of Distinct Vectors with respect to constant values of H − h on binary
input matrices. For general matrices, we derive various tractability and intractability
results with respect to the parameters alphabet size |Σ|, number of retained columns
and number of discarded columns.
Related Work Distinct Vectors is also known as the Minimal Reduct problem
in rough set theory [28] and it was already early proven to be NP-hard by Skowron and
Rauszer [29]. Later, Charikar et al. [7] investigated the computational complexity of
several problems arising in the context of combinatorial feature selection, including Dis-
tinct Vectors. Seemingly unaware of Skowron and Rauszer’s work, they showed that
there exists a constant c such that it is NP-hard to approximate Distinct Vectors in
polynomial time within a factor of c log d.
1See Section 3 for a formal definition.
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Table 1: Overview of our results.
Result* Reference
NP-hard for |Σ| = 2 and H ≥ 2⌈h/2⌉ + 2 Theorem 4
poly-time for |Σ| = 2 and H ≤ 2⌈h/2⌉ + 1 Theorem 9
W[1]-hard wrt. t for |Σ| = 2 and H ≥ 4 Corollary 2
W[2]-hard wrt. k (|Σ| unbounded) Theorem 10
FPT wrt. (|Σ|, k) (no poly kernel wrt. (n, |Σ|, k)) Theorem 12
FPT wrt. (H, k) (for arbitrary Σ) Theorem 13
* |Σ|: alphabet size, h (H): minimum (maximum) pairwise row Hamming
distance of the input matrix, t: number of discarded columns, k: number
of retained columns
Another combinatorial feature selection problem called Minimum Feature Set is
a variant of Distinct Vectors where not all pairs of rows have to be distinguished
but only all pairs of rows from two specified subsets. This problem is known to be NP-
complete for binary input data [12]. In addition, Cotta and Moscato [9] investigated the
parameterized complexity of Minimum Feature Set and proved W[2]-completeness
with respect to the number of selected columns even for binary matrices.
Results and Outline Table 1 summarizes our results. We first focus on the case of input
matrices over binary alphabets, that is |Σ| = 2, in Section 3. As our main result, we
completely classify the classical computational complexity of (binary) Distinct Vec-
tors according to the gap between H and h. This yields the following dichotomy:
If H ≤ 2⌈h/2⌉ + 1, then Distinct Vectors is polynomial-time solvable, whereas it is
NP-complete in all other cases. The corresponding NP-completeness proof also implies
W[1]-hardness with respect to the parameter “number t = d− k of columns to discard”.
In Section 4 we consider general alphabets, that is, |Σ| ≥ 2. We prove that, here,
Distinct Vectors is W[2]-hard with respect to the number k of retained columns
if the alphabet size is unbounded. Moreover, Distinct Vectors cannot be solved
in do(k)(nd)O(1) time, unless W[1] = FPT (which is strongly believed not to be the
case [15]). In contrast to these hardness results, we develop polynomial-time data reduc-
tion algorithms and show fixed-parameter tractability by providing superexponential-size
problem kernelizations with respect to the combined parameters (|Σ|, k) and (H, k). We
also exclude polynomial-size problem kernels with respect to the parameter combination
(n, |Σ|, k) based on the hypothesis that NP 6⊆ coNP/poly (which is believed to be true,
since otherwise the polynomial hierarchy collapses to its third level). Finally, as a simple
observation, we also give a linear-time factor-H approximation algorithm.
Our notation is explained in Section 2. Section 5 concludes with some challenges for
future research.
3
2 Preliminaries
Notation For n ∈ N, let [n] := {1, . . . , n}. The set of all size-k subsets of a set X
is denoted by
(X
k
)
. In the following, we consider finite alphabets Σ ⊆ Q+0 . We denote
by S = (sij) ∈ Σ
n×d the matrix with n rows and d columns, where sij ∈ Σ denotes the
entry in the i-th row and the j-th column. We denote the i-th row vector by si and the
j-th column vector by s∗j . For subsets I ⊆ [n] and J ⊆ [d] of row and column indices, we
write S[I, J ] := (sij)(i,j)∈I×J for the |I|×|J | submatrix of S containing only the rows with
indices in I and the columns with indices in J . We use the abbreviation S|J := S[[n], J ]
for the submatrix containing all rows but only the columns in J and we say that the
columns in [d]\J are discarded (or deleted). For a vector x ∈ Σd, we denote by (x)j ∈ Σ
the j-th entry of x. The null vector is denoted by 0 := (0, . . . , 0).
Throughout this work, we assume that arithmetic operations such as additions and
comparisons of numbers can be done in O(1) time (that is, we use the RAM model [27]).
Parameterized Complexity We assume the reader to be familiar with the basic con-
cepts from classical complexity theory, such as NP-hardness and polynomial-time reduc-
tions [20, 27]. The computational complexity of a parameterized problem is measured in
terms of two quantities: one is the input size, the other is the parameter (usually a pos-
itive integer). A parameterized problem L ⊆ Σ∗ × N is called fixed-parameter tractable
with respect to a parameter k if it can be solved in f(k) · |I|O(1) time, where f is a
computable function only depending on k, and |I| is the size of the input instance I. A
problem kernel for a parameterized problem P is a polynomial-time self-reduction, that is,
given an instance (I, k), it outputs another instance (I ′, k′) of P such that |I ′|+k′ ≤ g(k)
for some computable function g depending only on k, and (I, k) is a yes-instance of P
if and only if (I ′, k′) is a yes-instance of P . The function g is called the size of the
problem kernel. If g is a polynomial, then we speak of a polynomial kernel. Existence
of a problem kernel is equivalent to fixed-parameter tractability [10, 15, 16, 26].
A parameterized reduction from a parameterized problem P to another parameterized
problem P ′ is a function that, given an instance (I, k) of P , computes in f(k) · |I|O(1)
time an instance (I ′, k′) (with k′ only depending on k) such that (I, k) is a yes-instance
of P if and only if (I ′, k′) is a yes-instance of P ′. The two basic complexity classes for
showing (presumable) fixed-parameter intractability are called W[1] and W[2]; there is
good complexity-theoretic reason to believe that W[1]-hard and W[2]-hard problems are
not fixed-parameter tractable [10, 15, 16, 26].
3 Binary Matrices and the Range of Differences
Throughout this section, we focus on instances with a binary input alphabet, say, without
loss of generality, Σ = {0, 1}. We analyze the computational complexity with respect to
the range of differences between input data points. To this end, we consider instances
where the Hamming distance of each pair of rows lies within a prespecified range. In
other words, the number of columns in which a given pair of rows differs shall be bounded
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from below and above by some constants α, β ∈ N. We first give the formal definitions
and then completely classify the classical complexity of Distinct Vectors with respect
to the gap between α and β. The NP-complete cases are given in Section 3.1 and the
polynomial cases in Section 3.2. The formal definitions for our setup are the following.
Definition 1 (Weight). For a vector x ∈ {0, 1}d, we denote byWx := {j ∈ [d] | (x)j = 1}
the set of indices where x equals 1 and we call w(x) := |Wx| the weight of x.
Definition 2 (Hamming Distance). For vectors x, y ∈ Σd, let Dxy := {j ∈ [d] | (x)j 6=
(y)j} be the set of indices where x and y differ and let ∆(x, y) := |Dxy| denote the
Hamming distance of x and y.
Note that, for x, y ∈ {0, 1}d, it holds Dxy = (Wx∪Wy)\(Wx∩Wy) and thus ∆(x, y) =
w(x) +w(y)− 2|Wx ∩Wy|. For a Distinct Vectors instance (S ∈ Σ
n×d, k), we define
the parameters minimum pairwise row Hamming distance h := mini6=j∈[n]∆(si, sj) and
maximum pairwise row Hamming distance H := maxi6=j∈[n]∆(si, sj). To conveniently
state our results, let us now define a variant of Distinct Vectors with minimum
pairwise row Hamming distance α and maximum pairwise row Hamming distance β:
Binary (α, β)-Distinct Vectors
Input: A matrix S ∈ {0, 1}n×d with n distinct rows such that α = h ≤ H = β, and
k ∈ N.
Question: Is there a subset K ⊆ [d] of column indices with |K| ≤ k such that all rows
in S|K are still distinct?
Intuitively, if the matrix consists of rows that are all “similar” to each other, one could
hope to be able to solve the instance efficiently since there are at most β columns to
choose from in order to distinguish two rows. The minimum pairwise row Hamming
distance α plays a dual role in the sense that, if α is large, then each pair of rows differs
in many columns, which also could make the instance easily solvable. The following
theorems, however, show that this intuition is somewhat deceptive in the sense that Bi-
nary (α, β)-Distinct Vectors is NP-hard even for small constants α and β. Despite
this intimidating NP-hardness result, we perform a closer inspection of the relation
between the minimum and maximum pairwise row Hamming distance and show that
it is possible to solve some cases in polynomial time for arbitrarily large constants α,
β. These results are obtained by applying combinatorial arguments from extremal set
theory revealing a certain structure of the input matrix if the values of α and β are close
to each other, that is, the range of differences is small. Analyzing this structure, we can
show how to find solutions in polynomial time.
Figure 1 depicts the (non-parameterized) computational complexity landscape for Bi-
nary (α, β)-Distinct Vectors with respect to α and β, indicating the border of
hardness. In the following, we will step by step develop the results exhibited in Figure 1.
3.1 NP-Completeness for Heterogeneous Data
As a starting point, we prove the NP-completeness of the case α = 2, β = 4.
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Figure 1: Overview of the complexity of Binary (α, β)-Distinct Vectors. Gray cells corre-
spond to NP-complete cases, whereas white cells are polynomial-time solvable cases.
Theorem 1. Binary (2, 4)-Distinct Vectors is NP-complete.
Proof. It is easy to check that Distinct Vectors is in NP. To prove NP-hardness, we
give a polynomial-time many-one reduction from a special variant of the Independent
Set problem in graphs, which is defined as follows.
Distance-3 Independent Set
Input: An undirected graph G = (V,E) and k ∈ N.
Question: Is there a subset of vertices I ⊆ V of size at least k such that each pair of
vertices from I has distance at least three?
Here, the distance of two vertices is the number of edges contained in a shortest path
between them. Distance-3 Independent Set is known to be NP-complete by a re-
duction from the NP-complete Induced Matching problem [5].
Our reduction works as follows: Let (G = (V,E), k) with |V | = n and |E| = m be
an instance of Distance-3 Independent Set and let Z ∈ {0, 1}m×n be the incidence
matrix of G with rows corresponding to edges and columns to vertices, that is, zij =
1 means that the i-th edge contains the j-th vertex. We assume that G contains no
isolated vertices since they are always contained in a maximum distance-3 independent
set and can thus be removed. We further assume that G contains at least four edges
of which at least two are disjoint. Otherwise, G is either of constant size or a star, for
which a maximum distance-3 independent set consists of only a single vertex. Hence, we
can solve these cases in polynomial time and return a trivial yes- or no-instance.
The matrix S ∈ {0, 1}(m+1)×n of the Binary (2, 4)-Distinct Vectors instance (S, k′)
is defined as follows: si := zi for all i ∈ [m] and sm+1 := 0. The desired solution size is
set to k′ := n−k. Notice that each row in Z contains exactly two 1’s and no two rows are
equal since G contains no multiple edges. Moreover, by assumption, there exists a pair
of rows with Hamming distance four since G contains a pair of disjoint edges. Since S
contains the null vector as a row, it follows that h = 2 and H = 4. The instance (S, k′)
can be computed in O(nm) time.
The correctness of the reduction is due to the following argument. The instance (G, k)
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is a yes-instance if and only if there is a set I ⊆ V of size exactly k such that every edge
in G has at least one endpoint in V \ I and no vertex in V \ I has two neighbors in I.
In other words, the latter condition says that no two edges with an endpoint in I share
the same endpoint in V \ I. Equivalently, for the subset K of columns corresponding to
the vertices in V \ I, it holds that all rows in S[[m],K] contain at least one 1 and no
two rows contain only a single 1 in the same column. This is true if and only if K is
a solution for (S, k′) because sm+1 equals the null vector and thus two rows in S|K can
only be identical if either they consist of 0’s only or contain only a single 1 in the same
column. Furthermore, |K| = |V \ I| = n− k = k′.
We remark that from a W[1]-hardness result for Induced Matching parameterized
by the number of vertices in the induced subgraph [25], we can infer W[1]-hardness for
Distance-3 Independent Set with respect to the solution size k. Since the proof of
Theorem 1 actually provides a parameterized reduction from Distance-3 Independent
Set parameterized by k to Distinct Vectors parameterized by the number of columns
to discard (which is d−k′ = n−(n−k) = k in the above reduction), we have the following:
Corollary 2. Binary (2, 4)-Distinct Vectors is W[1]-hard with respect to the num-
ber t := d− k of discarded columns.
Note, however, that the reduction in the proof of Theorem 1 is not a parameterized
reduction with respect to the number k′ = n − k of retained columns since k′ does
not solely depend on k but also on the number n of vertices. Hence, we cannot infer
W[1]-hardness with respect to k′. In fact, we will show in Section 4 that Distinct Vec-
tors allows a problem kernel with respect to the number of retained columns for binary
alphabets.
We will now give polynomial-time reductions from Binary (2, 4)-Distinct Vectors
to certain other cases of Binary (α, β)-Distinct Vectors with different bounds on the
minimum and maximum Hamming distance. Using Theorem 1 as an anchor point, we
can then derive all remaining NP-completeness results in Figure 1. The reductions will
mainly build on some padding arguments, that is, starting from a given input matrix, we
expand it by adding new columns and rows such that we achieve the desired constraints
on the Hamming distances without changing the actual answer to the original instance.
To start with, we define a type of column vectors which can be used for padding an input
matrix without changing the answer to the original instance, that is, such “padding
columns” are not contained in an optimal solution. Informally, a column j is inessential
if all rows could still be distinguished by the same number of columns without selecting j.
The formal definition is the following.
Definition 3. For a matrix S ∈ Σn×d, a column j ∈ [d] is called inessential if the
following two conditions are fulfilled:
(1) There exists a row i ∈ [n] such that column j exactly distinguishes row i from all
other rows, that is, sij 6= slj and slj = sl′j holds for all l, l
′ ∈ [n] \ {i}.
(2) All rows in S|[d]\{j} are still distinct.
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Note that for binary matrices, Condition (1) of Definition 3 can only be fulfilled by
column vectors that contain either a single 1 or a single 0, that is, the column vectors
of weight 1 or n− 1.
Next, we show that, for any inessential column in a given input matrix, we can assume
that this column is not contained in a solution for the Distinct Vectors instance.
Lemma 3. Let (S ∈ {0, 1}n×d, k) be a Distinct Vectors instance with an inessential
column j ∈ [d]. It holds that (S, k) is a yes-instance if and only if (S|[d]\{j}, k) is a
yes-instance.
Proof. It is clear that the “if” part of the statement holds; let us consider the “only
if” part. To this end, assume that there is a solution set K ⊆ [d] of columns for (S, k)
with j ∈ K. Since column j exactly distinguishes row i from all other rows and no other
pair of rows, it follows that K ′ := K \ {j} is a solution for (S[[n] \ {i}, [d] \ {j}], k − 1).
But then, there also exists a solution K ′′ ⊆ [d] \ {j} for (S[[n], [d] \ {j}], k). This is true
because row i equals at most one other row l in S[[n],K ′] since all rows in S[[n]\{i},K ′ ]
are distinct. Row i can thus be distinguished from row l by a column j′ ∈ [d] \ {j}
with sij′ 6= slj′ , which exists because column j is inessential, and thus, by definition, all
rows in S[[n], [d] \ {j}] are distinct. Hence, K ′′ := K ′ ∪ {j′} is a solution for (S, k).
Note that, due to Lemma 3, adding inessential columns to a given input matrix yields
an equivalent Distinct Vectors instance. Hence, for the binary case, any construction
that only adds column vectors which either contain a single 1 or a single 0 to the input
matrix yields an equivalent instance since these columns are clearly inessential. Following
this basic idea, the proof of the following theorem shows which Hamming distances can
be generated from a given input matrix by adding inessential columns.
Theorem 4. Binary (α, β)-Distinct Vectors is NP-complete for all
• β ≥ α+ 2 if α is even, and
• β ≥ α+ 3 if α is odd.
Proof. In the following, we give polynomial-time many-one reductions from Binary
(2, 4)-Distinct Vectors. To this end, let (S ∈ {0, 1}n×d, k) be the Binary (2, 4)-Dis-
tinct Vectors instance as constructed in the proof of Theorem 1. Recall that this
matrix S contains the null row vector, say sn = 0, and all other rows have weight two,
w(si) = 2 for all i ∈ [n − 1]. Moreover, there exists a pair of rows with Hamming
distance four. Assume, without loss of generality, that the first two rows s1 and s2 have
Hamming distance ∆(s1, s2) = 4. Figure 2a depicts an example of such a matrix. In
the following, let Dj = Ds∗j ⊆ [n] denote the set of row indices where column vector s∗j
equals 1. Further, for i ∈ N and I ⊆ [i], let 1iI ∈ {0, 1}
i denote the size-i vector that has
1-entries at all indices in I and 0-entries elsewhere.
We prove the theorem in two steps: First, the case α = 1, β = 4 + b for some b ≥ 0,
and second, the case α = 2 + a, β = 4 + 2⌈a/2⌉ + b for some a, b ≥ 0. Note that these
two cases together yield the statement of the theorem.
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1 1
1 1
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1 1
(a) Original matrix.
1 1
1 1
1 1
1 1
1 1 1
1
(b) Case 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1
1
1
1
1 1 1
(c) Case 2
Figure 2: Example of the construction for α = 3, β = 3.
Case 1 (α = 1, β = 4 + b, b ≥ 0). We define the instance (S′, k′) as follows: The
column vectors of the matrix S′ ∈ {0, 1}(n+1)×(d+b+1) are
s′∗j :=

1n+1Dj , j ∈ {1, . . . , d},
1n+1{1} , j ∈ {d+ 1, . . . , d+ b},
1n+1{n+1}, j = d+ b+ 1.
We set k′ := k + 1. An example of the constructed instance is shown in Figure 2b. It
is not hard to check that the rows of S′ indeed fulfill the constraints on the Hamming
distances:
h′ := min
i6=j∈[n+1]
∆(si, sj) = ∆(s
′
n, s
′
n+1) = 1,
H ′ := max
i6=j∈[n+1]
∆(si, sj) = ∆(s
′
1, s
′
2) = ∆(s1, s2) + b = 4 + b.
As regards correctness, observe first that any solution contains the column index d+b+1
because the row vectors s′n and s
′
n+1 only differ in this column. Since this column also
distinguishes row sn+1 from all other rows and no other pair of rows in S
′, it follows that
(S′, k′) is a yes-instance if and only if (S′|[d+b], k) is a yes-instance. Due to Lemma 3, this
is the case if and only if (S, k) is a yes-instance.
Case 2 (α = 2 + a, β = 4 + 2⌈a/2⌉ + b, a, b ≥ 0). We define the instance (S′, k′)
as follows: Starting with S′ := S, we add ⌈a/2⌉ copies of the column vector 1n{i} for
each i ∈ [n − 1] to S′. Moreover, we add ⌊a/2⌋ copies of the column vector 1n[n−1] to S
′.
Finally, we add b copies of the column vector 1n{1} to S
′ and set k′ = k. Figure 2c shows
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an example of the construction. Indeed, we have the following Hamming distances:
∆(s′n, s
′
1) = 2 + a+ b,
∆(s′n, s
′
j) = 2 + a,
∆(s′1, s
′
j) = ∆(s1, sj) + 2⌈a/2⌉ + b,
∆(s′j, s
′
j′) = ∆(sj, sj′) + 2⌈a/2⌉,
for all j, j′ ∈ {2, . . . , n − 1}, j 6= j′. Thus, it holds h′ = 2 + a and H ′ = 4 + 2⌈a/2⌉ + b.
Since all row vectors in S are distinct and since we only added columns which distinguish
exactly one row from all others, the correctness follows due to Lemma 3.
Theorem 4 yields the NP-completeness of Binary (α, β)-Distinct Vectors for
all β ≥ α + 2 (for even α) and β ≥ α + 3 (for odd α), that is, for a given instance
with fixed minimum pairwise row Hamming distance α, it is possible to increase the
maximum pairwise row Hamming distance β arbitrarily without changing the answer to
the instance. On the contrary, however, it seems impossible to construct an equivalent
instance where only the minimum pairwise row Hamming distance is increased. Indeed,
in the following, we show polynomial-time solvability for the case α ≥ 2⌊β/2⌋ − 1.
3.2 Polynomial-Time Solvability for Homogeneous Data
The polynomial-time algorithm for homogeneous is based on the observation that, for
small differences between the values of minimum and maximum pairwise row Hamming
distance, the input matrix is either highly structured or bounded in size by a constant
depending only on the maximum pairwise row Hamming distance. This structure in
turn guarantees that the instance is easily solvable. Before proving the theorem, we
start with some basic results.
First, we show that there is a linear-time preprocessing of a given input matrix such
that the resulting matrix contains the null vector as a row and no two column vectors
are identical.
Lemma 5. For a given Distinct Vectors instance I = (S ∈ {0, 1}n×d, k) one
can compute in O(nd) time an equivalent Distinct Vectors instance I ′ := (S′ ∈
{0, 1}n×d
′
, k) such that S′ contains the null vector 0 ∈ {0}d
′
as a row, the number d′
of columns of S′ is at most d, and no two column vectors of S′ are identical (imply-
ing d′ ≤ 2n).
Proof. From an instance I = (S, k), we compute S′ as follows: First, in order to have
the null vector 0 as a row, we consider an arbitrary row vector, say s1, and iterate over
all columns j. If s1j = 1, then we exchange all 1’s and 0’s in column j. Then, we sort
the columns of S lexicographically in O(nd) time (using radix sort). We iterate over
all columns again and check for any two successive column vectors whether they are
identical and, if so, remove one of them. This ensures that all remaining column vectors
are different, which implies that there are at most 2n. Thus, in O(nd) time, we end
up with a matrix S′ containing at most 2n columns, where s′1 = 0. Clearly, reordering
10
1 2 3 4 5 6 7
1
1 1
1
1
1
1
1
1
1 1
W1 = {{3}}
W2 = {{1, 5}, {6, 7}}
W3 = {{1, 4, 7}, {2, 4, 5}}
Figure 3: An example of a binary matrix (left) containing rows of weight one, two, and three.
The corresponding row systems are written on the right.
columns, removing identical columns, as well as exchanging 1’s and 0’s in a column does
not change the answer to the original instance.
We henceforth assume all input instances to be already preprocessed according to
Lemma 5. In fact, we can extend Lemma 5 by removing also inessential columns (recall
Definition 3), that is, we can use the following data reduction rule.
Reduction Rule 1. Let (S, k) be a Distinct Vectors instance. If S contains an
inessential column, then delete this column from S.
Lemma 3 guarantees the correctness2 of Reduction Rule 1. Exhaustive application
of Reduction Rule 1 can be done as follows: First, we determine in O(nd) time which
columns fulfill Condition (1) of Definition 3. Recall that these are exactly the weight-1
and weight-(n−1) columns of which there can be at most min{n, d} after the preprocess-
ing according to Lemma 5. For each of these candidate columns j, we check in O(nd)
time whether Condition (2) also holds, that is, whether all row vectors are still distinct
without column j, by lexicographically sorting the rows of the matrix without column j.
The overall running time is thus in O(min{n, d} · nd).
We now turn towards proving polynomial-time solvability of Binary (α, β)-Distinct
Vectors for α ≥ 2⌊β/2⌋ − 1. The proof uses some results from extremal combinatorics
concerning certain set systems. We refer the reader to the book by Jukna [23, Chapter 6]
for an introduction into this topic. To start with, we introduce the necessary concepts
and notation. Recall Definition 1, where we defined the set Wsi of column indices where
row i equals 1. In the following, for a given input matrix S and a given set of row
indices I, we will consider the column system of I, that is, the system containing the
sets Wsi of column indices of all row vectors with indices in I.
Definition 4. For a matrix S ∈ {0, 1}n×d and a subset I ⊆ [n] of row indices, letW(I) :=
{Wsi | i ∈ I} denote the column system of I containing the sets Wsi of column indices
for all rows in I. For ω ∈ [d], let Iω := {i ∈ [n] | w(si) = ω} be the set of indices of the
weight-ω rows and let Wω :=W(Iω) be the column system of the weight-ω rows.
Figure 3 illustrates Definition 4. Note that in order to distinguish all rows of weight ω
from each other, we only have to consider those columns which appear in some of the
sets contained in the column system Wω since the weight-ω rows only differ in these
2A reduction rule is correct if it transforms yes-instances and only yes-instances into yes-instances.
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columns. Thus, in order to find subsolutions for the weight-ω rows, the structure of Wω,
especially the pairwise intersections of the contained sets, will be very important for
us. Therefore, we make use of two general combinatorial concepts of set systems [23],
the first of which defines a system of sets that pairwise intersect in the same number
of elements, whereas the second concept describes the even stronger condition that all
pairwise intersections contain the same elements.
Definition 5 (Weak ∆-system). A family F = {S1, . . . , Sm} of m different sets is called
a weak ∆-system if there is some λ ∈ N such that |Si ∩ Sj| = λ for all i 6= j ∈ [m].
Definition 6 (Strong ∆-system). A strong ∆-system (or sunflower) is a weak ∆-
system {S1, . . . , Sm} such that Si ∩Sj = C for all i 6= j ∈ [m] and some set C called the
core. The sets S˜i := Si \ C are called petals.
As a first case, the following lemma illustrates the merit of the above definitions
showing that any Distinct Vectors instance can easily be solved if the underlying
column system of all non-zero-weight rows forms a sunflower.
Lemma 6. Let I := (S ∈ {0, 1}n×d, k) be a Distinct Vectors instance such thatW :=⋃
ω≥1Wω forms a sunflower (note that W0 = ∅ 6∈ W). Then, I is a yes-instance if and
only if k ≥ |W|. Moreover, any solution intersects at least all but one of the petals of W.
Proof. Recall that we assume the instance I to be already preprocessed according to
Lemma 5. Hence, we can assume without loss of generality, that in S, sn = 0 and no
two column vectors are equal; assume further that W = {Ws1 , . . . ,Wsn−1} is a sunflower
with core C. An example is depicted in Figure 4.
Recall that any solution K fulfillsK∩Dij 6= ∅ for all i 6= j ∈ [n], whereDij is the set of
column indices in which the row vectors si and sj differ. Assume towards a contradiction
that K ⊆ [d] with |K| < n − 1 is a solution. If K ∩ C = ∅, then K only intersects the
petals. Since the petals are pairwise disjoint, it follows that there exists an i ∈ [n − 1]
such that K ∩Wi = K ∩Din = ∅, which shows that K cannot be solution. If K ∩C 6= ∅,
then K intersects at most n−3 of the n−1 petals in W. Hence, there exist i, j ∈ [n−1]
with i 6= j such that K ∩ (W˜i ∪ W˜j) = K ∩Dij = ∅. Hence, K cannot be a solution. It
remains to show that there is always a solution of size |W| = n− 1. To this end, let K
contain an arbitrary element from each non-empty petal and, if there is an empty petal,
also an arbitrary element from the core C. Clearly, K is a solution of size n− 1.
According to Lemma 6, identifying sunflower structures in a given input instance
significantly simplifies our problem since they have easy solutions. To this end, the
following result by Deza [13] will serve as an important tool since it describes conditions
under which a weak ∆-system actually becomes a strong one, that is, a sunflower (see
also Jukna [23, Chapter 6, Theorem 6.2]).
Lemma 7 (Deza [13, Theorem 2]). Let F be an s-uniform weak ∆-system, that is, each
set contains s elements. If |F| ≥ s2 − s+ 2, then F is a sunflower.
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1 2 3 4 5 6 7 8 9 10
1 1
1 1
1 1
1 1
1 1
1 1
1
1
1
1 1
1
1
1
Figure 4: Example of a matrix where the set system D forms a sunflower with core C = {1, 2}
consisting of the first two columns. The six petals from top to bottom are {4, 9}, {7}, {3, 10},
{6, 8}, {5} and ∅. Framed by thick lines is a set of columns that distinguish all rows.
The basic scheme for proving polynomial-time solvability of Binary (α, β)-Distinct
Vectors for α ≤ β < 2⌈α/2⌉ + 2 is the following: The bounds on the minimum
and maximum pairwise row Hamming distances imply that the column systems Wx
for x = α, . . . , β form x-uniform weak ∆-systems. Using Lemma 7, we then conclude
that either the size of the instance is bounded by a constant depending on β only, or
that the Wx form sunflowers, which we can handle according to Lemma 6.
As a final prerequisite, we prove the following easy but helpful lemma, concerning the
intersection of sets with sunflowers.
Lemma 8. Let λ ∈ N, let F be a sunflower with core C and let X be a set such
that |X ∩ S| ≥ λ for all S ∈ F . If |F| > |X|, then λ ≤ |C| and |X ∩C| ≥ λ.
Proof. Assume towards a contradiction that |X ∩C| < λ. Then X would intersect each
of the |F| > |X| pairwise disjoint petals of F , which is not possible.
We are now ready to prove the following theorem.
Theorem 9. Binary (α, β)-Distinct Vectors is solvable
1.) in O(min{n, d} · nd) time if β ≤ α+ 1, and
2.) in O(n3d) time if α is odd and β = α+ 2.
We prove both statements of Theorem 9 separately. As mentioned, the basic structures
of both proofs are similar: We first partition the column system into uniform weak ∆-
systems. Then, we consider each of the cases of which of the systems are sunflowers or
of bounded size. Then, we leverage the preprocessing (Lemma 5 and Reduction Rule 1)
and our knowledge of solutions for sunflowers (Lemma 6) to show that only a small
number of possible solutions are left. That is, the instances are essentially solved by the
preprocessing routines and we can try out all remaining solutions to solve the instances
in polynomial time. Showing that the remaining possible solutions are few seems more
difficult for Statement (2.); thus, the proof of Statement (1.) can be seen as a “warm-up”.
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Proof (Theorem 9, Statement (1.)). In the following, let I := (S ∈ {0, 1}n×d, k) be
an instance of Binary (α, β)-Distinct Vectors for α ≤ β ≤ α + 1. Recall that
we assume I to be already preprocessed according to Lemma 5 and Reduction Rule 1
in O(min{n, d} ·nd) time, that is, S contains the null row vector, say sn = 0, no two col-
umn vectors are equal, which implies d ≤ 2n, and there are no inessential columns. We
write Wi :=Wsi = {j ∈ [d] | sij = 1} for the set of column indices j where row vector si
equals 1, and we define Wij := Wi ∩Wj. For ω ∈ [d], let Iω := {i ∈ [n] | w(si) = ω}
denote the set of indices of the weight-ω rows and let nω := |Iω|. For ease of presentation,
we sometimes identify columns or rows and their corresponding indices.
For all i ∈ [n− 1], we have
∆(si, sn) = ∆(si,0) = w(si) ∈ {α,α + 1}.
Since also ∆(si, sj) = w(si) + w(sj) − 2|Wij | ∈ {α,α + 1} for all i 6= j ∈ [n − 1], the
following properties can be derived:
∀i, j ∈ Iα, i 6= j : |Wij| = ⌊α/2⌋, (1)
∀i, j ∈ Iα+1, i 6= j : |Wij| = ⌈(α+ 1)/2⌉, and (2)
∀i ∈ Iα, j ∈ Iα+1 : |Wij| = ⌊(α+ 1)/2⌋. (3)
For example, let us prove Property (1). If i, j ∈ Iα, then 2α − 2|Wij | ∈ {α,α + 1}. If α
is even, then, since |Wij | is an integer, 2α − 2|Wij | = α. Thus, |Wij| = α/2 = ⌊α/2⌋. If
α is odd, then 2α− 2|Wij | = α+ 1 and, hence, |Wij | = (α− 1)/2 = ⌊α/2⌋. This proves
Property (1). The proofs for the remaining properties are analogous.
Property (1) implies that Wα := {Wi | i ∈ Iα} is an α-uniform weak ∆-system and
Property (2) implies thatWα+1 := {Wi | i ∈ Iα+1} is an (α+1)-uniform weak ∆-system.
Let c := (α + 1)2 − (α + 1) + 2. We can assume that max{nα, nα+1} ≥ c because
otherwise n ≤ 2c is of constant size, and thus also d ≤ 2n is of constant size (recall
that we assume I to be preprocessed according to Lemma 5), which implies that I is
constant-time solvable.
First, consider the case that nα+1 ≥ c. Then, by Lemma 7, it follows that Wα+1 is a
sunflower with a core C of size ⌈(α+1)/2⌉ and petals W˜i, i ∈ Iα+1, of size α+1−|C| ≥ 1.
For each i ∈ Iα+1 and each j ∈ Iα, it follows by Property (3) and Lemma 8 thatWij ⊆ C,
that is W˜i ∩Wj = ∅. Hence, for x ∈ W˜i, the column vector s∗x contains exactly one 1
(namely in the i-th row), that is, s∗x = 1
n
{i}. Thus, column x exactly distinguishes row i
from all other rows. For α ≥ 2, each pair of rows differs in at least two columns. Thus,
all rows in S|[d]\{x} are still distinct and column x is in fact inessential, which yields a
contradiction. Hence, we can assume that α = 1. Since, then, for all i ∈ I1 and j ∈ I2
we have Wij =Wi = C, it follows that n1 = 1. See Figure 5a for an illustrating example.
The only possible solution is thus K =
⋃
i∈[n−1]Wi = [d].
If nα+1 < c, then nα ≥ c holds and Lemma 7 implies that Wα is a sunflower with
a core C of size |C| = ⌊α/2⌋. If (α + 1) is even, then we have ⌊(α + 1)/2⌋ > |C|,
and thus, by Property (3) and Lemma 8, it follows nα+1 = 0 (see Figure 5b). Now, by
Lemma 6, I is a yes-instance if and only if k ≥ nα. If α is even, then |C| = ⌊(α+ 1)/2⌋,
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Figure 5: Examples of two possible instances for the case α = 1, β = 2.
and thus, Property (3) and Lemma 8 imply that Wij = C for all i ∈ Iα, j ∈ Iα+1. Note
that s∗x = 1
n
[n−1] for all x ∈ C, that is, column x exactly distinguishes row n from all
others. Since α is even, hence α ≥ 2, it follows that column x is inessential, which again
yields a contradiction.
Next, we show that Binary (α, β)-Distinct Vectors is solvable in O(n3d) time if
α is odd and β = α+ 2. We use the same notation as in the proof of Statement (1.).
Proof (Theorem 9, Statement (2.)). Since ∆(si, sj) = w(si) + w(sj) − 2|Wij | ∈ {α,α +
1, α + 2} holds for all i 6= j ∈ [n], it follows that ∆(si, sn) = w(si) ∈ {α,α + 1, α + 2}
holds for all i ∈ [n− 1]. By plugging in the respective values for w(si) and w(sj) in the
above formula for ∆(si, sj), the following properties can be derived (in an analogous way
as for Properties (1) to (3) in the proof of Statement (1)):
∀i, j ∈ Iα, i 6= j : |Wij | = ⌊α/2⌋, (1)
∀i ∈ Iα, j ∈ Iα+1 : |Wij | ∈ {⌊α/2⌋, ⌈α/2⌉}, (2)
∀i ∈ Iα, j ∈ Iα+2 : |Wij | = ⌈α/2⌉, (3)
∀i, j ∈ Iα+1, i 6= j : |Wij | = ⌈α/2⌉, (4)
∀i ∈ Iα+1, j ∈ Iα+2 : |Wij | ∈ {⌈α/2⌉, ⌈α/2⌉ + 1}, (5)
∀i, j ∈ Iα+2, i 6= j : |Wij | = ⌈α/2⌉ + 1. (6)
Properties (1), (4), and (6) imply that Wα, Wα+1, and Wα+2 are α-, (α + 1)-, and
(α + 2)-uniform weak ∆-systems, respectively.
In the following, we denote by Uω :=
⋃
i∈Iω Wi the index set of the columns where at
least one weight-ω row vector equals 1. Let c := (α + 2)2 − (α + 2) + 2. For each x ∈
{α,α + 1, α + 2}, we either have nx < c or nx ≥ c. Overall, this gives eight possible
cases, each of which we now show how to solve:
Case I (nα < c, nα+1 < c, nα+2 < c). In this case, the number of rows in S is
upper-bounded by a constant depending on α, and thus, I is of overall constant size.
Case II (nα ≥ c, nα+1 < c, nα+2 < c). Due to Lemma 7, family Wα forms a
sunflower. Let C with |C| = ⌊α/2⌋ be the core ofWα. For α = 1, clearly, any solution K
contains all column indices from U1 in order to distinguish the weight-1 rows from the
null vector. Since |U2 ∪ U3| ≤ 2n2 + 3n3 is upper-bounded by a constant, the number
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of possible subsets K ′ ⊆ U2 ∪ U3 is also upper-bounded by a constant. Thus, we only
have to check a constant number of choices K = U1 ∪ K
′. For α ≥ 3, the size of a
petal W˜i, i ∈ Iα, is |W˜i| = |Wi| − |C| = α − ⌊α/2⌋ = ⌈α/2⌉ ≥ 2. Since the petals
are pairwise disjoint, it follows that, for each petal W˜i, there exists a j ∈ Iα+1 ∪ Iα+2
such that W˜i ∩Wj 6= ∅: Otherwise, the column vectors corresponding to the indices in
a petal W˜i are all equal to 1
n
{i}, that is, at least one of them is inessential, which is a
contradiction. Since |Uα+1∪Uα+2| is upper-bounded by a constant depending on α, also
the number nα of petals in Wα is upper-bounded by a constant, which yields an overall
constant size of I.
Case III (nα < c, nα+1 ≥ c, nα+2 < c). By Property (4) and Lemma 7, family Wα+1
forms a sunflower with a core C of size |C| = ⌈α/2⌉. The size of each petal W˜i, i ∈ Iα+1,
is thus |W˜i| = ⌈α/2⌉. Hence, for α ≥ 3, the same arguments as in Case (II) hold.
For α = 1, any solution K can be written as K = C ′ ∪ U1 ∪ K2 ∪ K3, where C
′ ⊆ C,
K2 ⊆ U2 \ C and K3 ⊆ U3. Note that |C| and |U3| are upper-bounded by a constant.
Hence, the number of different subsets C ′ and K3 is also a constant. Since |W˜i| = 1
holds for all i ∈ I2, we have |U2 \C| = n2. From Lemma 6, it follows that |K2| ≥ n2− 1.
The overall number of possible choices for K2, and thus for K, is in O(n).
Case IV (nα < c, nα+1 < c, nα+2 ≥ c). By Lemma 7, family Wα+2 forms a sunflower
with core C of size |C| = ⌈α/2⌉ + 1. The size of each petal W˜i, i ∈ Iα+2, is thus |W˜i| =
⌈α/2⌉. Hence, for α ≥ 3, the same arguments as in Case (II) hold. For α = 1, any
solution K can be written as K = C ′ ∪U1∪K2∪K3, where C
′ ⊆ C, K2 ⊆ U2 and K3 ⊆
U3 \ C. Note that |C| and |U2| are upper-bounded by a constant. Hence, the number
of different subsets C ′ and K2 is also a constant. Lemma 6 implies that |K3| ≥ n3 − 1.
Since |U3 \ C| = n3, this yields an overall number of O(n) possible choices for K.
Case V (nα ≥ c, nα+1 ≥ c, nα+2 < c). Due to Lemma 7, family Wα forms a
sunflower with a core C of size |C| = ⌊α/2⌋ and Wα+1 forms a sunflower with core C
′
of size |C ′| = ⌈α/2⌉. First, note that Property (3) implies |Wij | = ⌈α/2⌉ > |C| for
all i ∈ Iα, j ∈ Iα+2, which is not possible due to Lemma 8. Thus, it follows nα+2 = 0.
Moreover, since Property (2) implies |Wij | ≥ |C| for all i ∈ Iα and j ∈ Iα+1, Lemma 8
yields C ⊆ Wij , and thus C ⊂ C
′. Hence, all column vectors in C equal 1n[n−1], which
yields a contradiction for α ≥ 3 because the columns in C are then inessential. For α = 1,
any solution K can be written as K = C ′′ ∪ U1 ∪K2, where C
′′ ⊆ C ′ and K2 ⊆ U2. By
Lemma 6, we know that |K2| ≥ n2− 1. Since |C
′| = 1 and |U2 \C
′| = n2, there are O(n)
possible choices for K.
Case VI (nα ≥ c, nα+1 < c, nα+2 ≥ c). This case is not possible since we showed in
Case V that nα ≥ c implies nα+2 = 0.
Case VII (nα ≥ c, nα+1 ≥ c, nα+2 ≥ c). This case is also not possible, see Case V.
Case VIII (nα < c, nα+1 ≥ c, nα+2 ≥ c). From Lemma 7 and Properties (4) and (6),
respectively, it follows that Wα+1 forms a sunflower with a core C of size |C| = ⌈α/2⌉
and Wα+2 forms a sunflower with core C
′ of size |C ′| = ⌈α/2⌉ + 1. Moreover, as in
Case V), Property (5) and Lemma 8 imply C ⊂ C ′.
If α = 1, then any solution can be written as K = U1 ∪C
′′ ∪K2 ∪K3, where C
′′ ⊆ C ′,
K2 ⊆ U2 \C and K3 ⊆ U3 \C
′. Since |C ′| = ⌈α/2⌉+1, |U2 \C| = n2, |U3 \C
′| = n3, and,
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Figure 6: An instance for the case α = 3, β = 5 (left). The submatrix framed by the thick
rectangle defines a bipartite graph (right). An optimal solution is highlighted in gray. Note that
the columns in the solution correspond to a matching in the bipartite graph that saturates I4,
represented by the thick lines.
by Lemma 6, |K2| ≥ n2 − 1 and |K3| ≥ n3 − 1, it follows that there are O(n
2) possible
choices for K.
For α ≥ 3, we show that the matrix S—recall that it is reduced with respect to
Reduction Rule 1—has a specific structure, depicted in Figure 6. Namely, we claim that
(a) if Wij \ C
′ 6= ∅ for i 6= j, then i ∈ Iα+1 and j ∈ Iα ∪ Iα+2, and
(b) the unique column vector s∗z with z ∈ C \ C
′ equals 1nIα∪Iα+2.
Claim (a) implies that each column in [d] \ C ′ contains at most two 1’s (naturally, any
column contains at least one 1). We will see that all columns in [d]\C ′ contain exactly two
1’s and, hence, that they define the edges of a bipartite graph with the two partite vertex
sets Iα+1 and Iα ∪ Iα+2. We find a matching that saturates Iα+1 in this bipartite graph
and show that the columns corresponding to the matching edges along with column z
are an optimal solution.
To show Claim (a), observe that, if i 6= j ∈ Iα+2, then Wij \ C
′ = ∅ as Wα+2 is a
sunflower with core C ′. Likewise, if i 6= j ∈ Iα+1, then Wij \ C
′ = ∅ because Wα+1 is
a sunflower with core C and C ⊂ C ′. It hence suffices to show that Wij \ C
′ = ∅ in
the case that either both i, j ∈ Iα or i ∈ Iα and j ∈ Iα+2. To see the latter, note that
Property (3) and Lemma 8 imply |Wi ∩ C
′| = ⌈α/2⌉ = |C ′| − 1, for all i ∈ Iα, that is,
we even have Wij ⊂ C
′ for all i ∈ Iα, j ∈ Iα+2. Now, it only remains to show Wij ⊆ C
′
for i, j ∈ Iα, i 6= j. We derived above that |Wi ∩ C
′| = |Wj ∩ C
′| = ⌈α/2⌉ = |C ′| − 1.
Thus, |(Wi ∩ C
′) ∩ (Wj ∩ C
′)| = |Wij ∩ C
′| ≥ |C ′| − 2 = ⌊α/2⌋. By Property (1),
|Wij | ≤ ⌊α/2⌋, which implies Wij ⊆ C
′. Hence, Wij \ C
′ = ∅, completing the proof of
Claim (a).
Let us next prove Claim (b), that is, s∗z = 1
n
Iα∪Iα+2
where z is the unique column
in C \ C ′. Assume the contrary, that is, either a row in Iα has a 0 at entry z or a
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row in Iα+1 has a 1 at entry z. Let us first show that siz = 0, that is, z 6∈ Wi is
impossible for a row i ∈ Iα. Using |Wi ∩ C
′| = |C ′| − 1, it follows that C ⊂ Wi. Then,
for all j ∈ Iα+1 ∪ Iα+2, it holds Wij \ C = ∅ since otherwise either Property (2) or
Property (3) is violated. Let us show thatWij \C = ∅ also for all j 6= i ∈ Iα. Recall that
Wij \ C
′ = ∅, as shown above. By assumption z 6∈Wij, yielding Wij \ C =Wij \C
′ = ∅.
But then, the columns in Wi \C equal 1
n
{i}. Note that |Wi \C| ≥ α− ⌊α/2⌋ ≥ 2 (recall
that α ≥ 3). Hence, there is at least one inessential column, a contradiction. By the
same arguments (using Properties (4) and (5)), we can infer that there is no i ∈ Iα+1
such that z ∈ Wi, that is, C
′ ⊂ Wi. Hence, for z ∈ C
′ \ C, it holds s∗z = 1
n
Iα∪Iα+2
,
proving Claim (b). Note that column z distinguishes all rows in Iα+1 from all rows
in Iα ∪ Iα+2.
To finish the proof of Case VIII, we need one more observation about the rows in Iα,
namely that nα = ⌈α/2⌉. Assume the contrary, that is, since we have |Wi ∩ C
′| =
|C ′| − 1 = |C| = ⌈α/2⌉ and z ∈Wi for all i ∈ Iα, there exists an x ∈ C such that x ∈Wi
for all i ∈ Iα. Then, s∗x = 1
n
[n−1] and thus, column x is inessential, which is not
possible. Hence, for each x ∈ C, there exists an i ∈ Iα such that x 6∈ Wi. Since x ∈ C
′
and |Wi ∩ C
′| = |C ′| − 1 it follows that Wi ∩ C
′ = C ′ \ {x}. Therefore, we have nα =
|C| = ⌈α/2⌉.
We now derive a solution from the abovementioned bipartite graph. Consider the
columns in [d]\C ′. Clearly, if one of these columns contains only one 1, then this column
is inessential, which yields a contradiction. Thus, each column contains at least two 1’s.
Using Claim (a), each of the columns also has at most two 1’s. Also, after preprocessing,
no two columns are equal. Thus, the submatrix S[[n− 1], [d] \C ′] (framed by thick lines
in Figure 6) is the incidence matrix of a bipartite graph G, where the rows correspond
to the vertices (partitioned into Iα+1 and Iα ∪ Iα+2) and the columns define the edges.
Moreover, each vertex i ∈ Iα+2 has degree |Wi \ C
′| = ⌈α/2⌉, since s∗z = 1
n
Iα∪Iα+2
also
each vertex i ∈ Iα+1 has degree ⌈α/2⌉, and, since each row i ∈ Iα has |Wi ∩C
′| = ⌈α/2⌉
(as derived above), each vertex i ∈ Iα has degree |Wi \ C
′| = ⌊α/2⌋ in G. We can now
use Hall’s theorem [2], to show that there exists a matching in G that saturates Iα+1,
that is, a subset M ⊆ [d] \ C ′ of nα+1 columns such that |Wi ∩M | = 1 for all i ∈ Iα+1
and |Wi ∩M | ≤ 1 for all i ∈ Iα ∪ Iα+2.
3 Indeed, taking any subset T ⊆ Iα+1 of vertices,
consider the set NG(T ) ⊆ Iα ∪ Iα+2 of neighbors of T . Since the vertices in NG(T ) have
at most the degree of any vertex in T , we have |NG(T )| ≥ |T |. Hence, the precondition
of Hall’s theorem is satisfied. Thus, M exists as claimed.
We now claim that K := M ∪ {z} with |K| = nα+1 + 1 is an optimal solution
(highlighted in gray in Figure 6). First, regardingK being a solution, since G is bipartite,
we have nα+2⌈α/2⌉ + nα⌊α/2⌋ = nα+1⌈α/2⌉. From this, we can infer nα+1 = nα+2 +
⌊α/2⌋ = |Iα∪Iα+2|−1. Thus, asM saturates Iα+1, there exists exactly one j ∈ Iα∪Iα+2
such that Wj ∩M = ∅. Using this, it is not hard to check that K is a solution.
Regarding optimality, it remains to show that there is no solution of size nα+1. This
can be seen as follows: Lemma 6 implies that any solution K intersects at least nα+1−1
3Hall’s theorem asserts that, for a bipartite graph G = (X∪Y, E), there exists an X-saturating matching
if and only if |T | ≤ |NG(T )| holds for each subset T ⊆ X.
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of the petals of Wα+1. If K intersects each petal, then, as nα+1 = nα + nα+2 − 1,
there exists a j ∈ Iα ∪ Iα+2 such that K ∩Wj = ∅, which is not possible. Otherwise,
if K intersects exactly all but one of the petals, then there exists an i ∈ Iα+1 and
also j 6= j′ ∈ Iα ∪ Iα+2 such that K ∩Wi \C
′ = ∅, K ∩Wj \C
′ = ∅ and K ∩Wj′ \C
′ = ∅.
In order to distinguish row i from the null vector, K has to contain a column from C.
But it is not possible to pairwise distinguish all three rows i, j, and j′ from each other
with just one column. Hence, K is indeed optimal and I is a yes-instance if and only
if k ≥ nα+1 + 1.
As regards the running time, observe that the maximum number of candidate solutions
we have to test in any of the above cases is inO(n2). Checking whether a subset of column
indices is a solution can be done in O(nd) time via lexicographical sorting of the rows.
This yields an overall running time in O(n3d) which also subsumes the O(min{n, d} ·nd)
time for the preprocessing.
4 Distinct Vectors on General Matrices
In the last section, we have seen, among other results, that Distinct Vectors is NP-
complete and W[1]-hard with respect to the number t of columns to be deleted even if
the input alphabet is binary and the pairwise Hamming distance of the row vectors is
bounded by four (Corollary 2). Note, however, that the parameterized complexity with
respect to the number k of retained columns for binary alphabets remained open. In
this section, we first show that Hitting Set parameterized by the solution size (which
is W[2]-complete [15]) is parameterized reducible to Distinct Vectors for alphabets
of unbounded size, showing that Distinct Vectors is W[2]-hard with respect to k
(Theorem 10). Nevertheless, we show later in this section some tractability results even
for larger alphabets. For example, we give a problem kernel with respect to the combined
parameter alphabet size |Σ| and number k of retained columns (Theorem 12). Note that
this result implies that Distinct Vectors is fixed-parameter tractable with respect
to k for any alphabet of constant size.
Theorem 10. Distinct Vectors isW [2]-hard with respect to the number k of retained
columns.
Proof. We give a parameterized reduction from theW[2]-complete Hitting Set problem
parameterized by solution size k.
Hitting Set
Input: A finite universe U , a collection C of subsets of U , and a nonnegative integer k.
Question: Is there a subset K ⊆ U with |K| ≤ k such that K contains at least one
element from each subset in C?
Given an instance (U, C, k) of Hitting Set with U = {u1, . . . , um} and C = {C1, . . . , Cn},
we define the Distinct Vectors instance (S, k′) where k′ := k and the (n + 1) × m
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U = {1, . . . , 6}
C1 = {1, 2, 3}
C2 = {3, 4}
C3 = {1, 3, 6}
C4 = {1, 2, 4, 5}
C5 = {1, 5, 6}
C1
C2
C3
C4
C5
1 2 3 4 5 6
1 1 1
2 2
3 3 3
4 4 4 4
5 55
Figure 7: Example of a Hitting Set instance (left) and the constructed matrix (right). The
hitting set K = {3, 5} is indicated by thick lines.
matrix S is defined as
sij :=
{
i, uj ∈ Ci
0, uj 6∈ Ci
for all i ∈ [n], j ∈ [m] and sn+1 := 0. This instance is polynomial-time computable. An
example is depicted in Figure 7. If K ⊆ U is a solution of (U, C, k), then K ∩ Ci 6= ∅
holds for all Ci ∈ C, and thus, for each row si, there exists a column j corresponding
to some element uj ∈ K such that sij = i. Since no other row contains an entry equal
to i, it follows that row si is distinct from all other rows in S. Conversely, in order to
distinguish row si from s(n+1) = 0, any solution K
′ of (S, k′) has to contain a column
index j such that sij 6= 0. This implies that the subset {uj | j ∈ K
′} ⊆ U contains at
least one element of each Ci and is thus a solution of the original instance. Finally, note
that this is a parameterized reduction since k′ = k.
Chen et al. [8] showed that Hitting Set cannot be solved in |U |o(k)·|I|O(1) time, unless
FPT = W[1]. Since the reduction from Hitting Set yields an instance with d = |U |
columns and solution size k in polynomial time, the following corollary is immediate.
Corollary 11. If FPT 6= W[1], then Distinct Vectors cannot be solved in do(k)·|I|O(1)
time.
On the positive side, Distinct Vectors can trivially be solved by trying all subsets of
column indices of size k within dk · |I|O(1) time.
Although Theorem 10 shows that Distinct Vectors is W[2]-hard with respect to the
parameter k, we can provide a problem kernel for Distinct Vectors if we additionally
consider the input alphabet size |Σ| as a second parameter. The size of the problem
kernel is superexponential in the combined parameter (|Σ|, k). Clearly, a problem kernel
of polynomial size would be desirable. However, polynomial-size problem kernels do not
exist even with the additional parameter number n of rows, unless NP ⊆ coNP/poly,
which would imply a collapse of the polynomial hierarchy in complexity theory, which
is widely believed not to be the case.
Theorem 12. For Distinct Vectors,
1.) there exists an O(|Σ||Σ|
k+k/|Σ|! · log |Σ|)-size problem kernel computable in O(d2n2)
time and
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2.) unless NP ⊆ coNP/poly, there is no polynomial-size problem kernel with respect to
the combined parameter (n, |Σ|, k).
Proof. 1.) Since S contains n rows, it follows that at least k ≥ ⌈log|Σ| n⌉ columns are
required to distinguish all rows, otherwise we simply return a trivial no-instance. Thus,
we have n ≤ |Σ|k. Moreover, note that each column partitions the rows into at most |Σ|
non-empty subsets (all rows with identical values form a subset of the partition). We
use the following simple data reduction rule: If column j partitions the rows finer than
column j′ (that is, each set in the partition of j is a subset of a set in the partition
of j′), then delete column j′. This rule clearly is correct since column j distinguishes all
pairs of rows that are distinguishable by column j′. Exhaustive application of the above
rule requires O(d2n2) arithmetic operations (checking for all j, j′ ∈ [d] whether sij′ 6=
si′j′ ⇒ sij 6= si′j holds for all i, i
′ ∈ [n]). It follows that for each remaining pair of
columns, the partition of one is not finer than the partition of the other. Thus, we
can bound the number d of columns from above by |Σ|n/|Σ|!. (More precisely, d is
bounded by the cardinality of a maximum antichain, that is, a set of partitions being
pairwise incomparable with respect to the “finer than” order, in the partition lattice of
an n-element set up to the |Σ|-th level, see Gra¨tzer [21, Chapter IV.4] for details). The
overall size of S is thus in
O(nd · log |Σ|) = O(|Σ||Σ|
k+k/|Σ|! · log |Σ|),
which yields a problem kernel with respect to the combined parameter (|Σ|, k).
2.) We give a lower bound on the size of a problem kernel based on a result by Dom
et al. [14], who showed that there is no polynomial-size problem kernel for Set Cover
with respect to the combined parameter (|U |, k), unless NP ⊆ coNP/poly (which implies
the collapse of the polynomial hierarchy).
Set Cover
Input: A finite universe U , a collection C of subsets of U , and a nonnegative integer k.
Question: Is there a subset S ⊆ C with |S| ≤ k such that each element of U is contained
in at least one subset in S?
The reduction from Hitting Set in the proof of Theorem 10 can be used to obtain
a reduction from Set Cover, when first transforming Set Cover into Hitting Set
in the common way [1], that is, the universe of the Hitting Set instance is C and
for each element u ∈ U , there is the subset {C ∈ C | u ∈ C}. The resulting Dis-
tinct Vectors instance consists of a matrix with n = |U | rows over an alphabet of
size |Σ| = |U |+1 and a sought solution size k. Since Set Cover is NP-complete, there
is a polynomial-time many-one reduction from Distinct Vectors to Set Cover and,
hence, a polynomial-size kernel for Distinct Vectors would imply a polynomial-size
kernel for Set Cover: simply transform the Set Cover instance into a Distinct
Vectors instance, kernelize, and transform back.
Observe the gap between the superpolynomial lower bound and the superexponential
upper bound on the problem kernel size in Theorem 12, which leaves a significant gap.
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Proving the (non)-existence of a |Σ|O(k)-size problem kernel, for example, would be an
interesting result.
We now move on to parameterizing by the maximum pairwise row Hamming dis-
tanceH. Recall Definition 2, where, for a matrix S ∈ Σn×d, we definedH := maxi6=j∈[n]∆(si, sj).
In this case, every pair of rows in S differs in at most H columns, which yields a kernel-
ization and also a fairly simple approximation algorithm by a reduction from Distinct
Vectors to Hitting Set:
Theorem 13. Let H be the maximum pairwise row Hamming distance of the input
matrix. Then, Distinct Vectors
1.) is linear-time factor-H approximable and
2.) admits an O(g(H, k)2 log g(H, k))-size problem kernel which can be computed in
O(d2 + n2max{d log d, dn2}) time, where g(H, k) := H! ·HH+1 · (k + 1)H .
Proof. The idea for both results is to define a polynomial-time parameterized many-one
reduction from Distinct Vectors to H-Hitting Set, which is the special case of
Hitting Set where each input set has cardinality at most H. We can then apply
known kernelization and approximation algorithms to the H-Hitting Set instance.
The reduction works as follows: Given an instance (S, k) of Distinct Vectors, the
H-Hitting Set instance (U, C, k′) is defined as
U := [d], C := {Cij ⊆ U | i 6= j ∈ [n]}, where Cij := {u ∈ U | siu 6= sju},
and k′ := k. Note that |Cij | ≤ H holds for all i 6= j. This reduction requires O(n
2d)
arithmetic operations. It is correct since K ⊆ [d] with |K| ≤ k is a solution of (S, k) if
and only if for every pair of rows in S there is at least one column in K in which both
rows have different values. This is equivalent to the situation that K contains at least
one element from each Cij in C, which implies that K is a solution of (U, C, k).
We now prove the two statements of the theorem using the above reduction.
1.) A factor-H approximation algorithm repeatedly adds a so far unhit subset to the
hitting set.
2.) Let (U, C, k) with |U | = d and |C| ∈ O(n2) be the H-Hitting Set instance
resulting from the above reduction. We apply a H-Hitting Set kernelization due to
van Bevern [3] in order to obtain in O(Hd+H logH ·n2+Hn4) time an instance (U ′, C′, k),
where |U ′| and |C′| are at most g(H, k). In order to obtain a problem kernel for Distinct
Vectors, we transform the instance (U ′, C′, k) back by the reduction from the proof
of Theorem 10. We end up with a Distinct Vectors instance (S′, k′) with k′ = k
in O(|U ′| · |C′|) = O(n2d) time. Since (U ′, C′, k) is an instance of H-Hitting Set, it
follows that each row in S′ differs from 0 in at most H columns. Thus, each pair of
rows in S′ differs in at most H ′ ≤ 2H columns. Note that k′ and H ′ depend only
on k and h, which also holds for the overall size of S′, which is in O(|U ′| · |C′| log |C′|) =
O(g(H, k)2 log(g(H, k))). Moreover, the overall running time is in O(n2d+Hd+H logH ·
n2 +Hn4), which gives a problem kernel.
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In this section, we have seen that Distinct Vectors can basically be regarded as
a special Hitting Set problem. Hitting Set in general is W[2]-complete [15] with
respect to the solution size, but Distinct Vectors is fixed-parameter tractable with
respect to the solution size for constant-size alphabets (Theorem 12). Thus, the set
systems induced by constant-size alphabet instances of Distinct Vectors involve a
certain structure (that is, the number of subsets is exponentially upper-bounded in
the size of the solution) that makes them somewhat easier to solve. Generalizing the
analysis of the structure as we did in Section 3 for binary alphabets to arbitrary alphabets
deserves further investigation.
5 Conclusion
We conclude with a few challenges for future research. Based on pairwise minimum
and maximum Hamming distances, we proved a complexity dichotomy for Distinct
Vectors restricted to binary matrices. We leave generalizations of the polynomial-time
solvable cases to non-binary alphabets as a major open question. A further interesting
question is whether one can close the gap between the doubly-exponential upper and
the superpolynomial lower bound for the size of the problem kernel for Distinct Vec-
tors parameterized by the combined parameter “alphabet size and number of remaining
columns”.
From a combinatorial point of view, the study of “vector problems” in general seems
to be a fertile but little researched area for parameterized complexity studies. Another
example of a parameterized complexity analysis for a vector problem deals with the
explanation of integer vectors by few homogenous segments [6]. Finally, on a more
general scale, it seems that parameterized complexity analysis is a promising tool to
better assessing the computational complexity of some machine learning problems such
as combinatorial feature selection; our work is among the first contributions in this so
far widely neglected research direction.
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