Abstract: The newest model was proposed to extract the characteristic as distinctive attribute based on the Simplification of the Laplacian Smoothing Transform (S-LST) and the Fisherface. The proposed model is composed of two primary processes, i.e., training and testing processes. A training process involved features extraction based on the S-LST and the Fisherface, selection of the principal features, and features fusion of them. The proposed model has proved that the features can preserve the particular global information and the local feature areas of the rows and columns. The testing process is the stage to obtain the primary features through the new projection of the training sets. The last operation of the testing process is to measure the similarity of the features. The proposed model was tested using three different databases, i.e., the ORL, the YALE, and the UoB. The proposed model demonstrated the best performance, which is 100% recognition rate on the ORL and YALE when five images are implemented to the training sets. The maximum average of the recognition rate is 98.7% for the ORL database, 97.7% for the YALE database, and 94.53% for the UoB database. The comparison result showed that the proposed model performs better than the other approach, i.e., LST+LDA, S-MFA, S-NPE, S-LPP, S-LDA, LPP, LDA, and PCA.
Introduction
Computer vision has been trending topics in many sectors, such as security, government, company, and event academic fields. Some research results have been implemented in these areas. However, the results still also developed to overcome the limitations. The crucial problem is high dimensionality in similarity measurements. Many approaches have been promoted to overcome the problems, i.e. Covariance-based subspace [1] , Eigenface [2] [3] [4] , Fisherface [5] [6] [7] [8] [9] , Independent Component Analysis [10] , Local manifold model [11] [12] , Laplacian Smoothing Transform (LST) [13] [14] , Kernel subspace [15] , Tangent Space [16] , Sparse Neighborhood [17] , Wavelet [18] , Graph embedding [19] , Matrix-based Features [20] , Vertical and Horizontal Information [21] , Locally Linear Regression [22] , and Homogeneous and Non-homogeneous Polynomial Model [23] .
PCA is global structure model to extract the image features [2] [3] [4] . The PCA is still referred and developed by many researchers, because of the simplicity. The PCA only needs small storage to represents the new spaces and their weights. Therefore, it does not require the larger computation. However, the PCA has fundamental limitations, firstly, a dependence of feature extraction results in dimensionality to some the training sets. Secondly, the PCA cannot capture the simplest invariant of the object, unless it explicitly represented the information. Lastly, the covariance matrix is hard to evaluate accurately.
Linear Discriminant Analysis (LDA) is the extension of the PCA. The LDA can preserve the sensitive information. Therefore, it can reduce the error rate when classification process is performed [5] [6] [7] [8] [9] . However, the LDA has also weaknesses, i.e., the correlation pattern was interpreted the similar from a group to each other, the function of discriminant built has a normal distribution for each group being compared. The LPP can preserve the local structure unless it has linear technique. Therefore, it spent less time than the non-linear model. The LST is a linear technique to reduce the features. However, it has a weakness, i.e., it cannot preserve the particular global information and the local feature areas for both the rows and columns. In this research, features fusion of Simplification of the Laplacian Smoothing Transform (S-LST) and Fisherface is proposed. The proposed model is quite different to the LST+LDA [13] . On the LST+LDA, the new projections were directly processed to the LST, whereas the proposed model has improved the LST, it is called S-LST. Furthermore, the Fisherface was independently processed to acquire the new spaces. The results of them were combined into the single unit feature. The proposed model has the advantage of representing the main features compared with LST, for the proposed model has been integrating information both horizontal and vertical an image. The features used of the proposed model were also smaller than the LST, but it produced the higher acceptance rates the other methods, included the LST.
The paper is composed of five sections. The first section, "Introduction", in this section, some popular methods were discussed, for both advantages and their disadvantages. The second section, the "Proposed Approach" is presented in detail. This part elucidated the S-LST, Fisherface, and features fusion. The third part, "Databases and Scenarios", where it presented the database image used to experiment based on the scenario. Furthermore, "Experimental Results and Discussions", this section demonstrates the results for each scenario and its analysis. "The conclusion" is written in the last section. This section resumes the analysis results of the proposed model.
Proposed Approach
Three main stages were proposed to improve the LST, i.e., firstly is feature extraction of the training sets. It consists of five primary processes as demonstrated in Figure 1 , which are the S-LST, the Fisherface, selection of the principal features of the S-LST, selection of the main features of the Fisherface, and features fusion. Secondly is feature extraction of the testing sets as displayed in Figure 2 , it also consists of five primary processes as mentioned on the feature extraction of the training sets, but there are some differences of the detail processes. The last is the similarity measurement as shown the end of operation in Figure 2 .
A. Features Extraction based on the S-LST
Feature extraction is the critical issue in computer vision. Massive dimensionality has been an exciting problem for an object detection, classification and also identification. The best solution to overcome the above problem is feature extraction. The feature extraction is a set of methods to capture the primary features of the object. It is performed to reduce the computation time when the similarity measurement process is completed. In this research, feature fusion of the S-LST and the Fisherface was proposed. Feature extraction is started with the S-LST process, where the S-LST has four major operations, i.e., compute the optimum value of the LST, S-LST, calculate the Eigenvalues and Eigenvectors, and determine the new spaces of the S-LST.
B. Compute the optimum value of the LST
Suppose height and width represent height and width of the image, whereas the dimensional of the LST is n, where n=height  width. The LST matrix can be constructed using the identity matrix of size n as the multiplication result of the columns and rows, and then the values of "1" are placed on the (row, row+1) and (row+1, 1) as follows
The element of "1" values in the diagonal matrix should be shifted to the right and bottom to obtain these values as mentioned in Equation (1) The L1 matrix elements should be changed to zero value on the particular location. It is utilized to obtain and divide the information areas of the object as the following equation
The Equation (2) can be easily applied by using pseudo-code as follows The matrix result as written in Pseudocode 1 and 2 were used to sharpen and preserve the global particular information areas of the object. It must be replaced with the "1" values on the precise location as shown in Equation (3)
The Equation (3) is applied through shifting of the "1" values to the right and the bottom as much as the height of an image as the following pseudo-code The optimum value of the LST (L2) can be computed by summation of the L1 matrix as follows
The subtraction result of the L2 and L1 is the optimum values of the LST as written in Pseudocode 4. The matrix sizes produced by Equation (1), (2), (3), and 4 are huge sizes. However, these are computation time problem. Therefore, the matrix must be changed in the sparse matrix form to reduce computation time. The matrix element just saves the "1" values based on the location. 
The result of Equation (6) is applied to compute the value of Dheight/2, width/2 as written in Equation (7).
Furthermore, the value of h,w can be calculated by using the Kronecker matrix operation ()
as expressed in Equation (8). 
In this case, Ĩ represents the matrix with two rows and two columns, where all of the elements are 1. The results of the Equation (8) 
D. Compute the new spaces of the S-LST
The calculation results of the S-LST as written in the Equation (5) The results of Equation (10) delivered the Eigenvalue and the Eigenvector, where the Eigenvalues are decreasingly ordered as mentioned in Equation (11) and followed the Eigenvectors shifting based on the corresponding column position to obtain the primary features as written in the Equation (12) m m
The result of equation (12) must be multiplied by the training set or the testing sets to acquire the new spaces of the S-LST. The new spaces produced are the characteristics of the object. They are applied to measure the similarity among objects as follows
E. Selection of the S-LST Primary Features
For each image produced the new spaces on the row vector form, however, the problem is high dimensionality of the FTr as shown in Equation (14) . The more top dimensionality of the features produced, the longer time spent to measure the similarity. To overcome this problem, the proposed model only takes the primary features for measurement. In this case, this size is c-1, where c represents classes. As known, the image dimensionality is high, which is n. The proposed model removed some features, which is b=n-(c+1) features, in this case, n>>c. The selection of the primary features can be described in Figure 3 
The Equation (14) produces the features, but they have high dimensionality. Figure 3 showed that the proposed model selected principal features and removed unnecessary features. The main features are taken until c-1. The selection of the main features reduced a lot of computation times when the similarity measurements should be completed. 
F. Features Extraction based on the Fisherface
The proposed model also employed feature extraction based on the derivative of the LDA (Fisherface), the feature extraction results are utilized to augment the object characteristics so that the object is more accessible to be classified. In this case, the training sets features are reduced until c-1 the features. Furthermore, the features extraction results of the Fisherface and the S-LST are united to compose the new spaces. The Fisherface can maximize the different classes mean distance so that the object of the various classes can be readily distinguished. The Fisherface can also select basis vectors based on how to choose the two categories or more can be well separated. It is different with Eigenface. The Eigenface can only maximize its variation and determine the first basis vector. Principally, the Fisherface performed to maximize the criterion function as follows 
G. Create Data Input of the Fisherface
The Fisherface process can be commenced by calculating of the Principal Component Analysis (PCA). It produces the weight and projection matrix. The input of the Fisherface ) (I can be calculated by multiplication of the zero mean (Z) and the PCA projection matrix (P) as follows P Z I   (17) The Fisherface can find the informative projection using label information. It can be used to maximize the component axes for class separation. The Fisherface can linearly separate the data, and minimize the projection results as much as s=n-(c+1). It means that the Fisherface transform the data input onto c-1 dimensions, where m represents classes.
H. Compute Between and Within Class Scatter
The value of Between Class Scatter (SB) and Within Class Scatter (SW) play an essential role in features extraction. The bigger the value of SB, the easier class separated. Principally, the Fisherface maximizes the value of SB and minimizes the value of SW as the following equation: 
I. Compute the Eigenvector and the new spaces of the Fisherface
The key features of the objects can be found by calculating the Eigenvector and Eigenvalue. They can be computed from Argmax J(w) as mentioned in Equation (18), (19) , (20) , and (21). The results of SB/SW are an orthogonal matrix, where it has the inverse result is equal to its transpose. Furthermore, the primary characteristics of J(w) can be found as follows In this case, the value of I represents identity matrix, where the dimensionality of identity matrix has the same size as the SB. The results of Equation (22) 
The principal features of the Fisherface are acquired by multiplication of the training sets and the Eigenvectors as mentioned in Equation (24) . The results of the primary features produce the new spaces as follows
J. Selection of the Fisherface Primary Features
The operation results as mentioned in Equation (25) produce features with the higher dimensionality. It can give the impact on the computation time. The more top dimensionality provided, the more extended computation time spent. Therefore, the results must be taken the essential features. They are applied to capture the object characteristics which is c-1 features as displayed in Figure 4 . It showed that there were a lot of the worthless features. They must be removed to reduce the computation time and increase the recognition results.
Figure 4. Selection of the Fisherface Primary Features

K. The Training Features Fusion
Features fusion processes are to join the S-LST and Fisherface principal features, where the join processes are conducted to vertical unity the essential features produced by the S-LST and Fisherface. The main features can distinguish the objects, where the unique features will influence the results of recognition. The S-LST can preserve the particular global information and the local feature areas on the LST of the rows and columns so that they can represent primary characteristics of the object. The Fisherface is the derivative of the LDA (J(w)), where the value of the SB can be maximized the results so that the information produced is more reliable and stable. The fusion of features models is vertically composed of the corresponding feature elements between the S-LST and Fisherface as seen in Figure 5 . The Features fusion can strengthen the object characteristics to be classified. Figure 2 displayed the features extraction on the testing process. However, it is different to the features extraction on the training sets. The testing process used the results of the training process to obtain the primary features before the measurement of the training and testing features is performed. In this process, the S-LST features have been achieved by the multiplication of the testing sets and the new projection of the S-LST, whereas the Fisherface features were computed through multiplication of the testing sets and the new projection of the Fisherface. Furthermore, the primary features were selected based on the most significant Eigenvalues and corresponding to the eigenvector, and followed by the main features fusion of them which are c-1 features, where c represents classes of the training sets. The features extraction results of the training and the testing sets have measured the similarity to classify the testing image. In this case, the similarity measurement used Manhattan method as follows
L. Face Image Similarity Measurement
       1 1 2 1 , , c fea met met fea FT met fea FF d(26)
Databases and Scenarios
In this research, three different databases were selected to evaluate the robustness of the proposed model, i.e., the ORL, University of Bern, and YALE databases as displayed in Figure  6 . It presented three databases with four different poses, which is the ORL on the first row, the University of Bern on the second row, and the YALE on the last row.
The ORL database was captured from April 1992 until April 1994 by AT&T Cambridge University Computer Laboratory. Forty persons were taken with different poses, expressions, and accessories. Ten different poses, expressions and accessories were used as a reference to capture for each person, so four hundred images were available on the ORL database [24] .
The last database is the YALE database. It has one hundred and sixty-five samples. They were taken from fifteen persons with eleven different poses, expressions, an angle of view, and lightings. The images were also cropped from the original images onto 136x104 pixels [25] .
The University of Bern database is well known as "UoB database." It is taken from thirty persons with ten different poses, but the same expressions, thus the total number are three hundred images. The images used as experimental are the cropping results 140x120 pixels of the original image 512x342 pixels [26] .
Several scenarios have applied the evaluation of the proposed model. The proposed model evaluations are randomly conducted with 10-folds cross-validation for all databases. The different primary features were sequentially applied in similarity measurements so that the proposed model can be measured the reliability of the testing sets used as depicted in Table 1 . The remaining of images was utilized as the testing sets. In Table 1 , the symbol of GX represents the number of image gallery as the training sets (X is the positive number), for example, G3 means the training sets utilized three images. PY represents number of the testing sets (Y is the positive number), such as P7 means the testing sets applied seven images. Figure 6 . The Image Samples of the ORL [24] , YALE [25] , and UoB [26] For each database employs 20 until 39 features, 10 until 29 features, and 10 until 14 features for ORL, UoB, and YALE
Experimental Results And Discussions
Three databases as mentioned in Table 1 were applied to perform the training and testing processes. The proposed model completed the training process using two to five images for the first until the fourth scenario. The proposed model was also assessed by using the different features based on the cross-validation. If the proposed model used the ORL, then features applied are greater than nineteen and less than forty. If the proposed model utilized is the UoB, then ten until twenty-nine features are employed for the measurements. If the database used is the YALE, then features used are greater than or equal to ten and less than or equal to fourteen.
A. Experimental Results on the ORL Database
In this research, twenty times approaches were conducted, which are using twenty to thirtynine features. For each experiment was randomly selected the training sets, it is performed ten times (10-folds cross-validation). The experimental results exhibited that the proposed model produced the highest accuracy when five training sets are applied to extract the primary features, which is 98.7% recognition rate, even the proposed model also provided the smallest standard deviation for the first scenario. The results showed definitely that the proposed model could recognize the testing samples with the minor errors. On the second scenario, the proposed model produced 95.5% recognition rate and 0.8 standard deviations. It demonstrated that the S-MFA, S-LPP, and S-LDA surpassed the proposed model, which is 0.3. However, the proposed model also proved that standard deviation delivered is smaller than the others, including the S-MFA, S-LPP, and S-LDA (see Table 2 ). Table 2 indicated that the proposed model is better than the other methods. The similar condition also occurred in the third and the fourth scenarios. The average of overall experimental results as depicted in Figure 7 . It demonstrated the highest accuracy happened when five training sets are applied. The lowest recognition rate appeared when the least training sets are used. In detail, Figure 7 demonstrated the average of the recognition rate. The features fusion was shown clearly, the proposed model preserve the information of the rows and columns can increase and produce the higher recognition rate than LDA and LST+LDA. 
B. Experimental Results on the YALE Database
In this experiment, the similarity measurements only used ten to fourteen features, because the YALE database has fifteen classes, so maximum features used is fourteen. The proposed model showed the best performance on the YALE database. In detail, Figure 8 Figure 8 also displayed the relation of the features fusion used, recognition rate, and several training sets applied. However, the more usage of the training sets are produced, the higher acceptance rate is delivered. In this case, the proposed model is superior to the other methods, i.e., LST-LDA, S-MFA, S-NPE, S-LPP, LPP, S-LDA, LDA, and PCA for all scenarios as displayed (see Table 3 ). On the first scenario, the difference between the proposed model and LST+LDA in recognition is 1.6 (97.7-96.1=1.6), whereas in standard deviation is 0.6 (1.7-1.1= 0.6). It indicated that the proposed model is superior to LST+LDA as much as 1 (1.6-0.6=1). The second, third and last scenarios are also better than the others. The best recognition rate obtained is 97.7%, where five poses are applied as the training sets.
C. Experimental Results on the UoB Database
The last scenario, twenty experiments were also conducted in this database, but it is different with the first scenario. In this case, the similarity measurements utilized ten to twenty-nine features, because the UoB database has thirty classes, whereas the ORL database used twenty to thirty-nine features for similarity measurements. The results of experiments were demonstrated in Figure 9 . The results displayed four scenarios, where the first scenario outperformed to the second, third, and the last scenario. The best and average results occurred on the first scenario, which is 95.33% and 94.53%. This result is equal to SDM-2DLDA method. However, the proposed model has performed better than the others, i.e., PCA, LDA, LPP, and O-LPP (see Table 4 ). The similarity of the testing samples on the different class caused misclassification. However, the proposed model also has weakness in recognition, because of an appearancebased features extraction. If the testing images have a similar appearance to the other class of the training sets, then the recognition results have tended misclassification.
Conclusions
Overall, the proposed model performed the feature fusion results to recognize the testing image. It is also evaluated by using the ORL, YALE and UoB database. The results reveal that the proposed model obtained higher performance than the others, i.e., PCA, LDA, S-LDA, S-MFA, S-NPE, LPP, O-LPP, and even LST-LDA. It also showed the best performance when the proposed model is employed to the ORL database, which is 100% recognition rate in several time experiments. The similar condition also appeared on the YALE database. The proposed model delivered an excellent performance when five images are employed to the training sets. It means that the fusion of the S-LST and Fisherface can be well implemented on the face recognition.
