A new geometric proof is given for the standard description of subgroups in the Chevalley group G = G(F 4 , R) of type F 4 over a commutative ring R that are normalized by the elementary subgroup E(F 4 , R). There are two major approaches to the proof of such results. Localization proofs (Quillen, Suslin, Bak) are based on a reduction in the dimension. The first proofs of this type for exceptional groups were given by Abe, Suzuki, Taddei and Vaserstein, but they invoked the Chevalley simplicity theorem and reduction modulo the radical. At about the same time, the first author, Stepanov, and Plotkin developed a geometric approach, decomposition of unipotents, based on reduction in the rank of the group. This approach combines the methods introduced in the theory of classical groups by Wilson, Golubchik, and Suslin with ideas of Matsumoto and Stein coming from representation theory and Ktheory. For classical groups in vector representations, the resulting proofs are quite straightforward, but their generalizations to exceptional groups require an explicit knowledge of the signs of action constants, and of equations satisfied by the orbit of the highest weight vector. They depend on the presence of high rank subgroups of types A l or D l , such as A 5 ≤ E 6 and A 7 ≤ E 7 . The first author and Gavrilovich introduced a new twist to the method of decomposition of unipotents, which made it possible to give an entirely elementary geometric proof (the proof from the Book) for Chevalley groups of types Φ = E 6 , E 7 . This new proof, like the proofs for classical cases, relies upon the embedding of A 2 . Unlike all previous proofs, neither results pertaining to the field case nor an explicit knowledge of structure constants and defining equations is ever used. In the present paper we show that, with some additional effort, we can make this proof work also for the case of Φ = F 4 . Moreover, we establish some new facts about Chevalley groups of type F 4 and their 27-dimensional representation.
In the present paper, which is a sequel to the work by the first author and Mikhail Gavrilovich [12] , we prove the main structure theorems for the Chevalley group G = G(F 4 , R) of type F 4 over an arbitrary commutative ring R. More precisely, we describe subgroups of G(F 4 , R) normalized by the elementary subgroup E(F 4 , R). As such, this result is not new, since structure theorems are known for all Chevalley groups. For classical groups they were established in [38, 45, 82, 18, 19, 20, 3, 55, 56, 70, 72, 73, 74, 48, 49, 27, 66, 43] , for exceptional ones -in [30, 31, 32, 34, 67, 68, 69, 71, 50] ; see also further references in [12, 13, 42, 43, 66, 75, 80] . Thus, the gist of the present paper, as that of [12] , resides not in the results themselves, but rather in the method of their proof. Namely, we propose a new geometric approach towards calculations in Chevalley groups of type F 4 , which involves as little information about the group as possible. §1. Introduction
How does one prove results about a Chevalley group G(Φ, R)?
This group depends on two parameters, a root system Φ and a commutative ring R. All proofs we know today are based on reduction in the rank of the system Φ, reduction in the dimension of the ring R, or a combination of both. Usually, the proofs in terms of the dimension of the ring are called localization proofs. They are covered in a huge number of publications; see references in [39, 40, 41, 42, 43, 52, 53, 54, 66] .
On the other hand, the proofs based on reduction to groups of smaller rank usually do not invoke anything apart from the geometry of the underlying module. This is why they are often called geometric proofs. Let us briefly recapitulate the evolution of such proofs.
• A classical group preserves an invariant of degree 2 and can be defined by equations of degree 2. Over fields, the geometry of the corresponding modules has been studied for several millenia, and quite officially, under this name, for more than a century, at least starting with the books by Camille Jordan and Leonard Dickson. It constitutes the subject of what is known as geometric algebra [2] or geometry of classical groups [21] . In the 1940s and the 1950s, an absolutely outstanding role in the development of this direction was played by the work by Jean Dieudonné. Actually, starting with the 1960s, an overwhelming majority of results concerning classical groups over rings were first proved by exactly these methods. A systematic account of this theory can be found in the remarkable book by Alexander Hahn and Timothy O'Meara [51] .
• Exceptional groups cannot be described in terms of invariants of degree 2. In fact, in minimal representations they preserve an invariant of degree 3 or 4; see, for instance, [35, 36, 47, 61, 75, 77] , where one can find references to classical works. For example, in [14, 15] one can find an explicit form of equations that determine whether a matrix belongs to the group G(E 6 , R) in the 27-dimensional representation, as well as many further references. Over fields, the geometry of exceptional groups was anticipated by Dickson, and has been studied in depth starting with the 1950s, especially by the Dutch and Belgian schools, most notably by such remarkable mathematicians as Hans Freudenthal, Jacques Tits, Tonny Springer, Ferdinand Veldkamp, and others. Over the last two decades, this area got an entirely new flourish in connection with the study of subgroups of exceptional groups, most prominently in the works by Michael Aschbacher, Arjeh Cohen, Bruce Cooperstein, and many others. At the same time, over rings, the overall progress has been much more modest than that; see [75, 77, 14] . In any case, until very recently, no proof of the main structure theorems for arbitrary commutative rings has been completed along these lines.
• A considerable conceptual advance in the study of exceptional groups over rings was constituted by the work by Alexei Stepanov, the first author, and Eugene Plotkin [17, 75, 80, 66] , who noticed that, by using some representation theory, it is possible to reduce calculations necessary to prove structure theorems to elementary and stable ones. The technology of stable calculations was developed in the foundational papers by Hideya Matsumoto [57] and Michael Stein [63] in connection with applications to Ktheory. In [17] , a specific method that reduces calculations necessary to prove structure theorem to elementary and stable ones was baptised decomposition of unipotents. A drastic simplification was caused by the fact that this approach only invokes quadratic equations on an individual column, or an individual row of a matrix, rather than the actual equations of degree 3 or 4 defining the group -and moreover, only a portion of those quadratic equations; see [9, 11] ! For classical groups, at least in vector representations, a similar program was immediately implemented in [26, 7] . Detailed proofs were published in [75, 66, 42, 43] , and even in a much larger generality: the ground rings were not necessarily commutative, the groups were not necessarily split, etc. At the same time, for exceptional groups, many technical aspects turned out terribly much harder than it seemed when [17] was conceived. It turned out that, as opposed to classical cases, the proofs for exceptional groups engage huge classical embeddings, such as A 5 ≤ E 6 and A 7 ≤ E 7 . Moreover, the proofs vitally depended on explicit knowledge of the action structure constants and equations on the highest weight orbit.
The only exceptional cases for which there are published proofs by the method of decomposition of unipotents, and which do not depend on explicit computer calculations, are (E 6 , 1 ), (E 7 , 7 ), and (E 6 , 2 ); see [77, 11] . The proofs for adjoint representations, and for the case of multiply laced systems, turned out to be technically much more demanding. For example, in the 1989 work by the first author and Eugene Plotkin, the following elements of root type
were used to stabilize columns of a matrix g ∈ G(F 4 , R) in the 26-dimensional representation, for several dozens of various configurations of roots β i and weights λ i , µ, ν i , ρ i . A glimpse of this expression suffices to apprehend why the details of the calculations remain unpublished.
• In the paper [12] by the first author and Mikhail Gavrilovich, a further improvement of this method was launched, for groups of types E 6 and E 7 . Rather straightforward group-theoretic arguments allowed us to replace a reference to the presence of huge classical embeddings by the reference to the rank 2 embeddings A 2 ≤ E 6 , E 7 . Even more remarkably, we could avoid any reference to the explicit knowledge of structure constants and quadratic equations, or, for that matter, to any nontrivial equations whatsoever. The only equations used in that proof, the proof from the Book, are linear equations, defining the Lie algebra of the group G.
The essence of the paper [12] is a new method that makes it possible to reduce structure problems to groups of smaller rank. Before [12] , a similar method had been used to study classical groups for about three decades. However, for mysterious reasons it was not noted that the same idea could be applied to the exceptional groups as well! As a matter of fact, to be tractable by this method, a reductive group itself does not have to be split. Rather, it should contain a split subgroup of type A 2 and have a microweight representation. Microweight representations are remarkable in that all root unipotents x α (ξ) act quadratically, or, what is the same, e 2 α = 0. In the present paper we take a next step and show that, at the cost of some additional effort, one can further enhance this method. Namely, it suffices to require that long root elements x α (ξ) act quadratically. Assuredly, we still require the presence of a split subgroup of type A 2 , embedded on long roots. This method is both easier and more powerful than all reduction methods known today. We illustrate the occurring calculations in the example of structure theorems for groups of type F 4 . Actually, the possible range of similar techniques is much wider. In particular, by this method, all results on subgroups of classical groups containing a large regularly embedded subgroup can be extended from classical cases to the case of F 4 ; see the references in [76, 12] .
We are certain that a similar treatment of the Chevalley group of type E 8 should also be possible, and we intend to return to this problem in subsequent work.
1 However, in this case, life becomes much harder: the group of type E 8 has no microweight representations itself and is not a twisted form of a group possessing such representations. In the adjoint representation, we only have a weaker identity, e 3 α = 0. In fact, one of the reasons why it would be extremely interesting to obtain such proofs in the case of type E 8 is that it would be an important advance towards structure results at the level of K 2 , in particular, towards the centrality of K 2 . The first steps in this direction for groups of types E 6 and E 7 were taken by the first author in [79] .
We cannot, and do not even try, to recall here the definitions of all necessary notions pertaining to root systems, Weyl groups, weights and representations, algebraic groups, Chevalley groups, and algebraic K-theory. As a general background, which mostly suffices to comprehend the present paper, we could cite the books [4, 5, 6, 24, 25, 28, 29, 46, 51, 60, 61, 81] .
All specific facts pertaining to the theory of Chevalley groups over rings as such, as well as many further references, can be found in [1, 12, 13, 14, 15, 22, 30, 31, 32, 33, 34, 53, 57, 58, 59, 62, 63, 67, 68, 69, 71, 75, 76, 77, 78, 79, 80] . Often, we perused other works where explicit calculations in F 4 have been carried out in a similar or different context, for guidelines or tips. Apart from the papers by Michael Stein [62] and Eiichi Abe [32] , this pertains, in particular, to the papers [23, 64, 65] by Vladimir Nesterov and Anja Steinbach on the geometry of root subgroups.
Many assertions established in [12] for the case of E 6 carry over to the case of F 4 virtually without any alterations, together with their proofs. In such cases we briefly sketch the proof and refer to [12] for the details. On the other hand, there are major differences between the cases of E 6 and F 4 . The most important of these stem from the fact that not all roots of F 4 have the same length. As a result, in many statements we have to consider the case of long roots and that of short roots separately. Worse than that, many auxiliary results of [12] are valid, as stated, only for long roots, and that calls for tremendous additional effort in the central fragment of the proof.
The present paper is organized as follows. In §2 we state the main structure theorems for groups of type F 4 over an arbitrary commutative ring. In § §3-5 we describe our principal tools: the minimal module for E 6 , the folding of E 6 to F 4 , and admissible pairs. In § §6 and 7 we establish several facile results of a technical nature, pertaining to the centralizers of unipotent elements and extraction in parabolic subgroups. The technical core of the paper is §8; the proof of the main lemma embodies the very essence of our method. After that, the proof of the structure theorems is readily finished in §9. §2. Structure theorems
The state of description of normal subgroups in groups of type F 4 is somewhat different from that for groups of types E 6 and E 7 . As we started to work on the present paper, we were positive that the existing literature contained a complete answer to the problem of description of normal subgroups in all Chevalley groups of rank at least 2 over commutative rings. This, indeed, turned out to be the case for all types except for the type F 4 . In fact, Abe's paper [32] gives a remarkably ingenious description of the subgroups in G(F 4 
Here the full congruence subgroup C(F 4 , R, A, B) is defined not in terms of the reduction homomorphism but internally, as the transporter of E(F 4 , R) into E(F 4 , R, A, B). We do not try to come up with new proofs for those results by Abe, which are established by elementary calculations. Observe, by the way, that some of those calculations were contained already in [62] . Instead, we propose a new approach towards the central fragment of the proof of Theorem 1. Namely, the proof in the works by Vaserstein and Abe is based upon the localization and patching method, proposed by Quillen and Suslin, and thus, in the final analysis, upon reduction to local rings.
In the present paper, which is essentially an expanded version of the Diploma paper by the second author, done under the supervision of the first author, we propose an entirely different proof of this theorem. Our proof, as that in [3, 66, 12] , is based upon reduction to groups of smaller rank, in this particular case, to those of types B 3 and C 3 .
The first unpleasant surprise was the absense of a working technique for level reduction in the published papers on the normal structure of Chevalley groups. Namely, [34, 71, 31, 32] are based on reduction to local rings, whereas for local rings, level reduction boils down to reduction modulo the Jacobson radical. This means that, out of hand, our main lemma implies, via reduction to smaller rank, not the above structure theorem in full force, but merely the following weak structure theorem. 
Here A 2 (not to be confused with A 2 !) denotes the ideal generated by all 2ξ and ξ 2 for ξ ∈ A; see §5. Obviously, if A 2 = A for all ideals, for instance, when 2 ∈ R * , this is precisely the usual structure theorem, stated in terms of a single ideal. This is exactly how it was presented in the Diploma paper of the second author, and in §8 of [13] .
However, subsequently we decided that it would be wholesome to completely clarify the situation and prove Abe's theorem as is, without any restrictions on the ground ring, by our method. For classical groups, level reduction techniques independent of the invertibility of 2 were developed in Chapter IV of Tony Bak's Thesis [38] ; see also [43, 54] . However, to implement this reduction, one must start with resolving several natural questions that remained open for the group of type F 4 . Here are the most immediate ones.
• Is the group E(
• What is the principal congruence subgroup G(F 4 , R, A, B)?
• Do different definitions of the full congruence subgroup C(F 4 , R, A, B) coincide? In the literature we could find answers to these questions only under various simplifying assumptions, typically something like 2 ∈ R * , which guarantee that we fall into the classical situation when A = B = A 2 . Let us state the general answer to these questions.
Theorem 3. For any admissible pair (A, B), the subgroup E(F 4 , R, A, B) is normal in G(F 4 , R), and we have equalities
We see the following possible approaches to the proof of Theorem 3.
• Stein's relativization with two parameters, in the spirit of § §4 and 5 of [42] or §1 of [40] .
• A group-theoretic proof in the spirit of that proposed by Alexei Stepanov in [27] , where the necessary argument was hidden behind the words "immediately follows", in the proof of Corollary 3.4.
• A localization proof that imitates the proof in [41, 68, 53, 40] . The first two approaches would look congenial in the context of the main part of the present paper. However, as of yet, we have not succeeded in guessing an appropriate analog of the construction from [42] . On the other hand, a group-theoretic proof is based on the presence of some subgroup normal in G between E(F 4 
, R, A, B) and C(F 4 , R, A, B).
In the classical situations such a subgroup is well known; this is the principal congruence subgroup G(Φ, R, I). In our case, G(F 4 , R, A, B) = C(F 4 , R, A, B). As a matter of fact, we know how to define G(F 4 , R, A, B) explicitly as a matrix group of degree 27 by congruences modulo various ideals, in the spirit of Borevich's net subgroups. For Chevalley groups, the corresponding construction was carried through in [16] . However, a straightforward verification of the normality of G(F 4 , R, A, B) in G(F 4 , R) leads to rather onerous calculations.
2
This is why, after serious doubts, we decided to omit this proof, 3 and refer to the localization proof in [40] . To deduce Theorem 1 from Theorem 2 we use, instead of Theorem 3, another difficult external fact, namely the standard description of the normal subgroups of G(D 4 , R). This standard description was first established by Igor Golubchik in 1975, see [19] , and was repeatedly generalized and proved afresh since then; see [20, 56, 72, 66, 43] . See [13] for a more complete account of the historical development. In particular, the original proof by Golubchik was precisely an A 2 -proof in the sense of [12] , as opposed to the A 3 -proofs in [66] and [43] . Thus, it contained a germ of the main idea of the proof from the Book. §3. The 27-dimensional module
The principal tool used in the present paper, as in [77, 12, 14, 79] , is the 27-dimensional module V = V ( 1 ) of the Chevalley group G = G(E 6 , R) of type E 6 with the highest weight ω = 1 . By Λ = Λ(ω) we denote the set of weights of the module V . Since this is a microweight representation, we have Λ = W (E 6 )ω. In the sequel we fix a crystal base v λ , λ ∈ Λ, of the module V . This means the following.
• The base v λ consists of weight vectors.
• The base v λ is admissible, or, in other words, for any root α ∈ Φ and any ξ ∈ R we have
and all action structure constants c λα are equal to ±1.
• The structure constants c λα are equal to +1 for both the fundamental and the negative fundamental roots, i.e., c λα = +1 whenever α ∈ ±Π.
The existence of such a base is classically known; in [77] and [8] one can find two elementary proofs, and in [15] one can find explicit sign tables for the structure constants in a crystal base. However, in the present paper we do not refer to such explicit knowledge of structure constants.
Another extremely important structure related to this module is the invariant cubic form. There is a vast literature devoted to the study of this form, initiated by the early twentieth century work by Leonard Dickson andÉlie Cartan. Later, in the 1950s and 1960s, this form became a principal tool in the work on the geometry of exceptional groups [61] . In modern times this form became a major instrument in the study of subgroups of G(E 6 , R) and G(F 4 , R); see, in particular, [35, 36, 47] , as well as further references in [75, 77, 15, 14] .
We mention some of our recent papers related to the study of the cubic form. In [15] , one can find explicit coordinate expressions of the form, for various choices of a base. In [14] , there is an explicit list of equations a matrix g ∈ GL(27, R) should satisfy to belong to the normalizer of the group G(E 6 , R). Finally, in [44] , a proper definition of cubic forms over rings was discussed, similar to Bak's definition of quadratic forms. It is remarkable, and completely unexpected, that the proofs in the present paper make no reference whatsoever to the existence of this form, or, in fact, to any nontrivial equations on the entries of matrices from G(
In Figure 1 we reproduce the weight diagram, or, what is the same in this case, the crystal graph of this module. Recall that the vertices of this diagram are indexed by the weights of the module V , whereas the marks of the bonds correspond to the fundamental roots. Our numbering of the fundamental roots follows [5] . In [15] one can find a thorough computer study of this module, in particular, lists of weights of this representation in various realizations, its structure constants, the images of root elements, the invariant cubic form and its derivatives, as well as the codes to calculate all this stuff, in Mathematica.
As in other works on structure theory where representations are used, we conceive a vector a ∈ V , a = a λ v λ , as a coordinate column a = (a λ ), λ ∈ Λ. In accordance with that, an element b of the contragradient module V * should be thought of as a row b = (b λ ), λ ∈ Λ. Obviously, with respect to the weights Λ * of the contragradient module V * , the perspective should be reversed: the elements of V * should be viewed as columns b = (b λ ), λ ∈ Λ * , and the elements V as rows a = (a λ ), λ ∈ Λ * . Furthermore, usually an element g ∈ G(E 6 , R) is identified with its image in the representation π and is viewed as a (27 × 27) matrix g = (g λµ ), λ, µ ∈ Λ, with respect to the base v λ . As usual, the columns of this matrix are the coordinate columns of the vectors gv µ , µ ∈ Λ, with respect to the base v λ , λ ∈ Λ. We systematically use the following notation: the µth column of a matrix g will be denoted by g * µ , whereas its λth row will be denoted by g λ * . The inverse of g is denoted by g −1 = (g λµ ), λ, µ ∈ Λ. We emphasize that in the present paper, as in [12] , both columns and rows of matrices are indexed by the weights λ, µ ∈ Λ of the module V itself. This is precisely why the
coordinates of a vector in V * are indexed by the weights of the module V and are written as rows. As a rule, in representation theory they are indexed by the weights of the module V * and written as columns. For exactly this reason, the formulas describing the action of elements of the group G on columns and on rows appear differently. We reproduce these formulas in the next lemma. In fact, it is merely a paraphrase of the definition of an admissible base.
Lemma 1. For any g ∈ GL(27, R), α ∈ Φ, and ξ ∈ R, we have the following formulas:
As has already been mentioned, one can also specify the signs in the above formulas, but we do not need this in the present paper.
Below we collect some obvious properties of weights of the representation (E 6 , V ( 1 )). All these statements hold true in greater generality, at least for microweight representations of simply laced root systems, as was established in the papers cited above. However, in the present paper we only use them for the case of Φ = E 6 , Λ = Λ( 1 ). Recall that in this case the orbits of the Weyl group on pairs of weights (λ, µ), λ, µ ∈ Λ, are distinguished by a single invariant, namely, by the distance d(λ, µ) in the weight graph. As opposed to the weight diagram, a weight graph has edges marked by all positive roots, not only by the fundamental ones. Thus, for E 6 this distance takes three possible values. It is equal to 0 if λ = µ, it is equal to 1 if λ − µ ∈ Φ, and, finally, it is equal to 2 if λ = µ and the difference λ − µ is not a root.
The following claim is Lemma 3 of [77] .
Lemma 2. Suppose λ ∈ Λ, and α, β, α + β ∈ Φ. If λ + α + β ∈ Λ, then exactly one of the sums λ + α or λ + β belongs to Λ.
The next claim is Proposition 2 of [12] , after correction of an obvious mistake. Namely, in [12] , we omitted the condition α = λ − ρ; compare with Lemma 3 of the same paper.
In the present paper, we use the following two realizations of the roots of Φ = F 4 . First, this is the usual realization in the 4-dimensional Euclidean space,
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where 1 ≤ i = j ≤ 4, and the signs are chosen independently. The roots of the form ±e i ± e j are long, and in the sequel the set of long roots will be denoted by Φ l . All remaining roots are short, and the set of short roots is denoted by Φ s . As usual, we choose
as fundamental roots. Then δ = e 1 + e 2 is the maximal root with respect to this order, while ρ = e 1 is the dominant short root. Usually we write the root α = pα 1 + qα 2 + rα 3 + sα 4 ∈ F 4 in the Dynkin form as pqrs. For example, in this notation, δ = 2342, whereas ρ = 1232. Secondly, we realize F 4 as the twisted root system of type E 6 . Namely, consider the root system E 6 and a fundamental root system Π = {β 1 , β 2 , β 3 , β 4 , β 5 , β 6 } therein. Recall that we always use the same numbering of the fundamental roots as in [5] , so that, for example, β 2 is orthogonal to all fundamental roots apart from β 4 . Consider the outer automorphism α →ᾱ of order 2 of the system E 6 that permutes β 1 with β 6 and β 3 with β 5 , leaving β 2 and β 4 invariant. We can conceive the roots of F 4 as the orbits of this automorphism.
In the sequel we interpret the root elements of F 4 inside the Chevalley group of type E 6 as follows:
Note the unusual choice of signs, which differs from that in [25] ! In general, in this realization every root element of the group G(F 4 , R) has the form x β (ξ), whereβ = β (long root elements), or the form x β (ξ)xβ(±ξ), whereβ = β (short root elements). Although we do not need this in the present paper, for future reference we reproduce an explicit choice of signs in the expression of short root elements, which corresponds to a positive Chevalley base: (−ξ),
Next, we reproduce the weight diagram for the restriction of the 27-dimensional representation of G(E 6 , R) to G(F 4 , R), in this embedding. Now, the marks on the edges correspond to the usual numbering of the fundamental roots α 1 , α 2 , α 3 , α 4 , the roots α 1 , α 2 being long.
Whereas the Weyl group W (E 6 ) acts on Λ transitively, for W (F 4 ) this is not the case. Namely, the representation (E 6 , 1 ) ↓ F 4 is reducible and is the direct sum of the 26-dimensional representation on short roots and the trivial 1-dimensional representation. Thus, W (F 4 )ω consists of 24 weights corresponding to the short roots of F 4 . In the sequel they will be indexed by these short roots.
When describing specific calculations with weights, it is convenient to use branching (E 6 , 1 ) ↓ D 4 . Since D 4 is regularly embedded in E 6 , to obtain this branching it suffices to erase the edges marked by 1 or 6 in the diagram (E 6 , 1 ). Passing to F 4 , this means that we focus on its restriction to B 3 obtained by erasing the edges marked by 4. However, one of the resulting 8-dimensional representations is reducible. Thus, this representation is decomposed into a direct sum of three 1-dimensional representations corresponding to the weights ω = 1232, υ, and −ω = −1232, and three 8-dimensional representations. Let Here we recall the precise definition of the standard description of normal subgroups in the Chevalley group of type F 4 . Clearly, since F 4 has two different root lengths, such a description should be given in terms of pairs of ideals in R, not merely one ideal! Obviously, under various simplifying assumptions such as, for instance, 2 ∈ R * , this description reduces to the classical standard description in terms of one ideal.
In the sequel, Φ = F 4 . We denote by Φ l = D 4 the set of long roots of the system Φ, and by Φ s its set of short roots.
The following notion was introduced by Abe in [30, 31, 32] and by Abe-Suzuki in [34] . Let A be an ideal in R. Denote by A 2 the ideal generated by 2ξ and ξ 2 for all ξ ∈ A. A pair of ideals (A, B) of the ring R is said to be admissible if A 2 ≤ B ≤ A.
Under the simplifying assumption that every element ξ of the ring R belongs to the ideal generated by 2ξ and ξ 2 , we have A 2 = A. Thus, under this assumption, the admissible pairs (A, B) correspond bijectively to the ideals I = A = B of the ring R, and we again return to the usual notion of standardness, in terms of a single ideal.
With any admissible pair (A, B), we can associate the corresponding relative elementary subgroup E(Φ, R, A, B) of level (A, B); by definition, this is the smallest normal subgroup of E(Φ, R) generated by the elementary root unipotents of level (A, B). In other words,

E(Φ, R, A, B)
In the case where A = B = I, this notion specializes to the usual notion of the relative elementary group
The next lemma follows immediately from the definition of E(Φ, R, A, B)
and the fact that every root of the root system F 4 embeds into a subsystem of type A 2 .
Lemma 4. For any admissible pair (A, B), we have [E(Φ, R), E(Φ, R, A, B)] = E(Φ, R, A, B).
Next, we describe generators of E(Φ, R, A, B) as a subgroup.
For a root α ∈ Φ and any two ring elements ξ, ζ ∈ R, we set
Remark. Our definition differs from that used by Abe, as far as the sign of the root α is concerned. Moreover, the definition of the element z α (ξ, ζ) in Subsection 2.4 of [32] contains a mistake in the order of the arguments. The following definitions show that the intended order of the arguments is the same as ours.
The Chevalley commutator formula immediately implies that the group E(Φ, R, I) is generated by the elements z α (ξ, ζ) contained in it; see, for example, [71, Theorem 2] . A similar result holds true also for the group E (Φ, R, A, B) , but the proof in this case requires a much more serious effort; see [ 
Lemma 5. The group E(Φ, R, A, B) is generated by the elements of the form z α (ξ, ζ) contained in it. In other words,
E(Φ, R, A, B)
This implies the following result, which will be used in the proof of Theorem 1.
Lemma 6. For any admissible pair we have
E(F 4 , R, A) = E(F 4 , R, A, B)E(D 4 , R, A).
Proof. Indeed, the group E(F 4 , R, A, B) is normal in E(F 4 , R) and, a fortiori, in a smaller group E(F 4 , R, A)
, so that the product on the right-hand side is a subgroup containing all the generators of the subgroup on the left-hand side.
In the sequel we shall denote by H a subgroup of G(Φ, R) normalized by E(Φ, R).
With every such subgroup, we can associate an admissible pair (A, B), naturally interpreted as the lower level of this subgroup. The following result is a special case of Theorems 1 and 2 in [32] .
Lemma 7. For every root α ∈ F 4 , the set
I α = {ξ ∈ R | x α (ξ) ∈ H}
is an ideal in R. This ideal depends not on the root α itself, but only on its length. Setting A = I α for short roots α and B = I β for long roots β yields an admissible pair (A, B). We have E(Φ, R, A, B) ≤ H, and furthermore, (A, B) is the largest admissible pair with this property.
The admissible pair constructed in this lemma is called the admissible pair associated with the subgroup H. Under the simplifying assumption we mentioned above, one has A = B, and we return to the usual definition of the lower level as the largest ideal I R such that E(Φ, R, I) ≤ H.
Next, we define the full congruence subgroup C(Φ, R, A, B) of level (A, B) as the transporter of the absolute elementary group to the relative elementary group of level (A, B): C(Φ, R, A, B) = {g ∈ G(Φ, R) | [g, E(Φ, R)] ≤ E(Φ, R, A, B)}. As usual, in the case where A = B = I, we denote the corresponding full congruence subgroup simply by C(Φ, R, I). By definition, E(Φ, R, A, B) is normal in the absolute elementary group E(Φ, R). Unfortunately, the existing literature does not answer the question whether this group is normal in the Chevalley group G(Φ, R) for Φ = F 4 . At the
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use same time, this fact and other similar commutator formulas are absolutely unavoidable to carry through a proof of the structure theorems via level reduction, with a subsequent adjustment of the admissible pair, as in [38] .
For A = B = I this is indeed the case. The following result is obtained easily from the normality of the elementary subgroup established by Giovanni Taddei [69] 
Lemma 8. For every irreducible root system of rank at least 2, the relative elementary subgroup E(Φ, R, I) is normal in the Chevalley group G(Φ, R). Moreover, [E(Φ, R), C(Φ, R, I)] ≤ E(Φ, R, I).
Combining this with the main result of Abe-Hurley [33] , one easily obtains the following result; see [32, Corollary 4] .
Lemma 9. If, moreover, the group E(Φ, R) is perfect, then for any ideal I R we have
C(Φ, R, I) = {g ∈ G(Φ, R) | [g, G(Φ, R)] ≤ G(Φ, R, I)} = {g ∈ G(Φ, R) | [g, E(Φ, R)] ≤ G(Φ, R, I)} = {g ∈ G(Φ, R) | [g, E(Φ, R)] ≤ E(Φ, R, I)}.
As is well known, see [62] , among groups of rank at least 2, the only cases where the elementary group E(Φ, R) is not perfect are the groups of types B 2 and G 2 over a commutative ring R that possesses residue fields F 2 of two elements.
§6. Centralizers of unipotent root elements
In the present section we prove several auxiliary results that will be used in extraction from parabolic subgroups and in the proof of the main lemma. We start with calculating the centralizer of an elementary root element x α (ξ). Since the proofs in the present paper are not likely to excite someone who has not already read [12] , we presume that the reader is familiar with that paper. In particular, we do not reproduce §6 thereof, summarizing the generalities on the structure of parabolic subgroups, and limit ourselves to an absolute minimum of indispensable notation.
For any 1 ≤ i ≤ l, we denote by P i the standard parabolic subgroup obtained by erasing the negative root −α i for some fundamental α i ∈ Π. By L i and U i we denote its Levi subgroup and its unipotent radical, respectively, and by U − i we denote the unipotent radical of the opposite parabolic subgroup P − i with the same Levi subgroup, obtained by erasure of α i . By ∆ i we denote the root system of L i , and by Σ i the set of roots of U i . The commutator subgroups, the central series, and all other group-theoretic constructions are always interpreted in the sense of the theory of algebraic groups.
The following result is Lemma 8 of [12] . In the sequel we sometimes use the notation g λµ even when λ and/or µ are not roots. In such cases g λµ is assumed to be equal to 0.
Lemma 10.
If an element g ∈ GL(n, R) commutes with a root element x α (ξ) for some root α ∈ Φ, then:
Essentially, the following result coincides with [12, Proposition 4] . Admittedly, it was stated there in a slightly less precise form. However, exactly this was proved there, not merely for long roots of F 4 , but rather for all roots of E 6 . Proposition 1. If [g, x α (1)] = 1 for some g ∈ GL(27, R) and some long root α ∈ F 4 , then g lies in a parabolic subgroup P ≤ GL(27, R) of type (6, 15, 6) An analog of this proposition for the case of short roots follows roughly the same pattern. However, there is a substantial difference between these two results. Namely, in the case of long roots the centralizer is a parabolic subgroup, up to a one-dimensional torus. More precisely, P 1 is the normalizer of the root subgroup X δ . For short roots this is not the case, because now not all elements of the unipotent radical fall in the centralizer. However, since in the proof of the main lemma we need to be able to cope with arbitrary elements of P 4 , for further reductions it is only important that for a short root the centralizer of x α (1) be contained in P 4 . Surely, this is well known when the ground ring is a field, and for an arbitrary commutative ring nothing changes, because we only use it for the value of the parameter equal to 1. On the other hand, below we establish a slightly more general result on the centralizers of short root elements in GL(27, R).
Proposition 2.
If [g, x α (1)] = 1 for some g ∈ GL(27, R) and some short root α ∈ F 4 , then g lies in a parabolic subgroup P ≤ GL(27, R) of type (9, 9, 9) whose intersection with the Chevalley group of type F 4 , in the embedding discussed in §3, is a parabolic subgroup of type P 4 thereof.
Proof. Without loss of generality, we may assume that α = ρ = 2132. We fix the following order of weights: the highest weight ω, then the weights of B in the order 
Now, to prove the statement on the centralizer of x ρ (1) in GL(27, R), it remains, as in [12] , to refer to Lemma 7. On the other hand, in F 4 (and even in E 6 ) there are no additions between υ and the other 8 central weights. Combined with the absence of downward additions between the nines, this shows that, upon restriction to F 4 , the diagram is cut through the 5 central edges with mark 1 as well as the 5 symmetric edges with mark 6. Obviously, then it should be cut through the remaining outer edges with marks 1 and 6. This shows that in the first column there are no downward additions, so that all of its nondiagonal components are equal to 0, and we fall into P 4 .
Remark. The intersection of a subgroup of type (9, 9, 9) Proof. Any long/short root γ ∈ ∆ i is the difference of two long/short roots α, β ∈ Σ i . It follows that
By Theorem 2 in [37] , the next result follows in exactly the same way as [12, Proposition 7] . In the Diploma paper of the second author, there is a direct elementary proof of this result in the style of §8 of [12] , which does not involve results on the structure of U i as an L i -module. We do not reproduce it. As we observed in [12] , such a proof is merely an exercise in patience.
Proposition 3. Let
i = 1, 4. If an element z ∈ L i commutes with all x α (1), α ∈ Σ i , then
it is central. §7. Extraction from parabolic subgroups
In the present section we keep the assumption that H is a subgroup in G(F 4 , R) normalized by E (F 4 , R) . Recall that the center of the group G(F 4 , R) is equal to the center of the group E(F 4 , R) and is equal to 1. It is our intention to prove that if H has a nontrivial element contained in a proper parabolic subgroup, then H contains a nontrivial root element. Although this result is true in general, we prove it only in the following two cases where we actually use it.
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• Parabolic subgroup P 1 with Levi subgroup of type C 3 . The unipotent radical U 1 is extraspecial. In other words, [U 1 , U 1 ] = X δ = C(U 1 ), and the factor-group
is the 14-dimensional fundamental module of the group Sp(6, R).
• Parabolic subgroup P 4 with Levi subgroup of type B 3 . In this case [U 4 , U 4 ] is the natural 7-dimensional module of the group Spin(7, R), whereas U 4 /[U 4 , U 4 ] is its 8-dimensional spin module.
Proposition 4. If H contains a nontrivial element lying in a proper parabolic subgroup
, and, moreover, z = εe. Take a root α ∈ Σ i and consider the commutator
The first commutator on the right-hand side lies in [U i , U i ], whereas the second lies in U i . By Proposition 3, there exists a root α such that u = e. Our first objective is to beget, when possible, a nontrivial element already in the commutator subgroup of the unipotent radical [U i , U i ]. In the case of P 1 this will finish the proof.
Namely, in the case of P 1 we consider the expansion u = x α (u α ), α ∈ Σ 1 . If u α = 0 for some long root α = δ, or else 2u α = 0 for some short root α, then the element
where c α = 1 or c α = 2, depending on whether α is long or short, is precisely the required nontrivial [long] root element. Thus, we may assume that c α u α = 0 for all roots α ∈ Σ 1 except, maybe, for δ. In this case the parameter u δ does not depend on the order of roots in Σ 1 , and if u δ = 0, then
Moreover, we have y δ−α 1 = ±u δ = 0 in the expansion y = x α (y α ), α ∈ Σ 1 , so that this case reduces to that considered previously. Thus, it only remains to settle the case where c α u α = 0 for all roots α ∈ Σ 1 , but u α = 0 for some short root α. Clearly, without loss of generality we may assume that u 1110 = 0. Since 2u α = 0 for all short roots, all factors x α (u α ) in the expansion of u commute, and
Passing to another commutator, we see that
In the case of P 4 , all 6 long roots of Σ 4 have coefficient 2 in α 4 and thus fall into Σ 4 (2). Let u = x α (u α ), α ∈ Σ 1 , and observe that the parameters u α in short roots α = ρ are uniquely determined. If 2u α = 0 for some of these short roots, then, taking an appropriate root β ∈ Σ 1 , β = ρ, we get a nontrivial element [u,
Indeed, in this case there is no loss of generality in assuming that already 2u α 4 = 0, so that α = α 4 . Taking β = 0121, we get
where y is the product of x γ ( * ) over roots of Σ 1 larger than 0122, namely, over 1122, 1222, ρ = 1232, 1242, 1342, and δ = 2342. Thus, we have found a nontrivial element in
On the other hand, if 2u α = 0 for all short roots α ∈ Σ 1 , α = ρ, but u α = 0 for some of these roots, then
Thus, in the sequel we may assume that u α = 0 for all short roots α ∈ Σ 1 , α = ρ, so that in this case the element u ∈ H ∩ [U 4 , U 4 ] is itself nontrivial. First, let u γ = 0 for some long root γ ∈ Σ 1 ; without loss of generality we may assume that already u 0122 = 0, so that γ = 0122. In this case
and thus, finally,
is the required nontrivial [long] root element. This shows that u γ = 0 for all long roots γ ∈ Σ 1 , so that, from the very start, u = x ρ (u ρ ) ∈ H was a nontrivial [short] root element in H. This finishes the proof of the proposition.
Now we deduce two corollaries from this proposition. Their proofs coincide with the proofs of the corresponding corollaries in [12] almost word for word. First, observe that, since the center of the group G (F 4 , R) is trivial, here we do not require any analog of [12, Proposition 5] . This is precisely why here we have no need to stipulate that the roots α and β are long. If x α (ξ)x β (ζ) stabilizes the first column of a matrix g ∈ H, but does not  commute with g, then H contains a nontrivial root element. Proof. By assumption, z = [g, x] ∈ H lies in a parabolic subgroup P 4 . Since x does not commute with g, the commutator z is nontrivial, and then the subgroup H contains a nontrivial root element by Proposition 4. Proof. Indeed, from Proposition 1 when α is long, or from Proposition 2 when α is short, it follows that the element g is contained in a parabolic subgroup of type P 1 or P 4 , respectively. In any case, we can apply Proposition 4 to this element. §8. The main lemma
Corollary 1.
We come up to the most important auxiliary result of the present paper. Its proof constitutes the gist of our approach, where the main computational trick resides. We keep the assumption that ω = 1 is the first fundamental weight of the root system E 6 .
Main lemma. Let us fix a weight
Proof. The proof starts in exactly the same way as in the case of E 6 . Obviously, now the key computation can be carried through only for long roots, so that it does not suffice to require that a difference of two weights is a root, it is necessary that it is a long root. This introduces substantial additional technical strain in the rest of the proof, as compared with [12] . The first (difficult!) step consists in proving that either H contains a nontrivial root element, or the square of the ideal I in R generated by the entries g µλ = 0, µ = λ, equals 0. After that it is relatively easy to finish the proof. As a next approximation we shall prove that either H contains a nontrivial root element, or the ideal I itself equals 0. However, in the latter case, the element g is contained in a proper parabolic subgroup and we can invoke Proposition 4.
• Replacing g by its conjugate under the action of an element of N (F 4 , R), without loss of generality we can assume that λ = ω. This does not influence general arguments essentially, but as soon as we start actual calculations, it is usually noticeably easier to perform them for the first column of the matrix g.
• It is easily seen that for any λ ∈ W (F 4 )ω there exist six weights µ ∈ Λ such that λ − µ is a long root. Obviously, all of them lie in W (F 4 )ω. For example, for λ = ω these are precisely the weights 1110, 0110, 0010 lying in Γ, and their opposites. Clearly, these weights form a single orbit under the action of the Weyl group W (B 3 ), stabilizing ω.
Take any two distinct weights µ, ν ∈ Λ such that α = λ − µ and β = λ − ν are long roots, and consider the root element
An explicit choice of the sign ε = ε(α, β) = ±1 is described below. Now, as in [12] , we form the commutator
Since the roots α, β are long, nothing changes in our computation, as compared with the case of E 6 . Namely, take any weight ρ = µ, ν. Now, by Lemma 3, if ρ + α ∈ Λ or ρ + β ∈ Λ, then d(λ, ρ) = 2. However, g ρλ = 0 for all such ρ by assumption. Thus, in the λth column of the matrix g −1 , multiplication by x −1 produces exactly two additions, both to the diagonal entry g λλ . Moreover, the entry g νλ is added with the coefficient ±g µλ , whereas the entry g νλ is added with the coefficient ±εg µλ .
Clearly, choosing ε = ±1 we can secure the mutual cancellation of these terms. Since there are only two additions, in order to achieve this, we do not even need to explicitly know the structure constants c µα and c νβ . Upon such a choice, the λth column of the matrix g −1 does not change at all; in other words,
But then, of course, (gx
Since the representation (E 6 , 1 ) is microweight, the sums λ + α, λ + β are not weights, and thus, xv
so that for all such µ, ν the element z = z(µ, ν) falls into a proper parabolic subgroup of type P 1 of the Chevalley group G(E 6 , R), and thereby also in a proper parabolic subgroup of type P 4 of the Chevalley group G(F 4 , R).
If at least one of these elements is nontrivial, we can resort to parabolic reduction. In this case, Proposition 4 gives us a nontrivial root unipotent.
• This means that in the sequel we can limit ourselves to the case where all such z are trivial. Now, we try to find out what this means for the matrix g itself. In other words, we assume that g −1 commutes with all x = x(µ, ν). Let us calculate the entries of the matrices g −1 x and xg −1 at the position (ρ, σ):
By Lemma 2, for each position, out of the three new summands, not more than two can appear simultaneously in each of these expressions.
In the first place, we are interested in the case where a single new summand appears on the right-hand sides of these two expressions. By comparing them, we see that in this case this new summand equals 0.
• First, here we take σ = µ, where, as above, µ ∈ Λ is a weight such that α = λ−µ ∈ Φ l . Further, let ρ be a weight at distance 1 of λ such that ρ − α / ∈ Λ. In this case there exists a weight ν ∈ Λ such that β = λ − ν ∈ Φ l , and moreover, µ + β, µ + α + β, ρ − β / ∈ Λ. To somewhat simplify the notation, from this moment on we assume that λ = ω, µ = 1110. As we mentioned at the very beginning of the proof, this does not restrict generality. In this case the weights ρ such that ρ − α is a weight are precisely ω, 0121, 0111, 0011, 0001, and −1110. We claim that for all other weights we can find ν as required. Indeed, in this case the condition that µ + β is not a weight is fulfilled automatically, because all allowable ν are smaller than µ. To assure that ρ − β is not a weight either, it suffices to observe that for ρ = 1231, 1221, and also for ρ = 0010, υ 1 , υ 2 , or −0010 we can take ν = 0110. For ρ = 1121 we can take ν = 0110 or −0110. Finally, for ρ = 1111 we can take ν = −0010.
Substituting in the expressions from the previous item first σ = µ, and then σ = ν, we see that g ρλ g µλ = 0 for all such µ and ρ. In the case of E 6 , the proof essentially terminates here, because in this case for each weight µ = λ at least one of the following License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use assertions is true: λ − µ is a long root, or g µλ = 0. As opposed to that, for the case of F 4 , the proof merely commences here. As yet, we have not completed the proof of the relations g ρλ g µλ = 0 for the weights µ such that λ − µ is a long root. Worse than that: we have not even started the analysis of the relations g ρλ g µλ = 0 for the case where both roots λ − µ, λ − ρ are short!
• As above, let µ ∈ Λ be a weight such that α = λ − µ ∈ Φ l . As a next step, we verify that g ρλ g µλ = 0 for all ρ = λ. For this, we argue as follows. Take any root γ -possibly a short one! -and consider the commutator
Multiplication by a root element x γ (g µλ ) amounts to six or thirteen additions in the λth column of the matrix g −1 , depending on whether γ is a long root, or a short root. We try to figure out when these additions do not change the λth column of g −1 . Clearly, this amounts to the condition g µλ g ρ−γ,λ = 0 for all ρ ∈ Λ such that ρ − γ ∈ Λ. In this case precisely the same calculation as that performed above for the matrices z(µ, ν) shows that z * λ = v λ , so that z = z(µ, γ) falls into a parabolic subgroup of type P 1 of the Chevalley group G(E 6 , R). Thus, once again we can conclude that H contains a nontrivial root unipotent, or else that the element z = z(µ, γ) is equal to 1.
At the next step of the proof we undertake the search for roots γ such that for any ρ = λ at least one of the three following assertions is true:
• at the preceding steps it has already been proved that g µλ g ρ−γ,λ = 0.
The proof in the next item will run in several passes and is organized roughly as follows. From the preceding argument we know that each time we unearth a root γ with this property, we face the following customary alternative: either H contains a nontrivial root unipotent, or g commutes with x γ (g µλ ). In the latter case we get
In its turn, this last relation implies new identities of the form g µλ g ρλ = 0, which can be used in the search for further roots γ with this property.
• Again, to simplify notation, from now on we assume that λ = ω, µ = 1110. Let ρ be a weight; we must show that g µω g ρω = 0 whenever ρ − α is a weight.
We claim that the short root element x 0001 (g µω ) stabilizes the first column of g −1 . Indeed, 8 out of 13 additions in the first column (namely, 5 additions by x β 1 ( * ), 2 additions by x β 6 ( * ), as well as the only addition over the zero weight) originate from positions (ρ, ω) with d(ρ, ω) = 2, whence g ρω = 0. The 5 remaining additions originate from positions (ρ, ω) with ρ = 1231, 1110, 0110, 0010, or υ 1 . For all of those 5, at one of the preceding steps we have already established that g µλ g ρ,λ = 0. It follows that this addition actually stabilizes the first column of the matrix g −1 . This means that, without loss of generality, in the sequel we can assume that g commutes with x 0001 (g µω ). But then, substituting ρ = 0121 and σ = µ in the formula in the preceding item, we get a new relation g µω g ρω = 0. Obviously, the same argument with a different choice of γ applies to all weights ρ that can be transformed to 0121 by an element of W (F 4 ) stabilizing ω and µ, i. e., ρ = 0111, 0011, 0001. Namely, for these cases we can take γ = 0011, 0111, 0121, respectively.
This means that, out of all cases displayed in the previous item, only the case where µ = 1110, ρ = −1110 remains open. Here we argue in exactly the same way as for other weights, but with a different choice of γ. Namely, we claim that a short root unipotent x 1232 (g µω ) stabilizes the first column of the matrix g −1 . Indeed, 11 out of 13 additions in the first column (namely, 5 additions by x 11221 1 ( * ) and x 12211 1 ( * ) each, as well as the only addition over the zero weight) originate from positions (ρ, ω) with d(ρ, ω) = 2, and thus g ρω = 0. The 2 remaining additions come from the zero weights ρ = υ 1 , υ 2 . With regard to the latter additions, we have already established that g µω g ρ,ω = 0. Thus, without loss of generality we can assume once again that g commutes with x 1232 (g µω ). But then, substituting ρ = −1110 and σ = 1110 in the formula from the preceding item, we get the relation g µω g ρω = 0 in the last case where it was still open.
• Summarizing the above, we can conclude that g µλ g ρλ = 0 for all ρ, µ ∈ Λ such that λ − µ ∈ Φ l . To consider the remaining cases, it suffices to observe that in the expression (x γ (ξ)g −1 ) * λ = g −1 * λ we could replace ξ by g µλ for any µ. The first column is stabilized whenever g µλ g ρ−γ,λ = 0 for all ρ ∈ Λ. Already the above relation (with σ replaced by λ − γ) gives us g µλ g σλ = 0 whenever µ, σ are such that there exists a root γ for which x γ (ξ) stabilizes the first column of g −1 , and moreover, τ − γ / ∈ Λ, λ − γ ∈ Λ. For every pair of weights it is very easy to find such γ. In fact, virtually any long root γ will do. It suffices to require that τ − γ / ∈ Λ, and then the relations we obtained in the preceding item ensure that the first column is stabilized automatically (the difference of ρ − γ and a long root is manifestly distinct from υ 1 and υ 2 ).
• Thus, we have shown that g µλ g νλ = 0 for all µ, ν ∈ Λ. In other words, if A is an ideal in R generated by the elements g µλ , µ = λ, then A 2 = 0. Moreover, reduction modulo A shows that g µλ ∈ A for all µ = λ.
It only remains to consider the commutator z = [g, x α (1)], α ∈ Φ l . The column v = x α (1)g −1 * λ differs from g −1 * λ only at the λth component, v λ = g λλ + g µλ ; all other components coincide. It follows that gxg −1 * λ is proportional to the base column v λ , and z lies in a parabolic subgroup of type P 1 . Now, either z is nontrivial and we can use parabolic reduction, or z is trivial. In the latter case, g itself lies in a proper parabolic subgroup by Proposition 1, and once again we can invoke parabolic reduction. In either of these cases H contains a nontrivial root unipotent.
Remark. In the Russian original, but not in the English translation, in §8 of [13] there was a systematic misprint in the exposition of the proof of this lemma. Namely, as a result of an erroneous interpretation of a T E X macro, the coefficient in α 2 in the Dynkin form of the roots of E 7 is repeated twice: once in its legitimate place in the second row, and once more as the second component of the first row. §9. Standard description
In the present section we finish the proof of Theorems 1 and 2. Obviously, all these labors are necessary only because we refuse to impose simplifying assumptions such as 2 ∈ R * . Under this assumption, Theorem 2 with A = B immediately follows from our main lemma by level reduction with two parameters, in the form it was used in [38, 43] . Thereby, one has no need to use any commutator formulas, apart from Lemma 7.
Proof of Theorem 2. Let, as usual, H be a nontrivial subgroup in G = G(F 4 , R), normalized by E (F 4 , R) . First, we verify that H contains a nontrivial root unipotent. Indeed, let g ∈ H, g = 1. If g commutes with a long root unipotent x α (1), then H contains a nontrivial root unipotent by Corollary 2.
On the other hand, if g does not commute with a long root unipotent x α (1), then, replacing if necessary g by [g, x α (1)] = (gx α (1)g −1 )x α (−1), we can assume from the very start that g ∈ H is a nontrivial element of the following form: the product of a long root unipotent by an elementary long root unipotent. The element g differs from a root Remark. Our proof of Theorem 1 follows the same guidelines as the proof of Proposition 3.3 in Chapter IV of the Thesis by Tony Bak [38, pages 4.22-4.27 ]. There, a similar argument was carried through for the unitary group. Namely, it was observed that, for a group G, the strong structure theorem follows from the weak structure theorem for the group itself and the strong structure theorem for an appropriate subgroup. Understandably, the subgroup in [38] was constructed in a completely different way, by using stability conditions. Unfortunately, that thesis was never published, and even those who do have the text have seldom reached the middle of Chapter IV. This is why the exact relationship between the weak and the strong structure theorems, and even the fact that without assumption 2 ∈ R * the standard description should be stated in terms of form ideals (≈ admissible pairs), are known only to a limited number of experts. In fact, the outline of the proof by Abe in [32, 33] was completely different. Namely, he reduced the proof to local rings, and for local rings he invoked reduction modulo the Jacobson radical, with a subsequent reference to the Chevalley-Tits theorem for the field case. Thus, level reduction was not used there at all. As a curiosity, we observe that even in the paper [74] , which nominally acknowledges that the standard description should be given in terms of form ideals, the relative form parameter is missing from the notation. As noted in [54] , this leads to a direct mistake. For classical groups of rank at least 3 the problems arising were discussed in all possible detail in [43] . For the group Sp(4, R), the situation is dramatically more complicated and was completely clarified in the lambent paper by Douglas Costa and Gordon Keller [49] .
