With the increasing evolution of adaptive control systems, control applications are asked to satisfy more constraints. On one hand, these applications have to guarantee flexible adaptation processes. On the other hand, they must offer an efficient interaction with the environment. Satisfying such needs is still challenging due to real-time requirements. Developing an application covering these constraints needs a robust software support. Some properties like clear structuring, flexibility and reuse are becoming necessary to ease the development of the appropriate applications. In this paper, we propose a context-aware meta-model enabling the development of real-time reconfigurable control systems. This meta-model offers a development flexibility while meeting the functional as well as the real-time constraints. To prove the efficiency of this meta-model, we implemented a framework on the basis of the new concepts. Also, we simulated a case study using the new tool. As a performance test, we calculated the system response time and we compared it with other work.
INTRODUCTION
Adaptive control systems are systems that provide the possibility to adapt their behavior to the eventual changes (Lepuschitz et al., 2011) . The main feature that distinguishes them is leading self-reconfiguration (Valentini et al., 2013) . Reconfiguration scenarios are dedicated to allow adding, removing and/or updating some system tasks at the aim to keep its effectiveness (Idriss et al., 2015) . Reconfigurations can have various origins: They can be caused by changes in the control targets, the state of the system and even the environment that the system behaves within (Calinescu et al., 2011) . In this paper we focus on developing reconfigurations coming from the environment. We consider that this issue can be treated based on context-awareness paradigm. This concept has dealt at first with the field of mobile computing. It was introduced by (Schilit and Theimer, 1994) as a solution for mobile applications to enable the adaptation to the location, nearby users/objects, and modifications of those objects at run-time. After that, the notion has been boosted and it was developed in a wide range of fields: Internet of Things (Sukode et al., 2015) , health care systems (Lo et al., 2011) , transportation systems (Al-Sultan et al., 2013) , and many other fields (Zhang et al., 2013) (Zhan et al., 2014) (Schuller et al., 2013) . One important promising field of study is improving the control systems by providing them with the aptitude to adjust their execution according to the dynamic changes of the environment.
To be useful, a reconfigurable system has to meet some constraints. One common challenge of the most of the adaptive systems is respecting real-time restrictions. These systems are considered meaningful unless they do not exceed the deadlines of their tasks. Hence, satisfying real-time constraints is primarily needed. Furthermore, ensuring a certain level of awareness about what happens in the environment is of great importance. So, these systems are asked to be flexible enough in order to lead fluent reconfigurations. Also, they are inquired to pick-up as maximum as possible the occurred events in their proximity. Moreover, treating reconfigurations at runtime is not a trivial task since there are some events that can be contradictious or that may need some shared resources. The system services must be executed respecting the dependencies relations. As can be seen, there are various constraints to be fulfilled. Developing such systems will be really a hard or even a complex task. In that case, to avoid design complexity a high-level of abstraction becomes a necessity.
Our contribution in this paper, is to offer a new modeling concept of real-time context-aware reconfigurable systems. We propose a context-aware metamodel allowing the specification of such system in an easy way. The proposed meta-model aim to guarantee the interaction with the environment and the awareness about the context of the use. It offers the respect of real-time as well as the functional constraints of the system. Also, it offers a flexibility of the reconfiguration processes. In addition, we implemented a framework using C# programming language. We simulated a formal case study with the developed tool. We calculated the system response time to prove the efficiency of the new meta-model and we compared the results to another work.
The remainder of this paper is given as follows: Section 2 presents briefly the background of our proposition. Section 3 contains the definition and modeling of the new meta-model. Section 4 presents the application to the case study. Finally, Section 5 concludes this paper and highlights the perspectives.
BACKGROUND
Numerous works have provided specifications facilitating the development of adaptive control systems (Siddiqi and de Weck, 2008) . In the following, we briefly show some works on modeling of real-time reconfigurable systems. (Capilla et al., 2011) have proposed an UML meta-model to be able to capture decisions. They focused on some important issues such as maintenance, evolution and run-time decisions. (Feiler et al., 2006) proposed the Architecture Analysis and Design Language (AADL) which is an architecture description language allowing the specification of both software and hardware of a system. It offers specifying reconfigurable systems using state machines in which the state represents a configuration and a transition represents an event. (Gumzej et al., 2006) have dealt with PEARL specification which is a hardware/software co-design methodology. They offered a guide for system reconfigurations. (Nafti et al., 2015) have presented a meta-model for reconfigurable embedded systems called Chameleon. Chameleon is an object oriented meta-model allowing reconfiguration flexibility and reduces the consumption of both the processor time and the memory. (Krichen et al., 2011) and (Hamid and Krichen, 2010) have proposed a meta-model aiming at specifying the distributed reconfigurable real-time embedded systems. Also, they implemented an UML profile called RCA4RTES as an application of their metamodel. (Dowling and Cahill, 2001) have proposed an architecture meta-model enabling the creation of dynamic software architectures. They provided an adaptation contract description language aiming at separating the adaptive behavior of systems from their functional behavior. (Lehmann et al., 2010) have presented a meta-modeling process for modeling selfadaptive applications in order to facilitate the dynamic adaptation at run-time.
All the previous researches have proposed several modeling and specification methods to describe reconfigurable systems. However managing the context information is practically not studied. Providing the models of context collection, classification, processing and dissemination is useful to minimize the complexity of the reconfiguration processes. Moreover, some of the existing models do not highlight well how real-time constraints can be treated. Adding to that, organizing the relation between the different reconfigurations and resolving conflicting scenarios are not mentioned as well. The functional constraints like the inclusion or exclusion rules, the dependencies relations, the sharing resources issues are not satisfied with a clear and easy way. On these basis, we propose a new meta-model overcoming all these constraints. We design a three levels meta-model where each level concerns a particular directive. The first level tackles the relation of the system with its environment. The second level is dedicated to manage the system behavior by respecting all the possible constraints. The third level contains the set of the system services. The next section presents a description of the proposed meta-model.
NEW CONTEXT-AWARENESS META-MODEL
In this section, we present the proposed concept by showing a detailed description of the different components of the meta-model.
Concept Description
Adaptive control systems have many common characteristics. There are some execution steps repeated in most of them regardless their field of application and their specificity of operation. For instance, the majority of them have an agent or an entity responsible for the digital control. This agent includes the controllers and algorithms, the logic entities, etc. Also, they contain another agent responsible for the mechanical part (management of the sensors and actuators). And finally, most of them include an entity responsible for the interaction with the users (handling the I/O and the graphical display). In order to provide an easy modeling of these entities and to express the relations between them, a high level of abstraction is really needed. In this context, we propose a new reconfigurable context-aware real-time meta-model. We define this meta-model through giving three viewpoints: (i) Structural approach, (ii) Behavioral approach, (iii) Constraints perspective approach.
Structural Approach
The study of the adaptive systems allows us to deduct that they can be designed through three levels architecture (see Fig. 1 ). The first level can be called Context Acquisition. It has to manage the communication with the events triggered in the environment by means of sensors.The context acquisition has to be achieved in two steps: (i) Context collecting, (ii) Context classification (it can be reached by identifying the type of the event and by attributing to it a set of properties). The second level can be called Context Control and Reconfiguration Management. This level should contain the control logic as well as the constraints verification modules which are basically the real-time and functional restrictions. The third level can be called System Actions and it has to include the system services. Having a separation between the system services and the control aspects helps developers to benefit from the re-usability and the flexibility.
Behavioral Approach
The analysis of the behavior of adaptive control systems enables us to note many observations about their control attitudes. Most of these systems need to perform an adaptation to the context they are putted in.
The adaptation logic has many shared steps, therefore we propose a generic process expressed via the FSM (Finite State Machine) of Fig. 2 . Most of the selfadaptive control systems have to detect to the eventual changes. Then, classifying the reconfiguration requests and identifying them is a necessary step that helps to decide which control process to lead. After that, checking the constraints that can be faced has to be performed. Finally, sending the update commands to the appropriate actuators is needed. 
Constraints Perspective Approach
A survey of the mostly faced constraints in adaptive systems drives us to assume that they have a set of shared constraints. Basically, all these systems have to perform their tasks under real-time constraints. Functional constraints also are always required. Thus, we propose to use generic OCL rules (the Object Constraint Language which is a formal language for the definition of constraints on UML models) with the aim of abstracting the commonly faced constraints.
Meta-Model Definition
The meta-model is composed of three main packages (see Fig. 3 ). RealTime ContextAware MetaModel is the container package that contains: (i) Context Acquisition, (ii) Context Control and Reconfiguration Management, and (iii) System Actions. These three packages are linked through dependencies relations (in particular import that allows to get the services from another package and use which allows to utilize the content of a package). 
Context Acquisition
This package is composed of two packages: Context Collecting and Context Classification (see Fig. 4 ). Context Collecting contains the meta-class Event Listening which is responsible for picking-up the triggered events from the surrounding environment. For this, it uses the meta-class Sensors Handling which manages the different kind of the used sensors. Sensors Handling is composed of the meta-class Sensor that offers an abstraction of sensors (it has a set of attributes like the name of the sensor, the detected value...). Context Collecting package is accessed by the package Context Classification through to the metaclass Get Reconfiguration Event. Then, the reconfiguration events are imported by the meta-class Identifying Context in order to recognize their type. The meta-class Characterizing Context will use the identified events and then it performs an abstraction. Finally, it will send them to the control unit through the meta-class Communicate Context to Control Unit.
Context Control and Reconfiguration Management
This package uses the Context Acquisition in order to get the reconfiguration requests. It also imports the services to be offered by the system from the package System Actions. It is composed of three packages linked through dependencies relationships. The main package is called Controlling Unit of Reconfiguration Processes (see Fig. 5 ). This package uses two other packages which contain the system constraints. The specification of constraints is performed on the basis of OCL. We distinguish between two types of constraints: functional and real-time. Controlling Unit of Reconfiguration Processes contains five meta-classes. The meta-class Main Control includes the main control algorithm. It imports the reconfiguration requests through the meta-class Get Context Reconfiguration. To accomplish its task, it uses the meta-class Get Functional Decision that will interact with the package Functional Constraints Control in order to pick-up the services to be executed after having been checked by this package. Services selection will be performed through the meta-class Handle System Actions. The chosen services will be sent to the meta-class Post Real-Time Tasks which is responsible for the interaction with the package RealTime Constraints control.
The package Real-Time Constraints Control is responsible for scheduling the real-time tasks of the systems. It contains a meta-class called Communication with Control Unit responsible for the interaction with the package Controlling Unit of Reconfiguration Pro-cesses. It contains also a meta-class called Real-Time Scheduling including the main scheduling algorithm which is responsible for keeping the feasibility of the system. This is a generic meta-class that can be instantiated to specify the type of scheduling. These instances are called as follows: Periodic Scheduling, Aperiodic Scheduling and Sharing Resources.
Functional Constraints Control is the third package. It contains a meta-class called Rules Checker. This meta-class is responsible for checking the functional rules of the smooth execution of the system services. It uses a meta-class called Rules which is composed of four other meta-classes specifying the type of rules to be checked. These meta-classes are: (i) Resources Allocation responsible for reserving the needed resources for the system execution. (ii) Precedence Rules responsible for organizing the tasks according the precedence logic. (iii) Resources Sharing responsible for indicating all the shared resources to be used in the system. (iv) Coherence Rules indicating the system tasks that have to work simultaneously and the tasks that have not to work together.
Systems Actions
This package is dedicated to be the container of the systems services. It can contain N service packages. Every service meta-class can contain also M task meta-classes. These meta-classes can be linked through many types of relationship such as import, use, access, etc. In Fig. 6 shows the abstraction of the system service meta-classes. 
CASE STUDY
In order to evaluate the suitability of the proposed meta-model, we present the modeling of a case study.
Case Study Presentation
The formal adaptive control system must adapt its behavior according to the dynamic changes of the environment (Landau et al., 1998) . It is running under real-time as well as functional constraints. It has a set of services that contains the tasks to be performed. Let us assume that this system uses a set of different sensors (temperature, humidity, accelerometer, etc.). Let the ten services called as follows: S i , i=1..10. These services are distinct units containing the main tasks of the different execution modes. A service is executed after having been elected by the control unit. This control unit organizes the services according to the needs of the user: It can be executed in a periodic way (fixed by the developers) or in aperiodic way (reconfiguration triggered by the events). Some of the services are urgent and need to be treated before exceeding their deadlines.
Services are linked between each other through various relationship types. Some of them are linked by precedence relationship, which means that a service S i cannot begin the execution before the end of the service S j . The precedence order for this case study is given by {(S1,6), (S2, 9), (S3, 5), (S4, 10), (S5, 1), (S6, 7), (S7, 2), (S8, 3), (S9, 8), (S10, 4)} (i.e S5 has to be executed at first, then S7, then S8, etc.)
Other services have a resources constraint, which means that they need some shared resources in their execution. The shared resources of this case study are { X, Y, Z, R, Q,} and they are used as follows: {(S1, X), (S2, R-Z), (S4, Y-Q), (S5, Y,R), (S7, X), (S10, R-Z)}. Not only that, but also there are services having a coherence relationship. It determines whether the services can be executed together or not. In this system, we assume that (S2 and S3), (S4 and S7) and (S8 and S5) are not coherent and the execution of the one implies the blocking of the other. Finally, to be executed correctly, the system services need to allocate some resources like the memory, energy, and processor time. Let us consider the resources amounts indicated in the resources table. (see Table 1 ). 
Case Study Modeling
The proposed formal adaptive system uses the concepts proposed in the meta-model. A triggered event in the environment is picked-up by the acquisition level (see Fig. 7 ). At this level, it is identified by attributing a type and characterized by attributing a set of properties like the Worst Case Execution Time (WCET), the priority, and the deadline. After being abstracted and presented by the first level, the reconfiguration request is sent to the Context Control and Reconfiguration Man- agement level in order to be verified. The control unit will guarantee the global control of the reconfiguration process. In fact, the package Controlling Reconfigurations will collaborate with the packages of the verification of the system constraints. It will interact with both Real-Time Scheduling and Logic packages.
The Rate Monotonic (Lehoczky et al., 1989 ) is implemented to handle periodic tasks, the Polling Server (Davis et al., 1993) for the aperiodic tasks and the Priority Ceiling Protocol (Sha et al., 1990) for the scheduling under sharing resources. The system feasibility is guaranteed when services do not exceed their deadline. Also when the rate of utilization of the processor is not at its maximum level. For this reasons, we have developed a set of real-time constraints by means of OCL (see Fig. 8 ). These queries have to be always satisfied in order to keep system correctness. In the same manner, the package Logic is designed to hold the functional constraints of the system. The class Rules is composed of four other classes. Needed Resources will manage the used resources during the execution of the control application. It leads all allocation and de-allocation processes. Common resources manage the shared resources that can be used by the system. Services Order is responsible for controlling precedence constraints. Coherence mention the services that are able to be treated together. The OCL rules are implemented by the classes of the functional constraints package in order to avoid confusion (see Fig. 9 ). 
Case Study Simulation
In this subsection, we present the simulation scenario of the modeled adaptive system.
Implementation
We have developed a framework following the new meta-model. This framework is holding the modules existing in the three levels described by the metamodel. We used C# programming language in the implementation phase. Fig. 10 shows the class responsible for detecting events from the environment. 
Simulation
We consider the formal adaptive system presented in the previous subsection. The services priorities are Context-awareness Meta-model for Reconfigurable Control Systems given as follows: {(S1, 5), (S2, 6), (S3, 3), (S4, 7), (S5, 4), (S6, 5), (S7, 6), (S8, 6), (S9, 3), (S10, 1) } . S10 has the highest priority, S4 the next highest priority, and so on. The first step performed by the control unit is loading the services and checking the functional constraints. Then, it starts the resources allocation for each service (see Fig. 11 ) Figure 11 : The execution trace of the functional checking.
After that, the control unit interacts with the scheduling package and set-up the scheduling table in the real-time constraints module. Table 2 indicates the capacity of each service as well as its period of activation. The Rate Monotonic scheduling protocol is selected as the protocol to be used to handle periodic services. The execution of the services is given in the next Fig. 12 . In each timer tick, the processor treats a unit of a service. The polling server has these properties: capacity=4 and period=10. So, every 10 time units the polling server will be activated in order to check the list of aperiodic services (Fig. 13 ). A reconfiguration scenario take place when a reconfiguration request is received by the control unit. A reconfiguration request can be a change in the environment, human intervention, components added or deleted from the system, etc. These reconfigurations are unpredictable and they are event driven.
We suppose that three reconfiguration requests are picked-up during the execution and that they have the following properties (see Table 3 ). Every reconfiguration request is labeled by a deadline, WCET, and priority and it aims at loading a specific service. When they come in the system, the control unit checks the priority of the current executing service and decides whether to interrupt the execution or to re-schedule the ready tasks. At t=14, a reconfiguration event is coming to load the service S3. This change is urgent and has a high priority (priority=2). At this moment, the control unit will check all the functional constraints and prepare the new configuration to be applied on the next activation of the Polling Server. The services order is necessarily updated, the service loaded by the reconfiguration request will take place in the schedule. The simulation is performed in this way: every received request will induce a checking of the functional constraints then the aimed service will be scheduled according to the real-time protocols.
Comparison with other work
Comparing our proposed meta-model with other existing works will help us to highlight the originality as well as the efficiency of our contribution. That is why we compared our meta-model with the Chameleon (Nafti et al., 2015) . We chose to compare it with Chameleon meta-model since it includes some similarities. In fact, both meta-models intend to model the reconfiguration of control systems. Reconfigurations are performed with the aim of satisfying the adaptation of the system to its environment as well as satisfying an optimal operation of the system.
In Chameleon, the classes composing the system may change their behavior automatically. They contain all the common methods for all the possible configurations and a set of specific methods for each configuration. Therefore, if developers choose to implement the control applications of an adaptive control system with Chameleon, they have to develop their system services through the Chameleon classes. And according to the definition of the Chameleon classes, some components have to be created in all of them such as: the method table, the scheduling table, the  data table, the constant table, etc. Our meta-model shows a higher level of consistency and robustness in fulfilling these goals. In fact, it presents a separation between the system services and the control processes. As seen before, all the control aspects are encapsulated into the Context Control and Reconfiguration Management level while the system services are encapsulated in the System Actions level. This distinction and separation of concepts helps to benefit from re-usability and make the development process more flexible. The most important thing is that our architecture allows a better resource consumption since no redundancy or extra processing is done.
As a proof, we present an approximate calculation of the response time of the system when using our meta-model compared to using Chameleon metamodel (see Fig. 16 ). According to Figure 16 , with the increasing number of the system services the system response time taken by Chameleon is higher than the response time taken by our meta-model. This can be explained by the definition of several tables in each Chameleon class. Surely these tables require much processing time comparing to our meta-model. Thus, our metamodel prove its robustness.
CONCLUSION
This paper proposed a new context-awareness metamodel for developing real-time reconfigurable adaptive control systems. This new meta-model offers the satisfaction of real-time as well as functional constraints that can be needed in adaptive control systems. Compared to other meta-models developed for adaptive control systems, the reconfiguration flexibility, the awareness about the context of use and the system response time are optimized. A framework is implemented using C# programming language and a formal case study is simulated as a running example. To test the performance of the proposed metamodel, we have performed measurement of the system response time and we have compared the results with Chameleon meta-model. We presented the analysis of the obtained results. In future works, we aim to expand the flexibility and robustness of the metamodel by covering other control aspects such as the quality of service issues and the compliance to multiplatforms.
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