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INTRODUCTION 
Litter size has been one of the most studied and least 
understood economic traits of swine. Since the time when 
serious research in animal science had its beginning, re­
searchers have authored more than fifty papers on the sub­
ject. In these studies various approaches have been used, 
ranging from mere description or the fitting of Mendelian 
models, to fairly complex quantitative genetic analyses. The 
conclusion has been invariably the same—that the number of 
pigs born in a particular litter is highly unpredictable and 
subject to many non-hereditary influences. 
However, the subject is not necessarily closed by the 
evidence mentioned above. Most of the analyses seem to have 
had one or more of the following inadequacies with respect 
to our present need for knowledge of the genetic influence on 
litter size: 
(1) The number of litters was small. 
(2) The pigs were raised under management regimes which 
are not comparable to current procedures. 
(3) The genetic composition of the animals was not the 
same as in present stock. 
(4) Adjustment for the influence of environment on 
litter size was inadequate. 
(5) Litter size at birth was the only time considered 
and often it was not clear whether the trait was 
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pigs born or pigs born alive. 
Available techniques for the statistical control of 
known non-hereditary sources of variation have been greatly 
improved during the past decade. The application of these 
techniques has not been extensive, however. Also little de­
parture has been made from "standard" methods of analysis. 
Comstock* asserted that ". . . if we are dissatisfied with 
what we now know on the subject, we are going to have to come 
up with some new departures in modes of investigation." 
This study was initiated to re-evaluate the roles of 
heredity and environment in determining litter size in swine 
at various ages. The general approach has been to employ re­
fined techniques for estimating the effects of environmental 
factors, and to use the more standard techniques in studying 
the heredity of the traits. The appropriateness of the linear 
scale by which litter size is measured was of special interest. 
The total weight of the litter at 56 days (weaning age) was 
also considered since it is a more general measure of sow 
productivity including both the number of pigs and their 
weight. Although this study by no means eliminates all of 
the difficulties or problems mentioned above, certain aspects 
have been investigated which have been heretofore ignored due 
to computational difficulties and lack of suitable data. 
* 
Comstock, R. E., 1961. Animal Husbandry Dept. Uni­
versity of Minnesota, Minneapolis, Minnesota. Reproduction 
in swine. Private communication. 
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Litter size has not only been one of the most studied 
traits of swine, but also the pertinent literature on it has 
been reviewed extensively. These reviews, if complete, are 
necessarily long and usually cumbersome; if condensed, they 
lose much of the value they might have. Therefore, previous 
research will be cited in this thesis only when and where it 
has bearing on the point being discussed. The reader is re­
ferred to Jones and Rouse (1920), Stewart (1945a, 1945b), 
Cockerham (1952), and Shelby (1952) for adequate reviews of 
the subject. 
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NATURE AND SOURCE OF DATA 
The litter records used in this study were assembled by 
the Regional Swine Breeding Laboratory, a field station of 
the Swine Research Branch, Animal Husbandry Research Division, 
Agricultural Research Service, U. S. Department of Agri­
culture. This Laboratory consists of its Director and his 
staff whose major responsibility is the coordination of swine 
breeding research in the North Central region of the United 
States and the administration of Federal funds used by the 
separate states in performing this research. Each state 
having a cooperative project submits duplicate litter records 
to the Laboratory for all sows farrowing in that project, and 
it was from these records that the data for this study were 
taken. States sending litter records to the Laboratory are 
Illinois, Indiana, Iowa, Michigan, Minnesota, Missouri, 
Nebraska, Oklahoma, South Dakota, and Wisconsin. A review of 
the research accomplished by the Laboratory can be found in 
Craft (1953). 
Records chosen for this study came from Indiana, Okla­
homa, and Wisconsin during the years 1944 to 1958. Criteria 
used in selecting these records were completeness with respect 
to time and information, the uniformity with which the informa­
tion was recorded, and the number available. Considerations 
of uniformity were especially important since the litter 
records had to be transferred from mimeographed litter record 
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sheets to punched cards, and only the four most uniform states 
had been punched when this study began. 
A total of 3,871 litters (containing 35,861 pigs) which 
were complete with respect to station designation, sow's dam, 
breed of sow, breed of litter, inbreeding of sow, inbreeding 
of litter, date of birth of sow, farrowing date, farrow num­
ber, number born dead and alive, number living the first day, 
and number of pigs alive at 154 days, were available for 
analysis. Among these 3,871 litters, there were 3,628 with 
number of pigs alive and total weight of the litter at 56 
days. The others lacked the 56-day data because the Wisconsin 
station changed to weaning at 21 days in 1956. A total of 
438 litters were discarded because one or more of the above 
items were missing or obviously incorrect. No consistent 
information was available concerning disposal or cause of 
death of the pigs within a litter, nor on the feeding or 
management of the litter as a whole, nor the particular ex­
periment or experiments of which the litter was a part. 
A sow card was punched for each litter giving information 
common to all pigs; and then one card was punched for each 
pig giving its weight at the various ages and date of death, 
if any, up to 154 days. The sow and pig cards were then con­
densed into a litter summary card containing the common in­
formation and the number and total weight of the pigs at the 
various ages. This summary card was the experimental unit 
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for this study, and in the following discussion, "litters" 
will refer to litter summaries. 
All litters were checked for consistency of the basic 
information. For example, the records were sorted on sow 
number, putting all of the litters from a particular sow to­
gether. Then the records for a particular sow were compared 
to insure that all had the same dam, inbreeding, date of 
birth, and were of the same breed. The daughter-dam groups 
were checked similarly to insure that the sow number, breed 
of litter, inbreeding of litter, and farrowing date on the 
dam's record agreed with sow's dam, breed of sow, inbreeding 
of sow, and date of birth of sow on the daughter's record. 
Also all items were verified by such devices as examining the 
range (e.g. inbreeding must be within 0 and 100%), and 
checking such items as date of birth of the sow and farrowing 
date for a logical time interval. The rejection rate con­
nected with this checking was approximately ten percent. All 
litters with discrepancies which could not be solved were dis­
carded. Any effects due to discarding litters, or of the re­
maining litters having received unknown treatments, are 
assumed to be random. 
ANALYSIS AND RESULTS 
Description of Variables 
The specific traits or dependent variables considered 
were number of pigs born dead and alive, number alive at the 
end of the first day, number alive at 56 days, total weight 
of the litter in pounds at 56 days, and number alive at 154 
days. 
The number of pigs born dead and alive or, more simply 
number at birth, represents the total number of pigs listed 
on the litter record. However, all pigs listed as mummies or 
as in the process of being resorbed, and any with either sex 
or birth weight not given, were excluded. The number of 
mummies in a litter would be of considerable interest if some 
standard method of reporting could be devised. As the situa­
tion stands, no two persons seem to have the same concept of 
what a mummy is, nor is it clear whether the placenta is ex­
amined for those which remain therein. The symbol "n@" will 
be used for number at birth. 
Number alive at the end of the first day was the number 
at birth less any pigs which were listed as dead at birth, 
laid on, etc., or whose listed day of death was identical with 
the farrowing date. Therefore there is some inconsistency in 
the trait caused by the fact that it was possible for a pig 
living 23 hours to be considered dead at birth while a pig 
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from another litter living only one hour might be considered 
having lived one day. The trait was calculated in this manner 
because whether the pig was in fact born dead or died shortly 
thereafter was not recorded in a consistent manner. How many 
pigs were dead at birth and not recorded is unknown, although 
undoubtedly there were some. The number of pigs alive after 
one day will be symbolized as "ni". 
The number of pigs alive at 56 and 154 days was taken 
simply as the number of pigs with recorded weights at those 
times. Therefore any situation which caused these weights 
to be missing when in fact the pig was alive, such as error 
or transfer of the pig to another experiment, would cause 
these totals to be in error. The symbols "n^" and "n^^" 
will be used to designate these traits. 
Total weight of the litter at 56 days is the sum of the 
weights of the individual pigs in pounds at 56 days. De­
liberate cross-nursing of the pigs was rare, but of course 
there was some. Thus this factor is a recognized, but 
intangible source of variation in total weight at 56 days. 
Pigs raised in a different litter seemed to be recorded 
consistently in the litter in which born, however. The sym­
bol "Wtjg" will be used for this trait. Litters in which all 
pigs were dead at some point between farrowing and 154 days 
were included with value zero in all traits at and beyond 
that point. 
9 
Weights of the litter at birth and at 154 days were 
omitted since the former is mainly a function of number born, 
and weight at 154 days is greatly affected by the particular 
type of management between 56 and 154 days. It was interest­
ing to note, however, that the birth weight of those pigs 
alive at one day averaged more than one-half pound above the 
birth weight of those dead at one day. The 35,447 pigs alive 
at one day averaged 2.70 pounds and the 2,754 pigs dead before 
then averaged 2.12 pounds. The difference is probably due 
largely to two inextricable causes. The first is that for 
any given litter size, the mortality is higher among the 
lighter pigs; and secondly, the pigs in larger litters are 
not only smaller, but also subjected to greater competition 
than the pigs in smaller litters. If the observed difference 
is biased, it is probably too small since the death of a pig 
is more likely not to be recorded than a live pig is to be 
mistakenly recorded dead. The 7.21 percent dead at one day 
observed here is distinctly smaller than the 13.95 percent 
reported by Cox (1962). 
Eight environmental or "independent" factors were 
examined for their effect on the "dependent" variables. The 
first of the eight was station. The data from the three 
states came from six stations or farms. The means and the 
number of observations for the five dependent variables by 
state, station, and total are presented in Table 1. The 
Table 1. Station, state and grand total means 
State Station Code N n0 nl n154 N' n56 W56 
Indiana L. E. Farm 1 681 9.07 8.28 5.20 681 5.64 184 
Pinney-Purdue 2 276 9.59 8.42 5.68 276 6.13 231 
H. Davis Farm 3 178 8.44 8.02 5.31 178 5.50 168 
Total 1135 9.10 8.27 5.33 1135 5.74 193 
Oklahoma Stillwater 4 1276 9.42 8.84 5.72 1276 6.62 229 
Ft. Reno 5 638 9.49 9.06 6.72 638 6.98 239 
Total 1914 9.45 8.92 6.05 1914 6.74 232 
Wisconsin Madison 6 822 9.07 8.36 5.24 579 5.41 137 
Grand Total 3871 9.26 8.61 5.67 3628 6.21 205 
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symbol N is the total number of litters and N' the number of 
litters weaned at 56 days. Since differences among stations 
within a state were large, the state classification was ig­
nored and the stations were considered separately. The symbol 
"si" will be used to refer to station effects where i takes 
the values one to six as listed under "code" in Table 1. 
Nine pure breeds and various crosses among those and 
other pure breeds were represented in the data. The cross­
bred sows were grouped into two classes—one consisting of 
all two-breed crosses and backcrosses, while the other in­
cluded all three-or-more-breed crosses. The latter grouping 
was not subdivided further because the numbers of four-or-
more-way crosses were small and four-breed crosses have been 
demonstrated to be little different from three-breed crosses 
(Hazel and Lush, 1948; Gaines, 1957). The means for the nine 
pure breeds and the two crossbred classifications are shown 
in Table 2. The symbol "by, where j can take any of the 
values listed under code in Table 2, will be used for breed 
effects. Breed differences are genetic, and although they 
have been considered under the general heading of environ­
mental factors, in no sense are they implied to be environ­
ment. 
The effects of temperature, rainfall, etc. peculiar to a 
given calendar year will be considered under year of farrowing. 
As mentioned previously, the data were collected in the 15 
Table 2. Breed codes and means 
Breed Code N n0 nl ni54 N* n56 «56 
Hampshire 01 183 9 .80 9, .27 6 .66 183 6 .92 240 
Chester White 02 774 9 .00 8 .18 4 .86 774 5 .29 154 
Berkshire 04 93 7 .89 7 .37 5 .10 93 5 .43 156 
Landroc 05 251 8 .58 7 .64 4 .94 251 5 .31 198 
Poland China 07 12 6 .50 6 .17 3 .33 12 4 .25 87 
Landrace 08 3 10 .33 10 .33 7 .00 3 8 .00 207 
Yorkshire 09 240 9 .61 8 .85 5 .18 163 5 .30 159 
Duroc 10 1341 9 .21 8 .72 5 .78 1242 6 .54 212 
Beltsville #1 11 298 9 .95 9 .29 6 .01 298 6 .96 280 
2-breed cross 20 643 9 .55 8 .85 6 .47 576 6 .85 229 
3-or-more-
breed cross 30 33 10 .12 9 .67 7 .36 33 7 .85 272 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
*56 
187 
173 
163 
153 
170 
185 
171 
221 
214 
202 
242 
204 
252 
231 
239 
3. Year means 
N n0 nl n154 N' n56 
109 9.39 8.91 5.69 109 6.27 
141 8.72 8.33 5.44 141 6.04 
141 8.37 7.85 5.28 141 5.77 
161 9.18 8.16 4.74 161 5.26 
206 9.17 8.25 5.07 206 5.57 
278 9.54 8.33 5.17 278 5.98 
303 9.15 8.50 4.92 303 5.63 
335 9.47 8.76 6.13 335 6.79 
243 9.16 8.47 6.07 243 6.51 
338 9.00 8.59 5.68 338 6.23 
276 9.63 9.05 6.30 276 7.03 
353 8.82 8.23 5.63 353 6.01 
386 9.42 8.79 6.04 308 6.52 
357 9.47 8.88 6.01 272 6.31 
244 9.86 9.47 5.85 164 6.60 
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years from 1944 to 1958 and the means for these years are 
presented in Table 3. These means (as well as other raw 
means) are biased due to the unorthogonality of the data. 
This point is discussed in detail in-the Environmental 
Analysis section. The symbol "r^" will be used for year ef­
fects, 1 taking the values 44 to 58. 
Two seasons of farrow, Spring and Fall, were considered. 
Spring was defined as the months January through June, and 
the remaining months were considered Fall. Only a few 
litters were farrowed in January, Jtine, July, and December, 
the majority being from February to April or from September 
to November. The means for seasons are presented in Table 
4 and the symbol "qm" will be used for season effects, m 
taking the values one for Spring and two for Fall. 
Table 4. Season means 
Season N n0 nl *154 N" n56 W56 
Spring 
Fall 
2905 
966 
9.26 
9.28 
8.57 
8.72 
5.72 
5.51 
2700 
928 
6.23 
6.18 
204 
208 
Numerous studies (some of which will be mentioned when 
comparing results) have demonstrated an effect of farrow num­
ber (whether the present litter is the first, second, etc. 
litter of the sow) on litter size. The effect of length of 
time or interval between litters of a particular sow has 
received little attention, however. In this study, the raw 
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means from 1254 records of sows having more than one litter 
showed an advantage of 0.88 pigs alive and dead at birth for 
those sows farrowing at yearly intervals, than for those 
farrowing every season. Litter size plotted against the 
interval in days showed essentially nothing except the 
season effect. When both farrow number and interval are 
considered simultaneously, farrow interval and farrow number 
are completely confounded for gilt (first) litters. Some 
studies have analyzed only gilt litters, which neatly cir­
cumvents the situation. The number of litters appearing 
in each interval-farrow number subclass for this study is 
presented in Table 5. For convenience, gilt litters and 
Table 5. Number of litters by interval and farrow number 
Interval 
Farrow number 
1 2 3 4 5 6 7 8 
0 2509 92 12 7 2 
1 445 235 102 36 17 3 1 
2 290 88 22 2 
3 3 
4 2 2 1 
litters from aged sows which were purchased from commercial 
herds were assigned interval zero, sows farrowing in con­
secutive seasons interval one, etc. Sows which had intervals 
of three and four probably did not settle the season or year 
before, and were valuable enough from the standpoint of merit 
or scarcity of a particular line to warrant holding for later 
rebreeding. For the least squares analysis which follows in 
the next section, it was thought that the confounding of 
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interval and farrow number was sufficient to cause serious 
difficulties. Therefore, the subclasses were grouped and 
coded into a factor called "time"; The basis for grouping, 
codes, and means for time are found in Table 6. The effect 
of a particular time subclass will be symbolized "t%", k 
taking the values zero to nine. 
The foregoing five independent factors might be called 
discontinuous factors since there are only a few classes in 
each and no logical or theoretical order for arranging the 
classes within a factor is apparent. Although "years" has an 
obvious time sequence, that gives no concept of how the year 
means ought to rank in their effects. 
Three factors were considered to be continuous. The 
first two of these were inbreeding of sow and inbreeding of 
the litter. The measure of inbreeding was the coefficient of 
inbreeding set forth by Wright (1921). This was rounded to 
the nearest whole figure between 0 and 99 percent. Figure 1 
shows mean litter size at birth for 10% intervals of in­
breeding (except for the zero inbreeding class, mean litter 
size was plotted separately) for both sow and litter. The 
two curves seem to be linear, but since a good case can be 
made for the effects of inbreeding being larger at the higher 
levels, a preliminary regression analysis was made to compare 
the linear and quadratic regression of litter size at birth 
on inbreeding of the sow. The results are given in Table 7. 
W56 
186 
228 
189 
189 
243 
253 
243 
226 
239 
245 
Time—means and basis of coding 
nïriber code N n0 nl n154 N' n56 
1 0 2509 8.67 8.09 5.46 2347 6.01 
2 1 92 9.89 9.23 5.64 76 6.67 
3 2 12 11.75 10.00 5.42 12 6.58 
4+ 3 9 11.22 10.00 5.11 9 6.11 
2 4 445 9.32 8.84 5.82 423 6.53 
3 5 235 10.96 10.04 6.15 235 6.71 
4+ 6 159 11.06 10.11 5.85 159 6.31 
2 7 292 10.97 9.89 6.45 257 6.64 
3 8 93 10.87 10.04 6.51 85 6.93 
4+ 9 25 10.84 9.92 6.48 25 6.56 
Figure 1. Average litter size at birth with respect to zero 
and ten percent intervals of inbreeding by sow 
and litter 
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Table 7. Comparison of linear and quadratic regression of 
litter size at birth on inbreeding of sow 
Source of variation 
Degrees 
of 
freedom 
Sum of 
squares 
Mean 
square 
Deviations from linear regression 3869 36,376.25 
Deviations from quadratic regres­
sion 
3868 36,373.37 9.40 
Additional reduction due to 
quadratic regression 
1 2.88 2.88 
Since the mean square due to quadratic regression was less 
than the mean square for deviations from quadratic regression, 
it was concluded that the effect of inbreeding was linear in 
these data. Possibly such an effect could exist, but the num­
bers at the higher levels of inbreeding are too few to detect 
it unless it were extreme. The joint distribution of inbreed­
ing of sow and inbreeding of litter is presented in Table 8. 
Obviously they are highly correlated, as was to be expected. 
The highest inbreeding of sow was 73%,and of litter, 78%. 
The class intervals are in units of 10 percent, the class in­
terval being designated by its lowest value. Notice that for 
any inbreeding of sow class, there is a good range of inbreed­
ing of litter. With respect to linearity, the graphs of the 
other four dependent variables on inbreeding of sow and of 
litter were similar to that of litter size at birth. The ef­
fect of inbreeding on these other four traits was assumed to 
be linear also, although no specific test was made. 
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Table 8. Joint distribution of inbreeding of sow and litter 
Inbreeding Inbreeding of litter 
of sow 00 01 10 20 30 40 50 60 70 Total 
00 1268 79 160 200 19 3 1729 
01 74 33 65 33 15 220 
10 156 48 84 138 78 9 3 516 
20 288 20 44 133 154 37 2 678 
30 148 6 26 28 73 88 19 1 389 
40 87 3 1 18 32 61 45 5 1 252 
50 12 1 3 10 34 5 1 66 
60 4 1 2 9 3 19 
70 1 1 2 
Total 2037 190 380 550 375 208 105 21 5 3871 
The last environmental factor to be considered was age 
of the sow at the time of farrowing. Figure 2 plots average 
litter size at birth for intervals of 100 days of age of the 
sow, and gives the number of litters in each interval. The 
range was from 285 to 1890 days. As reported by Lush and 
Molln (1942) and others, litter size at birth shows a dis­
tinct curvilinear trend with age of sow, and the analysis in 
Table 9 bears out this fact. The F ratio is significant be­
yond the .001 level of probability and the hypothesis of zero 
quadratic effect was rejected. Curves for the other four 
dependent traits were similar to the curve for litter size at 
Figure 2. Number of litters and average litter size at birth by age of sow 
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Table 9. Comparison of linear and quadratic regression of 
litter size at birth on age of sow 
Degreii 
of Sum of Mean 
Source of variation freedom squares square 
Deviations from linear regression 3869 34,022.51 
Deviations from quadratic regres­
sion 3868 33,613.05 8.69 
Additional reduction due to 
quadratic regression 1 409.51 409.51 
F = 409.51/8.69 = 47.12 
birth. Hence the quadratic approximation was also used for 
those four traits, of course, additional powers of age be­
sides the square could have been considered? but an explana­
tion for a biological curve approximated by a cubic equation 
would be difficult indeed, even though it might result in a 
significant reduction in error sums of squares. 
Other environmental effects which might have been con­
sidered in this study were either not available or were not 
considered because of previous results in the literature. For 
example, Stewart (1945a) found that weight of the sow at 
mating and post-mating gains were important factors affecting 
litter size, but acknowledged that both were confounded with 
age. Weight of the sow was not available in the present data. 
Further, Falconer (1960) points out that "... the 
standardization of body size eliminates not only the unwanted 
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maternal effect but also the variation of litter size that is 
associated with genetic differences of body size." The ef­
fect of the sire of the litter has been shown to be negligible 
by Wentworth (1917), Johansson (1929), Hetzer et al. (1940), 
and Reddy et al. (1958). Haring and Hagen (1939) present an 
interesting thesis that the number of pigs in the first 
litter of a sow partially determines the ability of the sow 
to raise large succeeding litters due to teat atrophy. They 
give no method of separating the environmental effect of size 
of first litter from the genetic effect, however. Hetzer and 
Briar (1940) studied the effect of type (large, intermediate, 
small) on litter size and found more than one pig advantage 
for the large and a disadvantage of one pig for the small, 
compared to the intermediate type. These type differences 
are no longer important in the swine industry. Probably most 
of the type effect was the weight effect mentioned above. 
Environmental Analysis 
Since the effects of environment on traits such as litter 
size and weight are known to be important, it is necessary 
to attempt the best possible adjustment for the known ef­
fects . Otherwise little confidence can be placed in the 
genetic analysis. One might approach the problem of adjust­
ment in several ways, some of which follow. In the complete­
ly balanced case (i.e., the same number of observations in 
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every subclass of a given effect, and the presence of all 
other effects in equal numbers within those subclasses), the 
procedure would be simply to calculate the raw mean for 
every subclass of an effect and express those means as devia­
tions from the overall mean. The correction procedure 
would then be to subtract from the particular observation, 
the appropriate deviations. For example, if year were the 
only effect on litter size at birth under consideration, the 
litters would be sorted by year, the year means and their 
deviations from the overall mean calculated, and then from 
each observation would be subtracted the deviation cor­
responding to the year in which the litter was born. How­
ever, the completely balanced or equal number situation is 
rarely, if ever, encountered in data on large animals. In­
deed, usually the data available for study are collected by 
someone else for some other purpose. Even in well designed 
experiments, death or disease losses make unequal numbers 
inevitable. 
If subclass numbers are not equal, then clearly the raw 
means can be biased. For example, suppose station one con­
tains more litters from breed one than does station two. If 
there is a true breed difference, the raw means for the two 
stations cannot be compared justly. 
A method for eliminating environmental effects which is 
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commonly used in dairy cattle data is to consider each ob­
servation as a deviation from its subclass mean. If, for 
example, the factors under consideration were herd, year, and 
season, each observation would be subtracted from its herd-
year-season mean and perhaps a constant added to make all 
observations positive. Freeman (1962) has shown that as the 
number of observations per subclass drops below 10, certain 
genetic parameters become biased when calculated from such 
data. 
A method used widely with swine data has been the sub­
class analysis. Briefly, this method involves obtaining all 
variances and covariances by summing the squares or cross-
products of the deviations of the observations from the mean 
of the subclass in which they occur (considering one subclass 
for every combination of the environmental factors). A major 
objection to this method is the fact that the genetic rela­
tionship most often of interest in litter traits is that be­
tween daughter and dam. Thus one subclass has to be con­
sidered for every combination of environmental factors for the 
dam and for the daughter. When factors like year and season 
are considered, the number of subclasses increases greatly, 
since the dam and daughter make their records in different 
year-seasons. 
The method of analysis chosen for this study was the 
method of least squares. Although current least squares 
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procedures were developed at least as far back as 1934, they 
have not been given general use until the past decade. No 
attempt to completely state or prove its properties and pro­
cedures will be made here. The reader is referred to Yates 
(1934), Snedecor and Cox (1935), Hazel (1946), Henderson 
(1948), Kempthorne (1952), Harvey (i960), and Graybill (1961) 
for excellent expositions of theory and application of least 
squares procedures. 
Taking the simple one-way classification with regres­
sion as an example, the following is a brief summary of a 
standard least squares analysis. 
1. An additive model is written to describe the manner 
in which the various effects combine to form the 
observation. For this example the model is 
Yij = 4 + ai + b (Xjj - X) + 6jj 
where Yjj = the jth observation from the i^h A 
class, 
|i = the overall mean of the population in 
the case of equal numbers, 
aj_ = the effect of the i^*1 A class as a 
deviation from p., i = 1, 2, • • •, p, 
b = partial regression coefficient of Y on X, 
Xjj = a continuous independent variable for the 
corresponding Yjj, 
X = arithmetic mean of the Xjj, 
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and 6jj = a random, independent error. 
See Harvey (1960), page 18. 
From a theorem due to Markoff (see Kempthorne, 1952, 
page 32, for example), the procedure is to obtain 
estimates of |i, the a^, and b such that the sum of 
squared deviations 
D = 2 [Y±j - n - a± - b(X±J - X)]2 
is a minimum (the p., a^, and b considered to be un­
known fixed constants). Such estimates are said to 
be "best" in the sense that they are unbiased, and 
to have minimum variance. 
Successive differentiation of D with respect to each 
of the unknowns and the setting of the resulting 
equations equal to zero leads to the following 
equations : 
Î + 2 N . , a. , + 0 = 2 Y,, 
i' 1 1 ij 1J 
M. + Ni,ai, + 2 (X±Ij. - X)b = 2 Yi,j. 
+ 2 [2 (X - X) ]a±, + 2 (X. . - X)6 = 
±. j i j ij 
2 (Xj, - X)Y±i 
ij 1J 3 
where 2 denotes summation over the range of i 
denotes an estimate 
30 
Ni = the number of observations in the i*"*1 A 
class 
N. = 2 N± 
and i' = a particular i. 
Note that the equation for a^, is an example and 
that there would be such an equation for each a^. 
These are called the normal equations. 
4. However the model 
Yij = a + ai + b(xij) + ejLj 
(where a = p. - bX) 
is computationally more feasible since the normal 
equations (in tabular form) are 
A A „A 
a a^, b RHS 
2 N± 2 Nj i 2 X. . 2 Y. . 
i i' Ij 1J ij 1J 
Ni' 2 Xi'j S YVj 
i} xu xij Yijxij 
(where RHS denotes the right hand sides of the 
equations) and it is not necessary to calculate the 
X deviations. 
5. Since the sum of the a^ equations yields precisely 
the a equation, no unique solution to the equations 
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exists. Therefore, an arithmetic restriction (not 
to be confused with an assumption) must be placed 
on the equations to obtain a solution. 
Of the numerous ones which could be made, the re-
/S 
striction that the 2 a^ equal zero is most used and 
yields the most convenient solutions. The applica­
tion of this restriction results in what is known as 
the reduced normal equations. Taking only two a^, 
the reduced normal equations in matrix form are as 
follows: 
N. (Nx - N2) X. . 
A 
a Y.. 
(Nx - N2) (Nx + N2) (Xv - X2.) 
A 
ai (Yr-Yj.) 
x.. (x1.-x2.) 
£ x 'j 
A 
b fj XijYij 
-
(where a dot replacing a subscript denotes summation 
over that subscript) 
A A A 
and solution of these equations yields a, a^, and by 
A A 
while a2 is estimated by (~a^). Then 
A A A_ 
M- = a + bX 
A A A A 
and (n + a^) and (4 + a2) are estimates of the A 
subclass means in the case of equal numbers. 
The corrected observations, denoted by a prime, are 
Yij = Yij - a - b(Xjj - X) 
which are 
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when the estimates are equated to the parameters. 
When there is more than one class of discontinuous ef­
fects, the possibility of interaction between the various 
levels of one class and those of another class must be con­
sidered. If true interaction exists, estimates of main ef­
fects obtained from a model which ignores these interactions 
are biased. This is because the main effects and inter­
actions are not independent. In fact, any sort of correlated 
factor omitted from the model leads to biased estimates. 
It is difficult to imagine a case where all factors could be 
identified and included, however. Including factors which 
have no true effect simply reduces the efficiency with which 
the other factors are estimated. 
To consider all the interactions in this study was 
deemed computationally not feasible. For example, there 
would be over 70 equations for the station-year interactions 
alone. Lush and Molln (1942) found that station-breed 
interactions were negligible. Since one can reason that the 
Spring and Summer months would be more favorable in a 
northern area and vice versa in a southern area, the possi­
bility of season-year interaction was investigated. The 
method of unweighted means suggested by Yates (1934) and 
described by Snedecor and Cox (1935) was used. Although ex­
tremely approximate when subclass numbers vary widely, it is 
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useful for preliminary probing. Briefly, the method uses the 
unweighted subclass means for partitioning the variance due 
to the main effects and interactions, and the individual ob­
servations for obtaining the within-subclass mean square. 
The within-subclass mean square is then divided by the har­
monic mean of the number of observations per subclass to pro­
vide an experimental error. The significance of the effects 
and interactions is then tested using that error. The re­
sults of this analysis are presented in Table 10. No sig­
nificant mean square for station-by-season interaction was 
observed. Station differences were highly significant for 
weight of the litter at weaning and number at 154 days, while 
seasons were highly significant for differences in number at 
154 days. Hance, it was assumed that all interactions were 
nonexistent, partially on the basis of this analysis and 
previous research, and partially on the basis of computa­
tional feasibility. 
The model used to describe the dependent variables in 
this study was: 
Yijklmn = H + + bj + tk + rL + qm 
+ fs (Fsijklmn ~ ps> + ^ l/FLijklmn ~ 
+ al (Ai jklmn " K) + a2 ,Aijklmn " ft2) + eijkln,n 
where = the observation on the nth sow from the mth 
season, 1th year, kth time, jth breed and ith 
station for a particular dependent variable 
Table 10. Unweighted means analysis of variance testing the presence of station-
season interaction 
Source of 
variation 
Degrees 
of 
freedom 
Mean square 
Degrees 
of 
freedom 
Mean square 
no nl n154 n56 *56 
Preliminary analysis 
Subclasses 11 39.520** 60.680** 132.208** 11 158.712** 533,947** 
Within 
Subclasses 3859 9.447 8.940 8.400 3616 8.212 10,795 
Unweighted means analysis 
Stations 5 .446 .520 1.170** 5 .746 1,960** 
Seasons 1 .001 .006 1.606** 1 .340 275 
Stat, x Seas. 5 .207 .490 .432 5 .631 811 
Error (3859) .415 .393 .369 (3616) .415 546 
** P< .01 
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p. = the overall mean in the completely balanced 
case 
s^ = the effect of the ith station 
bj = the effect of the j*-*1 breed 
t]ç = the effect of the k*-*1 time 
r^ = the effect of the 1th year 
qm = the effect of the mth season 
fg = the partial regression coefficient of the 
dependent variable on inbreeding of sow 
FSijklmn = t^ie inbreeding of the particular sow, in 
percent 
Fg = the overall mean of inbreeding of sows 
fL = the partial regression coefficient of the 
dependent variable on inbreeding of the 
litter 
FLijklmn = the inbreeding of the particular litter, in 
percent 
Fl = the overall mean of inbreeding of litters 
ax = the partial regression coefficient of the 
dependent variable on age of sow 
Aijkimn ~ the age of the sow at the time she farrowed 
the litter in question 
A = the overall mean age of sows 
a2 = the partial regression coefficient of the de­
pendent variable on the square of age of sow 
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2 
Aijklmn = the square of age of sow 
a2 = the overall mean of the squares of age of sow 
and ejjfcjjnn = a random, independent error associated with the 
particular observation. 
Computationally, the model was 
Yijklmn = a + si + bj + fck + rl + % 
+ fS^FSijklmn^ + fl/FLijklmn) 
+ al*Ai jklmn* + a2 Aijklmn + eijklmn 
where a = p. - fg Fs - fL FL - ax A - a2 A . 
Since there were 6 stations, 11 breeds, 10 times, 15 
years, 2 seasons, 4 regression coefficients, and a; there 
were 49 normal equations with 5 right hand sides (one for each 
dependent variable). When the restrictions that 
2 s i — 2 6j — 2 t]ç 55 2 r i — 2 q^ — 0 
i. j k 1 m 
were applied, there were 44 reduced normal equations. Also, 
since there were fewer observations with number of pigs and 
total weight of the litter at 56 days, two separate sets of 
reduced normal equations had to be considered; one for litter 
size at birth, first day, and 154 days; and one for size and 
weight at 56 days. 
The amount of space required to present these equations 
in one table would be prohibitive. If the reader should care 
to reconstruct either part or all of the normal equations, 
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they can be deduced from the numbers and means in Tables 1 
through 4, Table 6, and the tables in the Appendix which give 
the two-way distributions of the discontinuous factors and 
relevant sums of the continuous factors. 
The normal equations are given in tabular symbolic form 
in Table 11. The dot notation is as before and is the 
number of litters in the ijklmnth subclass, or more formally 
2(1) (the figure in parentheses is an Arabic one and 
ijklmn 
not a lower case L). The capital sigma without subscript in 
the table denotes summation over all observations. Remember 
that there are 2(1) equations for a^, 2(1) equations for the 
i j 
bj, etc. Only the diagonal and upper elements are given 
since the equations are symmetrical. 
Solution of the reduced normal equations was accomplished 
by obtaining the inverse of the reduced matrix of coef­
ficients and multiplying the matrix of inverse elements times 
the column vector of reduced right hand sides. The elements 
of the inverse of the matrix of coefficients will be sym­
bolized Crs, where r and s represent any one of the unknown 
constants (e.g. c^s6 = the coefficient of Sg in the p. equa­
tion) , and C and c~^ will denote the complete matrix and 
complete inverse. 
The inverses of the two 44 x 44 matrices and their solu­
tions were obtained through use of a standard IBM 650 matrix 
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Table 11. Symbolic representation of the matrix of coef­
ficients and vector of RHS 
A 
a 
A 
si Êj ^k 
A 
rl 
A 
9m h 
a: N » Ni••• » N. j . . . N* *3c* * N • * # 2 * N... »m Fs 
si: Nj_ • • • • j • • • ^i'k'• Ni••1• Ni* • *m Fsi 
bj. N.j... N.jk.. N.j N « j • •in F s * j • ' • •  
& ft N • • ^  • • N..kl. •N • • ^  • in Fs-*k*'* 
rl: -JT • * « ^ • N" *lm Fg...i.. 
9m" N.. . .m Fg....m. 
FS; s F| 
A A A 
FL al a2 RHS 
a: 
si: 
b,: 
rls 
9m: 
fS: 
fL: 
aV 
Li 
FL*j'* * ' 
Fl- k *' 
FL** *1* * 
FL* ••*ro« 
2 Fg Fl 
2 
2 FT. 
A. , 
Ai< 
A. . 
A• • 
A» • 11 • 
A • • • • nv 
2 Fg A 
2 Fl A 
A?, 
2 
A? j" 
A. .] 
At. .x 
A?... m 
2 A' 
2 Fg A' 
2 Fl A2 
2 A A2 
Y. 
Y, 
Y..k.. 
Y. . . i. 
Y m' 
2 Fs Y 
2 fl Y 
2 A Y 
a2: 2 A • 2 A2 Y 
39 
program at the Statistical Laboratory of the University. An 
unexpected difficulty arose from the results. From the 
definition of an inverse, either the matrix multiplication 
CC~1 or C~^C should yield the identity matrix I (unity down 
the diagonal, zeroes elsewhere)(see Aitken, 1954). Since the 
equations are of the form 
Cd = p 
where d = column vector of constants 
and p = column vector of RHS 
and C"1 is obtained by solving the equation 
C-1C = I, 
the multiplication C^C for these equations did in fact yield 
I out to five or six decimals. But the multiplication CC--*-
yielded a matrix which was not at all similar to I in many 
places. Therefore a-* was not a true inverse in the strict­
est sense of the definition and might be termed a "left in­
verse" . Two reasons seem to explain the discrepancy. First, 
the inversion program only carries eight significant decimals. 
Although this would at first seem to be enough, it is some­
thing like inverting a 5 x 5 carrying only one decimal. 
Second, there was a wide difference in the size of the ele­
ments, varying from 0 to about lO1^. Due to the nature of 
the inversion process, matrices with more uniform elements 
provoke less rounding error than those with less uniform 
elements. And it was in the regression equations, which had 
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the largest numbers, that most of the discrepancies occurred. 
A 
However, the multiplication Cd yielded the elements of p with 
less than one percent error, so the solutions (call them d%, 
where h = 1, 2, •••, 44) were considered to be more than suf­
ficiently accurate. The effect on the sums of squares due to 
regression in the analysis of variance presented later is 
unknown. 
The estimates of the constants for all five dependent 
variables are presented in Table 12. The codes for the sub­
scripts on the constants can be found in Tables 1 through 6. 
A A, 
The variance or covariance of constants d% and d%, is 
given by 
A A T-.V, I 0 
Cov(dh; dh.) = C a| 
™here 4 = [ ljkZlmn ^ 
and variance is substituted for covariance when h = h1. The 
z refers to the total number of constants fitted, and R equals 
the total reduction in sums of squares of Y due to fitting all 
of the constants. R is obtained by the vector multiplication 
A A 
d'p (where the prime denotes the transpose of d) . The stan­
dard errors for the partial regression coefficients are given 
in Table 13. Since the variance of a least squares mean is 
V(î + dh) = V(£) + V(dh) + 2 Gov (fi; âh) 
= [cW1 + C h h + 2C^h ] ff| 
it is obvious that the elements C^1 and C^dh must be 
41 a 
Table 12. Estimates of unknown constants 
Trait 
Constant nQ n% n5g W56 n154 
A 
a 6.124 5.816 2.012 24.9 1.770 
A 
M- 9.380 8.727 5.346 171.7 5.121 
A 
S1 .216 .149 .162 2.8 .053 
A 
s2 .767 .253 .031 21.8 .016 
A 
s3 - .578 - .022 .245 10.6 .542 
A 
s4 - .026 - .026 .254 22.2 - .264 
A 
s5 .201 .241 .249 15.7 .482 
A 
S6 - .580 - .595 - .942 - 73.0 - .829 
A 
kl - .354 - .417 - .195 - 29.2 - .302 
A 
b2 .324 .162 - .278 2.9 - .235 
A 
b4 -1.558 -1.570 -rl.344 - 65.0 -1.092 
A 
b5 - .883 - .867 - .740 - 2.5 - .599 
A 
b? -1.449 -1.340 - .927 - 33.7 -1.377 
A 
b8 2.433 2.917 2.896 90.1 2.317 
A 
bg .123 .013 -1.182 
- 44.3 - .593 
b10 - .075 .004 .126 - 9.9 .175 
^11 .453 .319 .442 34.0 .328 
^20 .378 .259 .327 19.6 .490 
A 
b30 .608 .520 .875 38.0 .888 
to - .264 - .202 1.066 27.5 .717 
tl - .419 - .293 
.432 8.8 
- .058 
41b 
Table 12. (Continued) 
Trait 
Constant nQ n^ n56 W5g n154 
A 
*2 1.083 .285 .526 1.1 -  .426 
A 
- .015 - .332 -1.342 -  55.5 -1.487 
A 
*4 -  .591 - .446 .190 21.7 .072 
A 
ts .248 .125 -  .476 -  6.6 -  .261 
A 
H - .324 - .279 -1.534 -  49.1 -  .872 
A 
^7 .570 .460 .600 18.9 .609 
A 
f c8 -  .298 .125 .372 8.7 .475 
t9  .011 .558 .165 24.6 1.232 
î s  - .026 - .022 -  .018 -  .723 -  .012 
A 
fL -  .011 - .020 -  .038 -  1.890 -  .040 
A 
al  .010 .010 .011 .499 .012 
A 
a2 -.434 x 10 
-5 
-.448 -.496 x 10-5 -.225 x 10-3 -.580 
x 10-5 
x lO~5 
r44 -  .052 .189 .039 -  14.4 .328 
A 
r45 -  .304 - .095 .018 -  23.8 .063 
VO 
<
M
*
.
 
-  .512 - .397 -  .013 -  20.6 .110 
r47 .189 - .115 -  .424 -  20.2 -  .259 
00 
.335 .088 .017 1.3 .076 
A 
r49 .640 .066 .180 5.0 -  .125 
A 
r50 .035 .012 -  .443 -  21.9 -  .706 
A 
!51 
.321 .178 .371 16.0 .185 
r52 -  .177 - .225 .117 6.3 .119 
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Table 12. (Continued) 
Trait 
Constant n0 nl n56 "56 ni54 
A 
r53 - .310 - .114 - .216 - 5 . 8  —  .269 
A 
r54 .067 .175 .552 25.0 .319 
A 
r55 - . 694 - .601 - .373 - 4.8 .272 
A 
r56 - .005 
.056 .263 - 37.6 .323 
A 
r57 - .059 .057 .046 14.5 .149 
A 
r58 .526 .725 - .134 5.7 
.043 
A 
ql .176 .191 .466 22.5 .443 
A 
q2 
- .176 - .191 — . 466 - 22.5 .443 
Table 13. Standard 
ficients 
errors of the partial regression coef -
Coef­
ficient Trait 
n0 nl n56 w56 ni54 
fS .0041 .0041 .0041 .1353 .0040 
fL .0038 .0038 .0037 .1247 .0036 
al .0021 .0021 .0021 .0687 .0020 
a2 •11 x 10-5 .11 x 10"5 .11 x 10"5 .37 x 10-4 
X 
.11 
10-5 
calculated to obtain the standard errors of the least squares 
means. Taking the simple model discussed earlier, we have 
V(£) = V(a + b X) 
= V(a) + X2 V(b) + 2X Gov(a? b) 
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so CM-M- = caa + X2 Cbb + 2XCab 
if we divide by a^. 
Similarly, 
A A 
Gov (p.7 ai) = Gov (a? a^) + X Gov (b; a^) 
or 
= caai + xcbai 
and so forth. 
When a large number of equations containing several re­
gression equations is being considered, this tooth and nail 
approach becomes quite laborious. An interesting shortcut 
procedure arises from considering the simple case in matrix 
form. The elements C^ai and C^b can be obtained from the 
multiplication 
[x x] 
caa caal c ab 
„ba ban ,bb 
l< (caa + xc1**) (Caai + XCbai) (cab + xcbb) ] •  
the second and third elements of which are and C1 
first element is, in fact, C^a. Then 
c44 
,4b The 
= [c11™ c^] 1 
X 
In the present study, the 43 inverse elements of the p. 
equation were obtained by post-multiplying the vector 
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F, F, A2 ] 
by the 5 x 44 matrix of inverse elements for the a, Fg, FL, 
ai, and a2 equations? and was obtained by 
A2 ] 
= 
c4fs 
C^fL 
C^al 
C^a2 
Using this procedure, the 88 inverse elements for the \l equa­
tions of both analyses were obtained in approximately one 
minute on the IBM 650. The least squares means as well as 
their least squares standard errors are presented in Table 14. 
If we let R[ ] denote the reduction in sum of squares of 
the dependent variable due to the factors included in the 
brackets, the general method for calculating the sum of 
squares due to a particular factor, call it K, is 
R[K] = R[all factors] - R[all factors but K]. 
Some prefer to call this the "additional" reduction due to K 
above and beyond the reduction obtained through correlated 
effects with other factors. Since the additional reduction 
is the only concern here, it will be referred to simply as 
"reduction". To obtain all sums of squares by differences in 
reduction would involve solving many large sets of equations. 
Table 14. Least squares means with 
Class N ng n. 
n 3871 9.38 + .36 8.73 + .36 
si 681 9.60 + .39 8.88 + .38 
s2 276 10.15 + .42 8.98 + .41 
S3 178 8.80 + .45 8.70 + .44 
s4 1276 9.35 + .39 8.70 + .39 
s5 638 9.58 + .39 8.97 + .38 
s6 822 8.80 + .38 8.13 + .37 
bi 183 9.03 + .40 8.31 + .40 
b2 774 9.70 + .33 8.89 + .33 
b4 93 7.82 + .43 7.16 + .43 
b5 251 8.50 + .38 7.86 + .38 
b? 12 7.93 + .91 7.39 + .90 
b8 3 11.81 + 1.71 11.64 +1 .69 
bg 240 9.50 + .36 8.74 + .36 
bio 1341 9.30 + .33 8.73 ± .33 
bn 298 9.83 ± .39 9.05 + .38 
b20 643 9.76 ± .32 8.97 + .32 
b30 33 9.99 + .60 9.25 + .59 
91 2905 9.56 + .36 8.92 + .36 
92 966 9.20 + .37 8.54 + .37 
squares standard errors 
n154 N' n56 w56 
5 .12 + .35 3628 5 .35 + .36 172 + 12 
5 .17 + .37 681 5 .51 + .38 174 + 13 
5 .14 + .40 276 5 .38 + .41 193 + 14 
5 . 66 + .43 178 5 .59 + .44 182 + 15 
4 .86 + .38 1276 5 .60 + .40 194 + 13 
5 .60 + .37 638 5 .59 + .38 187 + 13 
4 .29 .36 579 4 .40 + .38 99 + 13 
4 .82 + .38 183 5 .15 + .40 143 +. 13 
4 .89 + .32 774 5 .07 + .33 175 + 11 
4 .03 + .41 93 4 .00 + .43 107 + 14 
4 .52 + .36 251 4 .61 + .37 169 + 12 
3 .74 + .87 12 4 .42 + .88 137 + 30 
7 .44 + 1.63 3 8 .24 + 1.65 262 + 55 
4 .53 + .34 163 4 .16 + .39 127 + 13 
5 .30 + .31 1242 5 .47 + .35 162 + 12 
5 .45 + .37 298 5 .79 + .40 206 + 13 
5 .61 + .31 576 5 .67 + .32 191 + 11 
6 .01 + .57 33 6 .22 + .59 210 + 20 
5 .56 + .35 2700 5 .81 + .35 194 + 12 
4 .68 + .36 928 4 .88 + .37 149 + 12 
Table 14. (Continued) 
Class N n0 n-^ nl54 N* n56 W56 
to 
S 
ti 
1 
t9 
r44 
r45 
r46 
r47 
r48 
r49 
% 
r52 
r53 
r54 
r55 
r56 
r57 
r58 
2509 9.12 + .22 8.53 + .22 5.84 + .21 2347 6.41 + .21 199 + 7 
92 8.96 + .40 8.43 + .39 5.06 + .38 76 5.78 + .42 181 + 14 
12 10.46 + .89 9.01 + .88 4.69 + .85 12 5.87 + .87 173 + 29 
9 9.36 + 1.09 8.40 + 1.08 3.63 + 1.04 9 4.00 + 1.06 116 + 35 
445 8.79 + .27 8.28 + .27 5.19 + .26 423 5.54 + .26 193 + 9 
235 9.63 + .39 8.85 + .39 4.86 + .38 235 4.87 + .39 165 + 13 
159 9.06 + .53 8.45 + .53 4.25 + .51 159 3.81 + .52 123 + 17 
292 9.95 + .36 9.19 + .36 5.73 + .35 257 5.95 + .36 191 + 12 
93 9.08 + .55 8.85 + .54 5.60 + .52 85 5.72 .54 180 + 18 
25 9.39 + .84 9.25 + .83 6.35 + .80 25 5.51 .82 196 + 27 
109 9.33 + .46 8.92 + .46 5.45 + .44 109 5.39 + .45 157 + 15 
141 9.02 + .44 8.63 + .44 5.18 + .42 141 5.36 + .43 148 + 14 
141 8.87 + .44 8.33 + .43 5.23 + .42 141 5.33 + .43 151 + 14 
161 9.57 + .43 8.61 + .43 4.86 + .41 161 4.92 + .42 152 + 14 
206 9.71 + .41 8.82 + .41 5.20 + .39 206 5.36 + .40 173 + 13 
278 10.02 + .41 8.79 + .41 5.00 + .39 278 5.53 + .40 177 + 13 
303 9.41 + .40 8.74 + .39 4.42 .38 303 4.90 + .39 150 + 13 
335 9.70 + .40 8.91 + .39 5.31 + .38 335 5.72 + .39 188 + 13 
243 9.20 + .41 8.50 + .40 5.24 + .39 243 5.46 + .40 178 + 13 
338 9.07 + .40 8.61 + .39 4.85 + .38 338 5.13 + .39 166 + 13 
276 9.44 + .39 8.90 + .39 5.44 + .38 276 5.90 + .39 197 + 13 
353 8.69 + .39 8.13 + .38 4.85 + .37 353 4.97 + .38 167 + 13 
386 9.37 + .39 8.78 + .39 5.44 + .37 308 5.61 + .39 209 ± 13 357 9.32 + .39 8.78 + .39 5.27 + .37 272 5.39 + .39 186 ± 13 244 9.91 + .40 9.45 + .40 5.08 + .38 164 5.21 + .42 177 ± 14 
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However, the same results can be obtained by simple matrix 
A 
multiplication involving the solutions, dh, and the inverse, 
C™1. Taking stations for an example, the reduction due to 
stations is 
R[sjJ = s1 z-1 s 
where s' = the row vector of the station constants 
,Z-1 = inverse of the square, symmetrical submatrix of 
inverse elements from the station portion of C""l 
s = column vector of the station constants. 
See Harvey (1960). The method is analogous to that for ob­
taining the total reduction since 
d'p = d'Cd = d' [C~1]~-I-d. 
Sums of squares obtained in this manner were used to 
construct the analysis of variance presented in Table 15. 
Considerations of the extent to which the assumptions under­
lying the analysis were fulfilled will be deferred to the 
Discussion section. 
Most factors were found to be statistically significant 
beyond the .01 level of probability; except for the additional 
reduction due to fitting quadratic regression for age, where 
number at birth and total weaning weight were significant at 
the .05 level. The remaining mean squares were not signifi­
cant at either level. The fact that all factors were fixed 
prevents the assessment of their relative importance as is 
usually done for random factors (i.e., computing variance 
Table 15. Analysis of variance for environmental effects 
Source of 
variation 
Degrees 
of 
freedom 
Mean square 
n0 ni n 154 
Degrees 
of 
freedom 
Mean square 
n 56 w56 
Station 5 76 .993** 52 .781** 118 .792** 5 84 .571** 474,854** 
Breed 10 65 .336** 50 .615** 34 .945** 10 44 .727** 160,859** 
Time 9 26 .560** 14 .371 30 .091** 9 41 .161** 44,981** 
Year 14 34 .476** 21 .963** 21 .840** 14 22 .235** 68,362** 
Season 1 63 .398** 75 .168** 403 .528** 1 417 .498** 973,527** 
Linear Regression 
on Fg 1 311 .539** 223 .540** 69 .139** 1 141 .542** 241,315** 
Linear Regression 
on FL 1 71 .833** 217 .147** 920 .738** 1 792 .020** 1,943,712** 
Linear Regression 
on age 1 189 .616** 171 .271** 246 .585** 1 222 .516** 445,805** 
Additional due to 
Quad. regr. on age 1 37 .123* 10 .201 .557 1 26 .351 43,638* 
Error 3827 8 .135 7 .964 7 .581 3584 7 .389 8,452 
Total 3870 9 .533 9 .087 8 .752 3627 8 .668 12,382 
4* 00 
* P< .05. 
** P< .01. 
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components and expressing them as a percentage of the total 
mean squar^i. Comparison of the error mean square with the 
total mean square shows a 15% reduction in total variance for 
the litter size traits, and over 30% in the case of total 
litter weight at weaning. 
As outlined previously, the usual procedure for cor­
recting the original observations is to subtract from each 
observation the appropriate constants, in the case of dis­
continuous factors; and regressed deviations, in the case of 
continuous factors. However, if there is a discontinuous 
factor which shows considerable heterogeneity of variance 
among the classes, it may be desirable to correct for the 
factor in such a way as to make the variances more homo­
geneous. Although the arguments for homogeneity are not al­
together clear, it does seem desirable to prevent one class 
from having more or less influence on the total variance than 
another class. 
A multiplicative correction factor is useful to the ex­
tent that the class variances are proportional to the class 
means. See Mason et al. (1958), Brinks et al. (1961), and 
Gill (1961) for applications of multiplicative correction 
factors. Systematic argument for the use of, and theory 
behind multiplicative factors seems to be lacking. The fol­
lowing is not an attempt to fill that need. 
When both additive and multiplicative corrections are to 
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be made, the correction equation must fulfill two require­
ments. The additive effects must be removed first, so that 
none are multiplied by the multiplicative factor. Secondly, 
the multiplicative correction must be made in such a way that 
the effect of that factor is removed, and that the error is 
reduced when the class mean is large and increased when the 
mean is small. 
For the model 
Yij = M- + aj_ + ejj 
the appropriate correction equation would be 
Tij • Yii » 
because Y^j is 
11 + (iHr5-,eij 
if differences between the estimates and the parameters are 
ignored. If the model were 
YJJ = \i + A^ + B(XJJ + X) + E^J, 
the corrected observation 
Yij = [Yij -b(X_ +X), 
is also 
Yij - u + (w + a± )eij" 
When more than one factor displays heterogeneous variance, 
the proper correction procedure and desired form of the cor­
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rected observation is not clear. Perhaps the correction 
factor would be -n % . 
p. + ai + bj 
The sketch presented above represents reasoning after 
the fact, however. The equation actually used to correct 
all observations in this study was 
A £ + 6j 
Yijklmn = Yijklmn S± " ^ ijklmn a ~ Yijklmn^ 
. u + €k . A a 
iYijklmn a ~ ^ ijklmn' ~ rl ~ ^ m 
fSl-FSijklinn Fs^ ^L^Lijklmn ~ FiJ 
~ 
al Yijklmn " A] " a2 Yijklmn " 1 
where the symbols are as defined on pages 33, 35 and 36. 
The intent was to make multiplicative corrections for breed 
and time, since the standard errors presented in Table 14 
indicated the conditions for such. There are several de­
ficiencies with this correction equation. The first is that 
the corrected observations are slightly biased since 
- H 
Yijklmn S * " > 
- 
(YlJT " "1 + eijMmn 
where = = approximately equal to. 
But examination of the class means for the corrected data 
showed that the attempt to equalize the class means was 
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successful, except in some classes of breed and time which 
had less than 15 observations. However, the observations were 
corrected to (y. + bias) instead of p.. The correction could 
have been made toward any arbitrarily chosen constant, ex­
cept in this case the bias varies slightly from class to 
class. 
The effect upon the variance of the corrected observa­
tions is not clear. Since the multiplicative factors were 
not applied properly, the goal of making the class variances 
more homogeneous obviously was not achieved. But neither did 
there appear to be any increase in heterogeneity. Also, the 
decrease in total mean square of the original data versus the 
corrected data was of the order of that between the error 
mean square and total mean square in the analysis of variance 
(see Table 15). Since considerable analysis of the corrected 
data had occurred when the inadequacy of the correction equa­
tion was discovered, it was decided that the apparently small 
effects did not warrant the time and cost to rectify the 
error and repeat all subsequent analyses. 
Genetic Analysis 
One of the primary purposes of the genetic analysis was 
to estimate the proportion of additive genetic variance to 
total variance remaining after correction for known environ­
mental factors. This is the "heritability in the narrow 
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sense" of Lush (1948). Although in this study heritability 
could have been estimated by utilizing either the relation­
ship among full sibs or that between daughter and dam, the 
daughter dam relationship was used. Since full sisters are 
raised in the same litter, the covariance between them could 
have been inflated substantially by the common environment, 
and this environmental portion would not be separable from 
the genetic covariance. 
The exact relationship used in this study is as follows: 
For a given litter of a particular sow, the sow is referred 
to as the dam and the traits of that sow are the observations 
on her litter. The daughters are those females from that 
litter which produce litters themselves, and the traits of 
the daughter are the observations on the litter she produces. 
Each litter of each daughter is considered separately. 
The statistic used for estimating the additive variance 
was the phenotypic regression of daughter on dam. This 
statistic, C°y^dams):er' > has genetic expectation, 
1/2 V(A) + 1/4 V(AA) + 1/16 V(AAA) + etc.; where A refers to 
the additive effects of the loci concerned, V(AA) is the vari­
ance due to pairwise interactions of additive effects at 
different loci, etc. The assumptions underlying this expecta­
tion will be reviewed in the Discussion section. Thus, 
doubling the daughter dam regression yields an estimate of 
all of the additive variance plus decreasing fractions of the 
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additive by additive variance. It is assumed that this 
epistasis is negligible. ' 
When the number of daughters per dam is variable, 
several methods are available for calculating the daughter 
dam regression. As pointed out by Kempthorne and Tandon 
(1953), one can either average the records of the daughters 
and have one pair of observations for each dam and daughter 
average, or repeat the dam's record for every daughter (i.e. 
repeat the dam as if she were another sow). The dam and 
daughter average, or simply the daughter average method is 
used when the correlation among the daughters of a dam (dis­
counting the within dam regression of daughter on dam) is 
equal to unity, and the repeated dam method is preferable 
when that correlation is zero. When the number of daughters 
per dam is not constant, weighting the groups according to 
the amount of information (in the statistical sense) they 
contain yields an estimator which has minimum variance. 
Methods for weighting the paired observations in the daughter 
average case are given by Cockerham (1952) and Kempthorne 
and Tandon (1953). The former used maximum likelihood and 
the latter "best linear unbiased estimator" procedures. 
Reeve (1955) reiterates the method of Kempthorne and Tandon 
using his own notation. Both methods (which apparently were 
derived independently) use an estimator of the form 
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S ai (Xi - X) yi. 
g = i  
S a±(Xi - X)2 
where Xi refers to the ith dam, y^ is the arithmetic average 
of the daughters of the i"1-*1 dam, and X = S &i%i/Z ai« In the 
case of Cockerham (1952) 
a± = ni 
1 + (ni - l)p 
and for Kempthorne and Tandon (1953) 
a, * . 
1 + n± ( P ) 
1 - p 
where ni = the number of daughter records for the i*-*1 dam 
and p = the correlation among the daughters from the same dam, 
adjusted for the regression of the daughters on the dam. 
Thus the estimate of the regression depends on itself. With­
out a reliable independent estimate of p, the methods are not 
workable. Neither is it clear which formula is the more 
correct, but the formula given by Cockerham (1952) does yield 
the daughter average and repeated dam methods when unity and 
zero are substituted for p. The weighting factor given by 
Kempthorne and Tandon (1953) is not unity when p is unity. 
Estimates of heritability of the dependent variables 
were obtained by both the daughter average and repeated dam 
methods. In order to observe the effects of the correction 
for the dependent factors, the heritabilities were obtained 
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from both the raw and corrected data. These results are pre­
sented in Table 16. The standard errors of the heritability 
estimates are given also and are simply twice the square root 
of the variance of the regression coefficients. 
The repeatabilities (Lush, 1937) of the traits were 
estimated from simple analyses of variance "among" and "be­
tween sows", where the observations were those on successive 
litters of the sow. The analysis in symbolic form is given 
in Table 17; where s is the number of sows, n^ is the number 
of records for the i*"*1 sow, (j2 is the component of variance 
2 
within sows, ag is the component of variance among sows, and 
2 n? 
k = l n. - i 
n. 
/(s - 1). The estimate of repeatability is 
then the intraclass correlation, — *— , or the fraction 
-
2 • ->2 
of the total variance which is attributable to permanent dif­
ferences between sows. This ratio is not equal to the product-
moment correlation (which is the original definition of 
repeatability) unless the variance among first records equals 
that among second records, etc., and the means of the first 
and subsequent records are equal. Since the records were 
corrected for farrow number, the latter condition should be 
true for these data. The mean squares and estimates of 
repeatability are given in Table 18. The variance of the n^ 
was such that the difference between k and 2 n-j/s was less 
Table 16. Heritabilities and standard errors estimated from daughter-dam regres­
sion 
Type of observations 
Item 
Dam repeated for every 
daughter 
Uncorrected Corrected 
data data 
Dam and mean 
of daughters 
Uncorrected Corrected 
data data 
Number at birth 
No. d-D pairs 
Number 1st day 
No. d-D pairs 
Number at 56 days 
No. d-D pairs 
Total weight at 56 days 
No. d-D pairs 
Number at 154 days 
No. d-D pairs 
.11** + .04 .08* + .04 
3117 
.10** + .04 .07 + .04 
3117 
.12* + .05 .14*** + .04 
2917 
.52*** + .05 .22*** + .04 
2917 
.06 + .05 .09* + .04 
3117 
.07* + .05 .07 + .05 
1230 
.04 + .06 .03 + .05 
1230 
.19** + .07 .13* + .05 
1145 
.57*** + .06 .22***+ .05 
1145 
.11 + .06 .11* + .05 
1230 
* P< .05. 
** P< .01. 
*** 
P< .001. 
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Table 17. Symbolic form of the among and within sow analysis 
Source of Degrees of Sums of Mean Expected 
variation freedom squares square Mean Square 
Among sows s - 1 (s - 1)S S c2 + k cr2 
Within sows n. - s (n. - s)E E a2 
than .001. The actual values for k were 2.620 for the wean­
ing traits, and 2.585 for the other traits. 
Although the distribution of the repeatability estimate, 
A 
t, transformed to Z does not follow the normal distribution, 
the standard error of the repeatability estimate does give an 
indication of accuracy, even though an exact confidence in­
terval cannot be formed. Two approximate formulas for the 
variance of t are available. The formula of Fisher (1950), 
which uses the Z transformation approximation, applies in 
this case (but not to analyses of variance which consider 
other sources of variation). His formula, using the notation 
of Robertson (1959), is 
r/Ax 2[l + (n - 1) t]2 (1 - t)2 
V(t) 
~ n(n - 1) (N - 1) 
where n = number of observations per class 
and N = number of classes. 
The method outlined by Kempthorne (1957), pp. 246-247, yields 
v(t) = -L [ V(S) + V(E) - 2 (S - E) [V(S) - (n - l)V(E) 1 
Y Y 
(S - E) 2 [V(S) + (n - 1) 2V(E) ] 
Table 18. Mean squares and estimates of repeatability3 
Source of 
variation 
Degrees of 
freedom n0 nl n154 
Degrees of 
freedom n56 *56 
Among sows 786 10.72 9.66 6.98 729 6.88 7,464 
Within sows 1248 7.11 7.04 6.05 1183 5.69 6,206 
Repeatability 
.196 .144 .060 .080 .077 
aAll mean squares "among sows" are significant beyond the .001 level of 
probability. 
60 
where Y = S + (n - 1)E 
and uses the approximate formula for the variance of a ratio 
17,x . ~ V(X) 2 X Gov(X; Y) X2 V(Y) 
Y y2 Y3 Y4 
Although the two formulas do not seem to be similar, the 
formula of Kempthorne reduces to 
2 n2 S2 E2 r N n + 3 , 
Y4 N[N (n — 1) + (n + 1)] + 2 
A 
and upon substituting t for t, Fisher' s formula is 
2 n2 S2 E2 r n , 
(n - 1) (N - 1) 
If N is large (such that terms like N - 1 and N + n approach 
N), the fractions in both brackets tend toward — [—r- ]. 
N n - i 
If the number of observations per class is not constant and 
the average number is used, the formulas become less accurate. 
Using Fisher's formula and average ni, all of the estimates 
had standard errors of about .026. 
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DISCUSSION 
The value of the least squares analysis of environmental 
effects depends, of course, on the accuracy of the model and 
the validity of the assumptions upon which it was based. 
This is not to iterate the popular thesis that any inaccuracy 
or invalid assumption renders an analysis worthless. It 
merely points out that the method is by no means absolute, 
and that an amount of reserve proportional to the validity 
must be used when interpreting the results. 
The model (see page 33) contains two major assumptions. 
The first is that the effects are additive; and although 
there was evidence that some degree of relationship between 
the mean and variance existed in some classifications, one 
has no practical alternative to this assumption. The second 
is that there are no interactions among the discontinuous 
factors. This assumption was discussed in detail on page 30. 
The statement that the least squares constants are un­
biased and have minimum variance is often misinterpreted. 
Although the concept of unbiased estimates is not readily 
confused, the minimum variance statement is often equated 
with small variance by implication, if not directly. The 
correct interpretation is that for the sample at hand, least 
squares yields estimates which have smaller variance than any 
other known estimates. If the data are highly non-orthogonal, 
that minimum variance may indeed be large. 
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The least squares estimates of the regression coefficients 
(Table 12) were not appreciably different from the simple co­
efficients calculated from the raw data. For example, the 
simple coefficients v£. the least squares coefficients for 
litter size at birth were -.023 vs. -.026 for fg, -.012 vs. 
-.011 for f&, .011 vs_. .010 for a^, and -.475 x 10™5 vs. 
-.434 x ID"5 for ag. However, the differences were larger 
for the traits expressed later in life as other effects in 
the model became more important. 
The consequences of considering all effects simultaneous­
ly in the least squares analysis can be demonstrated by 
considering the station effects for litter size at birth. 
Table 19 gives the effects estimated from the raw data and 
from the least squares analysis. The effects estimated from 
Table 19. Comparison of station effects for litter size at 
birth from raw data and from the least squares 
analyses 
Station 
Type of effects 1 2 3 4 5 6 
Raw -.19 .33 -.82 .16 .23 -.19 
Least squares .22 .77 -.58 -.03 .20 -.58 
the raw data are simply the deviations of the station means 
from the overall means given in Table 1. (They do not add to 
zero because of unequal numbers.) The least squares effects 
are taken from Table 12. Had the estimates from the raw, 
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non-orthogonal data been used to correct the data, the results 
would probably have been quite different. 
If the regression coefficients concerning inbreeding in 
Table 12 are multiplied by 10, the units become pigs per 10% 
inbreeding and are comparable with other results in the litera­
ture. By comparing a particular linecross with its inbred 
parental lines, Dickerson et al. (1954) obtained estimates of 
-.17, -.25, and -.28 for the effect of 10% inbreeding of the 
sow on litter size at 0, 56, and 154 days (Iowa inbred Poland 
Chinas). Comstock and Winters (1944) obtained -.09 for size 
at birth and Fine and Winters (1952) found a decrease of -.83 
pigs at weaning for each 10% inbreeding of the sow (both 
studies used regression). The figures in this study were -.22, 
-.18, and -.12, (the first figure is number of live pigs at . 
birth) whereas estimates given by Chambers and Whatley (1951) 
were -.56, -.50, and -.69. 
With respect to the effect of inbreeding of litter, 
Dickerson et al. (1954) obtained estimates of -.20, -.38, and 
-.44 pigs per 10% inbreeding. Comstock and Winters (1944) 
give -.28 for size at birth and Fine and Winters (1952) give 
-.47 pigs at weaning. Results from the present study yield 
-.20, -.38 and -.40 for these values. In some cases, it is 
not clear whether litter size at birth includes stillborn 
pigs or not. Chambers and Whatley (1951) and Fine and Winters 
(1944) and Dickerson et al. (1954) fail to specify this. 
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This study indicates that it does make a difference which 
trait is in question. If Dickerson et al. (1954) used live 
pigs at birth, the depression due to inbreeding of the litter 
which he observed, using inbred lines, and that observed in 
this study, using regression, are remarkably close. The de­
pression in live pigs at birth and at weaning are identical 
while the estimates for number at 154 days are -.44 and -.40, 
respectively. Certainly the regular decrease (as the pigs 
became older) in effect of the inbreeding of sow, and the 
regular increase in the effect of inbreeding of the litter 
observed in this study agrees with the notion that the effect 
of the sow's genes must decrease while those of the pig in­
crease as development proceeds. 
The regression coefficients for litter size on age of 
sow, however, seem to be the same for all stages of the de­
velopment of the litter (see Table 12). Thus, one would sus­
pect that age of sow primarily affects number born, and that 
the number of pigs lost during the development of the litter 
is fairly constant for all ages of sow. 
No quadratic coefficients were found in the literature. 
However, if one takes the sow's age as the number of seasons 
since birth as a common denominator, the plots of average 
litter size at birth against age from the studies of Keith 
(1930), Hetzer et al. (1940), Lush and Molln (1942) and this 
study are all quite close. All show the same curvilinear 
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trend with the maximum peak at about 3 1/2 years of age. 
The constants obtained for stations, breeds, years, and 
seasons are considered to be peculiar to these data and not 
indicative of what might be found in the general population. 
If the classes for aged sows having their first litter in the 
herds (classes 1 to 3) are excluded from the time classifica­
tion, it would seem that some generalizations can be made 
about the effects of farrow number and farrow interval on 
litter traits. A reclassification of the time constants by 
farrow number and farrow interval (see Table 5) is given in 
Table 20, excluding the classes mentioned above. Number 
alive at the end of the first day was omitted since the con­
stants are similar to number at birth. 
Except for number at birth, the general effect of farrow 
number is a regular decrease in merit with increasing farrow 
number. Number at birth still shows the curvilinear effect 
observed in the raw data, but considerable interaction be­
tween farrow number and interval is involved. It appears 
that sows having their third litter only six months after 
their second, tend to have more pigs at birth than sows having 
at least a year between their second and third litters. 
There seems to be no explanation for this unless some of the 
sows in the latter group were actually inferior and did not 
farrow in the intervening season. 
The analysis for variance for environmental effects 
Table 20. Classification of time constants by farrow number and interval 
Farrow n0 interval n5g interval W56 interval nl54 interval 
number ™~5 I 2+ ~Ô I 2+ ~~Ô Ï 2+ ~~Ô ï 2+ 
1 -.26 1.07 27.5 .72 
2 -.59 .57 .19 .60 21.7 18.9 .07 .61 
3 .25 -.30 - .48 .37 - 6.6 8.7 -.26 .48 
4+ -.32 .01 -1.53 .17 -49.1 24.6 -.87 1.23 
) 
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given in Table 15 is at best approximate. One reason is that 
the sums of squares were computed from inverses which were ap­
proximations to the true inverses. Perhaps the problem could 
have been alleviated somewhat by coding age to the youngest 
sow in the data. The fact remains that unless a matrix of 
size greater than 40 or so has extremely homogeneous elements, 
eight significant decimals is not sufficient to prevent large 
rounding errors in this type of inversion process. 
Secondly, the assumption that the subclass error vari­
ances were homogeneous might have been violated quite badly. 
On the other hand, the number of observations in this study 
was such that those variances would have had to be almost ex­
actly equal to yield a non-significant Bartlett1 s test. As an 
example, the F ratio for the two season variances would have 
had to be exactly 1.00 in order to be non-significant at the 
25% level. Since no critical decisions were to be made on 
the results of the analyses, the assumption was acknowledged, 
but not considered further. 
All of the environmental factors caused significant 
differences in at least two places in the development of the 
litters. Thus it was decided to correct all traits for the 
complete model, as opposed to correcting them only for signifi­
cant factors. Correcting for all factors greatly simplified 
the correction program for the computer, since the same basic 
loop could be used for all traits. 
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In retrospect, the inclusion of classes such as the 
twelve Poland and three Landrace litters in the analysis 
probably did more harm than good. With the number of obser­
vations at hand, even the inclusion of the last three years 
of data was probably not worthwhile in light of the extra 
labor required to set up a second large set of normal equa­
tions. It is doubtful also, whether the estimates of the 
genetic parameters would have been altered by omitting these 
data, perhaps demonstration of this fact made its inclusion 
valuable, however. 
The validity of doubling the daughter dam regression co­
efficient to estimate the proportion of additive to total 
variance requires several assumptions which may or may not be 
fulfilled. Foremost is that mating was random within the 
year-season-station-breed subgroups. That is, a sow of a 
particular subgroup had equal probability of being mated to 
any boar of that group. Otherwise, the expectation of the co-
variance of daughter and dam differs from 1/2 V(A) by an 
amount equal to one-half the covariance of the additive effect 
of the dam and the additive effect of the sire. Some dominance 
variance would be included also if the daughters were inbred. 
Mating was probably nearly random within each of the 
small mating groups from which these data were taken. Breed 
differences should not contribute any serious bias since ad­
justments were made for these. But where distinct lines of 
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the same breed were maintained at the same station during the 
same years, the covariance of daughter and dam' would be larger 
than under random mating, due to a positive correlation be­
tween the additive effects of sire and dam. Hence, herit-
ability would be overestimated. 
One could estimate heritability by pooling within-line 
differences, making appropriate correction for average in- ~ 
breeding of the lines. But because of the difficulty of 
definitely identifying the mating systems used to produce the 
litters over the relatively long experimental period, it was 
decided to take estimates from the data as a whole—acknow­
ledging that they were probably biased upward by the mild 
line formation. 
Little is known about the realized effect of linkage on 
the expectation of the daughter dam regression, and any dis­
cussion of the subject would be pure speculation. 
The comparison of heritability estimated from the 
original data and from the data corrected for environment 
should give some indication of the estimates which would be 
expected from populations of wide and narrow environmental 
background. Since the correction for environment is expected 
to remove a portion of V(E) from the variance among dams, the 
daughter dam regression should be larger in the corrected 
data than in the raw data. The figures in Table 16 do not 
completely agree with that expectation. Thus one would 
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question seriously whether the assumption of no environmental 
covariance between daughter and dam is correct; for in many 
cases, some environmental factors for the dam were identical 
with some for the daughter. If a large portion of the co-
variance between daughter and dam was removed from the numera­
tor as a result of the correction procedure, it could easily 
have outweighed the removal of V(E) from the variance among 
dams—making the corrected estimate smaller than that from 
the original data. The fact that the greatest difference be­
tween the two estimates occurred for litter weight at weaning 
bears this out, since the daughters would be expected to have 
one-half of their mothers' genes for maternal influence. 
Thus, the litter of the dam and litter of the daughter are 
raised under similar maternal environment, the effect of 
which is largest for litter weight at weaning. 
Whether the dam was repeated for every daughter, or the 
mean of the daughters for a particular dam was used, seemed 
to make little difference with respect to the estimates of 
heritability. The difference in the two estimates was 
largest for number alive after the first day, but it amounted 
to only about one standard deviation. 
These figures are about in the middle of the range of 
the other estimates in the literature for both number at 
birth and weaning. Little or no literature is available with 
regard to number at 154 days. The estimate of .22 for litter 
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weight at weaning is close to that given by Blunn and Baker 
(1949) and by Shrode (1949), but differs widely from the .03 
reported by Cockerham (1952) and the .07 by Cummings et al. 
(1947) . 
Unlike many reports in the literature, most of the esti­
mates of heritability in this study had standard errors which 
were smaller than the estimates, and none were negative (see 
for examples, the results of Boylan et al., 1961, and Stewart, 
1945b). Estimates which are significantly different from zero 
are indicated in Table 16 with the appropriate significance 
levels. 
The repeatability of a litter trait is interpreted as 
the proportion of the total variance of the trait which is 
due to heredity and permanent environmental effects of the 
sow. Examples of permanent environment might be a damaged 
udder, an atrophied ovary, or even a case of mastitis which 
was present for two out of three or more litters. Thus, in 
theory, repeatability sets an upper limit on heritability. 
In these data, only the repeatability estimates for litter 
size at birth and at one day were larger than the values for 
* 
heritability. W-illham gives a plausible explanation for 
this occurrence. Sows which raise a large litter of heavy 
pigs tend to be in poor condition for gestation and lactation 
* 
Willham, R. L. 1962. Animal Science Dept., Iowa State 
University, Ames, Iowa. Litter size and weight in swine. 
Private communication. 
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for the subsequent litter. Consequently the number of pigs 
raised in their next litter is small and the sow's condition 
recovers, so that the third litter of the series is again 
large. This theory was formulated when it was noted that the 
component of variance for maternal halfsibs was usually 
negative while the paternal halfsib component was positive. 
Since, in this study, the only values of repeatability larger 
than heritability were size at birth and one day (which are 
least affected by the condition of the sow), the theory seems 
to hold. It would be interesting to compute the repeatability 
of alternate litters in data where the sows averaged four or 
five litters, or to estimate repeatability of litter size by 
the regression of the 3rd litter on the first. Of course, 
estimates of repeatability from data where not all sows had 
the opportunity to farrow at least twice are biased. For 
when only sows having two or more records are used, the ob­
served variance among sows is less than would be expected if 
all sows were included. 
The estimate of .20 for repeatability of litter size at 
birth agrees closely with those reported in the literature 
(see Table 2 of Shelby, 1952). The rather wide difference 
between the estimate for size at birth and at one day sug­
gests that the estimates from the literature might appear 
more homogeneous if they could be sorted accurately on number 
born and number born alive. The repeatability of the weaning 
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traits are generally lower than those in the literature except 
the .08 reported by Shrode (1949) and the .07 reported by 
Shelby (1952) for litter weight at weaning. 
The genetic results discussed so far seem to be in 
reasonable agreement with previous studies and in general, 
the standard errors of the estimates are smaller. But, if 
one actually plots the daughter dam comparisons (for litter 
size at birth) in data corrected for environment, as in 
Figure 3, the situation becomes clouded by the apparent 
failure of the regression to be linear. 
A plausible explanation for the shape of the curve is 
that gilts raised in litters of one to three pigs are in very 
good condition when bred. Therefore they themselves produce 
litters which are considerably larger than the genetic merit 
of these gilts would warrant. Since thé condition of the 
sow is almost completely confounded with litter size, no 
appropriate correction can be made. In practice, however, 
we might conclude that a heritability of 11-12 percent might 
be realized if one is willing to ignore completely the gilts 
from litters of one to three or four pigs. This may not be as 
simple to implement as it sounds, because these gilts might 
be sleek and in good condition as the result of an uncontested 
milk supply. Further, if such gilts are kept and do produce 
a good litter of pigs, one is apt to conclude that the dam 
met with an accident, and that the gilt is worth keeping for 
Figure 3. Average litter size 
plotted against the 
daughters were born 
at birth produced by daughters, 
litter size in which the 
197 m 
88 m 
OF DAUGHTERS 
-j U1 
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more litters. 
At the beginning of this study, it was thought that per­
haps the daughter-dam regression might be curvilinear in a 
manner opposite from thatjehown in Figure 3. That is, the 
relationship would tend to flatten as litter size increased. 
There is considerable evidence that sows with litters of 
more than twelve or so pigs at birth raise no more pigs 
than those with twelve (Axelsson, 1928; Johansson, 1929; 
Menzies-Kitchin, 1937; Olsen, 1939; Olbrycht, 1943; Wilson 
et al., 1960; and data from this study). Thus one might 
theorize that sizes greater than twelve represent genetic 
effects for about twelve pigs, and that the rest is random or 
environmental variation. There seems to be no evidence for 
this hypothesis, however. 
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SUMMARY 
Experiment station litter records from Indiana, Oklahoma 
and Wisconsin were utilized to investigate the effects of en­
vironment and heredity on litter size and weight in swine. 
Specific traits of interest were number of pigs born dead 
and alive, number living through the first day, number alive 
at a weaning age of 56 days, total weight of the litter at 
56 days, and number of pigs at 154 days. The 3,871 litters 
averaged 9.26 pigs alive and dead at birth and were born 
during the period 1944 to 1958. 
A least squares analysis was made to evaluate the ef­
fects of several "dependent" factors on the litter traits. 
Those factors included were station, breed, the farrowing 
history of the sow, year, season, inbreeding of the sow, in­
breeding of the litter, and age of the sow. These factors 
accounted for approximately 15% of the total variance in 
litter size at each stage, and about 30% in the case of total 
litter weight at 56 days. The proportion of this reduction 
in variance attributable to each of the factors was im­
possible to determine since all were considered fixed. 
All observations were corrected for environment effects 
using the constants from the least squares analysis. Then, 
estimates of heritability (in the narrow sense) were obtained 
from the regression of daughter on dam, and the dam's record 
being repeated for each daughter record. These estimates 
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were as followsr 
Litter size at birth .08 + .04 
Litter size first day .07 + .04 
Litter size at 56 days .14 + .04 
Litter weight at 56 days .22 + .04 
Litter size at 154 days .09 + .04 
Estimates of repeatability were obtained from the intra 
class correlation of records from the same sow. These were: 
Litter size at birth .20 
Litter size at one day .14 
Litter size at 56 days .08 
Litter weight at 56 days .08 
Litter size at 154 days .06 
All of the repeatability estimates had standard errors 
of about .03. Values of repeatability less than heritability 
could be caused by carry-over compensatory effects which tend 
to make adjacent litters more unlike than they would have 
been otherwise. 
Examination of the actual daughter dam curve for litter 
size at birth showed a curvilinear, instead of a linear rela­
tionship. Daughters from litters of 1 to 5 pigs had litters 
which were, on the average, larger than those of daughters 
from litters of 6 to 10 pigs. It was postulated that sows 
from litters of 1 to 5 received an environmental boost due to 
lack of competition, and that no unusual genetic mechanism 
was involved. 
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APPENDIX 
Table 21. Distribution of breeds by stations, complete data 
Breed 
Station 1 2 4 5 7 8 9 10 11 20 30 Totals 
1 309 58 112 117 3 74 8 681 
2 14 139 123 276 
3 143 35 178 
4 978 295 1 2 1276 
5 183 225 3 208 19 638 
6 308 12 3 123 135 237 4 822 
Totals 183 774 93 251 12 3 240 1341 298 643 33 3871 
Table 22. Distribution of breeds by stations, reduced data 
Breed 
Station 1 2 4 5 7 8 9 10 11 20 30 Totals 
1 309 58 112 117 3 74 8 681 
2 14 139 123 276 
3 143 35 178 
4 978 295 1 2 1276 
5 183 225 3 208 19 638 
6 308 12 3 46 36 170 4 579 
Totals 183 774 93 251 12 3 163 1242 298 576 33 3628 
Table 23. Distribution of times by stations, complete data 
Time 
Station 0 1 2 3 4 5 6 7 89 Totals 
1 503 27 3 19 6 5 68 37 13 681 
2 205 11 5 7 2 33 10 3 276 
3 111 2 1 2 49 12 1 178 
4 611 18 3 6 303 184 124 21 2 4 1276 
5 469 5 1 94 35 26 4 4 638 
6 610 29 5 2 22 3 2 117 28 4 822 
Totals 2509 92 12 9 445 235 159 292 93 25 3871 
Table 24. Distribution of times by stations, reduced data 
Time 
Station 01234 5 6 7 89 Totals 
1 503 27 3 19 6 5 68 37 13 681 
2 205 11 5 7 2 33 10 3 276 
3 111 2 1 2 49 12 1 178 
4 611 18 3 6 303 184 124 21 2 4 1276 
5 469 5 1 94 35 26 4 4 638 
6 448 13 5 2 3 2 82 20 4 579 
Totals 2347 76 12 9 423 235 159 257 85 25 3628 
Table 25. Distribution of years by stations, complete data 
Year 
Station 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 Totals 
1 36 49 39 
2 18 20 9 
3 20 19 23 
4 63 81 74 73 85 
5 
6 10 22 28 39 50 
Totals 109 141 141 161 206 
50 57 43 26 55 57 
22 32 31 29 27 21 
30 19 27 19 21 
108 92 89 74 102 97 
34 63 53 59 86 
68 69 82 42 74 15 
278 303 335 243 338 276 
56 113 53 47 681 
30 8 28 1 276 
178 
100 87 99 52 1276 
87 100 92 64 638 
80 78 85 80 822 
353 386 357 244 3871 
Table 26. Distribution of years by stations, reduced data 
Year 
Station 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 Totals 
1 36 49 39 50 57 43 26 55 57 56 113 53 47 681 
2 18 20 9 22 32 31 29 27 21 30 8 28 1 276 
3 2 c 19 23 30 19 27 19 21 178 
4 63 74 73 85 108 92 89 74 102 97 100 87 99 52 1276 
5 34 63 53 59 86 87 100 92 64 638 
6 10 z.,1 28 39 50 68 69 82 42 74 15 80 579 
Totals 109 141 141 161 206 278 303 335 243 338 276 353 308 272 164 3628 
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Table 27. Distribution of seasons by stations, complete data 
Season 
Station 1 2 Totals 
1 643 38 681 
2 268 8 276 
3 175 3 178 
4 693 583 1276 
5 352 286 638 
6 774 48 822 
Totals 2905 966 3871 
Table 28. Distribution of seasons by stations, reduced data 
Season 
Station 1 2 Totals 
1 643 38 681 
2 268 8 276 
3 175 3 178 
4 693 583 1276 
5 352 286 638 
6 569 10 579 
Totals 2700 928 3628 
Table 29. Distribution of times by breeds, complete data 
Time 
Breed 0 1 2 3 4 5 6 7 8 9 Totals 
1 77 1 42 29 26 4 4 183 
2 549 25 3 2 13 6 5 127 40 4 774 
4 54 2 1 1 1 14 11 9 93 
5 179 18 9 7 1 31 6 251 
7 12 12 
8 3 3 
9 150 13 4 1 13 2 2 39 12 4 240 
10 764 27 4 6 282 138 76 40 2 2 1341 
11 118 4 68 52 48 6 2 298 
20 571 2 16 1 31 18 4 643 
30 32 1 33 
Totals 2509 92 12 9 445 235 159 292 93 25 3871 
Table 30. Distribution of times by breeds, reduced data 
Time 
Breed 0 123 4 56 7 8 9 Totals 
1 77 1 42 29 26 4 4 183 
2 549 25 3 2 13 6 5 127 40 4 774 
4 54 2 1 1 1 14 11 9 93 
5 179 18 9 7 1 31 6 251 
7 12 12 
8 3 3 
9 102 6 4 1 2 2 2 28 12 4 163 
10 700 18 4 6 . 271 138 76 25 2 2 1242 
11 118 4 68 52 48 6 2 298 
20 521 2 16 1 22 10 4 576 
30 32 1 33 
Totals 2347 76 12 9 423 235 159 257 85 25 3628 
Table 31. Distribution of years by breeds, complete data 
Year 
Breed 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 Total 
1 
• 
37 41 43 41 21 183 
2 33 42 47 67 76 89 101 63 41 53 28 38 46 32 18 774 
4 1 11 11 13 15 22 18 2 93 
5 13 18 20 20 24 22 15 27 37 28 27 251 
7 8 4 12 
8 2 1 3 
9 1 8 20 18 7 13 13 15 21 50 40 34 240 
10 63 81 74 73 85 104 111 124 81 122 75 89 97 87 75 1341 
11 4 14 27 8 35 38 47 44 55 26 298 
20 12 28 48 92 84 79 50 81 67 74 28 643 
30 9 1 4 4 15 33 
Totals 109 141 141 161 206 278 303 335 243 338 276 353 386 357 244 3871 
Table 32. Distribution of years by breeds, reduced data 
Year 
Breed 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 Totals 
1 37 41 43 41 21 183 
2 33 42 47 67 76 89 101 63 41 53 28 38 46 32 18 774 
4 1 11 11 13 15 22 18 2 93 
5 13 18 20 20 24 22 17 27 37 28 27 251 
7 8 4 12 
8 2 1 3 
9 1 8 20 18 7 13 13 15 21 27 20 163 
10 63 81 74 73 85 104 111 124 81 122 75 89 59 61 40 1242 
11 4 15 27 8 35 38 47 44 55 26 298 
20 12 28 48 92 84 79 50 81 50 35 17 576 
30 9 1 4 4 15 33 
Totals 109 141 141 161 206 278 303 335 243 338 276 353 308 272 164 3628 
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Table 33. Distribution of seasons by breeds, complete data 
Season 
Breed 1 2 Totals 
1 100 83 183 
2 742 32 774 
4 90 3 93 
5 240 11 251 
7 12 12 
8 3 3 
9 214 26 240 
10 761 580 1341 
11 164 134 298 
20 550 93 643 
30 29 4 33 
Totals 2905 966 3871 
Table 34. Distribution of seasons by breeds, reduced data 
Season 
Breed 1 2 Totals 
1 100 83 183 
2 742 32 774 
4 90 3 93 
5 240 11 251 
7 12 12 
8 3 3 
9 155 8 163 
10 682 560 1242 
11 164 134 298 
20 483 93 576 
30 29 4 33 
Totals 2700 928 3628 
Table 35. Distribution of years by times, complete data 
Year 
Time 44 45 46 57 48 49 50 51 52 53 54 55 56 57 58 Totals 
0 57 91 95 102 137 183 209 266 169 234 165 220 234 211 136 2509 
1 24 4 2 12 4 2 1 3 5 6 3 1 25 92 
2 4 3 3 1 1 12 
3 6 1 1 1 9 
4 6 22 19 22 21 25 24 33 20 46 27 40 51 46 43 445 
5 7 12 10 7 13 6 15 15 12 11 27 25 31 32 12 235 
6 5 7 5 1 5 4 9 4 6 7 14 22 33 23 14 159 
7 7 12 18 16 40 27 10 21 25 26 26 20 40 4 292 
8 1 7 8 5 12 4 11 5 9 9 11 2 9 93 
9 3 2 1 7 2 5 3 1 1 25 
Totals 109 141 141 161 206 278 303 335 243 338 276 353 386 357 244 3871 
Table 36. Distribution of years by times, reduced data 
Year 
Time 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 Totals 
0 57 91 95 102 137 183 209 266 169 234 165 220 156 161 102 2347 
1 24 4 2 12 4 2 1 3 5 6 3 1 9 76 
2 4 3 3 1 1 12 
3 6 1 1 1 9 
4 6 22 19 22 21 25 24 33 20 46 27 40 51 46 21 423 
5 7 12 10 7 13 6 15 15 12 11 27 25 31 32 12 235 
6 5 7 5 1 5 4 9 4 6 7 14 22 33 23 14 159 
7 7 12 18 16 40 27 10 21 25 26 26 20 5 4 259 
8 1 7 8 5 12 4 11 5 9 9 11 2 1 85 
9 3 2 1 7 2 5 3 1 1 25 
Totals 109 141 141 161 206 278 303 335 243 338 276 353 308 272 164 3628 
Time 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Tota 
Tabl 
Time 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
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Distribution of seasons by times, complete data 
Season 
1 2 Totals 
2056 453 2509 
61 31 92 
7 5 12 
9 9 
167 278 445 
126 109 235 
80 79 159 
288 4 292 
87 6 93 
24 1 25 
2905 966 3871 
Distribution of seasons by times, reduced data 
Season 
1 2 Totals 
1894 453 2347 
61 15 76 
7 5 12 
9 9 
167 256 423 
126 109 235 
80 79 159 
253 4 257 
79 6 85 
24 1 25 
2700 928 3628 
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Table 39. Distribution of seasons by years, complete data 
Season 
Year 1 2 Totals 
44 60 49 109 
45 100 41 141 
46 103 38 141 
47 127 34 161 
48 165 41 206 
49 223 55 278 
50 237 66 303 
51 267 68 335 
52 202 41 243 
53 260 78 338 
54 184 92 276 
55 248 105 353 
56 272 114 386 
57 257 100 357 
58 200 44 244 
Totals 2905 966 3871 
Table 40. Distribution of seasons by years, reduced data 
Season 
Year 1 2 Totals 
44 60 49 109 
45 100 41 141 
46 103 38 141 
47 127 34 161 
48 165 41 206 
49 223 55 278 
50 237 66 303 
51. 267 68 335 
52 202 41 243 
53 260 78 338 
54 184 92 276 
55 248 105 353 
56 194 114 308 
57 172 100 272 
58 158 6 164 
Totals 2700 928 3628 
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Table 41. Sums of the continuous independent variables, com 
plete data 
Class Fg Fl A A2 
a 55,230 49,761 1,938,287 
S1 17,013 15,847 337,903 
s2 4,346 5,020 130,911 
s3 5,601 6,373 97,257 
s4 18,969 11,577 694,777 
s5 1,084 1,242 287,621 
s6 8,217 9,702 389,818 
bl 120 71 108,900 
b2 22,336 20,949 389,546 
b4 2,042 1,991 57,678 
b5 5,885 6,369 120,637 
b 7 189 245 5,278 
b8 97 83 1,541 
b9 2,238 3,292 127,127 
bio 15,068 11,044 672,128 
bll 5,272 2,108 177,783 
°2O 1,983 3,573 264,925 
30 0 36 12,744 
9l 45,418 43,094 1,421,026 
92 9,812 6,667 517,261 
t° 34,946 29,746 933,865 
]jl 1,286 1,053 57,747 
fc2 90 228 9,229 
Ï3 133 175 9,908 
Ï4 5,772 3,729 245,986 t5 3,266 3,338 176,277 
Ï6 1,819 1,843 165,886 
^7 5,895 6,532 212,448 
Ï8 1,673 2,444 94,767 350 673 32,174 
r44 1,471 1,568 61,381 
r45 2,085 2,119 71,265 
r46 2,150 2,601 66,144 
^47 2,274 3,895 77,434 
r48 4,217 5,094 100,326 
1,152,363,433 
209,684,725 
73,025,623 
63,743,741 
439,090,919 
150,286,909 
216,531,516 
77, 
237, 
46, 
66, 
2 ,  
81, 
386, 
123, 
124, 
4, 
390,384 
623,556 
112,666 
748,555 
428,368 
805,769 
333,215 
309,396 
656,399 
968,823 
986,302 
829,075,240 
323,288,193 
352,228,215 
37,581,225 
7,358,367 
11,159,462 
136,484,380 
133,254,939 
178,013,728 
155,647,038 
98,201,179 
42,434,900 
40,548,431 
43,761,051 
35,945,882 
43,177,578 
56,284,472 
99 
Table 41. (Continued) 
Class F g Fl A A2 
r,p 6,814 5,328 
rso 6,661 3,574 
r-, 3,858 2,842 
r„ 3,638 2,948 
r|3 4,032 3,654 
r 54 2,937 2,600 
r55 3,444 3,358 
r56 4,754 4,612 
r57 4,367 3,470 
r58 2,528 2,098 
139, 005 80, 196, 689 
149, 429 89, 242, 903 
147, 235 73, 368, 637 
117, 420 66, 130, 536 
165, 252 93, 676, 826 
141, 761 85, 450, 819 
182, 601 114, 726, 513 
208, 184 139, 540, 854 
184, 828 113, 220, 330 
126, 022 77, 091, 912 
Table 42. Sums of the continuous independent variables, re­
duced data 
Class FS FL A A2 
a 
S1 
s2 
S3 
s4 
s5 
s6 
I 
b9 10 
h11 ?20 
b30 
*1 
92 
54,577 48,893 
17,013 15,847 
4,346 5,020 
5,601 6,373 
18,969 11,577 
1,084 1,242 
7,564 8,834 
120 71 
22,336 20,949 
2,042 1,991 
5,885 6,369 
189 245 
97 83 
1,909 3,213 
14,761 10,773 
5,272 2,108 
1,966 3,055 
0 36 
44,905 42,226 
9,672 6,667 
1,824, 965 1,092, 942,501 
337, 903 209, 684,725 
130, 911 73, 025,623 
97, 257 63, 743,741 
694, 777 439, 090,919 
287, 621 150, 286,909 
276, 496 157, 110,584 
108, 900 77, 390,384 
389, 546 237, 623,556 
57, 678 46, 112,666 
120, 637 66, 748,555 
5, 278 2, 428,368 
1, 541 805,769 
91, 825 64, 161,495 
627, 742 364, 924,932 
177, 783 123, 656,399 
231, 291 104, 104,075 
12, 744 4, 986,302 
1,328, 212 780, 756,414 
496, 753 312, 186,087 
100 
Table 42. (Continued) 
Class Fg *1 A A2 
to 
tl 
t32 
t4 
t5 
t6 
t? 
t8 
tg 
r44 
*45 
r46 
r47 
r48 
r49 
r50 
r51 
r52 
r53 
r54 
r55 
r56 
r57 
r58 
34,533 29,226 873,766 329,855,256 
1,146 1,053 49,571 33,393,605 
90 228 9,229 7,358,367 
133 175 9,908 11,159,462 
5,772 3,729 233,654 129,569,894 
3,266 3,338 176,277 133,254,939 
1,819 1,843 165,886 178,013,728 
5,795 6,365 188,397 139,091,335 
1,673 2,263 86,103 88,811,015 
350 673 32,174 42,434,900 
1,471 1,568 61,381 40,548,431 
2,085 2,119 71,265 43,761,051 
2,150 2,601 66,144 35,945,882 
2,274 3,895 77,434 43,177,578 
4,217 5,094 100,326 56,284,472 
6,814 5,328 139,005 80,196,689 
6,661 3,574 149,429 89,242,903 
3,858 2,842 147,235 73,368,637 
3,638 2,948 117,420 66,130,536 
4,032 3,654 165,252 93,676,826 
2,937 2,600 141,761 85,450,819 
3,444 3,358 182,601 114,726,513 
4,483 4,315 179,124 128,643,944 
4,148 3,124 142,407 89,911,833 
2,365 1,873 84,181 51,876,387 
Table 43. Raw sums of squares and crossproducts, complete data3 
Item FS FL A A2 nQ nx n154 
17,336, 
Fg 1,771,504 1,248,387 28,389,738 772,000 489,126 448,939 278,589 
17,742, 
Fl 1,694,433 27,051,819 680,000 448,838 405,183 238,221 
1,152, 830,207, 11,207, 
A 363,433 150,000 18,678,653 17,285,242 176 
713,815, 11,595, 10,671, 6,776, 
A2 640,000,000 088,000 491,000 006,800 
aOnly eight significant digits were carried. 
Table 44. Raw sums of squares and crossproducts, reduced data& 
2 
Item F s Fl A A n^g ™56 
17,197, 
Fs 1,760,531 1,245,952 28,097,805 607,000 305,185 9,854,205 
17,364, 
Fl 1,678,317 26,538,575 434,000 256,493 7,913,469 
1,092, 794,219, 
A 942,500 490,000 11,521,275 390,319,070 
688,456 6,989, 243,256, 
A 960,000,000 145,400 100,000 
a0nly eight significant digits were carried. 
