Complexity of a simulation model is defined as a measure that reflects the requirements imposed by models on computational resources. It is often related to the structural properties of models. In this paper, we introduce complexity measures for simulation models using the concept of Simulation Graphs. A reasonable measure of complexity is useful in a priori evaluation of proposed simulation studies that must be completed within a specified budget. They can also be useful in classifying simulation models in order to obtain a thorough test bed of models to be used in simulation methodology research. Some surrogate measures of run time complexity are also developed.
MOTIVATION
A formalism provides a set of conventions lor specifying a class of objects in a precise, unambiguous, and paradigm-free manner. The structure of a formalism furthcr provides a basis for measuring the complcxity of objects in that class. For example, complexity measures for finite-slute machines include numbcr of inputs, number of statcs, and number of outputs; number of vcrtices, numbcr of directed edges, maximum fan-in, and maximum fan-out are some of the complexity mcasurcs for directed graphs. Analogously, complexity of a simulation model is defined as a measure that reflects the requirements imposed by models on computational resources. As Zeigler [ 1976; p.3 11 points out, these requirements can be characterized in various different forms:
1. the space the program requires in the computer to represent the modcl structure, 2. the time it takes to simulate one realization of the model, 3. the time and effort involved in constructing, implementing, testing, modifying, maintaining, and communicating the model. Ultimately, the complexity of a model can be measured in terms of the extent of the resources it needs for development and simulation: this complexity is often related to the structural properties of the model [Zeigler, 19761. The objective of this paper is to propose complexity meusures that are dircctly relatcd to the structural propcrties of simulation models. The main focus is on implcmentation and maintcnance costs (as Enver Yucesan European Institute of Business Admn INSEAD Boulevard de Constance 77305 Fontainebleau Cedex France specified in 1 and 3); the execution time (as defined in 2) is of secondary interest. Simulation Graph Models, are introduced to assess the structural properties of models. The complexity measures are then defined with respect to these properties.
An early attempt to define the complexity of simulation models is by Evans, Wallace and Sutherland [1967: p.1331 . Their measures include the number of different types of units (entities) in the model, the interaction among units, the proportion of "contingent" events, and the number and complexity of decisions made by event routines. These measures are principally abstract concepts as the authors provide no concrete metrics to quantify them.
A practical measure of complexity for simulation models will find ready utility in a priori evaluation of simulation models. This would be important for sponsors of large simulation projects, because a model whose complexity exceeds the limits imposed by the project budget is useless even if it is valid within some experimental framework. In particular, these measures will provide a quantitative basis for modularization that would allow program devclopcrs to idcntify software modules that will be difficult to tcst or maintain.
A perhaps more important application of simulation model complexity measures could be in evaluating simulation modeling and analysis techniques. The major problem in simulation methodology evaluation is in selecting a reasonable test bed of simulation models. Even a partial ordering of the complexity of simulations would help insure that the selected test models cover a wide range of possibilities. 52 introduces and briefly discusses Simulation Graph Models. 93 discusses some intuitive measures of model complexity. In 54, a complexity measure based on the cyclomatic number of a connected graph is introduced. Illustrations of these measures are presented in 55. A surrogate measure for run time complexity is discussed in $6. Concluding remarks are presented in 07.
This paper is organized as follows:
SIMULATION GRAPH MODELS
The elcments of a discrete event simulation are stale variubles that describe the state of the system, events that altcr the values of state variables, and the logical and temporal relationships between events. An event 64 1 graph [Schruben, 19831 is a structure, a network, of these elements in a discrete event system that facilitates the development of a correct simulation model. Within this representation, the emphasis is directly on system events; system entities are represented implicitly as event attributes.
Events are depicted on the network as vertices (nodes). Typically, events are programmed as separate routines or procedures in an event-scheduling simulation. These event routines may transform state variables, generate delay times, test event incidence conditions, and perhaps schedule or cancel further events. Each vertex is associated with a set of changes to state variables. These variables are used to describe system entities. State variables can be thought of as event conditioning, performance monitoring or both.
Relationships between events are represented in an event graph as directed edges (arcs) between pairs of vertices. Each edge is associated with sets of logical and temporal expressions. Two types of edges are distinguished. Scheduling edges appear as solid arcs on the graph while cancelling edges are depicted as dashed arcs. Basically, the edges define under what conditions and after how long of a time delay an event will schedule or cancel another event. There can be multiple edges between any pair of vertices; the edges can point in either direction or may simply point from a vertex to itself.
In an event graph, it is also possible to parameterize the event vertices. Event parameterization is a modeling convenience and does not augment the modeling capabilities of these graphs. Parameters simply keep the graphs from being cluttered or possibly infinite [Yucesan, 19901. [CACI, 19761) in a simulation program may correspond to a subgraph, typically a set of vertices connected by edges with no delays.
Alternatively, these graphs can be implemented directly using SIGMA [Schruben, 19911 either to be executed in an interpretive fashion or to be translated in high level programming languages such as Pascal and C for compilation. A simple example is presented next to illustrate the foregoing concepts.
Example: Single-Server Queueing Model
An event graph €or a single-server queueing system is developed. Suppose that customers arrive into the system every ta time units and it takes ts time units to serve each customer. The state variables used in this model are defined as follows:
-Q represents the number of customers waiting for service, and -S denotes the status of the server with 0 = busy and 1 = idle.
The edge conditions for the model are:
(i) (The server is idle): S = 1, (ii) (Customers are waiting to be served): Q > 0. The event descriptions are presented in Table 1 while the event graph is depicted in Figure 1 .
Several variations of event graphs have appeared in the literature. Pegden [1985] , Hoover and Pcrry I19891, and Law and Kelton [1991] use these networks to construct event-scheduling discrete event simulations. Schruben [1991] presents SIGMA, a microcomputer implementation of event graphs aimed at teaching the principles of discrete event simulation. 
S t l
Extensions of event graph analysis have also been introduced. Sargent [1988] presents new rules for dctection of simultaneously scheduled events and for event reduction. He also models a flexible manufacturing system with event graphs. In a more recent paper, Som and Sargent [1989] define rules for identifying simultaneously scheduled events and assigning execution priorities. They also introduce a conceptual algorithm for event reduction.
Simulation Graphs [Yiicesan and Schruben, 19931 represent an (extension in another dimension.
The references cited above mainly focus on issues related to the implennentation of an event-scheduling simulation model. Schruben and Yucesan, on the other hand, focus mainly on model specification. Their objective is to characterize these networks as a formalism for developing discrete-event models. Moreover, their treatment is not limited to the eventscheduling world1 view, but targets discrete event dynamic systems in general. For example, a transformation procedure, namely the geometric dual, is shown to yield equivalent representations of queueing models under both event-scheduling and activity scanning world views [Schruben and Yucesan, 19893 . It is indeed this change of focus that lead them D rename these networks Simulation Graphs.
Fig. I . Sin&Server Oueue
Graph theory is used as the foundation of this formalism. A directed graph is characterized as an ordered triple (V(G), E(G), YG ) consisting of a nonempty set of verl.ices, V(G), a set E(G), disjoint from V(G), of edges, and an incidence function, YG, that associates with each edge of G a pair of (not necessarily) distinct vertices of G [Bondy and Murty, 19761. A network is then defined as a graph in which additional data are stored in the vertices and edges u w l e r , 19761. A, Simulation Graph is then defined as an ordered quadruple, where V(G) is the set of event vertices, Es(G) is the set of scheduling edges, Ec(G) is the set of cancelling edges, and YG is Ihe incidence function. The entities in this network arc then dcfincd as the following ordered sets:
, the set of s t a t e transition functions associated with vertex v, C = (Ce : e E Es(G) U Ec(G) 1, the set of edge conditions, 7 = (k : e E Es(G) 1, the set of edge delay
The key idea is that a Simulation Graph specifies the relationships among the elements of the sets of entities in a simulation model. Then, a Simulation Graph Model is defined as:
The first four sets in the above five-tuple define the entities in a model. The role played by the Simulation Graph, G, in the definition of a Simulation Graph Model, S , is analogous to the role of the incidence function, Y, in the definition of a directed graph: it organizes these sets of entities into a meaningful simulation model specification. That is, G specifies the relationships between the elements in the sets P, C, 7 , and r.
Example (Continued):
server queueing system are defined as follows:
The entities in the network depicting a single-
(tARV,ARV, tBGNZND1 = (la, tsl.
r: to be assigned to ensure the correct execution of the model. G: see Figure 1 .
MODEL COMPLEXITY: SOME INTUITIVE MEASURES
The most intuitive measure to predict model complexity is probably the physical size of the program that implements the model specification. In fact, Overstreet [1982] reports that there is a strong relationship between program size and development costs. Hence, a useful complexity measure for Simulation Graph Models is C 1 = I V(G) I which denotes the cardinality of the vertex set of a Simulation Graph, G. Note that this metric ignores the potential complexity of an event since events are defined to be "simple" or "atomic" in this paper as they reflect potential modifications in the values of state variables.
In addition, the physical size could be a misleading criterion for judging the overall complexity of a simulation model. Interaction among different modules within the model can be a significant contributor to model complexity. Therefore, a more realistic measure of complexity should also incorporate the impact of potential intermodular interaction. One such measure is the edge-to-vertex ratio, which is dcfincd as:
where E(G) = Es(G) U Ec(G). Simulation Graphs are connected directed graphs, Hence, the minimum edgeto-vertex ratio is (n-l)/n, where n is the cardinality of the vertex set. A more realistic measure of Complexity may be defined as thc sum of each module's complexity and the intermodular interaction. In the context of Simulation Graphs, if we let C(v) denote the complexity of vertex v and I(v,w) denote some measure of interaction between (not necessarily distinct) vertices v and w, then the complexity of the model is given by
Even if the form of the above measure is acceptable, there are no clear choices for C(v) and I(v,w). One approach is to let C(v) represent the numbcr of distinct state changes associated with vertex v. Alternatively, C(v) can be defined as the number of distinct state variables associated with the state transition function, fv. We will also let I(v,w) represent the number of edges directed from vertex v to vertex w as a measure of interaction. In other words, the second tcrm in C3 is simply equal to the cardinality of the edge set of the Simulation Graph. The intuitive measures of complexity discussed thus far can be generally referred to as space complexiry. The lattcr is dcfincd as the spacc needed by an algorithm (in our case, model dcscription) as a function of the sizc of the problcm [Aho et al., 19741 . One can then associate diffcrcnt cost critcria to quantify model complexity. For examplc, a uniform cost criterion would assume that each entity rcquircs one unit of space whereas a logarithmic cost criterion would assume that the cost of storing each entity is proportional to its length.
MODEL COMPLEXITY: CYCLOMATIC NUMBER

4.1
M o t i v a t i o n a n d P r e l i m i n a r y Definitions The complexity measure discussed here is adaptcd from [McCabe, 19761 who uses it to determine the complexity of computer programs. As will be shown shortly, the scheme presented by McCabe applies to Simulation Graphs quite naturally with almost no modifications.
The complcxity measure reflects the number of control paths through a program. Since a program with a backward branch potentially has an infinrtc number of paths, thc measure dcvclopcd hcre is dcfincd in terms of the basic paths.
Definition: A sct of paths is called basic if appropriate linear combinations of these paths gencratc every possible path through the program. In addition, paths are called linearly independent if they cannot be expressed as linear combinations of other paths.
The following mathematical preliminaries are needed in subsequent derivations. The details can be found in any book on Graph Theory (see, for instance, [Berge, 19731) .
Definition; The cyclomatic number of a graph G with n vertices, e edges, and p connected components is defined as q(G) = e -n + p.
Result: In a strongly connected graph, the cyclomatic number is equal to the maximum number of linearly independent cycles. This result has implications beyond the application in determining model complexity. In electrical network theory, for instance, q (G), the maximum number of linearly independent cycles, corresponds to the largest number of independent circular currents that can flow in the network.
In determining the complexity of a computer program, the above result is used along with a program control graph. This directed graph with unique entry and exit vertices is associated with a program in the following manner: each vertex on the graph corresponds to a block of code in the program where control flow is sequential. The edges, on the other hand, correspond to branches taken in the program. It is assumed that each vertex can be reached from the entry vertex, and each vertex can reach the exit vcrtcx.
Suppose that Figure 2 depicts a program control graph with entry vertex a and exit vertex f. To apply the above result, one adds an extra edge from the exit vertex to the entry vertex (edge 10). The control graph then becomes strongly connected and the cyclomatic number is equal to 10-6+1=5, which, in turn, is equal to the maximum number of linearly independent cycles. One can then choose a basis B for the set of all cycles, and any path through the control graph can be expressed as a linear combination of cycles from B.
To illustrate, let B be the following basis: In fact, any path through the graph can be expressed as a linear combination of the members of the basis B.
Fia. 2. Proaram Control G raDh
Note that the sequence of an arbitrary number of vertices always has unit cyclomatic complexity. Some properties are: listed below: 
Inserting a new edge in G increases q(G)
6. q(G) depends only on the decision structure 7. q(Ui Gi) = Ciq(Gi).
independent paths in G; it is the size of a basis set.
U> G does not affect q(G).
by unity.
of G.
For connected planar graphs, the computation of the cyclomatic number is simplified. Let G be a planar graph with n vertices, e edges, and f faces. Then, by
Euler's formula, we have n -e + f = 2. Note that control graphs are strongly connected; then p = 1.
That is, q(G) = e -n + 1 = f -1. Hcnce, the complexity of a program with a planar control graph is equal to the number of faccs minus one. 
Simulation Graph Complexity
EXAMPLES
The complexity measures discussed in IQ3 and 4 are illustrated on a series of examples. These examples show that the complexity measures, C1, C2, C3, and q(G), are indeed reasonable reflections of the requirements imposed by models on computational resources.
All of the tested models are taken from Schrubcn [19911. The first model is a single-server qucuc dcscribcd in our example and depicted in Figure   1 . The second model captures the operations of a semi-automatic machine with breakdowns (ibid, p.60-62). The third model is a job shop (ibid, p.99-107); the fourth represents a flow shop (ibid, p.86); the fifth models a simple assembly process (ibid, p.85). These models are implemented and executed in SIGMA for a single run of 1000 service completions on a personal computer with a 486 processor and 33MHz clock speed. The run times are also depicted in Table 2 together with the proposed complexity measures.
One interesting point to note is that the complexity of individual events, measured as the number of modified state variables within that event, plays a principal role in determining the execution time of a single run, while the branching structure, measured by the cyclomatic complexity of the graph, has secondary influence. reports that approximatcly 40% of all the instructions executed during a simulation run is devoted to managing the events list. Henriksen [1983] asserts that, in models of telecommunication systems, total run times can easily differ by as much as 5:l depending on the choice of the events list algorithm. Special attention has been given to designing efficient list management techniques (see, for example, WcCormack and Sargent, 19811).
Fox [1987c] presents an efficient alternative for systems that can be modeled as a continuous-time Markov chain. In this setting, instead of using an events list, he improves the execution speed through direct generation of the state transitions by producing rows of the transition matrix as they are needed.
It is therefore natural to use the size of the events list maintained during the execution of a simulation model as a surrogate measure for the run time complexity of that model. In this section, we present a technique based on the Simulation Graphs for determining both thc maximum and minimum size of the events list. The technique is based on constructing an event tree and examining its leaves. Our objective is different from prcvious events list analysis procedures such as the SIMLJLA HOLD modcl (see [Devroye, 1986; p.7371 for a description). We are simply trying to establish upper and lower limits on the size of the events list. This type of information can be used to assess the memory requirements for executing a simulation. For example, appropriate dimensionality can be determined for NSET and QSET as well as the LIMITS statement in SLAM I1 pritsker, 19861 using this information. We will describe the method in more detail next.
We are assuming again, without loss of generality, that the Simulation Graph, G, has an initialization vertex (entry vertex of Section 4.1), I, where the initial conditions of the model are established. We are also assuming that no vertex or edge attributes are used in the model. The event tree (ET) is then constructed as follows: The root of the tree is the initialization vertex, I. Next, suppose we are at vertex X. Then, for all Y E V(G) such that (X, Y) E Es(G), add vertex Y to the tree aIong with a dircctcd edge from X to Y. IC (X, Y) is a conditional edge on the Simulation Graph, thcn denote this condition on the event tree as well.
Example (continued):
The Event Tree associated with the Simulation Graph of Figure 1, Also note that, since our major interest is in determining the maximum possible size of an events list, cancelling edges are ignored during the construction of the Event Tree. This is because cancelling edges may reduce the size of the events list by deleting some of the event notices, rather than increasing its size by inserting new ones into the events list as scheduling edges do.
We also define an Unconditional Event Tree (UET) which contains only those events that are scheduled unconditionally. UET is constructed as follows: The root of the tree is the initialization vertex, I. Next, suppose we are at vertex X. Then, for all Y E V(G) such that (i) (X,Y) E Es(G) and (ii) Cx,y = 0 , add vertex Y to the tree along with a directed edge from X to Y. Example (continued): simulation models. Under the reasonable assumption The Unconditional Event Tree associated with that smaller events lists lead to faster model the single-server queueing model is given by: executions, the model whose complexity interval is uniformly dominated by that of all other equivalent models should be selected for implementation on a computer.
Note that UET can also be obtained from ET by starting at the root of ET and simply deleting all conditional edges along with the subtree onto which the conditional edge is incidcnt. Also note that the same fathoming irule still applies. We next prcscnt our surrogate measure of run time complexity.
Lemma: In a Simulation Graph, if there exists a directed cycle with the number of out edges greater than or equal to thie number of in edges, then the events list can grow without bound during the execution of the model, providcd that the sum of the edge delay times around the dirccted cycle is strictly less than the delay time on any of the outgoing edges.
Proof; Consider the following directed cycle in a Simulation Graph:
A hand trace through time of the contcnts of thc evcnts list starting with the execution of event A shows that the events list will grow infinitely large. 0
ProDosition 1: In the absence of the conditions cited in the above lemma, the maximum size of the events list at any instant duiring the execution of a Simulation Graph Model is equal to the number of leaves of the associated Event Tree.
CONCLUDING COMMENTS
Complexity of a simulation model is defined as a measure that reflects the requirements imposed by models on computational resources. All of the measures introduced in this paper are related to the structural properties of models, emphasizing mainly implementation and maintenance efforts. Only one surrogate measure for run time complexity is presented. This is because computational complexity is meaningful only within the context of a specific problem. For example, Fox [ 1987a,b; 1988a,b] studies finite-horizon, continuous-time Markov chains and compares computational complexities of several methods, including simulation, to estimate such quantities as expected terminal reward, expected cumulative reward, hitting time distribution, and expected reward up to absorption. His complexity criterion is the order of magnitude of the work required to satisfy a given root-mean-square-error tolerance, while assuming that each arithmetic operation and comparison is done without round-off error in 0(1) time. The overall simulation effort is then the total number of arithmetic operations and comparisons over all runs. Similarly, computational complexities of algorithms for estimating gradients via simulation are also discussed in Fox and Glynn [1988] , Heidelberger ct a1 [1988] , and Reiman and Weiss [19891. One should also note that computational complcxity is not the sole, or necessarily even the most important, criterion for evaluating algorithms [Aho et al., 19831 . A complicated but efficient algorithm may not always be desirable because a person other than the writer may have to maintain the program later. In simulation modeling, therefore, a trade-off should always be made between a model that is easy to understand, code and debug, and one that makes efficient use of the available resources. Moreover, this assessment should be a dynamic process with different priorities at different stages of a simulation study. For instance, during the verification phase, a model that is easy to code and debug is desirable whereas, during the experimentation phase, a fast implementation is preferred.
We emphasize once again that measures of Rouosition 2: In the abscnce of the conditions cited in the above lemma, the minimum size of the events list at any instant during the execution of a Simulation Graph Model is equal to the number of leaves of the associated Unconditional Event Tree.
complexity for simulation models would find ready utility in supporting the work of both practitioners and researchers. For instance, a reasonable measure of complexity is useful in c1 priori evaluation of proposcd simulation studies that must be completed a budget. It can also be useful in classifying simulation models in order to obtain a thorough test bed of models to be used in simulation mcthodology research.
Proofs of these propositions are presented in Yucesan [1989] . The interval defined by the minimum and the maximum size of the events list will be referred to as the compfexify infervuf of a Simulation Graph Model. Note that all of the modcls considcrcd in $5 satisfy the conditions of the abovc propositions. Therefore, the events lists will not grow without bound during I.he execution of thcir computcr imolementations.
The cornplexity interval can bc uscd as a guide in selecting one of a group of equivalent
