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Abstract 
Selective laser melting (SLM) is a form of Powder Bed Fusion (PBF) based additive manufacturing, which 
enables the production of complex geometries such as lattice structures that exceed the manufacturing 
capability of traditional processes. The SLM process is highly complex, including transient, thermo-
mechanical loading, spatially and temporally transient boundary conditions, and multi-scale effects. 
Furthermore, SLM is subject to significant experimental and statistical uncertainties. Consequently, the SLM 
process is still poorly understood, and build-process simulations are computationally demanding. This limits 
the capability of Design for Additive manufacturing (DFAM) tools and generally necessitates part-by-part 
experimental validation for commercial SLM applications.  
This research investigates methods to address these limitations for the SLM process by developing novel 
reduced order simulation methods. A literature review identified that existing simulations are primarily 
methods of investigating the effects of process parameters and the interaction of complex physics present. 
These methods are not computationally efficient and therefore cannot be applied to full scale geometry. This 
means there is a lack of simulation methods that can be used as DFAM tools. To address this limitation the 
slice data simulation (SDS) and the Lattice Additive Manufacturing Beam element simulation (LAMB) tools 
are developed. 
Both SDS and LAMB are custom developed to predict the transient temperature field of the geometry outside 
of the highly transient zone surrounding the melt pool, the bulk thermal zone, in a computationally efficient 
manner. The SDS method reduces data generation by reusing SLM layer information to generate simulation 
results and the LAMB method simplifies lattice structures into beam elements with unique properties 
developed based on the 3D geometry. Both SDS and LAMB achieve qualitative design insights that align with 
SLM manufactured case studies. Due to the simplifications, to enable quantitative results, in-situ validation 
data from process monitoring is required. 
In-situ process monitoring enables examination of the transient temperature field for simulation validation. 
However, existing literature primarily implements narrow-field observations that provide little insight into 
the bulk thermal zone, that is predicted with the SDS and LAMB methods. Therefore, novel process 
monitoring methods are developed to address this gap in literature. The first method uses a wide field of 
view thermal camera to determine the cooling duration after exposure. The cooling duration is a 
measurement of temperature change in the bulk thermal zone at the surface of the current build layer which 
is achieved through custom processing and a calibrated thermal camera. The second method develops a 
novel process to perform in-situ, sub-surface, process monitoring using thermocouples. The thermocouple 
tip is placed into geometry via a notch a set distance below the current build layer which is achieve by 
modifying a SLM machine to allow thermocouple ingress. The information gathered using this method 
provides direct measurement of temperature for the bulk thermal zone. Both methods provide novel data 
that enables fundamental insights into the SLM process and act as a reference data set to enable the 
validation of reduced order simulations including the SDS and LAMB methods.  
Due to the simplifications present in the SDS and LAMB methods they can be rapidly applied during the design 
phase, as a DFAM tool. Furthermore, the implemented process monitoring methods demonstrate new 
techniques to enable the validation of DFAM simulations including SDS and LAMB. This research provides a 
roadmap to enable future development of novel DFAM simulations and their associated process monitoring 
methods. 
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Chapter 1 
Introduction 
Additive Manufacturing (AM) is a layer-wise joining of materials to fabricate an object from digital model 
data [1]. Powder Bed Fusion (PBF) is a form of metal AM that enables the manufacture of complex geometries 
that exceed that capability of traditional methods. The PBF process generates geometry layer-by-layer with 
the following steps: 
1. A recoater mechanism distributes a layer of metallic powder over the previously processed layer or build 
platform. 
2. A focused heat source melts the powder which rapidly solidifies and fuses to existing geometry while the 
heat source continues scanning the entire layer. 
3. The build platform is incrementally lowered within the build chamber by the desired layer thickness 
This layer-by-layer process repeats until the desired 3D geometry is built out of a stack of 2D cross sections. 
This approach enables the manufacture of complex topology without specialised tooling which offers the 
potential for the efficient production of tailored structures such as lattices and topologically optimal 
geometries. This thesis will focus on the most common PBF process, Selective Laser Melting (SLM). However, 
there are many similarities between SLM and Electron Beam Melting (EBM) so relevant EBM literature is also 
reviewed. 
The SLM process is complex due to numerous input parameters that interact and the multi-scale nature of 
the process resulting in two distinct thermal zones. The cyclical thermal zone includes the melt pool and the 
immediately surrounding material is associated with the transient heat input and contains material state 
change and nonlinear behaviour. The bulk thermal zone encompasses the rest of the geometry and is 
dominated by conduction with near linear material properties. Furthermore, SLM is subject to experimental 
and statistical uncertainty. Therefore, Design For Additive Manufacture (DFAM) tools are needed to improve 
process understanding and reliability.  
To enable simulations that improve process understanding and reliability the following research questions 
are proposed: 
1. Which types of simulation enable the design of complex geometry for SLM? 
2. What kind of simulation method should be developed? 
3. How to ensure the developed simulation method(s) are efficient? 
4. What type of in-situ data is required to enable validation of simulations? 
5. How can the desired type of data be acquired? 
6. How should the data be analysed to enable its use for validation? 
Due to the number of input parameters and their interaction, experimental study of all SLM process 
parameters is costly and time inefficient. Conversely, not all the physical phenomena of the SLM process are 
understood and simplified simulations require experimental validation to ensure accuracy. A literature 
review of both simulation and process monitoring methods for SLM is performed. 
Simulations of the SLM process can be categorised based on which portion of the multi-scale process is being 
investigated. In order of increasing geometric resolution and scale existing simulations of the SLM process 
can be categorised according to the proposed taxonomy: 
• Melt pool simulations: Investigate the cyclical thermal zone, which enables insight into the melt pool and 
laser material interaction. 
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• Single layer or scan simulations: Investigate movement of the cyclical thermal zone, which determines 
how scan strategy and laser parameters affect the melt pool. 
• Layer-by-layer simulations: Investigate both the cyclical thermal zone and bulk thermal zone, which 
enables insights into the cyclical heating present in SLM. 
• Reduced order simulation: Investigate the bulk thermal zone, which enables insights into how design 
changes affect the bulk structure. 
Most existing simulations focus on the effect of process parameters on the thermal field. Complex and large-
scale geometry is not commonly applied and the fabrication of lattice structures, a key capability for the SLM 
process does not have a tailored simulation method. Furthermore, complex geometry results in large 
computer storage and processing requirements so simulation methods that can integrate into existing build 
processes will offer additional benefits. To address this identified gap efficient reduced order simulations are 
required that can be used as DFAM tools. Two novel simulation methods are developed: 
1. Slice Data Simulation (SDS), Chapter 3: Reuses slice data from pre-processing to reduce computational 
requirements. A transient thermal finite difference model that incorporates material addition and SLM 
boundary conditions is then used to rapidly estimate build outcomes. Simulation results qualitatively 
match up to incline struts and various lattice structures. 
2. Lattice Additive Manufacturing Beam element simulation (LAMB), Chapter 4: A simulation method 
specifically developed to efficiently represent lattice geometries. A transient thermal beam element 
model incorporates a cyclical transient heat source, layer-by-layer material addition, boundary conditions 
and material behaviour to emulate the SLM process. The LAMB method is used to evaluate the effect of 
design changes on a complex lattice implant. The results qualitatively align to experimental parts and 
demonstrate that LAMB can be applied to far more complex geometry then is possible with existing 3D 
simulation methods. 
SDS and LAMB demonstrate their viability as novel DFAM tools due to their numerous implemented 
simplifications allowing efficient generation of qualitative results. However, if the SDS and LAMB methods 
are to achieve quantitative results robust validation data of the SLM process is required. This data must be 
gathered using in-situ, thermal process monitoring. As process monitoring typically investigates similar 
effects as existing simulations, process monitoring can also be grouped into 4 categories: 
• Narrow field of view: Typically implemented using coaxial pyrometers or cameras. This method is limited 
to inspecting the cyclical thermal zone and melt pool effects. 
• Wide field of view: Typically implemented using thermal or optical cameras. This method observes large 
areas of the build platform and can study both the cyclical thermal zone and the bulk thermal zone at the 
surface. However, this method typically produces large amounts of noisy, lower resolution data then 
compared to narrow field of view methods. 
• Internal: Measure the geometry directly by placing sensors inside geometry or the build platform. This 
method can study the bulk thermal zone but requires machine modification and typically collects point 
data. 
• Ambient: Measurements of the overall process and then use analysis to try and identify specific events 
during manufacture. 
Most existing process monitoring implemented in SLM is either narrow field of view or wide field of view. 
This is due to a simple setup without the need to modify machine components or disrupt the process. Both 
SLM and EBM are hostile to intrusive measurement techniques meaning that any form of sub-surface or 
internal process monitoring is rarely performed. However, surface-based methods are limited to 
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investigating the current manufacturing layer of the SLM process with limited application to the bulk thermal 
zone or for validating reduced order simulations. Furthermore, there is limited process monitoring that 
explicitly investigates the effects of geometry and lattice structures on the temperature field. Therefore, 
process monitoring capable of validating reduced order simulations by measurement of the bulk thermal 
zone is required. To address this limitation two SLM process monitoring methods are developed: 
1. Wide field of view thermal process monitoring, Chapter 5: Uses an established method of an off axis, 
wide field of view infra-red camera to perform process monitoring. Novel contributions include: 
experimental calibration of the camera on SLM materials to enable the output of manufacturing 
temperatures rather than intensity data; an experimental geometry that contains complex lattice 
structures and permutations of constant cross section cylinders are built; process monitoring data is 
transformed from 2D frames to a scaled and aligned 3D transient temperature field; cooling duration for 
geometric features is calculated using the 3D transient field which offers insight into how geometric 
variation effects the bulk thermal zone. This enables an improved understanding of factors affecting heat 
flow and provides discretised data relevant for the validation of reduced order simulation methods.  
2. Sub-surface thermocouple process monitoring, Chapter 6: A novel form of process monitoring that 
performs internal temperature measurement of the bulk thermal zone during manufacture. This is 
achieved by developing a method to perform internal process monitoring using thermocouples. This 
method enables the tip of a thermocouple to be placed a set distance below the current build layer, inside 
an experimental geometry. The method demonstrates that internal process monitoring is possible 
without disrupting the SLM process. The effect of process parameters, support structures, and variation 
in geometry on the acquired temperature profiles is demonstrated. Furthermore, temperature data inside 
the bulk geometry can be used to directly for the validation of reduced order simulation methods. 
This thesis is intended as a roadmap for the development of reduced order simulations that function as DFAM 
tools by addressing two interacting problems in parallel: 
1. Due to the implemented simplifications and assumptions reduced order simulations require extensive 
reference data sets to ensure they are quantitatively correct. Without suitable available data sets the 
development of reduced order simulations is limited. 
2. Process monitoring that gathers thermal data of the bulk thermal zone does not exist or is not publicly 
available due to the requirement for expensive machine modifications and a lack of reduced order 
simulations to prompt this area of process monitoring. 
The novel developments in each chapter work to address these two problems and provide a foundation for 
future work creating DFAM tools, performing validation, or refining the methods presented. 
This thesis is subdivided into 7 chapters: 
• Chapter 1 provides an overview of additive manufacturing and the motivations for developing the reduced 
order simulations and associated process monitoring technologies. 
• Chapter 2 is a literature review introducing SLM and its complexity. Due to this complexity, simulations 
are performed, and a taxonomy is used to categorise existing methods. Finally, existing process 
monitoring techniques are reviewed as they enable gathering of data that can validate reduced order 
simulations. 
• Chapter 3 is a novel simulation method that uses slice data to minimise data generation and facilitate 
integration into the SLM design process. The method is derived and then validated analytically and 
compared qualitatively to experimentally produced SLM parts. 
 4 
 
• Chapter 4 is a novel method specifically for SLM lattice structures. Key assumptions in this method are 
compared to 3D simulation methods for simple lattice structures. The method is then applied to structures 
too complex for 3D methods and qualitatively compared to SLM parts. 
• Chapter 5 uses wide field of view process monitoring to determine the effect of complex geometry on the 
temperature profile. The data is processed and used to which factors change how long geometric features 
take to cool down after they are exposed. This method showed that geometric density and 
intercomponent heat transfer can change the associated cooling duration. Furthermore, once the 
gathered data is processed it is suitable for simulation validation.  
• Chapter 6 develops a novel form of process monitoring using thermocouples. Two methods are evaluated 
that attempt to place a thermocouple inside experimental geometry while it is being manufactured. The 
successful method is then applied to a set of experiments that study the effect of support structure, 
minimum layer duration and geometric variation. This method was the first to demonstrate that sub-
surface process monitoring in SLM is possible. The gathered data shows direct correlations between 
process parameters and measured temperatures. Furthermore, the data is directly applicable for 
simulation validation. 
• Chapter 7 summarises the outcomes of the thesis and proposes future work. 
 
 5 
 
 
Chapter 2 
Literature review 
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2.1 Introduction 
Metal Additive Manufacturing (MAM) enables the manufacture of optimised metal engineering structures. 
Powder Bed Fusion (PBF) and Directed Energy Deposition (DED) are the most common process families 
(Figure 2-1). Furthermore, Selective Laser Melting (SLM) followed by Electron Beam Melting (EBM) are the 
most common PBF processes. This review will focus on SLM simulation and process monitoring methods but 
include relevant EBM literature.  
 
Figure 2-1: MAM processes classified according to material type, ASTM family and commercial process 
names [1]. 
DED creates geometry continuously with a wire or powder feedstock that is delivered coaxially with a heat 
source [2]. Although similar to PBF technologies, DED is not explicitly evaluated in this thesis. However, 
relevant DED literature for process monitoring and simulation is cited. 
The SLM process enables significant design freedom in comparison with traditional manufacturing methods 
[3]. Utilisation of this design freedom allows the production of structurally optimal geometries with highly 
integrated functionality [4, 5], as has been demonstrated in aerospace [6, 7], automotive [8] and medical 
applications [9-13]. Furthermore SLM also enables manufacture in atypical, remote environments such as 
forward-moving bases (battlefield) and on space stations [14]. The SLM process offers high geometric 
resolution of complex topologies, near 100% density, robust mechanical properties and high material yield 
[15-17]. These attributes enable the efficient production of tailored structures such as lattices and 
topologically optimal geometries to achieve high specific strength [18, 19], stiffness [18, 19] and other 
engineering advantages [4, 10, 20-26].  
The SLM process has numerous inputs: Design For Additive Manufacture (DFAM) of geometry for SLM; 
orientation and slicing of geometry; laser parameters and melt pool behaviour; Machine and support 
parameters; material and powder properties. These inputs all interact to create a complex thermally driven 
process with a wide range of in-situ behaviours. To better understand these behaviours simulation (Chapter 
2.3) and process monitoring are performed (Chapter 2.4). 
2.2 Selective Laser Melting  
Additive Manufacturing (AM), is a layer-wise joining of materials to fabricate an object from digital model 
data [1]. PBF processes create bulk geometry by iteration of the following steps: 
1. A recoater uniformly distributes a layer of metallic powder over the previously processed layer or build 
platform [27]. 
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2. A focused heat source melts the powder which rapidly solidifies and fuses to existing geometry [2] while 
the heat source continues scanning the entire layer [28]. 
3. The build platform is incrementally lowered within the build chamber by the desired layer thickness, in 
the order of 30-100 µm [29]. 
SLM uses a laser as the heat source which is manipulated using optics in an inert argon or nitrogen 
environment. EBM uses an electron beam as the heat source which is positioned using magnetic fields and 
operates under a vacuum (Figure 2-2). 
 
Figure 2-2: General overview of the PBF process showing thermo-fluid affects and melt pool (inset). SLM 
uses a laser heat source which is positioned using optics with an argon or nitrogen gas flow. EBM uses an 
electron beam heat source which is positioned using magnetic fields and operates under a vacuum [30]. 
The SLM process is highly complex due to multiple interacting physical phenomena [31] that are temporally 
and spatially transient over multiple time and space scales [32, 33]. The process can be split into two distinct 
thermal zones (Figure 2-2):  
• The cyclical thermal zone where the temperature varies cyclically in response to the transient heating of 
the melt pool. This zone is dominated by the transient heat input which causes changes in material state 
and inherently non-linear material behaviour. The scale of the cyclical thermal zone includes the melt pool 
and immediately surrounding material meaning that its scale is small compared to the part being 
manufactured. Furthermore, the cyclical thermal zone only exists during exposure of each layer to the 
PBF heat source. 
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• The bulk thermal zone where temperature varies monotonically without material changing state and is 
dominated by conduction, with near linear material behaviour, through solid geometry. This zone 
encompasses all the geometry that is not actively being exposed by the heat source. 
Complexities within the cyclical thermal zone include fluid effects in the melt pool, rapid material phase 
transformation, significant nonlinearities [31], and laser material interaction such as keyholing. The melt pool 
is a complex thermo-fluidic event that has a unique size, stability and shape depending on the processing 
conditions and material [28, 34]. Heat loss into the atmosphere includes convection, radiation and 
vaporisation. The interaction of unfused powder as it is consolidated depends on recoating, particle size and 
laser parameters.  
Complexities within the bulk thermal zone typically relate to the management and dispersion of heat. 
Geometric design and machine parameters can assist or hinder heat flow. Variations in heat flow affects 
microstructure and residual stress. Residual stress can distort geometry leading to manufacturing failures or 
poor part accuracy. Excessive heat can also lead to partially fused powder adhesion which modifies surface 
finish [35, 36]. 
The SLM process is also affected by external conditions [37], variability [38], experimental (systematic) and 
statistical (aleatory) uncertainties [39, 40]. Furthermore many material and machine properties are poorly 
understood including: material properties for inhomogeneous powders [34, 41], surface tension of fluids in 
the melt pool [42], changes in the inert gas flow [42-44] and atmospheric variation. These uncertainties result 
in repeatability issues for manufactured parts and necessitate the validation of numerical simulations.  
Therefore, despite the potential opportunities of SLM, due to process complexity and uncertainty, there are 
significant challenges to process commercialisation [45] thus necessitating the development of DFAM tools.  
2.2.1 Design for additive manufacture 
DFAM is the synthesis of shape, material and microstructure to best utilise the implemented additive 
manufacturing process [46-48]. The design freedom offered by PBF processes enables the fabrication of 
complex lattice structures (Chapter 2.2.2), but process complexity, interaction and uncertainty necessitates 
DFAM tools to accommodate the complex manufacturing constraints [45, 49]. Therefore simplified DFAM 
tools that aid in the generation of designs that are suitable for the PBF processes, based on process 
phenomena, are required to facilitate the commercial development [14, 50-52]. The complexity and 
uncertainty present in PBF motivate development of the simulation methods presented in this research as 
DFAM tool to be used during the design phase. 
2.2.2 Lattices 
A lattice is a large space filling tessellated structure made up of an arrangement of struts connected at nodes 
(Figure 2-3). The SLM process offers significant opportunity for the manufacture of custom lattice structures 
which, by tuning certain parameters, can be used to produce a range of advantageous properties including: 
high specific strength and stiffness [18, 19]; energy absorption [53]; and adjustable thermal resistance [20]. 
Although lattice structures can be manufactured using traditional methods such as investment casting [54], 
SLM provides unprecedented opportunities for the fabrication of complex lattice structures with high 
resolution [46]. Lattice structures are used in a range of applications, particularly for biomedical implants [9, 
10].  
In addition to their enhanced engineering properties, lattice geometries take full advantage of the unique 
capabilities of the SLM process due to the efficient use of material which minimises manufacturing time and 
 9 
 
cost [5]. However, the manufacture of lattice structures is limited by process and material constraints, and 
requires experimental validation due to the limited availability of DFAM tools [45]. Experimental testing of 
lattice parts can be slow and costly [30] especially for organically shaped or topologically optimised structures 
where traditional test methods may not be suitable. 
 
Figure 2-3: Lattice components manufactured from Ti6Al4V using the selective laser melting process. 
2.2.3 Geometry, orientation and slicing 
As layer-by-layer variation of sliced geometry affects heat flow, geometry and orientation have a significant 
influence on SLM build quality. Geometry is spatially and temporally transient [32, 33] and affects heat 
transfer between the cyclical and the bulk thermal zones (Chapter 2.2). Relevant issues with geometry 
include: 
• Geometry significantly influences process stability and many features cannot be accurately produced with 
constant process parameters [33]. Furthermore, melt pool size is known to increase for overhanging 
structures [33]. 
• Overhangs or rapid reductions in cross sections can result in excessive heat accumulation even with 
process parameters that are considered ideal for more regular structures [55]. Geometric variation has 
been shown to vary the micro hardness of structures. This demonstrates that cooling rate is geometry 
dependent [55]. 
• Downward facing overhangs have the potential to overheat, partially fusing powder to the downward 
facing surface (Figure 2-4) [56, 57]. This reduced surface quality can have a significant impact on 
mechanical properties [58]. 
• As the uppermost layers of a manufactured geometry cool, they contract on the layers below producing 
residual stress, which can be sufficient to yield the material [59-61].  
• Residual stress is dependent on part orientation and geometry [62], and is especially challenging in thick-
walled parts which can cause cracking [61, 63, 64], reduced fatigue life [29, 59, 60, 65, 66], and part 
deformation [63, 67, 68]. 
• Repeated heat application varies the temperature profile in the bulk thermal zone which modifies 
microstructure [14]. 
• High thermal gradients [39, 69]. 
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Figure 2-4: Comparison of the lower (left) and upper (right) surface of a SLM plate inclined to 10°.  
Manufactured using Ti6Al4V on a SLM 250 machine.  
Prior to manufacture, geometry is sliced into a series of layers, 𝑛, each of which contain a number of 
polygons, 𝑚, with a unique shape and area, 𝐴𝑛,𝑚. These polygons are then used to calculate the individual 
laser scan paths for each layer. The slicing process is dependent on the manufacturing layer thickness, 𝑀𝑙𝑡, 
which determines the total number of layers, 𝑁 and allows calculation of approximate part volume, 𝑉 (Eq 
2-1).  
𝑉 ≈ (∑(∑ 𝐴𝑛,𝑚
𝑚=𝑀
𝑚=1
)
𝑁
𝑛=1
)𝑀𝑙𝑡 Eq 2-1 
The total part production time, 𝑡𝑝𝑟𝑜𝑑, in the SLM process is the sum of pre-production, 𝑡𝑝𝑟𝑒, manufacture, 
𝑡𝑚𝑎𝑛, and post-production, 𝑡𝑝𝑜𝑠𝑡, times (Eq 2-2), where:  
• Pre-production time, 𝑡𝑝𝑟𝑒, consist of time to preheat the machine, 𝑡𝑝𝑟𝑒ℎ𝑒𝑎𝑡, and achieve a suitable build 
chamber environment conditions, 𝑡𝑒𝑛𝑣, (Eq 2-3). 
• Production time, 𝑡𝑚𝑎𝑛, consists of recoat time, 𝑡𝑟𝑒𝑐𝑜𝑎𝑡, and the sum of exposure times, 𝑡𝑒𝑥𝑝 (Eq 2-4). 
• The recoater time, 𝑡𝑟𝑒𝑐𝑜𝑎𝑡, is the time for the recoater mechanism to deposit a layer of powder (constant 
for each layer). 
• The exposure time, 𝑡𝑒𝑥𝑝, is the time taken for the laser to traverse the tool path required to generate the 
current layer geometry. 𝑡𝑒𝑥𝑝 is proportional to the sum of cross-sectional areas of each uniquely defined 
polygon, 𝑚, within a layer, 𝑛, 𝐴𝑛,𝑚 and scan speed, which is typically 10
2 – 103 mm/s [70] (Eq 2-6). 
• Post-production time, 𝑡𝑝𝑜𝑠𝑡, is the total time for the machine to cool, 𝑡𝑐𝑜𝑜𝑙, and finishing operations, 𝑡𝑝𝑟𝑜𝑐 
(Eq 2-5). 
• Finishing operations can include removal from build platform, surface modification, final machining, heat 
treatment and cleaning. 
For geometries with small per layer areas like lattice structures, 𝑡𝑒𝑥𝑝, may be insignificant in comparison to 
𝑡𝑟𝑒𝑐𝑜𝑎𝑡, resulting in a simplified estimation of total build time, 𝑡𝑠𝑖𝑚𝑝 (Eq 2-7).  
𝑡𝑝𝑟𝑜𝑑 = 𝑡𝑝𝑟𝑒 + 𝑡𝑚𝑎𝑛 + 𝑡𝑝𝑜𝑠𝑡 Eq 2-2 
𝑡𝑝𝑟𝑒 = max(𝑡𝑝𝑟𝑒ℎ𝑒𝑎𝑡 , 𝑡𝑒𝑛𝑣)⏟            
𝑝𝑟𝑒 𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑒
 
Eq 2-3 
𝑡𝑚𝑎𝑛 =∑ (𝑡𝑟𝑒𝑐𝑜𝑎𝑡 + 𝑡𝑒𝑥𝑝)
𝑛=𝑁
𝑛=1⏟              
𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑖𝑛𝑔 𝑠𝑡𝑎𝑔𝑒
 
Eq 2-4 
𝑡𝑝𝑜𝑠𝑡 = 𝑡𝑐𝑜𝑜𝑙 + 𝑡𝑝𝑟𝑜𝑐⏟        
𝑝𝑜𝑠𝑡 𝑚𝑎𝑛𝑢𝑓𝑎𝑐𝑡𝑢𝑟𝑒 𝑠𝑡𝑎𝑔𝑒
 
Eq 2-5 
𝑡𝑒𝑥𝑝 =∑
𝐴𝑛,𝑚
𝑣𝑑
𝑚=𝑀
𝑚=1
 Eq 2-6 
𝑡𝑠𝑖𝑚𝑝 ≈ max  (𝑡𝑝𝑟𝑒ℎ𝑒𝑎𝑡 , 𝑡𝑒𝑛𝑣) +  𝑁𝑡𝑟𝑒𝑐𝑜𝑎𝑡 + 𝑡𝑝𝑜𝑠𝑡 , Eq 2-7 
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𝑓𝑜𝑟    𝑡𝑒𝑥𝑝 ≪ 𝑡𝑟𝑒𝑐𝑜𝑎𝑡 
2.2.4 Laser, scan strategy and melt pool 
Laser process parameters such as scan speed, 𝑣, hatch spacing, 𝑠, and power, 𝑃, determine the rate that 
thermal energy enters the geometry and creates the melt pool. These parameters significantly affect final 
porosity, production stability and mechanical properties: 
• Scan strategy influences heat input within each layer, and affects surface quality [63] particularly when 
the laser exposes the perimeter of a slice layer. Furthermore where the laser turns around heat increases 
and where it stops heat is limited [71] 
• In SLM it is common that scan strategy and laser inputs will change for the perimeter compared to the 
infill scan, this typically consists of lower laser speed and power while performing the perimeter scan. 
Therefore, two laser parameter sets exist for most builds which also affects manufacturing duration (Eq 
2-6). 
• Cooling rates are extremely high, in the order of 103 – 1011 C/s [39, 69, 70]. High thermal gradients across 
the melt pool can lead to surface tension driven Marangoni currents. 
• High laser/electron beam power can minimize porosity [39, 72] and increase material production rates. 
However, excessive power can result in poor surface quality [73], and keyhole effects which can cause 
porosity [74].  
• Alternating raster angle between layers decreases porosity and surface roughness [63].  
• Short scan vectors reduce thermal gradients and limit residual stress [63, 64].  
• Surface tension driven breakup of the melt pool, Plateau-Rayleigh instability, commonly known as balling 
is more common in high power and high-speed laser parameters [69, 70, 75-78]. 
• Residual stress forms perpendicular to heat source scan direction [64]. 
• Absorption of laser irradiation is dependent on many variables including powder morphology and laser 
parameters [79]. There is limited understanding of laser absorption changes as the powder rapidly 
changes state.  
• Different laser profiles have been investigated to vary the heat input profile [80]. 
• Effects of laser power, scan speed and hatch spacing on melt pool temperatures and surface tension are 
not well understood and highly dynamic. 
• The SLM process typically uses continuous laser heat input. Pulsing the laser can change heat delivery to 
the geometry. However, at very high frequencies there are limits to pulse accuracy and control [81]. 
• When in the keyhole regime heat input creates a depressed melt pool which due to its shape increases 
laser absorption. Furthermore, the plume of vaporising material results in multiple light scattering events 
[82]. As a result of these two factors powders with different absorption, and bare plates can behave 
similarly in process, for high laser powers [70]. 
The energy input for SLM process is typically defined as either a surface (Eq 2-8), known as the Andrew 
Number [83, 84], or volumetric (Eq 2-9) energy density, using the following heat input parameters: power, 
𝑃, traverse speed, 𝑣, hatch spacing, 𝑠, beam diameter, 𝑑, and layer thickness, 𝑙𝑡. Process parameters related 
to the heat input are set to maintain a constant volumetric energy density.  
𝐸𝑆 =
𝑃
𝑣𝑠
 Eq 2-8 
𝐸𝑉 =
𝑃
𝑣𝑙𝑡𝑑
 Eq 2-9 
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Normalised enthalpy, the ratio of energy density, Δ𝐻, and enthalpy at melting, ℎ𝑠, has also been proposed 
as a method of setting process parameters that can enforce a laser behaviour ranging from only partial fusing 
of powder particles through to keyholing [85] (Eq 2-10).  
Δ𝐻
ℎ𝑠
=
𝑎𝑃
𝜋ℎ𝑠√(
𝑘
𝜌𝐶𝑝
)𝑑3
 
Eq 2-10 
The laser beam interacts with the powder bed to create the melt pool, a volume of liquefied metal that is 
highly transient where the melting and solidification process take place in milliseconds [86]. In general: 
• Heat transfer between the heat source and the powder surface causes large temperature gradients that 
melt powder to create the melt pool [87]. Thermal gradient across a melt pool is significant and can be up 
to 1000K/mm but is near constant under the heat source exposure.  
• Temperatures in the melt pool have been measured above the melt point but the magnitude is not always 
known. This leads to uncertainty about radiation heat loss in simulations and furthermore, emissivity 
values assume grey body [14]. 
• Depression in the solidified melt pool is indicative of vaporisation, which indicates that the melt pool has 
reached a substantial fraction of the boiling point [70]. 
• The melt pool is subject to fluid dynamics including Marangoni currents and surface tension. Furthermore, 
powder consolidation into the melt pool affects stability and vaporisation and radiation heat loss can 
occur. 
• The melt pool can be approximated by an elliptical or teardrop profile with major axis aligned to the scan 
vector, and with approximate major and minor dimensions of 100 and 200μm [70, 88-92]. 
• Temperature and surface tension gradients within the melt pool drive both natural and Marangoni 
convection [93, 94].  
• The melt pool interacts thermally with the build chamber atmosphere [43, 44], powder bed [49] and 
manufactured geometry. Convection, radiation and vaporisation occurs between the melt pool and the 
inert build chamber atmosphere [43, 95].  
• Powder can melt and join the melt pool prior to direct exposure from the laser [70]. This can happen due 
to reflection or conduction through the powder bed in front of the laser path [96] as well as vapor 
entraining the powder into the melt pool [42, 97]. Furthermore, this suggests that most heat input 
absorption takes place within the liquid phase [70]. 
2.2.5 Machine and support  
Machine process parameters include: build platform temperature, 𝑇𝑏𝑎𝑠𝑒; powder preheat temperature, 
𝑇𝑝𝑜𝑤𝑑𝑒𝑟; inert atmosphere flow rate and temperature control; and, manufacturing layer thickness, 𝑀𝑙𝑡 [29]. 
Factors controlled by the machine include: 
• Preheating of the build platform modifies thermal gradients and can reduce residual stress [98], which is 
a major issue for the SLM process as distortion of both the geometry and the build platform can occur 
[99]. The heated build platform present in SLM process is a large thermal mass that facilitates heat transfer 
from the cyclical thermal zone through the bulk thermal zone. 
• The inert SLM build chamber atmosphere prevents oxidisation and removes soot. Gas flow rate is highly 
influential on component properties and process repeatability [43, 44].  
• System thermal efficiency is reduced by the atmosphere and or vaporised material absorbing a portion of 
the energy source [43, 95]. 
 13 
 
• Preheating of the build platform reduces residual stress [98], improves laser absorption material 
wettability [100] and dimensional accuracy [101]. Furthermore, the build platform acts a large thermal 
sink for parts manufactured without support. For example, in selective laser sintering different 
microstructures have been reported as samples are built taller indicating that the build plate affects 
thermal conditions in the part [102]. 
• Distortion of the build platform can occur with large parts due to residual stress [99]. 
To facilitate the removal of completed parts post manufacture, support material is required. Furthermore, 
support can be specified to reduce the distortion effects of residual stress and act as a heat transfer path to 
enhance manufacturability [32, 103]. However, the use of support material is typically undesirable as it 
increases manufacturing time [26], post processing cost [104] and contributes to material waste [105]. 
2.2.6 Material and powder 
Powdered metallic alloys are the raw build material for the SLM process. The size and distribution of powder 
particles varies depending on material and manufacturer, which in turn influences the required processing 
parameters. In general: 
• The heat source penetration depth is poorly understood [106], but is dependent on heat source type [105, 
107], material type , morphology and packing density [108, 109].  
• Material size and particle distribution affects rate of heating. For example Ti-6Al-4V, 25m and 45m 
diameter particles achieve a temperatures of approximately 1350K and 900K respectively, in time of flight 
DED simulations [110]. 
• Thermal cracking occurs in multiple SLM materials including stainless steel (316L) and tungsten [61]. 
• Powder bed conductivity is significantly lower than that of solid material [49, 103, 111, 112],and is 
dependent on the particle morphology and atmosphere surrounding the powder particles [113]. Resulting 
in preferential conduction through the bulk thermal zone. 
• Unmelted powder can be recycled, with insignificant changes to the chemical composition and 
morphology [17]. 
• Some material properties are not well known, for example the conductivity during phase change of 
materials [49]. 
• Oxidisation of the powder tends to increase absorptivity of laser heat sources [79]. 
• Compared to a flat surface, reflective materials can have 4-7 times the absorptivity in powdered form, as 
rays undergo numerous reflections. Most SLM relevant materials have 1.5-2 times greater absorptivity as 
a powder [106]. 
• Emissivity of the powder bed is higher than solid material. Sih and Barlow [114] propose an equation to 
predict powder emissivity that is based bed porosity and solid emissivity which is experimentally tested 
[108]. 
• There are differences in powder morphology and porosity between gas and water atomisation methods 
[70].Water atomised powder has a less regular morphology then gas atomised powder. Despite this 
difference, there is minimal variation in melt pool dynamics. 
2.3 Simulation of the Selective Laser Melting Process 
Data is sourced from both research and commercial domains, and a systematic analysis is applied to distil the 
applied methodologies, key capabilities and simulation trends. This enables identification of the strength and 
weaknesses of the available simulation methods with interest to their application as DFAM tools to assist in 
the development of full-scale high complexity AM geometry. 
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An extensive understanding of material, process and design is required to fully utilise the SLM process [5]. 
Therefore, simulation methods are required to facilitate this understanding which will aid in process 
commercialisation [50]. However, due to complexity, rapid transience and multi scale effects simplifications 
and assumptions are necessary when simulating SLM [49]. This results in developed simulations falling into 
different categories depending on the part of the SLM process being investigated. A proposed taxonomy in 
order of increasing geometric resolution and scale for existing simulations is as follows:  
1. Melt pool simulations: Investigate the cyclical thermal zone. Typically used to investigate the effect of 
material and laser parameters on the melt pool. Due to the small spatial domain these simulations can 
include complex interacting physics but cannot be scaled to study the bulk thermal zone (Chapter 2.3.1).  
2. Single layer simulations: Investigate movement of the cyclical thermal zone. Typically used to determine 
the effects of scan strategy and heat input parameters on the cyclical thermal zone. This category of 
simulation is commonly also applied to DED processes. However, application of such a detailed simulation 
to bulk thermal zone, is not feasible (Chapter 2.3.2). 
3. Layer-by-layer simulations: Investigate both the cyclical thermal zone and bulk thermal zone. Typically 
used to investigate interactions between layers and allows insight into the cyclical heating present in SLM. 
However, further simplifications are typically required to ensure a computationally feasible problem for 
large complex geometry (Chapter 2.3.3). 
4. Reduced order simulations: Investigate the bulk thermal zone. This is achieved by creating simulation 
methods with significant simplifications of the physical phenomena in order to achieve results for entire 
geometries in a computationally efficient manner (Chapter 2.3.4). 
5. Higher order simulations: Attempt to include all physical phenomena present in SLM process by robustly 
including high order physical phenomena. It is not currently feasible even with supercomputing facilities 
to create higher order simulations (Chapter 2.3.5). 
As temperature is the most important parameter in the SLM process, it is important to describe the thermal 
field correctly to ensure that all other dependent simulations methods such as microstructure and residual 
stress simulations are correct [96]. Therefore, most simulations methods use thermal diffusion. However, 
simulations that calculate residual stress and distortion can include weakly coupled strain calculations, melt 
pool simulations can include fluid flow and discrete element modelling can be implemented to represent 
powder (Chapter 2.3.6). The following features must be considered when developing a SLM simulation: 
• Simulation complexity and associated simplifications (Chapter 2.3.6). 
• The multi-scale effects and meshing of geometry (Chapter 2.3.8) 
• Material addition and material properties (Chapter 2.3.9).  
• Representation of the heat source, boundary conditions (BC) and initial conditions (IC) (Chapter 2.3.10). 
Differing implementations of the above features drastically changes the efficiency, accuracy and scope of a 
SLM simulation (Chapter 2.3.11). This results in a large number of simulation methods depending on 
application and geometry. Therefore, relevant robust validation data is required to ensure that the developed 
simulations are accurate. 
Furthermore, separate to simulation methods that focus on thermal diffusion, which fit into the proposed 
taxonomy, there is significant work in accurate simulation of the powder bed and its associated movement. 
These powder scale simulation methods include, contact mechanics, and the Discrete Element Method 
(DEM). While powder scale simulations are critical in understanding the SLM process, for example powder 
spreading [115], and distribution of variable sized particles [116]. Despite powder scale simulations being a 
critical input of SLM process [117], they will not be in reviewed in depth in this thesis as they are 
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fundamentally different to develop than thermal diffusion simulations, they are typically small scale, and are 
not typically applied in conjunction with the simulation of the manufacture of complex geometry.  
2.3.1 Melt pool simulations 
Melt pool simulations typically simulate a single track to investigate the effect of material and heat source 
parameters on the melt pool, for example [34, 41, 80, 116-121]. Melt pool simulations: 
• Can include interacting physics such as a thermo-fluid melt pool, laser surface interaction and penetration, 
and the effects of powder size distributions to give fundamental insights into the SLM process [96]. Due 
to the small spatial domain being simulated and the complexity associated with multi-scale effects 
ignored. Examples include Newtonian laminar fluid flow [117], high speed thermal effects and modelling 
of individual particles [122]. 
• The laser can be represented in a complex manner using ray tracing [123] or to investigate the effect of 
different laser heat input distributions. 
• Can use DEM to setup the powder distribution [116]. 
• Maragoni currents can be included in simulations but research indicates they have minimal impact on 
final temperature results [96, 124]. Furthermore, Marangoni convection will not occur unless temperature 
dependent surface tension is included in the simulation [125]. 
• Can be used to determine the effect of process parameters on the melt pool size and stability. 
• Facilitate understanding of the manufacture of a single track and are typically validated using track width 
measured ex-situ. Alternatively simulation melt pool dimensions can be compared co-axial process 
monitoring data [125]. 
This category of simulation focuses on the cyclical thermal zone (Figure 2-2). Attempting to apply this 
simulation method to large structures requires infeasible computational resources [14, 77], due to the 
complex physics and requirement of a large spatial domain.  
2.3.2 Single layer simulations 
Single layer or single scan multilayer simulations focus on the movement of the cyclical thermal zone and can 
investigate the effect of scan strategy and heat source parameters during manufacture [77, 110, 120, 123, 
126-135]. Single layer simulations: 
• Are commonly developed to investigate DED processes [110, 136]. 
• Typically ignore melt pool fluid dynamics by necessity to achieve the computational efficiency required to 
simulate an entire layer. 
• The laser can be represented with ray tracing, surface flux, volumetric heat input [110] or Gaussian 
distribution [123, 131, 135]. 
• Melt pool fluid effects are ignored to improve simulation efficiency. 
• Validated using track width or microstructure [135] measured ex-situ. 
• Enable inspection of how powder particle distribution affects the melt track especially if using discrete 
element modelling [131]. 
This category of simulation aids in understanding the effects of scan strategy and heat input parameters on 
single or multiple laser scans. Despite some simplifications, representation of large spatial domains and 
complex geometry is limited.  
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2.3.3 Layer-by-layer simulations 
Layer-by-layer simulations focus on both the cyclical and bulk thermal zones and are investigate how process 
parameter affect geometry containing multiple layers and scans [127, 133, 137-142]. Layer-by-layer 
simulations: 
• Enable insight into the cyclical heating that occurs in the SLM process as well as the build-up of heat in 
the bulk thermal zone. 
• Often ignore or simplify melt pool fluid effects.  
• Use coarse mesh or dynamic remeshing to accommodate increasing geometry and the multi-scale nature 
of PBF. 
• Smaller scale simulations have been used to setup heat inputs for this class of simulation [142]. 
• Typically have element sizes that are at least as thick as the manufacturing layer [139]. 
This type of simulation can potentially be applied to limited scale SLM geometry. 
2.3.4 Reduced order simulation 
A reduced order simulation deliberately excludes physical phenomena to generate a useful prediction for the 
bulk thermal zone with an acceptable computational cost. Reduced order simulations: 
• Do not include fluid effects of the melt pool as element sizes exceed the scale of the associated heat 
source [143, 144].  
• Typically provide qualitative prediction of thermal intensity, due to numerous simplifications, and 
experimental validation is required to achieve quantitative results. 
• Enable prediction of final build outcomes such as transient temperature field and consequent residual 
stress and distortion for full scale geometry [145-147]. 
• The majority of commercial SLM simulation methods are reduced order and focus on part distortion by 
using thermal and weakly coupled structural simulations [71]. 
• Validation typically consists of comparing predicted simulation distortion to built samples [148] or 
comparing build temperatures using process monitoring [145]. 
• Smaller scale simulations have been used to setup heat inputs for this class of simulation [149]. 
This category of simulation focusses on the bulk thermal zone and can predict final build outcomes for full-
scale SLM geometries. 
2.3.5 Higher order simulation 
Higher order simulations aim to include all relevant physical phenomena with the aim of robustly 
representing relevant physical processes, regardless of the computational expense. Higher order simulations: 
• Of full geometry are not currently feasible even with supercomputing facilities. 
• Exist that represent the melt pool and single layers. However, these have significant computational cost. 
For example, Khairallah and Anderson required over 1E5 CPU hours to simulate a very small single melt 
track (1000x300x50µm3) [42, 96]. 
• As PBF processes are not fully understood or documented, higher-order simulations cannot currently 
accommodate the multitude of material phases and physical interactions that exist. 
• The use of dynamic remeshing can partially address the multi-scale nature of SLM. To address long 
manufacturing durations variable localised adaption of time stepping can be implemented. Zohdi [121] 
using a discrete element simulation solved the temperature change in particles in a staggered frozen state 
which are then merged into a single time step. 
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• Have the potential to predict effects that are difficulty to determine experimentally, such as the cooling 
effect of evaporation [96] and complex laser interactions. 
2.3.6 Thermodynamic and multi-physics simulations 
The SLM process is driven by thermal forces, so the majority of SLM simulations include the governing heat 
balance equation [120, 150] derived from the first law of thermodynamics (Eq 2-11). However the process is 
highly dimensional, subject to non-linear phenomena and transient physical phenomena [31], primarily in 
the cyclical thermal zone. Therefore, multi physics simulations are common when developing small-scale, 
melt pool simulations. For example, simulations that focus on the cyclical thermal zone may include: melt 
pool fluid dynamics [118, 138, 151]; atmospheric effects such as convection [139]; deformation during 
manufacture [137, 141, 152]; kinetic motion of the powder [144, 153]; discrete powder particles [121, 131]; 
and, inhomogeneous powder properties [34, 41]. 
−𝑘 (
𝜕2𝑇
𝜕𝑥2
+
𝜕2𝑇
𝜕𝑦2
+
𝜕2𝑇
𝜕𝑧2
) + 𝑄(𝑥, 𝑦, 𝑧, 𝑡) = 𝜌𝐶𝑝
𝜕𝑇
𝜕𝑡
 Eq 2-11 
Bulk thermal zone simulations remove physical phenomena to improve computational efficiency [49] and 
primarily implement thermal diffusion followed by a weakly coupled strain model which enables the 
prediction of part distortion. 
All numerical simulations are an approximation that is accomplished by discretising fundamental partial 
differential equations into time and space steps using various methods such as the finite difference method 
(FDM), Finite Element Method (FEM), Finite Volume Method (FVM) and Discrete Element Method (DEM).  
SLM simulations that implement thermal diffusion typically include:  
• The transient temperature field is described by the partial differential equation for the conduction of heat 
in solids [154]. Where density, 𝜌, specific heat, 𝐶𝑝, and thermal conductivity, 𝑘, are temperature 
dependent properties [155]. 
• The net heat transfer into the system, 𝑄, can include laser or electron beam irradiation, convection, 
radiation, latent heat of transformation, and boundary conditions implemented in the numerical 
simulation. 
• Heat input is commonly treated as a volumetric heat input [118, 129, 133, 156, 157] or as a surface 
boundary condition [77, 158, 159]. 
For a simulation to be suitable for numerical analysis it must converge to the true solution as the step size 
reduces to zero. The Lax equivalent theorem states that for a linear PDE to be convergent it must also be 
stable and consistent [160]. Lax equivalence is often applied to non-linear PDEs, although this theorem has 
never been proven for this more general category of equations [161]. Consistency is the property of the 
discretised result of the PDE being equal to the real PDE as the discretisation steps tend to zero. A numerical 
analysis is stable if the errors from any source are not permitted to grow in successive simulation steps [161]. 
Von Neumann stability analysis defines mathematical limits to the discretisation variables to ensure stability 
for explicit numerical methods [162]. For explicit, thermal diffusion methods the Fourier number, 𝐹𝑜, must 
be less than 1/2 or 1/3 depending on BC (Eq 2-12 & Eq 2-13). Implicit numerical methods are unconditionally 
stable regardless of the time and space step chosen (Figure 2-5) [161]. Sufficient nodes are required to 
provide a physically realistic approximation of the PDE. For example, 2 nodes allow only a linear response 
and cannot represent a transient flux load. 
𝐹𝑜 =
𝑘∆𝑡
𝜌𝐶𝑝∆𝑥2
=
𝛼∆𝑡
∆𝑥2
<
1
2
{𝑓𝑙𝑢𝑥 𝐵𝐶 Eq 2-12 
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𝛼∆𝑡
∆𝑥2
<
1
3
{
 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝐵𝐶
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝐵𝐶
 Eq 2-13 
 
Figure 2-5: Comparison of implicit (unconditionally stable) method and explicit method (conditionally 
stable). Simulations performed using the same material properties as the semi-infinite plane validation. 
2.3.7 Complexity and simplifications 
The complexity of SLM makes experimental testing of all independent parameters impractical [49, 120]. 
Therefore, simulations are required to investigate the process and improve potential designs. Development 
of simulations is highly complex due to the large number of physical phenomena present. As more physical 
phenomena are included in the fundamental differential equations used to develop the simulation, 
computational complexity increases. Furthermore, the multi-scale (Chapter 2.3.8), multi-physics (Chapter 
2.3.6), transient geometry (Chapter 2.3.9) and high intensity heat inputs (Chapter 2.3.10) add significant 
simulation complexity on top of the complexity inherent to the process. 
Due to the complexity associated with high computational complexity and interacting phenomena in SLM, 
simulation typically include simplifications or ignore some phenomena [163, 164]. 
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Ignored features are completely excluded from the simulation by not including their fundamental equations, 
reducing the spatial domain or implementing simplified boundary conditions. Commonly ignored features 
include:  
• Thermal effects into the powder. As the powder bed is typically larger than the bulk geometry discrete 
representation of the powder bed would require a significant number of elements. Therefore, ignoring 
the powder bed significantly improves computational performance. 
• Material addition via powder adhesion. During SLM manufacture particles can partially adhere to built 
geometry, the prediction of this and or its influence on manufacture is typically ignored. 
• In bulk thermal zone simulations, many of the cyclical thermal zone features are ignored including melt 
pool hydrodynamics, laser surface interaction (keyhole etc), surface tension, wetting angle, mushy zone 
where material is partially melted. 
• Geometry change due to residual stress during manufacture. Simulation methods that include residual 
stress calculations are weakly coupled meaning that geometry deformation cannot affect results in the 
thermal portion of the simulation. This greatly reduces computational complexity. 
• Material addition. Melt pool and single layer simulations typically ignore material addition which improves 
computational efficiency and allows the inclusion of more complex physical phenomena. However, 
simulations without material addition can only be applied to trivial geometry. 
Simplified features are represented but only in a limited way to improve computational efficiency. Commonly 
simplified features include:  
• Thermal effects into the powder. The powder bed can be represented as a convective heat loss, use 
significantly larger elements or even as an adiabatic boundary. The error associated with these BC is not 
well known as powder bed thermal resistance is poorly quantified and may be orders of magnitude 
greater than solidified material [112]. 
• Representation of the heat input and associated cyclical thermal zone. For bulk thermal simulations heat 
input is routinely simplified (Chapter 2.3.10). 
• Material properties. For large scale simulations linear material properties as well as simplified 
representations of phase transformations are included. Furthermore, detailed simulations may still 
simplify material properties due to sparse documentation of material property distributions and 
temperature dependent values. 
• Support material. Support material is typically represented with the same material properties of the solid 
but with a reduced conductivity.  
• The cyclical thermal zone is inherently complex due to the heat source, phase change, plasma, melt pool 
hydrodynamics, surface tension, and movement of the melt pool and its small size. Therefore, in reduced 
order simulations the entire cyclical thermal zone is treated as a heat input.  
• Material addition. When included to reduce the amount of remeshing material addition is often achieved 
by lumping multiple physical layers together. This means that the simulation layer thickness, 𝑙𝑡, is typically 
larger than the manufacturing layer thickness, 𝑀𝑙𝑡. When this is done care needs to be taken to ensure 
consistent heat input and manufacturing duration is maintained. 
• Melt pool emissivity is often assumed grey body and independent of wavelength [14] which simplifies 
radiation heat loss when performing melt pool simulations . 
Simplifications are required to ensure simulations are computationally efficient. However, the use of 
simplifications leads to less accurate simulations and requires experimental validation to ensure results are 
meaningful. 
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2.3.8 Multi-scale effects 
SLM processes have multiple thermal zones (Chapter 2.2) due to significant variation in physical feature size 
between the heat source and the size of the manufactured geometry [61]. When simulating geometry when 
using discrete numerical methods, the entire body must be meshed. Therefore, a large number of elements 
are needed to mesh geometry at an element size suitable for the cyclical thermal zone, which requires 
significant computational resources [14, 77]. Alternatively, geometry can be meshed with elements larger 
than the cyclical thermal zone when investigating the bulk thermal zone. This improves computational 
performance but requires assumptions and simplifications to represent the heat input. A mid-way solution 
between the two options is to dynamically remesh geometry such that small elements exist near the cyclical 
thermal zone, while large elements exist in bulk thermal zone [71, 77, 153]. This improves computational 
performance over small elements and allows the application of a moving heat source over a larger geometry, 
however dynamic remeshing of geometry takes computational effort to perform and very fine time stepping 
is still required if the cyclical thermal zone is to be simulated. Due to these complications simulations that 
focus fully or partially on the cyclical thermal zone may not include the effect of complex component 
geometries [103] which is known to effect the size and shape of the melt pool [32]. Similar to spatial 
remeshing the coupling of simulation time scales should enable more efficient representation of the cyclical 
thermal zone [45]. 
2.3.9 Material addition and properties 
Material addition adds complexity to simulations due to the discrete nature of mesh-based solutions [165]. 
Material addition can be accommodated through element deactivation and reactivation [137, 146], 
commonly called element birth and death in commercial software. This enables reduction of the number of 
degrees of freedom but requires element numbering and stiffness matrix assembly every time elements are 
added [30, 146]. Alternatively, elements can remain in the simulation and use varying material properties to 
emulate material addition [137, 138]. This reduces stiffness matrix assembly but requires a larger matrix.  
Material properties are required to allow for a realistic simulation response under thermal and or mechanical 
loading. The set of properties which determine how a material responds in a simulation is called a material 
model. Within SLM, material models typically include: 
• Temperature dependent materials properties are a common option and are deemed necessary for 
meaningful results [138], especially when considering the cyclical thermal zone.  
• Temperature dependence for material properties is often simplified, for example: constant material 
properties per phase, or linear variation with temperature. In some cases, this is required as 
experimentally derived values do not exist. Commercial SLM simulation software packages provide 
temperature dependent material properties for common AM materials [149]. This results in a greater 
dissemination of material properties further improving simulation development. 
• In the operating range of the SLM process some material properties are not well understood which limits 
capability of the associated material model. Emissivity and surface tension of the liquid melt pool is often 
assumed constant. Other properties such as wetting angle and conductivity of the mushy zone are often 
ignored due to a lack of data. 
• Due to these unknowns associated with material properties, simulation methods that focus on smaller 
scales then the melt pool, such as plasticity and microstructure, are limited. 
2.3.10 Boundary conditions  
As SLM is a thermal process, it is critical that the laser heat source is appropriately applied to ensure 
meaningful simulation results [120]. However, due to associated complexities and unknown material 
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properties the use of average values [79] and simplifications are common. For example, the heat source 
intensity profile is often approximated as: a Gaussian beam [34, 41, 77, 126, 127, 129, 130, 133, 138, 153, 
166], a uniform intensity source [151], a quadrate rule [77, 128] or by internal heat generation [118]. When 
investigating larger geometries further simplification is required which is often achieved by heating single or 
multiple layers concurrently with a temperature or flux field to represent the individual laser scans [30, 144]. 
Furthermore, a ray tracing simulation can be used to determine the distribution and magnitude of heat input 
for the above methods [167]. 
The most popular Gaussian heat source in the simulation of PBF processes is TEM00, a circular first order 
profile [80, 138, 168] representing the associated heat source with 3 parameters [49, 150]: beam radius, 𝑟𝑖, 
power, 𝑃, and intensity distribution, 𝐼, which enables conversion to a surface flux BC (Eq 2-14 – Eq 2-16). 
However, any TEMpl, standard notation stating the angular and radial mode, can be converted to a flux BC. 
𝐼(𝑟) = 𝐼𝑜𝑒
−2𝑟2
𝑟𝑜
2
 
Eq 2-14 
𝑞(𝑟) =
2𝑃
𝜋𝑟𝑜
2 𝑒
−2𝑟2
𝑟𝑜
2
 Eq 2-15 
𝑞𝑚 =
1
𝜋𝑟𝑜
2∫ 𝑞(2𝜋r)dr
𝑟0
0
=
0.865𝛼𝑃
𝜋𝑟𝑜
2  Eq 2-16 
Where 𝑑 is the radial distance of a point from the centre, 𝑑𝑖, is the is the point where the laser radiance, 𝐼𝑜, 
drops to 1/𝑒2 (Eq 2-14), 𝑃 is the laser power, 𝑟𝑜 is the spot radius and r is the radial distance from the centre 
(Eq 2-15). Using this the thermal flux profile on the surface can be modelled and then integrated to obtain 
the heat flux induced by the laser where alpha is the absorptivity (Eq 2-16). 
Despite the prevalent use of the Gaussian distribution in SLM simulation there is no universally accepted 
beam radius [123]. Furthermore, the standard Gaussian profile, TEM00, may not accurately represent the SLM 
laser. Experimental work has been performed to empirically defined new laser profiles for the DED process 
which was different for CO2 and Nd:YAG lasers [80]. Some simulations implement a Goldak double ellipsoid 
heat source instead of Gaussian [141].  
Separate to heat input from the laser heat loss due to evaporative cooling is critical. Including evaporative 
cooling term in simulations limits the maximum surface temperature and can emulate latent heat of 
vaporisation [132]. 
A boundary condition (BC) is a value applied to the boundary of a simulation mesh. An initial condition (IC) 
sets the state of the mesh at the start of a simulation. The IC for SLM is a set temperature, typically the 
powder bed ambient temperature, 𝑇𝑝𝑜𝑤, or build platform temperature, 𝑇𝑏𝑎𝑠𝑒 (Eq 2-17). Furthermore, due 
to material addition new elements will be added to a simulation, typically set at the initial 𝑇𝑝𝑜𝑤 temperature, 
regardless of the current temperature in the powder bed. 
𝑇(𝑥, 𝑦, 𝑧, 𝑡𝑜) = 𝑇𝑝𝑜𝑤 Eq 2-17 
Top surface conditions typically add convection, and radiation cooling using Fourier’s Law (Eq 2-18). In EBM 
there will be minimal convection as the build chamber atmosphere is close to vacuum. 
−𝑘
𝜕𝑇
𝜕𝑧𝑧=𝑧𝑚𝑎𝑥
= 𝜀𝜃𝜎𝑆𝐵(𝑇
4 − 𝑇𝑎𝑚𝑏
4 ) + ℎ(𝑇 − 𝑇𝑓𝑙𝑢𝑖𝑑) Eq 2-18 
Conduction is the major source of heat transfer in SLM, and convection and radiation are often neglected 
[26, 60, 169]. However, it has been argued that due to the 4th power dependency and the high maximum 
temperature of SLM process, convection and radiation must be included in an accurate model [141, 170]. 
Radiation heat loss is a critical BC in simulation of the EBM process as convection is minimised due to the 
near vacuum atmosphere of the build chamber. Single layer and melt pool simulations include boundary 
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conditions at the edge of their spatial domain. This includes insulated, set temperature [116], or convection 
and radiation heat loss [139] on their boundaries. 
Conduction, convection and radiation heat transfer into the powder bed is dependent on multiple 
parameters including powder properties and temperature difference. This results in uncertainty about how 
to model heat losses into the powder bed. If heat flow into the powder is neglected, due to the high thermal 
resistance of the powder compared to the solid geometry, this results in an adiabatic BC (Eq 2-19). In EBM 
heat transfer through the powder will be lower than SLM as there is no atmosphere present between the 
powder particles to facilitate heat transfer and an adiabatic BC may be suitable. In SLM heat transfer into the 
powder bed is present and will affect simulation results.  
−𝑘
𝜕𝑇
𝜕𝑘𝑧𝑧=0
= 0 Eq 2-19 
The low Biot Number, below 0.1 [111, 171], of unfused powder has been confirmed with experiments [37, 
171-174], which states that simplified representation such as lumped capacitance models should be sufficient 
at representing heat transfer into powder [175]. Simulations can also simplify heat loss into the powder as a 
BC, for example convection [149]. This improves simulation efficiency but does not account for 
intercomponent heat transfer. 
2.3.11 Simulation efficiency 
An efficient simulation minimises the time and computational resources required to achieve results. 
Furthermore, a simulation is computationally feasible when it can be solved in a reasonable amount of time 
and with available computational resources. Several steps in simulations have a significant effect on 
computational efficiency: 
1. Meshing: The subdivision of geometry into discrete elements is known as meshing. Meshing geometry is 
not trivial and is dependent on the size and shape of the elements and the geometry. Due to material 
addition in SLM simulations continual remeshing of geometry throughout the simulation may be required. 
Furthermore, SLM simulations typically use brick elements, which facilitate remeshing and material 
addition but are computationally expensive and not ideal at representing complex geometry. Therefore, 
in SLM simulations the computational cost associated with generating the mesh will be proportional to 
the complexity of the geometry and size of elements required.  
2. Inverting the stiffness matrix: Inverting the stiffness matrix is the primary cause of simulation duration 
for implicit methods. The stiffness matrix represents the interaction between elements and is used to 
predict the response of the physical system. For thermal simulation methods, the stiffness matrix is an 
assembly of equations representing heat transfer through the elements, which is used to determine the 
temperature response for a given time increment. The stiffness matrix is typically square with size equal 
to the total degrees of freedom of the simulation. For example, a 1D finite beam element consists of 2 
degrees of freedom (node at each end of the element), as opposed to a 3D thermal linear tetrahedral 
element which has 12 degrees of freedom [176]. Upon meshing a 1D finite beam element simulation will 
have fewer unique nodes then a 3D thermal linear tetrahedral element simulation. Therefore, the 
efficiency of a simulation is improved by reducing element complexity and reducing the number of 
elements. 
3. Non-linear properties: The use of non-linear material properties or boundary conditions (BC) generally 
requires an iterative solve procedure. This procedure increases the number of stiffness matrix inversions 
required for a given time period [177]. Therefore, computational efficiency is improved by simplifying 
material properties and BC. 
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2.4 Thermal process monitoring for Selective Laser Melting  
As the SLM process is highly complex, process monitoring offers many opportunities [178]: 
• The detection of critical process failures [145]. 
• Optimisation of process parameters [37]. 
• Increased fundamental understanding of the process [56, 145, 178]. 
• The ability to correct defects formed in-situ before the next layer is manufactured [179]. This is a long 
term critical capability for SLM since due to process and geometric variability it is likely that not all process 
defects can be avoided [180]. 
• Factors relating to defects such as degradation of the optics and material contamination can vary with 
time therefore process monitoring may be able to identify these factors [179]. 
Despite the opportunities, the SLM process is typically open-loop with minimal in-situ monitoring [179], due 
to numerous technical challenges including: 
• High transience especially when monitoring the cyclical thermal zone which requires high monitoring 
frequencies [181].  
• The operating environment hides built geometry in the powder bed and is resistant to invasive 
measurement [14]. 
• Process calibration is difficult due to rapidly changing temperatures and material states.  
• The multi-scale aspects of SLM may necessitate multiple monitoring methods [145]. 
• Spatter, plumes and other debris can obscure monitoring of the process [181].  
• Complex geometry and the potential for multiple simultaneous laser heat sources limits the effectiveness 
of ambient process monitoring methods [181]. 
• Process and machine inconsistencies hamper standardisation and consistent monitoring techniques 
[182]. 
• Modification of commercial machines is difficult especially for the implementation of internal process 
monitoring [70]. 
Despite the limitations, SLM process monitoring is an active area of research as it is required to enable a 
repeatable, reliable process [178]. As SLM is thermally driven this review will primarily cover methods of 
thermal process monitoring with further emphasis on methods that can inspect the bulk thermal zone. In 
general, the following taxonomy of SLM process monitoring is proposed (Figure 2-6): 
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Figure 2-6: Proposed taxonomy of SLM in-situ process monitoring and associated technology 
implementations. 
Direct sensors: Quantify specific inputs to the process. This can include measurements such as Galvanometer 
position, Laser power, build chamber temperature and atmosphere, and build platform height. Direct 
measurement is vitally important as it informs the inputs to the SLM process, and is used to develop 
assumptions and inputs for simulation methods. 
Ambient sensors: Measure general information about the process and then analyse this to determine events 
during manufacture, microphones are the primary form of ambient sensor implemented [183]. Acoustic 
emissions are typically recorded in the 200 – 20000 Hz range [184]. Higher frequency emissions have been 
monitored by attaching piezo electric sensors to the back of the galvanometer mirrors or thin plates [184]. 
Microphone measurements have been combined with high speed CCD imaging to compare generated plasma 
to the sound shockwave recorded [81]. Acoustic measurement can be readily implemented in welding using 
pulsed laser systems and can detect crack initiation [185] and growth [183]. Distinction between process 
signals and background noise is difficult [179]. 
Narrow field of view: Are used acquire melt pool information. This is typically achieved through coaxial 
monitoring by implementing the sensor into the optical path of the SLM system. Coaxial monitoring cannot 
be implemented in EBM instead high magnification fixed monitoring is performed. Devices used include: 
• Pyrometers (Chapter 2.4.1). 
• Thermal cameras capture infrared radiation at wavelengths between 0.7 – 5 µm [186]. However most 
thermal cameras are sensitive to infrared with a wavelength between 3 – 5 µm [186]. 
• Optical cameras capture visible light typically coaxial with the laser. When mounted coaxial only specific 
wavelengths are captured and data can be used to determine melt pool information [33, 187, 188]. 
Wide field of view: Observe the entire (or a large portion) of the build layer constantly to determine effects 
before and after exposure. Devices include: 
• Thermal cameras (Chapter 2.4.2). 
• Optical cameras are commonly implemented using complementary metal oxide semiconductors (CMOS) 
sensors, or less commonly charged coupled device (CCD) sensors [189-192]. External illumination may 
also be required to fully resolve features especially at high framerates [178, 180, 191]. Spatter formation 
can be analysed using high frame rate [193] or high resolution [194] optical methods. 
• Laser or optical profilometers. Typically have limited application due to a slow capture rate [179] but can 
be applied to determine surface quality [71]. 
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Internal sensors: Measure the geometry or build platform directly, these sensors are usually static in space, 
require machine modifications and only collect point data. Devices include: 
• Thermocouples (Chapter 2.4.3). 
• Strain gauges [195]. 
• Laser displacement gauges [141, 152, 196]. Dunbar, Denlinger [196] implemented laser displacement in a 
SLM machine by fabricating a custom enclosure and build platform so that measurement equipment could 
be placed in the machine while keeping it separate from the powder. 
Post process measurement is not suitable for the validation of thermal SLM simulations and has limited 
capability at improving process understanding due to:  
• Non-destructive detection of internal flaws for complex geometries is limited to micro CT methods which 
are high cost[37]. 
• Post process information cannot be used for control or in-situ defect identification.  
• Non-constant thermal and distortion conditions throughout manufacture that can only be detected in-
situ [196]. 
• As the SLM process generates geometry layer-by-layer [30], there is the unique opportunity to inspect 
internal geometry with surface based process monitoring techniques [179].  
Most existing process monitoring focuses on the cyclical thermal zone and the effect of geometry is often 
neglected as a secondary cause of variation [179], despite being a major factor in manufacturability (Chapter 
2.2.3). However, as complexity of geometry is one of the key advantages of the SLM process over alternative 
methods its effects should be well understood which can be best demonstrated with process monitoring 
techniques that focus on the bulk thermal zone. Process monitoring methods suitable for inspection of the 
bulk thermal zone include wide field of view methods, that use IR or NIR devices to gather temperature data; 
and, internal process monitoring using thermocouples. Narrow field of view devices including pyrometers 
and coaxial melt pool monitoring methods will be not be thoroughly reviewed as their ability to inspect the 
bulk thermal zone is limited [197]. 
2.4.1 Pyrometers 
Pyrometers also known as photo detectors are the most common method of thermal process monitoring in 
SLM. Implementations of pyrometers include germanium (Ge) photodiodes with a wavelength range 
between 400 and 1700 nm [198, 199], Indium gallium arsenide (InGaAs) photodiodes with wavelength range 
of 1000-1600 nm [200], and silicon detectors using visible light, 400 to 800 nm.  
Pyrometers measure the emitted radiation of a body compared to an ideal black body. The detected radiation 
is then converted into a temperature to enable monitoring of the SLM process. Furthermore, two colour 
pyrometry enables temperature acquisition even if emissivity is not well known. 
Pyrometers are most commonly implemented in coaxial melt pool monitoring due to their rapid response 
and ease of integrating into optical systems. This makes pyrometers ideal for process monitoring of the 
cyclical thermal zone. Their use is also widespread in other point source heat driven manufacturing 
techniques including: laser welding [201, 202], and Directed Energy Deposition (DED) [187, 203-205].  
Limitations of pyrometers include: 
• A small field of view that is integrated, which limits their application for process monitoring of the bulk 
thermal zone [197].  
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• A pyrometer detecting emitted radiation normal to the build platform may be obstructed due to the 
generated plume [179, 203].  
• The emissivity of the monitored object needs to be known in order to achieve accurate measurements 
[198]. This limitation is addressed using two colour pyrometry. 
• Pyrometers integrate the total signal detected into a single value [10], which is useful for measuring point 
heat sources such as the melt pool. Converting temperature and time back onto the geometry is difficult 
and requires knowledge of the laser scan strategy.  
• Due to the small field of view of pyrometers any misalignment between focus area and point of interest 
can affect the acquired temperature data [188]. If the focal area of the pyrometer is lager then the heat 
spot accurate temperatures will not be achieved [192].  
• Large spatial gradients across a melt pool mean that even with accurate alignment of the pyrometer result 
may be lower than expected if the integration area is too large. 
• Pyrometers that are placed coaxial with the laser system must acquire light through the optical system of 
the machine, this limits the available wavelengths and calibration can be challenging [191].  
• Very high sampling rates are required to capture the thermal gradients in the melt pool and to perform 
frequency domain analysis. Research indicates that pyrometers should operate at 25kHz or higher [179].  
• Due to the complex transience of the cyclical thermal zone pyrometry alone may not provide sufficient 
information. Laser material interaction is complex and extensively studied outside of SLM with process 
monitoring performed using a wide array of technologies [81]. 
While not directly applicable to process monitoring of the bulk thermal zone pyrometers are commonly 
applied with other methods to assist in the calibration of data. Craeghs, Clijsters [56] used pyrometers 
coupled with a CMOS camera to acquire data of the melt pool collinear with the laser in the SLM process [28, 
56], with similar work performed in DED [205]. Pyrometers have been combined with wide field of view fixed 
optical sensors to provide both melt pool information and per layer data [191, 192]. A pyrometer can be used 
to calibrate the results of thermal cameras to ensure that a relevant emissivity value is assumed [206]. 
Multiple pyrometers can be combined to achieve a more reliable temperature measurement or wider area 
of inspection [187].  
2.4.2 Thermal camera 
Thermal cameras have a wider field of view than pyrometers and capture Infra-Red (IR) wavelengths, typically 
in 3 – 5µm range [186, 206]. Due to the poor transmittance of IR radiation through standard glass optical 
elements [186], CMOS and CCD cameras are limited to near infra-red (NIR) wavelengths with the use of filters 
[207]. As NIR process monitoring is common in the SLM process it will be included in this review. 
Limitations of thermal cameras include: 
• Wide field of view thermal cameras generate large amounts of data most of which is the powder bed 
where minimal thermal variation is occurring. 
• Emissivity is temperature and topology dependent. Therefore, as materials changes temperature and 
state, powder to liquid to solid, emissivity varies and its value is not well documented [178, 204]. 
Furthermore, if emissivity is unknown thermal camera data will have a limited accuracy or should use 
relative values [205]. These uncertainties result in IR and NIR process monitoring methods having 
documented variations of over 100oC [188]. Dual colour thermal cameras have been developed [208] 
which have the ability to address emissivity limitations. However there is only limited application within 
DED at present [203]. 
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• The viewing angle of the thermal camera cannot be normal to the build surface to avoid the plume 
generated during laser melting [179, 187]; which then requires calculations to correct the distortion of 
the image [190]. The effects of this can be minimised using a tilt shift lens [190]. 
• The framerate of thermal cameras is lower than pyrometers which is a limitation for cyclical thermal zone 
process monitoring as peak temperatures exist for very short periods, due to high thermal gradients 
present in the SLM process [39]. If this period is less than the exposure time of a thermal camera then it 
will not be resolved [87, 187, 206]. Therefore, high frequency recording up to 10kHz is required to resolve 
the high thermal gradients present in the SLM process [179, 197]. 
• Conversion of data back to the reference experimental geometry is cumbersome especially without the 
use of calibration markers [179]. 
• The direction of hatching can affect the signal back to the detector [179]. 
• If the camera is mounted on the SLM machine vibration during operation may affect accuracy of the 
results [190]. 
• NIR systems are limited at lower temperatures compared to true IR systems [209]. 
Fischer, Locher [206] use an IR camera to focus on a build area of 2.8mm x 2.8mm with an approximate pixel 
size of 0.1mm and integration time of 0.01s, which enabled the optimisation of selective laser sintering 
parameters [206], and was compared to numerical simulations of the temperature field [91]. 
Within DED using NIR thermal camera results have been validated using coaxial pyrometry. This NIR data, 
converted to temperature, is used for both closed loop control and validation of thermal simulation methods 
[203]. Coaxial NIR process monitoring was performed by Craeghs, Clijsters [197] at 10kHz with a field 
programmable gate array (FPGA) with high and low pass filters to restrict the incoming light and enable an 
accurate intensity conversion with a spatial resolution of 6µm. This data was then used to determine the 
effect of process parameters on melt pool size and shape, and to automatically adjust laser power to maintain 
a constant melt pool size. 
There is limited application of thermal process monitoring within the SLM process,most commonly 
implemented are coaxial measurements limited to small and simple geometric features.  
2.4.3 Thermocouples 
Thermocouples enable point measurement of a heat source within a well-defined tolerance. Thermocouples 
gather temperature data that is not dependent on changing emissivity and optical exposure conditions. The 
most commonly implemented thermocouples are K-type which have an accuracy of ±2.2°C or ±0.75% 
whichever is greater [196, 210]. The application of thermocouples within the SLM process is limited due to 
the requirements of physical contact and a hostile build environment. 
Thermocouples have been primarily implemented to validate temperature measurements of optical 
methods, such as pyrometers, which are then used as the primary source of process monitoring [211]. Within 
DED thermocouples have been implemented by processing the first layer of material directly over them [110, 
136, 205] or having them embedded in a custom build platform [141], which allows for accurate 
measurement of the process and shows high peak temperatures during the initial build layers. However, this 
method can damage the thermocouple, resulting in errant thermal gradients, is spatially static and cannot 
be implemented in SLM process. Peyre, Aubry [110] used up to 6 thermocouples in the DED process, that 
were cladded over, to measure temperature profiles which were then used to validate simulations. Similarly, 
Peyre, Aubry [110] used 3 thermocouples that were spot welded to the substrate and then manufactured 
over. Dunbar, Denlinger [196] embedded two thermocouples in a custom build platform that was then 
manufactured upon in the SLM process. 
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2.5 Conclusions 
There is significant research into improving understanding, reliability and repeatability of the SLM process. 
Due to the multi-scale nature of SLM, investigations tend to focus on either the cyclical thermal zone or the 
bulk thermal zone. As the SLM process has a large number of inputs, it is not practical to experimentally 
investigate all the parameters. This drives the development of a large number of SLM simulations. 
As SLM is thermally driven correct prediction of the transient temperature field should be the leading priority 
of research, which will then lead to more accurate predictions of other aspects of the process such as residual 
stress and distortion. 
The cyclical thermal zone is complex due to high transience, multi-physics and laser material interaction. 
Simulations designed to study these aspects of SLM have high-fidelity with a limited spatial domain. Melt 
pool and single layer simulations are relevant simulation categories. These simulations can provide 
fundamental insights into the SLM process and are therefore very common, 60% of simulation methods 
reviewed. Melt pool or single layer simulations are not suitable as DFAM tools since attempting to apply them 
to large structures requires unacceptable computational resources. 
The bulk thermal zone is complex due to the large spatial domain and long manufacturing duration. To enable 
simulation of long processes with large geometry simplifications are required. Layer-by-layer and reduced 
order simulation meet these requirements. These simulations provide the capability to improve SLM designs 
and 40% of simulations reviewed are in these categories. Due to the extensive simplifications reduced order 
simulations are relevant as DFAM tools. 
DFAM tools reduce the extensive material, process and design knowledge to implement suitable designs for 
additive manufacturing processes. Simulation methods that are suitable as DFAM tools must accommodate 
entire geometries and be able to integrate into the process. This will facilitate the production of complex 
SLM specific geometry and improved process reliability. 
There are multiple identified opportunities for the development of simulations for use as DFAM tools. 
Reduced order simulation methods are most suitable as they have a lower fidelity but higher computational 
efficiency [45], and most commercial SLM simulation software is in this category. The following areas are 
underdeveloped in SLM simulations: 
• Simulation methods specific to lattice structure and other low-density engineering structures are not 
available.  
• Simulation methods are not well integrated into the SLM design process and better integration with 
design and or pre-process slicing software will reduce computational overheads and allow reuse of data. 
• Multi component simulations are limited along with extensive study into the effect of geometry. 
• Many simulation methods evolved from laser welding, approximately 40%, and a larger variety of 
techniques should be studied to better represent the process. For example, coupled high- and low-
resolution models. 
Reduced order simulations for use as DFAM tools, including the methods developed in this thesis (Chapter 3 
& Chapter 4), require robust in-situ reference data sets for their validation. This additional requirement limits 
the development of reduced order simulations for SLM. Therefore, the development of reduced order 
simulations is conditional on the availability of relevant reference data. As reduced order simulations have 
element sizes larger than the cyclical thermal zone, process monitoring data that focuses on the bulk thermal 
zone is required. 
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Due to the complexity of SLM, process monitoring is common. Furthermore, non-contact process monitoring 
is prevalent due to a reluctance to disturb the powder bed. Therefore, most thermal process monitoring 
consists of pyrometry and thermal cameras. Pyrometers are not suitable for process monitoring of the bulk 
thermal zone, but they can be used to calibrate the results of thermal cameras that do have the potential to 
gather information on the bulk thermal zone. Thermal cameras can perform process monitoring on a large 
area of the powder bed and potentially gather information about the bulk thermal zone post exposure.  
A thermal camera is simple to setup in the SLM process, and if calibrated correctly can gather thermal 
information for the entire duration of manufacture. However, only the current build layer can be inspected, 
and resolution is limited if inspecting large areas. Despite the potential the wide field of view thermal camera 
process monitoring methods, is an established technique that should be able to gather information relating 
to the bulk thermal zone and is investigated in Chapter 5. 
There are no available methods to measure the bulk thermal zone directly below the current manufacturing 
layer. To enable this internal process monitoring is required and thermocouples are the only available viable 
technology. Thermocouples provide a well-defined temperature result not dependent on emissivity. 
However, they have limited transience especially with poor contact, only provide point data and require 
machine modification which in turn can lead to disruption of the powder bed. Despite these issues, as there 
is no available sub-surface, internal process monitoring method the use of thermocouples will be investigated 
in Chapter 6.  
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Chapter 3 
Computationally efficient finite difference method 
for metal additive manufacturing: A reduced-order 
DFAM tool applied to SLM 
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3.1 Introduction 
Selective Laser Melting (SLM) enables the production of high complexity geometry exceeding the 
manufacturing capability of traditional processes. However, SLM is highly complex, including transient 
thermo-mechanical loading, spatially and temporally transient boundary conditions and multi-scale affects. 
Furthermore, SLM is subject to significant experimental and statistical uncertainties. Consequently, the SLM 
process is poorly understood, and build-process simulations are computationally demanding. This limits the 
availability of Design For Additive Manufacture (DFAM) tools and necessitates the validation of multiple 
experimental prototypes for commercial applications. This Slice Data Simulation (SDS) is a novel finite 
difference method simulation of the transient temperature field that is based on a computationally efficient 
1D transient tri-diagonal system of equations and reduces data generation by the reuse of existing production 
data. The simplification of 3D geometry to a series of 1D simulations is particularly suited to lattice 
geometries due to the slenderness of lattice strut elements. The SDS method developed in this research 
provides a timely and useful DFAM tool that enables qualitative insight early in the design phase and pre-
production validation. The proposed method is compared to existing analytical and numerical results and by 
qualitative evaluation against titanium and aluminium structures manufactured using a commercial SLM 
machine. 
Based on the identified gaps in existing simulations (Chapter 2.5), the SDS method is a novel simulation 
method that reuses SLM slice data along with other simplifications to ensure computational efficiency while 
still emulating the SLM process (Chapter 3.2). SDS is compatible with all Powder Bed Fusion (PBF) processes 
with case studies provided for the validation of the numerical method (Chapter 3.3) and experimental 
comparison of SDS with aluminium and titanium lattice structures manufactured using SLM (Chapter 3.4). 
Although SDS is potentially compatible with Directed Energy Deposition, associated case studies are not 
explicitly evaluated.  
 
Figure 3-1: Generalised SLM production workflow. The experimental validation required for this workflow 
is costly, and stymies commercialisation. 
3.2 Method 
The SDS method is an iterative procedure with the following steps:  
1. Generate the slice data for the desired geometry (Chapter 3.2.1). 
2. From the slice data, generate the connectivity network (Chapter 3.2.2), cross sectional area and heat input 
parameters (Chapter 3.2.4). 
3. For each unique polygon area on every layer, define a representative 1D thermal simulation (Chapter 
3.2.2), based on said polygon’s layer-by-layer flow path to the build platform.  
4. Apply an element cross section based on the polygonal information from slicing and add simplified load 
and boundary conditions (BC) (Chapter 3.2.2). 
5. Solve each flow path as a 1D transient thermal simulation. 
6. Map the simulation results onto the 3D slice data. 
7. Repeat the above process throughout the slice data building up results layer by layer. 
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The developed simulation achieves a computationally efficient, reduced order result by:  
• The reuse of existing slice data to calculate relevant geometric parameters, which are then further 
combined with machine settings to determine heat input parameters. 
• The reduction of the 3D geometry to a series of representative 1D elements based on the overhanging 
area, DA, and supported area, SA, for each simulation thickness.  
• The combination of individual 1D elements into a thermal flow network. This representation is highly 
compatible with the slender geometries of lattice structures and is computationally efficient (Chapter 
3.2.2). 
• Boundary conditions and loads are simplified to concentrated points, i.e. the entire cross-sectional area 
of the layer is heated simultaneously (Chapter 3.2.4). 
• Phase change and temperature dependent material properties are not implemented, which improves 
computational efficiency. Furthermore, the simulation is intended to be a reduced order DFAM tool, 
where the prediction of build outcomes for large scale complex geometries is favoured over high fidelity 
prediction. 
• No conduction into the powder is a conservative assumption that enables the representation of the 
geometry as a series of 1D thermal flow paths (Chapter 3.2.2). 
• Considering the heat source as a concentrated heat flux, 𝑞. 
• Build platform is set at a constant temperature, 𝑇𝑏𝑎𝑠𝑒. 
3.2.1 Application of slice data to simulation 
From the basic slice data (Chapter 2.2.3), geometric and connectivity data relevant to the development of 
the reduced-order simulation can be derived (Figure 3-2): 
• The overhanging area, 𝑫𝑨𝒏: area that is absent on the preceding layer, n-1, i.e. the set complement of 
successive areas (Eq 3-1). A positive DA implies increasing cross-sectional area. 
• Supporting area, 𝑺𝑨𝒏: area that overlaps between the current and layer n-1, i.e. set intersection of 
current and preceding layer areas (Eq 3-2). 
• Connectivity network: a list of connections between uniquely defined areas across neighbouring layers 
(Figure 3-5). 
𝐷𝐴𝑛 = 𝐴𝑛 − 𝐴𝑛−1 Eq 3-1 
𝑆𝐴𝑛 = 𝐴𝑛 ∩ 𝐴𝑛−1 Eq 3-2 
 
Figure 3-2: Geometric data available from slice data, including: overhanging area, 𝑫𝑨; supported area, 
𝑺𝑨. 
Increasing simulation slice thickness, 𝑙𝑡, improves computational performance by reducing the number of 
simulated elements, but reduces simulation resolution. The proposed method can be applied to geometries 
of any scale, provided that the value of 𝑙𝑡 is not so large that the geometry becomes discontinuous. For 
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example, for a cylinder of diameter, D, inclined to the build platform by inclination angle, 𝜃, Eq 3-6 must be 
satisfied for the geometry to be continuous. 
   
Figure 3-3: Effect of simulation slice thickness, 𝒍𝒕, on strut continuity for an inclined cylinder of diameter, 
D. The ratio of overhanging area, 𝑫𝑨, to supported area, 𝑺𝑨, increases with 𝒍𝒕 until geometry becomes 
discontinuous (right).  
𝐴𝑛 ∝
𝐷
sin(𝜃)
 Eq 3-3 
𝐷𝐴𝑛 ∝
𝑙𝑡
tan(𝜃)
 Eq 3-4 
𝑆𝐴𝑛 ∝ 𝐴𝑛 −𝐷𝐴𝑛 =
𝐷
sin(𝜃)
−
𝑙𝑡
tan (𝜃)
 Eq 3-5 
𝑙𝑡 <
𝐷
cos(𝜃)
 Eq 3-6 
As 𝜃 decreases and the slice thickness increases the ratio of the supported area, 𝑆𝐴𝑛, to the applied heat 
area, 𝐴𝑛, decreases (Figure 3-4). This effect indicates that the outcomes of the proposed method are 
dependent on local geometry and slice thickness. 
 
Figure 3-4: Ratio of supported area to cross sectional area. 
3.2.2 Reduction to a single dimension 
A 3D FEM simulation requires a 𝑛 × 𝑛 system of equations to be solved using matrix inversion, whereas a 1D 
simulation only requires a tri-diagonal square matrix to be solved. The computational cost of solving an 
asymmetric 𝑛 × 𝑛 system and a tri-diagonal system of equations has asymptotic upper bound of 𝑂(𝑛3) and 
𝑂(𝑛), respectively [212]. 𝑂(𝑛3) methods have cubic running time and are “practical for use only on small 
problems” [213]. This insight enables significant reduction in computational cost by implementing a 1D 
simulation, core to the computational efficiency of the SDS method (Chapter 3.2.3). 
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To enable simulation of a 3D geometry using 1D simulation tools, the AM slice data is leveraged to create a 
series of 1D thermal flow paths (Figure 3-5). A thermal flow path is all the elements which heat can flow 
through from the current element being exposed to the build platform. Each thermal flow path within the 
geometry is identified and solved by a layer-by-layer approach:  
1. For each thermal flow path, the cross-sectional area, 𝐴𝑛, supported area, 𝑆𝐴𝑛 ,  and any existing 
temperature information is extracted from the 3D slice data. 
2. Each layer is represented by an element with area 𝑆𝐴𝑛  and initial conditions set as either previously 
calculated or an ambient temperature. if heat flow can occur through more than one element on a given 
layer then a hybrid element is generated to represent both heat flows.  
3. An element is placed at the uppermost and lowermost surface to represent the surface heat flux and 
build platform temperature respectively. 
4. The element representing the upper surface is used to determine exposure time, 𝑡𝑒𝑥𝑝. 
5. The heat source is then represented with a flux boundary condition, for 𝑡𝑒𝑥𝑝. 
6. An adiabatic boundary condition is then applied to the uppermost element for the recoating period, 
𝑡𝑟𝑒𝑐𝑜𝑎𝑡, to represent the time taken for the build platform to lower and a new layer of metallic powder 
to be applied. 
7. Steps 4-7 are iterated until all nodes associated with the current thermal flow path have been added to 
the implicit transient thermal simulation. 
Every thermal flow path that constitutes the 3D geometry is individually simulated and then combined to 
achieve a final transient thermal temperature profile for 3D geometry (Figure 3-5). 
 
Figure 3-5: Abstraction of lattice structure, left, into a connectivity network showing three levels of 
enlargement, right. 
3.2.3 Thermal diffusion derivation  
The finite difference method is used to implicitly derive the thermal diffusion equation (Eq 3-7) in one 
dimension for the general SLM focused case that allows uneven node spacing and no internal heat 
generation. The resulting equations are based on an energy balance for each element (Figure 3-6), where the 
rate of change of energy within a single element, n (Eq 3-8), is equal to the net heat flow into the element as 
defined by Fourier’s law (Eq 3-9).  
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Figure 3-6: Three elements with unique conductivities, k, element size, 𝜟𝒙, node temperature, T, and 
nodal spacing, , at three nodal increments, 𝒏 and time increment 𝒑. 
Fourier’s law can then be used to determine the difference between the heat flowing into the element at n-
1/2, and the heat flowing out of the element at n+1/2 at a given time increment, 𝑝 (Eq 3-10) [214]. This 
enables the general discretised thermal diffusion equation which enables temperatures to be calculated 
using present temperatures, explicit 𝜃 = 0, future temperatures, implicit 𝜃 = 1, an average of the two, Crank 
Nicolson [175] 𝜃 = 0.5, or any value in between (Figure 3-7). This research implements, implicit, forwards 
time, central space finite difference method, 𝜃 = 1, as it is unconditionally stable and faster to calculate then 
𝜃 = 0.5 (Eq 3-11). 
 
Figure 3-7: Implementations of a 1D finite difference method with different time and space solution 
points. Blue values are based on boundary conditions, red values are unknown.  
𝜌𝐶𝑝
𝜕𝑇
𝜕𝑡
= 𝑘 (
𝜕2𝑇
𝜕𝑥2
) Eq 3-7 
∆𝐸
∆𝑡
=
𝜌𝐶𝑝𝐴𝑛∆𝑥𝑛(𝑇𝑛
𝑝+1 − 𝑇𝑛
𝑝
)
Δ𝑡
 Eq 3-8 
𝑄 = −𝑘𝐴
𝜕𝑇
𝜕𝑥
 Eq 3-9 
∆𝑄 = 𝜃 [−𝑘𝑛−1 2⁄ 𝐴𝑛−1/2 (
𝑇𝑛
𝑝+1 − 𝑇𝑛−1
𝑝+1
𝛿𝑛−1/2
) − (−𝑘𝑛+1/2𝐴𝑛+1/2 (
𝑇𝑛+1
𝑝+1 − 𝑇𝑛
𝑝+1
𝛿𝑛+1/2
))] + 
(1 − 𝜃) [−𝑘𝑛−1 2⁄ 𝐴𝑛−1/2 (
𝑇𝑛
𝑝 − 𝑇𝑛−1
𝑝
𝛿𝑛−1/2
) − (−𝑘𝑛+1/2𝐴𝑛+1/2 (
𝑇𝑛+1
𝑝 − 𝑇𝑛
𝑝
𝛿𝑛+1/2
))] 
Eq 3-10 
∆𝑄⏟
𝜃=1
= −𝑘𝑛−1 2⁄ 𝐴𝑛−1/2 (
𝑇𝑛
𝑝+1 − 𝑇𝑛−1
𝑝+1
𝛿𝑛−1/2
) + 𝑘𝑛+1/2𝐴𝑛+1/2 (
𝑇𝑛+1
𝑝+1 − 𝑇𝑛
𝑝+1
𝛿𝑛+1/2
) Eq 3-11 
The variables affecting heat transfer between adjacent nodes are conductivity, 𝑘, cross-sectional area, 𝐴, and 
distance between nodes, 𝛿. Both 𝑘 and 𝐴 are derived using the harmonic mean (Eq 3-12) to ensure more 
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consistent heat flow at element boundaries [215]. Two adjacent element lengths, ∆𝑥, are used to calculate 
𝛿 (Eq 3-13). These three terms are then reduced to a single combined weighting factor, 𝐶 (Eq 3-14). 
𝐴𝑛±1/2 =
2
1
𝐴𝑛
+
1
𝐴𝑛±1
     𝑘𝑛±1/2 =
2
1
𝑘𝑛
+
1
𝑘𝑛±1
 
Eq 3-12 
𝛿𝑛±1/2 = 
∆𝑥𝑛 + ∆𝑥𝑛±1
2
 Eq 3-13 
𝐶𝑛±1/2 =
𝑘𝑛±1/2𝐴𝑛±1/2
𝛿𝑛±1/2
     Eq 3-14 
∆𝑄 = 𝐶𝑛+1/2(𝑇𝑛+1
𝑝+1 − 𝑇𝑛
𝑝+1
) − 𝐶𝑛−1/2(𝑇𝑛
𝑝+1 − 𝑇𝑛−1
𝑝+1
) Eq 3-15 
The rate of change of energy within a single element (Eq 3-8), can then also be simplified using a weighting 
term, 𝐵 (Eq 3-16). Eq 3-15 and Eq 3-17 are then combined to obtain the discretised heat diffusion equation 
(Eq 3-18). Rearranging the equation in terms of current and future temperatures (Eq 3-19) enables easy 
conversion into a matrix form (Eq 3-20). 
𝐵𝑛 =
∆𝑡
𝜌𝐶𝑝𝐴𝑛∆𝑥𝑛
 Eq 3-16 
∆𝐸
∆𝑡
=  
(𝑇𝑛
𝑝+1 − 𝑇𝑛
𝑝)
𝐵𝑛 
 Eq 3-17 
(𝑇𝑛
𝑝+1 − 𝑇𝑛
𝑝)
𝐵𝑛 
=  𝐶𝑛+1/2(𝑇𝑛+1
𝑝+1 − 𝑇𝑛
𝑝+1
) − 𝐶𝑛−1/2(𝑇𝑛
𝑝+1 − 𝑇𝑛−1
𝑝+1
) Eq 3-18 
𝑇𝑛−1
𝑝+1
(−𝐵𝐶𝑛−1/2) + 𝑇𝑛
𝑝+1
(1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2) + 𝑇𝑛+1
𝑝+1
(−𝐵𝐶𝑛+1/2) = 𝑇𝑛
𝑝
 Eq 3-19 
𝑊𝑛 = 1 + 𝐵𝑛𝐶𝑛+1/2 +𝐵𝑛𝐶𝑛−1/2 
[
𝑊𝑛−1 −𝐵𝐶𝑛−1/2 0
−𝐵𝐶𝑛−1/2 𝑊𝑛 −𝐵𝐶𝑛+1/2
⋱
] ∙ [
𝑇𝑛−1
𝑝+1
𝑇𝑛
𝑝+1
𝑇𝑛+1
𝑝+1
] = [
𝑇𝑛−1
𝑝
𝑇𝑛
𝑝
𝑇𝑛+1
𝑝
] 
Eq 3-20 
3.2.4 Loads and boundary conditions 
The representation of loads and boundary conditions (BC) within the developed FDM is required to enable 
solving of the thermal diffusion equation as a boundary value problem. BC are applied at the edge of an 
element, n-1/2, with the following methods developed: 
• Temperature (Chapter 3.2.5). 
• Heat input (Chapter 3.2.6). 
• Flux (Chapter 3.2.7). 
• Adiabatic (Chapter 3.2.8). 
3.2.5 Set temperature BC 
A set temperature BC is derived by assuming that the final element is at a set temperature, 𝑇𝑠𝑒𝑡 (Figure 3-8, 
Eq 3-21). To ensure that the final equation is symmetrical the set temperature is then moved to the other 
side of the equation (Eq 3-22). This results in a symmetric stiffness matrix which improves computational 
performance and storage efficiency (Eq 3-23). 
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Figure 3-8: 1D diagram of three elements with the left at a set temperature, 𝑻𝒔𝒆𝒕. 
𝑇𝑠𝑒𝑡(−𝐵𝐶𝑛−1/2) + 𝑇𝑛
𝑝+1
(1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2) + 𝑇𝑛+1
𝑝+1
(−𝐵𝐶𝑛+1/2) = 𝑇𝑛
𝑝
 Eq 3-21 
𝑇𝑛
𝑝+1
(1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2) + 𝑇𝑛+1
𝑝+1
(−𝐵𝐶𝑛+1/2) = 𝑇𝑛
𝑝 + 𝑇𝑠𝑒𝑡(𝐵𝐶𝑛−1/2) Eq 3-22 
[
1 + 𝐵𝐶𝑛+1/2 −𝐵𝐶𝑛+1/2
⋱
] ∙ [
𝑇𝑛
𝑝+1
𝑇𝑛+1
𝑝+1] = [
𝑇𝑛
𝑝 + 𝑇𝑠𝑒𝑡(𝐵𝐶𝑛−1/2)
𝑇𝑛+1
𝑝+1 ] Eq 3-23 
A secondary interpretation of a set temperature is available where the temperature at the boundary of an 
element it fixed rather than at a set element distance away. This is derived by expanding combined weighting 
factor, 𝐶 and reducing the element spacing to half the element length (Eq 3-24, Eq 3-25). 
𝑇𝑠𝑒𝑡(𝐵𝐶𝑛−1/2) = 𝑇𝑠𝑒𝑡 (
∆𝑡
𝜌𝐶𝑝𝐴𝑛∆𝑥𝑛
)(
𝑘𝑛𝐴𝑛
Δ𝑥𝑛/2
) =
2𝑇𝑠𝑒𝑡Δ𝑡𝑘𝑛
𝜌𝐶𝑝∆𝑥𝑛
2  Eq 3-24 
[
1 + 𝐵𝐶𝑛+1/2 −𝐵𝐶𝑛+1/2
⋱
] ∙ [
𝑇𝑛
𝑝+1
𝑇𝑛+1
𝑝+1] = [
𝑇𝑛
𝑝 +
2𝑇𝑠𝑒𝑡Δ𝑡𝑘𝑛
𝜌𝐶𝑝∆𝑥𝑛
2
𝑇𝑛+1
𝑝+1
] Eq 3-25 
3.2.6 Set heat BC 
A constant heat input BC is a fundamental BC from which other thermal BC can be developed. A constant 
heat BC is derived by adding an additional heat load, 𝑄, to the net heat flow equation. If the heat input is on 
the boundary of element n the thermal diffusion equation can be developed (Figure 3-9, Eq 3-26). This results 
in a symmetric matrix with an element that has a constant heat input BC (Eq 3-27). 
 
Figure 3-9: 1D diagram of two elements with a constant heat input BC. 
𝑇𝑛
𝑝+1
(1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2) + 𝑇𝑛+1
𝑝+1
(−𝐵𝐶𝑛+1/2) = 𝑇𝑛
𝑝 + 𝑄 Eq 3-26 
[
1 + 𝐵𝐶𝑛+1/2 −𝐵𝐶𝑛+1/2
⋱
] ∙ [
𝑇𝑛
𝑝+1
𝑇𝑛+1
𝑝+1] = [
𝑇𝑛
𝑝 +𝐵𝑄
𝑇𝑛+1
𝑝+1 ] Eq 3-27 
3.2.7 Set flux BC 
A constant flux BC is derived using the constant heat input BC. Based on a known surface flux, 𝑞", at element 
edge n-1/2 (Figure 3-10, Eq 3-28); which results in a modified thermal conduction equation (Eq 3-29).  
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Figure 3-10: 1D diagram of two elements with a surface flux BC. 
𝑄 =  𝑞"𝐴𝑛−1/2 Eq 3-28 
𝑇𝑛
𝑝+1
(1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2) + 𝑇𝑛+1
𝑝+1
(−𝐵𝐶𝑛+1/2) = 𝑇𝑛
𝑝 + 𝐵𝑞"𝐴𝑛−1/2 Eq 3-29 
[
1 + 𝐵𝐶𝑛+1/2 −𝐵𝐶𝑛+1/2
⋱
] ∙ [
𝑇𝑛
𝑝+1
𝑇𝑛+1
𝑝+1] = [
𝑇𝑛
𝑝 +𝐵𝑞"𝐴𝑛−1/2
𝑇𝑛+1
𝑝+1 ] Eq 3-30 
3.2.8 Adiabatic BC 
An adiabatic BC is any simulation edge that has no heat input or output. An adiabatic BC is a conducting 
element with no loads at a boundary (𝑄 = 0, Eq 3-26, Figure 3-11). 
 
Figure 3-11: 1D diagram of two elements with an adiabatic BC. 
3.3 Numerical validation 
Analytical solutions for the simplified thermal processes and can be used to ensure that the SDS is 
mathematically realistic. The following analytical validations are performed:  
• Comparison with analytical solution for transient heat transfer in semi-infinite plane (Chapter 3.3.1).  
• Simulation of increasing, decreasing and constant area geometries and comparison with commercial FEM 
results (Chapter 3.3.1). 
• Simulation of an inclined cylinder with varied geometric and simulation parameters (Chapter 3.3.3). 
3.3.1 Semi-infinite plane 
Semi-infinite planes for multiple boundary conditions can be analytically derived [175]. This demonstrates 
that the FDM implemented and the basic boundary conditions are correct. (Figure 3-12). 
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Figure 3-12: Analytical and FDM results for semi-infinite plane with constant boundary heat flux [175]. 
The temperature field of a semi-infinite plane with constant boundary conditions can be analytically 
determined [175]. A semi-infinite plane is any heat transfer medium where the far end of the medium does 
not change temperature within the analysis time; therefore, the length of the element can be modelled as 
infinite. A 1D length is considered semi-infinite if Eq 3-31 is satisfied, and the error associated with the 
analytic prediction (Eq 3-32) is at most 1.7% [175]. Analytical formula can be derived for: temperature (Eq 
3-32), heat input (Eq 3-33) and convection (Eq 3-34) BC. 
While the semi-infinite plane calculations do not represent the SLM process they are used to ensure that the 
developed finite difference methods are physically realistic. This testing is performed automatically for a 
range of input parameters using the MATLAB unit testing framework [216]. Results are presented for a single 
set of these input parameters (Table 3-1). 
Table 3-1: Input parameters for semi-infinite validations 
Name value 
𝑻𝒊 𝟐𝟎℃ 
𝑻𝒔 𝟒𝟎𝟎℃ 
𝒒" 𝟑 × 𝟏𝟎𝟓𝑾/𝒎𝟐 
𝑻𝒇𝒍𝒖𝒊𝒅 𝟒𝟎𝟎℃ 
𝒉 𝟏𝟎𝑾/𝒎𝟐 ∙ ℃ 
𝒌 𝟒𝟎𝟏𝑾/𝒎 ∙ ℃ 
𝝆 𝟖𝟗𝟑𝟑𝒌𝒈/𝒎𝟑 
𝑪𝒑 𝟑𝟖𝟓𝑱/𝒌𝒈 ∙ ℃ 
𝒕 [𝟎 − 𝟓]𝒔 
𝒙 [𝟎 − 𝟎. 𝟕𝟓]𝒎 
 
𝐹𝑜 =
𝛼𝑡
𝐿2
≤ 0.19, 𝛼 =
𝑘
𝜌𝐶𝑝
 Eq 3-31 
𝑇(𝑥, 𝑡) = 𝑇𝑠 + (𝑇𝑖 − 𝑇𝑠) erf (
𝑥
2√𝛼𝑡
)  Eq 3-32 
𝑇(𝑥, 𝑡) = 𝑇𝑖 +
2𝑞"√𝛼𝑡/𝜋
𝑘
𝑒−
𝑥2
4𝛼𝑡 −
𝑞"𝑥
𝑘
erfc (
𝑥
2√𝛼𝑡
) Eq 3-33 
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𝑇(𝑥, 𝑡) = 𝑇𝑖 + (𝑇𝑓𝑙𝑢𝑖𝑑 − 𝑇𝑖)(erfc (
𝑥
2√𝛼𝑡
) − 𝑒
(
ℎ𝑥
𝑘 +
ℎ2𝛼𝑡
𝑘2
)
∙ erfc (
𝑥
2√𝛼𝑡
+
ℎ√𝛼𝑡
𝑘
)) Eq 3-34 
 
Figure 3-13: Analytical and FDM results for semi-infinite plane with various boundary conditions [175] 
t = 1 (1), 2 (2), 5 (3) seconds. 
3.3.2 FEM validation 
To provide a comparative reference case, results are compared with equivalent data generated by 
commercial FEM software for transient simulations with parameters matching the intended use of the 
method in simulating SLM (Table 3-2).  
Table 3-2: Parameters implemented for the numerical validation. Material properties from [217]. 
Name Value Description 
𝑇𝑏𝑎𝑠𝑒 0°𝐶 
Temperature of the lower 
node (build platform) 
𝑘 6.7𝑊/𝑚°𝐶 Material conductivity 
𝐶𝑝 
526.3𝐽
/𝑘𝑔°𝐶 
Material specific heat 
capacity 
𝜌 
4430kg
/m3  
Material density 
𝑡𝑟𝑒𝑐𝑜𝑎𝑡 6𝑠 Recoating time 
𝑡𝑒𝑥𝑝 (Eq 3-35) exposure time 
𝑣 1𝑚/𝑠 Scan velocity 
𝑑 0.05𝑚𝑚 beam diameter 
𝑃 5𝑊 heat source power 
𝐴𝑛 𝑚
2 Area at a given layer 
Figure 3-14 to Figure 3-16 demonstrate that the reduced-order simulation provides equivalent results to 
commercial FEM code1 for cases with constant, increasing and decreasing cross-sectional area, 𝐴𝑛, with the 
following observations:  
• For constant cross-sectional area, maximum temperature increases proportionally to the build height 
(Figure 3-14).  
• Increasing cross-sectional area results in significantly faster temperature increase due to increasing 
exposure time, 𝑡𝑒𝑥𝑝, and smaller conduction paths relative to the current layer (Figure 3-15).  
 
1 The top of the peaks is truncated in the commercial FEM software due to limitations in ABAQUS 6.14. The ability to 
precisely control sub step increments is limited due to technical limitations in ABAQUS. Therefore, sharp peaks are 
not realised as sub step increments do not perfectly align. 
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• Decreasing cross-sectional area results in a lower maximum temperature as layers are sequentially added 
to the simulation (Figure 3-16); this is expected as smaller cross-sectional areas will have a reduced 𝑡𝑒𝑥𝑝 
and a larger conduction path through preceding layers to facilitate heat removal. 
𝑡𝑒𝑥𝑝 =
𝐴𝑛
𝑣𝑑
 Eq 3-35 
 
Figure 3-14: Maximum temperature profile with respect to time for constant area validation case. 
 
Figure 3-15: Maximum temperature profile with respect to time for increasing area validation case. 
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Figure 3-16: Maximum temperature profile with respect to time for reducing area validation case. 
3.3.3 Inclined cylinder with varying geometry and BCs 
The reduced-order simulation method has been applied to obtain the peak temperature for a full factorial 
design of experiments (DOE) (Table 3-3) of an inclined cylinder (Figure 3-17). Three unique layer-by-layer 
simulation scenarios are compared, with different methodologies in heat source application (Table 3-4), but 
a constant recoat time, 𝑡𝑟𝑒𝑐𝑜𝑎𝑡. 
  
Figure 3-17: Schematic of DOE variables for inclined cylinder heating (Table 3-3). Simulation results for 
constant build height and constant strut length are summarised in Figure 3-18. 
Table 3-3: Inclined cylinder DOE and initial physical conditions. 
Control Factor Unit Level Legend 
Inclination angle, 𝜃 𝑑𝑒𝑔° 
0-90, 
every 5° 
x-axis 
every 5° 
Strut diameter, 𝐷 𝑚𝑚 
0.5  
2  
4  
Simulation layer   
thickness, 𝑙𝑡 
𝑚𝑚 
0.03  
0.1  
0.5  
Strut length, 𝐿 / 
Build height, 𝐻 
𝑚𝑚 18 
Recoat time, 𝑡𝑟𝑒𝑐𝑜𝑎𝑡 𝑠 6 
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Scan speed, 𝑣 
𝑚𝑚
/𝑠 
1000 
Base Temperature, 
𝑇𝑏𝑎𝑠𝑒 
℃ 0 
beam diameter, 𝑑 𝑚𝑚 0.05 
For all scenarios, the heat flux, 𝑞" is a function of heat source power, 𝑃, and beam diameter, 𝑑 (Eq 3-36). 
Constant strut length and constant build height simulations have the number of layers as defined by Eq 3-37 
& Eq 3-38 respectively. For all scenarios the cross-sectional area, 𝐴, is constant for every layer, 𝑛. Due to the 
consistent cross-section, 𝐴, the total energy can also be derived (Eq 3-39). 
𝑞" =
𝑃
𝜋 (
𝑑
2)
2 =
4𝑃
𝜋𝑑2
 
Eq 3-36 
For a constant strut length (L) 
𝑁 = floor (
𝐿sin (𝜃)
𝑙𝑡
) Eq 3-37 
For a constant strut height (H) 
𝑁 = floor (
𝐻
𝑙𝑡
) Eq 3-38 
𝐸𝑡𝑜𝑡𝑎𝑙 = ∑𝑞"𝐴𝑛𝑡𝑒𝑥𝑝
𝑁
𝑛=1
= 𝑁 ∙
4𝑃
𝜋𝑑2
∙ 𝐴𝑛 ∙
𝐴𝑛
𝑣𝑑
= 4𝑁 ∙
𝑃𝐴2
𝜋𝑣𝑑3
 Eq 3-39 
Scenario 1, constant 𝑬𝒔: To maintain a constant surface energy density, 𝐸𝑠 (Eq 2-8), the heat source power, 
𝑃, is varied (Eq 3-40). The total energy, 𝐸𝑡𝑜𝑡𝑎𝑙 (Eq 3-41), that enters the part becomes dependent on 𝐴 which 
is summed over the number of layers for a constant strut length (Eq 3-42) or a constant build height (Eq 3-43). 
𝑃 = 𝐸𝑠𝑣𝑑,    𝐸𝑠 = 𝑐𝑜𝑛𝑠𝑡 Eq 3-40 
𝐸𝑡𝑜𝑡𝑎𝑙 = 4𝑁 ∙
𝐸𝑠𝑣𝑑𝐴
2
𝜋𝑣𝑑3
= 4𝑁 ∙
𝐸𝑠𝐴
2
𝜋𝑑2
 Eq 3-41 
For a constant strut length (L) 
𝐸𝑡𝑜𝑡𝑎𝑙 = 4
𝐿𝑠𝑖𝑛(𝜃)
𝑙𝑡
∙
𝐸𝑠𝐴
2
𝜋𝑑2
=
4𝐿 sin(𝜃)𝐸𝑠𝐴
2
𝑙𝑡𝜋𝑑2
 Eq 3-42 
For a constant strut height (H) 
𝐸𝑡𝑜𝑡𝑎𝑙 = 4
𝐻
𝑙𝑡
∙
𝐸𝑠𝐴
2
𝜋𝑑2
=
4𝐻𝐸𝑠𝐴
2
𝑙𝑡𝜋𝑑2
 
Eq 3-43 
Scenario 2, constant 𝑬𝒗: To maintain constant volumetric energy density, 𝐸𝑣 (Eq 2-9), heat source power, P, 
is varied proportional to layer thickness, 𝑙𝑡 (Eq 3-44). Unlike the constant 𝐸𝑠 scenario 𝐸𝑡𝑜𝑡𝑎𝑙 (Eq 3-45), is 
independent of 𝑙𝑡 (Eq 3-46, Eq 3-47).  
𝑃 = 𝐸𝑣𝑙𝑡𝑣𝑑,    𝐸𝑣 = 𝑐𝑜𝑛𝑠𝑡  Eq 3-44 
𝐸𝑡𝑜𝑡𝑎𝑙 = 4𝑁 ∙
𝐸𝑣𝑙𝑡𝑣𝑑𝐴
2
𝜋𝑣𝑑3
= 4𝑁 ∙
𝐸𝑣𝑙𝑡𝐴
2
𝜋𝑑2
 Eq 3-45 
For a constant strut length (L) 
𝐸𝑡𝑜𝑡𝑎𝑙 = 4
𝐿𝑠𝑖𝑛(𝜃)
𝑙𝑡
∙
𝐸𝑣𝑙𝑡𝐴
2
𝜋𝑑2
=
4𝐿𝑠𝑖𝑛(𝜃)𝐸𝑣𝐴
2
𝜋𝑑2
 
Eq 3-46 
For a constant strut height (H) 
𝐸𝑡𝑜𝑡𝑎𝑙 = 4
𝐻
𝑙𝑡
∙
4𝐸𝑣𝑙𝑡𝐴
2
𝜋𝑑2
=
4𝐻𝐸𝑣𝐴
2
𝜋𝑑2
 
Eq 3-47 
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Table 3-4: How heat application varies with different methods. 
Scenario Input power, 𝑷 Exposure time, 𝒕𝒆𝒙𝒑 
Constant 
𝐸𝑠 
𝐸𝑠𝑣𝑑  
(Eq 3-40) 
Proportional to 𝐴 
Constant 
𝐸𝑣 
Proportional to 𝑙𝑡 
(Eq 3-44)2 
Proportional to 𝐴 
For all the performed simulations (Figure 3-18), temperatures rises for the entire exposure time, 𝑡𝑒𝑥𝑝. 
Consequently, geometry with a larger cross-sectional area will reach a higher peak temperature (Figure 3-18, 
label 1 and label 5).  
For all cases temperatures are clearly unphysical, this is due to no cooling term being present at the heat 
source. Cooling terms include evaporative heat loss, convection and radiation into the atmosphere. However, 
without experimental data the values that should be applied to such cooling terms are not well defined. 
Therefore, this research investigates the pure thermal results with basic BC to determine if results match 
expected thermal trends during SLM manufacture. Future work can use the experimental data gathered in 
Chapter 5 and or Chapter 6 to implement accurate cooling terms. 
For a constant strut length scenario (Figure 3-18 Left), 𝑁 decreases with decreasing 𝜃 and increasing 𝑙𝑡 (Eq 
3-37). This reduces the 𝐸𝑡𝑜𝑡𝑎𝑙 that the part receives which results in decreased peak temperatures compared 
to constant build height simulations (Figure 3-18 Right). The reducing number causes a limitation that is 
apparent for the 𝑙𝑡 = 0.5mm simulations, where only 6 layers are present at 10° and discontinuous geometry 
can occur (Figure 3-18, label 3). However, in practice such trivial small parts do not occur. 
 
2 𝐸𝑣 is calculated using 𝑙𝑡 = 0.1𝑚𝑚 and 𝑃 = 5𝑊 which is then use as constant value for scenario 2. 
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Figure 3-18: Peak cylinder temperature versus inclination angle for various geometry (Table 3-3) and, 
simulation conditions (Table 3-4). (1,5) peak temperatures occur for peak 𝑫. (2) peak temperatures are 
inversely proportional to 𝒍𝒕, for constant 𝑬𝒔, due to increase in the total layers. (3) peak temperatures 
decrease due to a reduction in the total number of layers and discontinuous geometry. (4) peak 
temperatures proportional to 𝑳𝒕, for constant 𝑬𝒗, Due to increasing power input. 
Scenario 1, constant 𝑬𝒔: Peak temperatures increase with increasing diameter, 𝐷, and decreasing layer 
thickness, 𝑙𝑡 (Figure 3-18, label 1). As the inclination angle, 𝜃, decreases the cross-sectional area, 𝐴, increases 
which increases the total energy, 𝐸𝑡𝑜𝑡𝑎𝑙 (Eq 3-42), that the geometry receives; coupled with an increased 
resistance to heat transfer (Chapter 3.2.4) significant increases in peak temperatures occur. For the constant 
𝐸𝑠 scenario 𝐸𝑡𝑜𝑡𝑎𝑙 is dependent on the total number of layers, 𝑁 (Eq 3-42), therefore decreasing 𝑙𝑡 also 
increases the peak temperatures (Figure 3-18, label 2). 
Scenario 2, Constant 𝑬𝒗: For a constant volumetric energy density, 𝐸𝑣, peak temperatures increase with 
increasing 𝐷, and 𝑙𝑡 (Figure 3-18, label 5). To maintain a constant 𝐸𝑣 heat source power, 𝑃, is set proportional 
to 𝑙𝑡 (Eq 3-44) resulting in a constant 𝐸𝑡𝑜𝑡𝑎𝑙 (Eq 3-46). The use of a variable 𝑃 results in variation of 𝑞 which 
splits peak temperatures proportional to 𝑙𝑡 (Figure 3-18, label 4). Larger diameter geometries have an 
increased 𝑡𝑒𝑥𝑝 which coupled with the largest 𝑙𝑡 caused the most significant peak temperatures (Figure 3-18, 
label 5).  
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Computational performance is improved by increasing 𝑙𝑡. However, regardless of the simulation scenario 
employed (Figure 3-18) different 𝑙𝑡 results in a variation in the peak temperature profiles. Therefore, despite 
the associated performance increases offered by using a larger 𝑙𝑡 experimental validation is required. 
3.4 Experimental validation 
Due to the extensive simplifications present in the SDS method, case-by-case experimental validation is 
required to calibrate the quantitative results for specific processes, materials and geometries. For large scale 
lattice structures [218] the size of the heat source relative to geometry is very small resulting in strong multi-
scale effects (Chapter 2.3.8) For smaller scale geometries such as micro-lattice structures [9, 219-221], the 
heat source can be relatively large compared to the geometry. This significant difference in scale when using 
the SLM process results in large variations in build conditions, which necessitates experimental validation for 
all classes of geometry, materials and process. Two experimental geometries are qualitatively compared to 
the SDS method: 
• Large scale aluminium lattice structures (Chapter 3.4.1). 
• Small scale Titanium micro lattice struts (Chapter 3.4.2). 
3.4.1 Analysis of geometry and diameter on lattice manufacturability 
To demonstrate that SDS is an effective DFAM tool, lattice structures are analysed (Figure 3-19) and 
compared to SLM manufactured parts (Figure 3-20). The selected lattice structures are complex, 
commercially relevant, and include an upper-cap structure to facilitate compressive testing 
[218].Comparison between SDS results and the manufactured parts indicates that: 
• The addition of face and z-struts in the FBCZ unit cell reduces predicted peak temperature during 
manufacture in comparison to the BCC unit cell. This is significant as it demonstrates that the addition of 
z-struts can act as thermal conduction paths to assist heat flow, enabling reduced maximum temperatures 
during manufacture. This predicted result is compatible with the observed, manufactured component, as 
the FBCZ surface finish is superior to that of the BCC unit cell.  
• The FBCZ unit cell with small diameter struts has significantly lower predicted peak temperature than the 
FBCZ unit cell with larger struts and cell size. This prediction suggests that the larger geometry of the 
upper cap introduces additional heat source in comparison to the increase in thermal conduction paths, 
and is compatible with the observed, manufactured component, as a catastrophic failure due to local 
overheating is observed at the predicted location of peak temperature.  
These theoretical and experimental outcomes confirm that the proposed method provides practical insights 
into the temperature field of SLM lattice structures and can provide a qualitative DFAM tool that enables 
insight early in the design phase and pre-production validation.  
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Body centred cubic (BCC) 
Face and body centred cubic 
with z struts (FBCZ) 
Face and body centred cubic 
with z struts (FBCZ) 
Unit cell size = 10mm, Strut 
diameter = 1mm 
Unit cell size = 10mm, Strut 
diameter = 1mm 
Unit cell size = 15mm, Strut 
diameter = 2mm 
 
For BCC all struts converge at a 
central point. 
Addition of face and vertical z 
struts adds flow paths for heat 
transfer. 
Increased strut diameter 
increases supported area and 
time of heat application. 
  
Z struts decrease heat transfer resistance, results 
in local temperature reduction.  
Increased diameter and cap thickness, results in 
local temperature increase. 
Figure 3-19: Case study lattice structures. Normalised peak temperature intensity scale matches across all 
geometries. 
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BCC FBCZ, d=1mm FBCZ, d=2mm 
 
Z struts increase surface quality of lower faces.  
Increased strut and upper cap 
diameter initiates failure 
  
Z struts improve surface uniformity.  Catastrophic failure due to overheating 
Figure 3-20: SLM specimens matching the analysed geometry (Figure 3-19). Specimens manufactured 
using a SLM solutions 250 with Al10Si6Mg with parameters defined in [218]. Dashed box indicates region 
of enlarged views. 
3.4.2 Analysis of incline and diameter on micro strut manufacturability 
To demonstrate the effectiveness of the slice data simulation on micro-scale structures, a series of inclined 
rods are analysed and compared to SLM manufactured parts (Figure 3-21). The selected validation geometry 
shows the initiation of failure in single strut geometries with various diameters and inclines (Table 3-5). 
Table 3-5: Parameters implemented in experimental geometry and simulation validation tests. 
Control Factor Unit Level 
Inclination angle, 𝜃 𝑑𝑒𝑔° 10,20,60 
Strut diameter, 𝐷 𝑚𝑚 
0.3,0.4,0.5,0.6,
0.7,0.8,0.9,1 
Strut length 𝑚𝑚 10 
Simulation layer   
thickness, 𝑀𝑙𝑡 
𝑚𝑚 0.1 
𝑃 𝑊 5 
Recoat time, 𝑡𝑟𝑒𝑐𝑜𝑎𝑡 𝑠 6 
Scan speed, 𝑣 𝑚𝑚/𝑠 1000 
beam diameter, 𝑑 𝑚𝑚 0.05 
𝑘 𝑊/𝑚°𝐶 6.7 
𝐶 𝐽/𝑘𝑔°𝐶 526.3 
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𝜌 𝑘𝑔/𝑚3 4430 
 
Figure 3-21: Comparison of experimental and simulation results for three different inclinations. Top, 
Ti6Al4V inclined rod specimens manufactured on a SLM solutions 250 machine. Bottom, Associated 
simulation results with matching colour contours. Legend: (a) Robust manufacture for 𝜽 = 𝟔𝟎°. (b) 
Failure for larger diameter rods for 𝜽 = 𝟐𝟎°. (c) Multiple failures for 𝜽 = 𝟏𝟎°. (d) Low temperature 
region due to reducing cross sectional area. (e) Simulation results showing excessive heat for the multiple 
failures observed at 𝜽 = 𝟏𝟎°.  
Comparison of the qualitative slice data results and the SLM manufactured parts indicates that physical 
observations align with the simulated temperature profiles (Figure 3-21): 
• The 60° incline is robustly manufacturable for all tested diameters. 
• At a 20° incline the 0.9mm and 1.0mm diameter rods have failed with the 0.8mm rod compromised. 
• At a 10° incline 0.7-1.0mm diameter rods have failed and the 0.6mm rod is compromised. 
• Simulation results have a small cool region at the tip of a strut. This phenomenon is caused by a decreasing 
cross-sectional area in the final slice layers of the structure. 
3.5 Conclusions 
There is a lack of DFAM tools for the SLM process. Due to computational complexity existing simulations 
focus of only specific element of the process with the majority being melt pool and single layer simulations. 
Consequently, there exists a significant lack of simulation methods that can be applied to production size 
geometry, and even fewer with sufficient efficiency to enable simulation during the design phase. 
The Slice Data Simulation (SDS) is developed to addresses identified limitations of existing DFAM tools. The 
SDS contains the dominant physical processes including conduction, constant flux heat source and material 
addition, while providing the computationally efficiency required of a DFAM tool for qualitatively predicting 
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the SLM temperature field. SDS is then compared against relevant numerical and experimental scenarios. 
The slice data simulation method developed in this research is applied to the SLM process but could also be 
extended to electron beam melting or potentially directed energy deposition. 
The simulation of the SLM process is computationally complex. In order to provide a usable DFAM tool, the 
simulation method maximises efficiency by implementing:  
• The reuse of slice data to generate a simulation, this enables the reduction of processing time as slice data 
generation is already required for the SLM process. 
• Simplification of the SLM process as a 1D transient problem is a suitable simplification for AM lattice 
structures since lateral thermal diffusion into the powder is insignificant, resulting in a tri-diagonal system 
of equations that is significantly more computationally efficient, 𝑂(𝑛), then equivalent three dimensional 
simulation methods, 𝑂(𝑛3) (Section3.2.2). 
• The derivation of geometric parameters from existing slice data as simulation input is a novel contribution 
that enables efficient generation a 1D simulation. 
• Simplified boundary conditions, which align with the 1D finite difference method implemented (Chapter 
3.2.4). 
• By assuming the powder bed thermal diffusivity to be negligibly small in comparison to the solidified 
geometry is compatible with experimental observation and existing simulations, while providing a 
conservative assumption that is computationally efficient.  
• System thermodynamics assumed to be dominated by conduction not radiation or convection, thereby 
representing the fundamental thermodynamic process with simplified fundamental diffusion equation 
(Chapter 3.2.3). 
Due to the numerous simplifications present the simulation method must be calibrated with experimentation 
for differing classes of geometry. At present the simulation method provides meaningful qualitative DFAM 
results in a computationally efficient manner, as shown for lattice unit cells and micro-scale struts 
manufactured on a commercial SLM machine.  
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Chapter 4 
An efficient transient thermal simulation for 
Selective Laser Melting manufactured lattices 
structures 
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4.1 Introduction 
Selective Laser Melting (SLM) enables the manufacture of complex lattice structures. However, SLM is subject 
to numerous input parameters and highly complex interacting physical phenomena. This complex interaction 
results in unique constraints that necessitate Design For Additive Manufacture (DFAM) tools to predict the 
viability of full-scale designs. This research develops a novel Lattice Additive Manufacturing Beam element 
simulation (LAMB) as a DFAM tool to predict the transient thermal history of lattice structures manufactured 
using the SLM process. 
Due to the computational complexity, high fidelity 3D simulation methods limit themselves to a subset of the 
SLM process (Chapter 2.3). High fidelity simulations enable insight into the physical phenomena present but 
are computationally impractical when applied to full scale SLM geometries such as lattice structures. 
Consequently, there exists a “significant lack” of simulation methods that can be considered as DFAM tools 
[45]. 
To address the lack of simulation methods suitable as DFAM tools for lattice structures the LAMB method is 
developed (Chapter 4.2). LAMB simplifies the 3D geometry of a lattice structure to a network of 
interconnected 1D thermal beam elements which significantly improves computational efficiency. Further 
simplifications include linear material properties, simplified BC and base plate representation, and removal 
of inactive elements from the stiffness matrix. These factors result in the LAMB method being inherently 
more computationally efficient then 3D simulation methods at the representation of lattice structures.  
To confirm that 1D thermal beam elements are a suitable simplification, a 3D continuum simulation of a 
simple lattice structure is analysed. As the aspect ratio increases, the variation in temperature profile across 
any single strut’s diameter decreases. This relationship indicates that a beam element simplification is valid 
especially for high aspect ratio lattice structures (Chapter 4.4). The LAMB method is shown to be a relevant 
DFAM tool by:  
• Comparing a simple lattice results with a 3D continuum and similar thermal trends are identified. 
• Using LAMB to analyse the effect of design changes on a complex lattice structure beyond the capability 
of 3D continuum methods. 
• Qualitative comparison of simulation results to defects in SLM manufactured specimens. 
The LAMB method is developed as a DFAM tool that provides a novel form of SLM simulation, with the 
following capability to analyse arbitrarily complex lattice geometry were every strut can have a unique length 
and diameter. Heat input and other boundary conditions are simplified while maintaining the transient build 
conditions and layer-by-layer material addition present in the SLM process. 
4.2 Thermal beam element simulation 
The transient temperature field dominates the formation of microstructure and residual stress in the SLM 
process [96]. Therefore, this research develops the LAMB method as a transient thermal beam element 
simulation to enable efficient qualitative prediction of the bulk thermal zone of lattice structures.  
The primary simplification implemented in the LAMB method is the conversion of a lattice structure to a 
series of interconnected 1D thermal beam elements, with the temperature degree of freedom calculated at 
the centroid (Chapter 4.2.2). This simplification assumes that the temperature distribution across a strut’s 
diameter is constant. This is shown to be a valid simplification for high aspect ratio struts (Chapter 4.4), and 
significantly reduces computational requirements by reducing the number and complexity of elements.  
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Further simplifications implemented in LAMB include: 
• Inactive beam elements are identified and removed from the current simulation layer. This reduces the 
size of the stiffness matrix (Chapter 4.2.11). 
• The simulation setup ensures that the stiffness matrix is symmetric, real and triangular (Figure 4-11); 
which allows for efficient storage and enables computationally efficient inversion using a backwards 
substitution triangular solver [212, 222] (Chapter 2.3.11). 
• Several elements and boundary condition (BC) are used to enable a simplified 1D representation of the 
thermal mass and preheating of the SLM build platform. This BC is then connected to every beam element 
at the lowest layer height. 
• Heat input is calculated using an ideal volumetric energy density (Chapter 4.2.9). Furthermore, heat input 
is applied to all exposed beam elements, with no consideration of scan pattern. This reduces the number 
of time increments to complete the simulation and provides a simple method of applying consistent 
energy to each strut as simulation layer thickness varies.  
• The length of exposed struts is based on the intersection of the strut with a plane representing the current 
layer height (Chapter 4.3.3). This creates a dynamic element length based on the current layer height to 
represent material addition (Chapter 4.2.11). 
• Heat loss into the powder through conduction, convection and radiation is ignored which reduces the 
complexity of the stiffness matrix and fundamental thermal equations (Chapter 4.2.2). 
• Heat loss into the atmosphere is represented with convection to facilitate cooling of geometry after the 
exposure time. 
• Low inclination angle struts with less than one simulation layer thick of vertical rise are only exposed for 
a single layer (Chapter 4.2.9).  
• As the bulk thermal zone is being investigated, linear material properties are implemented. 
• Multiple manufacturing layers can be lumped into a single simulation layer, this reduces the number of 
time steps and material addition steps required (Chapter 4.2.11). 
The implemented simplifications ensure the efficiency of the LAMB method but limit the fidelity of results. 
However, the simplifications are required to ensure that LAMB method is suitable as a DFAM tool. 
4.2.1 Method 
LAMB consists of a geometric pre-processor and a thermal simulation loop (Figure 4-1). Lattice geometry 
input is implemented using a standard Nastran beam model input [223], which is generated using the 
“Programmatic Lattice Generation” tool [224]. Simulation and process parameter inputs are stored in a JSON 
file [225]. 
In the geometry pre-processing step (Figure 4-1 Left) simulation settings are checked, connectivity is 
determined, beam element properties are calculated. Layer-by-layer material addition calculations are 
performed which enables setup of time increments and load change points are determined.  
LAMB then uses a geometric pre-processor data to iterate through the following steps (Figure 4-1 Right): 
1. Increment the simulation layer height, 𝑍ℎ, by the simulation layer thickness, 𝑙𝑡, and load the layer data. 
2. Apply element properties including exposure time, 𝑡𝑒𝑥𝑝, element area, 𝐴𝑒𝑙𝑒𝑚, and element length, ∆𝑥.  
3. Add boundary conditions (BC) and initial conditions (IC) to generate the stiffness matrix for the current 
time step. 
4. Invert the stiffness matrix to determine the new temperature profile and store the results. 
5. Repeat for all time steps in the current layer. 
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Figure 4-1: Pre-processor of the geometry file to generate an input file ready 
 for simulation (left). Main iterative simulation loop (right). 
4.2.2 Thermal beam element derivation 
The heat diffusion equation is discretised using an implicit finite difference method (FDM), with a forward-
time central-space implementation [30] (Chapter 3.2.3). However, to enable the use of this equation as a 
thermal beam element the following additional features are included: 
• Variable: section area, 𝐴𝑛, conductivity, 𝑘𝑛, and element length, ∆𝑥𝑛, for time increment, Δ𝑡. Specific 
heat, 𝐶𝑝, and material density, 𝜌, are considered constant (Eq 4-1).  
• Net heat flow, 𝑄, is the sum of all connecting elements (Eq 4-2). 
∆𝐸
∆𝑡
=
𝜌𝐶𝑝𝐴𝑛∆𝑥𝑛(𝑇𝑛
𝑝+1 − 𝑇𝑛
𝑝)
∆𝑡
 Eq 4-1 
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The average values between the current element, 𝑛, and each connecting element, 𝑖, is calculated using the 
harmonic mean (Eq 4-3 – Eq 4-4) for a more consistent heat flow at element boundaries [215]. The distance 
between two elements is derived using arithmetic mean, 𝛿 (Eq 4-5). These three terms are combined into a 
weighting factor, 𝐶 (Eq 4-6) to derive a simplified heat flow equation (Eq 4-7). 
The net heat flow (Eq 4-7) is then combined with the rate of change of element energy (Eq 3-17) to obtain 
the discretised transient heat diffusion equation for a beam element with an arbitrary number of connecting 
elements, 𝐼 (Eq 4-8, Figure 4-2). Rearranging the equation in terms of current and future temperatures (Eq 
4-9) enables easy conversion into a matrix form (Figure 4-13). 
 
Figure 4-2: Example lattice with 6 elements. 
4.2.3 Loads and boundary conditions 
The representation of loads and boundary conditions (BC) within the developed FDM is required to enable 
solving of the thermal diffusion equation as a boundary value problem. BC used in this work are applied at 
the end of the element with the following derivations: 
• Temperature (Chapter 3.2.5, Figure 4-3, Eq 4-10). 
• Heat input (Chapter 3.2.6, Figure 4-4, Eq 4-11). 
∆𝑄 = ∑−𝑘𝑛→𝑖𝐴𝑛→𝑖 (
𝑇𝑛
𝑝+1 − 𝑇𝑖
𝑝+1
𝛿𝑛−𝑖
)
𝐼
𝑖=1
 Eq 4-2 
𝐴𝑛→𝑖 =
2
1
𝐴𝑖
+
1
𝐴𝑛
 Eq 4-3 
𝑘𝑛→𝑖 =
2
1
𝑘𝑖
+
1
𝑘𝑛
 Eq 4-4 
𝛿𝑛→𝑖 =
∆𝑥𝑛 + ∆𝑥𝑖
2
 Eq 4-5 
𝐶𝑛→𝑖 =
𝑘𝑛→𝑖𝐴𝑛→𝑖
𝛿𝑛→𝑖
 Eq 4-6 
∆𝑄 = ∑−𝐶𝑛→𝑖(𝑇𝑛
𝑝+1 − 𝑇𝑖
𝑝+1
)
𝐼
𝑖=1
 Eq 4-7 
(𝑇𝑛
𝑝+1 − 𝑇𝑛
𝑝)
𝐵𝑛 
=  ∑−𝐶𝑛→𝑖(𝑇𝑛
𝑝+1 − 𝑇𝑖
𝑝+1
)
𝐼
𝑖=1
 Eq 4-8 
𝑇𝑛
𝑝+1 (1 + 𝐵𝑛∑𝐶𝑛→𝑖
𝐼
𝑖=1
) − 𝐵𝑛∑𝐶𝑛→𝑖
𝐼
𝑖=1
𝑇𝑖
𝑝+1 = 𝑇𝑛
𝑝
 Eq 4-9 
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• Flux (Chapter 3.2.7, Figure 4-5, Eq 4-12). 
• Adiabatic (Chapter 3.2.8, Figure 4-6). 
• Convective cooling (Chapter 4.2.4). 
• Radiation cooling (Chapter 4.2.5). 
• Semi-infinite plane (Chapter 4.2.6). 
Not all the developed BC are used in this chapter, they are developed so that during experimental validation 
the methods can be included if required to ensure results are accurate. 
 
Figure 4-3: Example lattice with 6 elements and a set temperature BC. 
 
Figure 4-4: Example lattice with 6 elements and a set heat BC. 
 
Figure 4-5: Example lattice with 6 elements and a set flux BC. 
𝑇𝑛
𝑝+1 (1 + 𝐵𝑛∑𝐶𝑛→𝑖
𝐼
𝑖=1
) − 𝐵𝑛∑𝐶𝑛→𝑖𝑇𝑖
𝑝+1
𝐼
𝑖=1
= 𝑇𝑛
𝑝 +
2𝑇𝑠𝑒𝑡Δ𝑡𝑘𝑛
𝜌𝐶𝑝Δ𝑥𝑛
2  Eq 4-10 
𝑇𝑛
𝑝+1 (1 + 𝐵𝑛∑𝐶𝑛→𝑖
𝐼
𝑖=1
) − 𝐵𝑛∑𝐶𝑛→𝑖𝑇𝑖
𝑝+1
𝐼
𝑖=1
= 𝑇𝑛
𝑝 + 𝑄𝐵𝑛 Eq 4-11 
 57 
 
 
Figure 4-6: Example lattice with 6 elements and an adiabatic BC, Q=0. 
4.2.4 Convection BC 
The convective BC is derived using the constant heat input BC (Chapter 3.2.6). Based on a fluid temperature, 
𝑇𝑓𝑙𝑢𝑖𝑑, convective heat transfer coefficient, ℎ, at n-1/2 (Figure 4-7, Eq 4-13); which results in a modified 
thermal conduction equation (Eq 4-14, Eq 4-15).  
 
Figure 4-7: 1D diagram of two elements with a convection boundary condition. 
𝑄 = ℎ𝐴𝑛−1/2(𝑇𝑛
𝑝 − 𝑇𝑓𝑙𝑢𝑖𝑑) Eq 4-13 
𝑇𝑛
𝑝+1
(1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2) + 𝑇𝑛+1
𝑝+1
(−𝐵𝐶𝑛+1/2) = 𝑇𝑛
𝑝 + 𝐵ℎ𝐴𝑛−1/2(𝑇𝑛
𝑝 − 𝑇𝑓𝑙𝑢𝑖𝑑) Eq 4-14 
[
1 + 𝐵𝐶𝑛+1/2 −𝐵𝐶𝑛+1/2
−𝐵𝐶𝑛−1/2 1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2
] ∙ [
𝑇𝑛
𝑝+1
𝑇𝑛+1
𝑝+1] = [
𝑇𝑛
𝑝(1 + 𝐵) − 𝐵ℎ𝐴𝑛−1/2(𝑇𝑓𝑙𝑢𝑖𝑑)
𝑇𝑛+1
𝑝 ] Eq 4-15 
The convective BC can also be applied to a beam element simulation (Figure 4-8), with minimal modification 
to the derivation (Eq 4-16) 
 
Figure 4-8: Example lattice with 6 elements and a convection BC. 
𝑇𝑛
𝑝+1 (1 + 𝐵𝑛∑𝐶𝑛→𝑖
𝐼
𝑖=1
) − 𝐵𝑛∑𝐶𝑛→𝑖𝑇𝑖
𝑝+1
𝐼
𝑖=1
= 𝑇𝑛
𝑝 + 𝑞"𝐴𝑛𝐵𝑛 Eq 4-12 
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4.2.5 Radiation BC 
Radiation heat loss is complex and dependent on geometry. For the purposes of simulation development, 
only radiation from a point source into a cavity will be considered (Eq 4-17). The radiation BC is derived using 
the constant heat input BC (Chapter 3.2.6). The developed radiation BC requires the cavity temperature, 𝑇𝑖𝑛𝑓, 
Stefan Boltzmann constant, 𝜎𝑠𝑏,and emissivity, 𝜖, at element edge n-1/2 ( Figure 4-9); which results in a 
modified thermal conduction equation (Eq 4-18Eq 4-20).  
 
Figure 4-9: 1D diagram of two elements with a radiation boundary condition. 
𝑄𝑖𝑛 = 𝜖𝜎𝑠𝑏𝐴𝑛−1 2⁄ (𝑇𝑛
𝑝4 − 𝑇𝑖𝑛𝑓
4 ) Eq 4-17 
𝑇𝑛
𝑝+1
(1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2) + 𝑇𝑛+1
𝑝+1
(−𝐵𝐶𝑛+1/2) = 𝑇𝑛
𝑝 + 𝐵𝜖𝜎𝑠𝑏𝐴𝑛−1/2 (𝑇𝑛
𝑝4 − 𝑇𝑖𝑛𝑓
4 ) Eq 4-18 
[
1 + 𝐵𝐶𝑛+1/2 −𝐵𝐶𝑛+1/2
−𝐵𝐶𝑛−1/2 1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2
] ∙ [
𝑇𝑛
𝑝+1
𝑇𝑛+1
𝑝+1] = [
𝑇𝑛
𝑝 + 𝐵𝜖𝜎𝑠𝑏𝐴𝑛−1/2 (𝑇𝑛
𝑝4 − 𝑇𝑖𝑛𝑓
4 )
𝑇𝑛+1
𝑝+1
] Eq 4-19 
The radiation BC can also be applied to a beam element simulation (Figure 4-10), with minimal modification 
(Eq 4-20). 
 
 
Figure 4-10: Example lattice with 6 elements and a radiation BC. 
𝑇𝑛
𝑝+1 (1 + 𝐵𝑛∑𝐶𝑛→𝑖
𝐼
𝑖=1
) − 𝐵𝑛∑𝐶𝑛→𝑖𝑇𝑖
𝑝+1
𝐼
𝑖=1
= 𝑇𝑛
𝑝 + 𝐵𝑛ℎ𝐴𝑛(𝑇𝑛
𝑝 − 𝑇𝑓𝑙𝑢𝑖𝑑) Eq 4-16 
𝑇𝑛
𝑝+1 (1 + 𝐵𝑛∑𝐶𝑛→𝑖
𝐼
𝑖=1
) − 𝐵𝑛∑𝐶𝑛→𝑖𝑇𝑖
𝑝+1
𝐼
𝑖=1
= 𝑇𝑛
𝑝 + 𝐵𝑛𝜖𝜎𝑠𝑏𝐴𝑛−1/2 (𝑇𝑛
𝑝4 − 𝑇𝑖𝑛𝑓
4 ) Eq 4-20 
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4.2.6 Semi-Infinite BC 
The semi-infinite BC is a representation a semi-Infinite plane (Eq 3-33) attached to the thermal beam element 
of interest. The heat flux is determined by rearranging the semi-Infinite equation at x=0 (Eq 3-33). 
𝑞" = −(𝑇𝑛
𝑝 − 𝑇𝑖𝑛𝑓)
𝑘
2√
𝛼Δ𝑡
𝜋
 Eq 4-21 
𝑇𝑛
𝑝+1
(1 + 𝐵𝐶𝑛+1/2 + 𝐵𝐶𝑛−1/2) + 𝑇𝑛+1
𝑝+1
(−𝐵𝐶𝑛+1/2) = 𝑇𝑛
𝑝 + 𝐵𝑞"𝐴𝑛−1/2 
Eq 4-22 
4.2.7 Connectivity Data  
The connection of struts within a lattice is defined by the connectivity matrix, [𝐶] (Figure 4-11). This data is 
used to define how the beam elements connect and facilitate layer-by-layer material addition.  
 
 
  
 
Figure 4-11: Geometry of lattice structure (a, c) and associated visual representation of the connectivity 
matrix (b, d) that is always symmetric. 
The connectivity matrix defines element interaction for the discretised diffusions equation (Eq 4-8) which 
allows assembly of the stiffness matrix, [𝐾] (Eq 4-23). Any elements not connected or not in the current 
simulation layer, due to material addition, are remove from the stiffness matrix. The stiffness matrix is then 
(a) 
(b) 
(c) (d) 
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inverted to solve for temperatures at proceeding time increment, 𝑝 + 1 (Eq 4-24). For example, a simple 
thermal network with 15 elements (Figure 4-12) has a connectivity matrix as shown in Figure 4-13. The 
computational effort of solving a symmetric triangular matrix is 𝑂(𝑛2) [222], therefore, minimising the size 
of the stiffness matrix improves computational performance. 
 
Figure 4-12: Example lattice system with element 6 in red. 
  
Figure 4-13: Connectivity matrix [𝑪], with the associated section of the stiffness matrix of element 6 
shown above for the example lattice structure (Figure 4-12). 
4.2.8 Beam element derivation 
To effectively represent each strut in a lattice, beam elements are derived based on lattice topology and 
processing parameters. The beam element properties calculated for each strut include: 
• Element length, Δ𝑥𝑛 (Eq 4-25), is the Cartesian distance between two nodes. 
• Distance between elements, 𝛿𝑛→𝑖 (Eq 4-5Eq 4-5) 
• Exposed area, 𝐴𝑒𝑥𝑝 (Eq 4-33). 
• Element area, 𝐴𝑒𝑙𝑒𝑚 (Eq 4-37). 
• Exposure time, 𝑡𝑒𝑥𝑝 (Eq 4-38).  
• Pause time, 𝑡𝑝𝑎𝑢𝑠𝑒 (Eq 4-39). 
The exposed area, 𝐴𝑒𝑥𝑝, is the area of a cylinder sliced perpendicular to the build direction (Figure 4-14, A-
A) minus the stair stepping effect. 𝐴𝑒𝑥𝑝 is calculated using variables a-c (Eq 4-26 – Eq 4-28) and the offset 
[𝐾] = [𝐶][𝐾𝑎𝑙𝑙] Eq 4-23 
[𝑇𝑝+1] = [𝐾]−1[𝑇𝑝] Eq 4-24 
 61 
 
between the centres of the two ellipses (Eq 4-29). This offset is used to establish equations for each ellipse 
(Eq 4-30 & Eq 4-31) and determine their intersection point, 𝑚 (Eq 4-32), which enables integration of the two 
ovals to determine 𝐴𝑒𝑥𝑝 (Eq 4-33). 
 
Figure 4-14: Side view of a strut at 60° with two section views and stair stepping reduction area shown. 
Input parameters based on a strut’s geometry include element length, 𝜟𝒙, intended CAD diameter, 𝑫𝒄𝒂𝒅, 
inclination angle, 𝜽, and manufacturing layer thickness,𝑴𝒍𝒕. 
The element area, 𝐴𝑒𝑙𝑒𝑚, is the intersection area of consecutive elliptical layers (Figure 4-14, B-B). The 
element diameter, 𝐷𝑒𝑙𝑒𝑚 (Eq 4-34), and stair step reduction, 𝑐𝜃 (Eq 4-35), are used to determine the two 
associated ellipse equations (Eq 4-36); which are then integrated to determine the 𝐴𝑒𝑙𝑒𝑚 (Eq 4-37). 
Δ𝑥 = √(𝑛1,𝑥 − 𝑛2,𝑥)
2
+ (𝑛1,𝑦 − 𝑛2,𝑦)
2
+ (𝑛1,𝑧 − 𝑛2,𝑧)
2
 Eq 4-25 
𝑎 =
𝐷𝑐𝑎𝑑
sin(𝜃)
 Eq 4-26 
𝑏 = 𝑎 − 𝑐 =
𝐷𝑐𝑎𝑑
sin(𝜃)
−
𝑀𝑙𝑡
tan(𝜃)
 Eq 4-27 
𝑐 =
𝑀𝑙𝑡
tan(𝜃)
 Eq 4-28 
𝑜𝑓𝑓𝑠𝑒𝑡 =
𝑎
2
−
𝑏
2
 Eq 4-29 
𝑦2
(
𝐷𝑐𝑎𝑑
2 )
2 +
(𝑥 + 𝑐/2)2
(
𝑏
2)
2 = 1 Eq 4-30 
𝑦2
(
𝐷𝑐𝑎𝑑
2 )
2 +
𝑥2
(
𝑎
2)
2 = 1 Eq 4-31 
𝑚 =
−𝑐 ± √𝑐2 − 𝑐2 (1 −
𝑏2
𝑎2
)
2 (1 −
𝑏2
𝑎2
)
 Eq 4-32 
𝐴𝑒𝑥𝑝 = 2𝐷𝑐𝑎𝑑 ∫ √
1
4
−
𝑥2
𝑎2
𝑚
−𝑎/2
𝑑𝑥 + 2𝐷𝑐𝑎𝑑 ∫
√1
4
−
(𝑥 +
𝑐
2)
2
𝑏2
𝑏−
𝑎
2
𝑚
𝑑𝑥 Eq 4-33 
𝐷𝑒𝑙𝑒𝑚 = 𝐷𝑐𝑎𝑑 − 2𝑐𝜃 Eq 4-34 
𝑐𝜃 = 𝑐 cos(𝜃) Eq 4-35 
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The duration of each simulation layer, 𝑡𝑙𝑎𝑦𝑒𝑟, consists of simulation exposure time, 𝑡𝑒𝑥𝑝 (Eq 4-38), and 
simulation dwell time, 𝑡𝑝𝑎𝑢𝑠𝑒 (Eq 4-39). If the simulation layer thickness, 𝑙𝑡, is larger than the manufacturing 
thickness, 𝑀𝑙𝑡, then 𝑡𝑒𝑥𝑝 and 𝑡𝑝𝑎𝑢𝑠𝑒 are scaled accordingly. As each exposure area must be scanned 
individually the total layer time, 𝑡𝑙𝑎𝑦𝑒𝑟, includes the sum of 𝑡𝑒𝑥𝑝 and 𝑡𝑝𝑎𝑢𝑠𝑒 (Eq 4-40). However, scan strategy 
is not accounted for and all exposure areas have a heat load applied, for their unique 𝑡𝑒𝑥𝑝, at the start of 
each layer. 
Time increments, Δ𝑡, control the rate at which the simulation progresses and must align with every BC 
change. However, if the number of Δ𝑡 increments is limited to just BC changes the temperature profiles will 
never accurately represent the physical process regardless of accurately implemented, experimentally 
validated BC. For example, limited time increments may cause the spike in temperature during exposure to 
be limited, and may linearize cooling after this peak resulting in artificial cooling rates. This is issue is resolved 
by performing a convergence study and using dynamic time stepping. 
4.2.9 Beam element properties for edge conditions 
There are special edge conditions where the standard cross section calculation does not make sense 
physically or would lead to an impossible calculation: 
1. Any struts with a vertical rise of less than one simulation layer thickness, 𝑙𝑡 (Eq 4-41), are identified in the 
pre-processor and do not experience cyclical loads. Instead when the simulation layer height passes the 
relevant beam elements they are heated for a single cycle. 
2. As a strut approaches horizontal, 𝐴𝑒𝑥𝑝 limits to infinity. Therefore, the upper bound of 𝐴𝑒𝑥𝑝 is the 
projected area (Eq 4-42). 
3. 𝐴𝑒𝑙𝑒𝑚 limits to zero as a strut approaches horizontal. Therefore, the lower bound of 𝐴𝑒𝑙𝑒𝑚 is the slice area 
(Eq 4-43).  
These conditions ensure that singularities do not occur in the LAMB method (Figure 4-15). 
𝑦2
(
𝐷𝑐𝑎𝑑
2 )
2 +
(𝑥 ± 𝑐𝜃/2)
2
(
𝑐𝜃+𝐷𝑒𝑙𝑒𝑚
2 )
2 = 1 Eq 4-36 
𝐴𝑒𝑙𝑒𝑚 = 4𝐷𝑐𝑎𝑑 ∫
√1
4
−
(𝑥 −
𝑓
2)
2
(𝑐𝜃 + 𝐷𝑒𝑙𝑒𝑚)2
𝑑𝑥
0
−𝐷𝑒𝑙𝑒𝑚/2
 
Eq 4-37 
𝑡𝑒𝑥𝑝 =
𝐴𝑒𝑥𝑝
𝑣𝑠
∙
𝑙𝑡
𝑀𝑙𝑡
 Eq 4-38 
𝑡𝑝𝑎𝑢𝑠𝑒 = 𝑡𝑟𝑒𝑐𝑜𝑎𝑡 ∙
𝑙𝑡
𝑀𝑙𝑡
 Eq 4-39 
𝑡𝑙𝑎𝑦𝑒𝑟 =∑𝑡𝑒𝑥𝑝 + 𝑡𝑝𝑎𝑢𝑠𝑒 Eq 4-40 
𝑙𝑡 > Δ𝑥 sin𝛼 Eq 4-41 
𝐴𝑒𝑥𝑝 ≤ Δ𝑥 × 𝐷𝑐𝑎𝑑 Eq 4-42 
𝐴𝑒𝑙𝑒𝑚 ≥ 𝑙𝑡 × 𝐷𝑐𝑎𝑑 Eq 4-43 
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Figure 4-15: Left, 𝑨𝒆𝒙𝒑 and 𝑨𝒆𝒍𝒆𝒎 with respect to inclination angle and element length for a 1mm 
diameter strut and 30µm layer height. Right, data with a 10mm element length. 
4.2.10 Representation of the SLM heat source 
The heat input source in a SLM process is defined with the following parameters: 
• Heat source power, 𝑃, constant value (Watts). 
• Scanning velocity, 𝑣, constant value (mm/s). 
• Hatch spacing, 𝑠, constant value (m). 
Using these parameters, the heat input, 𝑄, for exposed elements can be determined with different methods: 
1. Laser spot flux: involves calculating the flux associated with the laser spot, 𝑞" (Eq 4-44), and then 
multiplying this value by the 𝐴𝑒𝑥𝑝 to determine the heat input (Eq 4-45). 
2. Constant power: sets the heat input to the heat source power, 𝑃 (Eq 4-46). 
3. Volumetric energy density power: uses 𝐸𝑣 (Eq 4-47) to determine the total volumetric energy, 𝐸𝑣𝑜𝑙, 
applied to a strut (Eq 4-48), which is then divided by exposure time and the number of layers to determine 
heat input(Eq 4-49). 
𝑞" =
𝑃
𝜋 (
ℎ
2)
𝑠 Eq 4-44 
𝑄 = 𝑞"𝐴𝑒𝑥𝑝 Eq 4-45 
𝑄 = 𝑃 Eq 4-46 
𝐸𝑣 =
𝑃
𝑣𝑀𝑙𝑡𝑠
 Eq 4-47 
𝐸𝑣𝑜𝑙 = 𝐸𝑣𝜋 (
𝐷𝐶𝐴𝐷
2
)
2
Δ𝑥 Eq 4-48 
𝑄 =
𝐸𝑣𝑜𝑙
𝑡𝑒𝑥𝑝𝑁
 Eq 4-49 
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The proposed heat input methods are compared using an ideal strut that is 10mm long with a 1mm diameter 
The total strut energy, 𝐸𝑠𝑡𝑟𝑢𝑡 (Eq 4-50), is compared for different inclination angles and exposure areas 
(Figure 4-16). 
 
Figure 4-16: Idealised strut heat input responses to incline (left) and exposure area (right). 
The laser flux method applies a total strut energy that varies with the inclination angle. This is due to the 
ratio of 𝐴𝑒𝑥𝑝 and strut volume changing with incline (Figure 4-16). Furthermore, the total energy is an order 
of magnitude higher than the volumetric energy density predicted due to the laser flux method assuming 
that power in the laser spot is applied over the entire 𝐴𝑒𝑥𝑝 for the entirety of 𝑡𝑒𝑥𝑝. Therefore, the laser flux 
method is not used as the heat input method for LAMB. 
The constant power method provides a constant total energy to each strut, matching the volumetric energy 
density prediction, except for struts with an acute inclination angle. This inconsistency is due to edge 
conditions for low inclination angle struts (Figure 4-15). Therefore, constant power will not be used as the 
heat input method for LAMB. 
The volumetric energy density method maintains a constant total strut energy for all conditions, but has two 
limitations:  
• Energy reduction due to the stair-stepping effect is not accounted for (Figure 4-14). 
• During both manufacture and simulation, the same strut with a different relative position can intersect a 
differing number of layers (Figure 4-17). As the volumetric energy density is calculated in pre-processing, 
based on strut dimensions, small deviations in total strut energy can occur. The occurrence and severity 
of this deviation is minimised as the simulation layer thickness is typically an order of magnitude smaller 
than strut dimensions.  
The volumetric energy density method is used as the heat input method for LAMB as it provides consistent 
total strut energy with minimal error. 
𝐸𝑠𝑡𝑟𝑢𝑡 = 𝑄 ∙ (𝑁𝑡𝑒𝑥𝑝) Eq 4-50 
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Figure 4-17: Relative position within a lattice structure can change the number of layers that a strut will 
be exposed for. Black outline represents the physical strut, red line is the representative beam element 
with intersection points. 
4.2.11 Material addition 
Layer-by-layer material addition is achieved by a series of logic operations performed at every layer height 
to group beam elements into one of three states (Figure 4-18): 
 
Figure 4-18: Graph showing inactive struts, active struts and exposed struts as well as the current layer 
height. 
• Inactive: Beam elements that are not yet manufactured. These elements have both their nodes, 𝑁𝑧,1 and 
𝑁𝑧,2, located above the simulation layer height (Eq 4-51). Inactive elements are removed from the 
simulation using the connectivity matrix (Figure 4-13, Eq 4-23). 
• Exposed: Beam elements that are currently being manufactured. These elements intersect the simulation 
layer height (Eq 4-52) and are cyclically loaded with a heat input on their upper surface. The length of 
these elements is adjusted to coincide with the current layer height. 
• Active: Beam elements that are completely manufactured. These elements have both their nodes, 𝑁𝑧,1 
and 𝑁𝑧,2, located below the simulation layer height (Eq 4-53) and conduct heat from the exposed elements 
to the base plate (Eq 4-3).  
Material addition is performed layer-by-layer, which allows the removal of inactive struts from the stiffness 
matrix (Eq 4-23). As the computational cost of inverting a symmetric triangular matrix is 𝑂(𝑁2) [222], 
minimising the size of the stiffness matrix will improve computational efficiency. 
4.2.12 Cutback to ensure physical convergence 
The highly cyclical nature of SLM process results in extreme temperature variation. To ensure a physically 
accurate result enough time steps are required. During a simulation if the temperature deviation is larger 
𝑍ℎ > max (𝑁𝑧,1, 𝑁𝑧,2) Eq 4-51 
𝑍ℎ ≥ min (𝑁𝑧,1, 𝑁𝑧,2)  ∩ 𝑍ℎ ≤ max (𝑁𝑧,1, 𝑁𝑧,2) Eq 4-52 
𝑍ℎ < min (𝑁𝑧,1, 𝑁𝑧,2) Eq 4-53 
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than the cutback tolerance the time step duration is reduced. As the time duration is reduced multiple time 
steps are then implemented to complete the desired original time step. 
4.3 Evaluation of developed simulation 
The following section includes an array of tests that were performed to ensure the developed simulation 
method is robust and represents the SLM process in a computationally efficient manner. To ensure consistent 
results in performance testing all simulations are performed on the NCI supercomputer cluster with the same 
hardware setup of 10GB of storage, 32GB of RAM, and 8 core Intel Xeon Sandy Bridge CPU . 
Unless otherwise specified the default geometry, FCZ5 (Figure 4-19) and configuration file (Appendix D) is 
used: 
 
FCZ5 
• Unit cell face and body centred with z-struts 
(FCZ) 
• Unit cell size of 5mm 
• Strut diameter of 0.5mm 
• Support struts with a dimeter of 0.25mm and a 
height of 1.15mm 
• 5 replications in the x and y directions and 4 in 
the z direction. 
Figure 4-19: Specification of the default lattice used in evaluation tests. 
4.3.1 Effect of layer thickness on simulation performance 
The simulation layer thickness, 𝑙𝑡, does not have to match the manufacturing layer thickness, 𝑀𝑙𝑡. The use of 
a larger 𝑙𝑡 is a common simplification in reduced order simulation methods [143, 147], as it increases 
computational performance by reducing the number of layers simulated. The limitation of a larger 𝑙𝑡 is that 
heat input is concentrated into fewer layers (Figure 4-20). 
FCZ5 is simulated for various 𝑙𝑡 and the normalised simulation duration, 𝐷, is compared to the ratio of 
combined manufacturing layers (𝑙𝑡/𝑀𝑙𝑡) (Figure 4-20 left). This shows that Simulation duration is inversely 
proportional to 𝑙𝑡/𝑀𝑙𝑡 and doubling 𝑙𝑡 halves the simulation duration (Eq 4-54).  
Mean temperature, with mean absolute difference error bars, is compared to 𝑙𝑡/𝑀𝑙𝑡 (Figure 4-20 right). This 
demonstrates that temperature profiles change with changing 𝑙𝑡 indicating that experimental validation is 
required before using a larger 𝑙𝑡. 
𝐷 ∝
1
(𝑙𝑡/𝑀𝑙𝑡) 
 Eq 4-54 
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Figure 4-20: Left, normalised simulation duration versus the number of combined manufacturing layers 
(error bars represent spread of 5 simulation runs). Right, mean temperature, during the last layer, versus 
the number of combined manufacturing layers (error bars are mean absolute difference). Results 
generated using the large regular lattice geometry (Figure 4-11 (c)). 
Table 4-1: Results studying the effect of simulation layer thickness against duration and temperature. 
Simulation 
layer 
thickness (𝒍𝒕) 
Combined 
manufacturing 
layers, (𝑴𝒍𝒕/𝒍𝒕) 
Duration 
Duration no 
cutback 
Unsplit 
mean temp 
Unsplit SD 
30 1 1298.18 1075.94 56.70 11.76 
60 2 634.85 534.90 63.28 19.17 
90 3 447.77 376.07 69.82 27.17 
120 4 304.53 280.66 76.56 36.01 
150 5 251.50 227.59 82.71 44.12 
300 10 130.49 115.17 114.61 101.56 
450 15 157.89 83.96 144.17 169.39 
600 20 181.16 73.61 167.60 213.22 
4.3.2 Aspect ratio vs simulation duration 
The ratio of a regular lattice structures height to its width is the lattice’s aspect ratio, is analysed. Using a 
total of 100 consistently sized unit cells (Table 4-2), different lattice structures are simulated to determine 
the relationship between aspect ratio and normalised duration, 𝐷 (Figure 4-21). The simulation duration was 
found to be proportional to the lattice aspect ratio. However, this is due to the total height of the lattice 
structures increasing the number of simulation layers, despite having no increase in the number of elements 
or unit cells. 
Table 4-2: Unit cell specification for all height to width ratio tests. 
Property Value 
Unit cell type 
Face and body centred 
cubic with z struts  
Strut diameter 1mm 
Unit cell size 10mm 
Support pin diameter  0.5µm 
Support pin height 1mm 
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Figure 4-21: Normalised duration for FCZ lattice structures with a differing height to width ratios. 
Geometry shows simulation results during the final exposure. Simulation duration is strongly dependent 
on the total number of layers present not just the number of unit cells. 
4.3.3 Effect of element length calculation method 
Exposed struts (Figure 4-18) can have their element length calculated in two ways: 
1. Use an element length, ∆𝑥, equal to the strut length. This reduces the number of calculations required for 
simulation but does not match as closely to the SLM process. 
2. Using a ∆𝑥 that is varied to ensure the top of the element aligns with the current layer height. Variable ∆𝑥 
is more computationally expensive but matches the SLM process. 
There is a variation in results between the use of a constant and variable ∆𝑥.The use of variable ∆𝑥 has a 
minimal effect on the computational performance with the total time increasing by less than 1%. Mean 
temperatures differed by less than 3% on average with the use of variable ∆𝑥 instead of constant ∆𝑥. 
However, the standard deviation of temperature differed by 6% on average and was larger for lower 
simulation layer thicknesses, 𝑙𝑡. The use of variable ∆𝑥 changes the length of newly exposed elements to be 
relatively short; this reduces the elements heat capacity and thermal flow resistance to neighbouring struts. 
This results in faster heating and cooling for newly exposed struts in variable ∆𝑥 simulations, accounting for 
the calculated changes in temperature profiles. If heat losses into the powder are to be considered, then the 
total surface area of a strut would be a significant factor making the use of variable ∆𝑥 more important. These 
factors require a variable ∆𝑥 to be implemented as there is only a minor computational benefit of using a 
constant ∆𝑥 but multiple drawbacks. 
4.4 Validity of beam elements 
A 3D continuum simulation is analysed to demonstrate the validity of beam elements at representing lattice 
structures; and, to demonstrate that the 3D continuum simulation and LAMB method show similar thermal 
trends.  
A 3D continuum, reduced order, layer-by-layer simulation is developed using commercially available additive 
manufacturing software [146, 149]. The BC, material properties and processing parameters are set equivalent 
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to the LAMB method (Table 4-3). A simple lattice structure with three different aspect ratio struts (Table 4-4), 
is then evaluated along a set of paths that run vertical, 90° (black), and inclined, 45° (green), (Figure 4-23). 
Table 4-3: Simulation parameters. 
Property Value Units 
Thermal conductivity, 𝑘 6.7 𝑊/𝑚℃ 
Density, 𝜌 4430 𝑘𝑔/𝑚3 
Specific heat capacity, 𝐶𝑝 526.3 𝐽/𝑘𝑔℃ 
Minimum number of steps 100 -- 
Base temperature, 𝑇𝑏𝑎𝑠𝑒 200 ℃ 
Powder temperature, 𝑇𝑝𝑜𝑤𝑑𝑒𝑟 50 ℃ 
Heat source power, 𝑃 375 𝑊 
Manufacturing layer thickness, 𝑀𝑙𝑡 30 𝜇𝑚 
Simulation layer thickness, 𝑙𝑡 300 𝜇𝑚 
Recoat time, 𝑡𝑟𝑒𝑐𝑜𝑎𝑡 5 𝑠 
Heat source velocity, 𝑣 1 𝑚/𝑠 
Hatch spacing, 𝑠 120 𝜇𝑚 
Air temperature, 𝑇𝑓𝑙𝑢𝑖𝑑 50 ℃ 
Convection coefficient, ℎ 1 𝑊/𝑚2℃ 
 
Figure 4-22: Isometric and front view of the reduced lattice structure as a 3D continuum mesh with 
vertical (black) and 45°(green) inspection paths shown. Results generated using commercial software 
[149], rendered using [83]. 
Table 4-4: Average difference between centre and surface paths for each aspect ratio (strut length 
divided by diameter), at the 4 stages of the simulation. Normalised percentage values in brackets. 
Aspect ratio  diameter 45° path °C (%) 90° path (%) Both paths (%) 
20:1 0.5mm 1.13°C (0.1%) 0.07°C (0.01%) 0.60°C (0.07%) 
10:1 1mm 2.62°C (0.3%) 0.29°C (0.04%) 1.45°C (0.2%) 
5:1 2mm 8.99°C (1%) 0.85°C (0.1%) 4.92°C (0.6%) 
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Figure 4-23: Results at the 4 stages of build progression for both the 3D continuum method (left) and 
LAMB (right), for the 10:1 aspect ratio lattice. 
The 3D continuum simulation results demonstrate that the temperature difference between the centre and 
surface paths is minimised with increasing strut aspect ratio (Table 4-4). The largest temperature differences 
occur at the nodes due to their inherent 3D nature. Furthermore, 45° paths consistently have a greater 
temperature difference and deviation compared to 90° (Figure 4-24). 
Based on this analysis the use of beam elements for lattice structures is a suitable simplification as the aspect 
ratio in lattice structures is typically large resulting in minimal deviation of temperatures (Table 4-4). However 
nodal results will not be accurate due to their 3D nature. By averaging surrounding strut results qualitative 
trends at the nodes can be determined. 
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Figure 4-24: Deviation in 3D continuum results for the centre and surface paths. Left, mean temperature 
difference between centre and surface paths for each aspect ratio and inclination angle. Right, mean 
absolute deviation of the centre and surface paths. 
The LAMB method is compared to the 3D simulation methods (Figure 4-25) to demonstrate that similar 
trends are present in the temperature profile however there is still significant variation in magnitude of the 
results. The spread of the 3D continuum results is larger than the LAMB method and a cross over in the 
temperature profile is present. Furthermore, a flat area around the node intersection point is present in 
LAMB which is a direct result of the simplification to beam elements. Observed differences could also be due 
to heat application method, build platform representation and material addition methodology. Despite these 
differences the LAMB method demonstrates similar trends with respect to strut diameter, and as the 3D 
continuum results indicate minimal temperature variation across a strut reasonable predictions should be 
achievable with the LAMB method once experimental validation is performed. 
 
Figure 4-25: Comparison of commercial software and beam element simulation results for the 90° paths. 
4.5 Application to AM lattice structures 
Two design iterations of a toroidal lattice structure are compared using LAMB. These structures are organic 
and highly complex making them both hard to mesh and infeasible to simulate using 3D continuum methods. 
The two design iterations are simulated using LAMB to determine if design changes affect peak temperatures. 
This data is then qualitatively compared to the manufactured specimens.  
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The results show a higher density of hot struts along the front face of the left design iteration (Figure 4-26 
left), this is reflected in the manufactured geometry with excessive fusion of struts and massive deformation 
of support structures along the bottom row (Figure 4-27 left). The second design iteration has a lower strut 
density along the front face of the component, resulting in lower temperature values (Figure 4-26 right) and 
an improved structure with fewer fused struts (Figure 4-27 right). This demonstrates the efficacy of LAMB as 
a DFAM tool. 
 
Figure 4-26: Peak temperatures of the complex toroidal lattice structure any time throughout 
manufacture. Left – Initial design with a compressed lattice on the front face. Right – Design iteration 
with reduced lattice density on the front face, matching temperature colour contours. 
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Figure 4-27: Left, initial design with compressed front face leads to manufacturing defects. Right, design 
iteration with lower density front face that improves surface quality. 
4.6 Conclusions 
DFAM tools are required to ensure that lattice structure designs meet the complex manufacturing constraints 
associated with the SLM process. 3D simulation methods are limited in scale due to the large number of 
elements required to represent the lattice structures coupled with the large number of physical phenomena 
involved.  
This research develops a novel Lattice Additive Manufacturing Beam element simulation (LAMB) with 
significant simplifications to enable its use as a DFAM tool, for full scale, high complexity lattice structures 
within SLM. Geometric complexity is addressed via the simplification of lattice struts to 1D thermal beam 
elements. This simplification significantly improves computational efficiency and is shown to provide relevant 
results for lattice structures with high aspect ratio struts. Using an established AM, 3D simulation the 
temperature variation across a strut’s diameter was shown to be less than 2.7°C (0.3%) for all measured cases 
where the strut aspect ratio is greater than 10, justifying the use of 1D thermal beam elements.  
Simplification of physical phenomena is addressed via:  
• A simplified 1D representation of the build platform. 
• Heat input is applied over all exposed geometry simultaneously. 
• Heat loss into the powder is ignored.  
• Linear material properties are implemented, as only the bulk temperature of the lattice structures is being 
investigated. 
The coupling of these simplification methods ensures that LAMB is computationally efficient while 
maintaining the core mechanics of SLM. The thermal diffusion equations are solved using an implicit finite 
difference method with dynamic time stepping to accurately align with each load application and enable 
large time increments post exposure.  
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Significant performance improvements are shown by merging multiple manufacturing layers into single 
simulation layers. However, this affects the resulting temperature profiles so experimental validation is 
required. The effect of a lattice structure’s height to width ratio demonstrates that simulation duration is 
highly dependent on the number of layers in the simulation. 
LAMB is applied to two design iterations of a complex toroidal lattice structure, beyond the capability of 3D 
continuum methods to qualitatively show that design changes can be implemented to reduce the peak 
transient temperature field. This reduction in the peak transient temperature field qualitatively correlates 
with manufactured specimens.  
LAMB cannot be used to predict the transient temperature field for thick-walled or non-lattice geometries. 
Furthermore, due to the numerous simplifications present, all results are qualitative and can only predict 
general trends. However, LAMB shows the same thermal trends as commercial PBF simulation software and 
experimental validation could enable quantitative results in the future. LAMB meets the needs of a DFAM 
tool to assist in the design of SLM focussed lattice geometry as it is inherently more efficient than 3D 
simulation methods, the simulation of complex lattice structures is enabled, and qualitative visualisation of 
design improvements can be rapidly generated. 
 
 75 
 
Chapter 5 
Wide field of view thermal process monitoring of 
SLM manufactured lattice structures 
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5.1 Introduction 
Due to the simplifications present in the developed simulation methods (Chapter 3 & Chapter 4), 
experimental validation is required to achieve quantitative results. In a collaboration with Fraunhofer IAPT 
in Hamburg, process monitoring of the Selective Laser Melting (SLM) was performed using a calibrated 
thermal camera.  
Selective laser melting (SLM) enables the manufacture of complex geometry but is also a highly complex 
process for which process monitoring offers the following opportunities [178]: 
• The detection of critical process failures [145]. 
• In-situ error correction [179]. 
• Optimisation of the process [37]. 
• Increased fundamental understanding of SLM processes [56, 145, 178]. 
Despite the existing research, process monitoring is not commonly implemented into commercial SLM 
equipment [178], due to the numerous technical challenges (Chapter 2.4).Therefore, there is limited of the 
in-situ temperature field for the SLM process. Existing data is limited to observations of simple geometric 
features or coaxial methods, with a narrow field of view, which limits inspection to the melt pool. This type 
of data does not facilitate understanding of how the complex geometric features possible in the SLM process 
affect heat transfer and only provides detailed information about the cyclical thermal zone. 
This research addresses this gap for in-situ process monitoring data, by implementing wide field of view 
(wide-field) thermal process monitoring of high complexity experimental geometry that includes lattice 
structures. The design of the experimental geometry meets the manufacturing constraints of the SLM process 
and the thermal camera specifications (Chapter 5.2). The wide-field thermal process monitoring captures the 
transient temperature field for the entire experimental geometry throughout manufacture; which enables 
insight into the dependence of heat transfer in the bulk thermal zone on geometric design.  
A custom algorithm then converts the acquired wide-field thermal data into a transient 3D temperature 
field, 𝒟𝑠𝑐𝑎𝑙𝑒𝑑 (Chapter 5.3). This unique data enables intuitive understanding of the SLM temperature field 
in both time and space. Therefore, the data is publicly available to facilitate fundamental SLM research and 
enable validation of numerical simulation methods. Within this research the data is used to establish the 
following case studies:  
• Investigation of heat transfer into the powder bed during manufacture. 
• Investigation of the effect of inclination angle, build height and diameter on the cooling duration of 
constant cross section cylinders. 
• Investigation of the effect of geometric variation and process conditions on the cooling duration of lattice 
structures. 
• The mapping of 𝒟𝑠𝑐𝑎𝑙𝑒𝑑 over the experimental geometry to enable a novel visualisation and comparison 
to numerical methods. 
5.2 Design of experiment 
A test geometry is designed with a full factorial set of isolated, constant cross-section cylinders and a partial 
factorial set of lattice structures across a 100mm x 100mm area of a SLM build platform is designed. This test 
geometry meets the constraints of the SLM machine, the capabilities of the thermal camera and the ability 
to process the acquired data (Table 5-1). 
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Due to the inclination of the thermal camera relative to the build platform (Figure 5-1), the image produced 
has a keystone effect which results in pixels not being square and having a slightly different resolution with 
position. Once the inclination of the camera is accounted for at worst a single pixel corresponds to ~350 µm. 
Therefore, a minimum feature size of 1mm is defined to ensure more than two pixels per geometric feature. 
Images from the thermal camera are significantly noisier at the edges compared to the centre. Therefore, all 
test geometries were inset by 5mm. 
Table 5-1: Thermal camera and SLM machine parameters. 
Thermal camera parameters 
Model Equus 81K SM [226] 
Inspection area ~100mm x 100mm 
Pixel size ~350µm 
Minimum feature 1mm 
Framerate 300Hz 
Spectral range 3.0 - 5.0 µm 
Data generation 50MB/s 
Camera incline ~60° 
SLM machine parameters 
Model SLM solutions 500HL 
Material Ti6Al4V 
Layer thickness 60µm 
Laser power  
(perimeter) 
240W 
Laser power  
(infill) 
185W 
Scan speed  
(perimeter) 
1150mm/s 
Scan speed  
(infill) 
1200mm/s 
Hatch spacing 105µm 
Recoat time 20s 
 
Figure 5-1: Schematic of experimental apparatus setup, including: thermal camera, Left - SLM build 
chamber, Right - top view of total measurement area relative to SLM 500HL build platform. 
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A SLM solutions 500HL machine at Fraunhofer IAPT Hamburg was used to manufacture the test geometry. 
To ensure reliable thermal process monitoring, test geometry was chosen that was complex but robustly 
manufacturable on the SLM 500HL machine. The test geometry was spread over the measurement area to 
minimise inter-component heat transfer with the following features: 
1. Isolated cylinders with: a total build height, ℎ, of 20mm; diameters, d = 1, 2, 5, 6 mm; and, inclination 
angles, α = 45°, 60°, 90° (Figure 5-1 - red). 
2. Face Centred Cubic (FCC2), a lattice with a 2mm strut diameter, a 10mm unit cell size, 4 repetitions along 
the x and y axis and 3 along the z axis (Figure 5-1 - green). 
3. FCC lattice (FCC1), similar to the FCC2 lattice with a 1mm strut diameter (Figure 5-1 - yellow). 
4. FCC lattice with z-struts (FCZ2), similar to the FCC2 lattice with the addition of vertical struts to every unit 
cell (Figure 5-1 - blue). 
5. Calibration markers, a vertical 2mm diameter cylinder that is placed at the extremities of the test 
geometry to facilitate orientation and scaling of the raw data set (Figure 5-1 - purple). 
 
Figure 5-2: Isometric view of the test geometry with: 1 – Isolated cylinders; 2 – FCC lattice, d = 2mm; 3 – 
FCC lattice, d = 1mm; 4 – FCZ lattice, d = 2mm; 5 – Calibration markers. 
5.3 Data processing 
A custom algorithm processed the experimentally obtained data to generate multiple processed data sets 
(Figure 5-3). The measured data set, 𝒟𝑟𝑎𝑤, is filtered using a pixel mask and then transformed to the 
temperature data set, 𝒟𝑡𝑒𝑚𝑝. Following this, the data is aligned with the test geometry and processed per 
build layer to generate the maximum temperature data set, 𝒟𝑚𝑎𝑥, which is the highest temperature 
recorded at each location during the layer build. To reduce storage requirements the data is compressed to 
enable generation of the complete transient 3D temperature field, 𝒟𝑠𝑐𝑎𝑙𝑒𝑑. 
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Figure 5-3: Overview of custom algorithm to transform raw data into processed data for analysis. 
Operations applied to the data in white and data sets in grey. 
The thermal camera’s detector reads some pixels as artificially high or low intensities (Figure 5-4 – a). The 
thermally static powder bed is recorded prior to manufacture and any pixels that report errant temperatures, 
are added to the pixel mask. The pixel mask is then used to identify bad pixels which are replaced using a 
non-linear interpolation [227] of surrounding pixels to achieve smooth intensity images (Figure 5-4 – b). 
𝒟𝑟𝑎𝑤, is converted into the temperature data set, 𝒟𝑡𝑒𝑚𝑝, using the experimentally obtained temperature 
calibration curves (Figure 5-4 – c, Chapter 5.3.1). 
When analysing peak temperatures throughout an exposure layer, only the maximum temperature for each 
pixel, per layer is required; resulting in a significantly smaller maximum temperature data set, 𝒟𝑚𝑎𝑥, of only 
25MB (Figure 5-4 – d). 
To reduce the total size of 𝒟𝑡𝑒𝑚𝑝 compression is applied including removing frames where no pixels exceed 
a critical value, discretising temperatures to 1024 (10-bit) indices and storing the remaining frame data in a 
sparse format. These compression methods reduce the size of 𝒟𝑡𝑒𝑚𝑝 from 502GB to 16.4GB (~97%) (Figure 
5-4 – e). 
A projective transform is implemented to orient and scale the pixels with the cartesian coordinate system of 
the geometry [228]. This requires the pixel location and equivalent Cartesian coordinates of four reference 
points (Figure 5-5). Due to a misalignment between the placement of the geometry on the build platform 
and the measurement area of the thermal camera, a small portion of the geometry was not captured and a 
vertical strut in the FCZ2 lattice was used instead of one of the calibration markers. The projective transform 
is then used to determine the Cartesian coordinates of every pixel in 𝒟𝑡𝑒𝑚𝑝 enabling the creation of a 
transient 3D temperature field, 𝒟𝑠𝑐𝑎𝑙𝑒𝑑, which renders 𝒟𝑡𝑒𝑚𝑝 directly onto the test geometry (Figure 5-4 – 
f). 
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Figure 5-4: List of transformation stages from measured to processed data, only a portion of the 
geometry is shown. A - Intensity image of the measured data set, 𝓓𝒓𝒂𝒘; B – Intensity image with pixel 
masking applied; C - Intensity data converted to temperature data set, 𝓓𝒕𝒆𝒎𝒑, with a local scale; D – 
Maximum temperatures at each pixel for the relevant build layer , 𝓓𝒎𝒂𝒙; E – Sparse, compressed 
temperature results with the global scale, 𝓓𝒕𝒆𝒎𝒑; F - 𝓓𝒕𝒆𝒎𝒑 aligned to the test geometry, 𝓓𝒔𝒄𝒂𝒍𝒆𝒅. 
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Figure 5-5: The 10th layer of 𝓓𝒎𝒂𝒙, the purple ‘+’ markers represent the median pixel location of 
exposure for reference geometry points. 
The 3D transient temperature field, 𝒟𝑠𝑐𝑎𝑙𝑒𝑑, enables extraction of temperature profiles along specific paths, 
at the centre of every strut and at every node within the lattice structures (Figure 5-6).  
 
Figure 5-6: Paths along which temperature profiles were obtained, Right – node and strut locations of 
data extracted within the lattice structures. Appendix B contains exact start and end locations of these 
paths. 
5.3.1 Temperature calibration curve 
To enable conversion of 𝒟𝑟𝑎𝑤 to 𝒟𝑡𝑒𝑚𝑝 a temperature calibration curve is required. This curve is 
experimentally obtained for both solid and powder Ti6Al4V. Intensity values are obtained in a furnace at 
known temperatures (Figure 5-7). This data is used to correlate intensity to temperature and obtain 
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equations for calibration curves for both solid and powder conditions (Figure 5-8). The difference in these 
values is due to different emissivity. 
 
Figure 5-7: Experimental setup used to measure calibration data between 20−400oC. 
  
Figure 5-8: Experimentally obtained intensity values at known temperatures for both solid and powder 
materials. 
 
Figure 5-9: Theoretical temperatures that can be achieved using the thermal camera. At 400°C the 
software changes from using the powder curve to the solid curve until the end of the exposure layer. 
The calibration curves can be applied across the intensity range of the camera to determine the range of 
temperatures that can be obtained using the thermal camera (Figure 5-9). Temperatures range from 20°C to 
767°C, which means that for this thermal camera setup, the true temperature of the melt pool cannot be 
acquired. 
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5.4 Results 
Using the wide-field thermal process monitoring the test geometry was manufactured (Figure 5-10), and the 
following aspects of the SLM process have been investigated:  
• The effect of build height and diameter on heat transfer into the powder bed. 
• The cooling duration of specific geometric features. 
• The effect of lattice topology and build height on the cooling duration. 
• The effect of surrounding geometry on the cooling duration. 
• Visualisation of the experimental data rendered over the experimental geometry. 
 
Figure 5-10: Experimental geometry, still attached to the build platform. 
5.4.1 Temperature profile into the powder  
There is a temperature gradient between the geometry and the powder throughout manufacture (Figure 
5-14).To quantify this effect on heat transfer the maximum temperature data set, 𝒟𝑚𝑎𝑥, is used to generate 
a distribution of peak temperatures from the centre of each cylinder into the powder bed ?̅?. ?̅? is the average 
of 10 equally angular spaced, 𝜃, max temperature values at a specific radius, 𝑟 (Eq 5-1 & Eq 5-2). ?̅? is 
determined for the 4 vertical cylinders (paths A-D Figure 5-6), at every 5th build layer (Figure 5-11). 
?̅?(𝑟) =
∑ 𝒟𝑚𝑎𝑥(𝑥(𝑟, 𝜃), 𝑦(𝑟, 𝜃))𝜃
10
 Eq 5-1 
𝑥(𝑟, 𝜃) = 𝑟 × cos 𝜃
𝑦(𝑟, 𝜃) = 𝑟 × sin𝜃
{
𝜃 ∈ [−30,−15,0,15,30,150,165,180,195,210]°
𝑟 ∈ [0.1,0.2,0.3,… ,5]𝑚𝑚
 Eq 5-2 
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Figure 5-11: Distribution of peak temperatures, ?̅?, from the center of the four vertical cylinders, paths A-D 
(Figure 5-6), every 5th manufacturing layer. Red indicates portion of the distribution measured within the 
solid geometry of the cylinder, while blue indicates the portion of the distribution measured in the 
powder bed. 
For all 4 vertical cylinders, ?̅? is found to be independent of the build height, indicating that heat loss into the 
powder is consistent. Therefore, heat loss into the powder bed for the current layer is localised and not 
affected by preceding geometry. As ?̅? is independent of build height it can be averaged across multiple layers 
to facilitate comparison between the 4 vertical cylinders (Figure 5-12). There is an upper limit to the peak 
temperatures with the maximum temperature measured being 739.5oC. This temperature limit is due to the 
integration speed of the camera and the SLM process settings (Chapter 5.2).  
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Figure 5-12: Averaged powder temperatures profiles for the four vertical cylinders (Figure 5-11).  
left – average powder temperature profile from the centre of each vertical cylinder into the powder;  
right – average powder temperature profile from the geometry boundary into the powder.  
Aligning the data according to the distance from the cylinder surface (Figure 5-12 - right), shows that the rate 
of change of peak temperature into the powder converges with an increasing 𝑑. Therefore, based on the 
thermal capacity of the powder (Eq 5-3), the maximum energy transferred into the powder bed, 𝐸, for a given 
layer thickness, 𝑡, and limiting distance from the cylinder surface, is dependent on 𝑑. For all cylinders, at a 
distance of 2mm from the cylinder surface the temperature rise above the ambient powder temperature is 
negligible, therefore the integral of the temperature distribution is determined with the trapezoidal rule for 
discrete sample points, n, from the cylinder surface to 2mm into the powder bed (Eq 5-4). Furthermore, the 
cylinder surface area, 𝐴𝑠, of a newly deposited layer is dependent on 𝑑 (Eq 5-5), and increases at a greater 
rate than 𝐸 (Figure 5-13 - left). Therefore, smaller diameter struts have the highest maximum surface energy 
density, 𝐸𝑠 (Eq 5-6 and Figure 5-13 - right), which may lead to varied surface quality with respect to diameter. 
𝜌𝐶𝑝𝑉
𝑑𝑇
𝑑𝑡
 Eq 5-3 
𝐸 = 2𝑡𝜌𝐶𝑝𝜋∑
𝑟𝑛−1 + 𝑟𝑛
2
∙
?̅?(𝑟𝑛−1) + ?̅?(𝑟𝑛)
2
𝑁
𝑛=1
 Eq 5-4 
𝐴𝑠 = 𝜋𝑑𝑡 Eq 5-5 
𝐸𝑠 =
𝐸
𝐴𝑠
 Eq 5-6 
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Figure 5-13: left - Total Energy into the powder and perimeter with respect to strut diameter.  
right - Surface energy density with respect to diameter. 
The results demonstrate variable heat transfer into the powder for each of the cylinders. However, analysis 
of all the geometry with this method has the following limitations: 
• New powder layers are deposited at a constant temperature regardless of build height, which obscures 
previously heated powder. 
• Unfused powder has a significantly higher thermal resistance than solid material [49]. Coupled with a 
single layer duration of 20s, these two factors make the amount of heat transfer from the bulk powder 
bed into the new powder layer insignificant. 
• The implemented thermal process monitoring can only observe the current manufacturing layer, heating 
of the bulk powder bed below the current manufacturing layer is not detectable. 
• For complex lattice structures measuring into the powder will involve collisions with other geometry. 
• Variation of the temperature field with respect to build height was not detectable. 
These limitations indicate that surface-based inspection methods are not suitable for inspecting temperature 
build up in the powder bed. 
5.4.2 Cylinder cooling duration 
To determine the effect of geometric factors on heat transfer, the 3D transient temperature field, 𝒟𝑠𝑐𝑎𝑙𝑒𝑑 , is 
used to determine the cooling duration, 𝑡𝑐𝑜𝑜𝑙. 𝑡𝑐𝑜𝑜𝑙  is the time period for a geometry of interest to cool from 
its peak value, 𝑇𝑝𝑒𝑎𝑘, to a reference temperature, 𝑇𝑟𝑒𝑓, of 250°C (Figure 5-14).  
The cooling duration enables variation of the transient temperature field to be inferred after exposure, which 
was not possible with the previous examination of powder bed peak temperatures. The use of 𝑡𝑐𝑜𝑜𝑙  instead 
of temperature, addresses two limitations of the optical monitoring data: the magnitude of 𝑇𝑝𝑒𝑎𝑘 not being 
accurate, does not effect 𝑡𝑐𝑜𝑜𝑙  as only the time duration from the peak is required; small misalignment of the 
data to the geometry results in minimal error as an area can be inspected to derive 𝑡𝑐𝑜𝑜𝑙. These advantages 
allow the use of 𝑡𝑐𝑜𝑜𝑙  to derive relevant information from noisy temperature data. Furthermore, 𝑡𝑐𝑜𝑜𝑙  can be 
compared to simulation data, which is usually limited to the strut build geometries because neglecting 
powder is a common simplification in SLM simulations. 
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Figure 5-14: Transient temperature profile with respect to time for two layers, recoat period is removed 
from image. Blue - Main profile at the centre of the 2mm diameter vertical rod; Dashed red - Powder 
profile 5mm from the measurement point of the main profile. 𝑻𝒑𝒆𝒂𝒌 varies with geometry, 𝑻𝒓𝒆𝒇 is set at 
250oC for all investigations, 𝒕𝒍𝒂𝒚𝒆𝒓 is constant but the time between the perimeter and infill scans changes 
based on the scan pattern, the cooling duration, 𝒕𝒄𝒐𝒐𝒍, is dependent on many variables. 
The effect of diameter, 𝑑, build height, ℎ, and inclination angle, 𝛼, on 𝑡𝑐𝑜𝑜𝑙  for isolated cylinders, with a 
constant cross-section, is investigated and the following trends are identified (Figure 5-15): 
• Increasing 𝑑 increases 𝑡𝑐𝑜𝑜𝑙. 
• Increasing ℎ increases 𝑡𝑐𝑜𝑜𝑙. 
• Decreasing α increases 𝑡𝑐𝑜𝑜𝑙. 
• For d=1 & 2mm 𝑡𝑐𝑜𝑜𝑙  has an upper limit after which it is independent of ℎ. 
• For d=5 & 6mm 𝑡𝑐𝑜𝑜𝑙  correlates to ℎ but does not reach a limit. 
• For d=5mm 𝑡𝑐𝑜𝑜𝑙  is higher than for d=6mm at 60° and 90°. This is likely due to the surrounding d=2mm 
and d=6mm cylinders limiting conduction into the powder. In the 45° cylinders there is more space around 
the d=5mm specimen likely reducing this effect. This effect is investigated in the lattice structures 
• Exposure area is dependent on both 𝑑 and 𝛼. This creates a strong interaction between the two 
parameters which further increases 𝑡𝑐𝑜𝑜𝑙  for large 𝑑 low 𝛼 cylinders. 
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Figure 5-15: Cooling duration, 𝒕𝒄𝒐𝒐𝒍, for various constant cross-section cylinders, paths A-L (Figure 5-6), 
measured at various build heights, manufactured on a SLM500HL. 
Heat conduction along a discrete length of cylinder, ∆𝑥, is dependent on: 
• The cross-sectional area, 𝐴, and volume of the cylinder. 
• Material properties including thermal conductivity, 𝑘, density, 𝜌, and specific heat capacity, 𝐶𝑝, which 
do not vary significantly within the temperature range.  
• Heat losses into the powder, 𝑄𝑝𝑜𝑤𝑑𝑒𝑟. 
Therefore, heat flow will be proportional to heat absorption and the temperature difference (Eq 5-7). A newly 
exposed layer will be at least as hot as the material melting temperature and the bulk geometry below the 
set length of cylinder will be at a temperature based on its previous heat absorptions. Therefore, an increase 
in 𝑡𝑐𝑜𝑜𝑙  is equivalent to a reduced heat flow which occurs when the temperature difference across the length 
of cylinder is decreased. This is only possible if the bulk structure below the surface is absorbing more heat and 
increasing in temperature. 
𝜌𝐶𝑝𝑉
Δ𝑇
Δ𝑡
− 𝑘
Δ2𝑇
Δ𝑥2
− 𝑄𝑝𝑜𝑤𝑑𝑒𝑟 = 0 Eq 5-7 
The 𝑡𝑐𝑜𝑜𝑙  of isolated cylinders is strongly dependent on 𝑑, 𝛼, ℎ; which implies variation in the transient 
temperature profile. Furthermore, the variation in 𝑡𝑐𝑜𝑜𝑙  demonstrates differing cooling rates throughout 
manufacture which will result in variable microstructure and process stability. To achieve a consistent 𝑡𝑐𝑜𝑜𝑙  
and associated temperature profile, geometric dependent process parameters are required. 
5.4.3 Lattice cooling duration 
Lattice structures have a higher geometric complexity than the isolated cylinders. To determine if 𝑡𝑐𝑜𝑜𝑙  can 
be correlated to geometric factors every strut and node is inspected (Figure 5-6), with the following analyses 
performed: 
1. The difference between 𝑡𝑐𝑜𝑜𝑙  in struts, nodes and the equivalent isolated cylinders (Figure 5-16). 
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2. The difference in 𝑡𝑐𝑜𝑜𝑙  for the centre and face planes of lattice structures (Figure 5-17).  
3. The effect of geometry surrounding the lattice on 𝑡𝑐𝑜𝑜𝑙, at the face planes.  
4. A linear regression of 𝑡𝑐𝑜𝑜𝑙, for all the lattice structures, build heights and distances from the center of the 
lattice (Figure 5-18). 
For each lattice structure, at its centre, for both nodes and struts, 𝑡𝑐𝑜𝑜𝑙  is compared to the 2mm diameter 
45° isolated cylinder (Figure 5-16, paths: K, M, N, O, P, Q, R). For all lattice structures 𝑡𝑐𝑜𝑜𝑙  does not align with 
the equivalent isolated cylinders: 
• For FCC2 and FCZ2, at the struts, 𝑡𝑐𝑜𝑜𝑙  is higher than the equivalent isolated cylinder; indicating a higher 
bulk temperature in lattice structures possibly due to higher surrounding powder bed temperatures. 
• For FCC2 and FCZ2 at the nodes, 𝑡𝑐𝑜𝑜𝑙  is lower than the equivalent isolated cylinder; indicating that node 
connections facilitate cooling and that thermal failures due to slow cooling during manufacture will occur 
first along struts. Therefore, further investigation will exclude 𝑡𝑐𝑜𝑜𝑙  for node data. 
• For the FCC1 lattice, strut and node results follow the above trends, compared to the 1mm diameter 45° 
isolated cylinder. However, the magnitude of 𝑡𝑐𝑜𝑜𝑙  is significantly reduced and is independent of build 
height. Therefore, further investigations will also exclude the FCC1 lattice structure. 
• The addition of vertical struts to the FCZ2 lattice does not appear to reduce 𝑡𝑐𝑜𝑜𝑙  at the struts; which is 
likely due to the low thermal conductivity of Ti6Al4V. 
 
Figure 5-16: Cooling duration, 𝒕𝒄𝒐𝒐𝒍, with respect to build height for lattice nodes, lattice struts and the 
2mm diameter 45° cylinder.  
To determine if lateral position within a lattice affects 𝑡𝑐𝑜𝑜𝑙  the center and face planes of the lattice structures 
are compared at a build height of 17.5mm. However, to reduce the influence of neighbouring lattice 
structures on heat transfer the face planes are aligned to the empty powder bed (Figure 5-6). Furthermore, 
their sampling direction is mirrored about their centreline (Figure 5-17). 
Along the center plane, there is a higher 𝑡𝑐𝑜𝑜𝑙  which tapers towards both edges. The face plane results have 
a similar trend but with a lower magnitude. This is expected due to the lower geometric density on the lattice 
faces and heat loss into the powder which facilitates cooling.  
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Figure 5-17: Cooling duration, 𝒕𝒄𝒐𝒐𝒍, for the center and face planes of the FCC2 and FCZ2 lattices  
at 17.5mm build height.  
The build height, 𝑧, and absolute distance from the centre of a lattice, 𝐷, are the two independent 
parameters that are correlated to the cooling duration, 𝑡𝑐𝑜𝑜𝑙  (Eq 5-8). A linear regression analysis is 
performed for all the lattice structures at layers that intersect the nodes and struts separately (Table 5-2, 
Figure 5-18). 
𝑡𝑐𝑜𝑜𝑙 ≅ 𝑒 + 𝑓 ∙ 𝑧 + 𝑔 ∙ 𝐷 + ℎ ∙ 𝑧𝐷 Eq 5-8 
The linear regression shows that all node results are only weakly, dependent on the input parameters of 𝑧 
and 𝐷 (Figure 5-19 left); which implies a flat response that does not vary significantly across a lattice structure 
and minimal variation with time. Furthermore, at the struts, the FCC d=1mm lattice has minimal dependence 
on input parameters and a low 𝑟2. 
At the struts, FCC2 and FCZ2 are dependent on the input parameters 𝑧 and 𝐷 (Figure 5-19 right); where 𝑡𝑐𝑜𝑜𝑙, 
decreases with distance from the centre of the lattice and increases with build height. 
 
Figure 5-18: Linear regression response plane with raw 𝒕𝒄𝒐𝒐𝒍 data for the FCC d=2mm strut results. 
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Table 5-2: linear regression results with coefficients (a-d) and residual sum squared error (r2). 
Lattice 
e  
(intercept) 
f  
(z) 
g  
(𝐃) 
h 
(𝐳𝐃) 
r2 
FCC2 (nodes) 1.618E-01 6.757E-03 -3.811E-04 3.513E-04 0.763 
FCC1 (nodes) 8.009E-02 1.379E-03 -1.191E-04 8.834E-05 0.406 
FCZ2 (nodes) 1.682E-01 6.933E-03 -3.519E-04 8.239E-05 0.656 
FCC2 (struts) 9.499E-01 1.899E-01 3.748E-03 -5.344E-03 0.794 
FCC1 (struts) 5.457E-01 -3.474E-03 -1.930E-03 -3.313E-05 0.204 
FCZ2 (struts) 1.058E+00 1.966E-01 6.678E-04 -5.177E-03 0.631 
   
Figure 5-19: Main Effects plot for all lattice structures at the nodes (left) and struts (right). For the strut 
results FCC d=2mm and FCZ d=2mm lattice show similar main effects.  
5.4.4 Visualisation of the 3D transient temperature field 
The use of the transient 3D temperature field, 𝒟𝑠𝑐𝑎𝑙𝑒𝑑 enables novel visualisation and side-by-side 
comparison to numerical methods with the following examples presented: 
1. The transient 3D temperature field, 𝒟𝑠𝑐𝑎𝑙𝑒𝑑, rendered over the FCZ2 lattice (Figure 5-20). 
2. The cooling duration, 𝑡𝑐𝑜𝑜𝑙, for the struts and isolated cylinders, rendered over the experimental geometry 
(Figure 5-21). 
3. 𝒟𝑚𝑎𝑥 rendered over the test geometry (Figure 5-22). 
  
Figure 5-20: A single image of the transient 3D temperature field, 𝓓𝒔𝒄𝒂𝒍𝒆𝒅, rendered over then FCZ 
d=2mm lattice at a build height of 22.5mm. Full video of this manufacturing layer is available. 
Temperatures below 300°C are not displayed. 
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Figure 5-21: A heat map of the cooling duration, 𝒕𝒄𝒐𝒐𝒍, for the struts and isolated cylinders rendered over 
the test geometry. The results are discussed in sections: 5.2 & 5.3.  
 
Figure 5-22: The maximum temperature data set, 𝓓𝒎𝒂𝒙, rendered over the test geometry for the layer 
corresponding to 17.5mm. Temperatures less than 300°C are masked to hide inactive powder. 
The visualisation of 𝒟𝑠𝑐𝑎𝑙𝑒𝑑 allows general insight into the SLM process and direct comparison to numerical 
methods. For example, the entire layer corresponding to a build height of 22.5mm, has been rendered into 
video, for the FCZ2 lattice (Figure 5-20). Comparing numerical simulation results to the entire 𝒟𝑠𝑐𝑎𝑙𝑒𝑑 data 
set may not be practical. To address this potential limitation, simplified representations of 𝒟𝑠𝑐𝑎𝑙𝑒𝑑 can be 
achieved using the cooling duration, 𝑡𝑐𝑜𝑜𝑙  data (Figure 5-21), or the maximum temperature data set, 𝒟𝑚𝑎𝑥 
(Figure 5-22). These limited data sets are aligned with the test geometry and facilitate comparison to 
simplified numerical methods for the SLM process. 
5.5 Conclusions 
This research used wide-field thermal process monitoring on a test geometry to determine the effect of 
geometric variation and complexity of lattice topology on the temperature field within the SLM process. The 
use of a wide field of view thermal process monitoring provides the novel capability of inspecting entire 
geometries during manufacture and enables the conversion of raw intensity data into a transient 3D 
temperature field. The transient 3D temperature field has: 
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• Identified correlations between the cooling duration, 𝑡𝑐𝑜𝑜𝑙, and geometric parameters including diameter 
and inclination angle for isolated, constant cross-section cylinders. These results can be used to ensure 
that large geometries have sufficient cooling time during manufacture and shows the importance of 
considering geometric and process parameter affects for both manufacturing and numerical simulation 
development. 
• Shown that for the smaller diameter isolated cylinders, d = 1, 2 mm, 𝑡𝑐𝑜𝑜𝑙  was independent of build height 
and inclination angle. Furthermore, 𝑡𝑐𝑜𝑜𝑙  for the FCC d=1mm lattice (FCZ1) also was independent of build 
height. This indicates that for a given set of processing parameters and material there is a minimum critical 
geometric criterion below which the bulk geometry will not accumulate excessive heat. 
• Shown that compared to isolated cylinders, for the FCC d=2mm lattice (FCC2) and FCZ d=2mm lattice 
(FCZ2), the higher geometric complexity changes the temperature field and associated 𝑡𝑐𝑜𝑜𝑙. The 𝑡𝑐𝑜𝑜𝑙  of 
struts is at least twice that of the equivalent diameter and inclination isolated cylinder; which clearly 
indicates that lattice topology and density is increasing 𝑡𝑐𝑜𝑜𝑙. 
• Identified that the addition of vertical struts to the FCZ2 lattice decreases 𝑡𝑐𝑜𝑜𝑙  at the nodes but does not 
affect 𝑡𝑐𝑜𝑜𝑙  at the struts. This indicates that 𝑡𝑐𝑜𝑜𝑙  is highly localised and the use of extra geometry to 
facilitate cooling is limited for low conductivity materials like Ti6Al4V. 
• Shown that there is variation of 𝑡𝑐𝑜𝑜𝑙  both spatially and temporally within the FCC2 and FCZ2 lattice 
structures, with a clear difference between the centre and face planes. This indicates that different 
geometric designs will results in a variable temperature field and possibly a variable microstructure. 
Furthermore, this variation demonstrates that heat transfer into the powder bed is limited by adjacent 
components in a SLM build which may need to be considered prior to manufacture.  
• Shows that 𝑡𝑐𝑜𝑜𝑙  exhibits correlations between build height and distance from the centre of the lattice 
structure for both FCC2 and FCZ2. 
• Demonstrated the potential to be used as a reference data set to facilitate the development of numerical 
methods, including side by side comparison of temperature values and comparison of cooling duration, 
𝑡𝑐𝑜𝑜𝑙. Future work may calculate the cooling rate to enable use in microstructural models for predicting 
grain size. 
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Chapter 6 
In situ process monitoring using sub surface 
temperature monitoring of the selective laser 
melting process 
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6.1 Introduction 
Selective laser melting (SLM) enables the manufacture of complex geometry but is also a highly complex. This 
complexity is due to multiple interacting physical phenomena [31] that are temporally and spatially transient 
over multiple time and space scales [32, 33]. This results in two thermal zones the cyclical thermal zone and 
the bulk thermal zone (Chapter 2.2).  
The Slice Data Simulation (SDS) (Chapter 3) and the Lattice Additive Manufacturing Beam element simulation 
(LAMB) (Chapter 4) contain simplifications to ensure they are computationally efficient enough to represent 
full scale geometry and lattice structures. Due to these simplifications process monitoring is required to 
gather relevant validation data. 
Existing thermal process monitoring techniques inspect the current build layer only and primarily focusses 
on the area surrounding the melt pool. While limited information on the bulk thermal zone can be gathered 
with these methods (Chapter 5), there is a gap in literature relating to sub-surface process monitoring. This 
work aims to develop a framework for sub-surface thermal process monitoring that will improve 
understanding of the SLM process and facilitate the validation of simulation methods that focus on the bulk 
thermal zone.  
A novel method of SLM sub-surface, thermal process monitoring is developed with the aim of suspending 
the tip of a thermocouple inside a geometry at a set distance below the current layer (Chapter 6.2). Two 
process monitoring methods are evaluated, the bridge and driven methods. The bridge method determined 
suitable as it is reliable and requires minimal modifications to work with existing commercial SLM systems. 
Therefore, the bridge method was used for all experimental data gathering. 
Eight experimental data sets are produced (Chapter 6.3). Experiments, A1 – A4, refine the implementation 
of the bridge method and do not use support structure. Variables investigated include reduction of notch 
size, different thermocouple depths and different diameters. Experiments, B1-B4, determine the effect of 
process parameters and varying geometry on the transient temperature field and include support structure. 
Variables investigated include varying minimum layer duration, which matches existing literature and 
variable geometry.  
The experimental data is filtered and coupled to the SLM log files to enable segmentation of the data into 
the manufacturing layers. This facilitates comparison between experiments that do not have the same 
number of manufacturing duration (Chapter 6.4).  
Experimental designs are evaluated, using a SLM 125HL machine and Ti6Al4V powder, to provide insight into 
the effect of minimum layer time, support structures, recoat direction and geometry on the measured 
temperature data (Chapter 6.5). This temperature data enables an improved understanding of heat transfer 
in the SLM process and provides a reference set to validate reduced order SLM thermal simulations. 
6.2 Experimental setup 
To develop a novel form of in-situ, sub-surface thermal process monitoring the following design requirements 
are considered: 
• Measure temperature information relating to the bulk thermal zone. As the SLM process is thermally 
driven temperature information is the most desirable form of process monitoring. 
• Minimise disruption to the process so that manufacture can occur as per normal. 
• A simple repeatable experimental setup is required to minimise variation between experiments and 
reduce downtime. 
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• Implemented method should be reliable. 
• Enable the fabrication of complex topology. As complex topology is a key capability of the SLM process at 
minimum a large variation of geometries must be viable with the developed method. 
• Have the manufacturing conditions match those present in a standard SLM build process. This includes 
minimising pauses and variations in build conditions. 
As no process monitoring method exists that is compatible with the design requirements, two novel designs 
are evaluated (Table 6-1): 
1. Driven method that uses an electro-mechanical drive system to actively position the thermocouple 
(Chapter 6.2.2). 
2. Bridge method passively maintains the position of the thermocouple a set distance below the current 
build layer (Chapter 6.2.5). 
Table 6-1: Associated advantages and disadvantages of each in-situ data acquisition method. 
 Driven Method Bridge Method 
A
d
van
tage 
Can control the position dynamically. 
Can completely enclose the channel in which 
measurement takes place. 
Can test inclined geometry. 
Can build complex topology around the test 
channel. 
Comparatively simple setup. 
Reasonably reliable. 
Jamming is minimised. 
Noise is minimised. 
Fast to setup. 
Easy to implement multiple thermocouples. 
D
isad
van
tage 
Motors introduce significant stochastic noise. 
Jamming. 
Hard to accurately move the thermocouple. 
Damages thermocouples. 
Slow to setup. 
Limited scope for topology 
Open notch must be cut into test geometry. 
Cannot test inclines. 
All the experiments are built on a SLM solutions 125HL machine (Table 6-2) with simple machine 
modifications (Figure 6-1). A custom glove port enables thermocouple ingress and a modified recoater 
mechanism enables extra clearance over a portion of the powder bed. 
Table 6-2: SLM machine parameters. 
SLM machine parameters 
Model SLM solutions 125HL 
Material Ti6Al4V 
Layer thickness 30µm 
Laser power  
(perimeter) 
100W 
Laser power  
(infill) 
100W 
Scan speed  
(perimeter) 
425mm/s 
Scan speed  
(infill) 
375mm/s 
Hatch spacing 105µm 
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Figure 6-1: Modifications to the SLM machine required for both process monitoring methods.  
A – glove port opening, B – custom glove port using cable glands to allow sensor ingress,  
C – unmodified recoater mechanism with blade shown, D – modified recoater mechanism with reduced 
blade width. 
6.2.1 Thermocouples and data acquisition 
Fibreglass sheathed K-Type thermocouples are used; which offer good corrosion resistance and are suitable 
for the expected temperatures in the bulk thermal zone of the SLM process (Figure 6-2 – Left). The raw data 
is acquired using the Measurement computing UBS2416 [229], that automatically converts thermocouple 
voltage to temperature with internal ambient temperature detection (Figure 6-2 – Right). 
Due to the transience of the SLM process a responsive thermocouple is desired. A thermocouple’s transience 
is dependent on the rate of change of the thermal gradient in its wires. Therefore, finer thermocouples have 
a higher transient response. However, fine thermocouples are fragile and risk being damaged or damaging 
the recoating process, if they move unexpectedly. Therefore, robust thermocouples were selected to 
minimise the chance of failure as the experiments are completely novel (Table 6-3). 
 
Figure 6-2: Left – K-Type thermocouple specification including key dimensions. Chromel, Nickel 90% 
Chromium 10%; Alumel, Nickel 95% Manganese 2% Aluminium 1% Silicon 1% [230]. Right – Data 
acquisition board USB2416 [229]. 
Table 6-3: Thermocouple key dimensions. 
Implemented K-Type thermocouples 
𝑂𝐷 1.3mm 
𝐷𝑤𝑖𝑟𝑒 0.3mm 
𝐷𝑡𝑖𝑝 0.7mm 
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To use the thermocouples in-situ they must fit through various conduits, SLM parts and around corners. For 
all fit testing there are three levels of results: 
• FAIL – cannot insert or move. 
• PARTIAL – can insert and move but with significant interference or damage detected. 
• GOOD – can insert and freely move. 
The thermocouple is driven through various test parts to determine thermocouple fit, including: 
• Straight printed tubes at different diameters printed at 45° and 90° (Figure 6-3). The results indicate that 
a 2mm diameter or larger hole will be useful at channelling the thermocouple (Table 6-4). However, the 
effects of bend radii and powder should also be evaluated. Furthermore, the drive mechanism crushes 
the thermocouple giving it a flattened shape. 
• To maximise the potential for contact between a thermocouple and the measurement object a shallow 
helix was applied as the channel shape. To test the suitability of this design a range of helix are compared 
(Figure 6-4). This will help determine if the results of straight tests can be applied to curved channels. 
Table 6-4: results from straight fit tests. 
Diameter 45° 90° 
1.5 FAIL FAIL 
1.75 FAIL PARTIAL 
2.00 GOOD GOOD 
2.25 GOOD GOOD 
2.50 GOOD GOOD 
2.75 GOOD GOOD 
    
Figure 6-3: Virtual design of the straight fit tubes at 90° and 45° (left). 
Printed parts, manufactured on a SLM machine from Ti6Al4V, at 90° and 45° (right) 
 
Figure 6-4: Helical test components. 
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6.2.2 Driven method 
The driven method uses a customised MIG wire feed mechanism to mechanically drive a thermocouple into 
the experimental geometry (Figure 6-5 – Right). To enable this capability a custom build platform is required 
that routes the thermocouple into the test geometry vertically. (Figure 6-5 – Left). The experimental 
geometry is then built on top of the custom build platform with a hole to accommodate the thermocouple. 
This enables the manufacture of any experimental geometry which can accommodate the hole.  
A commercial MIG wire feeding mechanism is modified to accommodate a stepper motor which is then 
controlled via Arduino and power electronics. This enables repeatable positioning of thermocouples with a 
high mechanical advantage. The MIG wire feeder is a commodity component that drives wire using a DC 
motor and a multistage spur gear reduction. As the DC motor cannot be accurately positioned custom printed 
adapter was designed to allow the use of a stepper motor. This adapter was manufactured from Acrylonitrile 
Butadiene Styrene (ABS) on a Fused Deposition Modelling machine (FDM). 
The custom build platform was manufactured on the SLM 125 prior to any experimental work. It is 
manufactured directly onto a standard build platform and consists of a large thin walled section, to facilitate 
recoating and a small, 20x20x5 mm solid platform to manufacture from. 
  
Figure 6-5: Overview of machine modifications required for the bridge method. Left – custom build 
platform. Right – custom MIG wire feeder with stepper motor. 
There are two methods to determine the distance per motor step, mm/step. The total gear reduction ratio 
can be calculated along with the radius of the drive wheel (Figure 6-6), to determine mm/step. The gear 
reduction ration of the system is 38.79:1 resulting in a ~3.9𝜇𝑚/𝑠𝑡𝑒𝑝 (Table 6-5). 
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Figure 6-6: MIG wire feeder assembly with adapter and drive wheel highlighted. 
Table 6-5: Gear reduction ratios in the stepper mechanism. 
Pinion Gear Ratio 
12 34 2.83 
12 35 2.92 
12 26 2.17 
12 26 2.17 
Total 38.79 
Theoretical calculations provide an estimate of step accuracy experimental validation is required. 
Experimental validation is achieved by driving a thermocouple and recording the distance travelled, with the 
experimental procedure as follows: 
1. Move the thermocouple to the 250mm mark on the ruler (using the telephoto lens on the camera). 
2. Take an image. 
3. Step the motor 2000 times. 
4. Take an image 
5. Repeat steps 3 and 4 a total of five times. 
6. Repeat the above procedure 5 times for each stepping mode (single, double, interleaved and micro). 
From the experimental work it appears that the physical experiments match the theoretical ones but there 
are only 100 steps per rotation not 200 (Table 6-6). The most repeatable stepping method is micro steps with 
12.2µm/step and a standard deviation of 12.7 µm across all measurements of 2000 steps. 
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Table 6-6: Experimental results for 5 test runs at each measurement position. Average values for each 
stepping method are displayed at the bottom 4 rows of the table. 
Step  
method 
Position 
(steps) 
Average 
(mm) 
Minimum 
(mm) 
Maximum 
(mm) 
Standard 
deviation 
Variance 
(mm) 
steps/mm mm/step 
doubleStep 0 0 0 0 0 0   
doubleStep 2000 24.34 24.26 24.42 0.062 0.0038 82.17 0.0121 
doubleStep 4000 48.77 48.68 48.87 0.068 0.0046 82.03 0.0122 
doubleStep 6000 73.30 73.24 73.38 0.057 0.0032 81.85 0.0122 
interleave 0 0 0 0 0 0   
interleave 2000 12.05 12.03 12.07 0.020 0.0004 165.94 0.0060 
interleave 4000 24.31 24.27 24.37 0.055 0.0031 164.56 0.0061 
interleave 6000 36.62 36.52 36.70 0.091 0.0083 163.84 0.0061 
microStep 0 0 0 0 0 0   
microStep 2000 24.34 24.32 24.38 0.032 0.0010 82.17 0.0122 
microStep 4000 48.86 48.82 48.91 0.047 0.0022 81.87 0.0122 
microStep 6000 73.43 73.36 73.48 0.061 0.0037 81.71 0.0122 
singleStep 0 0 0 0 0 0   
singleStep 2000 24.39 24.29 24.51 0.085 0.0072 82.00 0.0122 
singleStep 4000 48.81 48.66 48.90 0.092 0.0085 81.96 0.0122 
singleStep 6000 73.26 73.17 73.38 0.103 0.0105 81.90 0.0122 
singleStep 
All values below line are average values at every position.  
All averages are below the resolution of the capture device 
and are derived not measured directly. 
0.0276 0.000760868 81.95 0.0122 
doubleStep 0.0191 0.000365168 82.02 0.0122 
interleave 0.0130 0.000168408 164.78 0.0061 
microStep 0.0127 0.00016179 81.92 0.0122 
6.2.3 Driven method experiments 
Four driven method experiments are attempted, M1 – M4. All experiments contained a rod with a 5mm 
outside diameter, a 2mm hole diameter and an intended build height of 20mm. 
 
Figure 6-7: Schematic of driven method sample. OD=5mm, ID=2mm and H=20mm. 
All experiments failed prior to completion with the thermocouple jamming or disrupting the process and 
requiring the experiments to be aborted. Separate to specific failures all mechanical movement of the 
thermocouple induced significant noise in the captured temperature data (Figure 6-8). This noise saturates 
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the signal and must be removed. The bad values saturated the signal, -2^8°C, which made them easy to 
identify. The identified bad values are then replaced with a linear interpolation between good values.  
 
Figure 6-8: Example of impulse noise introduced to the system by motor.  
Left – Overview of entire data recording. Right – zoom of highlighted noise (right).  
6.2.4 Driven method outcomes  
Despite successful bench tests, the driven method was not successful once integrated into the SLM machine 
with failures due to the following factors: 
• Constant jamming: the fibreglass sheath of the thermocouples would begin to unwrap and bind against 
experimental geometry. Furthermore, hysteresis in the thermocouple limited driving the thermocouple 
through the curved section of the custom base section. 
• Signal noise: Electrical noise was present whenever the electronics where powered. When the 
thermocouple was being mechanically driven the induced noise saturated the signal. 
• Mechanical wear: Repeated driving of the same thermocouple caused significant wear on the fibreglass 
shielding. This combined with the jamming lead to the destruction of thermocouples. 
• Setup duration: setup for each experiment was slow and hard to repeat. Furthermore, when experiments 
were performed, accurate repeatable positioning of the thermocouple was not possible. 
Due to these limitations meaningful experimental data from the driven method was not obtained and all 
experimental results presented are acquired using the bridge method. 
6.2.5 Bridge method 
The bridge method uses custom brass sheaths to suspend the thermocouples in the powder bed. A brass 
sheath minimises heat transfer into the powder, compared to copper or aluminium, and provides stiffness 
to ensure that the depth of the tip of the thermocouple, 𝑑𝑡𝑖𝑝, is a constant distance below the current build 
layer. The bridge uses the clearance of the modified recoater to ingress into the powder bed. A small portion 
of the thermocouple protrudes beyond the limits of the brass sheath into the experimental geometry (Figure 
6-9). 
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Figure 6-9: Schematic of the bridge thermocouple setup inside the SLM125 machine. A - Top view and 
front view show the bridge thermocouple inside an experimental geometry, inside the SLM125 machine. 
The bridge consists of a brass sheath bent to the desired shape with the thermocouple tip exposed. The 
recoater is modified to allow clearance for the bridge. The bridge is attached to the side of the build area 
which then suspends the tip of the thermocouple below the powder bed. 
The bridge method is suitable for sub-surface process monitoring in the SLM process with the following 
considerations: 
• Bulk thermal zone: the bridge method offers the capability to insert a thermocouple into the bulk thermal 
zone, at a constant 𝑑𝑡𝑖𝑝. 
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• Simplified equipment: the number of parts is minimised, and the complexity of parts is low with no 
electrical components. 
• Trivial setup: due to the simplicity of parts setup of the experiments is simple and furthermore secondary 
and tertiary thermocouples can be implemented. However, repeatability is still limited due to the limited 
accuracy at which the current design can be removed and placed. 
• Minimal disruption: Recoating over the bridge mechanism does not show detrimental effects on the 
powder bed and there is no electrical interference. 
• Geometrical complexity: A large variety of geometries are possible provided a suitable notch can be 
added to enable ingress of the thermocouple into the geometry. Furthermore, the notch must be vertical 
as the bridge is statically positioned. 
6.3 Design of experiments 
Eight bridge method experiments are performed including (Figure 6-10):  
• A1 – A4, do not use support structure, HS = 0, and are primarily tailored to optimising the bridge method. 
• B1 – B3, use support structure, HS = 3mm, and investigate the effect of minimum layer duration, 𝐿𝑚𝑖𝑛. 
Furthermore, the geometry and process parameters match experiments performed by Xu, Brandt [231] 
which includes a baseplate temperature, 𝑇𝑏𝑎𝑠𝑒, set to 200°C.  
• B1, B4, use support structure, HS = 3mm, and investigate the effect of variable compared to constant 
diameter, 𝐷, geometry. 
ID 𝑫 HS G 𝑳𝒎𝒊𝒏 
A1 6 0 2.5 1 
A2 6 0 2.5 1 
A3 6 0 1.8 1 
A4 12 0 1.8 3 
B1 12 3 1.8 1 
B2 12 3 1.8 5 
B3 12 3 1.8 12 
B4 6-12 3 1.8 1 
All values in mm 
  
Figure 6-10: Design of experiments for the bridge method. Left – geometry, support and minimum layer 
time; Middle – schematic of geometry with thermocouple; Right – Example of bridge process monitoring 
with primary and powder thermocouples during and post manufacture for experiment B2. 
Experiment A1 sets the thermocouple depth, 𝑑𝑡𝑖𝑝, at 3mm and uses geometry with a diameter, 𝐷, of 6mm 
and a conservative notch size, 𝐺, of 2.5mm. Experiment A2 matches A1 but sets 𝑑𝑡𝑖𝑝 = 0.5mm. Experiment 
A3 sets G = 1.8mm to determine if it adversely affects build reliability or more accurately represents geometry  
temperatures. Experiment A4 increases 𝐷 to 12mm to determine if the presence of the thermocouple or 
notch adversely affects larger diameter structures. A4 also tested additional thermocouples in the powder. 
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The second experimental group, B1 – B4, all use a layer thickness, 𝐿𝑡, of 60µm and preheat temperature, 
𝑇𝑏𝑎𝑠𝑒, of 200°C. The larger 𝐿𝑡 reduces the total layers which minimises risk of failure and preheat matches 
previous research. 
Experiment B4 matches the process parameters of B1 but investigates the effect of variable geometry. 
Experiment B4 has an inverted cone geometry which starts at 6mm diameter, above the support, and linearly 
increases to 12mm in diameter, at 20mm of build height, 333 layers. 
All the bridge method experiments have the process monitoring equipment installed using the same process 
but with slightly different initial conditions (Table 6-7): 
1. An initial portion of the geometry is built after which the process is paused at the initial build height, 𝐻𝑖𝑛𝑖𝑡.  
2. The thermocouple(s) are then inserted with the tip at a known depth, 𝑑𝑡𝑖𝑝, below the surface and manual 
recoats are performed to smooth the powder bed. If used additional thermocouples are also installed at 
this step. 
3. Once steady temperatures are achieved, the remainder of the geometry is then manufactured while the 
thermocouple performs process monitoring. 
Table 6-7: Additional thermocouple setup information. Asterix indicates depth of thermocouples for the 
majority of the experiment. 
ID 
𝑯𝒊𝒏𝒊𝒕 
(mm) 
𝑳𝒕 (µm) 𝑻𝒃𝒂𝒔𝒆 (°C) 𝒅𝒕𝒊𝒑 (mm) 
Additional 
thermocouples 
A1 10 30 NA 3 0 
A2 4 30 NA 0.5 0 
A3 3 30 NA 3 0 
A4 3 30 NA 3* 1 
B1 3 60 200 2 0 
B2 3 60 200 5* 1 
B3 3 60 200 2 1 
B4 3 60 200 2* 3 
Four of the experiments contain additional thermocouples. Experiments A4, B2 and B3 contain 
thermocouples in the powder bed at 𝑑𝑡𝑖𝑝 = 0.5mm below the surface. Furthermore, the thermocouples are 
19mm, 22mm, and 26mm from the centre of the geometry respectively. Experiment B4 contains the primary 
and 3 additional thermocouples: 
1. The part thermocouple is in the centre of the notch at 𝑑𝑡𝑖𝑝 = 2mm. 
2. The powder thermocouple is 26mm from the centre of geometry and 𝑑𝑡𝑖𝑝 = 0.5mm. 
3. The powder plate thermocouple is directly underneath the powder thermocouple but is attached to the 
top of the build platform.  
4. The part plate thermocouple is directly below the part thermocouple, inside the notch, but is attached to 
the top of the build platform. 
6.3.1 Data processing 
The raw temperature data and the SLM log files are processed and filtered into results that contain both time 
and layer information. Filtering of the data is based on the FFT analysis of B1 – B4, during the period of stable 
PLTR (Figure 6-11 right). Band-stop Butterworth filters are then applied to reduce the effect of noise on the 
signal at specific frequencies, ν (Table 6-8, Figure 6-12).  
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Figure 6-11: Frequency response of B1 – B4 for the duration of the experiments (left). Frequency response 
of B1 – B4 excluding preheat and initial region of rapid temperature increase for each experiment (right). 
Table 6-8: Butterworth filter properties.  
νstart (Hz) νend (Hz) Order 
44 46 16 
48 52 32 
54 56 16 
59 61 16 
   
Figure 6-12: Temperature profile for B6 for layers 200-206 comparing raw and filtered data(left).  
Zoom of layer 201 (right). 
The filtered data is combined with the SLM log file which, adds layer and recoat information. This enables 
the grouping of temperature information into per layer temperature ranges (PLTR) which is useful as 
experiments with different manufacturing durations can be easily compared. Temperatures recorded pre or 
post manufacture will have the layer count of 0 and N+1 respectively, where N is the total number of 
manufacturing layers. 
 107 
 
Due to the transience of the thermocouples and differences in system times, the log file must be offset (Table 
6-9), to ensure that each exposure period aligns with its associated temperature increase as closely as 
possible. However, the accuracy of alignment is limited, especially for experiments with short 𝐿𝑚𝑖𝑛, as the 
log files are accurate to the nearest second (Appendix G).  
Table 6-9: Offset for each experiment to align the log file, as close as possible, to the thermocouple data. 
ID Offset (s) 
A1 -0.81 
A2 -3.1 
A3 -0.2 
A4 -5.4 
B1 4 
B2 2.5 
B3 0.75 
B4 -2 
6.4 Results 
For a single layer, heat input from the laser source causes temperature maximums and heat output, due to 
conduction into the bulk geometry, heat loss into powder and heat loss into the atmosphere, causes 
temperature minimums. The per layer temperature range (PLTR), consists of the minimum, mean and max 
temperatures over this period; which is a concise way of describing and comparing temperature results from 
different experiments. When only a single value is referenced in relation to the PLTR it will refer to the mean. 
 
Figure 6-13: Experimental results for A1-A4 with respect to time, left, and layers, right.  
Shaded regions represent the minimum and maximum per layer temperatures. 
Experiments without support, A1 – A4, all have a PLTR proportional to build height. The reduction of the 
notch size between experiment A1 – A3 from 2.5mm to 1.8 mm does not change PLTR trends or ranges which 
indicates that temperatures measured, for both notch sizes, reflects average temperatures in the solid 
geometry. However, reducing the notch size increases the exposure area by 28% which results in A3 having 
a higher PLTR, at the end of manufacture, than A2 despite the thermocouple tip being further from the 
current manufacturing layer. Increasing the diameter between experiments A3 – A4 maintains a build height 
dependent profile but increases the magnitude of the final PLTR by 40% from 160°C to 225°C. This is due to 
the increased exposure area which is 4.9 times greater at 𝐷 = 12mm than 𝐷 = 6mm.  
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Images of the thermocouple(s) and powder bed that were acquired periodically throughout process 
monitoring show changes in the depth of the thermocouple tip, 𝑑𝑡𝑖𝑝, for experiments A3 and B2. 
Furthermore, movement of 𝑑𝑡𝑖𝑝 can be predicted using the process monitoring data by checking for changes 
in the PLTR width, the difference between the minimum and maximum PLTR. When PLTR width is not 
changing 𝑑𝑡𝑖𝑝 can be assumed static (Figure 6-14). Therefore, changes in 𝑑𝑡𝑖𝑝 occurred in experiments A1, 
A3, B2 and B4 (Table 6-10): 
• Experiment A1, from time 0 – 745s, layers 1 – 90, the thermocouple moves downwards. 
• Experiment A3 from time 0 – 956s, layers 1 – 120, the thermocouple moves downwards. This change in 
𝑑𝑡𝑖𝑝 occurred due to the bridge design having more than 3mm of vertical drop when including the size of 
the brass sheath. Therefore, the thermocouple sat proud of its intended position at layer 1 then gradually 
moved down, as clearance increased. 
• Experiment B2 from time 0 – 956s, layers 1 – 150, the thermocouple moves downwards. This is likely due 
to powder that was compressed underneath the brass bridge during experimental setup that slowly 
moved as manufacturing continued. However, other factors may have also affected 𝑑𝑡𝑖𝑝 as the 
temperature profile has unexpected variations. 
• Experiment B4 from time 3415 – 4129s, layers 247 – 333, the part thermocouple moves downwards. This 
is likely due to a partial adhesion to the geometry as temperatures became large. Furthermore, the part 
plate thermocouple disconnects from the build platform at build time 2205s, layer 90, which disrupts the 
part thermocouple knocking it up to an approximate depth of 2mm.  
Table 6-10: Thermocouples that drifted in relative distance below the manufacturing layer. 
ID 𝒅𝒕𝒊𝒑 (mm) Layers affected 
A1 1 – 3 1 – 90 
A3 0.5 – 3.25 1 – 120 
B2 2 – 5.5 1 – 90  
B4 5,2 – 5 247 – 333 
 
Figure 6-14: Variation in PLTR delta as the depth of the thermocouples, 𝒅𝒕𝒊𝒑, changed.  
PLTR delta is the difference between the min and max PLTR value. 
Experiment A2 (Figure 6-16) has 𝑑𝑡𝑖𝑝 = 0.5mm which caused a larger PLTR width then A1 (Figure 6-15) and 
A3 (Figure 6-17).  Furthermore, experiment A4 (Figure 6-18) has a larger PLTR width due to the significantly 
increased exposure area. Experiments A2 and A4 appear to trend towards an upper limit. This indicates that 
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as a constant geometry is built taller, the ratio of heat input and output tends towards a steady per layer 
cycle resulting in a constant PLTR which is not reached in the 20mm tall samples.  
  
Figure 6-15: Temperature results for experiment A1 with respect to time, left, and PLTR, right. 
 
Figure 6-16: Temperature results for experiment A2 with respect to time, left, and PLTR, right. 
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Figure 6-17: Temperature results for experiment A3 with respect to time, left, and PLTR, right. 
  
Figure 6-18: Temperature results for experiment A4 with respect to time, left, and PLTR, right. 
Experiments B1 – B4 (Figure 6-19), add support structure and preheating of the build platform which changes 
the temperature profiles achieved. Preheating the build platform reduces the temperature difference to the 
heat input which changes conduction in the bulk geometry. Furthermore, support is a low-density material 
that offers significant thermal resistance and limits conduction. These factors cause B1, B2 and B3 to rapidly 
increase in temperature in the initial layers following support. After this initial period, a steady PLTR is 
achieved.  
 111 
 
 
Figure 6-19: Experimental results for B1 – B4 with respect to time, left, and layers, right.  
Shaded regions represent the minimum and maximum per layer temperatures. 
 
 
Figure 6-20: Temperature results for experiment B1 with respect to time, left, and layers, right. 
 112 
 
 
Figure 6-21: Temperature results for experiment B2 with respect to time, left, and layers, right. 
 
Figure 6-22: Temperature results for experiment B3 with respect to time, left, and layers, right. 
B4 (Figure 6-23) does not reach a steady PLTR as exposure area is increasing, layer by layer with the square 
of the diameter. This results in an approximately linear increase in PLTR after the initial period of rapid 
temperature increase. This demonstrates that geometry changes the temperature profile during 
manufacture, compared to B1 with the same process parameters, which can lead to excessive build-up of 
heat. 
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Figure 6-23: Temperature results for experiment B4 with respect to time, left, and layers, right. Powder 
plate and part plate thermocouples are attached to the build platform below the powder and part 
thermocouples respectively. 
B4 contains multiple thermocouples that enable comparison between temperatures near the surface and at 
the build platform. Build platform temperatures on the top surface reach 145°C prior to manufacture when 
𝑇𝑏𝑎𝑠𝑒 = 200°C. During manufacture as the build platform is covered in a layer of insulating powder the surface 
of the build platform peaks at 163°C. Conversely the temperature of the powder bed at 𝑑𝑡𝑖𝑝 = 0.5mm drops 
throughout manufacture which is confirmed by all powder bed thermocouples. In B2, B3 and B4 the powder 
bed thermocouples cool throughout manufacture to 91°C, 91°C, 80°C respectively. 
The total duration of a single layer, on the SLM 125, changes depending on recoat direction. Each layer in the 
SLM process has the following steps: 
1. Recoating occurs. Recoating does not occur on layer 1 and the recoat mechanism always starts at the back 
of the build chamber. 
2. Laser Exposure occurs. 
3. The machine will pause until the minimum layer duration processing parameter is reached. 
By analysing recoat information a forward recoat is on average 2 seconds longer than a backward recoat, 
regardless of other processing parameters (Table 6-11). This effect is visible in the experimental temperature 
profiles (Figure 6-24).  
Table 6-11: Average recoat duration for all experiments split into forwards and reverse recoat directions. 
 Forwards (s) Backwards (s) Difference (s) 
A1 7.720 5.730 1.990 
A2 7.749 5.764 1.985 
A3 7.805 5.728 2.077 
A4 8.036 6.036 2.000 
B1 8.187 6.194 1.993 
B2 7.748 5.670 2.078 
B3 7.603 5.634 1.970 
B4 7.688 5.698 1.990 
Average 7.828 5.815 2.010 
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Figure 6-24: Temperature profile for B2 for layers 200-205, showing a difference in temperatures layer to 
layer. Similar effects are present in all experimental data sets. Grey – recoater is moving at the start of 
the layer; red – exposure when recoater is at the front of the machine; blue – exposure when recoater is 
at the rear of the machine. 
6.5 Discussion 
Experiments without support, A1 – A4, have a robust connection to the build platform which is a large 
thermal mass and facilitates conduction. Therefore, temperatures increase proportional to build height as 
the bulk geometry gradually heats up. Furthermore, temperatures appear to trend towards a stable PLTR, 
but this is not reached in the 20mm tall samples. Experiments B1 – B4 have a rapid initial temperature rise 
due to the addition of support structures. Support is a low-density frangible structure that facilitates the 
removal of parts from the SLM platform and holds up overhanging geometry. However, the high thermal 
resistance of support limits conduction. This causes the geometry to reach an equilibrium between the heat 
input and the throttled heat output creating the stable PLTR present in B1 – B3. Therefore, support enables 
a stable PLTR to be achieved sooner than geometry without support. Furthermore, there is insufficient 
evidence to demonstrate that the stable PLTR reached is independent of the support structure due to the far 
higher magnitudes in B1 – B4 and A1 – A4 not reaching a stable PLTR in 20mm of build height. 
A stable PLTR indicates that layer-by-layer the same thermal trends are occurring resulting in consistent 
thermal conditions and microstructural formation. Furthermore, by correlating stable PLTRs to geometry and 
processing parameters, detailed process maps could be generated. However, both process parameters and 
geometry significantly affect PLTR: 
• The inverted cone geometry of B4, results in a consistently increasing PLTR due to the combination of an 
increasing exposure area coupled with a reduced heat conduction path. Therefore, temperatures are 
dependent on local topology. 
• A1 – A4 have build height dependent temperature profiles which indicate that the thermal mass of the 
build platform and preceding layers facilitates conduction. In A3 the notch diameter is reduced by 28% 
compared to experiment A2 which increases the exposure area and hence the magnitude of temperatures 
reached. Therefore, variation in the geometry changes the magnitude of heat input and heat output. 
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• Increasing the minimum layer duration, B1 – B3, reduces the PLTR. This is due to more time between 
exposure reducing the average heat into the part. This demonstrates that process parameters can be used 
to deliberately change PLTR. 
Due to the strong dependence of PLTR on geometry and process parameters it is expected that process 
parameters that are optimised for simple test geometries, such as cubes, will not provide the same PLTR for 
real parts. Furthermore, the results show that for the high complexity geometry desirable in AM, stable PLTR 
cannot be achieved with static process parameters. 
When using support there is significant thermal resistance for conduction into the build platform which leads 
to rapid temperature increases. However, the high temperatures achieved result in higher conduction into 
the expanding bulk geometry and an equilibrium is rapidly achieved which results in stable PLTR for most of 
the experiment. Variation of the minimum layer duration, 1, 3 and 12 seconds, is investigated in experiments 
B1, B2 and B3 respectively. The magnitude of the stable PLTR for each experiment is inversely proportional 
to the minimum layer duration (Figure 6-25) which is to be expected as increasing the minimum layer 
duration reduces average heat input. Furthermore, as B1 – B3 have distinct stable PLTRs different 
microstructure characteristics are expected [231]. 
 
Figure 6-25: Box plot of per layer temperature range for experiment B1 – B3, for layers 200-300.  
Experiments B1 and B4 have identical processing parameters so the effect of constant geometry, B1, and 
variable geometry, B4, can be compared. In experiment B4 the exposure area, and associated heat input 
increases every layer, however the magnitude of heat input is less than experiment B1 until the final layer. 
Furthermore, heat output is limited by a bulk geometry with reducing cross section. The combination of these 
two factors result in a PLTR that is not stable and increases at an approximately linear rate for the duration 
of the experiment. For example, at layer 147 the PLTR for experiment B4 exceeds B1 despite the diameters 
being 9mm and 12mm respectively which is only 75% of the exposure area. This demonstrates that geometry 
has a significant effect on temperature and furthermore the topology not just geometric bulk is significant. 
Therefore, bulk geometry and complex topologies will not manufacture reliably with the same processing 
parameters that have been optimised based on consistent simple topology test specimens.  
All the powder thermocouples in experiments B1 – B4 reduce in temperature throughout manufacture from 
their initial highs due to base plate heating, 𝑇𝑏𝑎𝑠𝑒 = 200°C. This is due to freshly added powder from the 
recoat, which is at a lower temperature than the powder bed, reducing the average heat at the tip of the 
thermocouple. 
The SLM 125 forwards recoat takes on average 2 seconds longer than the reverse. As a recoat occurs at the 
start of a layer the variation in recoat times causes reverse layers to have a higher average PLTR due to the 
decreased period of cooling prior to exposure (Figure 6-24). This difference can be measured as the PLTR 
delta, which is the average difference in exposure temperatures between a reverse and preceding forwards 
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layer (Figure 6-26). This difference is an example of a machine specific parameter which occurs due to the 
SLM adding powder to the recoater when it is at the rear of the machine, at the start of a forwards recoat. 
 
Figure 6-26: Average PLTR delta, the average difference in exposure temperature between the reverse 
and forwards recoats. Data is the average result of layers 200-300. This effect is visible in the time 
domain of results (Figure 6-24). 
Limitations of the bridge method include: 
• Thermocouple transience is evident due to the lack of a sharp temperature peak during exposure. 
Furthermore, temperature data needs to be offset to account for the transient response rate of the 
thermocouple (Table 6-9). Thermocouple offset is predictable and can be corrected for by shifting the log 
file relative to the temperature data. As the bridge method is completely novel, robust, fibreglass 
sheathed thermocouples were implemented which limits the accuracy of capturing sharp temperature 
peaks during exposure. Despite this limitation the bridge method does capture valid average 
temperatures in the bulk thermal zone with the potential to implement finer thermocouples in future 
investigations. 
• The depth of the thermocouple tip has a significant effect on PLTR. As expected, when the thermocouple 
is closer to the surface peak temperatures are higher. Furthermore, minimum layer temperatures are also 
lower as the thermocouple is closer to both the shielding gas flow and fresh powder which are significantly 
cooler than the average bulk geometry temperature. Therefore, the range of PLTR temperatures is 
expected to be directly proportional to the depth in the powder bed. Future investigations should 
accurately position the thermocouple so that depth is known and does not move throughout the duration 
of process monitoring as it significantly effects results.  
• Accuracy of recoat and exposure is limited due to the log file being only accurate to the nearest second. 
Future investigations should at minimum implement microswitches to determine when the recoater 
mechanism moves. 
• Machine dependent results are identified in the recoat taking longer when moving forwards. This limits 
the transfer of knowledge gained on this machine to machines without this feature. 
Despite the above limitations the experiments performed provide insights into the SLM process and 
demonstrate the viability of the developed bridge method of process monitoring. Therefore, this work 
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provides a roadmap for future research to implement further sub-surface process monitoring in SLM 
technologies.  
6.6 Conclusions 
Process monitoring development has been limited in SLM due to the potential for process disruption and the 
powder bed obscuring the geometry. This research evaluates novel experimental methods to acquire in-situ, 
sub-surface bulk thermal zone information while minimising process disruption. The successful bridge 
method is applied to eight experimental data sets, on a SLM solutions 125HL machine, to acquire first in-situ 
temperature information on the bulk thermal zone. The following trends are identified: 
• For geometry without support structures, temperatures are dependent on build height and trend towards 
an upper bound. However, in the 20mm tall samples this value is not reached. 
• The addition of support structures causes constant geometries to reach a stable per layer temperature 
range (PLTR). Furthermore, the magnitude of temperatures is more than double that for geometry 
without support. 
• The use of different minimum layer durations with the same experimental geometry results in distinct 
stable PLTR. This indicates that distinct microstructure will form. 
• The use of an inverted cone geometry results in a dramatically higher temperatures than larger exposure 
area constant cross section geometry. This indicates that topology not just exposure area significantly 
changes peak temperatures.  
• Geometry without support demonstrates that material 20mm from the surface of the current build layer 
still has an influence on conduction. This combined with the effect of topology indicate that static 
optimised process parameters will not create optimal temperatures and densities for all geometries. 
Future iterations of sub-surface process monitoring can address limitations observed including: 
• Finer thermocouples can be implemented to improve the accuracy of peaks during exposure if required. 
Regardless, average per layer temperature range (PLTR) provide insights into the SLM process and 
demonstrate the viability of the developed process monitoring method. 
• Drift of the thermocouple position changes the temperature ranges acquired. As this research was 
exploratory the bridge method was one of two methods evaluated and future work can refine the design 
to overcome thermocouple drift and enable more repeatable placement of the thermocouple tip inside 
geometry.  
• The SLM solutions 125 log file is accurate to the nearest second which does not facilitate accurate splitting 
of exposure. Per layer data is still able to provide insight however future work should implement sensors 
to accurately determine recoater movement and laser use. This will address issues with use of the SLM 
log file and make the process monitoring more machine agnostic. 
Despite the potential for improvement this work provides insights into the SLM process and demonstrates 
the viability of the developed process monitoring method. Therefore, this work provides a roadmap for future 
research to implement sub-surface process monitoring in metal additive manufacturing processes.  
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Chapter 7 
Conclusions and future work 
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The Selective Laser Melting (SLM) process is complex, transient and multiscale. Therefore, a range of 
simulations are developed which have been reviewed and categorised. Based on this review, there is an 
identified gap in reduced order simulation methods that can be used as Design For Additive Manufacture 
(DFAM) tools. To address this gap two limitations must be addressed simultaneously: 
1. Due to the implemented simplifications and assumptions, reduced order simulations require extensive 
validation. However, there is a lack of validation data on the bulk thermal zone which stymies the 
development of simulations. 
2. Process monitoring that gathers bulk thermal zone data does not exist or is not publicly available. 
Furthermore, due to a limited number of reduced order simulations demand for process monitoring of the 
bulk thermal zone is limited. 
A review of existing simulations methods (Chapter 2.3), determined reduced order methods are most 
suitable as DFAM tools. Due to the multi-scale nature of SLM and the large variety of potential geometry, 
multiple simulation methods are likely required. The capability of SLM to manufacture complex geometry, 
such as lattice structures, exceeds simulation capability. Therefore, simulations that can assist in the design 
of geometry for SLM are required even if these methods are relatively low fidelity. The design and simulation 
of bulk structures is present in commercial AM software. However, simulation methods specific to lattice 
structures and other low-density engineering structures are not available. Furthermore, simulation methods 
capable of using the data inherent to the SLM process, such as slice data, can reduce the computational 
complexity and are not available.  
The Slice Data Simulation (SDS) is novel a reduced order method that reuses slice data and process 
parameters (Chapter 3). SDS uses an implicit finite difference simulation that contains the dominant physical 
processes present in SLM including conduction through the geometry, transient heat source and material 
addition. The SDS method is a suitable DFAM tool at inspecting the bulk thermal zone due to the 
implemented simplifications: slice data is reused to generate the simulation elements; every exposure on 
every layer is simplified to a 1D simulation; simplification of boundary conditions and use of linear material 
properties. SDS is shown to provide meaningful qualitative results in a computationally efficient manner, with 
case studies for lattice unit cells and micro-scale struts manufactured using a commercial SLM machine. 
The Lattice Additive Manufacturing Beam element simulation (LAMB) is a novel method for full scale, high 
complexity lattice structures (Chapter 4). Lattice struts are simplified to 1D thermal beam elements which 
significantly improves computational performance by reducing the number and complexity of elements. 
Other simplifications are developed including a 1D representation of the build platform, heat input is applied 
over all exposed geometry simultaneously; heat loss into the powder is ignored; and linear material 
properties are implemented. An existing commercial PBF simulation was used to determine temperature 
variation across a strut’s diameter. The results show less than 2.7°C (0.3%) for all measured cases where the 
strut aspect ratio is greater than 10 which justifies the use of 1D thermal beam elements. LAMB is used to 
qualitatively evaluate two design iterations of a complex toroidal lattice structure, beyond the capability of 
3D simulation methods. The results demonstrate that design changes reduce the peak temperatures which 
qualitatively correlates with manufactured specimens.  
Both SDS and LAMB require validation to achieve robust results. To do this reference data of the bulk thermal 
zone is required. From existing process monitoring methods (Chapter 2.4) coaxial methods are limited to the 
inspection of the cyclical thermal zone, wide field of view methods can inspect the bulk thermal zone but 
only at the current manufacturing layer after exposure has occurred and internal methods can potentially 
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inspect the bulk thermal zone but do not exist due to the requirement of machine modifications and potential 
disruption of the process. 
Wide field of view thermal process monitoring uses an established technique and applies it to a full factorial 
set of isolated constant cross section cylinders and a partial factorial set of lattice structures (Chapter 5). The 
effect of geometric variation build progression and position within a lattice structure on the temperature 
field is analysed. Furthermore, the thermal camera is experimentally calibrated for both powder and solid 
SLM Ti6Al4V which enables the output of temperature data. The experimental data is used to calculate the 
cooling duration, 𝑡𝑐𝑜𝑜𝑙, which is used to investigate the effect of geometry on the transient temperature field, 
it is less sensitive to the limitations of the process monitoring method and it condenses the significant amount 
of raw data to a suitable reference data set. For isolated, constant cross-section cylinders 𝑡𝑐𝑜𝑜𝑙  is dependent 
on build height inclination angle and their interaction. The 𝑡𝑐𝑜𝑜𝑙  in lattice structures is more than double the 
equivalent diameter and inclination constant cross-section cylinder; which clearly indicates that lattice 
topology affects temperatures. A linear regression demonstrates correlation between 𝑡𝑐𝑜𝑜𝑙, of lattice struts, 
build height and distance from the centre of the lattice. Therefore, process maps may be suitable at 
predicting some thermal trends in designs instead of using more complex simulations. The clear difference 
in 𝑡𝑐𝑜𝑜𝑙  between the centre and edges of lattices indicates that there is a heat build-up occurring in the 
powder. Furthermore, lattice edges adjacent to each other have different 𝑡𝑐𝑜𝑜𝑙  values then those facing into 
an empty powder bed. Therefore, simulations may require powder bed effects and intercomponent heat 
transfer to other geometry on the platform. The data can be used as a reference data set and future 
implementations may be able to calculate the cooling rate to enable use in microstructural simulations. 
Wide field of view process monitoring provides limited information on the bulk thermal zone. Therefore, a 
novel method of internal sub-surface process monitoring is developed (Chapter 6). The method uses 
thermocouples and machine modifications to enable point measurement inside experimental geometries a 
set distance below the current manufacturing layer. Eight experimental data sets are produced using this 
method on a SLM solutions 125HL machine. These data sets investigate the effect of support structure, 
minimum layer time (processing parameter) and geometric variation on the measured per layer temperature 
range (PLTR). Varying minimum layer duration across experiments results in distinct PLTR which indicates 
that SLM has the potential to tailor microstructure. A variable, inverted cone, geometry resulted in 
dramatically higher temperatures than other experiments. Temperatures were high then constant cross 
section cylinders with larger exposure areas. This indicates that geometric design not just exposure area 
significantly changes peak temperatures. Furthermore, process parameters optimised using constant cross 
section geometry will not result in stable PLTR for all geometries. This work demonstrates that internal 
process monitoring is possible which enables direct measurement of the bulk thermal zone for the validation 
of reduced order simulations methods. 
The work in this thesis demonstrates novel methods for prediction of the transient temperature field in the 
SLM process. Furthermore, two methods of process monitoring are tailored to the validation of these 
simulations. This thesis can be used as a roadmap for the continued development and validation of reduced 
order simulation methods. Specific areas that the author believes should be developed further include: 
• The effect of intercomponent heat transfer is identified in the wide field of view thermal camera research. 
Therefore, process monitoring to investigate its significance on the bulk thermal zone is required. 
Furthermore, it is likely that intercomponent heat transfer will need to be added to both simulation 
methods. 
• Refinement of the bridge method followed by application to a far wider range of geometries and studying 
the effect of more processing parameters. 
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• Development of a framework that enables validation of the simulation methods via both the thermal 
camera and thermocouple data sets. 
• Use of machine learning or neural algorithms on the expanded data sets may identify trends that can 
facilitate DFAM without the need for complex simulation methods. 
• Addition of distortion estimation if the simulation methods can be validated as this provides direct DFAM 
information. 
• Use analysis from the current and future process monitoring data sets to identify additional simplifications 
that may be possible. 
Integration of SDS and or LAMB methods into an integrated DFAM tool that enables the generation of 
geometry while assessing manufacturability. 
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Appendix A. Provided data sets 
The following thermal optical process monitoring data sets are available: 
• The maximum layer temperature data set, 𝒟𝑚𝑎𝑥. 
• The temperature data set, 𝒟𝑡𝑒𝑚𝑝. 
• The 3D transient temperature field, 𝒟𝑠𝑐𝑎𝑙𝑒𝑑. 
• Tabulated results of cooling duration and their corresponding coordinates. 
• The experimental geometry as a STL file. 
• A video of 3 build layers of the FCZ lattice with recoat periods removed. 
Due to the size of the raw data set, it cannot be hosted online. The specific files that will be made available 
include: 
• experimentalGeom.stl: a binary stl file that contains the experimental geometry. 
• coordPositions.xyz: a binary file (single precision MATLAB) containing the x-position of each pixel (256 x 
320 array), followed by an identical array containing the scaled y-position. 
• layerTemperature.temp: a binary vector file (single precision MATLAB, 1024 values) containing the 
discrete temperatures indices. 
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• transientLayerTemperature.recoat: a binary vector file (single precision MATLAB) containing the z-
coordinate of build heights for every time step in𝒟𝑠𝑐𝑎𝑙𝑒𝑑. 
• transientLayerTemperature.res: a binary file (10-bit unsigned integer) containing a sequence of arrays 
(256 by 320 array) each representing the index values of 𝒟𝑡𝑟𝑎𝑛𝑠. 
• maximumLayerTemperature.recoat: a binary vector file (single precision MATLAB) containing the z 
coordinate of build height for each layer. 
• maximumLayerTemperature.res: a binary file (10 bit unsigned integer) containing a sequence of arrays 
(256 by 320 array) each representing the index values of 𝒟𝑚𝑎𝑥 at a specific build height. 
• coolDuration.csv: a csv file containing the cooling duration results at specific locations. 
• powderProfile.csv: a csv file containing the powder temperature profiles. 
Appendix B. Exact path locations 
As many paths will be processed (Figure 5-6), the following is a table of the exact path locations as their 
descriptions. 
Table.  1: List of exact path locations. 
 coordinates (mm)  
Index Start end Description 
A [2,42,0] [2,42,20] 6mm diameter vertical cylinder 
B [12,42,0] [12,42,20] 5mm diameter vertical cylinder 
C [18,42,0] [18,42,20] 2mm diameter vertical cylinder 
D [22,42,0] [22,42,20] 1mm diameter vertical cylinder 
E [2.46,29,0] [14.01,29,20] 6mm diameter 60o cylinder 
F [14.46,29,0] [26.01,29,20] 5mm diameter 60o cylinder 
G [22.46,29,0] [34.01,29,20] 2mm diameter 60o cylinder 
H [26.46,29,0] [38.01,29,20] 1mm diameter 60o cylinder 
I [3.24,12,0] [23.24,12,20] 6mm diameter 45o cylinder 
J [19.24,12,0] [39.24,12,20] 5mm diameter 45o cylinder 
K [8,0,0] [28,0,20] 2mm diameter 45o cylinder 
L [14,0,0] [34,0,20] 1mm diameter 45o cylinder 
M [20,70,0] [20,70,30] Vertical path through FCZ2, at the nodes 
N [70,70,0] [70,70,30] Vertical path through FCC2, at the nodes 
O [70,20,0] [70,20,30] Vertical path through FCC1, at the nodes 
P [20,67.5,0] [20,67.5,30] Vertical path through FCZ2, at the struts 
Q [70,67.5,0] [70,67.5,30] Vertical path through FCC2, at the struts 
R [70,17.5,0] [70,17.5,30] Vertical path through FCC1, at the struts 
Appendix C. Log of machine integration testing 
3rd April 2018 
Snake eyes screwdriver 
Completion time: 10:20 
• Made a custom snake eyes screwdriver to remove the SLM125 safety switch from its backing plate. 
• The snake eye screws are manually manufactured by SLM solutions and not exactly the same. However 
on the SLM500 it appears to be a standard part and not the same dimensions as the one on the SLM125. 
• Also verified that the safety switch bypass was successful. 
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Figure.  1: Backing plate of safety switch. 
Recoater slide over tests 
Completion time: 11:15 
• Did 10 passes over the 4mm OD copper tube. This tube was fastened in place with a single piece of 
masking tape. 
• Upon manual sliding under the recoater a very small amount of interference is detectable. Hence tape 
was used to hold down the copper tube. 
• No movement was detected. 
 
Figure.  2: Copper tubing piece used in recoater slide over tests. 
Glove cover inspection 
Completion time: 11:26 
• Removal of the glove cover and associated metal ring from the SLM125. 
• Glove appears to be permanently attached. This is not true, glove can be removed and was confirmed 
7:30am 4th April 2018. 
• Dimensions of both the machine and plate are taken to replace with a custom part if required. 
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Figure.  3: Bore and thread holes that the glove assembly goes into. 
 
Figure.  4: Dimensions of hole in SLM125 where glove goes as well as metal ring that holds glove. 
Copper tube development 
Completion time: 14:30 
• Developed a single copper tube that fits the SLM125. 
• 10 full recoat cycles where then performed to ensure clearance 
• Tape was used to fasten the tube in place. 
• The build platform needs to be 50mm down. 
 135 
 
• A new fastening method may be required to work in the machine operating temperatures. 
 
Figure.  5: Custom made SLM tube with Teflon lining. 
Fabrication of two other copper tubes 
Completion time: 15:00 
• Bent two more copper tubes, with Teflon lining, that fit with each other ready for use in the machine. 
8th June 2018 
Pressure testing of the custom face plate revealed that the cable glands leak and need O-rings fitted. 
Meeting with Aaron to decide on design points for custom build platform and experimental timeframe: 
Start from the 18th to the 20th June. 
3 weeks of experiments 
Removal using a dermal and sander. Cannot remove in the machine 
If you want to build without recoating you must: 
Remove the recoating mechanism. 
Drain the tank 
Or manually rerun layers at an approximate set interval. 
A skin is required in around any low density element of the custom build platform to stop powder collapse. 
Do not have extra channels simply build a new platform if two channels are required. 
15th June 2018 
Applied O-rings to glands and removed excess glands and replaced with fasteners (two washers) 
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The following items were used: 
8 – M12 cap screws 
16 – M12 washers 
8 – M12 bolts 
4 – 17.3mm O-rings 
 
Figure.  6: Custom face plate with cable glands and blanked off access ports. 
Appendix D. Default configuration file for the lattice simulation 
{ 
  "admin":{ 
    "version": 8, 
    "timeLimit":28800, 
    "cutbackPercent":0.6, 
    "cutbackTolerance":1e-3, 
    "cutbackError":false 
  }, 
  "machine":{ 
    "machineLt":30e-6, 
    "recoat":20, 
    "v":1, 
    "s":120e-6, 
    "units":1e-3 
  }, 
  "load":{ 
    "power":100, 
    "type":9, 
    "absorption":0.5 
  }, 
  "simulation":{ 
    "lt":450e-6, 
    "steps":100, 
    "beforeExp":30, 
    "afterExp":50, 
    "timeTol":3, 
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    "percentageKeep":0.5, 
    "adaptDx":true, 
    "simpElem":true, 
    "simpElemDist":0.1 
  }, 
  "basePlate":{ 
    "basePlateThick":0.025, 
    "basePlateArea":0.0625, 
    "basePlateType":4, 
    "basePlateTemp":200 
  }, 
  "boundaries":{ 
    "powderTemp":50, 
    "airTemp":50, 
    "surfaceCooling":true, 
    "powderCooling":false, 
    "powderConvection":10, 
    "surfaceConvection":50 
  }, 
  "material":{ 
    "k":6.7, 
    "rho":4430, 
    "cp":526.3 
  }, 
  "support":{ 
    "supportUse":false, 
    "supportHeight":3e-3, 
    "supportScaler":1 
  } 
} 
Appendix E. Sensitivity analysis 
The sensitivity analysis is performed using minitab with the following input parameters and a double fold 
setup. 
Table.  2: Experimental setup for sensitivity analysis 
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1 0.75 0.001 0.00030 500 50 100 3 FALSE 
2 0.25 0.100 0.00030 50 200 0 3 FALSE 
3 0.75 0.001 0.00030 50 50 0 4 TRUE 
4 0.75 0.100 0.00030 50 200 100 3 TRUE 
5 0.75 0.100 0.00030 50 50 0 4 FALSE 
6 0.75 0.001 0.00012 50 200 0 3 TRUE 
7 0.75 0.001 0.00012 50 200 100 4 FALSE 
8 0.75 0.001 0.00030 500 200 0 3 FALSE 
9 0.75 0.001 0.00012 500 50 100 4 TRUE 
10 0.25 0.001 0.00030 50 50 100 3 TRUE 
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11 0.25 0.001 0.00012 50 50 0 3 FALSE 
12 0.25 0.100 0.00012 500 200 100 3 FALSE 
13 0.25 0.100 0.00030 500 50 0 3 TRUE 
14 0.75 0.100 0.00012 50 50 100 3 FALSE 
15 0.25 0.001 0.00030 500 200 0 4 TRUE 
16 0.25 0.100 0.00030 500 50 100 4 FALSE 
17 0.25 0.001 0.00012 500 200 100 3 TRUE 
18 0.75 0.100 0.00030 500 200 100 4 TRUE 
19 0.75 0.100 0.00012 500 200 0 4 FALSE 
20 0.25 0.100 0.00012 50 200 0 4 TRUE 
21 0.25 0.001 0.00012 500 50 0 4 FALSE 
22 0.25 0.001 0.00030 50 200 100 4 FALSE 
23 0.25 0.100 0.00012 50 50 100 4 TRUE 
24 0.75 0.100 0.00012 500 50 0 3 TRUE 
Appendix F. 1D beam implicit finite different method examples 
 Due to the higher complexity of the connectivity of beam elements matrix examples will be placed here using 
the example lattice (Figure.  7). The conduction matrix is set up for the example lattice centred at element 6. 
 
Figure.  7: Example lattice system with strut (element) 6 highlighted. 
𝑊𝑛 = (1 + 𝐵∑𝐶𝑛→𝑖
𝐼
𝑖
)  
[
 
 
 
 
 
𝑊4
−𝐵𝐶5→4
−𝐵𝐶6→4
0
0
0
−𝐵𝐶4→5
𝑊5
−𝐵𝐶6→5
0
0
0
−𝐵𝐶4→6
−𝐵𝐶5→6
𝑊6
−𝐵𝐶7→6
−𝐵𝐶8→6
−𝐵𝐶9→6
0
0
−𝐵𝐶6→7
𝑊7
−𝐵𝐶8→7
−𝐵𝐶8→7
0
0
−𝐵𝐶6→8
−𝐵𝐶7→8
𝑊8
−𝐵𝐶9→8
0
0
−𝐵𝐶6→9
−𝐵𝐶7→9
−𝐵𝐶8→9
𝑊9 ]
 
 
 
 
 
[
 
 
 
 
 
 
 𝑇4
𝑝+1
𝑇5
𝑝+1
𝑇6
𝑝+1
𝑇7
𝑝+1
𝑇8
𝑝+1
𝑇9
𝑝+1
]
 
 
 
 
 
 
 
=
[
 
 
 
 
 
 
 
𝑇4
𝑝
𝑇5
𝑝
𝑇6
𝑝
𝑇7
𝑝
𝑇8
𝑝
𝑇9
𝑝
]
 
 
 
 
 
 
 
 
Eq 0-1 
The conduction matrix is then modified to account for a set temperature, 𝑇𝑏𝑎𝑠𝑒, at element 5. 
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Eq 0-2 
The conduction matrix is then modified to account for a heat flux input, 𝑞”, on element 6. 
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Eq 0-3 
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Appendix G. Additional thermocouple plots 
The following plots are used to determine manual offset times and identify issues with recoat data. The first 
set of figures show the exposure and when the recoater is moving (Table.  3). The second set of figures show 
the duration of recoat with respect to PLTR (Table.  4). 
Table.  3: Temperature profiles with respect to time. Exposure when the recoater is at the front and back 
is shown in red and blue respectively. Periods when the recoater is moving is shown in gray. 
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Table.  4: PLTR and associated duration of recoat based on direction forwards or backwards. 
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