Abstract. The goal of this paper is to develop numerical methods computing a few smallest elastic interior transmission eigenvalues, which are of practical importance in inverse elastic scattering theory. The problem is challenging since it is nonlinear, non-self-adjoint, and of fourth order. In this paper, we construct a lowest-order mixed finite element method which is close to the Ciarlet-Raviart mixed finite element method. This scheme is based on Lagrange finite elements and is one of the less expensive methods in terms of the amount of degrees of freedom. Due to the non-self-adjointness, the discretization of elastic transmission eigenvalue problem leads to a non-classical mixed method which does not fit into the framework of classical theoretical analysis. In stead, we obtain the convergence analysis based on the spectral approximation theory of compact operators. Numerical examples are presented to verify the theory. Both real and complex eigenvalues can be obtained.
Introduction
Transmission eigenvalue problem is very important in the qualitative reconstruction in the inverse scattering theory of inhomogeneous media. For example, the eigenvalues can be used to estimate the physical properties of scattering object [6, 29] . The transmission eigenvalue problem is non-selfadjoint and is not covered by the standard theory of partial differential equations. It is numerically challenging because of the nonlinearity and the complicated spectral without a priori information. In most cases, the continuous problem is degenerate with an infinite dimensional eigenspace associated with the zero eigenvalue, which has no physical meaning and makes it difficult to be solved. There are different types of transmission eigenvalue problems, such as acoustic transmission eigenvalue problem, electromagnetic transmission eigenvalue problem, elastic transmission eigenvalue problem, etc.
Since 2010, effective numerical methods for the acoustic transmission eigenvalues have been developed by many researchers [1, 7, 8, 12, 13, 16, 17, 19-21, 23, 28, 31, 33, 34] . There are also much fewer works for the electromagnetic transmission eigenvalue problem [15, 26, 30] . The goal of this paper is to develop effective numerical methods for transmission eigenvalue problem of elastic waves. Compared with the acoustic transmission eigenvalue problem, the eigenfunctions are vectors which make it more difficult to design convergent methods. There exist very limited numerical methods for elastic transmission eigenvalue problem, To the best of our knowledge, there are only two works on numerical algorithm.
In [18] , the elastic transmission eigenvalue problem is reformulated as the combination of a nonlinear function and a series of fourth order self-adjoint eigenvalue problems. The nonlinear function values correspond to generalized eigenvalues of fourth order self-adjoint eigenvalue problems which can be discretized by H 2 conforming finite element methods. The roots of the nonlinear function are the transmission eigenvalues. The authors apply the secant iterative method to compute the transmission eigenvalues. However, at each step, a fourth-order eigenvalue problem needs to be solved and only real eigenvalues can be captured. In [32] , an interior penalty discontinuous Galerkin method using C 0 Lagrange elements (C 0 IP) is proposed for the elastic transmission eigenvalue problem. They are simpler than C 1 elements and come in a natural hierarchy. It's much easier to be implemented. However, this method needs two sets of degrees of freedom at the common edge of adjacent grid cells. When the polynomial degree p increases, the degrees of freedom increase remarkably. Although the existence of transmission eigenvalues is beyond our concern, we want to remark that there exist only a few studies on the existence of the elasticity transmission eigenvalue problem [3, 4, 9, 10] . We hope that the numerical results can give some hints on the analysis of the elasticity transmission eigenvalue problem.
In this paper, we construct a mixed finite element method for elastic transmission eigenvalue problem. For acoustic transmission eigenvalue problem, the related works for mixed element method can be referred to [8, 12, 19, 33, 34] . The mixed scheme in [8, 19] which is close to the Ciarlet-Raviart discretization of biharmonic problems is based on Lagrange finite element method. For the nonzero transmission eigenvalues, this scheme is equivalent to the one proposed in [12] . However, the scheme in [8, 19] can eliminate the zero transmission eigenvalues which has an infinite dimensional space and has no physical meaning. The mixed formulation in terms of three scaler fields and a spectral-mixed method is constructed in [34] . In [33] , the authors propose a multi-level mixed formulation in terms of seven scaler fields. An equivalent linear mixed formulation of transmissoin eigenvalue problem which doesn't produce spurious modes even on non-convex domains is constructed. The proposed scheme admits a natural nested discretization, based on that a multi-level scheme is built. Optimal convergence rate and optimal computational cost can be obtained.
The mixed scheme for elastic transmission eigenvalue problem proposed in this paper also has similiarity to Ciarlet-Raviart discretization of biharmonic problems. This scheme is based on Lagrange finite elements and is one of the less expensive methods in terms of the amount of degrees of freedom. Besides, the proposed mixed scheme can eliminate the zero transmission eigenvalue. Because of the non-self-adjointness and non-linearity, elastic transmission eigenvalue problem leads to the non-classical mixed method which is not covered by standard theoretical analysis of mixed element method (the detailed description referred to Section 3). Here we presented the convergence analysis under the framework of spectral approximation theory of compact operators [2, 27] and the error analysis of a mixed finite element method for solving the Stokes problem [14] .
The rest of this paper is organized as follows. In Section 2, we introduce the problem, the mixed formulation and the variational formula for elastic transmission eigenvalue problem. In Section 3, we introduce the solution operator and analyze the well-posedness of the operator. The discretization scheme is also presented and the convergence is proved. Numerical examples are presented in Section 4.
The elasticity transmission eigenvalue problem
We begin with the notations used throughout this paper. All vectors will be denoted in bold script. Let
⊤ be the displacement vector of the wave field and ∇u be the displacement gradient tensor
The strain tensor ε(u) is given by
and the generalized Hooke law gives the stress tensor σ(u)
where the Lamé parameters µ, λ are two constants satisfying µ > 0, λ + µ > 0, and I ∈ R
2×2
is the identity matrix. Writing the above equation out, we have
The reduced Navier equation describes the two-dimensional elastic wave problem: Find u with zero trace on ∂D, such that
where ω > 0 is the angular frequency and ρ is the mass density. Now we are ready to give the definition of elastic transmission eigenvalue problem. Let µ 0 , λ 0 be the Lamé parameters of the free space and the domain D be a homogeneous and isotropic elastic medium with Lamé constants λ 1 and µ 1 . The transmission eigenvalue problem for the elastic waves is: Find ω 2 0 such that there exist non-trivial solutions u, v satisfying
where
and σν denotes the matrix multiplication of the stress tensor σ and the unit outward normal ν.
In this paper, the case of equal elastic tensors [3] , i.e., ρ 0 ρ 1 , σ 0 = σ 1 = σ is considered. In addition, we assume the following inequalities for the mass density distributions
where q, q * and Q, Q * are positive constants and also assume that the two density distributions are "non-intersecting" [3] , i.e.
We discuss the case Q * ≤ 1 ≤ q for illustration, and the case Q ≤ 1 ≤ q * is analogous. Furthermore, denote by
It should be noted that we need ρ min > 0. Define the Sobolev space
Introducing the new variables w = u − v ∈ V and p = −ω 2 v, the system (3) can be written as
Further, dividing by (ρ 0 − ρ 1 ) and taking ∇ · σ in the first equation of (5), we obtain w satisfying
Then, using the second equation of (5), w satisfies the equation
and the boundary conditions
Following the discussion in [18] , we have
That is, the boundary condition σ(w)ν = 0 implies that all the first derivatives of w vanish on the boundary ∂D. Further, assume that the difference of mass density ρ 0 (x) − ρ 1 (x) is smooth enough. For the fourth order equation (7) with homogeneous boundary conditions, we can obtain w ∈ (H 3 (D)) 2 ∩V (see, for instance [8] and [14] ), which, together with (5), implies that p ∈ (H 1 (D)) 2 . Before introducing the weak variational formulation, we denote the inner product of two square matrices A and B
where A : B = tr(AB ⊤ ), i.e., the Frobenius inner product of A and B. Multiplying equations (5) by suitable test functions and integrating by parts, the corresponding weak formulations are obtained: Find ω 2 ∈ C and non vanishing (w,
Denote the bilinear form a(w, φ) = D σ(w) : ∇φ dx. It's easy to verify that
By the first Korn inequality [5, Corollary 11.2.25] , there exists a positive constant
which naturally guarantees the coercivity of (11) for λ > 0. Especially, if λ < 0, we can derive that
which also implies the coercivity of (11).
The following lemma shows that the variational problem (10) is equivalent to the original one (3).
is the solution of (3).
Proof. The first part is straightforward. For the converse, let (ω 2 , w, p) be a solution of (10) . Then, we conclude ω 2 0. Otherwise, by reduction to absurdity, taking φ = p and ϕ = w, it follows that p = 0 and further w = 0, here we use the coercivity of the bilinear form a(·, ·). In (10), using integration by parts, we can obtain that w, p satisfy the equations of system (5) and the boundary condition σ(w)ν = 0. Since D is convex, we have w ∈ V. Thus, (ω 2 , w, p) is a solution to the system (5). By the equivalence of (3) and (5), it's easy to check that (ω
is also the solution of (3).
The corresponding source problem of (10) is stated as follows:
To solve the new non-self-adjoint eigenvalue system (13), we define the sesquilinear forms A, B on ((
2 ) Then the eigenvalue problem (13) can be formulated as: Find ω ∈ C and non-trivial
note that ω = 0 is not a transmission eigenvalue.
Using (13), we can define the solution operator T : (
It's equivalent to the definition ( f , g) → T ( f , g) = (w, p). Here (w, p) is the solution of (13).
Then we seek ω ∈ C and non-trivial (w, p)
. No spurious eigenvalues are introduced into the system since if ω 0, (0, p) is not an eigenfunction of this system. The above discussion gives a consistent one-to-one match between the eigenvalue system (10) and the compact operator T . We write it into the following theorem.
Theorem 2. If (λ, w, p) is an eigenpair of T with λ 0, then (ω 2 , w, p) is the solution of (10) with λ = 1 ω 2 , and vice versa. The following Lemma shows the well-posedness of T . 2 , the boundary-value problem (13) has a unique solution (w, p)
Proof. First, we prove the uniqueness of the solution. Assume ( f , g) = (0, 0), from (13), we have
Taking φ = p, ϕ = w and combining (11), we can obtain
Using the first equation of (17), it follows that p = 0. Then by taking φ = w, we conclude that w = 0. Hence, problem (13) admits at most one solution. Next, we prove the existence of the solution.
Using the results in [18, 24] , we know
which guarantees the coercivity of equation (19) . As a consequence of Lax-Milgram theorem, there exists a unique w satisfying (19) . Taking the integration by parts in (19), we can obtain w ∈ V satisfying [8, 14] . Further, define p as
Combining (20) and (21), we have
Thus, (w, p) is a solution of (13) . The proof is complete.
Lemma 4. T is a linear, bounded and compact operator.
Proof. It's easy to verify the linearity and boundedness of T . Here we only need to prove the compactness. It's a consequence of the fact that
The second inclusion is compact.
Error estimates of the eigenpair approximation
In this section, we consider the Galerkin finite element method for the elasticity transmission eigenvalue problem. First, some notations are introduced. Let {T h } h>0 be a family of shape regular meshes over D with mesh size h, V h ⊂ (H 1 (D)) 2 be (P 1
2 . A lowest-order finite element method is studied here. We follow the approach from [8, 11] .
The Galerkin approximation for problem (10) is: Find ω (24) is equivalent to the following formulation: Find ω
If we want to employ the approximation theory of variationally posed eigenvalue problems [2, 22, 25] , the following two conditions are required (26) sup
however, to the best of our knowledge, which are unsatisfied due to the non-self-adjointness. So we can not use the classical theoretical analysis for mixed eigenvalue problems (10) and (24) . Instead, we resort to the spectral approximation of compact operator [2] and try to prove the convergence of the approximate solution operator T h to T . We introduce the approximate source problem:
h . Then, the corresponding discrete solution operator is defined as follows
where (w h , p h ) is the numerical solution of (28).
Lemma 5. T h is well-defined. What's more, T h a bounded, bilinear, compact operator.
Proof. The proof follows the related results for T .
The next theorem gives a consistent one-to-one match between the eigenvalue system (24) and the compact operator T h . Proof. The result is a discrete version of Theorem 2.
The idea of the section comes from the analysis of the stream function-vorticity-pressure formulation of the Stokes problem. The following analysis is similar to Theorem III.2.6 and Lemma III.3.1 from [14] . First, we define the projection operator
We also introduce the following two sets:
and
First, we give the following auxiliary lemma.
2 be the solution of (13) and (w h , p h ) ∈ V 0 h × V h be the numerical solution of (28) . Then, the following error estimate holds (30) w
where C > 0 is a constant independent of h, f , g.
Proof.
For ∀(ψ h , ϕ h ) ∈ V h ( f ), using triangle inequality, we can obtain (31)
Next, we bound the terms ψ h − w h 1,D and ϕ h − p h 0,D , respectively. For the term ϕ h − p h 0,D , we have
In particular, taking z h = P h p − p h , we have
On the other hand, the combination of (13) and (28) leads to
h . Further, the following result holds
h . Especially, taking θ h = ψ h − w h and combining (34), we have
Using the above equation (32) and the Cauchy-Schwarz inequality, we obtain
Therefore, we have
In the following, we consider the bound of the term ψ h − w h 1,D . In (33) , taking z h = w h − ψ h and applying the coercivity of (11), we obtain
where C 1 is a positive constant. Futher, the following result holds
Then, we obtain
The combinations of (31), (39) and (42) complete the proof.
Next, we give the estimates on each of the two terms on the right hand side of (31).
Then, using (44) and the triangle inequality, we obtain
From (44), it's easy to verify that
Using the triangle inequality, we have the following result
Combing the above equation and (45), we get the proof.
In the following, we estimate the last term on the right hand side of (43). We introduce the projection operator P 0,h : (
and have the following result.
Proof. Analogous to Lemma III.3.2 of [14] and combining the standard error estimate of the projection operator P 0,h , we can prove that, for a real number p ≥ 2,
sup
The Sobolev's embedding theorem (c.f. Theorem I.1.3 of [14] ) implies that
The above three lemmas lead to the following result.
2 be the solution of (13) and (w h , p h ) ∈ V 0 h × V h be the numerical solution of (28) . Then, the following error estimate holds
Proof. Typically, we choose θ h = P 0,h w and z h = P h p in (43), then lemmas 7, 8 and 9 yield the result.
Lemma 11. Let T h (h > 0) be a family of operators defined by (29) and T defined by (15) . Then, it follows that lim
). Due to the definition of operator norm, we have (48)
Using Lemma 10, the proof is complete with the help of the standard error estimates for P h and P 0,h [14] .
Let λ be a nonzero eigenvalue of T with algebraic multiplicity m, i.e. λ ∈ σ(T ). Lemma 11 tells us that for h sufficiently small, there exist exactly m eigenvalues λ
. Define the direct sum of the spaces of generalized eigenvectors corresponding to λ
The spectral theory for compact operators [2, 27] gives the following theorem.
Theorem 12. Denoteδ(W, W h ) the gap between W and W h bŷ 
Numerical Examples
In this section, we present some numerical results using three domains: a disk with radius R = 1/2, the unit square and an L-shaped domain given by (0, 1)
. Five levels of uniformly refined triangular meshes are generated for numerical experiments. The mesh size of initial mesh is h 1 = 0.1 and h i = h i−1 /2, i = 2, 3, 4, 5. Note that further refinement would lead to very large matrix eigenvalue problems which take too long to solve. All examples are done using Matlab 2016a on a MacBook Pro with 16G memory and 3.3GHz Intel Core i7 processor.
Other parameters are chosen as follows
The relative error is defined as
where Λ i is the eigenvalue computed using the mesh with size h i . Then the convergence order is simply
We present the results of the first several transmission eigenvalues. Table 1 gives the computed eigenvalues and the convergence orders of the first real transmission eigenvalues of three domains using the mixed method. It can be seen that the convergence rate for the unit square is approximately 2 indicating that the associated eigenfunction u ∈ H 3 (D). The convergence rate for the L-shaped domain is lower, which is likely caused by the low regularity of the eigenfunction. Similar results can be observed for the biharmonic eigenvalue problem (see Chap. 4 of [31] ). These results are consistent with the results in [18] by noting that ω 2 are given in [18] . Table 2 gives the second real eigenvalues and convergence orders of three domains. Table 3 gives the first complex eigenvalues.
From the Appendix, a radially-symmetric transmission eigenvalue of the disk is the first root of Z 0 defined in (54). Using some root finding technique, we find the smallest root ω = 3.554954. However, it is not the smallest transmission eigenvalue of the disk. The mixed method also computes the transmission eigenvalues ω = 3.555618 with h = 0.00625, Table 3 . The first complex transmission eigenvalue of the mixed method Figure 1 plots the eigenfunction u associated with this eigenvalue, which appear to be radially-symmetric. Note that not all eigenfunctions are radially-symmetric. Figure 2 is the eigenfunction associated with the second eigenvalue. Clearly, it is not a radially-symmetric function. Table 5 . The first real transmission eigenvalue of the mixed method µ = 1/4, λ = 1/4, ρ 0 = 1/20, ρ 1 = 3.
We also test the parameters (51) µ = 1/4, λ = 1/4, ρ 0 = 1/20, ρ 1 = 3. Table 4 gives the first ten real eigenvalues of three domains, which is consistent with the result of ω 2 in [32] . We also test the convergence order of the first real eigenvalues, the results are given in Table 5 .
Appendix: Radially Symmetric Case on Disks
We derive the equation satisfied by a transmission eigenvalue whose associated eigenfunction is radially symmetric on a disk. Let D ⊂ R 2 be a disk with radius R. Let u = (w, v)
⊤ . Writing the elastic wave equation (2) If we consider the solution in the form of radially-symmetric vector field u(x) = u(r)e r , where r = |x| and e r = x/r, w = u(r) cos θ, v = u(r) sin θ, (52) can be written as 
