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Abstract
The growing interest in the development of forecasting applications with neural 
networks is denoted by the publication of more than 10,000 research articles pres-
ent in the literature. However, the high number of factors included in the configu-
ration of the network, the training process, validation and forecasting, and the 
sample of data, which must be determined in order to achieve an adequate network 
model for forecasting, converts neural networks in an unstable technique, given 
that any change in training or in some parameter produces great changes in the 
prediction. In this chapter, an analysis of the problematic around the factors that 
affect the construction of the neural network models is made and that often present 
inconsistent results, and the fields that require additional research are highlighted.
Keywords: time series, prediction of neural networks, learning algorithms
1. Introduction
The time series forecasting has received a lot of attention in recent decades, 
due to the growing need to have effective tools that facilitate decision making 
and overcome the theoretical, conceptual, and practical limitations presented by 
traditional approaches. The classification of forecasting methods from a statisti-
cal point of view, in general, has two aspects, one oriented to causal methods, 
such as regression and intervention models, and the other to time series, where 
mobile averages, exponential smoothing, ARIMA models, and neural networks are 
included. Under this current, the forecast is oriented only to the task of predicting 
the behavior, prioritizing forward vision and thus obviating many important steps 
in the model construction process; while the modeling is oriented to find the global 
structure, model and formulas, which explain the behavior of the data generating 
process and can be used to predict trends of future behavior (long term), as well as 
to understand the past. This last vision allows the construction of solid models in its 
foundation and under which the forecast is seen as an additional step.
The representation of time series with dynamics of nonlinear behavior has 
acquired great weight in the last decades, because many authors agree in affirm-
ing that the real world series present nonlinear behaviors, and the approximation 
that can be done with linear models, it is inadequate [1–3]. Although approxima-
tions have been made with statistical models (an extensive compilation of these is 
Recent Trends in Artificial Neural Networks - From Training to Prediction
2
presented by [4–6]), its representation is difficult to restrict its use to a functional 
form a priori, for which neural networks have proven to be a valuable tool since they 
allow to extract the unknown nonlinear dynamics present between the explanatory 
variables and the series, without the need to perform any assumptions.
The growing interest in the development of forecasting applications with neural 
networks is denoted by the publication of more than 10,000 research articles in 
the literature [7]. However, as stated by Zhang et al. [8], inconsistent results about 
the performance of neural networks in the prediction of time series are often 
reported in the literature. Many conclusions are obtained from empirical studies, 
thus presenting limited results that often cannot be extended to general applica-
tions and that are not replicable. Cases where the neural network presents a worse 
performance than linear statistical models or other models may be due to the fact 
that the series studied do not present high volatilities, that the neural network 
used to compare was not adequately trained, that the criterion of selection of the 
best model is not comparable, or that the configuration used is not adequate to the 
characteristics of the data. Whereas, many of the publications that indicate superior 
performance of neural networks are related to novel paradigms or extensions of 
existing methods, architectures, and training algorithms, but lack a reliable and 
valid evaluation of the empirical evidence of their performance. The high number 
of factors included in the configuration of the network, the training process, 
validation and forecast, and the sample of data, which is required to determine to 
achieve a suitable network model for the forecast, makes neural networks a tech-
nique unstable, given that any change in training or in some parameter produces 
large changes in the prediction [9]. In this chapter, an analysis of the problematic 
environment is made to the factors that affect the construction of neural network 
models and that often present inconsistent results.
Empirical studies that allow the prediction of time series with particular 
characteristics such as seasonal patterns, trends, and dynamic behavior have been 
reported in the literature [10–12]; however, few contributions have been made in 
the development of systematic methodologies that allow representing time series 
with neural networks on specific conditions, limiting the modeling process to 
ad-hoc techniques, instead of scientific approaches that follow a methodology and 
process of replicable modeling.
In the last decade, there has been a considerable number of isolated contribu-
tions focused on specific aspects, for which a unified vision has not been presented; 
Zhang et al. [8] made a deep revision until 1996. This chapter is an effort to evaluate 
the works proposed in the literature and clarify their contributions and limitations 
in the task of forecasting with neural networks, highlighting the fields that require 
additional research.
Although some efforts aimed at the formalization of time series forecasting 
models with neural networks have been carried out, at a theoretical level, there are 
few advances obtained [13], which evidences a need to have systematic research 
about of modeling and forecasting of time series with neural networks.
The objective of this chapter is to delve into the problem of forecasting time 
series with neural networks, through an analysis of the contributions present in the 
literature and an identification of the difficulties underlying the task of forecasting, 
thus highlighting the open field research.
2. Motivation of the study
The time series forecasting is considered a generic problem to many disciplines, 
which has been approached with different models [14]. Formally, the objective of 
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the time series forecasting is to find a flexible mathematical functional form that 
approximates with sufficient precision the data generating process, in such a way 
that it appropriately represents the different regular and irregular patterns that the 
series may present, allowing the constructed representation to extrapolate future 
behavior [15]. However, the choice of the appropriate model for each series depends 
on the characteristics of the time series, and its usefulness is associated with the 
degree of similarity between the dynamics of the series generating process and the 
mathematical formulation that is made of it under the premise that the data dictate 
the tool to be used [16].
As pointed out by Granger and Terasvirta [2], the construction of a model 
that relates a variable to its own history and/or to the history of other explanatory 
variables of its behavior can be carried out through a variety of alternatives. These 
depend both on the functional form by which the relationship is approximated and 
on the relationship between these variables. Although, each modeler is autonomous 
in the choice of the modeling tool, in cases where there are relations of a non-linear 
order, there are limitations in the use of certain types of tools, moreover, this same 
reason leads to the absence of a method that is the best for all cases. The question 
that arises is then, how to properly specify the functional form in the presence of 
non-linear relationships between the time series and the explanatory variables of its 
behavior.
The representation of time series with dynamics of nonlinear behavior has 
acquired great weight in the last decades, because many authors agree in affirming 
that the real world series present nonlinear behaviors, and the approximation that 
can be done with linear models, it is inadequate [1–3], among others. The approach 
of series with the stated characteristics has been made, among others, from statisti-
cal models, combined or hybrid models and neural networks. The complexity in the 
representation of non-linear relationships lies in the fact that in most cases, there 
are not enough physical or economic laws that allow us to specify a suitable func-
tional form for their representation.
The literature has proposed a wide range of statistical models for the repre-
sentation of series with nonlinear behavior such as bilinear models autoregressive 
thresholds—TAR, autoregressive soft transition—STAR [17, 18], autoregressive 
conditional heteroscedasticity—ARCH [19], and its generalized form—GARCH 
[20]; a comprehensive compilation of these is presented by [4–6]. Although the 
stated models have proved useful in particular problems, they are not univer-
sally applicable, since they limit the form of non-linearity present in the data to 
empirical specifications of the characteristics of the series based on the available 
information [2]; its success in practical cases depends on the degree to which 
the model used manages to represent the characteristics of the series studied. 
However, the formulation of each family of these models requires the specifica-
tion of an appropriate type of non-linearity, which is a difficult task compared to 
the construction of linear models, since there are many possibilities (wide variety 
of possible non-linear functions), more parameters to be calculated, and more 
errors can be made [21, 22].
Likewise, in the prediction of time series, it is universally accepted that a simple 
method is not the best in all situations [23–25]. This is because real-world problems 
are often complex in nature and a model of this kind may not be adequate to capture 
different patterns. Empirical studies suggest that by combining different models, 
the accuracy of the representation may be better than for the individual case 
[26–28]. Therefore, the union of models with different characteristics increases the 
possibility of capturing different patterns in the data and provides a more appropri-
ate representation of the time series. The hybrid modeling then arises, naturally as 
the union of similar or different techniques with complementary characteristics.
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In the forecast literature, several combinations of methods have been proposed. 
However, many of them use similar methods, and this is how different studies about 
hybrid linear modeling techniques are found in the traditional literature. Although 
this type of combinations has demonstrated its ability to improve the accuracy of 
the representations made, it is considered that a more effective route could be based 
on models with different characteristics. Both theoretical and empirical evidence 
suggest that the combination of dissimilar models, or those that strongly disagree 
with others, leads to a decrease in model errors [29, 30] and allows, in addition, to 
reduce the uncertainty of this one [31]. The hybrid model is thus, more robust to 
estimate the possible changes in the structure of the data.
Numerous applications have been proposed in the literature based on combina-
tions of linear models with computational intelligence [32–39]. However, the main 
criticisms of these works is that they do not contemplate the need to integrate sub-
jective information into models, which, like traditional statistical models, require a 
preprocessing of the series, which is aimed at eliminating the visible components of 
this one and that require the determination of a large number of parameters, which 
are not economically explainable.
Neural networks seen as a non-parametric non-linear regression technique have 
emerged as attractive alternatives to the problem posed, since they allow extracting 
the unknown nonlinear dynamics present between the explanatory variables and 
the series, without the need to make any kind of assumptions. From this family of 
techniques, multi-layer perceptron networks—MLP, understood as a non-linear 
statistical regression model, have received great attention among researchers from 
the computational intelligence and statistics community.
The attractiveness of neural networks in the prediction of time series is their 
ability to identify hidden dependencies based on a finite sample, especially of a 
non-linear order, which gives them the recognition of universal approximation 
of functions [3, 40–42]. Perhaps the main advantage of this approach over other 
models is that they do not start from a priori assumptions about the functional rela-
tionship of the series and its explanatory variables, a highly desirable characteristic 
in cases where the mechanism generating the data is unknown and unstable [43], in 
addition to its high generalization capacity allows to learn behaviors and extrapolate 
them, which leads to better forecasts [5].
For artificial intelligence, as well as for operation research, the time series 
forecasting with neural networks is seen as a problem of error minimization, which 
consists of adjusting the parameters of the neural network in order to minimize 
the error between the real value and the output obtained. Although, this criterion 
allows obtaining models whose output is increasingly closer to the desired one, it 
is to the detriment of the parsimony of the model, since it leads to more complex 
representations (a large number of parameters). From the statistical point of view, 
a criterion based solely on the reduction of the error is not the most optimal, it is 
necessary a development oriented to the formalization of the model, which requires 
the fulfillment of certain properties that are not always taken into account, such as 
the stability of the calculated parameters, the coherence between the series and the 
model, the consistency with the previous knowledge and the predictive capacity of 
the model.
The evident interest in the use of neural networks in the prediction of time 
series has led to the emergence of an enormous research activity in the field. Crone 
and Kourentzes [7] reveal more than 5000 publications in prediction of time series 
with neural networks (see also publications [39, 44, 45]), and journals in fields with 
econometrics, statistics, engineering, and artificial intelligence, even being the 
central topic in special editions, such as the case of Neurocomputing with “Special 
issue on evolving solution with neural networks” published in October 2003 [46] and 
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the International Journal of Forecasting with “Special issue on forecasting with artificial 
neural networks and computational intelligence” published in 2011.
In order to establish the relevance of the prediction of time series with neural 
networks, a search was made through Science Direct of the Journals that publish 
articles related to the topic. Table 1 and Figure 1 present a compilation of the 
10 Journals with more publications and also relate the number of articles published 
in the years 2015–2019, 2010–2014, 2005–2009, 2000–2004 and 1999 and earlier, 
which is identified using keywords: (Forecasting o Prediction, Neural Networks, and 
Time Series).
An analysis of Table 1 and Figure 1 shows the following facts:
• The number of publications reported on the subject is increasing, being repre-
sentative the drastic growth reported in the last 5 years (2015–2019), which is 
evident in all the magazines listed.
• There is a greater participation in journals pertaining to or related to the fields 
of engineering and artificial intelligence.
• Journals with high number of published articles, Neurocomputing, Applied Soft 
Computing, Procedia Computer Science, and Expert Systems with Applications, 
are closely related to the topic, both from contributions in the field of neural 
networks, and time series forecasting.
Many comparisons have been made between neural networks and statistical 
models in order to measure the prediction performance of both approaches. As 
stated by Zhang et al. [8]:
“There are many inconsistent reports in the literature on the performance 
of ANNs for forecasting tasks. The main reason is that a large number of factors 
including network structure, training method, and sample data may affect the 
forecasting ability of the networks.”
Journal Articles identified using keywords (forecasting or prediction,  
neural networks, and time series)
2015–
2019
2010–
2014
2005–
2009
2000–
2004
1999 and 
antes
Total
Energy 308 83 17 3 2 413
Applied energy 297 90 10 4 — 401
Neurocomputing 254 148 88 46 37 573
Renewable and sustainable 
energy reviews
241 74 14 — 1 330
Applied soft computing 238 132 41 5 — 416
Journal of hydrology 233 166 102 34 5 540
Expert systems with applications 226 364 188 20 11 809
Procedia computer science 212 77 — — — 289
Renewable energy 191 49 22 5 3 270
Energy procedia 155 41 — — — 196
2355 1224 482 117 59 4237
Table 1. 
Journals that publish time series forecast articles with neural networks.
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Such inconsistencies make neural networks an unstable method, given that any 
change in training or in some parameter produces large changes in prediction [9]. 
Some key factors where mixed results are presented are:
• Need for data preprocessing (scaling, transformation, simple and seasonal 
differentiation, etc.) [10–12, 47, 48].
• Criteria for the selection of input variables [15, 22].
• Criteria for the selection of the network configuration. Complexity vs. 
Parsimony (number of internal layers [40–42], neurons in each layer [22]).
• Estimation of the parameters (learning algorithms, stop criteria, etc.).
• Criteria for selecting the best model [43].
• Diagnostic tests and acceptance.
• Tests on the residuals. Consistency of linear tests.
• Properties of the model: stability of the parameters, mean and variance series 
versus model.
• Predictive capacity of the model.
• Presence of regular patterns such as: trends, seasonal, and cyclical patterns 
[10–12].
• Presence of irregular patterns such as: structural changes, atypical data, effect 
of calendar days, etc. [3, 49, 50].
Cases where the neural network presents a worse performance than linear statisti-
cal models or other models, may be due to the fact that the series studied do not pres-
ent a great disturbance, that the neural network used to compare was not adequately 
trained, that the criterion of selection of the best model is not comparable, or that the 
configuration used is not adequate to the characteristics of the data. Many conclu-
sions about the performance of neural networks are obtained from empirical studies, 
thus presenting limited results that often cannot be extended to general applications. 
Figure 1. 
Published articles for forecasting time series with neural networks.
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However, there are few systematic researches about the modeling and prediction of 
time series with neural networks and the theoretical advances obtained [13], and this 
is perhaps the primary cause of the inconsistencies reported in the literature.
Many of the optimistic publications that indicate superior performance of 
neural networks are related to novel paradigms or extensions of existing methods, 
architectures and training algorithms, but lack a reliable and valid evaluation of the 
empirical evidence of their performance. Few contributions have been made in the 
systematic development of methodologies that allow representing time series with 
neural networks on specific conditions, limiting the modeling process to ad-hoc 
techniques, instead of scientific approaches that follow a methodology and replica-
ble modeling process. A consequence of this is that, despite the empirical findings, 
neural network models are not fully accepted in many forecast areas. The previous 
discussion leads us to think that, although progress has been made in the field, there 
are still topics open to investigate. The question of whether, because, and on what 
conditions the models of neural networks are better is still valid.
3. Difficulties in the prediction of time series with neural networks
The design of an artificial neural network is intended to ensure that for certain 
network inputs, it is capable of generating a desired output. For this, in addition to a 
suitable network topology (architecture), a learning or training process is required, 
which allows modifying the weights of the neurons until finding a configuration 
according to the relationship measured by some criterion and thus estimating the 
parameters of the network, a process that is considered critical in the field of neural 
networks [8, 43]. Model selection is not a trivial task in forecasting linear models 
and is particularly difficult in non-linear models, such as neural networks. Because 
the set of parameters to be estimated is typically large, neural networks often 
suffer from over-training problems. That is, they fit the training data very well but 
produce poor results in the forecast.
To mitigate the effect of over-training, the available data set is often divided into 
three parts: training, validation, and testing or prediction. The training and valida-
tion sets are used to build the neural network model and then be evaluated with the 
test set. The training set is used to estimate the parameters of an alternative number 
of neural network specifications (networks with different numbers of inputs and 
hidden neurons). The generalization capacity of the network is evaluated with the 
validation set. The network model that performs best in the validation set is selected 
as the final model. The validity and utility of the model is then tested using the test 
set. Often this last set is used for forecasting purposes, and the network’s general-
ization capacity for unknown data is evaluated.
The criterion of selecting the model based on the best performance of the valida-
tion set, however, does not guarantee that the model has a good fit in the forecast set, 
and the selection of the appropriate amount of data in each set can also affect perfor-
mance. This is how a large training set can lead to over-training. Granger [21] suggests 
that at least 20% of the data be used as a test set; however, there is no general guide on 
how to partition the set of observations, so that optimal results are guaranteed.
Zhang et al. [22] states that the size of the training set has limited effects on the 
performance of the network, where, for the sizes investigated by the authors, there 
is no significant difference in the performance of the forecast. These results are 
perhaps due to the forecasting method used, with little difference for prediction one 
step ahead, and marked for multi-step forecast, in which case large differences in 
the results are expected in the case of different sizes of the training, validation, and 
test sets.
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Although, as a criterion for the selection of the best model, the minimization of 
some error function is often used, such as mean square error (MSE), absolute aver-
age deviation (MAD), cost functions [51], or even expert knowledge [52], because 
the performance of each measure is not the same, since they can favor or penalize 
certain characteristics in the data, and that, in the case of expert knowledge is not 
always easy to acquire; approaches based on the use of machine learning [53, 54] 
and meta-learning [55–59] have been reported in the literature, which show advan-
tages by allowing an automatic process of model selection based on the parallel 
evaluation of multiple network architectures, but they are limited to the execution 
of certain architectures and their implementation is complex. Other studies related 
to the topic include Qi and Zhang [43] who investigate the well-known criteria of 
AIC [60], BIC [61], square root of the mean square error (RMSE), absolute average 
percentage deviation (MAPE), and direction of occurrence (DA). The amplified 
panorama of the techniques for selecting the best model reflects that, despite the 
effort made, there is not a strong criterion for adequate selection.
Another widespread criticism that is often made to neural networks is the high 
number of parameters that must be experimentally selected to generate the desired 
output, such as: the selection of input variables to the neural network from a usually 
large set of possible entries; the selection of the internal architecture of the net-
work; and the estimation of the values associated with the weights of the connec-
tions. For each of the problems mentioned, different approaches to its solution have 
been proposed in the literature.
The selection of the input variables depends to a large extent on the knowledge that 
the modeler possesses about the time series, and it is the task of the latter to choose 
according to some previously fixed criterion the need of each variable within the 
model. Although there is no systematic way to determine the set of inputs accepted by 
the research community, recent studies have suggested the use of rational procedures, 
based on the use of decisional analysis, or traditional statistical methods, such as 
autocorrelation functions [62]; however, the use of the latter is disregarded since the 
functions are based on linear approaches and not neural networks do not express by 
themselves the components of moving averages (MA) of the model. Mixed results 
about the benefits of including many or few input variables are also reported in the 
literature. Tang et al. [63] report the benefits of using a large set of input variables, 
while Lachtermacher and Fuller [15] report the same results for multistep forecasting, 
but opposed in forecasting a step forward. Zhang et al. [22] said that the number of 
input variables in a neural network model for prediction is much more important than 
the number of hidden neurons. Other techniques based on heuristic analysis of the 
importance of each lag, statistical tests of non-linear dependence Lagrange multipliers, 
[64, 65]; radio of likelihood, [66]; Biespectro, [67], criteria for identifying the model, 
such as AIC [5] or evolutionary algorithms [68, 69] they have also been proposals.
The selection of the internal configuration of the neural network (number of 
hidden layers and neurons in each layer) is perhaps the most difficult process in the 
construction of the model where more different approaches have been proposed in 
the literature, demonstrating in this way the interest of the scientific community to 
solve this problem.
Regarding the number of hidden layers, theoretically a neural network with a 
hidden capacity and a sufficient number of neurons can approximate the accuracy of a 
continuous function in a compact domain. However, in practice, some authors say that 
the use of a hidden layer when the time series is continuous, and twice if there is some 
type of discontinuity [41, 42]. However, other research has shown that a network with 
two hidden layers can result in a more compact architecture and with a high efficiency 
than networks with a single hidden layer [70–72]. Increasing the number of hidden 
layers only increases computational time and the danger of overtraining.
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With respect to the number of hidden neurons, a small number means that the 
network cannot adequately learn the relationships in the data, while a large number 
causes the network to memorize the data with a poor generalization and little utility 
for prediction. Some authors propose that the number of hidden neurons should be 
based on the number of input variables; however, this criterion is in turn related to 
the extension of the time series and the sets of training, validation, and prediction. 
Given that the value of the weights in each neuron depends on the degree of error 
between the desired value and that predicted by the network, the selection of the 
optimal number of hidden neurons is directly associated with the training process 
used.
The training of a neural network is a problem of non-restricted non-linear 
minimization in which the weights of the network are iteratively modified in order 
to minimize the error between the desired output and the obtained one. Several 
methods have been proposed in the literature for the training of the neural network, 
going through the classical gradient descendant techniques [73], which have conver-
gence problems and are robust, adaptive dynamic optimization [74, 75], Quickprop 
[76], Levenberg–Marquardt [77], Cuasi-Newton, BFGS, GRG2 [78], among others. 
However, the joint selection of hidden neurons and the training process has led 
to the development of fixed, constructive, and destructive methods, where those 
based on constructive algorithms have certain advantages over others, since they 
allow evaluating the convenience of adding or not adding a new one. Neuron to 
the network, during training, according to it decreases the term of the error, which 
makes them more efficient methods, although with high computational cost [79]. 
Other developments such as pruning algorithms (pruning algorithm) [77, 80–82], 
Bayesian algorithms, based on Genetic algorithms as the GANN, neural networks 
with rugged assemblies, assembled learning [83–86], and meta-learning [9, 87] 
have also shown good results in the task of finding the optimal architecture of the 
network; however, these methods are usually more complex and difficult to imple-
ment. Furthermore, none of them can guarantee to find the optimal global solu-
tion and they are not universally applicable for all real forecasting problems, thus 
designing a proper neural network.
The efficiency of the prediction with neural networks has been evidenced through 
the applications published in the literature; however, the power of the prediction 
produced is limited to the degree of stability of the time series and can fail when it 
presents complex dynamic behaviors. This is how representations that use dynamic 
character models, such as neural networks with recurrence Elman, Jordan, etc., 
emerge as an alternative solution [88–91], which due to the possibility of accumulating 
dynamic behaviors are able to allow more adequate forecasts. The recurrence feature 
allows forward and backward connections (recurrent or feedback), forming cycles 
within the network architecture, which uses previous states as a basis for the current 
state, and allowing to preserve an internal memory of the behavior of the data, which 
facilitates the learning of dynamic relationships. However, their main criticism lies 
in the need they impose an efficient training algorithm that allows them to capture 
the dynamics of the series, its use being computationally complex. Potentially useful 
models to address the problem of series with dynamic behavior arise from the combi-
nation of different architectures in the input of the multilayer perceptron.
The problem that arises goes beyond the simple estimation of each model in 
light of the characteristics of each series. Although it is recognized that there is 
much experience gained in multilayer perceptron neural networks, there are still 
many theoretical, methodological, and empirical problems open about the use of 
such models. These general problems are related to the aspects listed below, and 
for which many of the recommendations given in the literature are contradictory 
[92–98]:
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• There is no systematic way accepted in the literature to determine the appro-
priate set of inputs to the neural network.
• There is no general guide to partition the set of observations in training, 
validation and forecast, in such a way that optimal results are guaranteed.
• The effects that factors such as partition in training sets, validation and fore-
cast, preprocessing, transfer function, etc., in different forecasting methods 
are unknown or unclear.
• There are no clear indications that allow to express a priori which transfer 
function should be used in the neural network model according to the charac-
teristics of the time series.
• There is no clarity about procedures oriented to the selection of neurons in the 
hidden layer that in turn allow to minimize the training time of the network.
• There are no empirical, methodological or theoretical reasons to prefer a 
specific model among several alternatives.
• There is no agreement on how to select the final model when several alterna-
tives are considered.
• It is not clear when and how to transform the data before performing the 
modeling.
• There is no clarity about the necessity of eliminating or not eliminating trend 
and seasonal components in neural network models.
• It is difficult to incorporate qualitative, subjective, and contextual information 
in the forecasts.
• There is little understanding of the statistical properties of different neural 
network architectures.
• There is no clarity about which are the most adequate procedures for the 
estimation, validation, and testing of different neural network architectures.
• There is no clarity on how to combine forecasts from several alternative mod-
els, and if there are gains derived from this practice.
• There are no or no clarity in the criteria for evaluating the performance of 
different neural network architectures.
• There is no clarity about whether and under what criteria, different architec-
tures of neural networks allow the handling of dynamic behaviors in the data.
4. Conclusions
In this chapter, the need to have adequate models of neural networks for the 
prediction of time series has been identified, and this task has been exposed as a 
difficult, relevant, and timely problem.
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A critical step in the forecast process is the selection of the set of input variables. 
At this point the decision of which lags of the series to include is fundamental for 
the result and depends on the available information and knowledge. Obviating 
the need for prior knowledge about the series, the choice of candidate lags to be 
included in the model should be based on a heuristic analysis of the importance 
of each lag, a statistical test of non-linear dependence, criteria for identifying the 
model or evolutionary algorithms, however, before such options the mixed results 
reported in the literature show that there is no consensus about what is the appro-
priate procedure for this purpose.
As previously emphasized, in the literature there are no clear indications about 
the best practices for choosing the size of the training, test, and prediction sets. 
Often the size is a predefined parameter in the construction of the neural network 
model or it is chosen randomly; however, there is no study that demonstrates the 
effect that this decision entails, moreover, this may be related to the forecasting 
method used.
Likewise, there is a close relationship between the selection of the internal 
configuration, especially the hidden neurons, and the training process of the neural 
network. The consensus about the use of a hidden layer when the data of the time 
series are continuous and two when there is discontinuity, and of the advantages of 
the functions sigmodia and hyperbolic tangent in the transfer of the hidden layer, 
reflects a deep investigation of such topics.
It is often used as a criterion for the selection of the best model based on the 
error of prediction, expert knowledge or criteria of information; however, the limi-
tations that they manifest and the mixed results reported in their use, in addition to 
the limited results reported with other techniques, which do not allow conclusive 
conclusions about their use.
The consideration of characteristic factors of the time series that can affect the 
evolution of the neural network model such as the length of the time series, the 
frequency of the observations, the presence of regular and irregular patterns, and 
the scale of the data, must be included in the process of building the neural network 
model. The discussion of whether a preprocessing oriented to the stabilization of 
the series is necessary in non-linear models, and even more, in neural networks, is a 
topic that is still valid, and depends to a large extent on the type of data that is mod-
eled. The abilities exhibited by neural networks allow, in the first instance, to avoid 
pre-processing via data transformation. However, it is not yet clear whether, under a 
correct network construction and training procedure, a prior process of elimination 
of seasonal trends and patterns is necessary. Scaling is always preferable given its 
advantages of reducing training patterns and leading to more accurate results.
Likewise, the benefits that different neural network architectures have in 
relation to nonlinear relationships in the data have been discussed. Neural network 
models, by themselves, facilitate the representation of non-linear characteristics, 
without the need for a priori knowledge about such relationships, and such consid-
eration is always desirable in models for real time series; however, it is not. In addi-
tion, their performance in the face of dynamic behavior in the data, the exposed 
architectures have been developed as an extension of neural network models and 
not explicitly as time series models, so there is no theoretical foundation for the 
construction of these, nor rigorous studies that allow to assess their performance in 
time series with the stated characteristics.
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