The Kaczmarz's alternating projection method has been widely used for solving a consistent (mostly over-determined) linear system of equations Ax = b. Because of its simple iterative nature with light computation, this method was successfully applied in computerized tomography. Since tomography generates a matrix A with highly coherent rows, randomized Kaczmarz algorithm is expected to provide faster convergence as it picks a row for each iteration at random, based on a certain probability distribution. It was recently shown that picking a row at random, proportional with its norm, makes the iteration converge exponentially in expectation with a decay constant that depends on the scaled condition number of A and not the number of equations. Since Kaczmarz's method is a subspace projection method, the convergence rate for simple Kaczmarz algorithm was developed in terms of subspace angles. This paper provides analyses of simple and randomized Kaczmarz algorithms and explain the link between them. It also propose new versions of randomization that may speed up convergence.
and it has been widely used in medical imaging as an algebraic reconstruction technique (ART) [2] , [3] due to its simplicity and light computation. Strohmer et al. [4] proved that if a row for each iteration is picked in a random fashion with probability proportional with ℓ 2 norm of that row, then the algorithm converges in expectation exponentially with a rate that depends on a scaled condition number of A (not on the number of equations).
Needell (in [5] ) extended the work of [4] for noisy linear systems and developed a bound for convergence to the least square solution for Ax = b. Needell also developed a randomized Kaczmarz method that improves the incoherency for iteration [6] and she analyzed the convergence of randomized block Kaczmarz method [7] . Chen and Powell (in [8] ) consider a random measurement matrix A instead of random selection of measurements. Galantai (in [9] , [10] ) provides convergence analysis for block Kaczmarz method by expanding the convergence analysis (based on subspace angles) of Deutsch [11] . Brezinski (in [12] ) utilizes the work of Galantai for accelerating convergence of regular Kaczmarz method.
A. Paper Contributions
• Research on regular and randomized Kaczmarz methods appear disconnected in the literature. Even though convergence rates have been studied separately, the link between them has not been explored sufficiently.
• A new randomization technique based on subspace angles has been developed which indicates an advantage with coherent data measurements.
• A further method is introduced which orthogonalizes the subspace blocks in order to mitigate the coherency. Convergence is consistent with statistical expectations from theory and simulations.
• The effects of measurement coherence are observed in the literature and illustrated in our simulations with norm and angle based iteration randomization.
• A broader review and mathematical analysis of common methods is presented from both statistical and deterministic perspectives.
II. CONVERGENCE OF REGULAR BLOCK KACZMARZ METHOD Let x
* be the solution of consistent Ax = b where A ∈ R M×M is full column rank. Let
A be row-partitioned as {A 1 , . . ., A k } where A i ∈ R M i ×M . Then, the simple block Kaczmarz update is as follows: :
x j+1 − x * = (I − P S p(A T i ) )(x j − x * )
For one cycle of the blocks,
where θ j is as defined in Theorem 3. Note that the exponential decay rate depends on the number of blocks k as shown below. 
Then for each x ∈ R N and integer q ≥ 1,
D. Special Case: Simple Kaczmarz for A ∈ R

M×M
Note that this section assumes that A ∈ R M×M . The block Kaczmarz algorithm is equivalent to the simple Kaczmarz algorithm if the number of blocks k is equal to the number of rows M. In this case,
]. Then, X ∈ R M×M is defined as:
Assume the matrix A has normalized rows and we pick a row at each iteration uniformly randomly. Note that this assumption is feasible as scaling a row of A and the corresponding measurement in b does not change the solution x.
X is the Gram matrix with 0
. Since x i 2 = 1 and X is full rank, we have 0 < det(X T X ) ≤ 1. Using Theorem 4, we get the following deterministic bound:
Since A is normalized, we get, X = A T and therefore: Randomly choose r(i) from {1, . . ., M} with probability proportional to a r(i) 2 2 .
5:
a r(i)
6:
Set p = p + 1 7: end while Bai et al. (in [14] ) uses the Meany Inequality to develop a general form of this inequality.
III. RANDOMIZED KACZMARZ METHOD
A. Randomization Based on Row ℓ 2 Norms
Strohmer et al. (in [4] ) developed a randomized Kaczmarz algorithm that picks a row of A in a random fashion with probability proportional with ℓ 2 norm of that row. They proved that this method has exponential expected convergence rate. Since the rows are picked based on a probability distribution generated by the ℓ 2 norms of the rows of A, it is clear that scaling some of the equations does not change the solution set. However, it may drastically change the order of the rows picked at each iteration. Censor et al. discusses (in [15] ) that this should not be better than the simple Kaczmarz as picking a row based on its ℓ 2 norm does not change the geometry of the problem. Theorem 5 is from [4] . 
where r(i) is chosen from the set {1, 2, . . ., M} at random, with any probability distribution.
Let x * be the solution of Ax = b. Then, Proof: This is due to the fact that, row-scaling of A (with scaling of the corresponding b) does not change the geometry of the problem and we can scale the rows to generate any probability distribution. In other words, we can obtain another matrix B from A by scaling its rows in such a way that picking the rows of B based on the ℓ 2 norms of the rows will be equivalent to picking the rows of A based on the chosen probability distribution. Therefore, clearly, any randomization of the row selection will have exponential convergence, however, the rate will depend on the condition number of another matrix. For example, if we use uniform distribution, we can then normalize each row to have matrix B as follows and then pick the rows at random with probability proportional to the norms of the rows. Randomly choose g(i) from {1, . . ., M} with probability proportional to
:
Compute
Set f (i) = g(i)
9:
Set k = k + 2 10: end while
B. Randomization based on Subspace Angles
Our approach iterates through the rows of A based on a probability distribution using the hyperplane (subspace) angles. Therefore, it is immune to scaling or normalization.
This approach first generates a probability distribution based on the angles between the hyperplanes (represented by the rows of Ax = b). Then, it randomly picks two hyperplanes using this probability distribution. This is followed by a two-step projection on these hyperplanes (see Algorithm 2).
C. P-Subspaces Approach
A new method has been developed which is intended to better accommodate the coherency of non-orthogonal data measurements. This next section makes contributions towards proving the statistical convergence of the randomized Kaczmarz orthogonal subspace (RKOS) algorithm. As described in [16] , the RKOS initially uses ℓ 2 -norm random hyperplane selection and subsequent projection into a constructed P−dimensional orthogonal subspace S P comprised of an additional P − 1 hyperplanes selected uniformly at random.
The algorithm uses a recursive method to solve for the projections into the orthogonal subspace which is constructed using Gram-Schmidt (GS) procedure. However, a second approach demonstrates an alternate method of arriving at similar results, based upon an a closed form matrix for QR decomposition [17] of projection blocks.
In each of the above cases, vector operations inside the orthogonal subspace preserve the ℓ 2 -norm, and reduce errors that would normally be induced for coherent non-orthogonal projections which may be present in the simple Kaczmarz. is not feasible due to the constraints of the measurement system. The algorithm and procedure for the RKOS method is given in reference [16] and is intended to construct orthogonal measurements subspaces (see Algorithm (3)).
1) Orthogonal Subspaces
The general technique is to solve using a constructed orthogonal basis from a full rank set of linearly independent measurements in for each subspace in Gram-Schmidt fashion [18] , [19] .
The subspace estimation may be computed as P−dimensional subspace projection into the subspace orthonormal vector basis:
where x S P in S P ⊆ S N subspace is the P−dimensional solution approximation which becomes exact for S P=N for x S P=N ∈ R N in the noiseless, self-consistent, case. and incurring reasonable computational penalty. The algorithm is simply to add subspaces of larger dimensions. Let
It is convenient to make a substitution as follows:
Using above substitution and orthonormal condition 2 〈û j ,û k 〉 = δ j,k , where the Kronecker
, find the ℓ 2 -norm squared of z k+1 :
The ensemble average of the above Equation 24 yields the convergence result, which is 2 It is worthwhile to note that in the problem setup, a fixed vector is projected into a randomized P-dimensional subspace, where algebraic orthogonality was used to obtain Equation (24) . In the this statistical treatment of the same equation, the expectation of two random unit vectors vanishes for independent uncorrelated zero mean probability distribution functions, providing the statistical orthogonality on average satisfying (24) .
Algorithm 3 P-Subspace Kaczmarz Projections
Require: Matrix A ∈ R M×N full-rank consistent measurements subject to Ax = b, for b ∈ R M . 1: Set x 0 to initial approximation, i = 1 2: while not converged do 3: Select dim(S P ) = P < N distinct linearly independent rows of A relative to random rule. Construct block matrix A i ∈ R P×N comprised of rows a i,1 , . . ., a i,P .
4:
Perform Gram-Schmidt procedure on A i to obtain the orthonormal set of columns
Update x i as follows:
Update i = i + 1 8: end while the main topic of this section.
2) Convergence for IID Measurement Matrix:
Firstly, the expectation of a single random projection is computed. In the second step, the terms are summed for the P-dimensional subspace. Experimental results are included in a latter section.
a) Expectation of IID Projections:
Consider the expectation of the ℓ 2 -norm squared of the projection of fixed vector x ∈ R N×1 onto a random subspace basis U P ∈ of dimension P,
where the matrix basis U P ∈ R N xP is comprised of P−columns of unit vectorsû j ∈ R N in a constructed orthogonal basis for
where the upper case components0 U j,i represent the ( j, i)-th IID random variable component, and normalization constant C σ is to be determined.
Further noting that complex conjugate (.) * reduces to transpose (.) T for real components, the ℓ 2 -norm squared of the projection expands to
In the next section, the goal is to find the expected value for outer product of the projection,
b) Unit Vector : The deterministic identity for the magnitude of a unit vector is well
The following statistical result must apply for the j-th column unit vector:
c) Normalization of Random Unit Vector :
DenoteÛ j as the j-th random variable unit-norm vector associated with a set of column vectors U j j∈1,...,P comprising a random subspace matrix U N×P having IID random variable components U j,i . However, no additional assumptions on the distribution of the random variables are made at this time, other than IID.
The expectation of both sides of Equation (28) for random vector U j are found such that:
Solving above for each unit vector component in this treatment implies a random variable U j,i with zero mean and variance as follows:
where f (U i, j ) is the associated IID probability distribution.
d) P-Dimensional Random Projection:
The next step is to compute the expectation of the magnitude of the projection of fixed vector x onto random P-dimensional orthonormal subspace U P projection term by term. Let α ∈ R P be a column vector defined as α = U T P x and find the ℓ 2 -norm squared:
where
Let upper case U j,k denote the k-th IID element random 3 variable of the j-th column vector U j associated with column vector u j ; let x vector denote a fixed point. Next, take the expectation of the term over the possible outcomes of U j,k random variables. Using the IID assumption, the expected value for a single projection component preserves terms squared as follows:
3 This is not the same k-variable as the Kaczmarz iteration variable
It is now possible to determine the expectation for P-terms of the projection as,
subject to IID constraint onÛ j where it is further noted that σ 2 N = C 2 σ in Equation (30). e) Error per Iteration: For a given k-th Kaczmarz iteration, the expectation of the projection of fixed vector x onto the random P-dimensional subspace U P is known from above. The total convergence expectation may then be computed, using a method similar to Strohmer's, starting 4 with Equation (37):
We identify the term on the right as:
The results from the two equations ((39) and (38)) above may then be combined to obtain,
where the expectation on the right hand side includes k+1 → k accounting for the previous iteration.
Next, apply induction to arrive at the expectation for the whole iterative sequence up to the β-th iteration given that z 0 ≡ x − x 0 :
f) Asymptotic Convergence: The statistical ensemble average of the above Equation (24) for the β-th iteration yields the convergence result given in Equation (40). These results assume random variables identically and independently distributed, but compare well to others in the literature, such as the convergence result in Strohmer [20] .
The theoretical convergence iterative limit for uniform random IID sampling was compared to numerical simulations using random solution vector point on a unit sphere. Equation (41) has an asymptotic form:
For comparison, recall the convergence for RK method of Strohmer for IID measurements
with R = N is approximately:
Estimated noise bound convergence complexity to ǫ error is O(N 2 ). Since the value of z 0 is given, the expectation is known to be the same.
g) Theory and Simulation: Simulations in reference [16] compare theory to Gaussian
IID with noise variance added to the measurements with magnitude β = 0.05 (about five percent) and iteration termination at β = 0.05/4 = 0.0125. In the first problem, the exact solution x is chosen as a random point on the unit sphere -which is illustrated in Figure   III .1a. In a second problem, a measurement of the standard phantom using parallel beam measurements is included, which contains coherent measurements.
3) QR Representation:
An alternative method for finding the expected convergence of the RKOS iterative block Kaczmarz method used to solve Ax * = b * for (x * ; b * ) ∈ R N , and A ∈ R N×N is considered below. The formalism is slightly more rigorous and contemporary, allows direct computation of matrix quantities (instead of recursive GS), but is consistent with the former method of finding the orthogonal projection subspaces U i .
The method includes sufficient algebra to allow representation of the Kaczmarz orthogonal block iterative process subject to the Smith Solmon Wagner [13] inequality, by incorporating the subspace projection concepts from Galantai et a l [21] .
In this work, it is assumed that measurement matrix A ∈ R N×N is square full row rank, however, the results may be extended to cases where M ≥ N with proper modification.
a) Approach: The i-th block iteration of the RKOS selects blocks of M i -rows of matrix
A to form A i . In general, the blocks may be selected to allow overlapping rows or unique row selections per cycle, in natural row order or via random a priori partitioning into the set {M 1 , M 2 , . . ., M k } of row blocks comprising A i ∈ R M i ×N . However, in the following analysis, we assume set is subject to
which applies to the case in which rows are selected uniquely without replacement for each cycle.
Let H be a Hilbert space having a defined inner product and finite norm. Let the measurement matrix A ∈ R N×N be full row rank in H and segmented into k-blocks according to
where E i is a set of M i -column index vectors (which may be non-contiguous) of the identity
The segmentation of the blocks and the order of blocks is stationary with respect to iteration number in this treatment.
b) QR and Gram-Schmidt: In the RKOS algorithm, the process of decomposing A T i
into the QR [17] , [19] factorization performs the Gram-Schmidt process for orthogonalization.
Algorithm (3) recursively solves for the orthonormal set and allows recursive computation of the projections of exact solution x * onto the the orthogonal basis in terms measurements
Direct QR decomposition for row block A i is noted to be
is equivalent to GS and may be directly computed 6 , where U i ∈ R N×M i is the i-th orthonormal basis (columns) constructed from the M i -rows randomly selected from matrix A, and 5 To understand the sampling vector E i , consider the following example.
Let I 6,6 be the identity matrix and select non-continguous sampling set M i = {3,5,6} and form E i as E i (3, 5, 6 The simple block Kaczmarz's equation (without noise) using the orthogonal projection matrix U i may be written as
In above, notice that U i is orthonormal column matrix, i.e. U 
To find the new basis, use definition in Equation (44) solve to find 
where b i = E i b to obtain the i-th under-determined block estimate for the solution,
The next objective is to find the result in the new basis. First, substitute from Equation (44) and multiply both sides by R i as follows:
which has been converted to terms of U i and R i . Using the orthogonality of U i , Equation (52) may be solved for x in terms of U i , R i as follows: is non-singular, x = x * + ǫ x , and the i-th block estimate
which is equation (52) as expected.
d) Block Iteration and Noise:
Making the substitutions for the consistent noise free solution x * and the measurement noise ǫ b , the j-th error difference vector terms are as follows:
The orthogonal block Kaczmarz Equation (45) for z j+1 ≡ x * −x j+1 may be written as follows:
or,
and the estimated noise component in the block-row basis is ǫ 
e) Cyclical Projections:
In the notation of Halperin [22] and Galantai [10] ,
, and the projection operator, null subspace, and orthonormal condition may be identified as follows:
where during the first cycle,
It is further noted that the cumulative projection and null space intersection for the k-th iteration block are as follows:
respectively, with P M = P R ⊥ (U) = I − P R(U) . The Smith Solmon Wagner [13] referenced in Theorem 4 of Galantai [10] , has the form
and angle
The above result provides a bound for convergence using linear block projections f) Gram-Schmidt and QR Summary : The expected statistical convergence method described using Gram-Schmidt (GS) shows good agreement to experimental simulations.
The results are consistent with Strohmer for P = 1. The P-dimensional orthogonal subspace method based upon QR gives similar convergence result, and the deterministic bounds are consistent with the results of Galantai. In both of the above cases, i.e. Gram-Schmidt and QR decomposition, the proofs of convergence were based upon IID probability distribution of the measurement noise and the measurement sampling vectors.
The propagation of measurement noise is seen to be dependent upon the iterative convergence and general iterative process. An additional study may be worthwhile to determine a possible method for noise minimization and feasibility.
4) Convergence for Almost Any Probability Distribution:
Although the former methods for RKOS Gram Schmidt and QR assumed IID random variables, it is noted that application of Theorem (2) to Equation (60) in section (III-C3e) yields convergence regardless of the distribution 8 of the sampling and IID variates as follows:
As noted before, the block Kaczmarz is an alternating projection method with
Since A is full column rank, S p ⊥ (A T ) = {0} and P M = {0}. After q cycles,
By Theorem 3, lim q→∞ x qk − x * = 0 and lim q→∞ x qk = x * . Here, it should be noted that orthogonality of U k is consistent with Galantai.
IV. REGULAR VERSUS RANDOMIZED KACZMARZ
The randomized Kaczmarz's algorithm developed by Strohmer in [4] has the following convergence in expectation: Then, 8 Note that the span of the solution space must be completely sampled with non-zero probability Also, note that 
where θ i j denotes the angles between the rows a i and a j of A. Then,
Note that
therefore
Now, Equations 64 and 16 become:
V. EXPERIMENTAL RESULTS
Here, we compare our angle-based randomization with norm-based randomization of
Strohmer [4] in the context of measurement methods. In particular, a phantom image was used as the solution in simulation experiments [3] . 
C. Distribution of Measurement Angles for K, RK, and RKHA for Shepp-Logan Versus
Measurement Method
Firstly, the convergence rates of K, RK, and RKHA are noted to be closely correlated for the case of random data sampling of the phantom. This is consistent with the mean values of coherence near zero for random sampling.
The cases for fan and parallel sampling have increasingly higher coherence, and generally benefit from methods which minimize the coherence, such as RK, RKHA, and RKOS.
Representative results for convergence are shown in Figures (V.4) , (V.5), and (V.6).
Comparison of convergence results to the estimated coherence for the three cases given in Table (I) 
VI. CONCLUSIONS
A new iterative selection rule based upon the relative central angle shows enhanced convergence in measurements which contain coherence. However, the method requires a computational penalty related to the dot products of all to all rows, which may be overcome by a priori determination. A new block method using constructed orthogonal subspace projections provides enhanced tolerance to measurement incoherence, but may be affected by noise at least as much as simple Kaczmarz. The exponential convergence is accelerated by the P/N term and is computationally feasible for small P relative to N.
The convergence of above subspace methods was demonstrated using statistical IID assumptions. But, the more generalized approach based upon cyclical projections using the formalism of Galantai also prove convergence, without the statistical argument.
It is worthwhile to note that an additional method to prove the convergence rate for a given angular probability distribution function is currently underway and is considered an essential task towards validation of the RKHA results.
