I. INTRODUCTION

A. The Problem
(1) (2) where source vector; channel impulse response matrix; additive white Gaussian noise; received signal; estimate of (the th element of ) by a linear estimator . The combined channel-receiver response is denoted by . This model has a wide range of important applications in channel equalization, sensor array processing, multiuser detection, and source separation.
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square error (MSE)
This, however, requires the joint second-order moment of and . When the channel input is inaccessible and the channel matrix is unknown, the receiver must be designed "blindly," using only marginal statistics of and . One of the most popular blind approaches is the constant modulus algorithm (CMA) [6] , [16] , which minimizes the dispersion of the receiver output around some constant . Specifically, a constant modulus (CM) receiver is a local minimum of the CM cost (4) Another criterion developed by Shalvi and Weinstein in [14] involves maximizing (5) subject to the power constraint , where is the fourth-order cumulant of . Local maxima of the above constrained optimization are referred to as Shalvi-Weinstein (SW) receivers. In order to achieve global convergence, Vembu et al. [19] proposed a class of convex functions for blind receiver designs. Referred to as a VVK receiver, it is the minimum of the cost function (6) under the constraint , where and is the th column of an identity matrix.
The constant modulus algorithm has been applied successfully to channel equalization and array signal processing. See recent surveys [3] , [17] , [18] . In his original paper [6] , Godard observed that CM receivers appear to have a mean square error close to that of Wiener receivers. Similar observations have been widely reported leading to a formal analysis in [20] . For the Shalvi-Weinstein algorithm, it has been shown in [10] that optima of the SW cost are colinear with, and one-one correspondent to, those of the CM cost function, which implies that SW and CM receivers have the same asymptotic performance. Despite the increasing evidence, both in theory and in applications, that CM and SW receivers have Wiener-receiver-like performance, the following fundamental problems about their convergence properties remain unsolved. Q1) How many local optima are there? Q2) Where are these optimal solutions? Q3) Is every CM or SW receiver associated with a corresponding Wiener receiver? To gain insight into the difficulty of these questions, consider the direct approach to the analysis of CM receivers for the two-dimensional (2-D) case. The CM cost function (under assumptions listed in Section II) is shown in [20] to have the form (7) where is the covariance matrix of . Minimizing implies finding its stationary points by solving , i.e., (8) In the 2-D case, (8) leads to two coupled third-order polynomial equations where and ( ) can be calculated from and . It is clear that answering Q1)-Q3) through the above algebraic equations is difficult if not impossible. In general, there is no closed-form solution.
B. Contributions and Related Work
In this paper, we present results in three areas. First, a new geometrical approach is developed to analyze several existing blind equalizers including CM, SW, and VVK receivers. Conventional zero forcing (ZF) and Wiener receivers can also be analyzed within the same framework. More importantly, connections among Wiener and blind receivers become apparent. The key of this approach is to convert various criteria to the problem of circumscribing an ellipsoid ( -norm ball) by different norm balls. Second, we show in Theorem 1 that CM, SW, ZF, and Wiener receivers are colinear and oneone correspondent if and only if either there is no noise or the channel is orthogonal. This result answers Q1)-Q3) for the orthogonal channels that are particularly important in the CDMA and OFDM applications [7] , [8] . Third, we consider the general 2-D channel-receiver impulse response and provide solutions to the three open problems. Given the signal-tointerference ratio (SIR) of Wiener receivers (without knowing the channel), a necessary and sufficient condition is derived to determine the number of local CM and SW optima. Their locations are also obtained as functions of the SIR's of Wiener receivers.
Whereas this paper focuses on the global convergence behavior of CM and SW receivers, recent results [12] , [20] on the local convergence property of CM receivers motivated our work. In [20] , it was shown that when the MSE of a Wiener receiver is sufficiently small, there exists a CM receiver in the vicinity of the Wiener receiver. This local result is valid only around those Wiener receivers with reasonably small MSE. What has not been answered is the following: Is every CM receiver also associated with a corresponding Wiener receiver? Specifically, when the condition of the low MSE is not satisfied, are there any other CM receivers? If the answer is "Yes," are they still adjacent to the Wiener receivers or located somewhere else? The converse of the main theorem in [20] is established in this paper for the orthogonal channel and the general 2-D cases: There exists one and only one Wiener receiver in the neighborhood of every CM/SW 1 receiver. Furthermore, this global result provides the necessary and sufficient conditions to test whether and when a CM/SW receiver will appear near the Wiener receiver and tells how close they would be. The authors of [12] have also observed in simulation that there may be no CM receiver near a Wiener receiver. In Section IV, we prove, for the 2-D case, that if the CM/SW receiver for does not exist in a certain neighborhood of the Wiener receiver for the same signal, there is no CM/SW receiver for . This implies that CM and SW cost functions do not create spurious local optima not related to the Wiener receivers. Moreover, the existence and the locations of CM/SW receivers are determined by Wiener receivers. Another new property of CM/SW receivers in two dimensions is that at low signal-to-noise ratio (SNR), as the channel becomes more ill-conditioned, the performance of the global CM/SW receiver is closer to the corresponding Wiener receiver. This is somewhat surprising as one may expect that the loss of diversity at low SNR may have adverse effects on all CM receivers. All of the above results can be clearly explained by using the proposed geometrical approach, although, in this paper, it is intended for the analysis of the sub-Gaussian sources only. The role of the statistics of sources was studied, and the local results in [20] were generalized to the complex CMA in [12] . While extending the results in this paper to the general high-dimensional (including complex) case is not straightforward, this approach has been successfully applied to the independent component analysis of heterogeneous sources [15] .
Attempts have been made over the years to answer Q1)-Q3). For the noiseless case, answers were given in [5] and [14] . Specifically, when has full column rank, CM, SW, and Wiener receivers are identical. The error surface of the CM cost function was analyzed in [9] . In the presence of noise, limited global results have been obtained. Of particular relevance to our work is the one-one correspondence between SW and CM receivers, proved by Li and Ding in [10] . Since SW receivers can be characterized using -norm and -norm balls, this correspondence enables us to analyze CM receivers geometrically. More recently, Chung and LeBlanc investigated the effects of noise on the number and the locations of local minima of the CM cost function [2] . It was shown that the number of CM local minima may be reduced as the noise power increases. In general, answers to Q1)-Q3) have not been reported even for the 2-D case. Local results have been obtained by two approaches. An exact analysis was proposed by Zeng et al. [20] that distinguishes those CM receivers with low MSE. On the other hand, by perturbing the CM cost function around either ZF or Wiener receivers, approximate characterizations of CM receivers can be obtained [4] , [11] , [21] .
C. Organization and Notation
The rest of this paper is organized as follows. A new geometrical approach is proposed in Section II for the analysis of CM and SW receivers. In Section III, a necessary and sufficient condition on the equivalence among CM, SW, ZF, and Wiener receivers is presented. The locations of CM and SW receivers along with their close relationship with Wiener receivers are shown for the general 2-D case in Section IV. Several new properties of CM/SW receivers are observed, and numerical examples are given as well. The conclusion is drawn in Section V.
The notations used in this paper are standard. Uppercase and lowercase bold letters denote matrices and vectors, respectively. Key symbols are described in the following list.
Transpose. Pseudoinverse. Expectation operator. 
II. A GEOMETRICAL APPROACH
We make the following assumptions in our analysis. A1) Entries of are i.i.d. sub-Gaussian random variables with equal probability from the set . A2) Entries of are i.i.d. Gaussian random variables with zero mean and variance . A3) and are independent. A4)
has full column rank. A5) All variables are real. Under A1)-A5) and the signal space property [20] , CM, SW, and Wiener receivers can be obtained in the combined channel-receiver space by optimizing the following cost functions [20] :
SW: subject to (10)
where (12) A
. Connections by Norms
To draw connections among various receivers, the key step in the geometrical approach is to convert the optimization of different cost functions to the same form. The one-one correspondence between SW and CM optima implies that CM and SW receivers can be obtained from the constrained optimization where diag diag if . We further consider the constrained optimization (15) which serves as a bridge between Wiener and CM/SW receivers because i) all maxima of are Wiener receivers, and ii) the -norm can be considered as an approximation of the -norm in , especially for low-dimensional cases. This geometrical approximation demonstrates the relationship between Wiener and CM/SW receivers. Note also that is far simpler than and has closed-form solutions.
B. Geometrical Interpretation
To gain insight into this approach, consider first the noiseless case when . As shown in Fig. 2 , the optimizations in (13)- (15) are equivalent to expanding an -(or -) norm ball until it is tangent outside of the unit ball. CM/SW (or Wiener) receivers are obtained at the tangent points. By modifying the linear constraint to the output power constraint , it is also interesting to consider the minimization of the convex cost function for VVK receivers (16) which is the result of shrinking the -norm ball (the diamond) until its vertices touch the unit ball. This geometrical approach enables us to conclude that the blind receivers (CM, SW, and VVK) and the nonblind receivers (Wiener and ZF) are identical when there is no noise. The algebraic proofs of the same result [5] , [14] , [19] appear to be far more involved.
Situations in the presence of noise are more complicated. The power constraint defines an ellipsoid instead of the unit ball. The shape of the ellipsoid depends on the noise level and the channel matrix . CM/SW receivers are again obtained by circumscribing an -norm ball to the ellipsoid. For the 2-D case, we can observe two scenarios. Fig. 3(a) shows the case (occurring sometimes at high SNR) when there are two CM/SW receivers (only those receivers in the upper half plane are considered owing to the symmetry of all these norms), both are close to the corresponding Wiener receivers. Due to the geometrical similarity between -and -norms, the same behavior can also be observed in the optimization of . Note that Wiener receivers are obtained from by circumscribing a rectangle (weighted -norm ball) to the ellipsoid. For this (high SNR) case, the optima of and are identical. In other words, the connection between CM/SW and Wiener receivers is rooted in the connection among -, -, and weighted -norms. Fig. 3(b) illustrates the situation (occurring sometimes at low SNR) when there exists only one CM/SW receiver (for ), which is also close to the Wiener receiver. The -norm optimization again behaves similarly. While the above two scenarios can be understood intuitively with the geometrical approach, it is not clear on what condition the CM/SW cost has one, two, or even more local optima. Later, in Section IV, a necessary and sufficient condition is presented to determine the number of CM/SW receivers for the 2-D case.
III. RESULTS IN HIGH DIMENSIONS
A. When Do CM, SW, and Wiener Receivers Coincide?
We have shown that if there is no noise, all receivers considered earlier coincide. It is also observed that in certain noisy case (shown in Fig. 3 ), CM/SW receivers are close to, but not the same as, Wiener receivers. The question is: Are there any other cases that CM/SW receivers are colinear with, and one-one correspondent to, Wiener receivers? One such scenario happens when the major axis of the ellipsoid coincides with , as illustrated in Fig. 4 , which corresponds to the columns of being orthogonal (but not necessarily having the same norm). In [2] , this is also observed for the channels with orthonormal columns. We show next that there is no other possibility that CM/SW and Wiener receivers are equivalent.
Theorem 1: CM, SW, Wiener, and ZF receivers are colinear and one-one correspondent if and only if either there is no noise or the columns of are orthogonal. Proof: See Appendix B. The fact that blind CM/SW receivers can perform equally well as nonblind Wiener receivers under an arbitrary noise level has not been reported in the open literature. The orthogonal channel case considered in the above theorem plays an important part in the synchronous CDMA and OFDM systems. For example, in some CDMA applications, the channel matrix can be written as diag with and being the spreading code and the power of the th user, respectively, which is used to deal with the issue of the initialization of equalizers, i.e., the domains of attraction [7] , [8] .
B. Difficulties in the General Analysis
A full characterization of the constant modulus algorithm necessitates the analysis in high dimensions. Answers to Q1)-Q3) would result from the solution to the following constrained optimization problem: (17) Simple as it seems, this optimization turns out to be difficult for arbitrary positive definite . We can take the Lagrangian approach, which again leads to numerical solutions that are local. In the interest of gaining insights into the behavior of CM/SW receivers and their relationship with Wiener receivers, we consider the 2-D case.
IV. RESULTS IN TWO DIMENSIONS
In this section, convergence properties of CM/SW receivers for the general 2-D channel-receiver impulse response are characterized. We formally establish that for every CM/SW receiver, there is a corresponding Wiener receiver nearby.
It is convenient to use the polar coordinate. Given a vector , let , , and then Let be an estimator of . Define the signal-to-interference ratio by (19) As illustrated in Fig. 5 , the shape of the ellipsoid is determined by angle of the major axis and the condition number . Due to the symmetry of the CM and SW cost functions, without loss of generality, we only need to consider solutions for and the upper half of the ellipsoid, i.e., .
Characterizations of CM/SW Receivers:
The following theorem completely characterizes the number and the locations of CM/SW receivers. Further, a necessary and sufficient condition is given in terms of SIR's of Wiener receivers. T4) The SIR of a CM/SW receiver is less than that of the corresponding Wiener receiver, i.e., . Proof: See Appendix C. We now discuss some of the implications of Theorem 2. Our discussions are focused on two issues: the number of optima for the CM/SW cost and the locations of CM/SW receivers.
The Number of CM/SW Receivers: Because the surface of the ellipsoid is compact, must have at least one local optimum. This is also observed in [2] . The fact that there are no more than two local optima implies that the CM/SW cost function does not create spurious local optima, i.e., each local optimum will correspond to one and only one estimated signal. Equation (23) indicates that they both are close to the Wiener receivers. However, it is possible that CM/SW receivers are not able to estimate a particular signal as observed in simulation [12] . T1) establishes this phenomenon formally. In other words, if a CM/SW receiver for is not in the neighborhood of the Wiener receiver, it simply does not exist. See Fig. 3(b) .
It is then important to test when CM/SW receivers may fail to estimate one signal. T2 ) shows that if the lower SIR of the two Wiener receivers is less than or equal to 6 dB, then cannot be estimated. Another way is to use the optimization involving the -norm, which also leads to Wiener receivers. It can be shown that if optimization has only global maximum, then there is only one CM/SW receiver. 3 A more powerful test is given in T2), which depends only on SIR's of Wiener receivers. The generalization of T1) to the highdimensional case is not trivial, although no counter example has been reported.
The number of CM/SW receivers also depends on the orientation ( ) of the ellipsoid. We have already established that when , there are always two CM/SW receivers, 3 Further, if there are two CM/SW receivers, there must be two maxima of
regardless of the noise level and the channel condition. Interestingly, if , then at low SNR, there always exists a channel with large enough condition number so that one CM/SW receiver disappears. This can be seen from T2 ).
The Locations of CM/SW Receivers: It is interesting to note from (23) that the locations of CM/SW receivers are always within the sectors determined by Wiener receivers, which implies that the CM/SW receiver has less signal component but more interference than the corresponding Wiener receiver . Consequently, the SIR of the CM/SW receiver is less than that of the Wiener receiver [T4)]. This relation also leads to a location bound for CM/SW receivers. A better bound, however, is given by and . The accuracy of this bound is demonstrated in the numerical example presented next. In fact, the location bound can be made arbitrarily accurate by using the iterative technique in the proof of T3).
When SNR is low and the channel is ill-conditioned, it seems that CM/SW receivers should have worse SIR performance. It turns out that this may not be true. In fact, the SIR performance of the global CM/SW receiver approaches that of the Wiener receiver as the condition number of the channel matrix increases at low SNR. From the geometrical view, this counterintuitive phenomenon is not difficult to explain: the larger the condition number , the larger the curvature of the ellipsoid. Therefore, the tangent points can only be obtained near the tips of the ellipsoid regardless of the type of norm balls. This gives the reason why CM/SW and Wiener receivers are close to each other. See also the numerical example shown next.
Numerical Examples: The locations and the performance of CM/SW receivers are affected by two factors that determine the shape of the ellipsoid: the orientation and the condition number . Instead of fixing the channel or SNR, we consider the combined effect of the channel and the noise by evaluating the locations of CM/SW receivers against and . Fig. 6 illustrates the locations of CM/SW receivers versus the condition number for a fixed . The location bounds given in (23) along with the location of Wiener receivers are also plotted. When the condition number is small, the ellipsoid approximates the unit circle. It can be seen that CM/SW and Wiener receivers are close, and the location bounds are tight. As increases, the CM/SW receiver for starts to deviate from the Wiener receiver and eventually disappears as the condition number exceeds 2 [the exact value can be calculated from T2)]. On the other hand, the global optimum (for ) behaves differently. As increases, it departs from the corresponding Wiener receiver around , and interestingly, they merge again for large . As explained previously, for large , the global CM/SW receiver and the Wiener receiver are close. In fact, the locations of both Wiener and CM/SW receivers approach . The largest discrepancy between them occurs when the ellipsoid is neither too "round" nor too "sharp" and is close to . Fig. 7 shows the situation when the columns of are nearly orthogonal (small ). It is evident that the global CM/SW and the Wiener receivers are almost colinear throughout the entire range of the condition number . However, the local CM/SW receiver separates from the Wiener receiver as increases and disappears at a larger compared with the previous figure.
V. CONCLUSION
In this paper, we presented a new geometrical approach to the analysis of CM and SW receivers in the presence of noise. By transforming various blind receiver design problems to expanding (or shrinking) norm balls of different types constrained on an ellipsoid, this approach reveals the connection among CM, SW, and Wiener receivers. This connection is rooted in the geometrical similarity among -, -, and weighted -norm balls. For the important class of orthogonal channels, we are able to answer fundamental problems Q1)-Q3) completely.
Some of the conclusions appear to hold in the higher dimensions. It confirms that, although only for the 2-D case, CM/SW receivers do not have local minima that are not associated with Wiener receivers. However, they may fail to estimate some signals depending on the channel and noise conditions. The analysis of CM/SW receivers for the 2-D case is significant: not because of its generality but for the insights into the behavior of CM/SW receivers. The conjecture that all CM receivers are associated with Wiener receivers can now be proved for the 2-D case. While the generalization of the 2-D results presented here to the general high-dimensional case, if successful, will allow us to quantitatively assess the performance loss of blind receivers when they are compared with (nonblind) Wiener receivers, it should be noted that the techniques employed in this paper to obtain results for the 2-D case do not have simple extension for the high-dimensional case. In order to fully understand the behavior of CM receivers, new techniques are needed. It is our hope that the geometrical approach presented in this paper will offer useful hints.
APPENDIX A PROOF OF (14) We first prove that
, where is a scalar, and . The MSE cost function in (11) This proves the equivalent relation in (14) .
APPENDIX B PROOF OF THEOREM 1
The techniques adopted here involve the Lagrangian algorithm and the concept of tangent planes [1] , [13] .
1) Sufficiency:
The two cases correspond to diagonal , i.e., diag . First, the Wiener and the ZF receivers for signal are equivalent, i.e., they are one-one correspondent and colinear:
(33) (34) Second, it has been shown in [10] that SW and CM receivers are equivalent. We now show that SW and ZF receivers are equivalent.
Consider the constrained optimization for CM/SW receivers
The Lagrangian function is defined by (36) with gradient . . .
The stationary point and can be solved from . Furthermore, the first-order feasible variation yields 
where , , and . When achieves its maximum, the -norm ball must be tangent outside of the ellipsoid, i.e., at the maximal point, the two norm balls have the same gradient:
The roots of (46) determine the properties of CM/SW receivers. For convenience, we will use the polar coordinate representation (18) Fig. 9(e) . with " " holding at or three zeros with properties described in c).
In the following Lemma, we provide a test (of ) for the optima of (45). 
Lemma 3:
is a stationary point of (45) (20) and (21) Proof of T4): This is the direct consequence of (23).
