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Povzetek
Govor je med ljudmi najbolj zastopana oblika sporazumevanja, zato ga večkrat opre-
deljujemo kot človeku najbolj naravno komunikacijo. Ljudje se brez velikega napora
z govorom sporazumevamo, učimo ali si predajamo različna sporočila. Komunikacija
med ljudmi pa ni osredotočena samo na zvočno sporočilo, temveč ga ljudje dopolnju-
jemo tudi z neverbalnimi sporočili. Velikokrat govor spremljajo npr. različne kret-
nje, izrazi na obrazu, stik s pogledom, drža, dotiki itd. Vse našteto pri komunikaciji
nezavedno sprejemamo z vsemi čutili, ki so nam v danem trenutku na voljo. Vse
informacije prek različnih čutil zberemo in jih obdelamo v možganih, ki nam prav
tako nezavedno omogočijo pravilno prepoznavo sporočila in razpoznavanje njegovega
konteksta. Neverbalna komunikacija tako pomembno dopolnjuje človeško glasovno
sporazumevanje in človeku omogoča razpoznavo dodatnih informacij, ki omogočajo
učinkovito razumevanje sprejetega sporočila in hkrati tudi njegovo umestitev v širši
kontekst.
V naši doktorski disertaciji se posvečamo raziskovanju tvorbe in zaznave glasovnih
sporočil. Glasovno sporočilo lahko opredelimo kot izgovarjavo besed v določenem jeziku
in tej izgovarjavi pripadajoče neverbalno sporočilo, ki je človeku večkrat skrito. Vseeno
ga lahko prejemnik s pozornim poslušanjem razpozna in se nanj tudi primerno odziva.
Takšno neverbalno komunikacijo, ki je del akustičnega sporočila, večkrat opisujemo kot
t. i. parajezik. Ta je sestavni del glasovnega sporočila, ki ga v govoru lahko grobo
razdelimo na posamezne komponente, kot so ritem, ton, intonacija, jezikovni spodrsl-
jaji, poudarki besed, premori in tišina. Vse te komponente, združene z izgovorjenimi
besedami, sestavljajo popolno glasovno sporočilo.
V parajezik prištevamo tudi paralingvistična stanja govorca. Posebna vrsta teh
stanj so tudi čustva. Človek pod vplivom določenega čustvenega stanja svoj govor ve-
likokrat prilagodi in odraža svoje stanje s sebi lastnimi neverbalnimi sporočili. Ljudje
se teh sprememb v govoru le redko neposredno zavedamo. Večkrat pa ravno z nji-
hovo pomočjo razberemo pravilni pomen posredovanega sporočila. Prejemnik čustveno
obarvanega glasovnega sporočila tako z lahkoto prepozna glasovne prilagoditve, na pod-
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lagi katerih, čeprav nezavedno, sporočilo razvrsti v določeno skupino čustvenih stanj
sogovornika. Tako nezavedno razvrščanje, kakor tudi nezavedno tvorjenje čustvenih
sporočil, je del našega vsakdana, ki vpliva na medsebojno verbalno sporočanje,
razumevanje in ne nazadnje tudi na doživljanje sporočil. Besedilno sporočilo z vsemi
komponentami parajezika pomeni sporočilo kot celoto in ga ljudje tvorimo in spreje-
mamo nezavedno in je del našega najbolj naravnega komunikacijskega sredstva. Tako
je govor z vsemi prvinami neverbalne komunikacije za človeka eno najbolj naravnih
sredstev sporazumevanja, ki ga spontano srečujemo v vsakodnevni komunikaciji.
Že od začetka digitalizacije je želja razvijalcev, da bi razvili način. da bi lahko človek
komuniciral s stroji na najbolj naraven način, torej z govorom v lastnem jeziku. Govorni
dialog med človekom in strojem naj bi potekal čim bolj podobno kot pri medsebojni
komunikaciji med ljudmi. Tako stroj kot tudi človek pri tem podajata in sprejemata
govorna sporočila. Sprejemanje sporočil pri stroju opredelimo kot problem razpozna-
vanja govora, tvorjenje govora pa kot sintezo. Obe področji imata veliko skupnih last-
nosti, zato sintezo večkrat opisujemo tudi kot inverzen proces razpoznavanju govora. V
zadnjem času so raziskovalci dodobra izpopolnili principe in postopke obeh procesov.
A kljub temu ljudje s čedalje bolj zmogljivimi stroji, kot so osebni računalniki, pametni
telefoni in druge moderne naprave digitalne dobe, še vedno ne komuniciramo s pomočjo
govora. Razloge za to je poleg zahtevnega raziskovalnega dela na področju govornih
tehnologij mogoče iskati tudi v jezikovni pestrosti. Močna odvisnost sistemov za mod-
eliranje in tvorjenje govora od jezika zahteva raziskovanje njegovih speciﬁk na akustični
in leksikalni ravni za vsak jezik posebej. Do časa pisanja te disertacije obstaja le nekaj
svetovnih jezikov, ki imajo razvite sisteme za omejen dialog s stroji. Večina drugih
jezikov pa je žal še vedno zapostavljenih. Enega izmed razlogov za takšno selekcijo
je mogoče iskati v podatkovnih zbirkah, ki so na voljo v posameznem jeziku za im-
plementacijo že razvitih rešitev. Le dobro urejene zbirke govora, ki imajo hkrati tudi
dovolj govornega gradiva, je mogoče uporabiti pri graditvi tovrstnih sistemov.
V doktorski disertaciji se ukvarjamo z gradnjo sistemov za umetno tvorjenje
slovenskega govora. Pri sistemih za tvorjenje govora se osredotočamo na razumljivost
in naravnost tvorjenega umetnega govora. Večkrat se izkaže, da umetni govor ni dovolj
podoben naravnemu. Zato si raziskovalci prizadevajo razviti sistem, ki bi pripomogel
izboljšati predvsem to komponento pri tvorjenju umetnega govora. Če bi za učenje
sistema imeli dovolj veliko podatkovno zbirko govora, ki bi odražala vse značilnosti
posameznega jezika speciﬁčnega govorca, bi lahko razvili sistem, ki bi bil nedvomno su-
perioren na obeh ravneh preverjanja. Žal tako obsežnih zbirk govora še ni na voljo. Zato
so razvijalci sistemov vedno omejeni na delovanje sistemov, ki jih pogojuje zastopanost
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gradiva v govorni zbirki.
Izdelava govornih podatkovnih zbirk je dolgotrajen in drag proces, zato se večkrat
delajo manjše podatkovne zbirke, za bolj speciﬁčne namene. Za izboljšanje predvsem
naravnosti umetnega govora se v zadnjem času v podatkovne zbirke dodajajo informa-
cije, ki označujejo posamezne komponente parajezika, ali pa kar oznake čustvenih stanj
govorca. Za namen sinteze si želimo, da bi zbirke vsebovale čim več govornih primerov
posameznega govorca. Z modernimi pristopi k tvorjenju govora lahko tako dovolj do-
bro modeliramo značilnosti posameznikovega govora. Če zbirki dodamo tudi oznako
čustvenega stanja, lahko modeliramo tudi to speciﬁčnost, vendar le, če imamo na voljo
dovolj posnetkov govora v določenem čustvenem stanju govorca. Pridobivanje potrebne
količine čustvenega govora pa ni edini problem pri zbiranju podatkov za zbirko. Ker ni
splošnih deﬁnicij, ki bi lahko nedvoumno opredelile, kaj je čustveno stanje, je zaznava
čustvenih stanj v govoru tako vedno prepuščena subjektivni percepciji posameznika.
Zato je težko pričakovati, da bi se ljudje popolnoma strinjali, v katerem čustvenem
stanju je govorec, sploh pa tedaj, ko gre za govorca, ki ga ne poznamo. Zato je treba
postopek pridobivanja kakovostnih oznak obravnavati kot enega zahtevnejših proble-
mov pri zajemanju čustvenega govora v zbirko, s čimer smo se ukvarjali v doktorski
disertaciji.
V novi literaturi srečamo dva sodobna principa graditve sistemov za tvorjenje go-
vora, ki se med seboj poglavitno razlikujeta. Prvi je osredotočen na združevanje nar-
avnih govornih segmentov, drugi pa temelji na parametrizaciji in modeliranju govornih
segmentov govora. Za prvega je značilno, da lahko tvori umeten govor bolj naravno, saj
združuje čiste segmente naravnih posnetkov, drugi pa segmente modelira in iz modelov
akustičnih enot tvori umetni govor. Poglavitna razlika pri graditvi teh dveh principov
se izkaže v količini materiala, ki je potreben za izgradnjo obeh sistemov. Pri drugem
ga za doseganje kakovostnega in razumljivega govora potrebujemo bistveno manj kot
pri prvem. Če pa poizkusimo vgraditi v sistem tudi posamezne komponente parajezika
ali čustvenih stanj, potrebujemo za realizacijo prvega sistema neprimerno več gradiva,
kot pri drugem.
Ker so čustvena stanja težko določljiva, lahko pričakujemo, da bomo razpolagali z
manjšim naborom kakovostnega čustvenega gradiva. Zato se v disertaciji osredotočamo
na graditev sistema za umetno tvorjenje čustvenega slovenskega govora s pomočjo
parametričnih modelov govora, ki jih pridobivamo s postopkom prikritih Markovovih
modelov (PMM). Princip gradnje sistemov zaradi parametrizacije govora omogoča mod-
eliranje govora na podlagi statističnih modelov, ki jih določamo na podlagi govorne
zbirke. S spremembo parametrov statističnih modelov lahko spreminjamo akustične in
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intonacijske lastnosti govora ter trajanje govora. To počnemo s postopki adaptacije
in interpolacije statističnih modelov. V doktorski disertaciji pa smo takšne postopke
uporabili tudi za tvorbo emocionalnih stanj govorca.
Vsak udejanjeni sistem za umetno tvorjenje govora je treba vrednotiti. Kot smo že
omenili, sisteme za umetno tvorjenje govora preverjamo na dveh ravneh. Prva preverja
razumljivost, druga pa naravnost umetnega govornega signala. Realiziran čustveni
govor lahko preverimo na podoben način, kot je to mogoče storiti pri graditvi čustvene
podatkovne zbirke. Vsak realizirani posnetek čustvenega govora ocenijo ocenjevalci, ki
s pomočjo vprašalnika podajo svoje mnenje o tem, ali so v posnetku resnično prisotna
zahtevana čustvena stanja govorca. Verodostojno preverjanje je mogoče le, če imamo
na voljo dovolj ocenjevalcev in dovolj umetno tvorjenih čustvenih govornih signalov.
Tak postopek uvrščamo med postopke subjektivnega vrednotenja sistemov. Toda sub-
jektivno preverjanje je drag in dolgotrajen proces. Zato si razvijalci sistemov želijo, da
bi udejanjene sisteme lahko preverjali hitreje in bolj objektivno. Do nastanka te di-
sertacije še vedno ni bilo zanesljivega objektivnega postopka, ki bi razvijalcem ponudil
hitrejše in bolj učinkovito vrednotenje udejanjenih sistemov čustvenega govora.
V doktorski disertaciji se osredotočamo na izdelavo sistema za umetno tvorjenje
slovenskega čustvenega govora. Realiziramo vse komponente, ki so potrebne za razvoj
parametričnega sistema za umetno tvorjenje govora. S pomočjo modiﬁkacije znanih
postopkov na podlagi prikritih Markovovih modelov (PMM) predlagamo postopek, s
katerim je mogoče razviti sistem čustvenega slovenskega govora z omejenim naborom
čustvenega gradiva. Postopek temelji na statistični analizi kakovosti oznak posnetkov
čustvenega govora. S takim pristopom lahko iz manjše količine čustvenega govora
izluščimo speciﬁčno informacijo, ki jo posamezen govorec izrazi v določenem čustvenem
stanju. Pomembno vlogo pri postopku pa ima tudi govorno gradivo, ki odraža nev-
tralno čustveno stanje. Takega gradiva je ponavadi v čustvenih zbirkah govora naj-
več in pomeni osnovo za graditev čustvenega sistema za umetno tvorjenje govora.
Čustveno nevtralno gradivo tako uporabimo za graditev osnovnega statističnega modela
z uporabo tehnik PMM. Tehnike prilagajanja omogočajo, da dobro ocenjen statistični
model naravnega govora lahko preslikamo v statistični model posameznega čustvenega
stanja govorca. S tako pridobljenim modelom lahko tvorimo poljuben in obenem
kakovostni umetni govor v tarčnem čustvenem stanju.
Naslednja novost, ki jo predstavljamo v disertaciji, je usmerjena k objektivnemu
vrednotenju sistemov za umetno čustveno tvorjenje govora. V disertaciji predlagamo
postopek, ki temelji na evklidski razdalji med mel-kepstralnimi vektorji značilk origi-
nalnih in umetno tvorjenjih posnetkov. Pridobljene razlike vsakega umetno tvorjenega
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čustvenega posnetka odražajo oceno podobnosti z originalnim posnetkom. Najmanjša
razlika določi najbolj podoben posnetek. Če ima originalni posnetek pripisano čustveno
oznako, lahko z metodo veriﬁkacije pridobimo avtomatski rezultat, ki odraža, ali je sis-
tem za umetno tvorjenje govora res udejanjil govor, ki je najbolj podoben čustvenemu
govoru v originalnem posnetku.
V disertaciji prestavljamo novo zbirko čustvenega slovenskega govora, ki smo jo
pridobili iz posnetkov slovenskih radijskih iger. Te smo pridobili za označevanje in
nadaljnjo obdelavo z dovoljenjem RTV Slovenija. Čeprav gradivo vsebuje igrana
čustvena stanja so le-ta po našem prepričanju podobna čustvenim stanjem v spon-
tanem govoru. Razloge za to trditev lahko iščemo v širšem kontekstu besedila in
hkrati v dialogih med protagonisti. Nastopajoči igralci predstavijo posamezno vlogo s
širokim naborom čustvenih stanj, ki pa se v akustiki in načinu predstavitve odraža kot
čustveni govor igralca. Zato pri pristopu nismo omejeni le z eno radijsko igro, temveč
lahko zberemo akustično gradivo posameznega igralca ali igralke v več radijskih igrah.
Pomemben dejavnik pri zbiranju akustičnega material je tudi kakovost posameznih pos-
netkov. Radijske igre so v večini posnete s profesionalno opremo, zato so tudi zbrani
posnetki dovolj kakovostni za nadaljnjo obdelavo in procesiranje. V disertaciji pred-
stavimo metodologijo za zbiranje čustvenega akustičnega gradiva iz radijskih iger na
primeru izbranega govorca in govorke. Z merami ujemanja označevalcev predstavimo
problematiko obravnave in zaznave čustvenega stanja pri posamezniku. Z dvakratnim
označevanjem podatkovne zbirke z istimi označevalci, v dveh različnih časovnih obdob-
jih smo pridobili kakovostno označeno gradivo. Obenem smo preverili tudi konsistent-
nost posameznikove percepcije čustvenih stanj v govoru. Zbranim posnetkom v zbirki
poleg transkripcije dodamo tudi čustveno oznako s pripisom ocene, ki odraža kakovost
označbe. Prav ta zbirko izpostavi med redke zbirke slovenskega čustvenega govora,
ki poleg čustvene oznake posameznega posnetka vsebujejo tudi informacijo kakovosti
oznake izraženega čustvenega stanja na posnetku.
Doktorska disertacija je razdeljena na šest poglavij. V uvodnem delu predstavimo
temo disertacije, opišemo cilje raziskovalnega dela, ki smo si jih zadali na začetku
raziskovanja, ter podamo natančnejši pregled vsebine disertacije.
V drugem poglavju naše delo umestimo v širše področje govornih tehnologij, obenem
pa izpostavimo splošno znane postopke, ki so osnova za razvoj sistemov za umetno
čustveno tvorjenje govora. Hkrati poskusimo s širšim vpogledom v obravnavano po-
dročje pojasniti izbore poti, ki smo jih uporabili za nastanek te disertacije.
Nova zbirka slovenskega čustvenega govora je opisana v tretjem poglavju, kjer
natančno opišemo metodologijo njene izdelave. Osredotočimo se na težavnost označe-
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vanja čustvenih stanj v govoru, kar poudarimo z rezultati dvakratnega označevanja
izbranih čustvenih posnetkov z istimi označevalci v dveh različnih časovnih obdobjih.
Dvakratno označevanje nam omogoča tudi poročanje o konsistentnosti označevalcev pri
označevanju emocionalnih stanj. Pridobljene oznake analiziramo in podamo objektivno
vrednotenje čustvenega govora v zbirki z avtomatskim sistemom za razpoznavanje od
govorca odvisnih čustvenih stanj.
Četrto poglavje je usmerjeno k opisu predlaganega postopka za tvorjenje umetnega
čustvenega govora na podlagi kakovosti oznake čustvenega gradiva. V poglavju najprej
predstavimo osnovni znani postopek, ki omogoča tvorbo umetnega čustvenega govora
na podlagi modeliranja z modeli PMM. Postopek zaradi preglednosti razdelimo na
posamezne dele, saj s tem lahko bolje poudarimo razlike, ki se odražajo pri realizaciji
sistema za tvorjenje čustvenih stanj govorca. V naslednjem razdelku nadaljujemo z
opisom prilagoditve postopka z uporabo razvite zbirke čustvenega govora, kjer s pridom
uporabimo kakovost oznak čustvenega gradiva.
Problematiko vrednotenja sistemov za umetno tvorjenje govora predstavimo v pe-
tem poglavju. Na tem mestu opišemo znane subjektivne in tudi znane objektivne
postopke za vrednotenje sistemov. Posebno pozornost namenimo vrednotenju čustveno
obarvanega umetnega govora, kjer predstavimo predlagan postopek za objektivno vred-
notenje. Postopek temelji na procesu veriﬁkacije umetno tvorjenjih čustvenih posnetkov
govora. V postopku veriﬁkacije primerjamo besedilno odvisne umetno tovorjene sig-
nale z njihovimi originali. Če se ciljna in originalna oznaka čustvenega stanja uje-
mata, lahko umetno tvorjeni posnetek označimo kot najboljši približek originalnemu
posnetku. Na koncu poglavja predstavimo pridobljene rezultate vrednotenja razvitega
sistema za umetno tvorjenje slovenskega čustvenega govora, ki je bil udejanjen na pod-
lagi čustvenega gradiva v zbirki EmoLUKS.
V sklepnem, šestem poglavju ponovno predstavimo pomembnejše izvirne prispevke
disertacije in jih poskusimo ovrednotiti. Poglavje zaključimo s predlogi za nadaljnje
delo in podamo smernice, ki odražajo naš pogled in spoznanja za potencialne izboljšave
sistemov za umetno tvorjenje slovenskega čustvenega govora.
Abstract
Speech is the most common type of communication between humans and is often deﬁned
as the most natural human form of communication. With little eﬀort, people use speech
to communicate, learn and share diﬀerent messages. However, human communication
is not limited merely to the vocal sounds, but is also complemented by nonverbal cues.
Speech is often accompanied by various gestures, facial expressions, posture, touch
etc. They are perceived unconsciously by all the senses that are available in a given
situation. The information thus gathered is collected and processed in the brain, which
enables us, just as unconsciously, to interpret the message correctly and recognise its
context. This means that nonverbal communication is an important supplement to the
human voice communication, enabling the recognition of additional information, which
makes it possible to comprehend the message eﬃciently and place it into context.
The doctorial dissertation’s aim is to research the formation and perception of
vocal communication. Vocal communication can be deﬁned as the utterance of words
in a certain language and the accompanying nonverbal signs, which are often hidden.
Nonetheless, with attentive listening the recipient can easily recognize and respond to it
accordingly. Nonverbal communication modiﬁes the acoustic message and is frequently
described as paralanguage. It is an integral part of vocal communication and can
be divided into several components: rhythm, tone, intonation, language slips, word
emphases, pauses and silence. The sum of these components combined with the uttered
words form the entirety of vocal communication.
Another component of paralanguage are the paralinguistic states of the speaker and
emotions represent a distinctive part of these states. Speakers who are experiencing
various emotional states will often modify their speech accordingly and communicate
it with unique nonverbal signs. It is rare for people to actually be aware of how they
modify their speech. On the other hand, this is precisely what often helps to recognise
the true meaning of the communicated message. The recipient of an emotionally ex-
pressed vocal message can thus easily recognise such vocal modiﬁcations and classify
the message, albeit unconsciously, into a certain group of the interlocutor’s emotional
xi
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states. This unconscious classiﬁcation, as well as the unconscious formation of emo-
tional messages, is a part of our day-to-day lives and inﬂuences the verbal communica-
tion, comprehension and, last but not least, perception of messages. The combination
of verbal communication and all of its paralanguage components represents the en-
tirety of a message, which is formed and perceived unconsciously and forms a part of
our most natural means of communication. Speech, together with all the elements of
nonverbal communication, is thus one of the most natural communication means which
is experienced daily and spontaneously.
Ever since the beginnings of the digital era, researchers wished to develop a way
in which humans and machines could interact most naturally, i.e. by speaking to each
other. Such human-machine verbal dialogue ought to reﬂect interpersonal communica-
tion as closely as possible. This means that both machine and human form and receive
verbal messages. The reception of messages by machines is deﬁned as the problem of
speech recognition, while the formation of speech is deﬁned as speech synthesis. Both
ﬁelds have many common characteristics and speech synthesis is often described as an
inverted process of speech recognition. Recently, the principles and processes involved
in both have been signiﬁcantly reﬁned. However, despite having increasingly more
powerful machines such as personal computers, smartphones and other modern-day
digital devices, we still do not communicate with them verbally. One reason for this
could be language diversity, besides the obviously diﬃcult research work necessitated
in the ﬁeld of speech technologies. The fact that systems for speech modeling and
synthesis are highly dependent on the language involved means that speciﬁc acoustic
and lexical research must be carried out on each language separately. At the time
of this writing, there are only a handful of languages for which systems for limited
human-machine dialogue have been developed. Unfortunately, the majority of lan-
guages still lack such systems. One of the reasons for this could be the absence of
individual language databases, which are necessary for the implementation of already
developed solutions. Only well annotated and suﬃciently large speech databases make
the development of such systems possible.
The dissertation treats the development of systems for artiﬁcial synthesis of Slove-
nian speech. The main goal of these systems is to produce artiﬁcial speech that is
understandable and natural. It is often the case that artiﬁcial speech does not suf-
ﬁciently resemble natural speech. Because of this, researchers mostly endeavour to
develop a system with improved performance in these categories. If they had access
to a speech database which was large enough to reﬂect all the characteristics of the
language of a particular speaker, they would undoubtedly be able to create a superior
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system. Unfortunately, there are no such databases available at this time. The devel-
opment of well performing systems is thus held back by the amount of data in speech
databases.
Because building speech databases is a lengthy and costly process, smaller and more
specialized databases are often produced. For the purpose of making artiﬁcial speech
more natural, a recent trend in database production has been to add labels describing
individual paralanguage components and speaker’s emotional states. Speech synthesis
requires the analysis of as many utterances by a single speaker as possible. With access
to such information, modern approaches to speech synthesis are able to model the
characteristics of an individual’s speech reasonably well. If we add emotion labels, we
are able to model emotional characteristics as well. Again, however, this is only possible
if there are enough samples available of an individual’s speech in a particular emotional
state. Additionally, acquiring suﬃciently large quantities of emotional speech samples
is not the only problem encountered when building a database; there is also the question
of clear deﬁnition. It is impossible to unambiguously deﬁne a speaker’s emotional state.
Therefore, its perception is always subjective and dependent on the recipient. People
will inevitably vary in their interpretations of emotional states, especially when the
speaker is someone they do not know. The acquisition of quality labels is one of the
major problems in emotional speech sampling and will be treated extensively in this
doctorial dissertation.
Modern literature records two distinct approaches to speech synthesis. One focuses
on joining natural speech segments, while the other is based on the parametrization and
modeling of speech segments. The main characteristic of the ﬁrst approach is the ability
to produce more naturally sounding artiﬁcial speech, since it uses segments of real-life
recordings, while the latter produces artiﬁcial speech by modeling speech segments and
using acoustic units. A major distinction between the two is in the amount of resources
needed to produce working systems, with the joining approach requiring signiﬁcantly
larger databases than the modeling approach. This is compounded when trying to
implement components of paralanguage or emotional states. In this case, the joining
approach needs even more data.
Since emotional states are hard to deﬁne, we can expect to have insuﬃcient amount
of quality emotion resources. Because of this, we based our development of a system
for artiﬁcial synthesis of Slovenian emotional speech on parametric speech models. We
obtain these models with the use of hidden Markov models (HMM). Building the system
on the basis of speech parametrization enables us to model the speech with the use of
statistical models estimated from the speech database. With modifying the parameters
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of these statistical models, we can change the acoustic and intonational properties of the
speech as well as its length. This is performed through the processes of adapting and
interpolating, which in this doctorial dissertation were also used to produce emotional
states.
Every system for artiﬁcial speech synthesis needs to be evaluated. As mentioned
before, there are two levels of criteria: on the ﬁrst level, we evaluate how understand-
able the speech is, and on the second we evaluate its naturalness. The evaluation can
be performed with a process similar to the one used for building the emotion database:
the recordings of synthesized speech are evaluated by human evaluators, who ﬁll out
questionnaires to determine whether a particular recording exhibits the required emo-
tional states. To guarantee a reliable evaluation, we need a large number of evaluators
working on large amounts of artiﬁcialy synthesized emotional speech samples. This
process is categorised as a subjective evaluation, which are known to be both lengthy
and costly. That is why researchers endeavour to develop faster and more objective
ways of evaluating their systems. However, at the time of this writing, there are no
reliable and objective techniques available which would oﬀer faster and more eﬃcient
evaluation of systems for emotional speech synthesis.
The doctorial dissertation focuses on the development of a system for artiﬁcial
emotional speech synthesis in the Slovenian language. We build all the components
necessary for the development of a parametric system for artiﬁcial speech synthesis.
Through modifying existing methods based on hidden Markov models (HMM), we pro-
pose a new technique to build a system for Slovenian emotional speech that works with
limited emotion resources. The proposed technique is based on the statistical analysis of
the quality of labels applied to emotional speech recordings. Such an approach enables
us to extract speciﬁc information expressed by speakers in certain emotional states us-
ing only small amounts of emotional speech. Emotionally neutral speech resources also
play an important role in this process. Such recordings are usually the most abundant
in emotional speech databases and thus represent the basis for building a system for
artiﬁcial emotional speech synthesis. Emotionally neutral resources can be used with
HMM techniques to develop a basic statistical model. Adaptation techniques allow us
to transform statistical models of natural speech which scored well in evaluation into
statistical models of a particular emotional state. Once we have such a model, we can
use it to synthesize high quality speech in the target emotional state.
Another innovation introduced by the dissertation pertains to objective evalua-
tion of systems for emotional speech synthesis. We propose a technique based on
Euclidean distance between mel-cepstral feature vectors of the original and artiﬁcial
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speech recordings. The dissimilarities exhibited by each artiﬁcally synthesized emo-
tional speech recording represent the measure of its closeness to the original recording.
The smaller the dissimilarities, the closer the artiﬁcial recording is to the original. If
the latter is annotated with emotion labels, we can use this method of veriﬁcation to
automatically acquire a result that expresses whether or not the system for artiﬁcial
speech synthesis produced a speech which is closest to the original.
We also present the new Slovenian emotional speech database that we built from the
recordings of Slovenian radio plays. The acquisition, labeling and further processing
of recordings was performed with full permission from RTV Slovenija. Although the
resources involve emotional states that are acted out, we presume them similar to the
emotional states that arise in spontaneous speech. This presumption is based on the
wider context of plays and the dialogues between the protagonists. The actors carry
out their roles with a wide array of emotional states expressed by emotional speech.
This means that we are not limited merely to one play, but can instead gather acoustic
material of a particular actor or actress from several plays.
An important factor while gathering acoustic recordings is the level of their quality.
Radio plays are generally recorded with professional studio equipment, so the record-
ings are of suﬃcient quality to allow further processing. Based on the examples from
one actor and one actress, the dissertation presents the methodology required for the
extraction of acoustic emotion resources from radio plays. Through measures of agree-
ment between evaluators, we present the problem of individual perception of emotional
states. High quality of labeled resources was achieved by performing the evaluation
with the same evaluators twice at diﬀerent times. This also allowed us to check the
consistency of the individuals’ perceptions of emotional states. Besides the recordings
and their transcriptions, the resulting database contains emotion labels with scores ex-
pressing their quality. The fact that our emotion labels are scored puts this database
among the few Slovenian emotional speech databases that contain such information.
The doctorial dissertation will present all the above mentioned innovations. It is
divided into six chapters. The introduction comprises a presentation of the topic, a
description of the research goals determined at the start of research, and a detailed
overview of the content. In the second chapter, we frame our work within the wider
ﬁeld of speech technologies and highlight the existing techniques that form the basis
for the development of systems for artiﬁcial emotional speech synthesis. At the same
time, we attempt to explain the research paths chosen by providing a broad overview
of the treated research ﬁeld.
The new Slovenian emotional speech database, as well as the methodology used
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in its development, are presented in the third chapter. We focus on the diﬃculty of
labeling emotional states in speech and underline it with the results of two separate
labelings of selected emotional recordings carried out by the same evaluators. Double
labeling of emotional states provides us with an insight into the evaluators’ consistency.
The labels are analysed and an objective evaluation of emotional speech is given with
the use of an automated system for distinguishing speaker-dependent emotional states.
The fourth chapter focuses on describing the proposed method of artiﬁcial emotional
speech synthesis based on the quality of labels applied to emotion resources. We start
by presenting the existing method of synthesizing artiﬁcial emotional speech on the
basis of HMM modeling. For the sake of clarity, we divide the process into individual
components, which also allows us to emphasise the diﬀerences encountered in developing
the system for emotional states synthesis. In the following part, we continue with the
description of the adjustments to the process involving the developed emotional speech
database, where we make good use of the quality of labels applied to emotion resources.
The issue of evaluating the systems for artiﬁcial speech synthesis is treated in the
ﬁfth chapter. Here, we describe the existing subjective and objective evaluation tech-
niques. Special attention is given to the evaluation of emotionally expressed artiﬁcial
speech and the proposed method for objective evaluation is presented. Our method is
based on the veriﬁcation of artiﬁcially synthesized emotional speech recordings. The
process of veriﬁcation involves the comparison between text-dependent artiﬁcially syn-
thesized signals and their original recordings. If the target emotional state label cor-
responds to the original one, we can consider the artiﬁcially synthesized recording as
the closest possible approximation of the original recording. We conclude the chapter
with a presentation of the results of the evaluation of the developed system for artiﬁ-
cial Slovenian emotional speech synthesis, which was developed on the basis of emotion
resources in the EmoLUKS database.
In the ﬁnal chapter, we summarise the more important achievements of the disser-
tation and attempt to evaluate them. We close the chapter by proposing directions for
further research and giving guidelines from our ﬁndings for possible improvements to
the systems for artiﬁcial Slovenian emotional speech synthesis.
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V prvem poglavju predstavimo temo disertacije. Najprej na kratko umestimo ožje
področje tvorjenja umetnega čustvenega govora v širše področje govornih tehnologij.
V nadaljevanju predstavimo cilje raziskovalnega dela. V tretjem razdelku sledi kratka
predstavitev zgradbe in vsebine disertacije.
1
2 Uvod
.
1.1 Tema disertacije
Človeški govor se uvršča med najstarejše načine sporazumevanja med ljudmi zato je
tudi v današnjem svetu, ki ga zaznamuje predvsem uporaba elektronskih oz. digitalnih
naprav, še vedno najbolj naraven in uporabljen način komunikacije. Že pri razvoju
prvih računalnikov je nastala zamisel, da bi se ljudje tudi z digitalnimi napravami
sporazumevali preko govora. To je za razvijalce tovrstnih naprav še danes izziv, ki se
odraža na še vedno aktivnem raziskovalnem področju.
Sistemi za umetno tvorjenje govora so v moderni digitalni dobi večkrat prisotni v
različnih aplikacijah. Računalniki, pametni telefoni in druge naprave nam dandanes
lahko prebirajo elektronska sporočila, berejo knjige, novice in drugo pisano besedo
ali pa nas usmerjajo na želeno lokacijo. Čeprav so sistemi zasnovani tako, da lahko
prebirajo sporočila v več jezikih, je uporabniku skrito ali nepoznano, da so sistemi za
umetno tvorjenje govora močno odvisni od jezika, v katerem želimo umetno tvoriti
govor. Vsak sistem je treba prilagoditi za uporabo v določenem jeziku. Za njegovo
izdelavo potrebujemo najmanj dobro grafemsko-fonemsko pretvorbo in čim več govora
enega govorca. Šele nato lahko na podlagi večletnih prizadevanj raziskovalcev s tega
področja uporabimo že razvito metodologijo za graditev tovrstnih sistemov.
Pri samodejnem tvorjenju umetnega govora iz besedil ostaja še veliko nedoseže-
nih ciljev, kot so: doseganje večje naravnosti in boljše razumljivosti umetnega govora,
primerno modeliranje prozodije, dodajanje možnosti tvorbe čustvenega govora in tudi
razvoj samodejnih objektivnih postopkov za vrednotenje. Prav zadnje otežuje hitrejši
razvoj in učinkovito primerjavo različnih sistemov za umetno tvorjenje govora. Razisko-
valci se še vedno opiramo na subjektivno vrednotenje z ocenjevalci, ki večkrat podaljša
čas za pridobitev rezultatov o napredku razvitega sistema.
Po našem prepričanju avtomatski sistemi za tvorjenje govora z možnostjo izraža-
nja čustev, izboljšajo naravnost umetnega govora. Čeprav v sistem vnesemo dodatno
kompleksnost, so poskusi in načini modeliranja dodatnih komponent govora v enovit
sistem pomemben dosežek na raziskovalnem področju. Primer sistema, ki lahko tvori
umeten čustveno obarvan govor poljubnega besedila, je le ena speciﬁčna komponenta
od vseh dodatnih komponent, ki jih srečujemo pri neverbalni govorni komunikaciji med
ljudmi. Osnovni princip graditve sistema za tvorjenje umetnega čustvenega govora
lahko z uporabo drugačnih podatkovnih zbirk prilagodimo tudi za tvorjenje umetnega
govora z drugimi prvinami parajezika.
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V disertaciji smo se osredotočili na slovenski jezik. Ker za slovenski jezik primanj-
kuje ustrezno pripravljenih govornih podatkov in ker želimo v našem raziskovalnem delu
pridobiti tudi ustrezno količino čustveno obarvanega govora, bomo v okviru disertacije
poskušali pripraviti ustrezno zbirko slovenskega čustvenega govora. V ta namen bomo
uporabili že posnete radijske igre, ki smo jih pridobili iz nacionalnega radijskega pro-
grama. Izbira radijskih iger kot osnovnega govornega gradiva za obdelavo in izdelavo
zbirke temelji na naslednjih ugotovitvah. V slovenskih radijskih igrah nastopajo pre-
težno profesionalni slovenski igralci, ki so zmožni posnemati različna čustvena stanja.
Njihova dikcija in izražanje govora sta v večini primerov jasna. Posnetki so prido-
bljeni s profesionalno snemalno opremo, zato so v večini primerov lahko uporabljeni za
nadaljnjo obdelavo in procesiranje.
Dolgoletno raziskovanje metodologije in načinov graditve sistemov za umetno tvor-
jenje govora ponudi veliko izbiro načinov izdelave sistemov, ki so zmožni tudi tvoriti
umeten čustveni govor. V zadnjem času se največ uporabljata dva principa [1]. Prvi
temelji na lepljenju osnovnih govornih enot, drugi pa na statističnem modeliranju para-
metričnih predstavitev govora. V disertaciji se osredotočamo na uporabo tega principa
z uporabo prikritih Markovovih modelov (ang. Hidden Markov Models), v nadaljeva-
nju PMM. Uporaba PMM ne zahteva velike procesorske in pomnilniške zmogljivosti
računalniških sistemov, a kljub temu dosega solidne rezultate pri tvorjenju naravnega
in razumljivega govora. Hkrati tehnologija omogoča prilagajanje statističnih akustič-
nih modelov glede na govorčev glas, način govora in tudi psihoﬁzično stanje govorca.
To pomeni, da lahko v umetnem govoru zaznamo in modeliramo izražanje čustev. V
zadnjem času lahko zasledimo veliko raziskav v tej smeri in to je pot, ki jo nameravamo
v naši doktorski disertaciji uporabiti tudi mi.
Iz široke palete paralingvističnih stanj govorca se v disertaciji osredotočamo na mo-
deliranje čustvenih stanj govorca za tvorjenje umetnega govora iz poljubnega besedila
vnaprej določenem čustvenem stanju. Z graditvijo slovenske zbirke čustvenega govora
skušamo pripomoči k večji naravnosti trenutno uveljavljenih sistemov za tvorjenje slo-
venskega umetnega govora. Obenem v disertaciji predstavimo kompleksnost graditve
tovrstne zbirke slovenskega govora, kakor tudi kompleksnost graditve sistemov, ki omo-
gočajo tvorbo emocionalnega govora iz besedila.
1.2 Cilji raziskovalnega dela
Dandanes so na svetovnem trgu že prisotne naprave in aplikacije, ki omogočajo in-
terakcijo človek-stroj (ang. human-computer-interaction, HCI) z govorom. Tovrstne
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aplikacije so močno odvisne od jezika, kar je tudi eden od razlogov, da je opravljanje
tovrstnih aplikacij v slovenskem jeziku velikokrat zapostavljeno. V želji, da bi aplika-
cijam omogočili bolj naravno tvorbo umetnega govora ter pripomogli k raziskovanju
avtomatskega razpoznavanja čustvenih stanj, je nedvomno eden prvih korakov k razi-
skovanju tovrstnih aplikativnih sistemov graditev od jezika odvisne govorne podatkovne
zbirke z dodatnimi paralingvistični oznakami govorca. Tovrstne zbirke vsebujejo poleg
govornih signalov s pripadajočimi prepisi tudi dodatno informacijo o paralingvistič-
nem stanju govorca. V disertaciji se osredotočamo na posebna paralingvistična stanja
govorca, ki jih opredeljujemo kot njegova čustva.
Čustvene zbirke zahtevajo posebno pozornost pri njihovi izdelavi, saj so čustvena
stanja v govoru težko enoznačno določljiva. Na splošno vsak posameznik opredeljuje iz-
ražena čustvena stanja sogovornika na drugačen način, ki je povezan predvsem s pozna-
vanjem sogovornika, njegovega izražanja in ne nazadnje tudi njegove vzgoje in okolja,
v katerem sogovornik deluje [2]. Dva posameznika pri določanju enakega čustvenega
stanja istega sporočila pri istem govorcu se tako le v redkih primerih popolnoma uje-
mata. Tovrstni problem se izkaže predvsem pri spontanem izražanju čustev v govoru.
V grobem delimo govorne zbirke na igrane in spontane. Slednje vsebujejo izrazitejša,
skoraj že karikirana čustvena stanja, prve pa taka, ki jih težko enoznačno določimo
v speciﬁčno čustvene kategorijo. Graditev nove čustvene zbirke za primarno uporabo
pri graditvi čustvenega slovenskega govora zahteva čim več čustvenega govora enega
govorca v slovenskem jeziku. Obenem pa si želimo, da v podatkovni zbirki ni pretirano
izraženih čustev, saj si želimo udejanjiti sistem za umetno tvorjenje govora, ki bi lahko
tvoril čim bolj naraven govor. To lahko zagotovimo s snemanjem branja pripravljenih
povedi poklicnega igralca, ki je zmožen posnemati različna čustvena stanja, ali pa s
snemanjem spontanih pogovorov in pozneje na podlagi večinskega mnenja pripisati po-
samezno čustveno oznako zajeti povedi govorca. Ta strategija ima ponavadi to slabost,
da so posnetki, ki so zajeti v poljubnem okolju, slabše kakovosti. Če pa povabimo k
sodelovanju prostovoljce v nadzorovane snemalne razmere, pa jih le stežka pripravimo,
da se lahko sproščeno oz. naravno izražajo čustvena stanja govorca.
Zato bomo v disertaciji pristopili k graditvi slovenske čustvene zbirke s kompro-
misom med obema klasiﬁkacijama čustvenih zbirk. Govorne signale bomo pridobili z
natančnim označevanjem in pripadajočimi prepisi radijskih iger. Posamezne povedi po-
sameznih govorcev, kjer bomo pridobili največ govornega gradiva, pa bomo ponudili v
večinsko presojo prostovoljnim označevalcem z namenom označevanja čustvenih stanj.
S takim načinom bomo pridobili čustven govor, ki je sicer igrani govor, vendar smo
pri poslušanju ugotovili, da igralci večinoma skušajo zveneti posameznemu liku v igri
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čim bolj naravno in zato tudi izražajo čustvena stanja podobno, kot jih ljudje izražamo
vsak dan. S takim pristopom k graditvi čustvene podatkovne zbirke sicer pridobimo
neenakomerno porazdeljeno čustveno govorno gradivo, vendar z modernimi postopki
tvorjenja umetnega govora na podlagi statističnega modeliranja in manipuliranja sta-
tističnih modelov govora lahko tudi udejanjimo kvaliteten čustveno obarvan umetni
govor.
Pregled zahtevnosti naloge in graditve lastne čustvene zbirke iz radijskih iger bomo
izrazili v okviru analize in evalvacije podatkovne zbirke. Na tem mestu bomo skušali
predstaviti problem zaznave čustvenih stanj pri posamezniku in posledično predstaviti
problem deﬁnicije, kaj čustveno stanje je. Predstavili bomo kako lahko avtomatski
sistem za razpoznavanje čustvenega stanja govorca uspešno klasiﬁcira čustvena stanja
v govoru. Pridobljen rezultat bomo skušali interpretirati kot objektivno vrednotenje
označenega gradiva.
Z modernimi statističnimi pristopi in manipulacijami akustičnih statističnih mode-
lov bomo na podlagi pridobljene zbirke pridobili sisteme za umetno tvorjenje čustveno
obarvanega govora in umetno pridobljene čustvene povedi ovrednotili tako s subjektivno
kot z objektivno metodo. Prav tako bomo poskusili poiskati korelacijo med objektiv-
nim vrednotenjem zbirke in umetnim govorom, ki je pridobljen na podlagi statističnih
akustičnih modelov govornih signalov v zbirki.
Raziskovalne cilje lahko razdelimo na:
• zajem, podrobno analizo in avtomatično evalvacijo lastne zbirke čustvenega go-
vora na podlagi posnetkov slovenskih radijskih iger,
• graditev sistemov za čustveno umetno tvorjenje govora v slovenskem jeziku z
omejenim naborom čustvenega materiala,
• predlog objektivne (avtomatične) evalvacije in primerjava s subjektivno evalvacijo
umetno tvorjenjih čustvenih signalov.
1.3 Pregled vsebine disertacije
Zaradi obsežnosti in speciﬁčnosti obravnavane teme v disertaciji po uvodnem poglavju
najprej predstavimo splošne principe in potrebna orodja, ki omogočajo nadaljnje razi-
skovalno delo. To zajamemo v poglavju 2. S tem bralca uvedemo v tematiko disertacije
in skušamo jasno navesti razloge za nastalo delo in tudi izbiro poti, ki so nas pripeljale
do izvirnih prispevkov v tej disertaciji.
6 Uvod
Naslednje, 3. poglavje namenimo graditvi in analizi nove čustvene zbirke sloven-
skega govora iz radijskih iger. Na tem mestu s posebno razvito metodologijo preverimo
tudi konsistentnost označevalcev in z merami ujemanja podamo kakovost oznake. S
tem poudarimo problematiko subjektivne percepcije čustvenih stanj v govoru in tudi
problematiko percepcije čustvenih stanj posameznika skozi daljše časovno obdobje.
Na podlagi kakovosti čustvene oznake, pridobljene v zbirki slovenskega čustvenega
govora, v 4. poglavju udejanjimo sistem za umetno tvorjenje slovenskega čustvenega
umetnega govora. Postopek realiziramo na podlagi principa PMM, s katerim lahko
vplivamo na ocene parametričnih parametrov tudi z manjšimi količinami podatkov. Z
uporabo kakovosti oznake predlagamo postopek, ki omogoča pred izbiro manjše koli-
čine akustičnega čustvenega materiala za uporabo pri adaptaciji povprečnega modela
govora.
V 5. poglavju se osredotočimo na vrednotenje sistemov za čustven govor. Najprej
predstavimo načine vrednotenja sistemov umetnega govora. Na podlagi predlaganega
postopka objektivnega vrednotenja sistemov za umetni čustveni govor udejanjene sis-
teme tudi vrednotimo. Obenem poročamo tudi o subjektivnem vrednotenju udejanjenih
sistemov za umetno tvorjenje čustvenega govora.
V sklepnem delu predstavimo raziskovalne dosežke te disertacije in s pogledom
vnaprej podamo naš vidik o morebitnih izboljšavah in predlogih za nadaljnje delo.
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V naslednjem poglavju skušamo predstaviti ključne dele, potrebne za izdelavo sis-
tema za tvorjenje umetno čustvenega govora. Najprej umestimo umetno tvorjenje go-
vora v širše področje govornih tehnologij. Na kratko obdelamo teoretske poglede na
čustva in njihove možnosti teoretskega modeliranja. Za potrebe avtomatske obdelave in
modeliranja čustev v govoru potrebujemo namenske zbirke čustvenega govora. Njihove
posebnosti, možnosti graditve in kratek pregled podatkovnih zbirk v slovenskem jeziku
predstavimo v naslednjem razdelku. Nato se osredotočimo na modeliranje čustvenih
stanj v govoru na podlagi sistemov za razpoznavanje čustvenega govora in sistemov za
umetno tvorjenje govora. V teh razdelkih skušamo bralcu predstaviti mlajše področje
razpoznavanja čustvenih stanj iz govora in podati vpogled v dolgoletni razvoj sistemov
za umetno tvorjenje govora. V sklepu poudarimo ključne dele za graditev sistema za
umetno tvorjenje čustvenega govora.
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2.1 Umestitev raziskovalnega področja v širše področje govornih teh-
nologij
Človeku je že od nekdaj najbolj naraven način sporazumevanja v obliki govora, pismeni
ljudje pa uporabljajo kot način komunikacije tudi pisano besedo. Informacije pri obeh
načinih prehajajo po prenosniku od govorca do poslušalca v obliki sporočil, ki so po-
sebej kodirana največkrat s pravili enega od svetovnih jezikov. Oba načina omogočata
posredovanje, razumevanje in tudi posledično učenje vseh vrst informacij. Sporazume-
vanje je torej proces, v katerem vsi udeleženci sprejemajo, pošiljajo in interpretirajo
sporočila oz. simbole, ki so povezani z določenim pomenom. Sporazumevanje lahko
opredelimo kot dvosmerni proces, saj ga lahko razčlenimo na proces medsebojne za-
znave in proces medsebojne izmenjave sporočil, ki vedno poteka med najmanj dvema
osebama. Sporazumevanje nam omogoča usklajevanje mnenj, doseganje različnih ci-
ljev, pa tudi vzpostavljanje, vzdrževanje in spreminjanje medosebnih odnosov. Čeprav
je veščina komuniciranja ena najpomembnejših, ki jih imamo ljudje, se je le malokdaj
načrtno učimo [3].
Človek si vedno prizadeva, da si svoje delo olajša na številne različne načine. Tako
je v preteklosti razvil stroje, ki so bili primarno namenjeni izvajanju ljudem neprijaznih
ali ﬁzično napornih opravil. Z razvojem prvih strojev si je človek za uspešno opravljeno
delo moral pridobiti znanje za upravljanje stroja. Kakršnokoli upravljanje strojev lahko
razumemo tudi kot komunikacijo med človekom in strojem [3].
Z razvojem elektronike in računalništva v zadnjih šestdesetih letih pa sodobni stroji
dobivajo nove lastnosti, ki jih prej človek ni bil vajen. Stroji dandanes že vidijo, slišijo,
govorijo, rešujejo zapletene matematične probleme, igrajo šah, torej počnejo veliko
tistega, kar je bilo v razvoju sodobnega človeka rezervirano izključno zanj. V bližnji
prihodnosti lahko pričakujemo, da bo človek moral še bolj spremeniti odnos do strojev,
saj ti ne bodo več nadomeščali le njegovih rok, temveč tudi njegov um. Stroj bo tako na
marsikaterem področju človekovega delovanja prerasel iz orodja, s katerim človek rešuje
naloge, v sodelavca, ki bo skupaj s človekom reševal probleme in načrtoval dogajanje v
prihodnosti.
Največ uporabljani stroji v današnjem času so nedvomno osebni računalniki, mo-
bilni telefoni in tablični računalniki (v nadaljevanju naprave), ki še vedno zahtevajo
poseben način komunikacije. Posebnost načina komuniciranja se kaže v človeku nena-
ravnem in velikokrat tudi zamudnem sporazumevanju, ki poteka prek vhodno-izhodnih
enot naprave. Taka komunikacija izvira iz načrtovanja naprav in tudi iz njihovega obli-
kovanja. Zasnova načina komunikacije z napravo je velikokrat v nasprotju s človeku
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Slika 2.1: Splošen sistem govorne komunikacije med človekom in strojem, SLDS
najbolj naravno obliko komunikacije, ki poteka večinoma v obliki govora. Govorno
sporazumevanje s strojem je močno povezano z razvojem govornih tehnologij. Zahtev-
nost problema se kaže v več kot šestdesetletnem raziskovanju tega področja. Zato je
razumevanje in opredeljevanje naravne komunikacije med človekom in strojem večpla-
sten in razširjen problem, s katerim se ukvarja tudi več različnih temeljnih raziskav. V
zadnjem času se tudi temeljna znanja povezujejo v interdisciplinarne raziskave, ker so
vključeni strokovnjaki s področij lingvistike, izgovarjave, ﬁlozoﬁje, psihologije, umetne
inteligence, akustike in procesiranja signalov.
Ena mogočih predstavitev procesiranja naravnega jezika je avtomatski govorni vme-
snik. V literaturi [4] je ta proces komunikacije predstavljen kot sistem SLDS (angl.
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Spoken Language Dialog System). Sistem za dialog ali govorni vmesnik imenujemo
računalniški sistem, ki uporabniku omogoča, da z govorom dostopa do določenih apli-
kacij, kot so različne namenske zbirke podatkov za dostop do informacij, enostavno
glasovno opravljanje naprave ali celo reševanje enostavnih matematičnih problemov.
Na splošno SLDS, ki je prikazan na sliki 2.1, vključuje podsisteme, kot so podsistem za
avtomatsko razpoznavanje govora ASR (angl. Automatic Speech Recognition), podsis-
tem, namenjen razumevanju sporočila, podsistem namenjen upravljanju dialoga - DM
(angl. Dialogue Manager), podsistem, namenjen generaciji sporočil, in podsistem za
umetno tvorjenje govora iz besedila.
V doktorski disertaciji se osredotočamo na zadnji podsistem iz slike 2.1, ki prika-
zuje tvorjenje umetnega govora iz besedila (sinteza). Sistem, ki je del proučevanja v
tej disertaciji je ravno nasproten proces, kot je sistem razpoznavanja govora. Pri za-
dnjem je vhodni signal naravni govor človeka, ki ga sistem procesira tako, da omogoča
pretvorbo govorjene besede v pisano. Izhod iz sistema je najboljši mogoči približek
govorjene besede, ki je izražena v obliki besedila. Sistem za sintezo govora pa zahteva
kot vhodni signal besedilo, ki ga z avtomatskim postopkom pretvori v govorjeno besedo
na njegovem izhodu. Že več desetlet si raziskovalci obeh, na nek način sorodnih pod-
področij govornih tehnologij (razpoznavanja in sinteze govora), prizadevajo izpopolniti
predvsem natančnost razpoznave na eni strani in kakovostno tvorbo umetnega govora
na drugi. V zadnjih šestdesetih letih raziskovanja so raziskovalci dodobra izpopolnili
metode in postopke obeh področij. Vseeno pa še vedno ostaja prostor za doseganje večje
natančnosti razpoznavalnikov pri povečani robustnosti (oz. splošnosti) razpoznanega
govora v poljubnem okolju poljubnega govora. Na področju umetnega tvorjenja govora
pa so raziskovalni prispevki osredotočeni predvsem na doseganje boljše kakovosti in
natančnosti, predvsem pa naravnosti umetno tovorjenega govora [5].
2.2 Čustva pri govoru
Pri vsakdanji govorni komunikaciji poleg osnovnega prenosa informacije, ki jo želimo
izmenjati, uporabljamo tudi druge, implicitne informacije, med katerimi je čustveno
stanje eno izrazitejših. Poleg obrazne mimike in mimike telesa, ki sta najočitnejši,
so informacije o čustvenem stanju skrite tudi v govornem signalu. To lahko opazimo
pri komunikaciji po telefonskih linijah kjer vizualne informacije ni, še vedno pa lahko
do neke mere sklepamo o čustvenem stanju sogovorca. Večina ljudi ima sposobnost
razpoznavanja in s tem tudi neko neformalno razumevanje o tem, kaj so čustva. Znan-
stveno raziskovalno delo na področju čustev pa ima svoje korenine v ﬁlozoﬁji, biologiji
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in psihologiji [2]. Predvsem zadnje je glavni vir informacij za raziskave na področju
računalniškega modeliranja in podatkovnega rudarjenja s ciljem analize čustvenih stanj.
Pod pojmom čustva v literaturi najdemo različne deﬁnicije. V tem razdelku sku-
šamo povzeti najpomembnejše poglede na deﬁnicijo čustvenih stanj. Obenem skušamo
opozoriti na najpogostejšo terminologijo, ki se uporablja na področju proučevanja ču-
stev, in tako bralcu omogočiti možnost za nadaljnje raziskovanje in branje o čustvenih
stanjih na področju psihologije.
Vsakršno raziskovalno delo, ki posega na področje čustev, potrebuje najprej de-
ﬁnicijo, kaj čustvo je oziroma kaj bo s širokega področja analize čustev pri človeku
središče proučevanja. Razlikovanja v teoretskih predpostavkah, na katerih temelji te-
orija o čustvih [6], pričajo o razlikovanju tolmačenja čustev. V literaturi se navajajo
štirje različni pogledi na čustveno stanje. Imenujemo jih darvinistični pogled, pogled
po Jamesu, kognitivistični pogled in socialno-konstruktivistični pogled. Na podlagi
različnih pogledov na čustvena stanja se posledično uporabljajo tudi različni modeli,
ki opisujejo relacije med različnimi čustvenimi kategorijami. Osnovna predpostavka,
na kateri temeljijo razmejitve med čustvenimi kategorijami pri vseh modelih, je, da
so razlike med opaženimi čustvenimi doživljaji znotraj ene kategorije manjše od razlik
med tistimi iz različnih kategorij. Pregled modelov čustev je predstavljen v [6], kjer
avtor predstavlja modele v štirih glavnih skupinah in jih imenuje prostorski, diskretni,
pomenski in komponentni modeli.
Izsledki [6] raziskave so pomemben prispevek tudi pri snovanju govornih čustvenih
zbirk. Z razumevanjem teorije o čustvih lahko pridobimo odgovore na ključna vprašanja
pri snovanju postopkov zajema zbirke čustvenega govora. Tako lahko odgovorimo na
vprašanja, kot so:
• Ali je smiselno ob snemanju čustvenega govora tudi zajeti druge ﬁziološke para-
metre, kot so merjenje srčnega utripa ali električne prevodnosti kože.
• Ali označujemo posnetke čustvenega govora samo na podlagi mnenja označevalcev
ali samo na podlagi ﬁzioloških mer, ali združimo oba vira?
• Kateri model predstavitve čustvenih stanj je primernejši glede na cilje uporabe
zbirke?
Odgovore na vprašanja smo iskali tudi sami ob nastajanju te doktorske disertacije.
Na zastavljena vprašanja bomo poskusili najti odgovore na primeru zasnove zbirke
čustvenega govora, ki smo jo zgradili v okviru te doktorske disertacije v poglavju 3.
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2.3 Podatkovne zbirke čustvenega govora
Iz literature v [7, 8] lahko razberemo, da so avtomatski sistemi, namenjeni razpoznava-
nju in/ali tvorjenju umetnega govora, močno odvisni od govornih podatkovnih zbirk.
Ne le dobro zasnovana zbirka govora, temveč tudi jezik, v katerem je bilo govorno
gradivo zajeto, igra pomembno vlogo pri razvoju in nadaljnji aplikativni rabi. Če
želimo udejanjiti avtomatski razpoznavalnik slovenskega govora ali sistem za tvorjenje
umetnega slovenskega govora, moramo imeti na voljo dovolj čistih govornih posnetkov v
slovenskem govoru in hkrati natančne prepise vseh zajetih posnetkov. Pomembno vlogo
pri razvoju kakovostnih tovrstnih avtomatskih sistemov ima tudi avtomatski postopek
grafemsko-fonemske pretvorbe, ki poskrbi za preslikavo grafemskega zapisa besedila
v njegov fonemski prepis. Pravila ali postopki, ki omogočajo tovrstno preslikavo, so
močno odvisni od govorjene besede v določenem jeziku in ne nazadnje tudi od nare-
čja govorca. Želja razvijalcev s področja govornih tehnologij je usmerjena predvsem k
rabi ali celo pridobivanju od jezika odvisnih govornih podatkovnih zbirk, ki zajemajo
čim več jezikovnih prvin, tako iz pisane besede, kot tudi iz glasoslovja. Le dobro zasno-
vane zbirke z uporabo sodobnih, naprednih pristopov pri razvoju tovrstnih avtomatskih
sistemov lahko omogočijo kakovostno tvorbo ali razpoznavanje govora. Treba pa je po-
udariti, da ima količina gradiva, ki je zbrana v zbirki, zelo pomembno vlogo pri izbiri
pristopov za razvoj sistemov za razpoznavanje in tudi za tvorjenje govora.
V disertaciji se osredotočamo na uporabo govornih podatkovnih zbirk za akustično
obdelavo podatkov za razpoznavanje, predvsem pa tvorjenje umetnega govora. Ključna
razlika med govornimi podatkovnimi zbirkami, namenjenimi tvorjenju govora in razpo-
znavanju govora, je v številu govorcev, zajetih v podatkovni zbirki. V prvem primeru
si na splošno želimo razpolagati z obsežno zbirko enega govorca, ki vsebuje čim ve-
čje število različnih posnetkov. V drugem primeru pa si želimo razpolagati z zbirko
čim večjega števila različnih govorcev. Tovrstne podatkovne zbirke ponavadi vsebu-
jejo posnetke enakih, v naprej predvidenih stavkov, ki jih prebere več govorcev. S
takimi strategijami v prvem primeru pridobimo dovolj raznolik in čim boljši približek
govorjene besede (jezika) posameznega govorca. V drugem primeru pa si želimo razviti
čim bolj robusten model, ki omogoča dobro razpoznavanje govora čim večjega števila
uporabnikov.
Govorne podatkovne zbirke, ki jih je mogoče uporabiti v aplikativne namene za
graditev sistemov za sintezo ali razpoznavanje govora, morajo poleg kakovostno zajetih
posnetkov govora vsebovati tudi najmanj njihovo grafemsko transkripcijo. Ta pogoj
pri graditvi nove govorne zbirke lahko zadostimo na dva različna načina, ki opredelju-
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jeta način njene izgradnje. Prvi se osredotoča na zajem govora poklicnih govorcev, ki
berejo že vnaprej izbrane povedi in daje posebno pozornost zajemu govornih signalov.
V nasprotju s prvim je drugi nasproten proces. Če nimamo snemalnega studia in dra-
gih poklicnih govorci, lahko iz že narejenih posnetkov pridobimo njihove transkripcije.
Na prvi pogled se zdi drugi način cenovno ugodnejši, vendar se večkrat izkaže, da je
časovno veliko bolj potraten, saj je treba poleg grafemske transkripcije v praksi za
dobro zbrano podatkovno zbirko večino posnetkov izločiti, ker vsebujejo poleg govora
tudi druge zvočne motnje. Poleg izločanja posnetkov z motnjami moramo tudi dolo-
čiti identiteto govorcev v posnetkih. Fonemsko transkripcijo pri obeh načinih graditve
določimo pozneje z uporabo sistemov za avtomatsko grafemsko-fonemsko pretvorbo in
dodatnim strokovnim pregledom tako pridobljenega slovarja izgovarjav.
Pri razvoju emocionalnih govornih podatkovnih zbirk, ki so namenjene za aplika-
tivno rabo v avtomatskih sistemih za umetno tvorjenje govora ali razpoznavanje ču-
stvenih stanj govorca, prav tako lahko zasledimo dve strategiji [9]. Prva predstavlja
snemanje govorne zbirke s poklicnimi bralci, ki so zmožni posnemati čustvena stanja.
Take zbirke so posnete z uporabo vnaprej pripravljenih povedi, ki so izbrane iz obse-
žnejših zbirk besedil in v njihovi celoti skušajo zadostiti fonetični porazdelitvi osnovnih
enot posameznega jezika. V drugem primeru pa razvoj zbirke zajema pridobivanje že
posnetkih govornih segmentov, kot smo opisali že v zgornjem odstavku. Pomemben
dejavnik, ki dodatno označuje govorno gradivo, zajeto v zbirko govora, je spontanost.
Tako zasledimo zbirke, ki vsebujejo predvsem posnetke spontanega govora, in zbirke go-
vora, ki odražajo igran oz. bran govor. Če si želimo pridobiti govorno zbirko čustvenega
govora, moramo posnetkom pripisati tudi čustveno oznako oz. čustveno stanje govorca,
ki ga odraža govor v posameznem posnetku. Postopek pripisa emocionalne oznake se
razlikuje glede na posamezno strategijo zajema govornega materiala. Pri strategiji, ki
predvideva novo snemanje govorne zbirke s profesionalnimi govorci, so čustvene oznake
posameznega posnetka že vnaprej določene. Raziskovalci pa se poslužujejo predvsem
vrednotenja, kako dobro so profesionalni govorci posnemali vnaprej določena emocio-
nalna stanja. Druga strategija, ki predvideva razčlembo in prepis že posnetih govornih
posnetkov, pa zahteva dodatno označevanje čustvenih stanj. Čustveno oznako posa-
meznega posnetka ali odseka v posnetku pridobimo večinoma na podlagi večinskega
mnenja označevalcev. Prevladujoče večinsko mnenje odraža najboljši približek čustve-
nemu stanju govorca na posnetku. V zadnjem času se za to nalogo velikokrat najamejo
označevalci, katerih večinsko mnenje določa končno oznako posameznega posnetka.
Razvitih je bilo že veliko tujejezičnih govornih zbirk, ki skušajo zajeti tudi paraling-
vistična stanja govorca [10]. Tovrstna stanja se v literaturi opisujejo kot stanje govorca,
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ki se ga ne da opisati z lingvističnimi ali fonetičnimi oznakami. Paralingvistična stanja
so lahko izražena v govoru kot na primer emocionalno stanje, razpoloženje, zanimanje,
zastrupljenost itd. Pri načrtovanju graditve tovrstnih podatkovnih zbirk je potrebno
zahtevno interdisciplinarno sodelovanje. Eden pomembnejših dejavnikov je prav opre-
delitev paralingvističnih oznak, kjer je nujno potreben strokovnjak s področja uporabe
podatkovne zbirke. Tako je na primer označevanje emocionalnih stanj v govoru težavna
naloga, saj trenutno nimamo s splošno uveljavljene metodologije opisovanja čustvenih
stanj. V takem primeru se raziskovalci velikokrat zatečejo k utečenim postopkom gradi-
tve govornih podatkovnih zbirk po zgledih v svetovni literaturi, ki opredeljuje natančne
opise čustvenih stanj v govoru, in se glede na potrebe raziskovanja močno razlikujejo.
Na splošno lahko potrebne opise čustvenih stanj delimo glede na zastavljen cilj upo-
rabe. V literaturi [2] zasledimo tipične raziskovalne potrebe, ki narekujejo smernice
k graditvi govornih emocionalnih podatkovnih zbirk so osredotočene predvsem k raz-
iskovalnemu cilju. Graditev takih podatkovnih zbirk največkrat usmerijo raziskovalni
cilji, ki težijo k raziskovanju teoretskega ozadja emocionalnih stanj v govoru in so v
večini primerov psihološke ali biološke narave. Na drugi strani so zastopani tudi cilji,
ki strmijo k uporabi tovrstnih podatkovnih zbirk v aplikativne namene.
Najpogosteje uporabljene tujejezične zbirke čustvenega govora za tvorjenje čustve-
nega govora so zbrane v angleškem in nemškem jeziku [11]. V nadaljevanju na kratko
predstavimo le dve najpogosteje uporabljeni. Angleška zbirka čustvenega govora z
imenom LDC Emotional Prosody Speech and Transcripts [12] vsebuje 2418 posnetkov
s povprečnim časom treh sekund, ki jih je posnelo sedem igralcev. Skupno gradivo
obsega 12 ur označenega čustvenega govora. Uporabljene oznake v zbirki so razdeljene
na tri uporabe razvrščanja. Prva obsega nabor štirih razredov (veselje, jeza, žalost in
nevtralno), druga šest razredov (razširitev prve s čustvenim izrazom panike in zanima-
nja), zadnja pa petnajst razredov (razširitev druge z izrazi tesnobe, dolgčasa, hladne
jeze, prezira, obupa, gnusa, vznesenosti, ponosa in sramu). Pogosto analizirana zbirka
nemškega jezika se imenuje Berlin Emotional Speech databse, (BES) [13]. V njej je
zbranih 535 posnetkov, ki jih deset igralcev interpretira v šestih različnih čustvenih
stanjih (jeza, dolgčas, gnus, tesnoba/strah, veselje in žalost).
V slovenskem prostoru imamo za zdaj dve govorni zbirki emocionalnega govora,
katerih opise najdemo v [14, 15]. Prva je multimodalna zbirka spontanih čustvenih stanj
in je njena uporaba za sintezo govora zelo omejena. Druga je del večjezične govorne
zbirke Interface, ki je dostopna pod komercialno licenco. Žal ni vsaka govorna zbirka
primerna za uporabo v sintezi govora. Eden izmed odločilnih parametrov je količina
govornih posnetkov posameznega govorca. Pri sintezi zahtevamo, da je posnetkov enega
2.4 Modeliranje čustev iz govora 15
govorca čim več, pri čemer naj govorec zajame čim večji besedni zaklad jezika, v katerem
poteka beseda. Žal obe zbirki slovenskega emocionalnega govora ne izpolnjujeta te
zahteve.
2.4 Modeliranje čustev iz govora
V zadnjem desetletju so vidni napredki raziskovalnih področij razpoznave in tvorjenja
govora z novimi principi, ki omogočajo tudi uporabo in obdelavo dodatne paralingvi-
stične informacije, tako v procesu razpoznavanja [7], kakor tudi v procesu tvorjenja
govora [16]. Po mnenju raziskovalcev dodatna informacija lahko pripomore k boljši
in bolj naravni tvorbi umetnega govora, obenem pa lahko doda pri razpoznavi govora
dodatno informacijo o stanju govorca, ki jo lahko uporabimo za večanje natančnosti pri
razpoznavanju govora. S tovrstnimi raziskavami se je na področju govornih tehnologij
odprlo novo področje, ki je bilo primarno namenjeno razpoznavi paralingvističnega sta-
nja govorca [17]. Razvoj novih ali izboljšanih postopkov pri razpoznavanju ali tvorjenju
govora pogojuje izdelava novih zbirk govora, ki poleg bogatega in raznolikega akustič-
nega gradiva s pripadajočimi prepisi vsebujejo tudi opis dodatnega paralingvističnega
stanja govorca.
Za uspešen razvoj sistemov razpoznavanja in umetnega tvorjenja čustvenega stanja
govorcev pa moramo iz zbirke naravnega čustvenega govora najprej posnetke preslikati
v primernejšo obliko, ki omogoča tudi statistično obdelavo. Nov zapis govornega si-
gnala se pogosto osredotoča na dve pomembni nalogi. Prva se odraža v želji, da je novi
zapis čim manjši. Druga pa, da kljub manjšemu zapisu ohranimo čim več informacije,
ki je potrebna za ločevanje razlik med razredi razpoznavanja ali tvorjenja govora. Ra-
zredi so predstavljeni v zbirki kot dodatne oznake, kot so npr. paralingvistična stanja
govorca. Proces zmanjševanja z ohranjanjem ključne informacije za nadaljnjo obdelavo
imenujemo proces določanja (luščenja) značilk [3].
V naslednjih razdelkih opišemo bistvene izsledke, pristope in spoznanja na obrav-
navanem področju, ki jih s pridom uporabimo v naši doktorski disertaciji. Najprej
se posvetimo predstavitvi značilk, ki omogočajo razvoj sistemov za razpoznavanje in
tvorjenje umetnega govora v avtomatskih sistemih. V nadaljevanju opišemo splošen
sistem za razpoznavanje čustvenih stanj, ker poudarimo osnovne razpoznave čustvenih
stanj iz govora. V zadnjem razdelku se posvetimo eni od mogočih razdelitev tvorjenja
umetnega govora, kjer prek pestre zgodovine raziskovanja predstavimo najobetavnejše
postopke za tvorjenje čustvenega govora.
16 Pregled področja
2.4.1 Značilke
Razpoznavanje čustvenih stanj iz govora dobro deﬁnira procese in analizira različne na-
bore značilk, ki omogočajo boljšo avtomatsko razpoznavo čustev. Zaradi preprostega,
objektivnega preverjanja uspešnosti udejanjenih sistemov lahko brez težav pridobimo
korelacijo uspešnosti nad različnimi nabori značilk. Z njeno pomočjo lažje pridobimo
nabore značilk, ki nosijo največ koristne informacije o posameznem čustvenem stanju
govorca. Dobro poznavanje sorodnega problema razpoznavanja čustvenih stanj iz go-
vora lahko pomaga tudi pri udejanjanju sistemov za umetno tvorjenje govora, saj lahko
nabore značilk z malo prilagoditvami tudi s pridom uporabimo pri različnih pristopih
tvorjenja govora. V naši disertaciji se osredotočamo na analizo in realizacijo umetnega
čustvenega govora na podlagi akustičnega signala. Tako zanemarimo semantično ana-
lizo vhodnega besedila v sistem. V tem razdelku tako opišemo dosedanje ugotovitve
in poudarimo pomembnejše raziskave na področju akustičnega modeliranja govornega
signala.
Akustčine značilke, ki se uporabljajo v sistemih za samodejno določanje čustvenega
stanja govorca, delimo v tri skupine: prozodične (ang. prosodic features), spektralne
(ang. spectral features) in značilke, ki opisujejo lastnosti glasu (ang. voice quality
features). Prozodične značilke, izračunane na podlagi govornih segmentov, ki so daljši
kot fonemi (kot so zlogi, besede ali kar celi stavki), igrajo glavno vlogo pri analizi
čustev. V govoru nosi prozodija veliko informacije o pomenu povedanega, kar lahko
zaznamo in opišemo s karakteristikami govornega signala, kot so osnovna frekvenca,
glasnost, hitrost govora, trajanje, ritem in premori. Modeliranje prozodije in njegov
pomen lahko dobro ponazorimo z nekaj naslednjimi primeri:
• označevanje ločilnih mej (npr. ”Janez,” je rekel Borut, ”ti bodi predsednik.” proti
Janez je rekel: ”Borut, ti bodi predsednik.”),
• poudarjanje posameznih delov stavka ("Jaz bom šel."proti "Jaz bom šel.“),
• opozarjanje na ločila (npr. "Danes ."proti "Danes ?"),
• ponazarja čustveno stanje govorca (npr. "Ja, seveda."(pozitivno) proti "Ja, se-
veda."(sarkazem))
Spektralne značilke opisujejo lastnosti signalov v časovno-frekvenčnem prostoru,
kamor jih pretvorimo s Fourirjevo transformacijo. Poleg osnovne frekvence, ki jo lahko
odčitamo iz spektra, imamo pri spektralnih značilkah v mislih predvsem formantne
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frekvence in večkratnike osnovne frekvence (ang. harmonics). Formante imenujemo vr-
hove v amplitudnem spektru. Ti označujejo frekvence, ki se pri prehodu skozi človeški
govorni kanal ojačajo. Z njimi dobro ločujemo samoglasnike (največkrat zadostujeta
že prvi dve formantni frekvenci). Spekter govornega signala pa lahko opisujemo še z
drugimi značilkami, kot so energija signala in frekvenčni ﬁltri. Največkrat uporabljene
spektralne značilke so koeﬁcienti melodičnega kepstra MFCC in koeﬁcienti linearnega
napovedovanja PLP [18]. Do nedavnega je veljalo prepričanje, da vsebujejo samo infor-
macijo o izgovorjenih glasovih, ne pa tudi o identiteti govorca ali o čustvenem stanju itd.
V zadnjem času pa zopet prihajajo v ospredje tudi pri analizi čustev v govoru. Tretji tip
akustičnih značilk se uporablja pri modeliranju tipa govora ali posameznikove speciﬁčne
lastnosti glasu, kot je npr. zadihan govor, šepetanje, hripav govor, govor "falsetto". Pri
določanju le-teh se opiramo na model izvor-ﬁlter (ang. source-ﬁlter model), ki ga je
predlagal Fant [19]. Ta opisuje produkcijo govora kot izvor zvočnega valovanja, ki se
nato preoblikuje pri prehodu skozi govorila (ﬁlter). Iz izvornega zvočnega valovanja
ali izvornega signala, nato izračunamo značilke kakovosti glasu. Pri sintezi govora, so
spremembe kakovosti glasu zelo vplivale na čustveno obarvanost sintetiziranega govora,
vendar pa se v nasprotnem primeru, kjer poskušamo analizirati čustveno stanje iz go-
vora, za zdaj niso izkazale enako uspešno. Glavni problem je izračun izvornega signala.
Tu imamo dve možnosti: inverzno ﬁltriranje govornega signala (ang. inverse ﬁltering)
ali določanje parametrov zvočnega izvora na podlagi frekvenčnega spektra. Med me-
todami na podlagi frekvenčnega spektra pa sta najpopularnejši določanje trepetanja
amplitude (ang. jitter) in valovanje amplitude (ang. shimmer).
Za področje umetnega tvorjenja govora je Black s sodelavci [20] proučil vplive posa-
meznih artikulatornih tipov značilk. V raziskavi opredeljuje koeﬁciente melkepstralnega
spektra, MFCC, kot tip značilk, ki nosi največ informacije o čustvenih stanjih. Sledi
mu osnovna frekvenca v govoru [20]. Prav tako nameni posebno pozornost prvemu
in drugemu odvodu obeh tipov zančilk [20]. Ta tip značilk imenujemo tudi dinamične
značilke. Dinamične značilke še dodatno izboljšajo rezultate vrednotenja, ki ga je Black
s sodelavci uporabil v raziskavi.
2.4.2 Splošen sistem za razvrščanje emocionalnih stanj emocionalnega go-
vora
Uspešnost avtomatskih sistemov, ki uporabljajo algoritme s področja umetne inteli-
gence ali strojnega učenja, je močno odvisna od števila vzorcev (učna množica), ki
so na voljo za učenje modela razvrščanja. Uspešnost sistema razvrščanja se določi
z uveljavljenimi postopki, namenjenimi vrednotenju tovrstnih sistemov. Ti nareku-
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Slika 2.2: Splošna shema sistema za razpoznavanje čustvenih stanj na podlagi govora
jejo uporabo vzorcev, ki so na voljo za testiranje (testna množica). Pri vrednotenju
sistema največkrat primerjamo rezultat razvrščanja samodejnega sistema z realnimi
oznakami vzorcev, ki so pripisane testnim vzorcem. Vsaka označba pripada določeni
kategoriji, ki jo na področju razpoznavanja vzorcev imenujemo razred [3]. S tako iz-
računanim kriterijem uspešnosti sistema lahko rečemo, da udejanjeni sistem dobro ali
slabo opravlja svojo nalogo s pripadajočo uspešnostjo tudi na naravnih vzorcih, ki niso
del podatkovne zbirke, na podlagi katere smo ga razvili. Vseeno pa morajo imeti re-
alni vzorci, zagotovljene možnosti za izračun značilk, kot jih imajo vzorci uporabljeni
za razvoj sistema. Večja robustnost podatkov, s katerimi lahko udejanjimo samodejni
razvrščevalnik vzorcev, ponavadi pripomore tudi k večji robustnosti sistema za razvr-
ščanje. Dobra strategija pri izdelavi podatkovne zbirke, namenjene učenju in testiranju
samodejnih sistemov za razvrščanje speciﬁčne naloge, je torej ključnega pomena za
udejanjanje splošnih sistemov razvrščanja.
Za razvoj sistema za avtomatsko razvrščanje čustvenih stanj govorca moramo naj-
prej zagotoviti določeno količino posnetkov čustvenega govora, s katerimi lahko najprej
naučimo, nato pa tudi na preostalem sklopu posnetkov vrednotimo udejanjen sistem.
Splošna zgradba sistema za razpoznavanje čustvenih stanj iz govora je predstavljena
na sliki 2.2. Prvi korak je osredotočen na zmanjšanje količine informacije v izvornem
posnetku čustvenega govora, pri čemer ohranimo čim več uporabnih informacij, ki so
speciﬁčne za posamezno kategorijo čustvenih stanj. Rezultat prvega koraka so vek-
torji značilk. V drugem koraku se lahko dodatno vektorji značilk obdelujejo s postopki
normalizacije, dodatno zmanjša dimenzija vektorja ipd., ta korak imenujemo obdelava
značilk. Namen tega koraka je dodatno poudarjanje speciﬁčne informacije v čustvenih
razredih. Razlika med prvim in drugim korakom je predvsem ta, da prvi temelji na po-
stopkih izsledkov, ki opisujejo delovanje človeških slušnih organov, drugi pa na uporabi
splošnih postopkov za statistično analizo podatkov.
Tretji korak je avtomatsko razvrščanje emocionalnega stanja govorca, kjer značil-
kam posnetka priredimo oznako čustvenega razreda. Če bi zahtevali regresijsko razvr-
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ščanje, bi značilkam pripisali številsko vrednost. Ta korak je pri razvrščanju govornega
posnetka tudi zadnji.
Algoritem za razvrščanje je jedro za samodejno razvrščanje vzorcev. Široko paleto
različnih pristopov in metod, ki omogočajo razvrščanje vhodnih vzorcev za potrebe raz-
vrščanja čustvenih stanj v govoru, je preizkusilo veliko število raziskovalcev po svetu
[21]. Tudi sami smo metode razvrščanja testirali za potrebe razvrščanja čustvenega
stanja govorca nad večdimenzionalnimi značilkami čustvenega govora in rezultate po-
ročali v [22]. Najbolj razširjeni razvrščevalniki za razvrščanje čustvenih stanj v govoru
so razviti na podlagi umetnih nevronskih mrež (ang. artiﬁcial neural networks, v nada-
ljevanju ANN) [23], linearno diskriminantno analizo (ang. linear discriminant analysis,
v nadaljevanju LDA) [24], odločitvenimi drevesi (ang. decission trees) [25] in podob-
nosti na podlagi verjetja modela mešanic Gaussovih porazdelitev (ang. Gaussiona
Mixure Model, v nadaljevanju GMM) [26].V praksi pa se je v zadnjem času razširila
uporaba metode podpornih vektorjev (ang. support vector machine, v nadaljevanju
SVM) [27, 28].
2.4.3 Postopki tvorjenja čustvenega umetnega govora
Področje umetnega tvorjenja govora ima dolgo tradicijo, zato obstaja več vrst delitev
postopkov. Poznavanje njihovih dobrih lastnosti in pomanjkljivosti omogoča pravilno
izbiro, na podlagi katere lahko udejanjimo sistem tudi za tvorjenje čustvenega govora.
Postopek mora zagotoviti, da lahko poleg razumljivega in naravnega govora omogoča
tudi modeliranje speciﬁk in lastnosti čustvenih stanj v govoru. V tem razdelku presta-
vimo štiri glavne postopke za tvorbo umetnega govora, na kratko predstavimo njihove
prednosti in slabosti.
Artikulatorna sinteza
Cilji tovrstnega pristopa izhajajo iz proučevanja različnih artikulatornih procesov ob
nastajanju govornega signala. Uporaba tovrstnih podatkov in njihovo razumevanje
omogočata graditev ﬁzičnih modelov, ki lahko tvorijo zvočne odseke posameznih delov
govora. Sodobni pristopi za nastanek takega ﬁzičnega sistema so usmerjeni k trem
značilnim stopnjam razvoja.
Prvi se osredotoča na zajem natančnih podatkov pri izgovarjavi govornih segmentov.
Razvoj diagnostičnih pripomočkov v medicini omogoča pridobivanje vedno bolj natanč-
nih podatkovnih zbirk o delovanju človeških govoril. Vse metode zajema so omejene
z razvito senzoriko. Tako v literaturi zasledimo analizo in opis zajema z rentgenskimi
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žarki [29, 30, 31, 32], ﬁbroskopom [33] in tudi z magnetnoresonančno napravo [34].
Najsodobnejši pristopi pa temeljijo na elektromagnetni artikulagraﬁji in elektropalato-
graﬁji.
Pridobljeni podatki omogočajo izdelavo analize in geometričnih dvo- ali tri-
dimenzionalnih modelov tvorjenja posameznih govornih segmentov [35, 36]. Druga
stopnja razvoja se tako osredotoča na analizo in natančno metodologijo za načrtovanje
modelov.
Zadnja stopnja graditve artikulatornega sistema je usmerjena k akustičnemu mo-
deliranju za umetno tvorjenje govora. Pridobljeni parametri geometričnih modelov so
uporabljeni za izračun akustičnih parametrov, ki omogočajo umetno tvorjenje govora
z uporabo teorije vir-ﬁltra [19]. Parametri akustike vokalnega trakta se v sistemu
ponavadi pridobijo z izračunom Websterjeve enačbe roga za zračni pritisk. Površina
geometričnih modelov je preslikana v preprost dvo-dimenzionalni prostor krožnih pre-
krivajočih se odsekov, ki omogočajo uporabo Websterjeve enačbe roga. S takim iz-
računom pridobimo parametre akustičnih parametrov vokalnega trakta, ki omogočajo
tvorbo umetnega govora. Natančen proces tvorbe umetnega govora z artikulatornimi
sistemi opisuje Palo v doktorski disertaciji [37].
Tehnika temelji na modeliranju človeških govoril s ﬁzičnimi modeli. Zato je postopek
za graditev takih sistemov računsko zelo zahteven. Že najmanjše napake pri izdelavi
geometričnih modelov ali izračunu akustičnih parametrov popačijo umetno tvorjeni
govor. Zaradi zahtevne in natančne izdelave tovrstnih sistemov je ta postopek tvorbe
manjkrat uporabljen.
Formantna sinteza
Tako kot pri artikulatornih sintetizatorjih tudi pri postopku formantne sinteze upo-
rabimo teorijo vir-ﬁltra [19]. Uporabljeni ﬁlter pomeni prenosno funkcijo govornega
trakta. Ta temelji na predpostavki, da s formantnimi frekvencami in formantnimi am-
plitudami lahko dovolj dobro opišemo segmente govora. Tovrstni pristop temelji na
umetni rekonstrukciji formantnih značilnosti govora. Umetno rekonstrukcijo dosežemo
z vzbujanjem ﬁltra, ki ga realiziramo z nizom resonatorjev. Najpogosteje uporabljeno
tehniko formantne sinteze je razvil Klatt [38], kjer vokalni trakt simulira z vzbujanjem
ﬁltra z virom, ki je periodično za zveneče glasove, za nezveneče pa šum. Ta simulira
stiskanje gornjega dela govornega trakta.
Parametri formantnih sintetizatorjev so močno povezani z nastajanjem in širjenjem
zvoka v govornem traktu. Žal pa jih je večkrat treba ročno nastaviti. S tem pravilno
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uglasimo sistem za tvorjenje kakovostnega govora. Pomanjkljivost postopka se kaže v
velikem številu parametrov, ki jih je treba vsakič znova nastaviti ročno, če želimo za-
menjati identiteto govorca. Ročno nastavljanje parametrov je potrebno tudi, če želimo
zamenjati jezik, v katerem si želimo tvoriti umetni govor, saj vsak jezik vsebuje lastne
speciﬁke, ki se največkrat izkažejo v različnem naboru fonemov. Formantna sinteza
lahko tvori razumljiv govor, ki pa zveni nenaravno, kar je tudi največja pomanjkljivost
tega postopka.
Sinteza z združevanjem
Tehnika omogoča združevanje zbranih osnovnih enot govora iz vnaprej posnete zbirke.
Tvorjenje govornega signala temelji na algoritmu, ki združuje zbrane osnovne enote v
govorni signal [39]. Enote govora so lahko stavki, izgovorjene besede, zlogi, fonemi,
alofoni, difoni, polifoni, in druge podobne enote, ki jih lahko označujemo v fonetični
predstavitvi jezika. Osrednji del tovrstne tehnike je združevanje enot govora. Tehniko
večkrat v literaturi zasledimo z izrazom tehnika z izborom enot (ang. unit selection) ali
pa kar z imenom enote, ki je uporabljena za združevanje govornih segmentov.
Konec devetdesetih let prejšnjega stoletja so kot osnovne enote prevladovali difoni,
od koder izvira tudi njeno ime difonska sinteza (ang. diphone synthesis) [40]. Difoni
kot osnovne enote omogočajo združevanje odsekov govornega signala osnovnih enot od
sredine osnovne govorne enote (fonema) do sredine naslednje govorne enote. Graditev
sistema za umetno tvorjenje govora tako temelji na zbirki difonskih osnovnih govornih
enot, ki so velikokrat snemane pri monotoni osnovni frekvenci. Zbirke večinoma vse-
bujejo le en posnetek posameznega difona v govoru. Difoni pa se v naravnem govoru
pojavljajo v različnih fonetičnih kontekstih. Zato splošen vtis umetno tvorjenega go-
vora poslušalcu zveni monotono in zato tudi nenaravno. Ob tvorjenju govora je sicer
mogoče v umetnem govornem signalu vplivati na potek osnovne frekvence s tehnikami
obdelave signalov, vseeno pa tovrstne tehnike vnašajo v končni govorni signal dodatno
distorzijo. Kljub temu velja tako umetno tvorjen govor za bolj naravnega kot pa pri
formantni sintezi.
Rešitev problemov, ki izvirajo iz le ene glasovne predstavitve posamezne fonetične
enote v zbirki (kot je to opisano za difone v zgornjem odstavku), sta predlagala Black
in Campbell [41]. Za osnovne enote združevanje sta izbrala foneme. Svojo predlagano
metodo sta vrednotila na obsežni zbirki, ki obsega od štiri do pet ur po fonemih pre-
pisanega govora. Gradivo sta rojila glede na podobno zveneče foneme, ki se nahajajo
v zbirki z drugačnim kontekstom soležnih fonemov. Predlagani postopek za tvorjenje
govora temelji na posebnem algoritmu združevanja rojev fonemov. Zahtevani fonem
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Slika 2.3: Ponazoritev optimalnega iskanja govorne enote glede na parametre cenilk
združevanja in tarče za besedo že, katere fonemski zapis predstavljamo z ”Ze:”
za tvorbo se najprej poišče v določenem roju glede na njegov fonetični kontekst. Op-
timalni fonem iz roja pa je zbrani glede na izbrano cenilko. Ta minimizira časovno in
spektralno distorzijo pri točkah združevanja fonemov z uporabo Viterbijevega iskalnega
algoritma. Predlagana metoda izboljša naravnost in tudi razumljivost umetnega govora
v primerjavi s tehniko združevanja, ki vsebuje le eno posamezno fonetično predstavitev
govornega signala.
Naslednje izboljšave so predstavili Clark in sodelavci [42] v sistemu, imenovanem
Multisyn. Za osnovne enote so izbrali difone, ki so jih označili v zbirki obsega od štirih
do petih ur govora. Sistem Blacka in Cambella so nadgradili z dvema cenilkama iskanja
optimalnega združevanja difonov. Prvo predstavijo kot cenilko združevanja, drugo pa
kot cenilko tarče. Prva oceni penalizacijo posamezne enote, v zbirki glede na spektralno
in časovno ujemanje posamezne enote. Druga pa oceni penalizacijo posamezne enote
v zbirki glede na njen kontekst. Zopet za izbiro optimalne osnovne enote uporabijo
Viterbijev iskalni algoritem. Slika 2.3 ponazarja predlagan način združevanja enot.
Vsako vozlišče (krog) ima pripisano tarčno ceno, medtem ko ima vsaka povezava ceno
združevanja. Vsota vseh tarčnih in združevalnih cen je najmanjša za izbrano optimalno
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Slika 2.4: Razlikovanje med postopkom PMM tvorjenja umetnega govora in postopkom
na podlagi združevanja osnovnih enot
pot, ki je prikazana na sliki z odebeljeno potjo.
Za realizacijo kakovostnega umetnega govora z najsodobnejšo tehniko tega postopka
potrebujemo obsežne govorne zbirke, zato taki sistemi potrebujejo za svoje delovanje
veliko pomnilniškega prostora. Umetni govor, realiziran z uporabo takega sistema,
uvrščamo med najbolj naravne in razumljive v primerjavi z govorom pridobljenim z
drugimi postopki. Vseeno je treba poudariti, da pri uporabi manjše zbirke govora
sistem vnaša v tvorjen govor distorzije na točkah združevanja govornih enot. To se
odraža tako v spektralni kot v časovni komponenti. Tako obnašanje pa lahko tudi do
neke mere omejimo z uporabo dodatnih tehnik, kot so TD-PSOLA (ang. Time Domain
Pitch Synchronous Overlab Add) [43, 44].
Postopek statističnega parametričnega tvorjenja govora
Postopek za vsak govorni segment v zbirki zahteva oceno statističnega modela. Če
primerjamo postopek s postopkom združevanja osnovnih enot, namesto sortiranja po-
sameznih segmentov zbirke govora razpolagamo s statističnimi modeli posameznih se-
gmentov govora. Modeli segmentov govora so ocenjeni s statističnimi metodami v
parametrični predstavitvi segmentov govora [45]. Na sliki 2.4 je prikazana konceptu-
alna razlika med postopkom PMM in združevanja osnovnih enot. Gornji proces opisuje
postopek PMM , spodnji pa postopek na podlagi združevanja osnovnih enot.
Čeprav so modeli lahko ocenjeni (grajeni) s poljubno statistično metodo, v po-
stopku modeliranja prevladuje tehnika s prikriti Markovovimi modeli (PMM). Razloge
za široko uporabo postopka PMM išče King [45] v učinkovitih načinih učenja z uporabo
algoritma za povratno učenje in algoritma EM v procesorsko zmogljivem iskalnem algo-
ritmu, kot je Viterbijev algoritem in metodah za vezavo parametrov na podlagi rojenja
odločitvenih dreves. Vsi našteti algoritmi so v postopku tvorbe s PMM zastopani v
posameznem delu procesa učenja in sinteze.
24 Pregled področja
Tehnika mora imeti na voljo vsaj nekaj govornega gradiva enega govorca (pokritost
vseh fonemov nekega jezika), da lahko ocenimo parametre govora, ki omogočajo rekon-
strukcijo v govorni signal. Če imamo večjo zbirko lahko pričakujemo boljše statistične
ocene parametrov govora, zato tudi boljšo rekonstrukcijo govornega signala. Parametri
govornih segmentov pomenijo nize vektorjev značilk. Tipične značilke, ki so v tem po-
stopku najpogosteje uporabljene so vrednost osnovne frekvence in prvih pet formantnih
frekvenc [19] za tvorjenje aperiodičnega vzbujanja, od štirideset do šestdeset parame-
trov spektralnih značilk, kot so na primer melkepstralni koeﬁcienti [46, 47]. Preostale
uporabljene značilke so namenjene modeliranju naravnosti govora in pomenijo prvi in
drugi odvod predhodno opisanih vrednosti osnovne frekvence in spektralnih koeﬁcien-
tov (ang. delta in delta-delta coeﬁcients) [48]. Določanje značilk poteka nad govornim
segmentom s tipično 5 milisekund širokim oknom. Vsak govorni segment mora biti
opisan s posamezno oznako, ki je del ene izmed možnih fonetičnih predstavitev govor-
nega segmenta. Pri tovrstnem postopku se uporablja polni kontekst label v procesu
učenja. S polnim kontekstom predstavimo sekvenco govornega segmenta s fonemsko
predstavitvijo, ki ponavadi vključuje dva predhodna in dva naslednja fonema, dodamo
tudi statistične parametre o poziciji najbližjih zlogov, poziciji segmenta v povedi in
prozodiji [45]. Uporaba polnega konteksta pomeni tudi največjo razliko med uporabo
podobnega pristopa za razpoznavanje govora, kjer se modeli ponavadi ocenjujejo kot
trifonski. Tehnika zaradi parametrizacije govora v model omogoča tvorjenje govornega
signala poljubnega besedila, saj vedno lahko s fonetičnimi odločitvenimi drevesi in ma-
ksimalnim verjetjem najdemo najbolj podobne parametre, ki omogočajo rekonstrukcijo
vhodne besede. Tvorjenje se tako lahko realizira tudi, če želene besede ni bilo v zbirki
govora, ki smo jo uporabili za ocenjevanje parametrov.
Ob tvorbi govora moramo najprej poskrbeti, da se vhodno besedilo pretvori v niz
kontekstno odvisnih fonemov. Rojenje na podlagi odločitvenih dreves se pogosto upo-
rabi za iskanje nevidenih lingvističnih oznak, ki niso bile zajete pri učenju. S takim
pristopom poiščemo pripadajoče ocenjene modele parametriziranega govora. Vse naj-
dene modele združimo, da tvorijo govor iz želenega besedila. Trajanje posameznih
fonemov je tipično določeno z ločenim modelom trajanja.
Statistični parametrični postopek tvorbe umetnega govora ponuja zaradi parame-
trizacije govornih segmentov veliko prilagoditev in manipulacije v primerjavi s postop-
kom umetno govora tvorjenega z združevanjem osnovnih enot. Ker postopek PMM
tvori umetni govor iz ocenjenih parametrov govora, njegova reprodukcija še ni popolna,
zato v primerjavi s postopkom združevanja tvori manj naraven umetni govor. Uporaba
sodobnih postopkov reprodukcije pa izboljšuje tudi njegovo naravnost [49, 50].
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Tvorjenje slovenskega umetnega govora
V Sloveniji se z razvojem slovenskega komercialnega sistema za tvorjenje govora ukvar-
jata dve podjetji. Poleg podjetji Alpineon, d.o.o., in Amebis, d.o.o., pa se raziskovalno
z obravnavanim področjem ukvarjajo tudi raziskovalne skupine na Fakulteti za elektro-
tehniko v Ljubljani, na Fakulteti za elektrotehniko in računalništvo v Mariboru in na
Inštitutu Jožef Stefan.
Ravno tako kot področje sinteze v svetu, ima tudi slovenski umetni tvorjeni govor
že večdesetletno zgodovino razvoja. Prva difonska zbirka slovenskega govora je bila
razvita v sklopu raziskovalne skupine Laboratorija za umetno zaznavanje, sisteme in
kibernetiko na Fakulteti v za elektrotehniko v Ljubljani. Kmalu zatem je sledila realiza-
cija prvega difonskega sistema [51]. Obenem so se tudi kmalu nastali prvi komercialno
dostopni sistemi omenjenih podjetij, to sta bila Proteus in Govorec. Oba sta temeljila
na podobnih postopkih tvorbe umetnega govora na osnovi združevanja osnovnih enot.
Sistema sta bila prvotno namenjena za pomoč slepim in slabovidnim. Šele pozneje je
sledila tudi njuna implementacija v različnih aplikacijah, ki omogoča širšo vsakdanjo
uporabo.
Leta 2002 je bila v sklopu raziskovalne skupine na Fakulteti za elektrotehniko v Lju-
bljani predstavljen tudi prvi sistem za umetno tvorjenje govora na podlagi postopka
PMM [52]. Nastal je na podlagi zbirke naravnega govora za domeno slovenskih vre-
menskih napovedi - VNTV [53]. Sistem je ponudil izboljšave pri naravnosti slovenskega
govora. V sklopu našega raziskovalnega dela, ki je bilo usmerjeno predvsem v razisko-
vanje odprtokodnih orodji za gradnjo sintetizatorjevse pojavila PMM, smo tudi sami
izdelali sintetizator slovenskega govora na podlagi snemanja dvesto izbranih povedi iz
slovenskega leposlovja [54].
Z izboljšanimi tehnikami pristopa sinteze z združevanjem so nastale tudi novejše
različice omenjenih komercialnih sistemov. Obenem so tudi komercialne sisteme poso-
dobili za uporabo zbirk naravnega govora. S tem so še dodatno izboljšali naravnost
slovenskega umetnega govora [55, 56].
Ena večjih pomanjkljivosti tehnike z združevanjem in obenem izziv raziskovalcev je
velika poraba pomnilniškega prostora. Tako so na Fakulteti za elektrotehniko in raču-
nalništvo univerze v Mariboru za slovensko tvorjenje govora predstavili tudi izboljšano
različico sistema, ki skuša skrčiti potratni del z uporabo končnih pretvornikov [57].
Razvoj kakovostnih slovenskih sistemov za umetno tvorjenje govora najbolj omeju-
jejo zbirke, ki ne vsebujejo dovolj akustičnega gradiva. Zato se razvijalci in raziskovalci
v zadnjem času posvečajo predvsem izdelavi kakovostnih in obsežnih zbirk govora. Le
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tako lahko pridobimo dovolj kakovosten in razumljiv umetno tvorjen slovenski govor.
Pomanjkanje ustreznih podatkovnih zbirk pa ima tudi svoje dobre lastnosti. Takrat
raziskovalci iščejo alternativne rešitve, ki bi lahko zapolnile vrzel. Tako smo v okviru
raziskovalne skupine na Fakulteti za elektrotehniko v Ljubljani proučevali tudi možnost
graditve sistema za umetno tvorjenje govora na podlagi tujejezičnih zbirk sorodnih jezi-
kov [22, 58]. Prav tako smo preskusili tudi možnost razvoja slovenskega sintetizatorja z
mešanjem dobro označenega angleškega gradiva in manjšega nabora slovenskega govora
[59].
2.5 Sklep
V tem poglavju smo umestili umetno tvorjenje govora v širše področje govornih tehno-
logij. Opozorili smo na različnosti deﬁnicije in modeliranja čustvenih stanj na področju
psihologije. Izsledke raziskav lahko s pridom uporabimo tudi pri izdelavi podatkovnih
zbirk za avtomatsko tvorjenje ali razpoznavanje čustev v govoru. Omenili smo pro-
bleme, s katerimi so se srečevali avtorji tujejezičnih zbirk čustvenih zbirk govora in
tudi prizadevanja za graditev takih zbirk v slovenskem prostoru. Obsežnejši razdelek
tega poglavja je namenjen modeliranju čustev v avtomatskih sistemih. Tako opišemo
mlajše področje razpoznave čustvenih stanj iz govora in opozorimo na eno od klasiﬁka-
cij dolgoletnega razvoja sistemov za umetno tvorjenje govora. V tem razdelku opišemo
tudi razvoj sistemov za umetno tvorjenje govora v slovenskem prostoru.
Povzetek pregleda področja omogoča vpogled v nekaj ključnih vprašanj, ki smo si
jih zastavili v sklopu našega raziskovalnega dela. Po pregledu literature smo ugotovili,
da v slovenskem prostoru ni čustvene zbirke govora, ki bi jo lahko uporabili tudi za
umetno tvorjenje umetnega govora. Zato smo se se odločili za izdelavo nove zbirke
čustvenega slovenskega govora. Pri nastajanju nove zbirke smo z uporabo teorije o
čustvih s področja psihologije določili nabor osnovnih čustvenih stanj.
Avtomatske postopke razpoznavanja emocionalnih stanj z nekaj prilagoditvami
lahko uporabimo tudi za objektivno vrednotenje udejanjenih čustvenih sistemov za
umetno tvorjenje govora. Obenem lahko s preizkusi njihove uspešnosti vrednotimo
in ocenimo tudi kakovost na novo razvitih podatkovnih zbirk v primerjavi z ostalimi
dostopnimi podatkovnimi zbirkami. Zato smo pregled splošnega postopka za razpo-
znavanje čustvenih stanj govorca predstavili tudi v obravnavanem poglavju. Njegovo
osnovo v sklopu vrednotenja na novo razvite podatkovne zbirke uporabimo v poglavju
3.
Pregled dolgoletnega področja razvoja sistemov za umetno tvorjenje govora nam
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omogoča izbiro najprimernejše tehnike za realizacijo sistemov za umetno tvorjenje ču-
stvenega govora. Tehnika, ki omogoča parameterizacijo govora in poznejšo statistično
obdelavo in manipulacijo, nas je kljub pomanjkljivostim ob sami tvorbi govora prepri-
čala o njeni uporabnosti, saj je že z majhnim naborom govora mogoče izdelati sistem,
ki poleg razumljivega umetnega govora tvori tudi približke izraženih čustvenih stanj v
govoru.
Prav zaradi parametrizacije govora in posledično uporabe statističnega modeliranja
segmentov govora je tehnika primerna za uporabo tudi pri tvorjenju čustvenega ume-
tnega govora. Nad statistični modeli lahko izvajamo različne manipulacije z namenom
spremembe ocenjenih modelov PMM, ki lahko odraža tudi speciﬁčno čustveno stanje
govorca ob razumljivi tvorbi umetnega govora poljubnega besedila.
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To poglavje namenjamo opisu in analizi zbrane zbirke čustvenega slovenskega govora
iz radijskih iger - EmoLUKS. Podatkovno zbirko smo zasnovali in zgradili v Labora-
toriju za umetno zaznavanje, sisteme in kibernetiko na Fakulteti za elektrotehniko v
Ljubljani. Njen razvoj temelji na podlagi dolgoletnih izkušenj pri razvoju slovenskih go-
vornih podatkovnih zbirk [60]. V poglavju predstavimo metodologijo razvoja in pripo-
močke, ki smo jih uporabili pri graditvi zbirke. Analiziramo dvo-stopenjsko označevanje
zajetih govornih posnetkov in obravnavamo problematiko označevanja čustvenih stanj
govorca z označevalci. Zaradi dvostopenjskega označevanja lahko analiziramo ujemanje
med označevalci in na podlagi večinskega mnenja pripišemo oznake čustvenih stanj go-
vorca v zbirko EmoLUKS. Zajeto govorno gradivo s pripisanimi oznakami vrednotimo z
avtomatskim razpoznavalnikom čustvenih stanj govorca in tudi rezultate primerjamo z
vrednostmi razpoznavanja čustvenih stanj govorca drugih obstoječih tujejezičnih zbirk.
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3.1 Zasnova in graditev podatkovne zbirke EmoLUKS
V tem razdelku opisujemo graditev in razvoj slovenske emocionalne zbirke govora Emo-
LUKS. Najprej predstavimo uporabljeno metodologijo in programske pripomočke za iz-
delavo emocionalnih zbirk govora. Posebno pozornost namenimo izbiri oznak, ki ozna-
čujejo čustvena stanja govorca, in njihovemu tolmačenju. Naslednji razdelek namenimo
označevanju. Za ta namen smo razvili spletno aplikacijo za množično označevanje go-
vornih in/ali videoposnetkov. Posnetke ene govorke in enega govorca je označilo pet
prostovoljnih označevalcev v dveh ločenih časovnih obdobjih.
3.1.1 Razčlemba in prepis radijskih iger
S pomočjo RTV Slovenija smo pridobili zvočne posnetke in scenarije 17 radijskih iger,
ki so bili v večinoma narejeni v profesionalnem studiu Radia Slovenija. Vsako igro smo
transkribirali ter razčlenili glede na identiteto govorca. V veliko pomoč so nam bili pri
prepisu govornega gradiva scenariji iger.
Za potrebe prepisov in razčlenitve glede na govorca smo uporabili program Tran-
scriber [61]. Potek označevanja in transkripcije je prikazan na sliki 3.1.
Program omogoča hitro in učinkovito razčlenjevanje govornih signalov glede na
govorce, njihovo transkripcijo in označevanje nejezikovnih delov govora v posnetku.
Slika 3.1: Transkripcija in segmentacija radijskih iger s programskim orodjem Transri-
ber
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št. Naslov radijske igre Trajanje
1 Penzion Evropa 0:48:03,56
2 Angleško poletje 0:57:55,69
3 V Sieni nekega deževna dne 0:42:32,59
4 Aut Caesar 0:33:22,25
5 Štefka 0:36:45,69
6 Podzemne Jame 0:46:17,56
7 Na glavi svet 0:58:29,32
8 Nas novi najboljši prijatelj 0:26:51,25
9 Dediščina 0:54:36,62
10 Potovalci 0:49:50,27
11 Nič brez Deteljnika 0:48:00,00
12 Sokratov zagovor 1:09:51,34
13 Nedotakljivi – Četrti žebelj 0:38:44,35
14 Nedotakljivi – Moj ded Jorga Mirga 0:37:00,00
15 Nedotakljivi – Moj oče Ujaš Mirga 0:40:04,45
16 Nedotakljivi – Jaz, Lutvi
Belmondo aus Shangkai Gav
0:35:09,83
17 Hipopituitarizem ali
namišljeni bolnik
0:46:50,35
skupaj 12:50:25,12
Tabela 3.1: Pregled trajanja 17 radijskih iger
Posnetke smo razčlenili tudi glede na zaključene stavčne enote. S takim pristopom
smo pridobili nabor posnetkov, ki niso predolgi in hkrati dajejo dovolj konteksta za
označevanje paralingvistične informacije v govoru.
Označili smo 17 posnetkov radijskih iger v približnem skupnem časovnem obsegu
12 ur in 50 minut. Tabela 3.1 prikazuje količino označenega gradiva.
Razvijalci samodejnih sistemov za razpoznavanje ali tvorjenje umetnega govora že-
lijo razpolagati z govornimi podatkovnimi zbirkami, ki vsebujejo predvsem čist govor.
Zato smo zbirko zasnovali tako, da smo med razčlenjevanjem in zapisovanjem besed
vzporedno označevali tudi nejezikovne prvine, ki so večkrat del radijskih iger, kot npr.
glasba v ozadju, različni šumi in raznovrstni dodatni zvočni učinki. Poleg tega nismo
pozabili na druge nejezikovne prvine govorca, kot so vdih, cmokanje, stokanje, jok in
smeh. Govorno gradivo, namenjeno označevanju in nadaljnji obdelavi, je v povprečju
za polovico časa krajše, kot ga izgovori posamezni igralec v radijski igri.
Označeno in razčlenjeno gradivo obsega 45 moških govorcev in 23 ženskih govork
ter en otroški glas. V tebeli 3.2 je prikazan obseg čistega govora posameznega go-
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Govorec/ka Čas čistega
govora [s]
Čas onesnaženega
govora [s]
Čas označenega
govora [s]
Delež čistega
govora [%]
01m_av 3758,47 6016,62 9775,10 38,45%
01f_lb 1008,52 1625,31 2633,83 38,29%
02m_ib 946,41 667,12 1613,52 58,65%
02f_nr 704,40 363,23 1067,63 65,98%
03m_bg 644,28 395,29 1039,57 61,98%
04m_rp 596,39 2319,75 2916,14 20,45%
05m_js 549,20 223,63 772,83 71,06%
06m_bc 495,23 327,18 822,41 60,22%
07m_pr 396,72 52,25 448,97 88,36%
08m_jh 384,86 218,60 603,46 63,77%
03f_sm 373,85 302,22 676,08 55,30%
09m_zh 353,47 96,35 449,82 78,58%
10m_tg 289,74 417,32 707,07 40,98%
04f_sm 280,01 28,76 308,77 90,69%
11m_zs 264,48 85,74 350,21 75,52%
12m_pr 228,44 77,92 306,36 74,57%
13m_gc 198,63 103,58 302,22 65,73%
05f_jz 199,60 118,80 318,40 62,69%
14m_mt 143,13 31,50 174,63 81,96%
15m_um 135,32 4,84 140,16 96,55%
16m_fm 120,54 18,65 139,19 86,60%
06f_mf 112,00 102,63 214,62 52,18%
17m_ls 99,88 136,57 236,44 42,24%
07f_mf 101,40 24,40 125,80 80,60%
08f_pv 94,56 13,82 108,38 87,25%
09f_iz 99,57 222,62 322,19 30,91%
18m_zm 86,95 107,04 193,99 44,82%
10f_mb 90,99 16,74 107,74 84,46%
11f_pg 78,62 102,46 181,08 43,42%
19m_ec 77,04 92,30 169,34 45,50%
20m_us 75,70 66,15 141,84 53,37%
01c_tb 74,83 27,46 102,29 73,15%
21m_gc 61,84 4,25 66,08 93,57%
12f_dz 59,04 13,96 73,00 80,87%
13f_zm 49,61 116,80 166,41 29,81%
14f_sb 56,22 56,36 112,58 49,94%
22m_vn 53,41 444,26 497,68 10,73%
23m_jm 52,66 0,00 52,66 100,00%
24m_bv 52,16 0,00 52,16 100,00%
15f_mr 47,42 13,26 60,67 78,15%
25m_bg 49,58 20,88 70,45 70,37%
26m_bv 38,98 27,11 66,09 58,99%
27m_pb 35,02 210,15 245,17 14,28%
28m_tk 33,77 77,89 111,66 30,24%
16f_ja 28,68 180,24 208,91 13,73%
29m_ij 18,27 58,81 77,08 23,70%
30m_be 17,55 18,95 36,50 48,08%
31m_an 17,40 57,79 75,19 23,14%
17f_mz 15,47 261,73 277,20 5,58%
32m_bo 12,60 116,27 128,87 9,78%
33m_bj 11,97 0,00 11,97 100,00%
34m_tp 5,98 57,47 63,45 9,42%
35m_sc 3,01 14,37 17,38 17,33%
Skupaj 13783,83 16157,37 29941,20 46,04%
Tabela 3.2: Časovni pregled označenega govora govorcev glede na čisti in onesnaženi
govor
vorca, ki obsega vsaj nekaj sekund čistega govora. Iz tabele 3.2 lahko razberemo, da
smo v povprečju le 46 % vsega transkribiranega in segmentiranega govornega gradiva
v radijskih igrah lahko uporabili za nadaljnjo obdelavo. V večini primerov je čas "ne-
čistih"posnetkov govora, torej takih, kjer govor prekriva glasba, drugi efekti ali pa tudi
hkratni govor večjega števila igralcev, daljši od skupnega časa posnetkov čistega go-
vora. V tabeli 3.2 je predstavljeno govorno gradiva le tistih govorcev, ki vsebujejo vsaj
nekaj čistega govora. Tabela 3.2 vsebuje časovni pregled označenega gradiva 35 moških
govorcev, 17 govork in glas enega otroka, ki vsebujejo vsaj nekaj sekund čistega govora.
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3.1.2 Izbira čustvenih stanj za označevanje v zbirki EmoLUKS
V razdelku 2.2 smo na kratko predstavili najznačilnejše teoretske poglede na čustvena
stanja govorca in njihove možnosti modeliranja. Kot raziskovalci umetnih inteligentnih
sistemov in laiki na področju psihologije čustev je naš pristop označevanje močno po-
drejen doseganju končnega cilja uporabe podatkovne zbirke, ki je namensko zastavljen
za graditev avtomatskih sistemov za razpoznavanje čustvenih stanj govorca in tvorjenje
čustvenega slovenskega govora.
V disertaciji se osredotočamo na razdelitev čustvenih stanj po Darwinovem pogledu
[62]. Predvidevamo, da obstajajo osnovna čustvena stanja, ki jih lahko predstavimo v
diskretnem modelu čustvenih kategorij. Čustvene kategorije, ki smo jih označevali
v zbirki EmoLUKS, so: žalost, veselje, gnus, jeza, strah in presenečenje. Tak
pristop je eden pogosteje uporabljenih za modeliranje čustvenih stanj govorca. Tem
kategorijam smo dodali tudi nevtralno čustveno stanje in oznako ”nič-od-tega”, ki po-
meni stanje govorca, ki ga označevalec ne more natančno določiti, saj se govorec po
ocenjevalčevi oceni nahaja v eni izmed zahtevnejših kategorizacij čustvenih stanj, kot
je na primer Plutchnikov diskretni model čustev [63].
3.1.3 Označevanje čustvenih stanj v govoru
Označevanje čustvenih stanj v govoru poteka s pomočjo izvedenskega znanja. Govor-
nim posnetkom lahko pripiše oznako izvedenec za dano področje. V zadnjem času pa
se čedalje pogosteje uporablja nabor označevalcev, ki podajo mnenje o posameznem. S
takim naborom mnenj lahko posnetku bolj splošno določimo oznako posnetku. Ker je
označevanje govornih posnetkov velikokrat dolgotrajen proces, čedalje pogosteje upora-
bljamo spletne aplikacije, ki omogočajo podajanje mnenj in/ali označevanje govornih ali
videoposnetkov. Tak pristop zagotavlja hkratno označevanje večjega števila označeval-
cev in obenem ponuja označevalcem svobodno izbiro časovnega okvira označevanja. V
literaturi zasledimo tak pristop pod pojmom množično izvajanje (ang. crowd-sourcing)
[64].
Avdio- ali videogradivo je vedno določeno s časovno komponento, zato lahko ponu-
dimo označevalcem, da sami izberejo segment označenega gradiva, ali pa sami pripra-
vimo gradivo v smiselnih odsekih. Pri označevanju čustvenih stanj v govoru [14, 65]
zasledimo obe izvedbi. Prva poudarja označevanje vnaprej pripravljenih odsekov po-
snetkov, druga pa prepušča določanje časovne razmejitve označevalcem glede na njihovo
prepričanje o začetku in koncu določenega čustvenega stanja govorca. Pri večji količini
govora različnih govorcev, predvsem pa tedaj, ko se čustvena stanja govorca pojavljajo
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v dialogu med dvema ali večjim številom govorcev, morajo označevalci nameniti do-
datno pozornost razčlembi govora tudi med različne identitete govorcev. Po našem
prepričanju je to za prostovoljne označevalce prezahtevna naloga, saj zahteva za ozna-
čevanje veliko večjo zbranost in posledično več časa. Tovrstni pristop morda omogoča
večjo zanesljivost in ujemanje označevalcev na krajših odsekih govornega signala, hkrati
pa od označevalca zahteva veliko spretnosti in dobro poznavanje aplikacije za tovrstno
razmejevanje in hkratno označevanje čustev v posnetkih. Glede na pridobljeno govorno
gradivo, ki je zastopano v radijskih igrah, smo se odločili, da označevalcem ponudimo
že razmejene smiselne odseke govornega gradiva, katerim le pripišejo svoje mnenje o
čustvenem stanju govorca. Težava tovrstnega pristopa se pokaže pri označevanju kraj-
ših povedi. V takih primerih se označevalec težko ali celo ne more odločiti, s katero
čustveno kategorijo bi lahko opisal posnetek. Da bi se temu izognili, lahko označevalcu
ponudimo tudi branje širšega konteksta povedi, ki jo označuje. Zato smo za boljše razu-
mevanje konteksta posnetka, v katerem govorec izraža čustveno stanje, predvideli zapis
nekaj predhodnih in sledečih povedi. Kontekst posnetka ni bil predvajan označevalcu,
pač pa le jasno označen v obliki pisane besede na zaslonu.
Po pregledu literature in preizkusu dostopnih spletnih aplikacij, ki omogočajo ozna-
čevanje govornih posnetkov, smo ugotovili, da nobena v taki meri ne izpolnjuje pogojev,
ki bi morali biti upoštevani, da bi lahko prostovoljnim označevalcem omogočili kakovo-
stno in hitro označevanje. Zato smo se odločili izdelati spletno aplikacijo, namenjeno
označevanju zvočnih ali videoposnetkov. K taki odločitvi nas je napeljalo tudi dej-
stvo, da smemo podatke uporabljati samo za akademske potrebe. Zato bojazen, da ob
prenosu na spletno mesto večjih razsežnosti ter posledični kraji intelektualne lastnine,
ki nam jo je zaupal v varstvo Radio Slovenija zadostimo le, če omogočimo gostova-
nje posnetkov tovrstne aplikacije na lastnih spletnih strežnikih. Z uporabo sodobnih
tehnologij ter nenehnim varovanjem in nadzorovanjem strežniškega sistema se lahko
kraji takih podatkov izognemo, vendar le, če imamo popoln nadzor nad aplikacijo in
strežnikom.
3.1.3.1 Spletna aplikacija za množično označevanje zvočnih in videoposnet-
kov
Spletno aplikacijo smo razvili z odprtokodnimi prosto dostopnimi programi. Spletna
aplikacija je bila razvita kot dodatek k sistemu za urejanje vsebin (ang. Content Mana-
gement System, CMS) Plone verzije 4.3.31 . Odprtokodni sistem CMS Plone je razvit
1http://plone.org
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na podlagi programskega ogrodja za urejanje vsebin Zope2. Izbira takega osnovnega
sistema za razvoj aplikacije temelji na dejstvih, da je sistem Plone eden izmed spletnih
CMS, ki se ponaša z eno boljših sledi o zapisih varnostnih popravkov3 ter je zaradi
tega uvrščen v skupino najbolj varnih CMS. Poleg tega ima že vgrajen način za delo
z delovnimi tokovi (ang. workﬂows), ki so nujno potrebni za preprosto urejanje nad
pravicami za ogledovanje, urejanje in ustvarjanje spletnih vsebin. Hkrati ponuja razvoj
dodatkov, ki jih lahko razvijalec implementira in namesti v že obstoječi sistem.
Spletna aplikacija sestoji iz uredniških in uporabniških strani. Tako uredniki kot
tudi uporabniki (ocenjevalci) se morajo v sistem prijaviti z uporabniškim imenom in
geslom. Ker je označevanje zvočnih ali videoposnetkov lahko dolgotrajen proces, smo s
takim pristopom označevalcem zagotovili možnost označevanja v daljšem časovnem ob-
dobju. Hkrati smo onemogočili naključnim obiskovalcem dostop do občutljivih posnet-
kov. Spletna aplikacija namenjena označevanju zvočnih ali videoposnetkov, je dostopna
na http://emo.luks.fe.uni-lj.si.
V nadaljevanju predstavimo uredniški in uporabniški vmesnik aplikacije za izvedbo
označevanja čustvenih stanj govorca iz radijskih iger.
Uredniške strani
Poleg preprostega označevanja paralingvistične informacije v zvočnih ali videoposnet-
kih, ki jo nudi spletna aplikacija, smo pripravili tudi uredniški vmesnik, ki omogoča
preprosto in hitro izdelavo projekta označevanja. Uredniku je omogočen preprost prenos
obsežnejše zvočne ali videodatoteke s pripadajočo datoteko v tekstovni obliki, ki vsebuje
potrebne zapise o segmentaciji in transkripciji. Trenutno podprt format datoteke za
segmentacijo je format Transcriber XML. Spletna aplikacija avtomatsko razreže posne-
tek na manjše zaključene posnetke, ki so časovno označeni v datoteki za segmentiranje.
Urednik ima možnost, da izbira segmentacijo posnetkov. Lahko opredeli posnetke kot
zaključene enote, ki jih opredeljuje transkribirana poved, ali pa kot zaključeno enoto,
ki je že opredeljena v pripadajoči datoteki s transkripcijami. Avtomatično, glede na
segmentatcijo datoteke, se posnetkom določi tudi identiteta govorca ter jasno razdeli na
posnetke s čistim govorom in posnetke, ki vsebujejo poleg govora tudi druge nejezikovne
prvine. Aplikacija poskrbi tudi za pravilen format prikaza zvočnih ali videoposnetkov
v različnih spletnih brskalnikih. Slika 3.2 prikazuje uspešen uvoz potrebnih podatkov
na spletni strežnik.
Zaradi preglednosti in jasnosti smo opisani postopek v aplikaciji opredelili kot doda-
2http://zope.org
3http://cve.mitre.org/
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Slika 3.2: Uredniške strani aplikacije za označevanje, primer uspešnega vnosa podatkov
janje projekta. Na primeru označevanja čustvenih stanj iz radijskih iger je posamezen
”projekt” uspešno prenesen govorno gradivo s pripadajočo datoteko transkripcije posa-
mezne radijske igre v aplikacijo. V okviru projekta so uredniku dostopni vsi razrezani
posnetki, opisi govorcev in preprosta statistika količine razrezanega govornega gradiva
s pripadajočim skupnim trajanjem posnetkov glede na posameznega govorca.
Uredniku spletne aplikacije je po uspešnem uvozu podatkov omogočena preprosta
izdelava projekta označevanja. Urednik z vnosom zahtevanih parametrov ustvari nalogo
namenjeno označevanju. V tem delu ima možnost določiti katere večje enote posnetkov
bodo na voljo za označevanje. V našem primeru so to radijske igre. Uredniku je
na tem mestu omogočeno, da lahko na preprost način vključi v nalogo označevanja
le del vseh dostopnih sklopov podatkov na strežniku - projektov. Poleg tega lahko
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urednik preprosto izbira iz nabora vseh identitet govorcev le tiste, za katere meni, da je
označevanje smiselno. V tem primeru bodo v nalogo označevanja vključeni le posnetki,
ki vključujejo govor vključenih identitet govorcev v vseh izbranih projektih.
K začetni inicializaciji in selekciji govorcev pri ustvarjanju naloge označevanja spa-
data tudi podroben opis naloge označevanja in opis samega procesa označevanja. Ure-
dniku je omogočeno jasno predstaviti označevalcu cilje označevanja in hkrati pregledno
opisati in deﬁnirati, katere paralingvistične oznake so na voljo za označevanje posnet-
kov. V posebno polje urednik vnese skrajšana imena iz nabora opredeljenih paralingvi-
stičnih oznak. Ta imena so pozneje uporabnikom pri označevanju prikazana kot mogoča
izbira za označbo posnetka. Ker aplikacija zahteva tudi uvoz transkripcije, lahko ure-
dnik omogoči izpis prepisa zvočnega posnetka. Ker so v večini paralingvistični dejavniki
v govoru zaznani prek širšega konteksta, aplikacija omogoča poleg prikaza transkripcije
samega posnetka tudi izpis širšega nabora transkripciji pred in po posnetkom, ki ga
označuje označevalec. Tak pristop označevalcu daje vpogled v predhodno in poznejše
dogajanje, ki označevalcu omogoča umestitev posnetka v širši kontekst. Pri označeva-
nju radijskih iger se to izkaže za koristno, saj so velikokrat prisotni dialogi med dvema
govorcema in s tako ponazoritvijo dialoga označevalcu pojasnimo kontekstno dogajanje
poslušanega govornega posnetka.
Pri dolgotrajnem označevanju in segmentiranju zvočnih ali videoposnetkov veliko-
krat nastajajo napake. Urednik spletne aplikacije ima možnost omogočiti sistem po-
ročanja o napakah. Ta sistem označevalcem omogoča preprosto označbo, da posnetek
vsebuje napako. Taki posnetki so uredniku prikazani ločeno, da jih lahko popravi s
pomočjo urejanja posnetka na spletu.
Pri razvoju paralingvističnih govornih podatkovnih zbirk iz že vnaprej posnetega
govornega gradiva so razvijalci prisiljeni gradivo, ki ga hočejo vključiti v proces ozna-
čevanja, v celoti pregledati in žal nekaj gradiva, ki ni smiselno ali pa je posledica
nenatančnega razčlenjevanja govornih odsekov radijskih iger, tudi zavreči. Zato apli-
kacija urednikom ponuja pred objavo procesa označevanja izvedbo testnega protokola
označevanja. Med testom ima urednik možnost, da posnetek preprosto izključi iz ozna-
čevanja.
Uredniku je omogočena tudi kratka takojšnja analiza označenih posnetkov, ne glede
na to ali so označevalci že končali svojo nalogo ali ne. Poleg pregleda analize označevanja
lahko urednik tudi na preprost način izvozi vse označene podatke v tekstovno obliko
formata ”.csv” (ang. coma separated value). Format omogoča uvoz izvoženih podatkov
v večino programskih orodij za statistično obdelavo in analizo podatkov. Uredniku je
omogočen tudi hkraten izvoz vseh označenih posnetkov.
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Uporabniške strani
Uporabnik-označevalec se mora v aplikacijo prijaviti z uporabniškim imenom in geslom.
Za lažjo identiﬁkacijo in tudi omogočanje poznejše korespondence z označevalcem mora
označevalec zaupati aplikaciji za označevanje elektronski naslov. S preverjanjem elek-
tronskega naslova pred prvo prijavo označevalca zagotovimo istovetnost elektronskega
naslova.
Po uspešni prijavi v spletni sistem je označevalec najprej seznanjen z nalogo in
opisom protokola označevanja zvočnih ali videoposnetkov. Če je urednik v aplikaciji
dodal večje število nalog za označevanje, si označevalec lahko izbere posamezno nalogo.
Hkrati lahko rešuje le eno nalogo označevanja. Po sprejetju pogojev označevanja pri
posamezni nalogi označevanja lahko označevalec začne z delom. Na zaslonu se avtoma-
tično predvaja govorni ali videoposnetek iz nabora posnetkov, ki jih je urednik dodelil
v posamezno nalogo označevanja. Vrstni red posnetkov, ki jih označevalec označuje,
je naključen. Označevalec najprej posluša posnetek in nato s klikom na gumb pod
posnetkom izbere med oznakami. Po izbiri oznake se mu na zaslon prikaže naslednji
posnetek, namenjen označevanju, in se avtomatsko predvaja. Če se označevalec zmoti,
ima vedno možnost popraviti zadnjih pet odločitev. Slika 3.3 prikazuje označevanje
posnetka za osnovna emocionalna stanja. V kolikor urednik omogoči dodatne opcije,
se pod predvajalnikom posnetka izpiše tudi širši kontekst prepisov, kateremu sledi tudi
možnost označbe napake v posnetku ali v transkripciji. Sledijo izbire posameznih vna-
prej predvidenih emocionalnih stanj, ki so na voljo za označevanje.
Aplikacija ima vgrajen tudi sistem za merjenje časa, ki ga označevalec porabi
za odločitev. Ker ima označevalec vedno možnost večkratnega poslušanja enega po-
snetka,lahko z analizo takih podatkov hitro ugotovimo najbolj problematične odloči-
tve. Hkrati ponuja kontrolo nad najmanjšim časovnim obsegom, ki ga mora poslušalec
nameniti za izvedbo odločitve. Porabljen čas mora biti vedno daljši od pa časa po-
snetka predvajanja. če označevalec poda svoje mnenje hitreje, kot traja sam posnetek,
se označevalcu izpiše na zaslon opozorilo, da bo ravnokar označeni posnetek moral še
enkrat poslušati v celotnem procesu označevanja. Obenem se mu predvaja že nasle-
dnji posnetek o katerem lahko nemoteno poda svoje mnenje. S takim načinom smo
razvijalci spletne aplikacije hoteli preveriti označevalčevo pozornost in hkrati zajeti re-
alno mnenje o problematičnih posnetkih. Pristop omogoča tudi, da označevalci v celoti
poslušajo posnetke, ki so na voljo za označevanje.
Ko označevalec označi vse predvidene posnetke, se proces označevanja konča. Ta-
krat je označevalcu ponujen vpogled v porabo časa, ki ga je namenil za označevanje in
hkrati vpogled v kratek pregled števila označenih posnetkov. Slika 3.4 prikazuje vpo-
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Slika 3.3: Stran, ki je prikazana označevalcu, ko podaja mnenje o posnetku na primeru
označevanja čustvenih stanj v govoru
gled pri zaključku naloge označevanja. Označevalec s pritiskom na gumb ”Zaključek”
konča nalogo označevanja in se lahko prijavi na novo reševanje naloge, če je nova naloga
na voljo.
Opisana uporaba aplikacije v tej disertaciji je osredotočena na označevanje čustve-
nih stanj v označenih izsekih posnetkov. Aplikacija je izdelana na način, da omogoča
splošno uporabo za označevanje tako zvočnih kot tudi videoizsekov, ki so označeni s
pomočjo programa Transcriber, pri čemer urednik lahko določi poljubno nalogo ozna-
čevanja in poljubne oznake, ki so predmet označevalnega procesa.
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Slika 3.4: Slika prikazuje izpis kratkega časovnega povzetka ob uspešnem zaključku označevanja čustvenih stanj govorca
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3.1.4 Metodologija označevanja zbirke čustvenega govora EmoLUKS
V prejšnjih razdelkih smo opisali korake, ki so pri tovrstni zasnovi zbirke čustvenega
govora pogoj, da lahko ponudimo posamezne posnetke označevalcem v označevanje. Ker
nameravamo zbirko uporabiti predvsem pri proučevanju umetnega tvorjenja čustvenega
govora, smo označevalcem čustev v govoru ponudili le posnetke ene govorke in enega
govorca. Na to so nas napeljala dejstva, ki jih narekuje časovna analiza razčlenjenega
in označenega govora. Za potrebe umetnega tvorjenja govora si na splošno želimo
razpolagati s čim več posnetega govora enega govorca in s čim večjo zastopanostjo
posnetkov čim bolj raznolikega govora v vseh čustvenih kategorijah. Kvantitativni
pregled razčlenjenega in zapisanega govornega gradiva radijskih iger v tabeli 3.2 nam
je narekoval izbiro govorca z oznako 01m_av in govorke z oznako 01f_lb.
Označevanje podatkovne zbirke EmoLUKS je potekalo v dveh ločenih iteracijah. Za
tak postopek smo se odločili na podlagi rezultatov, ki smo jih pridobili v prvem koraku
označevanja in smo o njih poročali v [66]. V prispevku smo navedli težave pri označeva-
nju čustvenih stanj v govoru in poročali o rezultatih, pridobljenih s petimi označevalci.
Iz prispevka je razvidno, da do popolnega konsenza med označevalci prihaja le v redkih
primerih. V označenem gradivu ga zasledimo med petimi in desetimi odstotki v po-
samezni čustveni kategoriji. Čeprav je odstotek popolnega konsenza med označevalci
majhen, lahko vseeno potrdimo, da igralci v radijskih igrah jasno izražajo čustvena
stanja in da je izbira takih posnetkov govora smiselna za graditev slovenske zbirke ču-
stvenega govora. Vseeno pa moramo poudariti, da sta priprava in poznejše označevanje
čustvenih stanj dolgotrajen proces, ki žal ne more zagotoviti strinjanja označevalcev v
tolikšni meri, kot to lahko zasledimo pri zbirkah čustvenega govora, ki so bile zajete
s pomočjo namenskega snemanja čustveno obarvanih in vnaprej pripravljenih povedi
[15].
Z analizo prve iteracije označevanja smo ugotovili, da je pri 17 odstotkih vseh ozna-
čenih posnetkov čustveno stanje govorca glede na večinsko mnenje označevalcev nedo-
ločeno. Od vseh nedoločenih posnetkov je 91 odstotkov primerov takih, ko sta jim dva
označevalca pripisala eno čustveno stanje, druga dva drugo, peti pa tretje. Preostalih
9 odstotkov v naboru vseh čustveno nedoločenih posnetkov pa je takih, da jim je vsak
od petih označevalcev pripisal drugačno čustveno stanje. Zato smo se odločili, da za te
problematične posnetke ponovimo označevanje. V ta namen smo k označevanju znova
povabili istih pet označevalcev. Ponovno označevanje je potekalo v drugem časovnem
obdobju in ga v nadaljevanju imenujemo druga iteracija označevanja. S takim pristo-
pom smo hoteli zmanjšati količino nedoločenih posnetkov ter preveriti konsistentnost
odločitev označevalcev. Tako smo želeli tudi ugotoviti, ali označeni posnetki resnično
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vsebujejo večdimenzionalna oz. prepletajoča se čustvena stanja govorcev v radijskih
igrah.
Druga iteracija je vsebovala posnetke iste govorke in govorca kot prva. Vanjo smo
zajeli predvsem posnetke, ki jim ni bilo mogoče pripisati čustvene oznake na podlagi
večinske odločitve označevalcev. Poleg takih smo v drugo iteracijo označevanja vključili
tudi posnetke, ki so bili v neposredni bližini posnetkov, ki jim stanja ni bilo mogoče
določiti. S takim pristopom smo zagotovili tudi ponovno obravnavo posnetkov, za ka-
tere menimo, da so težje določljivi, saj se v radijskih igrah, kjer je prisoten predvsem
dialog med igranimi osebami, čustvena stanja izrazijo tudi prek daljšega odseka bese-
dila. V prvi iteraciji so lahko označevalci poročali o napakah, ki so bile del zapisa ali
pa nenatančne razčlenitve govornega signala. Ne glede na označbo večinskega mne-
nja označevalcev smo vključili v drugo iteracijo tudi vse posnetke, kjer smo napake v
transkripciji in razčlenitvi odpravili. Po pregledu rezultatov prve iteracije in izračunu
trajanja vsakega posnetka, ki je bil del prve iteracije, smo tudi ugotovili, da ločnica (lo-
čilna meja med posnetki), ki je pomenila zaključek govorne enote, ni povsem primerna
za označevanje čustvenih stanj. V prvi iteraciji smo za ločnico govornega signala upo-
rabljali celo poved. Pri daljših povedih pa se v radijskih igrah izkaže, da igralci lahko
izražajo tudi več čustvenih stanj. Daljše povedi, ki vsebujejo večdimenzionalna stanja
ali pa se lahko čustva v njih tudi povezujejo, niso primerne za predlagani način označe-
vanja. Enega izmed vzrokov za velik delež nedoločenih čustvenih stanj govorca, ki so jih
označevalci označili v prvi iteraciji, lahko pripišemo tudi predolgim posnetkom oziroma
ločilni meji, ki smo jo izbrali za razčlembo posnetkov. Zaradi preverjanja te hipoteze
smo določene dolge povedi smiselno razčlenili na več odsekov. Tako smo daljše povedi,
ki so vsebovale več stavkov razčlenili na ločene enote. Vseeno pa je bil pri označevanju
z izdelano aplikacijo označevalcu na voljo tudi širši kontekst, ki je vseboval celo poved.
V obeh iteracijah označevanja je sodelovalo pet označevalcev, od tega trije moški
in dve ženski. Vsak je pri podajanju oznak uporabljal slušalke in sam izbiral, kdaj je
posnetke označeval.
3.1.5 Kvantitativni pregled posnetkov v postopku označevanja
Čustvene oznake pripisane posnetkom v zbirki EmoLUKS, izhajajo iz dveh iteracij ozna-
čevanja, zato je ključnega pomena jasno in natančno opredeliti zastopanost in trajanje
posnetkov v vsaki iteraciji označevanja ter predstaviti način združevanja medsebojno
neodvisnih posnetkov v zbirko EmoLUKS.
Posnetke, ki so bili zajeti v drugo iteracijo označevanj, lahko razdelimo v tri sku-
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Skupina Govorec 1. iteracija 2. iteracija EmoLUKS
Št. pos. T [s] Št. pos. T [s] Št. pos. T [s]
Polna 01m_av 387 1377 387 1364 387 1364
pove- 01f_lb 155 328 155 315 155 315
zanost skupaj 542 1705 542 1679 542 1679
Razdelj- 01m_av 133 1512 327 1505 327 1505
ena pove- 01f_lb 38 190 94 183 94 183
zanost skupaj 171 1702 421 1688 421 1688
Brez 01m_av 242 799 19 83 261 883
povezave 01f_lb 155 377 6 9 161 387
skupaj 397 1177 25 92 422 1270
Skupaj 01m_av 762 3689 733 2952 975 3752
01f_lb 348 896 255 507 410 885
skupaj 1110 4584 988 3459 1385 4636
Tabela 3.3: Primerjava količine posnetkov za prvo in drugo iteracijo označevanja in
količina končne zbrane zbirke EmoLUKS. V tabeli je trajanje označeno s črko T in je
izraženo v sekundah
pine. Prva so posnetki, katerih ločilna meja ni bila spremenjena in pomenijo celot
poved. Druga so posnetki, ki smo jih v postopku razločevanja pridobili s podrobnejšo
razčlenitvijo nekaterih povedi. Tretja skupina so posnetki, ki so bili označeni v prvi ali
drugi iteraciji in so med seboj popolnoma neodvisni.
V tabeli 3.3 povzemamo število posnetkov in njihovo skupno trajanje za vsako ite-
racijo posebej. Smiselno združimo posnetke v podatkovno zbirko EmoLUKS, ki je
kvantitativno opredeljena v zadnjem stolpcu v tabeli 3.3. Zaradi nazornega pregleda
nad združevanjem posnetkov iz prve in druge iteracije označevanja delimo količino po-
snetkov na podsklope, katerih izvor se kaže v prej omenjenih skupinah, ki jih imenujemo
”polna povezanost”, ”razdeljena povezanost” in ”brez povezave”.
Pozoren bralec lahko v tabeli 3.3 opazi odstopanja v trajanju posnetkov, ki so zajeti
v prvo in drugo iteracijo označevanja. Pri ”polno povezani” skupni skupni čas posnet-
kov tako odstopa za 26,16 sekunde, kar lahko pojasnimo s korekturami pri segmentaciji
posnetkov. V tem sklopu posnetkov so označevalci poročali o napačni segmentaciji po-
snetka v 53 primerih. Pri dvanajstih posnetkih smo podaljšali čas posnetkov v skupnem
času 2,88 sekunde. V 41 primerih pa smo ga skrajšali.
Vzrok za skrajševanje časa posnetkov je poleg nenatančne segmentacije govora mo-
goče iskati tudi v nenatančnem prepisu govora. Ker si za potrebe udejanjanja sistemov
za umetno tvorjenje govora želimo pridobiti točen prepis govornega signala, smo pri
nekaterih posnetkih, ki so bili označeni že v prvi iteraciji, opazili, da poleg točnega pre-
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pisa vsebujejo tudi nejezikovne elemente, kot so smeh, jok, stokanje idr., ki niso bili del
transkripcije. Čeprav smo si na samem začetku prizadevali nejezikovne prvine govora
v največji meri označiti in ločiti od čistega govora, se izkaže, da so bile storjene tudi
napake. Problematične posnetke smo ponovno segmentirali tako, da smo na samem
začetku ali koncu povedi nejezikovne elemente odrezali. To smo storili v 41 primerih v
skupnem času 29,04 sekunde.
Druga skupina posnetkov, predstavljena v tabeli 3.3, ponazarja število posnetkov,
ki so vsebovali daljše povedi in smo jih za namen natančnejšega označevanja čustvenih
stanj v govoru razdelili na manjše jezikovne enote – stavke. V prvi iteraciji smo po pre-
gledu opazili, da je 172 posnetkov takih, ki imajo daljši čas trajanja s povprečnim časom
9,95 sekunde in mediano 7,73 sekunde. Te smo dodatno razdelili in pridobili skupno
število 421 posnetkov s povprečnim časom 4,00 sekund in mediano 2,75 sekunde. Tako
razdrobljeni posnetki so krajši smiselno zaključeni govorni posnetki. Ti so posledično
lažje razumljivi, kar označevalcem omogoča tudi hitrejše in bolj instinktivno označe-
vanje čustvenih stanj v govoru. Tudi tokrat lahko bralec opazi odstopanje v skupnem
trajanju posnetkov, skupni čas je 13,88 sekunde. Vzrok za odstopanje je mogoče iskati
v boljši in natančnejši segmentaciji prepisa in govora v signalu.
Zbirka EmoLUKS je sestavljena iz med seboj neodvisnih posnetkov, ki so bili ozna-
čeni v prvi ali drugi iteraciji. Če delimo posnetke glede na vir označevanja, najprej
opazimo, da so v zbirki zbrani posnetki, ki pripadajo skupini ”polno povezani” in so
bili označeni v drugi iteraciji označevanja. Tak izbor izhaja iz dejstva, da smo 53
posnetkom po prvi iteraciji označevanja spremenili dolžino in jim dodatno popravili
prepis. Zaradi deljenja posnetkov na manjše smiselne odseke govora v skupini ”razde-
ljena povezanost” zbirka EmoLUKS zajema posnetke, ki so bili označeni v drugi iteraciji
označevanja čustvenih stanj govorca. Zadnji podsklop posnetkov v prvi in drugi iteraciji
označevanja pomeni medsebojno neodvisne posnetke. Te lahko brez težav združimo.
Zbirka EmoLUKS tako vsebuje 1385 posnetkov čistega govora ene govorke in enega
govorca v skupnem času 1 ure 17 minut in 16 sekund. Povprečni čas posnetka je 3,34
sekunde in mediana 2,27 sekunde.
3.2 Analiza označenega govornega gradiva
V tem razdelku najprej predstavimo čas, ki so ga prostovoljni označevalci potrebovali
za podajanje mnenj o čustvenih stanjih govorca na posnetkih radijskih iger. V nadalje-
vanju predstavimo ujemanje označevalskih mnenj s pomočjo κ koeﬁcientov ujemanja.
Zaradi dvostopenjskega označevanja čustvenih stanj v govoru lahko preverimo tudi kon-
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sistentnost posameznih označevalcev, saj so isti prostovoljci označili podatkovno zbirko
v dveh različnih časovnih obdobjih. S tem skušamo poudariti subjektivnost pri zaznavi
čustev v govoru.
3.2.1 Analiza časa, pri označevanju čustvenega stanja govorca
Spletna aplikacija za množično označevanje omogoča merjenje časa, ki ga označevalec
porabi za oddajo mnenja. Merjeni čas pri posamezni oddaji odločitve je odvisen od
hitrosti spletne povezave in hitrosti označevalčevega računalnika. Zato žal ne moremo
neposredno primerjati porabljenega časa med označevalci. Vseeno pa lahko na podlagi
mediane (ang. median) porabljenega časa tˆk za podajanje mnenja pri posameznem
označevalcu ocenimo časovno zahtevnost označevanja čustvenih stanj govorca v govoru.
Dodatno lahko porabljeni čas oddaje mnenja normiramo z dolžino realnega posnetka in
poiščemo središčni faktor, ki ponuja boljšo primerjavo časovne zahtevnosti označevanja
čustvenih stanj z uporabo razvite spletne aplikacije.
Spletna aplikacija avtomatično zavrne mnenje označevalca, če poda mnenje v času,
ki je krajši od dolžine realnega posnetka. Zato je čas, ki ga označevalec porabi za od-
dajo svojega mnenja, vedno daljši od časa posnetka, ki ga označuje. Če razpolagamo s
končnim številom posnetkov N , ki so namenjeni za označevanje čustvenih stanj v go-
voru, njihovimi pripadajočimi realni dolžinami Ti in porabljenim časom oddaje mnenja
posameznega označevalca ti za vsak i posnetek, lahko izračunamo relativno vrednost
s pomočjo enačbe 3.1. Če rezultate sortiramo po velikosti, lahko izračunamo središčni
faktor zahtevnosti ocenjevanja za posameznega označevalca tˆk, ki ga pridobimo z izra-
čunom mediane.
tˆi =
ti
Ti
i = 1, ...,N (3.1)
S takimi podatki lahko poročamo o porabljenem času vsakega od označevalcev in
rezultate primerjamo med prvo in drugo iteracijo. Označevalci so označili v prvi itera-
ciji 1110 posnetkov, v drugi pa 988. Vsi označevalci so tako v prvi kot v drugi označevali
enake posnetke. Rezultate predstavimo analogno, kot smo jih v tabeli 3.3, torej razde-
ljene v posamezne podsklope glede na izvor posnetkov. Tabela 3.4 prikazuje časovno
potratnost označevanja v razviti spletni aplikaciji. Na podlagi pridobljenih rezultatov
lahko tudi približno ocenimo relativno časovno zahtevnost nadaljnjega označevanja.
Rezultati v tabeli 3.4 nakazujejo, da so označevalci v drugi iteraciji označevali ču-
stvena stanja hitreje. Tovrstnemu pojavu lahko pripišemo večjo izkušenost označevalcev
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Skupina Označevalec 1. iteracija 2. iteracija
tˆ [s] tˆf tˆ [s] tˆf
Polna 01m 14,52 6,37 13,81 5,63
pove- 02m 10,41 4,49 8,73 4,09
zanost 03m 6,89 3,08 5,16 2,31
01f 19,04 8,60 18,75 8,60
02f 11,56 5,56 8,32 3,79
skupaj 11,53 5,30 9,68 4,32
Razdelj- 01m 23,35 3,27 14,95 6,59
ena pove- 02m 16,91 2,04 9,36 5,01
zanost 03m 13,32 1,45 6,31 1,83
01f 32,07 4,17 19,44 6,28
02f 19,69 2,29 9,20 3,07
skupaj 20,03 2,39 10,83 5,74
Brez 01m 12,82 6,59 15,36 6,00
povezave 02m 9,36 5,01 11,72 6,19
03m 6,54 3,46 5,99 2,30
01f 18,01 8,97 18,82 7,06
02f 6,54 3,46 11,72 6,19
skupaj 10,87 5,57 11,82 5,08
Skupaj 01m 15,18 5,92 14,50 5,26
02m 10,78 4,13 9,32 3,71
03m 7,56 2,86 5,49 2,10
01f 20,61 7,52 18,93 7,64
02f 10,78 5,05 8,63 3,49
skupaj 12,35 4,82 10,20 3,97
Tabela 3.4: Pregled časovne zahtevnosti označevanja za vsakega označevalca. Podana
je mediana tˆ za posamezen sklop posnetkov pri prvi in drugi iteraciji označevanja.
Vzporedno je podan tudi središčni faktor normiranih vrednosti tˆf časovne potratnosti
glede na dolžino realnega označenega posnetka
pri označevanju enake naloge. Neposredno primerljivi so rezultati le v skupini ”Polna”
povezanost, saj ta skupina predstavlja identične posnetke v prvi in drugi iteraciji v sku-
pnem obsegu 542 posnetkov. Na podlagi rezultatov vidimo, da se je središčna vrednost
porabljenega časa za oddajo mnenja vseh označevalcev skupaj zmanjšala z 11,53 se-
kunde na 9,68 sekunde, središčna vrednost normiranega faktorja potratnosti pa skoraj
za 1.
Kot zanimivost lahko navedemo rezultate pridobljene v skupini z imenom ”Razde-
ljena” povezanost. V tej skupini je bilo v prvi iteraciji zajetih 172 posnetkov, ki so
vili večinoma daljši. Dolžina teh posnetkov je bila določena z dolžino celotne povedi.
V drugi iteraciji smo tem 172 posnetkom pripisali krajšo ločilno mejo, ki je odražala
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smiseln zaključen stavek, in tako pridobili 421 posnetkov. Časovna zahtevnost označe-
vanja se je tako v drugi iteraciji povečala predvsem zaradi označenega končnega števila
mnenj. Vseeno pa lahko omenimo, da je mogoče povezavo iskati tudi v drugem vzroku,
ki je povezan s percepcijo govora pri človeku. Po neformalnem pogovoru z označevalci
lahko opišemo problematiko ocenjevanja daljših in krajših posnetkov. Daljši posnetki
govora nosijo več informacije kot krajši. Zato se lahko označevalec ravno pri ocenje-
vanju daljših posnetkov hitreje odloči, saj si že med samim poslušanjem vzame čas za
premislek. Pri krajših posnetkih pa je razumevanje sporočila večkrat udejanjeno po
končanem poslušanju posnetkov. Obenem se na tem mestu poslušalec večkrat odloči
za ponovno poslušanje posnetka ali za branje širšega konteksta, v katerem se nahaja
posnetek. To pa se pri pridobljenih rezultatih pogosto pokaže z večjo časovno zahtev-
nostjo oddajanja mnenj za krajše, kot pa daljše posnetke. V ta namen poročamo tudi
o povprečnim vrednosti časovne zahtevnosti, ki pri skupini ”Razdeljena” povezanost
za vse označevalce skupaj zavzame vrednost 30 sekund z faktorjem relativne časovne
zahtevnosti 4,52 v prvi iteraciji ter 15 sekund z faktorjem relativne časovne zahtevnosti
6,42. Tudi povprečne vrednosti normiranih faktorjev nakazujejo, da je časovna zahtev-
nost ocenjevanja čustvenih stanj govorca pri krajših posnetkih večja kot pri daljših.
3.2.2 Ujemanje mnenj označevalcev
Pri graditvi podatkovnih zbirk, ki vsebujejo čustvene oznake na podlagi govornih in/ali
videoposnetkov, ponavadi nimamo na voljo referenčne čustvene oznake, ki bi omogo-
čala preverjanje oznak označevalcev. Zato samo analizo in hkrati končni pripis čustvene
oznake posameznemu posnetku lahko predstavimo z ujemanjem oznak večjega števila
označevalcev. Na splošno si želimo pridobiti čim več posnetkov, kjer bi se ocenjevalci
povsem strinjali o čustveni oznaki posameznega posnetka. Ravno pri označevanju ču-
stev je to zahtevna naloga, saj trenutno nimamo splošno uveljavljene deﬁnicije, kaj
točno čustveno stanje je, in so zato posameznikove oznake čustev odvisne od subjek-
tivnega mnenja posameznika. Zato označevanje čustvenih stanj z označevalci večkrat
privede do popolnega nestrinjanja mnenj o posameznem posnetku, kot pa z drugo že-
leno skrajnostjo, kjer se vsi označevalci strinjajo o čustvenem stanju na posnetku. Za
to se za analizo ujemanja mnenj označevalcev ponavadi uporablja κ statistika.
Čustvene oznake ocenjevalcev so nominalni kvalitativni podatki. Kriterij kvalita-
tivnosti lahko predstavimo kot kriterij, ki opredeljuje podatke, nad katerimi ne moremo
izvajati računskih operacij. Kriterij nominalnosti pa izhaja iz medsebojne primerjave
kategorij. Pri čustvenih oznakah ne moremo reči, katera od oznak (kategorij) je večja
ali manjša, in jih posledično ne moremo urejati, zato tovrstne oznake lahko opredelimo
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κ Kategorizacija
< 0 Slabo ujemanje
0.01− 0.20 Rahlo ujemanje
0.21− 0.40 Pošteno ujemanje
0.41− 0.60 Zmerno ujemanje
0.61− 0.80 Znatno ujemanje
0.81− 1.00 Skoraj popolno ujemanje
Tabela 3.5: Kategorizacija vrednosti κ po Landis in Kochu
kot nominalne.
V zadnjih petdesetih letih so bile predstavljene različne vrste merjenja κ koeﬁcien-
tov za nominalne kvalitativne podatke [67, 68, 69]. Vsaka ima svoje omejitve uporabe.
Vse pa izhajajo iz osnovne enačbe (3.2) za izračun κ koeﬁcienta po Cohenu [68]. Cohen
je leta 1960 opredelil izračun κ koeﬁcienta le za dva označevalca, pri čemer Pe označuje
pričakovano naključno ujemanje med označevalcema (ang. agreement between raters
expacted by chance), PO pa dejansko razmerje ujemanja (ang. overall observed aggre-
ment). Vrednost κ koeﬁcienta je predstavljena kot razmerje med dejanskim izmerjenim
ujemanjem med označevalcema in ujemanjem, ki bi ga dosegla dva označevalca, če bi
označevala naključno.
κ =
PO − Pe
1− Pe
(3.2)
Zaloga vrednosti κ koeﬁcienta je omejena na interval med -1 in 1. Vrednost 0
pomeni naključno ujemanje, vrednost 1 pomeni popolno ujemanje, že vsaka negativna
vrednost pa pomeni odstopanje od pričakovanega. Pozitivne vrednosti κ koeﬁcientov
sta kategorizirala Koch in Lnadis [70] in še zdaj veljajo za splošno sprejeto kategorizacijo
brez kakršnega koli dokaza. Landis in Koch sta glede na vrednost κ koeﬁcientov podala
opisno kategorizacijo, ki je prikazana v tabeli 3.5. Ker kategorizacija ni podprta z
dokazom, jo raziskovalci navajajo le kot oporo za lažje opredeljevanje ujemanja in je
uporabljena tudi za druge posplošitve Cohenove enačbe za izračun κ koeﬁcienta.
Deﬁnicija za izračun κ koeﬁcienta po Cohenu ni primerna za izračun ujemanja
med večjim številom ocenjevalcev. Posplošitev Cohenove deﬁnicije je bila leta 1971
predstavljena v [68]. Posplošitev izhaja iz deﬁnicije parametra PO in Pe v enačbi (3.2),
zgoraj. Fliess je parameter PO deﬁniral, kot ga podajamo v enačbi (3.3).
PO =
1
Nn(n− 1)



 N∑
i=1
k∑
j=1
nij
2

−Nn

 (3.3)
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V enačbi 3.3 pomeni nij število označevalcev, ki so vzorec i pripisali razredu j, n
število vseh označevalcev, N število vseh vzorcev in k število vseh kategorij (čustvenih
oznak). Parameter Pe je deﬁniran v enačbi (3.4), kjer so pomensko označeni enaki
simboli kot v enačbi (3.3).
Pe =
k∑
j=1
(
1
Nn
N∑
i=1
nij
)2
(3.4)
Fliessov izračun κ koeﬁcienta podaja zanesljivost ujemanja med določenim številom
ocenjevalcev z uporabo števila ocen v razmerju s kategorijami razpoznavanja. Za iz-
račun Fliessove κ statistike moramo imeti na voljo binarno ali nominalno porazdelitev
vzorcev. Pomanjkljivost za uporabo natančnega izračuna ujemanja mnenj označevalcev
pri označevanju čustvenih stanj v govoru z uporabo Fliessove κ statistike najdemo v
predpostavki, da morajo biti podatki v vseh kategorijah k enakomerno zastopani. Če
predpostavka ni izpolnjena, vrednost κ po Fliessu drastično pade, in sicer neodvisno
od števila primerov, kjer so se označevalci popolnoma strinjali.
Problem tovrstnega pojava je leta 2005 opisal Randolph in predlagal nadaljnjo po-
splošitev. V svojem delu [69] navaja odvisnost med nesimetrijo zastopanosti razredov
in vrednostjo κ koeﬁcienta pri nespremenjenih parametrih (nij , n, N , k). Pokazal je,
da je odvisnost kvadratna. Pri označevanju čustvenih stanj v govoru ponavadi razpola-
gamo z nesimetrično zastopanostjo čustvenih kategorij, saj večkrat prevladuje nevtralni
govor, zato tudi Fliessova deﬁnicija izračuna κ koeﬁcienta za podajanje ujemanja mnenj
označevalcev v zbirki EmoLUKS ni primerna.
Rešitev najdemo v delu [69], ki predlaga modiﬁkacijo izračuna Fliessovega κ koeﬁ-
cienta. Razlika je v deﬁniciji parametra Pe, ki ga nadomesti z enačbo (3.5), kjer k v
našem primeru pomeni število kategorij (tj. število čustvenih oznak).
Pe =
1
k
(3.5)
S tako deﬁniranim parametrom Pe se izognemo apriorni omejitvi glede enakomerne
porazdelitve razredov in s tem posledično težavam zaradi kvadratnega vpliva prevladu-
jočega razreda oznak na izračunano vrednost κ koeﬁcienta. Vpliv je Randolph ponazoril
z grafom odvisnosti med nesimetrijo zastopanosti razredov in vrednostjo κ koeﬁcienta.
Izračun κ koeﬁcienta po Randolphu, ki ga v svojem delu imenuje mnogooznačevalski
prostoprostostni kappa koeﬁcient κfree (ang. multirater free-marginal kappa), je v
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celoti deﬁniran z enačbo (3.6).
κfree =

 1
Nn(n− 1)

 N∑
i=1
k∑
j=1
n2ij −Nn



− 1
k
1− 1
k
(3.6)
Randolphov izračun κ koeﬁcienta pa lahko v določenem primeru pomeni tudi sla-
bost. Število vseh mogočih kategorij, ki jih uporabljamo pri označevanju, postane
pomembno in vpliva na končno vrednost izračunanega κ koeﬁcienta. Vrednost koeﬁci-
enta 1
k
pada z večanjem števila mogočih kategorij, kar pa vpliva na večje vrednosti κ
koeﬁcienta tudi pri stalnih vrednostih podatkov (nij , n, N). Zato je pred uporabo izra-
čuna κ koeﬁcienta potreben dober premislek, katere kategorije ponuditi označevalcem
v označevanje.
Vsi opisani postopki za izračun κ koeﬁcientov obravnavajo vsak vzorec v podatkih
z enako utežjo, kar se v končnem rezultatu odraža z dejstvom, da vsak vzorec prispeva
enako utežen prirastek. Pri zbirkah, ki zajemajo posnetke govornega ali videogradiva,
pa je vsak vzorec določen z začetnim in končnim časom. Z izračunom zgoraj opisanih
κ koeﬁcientov na primeru zbirke čustvenih stanj govorca končni rezultat upošteva le
število vseh posnetkov, ki so ocenjeni z označevalci, ne pa tudi njihove dolžine. Izraže-
nost čustvenih stanj govorca je odvisna tudi od časa emocionalnega stanja, v katerem
se govorec nahaja. Zato menimo, da je smiselno k prirastku posameznega posnetka
pri vrednosti izračunanega κ koeﬁcienta upoštevati tudi samo dolžino posnetka. Leta
2009 je Gajšek v ta namen predlagal časovno utežen κ koeﬁcient (ang. time-weighted
kappa coeﬃcient) [71]. Prednosti njegove uporabe je predstavil na primeru zbirke
spontanega čustvenega govora AvID [14]. Poudariti je potrebno, da so pri označevanju
emocionalnih stanj označevalci imeli prosto izbiro časovnega intervala za označevanje
čustvenega stanja, v katerem se je nahajal govorec, zato se je tak izračun κ koeﬁcienta
izkazal za še posebej uspešnega. Za razlago izračuna časovno uteženega κ koeﬁcienta
se lahko spet ozremo na enačbo 3.2, ki jo je deﬁniral Cohen. Parameter Pe ohranja
enako izraženost, kot pri deﬁniranju po Randalphu v enačbi 3.5. S tako izbiro se izo-
gnemo opisani problematiki pri nesimetrično zastopanih kategorijah. Parameter PO pa
namesto enakomernega povprečja vseh vzorcev izraža povprečje glede na dolžino po-
sameznega vzorca. Tako je deﬁniran parameter PO z enačbo 3.7, pri čemer T pomeni
celotno trajanje vseh vzorcev in ti predstavlja trajanje posameznega vzorca.
PO =
1
Tn(n− 1)
N∑
i=1

 k∑
j=1
n2ij − n

 ti (3.7)
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Končni izraz κtw koeﬁcienta pa je predstavljen z enačbo (3.8).
κtw =

 1
Tn(n− 1)
N∑
i=1

 k∑
j=1
n2ij − n

 ti

− 1
k
1− 1
k
(3.8)
Govorno gradivo, ki je bilo označeno v dveh različnih iteracijah označevanja, v na-
daljevanju analiziramo in predstavimo ujemanje mnenj označevalcev. Kot je opisano v
zgornjih odstavkih, so zaradi nesimetrične zastopanosti označenih čustvenih kategorij
smiselni le izračuni κ koeﬁcientov po Randolphovi deﬁniciji v enačbi (3.6) in tudi s
časovno uteženim κ koeﬁcientom, ki je deﬁniran z enačbo (3.8). S tako pridobljeno
analizo želimo opozoriti na različno pojmovanje čustvenih stanj pri posameznem ozna-
čevalcu ter hkrati na različne odločitve označevalcev pri istih posnetkih v dveh različnih
časovnih obdobjih.
Preden se ozremo na izračunane vrednosti κ koeﬁcientov v posameznem podsklopu
posnetkov v posamezni iteraciji označevanja v tabeli 3.6, najprej opišimo opredelitev
posameznih skupin posnetkov. Razdelitev posnetkov izhaja iz analogije z rezultati,
predstavljenimi v predhodnih razdelkih. Združevanje posameznih sklopov posnetkov
predstavimo takole. Pri posnetkih, ki pripadajo skupini ”Polna” povezanost, lahko za
vsak posamezni posnetek, ki je bil ocenjen z istimi petimi ocenjevalci v prvi in drugi
iteraciji, seštejemo posameznikova mnenja v posamezni čustveni kategoriji. Tako v
tem podsklopu posnetkov razpolagamo pri posameznem posnetku z desetimi mnenji
petih različnih ocenjevalcev, ki so podali svoja mnenja v dveh različnih časovnih ob-
dobjih. Podobno lahko storimo pri podsklopu posnetkov, ki so zastopani v skupini
”Razvezani”. V tej skupini smo v drugi iteraciji dodatno razčlenili 172 posnetkov, ki
so bili že označeni v prvi iteraciji na skupaj 421 posnetkov. Vseeno lahko seštejemo
mnenja označevalcev v posameznih kategorijah, z vektorjem povezav med posnetki,
označenimi v prvi iteraciji in njihovimi smiselno zaključenimi (krajšimi) pripadniki v
drugi iteraciji. Na enak način kot v prejšnjem podsklopu lahko pridobimo deset mnenj
petih označevalcev, ki so podali svoja mnenja v dveh različnih časovnih obdobjih. Pri
združevanju posnetkov, ki so zajeti v skupino ”Brez” povezave, žal ne moremo zdru-
žiti mnenja ocenjevalcev, saj skupina v prvi iteraciji zajema 398 posnetkov, v drugi
pa 25 posnetkov, ki so medsebojno nepovezani in zato neodvisni. Pri združevanju v
zbirko EmoLUKS lahko preprosto združimo posnetke, ne pa tudi mnenj ocenjevalcev.
Vseeno se lahko poizkusimo pridobiti κ vrednost z desetimi mnenji o posnetkih tako,
da preprosto izvedemo manipulacijo nad vsemi ocenjenimi mnenji in jih pomnožimo z
dve. Tako lahko enotno predstavimo stolpec ujemanj med označevalci v združeni zbirki
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Skupina Govorec 1. iteracija 2. iteracija EmoLUKS
κfree κtw κfree κtw κfree κtw
Polna 01m_av 0.31 0.32 0.32 0.36 0.33 0.35
pove- 01f_lb 0.29 0.28 0.35 0.35 0.34 0.33
zanost skupaj 0.30 0.31 0.33 0.36 0.33 0.35
Razdelje- 01m_av 0.31 0.35 0.31 0.36 0.30 0.35
na pove- 01f_lb 0.30 0.34 0.29 0.30 0.30 0.31
zanost skupaj 0.30 0.35 0.31 0.35 0.30 0.34
Brez 01m_av 0.40 0.42 0.34 0.34 0.46 (0.39) 0.48 (0.41)
povezave 01f_lb 0.38 0.37 0.22 0.24 0.44 (0.37) 0.44 (0.37)
skupaj 0.39 0.41 0.31 0.33 0.45 (0.39) 0.47 (0.40)
Skupaj 01m_av 0.34 0.36 0.32 0.36 0.35 0.38
01f_lb 0.33 0.33 0.33 0.33 0.37 0.38
skupaj 0.34 0.35 0.32 0.35 0.36 0.38
Tabela 3.6: Primerjava ujemanja označevalcev s koeﬁcientom κfree in koeﬁcientom
κtw. V skupini ”Brez povezave” so v oklepajih predstavljeni izračuni κ koeﬁcientov
z realnimi petimi označevalci, medtem ko vrednosti, ki niso v oklepajih, pomenijo
vrednosti nad združenimi posnetki, katerih mnenja ocenjevalcev v posamezni kategoriji
smo upoštevali dvakratno.
”EmoLUKS”. Ravno v tem primeru lahko tudi opazujemo problem podajanja ujema-
nja mnenj s κ statistiko. Če manipuliramo s številom ocenjevalcev, pridobimo znatno
povečano vrednost koeﬁcienta. V našem primeru celo za toliko, da lahko rezultatom
zagotovo pripišemo novo kategorijo, kot je predstavljena v tabeli 3.5. V obravnavani
skupini smo v tabeli 3.6 podali v oklepajih tudi izračunane κ vrednosti za realni primer
ujemanja mnenj petih ocenjevalcev in z vsemi medsebojno neodvisnimi, a združenimi
posnetki, ki so zajeti v zbirki EmoLUKS.
V tabeli 3.6 lahko medsebojno primerjamo le skupino z imenom ”Polna povezanost”,
in to le med prvo in drugo iteracijo označevanja. V tej skupini je bilo označenih 543
posnetkov, od tega 378 posnetkov govorca 01m_av in 155 posnetkov govorke 01f_lb.
Označevanje je izvedlo istih pet označevalcev. Pri ponovnem označevanju (2. itera-
cija) opazimo večje ujemanje med ocenjevalci, še zdaleč pa ne tako znatnega, da bi
lahko drugače kategorizirali ujemanje, kot je to predstavljeno v [70]. Glede na prido-
bljene κ vrednosti v tabeli 3.6 lahko za vsako skupino in tudi za vse združene podatke
kategoriziramo ujemanje med označevalci kot ”pošteno” ujemanje.
V slovenskem prostoru lahko primerjamo pridobljen rezultat s podatkovno zbirko
spontanega čustvenega govora AvID, ki je obsežnejše predstavljena v [72]. Čeprav je
zbirka zajeta na podlagi drugačne metodologije in vsebuje spontana čustvena stanja
govorcev, so oznake čustvenih oznak pripisane prav tako na podlagi večinskega mnenja
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označevalcev. Avtorji zbirke poročajo o ujemanju mnenj označevalcev z mero κfree v
vrednosti 0,3, z mero κtw pa kot 0,32. V tabeli 3.6 vidimo, da z zbirko EmoLUKS pri-
dobimo primerljive številke, ki pa odražajo nekoliko boljši rezultat. Za κtw pridobimo
vrednost 0,36, za κtw pa vrednost 0,38. Nekoliko boljše rezultate lahko pripisujemo
temu, da so označevalci imeli pri zbirki EmoLUKS na voljo za označevanje točno do-
ločene odseke posnetkov, in tudi temu, da so označevalci označevali čustvena stanja
enega moškega in ene ženske. Pri zbirki AvID pa so označevalci označevali več različnih
govorcev in govork. Obe podatkovni zbirki po kategorizaciji Landisa in Kocha lahko
kategoriziramo s ”poštenim” ujemanjem.
3.2.3 Konsistentnost mnenj označevalcev
Primerjavo podanih mnenj posameznega ocenjevalca v prvi in drugi iteraciji lahko
opazujemo s tabelo zamenjav (ang. confussion matrix) za posameznega označevalca.
Zaradi obsežnosti predstavitve tabel zamenjav za vsakega ocenjevalca jih predstavimo
v Dodatku A. Na tem mestu predstavimo rezultate strnjeno v eni sami tabeli 3.7. Pred-
stavljeni rezultati so zbrani le za skupno zastopanost označenih posnetkov, ki so jim
ocenjevalci mnenje v drugi iteraciji spremenili, in hkrati skupno zastopanost označe-
nih posnetkov, ki jim ocenjevalci niso spremenili čustvenih oznak. Dodatno v tabeli
zaradi boljše nazornosti izračunamo tudi delež spremenjenih in nespremenjenih mnenj
označevalcev.
Rezultate zopet razdelimo glede na izvor posnetkov. Tokrat lahko opazujemo spre-
membe le za skupino ”polno povezanih” in skupino ”razdeljena povezanost”. Druga
skupina v tabelah zamenjav v tabeli 3.7 so rezultati na podlagi naslednjega predvide-
vanja: če daljše posnetke, v katerih je jasno izraženo določeno čustveno stanje govorca,
razdelimo na manjše odseke, bodo zaradi jasnosti izražanja čustvenega stanja označe-
valci pripisali enako čustveno stanje v vseh ponovno označenih razdeljenih posnetkih.
Tako skupina ”razdeljena povezanost” pomeni rezultate vsakega razdeljenega posnetka,
ki je bil označen v drugi iteraciji, pri čemer kot referenčno oznako predvideva mnenje
posameznega označevalca iz prve iteracije.
Tabela 3.7 priča o kompleksnosti označevanja čustvenih stanj govorca. Povprečno
število vseh spremenjenih mnenj označevalcev v prvem sklopu posnetkov predstavi, da
so označevalci kar 48,52 odstotno spremili svoje mnenje glede na podano mnenje v prvi
iteraciji. Če opazujemo spremembo mnenj pri posameznem ocenjevalcu neodvisno od
identitete govorca (razdelek skupaj), opazimo, da sta ženski označevalki v povprečju
zamenjali mnenje kar v 57,3 odstotka primerkov, medtem ko moški označevalci v 42,7
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%. Z opazovanjem rezultatov v obravnavanem podsklopu posnetkov lahko rečemo,
da je konsistentnost petih označevalcev, ki so označevali čustvena stanja govorcev iz
posnetkov radijskih iger, slaba. Moški označevalci so bolj konsistentno podajali mnenja
o čustvenih stanjih govorca kot ženski označevalki.
Pri drugi skupini posnetkov lahko preverimo, ali daljši posnetki, katerih dolžino do-
loča cela poved, jasno izražajo čustvena stanja govorca in ali se čustvena stanja govorca
spreminjajo tudi v krajših smiselnih stavkih. V tabeli 3.7 opazimo, da je povprečna
sprememba mnenja pri vseh označevalcih zaznana v 56 odstotkih primerov. Zopet sta
ženski ocenjevalki večkrat spremenili mnenje kot moški ocenjevalci. Povprečen delež
sprememb vseh zajetih posnetkov v podsklopu ”razdeljena povezanost” kaže, da so v
daljših povedih pri radijskih igrah lahko izražena tudi čustvena stanja govorca, ki se
medsebojno prepletajo ali celo spreminjajo. Na podlagi tega lahko sklepamo, da so za
označevanje čustvenih stanj primernejše krajše smiselne zaključene enote.
Tabela 3.7 podaja tudi skupno število sprememb mnenj ocenjevalcev. V povprečju
so izmed 963 posnetkov, ki so bili v celoti ocenjeni tudi v prvi iteraciji označevanja,
spremenili svojo odločitev kar v 52 odstotkih primerov. To dejstvo nakazuje na težavno
dojemanje čustvenih stanj govorcev v radijskih igrah in seveda dodatno potrjuje vzrok,
zaradi katerega ni splošno sprejete deﬁnicije čustvenih stanj pri človeku.
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Označ. Govorec Polna Razdeljena Skupaj
št. nespr.in [%] št. spr. in [%] št. nespr.in [%] št. spr. in [%] št. nespr.in [%] št. spr. in [%]
01m 01m_av 219 56.59 168 43.41 164 50.15 163 49.85 383 53.64 331 46.36
01f_lb 89 57.42 66 42.58 44 46.81 50 53.19 133 53.41 116 46.59
neodvisno 308 56.83 234 43.17 208 49.41 213 50.59 516 53.58 447 46.42
02m 01m_av 211 54.52 176 45.48 133 40.67 194 59.33 344 48.18 370 51.82
01f_lb 87 56.13 68 43.87 46 48.94 48 51.06 133 53.41 116 46.59
neodvisno 298 54.98 244 45.02 179 42.52 242 57.48 477 49.53 486 50.47
03m 01m_av 242 62.53 145 37.47 203 62.08 124 37.92 445 62.32 269 37.68
01f_lb 84 54.19 71 45.81 41 43.62 53 56.38 125 50.20 124 49.80
neodvisno 326 60.15 216 39.85 244 57.96 177 42.04 570 59.19 393 40.81
01f 01m_av 160 41.34 227 58.66 106 32.42 221 67.58 266 37.25 448 62.75
01f_lb 60 38.71 95 61.29 28 29.79 66 70.21 88 35.34 161 64.66
neodvisno 220 40.59 322 59.41 134 31.83 287 68.17 354 36.76 609 63.24
02f 01m_av 171 44.19 216 55.81 113 34.56 214 65.44 284 39.78 430 60.22
01f_lb 72 46.45 83 53.55 43 45.74 51 54.26 115 46.18 134 53.82
neodvisno 243 44.83 299 55.17 156 37.05 265 62.95 399 41.43 564 58.57
povp. 01m_av 200.6 51.83 186.4 48.17 143.8 43.98 183.2 56.02 344.4 48.24 369.6 51.76
01f_lb 78.4 50.58 76.6 49.42 40.4 42.98 53.6 57.02 118.8 47.71 130.2 52.29
neodvisno 279 51.48 263 48.52 184.2 43.75 236.8 56.25 463.2 48.10 499.8 51.90
Tabela 3.7: Pregled ujemanja mnenj označevalcev glede na posamezne podsklope posnetkov. Primerjanje lahko izvedemo samo
v podsklopu, kjer je izvedena popolna povezava med posnetki v prvi in drugi iteraciji, medtem ko v sklopu razvezane povezave
medsebojno primerjamo oznako, ki je bila dodeljena v prvi iteraciji nad daljšim posnetkom in krajšimi posnetki v drugi iteraciji.
Kot zadnjo vrstico izračunamo povprečje spremenjenih in nespremenjenih mnenj vseh označevalcev
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3.2.4 Vpliv večinskega mnenja v posamezni iteraciji označevanja
V tem razdelku se osredotočamo na količinski pregled označenih posnetkov čustvenega
govora, ki so zajeti v zbirki EmoLUKS. Ločeno obravnavamo označeno gradivo v vsaki
iteraciji posebej in hkrati tudi predstavimo združeno označeno gradivo v zbirki Emo-
LUKS.
V zbirki EmoLUKS je končna oznaka čustvenega stanja posameznega govorca do-
ločena z večinskim mnenjem (ang. majority voting) ocenjevalcev o posameznem po-
snetku. Večinsko mnenje je določeno z večino mnenj vseh ocenjevalcev. Če seštevek
mnenj v posamezni čustveni kategoriji pomeni večino, se posnetku pripiše ta čustvena
oznaka. S takim načinom pripisa končnega čustvenega stanja govorca v posameznem
posnetku privzamemo, da je število mnenj označevalcev, ki se strinjajo glede neke
oznake, bliže realnemu čustvenemu stanju govorca v posnetku kot pri nestrinjanju.
Očitno je, da tovrstni pristop lahko privede tudi do nesoglasja označevalcev. V pri-
meru nesoglasja smo deﬁnirali novo kategorijo ”nedoločeno čustveno stanje govorca”.
Ta zajema posnetke posameznika, ki jih na podlagi večinskega mnenja označevalcev ni
bilo mogoče določiti. Kot smo opisali v razdelku 3.1.2, smo pri označevanju poleg ču-
stvenih kategorij označevalcem ponudili v presojo tudi stanje ”nič-od-tega”. Ta oznaka
opredeljuje bolj kompleksna čustvena stanja govorca, ki niso zajeta v sistemizaciji, ki
jo obravnavamo pri označevanju čustvenih stanj govorca. Zaradi manjšega števila to-
vrstnih oznak, ki so bile pridobljene pri označevanju, te posnetke prav tako preslikamo
v novo ustvarjeno kategorijo ”nedoločeno čustveno stanje govorca”.
Zasnova označevanja čustev iz posnetkov, pridobljenih iz radijskih iger, nam tudi
tokrat narekuje združevanje mnenj posameznih podsklopov posnetkov na način, kot
smo ga opisali. To neposredno vpliva na izračun večinskega mnenja označevalcev pri
posameznem posnetku. Pri podsklopu posnetkov, ki pomeni polno povezavo med prvo
in drugo iteracijo označevanja, smo mnenja ocenjevalcev, pridobljena tako v prvi kot
v drugi iteraciji, združili in nato pri vseh desetih mnenjih določili večinsko mnenje,
ki pripiše končno čustveno oznako. Slika 3.5 prikazuje količino posnetkov z enakim
večinskim mnenjem v posamezni čustveni kategoriji. Večinsko mnenje posnetkov, ki
so bili označeni v prvi (rdeča barva) in drugi iteraciji (rumena barva) označevanja,
je določeno na podlagi mnenj petih označevalcev. Združena večinska mnenja pa so
bila pridobljena z združevanjem mnenj označevalcev v prvi in drugi iteraciji označe-
vanja. Tako je združeno večinsko mnenje (zelena barva) določeno na podlagi desetih
mnenj označevalcev. Na sliki 3.5 opazimo, da so mnenja ocenjevalcev, pridobljena v
drugi iteraciji označevanja znatno zmanjšala količino posnetkov, ki pripadajo ”nedolo-
čeni čustveni kategoriji”. Pri združenih mnenjih ocenjevalcev pa se količina še naprej
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Slika 3.5: Analiza vpliva večinskega mnenja za podsklop posnetkov s polno povezanostjo
med prvo in drugo iteracijo označevanja glede na zastopanost posnetkov v posamezni
čustveni kategoriji
zmanjšuje za več kot polovico vseh posnetkov iz kategorije ”nedoločeno”, označenih v
prvi iteraciji.
Pri podsklopu posnetkov ”razdeljene povezanosti” lahko na podoben način predsta-
vimo končne oznake posnetkov v prvi in drugi iteraciji označevanja. Končno čustveno
oznako posameznega posnetka lahko pripišemo na podlagi pridobljenih mnenj v prvi
in drugi iteraciji označevanja skupaj. Slika 3.6 prikazuje količino označenih posnetkov,
ki pripadajo določeni čustveni kategoriji na podlagi večinskega mnenja ocenjevalcev za
podsklop posnetkov z imenom ”razdeljena povezanost”.
Količina posnetkov, ki je bila označena v prvi (rdeča barva) in drugi (rumena barva)
iteraciji označevanja, pa je bila določena s pomočjo večinskega mnenja petih označeval-
cev. Na sliki 3.6 opazimo, da je količina posnetkov znatno manjša od količine posnetkov
v drugi iteraciji (421), saj smo posnetkom v drugi iteraciji določili drugačno ločilno mejo
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Slika 3.6: Analiza vpliva večinskega mnenja za podsklop posnetkov z razdeljeno po-
vezanostjo med prvo in drugo iteracijo označevanja glede na zastopanost posnetkov v
posamezni čustveni kategoriji
in jih zato lahko predstavimo tudi kot razčlembe (172) posnetkov, ki so jih ocenjevalci
označevali v prvi iteraciji označevanja. Da bi ponudili realen vpogled tudi pri združeva-
nju mnenj ocenjevalcev, sliko razširimo s količino razrezanih posnetkov in s pripisanimi
oznakami večinskega mnenja v prvi iteraciji. Tovrstno zastopanost posnetkov v posa-
mezni čustveni kategoriji predstavimo s stolpci rdeče barve s poševnimi črtami in jo na
sliki 3.6 imenujemo 1. iter. (količinska izenačitev).
Z združevanjem mnenj oznak v prvi iteraciji (količinska izenačitev) in drugi iteraciji
smo izračunali večinsko mnenje označevalcev, oznake pa pripisali posnetkom, zajetim
v zbirko EmoLUKS. Količina posnetkov, ki smo jim določili večinsko mnenje s po-
močjo združevanja mnenj ocenjevalcev v prvi in drugi iteraciji, je ponazorjena z zeleno
barvo. Posnetki v skupini združeno zavzemajo identične posnetke, kot so jih ocenjevalci
označevali v drugi iteraciji, čustvene oznake pa odražajo večinsko mnenje ocenjevalcev,
določeno v prvi in drugi iteraciji skupaj.
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Iz slike 3.6 razberemo, da se pri izračunu večinskega mnenja pri posnetkih druge
iteracije poveča število posnetkov, ki pripadajo čustvenim kategorijam strah, nevtralno
in gnus. Pri čustvenih kategorijah žalost, jeza, presenečenje in veselje pa se zmanjša.
Prav tako se zastopanost posnetkov v drugi iteraciji označevanja, ki jim ne moremo
določiti čustvenega stanja na podlagi večinskega mnenja, poveča. Novo porazdelitev
zastopanosti posnetkov v posamezni kategoriji lahko pripišemo novi ločilni meji posnet-
kov. Čeprav ne moremo preveriti, ali so večinske oznake posameznega posnetka s tem
načinom označevanja bliže realni čustveni oznaki govorca, vseeno potrdimo, da nova
ločilna meja vnaša v označeno gradivo nove zastopanosti posnetkov čustvenih stanj. To
nakazuje, da so v radijskih igrah v posameznih povedih tudi večkrat izražena čustvena
stanja govorca, ki se v daljših povedih medsebojno prepletajo.
Če združimo oznake ocenjevalcev pri posnetkih, ki so bili označeni v prvi in drugi
iteraciji, ter nato izračunamo večinsko mnenje (stolpec, izražen z zeleno barvo), prido-
bimo nove zastopanosti posnetkov v posamezni čustveni kategoriji. Iz slike 3.6 razbe-
remo, da se količina posnetkov z nedoločeno čustveno oznako pri združenem večinskem
mnenju znatno zmanjša v primerjavi s prvo in tudi z drugo iteracijo označevanja. Če
primerjamo prvo iteracijo označevanja, se količina posnetkov, ki pripadajo večini ču-
stveni kategorij, poveča. Izjemi sta le jeza in veselje. Prav tako se večina čustvenih
kategorij v primerjavi z drugo iteracijo poveča, tokrat sta izjemi le gnus in strah.
Označeno zbirko EmoLUKS pridobimo z izračunom večinskega mnenja v skupinah
posnetkov ”polna povezanost” in ”razdeljena povezanost” pri vseh mnenjih ocenjevalcev
v prvi in drugi iteraciji. V končno označeno zbirko seveda vključimo tudi posnetke, ki
so bili označeni v prvi ali drugi iteraciji in med seboj nimajo nikakršne odvisnosti, s
katero bi lahko združili mnenja ocenjevalcev. Vsem tem posnetkom podsklopa ”Brez
povezave” (397 v prvi in 25 v drugi iteraciji) določimo končne oznake na podlagi le
petih ocenjevalcev.
Sliki 3.5 in 3.6 predstavita količino posnetkov v prvi, drugi in združeni iteraciji
za vsak podsklop posnetkov. Ničesar pa ne povesta o kakovosti večinskega mnenja
označb. Kot smo že opisali, realne oznake emocionalnega stanja govorca v posnetku ne
poznamo. Zato so pridobljene označbe posnetkov z eno od čustvenih kategorij približek
realne označbe. Na splošno si želimo, da bi se v čim več primerih ocenjevalci popol-
noma strinjali o posamezni čustveni oznaki pri posameznem posnetku. Takrat bi lahko
rekli, da je približek realni oznaki velik. V nasprotnem mejnem primeru, kjer se mnenja
ocenjevalcev o posameznem posnetku popolnoma razlikujejo, pa tega žal ne moremo tr-
diti. V ta namen smo tovrstne posnetke združili v novo kategorijo ”nedoločeno”. Ker so
oznake čustvenih stanj močno odvisne od subjektivnega mnenja ocenjevalcev, je takih
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primerov, kjer dobimo popolno ujemanje mnenj, malo, vseeno pa je močno zastopano
tako gradivo, ki smo mu pripisali čustveno oznako na podlagi ujemanja večine mnenj
ocenjevalcev. Te oznake so bile pridobljene na podlagi mnenj, kjer se mnenja večine
ocenjevalcev ujemajo, manjšine pa ne. Da bi lahko ovrednotili, kako kakovostne so
pripisane oznake posameznemu posnetku, se moramo ozreti na razdelek 3.2.2 in vnovič
uporabiti del enačbe, ki omogoča izračun κ koeﬁcienta ujemanja. Kot smo že opisali,
κ koeﬁcient izračunamo s PO (dejansko razmerje ujemanja ocenjevalcev) in Pe (pri-
čakovano naključno ujemanje ocenjevalcev). Če izračunamo vrednost PO na podlagi
večinskega mnenja o čustveni oznaki posnetka in posnetke obravnavamo glede na pri-
pisano oznako, lahko izračunamo število posameznih posnetkov, ki pridajo določenemu
PO. Če zastopanost posnetkov združimo na posameznih intervalih lahko pregledno in
jasno predstavimo za vsako čustveno kategorijo posebej porazdelitev kakovosti čustve-
nih oznak posnetkov pridobljenih na podlagi večinskega mnenja za vsakega govorca v
zbirki EmoLUKS posebej. Dejansko razmerje ujemanja smo za vsak posnetek posebej
izračunali z enačbo 3.3, le da PO na tem mestu nismo izračunali povprečja prek vseh
posnetkov. Izračun PO za vsak posamezni posnetek j lahko predstavimo z enačbo 3.9,
kjer je k število izbir pri označevanju, n število označevalcev in ni število ocen pri
posamezni kategoriji.
POj =
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
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Na slikah 3.7 in 3.8 na podlagi izračunanega POj v enačbi 3.9 pri vsakem posnetku
in izračunom frekvenčne zastopanosti posnetkov prek POj lahko v petih intervalih pri-
kažemo histogram kakovosti ocen, pridobljenih z večinskim mnenjem. Če frekvenčno
zastopanost v posamezni čustveni kategoriji normiramo s številom vseh označenih po-
snetkov v posamezni kategoriji, ki pripadajo posameznemu intervalu, lahko pridobimo
predstavljena histograma na slikah 3.7 in 3.8. Normiranje posnetkov je ponazorjeno
za čustveno kategorijo k na intervalu p z enačbo 3.10, kjer je Nk število vseh posnet-
kov, ki pripadajo čustveni kategoriji k, Nkp pa število posnetkov posamezne čustvene
kategorije k na intervalu p.
Pkp =
Nkp∑
j=1
POj
Nk
(3.10)
S takim načinom ponudimo bralcu jasen vpogled v kakovost pridobljenega večin-
skega mnenja za vsako čustveno kategorijo. Tako smo umetno enačili ocene za podsklop
3.2 Analiza označenega govornega gradiva 61
Slika 3.7: Histogram kakovosti izračunanih večinskih mnenj za govorca 01m_av za
vsako čustveno kategorijo posebej. P je deﬁniran na podlagi enačbe 3.10. Na sliki je
predstavljen odstotek zastopanosti posnetkov posamezne čustvene kategorije v zbirki
EmoLUKS za govorca 01m_av na petih izbranih intervalih normiranega medsebojnega
ujemanja pridobljenih oznak. Večji P pomeni večje število strinjanja ocenjevalcev,
manjši pa manjše število strinjanja med ocenjevalci
posnetkov brez povezave in hkrati ohranili končno mnenje ocenjevalcev, pridobljeno s
petimi ocenjevalci ter obenem ohranili razmerja mnenj. Le ta način nam omogoči pred-
stavitev kakovosti pridobljenih čustvenih oznak nad vsemi posnetki v zbirki EmoLUKS.
Najprej se osredotočimo na histogram kakovosti ocen večinskega mnenja za moškega
govorca 01m_av v zbirki EmoLUKS (slika 3.7). Če izračunamo središčno vrednost
normiranega Pkp , med vsemi kategorijami na posameznem intervalu lahko dodatno
razvrstimo intervale od najbolj do najmanj relativno zastopanega. Največ posnetkov
pripada intervalu 0, 2 ≤ Pkp < 0, 4 z vrednostjo mediane 46,9 %, izračunane v smislu
relativne zastopanosti posnetkov v vseh čustvenih kategorijah v posameznem intervalu.
Ta interval zastopa največje število posnetkov vseh čustvenih kategorij. Na tem inter-
valu so zastopani posnetki s čustvenimi oznakami, pri katerih so se najmanj štirje in
največ šest ocenjevalcev strinjalo o čustveni oznaki pri pri in drugi iteraciji označeva-
nja. Sledi mu interval 0, 4 ≤ Pkp < 0, 6 s središčno vrednostjo zastopanosti posnetkov
vseh čustvenih kategorij na obravnavanem intervalu z vrednostjo 16,81 %. V tem inter-
valu najdemo posnetke, kjer se je najmanj šest in največ sedem ocenjevalcev strinjalo
o čustveni kategoriji, pripisani posameznemu posnetku. Naslednji interval glede na
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središčno razvrstitev zastopanosti je interval, deﬁniran kot 0.8 ≤ Pkp ≤ 1, 0, kjer je
najmanj devet in največ deset označb pripisanih čustveni kategoriji. Temu intervalu
izračunamo vrednost mediane 14,16 %. Ta interval je najboljši približek realni oceni
čustvene kategorije govorca v posameznem posnetku. Naslednji interval s središčnico
11,60% je deﬁniran kot 0.6 ≤ Pkp < 0.8. V tem intervalu je natančno 8 ocen pri-
pisanih enaki čustveni kategoriji. Najmanj zastopan je prvi interval 0 ≤ Pkp < 0, 2.
V njem so najmanj 3 in največ 4 ocene pripisane enaki čustveni kategoriji. Njegova
vrednost mediane za govorca 01m_av je 7,5%. Iz predstavljenega histograma na sliki
3.7 lahko identiﬁciramo kvaliteto označenih čustvenih stanj govorca 01m_av za vsako
označeno čustveno kategorijo posebej. Posebno pozornost zbuja zastopanost kvalitete
označb čustvene kategorije gnus. Glede na večinsko mnenje ocenjevalcev smo za go-
vorca 01m_av, lahko le za deset posnetkov določili to čustveno oznako. Med vsemi
desetimi, žal nismo zasledili popolnega strinjanja ocenjevalcev, kar je razvidno tudi iz
slike 3.7. Ocena kvalitete oznak večinskega mnenja posnetkov kategorije gnus tako oce-
njujemo za slabšo v primerjavi z drugimi čustvenimi kategorijami, katerih zastopanost
lahko zasledimo v vseh obravnavanih intervalih. V intervalu, ker so zajeti posnetki,
katerim lahko pripišemo najboljši približek realni čustveni kategoriji govorca najdemo
vse čustvene kategorije, razen že prej omenjenega čustvenega stanja gnus in čustvenega
stanja žalost. Iz obravnavanega histograma lahko povzamemo, da govorec 01m_av v
obravnavanih radijskih igrah dobro izraža jezo, presenečenje, strah in veselje, medtem
ko čustvena stanja gnus in žalost slabše. Tukaj lahko poudarimo, da je slabša izraženost
lahko odraz vlog, ki jih govorec 01m_av uprizarja v radijskih igrah. Na to nakazuje
tudi celotna zastopanost označenih čustvenih kategorij. Za primer govorca 01m_av v
kategoriji gnus je zastopanih le 0,7 % in za kategorijo žalost le 2,9 % vseh označenih
posnetkov.
Slika 3.8 prikazuje kakovost označb, pridobljenih na podlagi večinskega mnenja
oznak v zbirki EmoLUKS za govorko 01f_lb. Podobno kot v prejšnjem histogramu
na sliki 3.7 lahko izračunamo središčnico zastopanosti posnetkov med kategorijami, za-
stopanimi na posameznem intervalu. Te znašajo za prvi interval 2,22 %, za drugega
49,02 %, za tretjega 18,75 %, za četrtega 12,96 % in za zadnjega (petega) 11,59 %.
Tako kot pri govorcu 01m_av daleč pred vsemi prevladuje količina posnetkov na in-
tervalu 0, 2 ≤ Pkp < 0, 4 . Prav tako v zadnjem intervalu, kjer je količina posnetkov
najboljši približek realni čustveni kategoriji, ne najdemo čustvene kategorije gnus in
žalost. Enako kot pri govorcu 01m_av lahko rečemo, da je med označenimi posnetki
v radijskih igrah govorka slabo izražala gnus in žalost. Spet lahko opozorimo, da je
zastopanost v teh dveh čustvenih kategorijah pri vseh označenih posnetkih govorke
01f_lb najmanjša in znaša za gnus 1,2 % in za žalost 1,5 %.
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Slika 3.8: Histogram kakovosti izračunanih večinskih mnenj za govorko 01f_lb za vsako
čustveno kategorijo posebej. P je deﬁniran na podlagi enačbe 3.10 Na sliki je tako pred-
stavljen odstotek zastopanosti posnetkov posamezne čustvene kategorije v zbirki Emo-
LUKS za govorko 01f_lb na izbranih petih intervalih normiranega medsebojnega uje-
manja pridobljenih oznak. Večji P pomeni večje število strinjanj ocenjevalcev, manjši
pa manjše število strinjanj med ocenjevalci
Največ posnetkom v zbirki EmoLUKS smo čustvene oznake pripisali na podlagi
ujemanja mnenj najmanj štirih in največ šestih označevalcev. To odraža interval
0, 2 ≤ Pkp < 0, 4, tako pri ženski govorki kot pri moškem govorcu. V tem intervalu
je zastopanih nekaj manj kot 50 % vseh označenih posnetkov v zbirki. Tako močno
zastopanost posnetkov na tem intervalu potrjuje tudi končna kategorizacija zbirke po
Landisu in Kocku, ki opredeljujeta tovrstni rezultat kot ”pošteno” ujemanje. Čeprav
smo si pred graditev zbirke EmoLUKS želeli pridobiti čim več posnetkov, ki bi odra-
žali popolno ujemanje vseh označevalcev, smo z opisano metodologijo pridobili takih le
približno 10 % posnetkov v podatkovni zbirki. Tako pri ženski kot pri moškem govorcu
nismo pridobili takih pri čustvenih kategorijah žalost in gnus. Zaradi manjše količinske
zastopanosti zanesljivo označenih posnetkov smo v zbirki EmoLUKS s κ zanesljivost
označevanja čustvene kategorije s pridom uporabili pozneje za tvorbo in oceno najbolj-
ših parametričnih čustvenih akustičnih modelov, s katerimi tvorimo čustveni slovenski
govor.
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3.2.5 Pregled označenega govornega gradiva v zbirki EmoLUKS
Zaključek tega razdelka predstavimo v tabeli 3.8, kjer predstavimo celotno označeno
govorno gradivo izbrane govorke in govorca. Deleži označenega gradiva so prikazani kot
odstotek zastopanosti posnetkov v posamezni čustveni kategoriji. Zaradi primerjave in
skladno s prejšnjimi razdelki predstavimo tudi deleže zastopanosti v posamezni iteraciji
označevanja. Označevalci so označili čustvena stanja govorcev, njihovo večinsko mne-
nje pa lahko razdelimo v osem kategorij. Kot smo že pokazali na slikah 3.5 in 3.6, se
tudi pri analizi celotne zbirke EmoLUKS opazi znatno zmanjšanje oznak posnetkov, ki
pomenijo nedoločeno čustveno stanje govorca, na 11 odstotkov. V primerjavi z analizo
celotne prve iteracije, kjer smo razpolagali z 18 odstotki tovrstnih oznak posnetkov, in
hkrati celotne druge iteracije, kjer ni bilo mogoče določiti čustvene oznake govorca v 20
odstotkih primerov posnetkov, lahko rečemo, da je način združevanja mnenj označeval-
cev v prvi in drugi iteraciji v podatkovno zbriko EmoLUKS znatno pripomogel k boljši
razporeditvi označenih posnetkov v realne čustvene kategorije. Z uporabo metode smi-
selnega združevanja mnenj označevalcev in/ali posnetkov, označenih v prvi in/ali drugi
iteraciji označevanja, smo povečali relativno zastopanost vseh čustvenih kategorij. Če-
prav se v tabeli 3.8 opazi relativno zmanjšanje količine posnetkov v čustveni kategoriji
gnus, naj omenimo, da je absolutna zastopanost kategorije gnus večja kot v obeh ite-
racijah označevanja. Enake interpretacije pa, žal, ne moremo zagotoviti, če opazujemo
skupno trajanje posnetkov.
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Iteracija Govorec Število Trajanje Delež oznak večinskega mnenja čust. stanj govorca [%]
posnetkov ves. pres. gnus jeza nev. str. žal. ned.
1. iter. 01m_av 762 1:01:29 8.53 11.02 1.18 14.44 36.48 5.38 4.86 18.11
01f_lj 348 14:56 11.78 14.94 4.02 28.45 11.21 8.05 2.30 19.25
skupaj 1110 1:16:24 9.55 12.25 2.07 18.83 28.56 6.22 4.05 18.47
2. iter. 01m_av 733 49:12 8.59 9.69 1.36 12.55 35.06 9.41 3.14 20.19
01f_lj 255 8:27 10.59 17.25 6.27 21.96 12.94 10.98 2.35 17.65
skupaj 988 57:39 9.11 11.64 2.63 14.98 29.35 9.82 2.94 19.53
EmoLUKS 01m_av 975 1:02:31 8.72 11.59 1.03 15.69 39.69 7.79 4.10 11.38
01f_lj 410 14:44 12.44 16.83 4.15 27.56 13.17 10.98 3.90 10.98
skupaj 1385 1:17:16 9.82 13.14 1.95 19.21 31.84 8.74 4.04 11.26
Tabela 3.8: Pregled deležev označenih posnetkov s čustvenim govorom glede na večinsko mnenje označevalcev za prvo in drugo
iteracijo ter združena mnenja prve in druge iteracije v podatkovni zbirki EmoLUKS. Tabela obsega vse mogoče označene kategorije
čustvenih stanj, ki so bile označevalcem ponujene pri označevanju. Zaradi preglednosti uporabljamo okrajšave, ki jih na tem
mestu opišemo tudi s polnimi imeni. ves. - veselje, pres. - presenečenje, nev. - nevtralno, str. - strah, žal. - žalost in ned. -
nedoločeno
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3.3 Vrednotenje podatkovne zbirke s samodejnim sistemom za raz-
poznavanje čustvenih stanj govorca
Vsak samodejni sistem, ki omogoča razpoznavanje vhodnih vzorcev je močno odvisen
od učne množice, s pomočjo katere razvijemo sistem. Razvijalci z uveljavljenimi po-
stopki vrednotenja ponavadi ovrednotijo različne postopke za udejanjanje samodejnega
sistema razpoznavanja določenega problema nad enakimi vhodnimi podatki. Ker so
tovrstni sistemi močno odvisni od vhodnih podatkov, lahko z razvojem podobnih siste-
mov nad različnimi podatkovnimi zbirkami in na podlagi vrednotenja razvitih sistemov
približno ovrednotimo tudi kakovost vhodnih podatkov. Če razvijemo nad obravnavano
zbirko čustvenega govora sistem za razpoznavanje čustvenih stanj govorca in preverimo
delovanje sistema tudi na drugih zbirkah čustvenega govora, lahko primerjamo uspe-
šnost razpoznavalnikov. Če pridobimo primerljive rezultate vrednotenja, lahko potr-
dimo, da obravnava podatkovna zbirka vsebuje jasno izražena čustvena stanja govorca,
vsaj v tolikšni meri kot druga podatkovna zbirka čustvenega govora.
S predstavljenim načinom vrednotenja skušamo odgovoriti na vprašanje, ali po-
snetki čustvenega govora s pripadajočimi paralingvističnimi oznakami, zbrani v zbirki
EmoLUKS, vsebujejo dovolj informacij za samodejno razpoznavo čustvenih stanj go-
vorca. Pridobljene rezultate primerjamo z drugimi slovenskimi in tujejezičnimi zbir-
kami čustvenega govora ter na podlagi primerjave pojasnimo in dodatno opredelimo
uporabnost zbirke za namen razpoznave in tudi sinteze slovenskega čustvenega govora.
Vrednotenje podatkovne zbirke EmoLUKS smo izvedli z uveljavljenim sistemom za raz-
poznavanje čustvenih stanj. V disertaciji smo uporabili sistem, ki je bil predstavljen
kot referenčni sistem na tekmovanju s področja razpoznavanja čustvenih stanj govorca
na konferenci Interspeech 2009 z naslovom ”Interspeech 2009 Emotion Challenge” [26].
V naslednjem razdelku opišemo izbrano metodologijo vrednotenja podatkovne
zbirke EmoLUKS ter opišemo ključne korake, ki omogočijo avtomatsko razpoznava-
nje čustvenih stanj na primeru EmoLUKS.
3.3.1 Metodologija vrednotenja zbirke EmoLUKS s samodejnimi razpo-
znavalniki čustvenih stanj
Za razvoj sistema za samodejno razpoznavanje čustvenih stanj govorca moramo najprej
zagotoviti določeno količino posnetkov čustvenega govora, s katerimi najprej naučimo
in nato na preostalem sklopu posnetkov vrednotimo udejanjeni sistem. Splošno zgradbo
sistema za razpoznavanje čustvenih stanj iz govora prikazuje slika 3.9.
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Slika 3.9: Shematični prikaz uporabe sistema za razpoznavanje čustvenih stanj na
podlagi govora pri analizi podatkovne zbirke EmoLUKS
Prvi korak, določanje (luščenje) značilk [3], je osredotočen na zmanjšanje količine
informacij v izvornem posnetku čustvenega govora, pri čemer ohranimo čim večji delež
uporabnih informacij, ki so speciﬁčne za posamezno kategorijo čustvenih stanj. Rezul-
tat prvega koraka so vektorji značilk. Drugi korak je samodejno razvrščanje čustvenega
stanja govorca. V tem koraku se ponavadi določi ločilna meja, ki loči različne čustvene
razrede v prostoru značilk. Če sistem testiramo s testnim vzorcem, ki ga razvrščeval-
nik na podlagi ločilne meje razvrsti v enega izmed čustvenih razredov, lahko testnemu
vzorcu pripišemo razvrščeno oznako razreda. Ponavadi se s postopki vrednotenja prepri-
čamo o kakovosti razvrščanja, tako da razvrščeno oznako testnega posnetka primerjamo
z oznako, ki mu je bila pripisana že pred testiranjem in je del testne množice.
Izbor značilk za vrednotenje podatkovne zbirke EmoLUKS
Če želimo vrednotiti označeno zbirko EmoLUKS in rezultat vrednotenja primerjati z
drugimi zbirkami čustvenega govora, moramo v sistem razvrščanja emocionalnih stanj
vključiti uveljavljene algoritme, ki omogočajo določanje značilk emocionalnih stanj go-
vorca. V tem delu sistema skušamo iz vhodnih govornih posnetkov izluščiti ključne
informacije za razvrščanje čustvenih stanj v govoru ter hkrati zmanjšati dimenzijo go-
vornih posnetkov. Najbolj uveljavljen pripomoček za ta namen je raziskovalno, prosto
dostopno orodje OpenSmile [73], ki so ga avtorji zasnovali za združevanje obstoječih
algoritmov izpeljav značilk, namenjenih razpoznavanju emocionalnih stanj iz govor-
nega signala v eno samo orodje. Orodje omogoča v konﬁguracijskih datotekah določiti
različne nabore značilk, ki se pogosto uporabljajo pri raziskovanju samodejnega razvr-
ščanja emocionalnih stanj iz govornih ali videodatotek.
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Pri preverjanju udejanjenih sistemov za razpoznavanje čustvenih stanj govorca se
večkrat kot referenčni sistem podaja tisti, ki je bil realiziran s postopkom določanja
značilk, ki temelji na statističnih funkcionalih. Postopek je predlagal Schuller s sode-
lavci [74, 27]. Pokazal je, da je mogoče z relativno preprosto statistično analizo vektorje
kratočasovnih akustičnih značilk nekega posnetka prestaviti v strnjeni obliki in pri tem
ohraniti informacijo o čustvenem stanju [72]. Statistične funkcionale izračunamo lahko
takole. Najpomembnejšo vlogo ima izračun kratkočasovne akustične značilke. Pri do-
ločanju tovrstne značilke iz posameznega posnetka dolžine N pridobimo sorazmerno
število vektorjev, pri čemer je razmik med dvema vektorjema okoli 10 milisekund. Če z
d označimo izbrano število akustičnih značilk, pridobimo za vsako izbrano značilko di
N vrednosti. Te vrednosti lahko zapišemo v vektor Di = [di, · · · , diN ]. Na podlagi izra-
čuna statističnih funkcionalov nad vsakim vektorjem Di pripišemo vsakemu posnetku
enako dimenzijski vektor značilk, ki jih lahko uporabimo za nadaljnje razvrščanje ču-
stvenih stanj govorca. Najpogostejši statistični funkcionali so predstavljeni s prvim in
drugim standardiziranim momentom (povprečna vrednost in standardni odklon), najve-
čja in najmanjša vrednost, lokacija največje in najmanjše vrednosti v posnetku, kvartili,
višji standardni momenti (koeﬁcienta simetrije in sploščenosti), koeﬁcienti linearne in
kvadratične regresije, koeﬁcienti linearnega napovedovanja ipd.
Pri naših preizkusih smo za vrednotenje podatkovne zbrike EmoLUS uporabili na-
bor značilk, ki je bil deﬁniran kot osnovni nabor za raziskovanje razvrščevalnih postop-
kov na tekmovanju v razvrščanju čustvenih stanj govorca na konfereci Interspeech 2009
z imenom ”Emotion Challenge” [26]. Da bi preverili konsistentnost rezultatov, smo
poleg nabora značilk, ki ga v nadaljevanju imenujemo IS09, vrednotili tudi razvite raz-
vrščevalnike z največjim naborom značilk, ki ga za razpoznavanje emocionalnih stanj
v govoru ponuja orodje OpenSMILE in ga v nadaljevanju imenujemo ”emo-large”.
Pri uporabi konﬁguracije za določanje značilk ”IS09” orodje OpenSMILE določi iz
govornega posnetka t. i. nizkonivojske akustične značilke in značilke na podlagi stati-
stične analize posameznega govornega posnetka. V postopku izpeljave značilk orodje se-
stavi vektor značilk, ki ga opisuje 16 nizkonivojskih akustičnih značilk. To so frekvenca
spremembe predznaka (ang. zero-crossing-rate) v časovni predstavitvi govornega si-
gnala, moč govornega signala, osnovna frekvenca (ang. pitch frequency), normirana
na 500Hz, razmerje zvenečega proti nezvenečemu delu govora (ang. harmonic-to-noise
ratio) ter prvih 12 koeﬁcientov melodičnega frekvenčnega kepstra (MFCC). Vsakemu
kepstralnemu koeﬁcientu so dodani dinamični deltakoeﬁcienti. Nad določenimi zna-
čilkami se izračunajo statistični funkcionali. To so na primer povprečna vrednost,
standardna deviacija, tretji in četrti standardiziran moment (ang. skewness, kurtosis)
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govornega signala, maksimalna in minimalna vrednost signala, relativna pozicija eks-
trema v signalu in območje ekstrema, kot tudi linearni regresijski koeﬁcienti ter srednja
kvadratna napaka linearne regresije. Orodje tako vsakemu govornemu posnetku priredi
384-razsežni vektor značilk, sestavljen iz statističnih funkcionalov s pripadajočo oznako
čustvene kategorije.
Konﬁguracija za določanje značilk za primer”emo-large” pa orodju OpenSMILE na-
rekuje določiti enake tipe značilk kot pri naboru ”IS09”. Bistveno razliko najdemo v
številu nizkonivojskih akustičnih značilk, ki jih je tokrat šestinpetdeset z vsemi pripa-
dajočimi dinamičnimi značilkami (deltami). Z 39 statističnimi funkcionali orodje tako
vsakemu govornemu posnetku priredi 6552-razsežni vektor značilk s pripadajočo oznako
čustvene kategorije.
Razvrščevalnik čustvenih stanj govorca
Široka paleta različnih pristopov in metod, ki omogočajo razvrščanje vhodnih vzorcev
za razpoznavanje čustvenih stanj v govoru, je preizkusilo veliko raziskovalcev [21]. Tudi
sami smo preizkusili različne postopke za razvrščanje čustvenega stanja govorca z več-
dimenzionalnimi značilkami čustvenega govora ter rezultate predstavili v [22]. Najbolj
razširjeni razpoznavalniki čustvenih stanj v govoru temeljijo na umetnih nevronskih
mrežah (ang. artiﬁcial neural networks, ANN) [23], linearni diskriminantni analizi
(ang. linear discriminant analysis, LDA) [24], odločitvenih drevesih (ang. decission
trees) [25] in na podlagi podobnosti verjetja modela mešanic Gaussovih porazdelitev
(ang. Gaussiona Mixure Model, GMM) [26]. V praksi pa se je v zadnjem času razširila
uporaba metode podpornih vektorjev (ang. support vector machine, SVM) [27, 28], ki
smo jo uporabili tudi mi.
Metodo SVM udejanji diskriminatorni binarni razvrščevalnik, ki lahko razvršča vho-
dne vzorce v dva razreda. Iz prostora značilk vzorcev metoda najprej preslika vhodne
vektorje značilk v višjerazsežni prostor, ki ga imenujemo tudi hiperprostor. V hiper-
prostoru metoda poišče ločilno mejo (hiperravnino) med dvema razredoma vzorcev, ki
je določena z nizom podpornih vektorjev. Metoda SVM omogoči določitev linearne
razmejitve v večdimenzionalnem prostoru med vzorci dveh razredov, čeprav v prostoru
vhodnih vektorjev problem ni nujno linearno rešljiv. Ločilno mejo lahko formalno zapi-
šemo z enačbo 3.11, kjer ti ∈ [−11] določa razred, koeﬁcient αi utež i−tega vektorja N
število vseh podpornih vektorjev. Uteži α morajo zadostiti pogoju
∑
i ti = 0. K(x,y)
označuje skalarni produkt v hiperprostoru, kamor preslikamo vektorje značilk iz vho-
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dnega prostora in je jedro metode SVM (ang. SVM kernel).
f(x) =
N∑
i=1
αitiK(x,y) + d (3.11)
Metoda SVM narekuje za njeno optimalno delovanje uporabo standardizacije (ang.
standarize) ali normiranje (ang. normalize) vhodnih vzorcev, saj bi pri vhodnih vek-
torjev, ki imajo večji razpon elementov kot drugi, pri računanju skalarnega produkta ti
elementi prevladovali. S postopkom standardizacije, ki transformira vhodne vektorje v
nov prostor, ki zagotovi, da imajo vsi vhodni podatki srednjo vrednost 0 in standardni
odklon 1 ali pa postopkom normalizacije, ki preslika vhodne vektorje v prostor z zalogo
vrednosti [0, 1], se problemu pri računanju skalarnega produkta izognemo.
Metodo SVM lahko uporabimo za razvrščanje vhodnih vzorcev le v dva razreda.
Obravnavana zbirka EmoLUKS pa vsebuje oznake sedmih čustvenih stanj govorca. V
ta namen moramo metodo SVM razširiti za uporabo večrazrednih problemov razvršča-
nja. V [75] najdemo več postopkov, ki omogočajo tovrstno razširitev, vendar zaradi
svoje preprostosti izstopata dve, ki sta tudi najpogosteje uporabljeni. Prva se imenuje
”eden proti vsem” (ang. one-versus-all). Z uporabo tega pristopa najprej razvijemo
toliko razvrščevalnikov SVM, kolikor imamo na voljo razredov za razvrščanje, nazadnje
pa vsakič razred enega združimo v nov, skupen razred. Testne vzorce razvrščamo z
vsakim posameznim razvrščevalnikom. Zmagoviti razred, v katerega razvrstimo testni
vzorec, pa opredeljuje rezultat z največjo gotovostjo. Drugi postopek imenujemo ”eden
proti enemu” (ang. one-versus-one). S tem pristopom najprej zgradimo binarni razvr-
ščevalnik za vsako kombinacijo dveh posameznih razredov. Testni vzorec razvrščamo
z vsakim od razvitih razvrščevalnikov in kot zmagovalni razred pripišemo tistega, ki je
izbran z večinskim glasovanjem. Testnemu vzorcu pripišemo razred, ki je pri testiranju
vseh kombinacij razvitih razvrščevalnikov največkrat zmagal.
Algoritem SMOTE
Problem neenakomerne zastopanosti razredov razpoznavanja v učni množici vzorcev
pa vpliva tudi na proces učenja razpoznavalnikov in posledično določevanja slabše lo-
čilne meje med razredi razvrščanja. Razpoznavanje čustvenih stanj govorca na podlagi
zbirke EmoLUKS, je prav problem neenakomerne zastopanosti vzorcev v razredih raz-
vrščanja. Vpliv na razvrščevalnik lahko zmanjšamo na več načinov. Prva možnost
je, da za vsakega govorca posebej zanemarimo primerno število govornih posnetkov,
ki so označeni kot nevtralno čustveno stanje. Ta način žal okrni govorno gradivo ter
v postopku učenja razvrščevalnika pripomore k manj splošni ločilni meji. Da bi vse-
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eno obdržali realne vzorce normalnega stanja, se raje opremo na uveljavljen algoritem
SMOTE (ang. synthetic minority over-sampling technique) [76], ki omogoča sintetično
tvorbo vektorjev v prostoru značilk vzorcev manj zastopanega razreda.
Vzorcem značilk, ki pripadajo emocionalnemu razredu, z uporabo postopka SMOTE
dodamo k-kratno celo število umetno tvorjenjih vzorcev. Postopek tvori umetni vzorec
tako, da vsakemu vektorju značilk realnih vzorcev manj zastopanega razreda razpozna-
vanja poišče izbrano število najbližjih sosedov. Med njimi naključno izbere enega. Nato
tvori razliko med vrednostmi vektorja značilk izbranega najbližjega sosednjega vzorca
ter vrednostmi značilk obravnavanega vzorca. Razlike so nato pomnožene z naključnimi
vrednostmi med 0 in 1. Vsaka naključno prirejena razlika je prišteta k obravnavanemu
vzorcu, kar tvori nov umetno tvorjenji vzorec. Postopek ponavlja toliko časa, do-
kler ne pridobi želenega števila umetnih vzorcev. Algoritem omogoča naključno izbiro
točke v območju med dvema vrednostma značilke obravnavanega vzorca in njegovega
najbližjega soseda. Tako umetno tvorjeni vzorci omogočajo v postopkih učenja razvr-
ščevalnikov določitev bolj splošne ločilne meje med vzorci različno zastopanih razredov
vzorcev.
Kriteriji uspešnosti samodejnih sistemov za razpoznavanje čustvenega sta-
nja govorca
Uspešnost večrazrednega problema razpoznavanja najlaže merimo z matriko zamenjav
med razredi (ang. confusion matrix), ki je predstavljana v tabeli 3.9. V matriki so
Cj oznake posameznih čustvenih razredov, nij število vzorcev iz razreda Ci, ki jih je
sistem razpoznal kot razred Cj , Nj število posnetkov v razredu Cj in N število vseh
posnetkov. Matrika zamenjav je izhodišče za izpeljavo več različnih mer uspešnosti
razvrščanja vzorcev.
Osnovni kriterij uspešnosti razvrščanja je predstavljen kot odstotek vseh pravilno
razpoznanih vzorcev proti vsem vzorcem v preizkusu (ang. recognition rate). Izračun
zanesljivosti razvrščanja (ZR) je predstavljen v enačbi 3.12.
ZR =
1
N
K∑
k=1
nkk ∗ 100% (3.12)
Ta je zanesljiv kazalec uspešnosti razpoznavalnikov le pri enakomerni zastopanosti
testnih vzorcev v vseh K razredih razpoznavanja. Če imamo neenakomerne porazdeli-
tve zastopanosti vzorcev v razredih razpoznavanja, pa uporabljamo tudi druge kriterije
vrednotenja, ki natančneje opisujejo zmožnosti razvrščanja samodejnega sistema za
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Razred razvrstitve
C1 C2 · · · CK
∑
Razred vzorca
C1 n11 n12 · · · n1K N1
C2 n21 n22 · · · n2K N2
...
...
...
. . .
...
...
CK nk1 nk2 · · · nKK NK∑
N
Tabela 3.9: Splošna oblika tabele zamenjav, s katero lahko predstavimo rezultate raz-
vrščanja
razpoznavanje vzorcev.
Eden takih je natančnost (ang. precision), ki je deﬁnirana kot razmerje med šte-
vilom pravilno razpoznanih vzorcev v posameznem razredu in številom vseh vzorcev,
ki jih je sistem razvrstil v isti razred. Natančnost tako opisuje napako, ki je vzrok
nepravilnega razvrščanja vzorcev v določen razred. Natančnost lahko s splošno ta-
belo zamenjav zapišemo v enačbo (3.13), pri čemer je k indeks posameznega razreda
razpoznavanja.
natančnostk =
nkk
K∑
i=1
nik
(3.13)
Naslednji kriterij imenujemo priklic (ang. recall). Ta je deﬁniran kot razmerje
pravilno razpoznanih vzorcev v določenem razredu proti številu vseh testnih vzorcev,
ki pripadajo temu istemu razredu. Priklic opisuje napako, ki je posledica razvrščanja
vzorcev točno določenega razreda. Tudi priklic lahko s pomočjo splošne tabele zamenjav
v tabeli 3.9 zapišemo v enačbo (3.14), pri čemer je k indeks posameznega razreda
razpoznavanja.
priklick =
nkk
K∑
i=1
nki
=
nkk
Nk
(3.14)
Opisana kriterija natančno opredeljujeta uspešnost razpoznavalnika posameznega
razreda razpoznavanja in sta dobra kazalca, če želimo ugotoviti, katerega izmed ra-
zredov razpoznavalnik slabo ali dobro razvršča. Če pa želimo predstaviti uspešnost
razpoznavalnika kot celote, se poslužujemo povprečja vseh razredov. Če pri povpreče-
nju priklica ali natančnosti upoštevamo apriorno verjetnost posameznega razreda, torej
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kvantitativno zastopanost testnih vzorcev v posameznem razredu, potem pridobimo t.
i. utežen priklic in/ali natančnost (ang. weighted average precision/recall), ki ga v
nadaljevanju označujemo s kratico WA. Rezultat uteženega povprečnega priklica je
enak zanesljivosti razvrščanja. Zato raje predpostavimo, da so vsi razredi enako apriori
verjetni in uspešnost sistema predstavimo z neuteženim povprečnim priklicem in/ali
natančnostjo (ang. unweighted average recall/precision) in ga v nadaljevanju označu-
jemo s kratico UA. Oba opisana kriterija podajata primernejši opis uspešnosti nekega
sistema razpoznavanja, saj izločita vpliv močneje zastopanih razredov razpoznavanja.
Zbirke čustvenega govora praviloma ne vsebujejo enakega števila posnetkov vsakega
čustvenega stanja, temveč večinoma prevladuje nevtralni govor, zato sta se ti dve meri
uveljavili kot kriterij primerjave različnih sistemov, posledično pa tudi primerjave raz-
ličnih čustvenih podatkovnih zbirk [26, 72]
Način vrednotenja – navzkrižno vrednotenje
Natančnost poročanja o uspešnosti napovedovanja samodejnega sistema pa ni odvisna
le od dobre izbire kriterijskih mer, temveč tudi od delitve razpoložljivih podatkov na
dve medsebojno izključujoči se množici, namenjeni učenju in preizkušanju. Razdeli-
tev podatkov, ki so na voljo, poteka po naključnem ključu. Za obravnavani problem
razpoznavanja čustvenih stanj govorca se večkrat izkaže, da kvantitativna porazdelitev
vzorcev, ki pripadajo posameznemu razredu (čustvenih stanj), ni enakomerno poraz-
deljena. Na splošno si želimo, da je količina vzorcev v učnem in tudi v testnem delu
zastopana enakomerno glede na predhodno določeno razmerje, ki omogoča delitev na
testni in učni del. Tak način deljenja zasledimo v literaturi kot stratiﬁcirano (ang. stra-
tiﬁed) delitev zbirke. Tak način omogoča, da imamo tako v učni kot v testni množici
v vsakem od razredov razpoznavanja enak predpisani delež vzorcev glede na celotno
zbirko.
Zaupanje v pridobljene rezultate lahko povečamo, če imamo na voljo veliko vzorcev
v učni in tudi v testni množici. Pri zbirkah, ki vsebujejo premalo vzorcev, da bi lahko
uspešno naučili sistem in ga pozneje tudi zanesljivo ovrednotili, uporabimo postopek
navzkrižnega vrednotenja (ang. cross validation). Pri tem razdelimo vse vzorce, ki
jih imamo na voljo za obdelavo, v K enako velikih delov. Nato za vsak posamezni
del k učimo sistem na vseh vzorcih, ki niso v tem delu. Sistem vrednotimo s k-tim
delom. Celoten postopek ponovimo K-krat. Po končanem vrednotenju vsakega raz-
vitega sistema dobimo skupno matriko zamenjav, ki zajema razvrstitev vseh vzorcev
v zbirki. Obenem vedno razvijemo sistem medsebojno izključujoče se testne in učne
množice vzorcev. S takim načinom zagotovimo uravnoteženo vrednotenje in hkrati pri-
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dobimo največjo mogoča testno množico. Če smo pri navzkrižnem vrednotenju pozorni
tudi na ohranitev enakih porazdelitev vzorcev, takemu načinu pravimo stratiﬁcirano
navzkrižno vrednotenje (ang. stratiﬁred cross validation).
3.3.2 Preizkusi in rezultati vrednotenja zbirke EmoLUKS
V nadaljevanju predstavimo rezultate, pridobljene s samodejnimi razpoznavalniki ču-
stvenih stanj govorca pri posnetkih, ki so jim bila pripisana čustvena stanja (govorcu
01m_av in govorki 01f_lb). Pri vrednotenju smo zavrgli vse označeno gradivo, ki ga
z večinskim mnenjem označevalcev nismo mogli razporediti v eno izmed čustvenih ka-
tegorij. Rezultate razvrščanja primerjamo med prvo in drugo iteracijo označevanja ter
poročamo o rezultatu razpoznavanja za celotno zbirko EmoLUKS. V njej so združeni
rezultati označevanja, kot je bilo predstavljeno v razdelku 3.1.2. Uspešnost razpozava-
nja predstavimo v obliki povprečnega uteženega in neuteženega priklica in natančnosti.
Kriteriji so podrobneje opisani v razdelku 3.3.1. Treba pa je opozoriti, da zaradi raz-
lične količine vhodnih posnetkov, ki so bili označeni v prvi in drugi iteraciji, pridobljeni
rezultati medsebojno niso absolutno primerljivi. Vseeno pa skušamo ta vpliv zmanjšati
z uporabo 5-kratnega stratiﬁciranega navzkrižnega vrednotenja. Pridobljeni rezultati
v najbolj striktni obravnavi lahko nakazujejo trend izboljšanja ali poslabšanja vero-
dostojnosti pripisanih oznak tako v prvi kot v drugi iteraciji označevanja podatkovne
zbirke EmoLUKS.
Rezultate predstavljamo najprej za dvorazredni problem razpoznavanja vzbujenega
in nevtralnega čustvenega stanja govorca, pozneje pa tudi za sedemrazredni problem
razpoznavanja kategorij čustvenih stanj govorca. Tako kot pri dvo- in sedemrazrednem
problemu poleg primerjave med posameznimi iteracijami označevanja primerjamo tudi
vpliv umetnega napihovanja učne množice v posameznem razredu razvrščanja z algo-
ritmom SMOTE. Vsako različico sistema za razpoznavanje čustvenih stanj razvijemo z
vsemi mogočimi kombinacijami podsklopov podatkov glede na identiteto vsakega go-
vorca v zbirki EmoLUKS posebej in tudi za primer združenih posnetkov govorke in
govorca. Pri razvoju razpoznavalnikov s podatki ene izmed opazovanih iteracij vedno
pazimo, da so razpoznavalniki razviti na enak način in z enakimi razvrstitvami podat-
kov v učno in testno množico. Vsakokrat razpoznavalnike vrednotimo s stratiﬁciranim
navzkrižnim vrednotenjem.
Za lažje vrednotenje razpoznavalnikov čustvenih stanj smo pripravili program, ki
z uporabo orodja WEKA [77] omogoča hitro in preprosto vrednotenje in realizacijo
razpoznavalnikov čustvenega stanja govorca. Program je zasnovan glede na posamezne
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podsklope, ki jih lahko razdelimo na:
1. pripravo in normalizacijo avdioposnetkov,
2. izračun značilk,
3. delitev podatkov glede na označeni razred razpoznavanja,
4. združevanje označenih razredov v ”nevtralno” in ”vzbujeno” čustveno stanje,
5. izdelavo petih podsklopov za navzkrižno vrednotenje za 7-razredno vrednotenje
in 2-razredno vrednotenje,
6. udejanjanje razpoznavalnikov čustvenih stanj,
7. vrednotenje razpoznavalnikov čustvenih stanj,
8. združevanje rezultatov.
Preden predstavimo rezultate in količine testiranih posnetkov za dvo- in sedemra-
zredno razvrščanje čustvenih stanj govorca, dodatno pojasnimo korak priprave in nor-
malizacije posnetkov, ki smo ga uporabili pred korakom izračuna značilk tako za se-
demrazredno kot tudi za dvorazredno razpoznavanje. Radijske igre so bile v večini
primerov posnete profesionalnih studiih Radia Slovenija, vendar v različnih časovnih
obdobjih z različnimi producenti in režiserji. V ta namen smo pred izpeljavo značilk
vsem posnetkom priredili sredinsko poravnavo (ang. DC oﬀset) in jim hkrati tudi nor-
malizirali glasnost. Proces predpriprave nam je omogočil program SoX (ang. Sound
eXchange) 4.
Za vrednotenje sistemov se uporablja predvsem od govorca neodvisno vrednotenje,
saj si raziskovalci želijo udejanjiti sistem, s katerim skušajo razpoznavati tudi čustvena
stanja govorcev, ki seveda niso zajeta v podatkovni zbirki, namenjeni učenju razpozna-
valnikov. Razvoj naše zbirke čustvenega govora pa je namenjen predvsem udejanjanju
sistemov za umetno tvorjenje govora, kjer si seveda želimo pridobiti čim več čustve-
nega govora iste identitete govorca. Kadar uporabimo enako identiteto govorca v učnih
in testnih podatkih, govorimo o vrednotenju razpoznavalnikov, ki so od govorca odvi-
sni. V našem primeru skušamo predvsem ovrednotiti, ali so pripisane oznake v zbirki
EmoLUKS primerne tudi za samodejno razpoznavanje in posledično uporabo tudi v
sistemih za umetno tvorjenje čustvenega govora. Ker imamo na voljo le označen govor
4http://sox.sourceforge.net
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enega govorca in ene govorke, zato je tak postopek vrednotenja razpoznavalnikov edino
smiseln.
V nadaljevanju sledijo povzetki graditve razpoznavalnikov za dvo- in sedemrazre-
dni problem razpoznavanja čustvenih stanj govorca, katerim dodajamo tudi rezultate
vrednotenja in komentar k rezultatom. Ta omogoča hitro implementacijo različnih
algoritmov za razvrščanje vzorcev. V naših poskusih se uporablja vedno enaka imple-
mentacija z razvrščevalnikom na podlagi podpornih vektorjev (SVM). Uporabili smo
najpreprostejšo implementacijo, ki je vgrajena v programski paket WEKA s privzetimi
nastavitvami z imenom SMO [78] in linearnim jedrom. Za izvedbo razpoznavanlikov
na podlagi podpornih vektorjev (SVM), ki narekujejo uporabo standardiziranega ali
normaliziranega nabora značilk, smo tudi pri vseh implementacijah uporabili postopek
normalizacije.
Dvorazredni problem razpoznavanja čustvenih stanj govorca
Samodejno razpoznavanje čustvenih stanj iz govora najprej opredelimo kot dvorazredni
problem razvrščanja. Vse posnetke, ki so v zbirki EmoLUKS označeni z enim izmed še-
stih osnovnih čustvenih stanj, preslikamo v skupen razred, ki ga imenujemo ”vzbujeno”
čustveno stanje. Kot nakazuje že ime, nova oznaka razreda razvrščanja vključuje vse
posnetke govora, kjer nam je s pomočjo večinskega mnenja uspelo določiti čustveno sta-
nje. V drugi razred razvrščanja pa uvrstimo vse posnetke, ki so označeni z nevtralnim
čustvenim stanjem govorca. S takim načinom pripravimo podatkovno zbirko, ki omo-
goča graditev dvorazrednega razpoznavanja čustvenih stanj govorca. Razpoznavalnik
v tem primeru razvrsti vhodni posnetek v enega izmed dveh razredov razpoznavanja,
kot nevtralni govor ali pa kot govor, ki vsebuje eno izmed čustev govorca.
Količina podatkov, ki smo jih uporabili za razvoj razpoznavalnika vzbujenega in
normalnega čustvenega stanja govorca, je prikaza v Dodatku B.1. Uspešnost razpozna-
valnikov vrednotimo s stratiﬁciranim petkratnim navzkrižnim pristopom.
Rezultate vrednotenja razpoznavalnikov z naborom značilk ”emo-large” ponazorimo
v tabeli 3.10. Naslednja tabela, 3.11, pa prikazuje vrednotenje realiziranih razpozna-
valnikov z naborom značilk IS09. V obeh tabelah z odebeljenim besedilom označimo
zmagovalno vrednost posameznega podsklopa vhodnih podatkov. Tako je omogočen
lažji prikaz trenda, ki predstavi najuspešnejši razvit razpoznavalnik pri posamezni sku-
pini vhodnih podatkov. Na tem mestu je treba opozoriti, da primerjava med rezultati
različnih iteracij vhodnih podatkov zaradi različne kvantitete razpoložljivih podatkov
ni absolutno primerljiva. Vseeno pa lahko s tovrstnim pristopom nakažemo trend.
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Tabeli 3.10 in 3.11 nam omogočata primerjavo rezultatov glede na različne iteracije
označevanja zbirke čustvenega govora EmoLUKS. Iz rezultatov je razvidno, da tedaj, ko
razvijemo razpoznavalnik nad posnetki, ki so bili označeni v drugi iteraciji označevanja
podatkovne zbirke EmoLUSK, močno izboljšamo rezultat razpoznavanja v primerjavi z
vrednotenjem razpoznavalnika, razvitega na podlagi označenih posnetkov v prvi itera-
ciji. Natančen pregled vrednosti neuteženega povprečnega priklica (UAR) pokaže, da
so posnetki, zajeti v drugi iteraciji označevanja, povečali uspešnost razpoznavanja za
moškega govorca 01m_av pri obeh naborih značilk. Poročanje o absolutnem napredku
žal zaradi različne količine vhodnih podatkov ni mogoče. Očitno pa je enak trend tudi
pri rezultatih za žensko govorko.
Absolutna primerjava rezultatov je omogočena s primerjavo udejanjenih razpozna-
valnikov v posamezni iteraciji označevanja s pomočjo algoritma SMOTE ali brez njega.
Prek kriterija neuteženga povprečnega priklica (UAR) je razvidno, da uporaba nabora
značik ”emo-large” ne pripomore k bistvenemu izboljšanju rezultatov. Za primer go-
vorca 01m_av pokažemo, da je tako pri podatkih prve in druge iteracije označevanja
vidno celo poslabšanje za 0,7 % oziroma 0,64 %. Pri govorki opazimo, da smo pridobili
identične rezultate razpoznavanja. Vzrok za to je mogoče iskati v količini posnetkov,
ki so na voljo za učenje pri ženski govorki 01f_lb. Algoritem SMOTE smo udejanjili
le nad 156 vzorci učnega gradiva normalnega čustvenega stanja govorke. Za tvorjenje
umetnih vzorcev smo uporabili tri najbližje sosede. Pri naboru značilk ”emo-large”,
ki pomenijo za vsak posnetek 6552-razsežni vektor značilk, umetno tvorjeni vzorci za
razpoznavanje ne pripomorejo k določevanju boljše ločilne meje, saj se zaradi razse-
žnosti vektorja in premajhne količine realnih vhodnih podatkov, se prispevek umetno
tvorjenih vzorcev v učni množici žal ne zazna. Variabilnost umetno tvorjenih učnih
vzorcev bi lahko pri istem poskusu povečali z izbiro večjega števila najbližjih sosedov.
Tega nismo storili zaradi konsistentnosti predstavitve rezultatov. Pri naboru značilk
IS09 pa je opazna sprememba v rezultatih, na razvitih razpoznavalnikih tudi z upo-
rabo algoritma SMOTE. Zaradi manjšega števila značilk je razpoznavalnik z umetno
enačenim številom učnih vzorev v razredih razpoznavanja razvrstil testne vzorce bolje
ali pa vsaj tako dobro kot pri neenakomerni zastopanosti. Tudi pri razvoju nabora
značilk IS09 opazimo trend da pri razvoju razpoznavalnika v drugi iteraciji pridobimo
na splošno boljše rezultate razpoznavanja kot s posnetki v prvi iteraciji.
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Govorec Iteracija Nabor značilk emo_large
2 raz. SVM [%] 2 raz. SVM s SMOTE [%]
UAR WAR UAP WAP UAR WAR UAP WAP
01m_av 1. iter. 66,99 67,31 66,94 67,36 66,19 66,51 66,14 66,57
2. iter. 70,84 70,94 70,6 71,20 70,61 70,77 70,63 70,63
EmoLUKS 69,18 69,44 69,13 69,49 69,23 69,44 69,15 69,53
01f_lb 1. iter. 53,40 79,00 53,82 77,82 53,40 79,00 53,82 77,82
2. iter. 68,10 85,71 72,86 84,43 68,10 85,71 72,86 84,43
EmoLUKS 58,14 80,82 59,68 79,30 58,30 81,10 60,07 79,44
Skupaj 1. iter. 67,38 69,61 66,91 70,11 68,27 70,39 67,75 70,90
2. iter. 73,55 75,35 71,74 72,20 73,45 75,22 73,28 75,31
EmoLUKS 70,25 72,42 70,08 72,54 72,18 72,58 70,90 73,98
Tabela 3.10: Primerjava uspešnosti razpoznavanja dveh čustvenih stanj (nevtalno in vzbujeno) govorca s stratiﬁciranim 5-kratnim
navzkrižnim vrednotenjem udejanjenih razpoznavalnikov in uporabo nabora značilk emo_large. Za primerjavo podajamo tudi
rezultate, ki smo jih pridobili nad enakim naborom značilk, vendar smo nad množico učnih vzorcev v prostoru značilk udejanjili
tudi algoritem SMOTE. Uspešnost podajamo s kriteriji neuteženega povprečnega (UA) in uteženega povprečnega (WA) priklica
(R) in natančnosti (P)
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Govorec Iteracija Nabor značilk IS09
2 raz. SVM [%] 2 raz. SVM s SMOTE [%]
UAR WAR UAP WAP UAR WAR UAP WAP
01m_av 1. iter. 65,22 65,71 65,27 65,66 65,51 65,71 65,66 65,87
2. iter. 71,83 72,14 71,74 72,20 70,82 70,77 70,55 71,18
EmoLUKS 70,09 70,25 69,98 70,37 70,67 70,60 70,46 70,94
01f_lb 1. iter. 54,47 79,00 54,78 78,31 56,09 74,38 54,50 78,66
2. iter. 57,99 79,05 57,99 79,05 58,65 78,10 58,65 78,10
EmoLUKS 54,28 79,45 55,40 77,24 57,82 75,07 56,16 78,35
Skupaj 1. iter. 67,92 71,16 68,22 70,94 69,60 69,94 68,20 71,92
2. iter. 71,21 73,58 71,47 73,44 71,73 72,20 70,62 73,43
EmoLUKS 71,82 74,37 72,12 74,21 72,18 72,58 70,90 73,98
Tabela 3.11: Primerjava uspešnosti razpoznavanja dveh čustvenih stanj (nevtralno in vzbujeno) govorca s stratiﬁciranim 5-
kratnim navzkrižnim vrednotenjem udejanjenih razpoznavalnikov in uporabo nabora značilk IS09. Za primerjavo podajamo
tudi rezultate, ki smo jih pridobili nad enakim naborom značilk, vendar nad množico učnih vzorcev v prostoru značilk udejanjili
tudi algoritem SMOTE. Uspešnost podajamo s kriteriji neuteženega povprečnega (UA) in uteženega povprečnega (WA) priklica
(R) in natančnosti (P)
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Razpoznavanje vseh sedmih označenih čustvenih stanj
Za vrednotenje vseh označenih čustvenih stanj (jeza, presenečenje, veselje, žalost, gnus,
strah in nevtralno) v zbirki EmoLUKS smo prav tako najprej razdelili podatke na učne
in testne podmnožice za stratiﬁcirano navzkrižno vrednotenje. Količino uporablje-
nega gradiva za 7-razredno razpoznavanje čustvenih stanj govorca zaradi preglednosti
predstavimo ločeno glede na uporabljeno gradivo pri posamezni iteraciji in nazadnje v
združeni zbirki emocionalnega govora EmoLUKS v Dodatku B.2. Protokol vrednotenja
tudi v tem primeru predvideva preverjanje udejanjenih od govorca odvisnih razpozna-
valnikov.
Tako kot pri dvorazrednem vrednotenju prav tako za razvoj sistemov za razpozna-
vanje vseh čustvenih kategorij čustvenega stanja govorca uporabimo programsko okolje
WEKA z vgrajenim algoritmom, ki razvršča vzorce na podlagi metode SVM z ime-
nom SMO. Kot smo že opisali, je metoda SVM primerna za razvrščanje dvorazrednega
problema, zato moramo v tem primeru uporabiti njeno razširitev. To na tem mestu
storimo s pomočjo razvrščanja ”eden proti enemu” (ang. one-versus-one), ki vhodni te-
stni vzorec razvrsti v končni razred z uporabo večinskega glasovanja. Končni razred je
tako pripisan vzorcu, ki je v vseh razvitih kombinacijah dvorazrednih razpoznavalnikov
SVM največkrat zmagal.
Najprej predstavimo vrednotenje razpoznavalnikov, udejanjenih z naborom značilk
”emo-large”. Rezultati so prikazani v tabeli 3.12 . V naslednji tabeli 3.13 pa so pri-
kazani rezultati vrednotenja sistemov razpoznavanja za vsa označena stanja govorca z
uporabo nabora značilk IS09. V obeh tabelah z odebeljenim besedilom označimo zma-
govalno vrednost za lažjo primerjavo pridobljenih rezultatov razvitih razpoznavalnikov
z različnimi vhodnimi podatki, ki so bili pridobljeni v različnih iteracijah označevanja.
Odebeljena vrednost v tabelah, enako kot v prejšnjem razdelku, ne pomeni absolutne
primerjave med rezultati različnih iteracij, nakazuje le trend, katerega lahko tudi po-
vezujemo s kakovostjo pridobljenih oznak. Opazimo, da za primer moškega govorca
nismo pridobili enakega trenda pri uporabi obeh naborov značilk. Pridobljeni rezultati
na podlagi nabora značilk ”emo-large” poročajo, da tedaj, ko realiziramo razpoznaval-
nike na podlagi podatkov, označenih v prvi iteraciji, pridobimo boljše rezultate kot s
podatki, označenimi v drugi iteraciji. Za nabor značilk IS09 pa pridobimo ravno naspro-
tne rezultate. Kontradiktornost lahko pripišemo majhnemu številu vhodnih podatkov
in veliki razsežnosti vektorjev značilk pri naboru ”emo-large”. Trend pa se ohrani pri
ženski govorki.
Na tem mestu lahko opozorimo, da količina vhodnih podatkov pri razvoju tovrstnih
sistemov vrednotenja vpliva na končne rezultate vrednotenja. Posebej lahko omenimo
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najmanj zastopan razred razpoznavanja ”gnus”. Za ta čustveni razred razpoznavanja
(”gnus”) v vseh razvitih sistemih pridobimo izjemno slabe rezultate, ki pa so seveda
zajeti tudi v obravnavnih tabelah, ki vrednotijo razpoznavalnike v celoti, za vse mogoče
označene razrede v zbirki. O težavni nalogi razpoznavanja razreda ”gnus” pričajo rezul-
tati pri vsakem razvitem sistemu razpoznavanja čustvenih stanj. Če opazujemo priklic
obravnavanega čustvenega razreda pri vsakem od razvitih sistemov posebej, ugotovimo,
da smo pri moškem govorcu vedno pridobili vrednost 0 (pravilno ni bil razpoznan noben
vzorec), za primer ženske govorke pa največ 0.06 (pravilno je bil razpoznan le en vzo-
rec). Čustveni razred ”gnus” v zbirki EmoLUKS je tako najslabše zastopano in hkrati
tudi najmanj kakovostno označeno govorni gradivo, kot smo to pokazali v razdelku
3.2.4. Prav tako lahko na tem mestu opozorimo, da obravnavano gradivo čustvenega
razreda ”gnus” ni primerna za razvoj samodejnih sistemov za razpoznavanje od govorca
odvisnih čustvenih stanj. Glede na tvorjenje umetnega čustvenega govora z gradivom,
ki ga uvrščamo v čustveni razred ”gnus”, si zato prav tako ne pričakujemo obetavnih
rezultatov. Na podlagi pridobljenih rezultatov lahko tudi opozorimo, da vpliv nezmo-
žnosti razpoznavanja razreda ”gnus” slabša rezultate razpoznavanja sedemrazrednih
razpoznavalnikov čustvenih stanj govorca.
Primerjava udejanjenih razpoznavalnikov na podlagi uporabe algoritma SMOTE
v učni množici podatkov z naborom značilk ”emo-large”, tako kot pri razpoznavanju
dvorazrednega primera, opisanega v prejšnjem razdelku, spet priča o izjemno majhnem
vplivu na pridobljene rezultate. Pri naboru značilk IS09 pa je opazen napredek v pribli-
žnem obsegu od 1 do 2 %. Tako lahko tudi na podlagi razpoznavanja sedemrazrednega
problema potrdimo, da pri večrazsežnem naboru značilk uporaba algoritma SMOTE
ne prinese izboljšanja rezultatov.
Če opazujemo vrednotenje udejanjenih razpoznavalnikov, razvitih z združenim go-
vornim gradivom, opazimo, da se pri naboru značilk ”emo-large” rezultati pri združe-
nih oznakah posnetkov v zbirki EmoLUKS močno izboljšajo. Konsistentnosti pa žal
ne moremo zagotoviti pri naboru značilk IS09. Lahko rečemo, da smo pri obravnavani
skupini skupnih vhodnih posnetkov z naborom značilk IS09 in udejanjenim algoritmom
SMOTE nad učnimi podatki ravno tako, kot pri naboru značilk ”emo-large” dobili naj-
boljši rezultat pri vhodnih podatkih, združenih v zbirko EmoLUKS.
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Govorec Iteracija Nabor značilk emo_large
7 raz. SVM [%] 7 raz. SVM s SMOTE [%]
UAR WAR UAP WAP UAR WAR UAP WAP
01m_av 1. iter. 32,53 53,04 36,10 50,97 32,04 52,56 35,37 50,55
2. iter. 30,09 51,45 31,09 48,30 30,31 51,28 31,79 48,38
EmoLUKS 32,42 51,16 34,24 49,57 32,07 50,46 34,00 49,17
01f_lb 1. iter. 31,70 44,13 31,85 42,12 32,12 44,84 31,89 42,36
2. iter. 38,12 48,10 37,41 45,88 38,12 48,10 37,41 45,88
EmoLUKS 36,33 47,95 39,91 46,15 36,33 47,95 39,91 46,15
Skupaj 1. iter. 34,68 50,83 36,14 48,41 34,93 50,94 36,41 48,59
2. iter. 34,37 50,31 34,50 48,57 34,18 50,31 34,46 48,47
EmoLUKS 37,35 52,81 39,33 51,22 37,54 52,81 38,85 51,37
Tabela 3.12: Primerjava uspešnosti razpoznavanja sedmih čustvenih stanj govorca s stratiﬁciranim 5-kratnim navzkrižnim vre-
dnotenjem udejanjenih razpoznavalnikov in uporabo nabora značilk emo_large. Za primerjavo podajamo tudi rezultate,
ki smo jih pridobili nad enakim naborom značilk, vendar smo nad množico učnih vzorcev v prostoru značilk udejanjili tudi
algoritem SMOTE. Uspešnost podajamo s kriteriji neuteženega povprečnega (UA) in uteženega povprečnega (WA) priklica (R)
in natančnosti (P)
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Govorec Iteracija Nabor značilk IS09
7 raz. SVM [%] 7 raz. SVM s SMOTE [%]
UAR WAR UAP WAP UAR WAR UAP WAP
01m_av 1. iter. 26,64 47,28 29,46 44,68 28,63 41,99 29,75 44,72
2. iter. 30,19 49,06 33,77 46,69 32,72 48,72 34,95 48,71
EmoLUKS 27,09 49,65 30,07 46,10 29,94 46,30 30,38 48,66
01f_lb 1. iter. 26,67 37,01 27,10 34,94 28,65 39,50 30,17 38,04
2. iter. 35,48 44,76 34,51 42,75 35,71 45,24 34,82 43,33
EmoLUKS 32,02 44,38 30,00 41,18 31,05 41,92 30,03 40,02
Skupaj 1. iter. 29,04 46,41 30,59 42,68 30,91 41,77 31,09 43,51
2. iter. 31,97 48,30 33,29 45,45 32,56 44,53 32,88 45,68
EmoLUKS 30,25 47,84 34,10 44,93 32,76 43,45 32,68 46,25
Tabela 3.13: Primerjava uspešnosti razpoznavanja sedemčustvenih stanj govorca s stratiﬁciranim 5-kratnim navzkrižnim vre-
dnotenjem udejanjenih razpoznavalnikov in uporabo nabora značilk IS09. Za primerjavo podajamo tudi rezultate, ki smo
jih pridobili nad enakim naborom značilk, vendar smo nad množico učnih vzorcev v prostoru značilk udejanjili tudi algori-
tem SMOTE. Uspešnost podajamo s kriteriji neuteženega povprečnega (UA) in uteženega povprečnega (WA) priklica (R) in
natančnosti (P)
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Razpoznavanje čustvenih stanj v zbirki EmoLUKS brez čustvene kategorije
”gnus”
V prejšnjem razdelku smo opisali problematiko označenega čustvenega stanja govorca,
ki odraža gnus. Da bi lahko resnično ovrednotili označeno gradivo v tem razdelku
predstavimo rezultate vrednotenja, pri čemer zavržemo celotno govorno gradivo pri
obravnavanem govorcu (01m_av) in govorki (01f_lb), ki mu pripada čustvena oznaka
gnus. S tako spremenjenimi vhodnimi podatki razvijemo razpoznavalnike čustvenih
stanj govorca na enak način kot v prejšnjih razdelkih. Pri dvorazrednem problemu
tokrat ”vzbujeno” čustveno stanje vsebuje vse čustvene kategorije, razen kategorije
gnus, nevtralno čustveno stanje pa ostane nespremenjeno. V tem primeru imamo zdaj
6 razredni problem.
Število čustvenih kategorij v vhodnih podatkih tako narekuje tudi drugačno realiza-
cijo razpoznavalnikov in posledično drugačne rezultate razpoznavanja. Z odstranitvijo
govornega gradiva, ki je označeno kot čustven govor s čustveno oznako ”gnus”, tako
odvzamemo podatkovni zbirki pri moškem govorcu 50 posnetkov, pri ženski 85 in sku-
pno 125 posnetkov govora. Če v tabeli B.4, predstavljeni v Dodatku B.2, odvzamemo
čustveno kategorijo gnus, pridobimo kvantitativni pregled uporabljenega material.
Rezultate tokrat predstavimo le nad posnetki in združenimi oznakami označeval-
cev pri celotni zbirki EmoLUKS. S takim pristopom strnemo podatke in izpostavimo
realnejši vpogled v vrednotenje označenega govornega gradiva radijskih igrah.
3.3
V
red
n
oten
je
p
od
atkovn
e
zb
irke
s
sam
od
ejn
im
sistem
om
85
Sistem Govorec Nabor značilk emo_large
raz. SVM [%] raz. SVM s SMOTE [%]
UAR WAR UAP WAP UAR WAR UAP WAP
2 raz. SVM 01m_av 68.51 68.74 68.48 68.77 67.91 68.15 67.88 68.18
01f_lb 56.01 79.31 57.42 77.32 55.84 79.02 57.07 77.18
skupaj 69.75 71.96 69.81 71.92 70.01 72.05 69.93 72.10
6 raz. SVM 01m_av 37.26 51.17 39.54 50.29 37.38 50.94 39.75 50.24
01f_lb 42.34 51.15 44.69 49.95 41.86 50.57 44.15 49.44
skupaj 43.97 54.41 46.76 53.74 44.58 54.74 47.00 54.08
Tabela 3.14: Primerjava uspešnosti razvrščanja dvorazrednega in šestrazrednega problema razvrščanja čustvenih stanj pri
zavrženi čustveni kategoriji gnus za označeno gradivo v zbirki EmoLUKS s stratiﬁciranim 5-kratnim navzkrižnim vrednotenjem
udejanjenih razpoznavalnikov in uporabo nabora značilk emo-large. Za primerjavo podajamo tudi rezultate, ki smo jih pri-
dobili nad enakim naborom značilk, vendar smo nad množico učnih vzorcev v prostoru značilk udejanjili tudi algoritem SMOTE.
Uspešnost podajamo s kriteriji neuteženega povprečnega (UA) in uteženega povprečnega (WA) priklica (R) in natančnosti (P)
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Sistem Govorec Nabor značilk IS09
raz. SVM [%] raz. SVM s SMOTE [%]
UAR WAR UAP WAP UAR WAR UAP WAP
2 raz. SVM 01m_av 68.51 68.74 68.48 68.77 67.91 68.15 67.88 68.18
01f_lb 54.50 79.31 56.06 76.58 57.16 76.15 56.49 77.37
skupaj 72.19 74.63 72.67 74.40 71.81 72.21 70.71 73.44
6 raz. SVM 01m_av 32.15 50.70 35.66 47.23 35.41 47.31 35.94 49.71
01f_lb 36.32 45.69 35.43 44.16 36.59 45.40 35.53 44.14
skupaj 35.86 49.42 41.33 47.47 38.01 45.42 37.88 47.91
Tabela 3.15: Primerjava uspešnosti razpoznavanja dvorazrednega in šestrazrednega problema razpoznavanja čustvenih
stanj pri zavrženi čustveni kategoriji gnus za označeno gradivo v zbirki EmoLUKS s stratiﬁciranim 5 kratnim navzkrižnim
vrednotenjem udejanjenih razpoznavalnikov in uporabo IS09 nabora značilk. Za primerjavo podajamo tudi rezultate, ki smo
jih pridobili nad enakim naborom značilk, vendar nad množico učnih vzorcev v prostoru značilk udejanjili tudi algoritem SMOTE.
Uspešnost podajamo s kriteriji neuteženega povprečnega (UA) in uteženega povprečnega (WA) priklica (R) in natančnosti (P)
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3.3.3 Primerjava vrednotenja podatkovne zbirke EmoLUKS z drugimi
zbirkami čustvenega govora
Vrednotenje zbirke s pomočjo uveljavljenega postopka k razpoznavanju čustvenih stanj
govorca nam omogoča primerjavo z drugimi podatkovnimi zbirkami, katerih rezultate
razpoznavanja zasledimo v literaturi. Vseeno pa je treba poudariti, da smo razviti
protokol namenili le vpogledu v možnost razpoznavanja čustvenih stanj od govorca
odvisnega govornega gradiva. Tak pristop žal ne omogoča realne uporabe sistema pri
drugih govorcih, saj smo vrednotili sistem le na posnetkih istega govorca. Trenutno
v zbirki EmoLUKS razpolagamo le z označenimi čustvenimi posnetki dveh govorcev.
Označeno gradivo žal ne omogoča izvedbe dodatnih testov, kjer bi lahko vrednotili
udejanjene sisteme po drugačnem protokolu – od govorca neodvisno. Vseeno najdemo
podobne poskuse v [79], ki do neke mere omogočajo primerjavo rezultatov. Pri primer-
javi rezultatov je treba upoštevati tudi čustven razred ”gnus”, ki skupne rezultate pri
7-razrednem razpoznavanju čustvenih stanj močno poslabša. V tem razdelku se osredo-
točamo na primerjavo med rezultati razpoznavanja čustvenih stanj v zbirki EmoLUKS
in rezultati, ki jih poročajo drugi avtorji na podlagi zbirke drugih avtorjev na podlagi
zbirke nemškega emocionalnega govora Berlin Emotional Database (EMO-DB) [13].
EMO-DB vsebuje 800 posnetkov, ki so bili narejeni z desetimi poklicnimi igralci. Pri
snemanju te zbirke je vsak izgovoril deset enakih stavkov v sedmih različnih čustvenih
stanjih. Že iz kratkega zapisa zbirke EMO-DB je mogoče zaslediti, da sta si zbirki
precej različni. Razlikujeta se predvsem v naboru stavkov, saj EMO-DB vsebuje enak
stavek, ki ga je isti igralec zaigral v sedmih različnih čustvenih stanjih. Pri zbirki
EmoLUKS nimamo takega nabora.
Avtorji v [79] opisujejo, da so najboljši rezultat pri preizkusih različnih metod raz-
vrščanja pri sistemih odvisnih od govorca. pridobili z metodo SVM, katere rezultat v
obliki povprečne natančnosti znaša 75,44 % pri razpoznavanju šestih čustvenih stanj na
podlagi zbirke EMO-DB. Mi smo za oba govorca v končno označeni zbirki EmoLUKS
pridobili rezultat, izražen v enaki meri, ki znaša 54,74 %. Čeprav s podobnim sistemom
za razpoznavanje čustvenih stanj pridobimo precej slabši rezultat, pa vseeno dokažemo,
da je z obravnavanimi posnetki mogoče razviti od govorca odvisen razvrščevalnik, ki
omogoča razpoznavanje šestih čustvenih stanj s precej večjo natančnostjo od naključne,
ki je 16,67-odstotna.
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3.4 Sklep
V poglavju smo opisali dosedanja prizadevanja pri graditvi slovenske zbirke čustve-
nega govora iz radijskih iger EmoLUKS. Posebno pozornost smo namenili vrednotenju
kakovosti označenih posnetkov govora in predstavitvi izboljšav, ki smo jih pridobili z
dvostopenjskim označevanjem čustvenih stanj govorca. S predlaganim načinom smo
zmanjšali delež govornega gradiva, ki mu na podlagi večinskega mnenja ni bilo mo-
goče določiti končne čustvene oznake. Ker so bili k ponovnemu označevanju povabljeni
isti označevalci, lahko v tem prispevku opazujemo tudi konsistentnost označevalcev pri
ponovno označenih posnetkih med prvo in drugo iteracijo označevanja. Izkaže se, da
so označevalci v povprečju kar v 51,9 odstotka primerih spremenili svojo mnenje. Ta-
kšen podatek lahko povezujemo z neprepričljivim izražanjem čustvenih stanj igralcev
iz nabora izbranih čustvenih oznak in seveda tudi z izjemno subjektivnim dojemanjem
čustvenih stanj posameznika v različnih časovnih obdobjih označevanja.
Izračun ujemanja označenih posnetkov glede na Randolphov načina izračuna κfree
in tudi glede na časovno uteženi κtw koeﬁcienta z vrednostmi med 0,3 in 0,4 lahko opre-
delimo po Landis in Kochovi karakterizacijski lestvici kot pošteno ujemanje. To dejstvo
nakazuje, da kljub težavni nalogi označevanja čustvenega stanja v govoru označeno gra-
divo vsebuje tudi dobro izražena čustvena stanja v posnetkih govorca in govorke.
V prispevku označeno gradivo vrednotimo z uveljavljenim samodejnim postopkom
razpoznavanja čustvenih stanj govorca. S takim načinom skušamo potrditi konsisten-
tnost postavljenih oznak čustvenega stanja govorca, ki smo jih pridobili z večinskim
mnenjem ocenjevalcev in s tem posredno ocenili kakovost označevanja.
Čeprav rezultati samodejnega razpoznavanja čustev in analize ujemanja oznak ozna-
čevalcev med posameznima iteracijama in tudi končno določeno zbirko EmoLUKS niso
absolutno primerljivi, opazimo trend izboljšave, ki ga pridobimo z oznakami v drugi
iteraciji označevanja. S tem lahko tudi potrdimo, da smo s ponovnim označevanjem
dela govornega gradiva pridobili bolje označene posnetke, ki odražajo boljše približke
k dejanskim čustvenim stanjem govorcev.
Po našem prepričanju so radijske igre primerna izbira za graditev čustvenih govor-
nih zbirk, saj v njih skušajo igralci samo glasovno poslušalcu predstaviti prostor in tudi
čas, v katerem se prepletajo dialogi in monologi raznolikih tematik. Prepričljivost in
intenziteta predstavitve sta močno povezani tudi z jasno izraženimi čustvenimi stanji
likov, ki jih igralci skušajo z vživeto, hkrati pa tudi premišljeno interpretacijo približati
poslušalcu. Zato so čustvena stanja govorcev v takem gradivu nedvomno močno zasto-
pana, obenem pa so odvisna od dialoga oziroma poteka radijske igre in niso vnaprej
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predvidena ali igrana. Po našem prepričanju tovrstni posnetki odražajo boljši približek
k realnim čustvenim stanjem kot pri čustvenih govornih zbirkah, zajetih z namensko
interpretacijo vnaprej pripravljenih povedi. Treba pa je tudi poudariti, da je graditev
tovrstne zbirke časovno zelo zahtevna.
V obsežnem poglavju smo skušali predstaviti problematiko percepcije čustvenih
stanj pri človeku. Zaradi nedoločene deﬁnicije, kaj čustveno stanje v govoru sploh je,
smo predstavili več izvirnih prispevkov, ki jih strnjeno povzemamo kot:
• zbiranje posnetkov čustvenega govora,
• razvoj spletne aplikacije za označevanje avdio- in videoposnetkov,
• postopek določanja enovitih oznak čustvenih stanj,
• evalvacijo kakovosti čustvenih oznak s κ statistikami in
• testiranje kakovosti zbirke čustvenega govora EmoLUKS prek graditve razvršče-
valnika čustvenih stanj in njegovo vrednotenje.
Zaradi dolgotrajnega razvoja zbirke smo o svojem delu poročali v treh prispevkih
[66, 80, 81]. Zbirka EmoLUKS trenutno obsega označen čustven govor ene govorke in
enega govorca. Podatkovno zbirko bomo skušali v prihodnosti nadgraditi z dodatnim
označevanjem preostalega gradiva drugih govorcev in govork, pri katerih želimo uvesti
tudi označevanje obsežnejšega nabora čustvenih oznak s pripadajočo intenziteto.
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V poglavju najprej predstavimo splošen princip tvorjenja umetnega govora na pod-
lagi prikritih Markovovih modelov (PMM). Najprej se osredotočimo na rekonstrukcijo
govornega signala in teoretično ozadje prikritih Markovovih modelov. Opišemo tudi mo-
žnosti prilagajanja ocenjenih modelov PMM. Nadaljujemo z opisom splošnega principa
k realizaciji sistema za umetno tvorjenje govora. Splošen princip PMM predstavimo kot
osnovni sistem, ki ga z nekaj modiﬁkacijami in prilagajanjem splošnega govornega mo-
dela prilagodimo za tvorjenje slovenskega čustvenega govora. Z uporabo adaptacijske
tehnike in sklopov čustvenih posnetkov v izbranem čustvenem stanju govorca v zbirki
EmoLUKS adaptiramo ocenjene modele PMM splošnega slovenskega govora in s tem
pridobimo adaptiran model PMM, s katerim lahko tvorimo poljuben umetni govor v
izbranem čustvenem stanju. Poseben razdelek posvetimo metodologiji izdelave sistema
za umetno tvorjenje čustvenega govora z omejenim naborom čustvenega govornega gra-
diva na podlagi zbirke slovenskega čustvenega govora EmoLUKS. Poglavje strnemo v
sklepu, kjer obdelamo rešitve in probleme, s katerimi smo se srečali pri graditvi sistema
za umetno tvorjenje slovenskega čustvenega govora.
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4.1 Postopek tvorjenja umetnega govora s PMM
Naslednji razdelek posvetimo opisu splošnega teoretičnega ozadja, ki je potrebno za
izdelavo sistemov za umetno tvorjenje govora na podlagi PMM. Začnemo z možnostmi
rekonstrukcije govornega signala in nadaljujemo z opisovanjem teoretičnega ozadja pri-
kritih Markovovih modelov. Nazadnje se posvetimo podrobnejši razlagi sistema za
umetno tvorjenje govora na podlagi principa PMM. Na koncu razdelka pa tudi opi-
šemo možnosti vpliva na karakteristike ocenjenih PMM.
4.1.1 Rekonstrukcija govornega signala na podlagi teorije vir-ﬁlter
Rekonstrukcija govornega signala pri tvorjenju umetnega govora izhaja iz teorije vir-
ﬁrltra. Teorija temelji na opazovanju tvorjenja govora pri človeku. Model govora pred-
stavi kot odziv prenosne funkcije govornega trakta na vzbujanje. Prenosno funkcijo
vzbujamo z zrakom, ki ga iztisnemo iz pljuč. Za modeliranje prenosne funkcije go-
vornega trakta prav tako izhajamo na podlagi ﬁzikalnega modeliranja nastanka zvoka
pri govoru. Govorni trakt ločimo na vokalni del, ki se začne pri glasilkah in konča
pri ustnicah, in nazalni del, ki se začne pri nebu in konča pri nosnicah. Človek tvori
glas pri izdihu zraka mimo glasilk in govornega trakta. Glas je odvisen od položaja in
oblike žrela, jezika, neba, ust in ustnic. Človek lahko tvori zveneče in nezveneče glasove
s spreminjanjem napetosti glasilk. Nezveneči, hipen glas povzroči pretok zraka mimo
sproščenih glasilk, medtem ko zveneči glas nastane pri pretoku zraka mimo napetih
glasilk [3]. Modeliranje z uporabo teorije vir-ﬁlter, ki je prikazano na sliki 4.1, upora-
blja za generiranje zvenečih in nezvenečih glasov različno vzbujanje. Izkazalo se je, da
lahko vzbujanje zvenečih glasov zadovoljivo aproksimiramo z vlakom kvaziperiodičnih
impulzov, medtem ko pri tvorjenju nezvenečih glasov lahko uporabimo za vzbujanje
beli šum.
Pri modeliranju prenosne funkcije si želimo ločiti govorni signal s(n) na vzbujanje
u(n) in prenosno funkcijo h(n). Frekvenčna vsebina zvočnega valovanja se pri prehodu
skozi vokalni trakt spreminja v skladu z resonančnimi frekvencami (formanti) vokalnega
trakta. Zato lahko obliko vokalnega trakta ocenimo iz spektra govornega signala. Pre-
nosno funkcijo vokalnega trakta največkrat modeliramo z linearnim napovedovanjem
ali homomorfno analizo [3].
Pri linearnem napovedovanju predvidevamo, da lahko vrednost signala s(n) izra-
zimo kot vsoto linearne kombinacije preteklih vrednosti signala in skalirane vrednosti
vzbujanja u(n). Enačba 4.1 prikazuje linearno izraženost, kjer je p red linearnega napo-
vedovanja, ak; k = 1, 2, .., p, so parametri modela, ki jim pravimo koeﬁcienti linearnega
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Slika 4.1: Shematski prikaz modela govora vir-ﬁlter.
napovedovanja (ang, predictor coeﬁcients, PC), G pa ojačenje.
s(n) = Σpk=1aks(n− k) +Gu(n) (4.1)
Ta način omogoča ločitev vzbujanja u(n) in prenosne funkcije govornega trakta, ki
jo opišemo s koeﬁcienti linearnega napovedovanja. Ker vzbujanja u(n) ne poznamo,
lahko vrednost s(n) ocenimo le iz njegovih preteklih vrednosti. Koeﬁciente linearnega
napovedovanja določimo na podlagi napake med dejansko in napovedano (ocenjeno)
vrednostjo signala, pri čemer zahtevamo, da je napaka najmanjša. S tem pridobimo
sistem p linearnih enačb v vsakem trenutku n govornega signala. Sistem lahko rešimo
z avtokorelacijsko metodo ali kovariančno metodo [82].
Spektralne značilnosti govornega signala se s časom spreminjajo, zato moramo ko-
eﬁciente linearnega napovedovanja v trenutku n oceniti iz kratkega odseka govornega
signala v okolici trenutka n. Za govorni signal lahko predpostavimo, da je na kratkih
časovnih odsekih, ki so manjši od 25 ms stacionaren [3]. Zato največkrat izvajamo
kratko-časovno analizo na podlagi oknenja govornega signala z oknom, širokim manj
kot 25 milisekund. Okna pa si največkrat sledijo z zamikom med 5 in 10 milisekund.
Pri homomorfni analizi predpostavimo, da lahko zveneči govorni signal zapišemo kot
konvolucijo odziva na enotin impulz in periodične Kroneckerjeve funkcije1. Izraženost
je deﬁnirana v enačbi 4.2.
s(n) = h(n) ∗ δT0(n) (4.2)
1Kroneckerja funkcija je funkcija dveh spremenljivk. Njena vrednost je 1, če sta spremenljivki enaki,
drugače je 0.
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Vsako metodo, ki omogoča tako delitev, uvrščamo med postopke homomorfne ana-
lize. Na tem mestu naj omenimo le najpomembnejše, kot sta kepster [83] in frekvenčno-
transformiran kepster. Ta se največkrat uporablja tako pri razpoznavanju govora kot
tudi pri tvorjenju umetnega govora. Vsaka metoda, ki temelji na analizi govornega si-
gnala, na podlagi kepstra omogoča prevedbo konvolucije med vzbujanjem in prenosno.
To omogoča frekvečna predstavitev, ki spremeni konvolucijo v produkt. Z operacijo
logaritmiranja dobimo vsoto amplitudnega spektra. Ker je človeško uho fazno neobču-
tljivo, lahko nadaljnje operacije izvajamo kar z močnostnim spektrom. S tem približ-
kom lahko inverzno Fourirjevo transformacijo nadomestimo kar z diskretno kosinusovo
transformacijo (DTC), saj je močnostni spekter soda funkcija [3].
Postopek rekonstrukcije govornega signala omogoča iz parametričnega zapisa govora
generiranje realnega približka. Obstaja več vrst izpeljave prenosne funkcije, ki omogoča
rekonstrukcijo govornega signala. Postopki se s pridom uporabljajo pri prenosu govora
v telekomunikacijskih storitvah. Postopki rekonstrukcije z manjšimi modiﬁkacijami so
uporabljeni tudi pri tvorjenju umetnega govora. Sistem za umetno tvorjenje govora
tako uporablja za generiranje govornih signalov različne vrste ﬁltrov, ki z uporabo
izbranih parametrov govornega signala omogočajo generiranje akustičnega signala. Ob
tem si želimo čim manjšo izgubo informacije. Vseeno pa je zaradi parametrizacije
rekonstruiran govorni signal le približek realnemu posnetku govora. Prav izboljšavi
ﬁltrov je v zadnjem času namenjene veliko pozornosti ravno pri tvorjenju umetnega
govora [84].
4.1.2 Teoretično ozadje prikritih Markovovih modelov
Prikriti Markovovi modeli(PMM) so bili do utemeljitve postopka z globokim učenjem
nevronskih omrežij (ang. deep learning) in potrditve opaznih izboljšav razpoznaval-
nikov govora [85] prevladujoča in najuspešnejša tehnika na področju razpoznavanja
govora. Ker si tvorjenje umetnega govora lahko razlagamo tudi kot obrnjen proces raz-
poznavanja govora, lahko uporabljeno metodologijo z nekaj prilagoditvami priredimo
tudi za realizacijo sistemov za umetno tvorjenje govora. Najbolj podoben del obeh
področij z uporabo tehnike PMM je postopek učenja. Ta omogoča oceno parametrov
govornega signala z oceno maksimalnega verjetja in uporabo EM-algoritma [86]. Najve-
čje razlike obeh sistemov pa so razvidne v podsistemih, ki omogočajo zajem govornega
signala pri razpoznavanju govora in rekonstrukciji govornega signala pri sistemu za
umetno tvorjenje govora. Ta dva podproblema sta speciﬁčna za razpoznavalnik govora
in sistem za umetno tvorjenje govora.
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(a) Tristanjski ergodični model (b) Tri stanjski levo-desni model
Slika 4.2: Primera tipologij prikritih Markovovih modelov
PMM je naključni avtomat, ki ga sestavlja končna množica med seboj povezanih
stanj. Avtomat generira sekvenco diskretnih časovnih observacij. Vsaka časovna enota
spremeni stanja PMM pri Markovovem procesu glede na verjetnost prehodov med stanji
in nato generira observacijski vektor o glede na izhodno verjetnostno porazdelitev v
trenutnem stanju.
N-stanjski PMM je deﬁniran z matriko verjetnosti prehodov A = {aij}
N
i,j=1, vek-
torjem izhodnih verjetnostnih porazdelitev B = {bi(O)}Ni=1 in vektorjem inicialnih
verjetnosti stanj Π = {pii}Ni=1. Parametre modela lahko zapišemo v preprosti obliki, ki
je prikazana v enačbi 4.3.
λ = (A,B,Π) (4.3)
Najpogostejši obliki PMM sta prikazani na sliki 4.2. Na sliki 4.2a je predstavljen
tristanjski ergodični model, kjer je vsako stanje lahko dostopno iz vsakega sosednjega
stanja modela le z enim samim prehodom. Drugi pogosti tip pa prikazuje slika 4.2b,
kjer prikažemo tristanjski levo-desni model PMM. Pri tej topologiji bodisi ostanemo
v osnovnem stanju ali se premaknemo za eno stanje naprej s spreminjanjem časov-
nega koraka. Levo-desna struktura je pogosto uporabljena pri modeliranju parametrov
nizov govora, saj lahko primerno modeliramo signale, katerih lastnosti se pogosto spre-
minjajo. Izhodna verjetnostna porazdelitev je bi(o) observacijskega vektorja vhodnih
podatkov o stanja i je lahko diskretna ali zvezna. Zveznost ali diskretnost določa
vhodni observacijski vektor.
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Za zvezne vhodne podatke observacijskega vektorja o je lahko verjetnostna poraz-
delitev bi(o) modelirana s funkcijo Gaussove porazdelitve 4.4.
bi(o) =
M∑
m=1
ωimN (o;µim,Σim) (4.4)
V enačbi 4.4 pomeni M število komponent mešanic porazdelitve, in ωim, µim in
Σim prestavljajo uteži, L-dimenzionalni vektor povprečij in LxL kovariančna matrika
komponent mešanicm v stanju i. Parametrična funkcija verjetnostne gostote (ponavadi
Gaussove) N (o;µim,Σim) vsake komponente je deﬁnirana z enačbo 4.5.
N (o;µim,Σim)) =
1√
(2pi)L|Σim|
exp
(
−
1
2
(o− µim)
TΣ−1im(o− µim)
)
(4.5)
V enačbi 4.5 pomeni L dimenzijo observacijskega vektorja o. Uteži mešanic ωim
morajo zadostiti naslednjim pogojem:
M∑
m=1
ωmi = 1, 1 ≤ i ≤ N (4.6)
ωim >= 0, 1 ≤ i ≤ N, 1 ≤ m ≤M (4.7)
Na podlagi teh pogojev je bi(o) normalizirana gostota verjetnostne funkcije.
Če observacijski vektor ot razdelimo na S stohastično neodvisnih podatkovnih tokov
o = [oT1 ,o
T
2 , ...,o
T
S ]
T , je bi(o) formulirana s produktom mešanic Gaussovih gostot.
bi(o) =
S∏
s=1
bis(os) (4.8)
Uporaba postopka PMM za aplikativno rabo na področju razpoznavanja, kakor
tudi tvorjenja umetnega govora zastavlja tri vprašanja:
1. Kako določiti verjetnost P (O|λ), da model λ generira niz O?
2. Kako določiti najboljšo pot, če imamo na voljo niz observacij q = (q1, q2, ..., qT )
in PMM model λ?
3. Kako določiti parametre modela PMM λ = (A,B,Π), ki maksimirajo verjetnost
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P (x|λ), če je model λ tvoril niz observacij?
Določanje verjetnosti, s katero model ustvari niz
Če imamo na voljo niz stanj (pot) dolžine T q = j(q1, q2, ..., qT ) in model λ, je verjetnost
observacijskega niza O = (o1,o2, ...,oT ), dolžine T določena z množenjem izhodnih
verjetnosti vsakega stanja z enačbo 4.9.
P (O|q, λ) =
T∏
t=1
P (ot|qt, λ) =
T∏
t=1
bqt(ot) (4.9)
Verjetnost takega niza stanj q lahko izračunamo z množenjem verjetnosti prehodov
med stanji z enačbo 4.10.
P (q|λ) =
T∏
t=1
aqt−1qt (4.10)
Enačba 4.10 tako zahteva začetno vrednost aq0i = pii. Z uporabo Bayesovega teo-
rema, lahko zapišemo združeno verjetnost O in q z enačbo 4.11.
P (O,q|λ) = P (O|q, λ)P (q|λ) (4.11)
Verjetnost observacijskega niza O pri modelu PMM λ je izračunana z uporabo
marginalizacije nizov stanj q. To pridobimo tako, da seštejemo P (O,q|λ) po vseh
mogočih poteh (nizov stanj) q, kar zapišemo z enačbo 4.12.
P (O|λ) = P (O,q|λ) =
∑
vsiq
P (O|q, λ)P (q|λ) =
∑
vsiq
T∏
t=1
aqt−1qtaqtbqt(ot) (4.12)
Če upoštevamo, da niz stanj postane Trellisova struktura [87], lahko verjetnost
observacijskih nizov stanj zapišemo z enačbo 4.13.
P (O|λ) =
N∑
i=1
P (o1, ...,oT ,qt = i|λ) · P (ot+1, ...,oT |qt = i, λ) (4.13)
Enačba 4.13 je deﬁnirana za vsak t ∈ [1, T ]. Zato lahko učinkovito izračunamo
verjetnost observacijskega niza v enačbi 4.12 z uporabo algoritma naprej-nazaj. Deﬁ-
niramo αt(i) z enačbo 4.14, ki pomeni vrednost, da je model λ oddal prvih t znakov ali
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vektorjev značilk niza o1,o2, ...,ot in se znašel v stanju qt.
αt(i) = P (o1,o2, ...,ot, qt = i|λ) (4.14)
Analogno lahko deﬁniramo βt(i) v enačbi 4.15, ki pomeni vrednost, da je model λ
oddal niz znakov ali vektorjev ot+1,ot+2, ...,oT , če se je v trenutku t nahajal v stanju
qt.
βt(i) = P (ot+1,ot+2, ...,oT |qt = i, λ) (4.15)
Vrednosti v enačbah 4.14 in 4.15 lahko izračunamo s postopkom rekurzije.
1. Inicializacija
α1(i) = piibi(o1), 1 ≤ i ≤ N (4.16)
βT (i) = 1, 1 ≤ i ≤ N (4.17)
2. Rekurzija
αt+1(i) =

 N∑
j=1
αt(j)αji

 bi(ot+1), 1 ≤ i ≤ N, t = 2, ..., T (4.18)
βt(i) =
N∑
j=1
aijbi(ot+1)βt+1(j), 1 ≤ i ≤ N, t = T − 1, ..., 1 (4.19)
Tako dobimo za vsak t ∈ [1, T ] P (O|λ) z enačbo 4.20.
P (O|λ) =
N∑
i=1
αt(i)βt(i) (4.20)
Določanje optimalne poti
Najboljšo pot določa ocenjen vektor q∗ = (q∗1, q
∗
2 , ..., q
∗
T ) pri observacijskem nizu vektor-
jev O = (o1,o2, ...,oT ). Večina sistemov za razpoznavanje govora uporablja združeno
verjetnost observacijskega niza vektorjev in najboljšo sekvenco stanj P (O,q∗|λ) za do-
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ločanje približka realni verjetnosti P (O|λ), kot je prikazano v enačbi 4.21.
P (O|λ) =
∑
vsi q
P (O,q|λ) ≃ maxqP (O,q|λ) (4.21)
Najboljši vektor poti q∗ = argmaxq P (O,q|λ) lahko pridobimo z dinamičnim pro-
gramiranjem, s postopkom Viterbijevega dekodiranja.
Če deﬁniramo verjetnost najboljše poti δt(i), ki se konča v stanju i ob času t z
enačbo 4.22 in ψt(i), kot vektor referenc, lahko z uporabo teh deﬁniranih spremenljivk
zapišemo Viterbijev algoritem [88].
δt(i) = maxq1,q2,...,qt−1P (o1,o2, ...,ot, q1, q2, ..., qt−1, qt = i|λ) (4.22)
1. Inicializacija
δt(i) = piibi(o1), 1 ≤ i ≤ N (4.23)
ψt(i) = 0, 1 ≤ i ≤ N (4.24)
2. Rekurzija
δt(i) = maxi [δt(i)aij ] ot, 1 ≤ i ≤ N, t = 2, ..., T (4.25)
ψt(i) = argmaxi [δt(i)aij ] , 1 ≤ i ≤ N, t = 2, ..., T (4.26)
3. Zaključek
P (O,q∗|λ) = maxi [δT (i)] (4.27)
q∗T = argmaxi [δT (i)] (4.28)
4. Vzvratno sledenje
q∗T = ψt+1(q
∗
t+1) (4.29)
Ocenjevanje parametrov
Če želimo poiskati parametre A,B,Π, ugotovimo, da ni analitičnega postopka, ki bi
omogočil maksimizacijo verjetnosti P (o|λ). Zato uporabimo iterativni postopek, ki pa
žal ne zagotavlja globalnega maksimuma. Z uporabo modiﬁciranega EM-algoritma, ki
izvede optimizacijo na podlagi celotne množice učnih podatkov. Največkrat se uporabi
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Baum-Welchov algoritem ali njegove modiﬁcirane izpeljanke [45].
4.1.3 Sistem za umetno tvorjenje govora na podlagi PMM
Sistem za tvorjenje govora s PMM lahko najpreprosteje opišemo kot tvorjenje govornega
signala na podlagi ocene povprečja sklopov podobno zvenečih segmentov govora. Po-
gosto je sistem za umetno tvorjenje govora na podlagi statističnega modeliranja grajen
iz treh delov:
• določanje parametričnih predstavitev govora iz podatkovne zbirke (spektralni pa-
rametri, parametri vzbujanja),
• učenje oz. modeliranje parametrov z uporabo nabora generativnih modelov (npr.
PMM), kjer se ocene parametrov ocenijo pogosto z maksimalnim verjetjem (ang.
maximum likelihood),
• sinteza oz. tvorjenje govora poteka tako, da za vsako dano besedo (osnovno enoto)
poiščemo najbolj verjetne parametre, ki smo jih ocenili v postopku učenja in s
pomočjo uporabljenega ﬁltra omogočajo rekonstrukcijo govornega signala.
Prvi korak tipičnega PMM-sintetizatorja je določanje parametrov govornega signala.
Ti vsebujejo spektralne značilke ter značilke vzbujanja. Naslednji korak pa je mode-
liranje značilk v PMM. Parametri modelov se ocenijo največkrat na podlagi kriterija
maksimalnega verjetja (ang. maximum likelihood), v nadaljevanju ML, ki ga izraču-
namo z enačbo 4.30.
λˆ = arg maxλ {p(O|W,λ)} (4.30)
V enačbi 4.30 je λ vektor parametrov modela, O vektor učnih podatkov inW vektor
zaporednih kontekstno odvisnih oznak, ki pripadajo vektorju O. Parametri govora,
o = {o1, ..., oT }, se tvorijo z vektorji ocenjenih modelov λˆ, za dan vektor kontekstno
odvisnih oznak, ki bodo tvorile, w, tako, da bodo izhodne verjetnosti največje, kar
prikazuje enačba 4.31.
oˆ = argmax
o
{p(o|w,λ)} (4.31)
Končno se tvori končni umetni govorni signal iz parametričnih predstavitev original-
nega govornega signala. Slika 4.3 prikazuje proces ocenjevanja PMM (učenje) proces
PMM-sinteze.
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Slika 4.3: Blokovni diagram sistema za tvorjenje umetnega govora s tehniko PMM
Slika 4.3 prikazuje osnovno bločno zgradbo osnovnega principa PMM za sistem
umetnega govora. Proces je sestavljen iz učnega dela in dela za tvorjenje govora.
Učni postopek realizira ocene na podlagi maksimalnega verjetja, preko enačbe 4.30 z
uporabo EM-algoritma [86]. Princip PMM je bil za potrebe tvorbe govora prirejen
iz sorodnega področja razpoznave govore [89]. Največja razlika je nedvomno ta, da
pri sistemu za tvorjenje govora ocenjujemo parametre modelov na podlagi spektralnih
značilk in pripadajočih delta značilk ter značilk vzbujanja in pripadajočih delta-delta
značilk iz govorne zbirke naravnega govora z uporabo večtokovnih (ang. multi-stream),
kontekstno odvisnih PMM-jev. Naslednja razlika je v tudi v tem, da se kot vhodne
oznake ne uporabljajo le fonetične oznake posameznega govornega segmenta, kot so
fonemi, alofoni, trifoni idr., temveč pa tudi širši, tako prozodični kot tudi lingvistični
kontekst. Ta poleg prozodičnih oznak upošteva tudi statistične parametre lingvističnega
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Slika 4.4: Markov model z večprostostnimi verjetnostnimi porazdelitvami s tremi stanji
konteksta.
Vključevanje modeliranja značilk vzbujanja, kot je na primer potek osnovne fre-
kvence ali trajanje glasov, močno popravi naravnost sintetiziranega govora, vendar se
kompleksnost statističnih modelov poveča. Potek osnovne frekvence pri govorcu lahko
predstavimo kot niz, ki je sestavljen iz enorazsežnih zveznih vrednosti pri zvenečih gla-
sovih in nezvenečih predelov pri nezvenečih glasovih, pri katerih ni kvaziperiodičnega
vibriranja glasilk. Takšnih nizov s klasičnimi PMM-ji ne moremo obravnavati. Za
rešitev problema modeliranja nezvenečih področij je bilo predlaganih nekaj možnosti,
ki temeljijo na hevrističnih predpostavkah in zato ne omogočajo uporabe statističnih
tehnik. Ena izmed možnosti so t. i. posplošeni PMM, ki omogočajo modeliranje
tako diskretnih kot tudi zveznih naključnih spremenljivk [90, 91]. V smislu takega
modeliranja dobimo nov tip PMM, ki je prikazan na sliki 4.4. Imenujemo ga prikriti
Markovov model z večprostostnimi verjetnostnimi porazdelitvami (VPV-PMM), (ang.
multi-space probability distribution hidden Markov model, MSD-HMM) [92, 93].
Pri tipu PMM na sliki 4.4 je observacijski vektor f0 opredeljen kot mešanica se-
kvenc, ki jih pridobimo iz enodimenzijskega prostora Ω1 in ničdimenzijskega prostora
Ω2, ki ponazarja zveneča in nezveneča območja. Prostor ima pripadajočo utež prostora
ω (
∑2
g=1 ωg = 1). prostor Ω1 ima enoprostorsko funkcijo normalne verjetnostne po-
razdelitve N∞(x), medtem, ko prostor Ω2 pomeni le posamezno točko. Observacijski
vektor o dela f0 je sestavljen iz zvezne naključne spremenljivke x in niza indeksov X v
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enačbi 4.32.
o = (X,x) (4.32)
IndeksX je 1 za zveneča območja, medtem ko je 2 za nezveneča območja. Verjetnost
observacijskega vektorja o je tako deﬁnirana z enačbo 4.33.
b(o) =
∑
g∈S(o)
ωgNg(V o) (4.33)
V enačbi 4.33 so V (o) = x in S(o) = X. Izhodna verjetnost vsakega stanja tipa
PMM, predstavljenega na sliki 4.4, je tako deﬁnirana z enačbo 4.33. S tovrstnim tipom
PMM lahko modeliramo potek osnovne frekvence f0 v enovitem modelu, brez kakšnih
koli hevrističnih predpostavk o njenem poteku.
Brez težav s pomočjo večtokovnega MSD-HMM lahko simultano modeliramo spek-
ter in potek osnovne frekvence. Spekter je v tem primeru modeliran z zvezno verjetno-
stno porazdelitvijo, osnovna frekvenca pa z MSD-HMM. Tovrstni način modeliranja
prikazuje slika 4.5. Pri generiranju umetnega govora dinamične značilke močno popra-
vijo naravnost govora. Zato se pri modeliranju večtokovnih MSD-HMM uporabljajo
tudi prvi in drugi odvodi posameznih tipov značilk. Na sliki 4.5 predstavimo z ct vektor
spektralnih parametrov, z Xpt prostorski niz F0 ob času t in z x
p
t parameter F0 ob času
t. Parametri delta in delta-delta so označeni z ∆ in ∆2.
V tekočem govoru se parametri enote govora (npr. fonema) velikokrat spreminjajo
v odvisnosti od sosednjih fonemov, ki obdajajo opazovani fonem. Zaradi natančnejšega
modeliranja pri sistemu PMM za umetno tvorjenje govora uporabljamo kot oznako
govorne enote širši kontekst fonema, kot je to navada pri razpoznavanju govora, ko
prevladujejo trifoni ali petfoni. Pri PMM za umetno tvorjenje govora tako ponavadi
petfonom dodamo lingvistične in prosodične značilke, kot so naglasno mesto, mesto
poudarka, del v govoru in celo dodatne informacije o stavku. Ker je za zdaj nemogoče
izdelati podatkovno zbirko, ki bi omogočala avtomatično določanje vseh kontekstno
odvisnih enot, je bilo predlaganih nekaj drugačnih tehnik, ki omogočajo rojenje stanj
PMM in souporabo ocenjenih parametrov stanj v stanjih enakega roja. Algoritem se
v literaturi navaja kot rojenje kontekstno odvisnih enot na podlagi odločitevnih dreves
(ang. decision-tree-based context clustering algorithm) [46, 94].
Pri postopku tvorjenja govora se najprej poišče sekvenco PMM, z združevanjem
ocenjenih kontekstno odvisnih PMM-modelov. Sekvenca vektorjev parametrov govora
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Slika 4.5: Ponazoritev observacijskega vektorja pri simultanem modeliranju spektra in
osnovne frekvence z uporabo večtokovnih MDS-HMM
se tvori iz izbranega PMM z uporabo algoritma za izbiro parametrov [95]. V tem
postopku so pridobljeni tudi parametri trajanja. Njihovo izbiro določimo z uporabo
maksimalnega verjetja. Če smo model trajanja ocenili na zgornji način, pa lahko pri-
vede do neskladnosti, saj so preostali modeli modelirani z obema korakoma algoritma
EM, model trajanja pa ne. Tak PMM sistem za tvorjenje govora lahko poslabša na-
ravnost umetno tvorjenega govora. Problem nedoslednosti rešimo s pomočjo prikritih
pol-Markovovih modelov (PPMM), (ang. hidden semi-Markov models, HSMMs) [96],
ki jih lahko razlagamo kot modele PMM z izrecnim stanjem modelov trajanja. Upo-
raba takega modeliranja ponuja možnost modeliranja trajanja tudi v celotnem učnem
postopku, kar tudi odpravi problem nedoslednosti pri tvorjenju govora in izboljša na-
ravnost [96].
Zaradi karakteristik različnih tipov značilk so PMM modeli pri najsodobnejših teh-
nikah modeliranja s kontekstno odvisnimi večprostostnimi modeli PPMM pridobljeni
posebej. Tako pridobimo kontekstno odvisne modele na podlagi spektralnih značilk,
modele na podlagi značilk vzbujanja in modele trajanja. Modele PMM rojimo pose-
bej s pomočjo kontekstno odvisnih odločitvenih dreves. Kot rezultat vseeno pridobimo
sistem, ki lahko modelira spekter, vzbujanje in trajanje v enovitem modelu.
Če se osredotočimo na postopek tvorjenja govora iz parametričnih predstavitev go-
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vornih segmentov, je njegova predstavitev enačba 4.31. Beseda je najprej pretvorjena
v niz kontekstno odvisnih oznak. Na podlagi tega niza z maksimizacijo verjetja poi-
ščemo najboljše prilegajoče se modele. Algoritem za generiranje govornih parametrov
generira nize vektorjev spektralnih značilk in značilk vzbujanja [97]. Nazadnje se tvori
govorni signal s pomočjo teorije vir ﬁlter. Najpogosteje uporabljen je ﬁlter aproksima-
cije spektra iz melkepstralnih koeﬁcientov (ang. mel kepstral spectrum aproximation,
MLSA).
Na tem mestu lahko opozorimo tudi na bistveno razliko v primerjavi z drugimi teh-
nikami tvorjenja umetnega govora. V nasprotju s klasičnimi metodami sinteze govora,
kjer je navadno generiranje govornega signala striktno ločeno od postopka, pri katerem
poteka nastavljanje prozodičnih parametrov govora, skušamo pri PMM-sintezi oba dela
združiti v enovit model.
4.1.4 Vplivanje na karakteristike, slog in čustvena stanja umetnega govora
Najprivlačnejši del tovrstnega pristopa k tvorbi umetnega govora je preprosto spremi-
njanje PMM-parametrov z uporabo tehnik prileganja [98], interpolacije [99] in lastnih
glasov [100]. Vse tehnike izvirajo iz modeliranja parametričnega zapisa govornega si-
gnala. Vplivanje na pridobljene modele se lahko s pridom uporabimo za doseganje bolj
speciﬁčnega tona ali sloga umetno tvorjenega govora. To lahko dodatno pripomore
k izdelavi sintetizatorjev, ki so zmožni posnemati tudi čustvena stanja poljubljenega
besedila. Z ustreznim kombiniranjem tehnik lahko izboljšamo naravnost umetnega go-
vora. To je nedvomno ena poglavitnih prednosti tvorjenja umetnega govora s PMM
pred drugimi sodobnimi tehnikami.
V nadaljevanju na kratko predstavimo nekaj izbranih tehnik, ki omogočajo mani-
pulacijo ocenjenih parametrov modelov PMM.
Prilagajanje
Metoda prilagajanja je bila prvič uporabljena na sorodnem področju razpoznave go-
vora [101] in tudi na področju potrjevanja identitete govorca [102]. Prilagajanje se na
področju razpoznave govora uporablja za dodatno nastavljanje akustičnih modelov za
natančnejše razpoznavanje govora pri znanem govorcu. Tehnika je uporabna tudi na
področju PMM-sinteze. Njeno bistvo je prilagoditi lastnosti sintetizatorja tako, da bo
umetno tvorjen govor imel čim bolj podobno karakteristiko glasu speciﬁčnega govorca.
Posebnost tega postopka je, da lahko uporabimo le majhno število govornih enot speci-
ﬁčnega govorca in z njimi lahko že vplivamo na parametre PMM v taki meri, da lahko
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tvorimo sintetiziran govor tega govorca.
Prilagajanje se lahko izvaja na dva načina. Prvi način temelji na kriteriju najve-
čje vrednosti posteriorne porazdelitve (angl. maximum a posteriori), v nadaljevanju
MAP [103], drugi način pa na kriteriju največjega verjetja pri linearni regresiji (angl.
maximum likelihood linear regresion), v nadaljevanju MLLR [104] [105].
Tehnika MAP vsebuje uporabo predhodnega znanja o porazdelitvah parametrov
modelov. Ena izmed odlik tehnike MAP je ta, da se z njeno pomočjo izognemo po-
tencialnim slabim ocenam parametrov modelov, na katere bi trčili pri kriteriju ML, če
le izberemo smiselno apriorno porazdelitev parametrov. Z drugimi besedami, uporaba
kriterija MAP se priporoča tedaj, ko je za oceno parametrov na voljo le majhna količina
podatkov. Največja slabost tehnike MAP je, da je vsaka Gaussovova porazdelitev v
PMM osvežena individualno, kar pomeni, da tedaj, ko je premalo učnih podatkov za
adaptacijo, vpliv na Gaussove porazdelitve premajhen. Tovrstno slabost pri tvorjenju
umetnega govora zaznamo pri primerjavi originalnih in adaptiranih Gaussovih poraz-
delitev, ki so nekoliko prilagojene, vendar še vedno preveč podobne originalnim, da bi
bilo mogoče zaznati spremembe v umetno tvorjenem govornem signalu. Slabost je izra-
zita pri adaptaciji množice parametriziranih govornih signalov, katerih porazdelitev je
redka. Slabo adaptiran sistem za tvorjenje govora prepoznamo po pogostih preklopih
med osnovno naučenim glasom in glasom, ki je bil na voljo za adaptacijo. Tovrstnim
problemom se lahko izognemo z uporabo dodatnih izboljšav. Predlagane so bile raz-
širjene tehnike MAP, kot sta strukturirana ocena MAP (structured MAP estimation)
[106] in metoda glajenja vektorskega prostora (ang. vector-ﬁeld-smoothing) [107].
Linearne transformacije parametrov prikritih Markovovih modelov so široko upora-
bljene tedaj, ko želimo izvesti adaptacijo okolja ali posameznega govorca. Pri uporabi
tehnike MLLR je skupek linearnih transformacij uporabljen za preslikavo trenutnih mo-
delov v adaptirane modele po kriteriju maksimizacije upanja. V primerih, ko imamo
omejeno število podatkov za adaptacijo, se tehnika MLLR izkaže bolje kot tehnika
MAP. Ne nazadnje tehnika MLLR ponuja tudi adaptivno učenje, ki omogoča oceno ”ka-
noničnih” modelov govorca za poznejše učenje splošnih akustičnih modelov. Za vsakega
govorca med učnimi podatki lahko ocenimo transformacije MLLR. Prek transformaciji
vseh govorcev lahko ocenimo povprečni akustični model. Tak pristop v PMM-sintezi
imenujemo povprečna glasovna sinteza (ang. average voice-based speech synthesih)
[98].
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Interpolacija
Tehnika interpolacije omogoča vključevanje različnih karakteristik govorca, kot so po-
sebnosti posameznega govorca ali emocionalna stanja govorca v sintetiziranem govoru.
Ideja interpolacije je bila prvič uporabljena pri avtomatski zamenjavi glasu govorca
z glasom želenega govorca (ang. voice conversion). Kasneje je tehniko za uporabo
v PMM-sintezi priredil Yoshimura, kjer se izvaja interpolacija PMM parametrov med
ključnimi nizi PMM parametrov [99]. Bistvo tehnike je dejstvo, da lahko vsako osnovno
enoto govora, ki je bila modelirana s PMM, interpoliramo z enim izmed statističnih kri-
terijev. Pri PMM-sintezi jo s pridom uporabljamo tako, da omogočimo spreminjanje
karakteristike sintetiziranega govora, brez vpliva na proces učenja sintetizatorja ali na
učno zbirko govora. Pri tem mora uporabnik sintetizatorja nastavljati želeno interpo-
lacijsko razmerje ročno.
Lastni govor
Prej opisane tehnike lahko v nekaterih primerih uporabe pripeljejo do problemov. Pri
tehniki prilagajanja nastane problem pri sintezi govora, ko nimamo na voljo dovolj
govornih posnetkov za adaptacijo. Če ni posnetkov, ne moremo pridobiti adaptiranih
akustičnih modelov.
Problem tehnike interpolacije pa se izkaže drugje. S spreminjanjem interpolacij-
skega razmerja med reprezentativnimi govorci lahko preprosto ustvarimo nov umetni
glas. Velikokrat raziskovalci želijo vplivati na kakovost sintetiziranega govora s po-
večanjem števila reprezentativnih govorcev, ki omogočajo poznejšo izvedbo postopka
interpolacije. Pri povečanem številu reprezentativnih govorcev je problem, kako dolo-
čiti interpolacijsko razmerje. Ena od možnosti za rešitev problema je uporaba lastnih
vektorjev modela reprezentativnega glasu [100].
Postopek temelji na modeliranju PMM-ov vsakega govorca posebej. Z analizo glav-
nih komponent (ang. principal component analysis, PCA) lahko pridobimo lastne vek-
torje in lastne vrednosti vektorjev vseh stanj PMM za vsakega govorca. Z upoštevanjem
le večjih lastnih vrednosti lahko efektivno zmanjšamo velikost akustičnega prostora go-
vorca, ki ga modeliramo s sintezo. Z določevanjem uteži vsakemu od tako pridobljenih
lastnih vektorjev lahko pridobimo nov akustični model, ki je vsota originalnega akustič-
nega modela, vseh produktov uteži in lastnih vektorjev. Iz novega akustičnega modela
lahko zgradimo nov PMM. Z modiﬁkacijo le manjšega števila uteži lahko zamenjamo
glas na izhodu sintetizatorja. Težava nastane pri tem, da je izhodni glas močno odvisen
od uteži lastnih vektorjev, katerih uteži ni mogoče učinkovito nastavljati, saj njihove
vrednosti nimajo smiselne razlage z dejansko pretvorbo govorca [108].
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4.2 Umetno tvorjenje čustvenega govora s pomočjo PMM
V tem razdelku predstavimo razširitev splošne tehnike PMM, ki z nekaj prilagoditvami
omogoča tudi uspešno tvorjenje čustvenega govora.
Zahtevna zbirka čustvenega govora s katero smo realizirali sistem, pomeni omejitve
predvsem v količini gradiva, ki ga imamo na voljo za realizacijo sistema. Kot je razvidno
iz literature, lahko s tako zbirko govora pričakujemo, da bomo ustvarili manj kakovosten
govor. Zaradi manjšega nabora pa je tehnika z uporabo PMM pravšnja izbira, saj
lahko manipuliramo ocenjene modele govora in že z manjšo količino govornega gradiva
pridobimo tudi kakovosten govor v določenem čustvenem stanju.
V tem razdelku najprej predstavimo programska orodja, ki smo jih uporabili pri re-
alizaciji, nato predstavimo realizacijo grafemsko-fonemske pretvorbe, ki omogoča pre-
tvarjanje pisane besede v njen fonetični prepis. S pomočjo grafemsko-fonemske pre-
tvorbe in postopka vsiljenega prileganja omogočimo prileganje fonetične predstavitve
besedila na govorno gradivo. Pozneje predstavimo postopke, ki smo jih priredili za
realizacijo sistema za umetno tvorjenje čustvenega govora.
4.2.1 Uporabljeni programski pripomočki
Za razvoj PMM-sinteze je najpogosteje uporabljeno programsko okolje, imenom HMM-
based Speech Synthesis System (HTS) [109]. Orodje sestavlja več programskih paketov.
Najpomembnejši, ki je namenjen učenju parametričnih modelov temelji na podlagi
prilagoditev znanega programskem okolja HTK [110]. Čeprav za tvorjenje govora lahko
uporabimo poljuben ﬁlter, sta v zadnji verziji orodja HTS podprta dva. Prvi temelji na
programu "hts engine api", ki uporablja MLSA-algoritma za rekonstrukcijo govornega
signala, drugi pa na principu ﬁltra STRAIGHT [111]. Orodje HTS ne omogoča tudi
potrebne predpriprave analize besedila v zbirkah govora. V ta namen se največkrat
uporabljajo programi programskega okolja Festival [112]. V laboratoriju za jezikovne
tehnologije nemškega raziskovalnega centra za umetno inteligenco (DFKI) je nastalo
tudi alternativno programsko okolje za analizo besedila pri razvoju sistemov za umetno
tvorjenje govora, imenovano Mary [113]. V naši doktorski disertaciji se osredotočamo
na uporabo orodja HTS za modeliranje parametričnih modelov in Mary za tekstovno
analizo kontekstno odvisnih oznak, s katerimi realiziramo modele PMM.
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4.2.2 Realizacija slovenske jezikovne podpore in priprava posnetkov
Pri razvoju sistema in postopku tvorbe umetnega govora igra pomembno vlogo
grafemsko-fonemska pretvorba, ki je speciﬁčna za vsak jezik. Postopek omogoča pre-
tvorbo besedila v njegov fonetični prepis. V doktorski disertaciji smo za ta namen
uporabili ročno pregledan slovar, ki smo ga pridobili s pomočjo avtomatske grafemsko-
fonemsko pretvorbe podjetja Aplineon. Avtomatska grafemsko-fonemska pretvorba te-
melji na delu sistema za umetno tvorjenje slovenskega govora S5 [114]. Avtomatsko
pridobljen slovar smo ročno pregledali in dodatno popravili. Prav tako pa smo dodali
tudi zlogovanje fonetično zapisanih besed. Samostojno smo razvili avtomatični algori-
tem, ki omogoča zlogovanje besed po pravilih navedenih v SSKJ. Ker ima slovenski jezik
pri zlogovanju določene izjeme, smo zlogovanje izjem v slovarju tudi ročno pregledali
in dodatno popravili.
Slovar obsega 15845 različnih besed. Končno število različnih besed smo pridobili
z združevanjem besed, zastopanih v zbirki EmoLUKS, in dodatnih besed, ki smo jih
pridobili z analizo digitalnih zapisov slovenskega leposlovja [54]. Iz nabora besed, ki
smo jih pridobili v slovenskem leposlovju, smo izbrali najpogostejše. S tem smo skušali
pridobiti slovar izgovarjav, ki bi ga lahko uporabili tudi za tvorjenje splošnega sloven-
skega besedila. Primer manjšega dela slovarja je podan v Dodatku C. Zaradi nazornosti
prikažemo zastopanost izbranih fonemov v zbirki EmoLUKS za ženski in moški glas
na diagramu 4.6. Grafemsko-fonemsko pretvorbo smo razvili na podlagi 37 fonemov
slovenskega jezika in pripadajočim znakom premora, ki je na diagramu 4.6 označen s
podčrtajem.
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Slika 4.6: Relativna zastopanost fonemov v zbirki EmoLUKS za moški av_01 glas in ženski lb_01 glas
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Po pridobitvi grafemsko-fonemskega slovarja smo lahko uporabili avtomatski po-
stopek, ki omogoča prileganje uporabljenih fonemov na akustični signal. Postopek
imenujemo vsiljeno prileganje. Postopek je zasnovan na podlagi prikritih Markovovih
modelov, kjer je glavna naloga procesa poiskati optimalno lokacijo fonema v govornem
signalu. V zadnjem času je nastalo kar nekaj odprtokodnih programov, ki omogo-
čajo preprosto implementacijo vsiljenega prileganja. Najpogostejši postopek je mogoče
realizirati s programskim okoljem HTK [110]. Mi pa smo za naše potrebe uporabili
program EHMM [115].
EHMM kot vhod zahteva krajše odseke govornih signalov s pripadajočim fonemskim
prepisom. V našem delu smo govorne signale razdelili na zaključene stavčne enote. Kot
izhod postopka vsiljenega prileganja pridobimo pripadajočo časovno označeno dato-
teko h govornemu signalu, ki vsakemu fonemu v govornem signalu pripiše čas, kjer se
posamezni fonem najverjetneje nahaja v pripadajočem govornem signalu.
4.2.3 Postopek za izdelavo čustvenih modelov PMM slovenskega govora
Sistem za tvorjenje umetnega čustvenega govora smo udejanjili s pomočjo prilagajanja
povprečnega čustvenega modela govora enega govorca. Preizkusili smo več implemen-
tacij različnih postopkov, ki omogočajo oceno ali prilagajanje čustvenih modelov PMM
slovenskega govora. Na tem mestu opisujemo le tistega, ki nam je omogočil tvorbo
razumljivega govora in hkrati tvorbo raznolike umetne čustvene izraženosti za vsako
čustveno stanje iz uporabljene zbirke.
Za razvoj čustvenega govora smo uporabili zbirko EmoLUKS, ki je bila opisana
v poglavju 3, kjer smo navedli tudi nekaj resnih omejitev, ki bi lahko vplivale na
kvaliteto tvorbe čustvenega govora. Z uporabo zbirke EmoLUKS razpolagamo z zelo
neenakomerno porazdeljenim govornim gradivom v označenih čustvenih kategorijah.
Količine dobro označenega gradiva so v nekaterih primerih zelo majhne. Če pogledamo
čustveno stanje gnus, v tabeli 3.8, je ta v celotni zbirki pa je zastopan z manj kot dvema
odstotkoma (manj kot dve minuti govora). Zaradi premajhne količine posnetkov smo to
čustveno stanje morali žal zapostaviti pri tvorbi sistemov za umetno tvorjenje govora.
Govorni posnetki so bili sicer pridobljeni v profesionalnih studiih Radia Slovenija,
so bile različne radijske igre posnete v daljšem časovnem razponu. Niso vse radijske
igre v zbirki niso posnete z enako opremo. Različna kakovost posnetkov pa je tudi izziv
pri graditvi sistemov za umetno tvorjenje govora.
Na podlagi zahtevnosti zbirke smo kot osnovo našega nadaljnjega raziskovanja iz-
brali postopek za tvorjenje umetnega govora na podlagi PMM, ki realizira končni model
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PMM na podlagi ocene povprečnega govornega modela (ang. average voice model) in
s postopkom prilagajanja s speciﬁčnim sklopom posnetkov [116]. Ocenjeni povprečni
model govora adaptiramo s speciﬁčnim govornim gradivom, ki v našem primeru od-
raža sklop posnetkov kakovost označenega čustvenega stanja govorca. Tako povprečen
model čustvenega govora preslikamo v nov model, ki poudarja speciﬁke v govoru na
posnetkih, ki so na voljo za prileganje.
Ideja za razvoj tovrstnega postopka izvira iz možnosti za izrabo zbirk govora na-
menjenih razpoznavi govora, tudi na področju sinteze [117]. Take zbirke ponavadi
vsebujejo veliko govorcev. S postopkom prilagajanja na povprečni model govora lahko
hitro in učinkovito pridobimo sistem za umetno tvorjenje govora velikega števila go-
vorcev, ki so na voljo pri adaptaciji. Ponavadi je učenje povprečnega modela govora
izvedeno na obseženem govornem gradivu, saj naj bi le-to odražalo speciﬁko, v kateri
hočemo pridobiti umetno tvorjen govor [118]. Posebnost pristopa se izkaže v tem, da
je postopek neobčutljiv na različno kakovost posnetkov, ki so narejeni v različnih oko-
liščinah, ali vsebujejo tudi dodaten šum v ozadju govornega signala [119]. Postopek
izdelave sistema za umetno tvorjenje govora s prilagajanjem povprečnega modela go-
vora v tarčni glas govorca je opisan v [98]. V naši disertaciji pa smo ga prilagodili
za uporabo z zahtevno zbirko slovenskega čustvenega govora EmoLUKS. Rezultat je
sistem, ki omogoča tvorbo slovenskega govora v izbranem čustvenem stanju. Postopek
ocenjevanja povprečnega čustvenega modela govora prikazuje slika 4.7.
Ocenjevanje čustvenega povprečnega modela govora omogoča algoritem za deljeno
rojenje kontekstno odvisnih enot na podlagi odločitvenih dreves (ang. shared-decision-
tree-based context clustering). Algoritem je predlagal Yamagishi s sodelavci v [120].
Značilnost takega odločitvenega drevesa je, da ima vsako vozlišče vedno na voljo po-
datke o vseh čustvenih stanjih govorca, ki so v podatkovni zbirki namenjeni učenju.
Postopek predvideva, da se najprej ocenijo kontekstno odvisni modeli za vsa čustvena
stanja govorca, ki so na voljo v učni množici. Z uporabo ocenjenih modelov se izdela
deljeno odločitveno drevo za rojenje kontekstno odvisnih enot. Z njegovo pomočjo se
rojijo ocenjeni od govorca in hkrati od čustvene kategorije odvisni modeli. Končna
Gaussova gostota verjetnosti je pridobljena z združevanjem vseh čustvenih Gaussovih
gostot verjetnosti v vsakem vozlišču drevesa. Končni model povprečnega čustvenega
govora pridobimo s ponovnim ocenjevanjem parametrov rojenega modela nad celotnimi
podatki v učni množici. Z uporabo enakega postopka pridobimo tudi ocene porazdelitev
trajanja.
Uporaba tovrstnega povprečnega čustvenega modela pa odraža tudi nesorazmerja
v številu učnih podatkov za posamezno čustveno stanje. Če ne bi uporabili dodatne
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Slika 4.7: Postopek ocenjevanja povprečnega čustvenega modela govora
metode za normalizacijo, bi povprečni model čustvenega govora odražal privrženost ču-
stvenemu govoru, ki je bil najbolj zastopan v učnih podatkih. Temu se lahko izognemo
z uporabo tehnike [121], ki povprečen čustveni model govora oceni na podlagi prila-
gajanja vseh čustvenih stanj v učni množici. V postopku vsakemu čustvenemu stanju
v učni množici določimo razliko med čustvenim govorom in kanoničnim povprečnim
modelom govora z oceno funkcije linearne regresije povprečnih vektorjev porazdelitev
izhodnih stanj. Ko je ocena za vsako čustveno stanje iz učnih podatkov končana, se na
njeni podlagi izračuna končni povprečni model čustvenega govora, ki maksimira verjetje
transformiran povprečen model vsakega čustvenega stanja z uporabo vseh podatkov,
ki so na voljo za učenje.
Celoten postopek sinteze je prikazan na sliki 4.8. Sestavljen je iz štirih delov, določa-
nja značilk govornega signala, učenja, adaptacije in tvorjenja govora. Določanje značilk
opredeljuje uporaba ﬁltra, ki ga uporabimo za tvorjenje govora. Lahko uporabimo ﬁlter
MLSA, ki narekuje uporabo melkepstralnih koeﬁcientov, ali pa ﬁlter STRAIGHT (ang.
Speech Transformation and Representation by Adaptive Interpolation of weiGHTed
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spectrogram) [111].
Pogosto uporabljeni postopek učenja modelira simultano akustične značilke in tra-
janje. Predvideva uporabo kontekstno odvisnih večtokovnih levo-desnih z večprosto-
stnimi porazdelitvami (MSD) prikritih pol-Markovovih modelov (PPMM). Ocene para-
metrov modelov (povprečni vektor in diagonalno kovariančno matriko Gaussovih gostot
verjetnosti) pridobimo z EM-algoritmom [96]. Ocenjevanje končnega povprečnega mo-
dela govora poteka po postopku, ki je opisan v predhodnih odstavkih. Najprej se izvede
inicializacija začetnih modelov z uporabo preprostih monofonskih čustvenih modelov.
Pozneje se izvede učenje petfonskih MSD-PPMM, ki so transformirani v kontekstno
odvisne MSD-PPMM in ponovno ocenjeni na podlagi kontekstno odvisnih oznak. V
naslednjem koraku izvedemo kontekstno odvisno rojenje na podlagi odločitvenih dreves
s kriterijem MDL [122]. Parametri modelov so vezani v listih odločitvenih dreves. Ro-
jeni MSD-PMMM so ponovno ocenjeni. Postopek rojenja je ponovljen dvakrat, celoten
proces pa trikrat z uporabo ponovno ocenjenih segmentov oznak z večkratnim vzor-
čenjem (ang. bootstrap) [123]. Vsako ponovno ocenjevanje in ponovna segmentacija
pri ocenjevanju povprečnega modela govora temeljita na postopku učenja povprečnega
modela govora [116] in adaptacije cMLLR (ang. constrained maximum-likelihood linear
regresiji [124].
Postopek prilagajanja transformira povprečni čustveni model govora s postopkom
cMLLR [124] ali cSMAPLR (ang. constrained structural maximum a posteriori linear
regression) [125] v čustveni model govora, s katerim nam omogoča iskanje parametrov,
ki omogočajo reprodukcijo čustvenega govora v določenem čustvenem stanju. Mi smo
uporabili cSMAPLR.
Pri tvorjenju govora se najprej poiščejo parametri akustičnih značilk, parametri
vzbujanja. Končno se tvori govorni signal s pomočjo pridobljenih parametrov vzbujanja
in izbranih najbolj verjetnih parametrov prenosne funkcije, ki jo zahteva uporabljeni
ﬁlter za tvorjenje akustičnega signala.
V naši disertaciji smo izkoristili postopke adaptacije za spreminjanje parametrov
PMM za tvorjenje čutveno obarvanega govora. Ujemanje mnenj označevalcev pri po-
snetkih v zbirki EmoLUKS, pokaže kako kakovostno so izražena čustvena stanja v
zbirki. Na podlagi poskusov smo ugotovili, da če vključimo gradivo slabše kakovosti v
postopek adaptacije povprečnega modela, lahko tudi pokvarimo čustveni izraz v prido-
bljenem umetnem govoru. Na podlagi te predpostavke smo razvili postopek, ki omogoča
avtomatsko izbiro kakovostnih posnetkov na podlagi kakovosti čustvene oznake posa-
meznega posnetka v podatkovni zbirki. Ta je izražena z ujemanjem označevalcev na
podlagi κ statistike. Obenem smo v avtomatskem postopku zahtevali, da končni sklop
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Slika 4.8: Pregled postopka za realizacijo sistema za umetno tvorjenje čustvenega go-
vora s prilagajanjem povprečnega PPMM-modela govora
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Slika 4.9: Shematski prikaz selekcije čustvenih posnetkov na del za prilagajanje in učni
del
čustvenih posnetkov, namenjenih prilagajanju, vsebuje vse foneme, ki smo jih izbrali
v sklopu grafemsko-fonemske pretvorbe. S tem smo pridobili sklope kakovostno ozna-
čenih posnetkov za vsako čustveno stanje v zbirki in obenem dovolj dobro pokritost
fonemske predstavitve slovenskega jezika v posameznem čustvenem stanju. Te sklope
posnetkov smo uporabili pri postopku prilagajanja. Tako smo pridobili gradivo, ki je
manj obsežno, vendar pomeni največje ujemanje označevalcev. Posnetki v takem sklopu
so boljši približki čustvenim stanjem govorcev. Vse druge posnetke smo namenili za
pridobitev povprečnega čustvenega modela govora. Shematski prikaz implementacije
algoritma za selekcijo posnetkov na učni del in del namenjen prilagajanju, prikazuje
slika 4.9. Slika 4.10 pa je podroben prikaz operacij za izbiro posnetkov, namenjenih
prilagajanju, ki imajo obenem tudi veliko stopnjo zanesljivosti ocene čustvenega stanja.
Pridobljene sklope posnetkov lahko v smislu realizacije sistemov na splošno delimo
na tri dele. Prvi del je namenjen učenju splošnega, od govorca odvisnega, čustvenega
povprečnega modela govora. V ta del smo vključili vse posnetke nevtralnega čustve-
nega stanja in manj kakovostno označene posnetke čustvenih stanj. Drugi del so sklopi
posnetkov, namenjenih prilagajanju splošnega čustvenega modela govora v speciﬁčno
čustveno stanje. Podmnožice posnetkov združujejo kakovostno označene posnetke za
vsako čustveno kategorijo v zbirki EmoLUKS. Tretji del je namenjen preverjanju re-
aliziranih čustvenih povedi. Posnetek je v posamezen sklop vključen le enkrat. Tako
zagotovimo, da se testni posnetek ne nahaja v sklopu za učenje in tudi ne v sklopu za
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Slika 4.10: Prikaz algoritma za izbiro posnetkov na podlagi κ zanesljivosti čustvene
oznake
adaptacijo.
Po pridobitvi sklopov, ki vsebujejo posnetke in njihove segmentirane fonemske tran-
skripcije, smo s pomočjo programskega okolja HTS in Mary za izvedbo besedilne ana-
lize realizirali najprej učenje povprečnega modela govora s kontekstno odvisnimi MSD-
PPMM. S postopkom učenja, ki smo ga že opisali, smo pridobili povprečen model
govora. S pomočjo postopka prilagajanja pridobljenega splošnega modela govora, smo
za vsako čustveno stanje posebej pridobili čustven model govora, s katerim je mogoče
tvoriti čustveni slovenski govor. Nazadnje smo tvorili umetni govor iz povedi, ki smo
jih vključili v del, namenjen testiranju sistema.
4.3 Sklep
To poglavje smo namenili predstavitvi metodologije za razvoj sistema za umetno tvor-
jenje slovenskega čustvenega govora.
Najprej smo predstavili teoretično ozadje izdelave sistema za umetno tvorjenje go-
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vora na podlagi prikritih Markovovih Modelov (PMM) in možnosti vpliva na ocenjene
modele PMM. Zaradi zahtevnosti in omejitev gradiva slovenskega čustvenega govora
v zbirki EmoLUKS smo razvili postopek, ki na podlagi zanesljivosti ocene čustvenega
(določene κ statistike v zbirki EmoLUKS) avtomatsko pripravi in izbere podatke za
učenje, prilagajanje in testiranje. S tako prilagoditvijo omogočimo tudi pri majhnem
številu posnetkov, ki pa so najboljši približki realnim čustvenim stanjem, transforma-
cijo povprečnega čustvenega modela v določen čustveni model. To storimo s pomočjo
uveljavljenega postopka tvorjenja umetnega govora, ki omogoča prilagajanje govorca
na povprečni model govora. Postopek priredimo za realizacijo čustvenih, od govorca
odvisnih modelov z uporabo slovenske čustvene zbirke govora EmoLUKS.
Na tem mestu na kratko strnemo izvirne prispevke, ki smo jih predstavili v sklopu
obravnavanega poglavja:
• izboljšava slovarja slovenske grafemsko-fonemske pretvorbe z ročnim pregledom
in pol-avtomatskim načinom določanja zlogovanja v fonetični predstavitvi,
• izdelava algoritma za avtomatsko določanje učnih podatkov prilagajanja in testnih
podatkov na podlagi ocene zanesljivosti čustvene oznake,
• prilagoditev postopka za umetno tvorjenje govora z uporabo povprečnega modela
govora za tvorjenje od govorca odvisnega čustvenega govora.
Postopek tvorjenja čustveno obarvane sinteze je zaradi načina prilagajanja PMM
modelov primeren tudi za poznejše nadgradnje pri povečevanju zbirke EmoLUKS.
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V tem poglavju najprej opišemo metode in postopke, ki omogočajo vrednotenje ume-
tnega govora. V nadaljevanju predstavimo na primeru vrednotenja razvitega sistema za
umetno tvorjenje govora tudi lastno metodo vrednotenja čustvenega umetnega govora.
Razdelek zaključimo s podanimi rezultati objektivnega in subjektivnega vrednotenja
razvitega sistema. Poglavje končamo s sklepom, v katerem povzamemo pridobljene
rezultate in komentiramo predlagano objektivno metodo vrednotenja.
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5.1 Opredelitev vrednotenja pri umetnem govoru
Umetno tvorjenje govora iz besedila poteka na splošno v dveh delih. V prvem delu se iz
besedila tvori niz fonetičnih in prozodičnih oznak, v drugem se ta niz oznak preslika v
govorni signal. Kakovost govora je odvisna od obeh delov. Pod kakovost lahko oprede-
limo razumljivost na eni strani, ki jo lahko izmerimo na ravni fonemov, zlogov, besed ali
pa stavkov, ter naravnost ali prijetnost sintetiziranega govora na drugi strani. Na splo-
šno si razvijalci želijo udejanjiti sistem, ki zadosti oba kriterija. Preverjanje kakovosti
umetnega govora izhaja iz različnih namenov uporabe sistemov in tipov uporabnikov,
ki jih uporabljajo. Če pogledamo uporabo sintetizatorja pri vsakodnevni rabi, kot na
primer branje novic ali elektronske pošte, uporabniki obravnavajo predvsem problema-
tiko naravnosti. Drugemu tipu uporabnikov pa se zdi pomembnejša razumljivost. To
so predvsem tisti, ki uporabljajo sisteme za umetno tvorjenje govora, ko imajo zasedene
oči z drugim delom, ali pa so slepi ali slabovidni. Iz teh dveh vidikov aplikativne upo-
rabe tudi izhajajo potrebe po razumljivosti na eni strani ter naravnosti in prijetnosti
na drugi. Trenutno še nimamo splošno sprejetih postopkov objektivnega vrednotenja
sintetizatorja. Velika večina raziskovalcev in razvijalcev sistemov za umetno tvorjenje
govora še vrednoti sisteme z dragim in dolgotrajnim pristopom vrednotenja z ocenje-
valci.
Na trenutni stopnji razvoja sintetizatorji govora dosegajo zadovoljivo stopnjo razu-
mljivosti, na drugi strani pa zaostajajo pri naravnosti, čeprav je v zadnjem času tudi
na tem področju opazen napredek [126]. Kljub čedalje bolj dovršenim sistemom pa je
le malo takih, ki omogočajo kakovostno tvorbo govora iz poljubnega besedila. Čeprav
njihovo udejanjanje vedno temelji na predpostavki splošne uporabnosti, se v praksi iz-
kaže, da razvijalci težko predvidijo vse posebnosti in pomanjkljivosti pri modeliranju
tako leksikalnih značilnosti, kakor tudi akustike govora v posameznem jeziku. Zato za
razvoj t.i. splošnih sistemov govora na splošno velja, da se več podatkov, namenjenih
modeliranju, odraža v boljši kakovosti tvorjenega govora. To je težko doseči, saj je
pridobivanje obsežnih govornih zbirk drag in dolgotrajen proces. Le malo svetovnih
jezikov ponuja splošne, predvsem pa obsežnejše zbirke govora, ki jih lahko uporabimo
pri graditvi sistemov za umetno tvorjenje govora. Žal za slovenski jezik v času pisanja
te doktorske disertacije obstaja le več manjših namenskih zbirk, ki jih lahko uporabimo
tudi pri razvoju slovenskega sistema za umetno tvorjenje govora. Ne le pri razvoju
slovenskega sistema za umetno tvorjenje govora, ampak tudi v svetu se raziskovalci
pri raziskovanju, predvsem novih principov osredotočajo na uporabo manjših namen-
skih zbirk. Njihov razvoj opravičujejo z delovanjem za poseben namen aplikacije, kot
so telefonski informacijski sistemi, pri pomočniki za branje elektronske pošte idr. Z
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izbiro manjše podatkovne zbirke pridobimo bolj kontroliran proces razvoja, kot tudi
vrednotenja udejanjenih sistemov.
Naša doktorska disertacija se osredotoča na umetno tvorjenje čustvenega govora.
Zato to poglavje namenjamo preverjanju, ali so v umetno tvorjenem signalu prisotna
čustva. V našem primeru smo se pri vrednotenju sintetiziranega govora osredotočali na
kakovost akustike tvorjenega čustvenega govornega signala. Kot smo pokazali že v raz-
delku 3.3, lahko z uporabo metode razpoznavanja čustvenih stanj govorca do neke mere
avtomatsko razpoznavamo čustvena stanja govorca v govornem signalu. Avtomatsko
metodo skušamo ovrednotiti tudi z vrednotenjem z ocenjevalci. Preden se osredotočimo
na vrednotenje udejanjenih sistemov, povzamemo še najpogosteje uporabljene metode
vrednotenja umetno tvorjenega govora v naslednjih dveh razdelkih.
5.1.1 Vrednotenje z ocenjevalci
V skupino metod vrednotenja z ocenjevalci uvrščamo postopke, pri katerih ocenijo ka-
kovost sintetizatorja govora poslušalci tako, da ob poslušanju enega ali več različnih
sintetizatorjev izpolnjujejo anketni vprašalnik. S takšnimi metodami ponavadi vredno-
timo kakovost sintetiziranega govora, h kateri pripomorejo vsi podsklopi, ki sestavljajo
sistem za pretvorbo besedila v govor. Zato je težko določiti, v kolikšni meri posamezni
sklop pripomore h končni kakovosti govornega signala. Pomagamo si tako, da opravimo
več različnih slušnih preizkusov z metodami, za katere vemo, da se osredotočajo na do-
ločene podsklope. Teste moramo izvesti z večjim številom poslušalcev, saj ima vsak
poslušalec lasten kriterij za ocenjevanje kakovosti govora. Obstaja več metod vredno-
tenja, ki so osredotočena na preverjanje razumljivosti sintetizatorja, tako da preverjajo
razumljivost na ravni posameznih glasov, na primer (ang. Modiﬁed Rhythm Test,
MRT), ali na nivoju besed in stavkov, na primer SUS (ang. Semantically Unpredicted
Sentence) [127].
Pri preverjanju prijetnosti in naravnosti sintetiziranega govora nimamo tolikšne
izbire. Najbolj se strokovni javnosti upošteva ocena MOS (ang. Mean Opinion Score)
[128], pri kateri poslušalci ocenjujejo splošen vtis sintetiziranega govora.
5.1.2 Objektivno vrednotenje
V skupino objektivnega vrednotenja uvrščamo postopke, pri katerih podamo kvantita-
tivno oceno kakovosti sintetiziranega govora na podlagi merljivih lastnosti govornega
signala. Testi objektivnega vrednotenja ponavadi temeljijo na računanju razdalje v
akustičnem prostoru med dejanskim in sintetiziranim govornim signalom. Kvalitativna
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ocena naj bi zajemala zaznavno (perceptivno) podobnost med dvema akustičnima si-
gnaloma [129]. S čedalje večjim številom tehnik pri sintezi govora še vedno ostaja odprto
vprašanje, kako omogočiti ponovljivo metodo vrednotenja sintetizatorjev ter s tem pri-
spevati k objektivni primerljivosti sintetizatorjev. Metoda glede merjenja kakovosti
tvorjenja naravnosti in kakovosti umetnega govora do zdaj še ni bila predstavljena.
Vseeno pa lahko v svetovni literaturi zasledimo prizadevanja tudi na tem področju.
Osnova vseh principov temelji na primerjavi originalnega govornega signala z umetno
tvorjenim signalom. Zaradi velikega števila parametrov, ki vplivajo na tvorjenje ume-
tnega signala, pa žal take metode v večini primerov ponudijo le splošen trend izboljšave.
5.2 Vrednotenje razvitega sistema za umetno tvorjenje čustvenega
govora
V tem poglavju predstavimo na primeru udejanjenih sistemov za umetno tvorjenje
čustvenega govora na podlagi podatkovne zbirke EmoLUKS metodologijo in tudi pri-
dobljene rezultate. Navajamo predlagani postopek objektivnega vrednotenja umetnega
govora, ki temelji na melkepstralni razdalji med umetno tvorjenim čustvenim posnet-
kom govora in njegovim originalom.
5.2.1 Priprava podatkov in analiza
Pred vsakim eksperimentalnim delom je nedvomno treba proučiti podatke, ki jih imamo
na voljo za obdelavo. Za udejanjanje sistemov za umetno tvorjenje govora imamo
na voljo lastno podatkovno zbirko EmoLUKS, opisano v poglavju 3. Zbirka vsebuje
označeno gradivo enega govorca in ene govorke. Razlike med odraslim moškim in
odraslim ženskim ali celo otroškim glasom so že v naravi tako očitne, da na področju
govornih tehnologij raziskovalci večkrat ločujejo podatke najprej po spolu, šele nato se
lotijo nadaljnjega procesiranja.
Ker smo omejeni s količino kakovostno označenega gradiva, ki bi omogočalo obsežno
vrednotenje, smo se prisiljeni osredotočiti le na take testne posnetke, kjer so jasno
označena čustvena stanja. Odločili smo se, da tam, kjer je to mogoče, v testne posnetke
uvrstimo tiste, ki imajo oznako kakovosti največjo κ = 1. Tega žal zbirka EmoLUKS
ne omogoča pri vseh čustvenih kategorijah. Zato smo pri tistih s šibko zastopanostjo
kakovostnih posnetkov v testni nabor vključili tudi tiste s slabšo kakovostjo čustvene
oznake.
Na sliki 5.1 je prikazana relativna količinska zastopanost posamezne čustvene oznake
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Slika 5.1: Relativni delež posnetkov za posamezno čustveno kategorijo v odvisnosti od
kakovosti oznake κ
glede na območje κ vrednosti, ki odraža kakovostjo oznake. Opazimo, da čustvena
oznaka žalost nima nobenega posnetka v zgornjem območju ujemanja označevalcev.
Šibko zastopane čustvene oznake so tudi presenečenje, veselje in strah. Pri teh oznakah
smo v sklop testnih posnetkov zajeli tudi manj kakovostne.
Ker zbirka EmoLUKS nima na voljo velike količine zanesljivih oznak čustvenega go-
vora, ki bi omogočal preprosto razdelitev na učni in testni del množice posnetkov, smo
za potrebe vrednotenja uporabili metodologijo eden proti vsem. S tem smo zagotovili,
da testni posnetek, ki je vključen v vrednotenje, ni bil vključen v učni del, kakor tudi ne
v množico podatkov, namenjenih prilagajanju povprečnega govornega modela v tarčno
čustveno stanje. Ker si želimo, da bi testni posnetki zagotovo jasno izražali čustvena
stanja in da bi imeli tudi v gradivu za namen adaptacije najkakovostnejše oznake, je
tak pristop z omejenim naborom kakovostnega čustvenega govora edini mogoč. Zaradi
dolgotrajnega procesiranja za pridobitev le enega posnetka umetnega govora smo do-
datno omejili testni nabor posnetkov. Pri izbiri testnih posnetkov smo se omejili na
skupno dolžino testne množice v približnem obsegu pol minute čustvenega govora za
vsako obravnavano čustveno in normalno stanje.
Slika 5.2 prikazuje prilagojeno realizacijo postopka eden proti vsem zaradi zgoraj
navedenih omejitev. Najprej z uporabo algoritma za izbiro zanesljivo označenih po-
snetkov čustvenega govora po naključnem ključu za vsako izmed čustvenih kategorij
določimo učno množico, množico posnetkov, namenjenih prilagajanju in testno mno-
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Interval κ 0.0-0.2 0.21-0.4 0.41-0.6 0.61-0.8 0.81-1 Skupaj Čas [s]
Jeza 0 0 0 0 20 20 39,827
Veselje 0 0 0 0 22 22 40,818
Žalost 0 1 16 5 0 22 28,864
Strah 0 0 0 0 26 26 29,122
Presenečenje 0 0 0 10 17 27 28,92
Nevtralno 0 0 0 0 23 23 47,947
Skupaj 0 1 16 15 108 140 215,50
Tabela 5.1: Število posnetkov v testni množici v posamezni čustveni kategoriji pri
posameznih stopnjah kakovosti oznak za moški glas
Interval κ 0.0-0.2 0.21-0.4 0.41-0.6 0.61-0.8 0.81-1 Skupaj Čas [s]
Jeza 0 0 0 0 35 35 36,00
Veselje 0 0 0 17 11 28 34,45
Žalost 0 15 3 3 0 21 23,12
Strah 0 0 4 3 21 28 28,67
Presenečenje 0 0 10 17 9 36 33,46
Nevtralno 0 0 8 14 4 26 29,62
Skupaj 0 15 25 54 80 174 185,31
Tabela 5.2: Število posnetkov v testni množici v posamezni čustveni kategoriji pri
posameznih stopnjah kakovosti e oznak za ženski glas
žico. Z učnimi podatki ocenimo povprečen model govora. S postopki prilagajanja in
pripadajočo množico posnetkov povprečne model govora prilagodimo v tarčno čustveno
stanje. To storimo tako, da na podlagi združevanja testne množice in množice prila-
gajanja za vsako čustveno kategorijo posebej celoten postopek ponavljamo tolikokrat,
kolikor je posnetkov v izbrani testni množici posamezne čustvene kategorije. Pri tem
vedno pridobimo en posnetek namenjen testiranju. Besedilo testnega posnetka upora-
bimo za tvorjenje umetnega čustvenega govora. Tako smo pridobili čustveni, umetni
govor in njegov pripadajoči original za vsak testni posnetek v vsaki čustveni kategoriji.
Za izbiro testnih posnetkov v vsaki čustveni kategoriji smo priredili algoritem za iz-
biro posnetkov glede na κ oceno zanesljivosti, ki je predstavljen v poglavju 4. Algoritmu
smo kot vhodni podatek dodali zahtevano skupno časovno omejitev posnetkov testne
množice. Algoritem izbira najboljše posnetke v smislu zanesljivosti pripisane čustvene
ocene naključno toliko časa, da se skupna dolžina posnetkov čim bliže zahtevani skupni
dolžini. Količine testnih posnetkov so prikazane za moški glas v tabeli 5.1 in za žen-
skega v tabeli 5.2. Opazimo, da zaradi manjše količine posnetkov v podatkovni zbirki
EmoLUKS pri ženski govorki tudi za normalno stanje ne pridobimo dovolj zanesljivo
označenih posnetkov.
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Slika 5.2: Shematski prikaz postopka pridobivanja umetnega čustvenega govora za
vrednotenje
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Slika 5.3: Primer subjektivnega vrednotenja za izbiro med dvema posnetkoma
5.2.2 Vrednotenje čustvenega govora z ocenjevalci
Udejanjen sistem smo najprej vrednotili z ocenjevalci. Pri tem smo se osredotočili na
podobnost originalnega posnetka s pripadajočim tarčnim posnetkom in naključno iz-
branim posnetkom, ki je bil sintetiziran v drugem ali normalnem čustvenem stanju.
Ocenjevalec je na podlagi poslušanja obeh posnetkov podal svoje mnenje, kateri po-
snetek je bolj podoben originalnemu. Ker smo v anketni vprašalnik vključili le tiste
originale, ki so bili na podlagi κ zanesljivosti najbolje ocenjeni v zbirki EmoLUKS,
lahko na podlagi predhodnih ugotovitev trdimo, da original nedvomno jasno izraža
tarčno čustveno stanje govorca. Če ocenjevalcu ponudimo primerjavo enakega umetno
tvorjenega besedila, ki je bilo tvorjeno v tarčnem čustvenem stanju in enakega besedila
v naključno izbranem čustvenem stanju govorca, pridobimo mnenje posameznika o bolj
podobnem umetnem tvorjenem signalu, ki vsebuje tudi čustveno stanje govorca.
Slika 5.3 prikazuje postopek vrednotenja. Prostovoljni ocenjevalec je pri tem dobil
nalogo, da najprej posluša original, potem posnetek z oznako 1 in nato posnetek z
oznako 2. Odločitev, kateri posnetek je bolj podoben originalnemu, je oddal s pritiskom
na enega izmed gumbov. Pri vrednotenju je sodelovalo pet prostovoljnih označevalcev,
ki so označili skupaj 300 posnetkov. Vsi so v postopku vrednotenja uporabljali slušalke.
Zaradi subjektivnega mnenja označevalcev o deﬁniciji čustvenega stanja tudi tokrat
uporabimo za predstavitev rezultatov večinsko mnenje označevalcev. Rezultate lahko
strnjeno predstavimo v obliki preproste tabele 5.3, tako za ženski kot moški glas. Ta-
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Moški glas Ženski glas
Oznaka avilno razpoznani št. vseh pravilno razpoznani št. vseh
Jeza 9 10 8 10
Veselje 3 10 6 10
Žalost 10 10 7 10
Strah 8 10 6 10
Presenečenje 6 10 7 10
Nevtralno 8 10 5 10
Skupaj 43 60 39 60
Tabela 5.3: Skupni rezultati subjektivnega testa za moškega govorca in žensko govorko
bela 5.3 ponazarja število večinskih mnenj petih ocenjevalcev o tem, kateri posnetek
je bolj podoben originalnemu, in s tem tudi, kateri od umetno tvorjenih posnetkov
izraža bolj podobno čustveno stanje govorca v primerjavi z njegovim originalom. Od
sliki 5.3 opazimo, da smo ocenjevalcem v anketi ponudili tudi dodatno možnost izbire
gumba "ne vem". Ocenjevalec je podal tako mnenje tam, kjer ni bil prepričan, kateri
posnetek je bolj podoben originalnemu. S tem pa smo dodatno otežili nalogo izračuna
večinskega mnenja, saj lahko pri njegovem izračunu pridobimo tudi seštevek mnenj, ki
ne omogoča enoznačne določitve končne oznake zmagovalnega posnetka. Pri moškem
glasu pridobimo takih 11 končnih večinskih mnenj, pri ženskem glasu je takih primerov
prav tako 11. Razlika, ki ostane med pravilno razpoznanimi in nedoločenimi večinskimi
mnenji, so tisti posnetki, ki so bili napačno razpoznani na podlagi večinskega mnenja,
pri moškem glasu je takih šest, pri ženskem pa jih je takih devet.
Iz tabele 5.3 lahko izračunamo tudi natančnost, ki je za moški glas 71,66-odstotna,
za ženskega pa 65-odstotna. Natančnost v tem primeru ponazarja, kako so ocenjevalci
prepoznali bolj podoben umetno tvorjen posnetek v tarčnem čustvenem stanju v pri-
merjavi z originalnim posnetkom, ki je bil na podlagi κ zanesljivosti ocene v zbirki
EmoLUKS kakovostno označen v enakem čustvenem stanju. Zaradi manjšega števila
prostovoljnih označevalcev smo vrednotenje izvedli le na manjšem delu podatkovne
zbirke, saj je tovrstno označevanje časovno precej potratno. Vseeno pridobimo pri-
merljive rezultate z oceno zaznave čustvenih stanj na naravnih posnetkih, ki smo jih
pridobili pri analizi podatkovne zbirke EmoLUKS v poglavju 3.
5.2.3 Objektivno vrednotenje čustvenega umetnega govora
Za objektivno vrednotenje smo razvili metodo, ki na podlagi akustičnih značilk pri-
merjavo med originalnim posnetkom čustvenega govora in umetno tvorjenim govorom
enakega besedila. S to metodo preverjamo, kako podobna sta si naravni govorni po-
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snetek v podatkovni zbirki in umetni. Metoda ne omogoča preverjanja prozodičnih
značilnosti govora ali trajanja, temveč le spektralne značilnosti čustvenega govora.
Po izbiri posnetkov, ki jih vključimo v testno množico posnetkov, najprej originalne
in umetne signale obdelamo. Tukaj je treba poudariti, da lahko dva signala uspešno
primerjamo le, če sta enako dolga in če imamo enake foneme na točnih mestih tako v
tvorjenem kot v originalnem signalu. Da bi časovno uskladili umetno tvorjeni signal z
njegovim originalom, smo mu ob postopku sinteze vsilili namesto trajanja pridobljenega
iz ocenjenega modela trajanja kar časovno označeno sekvenco zaporednih fonemov.
Točne časovne sekvence pridobimo s postopkom vsiljenega prileganja, ki je pogoj za
realizacijo postopka učenja pri PMM-pristopu k sintezi. S tem smo pridobili enako
dolg signal, kot je njegov pripadajoči original. Sistem za umetno tvorjenje govora smo
realizirali na podlagi metodologije, ki je opisana v razdelku 4.2.3.
Z pomočjo tehnike normalizacije po standardu objektivnega vrednotenja v teleko-
munikacijah ITU.88 smo tako originalni kot umetni signal normalizirali [130]. Nad
vsakim tvorjenim govorom v vsakem od čustvenih stanj smo izluščili 12 koeﬁcientov
melkepstra (MFCC) značilk. Enako smo storili tudi z originalnim govornim signalom.
Na ta način smo pridobili spektralne značilke, ki omogočajo medsebojno primerjavo is-
toležnih koeﬁcientov. Z izračunom uveljavljene kepstralne razlike smo pridobili vredno-
sti vseh razdalj med umetno tvorjenimi posnetki v vseh čustvenih stanjih in originalnim
posnetkom. Razdalja med kepstralnimi koeﬁcienti se izračuna na podlagi evklidske raz-
dalje med istoležnimi koeﬁcienti kepstralnih koeﬁcientov in je prikazana v enačbi 5.1.
Končno razdaljo izrazimo kot vsoto vseh razdalj med istoležnimi koeﬁcienti, normirano
na dolžino celotnega posnetka, izraz je prikazan v enačbi 5.2.
d(t) =
M∑
k=1
(c1t(k)− c2t(k))
2 (5.1)
d =
1
T
T∑
t=0
d(t) (5.2)
Pridobljene razdalje med originalnim in umetno tvorjenimi posnetki nam omogo-
čajo poiskati tisto, ki je najmanjša. Vsak od umetno tvorjenih posnetkov razpolaga
tudi z oznako tarčnega čustvenega stanja, v katerem je bil ustvarjen. Ta oznaka je
pridobljena s sintezo in označuje čustveni model, ki je bil uporabljen za tvorbo ume-
tnega govora. Najmanjša razdalja med umetno tvorjenim in originalnim posnetkom je
najboljši spektralni približek originalnemu posnetku. Če lahko pridobimo najmanjšo
razdaljo, pridobimo tudi oznako uporabljenega čustvenega modela za tvorbo govora.
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Oznaka Jeza Nevtralno Skupaj
Jeza 14 2 16
Nevtalno 6 21 27
Skupaj 20 23 43
Oznaka Veselje Nevtralno Skupaj
Veselje 17 4 21
Nevtalno 5 19 24
Skupaj 22 23 45
Oznaka Žalost Nevtralno Skupaj
Žalost 11 4 15
Nevtalno 11 19 30
Skupaj 22 23 45
Oznaka Strah Nevtralno Skupaj
Strah 18 1 19
Nevtalno 8 22 30
Skupaj 26 23 49
Oznaka Presenečenje Nevtralno Skupaj
Presenečenje 20 4 24
Nevtalno 7 19 26
Skupaj 27 23 50
Tabela 5.4: Tabele zamenjav prikazujejo uspešnost veriﬁkacije za posamezno čustveno
stanje v umetnem govoru za moškega govorca. Na tem mestu primerjamo le posamezno
čustveno stanje z normalnim stanjem
Tudi originalni posnetek ima pripisano čustveno oznako v podatkovni zbirki s pripisano
kakovost označbe. Na podlagi postopka veriﬁkacije lahko oznako umetno tvorjenega
signala, ki ima najmanjšo kepstralno razliko, veriﬁciramo z oznako originalnega signala
iz zbirke. S takim pristopom lahko potrdimo ali ovržemo, ali je bil najbolj spektralno
podoben umetno tvorjen posnetek realiziran z enakim modeliranim modelom čustvene
oznake, kot jo določa originalni posnetek. Vse izide lahko zapišemo v tabelo zamenjav,
ki ponazarja celoten postopek veriﬁkacije za potrebe vrednotenja udejanjenih umetno
tvorjenih čustvenih govornih posnetkov.
V tabeli 5.4 so prikazane vrednosti ujemanja in neujemanja za vsako čustveno sta-
nje, če tega primerjamo z nevtralnim stanjem.
S predlaganim postopkom ustvarimo primitivni razpoznavalnik čustvenih stanj, ki
na podlagi naravnega vzorca čustvenega govora poišče sebi najbolj podobnega iz na-
bora umetno ustvarjenih čustvenih primerov govora. V tabeli 5.5 so prikazani rezultati,
pridobljeni s predlaganim postopkom za moškega govorca iz podatkovne zbirke Emo-
LUKS.
Z enakim postopkom lahko tudi pridobimo tabelo zamenjav med vsemi umetno
tvorjenimi posnetki. Tokrat ne primerjamo le tvorjenega govora v normalnem stanju,
temveč tudi vse pripadajoče posnetke v drugih čustvenih stanjih. S tem pridobimo
tabelo zamenjav, prikazano v tabeli 5.6. Tudi tokrat lahko rezultat izrazimo v obliki
neuteženega priklica in znaša 38,11 %, in uteženega priklica, ki znaša 37,14 %, pri
130 Metode za vrednotenje sistemov za umetno tvorjenje govora
Oznaka UAR [%] WAR [%]
Jeza 82,64 81,40
Veselje 80,06 80,00
Žalost 68,33 66,67
Presenečenje 78,21 78,00
Strah 84,04 81,63
Povprečje 78,65 77,54
Tabela 5.5: Uspešnost veriﬁkacije čustvenega govora z nevtralnim govorom s kriteriji
neuteženega povprečnega (UA) in uteženega povprečnega (WA) priklica (R) za moškega
govorca
Oznaka Nevtralno Jeza Veselje Žalost Presenečenje Strah Skupaj
Nevtralno 15 2 3 9 3 7 39
Jeza 1 12 9 1 7 8 38
Veselje 2 2 4 1 5 1 15
Žalost 4 3 3 10 2 1 23
Šresenečenje 1 0 1 0 6 4 12
Strah 0 1 2 1 4 5 13
Skupaj 23 20 22 22 27 26 140
Tabela 5.6: Rezultati objektivne metode vrednotenja v obliki tabele zamenjav za mo-
škega govorca
stopnji naključnosti 16,67 %.
Enak postopek smo ponovili tudi za ženski glas. Tabela 5.7 prikazuje tabele zame-
njav, kjer med seboj primerjamo le normalno in tarčno čustveno stanje. Tabela 5.6 pa
prestavi tabelo zamenjav za vse mogoče primerjave. Tudi tokrat v tabeli 5.8 presta-
vimo rezultate za žensko govorko v obliki neuteženega priklica. UAR za šestrazredni
problem razpoznavanja znaša 31,32 %.
Če primerjamo pridobljen rezultat vrednotenja z ocenjevalci in subjektivne me-
tode, ugotovimo, da s subjektivno 77,54 % in za govorko 77,16 %, pri vrednotenju z
ocenjevalci pa smo pridobili 71,67 % za moškega govorca in 65,00 % za žensko govorko.
Boljši rezultat lahko pripisujemo temu, da subjektivno vrednotenje udejanjimo le na
spektralnih značilkah.
5.3 Sklep
V tem poglavju predstavljamo problematiko vrednotenja umetnega govora. Osredoto-
čamo se na čustvena stanja v umetnem govoru in predstavimo pristop k objektivnemu
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Oznaka Jeza Nevtralno Skupaj
Jeza 28 3 31
Nevtalno 7 23 30
Skupaj 35 26 51
Oznaka Veselje Nevtralno Skupaj
Veselje 14 3 17
Nevtalno 14 23 27
skupaj 28 26 54
Oznaka Žalost Nevtralno Skupaj
Žalost 9 3 14
Nevtalno 12 23 35
Skupaj 21 26 49
Oznaka Strah Nevtralno Skupaj
Strah 22 1 23
Nevtalno 4 22 26
Skupaj 26 23 49
Oznaka Presenečenje Nevtralno Skupaj
Presenečenje 25 4 29
Nevtalno 11 22 33
Skupaj 36 26 64
Tabela 5.7: Table zamenjav prikazujejo uspešnost veriﬁkacije za posamezno čustveno
stanje v umetnem govoru za žensko govorko
Oznaka UAR [%] WAR [%]
Jeza 83,29 83,61
Veselje 70,26 68,52
Žalost 70,36 68,09
Šresenečenje 76,44 75,81
Strah 90,13 89,80
Povprečje 78,54 77,16
Tabela 5.8: Upšešnost veriﬁkacije čustvenega govora z nevtralnim govorom s kriteriji
neuteženega povprečnega (UA) ter uteženega povprečnega (WA) priklica (R) za žensko
govorko.
Oznaka Nevtralno Jeza Veselje Žalost Presenečenje Strah Skupaj
Nevtralno 18 5 12 1 6 2 44
Jeza 1 14 2 4 8 5 34
Veselje 1 1 8 6 6 3 25
Žalost 1 9 2 3 6 6 27
Presenečenje 2 3 1 3 5 9 17
Strah 3 3 3 4 5 9 27
Skupaj 26 35 28 21 36 28 174
Tabela 5.9: Rezultati objektivne metode vrednotenja v obliki tabele zamenjav za žensko
govorko.
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vrednotenju čustev v govoru. Predstavimo metodo objektivnega vrednotenja čustvenih
sistemov za umetno tvorjenje govora in obenem predstavimo tudi rezultate za primer
udejanjenega sistema.
Predstavili smo subjektivno vrednotenje za preverjanje izražanja čustvenih stanj
v govor z razvito spletno aplikacijo. Prav tako smo na podlagi akustike razvili pre-
prost razpoznavalnik čustvenih stanj iz z metodo veriﬁkacije preverili, kako dobro ume-
tno tvorjen govor akustično sovpada s kakovostno označenimi realnimi posnetki, ki jih
imamo na voljo v zbirki čustvenega govora. Zbirke čustvenega govora ponavadi vsebu-
jejo manjše število posnetkov določenega čustvenega govora, ki jasno odražajo čustveno
stanje. Zato moramo biti pri izbiri posnetkov, ki jih vključimo v objektivno vrednotenje
še posebej pazljivi. Le posnetki v zbirki, ki so veriﬁcirani s subjektivnim vrednotenjem
in pomenijo močno ujemanje mnenj ocenjevalcev, so lahko izbrani za tarče preverja-
nja. Tak način sicer ponudi preverjanje manjšega števila posnetkov, vendar pa se s
takim načinom izognemo morebitni napaki, ki bi nastala, če bi tarčni posnetek imel
pripisano dvoumno oznako. S takim načinom vrednotenja lahko verodostojno trdimo,
da tarčni posnetek vsebuje čustva s pripisano čustveno oznako, in ga lahko uporabimo
kot referenco za preverjanje umetno tvorjenih posnetkov.Z veriﬁkacijo na podlagi mel-
kepstralene razdalje med tarčnimi posnetki lahko preverimo, kateri od vseh umetno
tvorjenih posnetkov je najbolj podoben referenčnemu. Če realiziramo različne sisteme
in z njimi tvorimo umetni govor referenčnega besedila in referenčnega časa trajanja,
lahko verodostojno in na preprost način preverimo s pomočjo tabele zamenjav tudi,
kateri realizirani sistemi (čustvenega govora) je bolj podoben in kateri manj.
Rezultati vrednotenja so kljub omejenemu naboru testnih posnetkov, ki so odraz
količine dobro označenega gradiva v podatkovni zbirki EmoLUKS, spodbudni. Subjek-
tivni testi pokažejo, da so ocenjevalci v 71,67-odstotno prepoznali pravilno čustveno
stanje za umetno tvorjen govor moškega govorca in v 65,00-odstotno pri ženski govorki.
Čeprav smo vrednotenje izvedli na le na manjšem delu podatkovne zbirke, so pridobljeni
rezultati primerljivi tudi z oceno zaznave čustvenih stanj na naravnih posnetkih.
Z objektivnim vrednotenjem sicer dobimo boljši rezultat, če ga za primerjavo iz-
razimo z uteženim priklicem za govorca 77,54-odstotno in za govorko 77,16-odstotno.
Treba pa je opozoriti, da uporabljeni objektivni postopek temelji le na spektralnih
značilkah.
6 Sklep
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V sklepnem poglavju podajamo pregled uporabljenih pristopov in ponovno na
kratko predstavimo njihove glavne lastnosti in prednosti. Osredotočamo se na lasten
pogled udejanjenih sistemov in obenem skušamo prestaviti tudi širšo uporabnost pre-
dlaganih metod tudi zunaj konteksta tvorjenja umetnega čustvenega govora. Prav tako
skušamo strniti uporabnost predlaganih metod s konkretizacijo aplikativnih problemov,
za katere menimo, da njihova uporaba lahko pripelje do izboljšanja rezultatov.
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6.1 Pregled uporabljenih pristopov, pri sintezi čustvenega govora
V doktorski disertaciji se ukvarjamo z graditvijo sistemov za umetno tvorjenje sloven-
skega govora. Pri sistemih za tvorjenje govora se osredotočamo na razumljivost in
naravnost tvorjenega umetnega govora. Večkrat se izkaže, da umetni govor ni dovolj
podoben naravnemu. Zato si raziskovalci prizadevajo razviti sistem, ki bi pripomogel
izboljšati predvsem to komponento pri tvorjenju umetnega govora. Če bi za učenje
sistema imeli dovolj veliko podatkovno zbirko govora, ki bi odražala vse značilnosti
posameznega jezika speciﬁčnega govorca, bi lahko razvili sistem, ki bi bil nedvomno
superioren na obeh ravneh preverjanja. Žal tako obsežnih zbirk govora še ni na vo-
ljo. Zato so razvijalci sistemov vedno omejeni na delovanje sistemov, ki jih pogojuje
zastopanost gradiva v govorni zbirki.
Izdelava govornih podatkovnih zbirk je dolgotrajen in drag proces, zato se večkrat
izdelujejo manjše podatkovne zbirke, za bolj speciﬁčne namene. Za izboljšanje pred-
vsem naravnosti umetnega govora se v zadnjem času v podatkovne zbirke dodajajo
informacije, ki označujejo posamezne komponente parajezika, ali pa kar oznake čustve-
nih stanj govorca. Za namen sinteze si želimo, da bi zbirke vsebovale čim več govornih
primerov posameznega govorca. Z modernimi pristopi k tvorjenju govora lahko tako
dovolj dobro modeliramo značilnosti posameznikovega govora. Če zbirki dodamo tudi
oznako čustvenega stanja, lahko modeliramo tudi to speciﬁčnost, vendar le, če imamo
na voljo dovolj posnetkov govora v določenem čustvenem stanju govorca. Pridobiva-
nje potrebne količine čustvenega govora pa ni edini problem pri zbiranju podatkov za
zbirko. Ker ni splošnih deﬁnicij, ki bi lahko nedvoumno opredelile, kaj je čustveno sta-
nje, je zaznava čustvenih stanj v govoru tako vedno izpostavljena subjektivni percepciji
posameznika. Zato je težko pričakovati, da bi se ljudje popolnoma strinjali, v katerem
čustvenem stanju je govorec, sploh pa tedaj, ko gre za govorca, ki ga ne poznamo.
Zato je pridobivanje kakovostnih oznak eden zahtevnejših problemov pri zajemanju
čustvenega govora v zbirko, s čimer smo se ukvarjali v doktorski disertaciji.
Ker so čustvena stanja težko določljiva, lahko pričakujemo, da bomo imeli na voljo z
manjši nabor kakovostnega čustvenega gradiva. Zato se v doktorski disertaciji osredoto-
čamo na graditev sistema za umetno tvorjenje čustvenega slovenskega govora na podlagi
parametričnih modelov govora, ki jih pridobivamo s postopkom prikritih Markovovih
modelov (PMM). Princip graditve sistemov zaradi parametrizacije govora omogoča mo-
deliranje govora na podlagi statističnih modelov, ki jih določamo na podlagi govorne
zbirke. S spremembo parametrov povprečnih čustvenih modelov lahko spreminjamo
akustične in intonacijske lastnosti govora ter trajanje govora. To počnemo z adaptacijo
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cSMAPLR v določeno čustveno stanje. V doktorski disertaciji prilagodimo znan posto-
pek za tvorjenje umetnega govora na podlagi prilagajanja povprečnega modela govora
tudi za uporabo za slovensko tvorjenje čustvenega govora na primeru zbirke EmoLUKS.
Ker je v zbirki EmoLUKS le malo čustvenega gradiva, razvijemo postopek, ki omogoča
avtomatsko selekcijo posnetkov namenjenih prilagajanju in učenju splošnega čustvenega
modela govora na podlagi zanesljivosti pripisane čustvene oznake.
Vsak udejanjeni sistem za umetno tvorjenje govora je treba vrednotiti. Kot smo že
omenili, sisteme za umetno tvorjenje govora preverjamo na dveh ravneh. Prva preverja
razumljivost, druga pa naravnost umetnega govornega signala. Realiziran čustveni
govor lahko preverimo na podoben način, kot je to mogoče storiti pri graditvi čustvene
podatkovne zbirke. Vsak realizirani posnetek čustvenega govora ocenijo ocenjevalci,
ki z odgovori na vprašanja podajo svoje mnenje o tem, ali so v posnetku resnično
prisotna zahtevana čustvena stanja govorca. Verodostojno preverjanje je mogoče le,
če imamo na voljo dovolj ocenjevalcev in dovolj umetno tvorjenih čustvenih govornih
signalov. Tak postopek uvrščamo med postopke subjektivnega vrednotenja sistemov.
Toda subjektivno preverjanje je drag in dolgotrajen proces. Zato si razvijalci sistemov
želijo, da bi udejanjene sisteme lahko preverjali hitreje in bolj objektivno. Do nastanka
te doktorske disertacije še vedno ni zanesljivega objektivnega postopka, ki bi razvijalcem
ponudil hitrejše in učinkovitejše vrednotenje udejanjenih sistemov čustvenega govora.
V doktorski disertaciji se osredotočamo na izdelavo sistema za umetno tvorjenje
slovenskega čustvenega govora. Realiziramo vse komponente, ki so potrebne za razvoj
parametričnega sistema za umetno tvorjenje govora. S pomočjo modiﬁkacije znanih
postopkov na podlagi prikritih Markovovih modelov (PMM) predlagamo postopek, s
katerim je mogoče razviti sistem čustvenega slovenskega govora z omejenim naborom
čustvenega gradiva. Postopek temelji na statistični analizi kakovosti oznak posnet-
kov čustvenega govora. S takim pristopom lahko iz manjše količine čustvenega govora
izluščimo speciﬁčno informacijo, ki jo posamezen govorec izrazi v določenem čustve-
nem stanju. Pomembno vlogo pa ima pri postopku tudi govorno gradivo, ki odraža
nevtralno čustveno stanje. Takega gradiva je ponavadi v čustvenih zbirkah govora
največ in je podlaga za graditev čustvenega sistema za umetno tvorjenje govora. Ču-
stveno nevtralno gradivo tako uporabimo za graditev povprečnega modela govora z
uporabo tehnik PMM. Tehnike prilagajanja omogočajo, da dobro ocenjen statistični
model naravnega govora lahko preslikamo v statistični model posameznega čustvenega
stanja govorca. S tako pridobljenim modelom lahko tvorimo poljuben in obenem ka-
kovosten umetni govor v tarčnem čustvenem stanju. Prilagoditev postopka za tvor-
jenje slovenskega umetnega čustvenega govora predstavljamo kot novost pri tvorjenju
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slovenskega govora. Metodologijo, ki omogoča predhodno gručenje manjšega števila
podatkov v vsakem od obravnavanih čustvenih stanj govorca na podlagi zanesljivosti
čustvene oznake pa kot izvirni znanstveni prispevek. Predstavljeni postopek omogoča
prilagoditev dovolj dobro ocenjenih PMM-jev čustvenega govora, ki omogočajo tvorbo
umetnega čustvenega govora.
Naslednja novost, ki jo predstavljamo v doktorski disertaciji, je usmerjena k objek-
tivnemu vrednotenju sistemov za umetno čustveno tvorjenje govora. V doktorski di-
sertaciji predlagamo postopek, ki temelji na evklidski razdalji med melkepstralnimi
vektorji značilk originalnih in umetno tvorjenjih posnetkov. Pridobljene razlike vsa-
kega umetno tvorjenega čustvenega posnetka odražajo oceno podobnosti z originalnim
posnetkom. Najmanjša razlika določi najbolj podoben posnetek. Če ima originalni
posnetek pripisano čustveno oznako, lahko z metodo veriﬁkacije pridobimo avtomatski
rezultat, ki odraža, ali je sistem za umetno tvorjenje govora res udejanjil govor, ki je
najbolj podoben čustvenemu govoru v originalnem posnetku.
V doktorski disertaciji predstavljamo novo zbirko čustvenega slovenskega govora,
ki smo jo pridobili iz posnetkov slovenskih radijskih iger. Te smo pridobili za ozna-
čevanje in nadaljnjo obdelavo z dovoljenjem RTV Slovenija. Čeprav gradivo vsebuje
igrana čustvena stanja, so le-ta po našem prepričanju podobna čustvenim stanjem v
spontanem govoru. Razloge za to trditev lahko iščemo v širšem kontekstu besedila in
hkrati v dialogih med protagonisti. Nastopajoči igralci predstavijo posamezno vlogo s
širokim naborom čustvenih stanj, ki pa se v akustiki in načinu predstavite odraža kot
čustveni govor igralca. Zato pri pristopu nismo omejeni le z eno radijsko igro, temveč
lahko zberemo akustično gradivo posameznega igralca ali igralke v več radijskih igrah.
Pomemben dejavnik pri zbiranju akustičnega gradiva je tudi kakovost posameznih po-
snetkov. Radijske igre so večinoma posnete s profesionalno opremo, zato so tudi zbrani
posnetki dovolj kakovostni za nadaljnjo obdelavo in procesiranje. V doktorski disertaciji
predstavimo metodologijo potrebno za zbiranje čustvenega akustičnega gradiva iz ra-
dijskih iger na primeru izbranega govorca in govorke. Z merami ujemanja označevalcev
predstavimo problematiko obravnave in zaznave čustvenega stanja pri posamezniku.
Z dvakratnim označevanjem podatkovne zbirke z istimi označevalci, v dveh različnih
časovnih obdobjih smo pridobili kakovostno označeno gradivo. Obenem smo preverili
tudi konsistentnost posameznikove zaznave čustvenih stanj v govoru. Zbranim posnet-
kom v zbirki poleg transkripcije dodamo tudi čustveno oznako s pripisom ocene, ki
odraža kakovost označbe. Prav ta zbirko postavi med redke zbirke slovenskega čustve-
nega govora, ki poleg čustvene oznake posameznega posnetka vsebujejo tudi informacijo
kakovosti oznake izraženega čustvenega stanja na posnetku. Metodologija Razvita za
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pridobivanje enovitih čustvenih oznak s stopnjo zanesljivosti oznak, je novost pri gradi-
tvi in izdelavi čustvenih podatkovnih zbirk, zato lahko zbirko EmoLUKS s pripadajočo
metodologijo navajamo kot izvirni znanstveni prispevek.
6.2 Sklepne misli
Predstavljeno delo zajema področje umetnega tvorjenja čustvenega govora kot celoto.
Tako delo posega v vse dele razvoja sistema za umetno tvorjenje govora. Zato daje
dobršen vpogled v problematiko, s katero se srečujemo pri razvoju sistemov za umetno
tvorjenje govora, hkrati pa posega tudi na področje razpoznave čustev iz govora.
Dolgoletno raziskovanje umetnega govora, po našem prepričanju prav zaradi subjek-
tivnih postopkov vrednotenja sistemov zaostaja za sorodnim področjem razpoznave go-
vora. Objektivni postopki in hkrati tudi več podatkovnih zbirk namenjenih obravnavi
za sintezo, so ključnega pomena za razvoj kakovostnih sistemov. Prvič z večjo koli-
čino govornega gradiva pridobimo bolj razumljiv in tudi bolj naraven govor. Drugič
pa z objektivnimi metodami vrednotenja pridobimo rezultat hitro in s tem omogočimo
hitrejši napredek raziskovanja vpliva na veliko parametrov, ki pri umetno tvorjenem
govoru vplivajo tako na razumljivost kot na naravnost.
V doktorski disertaciji smo predstavili metodologijo za vrednotenje umetnega ču-
stvenega govora. Realizirali smo postopek na podlagi spektralnih značilk. Enako me-
todologijo je mogoče posplošiti in v postopku veriﬁkacije uporabljeno mero podobnosti
prilagoditi tudi za medsebojno primerjavo drugih tipov značilk. S takim pristopom
lahko preverimo tudi druge značilnosti umetno tovorjenega govora. Žal smo se zaradi
omejenega nabora posnetkov v tej doktorski disertaciji osredotočili le na spektralni del,
saj ta po našem prepričanju vsebuje tudi največ paralingvistične informacije, kamor
uvrščamo tudi čustva. Preverjanje drugih značilnosti z uporabo predlaganega postopka
tako prepuščamo nadaljnjemu raziskovalnemu delu pri vrednotenju umetnih čustvenih
sistemov.
Kako je izdelan sistem za umetno tvorjenje slovenskega čustvenega govora z ome-
jenim naborom govornega gradiva je nedvomno kaže ta doktorska disertacija. Čeprav
smo v razvoj zbirke EmoLUKS vložili precejšen delež časa potrebnega za realizacijo
tega dela, smo vseeno pridobili le malo kakovostno označenega čustvenega govora. Pri-
dobljena zbirka odraža zahteven problem zajema čustvenih posnetkov iz vnaprej prido-
bljenega govornega gradiva. Tovrstna obdelava, analiza in selekcija po našem mnenju
odražajo tudi približek realnega odražanja čustvenih stanj v realnem življenju. Zato
procesiranje in proučevanje neenakomerne zastopanosti in nejasno izraženih čustvenih
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stanj v tej in njej podobnih zbirkah govora lahko pripomoreta k boljšemu spoznavanju
in realizaciji avtomatskih sistemov tako pri razpoznavanju, kot tudi pri tvorjenju go-
vora v naravnem okolju pri vsakodnevnem glasovnem sporazumevanju med človekom
in strojem.
Naravnost govora, ki ga lahko sintetizira sistem predstavljen v tej doktorski diser-
taciji, žal še vedno ni na tako visoki ravni, kot ga lahko tvori pristop z združevanjem
govornih enot. To pripisujemo ravno zelo omejenemu naboru čustvenega govora v pri-
dobljeni zbirki.
Nedvomno so slovenske radijske igre ena boljših izbir za obdelavo na področju ču-
stev v govoru. Upamo, da bodo v prihodnosti obstajale raziskovalne želje za dopolnitev
zbirke tudi z drugimi neoznačenimi radijskimi igrami. Morda bo ključ do polavto-
matskega ali celo povsem avtomatskega postopka pridobivanja govornega gradiva prav
zbirka predstavljena, v tej doktorski disertaciji. Taki pristopi bodo na tujem, še zlasti
pa pri nas zelo dobrodošli, saj si raziskovalci področja govornih tehnologij vedno želimo
imeti dovolj govornega gradiva, ki nam omogoča raziskovanje in razvoj tudi naprednih
sistemov, ki kot svoj vhod ali izhod uporabljajo govor.
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A Pregled konsistentnosti označevalcev pri
označevanju čustvenih stanj
V tem razdelku dodajamo tabele zamenjav, ki so del analiz, predstavljenih v poglavju
3.2.2. Primerjavo med mnenji ocenjevalcev lahko s pomočjo tabel zamenjav izvedemo
le, če razpolagamo z mnenji posameznega ocenjevalca nad enakimi posnetki v različnih
obdobjih označevanja (1. iteracija in 2. iteracija). Popolna primerjava je mogoča le nad
podsklopom posnetkov, ki so predstavljeni kot popolno ujemanje. Za drugi podsklop
posnetkov, ki prestavljajo razdeljene posnetke, pa je podajanje tovrstnega rezultata
vprašljiv. Pri teh nimamo na voljo enakih posnetkov, pač pa privzamemo, da je mne-
nje označevalca na daljšem posnetku enako mnenju, ki je bilo označeno v prvi iteraciji.
To pa je enako mnenju njegovega manjšega segmenta. Vseeno se nam zdi smiselno,
da o takih rezultatih poročamo in obenem pokažemo, ali se v daljših posnetkih res
skrivajo prepletajoča se čustva govorca. Za vsakega ocenjevalca predstavimo šest tabel
zamenjav. Prve tri se nanašajo na sklop posnetkov, ki so del popolnega ujemanja med
prvo in drugo iteracijo označevanja. Druge tri pa skušajo opozoriti problem dolžine po-
snetka pri označevanju čustvenih stanj govorca. Najprej predstavimo tabelo zamenjav
za moškega govorca, nato za žensko govorko in nazadnje tudi skupen rezultat neodvisno
glede na govorca. Vse tabele zamenjav so za posamezen sklop posnetkov predstavljene v
nadaljevanju v obliki ene tabele, saj tako bralcu omogočimo boljši pregled nad zamenja-
vami mnenj posameznega označevalca. Zaradi strnjenosti in preglednosti uporabljamo
za oznake čustvenih stanj govorca krajšave, ki jih na tem mestu opišemo tudi s polnimi
imeni. ”Jeza” – jeza, ”Nev.” – nevtralno, ”Str.” – strah, ”Nič.” – nič od tega, ”Ves.” –
veselje, ”Žal.” – žalost, ”Gnus” – gnus in ”Pres.” – presenečenje.
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 27 8 0 1 0 0 2 4 42
1
.
iteracija
Nev. 14 97 3 1 6 12 5 10 148
Str. 2 3 5 0 0 6 1 6 23
Nic. 0 0 0 0 0 0 0 0 0
Ves. 1 3 0 0 16 0 0 3 23
Zal. 4 17 5 0 0 18 2 3 49
Gnus 14 6 0 0 0 1 7 1 29
Pres. 9 11 0 0 3 1 0 49 73
Skupaj 71 145 13 2 25 38 17 76 387
01f_lb Jeza 23 2 1 0 0 0 7 2 35
1
.
iteracija
Nev. 3 9 0 0 0 1 1 4 18
Str. 0 0 1 0 0 0 0 0 1
Nic. 0 0 0 0 0 0 0 0 0
Ves. 0 5 0 0 17 0 0 3 25
Zal. 4 1 0 0 0 5 2 2 14
Gnus 9 0 0 0 3 0 5 4 21
Pres. 7 2 2 0 1 0 0 29 41
Skupaj 46 19 4 0 21 6 15 44 155
Neodvisno Jeza 50 10 1 1 0 0 9 6 77
1
.
iteracija
Nev. 17 106 3 1 6 13 6 14 166
Str. 2 3 6 0 0 6 1 6 24
Nic. 0 0 0 0 0 0 0 0 0
Ves. 1 8 0 0 33 0 0 6 48
Zal. 8 18 5 0 0 23 4 5 63
Gnus 23 6 0 0 3 1 12 5 50
Pres. 16 13 2 0 4 1 0 78 114
Skupaj 117 164 17 2 46 44 32 120 542
Tabela A.1: Tabele zamenjav za označevalca 01m glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov popolno
ujemanje
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 34 3 0 0 0 0 1 4 42
1
.
iteracija
Nev. 16 83 1 2 16 9 1 7 135
Str. 2 3 10 0 1 7 0 5 28
Nic. 0 0 0 0 0 1 0 0 1
Ves. 4 7 0 0 19 0 1 2 33
Zal. 3 17 4 0 2 5 1 4 36
Gnus 8 3 0 0 1 1 1 2 16
Pres. 10 8 0 0 4 1 1 12 36
Skupaj 77 124 15 2 43 24 6 36 327
01f_lb Jeza 8 1 0 0 0 1 1 0 11
1
.
iteracija
Nev. 4 6 3 0 2 0 0 2 17
Str. 2 1 8 0 0 4 0 1 16
Nic. 0 0 0 0 0 0 0 0 0
Ves. 0 0 0 0 10 0 0 0 10
Zal. 3 1 3 0 1 6 0 0 14
Gnus 1 3 1 0 2 3 1 2 13
Pres. 5 2 1 0 0 0 0 5 13
Skupaj 23 14 16 0 15 14 2 10 94
Neodvisno Jeza 42 4 0 0 0 1 2 4 53
1
.
iteracija
Nev. 20 89 4 2 18 9 1 9 152
Str. 4 4 18 0 1 11 0 6 44
Nic. 0 0 0 0 0 1 0 0 1
Ves. 4 7 0 0 29 0 1 2 43
Zal. 6 18 7 0 3 11 1 4 50
Gnus 9 6 1 0 3 4 2 4 29
Pres. 15 10 1 0 4 1 1 17 49
Skupaj 100 138 31 2 58 38 8 46 421
Tabela A.2: Tabele zamenjav za označevalca 01m glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov deljeno
ujemanje
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 39 5 3 0 1 1 7 2 58
1
.
iteracija
Nev. 6 71 12 0 22 12 10 10 143
Str. 1 3 10 0 1 3 1 3 22
Nic. 1 2 0 0 1 0 2 1 7
Ves. 3 12 3 0 57 1 2 4 82
Zal. 1 2 3 0 1 5 2 0 14
Gnus 0 1 1 0 0 1 2 3 8
Pres. 1 4 8 0 7 5 1 27 53
Skupaj 52 100 40 0 90 28 27 50 387
01f_lb Jeza 29 0 4 0 0 0 6 5 44
1
.
iteracija
Nev. 2 7 2 0 4 3 4 2 24
Str. 1 1 0 0 0 0 1 1 4
Nic. 0 0 1 0 1 0 3 1 6
Ves. 0 4 2 0 30 1 0 1 38
Zal. 0 0 0 0 1 3 0 1 5
Gnus 2 0 1 0 0 0 2 0 5
Pres. 1 1 6 0 1 0 4 16 29
Skupaj 35 13 16 0 37 7 20 27 155
Neodvisno Jeza 68 5 7 0 1 1 13 7 102
1
.
iteracija
Nev. 8 78 14 0 26 15 14 12 167
Str. 2 4 10 0 1 3 2 4 26
Nic. 1 2 1 0 2 0 5 2 13
Ves. 3 16 5 0 87 2 2 5 120
Zal. 1 2 3 0 2 8 2 1 19
Gnus 2 1 2 0 0 1 4 3 13
Pres. 2 5 14 0 8 5 5 43 82
Skupaj 87 113 56 0 127 35 47 77 542
Tabela A.3: Tabele zamenjav za označevalca 02m glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov popolno
ujemanje
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 35 1 4 0 2 3 6 0 51
1
.
iteracija
Nev. 18 34 7 0 31 17 3 10 120
Str. 2 2 8 0 6 4 1 2 25
Nic. 1 3 0 0 5 0 1 1 11
Ves. 4 7 6 0 48 4 3 8 80
Zal. 0 3 0 0 2 3 2 0 10
Gnus 1 1 1 0 3 0 0 2 8
Pres. 4 3 2 0 6 1 1 5 22
Skupaj 65 54 28 0 103 32 17 28 327
01f_lb Jeza 11 0 1 0 1 1 0 0 14
1
.
iteracija
Nev. 2 5 2 0 4 4 6 0 23
Str. 2 0 12 0 1 1 0 0 16
Nic. 0 0 0 0 0 0 0 1 1
Ves. 0 0 1 0 16 0 1 1 19
Zal. 1 0 1 0 0 1 3 1 7
Gnus 0 1 2 0 0 0 1 1 5
Pres. 3 0 2 0 3 0 1 0 9
Skupaj 19 6 21 0 25 7 12 4 94
Neodvisno Jeza 46 1 5 0 3 4 6 0 65
1
.
iteracija
Nev. 20 39 9 0 35 21 9 10 143
Str. 4 2 20 0 7 5 1 2 41
Nic. 1 3 0 0 5 0 1 2 12
Ves. 4 7 7 0 64 4 4 9 99
Zal. 1 3 1 0 2 4 5 1 17
Gnus 1 2 3 0 3 0 1 3 13
Pres. 7 3 4 0 9 1 2 5 31
Skupaj 84 60 49 0 128 39 29 32 421
Tabela A.4: Tabele zamenjav za označevalca 02m glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov deljeno
ujemanje
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 55 11 1 1 0 0 0 4 72
1
.
iteracija
Nev. 4 133 2 4 1 1 2 4 151
Str. 5 26 15 3 1 0 1 8 59
Nic. 1 21 1 3 0 0 1 2 29
Ves. 2 8 0 3 9 0 2 0 24
Zal. 0 0 1 0 0 0 0 0 1
Gnus 3 0 0 0 0 0 1 0 4
Pres. 1 13 3 4 0 0 0 26 47
Skupaj 71 212 23 18 11 1 7 44 387
01f_lb Jeza 30 3 0 1 0 0 6 3 43
1
.
iteracija
Nev. 4 21 0 1 2 0 1 0 29
Str. 0 1 2 1 0 0 0 2 6
Nic. 1 9 0 4 1 1 0 2 18
Ves. 0 1 0 1 3 0 0 0 5
Zal. 0 0 0 0 0 1 0 0 1
Gnus 7 0 1 2 0 0 7 1 18
Pres. 5 6 1 2 5 0 0 16 35
Skupaj 47 41 4 12 11 2 14 24 155
Neodvisno Jeza 85 14 1 2 0 0 6 7 115
1
.
iteracija
Nev. 8 154 2 5 3 1 3 4 180
Str. 5 27 17 4 1 0 1 10 65
Nic. 2 30 1 7 1 1 1 4 47
Ves. 2 9 0 4 12 0 2 0 29
Zal. 0 0 1 0 0 1 0 0 2
Gnus 10 0 1 2 0 0 8 1 22
Pres. 6 19 4 6 5 0 0 42 82
Skupaj 118 253 27 30 22 3 21 68 542
Tabela A.5: Tabele zamenjav za označevalca 03m glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov popolno
ujemanje
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 53 9 1 2 1 0 1 0 67
1
.
iteracija
Nev. 14 106 6 10 6 0 1 1 144
Str. 2 19 31 3 1 0 0 0 56
Nic. 3 6 2 3 1 0 2 3 20
Ves. 1 3 0 4 6 0 0 0 14
Zal. 1 0 0 0 0 0 0 0 1
Gnus 4 1 0 0 0 0 1 0 6
Pres. 4 2 1 8 0 0 1 3 19
Skupaj 82 146 41 30 15 0 6 7 327
01f_lb Jeza 4 4 1 2 0 0 1 2 14
1
.
iteracija
Nev. 2 11 3 2 4 0 0 0 22
Str. 0 4 12 1 1 2 0 3 23
Nic. 1 3 0 5 0 0 2 1 12
Ves. 0 0 0 1 1 0 1 0 3
Zal. 0 1 0 0 0 0 0 0 1
Gnus 1 1 0 1 0 0 4 2 9
Pres. 3 0 1 1 1 0 0 4 10
Skupaj 11 24 17 13 7 2 8 12 94
Neodvisno Jeza 57 13 2 4 1 0 2 2 81
1
.
iteracija
Nev. 16 117 9 12 10 0 1 1 166
Str. 2 23 43 4 2 2 0 3 79
Nic. 4 9 2 8 1 0 4 4 32
Ves. 1 3 0 5 7 0 1 0 17
Zal. 1 1 0 0 0 0 0 0 2
Gnus 5 2 0 1 0 0 5 2 15
Pres. 7 2 2 9 1 0 1 7 29
Skupaj 93 170 58 43 22 2 14 19 421
Tabela A.6: Tabele zamenjav za označevalca 03m glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov deljeno
ujemanje
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 15 1 3 2 1 1 8 0 31
1
.
iteracija
Nev. 2 38 6 25 6 14 19 2 112
Str. 3 3 17 0 1 6 2 11 43
Nic. 0 7 3 11 8 2 2 6 39
Ves. 2 4 2 4 18 2 2 3 37
Zal. 0 4 3 0 0 11 0 0 18
Gnus 5 4 0 3 1 3 17 0 33
Pres. 3 4 14 1 13 1 5 33 74
Skupaj 30 65 48 46 48 40 55 55 387
01f_lb Jeza 14 1 6 1 0 0 9 2 33
1
.
iteracija
Nev. 1 6 0 12 1 0 2 0 22
Str. 3 0 4 2 0 1 0 4 14
Nic. 0 4 1 7 3 0 2 5 22
Ves. 0 0 1 3 5 0 1 0 10
Zal. 0 0 0 0 0 0 0 0 0
Gnus 6 0 1 2 1 0 5 1 16
Pres. 2 1 4 5 6 0 1 19 38
Skupaj 26 12 17 32 16 1 20 31 155
Neodvisno Jeza 29 2 9 3 1 1 17 2 64
1
.
iteracija
Nev. 3 44 6 37 7 14 21 2 134
Str. 6 3 21 2 1 7 2 15 57
Nic. 0 11 4 18 11 2 4 11 61
Ves. 2 4 3 7 23 2 3 3 47
Zal. 0 4 3 0 0 11 0 0 18
Gnus 11 4 1 5 2 3 22 1 49
Pres. 5 5 18 6 19 1 6 52 112
Skupaj 56 77 65 78 64 41 75 86 542
Tabela A.7: Tabele zamenjav za označevalca 01f glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov popolno
ujemanje
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 15 1 1 2 1 1 6 5 32
1
.
iteracija
Nev. 6 29 8 15 9 11 22 13 113
Str. 2 2 14 2 3 3 2 8 36
Nic. 2 8 2 7 3 1 2 4 29
Ves. 1 3 4 5 11 0 0 3 27
Zal. 0 3 2 1 1 6 2 1 16
Gnus 3 2 3 2 3 4 9 2 28
Pres. 6 2 4 9 4 1 5 15 46
Skupaj 35 50 38 43 35 27 48 51 327
01f_lb Jeza 5 0 2 1 0 0 5 0 13
1
.
iteracija
Nev. 1 5 4 2 0 2 1 0 15
Str. 6 3 12 4 0 0 3 3 31
Nic. 0 3 4 2 4 0 1 1 15
Ves. 0 0 0 0 2 0 0 0 2
Zal. 0 0 1 0 1 0 0 0 2
Gnus 1 0 0 0 0 0 1 1 3
Pres. 5 1 2 2 1 0 1 1 13
Skupaj 18 12 25 11 8 2 12 6 94
Neodvisno Jeza 20 1 3 3 1 1 11 5 45
1
.
iteracija
Nev. 7 34 12 17 9 13 23 13 128
Str. 8 5 26 6 3 3 5 11 67
Nic. 2 11 6 9 7 1 3 5 44
Ves. 1 3 4 5 13 0 0 3 29
Zal. 0 3 3 1 2 6 2 1 18
Gnus 4 2 3 2 3 4 10 3 31
Pres. 11 3 6 11 5 1 6 16 59
Skupaj 53 62 63 54 43 29 60 57 421
Tabela A.8: Tabele zamenjav za označevalca 01f glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov deljeno
ujemanje
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 22 6 2 3 0 2 2 2 39
1
.
iteracija
Nev. 1 44 1 5 5 10 0 3 69
Str. 2 9 22 13 2 6 0 7 61
Nic. 3 10 1 10 2 1 1 2 30
Ves. 3 18 2 9 23 1 1 9 66
Zal. 2 19 2 6 1 29 0 0 59
Gnus 3 0 0 2 0 0 1 1 7
Pres. 1 9 6 8 6 6 0 20 56
Skupaj 37 115 36 56 39 55 5 44 387
01f_lb Jeza 32 1 1 3 1 0 4 1 43
1
.
iteracija
Nev. 2 2 0 2 1 0 0 0 7
Str. 2 2 14 2 1 2 0 7 30
Nic. 1 0 1 3 1 1 3 0 10
Ves. 1 2 2 8 11 1 0 1 26
Zal. 1 1 0 1 0 3 0 0 6
Gnus 7 0 0 4 0 0 5 1 17
Pres. 3 0 9 2 0 0 0 2 16
Skupaj 49 8 27 25 15 7 12 12 155
Neodvisno Jeza 54 7 3 6 1 2 6 3 82
1
.
iteracija
Nev. 3 46 1 7 6 10 0 3 76
Str. 4 11 36 15 3 8 0 14 91
Nic. 4 10 2 13 3 2 4 2 40
Ves. 4 20 4 17 34 2 1 10 92
Zal. 3 20 2 7 1 32 0 0 65
Gnus 10 0 0 6 0 0 6 2 24
Pres. 4 9 15 10 6 6 0 22 72
Skupaj 86 123 63 81 54 62 17 56 542
Tabela A.9: Tabele zamenjav za označevalca 02f glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov popolno
ujemanje.
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Govorec 2. iteracija
Oznake Jeza Nev. Str. Nic. Ves. Zal. Gnus Pres. Skupaj
01m_av Jeza 17 9 2 6 0 3 2 2 41
1
.
iteracija
Nev. 3 37 1 7 2 7 2 1 60
Str. 1 7 22 5 3 3 0 13 54
Nic. 4 12 3 1 0 1 0 1 22
Ves. 3 28 7 10 15 0 0 6 69
Zal. 3 26 3 3 1 9 1 2 48
Gnus 1 0 0 0 0 0 1 0 2
Pres. 0 4 1 8 6 1 0 11 31
Skupaj 32 123 39 40 27 24 6 36 327
01f_lb Jeza 7 3 5 4 1 1 1 0 22
1
.
iteracija
Nev. 0 0 1 1 1 0 0 0 3
Str. 0 1 23 3 0 4 0 4 35
Nic. 0 2 1 3 2 0 2 0 10
Ves. 1 1 0 0 3 0 0 2 7
Zal. 0 2 0 1 0 6 0 0 9
Gnus 0 0 0 0 0 0 0 0 0
Pres. 2 1 2 1 1 0 0 1 8
Skupaj 10 10 32 13 8 11 3 7 94
Neodvisno Jeza 24 12 7 10 1 4 3 2 63
Nev. 3 37 2 8 3 7 2 1 63
1
.
iteracija
Str. 1 8 45 8 3 7 0 17 89
Nic. 4 14 4 4 2 1 2 1 32
Ves. 4 29 7 10 18 0 0 8 76
Zal. 3 28 3 4 1 15 1 2 57
Gnus 1 0 0 0 0 0 1 0 2
Pres. 2 5 3 9 7 1 0 12 39
Skupaj 42 133 71 53 35 35 9 43 421
Tabela A.10: Tabele zamenjav za označevalca 02f glede na prvo in drugo iteracijo ocenjevanja za podsklop posnetkov deljeno
ujemanje
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B Količine posnetkov za vrednotenje
razpoznavalnikov čustvenih stanj
V tem razdelku dodatno pojasnimo zastopanost posnetkov za vrednotenje razvitih raz-
poznavalnikov čustvenih stanj pri vrednotenju dvorazrednega in sedemrazrednega pro-
blema razvrščanja čustvenih stanj.
B.1 Vrednotenje dvorazrednega problema razpoznavanja čustvenih
stanj
Zaradi nazornejšega vpogleda v tabeli B.1 predstavimo tudi natančno količino podatkov
pri vrednotenju uspešnosti razpoznavalnikov. Obenem tudi navedemo količino upora-
bljenega učnega gradiva, ki smo ga pridobili s postopkom SMOTE.
Pri postopku smo za umetno tvorjenje vzorcev uporabili tri najbližje sosede iz učne
množice manj zastopanega razreda razpoznavanja. Iz table B.1 razberemo, da se za-
stopanost vzorcev v učnem gradivu zaradi uporabe algoritma SMOTE poveča, vendar
le v tistih razredih vzorcev, ki so manj zastopani. Razred vzorcev, ki je najbolj zasto-
pan, pomeni referenčno zastopanost, ki jo upoštevamo pri uporabi algoritma za umetno
tvorjenje vzorcev. Pozoren bralec lahko opazi zanimivost, ki privede do odstopanja za-
stopanosti manj zastopanih razredov. Z natančnim pregledom tabele, opazimo, da ima
razred ”vzbujeno” čustveno stanje več vzorcev v učnem gradivu. Ko realiziramo algo-
ritem SMOTE nad razredom vzorcev ”nevtralno”, umetno tvorimo vzorce toliko časa,
dokler razred vzorcev tako z umetno tvorjenimi kot tudi z realnimi vzorci skupaj ne do-
seže zahtevane referenčne vrednosti. V tabeli B.1 je tako v razredu vzorcev ”nevtralno”,
nad katerim smo realizirali algoritem SMOTE, pet vzorcev manj kot v referenčnem ra-
zredu vzorcev ”vzbujeno”. To posebnost lahko razložimo takole. Algoritem SMOTE
za tvorjenje umetnih vzorcev zahteva kot referenčno število za dokončanje algoritma
faktor, ki ga pridobimo z Nref
M
− 100, pri čemer je Nref število vzorcev referenčnega
razreda, M pa število realnih vzorcev v razredu. Uporaba algoritma s tako določenim
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faktorjem v veliko primerih ne privede do točnega referenčnega števila. Zato lahko po-
gosto tvorimo le približno količino umetno tvorjenih vzorcev do natančnosti ±1 vzorec.
Pri naših raziskavah smo se odločili, da bomo težili k napaki −1 vzorec. Tabela B.1
tako predstavi količino vzorcev v učnem gradivu pri uporabi algoritma SMOTE, ki je
zmanjšana do vključno petih vzorcev v posameznem razredu, saj so v tabeli navedene
absolutne vrednosti števila vzorcev v posameznem razredu po udejanjenem 5-kratnem
statiﬁciranem navzkrižnem vrednotenju.
B.1 Vrednotenje dvorazrednega problema 167
Iteracija Govorec Čustveno
stanje
Št. pos. Št. pos.
za vred.
Št. pos.
za vred.
s SMOTE
Učni Testni Učni Testni
1. itera- 01m_av nevt. 278 1112 278 1374 278
cija vzbujeno 346 1384 346 1379 346
skupaj 624 2496 624 2753 624
01f_lb nevt. 39 156 39 963 39
vzbujeno 242 968 242 963 242
skupaj 281 1124 281 1926 281
skupaj nevt. 317 1268 317 2129 317
vzbujeno 588 2352 588 2129 588
skupaj 905 3620 905 4258 905
2. itera- 01m_av nevt. 257 1028 257 1302 257
cija vzbujeno 328 1312 328 1307 328
skupaj 585 2340 585 2609 585
01f_lb nevt. 33 132 33 698 33
vzbujeno 177 708 177 703 177
skupaj 210 840 210 1401 210
skupaj nevt. 290 1160 290 2010 290
vzbujeno 505 2020 505 2015 505
skupaj 795 3180 795 4025 795
EmoLUKS 01m_av nevt. 387 1548 387 1898 387
vzbujeno 477 1903 477 1903 477
skupaj 864 3451 864 3801 864
01f_lb nevt. 54 216 54 1234 54
vzbujeno 311 1244 311 1239 311
skupaj 365 1460 365 2473 365
skupaj nevt. 441 1764 441 3142 441
vzbujeno 788 3152 788 3147 788
skupaj 1229 4916 1229 6289 1229
Tabela B.1: Pregled količine posnetkov uporabljene za stratiﬁcirano petkratno navzkri-
žno vrednotenje avtomatskih razpoznavalnikov vzbujenega in nevtralnega čustvenega
stanja govorca. Količine so predstavljene tako za učni kot za testni del za primer
uporabe algoritma SMOTE in za primer, kjer algoritma nismo uporabili.
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B.2 Vrednotenje sedemrazrednega problema razpoznavanja čustvenih
stanj
Podobno kot za dvorazredni problem B.1 opazimo odstopanje števila učnih vzorcev
od referenčnega števila. Količine uporabljenega gradiva za vrednotenje 7-razrednega
razpoznavanja čustvenih stanj govorca so predstavljene za prvo iteracijo označevanja v
tabeli B.2, za drugo iteracijo označevanja B.3 in zbirko EmoLUKS B.4.
Govorec Čust.
stanje
Št. pos. Št. pos.
za vred.
Št. pos.
za vred.
s SMOTE
Učni Testni Učni Testni
01m_av ves. 65 260 65 1107 65
pres. 84 336 84 1107 84
gnus 9 36 9 1108 9
jeza 110 440 110 1107 110
nevt. 278 1112 278 1112 278
strah 41 164 41 1108 41
žalost 37 148 37 1108 37
skupaj 624 2496 624 7757 624
01f_lb ves. 41 164 41 391 41
pres. 52 208 52 391 52
gnus 14 56 14 391 14
jeza 99 396 99 396 99
nevt. 39 156 39 392 39
strah 28 112 28 391 28
žalost 8 32 8 391 8
skupaj 281 1124 281 2743 281
skupaj ves. 106 424 106 1263 106
pres. 136 544 136 1263 136
gnus 23 92 23 1263 23
jeza 209 836 209 1263 209
nevt. 317 1268 317 1268 317
strah 69 276 69 1265 69
žalost 45 180 45 1263 45
skupaj 905 3620 905 8848 905
Tabela B.2: Pregled količine posnetkov uporabljene za stratiﬁcirano petkratno nav-
zkrižno vrednotenje avtomatskih razpoznavalnikov sedmih čustvenih stanj govorca za
prvo iteracijo označevanja. Količine so predstavljene tako za učni kot za testni del
za primer uporabe algoritma SMOTE in za primer, kjer algoritma nismo uporabili.
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Govorec Čust.
stanje
Št. pos. Št. pos.
za vred.
Št. pos.
za vred.
s SMOTE
Učni Testni Učni Testni
01m_av ves. 63 252 63 1026 63
pres. 71 284 71 1023 71
gnus 10 40 10 1028 10
jeza 92 368 92 1023 92
nevt. 257 1028 257 1028 257
strah 69 276 69 1023 69
žalost 23 92 23 1023 23
skupaj 585 2340 585 7174 585
01f_lb ves. 27 108 27 219 27
pres. 44 176 44 220 44
gnus 16 64 16 219 16
jeza 56 224 56 224 56
nevt. 33 132 33 219 33
strah 28 112 28 220 28
žalost 6 24 6 224 6
skupaj 210 840 210 1545 210
skupaj ves. 90 360 90 1155 90
pres. 115 460 115 1155 115
gnus 26 104 26 1155 26
jeza 148 592 148 1155 148
nevt. 290 1160 290 1160 290
strah 97 388 97 1155 97
žalost 29 116 29 1155 29
skupaj 795 3180 795 8090 795
Tabela B.3: Pregled količine posnetkov uporabljene, za stratiﬁcirano petkratno nav-
zkrižno vrednotenje avtomatskih razpoznavalnikov sedmih čustvenih stanj govorca za
drugo iteracijo označevanja. Količine so predstavljene tako za učni kot testni del
za primer uporabe algoritma SMOTE in za primer, kjer algoritma nismo uporabili.
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Govorec čust.
Stanje
Št. pos. Št. pos.
za vred.
Št. pos.
za vred.
s SMOTE
učni testni učni testni
01m_av ves. 85 340 85 1543 85
pres. 113 452 113 1543 113
gnus 10 40 10 1548 10
jeza 153 612 153 1543 153
nevt. 387 1548 387 1548 387
strah 76 304 76 1544 76
žalost 40 160 40 1546 40
skupaj 864 3456 864 10815 864
01f_lb ves. 51 204 51 448 51
pres. 69 276 69 448 69
gnus 17 68 17 449 17
jeza 113 452 113 452 113
nevt. 54 216 54 447 54
strah 45 180 45 450 45
žalost 16 64 16 450 16
skupaj 365 1460 365 3144 365
skupaj ves. 136 544 136 1759 136
pres. 182 728 182 1759 182
gnus 27 108 27 1759 27
jeza 266 1064 266 1759 266
nevt. 441 1764 441 1764 441
strah 121 484 121 1759 121
žalost 56 224 56 1760 56
skupaj 1229 4916 1229 12319 1229
Tabela B.4: Pregled uporabljene količine posnetkov za stratiﬁcirano petkratno nav-
zkrižno vrednotenje avtomatskih razpoznavalnikov sedmih čustvenih stanj govorca za
zbirko EmoLUKS. Količine so predstavljene tako za učni kot testni del za primer
uporabe algoritma SMOTE in za primer, kjer algoritma nismo uporabili.
C Primer slovarja izgovarjav
V tem razdelku dodatno pojasnimo izdelavo slovarja, ki smo jo uporabili pri izgradnji
sistemov za umetni čustveni slovenski govor. Bistvo grafemsko-fonemske pretvorbe
tvori slovar izgovarjav. Preteklo delo v Laboratoriju za umetno zaznavanje, sisteme
in kibernetiko je zaznamovalo tudi dolgotrajno izdelavo natančnega slovarja, ki omo-
goča transformacijo grafemske slovenske besede v fonetični zapis. Slovar izgovarjav,
uporabljen v tej disertaciji, tako vsebuje uporabljen slovar, zadnjo različico avtomatske
grafemsko-fonemske pretvorbe, ki smo jo s pomočjo podjetja Alpineon d. o. o. do-
polnili. Slovar je kljub precejšnji natančnosti ročno pregledan in dodatno popravljen.
Prav tako pa je slovarju pozneje dodano zlogovanje na podlagi avtomatičnih pravil
zlogovanja, ki smo jih dogradili za potrebe disertacije. Celoten slovar vsebuje 15845
različnih besed. Primer nekaj besed slovarja je predstavljen v odseku C.1.
meš a |m e : − S a
gat | g a : t | f un c t i ona l
c r i s t oph e | k r i s − t O: f
predstavn ik | p r E t s − t a : w − n i k
zav l e č e j o | z a w − l e : − tS E − j O
p o j a s n i t i | p O − j a : s − n i − t i
i z k l j u č en i | i s k l j u : − tS E − n i
g o s t i t e l j em | g O s − t i : − t E l − j E m
p r i s t o j n i h | p r i s − t o : I − n i h
s t o r j e n i h | s t O r − j E : − n i h
moskovska |m O s − k O: w − s k a
s t r a ž a r j e v | s t r a − Z a : r − j @ w
zdaj š nja | z d a : − I S n j a
p o l j š č inah | p o : l − S tS i − n a h
moskovski |m o : s − k O W − s k i
izvedencev | i z − v e : − d E n − t s E w
k l o r i r a n j e | k l O − r i : − r a n − j E
v r s t i l i | v @ − r s t i : − l i
podsek re tar ja | p O − t s E k − r E − t a : r − j a
p o l j a | p o : l − j a
oddaja lo |O d a : − j a − l O
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zapr t e | z a − p @: r − t E
vredn ih |w r e : d − n i h
obrambni |O b − r a : − m b n i
zaprta | z a − p @: r − t a
obrambno |O b − r a : − m b n O
podsek re tar ju | p O − t s E k − r E − t a : r − j u
pode ž e l j u | p O − d E − Z E: l − j u
Odsek C.1: Primer zapisa nekaj besed v slovarju izgovarjav
Izvirni prispevki k znanosti
Disertacija vsebuje naslednje pomembnejše prispevke k znanosti:
• Analiza in opis prepisov in oznak čustvenega govora v slovenskih
radijskih igrah, ki sestavljajo novo podatkovno zbirko EmoLUKS
Za realizacijo sistemov slovenskega čustvenega govora je potrebno dobro
označeno čustveno akustično gradivo. Ena težavnejših in obsežnih nalog je
pridobivanje potrebne količine čustvenega govora posameznega govorca. Po-
stopki za pridobivanje tovrstnega gradiva so podrobneje opisani v poglavju
3. V doktorski disertaciji predstavimo nov pristop za pridobivanje čustvenega
gradiva iz radijskih iger, ki je podrobneje opisan v razdelku 3.1. Čeprav gradivo
vsebuje igrana čustvena stanja, so le-ta po našem prepričanju primerljiva
čustvenim stanjem v spontanem govoru. Razloge za to trditev lahko iščemo
v zajemu širšega konteksta besedil in hkrati v množici raznolikih dialogov
med protagonisti. Nastopajoči igralec posamezno vlogo predstavi s širokim
naborom čustvenih stanj, ki se v akustiki in načinu predstavite odraža kot
čustveni govor igralca. Pri tem pristopu nismo omejeni z izborom ene radijske
igre, temveč zberemo akustično gradivo posameznega igralca ali igralke v več
različnih radijskih igrah. Pomemben dejavnik pri zbiranju akustičnega gradiva
je tudi kakovost posameznih posnetkov. Radijske igre so v večini primerov
posnete s profesionalno opremo, zato so tudi zbrani posnetki dovolj kakovostni
za nadaljnjo obdelavo in procesiranje. V doktorski disertaciji predstavimo me-
todologijo potrebno za zbiranje čustvenega akustičnega gradiva iz radijskih iger
na primeru izbranega govorca in govorke. Oznake čustvenih stanj smo pridobili
z mnenji prostovoljnih označevalcev na posameznih akustičnih posnetkih. Preko
mer ujemanja označevalcev predstavimo problematiko obravnave in zaznave
čustvenega stanja pri posamezniku. Z dvakratnim označevanjem podatkovne
zbirke z istimi označevalci v dveh različnih časovnih obdobjih smo pridobili
kakovostno označeno čustveno gradivo. Obenem pa smo s tem preverili tudi
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konsistentnost posameznikove zaznave čustvenih stanj v govoru v razdelku 3.2.3.
Zbirki posnetkov poleg transkripcije dodamo tudi čustveno oznako s pripisom
uteži, ki odraža zanesljivost označbe. Prav ta zbirko postavlja med redke zbirke,
ki poleg čustvene oznake posameznega posnetka vsebujejo tudi informacijo
kakovosti oznake izraženega čustvenega stanja na posnetku. Pridobljeno zbirko
tudi vrednotimo s pomočjo razpoznavalnika čustvenih stanj iz govora. S
predstavljenim avtomatskim postopkom vrednotenja razpoznavalnikov čustvenih
stanj iz govora skušamo pridobiti avtomatični rezultat o smiselnosti označenega
čustvenega gradiva. Na primeru vrednotenja podatkovne zbirke EmoLUKS v
razdelku 3.3 predstavimo metodologijo za vrednotenje uporabnosti označenega
čustvenega materiala v posameznih čustvenih kategorijah.
• Postopek za tvorjenje umetnega čustvenega govora z uporabo prikritih
Markovovih modelov, ki upošteva ocene kakovosti oznak čustvenih
stanj govorca
V doktorski disertaciji predlagamo hevristični postopek za tvorjenje čustvenega
govora, ki je podrobneje opisan v razdelku 4.2.3. Glede na akustično gradivo, ki
ga imamo na voljo v zbirki čustvenega govora s pripisano kakovostjo čustvene
oznake, postopek tvori akustične modele z uporabo PMM. Tehnike prilagajanja
in interpolacije nad akustičnimi modeli nam omogočajo pridobiti spremenjen
akustični model. To omogoča tvorbo umetnega akustičnega signala v zahtevanem
čustvenem stanju iz parametričnega akustičnega zapisa. Postopek omogoča
tvorbo kakovostnega čustvenega govora z omejenim naborom čustvenega gradiva.
Utež zanesljivosti čustvene oznake omogoča izračun speciﬁčnega akustičnega
modela posameznega čustvenega stanja, ki zajema trajanje, intonacijo in tudi
akustiko govorca, ko se ta nahaja v določenem čustvenem stanju. Uporaba
kakovostnih posnetkov izračunani akustični model bolj usmerja k posameznemu
čustvenemu stanju. Ker so v naravi čustvena stanja neenakomerno zastopana, se
to velikokrat odraža tudi v zastopanosti trajanja čustvenih posnetkov v podat-
kovnih zbirkah. Način z uporabo zanesljivosti posamezne oznake omogoča že z
malo kakovostnega čustvenega akustičnega gradiva izluščiti usmerjeno akustiko,
trajanje in intonacijo govora pripisane čustvene oznake. S postopki prilagajanja
lahko model nevtralnega govora prilagodimo z uporabo speciﬁčnega čustvenega
gradiva. Tako lahko pridobimo prilagojen akustični, intonacijski model in model
trajanja za vsako posamezno čustveno stanje. Obenem v prilagojenih čustvenih
modelih ohranimo tudi pridobljene ocene parametrov celotnega nevtralnega
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materiala, hkrati pa tudi tistega, ki pri posameznem čustvenem stanju nima
pripisane dovolj zanesljive oznake.
• Postopek za objektivno vrednotenje umetno tvorjenega čustvenega
govora
Postopek vrednotenja sistemov za čustveno umetno tvorjenje govora te-
melji na mnenjih poslušalcev, ki vrednotijo posamezni posnetek umetnega
čustvenega govora. Tovrstno vrednotenje imenujemo subjektivno vrednotenje.
Ponavadi z večinskim mnenjem poslušalcev posnetku pripišemo čustveno oznako,
ki odraža najboljši približek čustvenega stanja govorca na posnetku. Takšno
vrednotenje je časovno dolgotrajen proces in je vezano na subjektivno mnenje
poslušalcev. S predlagano avtomatsko metodo, ki je podrobneje opisana v
razdelku 5.2.3, lahko pridobimo zanesljivo oceno čustvenega stanja govorca na
umetno tvorjenem posnetku hitro in ugodno. Postopek temelji na računanju
evklidske razdalje med melkepstralnimi vektorji značilk originalnih in umetno
tvorjenih posnetkov. Pridobljene razlike vsakega umetno tvorjenega čustvenega
posnetka odražajo oceno podobnosti z originalnim posnetkom. Najmanjša
razlika določi najbolj podoben posnetek. Če ima originalni posnetek pripisano
čustveno oznako, lahko z metodo veriﬁkacije avtomatično dobimo rezultat. Ta
odraža, ali je sistem za umetno tvorjenje čustvenega govora uspešno sintetiziral
primer govora, ki je najbolj podoben čustvenemu govoru v originalnem posnetku.
S predlaganim postopkom vrednotenja smo pridobili primerljive rezultate, tako
kot pri vrednotenju z ocenjevalci.
