for all W ∈ C (h,g) and (ξ, η) ∈ Z (h,g) × Z where A runs over a complete system of representatives of the cosets
be the graded algebra of theta functions, where M = (M kl ) (1 ≤ k, l ≤ h) runs over the set M(h) of all positive symmetric, even integral h × h matrices with M kl = 0 for all k, l.
In this paper we prove the following decomposition theorem:
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The algebra of differential polynomials of theta functions has a canonical basis
i.e., any differential polynomials of theta functions can be expressed uniquely as a linear combination of
) with constant coefficients depending only on Ω.
The key idea is a quite similiar one as making transvectants in the classical invariant theory (cf. [M1] , [M2] ). However the Lie algebra is the Heisenberg Lie algebra instead of sl 2 . The graded algebra T (Ω) of theta functions is embedded in the graded algebra A(Ω) of auxiliary theta functions in (Z, W ) with Z, W ∈ C (h,g) with respect to Ω satisfying the following conditions :
. see section 2 for detail) of the Heisenberg Lie algebra acts on A(Ω) as derivations.
is the subalgebra consisting of all the elements ϕ ∈ A(Ω) such that
forms a canonical basis of A(Ω).
≥0 , A ∈ L M and M ∈ M(h) ) induces an algebra isomorphism of A(Ω) onto the algebra of differential polynomials of theta functions.
Notations:
We denote by Z, R and C the ring of integers, the field of real numbers, and the field of complex numbers respectively. The symbol ":=" means that the expression on the right is the definition of that on the left. We denote by Z + the set of all positive integers. F (k,l) denotes the set of all k × l matrices with entries in a commutative ring
Auxiliary theta functions
We fix an element Ω of H g once and for all. Let M be a positive symmetric, even integral matrix of degree h. An auxiliary theta function of level M with respect to Ω means a function
(a) ϕ(Z, W ) is a polynomial in complex variables Z = (Z ka ) whose coefficients are entire functions in W = (W ka ), and
holds.
Let A M (Ω) be the vector space of auxiliary theta functions of level M with respect to Ω. We let
the graded algebra of auxiliary theta functions, where
runs over the set M(h) of all positive symmetric, even integral h × h matrices such that M kl = 0 for all k, l. We note that A(Ω) contains the graded algebra T (Ω) as the subalgebra of polynomials of degree zero in Z.
We define the auxiliary theta series
where
and M ∈ M(h), we havẽ
Proof. We observe that
Then we obtain the following.
Proof. It is easy to compute that if
The proof follows immediately from the fact that if
Theorem 1. For a fixed M ∈ M(h), the set
is a basis of the vector space A M (Ω) of auxiliary theta functions of level M with respect to Ω.
Proof. According to Lemma 1.1, the functionsθ
≥0 and A ∈ L M ) are contained in A M (Ω) and it is obvious that they are linearly independent. We give an ordering ≺ on Z
Comparing the coefficients of Z K , we get
(Ω) and so we obtain
where c α ∈ C and A α ∈ L M . Therefore for suitable constants
is an element of A M (Ω) without Z K -term and all the new terms are of lower degree than K in Z. Continuing this process successively, we can express ϕ(Z, W ) as a linear combination of auxiliary theta functionsθ
A realization of Heisenberg Lie algebra
For each M ∈ M(h), we let
be the projection operator of A(Ω) onto A M (Ω). We define the differential operators
where 1 ≤ k, l, m, n ≤ h and 1 ≤ a, b ≤ g.
≥0 , we put
where A ∈ L M , 1 ≤ m, n ≤ h and 1 ≤ a, b ≤ g.
Proof. (2.1) follows from a direct application of D ma to (1.1). (2.2) and (2.3) follows immediately from Lemma 1.2, (1.4).
An easy calculation yields the above commutation relations.
realization of the Heisenberg Lie algebra acting on A(Ω) as derivations ( cf. [Y1] , [Y2] ).
Proposition 2.4. The graded algebra T (Ω) of theta functions with respect to Ω is the subalgebra of
Proof. If ϕ ∈ T (Ω), ϕ does not contain any variables Z ma and D ma ϕ = 0 for any m, a ∈ Z + with 1 ≤ m ≤ h, 1 ≤ a ≤ g. Conversely, we assume that
, we get c J,α,M = 0 from the condition (*). Hence this completes the proof.
Theorem 2. A(Ω) has the direct sum decomposition
Proof. The proof follows from (2.3) and the fact that
Remark 2.5. We may express the inverse mapping of ∆ J :
The expression is very complicated and so we omit it.
3 Decomposition theorem on differential polynomials of theta functions of high level
In this section, we prove the algebra isomorphism theorem.
Theorem 3. The replacement
induces a T (Ω)-algebra isomorphism of A(Ω) onto the algebra
of differential polynomials of theta functions, namely
Proof. It is enough to assume that
. By putting Z = 0, we obtain
Conversely, we suppose that G · · · ,
, · · · = 0. According to Theorem 2, we may write
where φ K ∈ T M (Ω). Then we have Here if K = (K ma ) and P = (P ma ) in Z (h,g) ≥0 , we put
and if M = (M kl ) and ξ = (ξ ma ) ∈ Z (h,g) , we put (−2πi Mξ )
Thus we have (3.2)
