ABSTRACT Mobility is a key factor that influences the spatial and temporal fluctuation of wireless traffic, which is highly coupled with the user experience. Previous researches barely explore the properties of the traffic when the mobility is considered. In this paper, by combining stochastic geometry and queueing theory, we model the spatio-temporal properties of the traffic with mobility. We propose an analytical framework to evaluate the relationship between the perplex traffic and the network performance for both the fast and the partial mobility cases. We derive and bound the success probability and the mean packet throughput for different mobility models, which capture the effect of traffic and mobility on the network performance. Then, the mathematical definitions of the quality of experience (QoE) and the system cost are proposed and evaluated both analytically and numerically. Our results reveal that the QoE does not always increase as the system cost increases, but begins to stabilize when the system cost increases to a certain extent. We also find that mobility in wireless networks may be useful to reduce the delay and improve the QoE. Our work provides a useful reference for the design of wireless networks when the spatio-temporal fluctuation of traffic with mobility is considered.
I. INTRODUCTION A. MOTIVATION
Emerging wireless networks like unmanned aerial vehicles (UAV), Internet of Vehicles (IoV) and Internet of Things (IoT) have attracted much attention due to the varieties of wireless applications, such as public safety [2] , intelligent transportation system [3] and environmental monitoring, which leads to the diversity and perplexity for the wireless traffic. The perplex wireless traffic is usually fluctuating both spatially and temporally. For example, the amount of wireless traffic in the office or commercial regions is usually much larger than that in the residential area in the daytime, while it is reversed in the mid-night. This phenomenon is named as the spatio-temporal fluctuation property of the wireless traffic [4] .
According to Cisco White Paper [5] , the traffic from mobile devices in the global cellular network is expected to
The associate editor coordinating the review of this manuscript and approving it for publication was Xijun Wang. exceed 49 exabytes (10 18 ) per month by 2021, and there will be 8.3 billion handheld or personal mobile-ready devices and 3.3 billion Machine-to-Machine (M2M) connections (e.g., Global Positioning System (GPS) systems in cars, asset tracking systems in shipping and manufacturing sectors, or medical applications making patient records and health status more readily available, et al.). The communication scenarios with node movement increasingly become mainstream. When the nodes in a wireless network are moving, which is a more prevailing situation in reality, the spatio-temporal fluctuation of the wireless traffic becomes even more complicated. The QoE of users is highly related to the performance of the wireless networks, which depends on the spatio-temporal fluctuation of traffic. Under the constraints of budget and system cost, the wireless networks should be elaborately designed to meet the requirements of the QoE when the spatio-temporal fluctuation of traffic with mobility is considered [6] . There is clearly a need for approaches that improve the network performance by adapting the network to the up-to-date traffic with mobility. In [7] , the interference statistics in mobile random networks have been characterized by mapping the distance variations of mobile nodes to the channel gain fluctuations, and the network performance is evaluated in terms of outage probability. However, only investigating the interference is insufficient to describe the overall performance. Other practical network performance metrics, such as the delay, the QoE, the system cost and so on, are also critical and deserved to be evaluated.
Most existing works exploring the effect of traffic on wireless networks consider only one aspect of the traffic or only the static scenarios without mobility [8] - [10] . The works only modeling the spatial distribution usually use the tools from the stochastic geometry and model the spatial distribution of users by either the uniform (such as the Poisson point process (PPP)) or the nonuniform point processes.
Other works only modeling the temporal variations of traffic usually use the queueing theory to model the arrival process of the packets as stochastic processes. Modeling both aspects of the traffic requires the combination of stochastic geometry and queueing theory, which brings in more complexities and difficulties in the analysis of the performance. When the mobility of nodes is introduced in the wireless network, more challenges emerge in the modeling and analysis. To our knowledge, few works have focused on evaluating the effect of spatio-temporal fluctuation of traffic on the performance of wireless networks, not to mention the scenarios with mobility.
The QoEs for different kinds of traffic are diversified due to the new applications [11] . Meanwhile, the mainstream business of the wireless network has moved from mobile voice to mobile data, and further to mobile video in the future. It is foreseeable that there are huge commercial values in the field of mobile traffic video. Some prominent examples of QoE-critical applications are real-time wireless gaming, smart grid, free-viewpoint video, advanced manufacturing and tactile Internet [12] , [13] . Exploring the spatio-temporal traffic with mobility is necessary and especial to provide realistic insights for the design of next generation wireless networks to meet the diverse QoE requirements. Previous researchers have proposed classical ways, such as software defined networks (SDN) [14] , vehicular networks [15] , massive multiple-input multiple-output (MIMO) and so on, to meet the various QoE requirements of different users. In [16] , the authors address the problem of how to make the wireless service provider have better profits with consideration of QoE provision in wireless video broadcasting systems. The authors in [17] propose a way of advertisement insertion to make the wireless service provider earn maximum profits in the wireless video broadcast network. In [18] , considering the applications of IoT, the authors propose an opportunistic transmission and fair resource allocation framework to make the wireless device-to-device video multicast systems have better QoE. In this paper, we conduct a comprehensive theoretical analysis of spatio-temporal fluctuation of traffic when the mobility is considered, which provides a meaningful reference for the design of the next generation wireless networks to meet the QoE requirements under the constraint of the system cost.
B. RELATED WORKS
Related works about the analysis of spatio-temporal fluctuation of traffic include [19] , where the authors combine the stochastic geometry and the queueing theory to describe the network with spatial irregularity and temporal evolution. The initial work exploring the effect of spatio-temporal traffic is [4] , where the authors discuss three kinds of scheduling policies, i.e., the random scheduling, the first-inputfirst-output (FIFO) scheduling and the round-robin scheduling, and compare the delay performance under different scheduling policies. In [20] , the tradeoff between delay and physical layer security in wireless networks is evaluated when the spatio-temporal fluctuation of traffic is considered. In [21] , the approaches to analyze the delay performance in ultra-dense networks (see [22] ) are summarized.
The works related to the analysis of mobility in wireless networks include [23] , in which the authors analyze the latency for information dissemination in large-scale mobile wireless networks, where a network of mobile nodes is mapped to a network of stationary nodes with dynamic links. In [24] , the authors describe several mobility models and compare the characteristics of these models, such as high mobility, random walk and random waypoint. In [25] , the authors present a detailed analytical study of random waypoint mobility model for ad hoc networks. The stochastic properties of mobility models are analyzed in [26] . In [27] , the authors quantify the temporal correlation of the interference in mobile Poisson networks and further extend to quantify the expectation, distribution and correlation of interference and outage probability. The authors in [28] extend the results for local delay (defined as the mean time taken for a node to connect to its nearest neighbor under the assumption of backlogged traffic) in the static Poisson networks to the mobile networks with finite mobility. However, the local delay only contains the transmission delay, and the delay in a practical wireless networks includes not only the transmission delay but also the queueing delay. Therefore, it is significant to explore both the queueing delay and the transmission delay in mobile wireless networks with the effect of the spatial-temporal fluctuation of traffic other than the backlogged traffic.
C. CONTRIBUTIONS
In this paper, we evaluate the effect of spatio-temporal traffic with mobility on the performance of wireless networks. In particular, we consider two kinds of models for mobility, i.e., the fast mobility and the partial mobility, and explore how the mobility affects the QoE of users. We further evaluate the tradeoff between the QoE of users and the system cost. The main contributions of this paper can be summarized as follows:
• An analytical framework is proposed to evaluate the performance of wireless networks with mobility when the spatio-temporal fluctuation of traffic is considered.
• The mathematical definitions of the QoE and the system cost are proposed based on the practical applications, and the effects of mobility on them are further explored. The tradeoff between the QoE and the system cost is evaluated through both the theoretical analysis and the numerical evaluations to gain insights.
• Our results reveal that the QoE does not always increase as the system cost increases, but begins to stabilize when the system cost increases to a certain extent. We also find that the mobility in wireless networks may be useful to reduce the delay and improve the QoE, and the QoE for HMM is slightly better than that for GMM.
The remaining part of the paper is organized as follows. In Section II, we present the system models. Then, we derive the success probability and mean packet throughput for fast mobility in Section III. In Section IV, we discuss the network performances for partial mobility. The QoE and the cost are defined and introduced in Section V. Numerical results are presented in Section VI to validate the analyses and gain insights. Finally, Section VII concludes the paper. The notations and symbols used throughout the paper are listed in Table 1 .
II. SYSTEM MODEL A. NETWORK TOPOLOGY
Consider a mobile random network that consists of transmitters and receivers, as illustrated in Figure 1 . The receivers are assumed to form a PPP r = {x i } ⊂ R 2 with intensity λ. Each receiver x i is associated with a transmitter y i , which is moving in a circular region centered at the corresponding receiver x i (named as the home location) with radius r. The time is slotted into discrete time slots. The transmitters make an excursion in the mobility region independently with each other at each time slot t ∈ Z with a certain probability. The transmitters are denoted by a point process = {y i }. Since the transmitters are moving, we denote the locations of all transmitters in the time slot t as t = {y i (t)}. Note that due to the Displacement Theorem [29, Theorem 2.33] , the point process t is also a PPP (though correlated with r ) with the same intensity λ as the receivers. We assume that the packet arrival process at each receiver x i ∈ r is an independent Bernoulli process. The arrival rate of packets is denoted by ξ i , which is the probability of a packet arriving at the receiver x i in any given time slot. Without loss of generality, the size of each packet is assumed to be fixed, and a transmitter requires exactly one time slot to deliver a packet. Each transmitter maintains a buffer of infinite size to save the incoming packets.
B. CHANNEL AND SIR
As for the propagation loss, we assume that the links between the transmitters and the receivers experience Rayleigh fading with unit mean. The fading coefficients of interference links are denoted by {g i } and the fading coefficient of the desired link is denoted by h 0 . Since most of the wireless networks are interference limited, we ignore the effect of thermal noise in the analysis. If the signal-to-interference ratio (SIR) at a receiver is larger than a constant threshold θ , the receiver can successfully decode the packets. Otherwise, the packet will fail for decoding, and the failed packet will be added into the head of the queue and wait to be transmitted again. We assume that the receivers always access their associated transmitters. The desired receiver is assumed to be located at the origin, and its associated transmitter is located at y 0 . Let l 0 be the distance between the desired receiver and its associated transmitter y 0 , and {L i } be the distances between the desired receiver and the interfering transmitters {y i }. The SIR of the desired receiver at the origin is
In the analysis, we have assumed that the distance between the desired receiver and its associated transmitter is fixed. This assumption is reasonable because more and more mobile devices have been integrated into the human daily life, and most of them have a deterministic transmitter-to-receiver distance or the distance has a very small change, such as the smart bracelet, smart watch, smart glasses, fitness tracker and so on [30] . In [31] , the authors investigate the stable packet arrival rate region of a discrete-time slotted random access network where each transmitter is paired with a receiver at a fixed distance and a random orientation. In [32] , the authors propose the Gauss Poisson process (GPP) to model the wireless networks where the transmitters are distributed as a PPP, and the distance between the transmitter and the corresponding receiver is fixed.
C. MOBILITY MODEL
As for the mobility, we use the constrained independent and identically distributed (i.i.d.) mobility (CIM) model, which is proposed in [23] . In the CIM model, the locations of receivers are static and named as the home locations. Each transmitter moves in the circular region centered at the corresponding home location and makes an excursion from the home location. The locations of transmitters are mutually independent among all transmitters and also independent between different time slots given the home locations. We introduce two specific models in order to characterize the distribution of the excursions, which correspond to different ways of moving.
Definition 1: The homogeneous mobility model (HMM) denotes that the excursions of the moving nodes form an uniform distribution in a circular area of radius r c centered at the home location. With the HMM, the probability distribution function (PDF) of the excursions is
where · is the Euclidean distance.
Definition 2: The Gauss mobility model (GMM) denotes that the excursions of the moving nodes form a Gauss distribution with the variance σ 2 centered at the home location.
With the GMM, the PDF of the excursions is
From the ergodicity and homogeneity of point process, the mean speed averaged over all nodes for a fixed time t equals the mean speed averaged for a fixed node. Therefore, we drop the subscribe i and t and denote the mean speed of the moving nodes byv. For HMM, we havev = 128r c (45π ) [33, eq.8] , and for GMM, we getv = √ π σ . Without loss of generality, we assume that the desired transmitter is not moving and analyze the performance of the desired link.
In the following, we analyze the effect of spatio-temporal traffic with mobility on the success probability and mean packet throughput in the wireless networks.
III. PERFORMANCE FOR FAST MOBILITY
To make it easier to understand, let's start with a special, relatively simple situation. When this situation has a certain meaning and reference, we extend our situation to a more complicated but more realistic situation in Section IV.
In this section, we consider the case of fast mobility, where all transmitters are always moving, i.e., the locations of the transmitters change in each time slot. We consider a desired receiver at the origin and the associated transmitter located at y 0 . The status of the transmitters in a wireless network could be either busy or idle. We denote the SIR at the desired receiver in the time slot t as SIR t , which is given by
where z i is the excursion of the transmitter y i corresponding to x i , and l y i ,t is the indicator function. g i is the fading coefficient of the interference link from transmitter y i . If the interfering transmitter y i is active in the time slot t, we have l y i ,t = 1; otherwise, we have l y i ,t = 0. Note that since the transmitter y i is associated with the receiver x i , we have
The binary indicator l y i ,t also shows whether the queue at the scheduled transmitter y i is busy (i.e., l x i ,t = 1 indicates that the queue has a packet to transmit) or idle (i.e., l x i ,t = 0 indicates that the queue is empty) in the time slot t. Thus, the indicator variable l x i ,t in (4) characterizes the interaction between the queueing status and the interference induced by the transmitters in the network. In other words, the aggregated interference depends on the queuing status of all transmitters since the idle transmitter does not cause interference; on the contrary, the interference in the network also affects the queueing status at the transmitters. The inherent interdependence between the queueing process and the transmission of packets brings in analytical difficulties. In order to address this issue, we propose an approximation as follows. 
A. SUCCESS PROBABILITY
For the fast mobility case, the excursions {z i } are i.i.d. random variables. Let S be the static elements in the network, which can be regarded as S = r in this section due to the fast mobility. The success probability is the probability that a scheduled packet is successfully delivered. Let the success probability conditioned on r be
where θ is the SIR threshold.
Lemma 1: Conditioned on the static elements of the network S = r , the success probability is
where f (z) is the PDF of the excursion vector.
Proof: The success probability conditioned on r is
where
conditional Laplace transform of the interference given r is
where (a) follows from [34] and averaging over the random excursions.
Lemma 2: Given the distance between the desired receiver and the associated transmitter l 0 = R, the success probability is given by
where sinc(·) is the sinc function. Proof: Combined with Lemma 1, we have
where (a) follows from the probability generating functional (PGFL) of the PPP and (b) follows from [29, chapter 2.7] . Note that the service rate (i.e., the number of packets transmitted successfully per time slot) equals the conditional success probability, and ξ 0 is the arrival rate of packets. According to the property of G/G/1 queueing system, conditioned on r , the probability that the queue at the receiver x 0 is not empty is
Note that the probability of the desired transmitter being active equals the probability P Queue is not empty . Thus, we get the active probability conditioned on r as
The mean active probability is
In order to further simplify the results, we only consider the dominant interfering source of the desired receiver, which is also the nearest neighbor interfering transmitter, and ignore the interference from other transmitters. With this assumption, we get the following result.
where γ =
, and x min denotes the location of the nearest interfering transmitter. Since the busy probability of the desired transmitter q is equivalent to the mean active probability, we get a fixed-point equation as follows.
47210 VOLUME 7, 2019 FIGURE 2. Effect of the arrival rate of packets ξ 0 on the active probability of the transmitters. The red lines indicate the range for the solution of the fix-point equation (17) .
Lemma 3: The solution of equation (15) can be expressed as
Proof: The fixed-point equation (15) can be written as
In order to solve the above equation (17), we consider two cases, i.e., 0 < ξ 0 γ < 1 and ξ 0 γ ≥ 1. In order to facilitate the understanding of the solving process, we give the geometric explanation. In Figure 2 , the red lines show the range of the solution for the equation (17) and the red dot indicates the intersection of the curve q =
and the straight line q = 1.
• Case 1: 0 < ξ 0 γ < 1. In this case, we have ξ 0 γ = q and 0 < q < 1. The solution of (17) depends on the intersection of the curve y 1 and the straight line y 2 as shown in Figure 3 . Then, we get a conclusion that if 0 < ξ 0 < ; otherwise, the solution becomes q = 1
• Case 2: ξ 0 γ ≥ 1. In this case, the solution is q = 1, and we get the conclusion that if ξ 0 ≥ 1 υ , q = 1. Thus, we obtain the solution of (15) in (16).
B. MEAN PACKET THROUGHPUT
In this subsection, we analyze and derive the mean packet throughput which is a performance metric widely used in the wireless industry. The mean packet throughput is defined as the mean number of packets that a transmitter could successfully transmit in a time slot, which is related with the delay incurred by the queuing and the transmission because the delay represents the required number of time slots that a 
Without loss of generality, we first build the queuing model of the desired transmitter. The queueing system at the transmitter is a discrete-time Geo/G/1 queue in which the retrial time has a general distribution, and the server begins to search the next customer to serve [35] after each service completion. In the equivalent Geo/G/1 queue, the packets arrive according to a Bernoulli process with intensity ξ 0 packets per time slot. The arrival process is also called geometric arrival process since the number of time slots between two adjacent arrivals is a geometric random variable. Since the transmissions in various time slots are independent, the probability for successfully transmitting a packet in any time slot can be considered as the average service rate of the desired receiver. Conditioned on r , the probability for successfully VOLUME 7, 2019 transmitting a packet in a time slot is µ 0 = P s| r . Using queuing theory, the conditional mean packet throughput is given as follows.
Lemma 4: Given the packet arrival rate ξ 0 and the service rate µ 0 , the conditional mean packet throughput of the desired transmitter is given by
where {x} + = max {x, 0}.
Proof: See [36] for a detailed proof. Based on Lemma 4, we obtain the following theorem. Theorem 1: In the Geo/G/1 queuing system, the mean packet throughput of the desired transmitter is given by
Proof: Combined with the conditional mean packet throughput in Lemma 4, the mean packet throughput can be derived as
where (a) follows from the result of Lemma 2 and (b) follows from Lemma 3. Due to the complexity of the mean packet throughput, we can not derive the close-form expression of it. In order to analyze the mean packet throughput, we give the upper and lower bounds of the mean packet throughput in the following corollary.
Corollary 1: The mean packet throughput is bounded by
where the lower bound is T L = Proof: We first consider a dominant system [37] , where all transmitters send the packets regardless the status of their queues. In other words, the transmitters will transmit ''dummy'' packets sequentially no matter whether the scheduled queues are empty or not. This is the scenario for the worst case since the interference is the largest, and we have q = 1 in this case. Therefore, we get the lower bound of the mean packet throughput by considering the dominant system. Then, we consider a modified system [4] where the interfering transmitter will send packets with probability q = ξ 0 , which results in the upper bound of the mean packet throughput.
IV. PERFORMANCE FOR PARTIAL MOBILITY
In this section, we analyze the case of partial mobility, where a mobility parameter M is introduced. We assume that a node either updates its location with probability 1/M (M > 1) or keeps in its previous location with probability 1 − 1/M . We name this case as the partial mobility since only partial nodes are moving in each time slot. In the previous section, we have assumed that the transmitters are always moving, where all of the transmitters update their locations in each time slot. However, it may not be appropriate for all wireless networks and in practise, where only part of the transmitters update their locations in each time slot while others may keep static. For example, a transmitter may keep sending a large number of packets in a heavy-traffic network before it moves. Another example is that there are some static or low-speed transmitters in the network. It is reasonable and practical for analyzing the network performance in the case of partial mobility.
For any time slot t ∈ Z, the distribution of the transmitters t can be regarded as the combination of two independent PPPs, t,1 = {y i (t) ∈ t : y i (t) = y i (t − 1)} and t,2 = {y i (t) ∈ t : y i (t) = y i (t − 1)} .
The transmitters in t,1 update their locations in the time slot t while the transmitters in t,2 keep static. The point processes t,1 and t,2 are independent, and their intensities are λ d = λ/M and λ s = λ(M − 1)/M , respectively, due to the independent thinning of the PPP.
In this case, we propose the following approximation of the busy probability for the transmitters.
Approximation 2: The busy probability of the transmitters in each time slot for partial mobility is approximated as
where q s is the busy probability of the transmitters for static networks and q d is the busy probability for dynamic networks. Approximation 2 is reasonable because when the transmitters update their locations at each time slot with probability 1, i.e., M = 1 and q = q d , the network is dynamic; otherwise, when the network is static, M will be infinite and q = q s . The accuracy of Approximation 2 could be verified by the simulations in Section VI.
A. BUSY PROBABILITY
Since the busy probability for dynamic networks q d has been derived in Section III, in order to derive the busy probability for partial mobility, we only need to derive the busy probability for static networks q s . We assume that the static elements in the static network is . Then, the conditional Laplace transform of I (t) given S = in the static networks is
where I (t) = y∈ t l y g y y (t) −α , and the derivation could be found in [38] . Lemma 5: In a static network, the success probability for deterministic transmission distance R is similar to the success probability obtained in Lemma 2, which is
Proof: The proof of the success probability for static networks can be found in [29] , and the proof of the success probability for the dynamic network is shown in Lemma 2.
According to the property of G/G/1 queueing system, conditioned on , the probability of the queue at the desire receiver x 0 being non-empty is
In a static network, the probability P Queue is not empty equals the probability of the desired transmitter being active. Then, the active probability conditioned on is
By averaging P a| over , we get the mean active probability in a static network as
Because the busy probability of the desired transmitter q equals the mean active probability. Similar to (15), we get a fixed-point equation
Lemma 6: The solution of equation (29) can be expressed as
where W (·) is the Lambert W function and κ = Proof: In order to solve the above equation (29), we consider two cases, i.e., 0 < ξ 0 e κ < 1 and ξ 0 e κ ≥ 1. Similarly to the previous section, we give the geometric solution of the fix-point equation. In Figure 4 , the red lines show the range of solutions for the equation (29), and the red dot indicates the intersection of the curve q = − 1 κ W (−κξ 0 ) and the straight line q = 1.
• Case 1: 0 < ξ 0 e κ < 1. In this case, we have ξ 0 e κq = q and 0 < q < 1. Similar to the proof of Lemma 3, the solution of (29) depends on the intersection of the curve y 1 and the straight line y 2 as shown in Figure 3 . Then, we get a conclusion, if 0 < ξ 0 < e −κ , the solution of the equation is q s = − 1 κ W (−κξ 0 ), while the solution becomes q s = 1 if ξ 0 ≥ e −κ .
• Case 2: ξ 0 e κ ≥ 1. In this case, the solution is q s = 1, and we get the other conclusion, if ξ 0 ≥ e −κ , q s = 1. Thus, we obtain the solution of the fix-point equation (29) as shown in (30).
B. MEAN PACKET THROUGHPUT FOR PARTIAL MOBILITY
In the previous analysis, we have declared that the distribution of the transmitters t is consist of two PPPs t,1 and t,2 . Therefore, the total interference at the desired receiver is
where r,1 is the locations of all receivers associated with the transmitters in t, 1 . In this case, we get the conditional Laplace transform of the interference in the following lemma.
Lemma 7: Given the static elements of a network with partial mobility S = r,1 ∪ t,2 , the conditional Laplace transform of the interference I (t) is
Proof: Given the static elements of a network with partial mobility S = r , the conditional Laplace transform of I (t) in the dynamic networks is (32) where (a) is obtained similarly as (8) . The conditional Laplace transform of I (t) given S = in the static networks is given by (24) . Due to the independence of r,1 and t,2 , the conditional Laplace transform of the interference I (t) is
Combining (24) and (32), we get the results in (31) . Since the packet arrival process at each receiver is an independent Bernoulli process, the number of time slots between two adjacent arrivals at each receiver is a geometric distribution. Due to the fact that each transmitter only associated with one receiver, the probability that a packet at the desired receiver is scheduled and successfully delivered in a time slot is the conditional success probability P s|S . Thus, the queuing system at the desired transmitter can be regarded as a Geo/G/1 queueing system with the arrival rate ξ 0 and the service rate P s|S .
Based on Lemma 4, we obtain the mean packet throughput for partial mobility in the following theorem.
Theorem 2: For partial mobility, the mean packet throughput of the desired transmitter is
where q d equals q in Lemma 3 and q s is given in Lemma 6. Proof: See Appendix VIII.
V. QOE AND SYSTEM COST
In this section, we discuss the relationship between the QoE and the system cost considering the effect of mobility. In order to quantitatively describe the relationship, we spontaneously define and derive the expressions for the QoE and the system cost. In this paper, we consider the effect of the deployment of the nodes, the mobility and the energy consumption for wireless communications on the overall system cost. Meanwhile, the QoE of the users consists of the reliability, the rate and the delay. Note that the system cost and the QoE discussed in this section are derived based on the results from the previous section of partial mobility.
A. DEFINITION OF QOE
The QoE is a broad metric that contains many aspects of the network performance, such as the coverage, the delay, the throughout, the energy efficiency and so on. It is complicated and unnecessary to discuss all of these metrics since the metrics that a user really cares about in a specific scenario are less. Thus, for reality and concision, we will merely consider the QoE that contains the success probability of communication, the rate of packet and the network delay. The success probability of communication can be described by the success probability P s,PM and the rate of packets is described by the achievable rate τ . The network delay can be represented by the mean packet throughput T PM . In Section IV, the conditional Laplace transform of the interference I (t) for partial mobility has been obtained in Lemma 7 . Combined with the result, the success probability for partial mobility has been given in the proof of Theorem 2, which is
We assume that a receiver can successfully decode the packets only when the receiving SIR is larger than the threshold θ. When SIR > θ holds, a link could transmit at the predefined rate for unit spectrum log 2 (1 + θ). Multiplying the success probability by log 2 (1 + θ ), we get the mean achievable rate τ for unit spectrum in each time slot. Utilizing (35), we get the achievable rate τ as follows.
Note that the mean packet throughput for partial mobility has been derived in Theorem 2. We get the QoE function as
where ρ s , ρ τ and ρ T are the weight coefficients of P s,PM , τ and T PM , respectively.
B. DEFINITION OF SYSTEM COST
The system cost in this paper consists of three parts, deployment cost, mobility cost and power cost. In order to quantitatively measure the cost, we define the cost function per unit area as follows
where P is the transmission power of transmitters in each time slot and β d , β m and β p are the weight coefficients of deployment cost, mobility cost and power cost, respectively. The deployment cost per unit area is denoted by β d λ, which is the cost for the devices of transmitters and receivers, regardless of the deployment locations. The mobility cost is determined by the moving transmitters. We assume that the mobility cost, dentoed by β m v 2 λ d , is proportional related to the density of the moving transmitters λ d and the square of the average moving speed v 2 . The speed is squared due to the principle that the kinetic energy is proportional to the square of the velocity. The power cost is represented by β p Pλ regardless of the number of time slots, because the transmission power remains unchanged in each time slot.
VI. NUMERICAL RESULTS
In this section, we numerically evaluate the previous theoretical derivations to gain insights. Unless otherwise specified, the system parameters are shown in Table 2 . Figure 6 plots the mean packet throughput for HMM as functions of the arrival rate of packets ξ 0 for different path loss exponents and SIR thresholds. We observe that as the arrival rate of packets ξ 0 increases, the mean packet throughput decreases gradually, and when ξ 0 is larger than a constant, it approaches to 0. This is because the waiting time of a packet in a queue increases due to the increase of the arrival rate of packets, and the mean packet throughput is negative correlated with the delay of the packets. We also observe that as the path loss exponent α increases, the mean packet throughput increases, which can be interpreted as that the interference is reduced due to the increment of α, resulting in the improvement of the success probability. When the SIR threshold θ increases, the mean packet throughput decreases and approaches to 0 more quickly since the increase of the SIR threshold decreases the probability that a packet being delivered successfully and increases the network delay. In Figure 7 , we plot the mean packet throughput for GMM as functions of the arrival rate of packets ξ 0 for different path loss exponents and SIR thresholds. Compared with Figure 6 , we observe that, when the SIR threshold θ = 1, the difference between the mean packet throughput for HMM and that for GMM is very small, while when the SIR threshold θ = 10, the mean packet throughput for GMM is obviously much smaller than that for HMM and approaches to 0 more quickly. This observation indicates that the network delay for GMM is larger than that for HMM, resulting in a smaller mean packet throughput for GMM. Figure 8 shows the mean packet throughput for HMM and GMM as well as its upper and lower bounders given in Corollary 1 as functions of the density of transmitters λ. We observe that the mean packet throughput decreases monotonously as the density of transmitters λ increases due to the increase of the network interference. Meanwhile, we also observe that the mean packet throughput for HMM is very close to the upper bound and larger than that for GMM, which means that the manner of mobility for the transmitters affects the mean packet throughput. Figure 9 shows the mean packet throughput for HMM and GMM as well as its upper and lower bounds as functions of the mean moving speed of transmittersv. We observe that the mean packet throughput dramatically increases when the mean moving speed of transmitters is small and approaches to the upper bounder gradually when the mean moving speed exceeds a constant, which means the network delay is sensitive to the mobility in the low mobility scenarios and insensitive in the high mobility scenarios. The mean packet throughput increases as the mean moving speed of transmitters increases, which means that the mobility in the wireless networks may not always be detrimental for the network performance. It can be interpreted as that when the transmitter mean speed increases, the busy probability of transmitters will decrease which means higher success probability and higher mean packet throughput. When the transmitter mean speed is very small or very large, the mean packet throughput for different mobility models will be very close to each other, which means that the manner of mobility is insignificance in these cases. Figure 10 shows the mean packet throughput T PM for HMM and GMM as functions of the mobility parameter M for different path loss exponents and SIR thresholds. When the SIR threshold θ is small, the mean packet throughputs for different path loss exponents are very close to each other and change a little as the mobility parameter M increases, which means that the network delay is not sensitive to the mobility for small SIR threshold. When the SIR threshold θ = 10, the difference between the mean packet throughputs for different path loss exponents is significant, which means that the effect of the path loss is dominant when θ = 10. When M is small and increasing, the mean packet throughput for the HMM case increases, and that for the GMM case decreases. It means that there exists a performance trade-off between the mobility ratio of nodes and the mobility models. For different mobility models, the mobility ratio of nodes may affect the performance either actively or negatively. Figure 10 also verifies the observation in Figure 7 that the network delay for GMM is larger than that for HMM. Figure 11 shows the QoE for HMM as functions of the density of the transmitters λ for different path loss exponents and SIR thresholds. It can be observed that the QoE decreases as the density of transmitter λ increases and tends to 0 as λ → ∞. This is because the success probability decreases with increasing λ. We also observe that the SIR threshold θ affects the rate of decline of the QoE. The larger θ is, the faster the QoE declines, due to the fact that higher SIR threshold makes it more difficult to satisfy the QoE of users as the density λ increases. As the path loss exponent α increases, the QoE increases since the interference is reduced with the increase of the path loss exponent. Figure 12 shows the QoE for HMM and GMM as functions of the mean moving speedv for different path loss exponents and SIR thresholds. When the SIR threshold θ = 1, the curves for the QoE with different path loss exponents are very close to each other, and they first slightly increase and then approach to a constant with the increase of the mean moving speedv, which means that the mean moving speed is not dominant to affect the QoE when θ is small. When the SIR threshold θ = 10, the difference between the curves of the QoE for various path loss exponents is significant. As the mean moving speedv increases, the QoE first remains unchanged, then increases to a constant and finally remains unchanged again. The mobility can improve the QoE because the transmitter mean speed will decrease the busy probability when they increase, which will lead to higher success probability and higher QoE. Meanwhile, we also observe that the turning points and the rates of increasing are different between the HMM case and the GMM case, where the QoE for the HMM case increases more quickly than that for the GMM case. Figure 13 shows the QoE for HMM and GMM as functions of the mobility parameter M for different path loss exponents and SIR thresholds. The curves in this figure are similar to those in Figure 10 . When the SIR threshold θ is small, the curves for the QoE are very close for different path loss exponents and change little as the mobility parameter M increases. It is counterintuitive that when the SIR threshold θ = 1, the QoE is lower than that with θ = 10. This can be interpreted that the QoE is affected by the achievable rate which increases as the SIR threshold increases. When M is small, the QoE for HMM is larger than that for GMM, which means different types of mobility may affect the QoE of users.
In Figure 14 , we plot the QoE for HMM as functions of the cost C for different path loss exponents and SIR thresholds. We observe that the QoE increases firstly and converges to a constant as the cost increases gradually. When the cost increases to certain value, the QoE will not increase any more. Thus, it is possible to find the least cost to achieve the same QoE. When the cost is the same, the higher the path loss exponent α is, the higher the QoE will be. When the SIR threshold θ is large, the difference caused by the path loss exponent is magnified, which means the QoE can be adjusted by the change of θ.
In Figure 15 , we plot the QoE for HMM as functions of the cost C for different densities of the transmitters. We observe a similar trend as that in Figure 14 . In particular, the QoE first VOLUME 7, 2019 
increases and converges to a constant as the cost increases. The curves for the QoE with various densities λ stabilize when they reach the maximum value, and the maximum QoE decreases as the density λ increases. It can be interpreted 
that the increase of the density of the transmitters reduces the success probability, which further leads to the reduction of the QoE. When the QoE is the same, the system cost increases with the increase of the density of the transmitters. This is because the system cost increases gradually as the density of the transmitter increases to guarantee the same QoE requirement.
VII. CONCLUSION
In this paper, we propose an analytical framework by combining stochastic geometry and queueing theory to evaluate the relationship between the perplex spatio-temporal traffic and the network performance when the mobility is considered. We derive and bound the success probability and the mean packet throughput for both the fast and the partial mobility cases. In order to gain the practical design insight, we propose the mathematical definitions of the quality of experience and the system cost, and explore the tradeoff between them.
Our results reveal that the QoE does not always increase as the system cost increases, but begins to stabilize when the system cost increases to a certain extent. The results also show that the mobility in wireless networks may be beneficial to reduce the delay and improve the QoE. Our work provides a useful reference for the design of wireless networks when the spatio-temporal fluctuation of traffic with mobility is considered.
VIII. APPENDIX*
Given the transmitter distribution , the mean packet throughput for partial mobility can be derived as
where (a) follows from Lemma 4. 
where (a) is obtained due to the independence between r,1 and t,2 , (b) follows from Lemma 2 and Lemma 5, and (c) follows from Lemma 3 and Lemma 6. Plugging (40) into (39), we obtain the result in Theorem 2.
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