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Chapter 1
Introduction
From option pricing using the Black and Scholes model, to determining the
signiﬁcance of regression coeﬃcients in a capital asset pricing model (CAPM),
the assumption of normality was pervasive throughout the ﬁeld of ﬁnance. This
was despite evidence that ﬁnancial returns were non-normal, skewed and heavy-
tailed.
In addition to non-normality, there remained questions about the eﬀect of
ﬁrm size on returns. Studies examining these diﬀerences were limited to ex-
amining the mean return, with respect to an asset pricing model, and did not
consider higher moments.
Janse van Rensburg, Sharp and Friskin (in press) attempted to address both
the problem of non-normality and size simultaneously. They (Janse van Rens-
burg et al in press) ﬁtted a mixture of two normal distributions, with common
mean but diﬀerent variances, to a small capitalisation portfolio and a large cap-
italisation portfolio. Comparison of the mixture distributions yielded valuable
insight into the diﬀerences between the small and large capitalisation portfolios'
risk. Janse van Rensburg et al (in press), however, identiﬁed several shortcom-
ings within their work. These included data problems, such as survivorship bias
and the exclusion of dividends, and the questionable use of standard statistical
tests in the presence of non-normality.
This study sought to correct the problems noted in the paper by Janse
van Rensburg et al (in press) and to expand upon their research. To this end
survivorship bias was eliminated and an eﬀective dividend was included into
the return calculations. Weekly data were used, rather than the monthly data
of Janse van Rensburg et al (in press). More portfolios, over shorter holding
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periods, were considered. This allowed the authors to test whether Janse van
Rensburg et al's (in press) ﬁndings remained valid under conditions diﬀerent to
their original study. Inference was also based on bootstrapped statistics, in order
to circumvent problems associated with non-normality. Additionally, several
diﬀerent speciﬁcations of the normal mixture distribution were considered, as
opposed to only the two-component scale mixture.
In the following, Chapter 2 provided a literature review of previous studies on
return distributions and size eﬀects. The data, data preparation and portfolio
formation were discussed in Chapter 3. Chapter 4 gave an overview of the
statistical methods and tests used throughout the study. The empirical results
of these tests, prior to risk adjustment, were presented in Chapter 5. The impact
of risk adjustment on the distribution of returns was documented in Chapter 6.
The study ended, Chapter 7, with a summary of the results and suggestions for
future research.
Chapter 2
Literature review
Bachellier, in 1900, postulated that asset returns follow a normal distribution
(Tucker 1992). This idea was further developed by Osborne (1959), who argued
that equity prices followed Brownian motion and that the log of price changes
were approximately normal. The Bachellier-Osborne model, however, could not
account for the excess kurtosis observed in empirical studies of the share market
(Tucker 1992).
This failure of the normal distribution spurred the development of various
other time-independent models. Fama (1963, 1965) suggested a stable Paretian
model with characteristic exponent less than two. The stable model was capable
of accommodating the excess kurtosis and skewness observed in equity returns
(Fama 1963, 1965). Furthermore, sums of independent identically distributed
stable distributions were still stable distributions (Fama 1963, 1965). This sta-
bility under addition was an important factor leading to Fama's (1965) use of
the model in his work on the eﬃcient market hypothesis.
A caveat of the stable model, with characteristic exponent less than two,
was that the second and higher moments did not exist. Subsequently, several
studies challenged the stable hypothesis, suggesting simpler, ﬁnite variance dis-
tributions. Blattberg and Gonedes (1974) found that Student's t distribution
provided, by the likelihood ratio test, a better ﬁt to daily returns of several US
shares than the stable model. They also tested and rejected, for their sample of
thirty shares, the stability under addition property.
Theorising that returns were drawn from diﬀerent normal distributions, Kon
(1984) proceeded to estimate mixtures of two to ﬁve normal distributions for
thirty US stocks and three indices. The mixtures' ﬁtted were then compared
3
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to that of the normal distribution and Student's t distribution. In all cases,
mixtures of normals produced a superior ﬁt compared to the normal distribution.
For mixtures of more than two normal distributions, the ﬁt clearly outperformed
the Student distribution. Results for the two-component mixture versus the
Student distribution were mixed.
Akgiray and Booth (1988) took a subordinated stochastic processes view of
the markets, ﬁtting a mixed diﬀusion-jump process to foreign exchange data.
The model, suggested by Press in 1967 (Ball & Torous 1983), assumed a con-
tinuous diﬀusion process, modelled as Brownian motion, and a discontinuous
jump process, modelled as a compound Poisson process. The resulting uncon-
ditional log return distribution was an inﬁnite mixture of normal distributions
with weights following a Poisson distribution (Ball & Torous 1983). In their
analysis, Akgiray and Booth (1988) concluded that the Poisson-jump model
provided a better ﬁt than either the stable or a ﬁve-component mixture of nor-
mal distributions.
Ball and Torous (1983), citing diﬃculties with the estimation of the Poisson-
jump model, suggested a simpler Bernoulli-jump model. The resulting uncon-
ditional log return distribution was a mixture of two normal distributions, with
common mean but arbitrary variances (Ball & Torous 1983).
Further evidence against the stable distribution was given by Hall, Bronsen
and Irwin (1989), who rejected the stable hypothesis in favour of the mixture
of normals, for futures prices, on account of the behaviour of the stable distri-
bution's characteristic exponent under summation of returns.
Tucker (1992), Peiro (1994) and Kim and Kon (1994) tested various time-
independent models of daily equity returns, with conﬂicting results. Tucker
(1992) compared the Student, asymmetric stable, mixed diﬀusion-jump process
and several ﬁnite mixture of normal distributions and concluded that a mixture
of two normal distributions was most descriptive. The study also suggested
that inequality of the scale parameters of the two normal components, in the
two-component mixtures, were more common than inequality of the component
location parameters. Peiro (1994), who tested the two-component mixture of
normal distributions together with several other distributions, and Kim and
Kon (1994), who tested the same models as Tucker (1992), concluded that the
Student t distribution was the best time-independent model.
Alexander (2001:297) proposed a two-state model, modelled by a scale-
mixture of two normal distributions, whereby the markets switched between
states of high and low volatility. This model appeared to be an amalgamation
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of the ideas posited by Ball and Torous (1983), Kon (1984) and the empirical
results of Tucker (1992).
The studies of Tucker (1992), Peiro (1994) and Kim and Kon (1994) were
peculiar, since focus had, by the late 1980s, shifted away from time-independent
models in favour of time-dependent models (Tucker 1992). Time-dependent
models attempted to simplify the return distribution, possibly to the normal
distribution, by conditioning the time series of returns on other information.
These models included the autoregressive conditional heteroscedastic (ARCH)
model and its extensions (Kim & Kon 1994; Tucker 1992), as well as Markov
switching models (Hull and White 1998).
ARCH models had proved particularly popular due to their ability to explain
volatility clustering, a phenomenon often observed in equity returns. Volatility
clustering occurred when large (small) price changes were followed by similarly
large (small) price changes in the following period. This persistence in volatility
might account for the excess kurtosis of unconditional log return distributions.
Examples abound of the use of ARCH-type models in ﬁnance. Kim and
Kon (1994) compared several extensions of the generalised ARCH (GARCH)
model, together with the time-independent models, and found that the GARCH
models outperformed all of the time-independent models. For South Africa,
Samouilhan (2007) ﬁtted a Component ARCH model to the All Share Index
Top Forty (ALSI40) and various sub-sector indices. The Component ARCH
model disaggregated volatility persistence into three components: a mean, a
short-run and a long run (Samouilhan 2007). Comparing these components,
Samouilhan (2007) uncovered marked diﬀerences in the behaviour of volatility
persistence among the diﬀerent sectors.
Despite their eﬀectiveness in modelling volatility clustering, Kim and Kon
(1994) noted that the model residuals remained heavy-tailed. Thus the con-
ditional return distribution was not simpliﬁed to the normal distribution. In
addition to account for this Kim and Kon (1994) ﬁtted models based on Stu-
dent t distributed innovations. Even so, Liu and Brorsen (1995) cited research
showing that GARCH models with t-distributed errors do not capture the lep-
tokurtosis associated with ﬁnancial returns.
Bahng (2004), however, provided an alternative model of volatility clus-
tering by subdividing a return series and modelling each sub-period's distri-
bution. Speciﬁcally, Bahng (2004) subdivided the Swiss Market Index (SMI),
using Goldfeld and Quandt's two-period structural break analysis, and ﬁtted a
normal distribution to each sub-period. The result for the entire period's return
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distribution was a ﬁnite mixture of normal distributions. Bahng (2004) also
demonstrated that the modiﬁed Goldfeld and Quandt method, as well as the
Jarque-Berra test for normality, were statistically powerful.
Finite mixtures of normal distributions were also utilised in Zhang and
Cheng's (2003) test for random walks in Chinese securities and foreign exchange
markets. Though not the main focus of their study, Zhang and Cheng (2003)
showed that mixtures of between four and six normal distributions provided a
good ﬁt to daily returns.
In addition to non-normality, there remain unanswered questions surround-
ing the eﬀect of size on returns. Banz observed, in 1981, a small ﬁrm eﬀect
whereby smaller ﬁrms achieved higher average returns than predicted by the
Capital Asset Pricing Model (CAPM) (Fama & French 1992). Studying the pe-
riod 1963 to 1990, Fama and French (1992) found that size and book-to-market
equity, or book value, were signiﬁcant factors in explaining the cross-section of
US stock returns. The relationship between size and return was negative, such
that smaller ﬁrms were related to higher returns, indicating a small ﬁrm eﬀect.
This led to Fama and French's three-factor model, which related asset returns to
market, size and value premia (Bundoo 2006). Zepp (2003) also found evidence
in favour of a small ﬁrm eﬀect among water utility companies in the US.
Cuthbertson and Nitzsche (2004:435), however, cited research which asserted
that the small ﬁrm eﬀect had, for the US, disappeared after the 1980s. This
agreed with Fama and French's (1992) observation that the relationship between
size and returns was weaker during the 1977-1990 sub-period.
Outside of the United States, Elfakhani and Wei (2003) observed a com-
bined size-price eﬀect for Canadian shares. Their ﬁndings suggested that higher
priced small and medium ﬁrms earned higher returns than large ﬁrms, though
Elfakhani and Wei (2003) stopped short of ascertaining whether the small, high-
priced shares obtained positive abnormal returns, since the returns were not risk
adjusted.
Durand, Juricev and Smith (2007) provided a behavioural perspective on
the cause of the small ﬁrm eﬀect. They ﬁrst conﬁrmed that a positive and sta-
tistically signiﬁcant size premium existed for Australian share markets, during
the period beginning 1990 and ending 2001. Following this, Durand et al (2007)
investigated the cause of the size premium and concluded that it was due to in-
vestors' emotional reactions. These reactions were noticeably diﬀerent for small
and large capitalisation portfolios (Durand et al 2007).
Bundoo (2006) used the Fama-French three-factor model to show that there
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existed a signiﬁcant size and value premium on the Stock Exchange of Mauritius,
for the period 1997 to 2003. For South African equities, van Rensburg and
Robertson (2003) found that size, together with the price-earnings ratio, was
a signiﬁcant factor in explaining returns. Their (van Rensburg & Robertson
2003) model was broadly similar to the ﬁndings of Fama and French (1992), in
that both studies suggested higher returns from holding small ﬁrms and value
ﬁrms.
While most of these studies attempted to explain the small-ﬁrm eﬀect in
terms of the additional riskiness of smaller ﬁrms, paradoxically, none had given
any credence to the distribution of returns and its relationship to size. Durand
et al (2007) observed a possible diﬀerence in distribution between small capi-
talisation and large capitalisation shares, but they did not pursue the matter.
Similarly, Kon (1984) merely noted that the equally weighted index was more
volatile than the value weighted index and speculated that this was due to the
additional weight assigned to smaller ﬁrms in the equally weighted index.
Janse van Rensburg et al (in press) tried to address this issue, by ﬁtting
mixtures of normal distributions to a small capitalisation and a large capital-
isation portfolio. Hypothesising a two-state model, Janse van Rensburg et al
(in press) analysed the diﬀerences in the portfolios' distributions and concluded
that the small and large capitalisation portfolios were similarly volatile during
non-information periods and that diﬀerences existed in the frequency of infor-
mational periods and the volatility during such periods.
Chapter 3
The Data
This chapter begins with a description of the data, followed by a section detailing
the measures taken to clean the data. The rest of the chapter is dedicated to
explaining the portfolio selection procedure and index construction. It concludes
with a description of the return calculations.
3.1 Acquisition and description
Several Microsoft Excel ﬁles, containing equity data, were purchased from the
Johannesburg Securities Exchange (JSE). The data included weekly closings
prices, market capitalisation, volume, dividend yield and earnings yield data for
all shares traded during the period beginning 1990 till end 2005. The data were
for companies listed on the main board and included delisted ﬁrms. Common
stocks as well as preference shares were included. All traded products, whether
common stock or not, were identiﬁed by a share code.
Using the number of unique share codes, there were approximately 1308
companies traded during this period. The number should be viewed as a rough
estimate, since there were cases when delisted companies' old share codes were
allocated to new companies. Additionally, some companies had more than one
series of shares listed.
Considering the large number of observations and complexity of the envi-
sioned analysis, working from within a spreadsheet was deemed impractical and
the data were parsed, using the Python programming language, into a MySQL
database.
8
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This database did not identify or distinguish between delisted and suspended
shares. It was assumed that shares with data records ending, prior to the end of
2005, had delisted. Whenever a large number of missing records were followed
by a continuation of data, a share was assumed to have had trade suspended
for the time in which records were missing.
Additionally, book value data were obtained for 229 shares from McGregor
BFA. The small number of shares reﬂected the limited time during which ac-
cess was granted to the McGregor BFA database. While the study could have
beneﬁted from increased use of McGregor BFA, the costs prohibited further use.
3.2 Data cleaning
A cursory examination of the database revealed missing observations. These
were corrected, as in Janse van Rensburg et al (in press), by replacing the
missing observation with the last available observation.
In cases where the number of consecutive missing values were greater than
six, no replacement of missing values was performed. The reason for imposing
this limit was twofold. Firstly, it seemed unreasonable to use one week's data
to replace so many missing values. Secondly, such large gaps were possibly due
to suspension of trading, in a particular company, by the JSE.
Apart from the missing data, there were records featuring zero-valued closing
price entries when the recorded market capitalisation was positive. Considering
the deﬁnition of market capitalisation,
Market cap. = Price×Number of shares outstanding
a zero-valued closing price and non-zero market capitalisation was incorrect.
Similarly, there were instances where the market capitalisation equalled zero,
but the closing price was positive. This implied that no shares were issued. A
company without shares to trade could not be listed. Therefore, a zero market
capitalisation with non-zero price constituted an error.
Assuming that increases or decreases in the number of shares outstanding
were rare, zero-entries were corrected by setting the number of shares outstand-
ing equal to that in the previous period and then solving for the erroneous share
price or market capitalisation. Recall that the number of shares outstanding was
not one of the variables included in the data, hence it was calculated by dividing
the market capitalisation by the closing price.
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While correcting the erroneous zero-values, it was found that certain series
contained inexplicably large changes in market capitalisation. At ﬁrst, incon-
sistency in the unit of measurement was suspected. Jumps of a hundred or
a thousand percent, together with the fact that the JSE did not provide any
data deﬁnitions, pointed to inconsistent measurement in hundreds, thousands
or millions of Rands. Closer inspection, however, revealed far more varied, yet
sizable, jumps in market capitalisation. These jumps were conﬁned to the ﬁrst
four years of data. Without any obvious way to correct the data, records prior
to 1994 were disregarded.
Additionally, for some series, certain years consisted of ﬁfty-three weeks in-
stead of ﬁfty-two. This ﬁfty-third week was deleted, as it never diﬀered sig-
niﬁcantly from either the ﬁfty-second week or the ﬁrst week of the following
year.
Since the study focused on ordinary shares, preference shares and the South
African Reserve Bank were removed from the sample. In an economy such
as South Africa, Marx, van Rooyen, Bosch and Reynders (1998) argued that
preference shares hold little advantage over ordinary shares and were uncommon.
The South African Reserve Bank was removed on the grounds that shareholders
were limited to a maximum number of shares and a maximum dividend payment
per share (South African Reserve Bank 2003).
This cleaned and corrected database of weekly share price, volume, market
capitalisation, dividend yield and earnings yield data constituted the sample
available for portfolio selection and index formation. The data from McGregor
BFA, used later for risk adjustment, was assumed error-free and left unaltered.
3.3 Portfolio selection
The portfolio selection process was concerned with the selection of shares to
include in the portfolios, from which indices were created. This required iden-
tiﬁcation of an acceptable number of shares to include, the types of shares to
include and, equally important, the shares to exclude.
The number of shares was simply chosen to equal twenty. This was the same
as in Janse van Rensburg et al (in press). Figure 3.1, which depicted the eﬀect
on volatility of increasing the number of shares, demonstrated that the most
drastic reduction in volatility occurred before the portfolio included ten shares.
Therefore, twenty shares were deemed adequate to eliminate the majority of
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Figure 3.1: The eﬀect of adding additional shares to a large cap portfolio.
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Figure 3.2: Turnover calculation.
non-diversiﬁable risk.
To study size eﬀects, with size proxied by a share's market capitalisation, it
followed that both large capitalisation and small capitalisation portfolios were
required. Each small capitalisation portfolio was chosen as the twenty lowest
capitalisation, actively traded shares at the time of portfolio formation. The
large capitalisation portfolios were chosen from the twenty largest capitalisation,
actively traded shares at the time of portfolio formation. For both portfolios,
shares were selected from the cleaned database.
Unlike Janse van Rensburg et al (in press), no price constraints were en-
forced. The only restrictions applied in the selection of the portfolios were
that the shares were actively traded or, equivalently, that the shares were not
thin-trading. Mlambo and Blekpe (2005) explained that thin trading prevented
investors from taking advantage of short term price ﬂuctuations, since non-
actively traded shares could not be readily sold.
A conservative thin-trading ﬁlter was used to separate the thin-trading and
actively traded shares. Based on the ﬁlter utilised by van Rensburg and Robert-
son (2003), thin-trading shares were identiﬁed as those with average weekly
trading volume, over a four week period, less than or equal to 0.01% of the
number of shares outstanding, the week prior to averaging trade volume. In
van Rensburg and Robertson (2003) the ratio of average volume and shares
outstanding was referred to as the turnover ratio.
The calculation of the turnover ratio, used to determine if a share at week
ﬁve was trading thin, was depicted in Figure 3.2. More generally, at period
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T + 4, a thin-trading share satisﬁed the following inequality
Turnover ratio ≤ 0.01%
Average volume
#Shares outstanding
≤ 0.0001
1/4
∑T+4
t=T+1 Vt
MET/PT
≤ 0.0001
PT
∑T+4
t=T+1 Vt
MET
≤ 0.0004
where MET was the market capitalisation (market equity) at time T , PT was
the price at time T and Vt was the volume at period t.
Using the above inequality, thin trading shares were excluded from the in-
vestable universe, prior to selecting the twenty largest and smallest shares for
the large capitalisation and small capitalisation portfolios, respectively.
3.4 Portfolio creation
With the procedure for selecting shares outlined, attention turned to the cre-
ation of the actual portfolios. This involved deciding on the time of portfolio
formation, holding period, and the weighting schemes.
Starting with 1995, two portfolios were formed in the ﬁrst week of each
year. The two portfolios, one consisting of small capitalisation shares and the
other consisting of large capitalisation shares, were selected according to the
procedure in 3.3. The last ﬁve weeks of 1994 were used to determine the
universe of actively traded shares for the ﬁrst set of portfolios. All portfolios
were held for ﬁve years, from the beginning of the formation period till the end
of the fourth year1. A ﬁve year holding period resulted in a price series of 260
observations per portfolio. With the data not extending past the end of 2005,
there were a total of seven overlapping, ﬁve year holding periods.
Similar to Janse van Rensburg et al (in press), equal, logarithmic (log) and
inverse-logarithmic (inverse-log) weighting schemes were used. Equal weighting,
applied to both the small and large capitalisation groups of shares, assigned
equal weight to every company in each portfolio of twenty shares. Log weighting,
which was used for the small capitalisation portfolios, assigned more weight to
1The period from the beginning of the ﬁrst year till the end of the fourth year covers a
total of ﬁve years.
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the smallest of the small capitalisation shares. Inverse-log weighting, applied
only to the large capitalisation portfolios, assigned more weight to the largest
ﬁrms.
In addition to the weighting schemes employed in Janse van Rensburg et
al (in press), value weighting, or capitalisation weighting, was used. Value
weighting assigned weight proportional to shares' market capitalisations.
Calculation of the log and inverse-log weights were performed in two steps.
First, non-normalised weights were calculated. For the log weights,
ωi, t =
√√√√− log
(
MEi, t∑20
j=1MEj, t
)
and for the inverse-log weights,
ωi, t =
[
− log
(
MEi, t∑20
j=1MEj, t
)]− 1
2
where ωi, t was the non-normalised weight of share i at time t, MEi, t was the
market capitalisation of share i at time t and i ∈ {1, 2, . . . , 20}. The non-
normalised weights were then normalised,
wi, t =
ωi, t∑20
j=1 ωj, t
yielding the log or inverse-log weight, wi, t, of share i at time t.
Weights, w·,·, were deﬁned under equal weighting as
wi, t = 1/20
and under value weighting as
wi, t =
MEi, t∑20
j=1MEj, t
whereMEi, t was the market capitalisation of share i at time t and i ∈ {1, 2, . . . , 20}.
Whichever weighting was applied, the portfolio's price, Pt, at period t equalled
Pt =
20∑
i=1
wi, tPi, t
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where wi, t was the weight and Pi, t was the price of share i at period t.
Note that weights were determined at portfolio formation. The portfolios
were only re-weighted if a share in that portfolio delisted. In other words, if
all shares survived the entire holding period, then the weights were ﬁxed at the
level calculated on portfolio formation. This implied that
wi, t = wi, 1 ∀ t ∈ {1, . . . , 260}
where period one was the portfolio formation date. Delisting and re-weighting
are explained in the next section, 3.5.
Log, inverse-log and value weighted portfolios were all size sensitive. Since
the log weighting assigned greater weight to smaller shares, it was hoped that
any eﬀects related to small size would be ampliﬁed. The opposite held for the
inverse-log weighting scheme, which assigned greater weight to the largest shares
in a portfolio and, thus, ampliﬁed eﬀects related to large capitalisation shares.
Likewise, value weighting also assigned more weight to larger shares and ampli-
ﬁed eﬀects related to large size. The value weighting scheme was, nonetheless,
applied to both large capitalisation and small capitalisation portfolios.
In summary, two groups of shares, a small capitalisation group and a large
capitalisation group, were selected at the beginning of each of seven overlapping
ﬁve-year holding periods. From every small capitalisation group, an equally
weighted portfolio, a log weighted portfolio and a value weighted portfolio were
formed. For each group of large capitalisation shares, an equally weighted
portfolio, an inverse-log weighted portfolio and a value weighted portfolio were
formed. There were, therefore, a total of 42 portfolios.
3.5 Survivorship bias, delisted and suspended shares
According to Pawley (2006), Survivorship bias is the tendency to exclude failed
companies from performance studies simply because they no longer exist. This
bias might lead to skewed results (Pawley 2006).
The data-set employed by Janse van Rensburg et al (in press) suﬀered from
survivorship bias. Their study noted that the inclusion of delisted companies
would likely aﬀect the skewness of small capitalisation portfolios. The possible
magnitude of the eﬀect was, however, unclear (Janse van Rensburg, Sharp &
Friskin in press).
Pawley (2006) showed that survivorship bias had a material eﬀect on studies
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of unit trust performance, estimating an average survival rate of 47.41% over
twenty years. Elfakhani and Wei (2003) performed their study on two samples,
one including delisted shares and one excluding delisted shares. On comparing
the results, the diﬀerence in mean returns between the surviving group and the
overall group was signiﬁcant only at the 11% level (Elfakhani and Wei 2003).
Bundoo (2006) cited further research indicating that the eﬀect of survivorship
bias was overemphasised.
Despite evidence indicating that the inﬂuence of survivorship was negligible,
a concerted eﬀort was made to minimise all bias. As noted earlier, the database
included delisted shares and portfolio selection was not restricted to surviving
companies.
The inclusion of delisted or suspended companies created conceptual prob-
lems for calculating portfolio returns. As noted by both Pawley (2006) and
Elfakhani and Wei (2003), not all delistings were due to company failure or
resulted in a monetary loss for investors. Mergers and acquisitions were often
beneﬁcial to investors.
While the end of a data series, prior to the end of the database, was assumed
to indicate delisting, it could also have resulted from the company changing its
name. This was because the data from the JSE did not keep track of name
changes. In such cases, investors did not experience any loss.
Clearly, a distinction was required between delisting with compensation and
without compensation. The current study attempted said distinction by con-
sulting the JSE Monthly Bulletin for information related to the delisted shares in
all 42 portfolios. Shares for which the scheme of arrangements clearly indicated
some form of compensation, including share-swaps or share buy-backs, were
classiﬁed as delisted with compensation. Name changes were also considered as
delisting with compensation. This simpliﬁcation was necessary given the time
constraints of the research. Shares classiﬁed as delisted without compensation
failed to meet the listing requirements of the JSE, were suspended or had an
unclear scheme of arrangements for delisting. Suspended shares were considered
as delisted without compensation, because these securities had no immediately
realisable value.2 Also, the researchers used their discretion in deciding what
constituted an unclear scheme of arrangements.
2Assuming investors cannot predict the future, there was no way to foretell whether a
delisted share would be tradeable by the end of the holding period. If the suspension was not
lifted, then the entire portfolio could not be sold. Therefore, the authors would argue that a
suspended share was as good as delisting without compensation.
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t A B C Pt
1 10 11 9 10
2 11 13 6 10
3 11 13 0 8
4 11 13 - 12
Table 3.1: Spurious change in portfolio price, Pt, due to re-weighting.
After selecting all of the portfolios, 66 companies were classiﬁed as delisted.
From the JSE Monthly Bulletin, according to the above criteria, 40 of the
66 companies delisted with compensation. The remaining 26 shares delisted
without compensation.
In order to accurately reﬂect delisting with or without compensation in the
portfolio returns, it was decided that re-weighting the portfolios after delisting
was appropriate. Re-weighting involved setting the delisted shares' weight equal
to zero and then recalculating the other shares' weightings according to the
employed weighting scheme. These new weights continued until either the end
of the holding period or the next delisting event.
Speciﬁcally, under delisting with compensation, the weight assigned to each
share was recalculated as soon as the delisted share's price series was no longer
available. Under delisting without compensation, the delisted share's price was
set equal to zero for one week after the share had delisted. The portfolio was
only re-weighted two weeks after the delisting, thus a percentage of the portfolio
was allocated to a zero-priced asset. This allowed the hypothesised investor to
experience the loss of all capital invested in the delisted share, prior to re-
weighting.
3.6 Index construction
In order to compare the 42 portfolios, as well as to facilitate the processing of
delisted shares, the portfolios' price series were converted into indices. Index
prices were calculated as
It =
100× Pt
P1
where It and Pt was the value of the index and portfolio price, respectively, at
time t. The base period, t = 1, was the portfolio formation date. Clearly, all
indices started at a value of 100, irrespective of the portfolio price.
Due to the way in which portfolio prices were calculated, the re-weighted
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t A B C I1t I
R=4
t I
linked
t
1 10 11 9 100 - 100
2 11 13 6 100 - 100
3 11 13 0 80 100 80
4 11 13 - - 100 80
5 13 17 - - 125 100
Table 3.2: Index linking, in order to correct spurious portfolio price changes.
portfolio's price could diﬀer signiﬁcantly from the price prior to re-weighting.
Table 3.1 demonstrated this for an equally weighted portfolio consisting of three
hypothetical shares. Note that share C delisted without compensation. Had an
investor started by investing R100.00 (Pt=1 × 10) into this example portfolio,
re-weighted it after period three and sold the example portfolio after period
four, the investor would have received R80.00 instead of R120.00 (Pt=4 × 10).
These spurious price changes were rectiﬁed by creating and linking two in-
dices. The ﬁrst index, I1t , was created at portfolio formation. The second
index, IRt , was formed at re-weighting, with base period equal to the date of
re-weighting. Linking required that the two indices overlapped for at least one
period. This was achieved by calculating IRR−1, the value of the second index
one week prior to re-weighting,
IRR−1 =
100× PR−1
PR
=
100×∑20i=1 wi, RPi, R−1∑20
i=1 wi, RPi, R
where Pi, t and wi, t were the price and weight, respectively, assigned to share
i at time t. Also, ∃ wi, R = 0 for some i ∈ {1, . . . , 20}. With IRR−1 determined,
the new linked index was calculated as
Ilinkedt =


I1t t ≤ R− 1
IRt I
1
R−1
IR
R−1
t ≥ R− 1
where I1t =
IRt I
1
R−1
IR
R−1
for t = R− 1.
Table 3.2 illustrated the index linking for the example in Table 3.1. Linking
the two indices correctly depicted that the portfolio was worth as much at the
end of period ﬁve as at the end of period one.
In cases where the portfolio was re-weighted twice during the holding pe-
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riod, the ﬁrst linked index, created from two indices before and at the ﬁrst
re-weighting, was linked to an index created during the second re-weighting.
This generalised to n re-weighting events, such that
Ilinkedt =

I
1
t t ≤ R1 − 1
ziI
Ri
t Ri − 1 ≤ t ≤ Ri+1 − 1 ∀ i ∈ {1, . . . , n}
where Ri was time of the ith re-weighting event, I
Ri
t was an index with base
period equal to the date of the ith re-weighting event, zi =
I
Ri−1
Ri−1
IRiRi−1
, R0 = 1 and
Rn+1 = 261.
3.7 Return calculations
For all 42 indices, log returns were calculated from the index values. Log returns,
rather than simple returns, were used in order to maintain consistency with
Janse van Rensburg et al (in press). Additionally, Tsay (2005:5) stated that
log returns were more statistically tractable than simple returns. The diﬀerence
would, nonetheless, be minimal since log returns approximated simple returns
for price changes less than ±15% (Osborne 1959).
In general, log returns were deﬁned as
Rt = log
(
Pt +Dt
Pt−1
)
where Rt, Pt and Dt were the log return, price and dividend, respectively, at
time t. Replacing price with an index level provided the appropriate formula
for calculating the index returns.
Dividends were not directly available from the data. For this reason, Janse
van Rensburg et al (in press) ignored dividend payments in their return cal-
culations. Fama and French (1998) faced a similar problem in calculating the
return from Morgan Stanley's Capital International Perspectives (MSCI) data.
The MSCI data, however, recorded dividend yield from which the total annual
dividend payments were derived (Fama and French 1998). The total annual
dividend was then spread across the entire year as equal monthly payments,
such that the compounded monthly returns equalled the annual return (Fama
and French 1998).
With dividend yield included in the cleaned database, the procedure of Fama
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and French (1998) was applied in order to estimate a weekly dividend payment.
Given that,
Annual dividends per sharet =
DYt × Pt
100
where DYt and Pt were the dividend yield and share price at time t, an eﬀective
weekly dividend was calculated by solving for D in
log
(
Pn +Annual dividends per sharen
Pa−1
)
=
n∑
t=a
log
(
Pt +D
Pt−1
)
The ﬁrst and last available week, for a price series in a given year, was denoted
as a and n, respectively. The period a − 1 was the last week of the previous
year. In cases where Pa−1 was unavailable, such as with a new listing, Pa−1 was
set equal to Pa.
D was solved numerically, with the objective function deﬁned as
f (D) = log
(
Pn +Annual dividends per sharen
Pa−1
)
−
n∑
t=a
log
(
Pt +D
Pt−1
)
Speciﬁcally, the roots of the objective function, f (D), were determined using
Brent's method on the interval D ∈ [0, 1n Annual dividends per sharen]. This
interval prevented negative dividends, as well as constraining the sum of weekly
dividend payments to be less than or equal to the total annual dividends per
share.
A weekly dividend payment was admittedly unrealistic. The estimation of
monthly dividend payments were, however, considered unduly complex within
the above optimisation framework, given that companies did not delist at regular
intervals.
With the eﬀective weekly dividends calculated for all dividend paying shares
in the database, the portfolio and index dividend payments were calculated.
Clearly, the dividend received from holding a portfolio of shares simply equalled
the weighted sum of all of the shares' individual dividend payments, where the
weights were the same as those used to calculate the portfolio price. Recalling
the deﬁnition of the linked index, 3.6, indexing may be viewed as weighting a
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portfolio price,
Ilinkedt =

I
1
t t ≤ Ri − 1
ziI
Ri
t Ri − 1 ≤ t ≤ Ri+1 − 1
=


100×Pt
P1
t ≤ Ri − 1
zi
100×Pt
PRi
Ri − 1 ≤ t ≤ Ri+1 − 1
=


Pt
(
100
P1
)
t ≤ Ri − 1
Pt
(
100×zi
PRi
)
Ri − 1 ≤ t ≤ Ri+1 − 1
= WtPt
where Wt was the weight assigned to the portfolio price, Pt, at time t. From
this it followed that the dividend payment going to the index, was simply the
portfolio dividend weighted by Wt.
Index returns were, thus, calculated as
Rt = log
(
Ilinkedt +D
index
t
Ilinkedt−1
)
where Ilinkedt was the linked index at time t and D
index
t was the index dividend
at time t.
Finally, the 42 index return series constituted this study's sample.
Chapter 4
Statistical background and methods
This chapter is mainly concerned with providing a background to the models
and methods used during the analysis of the index returns. It starts oﬀ with
a discussion of ﬁnite mixtures of normal distributions, emphasising their inter-
pretation. This is followed by an explanation of the Expectation Maximisation
(EM) algorithm. Focus then shifts towards the parametric bootstrap, after
which the various tests used throughout this text are described.
4.1 Finite mixture of univariate normal distributions
A ﬁnite mixture of distributions, f (y | Ψ), was deﬁned as the probability weighted
sum of distributions,
f (y | Ψ) =
g∑
i=1
piifi (y | θi)
where g was the number of components, pii was the weight assigned to the ith
component density, fi (·), and θi was fi (·)'s parameter vector. The vector, Ψ,
contained all of the unknown parameters in the mixture model, such that
Ψ = (pi1, . . . , pig−1, θ1, . . . , θg) .
Note that only the ﬁrst g−1 weights were needed to deﬁne Ψ, since∑gi=1 pii = 1
implied that pig = 1−
∑g−1
i=1 pii.
Letting,
fi (y|θi) = 1√
2piσ2i
exp
{
− (y − µi)2
2σ2i
}
22
CHAPTER 4. STATISTICAL BACKGROUND AND METHODS 23
gave rise to a g-component mixture of univariate normal distributions. The
vector θi contained the component mean and standard deviation parameters,
µi and σi respectively. If no restrictions were placed on the component param-
eters, then the population followed a general g-component mixture of normal
distributions. Setting the component variances to equality, σ2i = σ
2, with ar-
bitrary component means, yielded the g-component location mixture of normal
distributions. For the reverse, µi = µ and arbitrary component variances, the
result was a g-component scale mixture of normal distributions.
From the deﬁnition of a g-component mixture of normal distributions it fol-
lowed that mixture models described heterogeneous populations that consisted
of g groups, in proportions pi1, . . . , pig, where each group was normally dis-
tributed (McLachlan & Peel 2000:8). This interpretation was well suited to the
biological sciences, where a sample consisted of sub-samples diﬀerentiated by
sex, age or species (McLachlan & Peel 2000:8). Similar arguments underpinned
the explanation of equity returns by Kon (1984), Alexander (2001) and Janse
van Rensburg et al (in press).
Speciﬁcally, the models of Janse van Rensburg et al (in press), Alexander
(2001) and the resulting unconditional distribution of Ball and Torous's (1983)
Bernoulli jump-process were all modelled as two-component scale mixtures of
univariate normal distributions. Alexander (2001) and Janse van Rensburg et al
(in press) attributed a volatility state, or informational state, to each component
density. In such scale mixtures, the component density with the lowest variance
represented a low-volatility state during which the portfolio's price was not
moved by large information events. The component with a higher variance
represented the high-volatility state, where the portfolio's price was moved by
signiﬁcant information events. Component weights quantiﬁed the probability of
each state.
In the Bernoulli jump-process (Ball & Torous 1983), the low volatility com-
ponent's variance related to the volatility of the geometric Brownian motion
characterising security price movements when there was no abnormal informa-
tion. The high variance component was the result of abrupt jumps in the price,
caused by the arrival of abnormal information (Ball & Torous 1983). In Ball
and Torous's (1983) model, the weight assigned to the high volatility component
served as the rate of abnormal information arrivals per period.
Kim (1984) used general mixtures with between two and ﬁve univariate
normal components, arguing that the diﬀerent components captured diﬀerent
information. There could therefore be a component for general market events,
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Figure 4.1: Density functions: All of the three mixture distributions consisted
of two components, with equal weight assigned to each component.
industry or ﬁrm speciﬁc events and even seasonal anomalies like the January
eﬀect (Kim 1984).
In addition to natural and economically appealing interpretation, normal
mixtures were extremely ﬂexible. McLachlan and Peel (2000:1-2) stated that
a location mixture, with an arbitrarily large number of components, could ap-
proximate any continuous distribution. Alexander (2001:299-300) showed that
even a simple zero-mean scale mixture of two normal distributions could accom-
modate the excess kurtosis of equity returns.
Figure 4.1 demonstrated the ﬂexibility of various two-component mixtures,
compared to the normal distribution.
4.2 The Expectation Maximisation algorithm for estimation of a
ﬁnite mixture of normal distribution parameters
Estimating the parameters of a ﬁnite mixture of normal distributions proved a
diﬃcult task. Karl Pearson, in 1894, had to solve a ninth degree polynomial in
order to obtain the method of moments estimates for a two-component general
mixture of normal distributions (McLachlan & Peel 2000:3). In the case of max-
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imum likelihood estimation (MLE), the complex dependence of the likelihood
function on the parameters meant that closed-form solutions generally did not
exist (Redner & Walker 1984). This necessitated the use of iterative methods
to approximate parameters. A review of iterative estimation schemes utilis-
ing Newton's method, or conjugate-gradient based methods, to approximate
parameter estimates was provided by Redner and Walker (1984).
An alternative iterative scheme, independent of the methods utilising Newton-
Raphson or gradient-descent optimisation (Redner & Walker 1984), called the
Expectation Maximisation (EM) algorithm was formulated by Dempster, Laird
and Rubin (1977). The EM algorithm simpliﬁed calculations, by considering
estimation as an incomplete data problem and iteratively maximising the con-
ditional, expected complete-data log likelihood. The evaluation of the expected
complete-data log likelihood was called the expectation-step or E-step and the
maximisation of this expectation was called the maximisation-step or M-step,
hence the name EM algorithm.
The incomplete-data framework suited the analysis of mixture distributions,
because the observed sample was, usually, not grouped along diﬀerent compo-
nents. Suppose that observation yj , for some j ∈ {1, . . . , n}, was drawn from
any of g univariate normal distributions, with parameter θi =
(
µi, σ
2
i
)
. The
sample, y = {y1, . . . , yn}, would clearly follow a g-component mixture of nor-
mal distributions. However, without an indicator, zj , identifying which of the
g normal distributions yj arose from, the sample could meaningfully be treated
as incomplete-data.
More concretely, let the unobserved component-label zj = k if and only
if yj was drawn from the normal density of component-k, fk (· | θk). If we
treat z1, . . . , zn as realisations from independent, identically distributed (i.i.d)
multinomal random variables, then
P (zj = k) = pik
for any j ∈ {1, . . . , n}. Additionally, deﬁne an indicator
zij =

1 if zj = i0 otherwise
where i ∈ {1, . . . g} and j ∈ {1, . . . , n}.
Let x = (x1, . . . , xn), where xj = (yj , zj), deﬁne the unobserved complete-
CHAPTER 4. STATISTICAL BACKGROUND AND METHODS 26
data sample. From this complete-data sample, the complete-data log likelihood
was
logLC (Ψ | x) =
n∑
j=1
[
log pizj + log fzj
(
yj | θzj
)]
lC (Ψ | x) =
g∑
i=1
n∑
j=1
zij [log pii + log fi (yj | θi)]
(Celeux, Chretien, Forbes & Mkhadri 2001; McLachlan & Peel 2000:48).
Compared to the log likelihood, l (Ψ | y), without zj and zij ,
logL (Ψ | y) = log

 n∏
j=1
f (y | Ψ)


l (Ψ | y) =
n∑
j=1
log f (y | Ψ)
=
n∑
j=1
log
g∑
i=1
piifi (y | θi)
the complete-data likelihood, lC (Ψ | x), was far simpler, since maximisation of
l (Ψ | y) involved the log of the sum, log∑gi=1 piifi (y | θi).
In lC (Ψ | x), the indicator, zij , was unfortunately unobservable. With zj
and zij , however, deﬁned as realisations of the random variables Zj and Zij , re-
spectively, the conditional expectation of the complete-data log likelihood could
be evaluated,
Q
(
Ψ | Ψˆ(k)
)
= E
[
lC (Ψ|x) | y, Ψˆ(k)
]
based on an approximation, Ψˆ(k), of Ψ, after the kth iteration.
Dempster et al (1977) showed that when the latent variable, Zij , was linear in
the complete-data log likelihood, as it was here, then evaluation of Q
(
Ψ | Ψˆ(k)
)
only required calculation of the conditional expectation of Zij , given yj and Ψˆ
(k).
The E-step, therefore, reduced to
Q
(
Ψ | Ψˆ(k)
)
= E
[
Zij | yj , Ψˆ(k)
]
=
g∑
i=1
n∑
j=1
z
(k)
ij [log pii + log fi (yj | θi)]
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where
z
(k)
ij =
pˆi
(k)
i fi
(
yj | µˆ(k)i , σˆ2(k)i
)
∑g
i=1 pˆi
(k)
i fi
(
yj | µˆ(k)i , σˆ2(k)i
)
and z
(k)
ij was the probability, after the kth iteration, that observation yj arose
from component-i, given the estimates Ψ(k) =
(
pˆi
(k)
i , µˆ
(k)
i , σˆ
2(k)
i
)
at the kth
iteration.
Treating z
(k)
ij as a constant, Q
(
Ψ | Ψˆ(k)
)
was maximised with respect to Ψ,
yielding the (k + 1)th iteration estimates,
pˆi
(k+1)
i =
∑n
j z
(k)
ij
n
µˆ
(k+1)
i =
∑n
j yjz
(k)
ij∑n
j z
(k)
ij
σˆ
2(k+1)
i =
∑n
j z
(k)
ij
(
yj − µˆ(k+1)i
)2
n
which constituted the M-step.
Repetition of the E-step and M-step yielded updated estimates, and this
repetition continued until convergence. Convergence occurred whenever
∣∣∣l (Ψˆ(k) | y)− l (Ψˆ(k−1) | y)∣∣∣ ≤ ε
where l
(
Ψˆ(k) | y
)
was the observed, or incomplete-data, likelihood evaluated
using the kth iteration estimates of Ψ and ε was some arbitrarily small, positive
number (McLachlan & Peel 2000:50). The absolute value sign may be dropped,
since Dempster et al (1977) proved that with each iteration of the EM algorithm,
the observed log-likelihood never decreased. This guaranteed that the algorithm
would converge to some local maximum, possibly the global maximum.
In the case of mixtures of normal distributions with diﬀerent component vari-
ances, the likelihood function was unbounded. The global maximum, therefore,
did not exist. McLachlan and Peel (2000:94-95) argued that the nonexistence
of a global maximum did not invalidate the use of MLE, since the main objec-
tive of likelihood estimation was to ﬁnd roots of the likelihood function which
were consistent and eﬃcient. Such a sequence of consistent and eﬃcient roots
existed for the case of univariate mixtures of normal densities (McLachlan &
Peel 2000:94).
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Note that the EM algorithm required starting values, Ψˆ(0). Good starting
values were important, since the multiple roots of the likelihood function im-
plied that the EM algorithm could converge to sub-optimal estimates (McLach-
lan & Peel 2000:54). To avoid this, multiple runs of the EM algorithm were
performed according to a strategy based on that documented by Biernacki,
Celeux and Govaert (2003). The procedure consisted of ten short-runs of the
EM algorithm, with random starting values and iteration stopping as soon as
l
(
Ψˆ(k) | y
)
− l
(
Ψˆ(k−1) | y
)
≤ 10−3 or k = 50. The ten estimates from the
short-runs of the EM algorithm were used as starting values for ten long-runs of
the EM algorithm, where iteration ceased if l
(
Ψˆ(k) | y
)
− l
(
Ψˆ(k−1) | y
)
≤ 10−6
or k = 50. The estimated parameters, from the ten long-runs, that produced
the highest log likelihood were chosen as the best likelihood estimate.
The chosen threshold, 10−6, was admittedly large. Unfortunately, conver-
gence with smaller thresholds was too slow. Slow convergence was especially
problematic, since the unboundedness of the likelihood necessitated the use of
bootstrap methods, discussed in 4.3. Even with a threshold as large as 10−6,
the more complicated bootstrap simulations took in excess of a day.
Indeed, slow convergence had always been one of the criticisms of the EM
algorithm (McLachlan & Peel 2000:70). Subsequent research led to a multitude
of accelerated versions of the EM algorithm (McLachlan & Peel 2000:71-73),
though these often compromised the algorithm's simplicity. More practically,
few of these algorithms were, at the time of the study, available for any of the
common statistical software packages.
4.3 The parametric bootstrap
As was alluded to in the previous section, bootstrap methods were used through-
out this study. Bootstrapping allowed for inference based on distributions calcu-
lated from simulated data, avoiding reliance on asymptotic distributions which
were either too diﬃcult to derive or inaccurate given the data at hand (MacKin-
non 2002). Consider the example of tests based on the assumption of normality.
While some of these tests, like the one-sample t-test, were considered robust,
other tests, such as the F-test for equality of population variances, were sensi-
tive to deviations from normality (Wackerly, Mendenhall & Scheaﬀer 2002:505).
Bootstrapping these tests provided for more reliable inference.
Non-normality was not the only issue. Regularity conditions pertaining to
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the asymptotic properties of MLE, which were beyond the scope of this text, did
not always hold for hypothesis tests involving mixtures of normal distributions.
For example, the violation of regularity conditions caused the likelihood ratio
test, for the number of components in a mixture distribution, not to follow its
usual Chi-squared distribution. McLachlan and Peel (2000:192-194) described
bootstrapping as a way of dealing with this irregularity.
Davison and Hinkley (2007:15) further stated that the parametric bootstrap
was a valid, practical alternative when the theoretic properties of statistical
functions were diﬃcult to determine analytically. This was clearly the case with
mixtures of normal distributions, where the addition of unknown component
weights greatly complicated analysis.
In the parametric bootstrap, the samples were simulated from a parametric
model (Davison & Hinkley 2007:15), as opposed to the non-parametric bootstrap
where the empirical distribution function (EDF) was used (Davison & Hinkley
2007:22). For the type of tests performed here, however, only the parametric
bootstrap was used.
MacKinnon (2002) explained the general procedure for conducting a para-
metric bootstrap hypothesis test. First, the test statistic, t, was calculated and
the distribution under the null hypothesis, F0 (·), was ﬁtted to the data, y. R
samples, y∗1 , . . . , y
∗
R, were then generated from this null distribution. For each
of these bootstrap samples, y∗1 , . . . , y
∗
R, the test statistic was calculated, giving
the bootstrap test statistics, t∗1, . . . , t
∗
R. The p-value was then approximated as
the proportion of t∗i∈{1,...,R} greater than t or, in the notation of Davison and
Hinkley (2007:148),
pboot =
1 +# {t∗r ≥ t}
R+ 1
where pboot was the bootstrap p-value, t was the test statistic calculated
from the original sample, t∗r was the rth bootstrap statistic and the function
# {t∗r ≥ t} counted the number of times t∗r ∀ r ∈ {1, . . . , R} equalled or ex-
ceeded t.
This procedure was exactly the same as for Monte Carlo simulations (MacKim-
mon 2002). Monte Carlo derived p-values were exact (Davidson & Hinkley
2007:140-141), but Monte Carlo simulation was only applicable to pivotal statis-
tics (MacKimmon 2002). A statistic was pivotal if the statistic's distribution
was independent of nuisance parameters (Davidson & Hinkley 2007:140). The
unknown weights in mixture distributions, however, rendered it nearly impossi-
ble to make functions pivotal. Fortunately, the parametric bootstrap was not as
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restrictive in its applicability, though it produced approximate p-values rather
than exact p-values (MacKimmon 2002).
Lastly, in addition to hypothesis tests, the bootstrap was also used to pro-
duce approximate conﬁdence intervals. While numerous methods exist, only
basic bootstrap conﬁdence intervals were used. This was done by calculating
the α/2 and 1− α/2 quantiles of the statistic or parameter, t, as
θˆα/2 = 2t− t∗((R+1)(1−α/2)) θˆ1−α/2 = 2t− t∗((R+1)(α/2))
where θˆα/2 and θˆ1−α/2 were, respectively, the lower and upper 1−α conﬁdence
limits of the estimate t, and t∗(i) was the ith ordered value of the R bootstrap
statistics. Simultaneous conﬁdence intervals were, however, determined using
the bootstrapped likelihood ratio, discussed in the next section.
4.4 Likelihood ratio methods
The likelihood ratio test was a general procedure for testing competing hypothe-
ses. Wackerly, Mendenhall and Scheaﬀer (2002:517-518) explained that if the
parameter space under the null hypothesis and the alternative hypothesis were
Ω0 and Ω1, respectively, with Ω = Ω0 ∪ Ω1, then the likelihood ratio test was
deﬁned as
λ =
L
(
Ωˆ0
)
L
(
Ωˆ
)
where L
(
Ωˆ0
)
was the likelihood for MLE estimates under the null hypothesis
and L
(
Ωˆ
)
was the likelihood for MLE estimates from the parameter space
Ω. In the case of nested models, where a suitable choice of parameters could
collapse or reduce the alternative model to the model under the null hypothesis,
the likelihood ratio simpliﬁed to
λ =
L
(
Ωˆ0
)
L
(
Ωˆ1
)
since Ω0 ⊆ Ω1.
Wilks (1938) showed that,
−2 log λ = 2
{
l
(
Ωˆ
)
− l
(
Ωˆ0
)}
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was asymptotically distributed as a Chi-squared variable, with degrees of free-
dom equal to the diﬀerence in dimension between Ω and Ω1. Davison and
Hinkley (2007:499) referred to this quantity as the likelihood ratio statistic, in-
terpreting it as the relative plausibility of other parameters (Ωˆ) compared to
the MLE under the null hypothesis (Ωˆ1).
The likelihood ratio test statistic was used to determine the speciﬁcation of
the normal mixture distributions. It was ﬁrst applied to the problem of choosing
the number of components, g, in a mixture. Starting with g0 = 1,
H0 : g = g0
versus
H1 : g = g0 + 1
was tested using the likelihood ratio test statistic (McLachlan & Peel 2000:185).
Upon rejection of the null, the test was repeated with g0 increased by one.
The value of g0 incremented up until failure to reject the null hypothesis, or
estimation of the (g0 + 1)-component distribution proved too diﬃcult.
Setting pig0+1 = 0 reduced the model in H1 to a g0-mixture, showing that
the null hypothesis was nested within the alternative and λ = L(Ωˆ0)/L(Ωˆ1).
Therefore, as in McLachlan and Peel (2000:185), the test statistic was calculated
as
t = 2
{
l
(
Ψˆ1
)
− l
(
Ψˆ0
)}
where l
(
Ψˆ0
)
was the observed log likelihood of a g0-component mixture and
l
(
Ψˆ1
)
was the observed log likelihood of a (g0 + 1)-component mixture, with
Ψˆ0 and Ψˆ1 estimated via the EM-algorithm.
It was noted in 4.3 that mixture models violated regularity conditions,
resulting in t ≁ χ21. By bootstrapping the test (McLachlan and Peel 2000:192-
194), inference could be drawn from the simulated bootstrap statistics, avoiding
the invalid Chi-squared asymptotic distribution.
The bootstrapped test for the number of components, g, consisted of esti-
mating the parameters of the g0-component general normal mixture, Ψˆ0, and
the parameters of the (g0 + 1)-component general normal mixture, Ψˆ1, from the
original sample, y. The two log likelihoods, based on the two diﬀerent sets of
estimates, were used to calculate t = 2
{
l
(
Ψˆ1 | y
)
− l
(
Ψˆ0 | y
)}
. R bootstrap
samples, y∗1 , . . . , y
∗
R, were then generated from the g0-component general nor-
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mal mixture deﬁned by Ψˆ0. For each bootstrap sample, the parameters of a
g0-component mixture, Ψˆ
∗
0, and a (g0 + 1)-component mixture, Ψˆ
∗
1, were esti-
mated. The R bootstrap statistics were calculated for each bootstrap sample,
y∗i , as t
∗
i = 2
{
l
(
Ψˆ∗1 | y∗i
)
− l
(
Ψˆ∗0 | y∗i
)}
for i ∈ {1, . . . , R}. These bootstrap
statistics were ordered from smallest to largest and the bootstrap p-value was
calculated. If the bootstrap p-value was less than a speciﬁed level of signiﬁcance,
α, then the claim that the data was distributed according to a g0-component
general mixture was rejected in favour of the claim that the data arose from a
general (g0 + 1)-component mixture of normal distributions. Otherwise, the test
failed to reject the claim that the g0-component mixture adequately modelled
the data.
The bootstrapped likelihood ratio test was also used to test whether a lo-
cation or scale mixture was appropriate, compared to the general mixture. For
the g-component location mixture, the hypothesis
H0 : σi = σ ∀ i
versus
H1 : σi 6= σj ∀ i 6= j
was tested, and for a g-component scale mixture,
H0 : µi = µ ∀ i
versus
H1 : µi 6= µj ∀ i 6= j
was tested, where in both tests i ∈ {1, . . . , g} and j ∈ {1, . . . , g}.
Similar to the test for the number of components, the test statistic was
calculated as t = 2
{
l
(
Ψˆ1 | y
)
− l
(
Ψˆ0 | y
)}
, where l
(
Ψˆ0 | y
)
and l
(
Ψˆ1 | y
)
were determined by ﬁtting the location mixture or scale mixture and the general
mixture, respectively, to the original sample, y. Bootstrap samples were then
generated from the null distribution, deﬁned by Ψˆ0, and bootstrap test statistics
were calculated. These bootstrap test statistics were then used to determine the
bootstrap p-value and the null hypothesis was rejected whenever this p-value
was less than the speciﬁed level of signiﬁcance, α.
McLachlan and Peel (2000:200-202) noted that, because simulation was car-
ried out using an estimate of the parameters under the null hypothesis, the like-
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lihood ratio test for the number of components was biased and sensitive to the
accuracy of the EM-estimates. The tests for deciding between location mixtures
and general mixtures, or scale mixtures and general mixtures, would similarly
suﬀer from bias. A double bootstrap procedure was suggested by McLachlan
and Peel (2000:200-202) in order to adjust the original bootstrap p-values. The
double bootstrap was, however, deemed too computationally intensive for the
purposes of this study.
Apart from hypothesis tests, the likelihood ratio statistic was also useful
in forming conﬁdence regions. The (1− α)-conﬁdence region was formed by
calculating the (1− α)-quantile, q1−α, of the likelihood ratio test and the ﬁnding
all values of Ω such that
2
{
l
(
Ωˆ
)
− l (Ω)
}
≤ q1−α
where l
(
Ωˆ
)
was the log likelihood based on the MLE estimate, Ωˆ (Davison &
Hinkley 2007:196-197).
The quantile, q1−α , would normally equal the (1− α)-quantile of a Chi-
squared distribution, with degrees of freedom equal to the number of parameters
on which the conﬁdence region was formed (Davison & Hinkley 2007:196, 234).
As in the hypothesis test, the breakdown of regularity conditions when using
normal mixtures necessitated the use of a bootstrap estimate of the quantile.
This quantile was obtained, as described in Davison and Hinkley (2007:196-197),
from the bootstrap likelihood ratio statistic,
w∗i
(
Ψˆ
)
= 2
{
l
(
Ψˆ∗ | y∗i
)
− l
(
Ψˆ | y∗i
)}
where y∗i was the ith bootstrap sample generated from a model parametrised by
Ψˆ, l (· | y∗i ) was the log likelihood for y∗i , Ψˆ∗ was the MLE estimate calculated
from a bootstrap sample and Ψˆ was the MLE estimate calculated from the
original sample, y. The bootstrap estimated (1− α)-quantile, q∗1−α, equalled the
sample (1− α)-quantile of w∗1 , . . . , w∗R. With the bootstrap quantile estimated,
the conﬁdence region simpliﬁed to the set of values, Ψ, satisfying
2
{
l
(
Ψˆ | y
)
− l (Ψ | y)
}
≤ q∗1−α
where l (· | y) was the likelihood given the original sample.
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In practise, the region was found by evaluating the function
w (Ψ) = 2
{
l
(
Ψˆ | y
)
− l (Ψ | y)
}
over a grid. Interpolating between the calculated points, values were found such
that w (Ψ) = q∗1−α.
4.5 Goodness of ﬁt tests
In the case where g0 = 1, the previously documented likelihood ratio test for the
number of components compared the normal distribution to a two-component
general mixture of normal distributions. Rejection of the null implied that the
mixture provided a statistically better ﬁt to the data than the normal distribu-
tion. Nevertheless, this was not the same as saying that the normal distribution
provided a poor ﬁt.
In order to asses the degree to which the empirical data agreed with a dis-
tribution, goodness of ﬁt tests were required. Janse van Rensburg et al (in
press) used a Chi-squared goodness of ﬁt test. For the Chi-squared test, data
were grouped into bins and the expected number of observations per bin was
compared to the actual number of observations per bin (Janse van Rensburg
et al in press). Critically, the Chi-squared goodness of ﬁt test depended on the
manner in which data were grouped into bins. The test was also better suited
to testing discrete distributions.
An alternative to the Chi-squared test, applicable to both discrete and con-
tinuous data, was the Kolmogorov-Smirnov test. The test was based on the
Kolmogorov-Smirnov distance, which measured the greatest distance between
the theoretical cumulative distribution function (CDF) and the empirical CDF
(ECDF) (Fajardo, Farias & Ornelas 2008). Fajardo et al (2008) showed, how-
ever, that the Kolmogorov-Smirnov test lacked statistical power when testing
the normal distribution's ﬁt to heavy-tailed data.
A related measure, called the Kuiper distance, proved slightly more powerful
in the simulations by Fajardo et al (2008). The Kuiper distance equalled the
sum of the maximum diﬀerence between the CDF above and below the ECDF.
Mathematically (Fajardo et al 2008),
DKuiper = maxx∈R
{F (x)− Fn (x)}+max
x∈R
{Fn (x)− F (x)}
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where F (·) and Fn (·) were, respectively, the CDF and ECDF.
According to Fajardo et al (2008), both the Kolmogorov-Smirnov test and
Kuiper distance were useful when focus was on the entire distribution, but risk
management was concerned with the tails of a distribution. Fajardo et al (2008)
addressed this shortcoming by developing a distance based on Conditional Value
at Risk (CVaR).
CVaR was a risk measure developed to rectify certain weaknesses in Value
at Risk (VaR). Hull (2006:435) deﬁned Value at Risk as the loss level over
a speciﬁed period that a ﬁrm was, with a given level of conﬁdence, certain
would not be exceeded. Statistically, for a conﬁdence level equal to α, VaR was
equivalent to the (1− α)-quantile of the probability distribution of the change in
value of a portfolio, or similarly the (1− α)-quantile of the return distribution.
Hull (2006:436-347) illustrated that two distributions with the same VaR did
not necessarily represent the same level of risk, since the expected loss when the
VaR level was broken were not the same. CVaR directly addressed this issue by
measuring the expected value of a loss, given that the loss exceeded the Value
at Risk (Fajardo et al 2008). Formally,
CVaR (R, α) = E [R | R ≤ VaR (α)]
where R was the return and α was the level of conﬁdence.
Using the above deﬁnition, Fajardo et al (2008) deﬁned a Bi-Caudal CVaR
(BCV) based distance,
DBCV (R, α) = |CVaR (R, α)− CVaRn (R, α)|
+ |CVaR (−R, α)− CVaRn (−R, α)|
where R were the returns, the CVaR (·) was the theoretical CVaR based on a
parametric model of R, CVaRn (·) was the empirical CVaR calculated from an
observed sample of R. The CVaR based on negative returns, (−R), was used
to capture deviations between the parametric model and empirical distribution
in the right-hand tail. Fajardo et al (2008) noted that this was important when
short positions, where appreciation in the portfolio resulted in loss, were allowed.
Since the Kuiper test was, by the simulation study of Fajardo et al (2008),
the most powerful test for the ﬁt of the entire distribution and the BCV distance
was a powerful test for the tail ﬁt of a distribution, both tests were used to asses
goodness of ﬁt. Neither of the two tests were, by default, implemented in the R
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statistical package (R Development Core Team 2008) and tables of critical values
were not available. Therefore, custom R functions were developed and both
distances were bootstrapped. Bootstrap p-values were then used to determine
how well the data ﬁtted the proposed distributions.
Programming the Kuiper test was easy, since it was closely related to the
already-implemented Kolmogorov-Smirnov test. The BCV distance, however,
required the derivation of the VaR and CVaR functions for the normal and ﬁnite
mixture of normal distributions.
As noted already, the VaR simply equalled the (1− α)-quantile of the return
distribution, R, such that
P [R ≤ VaR (α)] = 1− α
where α was the given level of conﬁdence. In the case of (−R),
P
[−R ≤ VaR(−R) (α)] = 1− α
P
[
R ≥ −VaR(−R) (α)
]
= 1− α
but
P [R ≤ VaRR (1− α)] = α
1− P [R ≤ VaRR (1− α)] = 1− α
P [R > VaRR (1− α)] = 1− α.
Thus,
P [R > VaRR (1− α)] = P
[−R ≤ VaR(−R) (α)]
and the VaR of the negative return, (−R), was calculated as the α-quantile of
return, R. The theoretical quantiles were available via the qnorm function and
qnorMix function from the R base package (R Development Core Team 2008)
and the Comprehensive R Archive Network (CRAN) package nor1mix (Mächler
2007), respectively. For the empirical VaR, the appropriate sample quantile was
used.
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As conditional expectation, CVaR was
CVaR (R, α) = E [R | R ≤ VaR (α)]
=
∫VaR(α)
−∞ xfR (x) dx
P (R ≤ VaR (α))
=
∫VaR(α)
−∞ xfR (x) dx
1− α
where VaR (α) was treated as a given number and fR (·) was the probability den-
sity associated with the returns, R. For the normal distribution, this evaluated
to
CVaR (R, α) =
∫VaR(α)
−∞ xfR (x) dx
1− α
= (1− α)−1
∫ VaR(α)
−∞
x
σ
√
2pi
exp
{
−1
2
(
x− µ
σ
)2}
dx
= (1− α)−1
[
− σ√
2pi
exp
{
−1
2
(
VaR (α)− µ
σ
)2}
+ µΦ
(
VaR (α)− µ
σ
)]
where Φ (·) was the CDF of the standard normal distribution, µ was the mean
return and σ was the standard deviation of returns. From the deﬁnition of a
ﬁnite mixture of normal distributions, it followed that
CVaR (R, α) =
∫VaR(α)
−∞ x
∑g
i=1 piifi (x | Θi) dx
1− α
=
∑g
i=1 pii
∫VaR(α)
−∞ xfi (x | Θi) dx
1− α
=
∑g
i=1 pii
[
− σi√
2pi
exp
{
− 12
(
VaR(α)−µi
σi
)2}
+ µiΦ
(
VaR(α)−µi
σi
)]
1− α
which was simply the weighted sum of each component's CVaR, based on the
VaR of the entire mixture distribution.
For R, the empirical CVaR was merely the sample average of the returns
less than the empirical VaR,
CVaRn (R, α) =
∑n
i=1 riI (ri | VaRn (α))∑n
i=1 I (ri | VaRn (α))
CHAPTER 4. STATISTICAL BACKGROUND AND METHODS 38
where
I (ri | VaRn (α)) =

1 ri ≤ VaRn (α)0 ri > VaRn (α)
and ri was an observed return from the sample, of size n, of returns, R.
Expressions were found for the CVaR of the negative of return, (−R), based
on the CVaR for R. With P [R > VaRR (1− α)] = P
[−R ≤ VaR(−R) (α)],
CVaR (−R, α) = − 1
1− α
[
µR −
∫ VaRR(1−α)
−∞
xfR (x) dx
]
=
∫VaRR(1−α)
−∞ xfR (x) dx− µR
1− α
= CVaR (R, 1− α)− µR
1− α
where µR was the mean of returns, R, and fR (·) was the probability density
associated with the returns, R.
4.6 Tests for comparing the large and small cap-
italisation index returns
Janse van Rensburg et al (in press) compared the returns of a large capitalisation
portfolio and a small capitalisation portfolio by testing for diﬀerences between
the component variances, using a modiﬁed F-test. According to a suggestion
by Friskin (personal communication 2008a), the test was modiﬁed to use the
estimated component variance instead of the usual sample variances. Friskin
(personal communication 2008b) noted, however, that the test over rejected the
null hypothesis of equal variances.
To address this problem, the test was replaced with a bootstrapped conﬁ-
dence interval, deﬁned by the inequality
F ∗α/2 ≤
(
σˆ2i
)
1(
σˆ2j
)
2
≤ F ∗1−α/2
where
F ∗r =
(
σˆ2∗i
)
1(
σˆ2∗j
)
2
with
(
σˆ2i
)
1
equal to the ith component variance of the ﬁrst model (small capital-
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isation index),
(
σˆ2j
)
2
equal to the jth component variance of the second model
(large capitalisation index). F ∗r was a bootstrap test statistic based on compo-
nent variances,
(
σˆ2∗i
)
1
and
(
σˆ2∗j
)
2
, calculated from the rth bootstrap sample.
F ∗α/2 and F
∗
1−α/2 were the α/2-quantile and (1− α/2)-quantile, respectively, of the
bootstrap statistics.
If the interval covered one, then there was evidence that the component
variances were equal. In cases where the interval was entirely above one, then
there was evidence that the ﬁrst model's component variance was larger than
the second model's component variance. The reverse held when the interval was
entirely below one.
In addition to testing the component variances, the component means were
also tested. This was done using a bootstrap conﬁdence interval for the diﬀer-
ence in the component means of two mixture models. The interval was based
on the small sample t-test statistic for the diﬀerence in two population means,
deﬁned by Wackerly et al (2002:492) as
t =
y1 − y2 −D0
Sp
√
1
n1
+ 1n2
where y1 was the sample mean for the ﬁrst sample, y2 was the sample mean for
the second sample, D0 was the theorised diﬀerence between the populations, n1
was the ﬁrst sample's size, n2 was the second sample's size and
Sp =
√
(n1 − 1)S21 + (n2 − 1)S22
n1 + n2 − 2
was the pooled standard deviation with S21 and S
2
2 equal to the ﬁrst and second
samples' variance, respectively.
From the above, the bootstrap conﬁdence interval for the diﬀerence in the
ith component mean of two populations was calculated as
((µˆi)1 − (µˆi)2)− t∗1−α/2Sp
√
1
n1
+
1
n2
≤ D0 ≤ ((µˆi)1 − (µˆi)2)− t∗α/2Sp
√
1
n1
+
1
n2
where t∗α/2 and t
∗
1−α/2 were the α/2 and 1 − α/2 quantiles of the bootstrap t-
statistic, n1 = 259 (pˆii)1 was the total number of observations weighted by the
ﬁrst model's estimated ith component weight, n2 = 259 (pˆii)2 was the total
number of observations weighted by the second model's estimated ith component
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weight, (µˆi)1 was the ﬁrst model's estimated ith component mean and (µˆi)2 was
the second model's estimated ith component mean. The pooled variance was
Sp =
√
(n1 − 1) (σ2i )1 + (n2 − 1) (σ2i )2
n1 + n2 − 2
where
(
σ2i
)
1
and
(
σ2i
)
2
were the estimated ith component variance of the ﬁrst
and second model, respectively.
The rth bootstrap test statistic, simulated on the assumption that D0 = 0,
equalled
t∗r =
(µˆ∗i )1 − (µˆ∗i )2
S∗p
√
1
n∗
1
+ 1n∗
2
where n∗1 = 259 (pˆi
∗
i )1, n
∗
2 = 259 (pˆi
∗
i )2, S
∗
p =
√
(n∗1−1)(σ2∗i )1+(n2−1)(σ
2∗
i )2
n∗
1
+n∗
2
−2 and(
µ∗i , σ
2∗
i , pi
∗
i
)
were the parameter estimates calculated from rth bootstrap sam-
ple.
If the interval covered zero, then the diﬀerence between the component
means was insigniﬁcant. An entirely positive interval implied that the ﬁrst
model's component mean was larger than the second model's component mean.
A negative interval implied the opposite, with the second model's component
mean larger than the ﬁrst model's component mean.
Note that even with scale mixtures, the diﬀerent component variances would
lead to diﬀerent intervals per pair of components tested.
Chapter 5
Results prior to risk adjustment
This chapter contains the results from the analysis of the indices and index
returns, prior to risk adjustment. It starts oﬀ with a brief summary of the indices
and return series, after which the task of distribution ﬁtting is undertaken.
Distribution ﬁtting involves choosing the number of components and the model
speciﬁcation. This is followed by the goodness of ﬁt tests. Lastly, the return
distributions are compared to each other, with respect to their component mean
and variance parameters.
Note that throughout this chapter and the next, all analysis is performed
using the R statistical package (R Development Core Team 2008). Normal mix-
tures are ﬁtted using the CRAN package mixtools (Young, Benaglia, Chauveau,
Elmore, Hettmansperg, Hunter, Thomas, Xuan 2008).
5.1 Summary of the indices and returns
Figures 5.1 to 5.3 compared the index performance of the large capitalisation and
small capitalisation indices. From these graphs, the small capitalisation indices
tended to outperform the large capitalisation indices. The small capitalisation
indices, however, experienced far greater variance than the large capitalisation
indices. Visible and abrupt jumps in the small capitalisation indices were mostly
due to re-weighting events.
Table 5.1 reported the terminal values for the indices. These values could be
interpreted as the amount received at the end of the holding period after invest-
ing R100.00 in an index. The last column in Table 5.1 showed how the small
41
CHAPTER 5. RESULTS PRIOR TO RISK ADJUSTMENT 42
Figure 5.1: Comparison of the large capitalisation and small capitalisation in-
dices, under equal weighting.
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Figure 5.2: Comparison of the large capitalisation and small capitalisation in-
dices, under value weighting.
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Figure 5.3: Comparison of the large capitalisation and small capitalisation in-
dices, under inverse-log and log weighting, respectively.
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Portfolio Equal Value Inverse-log Log Average
Large Small Large Small Large Small Small - Large
1995-1999 108.30 216.78 159.11 462.73 119.16 175.85 156.27
1996-2000 97.12 83.22 174.58 94.05 117.53 82.76 −43.07
1997-2001 77.50 64.78 83.00 59.18 79.00 65.56 −16.66
1998-2002 95.33 131.35 97.87 303.21 95.79 105.49 83.69
1999-2003 108.42 113.24 134.29 60.28 114.83 112.80 −23.74
2000-2004 76.69 230.39 57.38 200.24 73.11 226.97 150.14
2001-2005 133.85 520.74 98.00 660.92 127.48 465.33 429.22
Average 99.60 194.36 114.89 262.95 103.84 176.40 105.12
Table 5.1: Terminal value of indices.
and large capitalisation portfolios performed relative to each other, illustrating
the advantage in mean performance of holding smaller companies.
Selected summary statistics for the large capitalisation index returns were
given in Table 5.2. The average weekly returns were mostly positive and close
to zero, with the average return always below thirty basis points. Standard
deviation was between three and ﬁve percent. All of the large capitalisation
portfolios displayed some negative skewness and positive excess kurtosis. Except
for the value weighted index, during the period 2000 till 2004, the negative
skewness was most severe during the periods 1997 to 2001 and 2000 to 2004.
Excess kurtosis and standard deviation also peaked during the period 1997 to
2001.
The kurtosis and skewness of the large capitalisation index returns diﬀered
among the weighting schemes. Under value weighting, the large capitalisation
indices experienced the greatest return volatility, negative skewness and kurto-
sis. Summary statistics for the equally weighted and inverse-log weighted large
capitalisation index returns were similar, except for the inverse-log weighted in-
dex's more pronounced negative skewness and excess kurtosis during the period
1997 to 2001.
Considering the relative frequency histograms, one of which was plotted in
Figure 5.4, all the return series were from uni-modal distributions. The visible
negative skewness and positive excess kurtosis were, however, at odds with the
expected shape under normality.
As seen in Table 5.3, the mean return for the small capitalisation indices
was slightly higher than for the large capitalisation indices, with a maximum of
about 73 basis points. Standard deviation ranged from about 4.5% to 12.8%,
conﬁrming the larger volatility of the small capitalisation indices, observed in
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Index Mean Std. Deviation Skewness Excess Kurtosis
Equal
1995-1999 0.00083 0.03477 −0.99373 5.39695
1996-2000 0.00043 0.03606 −0.87872 3.89156
1997-2001 −0.00033 0.04693 −1.53122 6.43864
1998-2002 0.00049 0.04103 −0.99571 3.23347
1999-2003 0.00094 0.03764 −0.95519 2.99795
2000-2004 −0.00039 0.03552 −1.04252 3.17882
2001-2005 0.00180 0.03472 −0.54040 1.53012
Value
1995-1999 0.00230 0.03344 −0.30197 2.30546
1996-2000 0.00266 0.03613 −0.48204 2.13070
1997-2001 −0.00022 0.06118 −3.72200 26.72619
1998-2002 0.00050 0.05129 −2.29268 15.93247
1999-2003 0.00172 0.04918 −1.87745 14.73219
2000-2004 −0.00154 0.04585 −2.26321 16.45844
2001-2005 0.00054 0.04445 −2.38078 18.74374
Inverse-log
1995-1999 0.00120 0.03382 −0.73290 4.03271
1996-2000 0.00115 0.03555 −0.68301 3.27031
1997-2001 −0.00031 0.04985 −2.09680 11.25121
1998-2002 0.00049 0.04263 −1.06903 4.05736
1999-2003 0.00116 0.03938 −0.95718 3.56957
2000-2004 −0.00058 0.03680 −1.05895 3.35738
2001-2005 0.00160 0.03570 −0.61779 1.95621
Table 5.2: Summary statistics for the large capitalisation indices' returns.
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Figure 5.4: Relative frequency histograms of large cap indices during the period
1997 till end 2001.
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Index Mean Std. Deviation Skewness Excess Kurtosis
Equal
1995-1999 0.00331 0.06476 −5.81002 59.87597
1996-2000 0.00029 0.06768 −6.83506 82.33684
1997-2001 −0.00002 0.07067 −4.71741 47.65233
1998-2002 0.00187 0.05150 −3.66375 34.92681
1999-2003 0.00146 0.04587 0.07574 8.72806
2000-2004 0.00410 0.05549 0.44507 4.28568
2001-2005 0.00645 0.06704 2.18316 13.09232
Value
1995-1999 0.00627 0.06293 1.23361 10.36476
1996-2000 0.00050 0.09906 −1.18299 47.14794
1997-2001 −0.00045 0.07236 −0.72136 4.86754
1998-2002 0.00447 0.09470 4.69183 40.16213
1999-2003 −0.00144 0.07842 2.82552 18.32518
2000-2004 0.00407 0.09895 6.37234 76.62075
2001-2005 0.00734 0.12789 1.74075 38.93167
Log
1995-1999 0.00249 0.07165 −6.33408 62.29701
1996-2000 0.00032 0.07123 −6.17165 63.33569
1997-2001 0.00000 0.07558 −5.62517 61.44075
1998-2002 0.00115 0.05363 −4.72022 48.19804
1999-2003 0.00148 0.04738 0.08697 9.08430
2000-2004 0.00397 0.05415 0.47405 4.95174
2001-2005 0.00602 0.06602 1.84001 11.93633
Table 5.3: Summary statistics for the small capitalisation indices' returns.
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the graphs of the index levels. Excess kurtosis was very large and varied dras-
tically between the diﬀerent holding periods and weighting schemes. Similarly,
skewness ranged from large negative values to large positive values.
The equally weighted and log weighted small capitalisation index returns
were more comparable to each other than to the value weighted index. Both
the equally and log weighted indices' returns exhibited negative skewness for
the small capitalisation portfolios formed at the beginning of the years 1995
through to 1998. Thereafter, returns were positively skewed.
Inspection of the relative frequency histograms, an example of which ap-
peared in Figure 5.5, revealed that all the indices' return distributions were
uni-modal. None of the histograms followed the characteristic shape of a nor-
mally distributed random variable.
5.2 Number of mixture components
Table 5.4 summarised the results of the likelihood ratio test, for the normal
distribution against the two-component general normal mixture, applied to the
large capitalisation portfolios. The large test statistic values indicated a substan-
tial improvement in the log likelihood when moving from the normal distribution
to the two-component mixture. Bootstrap p-values, calculated from R = 1299
bootstrap replications, were signiﬁcant at all conventional levels. This led to the
rejection of the normal distribution in favour of the claim that the returns were
distributed according to a two-component mixture of normal distributions.
Similarly, Table 5.5 showed that, for the small capitalisation index returns,
the two-component general mixture ﬁtted the data far better than the normal
distribution. All of the bootstrap p-values reached their minimum achievable
level, given the number of replications, since
min
{
pboot
}
= min
{
1 + # {t∗r ≥ t}
1 +R
}
=
1
1 +R
=
1
1 + 1299
=
1
1300
≈ 0.00077
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Figure 5.5: Relative frequency histograms of small cap indices during the period
1997 till end 2001.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 67.71687 0.00077 1299 8.10063 10.04143 13.99799
1996-2000 52.55690 0.00077 1299 7.64450 9.20712 13.56653
1997-2001 85.56372 0.00077 1299 7.95753 10.02743 14.97013
1998-2002 39.06013 0.00077 1299 8.10593 9.72668 14.22815
1999-2003 36.34442 0.00077 1299 8.06497 10.16165 15.01226
2000-2004 39.71418 0.00077 1299 7.92260 9.75720 13.73291
2001-2005 24.96533 0.00154 1299 7.66678 9.38504 15.43986
Value
1995-1999 31.03001 0.00077 1299 7.78529 9.53603 13.84400
1996-2000 27.29400 0.00154 1299 7.89415 9.49404 13.07484
1997-2001 158.14304 0.00077 1299 8.20656 9.94863 13.52155
1998-2002 74.32885 0.00077 1299 8.07221 9.73571 13.81847
1999-2003 72.60604 0.00077 1299 8.06644 9.74802 15.38528
2000-2004 63.83713 0.00077 1299 8.19970 10.72064 14.52809
2001-2005 69.97646 0.00077 1299 8.07589 9.86325 13.41383
Inverse-log
1995-1999 58.71479 0.00077 1299 8.27718 10.05944 14.07919
1996-2000 48.02238 0.00077 1299 8.12412 9.62677 13.75950
1997-2001 110.29103 0.00077 1299 8.07427 10.45812 14.45181
1998-2002 43.97753 0.00077 1299 8.30567 10.14444 14.96200
1999-2003 37.56710 0.00077 1299 8.43161 10.19417 13.91183
2000-2004 39.18648 0.00077 1299 7.85322 9.80437 15.14536
2001-2005 24.39225 0.00077 1299 7.77956 9.79045 14.48793
Table 5.4: Likelihood ratio test: Normal distribution against alternative of a
general two-component mixture for the large cap. index returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 232.81596 0.00077 1299 7.99664 10.09175 13.85820
1996-2000 216.84246 0.00077 1299 8.35991 10.03372 13.76445
1997-2001 231.18215 0.00077 1299 8.33126 10.79291 15.33423
1998-2002 154.90331 0.00077 1299 8.22057 10.09691 14.74278
1999-2003 70.85831 0.00077 1299 7.83358 9.66091 14.32902
2000-2004 92.74576 0.00077 1299 7.90330 10.12893 14.12644
2001-2005 150.03799 0.00077 1299 8.40775 10.19230 16.01467
Value
1995-1999 121.68095 0.00077 1299 7.93575 9.61162 14.76230
1996-2000 256.51762 0.00077 1299 8.23984 10.34340 13.98398
1997-2001 54.09293 0.00077 1299 8.18752 9.88685 14.15759
1998-2002 185.36697 0.00077 1299 8.00900 10.23426 14.78174
1999-2003 122.24742 0.00077 1299 8.00648 9.89245 13.39164
2000-2004 255.88431 0.00077 1299 7.70094 9.20191 14.26866
2001-2005 325.82361 0.00077 1299 8.34132 10.39089 15.02161
Log
1995-1999 295.47067 0.00077 1299 8.19751 10.08994 13.16127
1996-2000 252.70368 0.00077 1299 7.86643 9.32782 14.34820
1997-2001 265.51887 0.00077 1299 8.07764 10.01981 14.67754
1998-2002 195.32069 0.00077 1299 7.64176 9.13837 13.24001
1999-2003 89.86535 0.00077 1299 8.38351 10.68178 14.21684
2000-2004 99.54536 0.00077 1299 8.05427 9.89762 14.15712
2001-2005 178.16612 0.00077 1299 7.69043 9.85887 14.71831
Table 5.5: Likelihood ratio test: Normal distribution against alternative of a
general two-component mixture for the small cap. index returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 12.43414 0.03077 1299 9.87251 11.62523 15.42422
1996-2000 16.59072 0.00615 1299 9.65940 11.86228 15.36263
1997-2001 11.02461 0.06385 1299 9.73950 11.46883 16.35077
1998-2002 5.73327 0.34538 1299 10.04574 11.65187 17.76343
1999-2003 3.27808 0.64000 1299 9.75109 11.85036 16.78336
2000-2004 5.46404 0.34692 1299 9.40545 11.22125 16.97340
2001-2005 1.94327 0.73462 1299 11.12632 14.05106 19.91973
Value
1995-1999 6.27339 0.29615 1299 9.43431 10.94639 14.45421
1996-2000 11.96755 0.04462 1299 9.82690 11.62684 16.33635
1997-2001 16.00403 0.01308 1299 9.97170 11.85534 16.50050
1998-2002 6.31655 0.31000 1299 9.69716 11.55730 15.60401
1999-2003 2.12081 0.81538 1299 9.78475 11.70771 16.90501
2000-2004 10.84139 0.07636 1099 9.85255 12.18136 26.34431
2001-2005 9.42773 0.09636 1099 9.27163 11.91703 20.25978
Inverse-log
1995-1999 14.81006 0.01769 1299 9.94973 11.48637 16.32365
1996-2000 14.62354 0.01692 1299 9.76792 12.04903 16.43829
1997-2001 12.12072 0.04154 1299 9.85843 11.74985 17.14528
1998-2002 4.94261 0.46692 1299 10.26786 12.75080 18.13306
1999-2003 3.26826 0.65615 1299 9.91863 12.03738 15.04179
2000-2004 4.61092 0.48692 1299 9.49874 11.56618 15.14193
2001-2005 1.38822 0.88385 1299 9.54380 11.46513 16.88596
Table 5.6: Likelihood ratio test: General two-component mixture against alter-
native of a general three-component mixture for the large cap. index returns.
where the bootstrap p-value was deﬁned as in 4.3. This showed statistically
signiﬁcant support for the two-component mixture distribution, over the normal
distribution.
Testing the two component mixture against the three component mixture
yielded inconclusive results. For the large capitalisation index returns, Table 5.6,
six of the twenty-one indices led to a rejection of the two-component mixture
distribution, at the ninety-ﬁve percent level of conﬁdence, in favour of the three-
component mixture. With the small capitalisation index returns, Table 5.7,
ﬁfteen of the twenty-one indices resulted in a rejection of the null, at the ninety-
ﬁve percent level of conﬁdence, in favour of the claim that the returns were
distributed according to a general three-component mixture.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 16.25409 0.01583 1199 9.32177 11.56192 17.06245
1996-2000 5.49541 0.35083 1199 9.30688 11.35528 15.96623
1997-2001 8.57637 0.13308 1299 9.55720 11.32304 15.65786
1998-2002 17.08954 0.00846 1299 9.46116 11.45568 15.93830
1999-2003 16.04075 0.01308 1299 9.59702 11.79368 16.54684
2000-2004 0.64582 0.97615 1299 9.20294 11.05179 15.52599
2001-2005 15.54084 0.00846 1299 9.22761 11.38665 15.40661
Value
1995-1999 16.23436 0.01154 1299 9.52285 11.30310 16.50648
1996-2000 5.73887 0.33917 1199 9.55367 11.73708 16.41296
1997-2001 6.15038 0.28692 1299 9.11497 11.52998 15.12812
1998-2002 14.68626 0.01818 1099 9.97570 11.82446 18.48185
1999-2003 15.26581 0.01917 1199 8.99459 11.77963 17.66382
2000-2004 30.44829 0.00077 1299 9.41221 11.41306 15.55585
2001-2005 41.68858 0.00077 1299 10.27768 12.28459 16.63497
Log
1995-1999 18.26907 0.00538 1299 9.42638 11.34980 16.52564
1996-2000 13.96592 0.02250 1199 9.26406 11.35314 17.12743
1997-2001 11.99274 0.04923 1299 9.85057 11.91403 17.31359
1998-2002 25.63874 0.00077 1299 9.70588 11.73401 15.44169
1999-2003 17.55337 0.00615 1299 8.94756 11.60883 15.56291
2000-2004 1.04161 0.94154 1299 9.28173 11.41628 15.87111
2001-2005 13.07513 0.02385 1299 9.66463 11.44247 15.59629
Table 5.7: Likelihood ratio test: General two-component mixture against alter-
native of a general three-component mixture for the small cap. index returns.
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Note, however, that for both small capitalisation and large capitalisation
portfolios, the likelihood ratio test statistics were generally far smaller than in
the test of the normal distribution against the two-component mixture. There
were also some diﬃculties in ﬁtting the three-component mixtures, whereby the
EM algorithm converged to singular values. This led to eight indices with tests
based on fewer than 1299 bootstrap replications.
The problem of convergence to singular values worsened as the number of
components increased. Testing the three-component mixture against the four-
component mixture was attempted. These tests were, however, aborted due to
repeated convergence to singular values while estimating the four-component
mixture for some of the original samples.
While the likelihood ratio tests provided some support for the claim of a
three-component mixture, there was the potential problem of spurious clusters.
According to McLachlan and Peel (2000:103), small component weights together
with low component variances were an indication of possible spurious clusters.
Additionally, within the framework of the two-state model, the expectation was
that the smaller component was associated with higher volatility (Janse van
Rensburg et al in press).
The two-component general mixture model estimates, for the large capital-
isation portfolios, were given in Table 5.8. Only the equally weighted index,
created beginning 2001, and the value weighted index, for the period 1995 to
end 1999, had the lowest weight assigned to the low variance component. Of
these two, only the equally weighted index was possibly spurious, since the other
index's low variance component had a relatively large weight of 46.8%.
The EM-estimates for the three-component mixtures, ﬁtted to the large cap-
italisation returns, were summarised in Table 5.9. Inspection of the component
weights and the component standard deviations revealed several components
that were possibly due to spurious clustering. For the six portfolios formed at
the beginning of 1995 and 1996, the large capitalisation index returns had a
low variance associated with the lowest weighted component. Additionally, the
lowest weighted component had the lowest variance for the equally weighted
indices formed at the start of 1997 and 2001, the value weighted indices created
beginning 1999 and 2000 and the inverse-log weighted index formed in 1997.
Table 5.10 contained the estimated parameters of the two-component general
mixture, ﬁtted to the small capitalisation index returns. All of these indices had
the high-volatility component associated with the lowest weighted component.
Therefore, none appeared spurious.
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Index pˆi1 pˆi2 µˆ1 µˆ2 σˆ1 σˆ2 Log likelihood
Equal
1995-1999 0.354 0.646 0.001 0.001 0.054 0.016 536.842
1996-2000 0.331 0.669 −0.002 0.001 0.056 0.019 519.844
1997-2001 0.182 0.818 −0.030 0.006 0.088 0.027 468.111
1998-2002 0.105 0.895 −0.046 0.006 0.072 0.031 479.629
1999-2003 0.048 0.952 −0.094 0.006 0.043 0.030 500.626
2000-2004 0.043 0.957 −0.096 0.004 0.041 0.029 517.271
2001-2005 0.028 0.972 −0.104 0.005 0.013 0.030 515.837
Value
1995-1999 0.468 0.532 −0.001 0.005 0.015 0.043 528.622
1996-2000 0.208 0.792 −0.007 0.005 0.060 0.026 506.664
1997-2001 0.083 0.917 −0.073 0.006 0.162 0.035 435.696
1998-2002 0.072 0.928 −0.064 0.006 0.120 0.037 439.465
1999-2003 0.075 0.925 −0.034 0.005 0.125 0.035 449.453
2000-2004 0.009 0.991 −0.214 0.000 0.149 0.039 463.242
2001-2005 0.012 0.988 −0.173 0.003 0.156 0.037 474.370
Inverse-log
1995-1999 0.417 0.583 0.003 0.000 0.049 0.015 539.481
1996-2000 0.403 0.597 0.002 0.000 0.052 0.017 521.276
1997-2001 0.154 0.846 −0.036 0.006 0.102 0.027 464.795
1998-2002 0.131 0.869 −0.034 0.006 0.078 0.031 472.168
1999-2003 0.147 0.853 −0.023 0.005 0.071 0.029 489.526
2000-2004 0.060 0.940 −0.077 0.004 0.054 0.029 507.889
2001-2005 0.138 0.862 −0.021 0.005 0.061 0.028 508.314
Table 5.8: Parameter estimates for the two-component general mixture, ﬁtted
to the large cap. index returns.
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Index pi1 pi2 pi3 µˆ1 µˆ2 µˆ3 σˆ1 σˆ2 σˆ3 Log likelihood
Equal
1995-1999 0.096 0.185 0.719 0.047 −0.017 −0.001 0.013 0.063 0.016 543.059
1996-2000 0.152 0.165 0.682 0.044 −0.029 −0.002 0.017 0.062 0.016 528.139
1997-2001 0.177 0.206 0.617 0.043 −0.031 −0.003 0.015 0.083 0.018 473.623
1998-2002 0.093 0.172 0.735 −0.059 −0.006 0.010 0.065 0.012 0.034 482.496
1999-2003 0.094 0.305 0.602 −0.063 0.031 −0.004 0.052 0.026 0.022 502.265
2000-2004 0.044 0.081 0.875 −0.092 0.006 0.004 0.044 0.004 0.030 520.003
2001-2005 0.029 0.092 0.879 −0.104 0.025 0.003 0.014 0.039 0.028 516.809
Value
1995-1999 0.094 0.237 0.669 0.048 −0.007 −0.001 0.013 0.053 0.018 531.758
1996-2000 0.124 0.213 0.662 0.048 −0.012 −0.001 0.012 0.059 0.019 512.648
1997-2001 0.012 0.276 0.713 −0.395 −0.003 0.007 0.099 0.065 0.029 443.698
1998-2002 0.008 0.335 0.657 −0.236 −0.011 0.009 0.185 0.060 0.031 442.623
1999-2003 0.068 0.113 0.819 0.052 −0.024 0.001 0.010 0.110 0.031 450.514
2000-2004 0.004 0.213 0.783 −0.378 0.008 −0.002 0.006 0.022 0.043 468.663
2001-2005 0.006 0.091 0.903 −0.272 −0.003 0.003 0.135 0.004 0.039 479.084
Inverse-log
1995-1999 0.011 0.467 0.521 −0.145 −0.002 0.007 0.008 0.013 0.039 546.886
1996-2000 0.125 0.196 0.679 0.045 −0.017 −0.002 0.014 0.062 0.016 528.588
1997-2001 0.171 0.181 0.648 0.045 −0.034 −0.003 0.014 0.096 0.018 470.856
1998-2002 0.137 0.177 0.686 −0.039 −0.009 0.011 0.073 0.013 0.033 474.639
1999-2003 0.060 0.325 0.615 −0.071 0.000 0.009 0.064 0.019 0.037 491.160
2000-2004 0.041 0.086 0.873 −0.098 0.006 0.003 0.047 0.005 0.031 510.194
2001-2005 0.164 0.284 0.552 −0.020 0.030 −0.006 0.059 0.020 0.021 509.008
Table 5.9: Parameter estimates for the three-component general mixture, ﬁtted to the large cap. index returns.
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Index pˆi1 pˆi2 µˆ1 µˆ2 σˆ1 σˆ2 Log likelihood
Equal
1995-1999 0.048 0.952 −0.080 0.008 0.239 0.033 458.296
1996-2000 0.026 0.974 −0.113 0.003 0.327 0.039 438.899
1997-2001 0.064 0.936 −0.027 0.002 0.244 0.035 434.884
1998-2002 0.125 0.875 −0.004 0.003 0.128 0.026 478.673
1999-2003 0.119 0.881 0.012 0.000 0.103 0.031 466.654
2000-2004 0.298 0.702 0.014 0.000 0.093 0.025 428.280
2001-2005 0.255 0.745 0.022 0.001 0.123 0.026 407.937
Value
1995-1999 0.174 0.826 0.018 0.004 0.133 0.032 410.180
1996-2000 0.034 0.966 −0.061 0.003 0.461 0.051 360.064
1997-2001 0.336 0.664 −0.002 0.000 0.113 0.037 340.186
1998-2002 0.013 0.987 0.550 −0.003 0.301 0.061 336.164
1999-2003 0.062 0.938 0.098 −0.008 0.222 0.051 353.441
2000-2004 0.066 0.934 0.059 0.000 0.338 0.046 360.051
2001-2005 0.087 0.913 0.088 0.000 0.396 0.047 328.554
Log
1995-1999 0.056 0.944 −0.068 0.007 0.263 0.031 463.441
1996-2000 0.024 0.976 −0.144 0.004 0.359 0.038 443.574
1997-2001 0.064 0.936 −0.027 0.002 0.266 0.034 434.647
1998-2002 0.142 0.858 −0.010 0.003 0.129 0.023 488.389
1999-2003 0.311 0.689 0.005 0.000 0.079 0.021 467.760
2000-2004 0.283 0.717 0.014 0.000 0.093 0.024 438.032
2001-2005 0.283 0.717 0.020 0.000 0.118 0.022 425.971
Table 5.10: Parameter estimates for the two-component general mixture, ﬁtted
to the small cap. index returns.
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Index pi1 pi2 pi3 µˆ1 µˆ2 µˆ3 σˆ1 σˆ2 σˆ3 Log likelihood
Equal
1995-1999 0.018 0.423 0.559 −0.272 0.017 0.002 0.272 0.053 0.021 466.423
1996-2000 0.024 0.098 0.879 −0.123 −0.002 0.004 0.338 0.007 0.041 441.647
1997-2001 0.009 0.091 0.900 −0.486 0.032 0.002 0.228 0.113 0.033 439.173
1998-2002 0.011 0.237 0.751 −0.267 0.016 0.002 0.184 0.064 0.023 487.217
1999-2003 0.046 0.323 0.631 0.020 0.001 0.000 0.138 0.013 0.043 474.675
2000-2004 0.087 0.303 0.610 −0.024 0.013 0.004 0.015 0.093 0.024 428.603
2001-2005 0.023 0.425 0.552 0.249 0.003 −0.001 0.153 0.075 0.019 415.708
Value
1995-1999 0.076 0.354 0.570 0.058 0.010 −0.003 0.171 0.016 0.049 418.297
1996-2000 0.031 0.073 0.896 −0.066 0.012 0.002 0.477 0.006 0.053 362.934
1997-2001 0.037 0.326 0.637 −0.003 −0.002 0.001 0.001 0.114 0.039 343.261
1998-2002 0.013 0.180 0.807 0.581 −0.010 −0.001 0.281 0.014 0.067 343.507
1999-2003 0.012 0.288 0.700 0.472 0.000 −0.010 0.107 0.020 0.068 361.074
2000-2004 0.029 0.424 0.547 0.110 0.002 0.000 0.480 0.020 0.068 375.275
2001-2005 0.022 0.341 0.638 0.100 0.026 −0.006 0.754 0.094 0.030 349.398
Log
1995-1999 0.008 0.171 0.821 −0.641 0.022 0.005 0.138 0.081 0.026 472.575
1996-2000 0.008 0.271 0.721 −0.630 0.020 0.000 0.159 0.063 0.029 450.557
1997-2001 0.008 0.105 0.887 −0.600 0.029 0.002 0.241 0.110 0.032 440.643
1998-2002 0.010 0.292 0.698 −0.321 0.012 0.001 0.210 0.061 0.019 501.208
1999-2003 0.055 0.383 0.563 0.017 0.002 0.000 0.138 0.012 0.045 476.536
2000-2004 0.147 0.278 0.575 0.026 0.012 −0.005 0.022 0.094 0.021 438.553
2001-2005 0.063 0.365 0.572 0.083 0.002 0.000 0.181 0.069 0.017 432.509
Table 5.11: Parameter estimates for the three-component general mixture, ﬁtted to the large cap. index returns.
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Figure 5.6: Proportion of small capitalisation indices with components contain-
ing less than or equal to the threshold number of observations.
For the small capitalisation portfolios, Table 5.11, there were no noticeable
spurious clusters for the three-component mixture models, except with the value
weighted index, formed in 1997, where the lowest weighted component was
associated with the lowest component variance. The lack of spurious clusters
was in line with the likelihood ratio tests' preference for the three-component
mixture when modelling the small capitalisation returns.
Statistical support was, however, not the only factor to consider when choos-
ing the number of components. The economic signiﬁcance of the model was also
a concern. Component weights below ﬁve percent corresponded to fewer than
thirteen observation. Such low weighted components clearly had little economic
signiﬁcance.
According to Figure 5.6, more than three-quarters of the three-component
mixture models, ﬁtted to the small capitalisation index returns, had components
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containing no more than thirteen observations. The two-component general
mixture faired better, with below twenty percent of the components containing
thirteen or less observations. For the three-component mixture models, ﬁtted
to the small capitalisation indices, every models' lowest weighted component
contained less than thirty-nine observations. With the two-component mixtures,
however, fewer than eighty percent of the models' lowest weighted components
contained less than ﬁfty-two observations.
Since the two-component mixture was preferred over the normal distribution
for all of the indices and the three-component mixture had too large a proportion
of small, economically insigniﬁcant components, the number of components for
mixtures of normal distributions was chosen as two.
5.3 Testing for location and scale mixtures against
the general mixture
Results for the likelihood ratio test, comparing a two-component location mix-
ture (null hypothesis) to a two-component general mixture (alternative hypothe-
sis), were ambiguous for the large capitalisation indices, Table 5.12. The location
mixture null was rejected, at the ninety percent level, ten times and a further
three times at the ninety-ﬁve percent level.
For the small capitalisation returns, Table 5.12, the results were more con-
clusive. The location null was rejected, at the ninety-ﬁve percent level of conﬁ-
dence, in favour of the general mixture for all but two of the small capitalisation
indices.
Note that with the large capitalisation indices, two of the likelihood ra-
tio statistics were negative. This was counter-intuitive, since the more ﬂexible
general mixture should always result in a higher likelihood. Variability in the
number of bootstrap replications, indicated that there were problems with ﬁt-
ting the location mixtures. Additionally, Figure 5.7 showed that for both the
small and large capitalisation indices the bootstrap statistics' distribution did
not always follow the expected Gamma-like shape.
Suspecting problems with the hypothesis tests, likelihood-based conﬁdence
regions, for the two-component general mixtures' component standard devia-
tions, were constructed. In all but six of the large capitalisation portfolios,
Figures 5.8 to 5.10, the forty-ﬁve degree line never cut the conﬁdence regions.
For the small capitalisation index returns, Figures 5.11 to 5.13, only one index
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 21.10453 0.03000 1299 6.58594 13.71988 40.98224
1996-2000 11.88635 0.02000 1299 4.29846 6.48708 22.82244
1997-2001 17.87285 0.02462 1299 5.15904 7.89198 44.63052
1998-2002 0.54465 0.47231 1299 4.47274 7.67829 29.15636
1999-2003 0.81035 0.41538 1299 4.00916 6.75968 25.77018
2000-2004 0.68264 0.46462 1299 4.77536 7.78626 21.44334
2001-2005 3.70893 0.13538 1299 5.16616 8.17590 20.38438
Value
1995-1999 13.80915 0.02538 1299 7.43627 10.59917 19.78551
1996-2000 4.48518 0.11462 1299 4.93532 7.51409 18.94167
1997-2001 12.88576 0.05417 1199 7.40098 15.24445 157.22350
1998-2002 11.81532 0.07545 1099 9.57114 18.21963 116.95918
1999-2003 14.33531 0.06727 1099 9.18997 26.65234 103.24242
2000-2004 −1.75031 0.80700 999 7.63132 16.34963 110.19851
2001-2005 −1.45346 0.84000 999 7.99966 19.64891 132.97260
Inverse-log
1995-1999 21.32079 0.02385 1299 6.06762 11.02465 34.21779
1996-2000 12.64797 0.01462 1299 3.83901 6.54678 19.42349
1997-2001 29.97129 0.03000 1299 6.12382 13.02769 65.21006
1998-2002 4.66008 0.11000 1299 4.98153 9.04075 26.19714
1999-2003 2.31369 0.25769 1299 6.43300 13.09167 29.49332
2000-2004 1.48049 0.32000 1299 4.80884 7.85367 31.41407
2001-2005 0.20222 0.61154 1299 4.32445 7.58768 16.21645
Table 5.12: Likelihood ratio test: Two-component location mixture against the
alternative of a two-component general mixture for the large cap. index returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 57.51595 0.03100 999 7.38558 13.05992 222.87615
1996-2000 8.28008 0.05750 799 6.02012 8.54670 309.74417
1997-2001 78.79161 0.03500 999 7.73352 14.96771 200.63666
1998-2002 49.01753 0.03909 1099 9.74132 33.17605 126.28457
1999-2003 70.85830 0.00077 1299 5.21162 6.89830 11.05751
2000-2004 59.49787 0.00077 1299 3.24951 4.78777 8.45723
2001-2005 67.02826 0.01500 1199 7.55395 23.02429 78.59489
Value
1995-1999 53.74579 0.01077 1299 5.35889 12.11555 53.99268
1996-2000 252.29061 0.00077 1299 5.17156 6.81445 11.11545
1997-2001 28.30164 0.01538 1299 8.29779 14.80320 33.44329
1998-2002 19.62312 0.04800 999 8.43979 17.56069 222.94168
1999-2003 7.23589 0.11333 1199 8.43712 17.71078 106.86350
2000-2004 61.52522 0.02625 799 7.09698 12.49232 322.53332
2001-2005 187.87457 0.01000 999 7.43638 15.05926 178.76505
Log
1995-1999 58.35358 0.03333 899 7.26235 12.13940 281.67416
1996-2000 30.07082 0.03333 899 7.38860 13.17342 270.15716
1997-2001 88.91545 0.02700 999 6.67575 11.75972 214.31744
1998-2002 194.77608 0.00077 1299 5.45146 7.02757 11.81013
1999-2003 60.58236 0.00231 1299 11.19289 20.31638 42.43376
2000-2004 61.21724 0.00077 1299 3.40705 5.21715 14.79165
2001-2005 102.82022 0.00250 1199 8.31386 21.27955 90.93774
Table 5.13: Likelihood ratio test: Two-component location mixture against the
alternative of a two-component general mixture for the small cap. index returns.
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Figure 5.7: Relative frequency histograms for the bootstrap likelihood ratio
test statistic, two-component scale mixture versus the two-component general
mixture, for the large (top) and small (bottom) capitalisation value weighted
indices.
CHAPTER 5. RESULTS PRIOR TO RISK ADJUSTMENT 65
Figure 5.8: Conﬁdence region, under the two-component general mixture, for
the large cap. equally weighted portfolios components' standard deviation.
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Figure 5.9: Conﬁdence region, under the two-component general mixture, for
the large cap. value weighted portfolios components' standard deviation.
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Figure 5.10: Conﬁdence region, under the two-component general mixture, for
the large cap. inverse log weighted portfolios components' standard deviation.
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Figure 5.11: Conﬁdence region, under the two-component general mixture, for
the small cap. equally weighted portfolios components' standard deviation.
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Figure 5.12: Conﬁdence region, under the two-component general mixture, for
the small cap. value weighted portfolios components' standard deviation.
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Figure 5.13: Conﬁdence region, under the two-component general mixture, for
the small cap. log weighted portfolios components' standard deviation.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.02684 0.93000 1299 6.28104 8.85792 14.04564
1996-2000 0.14722 0.78000 1299 5.23691 7.01079 12.55131
1997-2001 10.95381 0.02615 1299 5.54487 8.07673 14.21487
1998-2002 8.28802 0.02846 1299 4.34337 6.25996 11.30226
1999-2003 8.94461 0.01538 1299 4.41655 6.09387 10.63742
2000-2004 11.23308 0.01385 1299 5.09724 7.12553 12.41980
2001-2005 8.41978 0.02462 1299 5.07159 6.72297 11.09494
Value
1995-1999 1.82540 0.31615 1299 4.63835 6.38234 11.57004
1996-2000 1.03307 0.41923 1299 4.07176 6.01612 11.64348
1997-2001 8.69625 0.06538 1299 7.15491 9.77089 16.75884
1998-2002 5.90456 0.09000 1199 5.56676 7.93632 13.74643
1999-2003 2.07009 0.30083 1199 5.16671 7.65188 13.66976
2000-2004 2.68310 0.38182 1099 7.56865 9.97266 14.37634
2001-2005 2.50586 0.38917 1199 7.25264 9.36503 16.77625
Inverse-log
1995-1999 0.62373 0.57308 1299 5.34920 8.35335 13.59707
1996-2000 −0.00026 0.99923 1299 5.25114 6.65124 12.56805
1997-2001 11.57560 0.02769 1299 6.13104 8.49905 16.30347
1998-2002 6.90188 0.04385 1299 4.29032 6.57070 11.38941
1999-2003 4.75188 0.08077 1299 4.25377 5.92024 10.76042
2000-2004 10.30290 0.01308 1299 4.70581 6.64107 11.46598
2001-2005 4.44927 0.11923 1299 4.94113 6.90386 11.38331
Table 5.14: Likelihood ratio test: Two-component scale mixture against the
alternative of a two-component general mixture for the large cap. index returns.
supported the claim of equal standard deviations. This indicated that there
was, for the majority of indices, little support for the location mixture, since
the component variances were signiﬁcantly diﬀerent.
Testing the scale mixture null against the general two-component mixture,
Table 5.14, again yielded mixed results for the large capitalisation indices. The
scale mixture was rejected, at the ninety-ﬁve percent level of conﬁdence, for
eight of the large capitalisation return series. The bulk of the rejections were
for the equally weighted indices. For the value weighted indices, none of the
indices achieved a p-value below ﬁve percent and for the inverse-log weighted
portfolios, only three were rejected. Despite covering negative values, the shape
of the relative frequency histograms for the bootstrap test statistics were as
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 4.78885 0.23750 1199 9.75483 12.82050 21.97365
1996-2000 2.09671 0.45500 1199 9.53724 13.25867 19.30646
1997-2001 0.81383 0.63769 1299 9.47707 13.08764 23.75735
1998-2002 0.25575 0.78308 1299 8.49515 11.94726 19.26384
1999-2003 0.54190 0.58077 1299 5.12525 7.31067 13.56746
2000-2004 3.43304 0.25154 1299 7.01911 10.05570 16.56104
2001-2005 6.02557 0.21231 1299 10.47377 15.41412 23.99574
Value
1995-1999 1.17809 0.53000 1299 6.84333 10.73698 17.12702
1996-2000 0.55673 0.70333 1199 10.26167 15.20071 27.02762
1997-2001 0.03981 0.88692 1299 5.28395 6.99806 12.28815
1998-2002 7.25004 0.15833 1199 9.11336 12.28553 21.74190
1999-2003 5.40538 0.12000 1199 5.99910 8.53085 14.50677
2000-2004 1.76499 0.48538 1299 10.60714 14.89982 23.01227
2001-2005 5.39624 0.34077 1299 15.48697 22.15768 37.58971
Log
1995-1999 4.72725 0.33923 1299 14.29176 19.38016 32.96226
1996-2000 2.92195 0.38750 1199 9.88518 13.79914 20.69635
1997-2001 0.75706 0.67385 1299 11.12562 16.46398 29.03954
1998-2002 1.15470 0.59538 1299 11.25853 15.90814 27.33917
1999-2003 0.62564 0.59846 1299 6.96240 10.00796 18.15835
2000-2004 3.38824 0.22923 1299 6.66341 9.57982 15.47607
2001-2005 8.13682 0.17077 1299 11.35889 15.66378 27.59229
Table 5.15: Likelihood ratio test: Two-component scale mixture against the
alternative of a two-component general mixture for the small cap. index returns.
expected.
The test failed to reject the scale mixture null, at all conventional levels of
signiﬁcance, for the small capitalisation index returns, Table 5.15. Additionally,
the shape of the relative frequency histograms of the bootstrap test statistics
were as expected, covering only non-negative numbers.
According to likelihood-based conﬁdence regions, constructed from the gen-
eral two-component mixture model, only three of the equally weighted large
capitalisation indices and one of the inverse-log weighted large capitalisation
portfolios' conﬁdence regions did not cover, at the standard levels of signif-
icance, an area containing equal component means. In agreement with the
likelihood ratio test, all of the small capitalisation indices' conﬁdence regions
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Figure 5.14: Conﬁdence region, under the two-component general mixture, for
the large cap. equally weighted portfolios components' mean.
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Figure 5.15: Conﬁdence region, under the two-component general mixture, for
the large cap. inverse-log weighted portfolios components' mean.
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Index pˆi1 pˆi2 µˆ1 µˆ2 σˆ1 σˆ2 Log likelihood
Equal
1995-1999 0.349 0.651 0.001 0.001 0.054 0.016 536.829
1996-2000 0.367 0.633 0.000 0.000 0.055 0.018 519.771
1997-2001 0.209 0.791 0.000 0.000 0.088 0.027 462.634
1998-2002 0.149 0.851 0.000 0.000 0.077 0.031 475.485
1999-2003 0.202 0.798 0.001 0.001 0.064 0.027 496.153
2000-2004 0.129 0.871 0.000 0.000 0.069 0.027 511.655
2001-2005 0.191 0.809 0.002 0.002 0.057 0.027 511.627
Value
1995-1999 0.483 0.517 0.002 0.002 0.045 0.017 527.709
1996-2000 0.282 0.718 0.003 0.003 0.056 0.024 506.147
1997-2001 0.060 0.940 0.000 0.000 0.202 0.037 431.348
1998-2002 0.050 0.950 0.000 0.000 0.155 0.039 436.513
1999-2003 0.061 0.939 0.002 0.002 0.139 0.036 448.418
2000-2004 0.009 0.991 −0.002 −0.002 0.258 0.039 461.900
2001-2005 0.013 0.987 0.001 0.001 0.220 0.037 473.117
Inverse-log
1995-1999 0.394 0.606 0.001 0.001 0.050 0.015 539.170
1996-2000 0.363 0.637 0.001 0.001 0.054 0.018 521.276
1997-2001 0.160 0.840 0.000 0.000 0.106 0.028 459.007
1998-2002 0.145 0.855 0.000 0.000 0.083 0.031 468.717
1999-2003 0.176 0.824 0.001 0.001 0.071 0.028 487.150
2000-2004 0.134 0.866 −0.001 −0.001 0.070 0.028 502.737
2001-2005 0.176 0.824 0.002 0.002 0.061 0.027 506.090
Table 5.16: Parameter estimates for the two-component scale mixture, ﬁtted to
the large cap. index returns.
covered equal component means. To save space, only the conﬁdence regions
for the equally weighted large capitalisation index returns, Figure 5.14, and the
inverse-log weighted large capitalisation index returns, Figure 5.15, were shown.
The combined evidence of the likelihood ratio tests and the likelihood-based
conﬁdence regions, suggested that the two-component scale mixture was a model
applicable to the majority of the indices. It was, therefore, the mixture model
adopted throughout the rest of this study.
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Index pˆi1 pˆi2 µˆ1 µˆ2 σˆ1 σˆ2 Log likelihood
Equal
1995-1999 0.051 0.949 0.003 0.003 0.246 0.033 455.902
1996-2000 0.025 0.975 0.000 0.000 0.348 0.039 437.851
1997-2001 0.063 0.937 0.000 0.000 0.248 0.035 434.478
1998-2002 0.127 0.873 0.002 0.002 0.127 0.026 478.545
1999-2003 0.111 0.889 0.001 0.001 0.106 0.031 466.383
2000-2004 0.292 0.708 0.004 0.004 0.095 0.025 426.563
2001-2005 0.244 0.756 0.006 0.006 0.127 0.027 404.924
Value
1995-1999 0.182 0.818 0.006 0.006 0.131 0.032 409.591
1996-2000 0.034 0.966 0.000 0.000 0.464 0.051 359.786
1997-2001 0.338 0.662 0.000 0.000 0.113 0.037 340.166
1998-2002 0.020 0.980 0.004 0.004 0.517 0.060 332.539
1999-2003 0.065 0.935 −0.001 −0.001 0.238 0.051 350.738
2000-2004 0.062 0.938 0.004 0.004 0.352 0.047 359.169
2001-2005 0.074 0.926 0.007 0.007 0.436 0.050 325.856
Log
1995-1999 0.062 0.938 0.002 0.002 0.260 0.031 461.077
1996-2000 0.025 0.975 0.000 0.000 0.384 0.038 442.113
1997-2001 0.062 0.938 0.000 0.000 0.271 0.034 434.268
1998-2002 0.146 0.854 0.001 0.001 0.128 0.023 487.811
1999-2003 0.338 0.662 0.001 0.001 0.076 0.020 467.447
2000-2004 0.274 0.726 0.004 0.004 0.095 0.025 436.338
2001-2005 0.253 0.747 0.006 0.006 0.124 0.024 421.903
Table 5.17: Parameter estimates for the two-component scale mixture, ﬁtted to
the small cap. index returns.
CHAPTER 5. RESULTS PRIOR TO RISK ADJUSTMENT 77
Figure 5.16: The estimated weight of the lowest weighted component.
5.4 The ﬁtted two-component normal scale mix-
ture models
Tables 5.16 and 5.17 summarised the parameter estimates of the two-component
scale mixtures. For all of the indices, the lowest weighted component was asso-
ciated with the highest component variance. As in Janse van Rensburg et al (in
press), the recorded values of the small capitalisation indices' lowest weighted
component variance were larger than the variance of the large capitalisation in-
dices' lowest weighted component. For the low variance components, the small
and large capitalisation index returns had variances of a similar order of mag-
nitude.
Figure 5.16 showed that, unlike Janse van Rensburg et al (in press), the
small capitalisation indices did not always have a lower weight assigned to their
high variance component than the large capitalisation indices. The weights
actually changed over time. In the case of the equally weighted indices and
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.20272 0.00077 1299 0.08481 0.09210 0.10551
1996-2000 0.19749 0.00077 1299 0.08461 0.09026 0.10076
1997-2001 0.20819 0.00077 1299 0.08542 0.09173 0.10563
1998-2002 0.13514 0.00077 1299 0.08564 0.09154 0.10492
1999-2003 0.11373 0.00385 1299 0.08615 0.09222 0.10615
2000-2004 0.11754 0.00077 1299 0.08690 0.09271 0.10360
2001-2005 0.09854 0.01615 1299 0.08506 0.09040 0.10297
Value
1995-1999 0.14024 0.00077 1299 0.08555 0.09137 0.10357
1996-2000 0.13491 0.00077 1299 0.08514 0.09135 0.10266
1997-2001 0.26671 0.00077 1299 0.08738 0.09284 0.10653
1998-2002 0.17010 0.00077 1299 0.08545 0.09150 0.10264
1999-2003 0.15698 0.00077 1299 0.08697 0.09320 0.10681
2000-2004 0.14383 0.00077 1299 0.08725 0.09487 0.10725
2001-2005 0.13594 0.00077 1299 0.08665 0.09292 0.10466
Inverse-log
1995-1999 0.19029 0.00077 1299 0.08557 0.09076 0.10536
1996-2000 0.19031 0.00077 1299 0.08473 0.09156 0.10086
1997-2001 0.22478 0.00077 1299 0.08529 0.09297 0.10708
1998-2002 0.14711 0.00077 1299 0.08489 0.09165 0.10454
1999-2003 0.12453 0.00154 1299 0.08584 0.09174 0.10635
2000-2004 0.11017 0.00846 1299 0.08667 0.09286 0.10776
2001-2005 0.10322 0.00923 1299 0.08571 0.09156 0.10145
Table 5.18: Kuiper test: Normal distribution ﬁtted to the large cap. index
returns.
inverse-log weighted indices, or log weighted indices, the changes in the large
capitalisation models' weights were mirrored by that of the small capitalisation
models' weights. No discernible pattern was visible in the weights of the value
weighted indices.
5.5 Goodness of ﬁt
The Kuiper test rejected the normal distribution, at the ninety-ﬁve percent level
of conﬁdence, for each large capitalisation index return series, Table 5.18. Six-
teen of the large capitalisation indices achieved their minimal p-values, given
the number of bootstrap replications. For all of the small capitalisation index
returns, Table 5.19, the bootstrapped Kuiper test achieved the smallest attain-
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.32315 0.00077 1299 0.08575 0.09240 0.10740
1996-2000 0.28056 0.00077 1299 0.08682 0.09277 0.10741
1997-2001 0.31528 0.00077 1299 0.08579 0.09413 0.10705
1998-2002 0.26055 0.00077 1299 0.08570 0.09325 0.10566
1999-2003 0.21217 0.00077 1299 0.08619 0.09339 0.10638
2000-2004 1.10211 0.00077 1299 0.08479 0.09092 0.10124
2001-2005 1.13391 0.00077 1299 0.08514 0.09168 0.10448
Value
1995-1999 0.25144 0.00077 1299 0.08568 0.09286 0.10528
1996-2000 0.31691 0.00077 1299 0.08666 0.09243 0.10392
1997-2001 0.17328 0.00077 1299 0.08571 0.09112 0.10260
1998-2002 0.26870 0.00077 1299 0.08594 0.09336 0.10556
1999-2003 0.22849 0.00077 1299 0.08655 0.09323 0.10581
2000-2004 0.36690 0.00077 1299 0.08467 0.09141 0.10102
2001-2005 1.22274 0.00077 1299 0.08716 0.09415 0.10493
Log
1995-1999 0.37081 0.00077 1299 0.08644 0.09287 0.10581
1996-2000 0.32372 0.00077 1299 0.08447 0.09022 0.10192
1997-2001 0.34926 0.00077 1299 0.08543 0.09147 0.10460
1998-2002 0.32011 0.00077 1299 0.08571 0.09108 0.10216
1999-2003 0.25339 0.00077 1299 0.08696 0.09407 0.10891
2000-2004 0.24245 0.00077 1299 0.08658 0.09210 0.10438
2001-2005 1.14168 0.00077 1299 0.08537 0.09142 0.10431
Table 5.19: Kuiper test: Normal distribution ﬁtted to the small cap. index
returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.02258 0.00077 1299 0.01072 0.01281 0.01572
1996-2000 0.02701 0.00077 1299 0.01100 0.01262 0.01613
1997-2001 0.05139 0.00077 1299 0.01412 0.01641 0.02143
1998-2002 0.03506 0.00077 1299 0.01272 0.01446 0.01962
1999-2003 0.03257 0.00077 1299 0.01127 0.01338 0.01706
2000-2004 0.03253 0.00077 1299 0.01066 0.01293 0.01751
2001-2005 0.02060 0.00154 1299 0.01036 0.01193 0.01645
Value
1995-1999 0.01569 0.01308 1299 0.00985 0.01197 0.01605
1996-2000 0.01956 0.00231 1299 0.01067 0.01276 0.01589
1997-2001 0.07944 0.00077 1299 0.01870 0.02183 0.02673
1998-2002 0.04905 0.00077 1299 0.01560 0.01869 0.02428
1999-2003 0.03275 0.00154 1299 0.01538 0.01808 0.02408
2000-2004 0.03622 0.00077 1299 0.01380 0.01610 0.02001
2001-2005 0.02978 0.00154 1299 0.01356 0.01579 0.01949
Inverse-log
1995-1999 0.02119 0.00077 1299 0.01027 0.01222 0.01520
1996-2000 0.02352 0.00077 1299 0.01067 0.01297 0.01711
1997-2001 0.05698 0.00077 1299 0.01474 0.01690 0.02248
1998-2002 0.03565 0.00077 1299 0.01267 0.01518 0.01917
1999-2003 0.02932 0.00077 1299 0.01206 0.01428 0.01858
2000-2004 0.03274 0.00077 1299 0.01123 0.01305 0.01697
2001-2005 0.02184 0.00154 1299 0.01099 0.01300 0.01679
Table 5.20: Bi-Caudal CVaR test: Normal distribution ﬁtted to the large cap.
index returns.
able p-value. This provided strong evidence against the claim that the index
returns, whether from large capitalisation or small capitalisation portfolios, were
normally distributed.
At the ﬁve percent level of signiﬁcance, the Bi-Caudal CVaR test, Table 5.20,
led to a rejection of the normal distribution for all of the large capitalisation
indices. Even at the ninety-nine percent level of conﬁdence, only the value
weighted large capitalisation index, formed at the beginning of 1995, failed to
reject the normal distribution. By Table 5.21, the normal distribution was
rejected, at all conventional levels of signiﬁcance, for every small capitalisation
index except the value weighted portfolio, created the ﬁrst week of 1996.
For the two-component scale mixtures, Table 5.22, the Kuiper test rejected
the null hypothesis for four of the large capitalisation indices, at the ninety
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.06149 0.00077 1299 0.01921 0.02292 0.03034
1996-2000 0.04310 0.00231 1299 0.02063 0.02346 0.03210
1997-2001 0.04600 0.00154 1299 0.02216 0.02618 0.03424
1998-2002 0.02758 0.00308 1299 0.01575 0.01826 0.02461
1999-2003 0.02162 0.00846 1299 0.01391 0.01622 0.02061
2000-2004 0.04797 0.00077 1299 0.01734 0.01975 0.02518
2001-2005 0.06445 0.00077 1299 0.02061 0.02407 0.03297
Value
1995-1999 0.04784 0.00077 1299 0.01906 0.02215 0.02846
1996-2000 0.02860 0.10615 1299 0.02951 0.03454 0.04425
1997-2001 0.04631 0.00308 1299 0.02245 0.02624 0.03636
1998-2002 0.09876 0.00077 1299 0.02805 0.03304 0.04350
1999-2003 0.07807 0.00077 1299 0.02299 0.02744 0.03716
2000-2004 0.06450 0.00077 1299 0.02901 0.03460 0.04672
2001-2005 0.07544 0.00077 1299 0.03883 0.04452 0.05903
Log
1995-1999 0.07183 0.00077 1299 0.02176 0.02549 0.03604
1996-2000 0.05608 0.00077 1299 0.02141 0.02485 0.03187
1997-2001 0.04638 0.00077 1299 0.02232 0.02707 0.03509
1998-2002 0.03985 0.00077 1299 0.01608 0.01913 0.02673
1999-2003 0.03017 0.00154 1299 0.01401 0.01673 0.02148
2000-2004 0.04845 0.00077 1299 0.01633 0.01948 0.02567
2001-2005 0.05966 0.00077 1299 0.02079 0.02422 0.03110
Table 5.21: Bi-Caudal CVaR test: Normal distribution ﬁtted to the small cap.
index returns.
CHAPTER 5. RESULTS PRIOR TO RISK ADJUSTMENT 82
Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.05265 0.84077 1299 0.09209 0.10035 0.11736
1996-2000 0.07045 0.35923 1299 0.08870 0.09690 0.11832
1997-2001 0.09886 0.04462 1299 0.08981 0.09776 0.11805
1998-2002 0.08096 0.12692 1299 0.08316 0.09094 0.10079
1999-2003 0.06229 0.55462 1299 0.08354 0.09083 0.10768
2000-2004 0.08275 0.11077 1299 0.08423 0.09096 0.10544
2001-2005 0.05763 0.65385 1299 0.08192 0.08798 0.10232
Value
1995-1999 0.07016 0.30231 1299 0.08549 0.09224 0.10972
1996-2000 0.06384 0.46308 1299 0.08244 0.08946 0.10575
1997-2001 0.10560 0.03615 1299 0.09392 0.10248 0.12423
1998-2002 0.08316 0.14231 1299 0.08773 0.09459 0.10917
1999-2003 0.06638 0.50385 1299 0.08732 0.09368 0.10648
2000-2004 0.09079 0.06077 1299 0.08550 0.09299 0.10806
2001-2005 0.07859 0.20923 1299 0.08581 0.09204 0.10254
Inverse-log
1995-1999 0.05879 0.64231 1299 0.08975 0.09849 0.11738
1996-2000 0.05920 0.62923 1299 0.08885 0.09612 0.11400
1997-2001 0.09397 0.08615 1299 0.09116 0.10196 0.11949
1998-2002 0.07908 0.15154 1299 0.08304 0.09004 0.10455
1999-2003 0.06446 0.49846 1299 0.08232 0.08856 0.10635
2000-2004 0.08148 0.11615 1299 0.08303 0.08933 0.10110
2001-2005 0.05682 0.69923 1299 0.08292 0.09019 0.10502
Table 5.22: Kuiper test: Two-component scale mixture ﬁtted to the large cap.
index returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.09725 0.14154 1299 0.10262 0.11299 0.13648
1996-2000 0.09195 0.16000 1299 0.09821 0.10796 0.12499
1997-2001 0.06726 0.64538 1299 0.10355 0.11862 0.14158
1998-2002 0.05668 0.82769 1299 0.09878 0.10939 0.13016
1999-2003 0.10973 0.00923 1299 0.08798 0.09460 0.10776
2000-2004 1.01978 0.00077 1299 0.09675 0.10456 0.12100
2001-2005 1.01855 0.00077 1299 0.10730 0.12078 0.14883
Value
1995-1999 0.07630 0.34462 1299 0.09560 0.10363 0.12564
1996-2000 0.06832 0.61923 1299 0.10437 0.11607 0.14852
1997-2001 0.05595 0.75462 1299 0.08863 0.09570 0.11621
1998-2002 0.11407 0.02308 1299 0.09359 0.10509 0.12231
1999-2003 0.10284 0.03615 1299 0.09095 0.09924 0.11476
2000-2004 0.14414 0.00692 1299 0.10619 0.11842 0.13895
2001-2005 1.03962 0.00077 1299 0.12224 0.13883 0.17491
Log
1995-1999 0.10689 0.15538 1299 0.11613 0.13058 0.16154
1996-2000 0.10082 0.10231 1299 0.10163 0.11190 0.13535
1997-2001 0.07486 0.49923 1299 0.10762 0.12373 0.15038
1998-2002 0.08169 0.35308 1299 0.10926 0.12418 0.14729
1999-2003 0.07482 0.35846 1299 0.09677 0.10692 0.12507
2000-2004 0.08000 0.26462 1299 0.09350 0.10330 0.12724
2001-2005 1.01766 0.00077 1299 0.11056 0.12302 0.15013
Table 5.23: Kuiper test: Two-component scale mixture ﬁtted to the small cap.
index returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.02258 0.05923 1299 0.01923 0.02327 0.02997
1996-2000 0.02701 0.01846 1299 0.01902 0.02292 0.02863
1997-2001 0.05139 0.01000 1299 0.03323 0.03980 0.05102
1998-2002 0.03506 0.01769 1299 0.02384 0.02855 0.03903
1999-2003 0.03257 0.01385 1299 0.02048 0.02470 0.03439
2000-2004 0.03253 0.01077 1299 0.02105 0.02535 0.03323
2001-2005 0.02060 0.05846 1299 0.01816 0.02157 0.02844
Value
1995-1999 0.00901 0.32000 1299 0.01459 0.01713 0.02234
1996-2000 0.01955 0.07308 1299 0.01793 0.02192 0.02984
1997-2001 0.07943 0.04538 1299 0.06529 0.07757 0.10375
1998-2002 0.04905 0.06846 1299 0.04338 0.05363 0.07140
1999-2003 0.03275 0.16000 1299 0.03941 0.04851 0.06315
2000-2004 0.03622 0.10385 1299 0.03680 0.04728 0.06893
2001-2005 0.02978 0.17385 1299 0.03729 0.04741 0.06791
Inverse-log
1995-1999 0.01873 0.08231 1299 0.01760 0.02084 0.02855
1996-2000 0.02352 0.02846 1299 0.01812 0.02165 0.02752
1997-2001 0.05698 0.02615 1299 0.04158 0.04833 0.06492
1998-2002 0.03565 0.02538 1299 0.02714 0.03109 0.04070
1999-2003 0.02932 0.03923 1299 0.02339 0.02812 0.03530
2000-2004 0.03274 0.01769 1299 0.02202 0.02706 0.03552
2001-2005 0.02184 0.06462 1299 0.01924 0.02290 0.03010
Table 5.24: Bi-Caudal CVaR test: Two-component scale mixture ﬁtted to the
large cap. index returns.
percent level of conﬁdence. Of those four index return series, only two were
rejected at the ﬁve percent level of signiﬁcance.
The Kuiper test for the small capitalisation indices produced mixed results,
Table 5.23. Eight of the twenty-one portfolios led to a rejection of the two-
component scale mixture null, at the ninety-ﬁve percent level of conﬁdence.
The majority of these were from the equally weighted and value weighted port-
folios, with only one coming from the log weighted set of indices. Four of the
indices resulted in p-values equal to their minimum attainable level. There also
appeared to be a tendency for portfolios covering the year 2003 to produce the
worst ﬁt.
Table 5.24 summarised the results of the Bi-Caudal CVaR test, applied to
the two-component scale mixtures ﬁtted to the large capitalisation indices. The
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.06149 0.19615 1299 0.08033 0.09720 0.13330
1996-2000 0.04310 0.39154 1299 0.08349 0.10079 0.13848
1997-2001 0.04600 0.38615 1299 0.08483 0.10254 0.14328
1998-2002 0.02758 0.37846 1299 0.05269 0.06498 0.07829
1999-2003 0.00927 0.67154 1299 0.03594 0.04409 0.05806
2000-2004 0.02421 0.22154 1299 0.03270 0.04066 0.05288
2001-2005 0.06445 0.03769 1299 0.05170 0.06114 0.07876
Value
1995-1999 0.03804 0.24615 1299 0.05219 0.06119 0.08622
1996-2000 0.02860 0.70077 1299 0.12641 0.15447 0.23069
1997-2001 0.02032 0.41308 1299 0.03867 0.04576 0.05948
1998-2002 0.09875 0.14692 1299 0.10973 0.13283 0.18836
1999-2003 0.07807 0.09538 1299 0.07682 0.09243 0.11626
2000-2004 0.06450 0.36769 1299 0.12384 0.15278 0.19238
2001-2005 0.07543 0.47615 1299 0.17756 0.21157 0.28321
Log
1995-1999 0.07183 0.22538 1299 0.09844 0.11727 0.15215
1996-2000 0.05608 0.30462 1299 0.09137 0.11138 0.14612
1997-2001 0.04638 0.42000 1299 0.09489 0.11849 0.16038
1998-2002 0.03985 0.24308 1299 0.05607 0.06605 0.08869
1999-2003 0.01259 0.44846 1299 0.02701 0.03189 0.04326
2000-2004 0.02832 0.17846 1299 0.03477 0.04162 0.05508
2001-2005 0.05577 0.04000 1299 0.04613 0.05264 0.07129
Table 5.25: Bi-Caudal CVaR test: Two-component scale mixture ﬁtted to the
small cap. index returns.
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Distribution tested Kuiper Bi-Caudal CVaR
α ≤ 5% α ≤ 10% α ≤ 5% α ≤ 10%
Normal
Large capitalisation 21/21 21/21 21/21 21/21
Small capitalisation 21/21 21/21 20/21 20/21
2-Component Scale Mixture
Large capitalisation 2/21 4/21 11/21 17/21
Small capitalisation 8/21 8/21 2/21 3/21
Table 5.26: Proportion of indices rejecting the null distribution, with signiﬁcance
α.
test failed to reject the null, at the ninety percent level of conﬁdence, for only
four of the large capitalisation return series. With eleven large capitalisation
indices achieving p-values below ﬁve percent, the scale mixture produced a poor
ﬁt to the tails of the data.
For the small capitalisation index returns, Table 5.25, the test failed to reject,
at the ten percent level of signiﬁcance, the scale-mixture null for all but three
of the indices. This indicated that the two-component scale mixture provided
an adequate ﬁt for the majority of the small capitalisation index returns.
Goodness of ﬁt test results were summarised in Table 5.26. The scale-
mixture clearly outperformed the normal distribution and, by the Kuiper test,
provided an adequate ﬁt to the majority of indices. In the case of the large
capitalisation returns, the tail ﬁt of the scale mixture was a cause for concern.
5.6 Comparison of the large capitalisation and
small capitalisation index returns
Bootstrap conﬁdence intervals for the diﬀerence in the mean return between the
small and large capitalisation indices were tabulated in Table 5.27. Since all of
the lower conﬁdence limits (LCL) were negative and all of the upper conﬁdence
limits (UCL) were positive, every interval covered zero. Therefore, for both
the lowest weighted and highest weighted components, there was insigniﬁcant
statistical evidence, at the ninety-ﬁve percent level of conﬁdence, to support
the claim that the small and large capitalisation indices had diﬀerent average
weekly returns.
Conﬁdence intervals around the F-test, where the component variance of the
small capitalisation index was divided by the component variance of the large
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Index Lowest-weighted component Highest-weighted component
LCL Original UCL LCL Original UCL
Equal
1995-1999 −0.012 0.002 0.010 −0.009 0.002 0.008
1996-2000 −0.014 0.000 0.014 −0.009 0.000 0.009
1997-2001 −0.012 0.000 0.013 −0.010 0.000 0.011
1998-2002 −0.011 0.001 0.010 −0.008 0.001 0.009
1999-2003 −0.010 0.001 0.009 −0.007 0.001 0.007
2000-2004 −0.012 0.004 0.008 −0.008 0.004 0.008
2001-2005 −0.015 0.005 0.009 −0.009 0.005 0.009
Value
1995-1999 −0.010 0.004 0.007 −0.009 0.004 0.007
1996-2000 −0.014 −0.002 0.021 −0.011 −0.002 0.013
1997-2001 −0.013 0.000 0.013 −0.011 0.000 0.012
1998-2002 −0.084 0.004 0.024 −0.012 0.004 0.014
1999-2003 −0.014 −0.003 0.017 −0.011 −0.003 0.012
2000-2004 −0.077 0.006 0.025 −0.012 0.006 0.012
2001-2005 −0.062 0.007 0.025 −0.014 0.007 0.016
Log / Inverse-Log
1995-1999 −0.012 0.001 0.010 −0.010 0.001 0.009
1996-2000 −0.015 −0.001 0.016 −0.009 −0.001 0.010
1997-2001 −0.013 0.000 0.013 −0.011 0.000 0.011
1998-2002 −0.010 0.001 0.010 −0.008 0.001 0.009
1999-2003 −0.009 0.000 0.008 −0.008 0.000 0.007
2000-2004 −0.013 0.005 0.008 −0.008 0.005 0.008
2001-2005 −0.013 0.004 0.011 −0.009 0.004 0.010
Table 5.27: 95% bootstrap conﬁdence interval for the diﬀerence between the
component means of the two-component scale mixtures ﬁtted to the small and
large capitalisation index returns. The test was based on 599 bootstrap samples.
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Years Lowest-weighted component Highest-weighted component
LCL Original UCL LCL Original UCL
Equal
1995-1999 6.319 20.460 163.874 0.627 4.271 6.943
1996-2000 4.274 40.734 797.903 0.678 4.801 7.842
1997-2001 2.433 7.888 19.360 1.182 1.681 2.669
1998-2002 0.908 2.747 26.039 0.411 0.726 1.166
1999-2003 0.756 2.729 40.525 0.542 1.319 2.310
2000-2004 0.720 1.897 13.122 0.513 0.861 1.505
2001-2005 2.227 4.877 88.726 0.398 1.049 1.908
Value
1995-1999 3.924 8.517 167.131 0.403 3.618 4.720
1996-2000 11.913 68.168 873.635 1.232 4.519 8.202
1997-2001 0.025 0.314 1.170 0.580 0.986 5.905
1998-2002 0.194 11.169 105.753 1.779 2.441 3.453
1999-2003 0.801 2.938 17.751 1.439 1.976 2.826
2000-2004 0.488 1.867 4264.265 1.074 1.448 2.160
2001-2005 0.821 3.917 3275.822 1.391 1.853 2.713
Log / Inverse-Log
1995-1999 8.891 26.655 490.306 0.440 4.054 6.393
1996-2000 2.110 51.062 879.237 0.651 4.428 7.025
1997-2001 1.863 6.522 17.725 1.071 1.493 2.250
1998-2002 1.017 2.407 9.135 0.361 0.562 0.928
1999-2003 0.510 1.150 3.672 0.271 0.511 0.924
2000-2004 0.670 1.826 25.522 0.421 0.779 1.417
2001-2005 1.709 4.140 66.415 0.319 0.774 1.368
Table 5.28: 95% bootstrap conﬁdence interval for F-statistic comparing the
component variances of the two-component scale mixtures ﬁtted to the small
and large capitalisation returns. The test was based on 599 bootstrap samples.
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capitalisation index, were reported in Table 5.28. Results for the ratio of the
variance estimates of the lowest weighted components did not follow a clear
pattern. Nine of the intervals covered one, one interval was completely below
one and the rest were all above one. For the highest weighted components,
twelve of the intervals covered one and two intervals were entirely below one.
Figures 5.16 to 5.18 showed overlap between eight of the ninety-ﬁve per-
cent conﬁdence regions, for the two-component scale mixture models. Of the
non-overlapping regions, three suggested that the lower weighted component
standard deviations were equal and eight indicated that the higher weighted
component standard deviations were equal. Interpretation of these regions were,
however, subjective.
Ignoring the value weighted indices clariﬁed the results. By Table 5.28, for
the lowest weighted components, nine out of the fourteen intervals were entirely
above one, with the rest covering one. In the case of the highest weighted
component, ten intervals covered one, two were below one and two intervals
were entirely above one.
As was seen in Tables 5.16 and 5.17, the lowest weighted component always
corresponded to the component with the highest variance. This meant that for
the lowest weighted components, when the value weighted indices were excluded,
the majority of small capitalisation indices had a higher variance than the large
capitalisation indices. For most of the highest weighted components, ignoring
the value weighted indices, there was no signiﬁcant diﬀerence in the component
variances of the small and large capitalisation index return models.
In terms of a two-state model, where the low variance component corre-
sponded to periods when the index was not moved by abnormal information,
then the above suggested that small capitalisation and large capitalisation in-
dices were similarly volatile. During periods aﬀected by abnormal information,
represented by the high variance component, the small capitalisation indices
were generally more volatile than the large capitalisation indices. These results
were similar to the ﬁndings of Janse van Rensburg et al (in press).
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Figure 5.17: Conﬁdence region, under the two-component scale mixture, for the
large and small cap. equally weighted portfolios components' standard devia-
tion.
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Figure 5.18: Conﬁdence region, under the two-component scale mixture, for the
large and small cap. value weighted portfolios components' standard deviation.
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Figure 5.19: Conﬁdence region, under the two-component scale mixture, for the
large and small cap. inverse-log / log weighted portfolios components' standard
deviation.
Chapter 6
Results after risk adjustment
This chapter reviews risk adjustment, explaining two competing asset pricing
models, and then analyses the eﬀect of risk adjustment on the ﬁt of the normal
distribution and two-component scale mixture.
6.1 Risk adjustment
Howells and Bain (2002:164) explained that investors required a higher rate of
return in order to compensate them for holding risky assets. This implied a
positive relationship between risk and expected return, whereby higher risk was
associated with higher expected returns. The positive relationship, however,
complicated statements about the merits of an investment compared to other
investments. Since a higher return might be due to higher risk, the investment
was not necessarily of a better quality.
Factor models related portfolio returns to the returns' sensitivity to selected
variables, or factors (Alexander 2001:229). Classically, within the context of
economics, the variables represent risk factors. The simplest factor model was
the Capital Asset Pricing Model (CAPM), which posited a linear relationship
between a portfolio's returns and the portfolio's sensitivity to the market.
Speciﬁcally, the Sharpe-Lintner version of the CAPM (Fama & French 2004)
equation was
E [R] = Rf + β (E [RM ]−Rf )
where E [·] denoted statistical expectation, R was the portfolio return, RM was
the return on the market portfolio, Rf was the risk-free rate of return and
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β measured the sensitivity of R to the market premium, (E [RM ]−Rf ). This
model could be estimated ex post, using ordinary least squares (OLS) regression,
as
Rt −Rf, t = α+ β (RM, t −Rf, t) + εt
where t represented time. According to economic theory, the intercept should
equal zero (Fama & French 2004). The risk adjusted returns equalled (van
Rensburg & Robertson 2003)
αˆ+ εˆt = (Rt −Rf, t)− βˆ (RM, t −Rf, t)
where αˆ and βˆ were the OLS-estimated intercept and slope, respectively, and
εˆt was the regression residual at time t.
In their review of CAPM, Fama and French (2004) documented various
empirical failings of the model, ranging from problems with identifying the ap-
propriate market portfolio to the inability of CAPM to account for the higher
than expected returns earned by small ﬁrms and value ﬁrms. These ﬂaws,
in the CAPM, led Fama and French (Bundoo 2007) to develop a three-factor
model. The Fama-French three-factor (FF3F) model related returns to a size
premium and value premium, in addition to the CAPM market premium. The
size premium, known as the small-minus-big (SMB) factor, was calculated as
the diﬀerence in return between a portfolio representing all small capitalisation
ﬁrms and a portfolio representing all large capitalisation ﬁrms. The value pre-
mium, or high-minus-low (HML) factor, was determined as the diﬀerence in
return between a portfolio representing the universe of high book value ﬁrms
and a portfolio representing the universe of low book value ﬁrms.
Empirically, the FF3F-model was estimated via the OLS-regression equation
Rt −Rf, t = α+ β1 (RM, t −Rf, t) + β2SMBt + β3HMLt + εt
with β1, β2 and β3 quantifying the sensitivity of the portfolio, Rt, to the mar-
ket, size and value premia, respectively. The risk adjusted returns were then
determined as
αˆ+ εˆt = (Rt −Rf, t)− βˆ1 (RM, t −Rf, t)− βˆ2SMBt + βˆ3HMLt
where βˆ1, βˆ2 and βˆ3 were the OLS-estimated factor loadings.
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Years Mean Std. Deviation Skewness Excess Kurtosis
1995-1999 0.00270 0.00021 0.76629 0.72790
1996-2000 0.00261 0.00023 0.99683 1.53191
1997-2001 0.00246 0.00033 0.14944 0.30086
1998-2002 0.00237 0.00035 0.73584 0.40106
1999-2003 0.00217 0.00031 −0.05769 −0.85529
2000-2004 0.00198 0.00028 −0.01882 −0.93233
2001-2005 0.00179 0.00027 −0.02229 −1.36934
Table 6.1: Summary statistics: Risk free rate of return proxy
Years Mean Std. Deviation Skewness Excess Kurtosis
1995-1999 0.00119 0.04225 −0.49215 7.93605
1996-2000 0.00197 0.04570 −0.48250 5.57145
1997-2001 0.00149 0.05620 −1.08974 6.17808
1998-2002 0.00170 0.05908 −1.05585 5.02945
1999-2003 0.00183 0.05266 −1.20500 5.88292
2000-2004 −0.00087 0.05043 −1.29807 7.01056
2001-2005 0.00029 0.04798 −1.51993 8.94613
Table 6.2: Summary statistics: Market index returns
6.2 Data for the CAPM & Fama-French three-
factor model
Both the CAPM and the FF3F-model required an appropriate risk-free rate of
return and a market portfolio return. The risk free-rate was proxied by the yield
on government loan stock (South African Reserve Bank 2008), between three
and ﬁve years, since government bond data was not available to the researchers
for the period under study. A market-portfolio was formed, at time t, as the
value-weighted portfolio of all equities in the cleaned database at time t. The
market portfolio was re-weighted each period, with no adjustments for delisting
shares or thin trading.
Table 6.1 and 6.2 provided summary statistics for the risk free return proxy
and market portfolio, respectively. The loan stock's standard deviation was far
lower than that of the market portfolio. Contrary to expectations, the average
return on the risk free rate was higher than that of the market portfolio. This
pointed to possible issues with the choice of risk free rate or market portfolio.
In addition to the market portfolio and risk free rate of return, the FF3F-
model required calculation of the SMB and HML factors. Fama and French
(1995) calculated these factors by dividing their universe of shares into six parts,
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Figure 6.1: Division of the market to facilitate the calculation of the size and
value premia.
illustrated in Figure 6.1. First the market was divided into two groups by
classifying all shares with market capitalisation above the median as big (B)
and all shares with capitalisation below the median as small (S). Ordering all
shares by book value, the shares were divided into a low (L), middle (M) and
high (H) group. The low group consisted of the bottom thirty percent of shares,
ordered on book value, and had the lowest book market value. The high group
was made up out of the top thirty percent of shares, according to book value,
and had the highest book value. The middle group consisted of shares falling
between the high and low groups. This yielded six groups of shares, from which
Fama and French (1995) calculated the size premium as
SMB = 1/3 (SL+ SM+ SH)− 1/3 (BL+ BM+ BH)
and the value premium as
HML = 1/2 (BH+ SH)− 1/2 (BL+ SL)
where SL, SM, SH, BL, BM and BH denoted the returns from the small-low,
small-middle, small-high, big-low, big-middle and big-high groups, respectively.
Here, the six groups were determined from the shares for which book value
data was available and the size and value premia were calculated accordingly.
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Years αˆ p-val Market
(
βˆ
)
p-val R2
Equal
1995-1999 −0.00096 0.51852 0.60039 ≤ 10−6 0.53201
1996-2000 −0.00183 0.25006 0.55956 ≤ 10−6 0.50252
1997-2001 −0.00219 0.25801 0.62745 ≤ 10−6 0.56460
1998-2002 −0.00153 0.37470 0.51230 ≤ 10−6 0.54409
1999-2003 −0.00101 0.32378 0.64381 ≤ 10−6 0.81135
2000-2004 −0.00055 0.55436 0.63940 ≤ 10−6 0.82345
2001-2005 0.00100 0.25676 0.66150 ≤ 10−6 0.83499
Value
1995-1999 0.00050 0.71714 0.59426 ≤ 10−6 0.56335
1996-2000 0.00043 0.77247 0.59743 ≤ 10−6 0.57035
1997-2001 −0.00186 0.43898 0.84496 ≤ 10−6 0.60283
1998-2002 −0.00140 0.45287 0.70489 ≤ 10−6 0.65941
1999-2003 −0.00016 0.89972 0.84708 ≤ 10−6 0.82256
2000-2004 −0.00108 0.26237 0.85639 ≤ 10−6 0.88697
2001-2005 0.00008 0.92990 0.88156 ≤ 10−6 0.90530
Inverse-log
1995-1999 −0.00060 0.66984 0.59692 ≤ 10−6 0.55560
1996-2000 −0.00110 0.46914 0.56900 ≤ 10−6 0.53460
1997-2001 −0.00210 0.28326 0.68941 ≤ 10−6 0.60411
1998-2002 −0.00151 0.37071 0.55750 ≤ 10−6 0.59689
1999-2003 −0.00078 0.42396 0.68628 ≤ 10−6 0.84226
2000-2004 −0.00062 0.45452 0.67993 ≤ 10−6 0.86791
2001-2005 0.00086 0.27440 0.69702 ≤ 10−6 0.87672
Table 6.3: Regression summary for the CAPM ﬁtted to the large cap. indices'
weekly log returns.
6.3 CAPM adjusted returns
Tables 6.3 and 6.4 reported the regression results for estimating the CAPM
equation. The intercept term was insigniﬁcant for each series. For all of the
large capitalisation indices, the beta was highly signiﬁcant with values falling
between 0.5 and 0.9. For the small capitalisation indices the beta term tended
to be insigniﬁcant, at all conventional levels, and assumed values below 0.2.
By the coeﬃcient of determination, R2, the variance of the market portfolio
accounted for more than half of the variance in the large capitalisation returns.
In the case of small capitalisation indices, the market portfolio's return variance
accounted for less than three percent of the variance in the small capitalisation
returns.
Summary statistics for the large capitalisation indices' risk adjusted returns,
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Years αˆ p-val Market
(
βˆ
)
p-val R2
Equal
1995-1999 0.00081 0.83971 0.13532 0.15648 0.00780
1996-2000 −0.00225 0.59260 0.11790 0.20156 0.00634
1997-2001 −0.00234 0.59222 0.14592 0.06221 0.01347
1998-2002 −0.00042 0.89494 0.11645 0.03178 0.01781
1999-2003 −0.00071 0.80508 0.00464 0.93205 0.00003
2000-2004 0.00218 0.52884 0.02366 0.73057 0.00046
2001-2005 0.00474 0.25723 0.05409 0.53487 0.00150
Value
1995-1999 0.00360 0.35920 0.01886 0.83923 0.00016
1996-2000 −0.00208 0.73584 0.04671 0.72997 0.00046
1997-2001 −0.00273 0.54090 0.19364 0.01543 0.02261
1998-2002 0.00223 0.70294 0.19788 0.04720 0.01524
1999-2003 −0.00361 0.45974 −0.00215 0.98156 0.00000
2000-2004 0.00193 0.75406 −0.05210 0.67062 0.00070
2001-2005 0.00583 0.46348 0.18885 0.25566 0.00502
Log
1995-1999 0.00004 0.99291 0.16680 0.11419 0.00968
1996-2000 −0.00220 0.61887 0.14469 0.13620 0.00862
1997-2001 −0.00232 0.62105 0.14538 0.08250 0.01169
1998-2002 −0.00115 0.72921 0.09849 0.08161 0.01175
1999-2003 −0.00069 0.81647 0.00408 0.94217 0.00002
2000-2004 0.00207 0.53938 0.03087 0.64510 0.00083
2001-2005 0.00427 0.29992 0.02771 0.74693 0.00041
Table 6.4: Regression summary for the CAPM ﬁtted to the small cap. indices'
weekly log returns.
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Index Mean Std. Deviation Skewness Excess Kurtosis
Equal
1995-1999 0.00083 0.02381 −0.57116 15.38944
1996-2000 0.00043 0.02545 −0.18667 10.16794
1997-2001 −0.00033 0.03097 −0.31513 8.26662
1998-2002 0.00049 0.02770 −0.17674 4.43893
1999-2003 0.00094 0.01634 −1.28519 13.14625
2000-2004 −0.00039 0.01493 −1.56378 15.79439
2001-2005 0.00180 0.01412 1.27440 13.50046
Value
1995-1999 0.00230 0.02212 0.38881 14.75747
1996-2000 0.00266 0.02370 0.46050 12.85251
1997-2001 −0.00022 0.03855 −2.45840 23.87212
1998-2002 0.00050 0.02992 −0.80016 13.81973
1999-2003 0.00172 0.02071 2.10398 21.12777
2000-2004 −0.00154 0.01542 −0.37466 12.19695
2001-2005 0.00054 0.01369 −0.38204 12.55773
Inverse-log
1995-1999 0.00120 0.02257 −0.16385 15.66318
1996-2000 0.00115 0.02427 0.15894 10.92262
1997-2001 −0.00031 0.03137 −0.76391 12.02466
1998-2002 0.00049 0.02706 −0.05828 5.88387
1999-2003 0.00116 0.01563 −0.91515 14.13322
2000-2004 −0.00058 0.01338 −1.51531 11.65150
2001-2005 0.00160 0.01255 0.64769 6.51853
Table 6.5: Summary statistics for the large capitalisation indices' CAPM risk
adjusted returns
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Index Mean Std. Deviation Skewness Excess Kurtosis
Equal
1995-1999 0.00081 0.06453 −5.81390 60.12305
1996-2000 −0.00225 0.06748 −6.86314 82.85333
1997-2001 −0.00234 0.07020 −4.64307 46.91462
1998-2002 −0.00042 0.05108 −3.70426 35.38162
1999-2003 −0.00071 0.04587 0.06486 8.70701
2000-2004 0.00218 0.05548 0.45015 4.28724
2001-2005 0.00474 0.06699 2.18702 13.20730
Value
1995-1999 0.00360 0.06295 1.23304 10.42407
1996-2000 −0.00208 0.09907 −1.17720 47.20110
1997-2001 −0.00273 0.07156 −0.72449 4.99082
1998-2002 0.00223 0.09398 4.76859 41.19190
1999-2003 −0.00361 0.07840 2.82144 18.29652
2000-2004 0.00193 0.09892 6.34460 76.17962
2001-2005 0.00583 0.12758 1.75535 38.85413
Log
1995-1999 0.00004 0.07132 −6.32332 62.41806
1996-2000 −0.00220 0.07094 −6.20017 63.87509
1997-2001 −0.00232 0.07515 −5.55080 60.61661
1998-2002 −0.00115 0.05335 −4.75792 48.51857
1999-2003 −0.00069 0.04739 0.07526 9.06180
2000-2004 0.00207 0.05413 0.47625 4.95386
2001-2005 0.00427 0.06601 1.84184 11.99141
Table 6.6: Summary statistics for the small capitalisation indices' CAPM risk
adjusted returns
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 186.26084 0.00077 1299 2.88417 4.31569 7.79750
1996-2000 129.68242 0.00077 1299 2.74707 4.03656 6.73366
1997-2001 141.24924 0.00077 1299 3.05405 4.24224 8.65746
1998-2002 46.96206 0.00077 1299 2.81171 4.35980 7.50476
1999-2003 61.90556 0.00077 1299 3.39316 4.56845 7.75935
2000-2004 71.49455 0.00077 1299 3.30230 4.63628 8.81656
2001-2005 71.06371 0.00077 1299 2.96079 4.09836 7.69802
Value
1995-1999 156.02842 0.00077 1299 2.98310 4.34923 7.60885
1996-2000 145.06041 0.00077 1299 3.32652 4.60959 8.03686
1997-2001 370.26796 0.00077 1299 3.35402 4.58493 7.10780
1998-2002 164.95214 0.00077 1299 2.90026 4.46467 8.49537
1999-2003 219.86072 0.00077 1299 2.97883 4.38803 8.37383
2000-2004 81.32149 0.00077 1299 2.81413 4.14899 6.64213
2001-2005 74.55324 0.00077 1299 3.10793 4.46199 8.43018
Inverse-log
1995-1999 170.31794 0.00077 1299 2.91271 4.46291 8.22542
1996-2000 125.29266 0.00077 1299 3.36510 4.81945 8.10497
1997-2001 180.11715 0.00077 1299 2.84871 4.14958 7.58617
1998-2002 61.93088 0.00077 1299 3.00283 4.45162 7.87843
1999-2003 72.92626 0.00077 1299 3.06387 4.24486 7.03164
2000-2004 47.91452 0.00077 1299 3.22923 4.59349 8.25810
2001-2005 47.60873 0.00077 1299 3.00775 4.15496 8.37234
Table 6.7: Likelihood ratio test: Normal distribution against alternative of a
two-component scale mixture for the large cap. index CAPM risk adjusted
returns.
Table 6.5, showed a slight decrease in the standard deviation and skewness,
when compared to the unadjusted returns. The excess kurtosis was however far
larger. Mean return had stayed the same. For the small capitalisation indices,
Table 6.6, the risk adjusted returns were virtually unchanged from before the
CAPM-based adjustment.
A bootstrapped likelihood ratio test rejected the normal distribution in
favour of the two-component scale mixture for all of the risk adjusted returns,
Table 6.7 and 6.8. For each index, both large and small capitalisation indices,
the test resulted in a p-value equal to the lowest achievable bootstrap p-value.
Similarly, for both the large capitalisation indices and small capitalisation
indices, the Kuiper test rejected the normal distribution at all conventional
CHAPTER 6. RESULTS AFTER RISK ADJUSTMENT 102
Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 230.83633 0.00077 1299 2.97800 4.80018 7.62342
1996-2000 216.29811 0.00077 1299 2.87090 4.14983 7.56660
1997-2001 223.53560 0.00077 1299 2.86277 3.91450 7.76812
1998-2002 154.48602 0.00077 1299 2.85212 4.25243 7.15332
1999-2003 70.03166 0.00077 1299 3.09364 4.51164 8.82353
2000-2004 88.77808 0.00077 1299 3.16217 4.64569 8.35162
2001-2005 145.20971 0.00077 1299 3.11667 4.61675 8.50716
Value
1995-1999 120.60470 0.00077 1299 2.94315 4.49323 7.90890
1996-2000 257.85647 0.00077 1299 2.81160 4.10562 7.09951
1997-2001 46.61433 0.00077 1299 3.04309 4.25797 7.84835
1998-2002 179.28272 0.00077 1299 3.05097 4.44394 8.31267
1999-2003 116.70010 0.00077 1299 3.18286 4.25762 7.38179
2000-2004 252.45841 0.00077 1299 2.95582 4.16879 8.01414
2001-2005 319.59187 0.00077 1299 2.94478 4.16891 8.04698
Log
1995-1999 288.20800 0.00077 1299 3.01277 4.64449 8.23906
1996-2000 252.61870 0.00077 1299 2.90723 4.36340 8.39869
1997-2001 256.92595 0.00077 1299 3.10992 4.48325 7.99226
1998-2002 194.28847 0.00077 1299 3.29102 4.55372 7.59497
1999-2003 89.30172 0.00077 1299 3.02569 4.05135 7.12212
2000-2004 95.33265 0.00077 1299 3.29842 4.97361 8.87084
2001-2005 170.60793 0.00077 1299 2.95114 4.36893 7.01372
Table 6.8: Likelihood ratio test: Normal distribution against alternative of a
two-component scale mixture for the small cap. index CAPM risk adjusted
returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.30898 0.00077 1299 0.08612 0.09203 0.10419
1996-2000 0.25513 0.00077 1299 0.08637 0.09275 0.10156
1997-2001 0.28636 0.00077 1299 0.08452 0.09217 0.10972
1998-2002 0.15412 0.00077 1299 0.08447 0.08999 0.10185
1999-2003 0.12748 0.00077 1299 0.08586 0.09185 0.10527
2000-2004 0.13383 0.00077 1299 0.08528 0.09275 0.10541
2001-2005 0.16473 0.00077 1299 0.08602 0.09179 0.10123
Value
1995-1999 0.25725 0.00077 1299 0.08578 0.09120 0.09953
1996-2000 0.24820 0.00077 1299 0.08602 0.09306 0.10635
1997-2001 0.44412 0.00077 1299 0.08627 0.09190 0.10206
1998-2002 0.30409 0.00077 1299 0.08571 0.09067 0.10504
1999-2003 0.29603 0.00077 1299 0.08667 0.09247 0.10793
2000-2004 0.17005 0.00077 1299 0.08689 0.09394 0.10836
2001-2005 0.21591 0.00077 1299 0.08509 0.09085 0.10537
Inverse-log
1995-1999 0.29492 0.00077 1299 0.08505 0.09226 0.10408
1996-2000 0.24622 0.00077 1299 0.08623 0.09351 0.10784
1997-2001 0.31110 0.00077 1299 0.08673 0.09207 0.10784
1998-2002 0.17442 0.00077 1299 0.08577 0.09152 0.10292
1999-2003 0.15425 0.00077 1299 0.08525 0.09301 0.10558
2000-2004 0.12481 0.00077 1299 0.08735 0.09317 0.10521
2001-2005 0.15219 0.00077 1299 0.08620 0.09181 0.10138
Table 6.9: Kuiper test: Normal distribution ﬁtted to the large cap. CAPM risk
adjusted indices.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.31828 0.00077 1299 0.08587 0.09158 0.10299
1996-2000 0.28408 0.00077 1299 0.08602 0.09276 0.10567
1997-2001 0.30852 0.00077 1299 0.08513 0.09134 0.10739
1998-2002 0.26281 0.00077 1299 0.08511 0.09207 0.10611
1999-2003 0.21617 0.00077 1299 0.08638 0.09192 0.10561
2000-2004 0.23199 0.00077 1299 0.08620 0.09236 0.10736
2001-2005 0.29465 0.00077 1299 0.08685 0.09330 0.10861
Value
1995-1999 0.24848 0.00077 1299 0.08566 0.09070 0.10433
1996-2000 0.31424 0.00077 1299 0.08671 0.09301 0.10623
1997-2001 0.14502 0.00077 1299 0.08483 0.09139 0.10481
1998-2002 0.25256 0.00077 1299 0.08599 0.09274 0.10322
1999-2003 0.22882 0.00077 1299 0.08591 0.09273 0.10652
2000-2004 0.36705 0.00077 1299 0.08555 0.09411 0.10371
2001-2005 0.41786 0.00077 1299 0.08593 0.09158 0.10363
Log
1995-1999 0.36502 0.00077 1299 0.08585 0.09190 0.10520
1996-2000 0.32355 0.00077 1299 0.08538 0.09008 0.10739
1997-2001 0.33826 0.00077 1299 0.08546 0.09301 0.10693
1998-2002 0.31524 0.00077 1299 0.08691 0.09319 0.10833
1999-2003 0.25579 0.00077 1299 0.08585 0.09218 0.10293
2000-2004 0.23851 0.00077 1299 0.08573 0.09256 0.10482
2001-2005 0.32469 0.00077 1299 0.08521 0.09337 0.10504
Table 6.10: Kuiper test: Normal distribution ﬁtted to the small cap. CAPM
risk adjusted indices.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.11118 0.07154 1299 0.10486 0.11601 0.13657
1996-2000 0.12122 0.01923 1299 0.09643 0.10802 0.13199
1997-2001 0.12908 0.01769 1299 0.10180 0.11171 0.13300
1998-2002 0.09061 0.05231 1299 0.08430 0.09102 0.10971
1999-2003 0.04914 0.93000 1299 0.08734 0.09377 0.10632
2000-2004 0.05920 0.69923 1299 0.08616 0.09310 0.11024
2001-2005 0.07590 0.25846 1299 0.08854 0.09490 0.10608
Value
1995-1999 0.06866 0.54385 1299 0.10032 0.11309 0.13035
1996-2000 0.05872 0.78615 1299 0.09792 0.10918 0.13422
1997-2001 0.08920 0.46385 1299 0.14338 0.16107 0.19932
1998-2002 0.09934 0.11385 1299 0.10200 0.11122 0.13311
1999-2003 0.05802 0.81923 1299 0.10163 0.11309 0.14193
2000-2004 0.05817 0.73923 1299 0.08806 0.09646 0.11348
2001-2005 0.12267 0.00077 1299 0.08732 0.09541 0.10735
Inverse-log
1995-1999 0.08493 0.27077 1299 0.10174 0.11204 0.14066
1996-2000 0.08193 0.26308 1299 0.09588 0.10660 0.12358
1997-2001 0.10670 0.09615 1299 0.10518 0.11874 0.14967
1998-2002 0.08481 0.10846 1299 0.08595 0.09356 0.10547
1999-2003 0.06208 0.61154 1299 0.08703 0.09343 0.11058
2000-2004 0.07419 0.29846 1299 0.08649 0.09308 0.10884
2001-2005 0.07493 0.24615 1299 0.08539 0.09167 0.10566
Table 6.11: Kuiper test: Two-component scale mixture ﬁtted to the large cap.
CAPM risk adjusted indices.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.10207 0.09769 1299 0.10183 0.11204 0.13854
1996-2000 0.06595 0.62538 1299 0.09573 0.10551 0.12845
1997-2001 0.07854 0.35923 1299 0.10142 0.11278 0.13668
1998-2002 0.06118 0.70923 1299 0.10000 0.10785 0.12759
1999-2003 0.10559 0.01385 1299 0.08732 0.09505 0.10668
2000-2004 0.06545 0.52615 1299 0.09508 0.10392 0.12729
2001-2005 0.11828 0.03769 1299 0.10537 0.11403 0.14816
Value
1995-1999 0.07844 0.31077 1299 0.09541 0.10469 0.12866
1996-2000 0.06245 0.77923 1299 0.10407 0.11569 0.14592
1997-2001 0.04658 0.93692 1299 0.08737 0.09518 0.11881
1998-2002 0.09292 0.11846 1299 0.09525 0.10361 0.11997
1999-2003 0.10378 0.03308 1299 0.09240 0.09858 0.11607
2000-2004 0.16018 0.00385 1299 0.10890 0.12377 0.14676
2001-2005 0.12699 0.08231 1299 0.12116 0.13700 0.17553
Log
1995-1999 0.10942 0.11923 1299 0.11232 0.12684 0.16022
1996-2000 0.08803 0.21846 1299 0.10227 0.11387 0.13576
1997-2001 0.08460 0.31231 1299 0.10911 0.12076 0.14012
1998-2002 0.07450 0.45308 1299 0.11040 0.12294 0.14952
1999-2003 0.07364 0.38615 1299 0.09659 0.10670 0.12650
2000-2004 0.07761 0.31154 1299 0.09576 0.10579 0.12157
2001-2005 0.11385 0.09538 1299 0.11236 0.12487 0.15019
Table 6.12: Kuiper test: Two-component scale mixture ﬁtted to the small cap.
CAPM risk adjusted indices.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.01651 0.00154 1299 0.00716 0.00858 0.01143
1996-2000 0.01668 0.00077 1299 0.00731 0.00833 0.01144
1997-2001 0.02693 0.00077 1299 0.00946 0.01122 0.01524
1998-2002 0.01104 0.02769 1299 0.00814 0.00964 0.01287
1999-2003 0.00121 0.84923 1299 0.00489 0.00603 0.00777
2000-2004 0.00308 0.30462 1299 0.00449 0.00522 0.00697
2001-2005 0.00315 0.23846 1299 0.00416 0.00491 0.00655
Value
1995-1999 0.01543 0.00077 1299 0.00670 0.00757 0.01045
1996-2000 0.01626 0.00077 1299 0.00710 0.00860 0.01090
1997-2001 0.02761 0.00077 1299 0.01194 0.01380 0.01833
1998-2002 0.02286 0.00077 1299 0.00892 0.01039 0.01374
1999-2003 0.01258 0.00077 1299 0.00631 0.00727 0.00975
2000-2004 0.00514 0.07692 1299 0.00466 0.00563 0.00727
2001-2005 0.00534 0.03154 1299 0.00421 0.00490 0.00640
Inverse-log
1995-1999 0.01537 0.00077 1299 0.00675 0.00797 0.00982
1996-2000 0.01597 0.00154 1299 0.00710 0.00812 0.01088
1997-2001 0.02825 0.00077 1299 0.00984 0.01166 0.01517
1998-2002 0.01291 0.01000 1299 0.00822 0.00976 0.01284
1999-2003 0.00211 0.58538 1299 0.00472 0.00544 0.00702
2000-2004 0.00334 0.19538 1299 0.00414 0.00483 0.00626
2001-2005 0.00384 0.10000 1299 0.00383 0.00447 0.00566
Table 6.13: Bi-Caudal CVaR test: Normal distribution ﬁtted to the large cap.
CAPM risk adjusted indices.
levels of signiﬁcance, Table 6.9 and 6.10. The two-component scale mixtures
faired better. For the large capitalisation indices, Table 6.11, only six of the p-
values were below ten percent and seven were greater than ﬁfty percent. With
the small capitalisation indices, Table 6.12, seven of the portfolios had p-values
below ten percent. There were, however, only ﬁve portfolios attaining p-values
above the ﬁfty percent level.
The bootstrapped Bi-Caudal CVaR distance for the normal distribution,
ﬁtted to the large capitalisation CAPM risk adjusted returns, Tables 6.13, sup-
ported the general conclusion that the normal distribution produced a poor ﬁt
to the data. There were, however, ﬁve portfolios with p-values greater than ten
percent. Of those ﬁve, two had p-values in excess of ﬁfty percent, indicating a
good ﬁt in the tails of the distribution. Prior to the CAPM risk-adjustment,
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.05914 0.00077 1299 0.01925 0.02275 0.02754
1996-2000 0.04455 0.00077 1299 0.02062 0.02336 0.03054
1997-2001 0.04490 0.00154 1299 0.02265 0.02626 0.03442
1998-2002 0.02766 0.00308 1299 0.01561 0.01809 0.02359
1999-2003 0.02158 0.00846 1299 0.01381 0.01658 0.02056
2000-2004 0.04788 0.00077 1299 0.01725 0.02014 0.02610
2001-2005 0.06403 0.00077 1299 0.02015 0.02289 0.03159
Value
1995-1999 0.04757 0.00077 1299 0.01933 0.02233 0.02723
1996-2000 0.02845 0.11923 1299 0.03023 0.03524 0.04821
1997-2001 0.04286 0.00154 1299 0.02171 0.02484 0.03161
1998-2002 0.10060 0.00077 1299 0.02660 0.03068 0.04215
1999-2003 0.07799 0.00077 1299 0.02461 0.02858 0.03893
2000-2004 0.06468 0.00154 1299 0.03054 0.03592 0.04582
2001-2005 0.07617 0.00231 1299 0.03768 0.04418 0.05778
Log
1995-1999 0.06998 0.00077 1299 0.02068 0.02373 0.03103
1996-2000 0.05566 0.00077 1299 0.02104 0.02512 0.03224
1997-2001 0.04638 0.00077 1299 0.02267 0.02657 0.03462
1998-2002 0.04033 0.00077 1299 0.01656 0.01913 0.02427
1999-2003 0.03014 0.00077 1299 0.01425 0.01672 0.02168
2000-2004 0.04832 0.00077 1299 0.01666 0.01982 0.02500
2001-2005 0.05973 0.00077 1299 0.01925 0.02281 0.02872
Table 6.14: Bi-Caudal CVaR test: Normal distribution ﬁtted to the small cap.
CAPM risk adjusted indices.
only one large capitalisation index failed to reject the normal null, even at the
one percent level of signiﬁcance. CAPM risk-adjustment therefore led to more
normal-like tails for some of the large capitalisation indices.
The normal distribution was rejected, even at the ninety-nine percent level
of conﬁdence, for twenty of the twenty-one small capitalisation CAPM adjusted
return series, Table 6.14. Only the value weighted index, formed beginning 1996,
failed to reject the null and achieved a p-value of 11.923%.
Two-component scale mixture led to a marked increase in tail ﬁt for the large
capitalisation CAPM risk adjusted returns, Table 6.15. At all conventional levels
of signiﬁcance, the Bi-Caudal CVaR distance failed to reject the scale mixture
null for all of the CAPM risk adjusted large capitalisation indices. Ten of the
indices achieved a p-value above ﬁfty percent, indicating a good tail ﬁt. This
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.01619 0.30462 1299 0.02539 0.03057 0.03697
1996-2000 0.01563 0.27615 1299 0.02350 0.02812 0.03644
1997-2001 0.01175 0.44615 1299 0.02457 0.02981 0.03927
1998-2002 0.01088 0.34385 1299 0.01891 0.02258 0.03076
1999-2003 0.00036 0.98923 1299 0.01420 0.01729 0.02496
2000-2004 0.00308 0.64385 1299 0.01288 0.01541 0.02374
2001-2005 0.00315 0.64692 1299 0.01152 0.01445 0.02000
Value
1995-1999 0.00541 0.71077 1299 0.02266 0.02734 0.03516
1996-2000 0.00336 0.83231 1299 0.02345 0.02786 0.03669
1997-2001 0.02503 0.44538 1299 0.05234 0.06231 0.08212
1998-2002 0.01362 0.46308 1299 0.02957 0.03622 0.04648
1999-2003 0.01258 0.40462 1299 0.02534 0.03103 0.04167
2000-2004 0.00451 0.55077 1299 0.01327 0.01586 0.02190
2001-2005 0.00374 0.57308 1299 0.01151 0.01394 0.01853
Inverse-log
1995-1999 0.01185 0.40154 1299 0.02244 0.02696 0.03423
1996-2000 0.00840 0.48077 1299 0.01948 0.02284 0.02945
1997-2001 0.01632 0.35538 1299 0.02880 0.03421 0.04359
1998-2002 0.00970 0.40385 1299 0.01916 0.02334 0.03176
1999-2003 0.00211 0.80538 1299 0.01318 0.01615 0.02350
2000-2004 0.00334 0.53615 1299 0.01001 0.01261 0.01875
2001-2005 0.00185 0.72923 1299 0.00889 0.01025 0.01345
Table 6.15: Bi-Caudal CVaR test: Two-component scale mixture ﬁtted to the
large cap. CAPM risk adjusted indices.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.05914 0.20308 1299 0.07836 0.09967 0.13213
1996-2000 0.04455 0.36231 1299 0.08123 0.10099 0.14130
1997-2001 0.04490 0.38000 1299 0.08811 0.10711 0.14209
1998-2002 0.02766 0.37154 1299 0.05300 0.06201 0.08182
1999-2003 0.00901 0.66077 1299 0.03527 0.04186 0.05656
2000-2004 0.02427 0.25538 1299 0.03436 0.04091 0.05204
2001-2005 0.06403 0.02923 1299 0.04893 0.05867 0.08160
Value
1995-1999 0.03831 0.24615 1299 0.05266 0.06365 0.08175
1996-2000 0.02845 0.69154 1299 0.13488 0.15997 0.22192
1997-2001 0.01866 0.39615 1299 0.03563 0.04241 0.05657
1998-2002 0.10060 0.14462 1299 0.11578 0.14921 0.20581
1999-2003 0.07799 0.10077 1299 0.07803 0.09259 0.12079
2000-2004 0.06468 0.43615 1299 0.13292 0.15650 0.20656
2001-2005 0.07617 0.46077 1299 0.17088 0.20929 0.28968
Log
1995-1999 0.06998 0.22077 1299 0.09438 0.11389 0.15055
1996-2000 0.05566 0.31077 1299 0.09199 0.11266 0.15972
1997-2001 0.04638 0.42154 1299 0.09882 0.11822 0.14824
1998-2002 0.04033 0.23154 1299 0.05582 0.06785 0.08345
1999-2003 0.01257 0.44538 1299 0.02678 0.03203 0.04000
2000-2004 0.02814 0.17846 1299 0.03416 0.04104 0.05155
2001-2005 0.05555 0.05462 1299 0.04692 0.05608 0.07705
Table 6.16: Bi-Caudal CVaR test: Two-component scale mixture ﬁtted to the
small cap. CAPM risk adjusted indices.
was a signiﬁcant improvement over the tail ﬁt prior to risk adjustment.
Results for the Bi-Caudal CVaR distance, applied to the small capitalisation
CAPM risk adjusted returns, were recorded in Table 6.16. While there was
an improvement in tail ﬁt, when compared to the normal distribution, the ﬁt
was not exceptionally good. Two of the portfolios achieved p-values below ten
percent and only two had p-values above ﬁfty-percent.
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Years αˆ p-val Market p-val SMB p-val HML p-val Adj. R2
Equal
1995-1999 −0.001 0.527 0.607 ≤ 10−6 0.007 0.666 0.004 0.863 0.527
1996-2000 −0.002 0.260 0.572 ≤ 10−6 0.018 0.308 0.002 0.928 0.499
1997-2001 −0.002 0.260 0.636 ≤ 10−6 0.010 0.648 0.007 0.776 0.560
1998-2002 −0.001 0.408 0.541 ≤ 10−6 0.039 0.055 0.016 0.385 0.545
1999-2003 −0.001 0.331 0.643 ≤ 10−6 0.005 0.653 −0.013 0.225 0.810
2000-2004 −0.001 0.522 0.633 ≤ 10−6 0.001 0.933 −0.019 0.070 0.824
2001-2005 0.001 0.267 0.662 ≤ 10−6 0.004 0.712 −0.004 0.652 0.833
Value
1995-1999 0.000 0.723 0.601 ≤ 10−6 0.006 0.716 0.009 0.655 0.559
1996-2000 0.000 0.764 0.603 ≤ 10−6 0.008 0.632 0.002 0.910 0.566
1997-2001 −0.002 0.435 0.834 ≤ 10−6 −0.014 0.601 −0.004 0.896 0.599
1998-2002 −0.001 0.447 0.699 ≤ 10−6 −0.007 0.741 −0.005 0.782 0.656
1999-2003 0.000 0.875 0.833 ≤ 10−6 −0.021 0.138 −0.009 0.527 0.822
2000-2004 −0.001 0.275 0.840 ≤ 10−6 −0.029 0.006 −0.002 0.827 0.889
2001-2005 0.000 0.830 0.872 ≤ 10−6 −0.026 0.006 0.011 0.182 0.907
Inverse-Log
1995-1999 −0.001 0.675 0.604 ≤ 10−6 0.008 0.623 0.007 0.729 0.551
1996-2000 −0.001 0.485 0.581 ≤ 10−6 0.017 0.326 0.004 0.852 0.531
1997-2001 −0.002 0.285 0.693 ≤ 10−6 0.004 0.846 0.004 0.879 0.600
1998-2002 −0.001 0.397 0.579 ≤ 10−6 0.030 0.130 0.011 0.537 0.596
1999-2003 −0.001 0.428 0.683 ≤ 10−6 0.001 0.931 −0.013 0.228 0.841
2000-2004 −0.001 0.432 0.672 ≤ 10−6 −0.004 0.642 −0.016 0.088 0.868
2001-2005 0.001 0.275 0.696 ≤ 10−6 −0.001 0.903 −0.002 0.836 0.875
Table 6.17: Regression summary for FF3F model ﬁtted to the large cap. indices'
weekly log returns.
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Years αˆ p-val Market p-val SMB p-val HML p-val Adj. R2
Equal
1995-1999 0.001 0.834 0.154 0.139 0.022 0.638 0.015 0.810 −0.003
1996-2000 −0.002 0.592 0.128 0.201 0.026 0.576 −0.029 0.630 −0.002
1997-2001 −0.002 0.626 0.152 0.084 0.019 0.697 −0.032 0.580 0.004
1998-2002 0.000 0.924 0.153 0.012 0.066 0.080 −0.007 0.821 0.022
1999-2003 −0.001 0.802 0.003 0.956 −0.005 0.862 0.006 0.842 −0.011
2000-2004 0.002 0.521 0.004 0.952 −0.035 0.368 −0.002 0.963 −0.008
2001-2005 0.005 0.257 0.055 0.554 −0.005 0.917 0.008 0.846 −0.010
Value
1995-1999 0.004 0.361 0.096 0.344 0.075 0.094 0.095 0.108 0.004
1996-2000 −0.002 0.747 0.074 0.617 0.037 0.590 0.008 0.925 −0.010
1997-2001 −0.002 0.614 0.228 0.011 0.070 0.159 −0.060 0.302 0.028
1998-2002 0.002 0.680 0.254 0.024 0.105 0.131 −0.021 0.735 0.017
1999-2003 −0.004 0.460 0.006 0.956 −0.001 0.984 0.030 0.569 −0.010
2000-2004 0.002 0.726 −0.056 0.670 −0.054 0.437 0.066 0.344 −0.005
2001-2005 0.006 0.461 0.199 0.257 −0.007 0.938 0.036 0.656 −0.006
Inverse-Log
1995-1999 0.000 0.983 0.174 0.130 0.012 0.819 −0.003 0.966 −0.002
1996-2000 −0.002 0.615 0.152 0.149 0.026 0.601 −0.040 0.523 0.001
1997-2001 −0.002 0.647 0.148 0.117 0.012 0.821 −0.027 0.662 0.001
1998-2002 −0.001 0.752 0.130 0.042 0.055 0.164 −0.005 0.879 0.010
1999-2003 −0.001 0.812 0.000 0.994 −0.008 0.803 0.004 0.906 −0.011
2000-2004 0.002 0.535 0.010 0.885 −0.032 0.393 −0.009 0.815 −0.008
2001-2005 0.004 0.300 0.025 0.786 −0.005 0.907 0.000 0.994 −0.011
Table 6.18: Regression summary for FF3F model ﬁtted to the small cap. indices'
weekly log returns.
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6.4 Fama-French three-factor model risk adjusted
returns
Tables 6.17 and 6.18 summarised the regression estimates of the FF3F model.
For the large capitalisation indices, only the market premium appeared signiﬁ-
cant. Recalling Table 5.1, the small capitalisation indices had, for most of the
holding periods, outperformed the large capitalisation indices. This would im-
ply a positive size premium, to which the large capitalisation indices should be
negatively correlated. The estimated SMB-coeﬃcient was, however, positive for
nearly all of the large capitalisation indices. Similarly, the estimated relation-
ship between the small capitalisation indices' return and the size premium was
not consistently positive. This indicated possible problems relating to the small
size of the data from which the size and value premia were determined.
For the large capitalisation returns, the FF3F model had adjusted coeﬃcient
of determination values above forty-nine percent. With the small capitalisation
indices, the estimated FF3F model produced several negative adjusted coeﬃ-
cient of determination statistics. This indicated an extremely poor ﬁt.
The summary statistics for the FF3F risk adjusted returns, Tables 6.19 and
6.20, did not diﬀer much from the CAPM adjusted returns. This was expected,
since the insigniﬁcant size and value premia did not contribute much to the
model. The result was a model that was near identical to the CAPM.
The similarity between the FF3F adjusted returns and the CAPM adjusted
returns carried over into the likelihood ratio tests and goodness of ﬁt tests.
Table 6.21 showed that the likelihood ratio test rejected the null in favour of
the two-component scale mixture, for each large capitalisation index after risk
adjustment via the FF3F model. Indeed, each p-value was at its minimal attain-
able level. The small capitalisation FF3F adjusted returns also led to a rejection
of the normal null, in favour of the scale-mixture, with all tests achieving their
minimal bootstrap p-value, Table 6.22.
The Kuiper test rejected the null distribution for all of the large capital-
isation, Table 6.23, and small capitalisation, Table 6.24, FF3F risk adjusted
returns. Each test achieved the smallest possible bootstrap p-value, given the
number of bootstrap replications. For the two-component scale mixtures, Ta-
bles 6.25, ﬁve large capitalisation indices had p-values below ten percent. With
the small capitalisation FF3F risk adjusted returns, Table 6.26, six tests led to
p-values below ten percent. Also, only ﬁve of the small capitalisation FF3F risk
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Index Mean Std. Deviation Skewness Excess Kurtosis
Equal
1995-1999 0.00083 0.02380 −0.53563 15.44260
1996-2000 0.00043 0.02540 −0.13127 10.17020
1997-2001 −0.00033 0.03096 −0.30146 8.37046
1998-2002 0.00049 0.02750 −0.00815 4.33000
1999-2003 0.00094 0.01628 −1.30992 13.14272
2000-2004 −0.00039 0.01483 −1.59801 15.92226
2001-2005 0.00180 0.01411 1.23208 13.05280
Value
1995-1999 0.00230 0.02211 0.43068 15.00854
1996-2000 0.00266 0.02369 0.48713 12.94138
1997-2001 −0.00022 0.03853 −2.45165 23.47735
1998-2002 0.00050 0.02992 −0.81139 13.60983
1999-2003 0.00172 0.02061 2.20287 21.09762
2000-2004 −0.00154 0.01519 −0.26981 10.68738
2001-2005 0.00054 0.01346 −0.22997 11.13342
Inverse-log
1995-1999 0.00120 0.02256 −0.11718 15.84290
1996-2000 0.00115 0.02422 0.21275 10.99376
1997-2001 −0.00031 0.03137 −0.75932 12.13014
1998-2002 0.00049 0.02694 0.06622 5.90617
1999-2003 0.00116 0.01559 −0.92012 14.12340
2000-2004 −0.00058 0.01330 −1.51857 11.77064
2001-2005 0.00160 0.01255 0.65054 6.52102
Table 6.19: Summary statistics for the large capitalisation indices' FF3F risk
adjusted returns
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Index Mean Std. Deviation Skewness Excess Kurtosis
Equal
1995-1999 0.00081 0.06450 −5.83187 60.40180
1996-2000 −0.00225 0.06738 −6.89417 83.31763
1997-2001 −0.00234 0.07011 −4.66252 47.36862
1998-2002 −0.00042 0.05067 −3.80787 37.15581
1999-2003 −0.00071 0.04586 0.05876 8.71447
2000-2004 0.00218 0.05539 0.45437 4.27888
2001-2005 0.00474 0.06699 2.18731 13.21146
Value
1995-1999 0.00360 0.06247 1.26047 10.05973
1996-2000 −0.00208 0.09901 −1.16387 47.54322
1997-2001 −0.00273 0.07093 −0.64484 4.73745
1998-2002 0.00223 0.09336 4.77766 41.09729
1999-2003 −0.00361 0.07835 2.80792 18.20395
2000-2004 0.00193 0.09860 6.15727 73.31196
2001-2005 0.00583 0.12753 1.74996 38.86975
Log
1995-1999 0.00004 0.07131 −6.33323 62.53074
1996-2000 −0.00220 0.07080 −6.23124 64.23646
1997-2001 −0.00232 0.07510 −5.56721 60.96759
1998-2002 −0.00115 0.05309 −4.85510 50.13591
1999-2003 −0.00069 0.04738 0.07363 9.06648
2000-2004 0.00207 0.05405 0.48783 4.96477
2001-2005 0.00427 0.06600 1.84439 12.00269
Table 6.20: Summary statistics for the small capitalisation indices' FF3F risk
adjusted returns
CHAPTER 6. RESULTS AFTER RISK ADJUSTMENT 116
Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 185.17545 0.00077 1299 2.80054 4.18924 7.86190
1996-2000 128.71781 0.00077 1299 3.10884 4.15455 6.30693
1997-2001 141.38066 0.00077 1299 2.93106 4.32231 7.97454
1998-2002 44.88809 0.00077 1299 3.08342 4.63559 7.62038
1999-2003 60.88787 0.00077 1299 2.97640 4.13614 7.21927
2000-2004 71.11733 0.00077 1299 3.06826 4.36602 7.31429
2001-2005 69.48221 0.00077 1299 2.89096 4.31483 7.63480
Value
1995-1999 156.70311 0.00077 1299 3.07687 4.38490 8.03363
1996-2000 144.64886 0.00077 1299 3.08513 4.20003 7.39019
1997-2001 364.71938 0.00077 1299 3.25255 4.75298 8.11696
1998-2002 164.76922 0.00077 1299 3.04126 4.31482 7.60707
1999-2003 214.54811 0.00077 1299 3.26787 4.38518 8.84105
2000-2004 73.41006 0.00077 1299 3.15940 4.73824 7.12590
2001-2005 68.25816 0.00077 1299 3.13858 4.72609 8.38409
Inverse-log
1995-1999 169.44707 0.00077 1299 2.96115 4.09056 7.92220
1996-2000 125.09139 0.00077 1299 3.06302 4.29899 7.80187
1997-2001 180.82053 0.00077 1299 2.80960 4.41312 6.88439
1998-2002 60.25432 0.00077 1299 2.91857 4.28615 8.72784
1999-2003 72.81654 0.00077 1299 3.26427 4.46348 8.24461
2000-2004 48.22839 0.00077 1299 2.71872 4.26606 8.98486
2001-2005 47.52218 0.00077 1299 2.82924 4.28209 8.37584
Table 6.21: Likelihood ratio test: Normal distribution against alternative of
a two-component scale mixture for the large cap. index FF3F risk adjusted
returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 230.37927 0.00077 1299 2.87415 4.44092 7.44088
1996-2000 216.91225 0.00077 1299 3.06975 4.26390 6.39203
1997-2001 224.12661 0.00077 1299 3.12187 4.55172 7.47452
1998-2002 149.74477 0.00077 1299 2.90514 4.10425 7.29814
1999-2003 69.94211 0.00077 1299 2.88135 4.30442 7.63600
2000-2004 88.74175 0.00077 1299 3.21709 4.33014 7.51206
2001-2005 146.16447 0.00077 1299 2.86127 4.18145 7.48321
Value
1995-1999 113.05676 0.00077 1299 3.02158 4.20382 7.04946
1996-2000 258.02954 0.00077 1299 3.00236 4.24612 7.01013
1997-2001 38.87132 0.00077 1299 3.01656 4.54696 7.29236
1998-2002 179.95604 0.00077 1299 3.11441 4.26642 7.55719
1999-2003 116.35686 0.00077 1299 3.19230 4.72054 8.07525
2000-2004 242.61833 0.00077 1299 3.27155 4.66101 7.85177
2001-2005 320.65216 0.00077 1299 2.69525 3.89488 6.47063
Log
1995-1999 288.47328 0.00077 1299 2.71543 3.93777 7.23093
1996-2000 253.13939 0.00077 1299 2.83535 4.60172 8.24946
1997-2001 257.58136 0.00077 1299 2.75048 4.04724 7.24201
1998-2002 189.13869 0.00077 1299 2.99073 4.22870 8.05931
1999-2003 89.50963 0.00077 1299 3.27602 4.70573 7.18688
2000-2004 96.08750 0.00077 1299 2.86004 4.21976 7.52253
2001-2005 170.80578 0.00077 1299 3.23633 4.33729 7.01760
Table 6.22: Likelihood ratio test: Normal distribution against alternative of
a two-component scale mixture for the small cap. index FF3F risk adjusted
returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.30514 0.00077 1299 0.08570 0.09099 0.10315
1996-2000 0.25928 0.00077 1299 0.08472 0.09153 0.10251
1997-2001 0.28225 0.00077 1299 0.08679 0.09260 0.10540
1998-2002 0.15907 0.00077 1299 0.08658 0.09377 0.10711
1999-2003 0.12322 0.00154 1299 0.08553 0.09235 0.10559
2000-2004 0.13325 0.00077 1299 0.08624 0.09230 0.10787
2001-2005 0.15934 0.00077 1299 0.08678 0.09205 0.10858
Value
1995-1999 0.26209 0.00077 1299 0.08588 0.09282 0.10375
1996-2000 0.25259 0.00077 1299 0.08655 0.09230 0.10438
1997-2001 0.44509 0.00077 1299 0.08558 0.09328 0.10495
1998-2002 0.30530 0.00077 1299 0.08532 0.09312 0.10747
1999-2003 0.28427 0.00077 1299 0.08541 0.09198 0.10473
2000-2004 0.16928 0.00077 1299 0.08516 0.09078 0.10390
2001-2005 0.20389 0.00077 1299 0.08530 0.09232 0.10971
Inverse-log
1995-1999 0.29378 0.00077 1299 0.08548 0.09225 0.10378
1996-2000 0.25225 0.00077 1299 0.08757 0.09405 0.10406
1997-2001 0.30809 0.00077 1299 0.08498 0.09196 0.10292
1998-2002 0.18871 0.00077 1299 0.08534 0.09233 0.10780
1999-2003 0.15953 0.00077 1299 0.08653 0.09283 0.10316
2000-2004 0.12894 0.00077 1299 0.08609 0.09336 0.10426
2001-2005 0.15273 0.00077 1299 0.08527 0.09072 0.10162
Table 6.23: Kuiper test: Normal distribution ﬁtted to the large cap. index
FF3F risk adjusted returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.31951 0.00077 1299 0.08619 0.09234 0.10501
1996-2000 0.27560 0.00077 1299 0.08544 0.09211 0.10300
1997-2001 0.30047 0.00077 1299 0.08585 0.09178 0.10665
1998-2002 0.26132 0.00077 1299 0.08611 0.09372 0.10303
1999-2003 0.21715 0.00077 1299 0.08651 0.09085 0.10703
2000-2004 0.22943 0.00077 1299 0.08579 0.09349 0.10951
2001-2005 0.29570 0.00077 1299 0.08535 0.09010 0.10023
Value
1995-1999 0.25566 0.00077 1299 0.08496 0.09211 0.10689
1996-2000 0.32318 0.00077 1299 0.08545 0.09220 0.10726
1997-2001 0.14065 0.00077 1299 0.08693 0.09349 0.10488
1998-2002 0.27138 0.00077 1299 0.08635 0.09269 0.10799
1999-2003 0.22458 0.00077 1299 0.08598 0.09141 0.10259
2000-2004 0.34950 0.00077 1299 0.08573 0.09286 0.10414
2001-2005 0.42054 0.00077 1299 0.08554 0.09137 0.10823
Log
1995-1999 0.36325 0.00077 1299 0.08578 0.09055 0.10416
1996-2000 0.30961 0.00077 1299 0.08465 0.09220 0.10650
1997-2001 0.33549 0.00077 1299 0.08430 0.09121 0.10261
1998-2002 0.30188 0.00077 1299 0.08589 0.09246 0.10319
1999-2003 0.25676 0.00077 1299 0.08511 0.09128 0.10755
2000-2004 0.24424 0.00077 1299 0.08632 0.09257 0.10516
2001-2005 0.32486 0.00077 1299 0.08587 0.09272 0.10393
Table 6.24: Kuiper test: Normal distribution ﬁtted to the small cap. index
FF3F risk adjusted returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.11478 0.04077 1299 0.10112 0.11242 0.13539
1996-2000 0.11592 0.03154 1299 0.09505 0.10597 0.12793
1997-2001 0.13263 0.00923 1299 0.10133 0.11353 0.13097
1998-2002 0.08575 0.10231 1299 0.08581 0.09143 0.10815
1999-2003 0.04976 0.91846 1299 0.08641 0.09319 0.10843
2000-2004 0.05841 0.72308 1299 0.08588 0.09177 0.10459
2001-2005 0.07520 0.28154 1299 0.08499 0.09248 0.10760
Value
1995-1999 0.06842 0.55615 1299 0.09980 0.11005 0.13187
1996-2000 0.06316 0.65692 1299 0.09604 0.10711 0.13289
1997-2001 0.08748 0.46462 1299 0.14578 0.16351 0.19430
1998-2002 0.10067 0.12615 1299 0.10611 0.11804 0.13380
1999-2003 0.05359 0.90462 1299 0.10121 0.11167 0.13685
2000-2004 0.05799 0.75385 1299 0.08851 0.09537 0.10959
2001-2005 0.09132 0.05154 1299 0.08522 0.09154 0.10389
Inverse-log
1995-1999 0.09482 0.15077 1299 0.10103 0.11350 0.13633
1996-2000 0.08231 0.25692 1299 0.09824 0.10998 0.12633
1997-2001 0.10456 0.11385 1299 0.10749 0.11977 0.15092
1998-2002 0.09033 0.07231 1299 0.08743 0.09356 0.10446
1999-2003 0.06613 0.50769 1299 0.08737 0.09385 0.10653
2000-2004 0.07462 0.28615 1299 0.08604 0.09265 0.10788
2001-2005 0.07605 0.22538 1299 0.08596 0.09135 0.10317
Table 6.25: Kuiper test: Two-component scale mixture ﬁtted to the large cap.
index FF3F risk adjusted returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.10575 0.07615 1299 0.10149 0.11161 0.13859
1996-2000 0.06970 0.54077 1299 0.09669 0.10479 0.13086
1997-2001 0.06670 0.62000 1299 0.10330 0.11593 0.14254
1998-2002 0.05496 0.86923 1299 0.09665 0.10679 0.13084
1999-2003 0.10778 0.01308 1299 0.08862 0.09406 0.11049
2000-2004 0.07030 0.44923 1299 0.09563 0.10553 0.12529
2001-2005 0.11779 0.05923 1299 0.10564 0.12053 0.14620
Value
1995-1999 0.08785 0.16846 1299 0.09433 0.10331 0.12370
1996-2000 0.06635 0.63077 1299 0.10272 0.11612 0.14392
1997-2001 0.05185 0.81692 1299 0.08423 0.09304 0.10763
1998-2002 0.11159 0.02000 1299 0.09360 0.10055 0.12257
1999-2003 0.09008 0.11000 1299 0.09139 0.10022 0.11263
2000-2004 0.14207 0.01231 1299 0.10460 0.11803 0.14624
2001-2005 0.12281 0.09538 1299 0.12220 0.13978 0.17420
Log
1995-1999 0.10292 0.17077 1299 0.11390 0.12857 0.16108
1996-2000 0.09750 0.12462 1299 0.10239 0.11494 0.14078
1997-2001 0.08506 0.27692 1299 0.10519 0.11837 0.13955
1998-2002 0.07453 0.45923 1299 0.10658 0.11971 0.14718
1999-2003 0.07356 0.36769 1299 0.09890 0.10914 0.13131
2000-2004 0.07988 0.27308 1299 0.09650 0.10568 0.12524
2001-2005 0.11800 0.08846 1299 0.11541 0.12950 0.15390
Table 6.26: Kuiper test: Two-component scale mixture ﬁtted to the small cap.
index FF3F risk adjusted returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.01615 0.00077 1299 0.00727 0.00841 0.01062
1996-2000 0.01704 0.00077 1299 0.00779 0.00897 0.01173
1997-2001 0.02707 0.00077 1299 0.00928 0.01079 0.01479
1998-2002 0.01226 0.01308 1299 0.00846 0.00984 0.01264
1999-2003 0.00127 0.82385 1299 0.00500 0.00600 0.00732
2000-2004 0.00265 0.39462 1299 0.00451 0.00527 0.00649
2001-2005 0.00324 0.24000 1299 0.00429 0.00516 0.00649
Value
1995-1999 0.01573 0.00077 1299 0.00661 0.00788 0.01054
1996-2000 0.01599 0.00077 1299 0.00711 0.00822 0.01073
1997-2001 0.02796 0.00077 1299 0.01167 0.01344 0.01797
1998-2002 0.02315 0.00077 1299 0.00890 0.01077 0.01329
1999-2003 0.01330 0.00077 1299 0.00636 0.00726 0.00969
2000-2004 0.00515 0.05615 1299 0.00457 0.00529 0.00698
2001-2005 0.00526 0.03692 1299 0.00411 0.00482 0.00643
Inverse-log
1995-1999 0.01498 0.00154 1299 0.00674 0.00798 0.01027
1996-2000 0.01624 0.00077 1299 0.00703 0.00822 0.01098
1997-2001 0.02827 0.00077 1299 0.00929 0.01088 0.01456
1998-2002 0.01366 0.00615 1299 0.00804 0.00952 0.01248
1999-2003 0.00207 0.59462 1299 0.00473 0.00558 0.00774
2000-2004 0.00290 0.26769 1299 0.00396 0.00481 0.00608
2001-2005 0.00394 0.09077 1299 0.00386 0.00451 0.00597
Table 6.27: Bi-Caudal CVaR test: Normal distribution ﬁtted to the large cap.
index FF3F risk adjusted returns.
adjusted indices had p-values greater than ﬁfty percent.
Results for the Bi-Caudal CVaR test, applied to the normal distribution
ﬁtted to the large capitalisation FF3F adjusted returns, diﬀered only slightly
from the CAPM adjusted results. From Table 6.27, ﬁve the FF3F risk adjusted
large capitalisation portfolios failed to reject the claim of normality, at the ninety
percent level of signiﬁcance. Of these ﬁve portfolios, only two had p-values
above ﬁfty percent. The rest of the large capitalisation FF3F adjusted returns
all rejected the normal null, at the conventional levels of signiﬁcance.
By Bi-Caudal CVaR distance, Table 6.28, the normal distribution did not
provide an adequate ﬁt to the tails of the small capitalisation FF3F risk ad-
justed returns. Only one portfolio achieved a p-value higher than ten percent
and, at 13.154%, it did not indicate a good ﬁt. Additionally, several of the
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.05882 0.00077 1299 0.01955 0.02308 0.02917
1996-2000 0.04437 0.00077 1299 0.02025 0.02455 0.03277
1997-2001 0.04340 0.00077 1299 0.02102 0.02427 0.03101
1998-2002 0.02635 0.00538 1299 0.01522 0.01835 0.02347
1999-2003 0.02136 0.01154 1299 0.01387 0.01646 0.02186
2000-2004 0.04760 0.00077 1299 0.01660 0.02012 0.02582
2001-2005 0.06418 0.00077 1299 0.01952 0.02365 0.02987
Value
1995-1999 0.04603 0.00077 1299 0.01904 0.02257 0.02865
1996-2000 0.02796 0.13154 1299 0.03069 0.03659 0.04607
1997-2001 0.03892 0.00385 1299 0.02111 0.02510 0.03342
1998-2002 0.10292 0.00077 1299 0.02798 0.03340 0.04483
1999-2003 0.07786 0.00077 1299 0.02400 0.02880 0.03621
2000-2004 0.06459 0.00077 1299 0.02987 0.03490 0.04805
2001-2005 0.07577 0.00231 1299 0.03926 0.04606 0.06249
Log
1995-1999 0.07016 0.00077 1299 0.02152 0.02544 0.03161
1996-2000 0.05535 0.00077 1299 0.02106 0.02518 0.03287
1997-2001 0.04557 0.00154 1299 0.02301 0.02704 0.03582
1998-2002 0.03912 0.00077 1299 0.01581 0.01831 0.02449
1999-2003 0.02993 0.00231 1299 0.01433 0.01724 0.02209
2000-2004 0.04805 0.00077 1299 0.01689 0.02006 0.02722
2001-2005 0.05975 0.00077 1299 0.01936 0.02449 0.03128
Table 6.28: Bi-Caudal CVaR test: Normal distribution ﬁtted to the small cap.
index FF3F risk adjusted returns.
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.01611 0.28769 1299 0.02472 0.03035 0.04098
1996-2000 0.01420 0.31385 1299 0.02317 0.02728 0.03845
1997-2001 0.01186 0.44231 1299 0.02525 0.02961 0.03806
1998-2002 0.00785 0.46923 1299 0.01842 0.02210 0.03051
1999-2003 0.00035 0.99462 1299 0.01315 0.01605 0.02138
2000-2004 0.00265 0.69077 1299 0.01206 0.01590 0.02236
2001-2005 0.00324 0.64692 1299 0.01163 0.01447 0.01893
Value
1995-1999 0.00499 0.70538 1299 0.02287 0.02650 0.03420
1996-2000 0.00365 0.81000 1299 0.02367 0.02839 0.03951
1997-2001 0.02473 0.43385 1299 0.05262 0.06363 0.07629
1998-2002 0.01370 0.42385 1299 0.02852 0.03433 0.04445
1999-2003 0.01330 0.37462 1299 0.02736 0.03254 0.04299
2000-2004 0.00390 0.62538 1299 0.01259 0.01540 0.01949
2001-2005 0.00329 0.60846 1299 0.00996 0.01184 0.01483
Inverse-log
1995-1999 0.01187 0.38000 1299 0.02368 0.02741 0.03696
1996-2000 0.00856 0.46077 1299 0.01883 0.02278 0.02797
1997-2001 0.01639 0.35692 1299 0.02956 0.03458 0.04656
1998-2002 0.00685 0.58231 1299 0.01987 0.02296 0.02976
1999-2003 0.00207 0.78000 1299 0.01298 0.01639 0.02165
2000-2004 0.00290 0.55846 1299 0.01085 0.01323 0.01705
2001-2005 0.00196 0.72538 1299 0.00879 0.01078 0.01542
Table 6.29: Bi-Caudal CVaR test: Two-component scale mixture ﬁtted to the
large cap. index FF3F risk adjusted returns.
small capitalisation indices, after FF3F risk adjustment, achieved the minimum
attainable p-value.
The two-component scale mixture produced a signiﬁcant ﬁt to the tails of
the large capitalisation FF3F adjusted returns, Table 6.29. The lowest p-value
was 28.769% and eleven of the large capitalisation indices, after FF3F risk ad-
justment, achieved p-values above ﬁfty percent.
For the two-component scale mixtures ﬁtted to the FF3F risk adjusted small
capitalisation portfolios, Table 6.30, the Bi-Caudal CVaR distances indicated an
improvement of tail-ﬁt over the normal distribution. Two portfolios achieved
p-values below ten percent and only two portfolios had p-values above ﬁfty
percent. The scale mixtures, therefore, did not produce as good a ﬁt to the
FF3F adjusted small capitalisation returns as they did for the FF3F-adjusted
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Years Statistic Bootstrap quantiles
Original p.value R 90% 95% 99%
Equal
1995-1999 0.05882 0.22385 1299 0.08235 0.09560 0.13443
1996-2000 0.04437 0.36462 1299 0.08312 0.10047 0.14361
1997-2001 0.04340 0.40231 1299 0.08990 0.10543 0.15165
1998-2002 0.02635 0.37615 1299 0.04936 0.05782 0.08169
1999-2003 0.00907 0.66692 1299 0.03599 0.04391 0.05517
2000-2004 0.02464 0.25846 1299 0.03515 0.04088 0.05137
2001-2005 0.06418 0.03154 1299 0.04859 0.05856 0.08205
Value
1995-1999 0.03947 0.23615 1299 0.05475 0.06259 0.08627
1996-2000 0.02796 0.71231 1299 0.13319 0.16288 0.21385
1997-2001 0.01466 0.49538 1299 0.03645 0.04326 0.05835
1998-2002 0.10292 0.12385 1299 0.11111 0.14111 0.19426
1999-2003 0.07786 0.10385 1299 0.07885 0.09277 0.11993
2000-2004 0.06459 0.38615 1299 0.12584 0.15659 0.21455
2001-2005 0.07577 0.47231 1299 0.16605 0.20331 0.27412
Log
1995-1999 0.07016 0.24154 1299 0.09803 0.11701 0.15723
1996-2000 0.05535 0.31077 1299 0.09388 0.11320 0.16147
1997-2001 0.04557 0.41231 1299 0.09542 0.11638 0.15832
1998-2002 0.03912 0.23769 1299 0.05316 0.06406 0.09069
1999-2003 0.01247 0.42231 1299 0.02569 0.03100 0.04148
2000-2004 0.02871 0.18000 1299 0.03547 0.04124 0.05552
2001-2005 0.05568 0.05385 1299 0.04736 0.05692 0.07151
Table 6.30: Bi-Caudal CVaR test: Two-component scale mixture ﬁtted to the
small cap. index FF3F risk adjusted returns.
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large capitalisation indices.
Chapter 7
Conclusion and
recommendations
This study conﬁrmed many of the results of Janse van Rensburg et al (in press).
Their research showed that a scale mixture of two normal distributions pro-
vided a superior model, of portfolio returns, compared to the normal distribu-
tion. Janse van Rensburg et al's (in press) observation, that the low volatility
components' variance for the small and large capitalisation portfolios did not
diﬀer signiﬁcantly from each other, held despite the shorter holding periods and
higher data frequency. Similarly, considering the high volatility components,
the observation that the small capitalisation indices' variance was higher than
the large capitalisation indices' variance remained valid under the conditions of
this study. The claim that the large capitalisation portfolios experienced the
high volatility state more often than the small capitalisation indices did not,
however, hold across time.
These results could be interpreted in terms of the two-state model (Alexander
2001:297, Janse van Rensburg et al in press) or a Bernoulli-jump model (Ball &
Torous 1983). Within the framework of the two-state model, the small and large
capitalisation portfolios were similarly risky when in the low volatility state. In
the high volatility state, the small capitalisation portfolios tended to be more
volatile than the large capitalisation portfolios. The probability of experiencing
a given state did not stay constant, with no discernible pattern.
In terms of the Bernoulli-jump model, the geometric Brownian motion, char-
acterising price movements when the portfolio was not aﬀected by abnormal
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information, was similar for both the large capitalisation and small capitalisa-
tion indices. The size of the jumps during abnormal information arrivals was far
more variable for the small capitalisation indices than for the large capitalisation
indices. The rate of information arrivals was, however, not constant.
Regardless of the similarities to the paper of Janse van Rensburg et al (in
press), this work was not a simple application of their methods to new data.
There were marked improvements in methodology. Survivorship bias was elim-
inated and eﬀective dividends were included in the return calculations. Remov-
ing survivorship bias did not alter the results materially, nor did the dividends.
Contrary to the expectations of Janse van Rensburg et al (in press), the in-
clusion of dividends and delisted shares did not remove the negative skewness
of the large capitalisation indices. Since the skewness of the small capitalisa-
tion indices were not consistently negative, or positive, the eﬀect of dividends
and delisted companies was unclear. Risk adjustment was also attempted, with
mixed results. The risk adjustment procedures did not fundamentally change
the results of the study, with the majority of indices remaining non-normal and
the scale mixture providing a superior ﬁt.
Moreover, the statistical methods employed were better suited to the id-
iosyncrasies of mixture models. Bootstrap based inferences were arguably more
appropriate to the non-normal return series. This was especially true for the
modiﬁed F-test. With continuous data, the Kuiper test and the Bi-Caudal
CVaR distance were also theoretically more appealing than the Chi-squared
goodness of ﬁt test, utilised by Janse van Rensburg et al (in press). Unlike Janse
van Rensburg et al (in press), the two-component scale mixture was statistically
tested against other speciﬁcations of the ﬁnite mixture of normal distributions.
This strengthened the case for using the two-component scale mixture of normal
distributions.
Areas of the study were, nonetheless, open to criticism. Firstly, the risk
adjustment procedure was marred by data problems. Both the risk free rate
of return and the market portfolios were non-standard. The book-value data
was limited to too few ﬁrms, meaning that the size and value premia were not
representative of the actual universe of small capitalisation shares and value
shares, respectively. Mean returns over a week tended to zero, obscuring the
sensitivity of average returns to risk factors.
Other concerns included the estimation of the mixture model parameters.
As was noted in 4.2, the tolerance used to determine if the EM algorithm had
converged was relatively large. Therefore, the possibility existed that models
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were based on sub-optimal estimates. An additional concern with the EM esti-
mation procedure was the assumption that the latent variable was a realisation
of independent, identically distributed (i.i.d.) variables. Volatility clustering
implied that volatility was linked to previous periods' volatility. In the two-
state model, this implied that the probability of drawing an observation from
the high (low) volatility state depended on whether previous observations were
drawn from that state. This clearly violated the i.i.d. assumption. Literature
(McLachlan & Peel 2000:326-327) exists on modelling ﬁnite normal mixtures
using a Hidden Markov Model (HMM), which should allow researchers to relax
the i.i.d. assumption.
Other possible criticisms included the weekly eﬀective dividend, failure to
test mixtures with more than three components and the fact that none of the
bootstrap tests' statistical power was checked.
Though this study represented a meaningful improvement over the work of
Janse van Rensburg et al (in press), there remained a great deal of scope for
future research. While the scale mixture provided an adequate ﬁt to most of
the indices, the distribution was symmetrical. A mixture of two skew-normal
distributions would accommodate the observed skewness and allow for infer-
ences concerning the skewness of returns during high and low volatility states.
Future studies should also test the ﬁnite mixture of normal distributions against
Student's t distribution.
Time-dependent models should also be considered by future studies. Apply-
ing a Component ARCH model, as in (Samouilhan 2007), to small and large
capitalisation indices would provide for similar insights as in this study. Such a
model would directly incorporate volatility clustering and might be simpler to
estimate than a HMM model.
In summary, as in Janse van Rensburg et al (in press), the two-component
scale mixture model provided a good ﬁt to the majority of indices. It further
yielded some valuable insights into the diﬀerences between small and large cap-
italisation indices, conﬁrming many of the original observations by Janse van
Rensburg et al (in press).
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