In this study, two techniques that can improve the authentication process are examined: (i) multiple samples and (ii) multiple biometric sources. We propose the fusion of multiple samples obtained from multiple biometric sources at the score level. By using the average operator, both the theoretical and empirical results show that integrating as many samples and as many biometric sources as possible can improve the overall reliability of the system. This strategy is called multi-sample multi-source approach. This strategy was tested on a real-life database using neural networks trained in one-versus-all configuration.
INTRODUCTION
Biometric authentication is the problem of verifying an identity claim using a person's behavioural and physiological characteristics. Biometric authcntication is becoming an important alternative to traditional authentication methods such as kcys ("something'onc has", i.e., by possession) or PIN numbers ("something one knows", i.e., by knowled&) because it is essentially "who one is", i.c., by biometric information. Therefore, it is not susceptible to misplacement, forgetfulness or reproduction. Examples of biometric sourcm are fingerprint, face, voice, hand-geometry and retina scans.
However, to date, biometric-based security systems (devices, algorithms, architcctures) still have room for improvement, particularly in their accuracy, tolerance to various noisy environments and scalability as the number of individuals increascs. The focus of this study is on minimising the noise by using multiple biometric sources and multiple samples.
Biometric data is often noisy because of deformable templates, corruption by cnvironmcntd noise, variability over time and occlusion by the uscr's acccssorics. The higher the noise, the less reliable the biometric system becomes.
Advancements in hiometrics show two cmcrging solutions: combining sev-0-7803-7616-1/02/$17.00 (c) 2002 IEEE cral biomctric sources 16, 2, 51 and combining several samples of a single biomctric modality 131. Combining several biometric sourccs can further be divided into a loosely coupled solution and a tightly coupled solution. A looscly coupled solution assumes very little or no interaction among the inputs. It integrates biometric data output of a relatively autonomous agent. An example of a loosely coupled system is the integration of audio and visual biomctric data in an asynchronous manner. On the other hand, a tightly coupled solution assumes a strong interaction among the input measurements. It intcgratcs biometric data at thc sensor or rcprcscntation level. A possible example of a tightly coupled system is the integration of audio and visual biometric data in a synchronous manner. Until now, to the authors' knowledge, there is no literaturc taking such approach. In our opinion, combining several samples of a single biometric source can be considered a very tightly coupled solution because taking several life-scans of the same source of biometric data implies that the samples must be strongly correlated. Anothcr category of solutions is to combinc a biometric system with a non-biometric systcm.
Combining several biometric sources offers the advantage of relaxing thc assumption of universality (the fact that each user should possess the biometric information), collectability (the extent to which the biometric information is measurable and adequately represented for the matching purpose), acceptability (the fact that cach user agrees to have his/her biometric information scanned) and integrity (the degree of trustworthiness of the biometric system) of a target population in a given application.
Several studies have shown that a multi-source (modality) biometric system can improve the incomplctcness of any single-modcl biometric system (6, 51. In particular, Hang The purpose of this paper is to examine how the combined error could be reduced by using two separate approaches: multi-sample and multi-sauce.
Section 2 gives an overview of a generic biometric framework and proposcs a theorctical model to justify these two approaches. Section 3 shows some cnipirical results and is followed by our conclusions.
TOWARDS A MULTI-SAMPLE MULTI-SOURCE BIOMETRIC SOLUTION A generic biometric integration model,
In this srction, a biometric-independent framework (see Figurc 1) is proposed. Bascd on this franirwork, the process involving sensor, extractors, classifiers and supervisors is shown to exhibit a srrial chain process. By using niultiple samples, it will be shown that several such chain processes are "created" and that noise can be reduced. By using the concept of thc "committee of classifiers" 1 1 1 , it will he justified that by combining sevexal biometric sources via averaging, more of such parallel process are created and that the system error will he reduced by averaging the output. In a system using multiple biometric samples and of different modalities, we will show that combining the score by averaging can reduce the misclassfication error further. to detect and to extract user-discriminant information. Each extractor produces its own type of vectors or feature vectors, also called templates in a more generic setting. Experts or classifiers are used to recognise these produced vectors. Classifiers are a set of pattern-matching algorithms, which may be Icarning-based (e.g. Multi-Layer I'erceptron, Support Vector Machine, &) or template-based (dynamic time warping, Euclidean distance, normalised correlation, etc). Classifiers map a vector belonging to an associated identity. They do so with a certain degTee of confidence commonly call~d a score or a confidence measure. It could he a scalar value or a vector when more information is supplied. A score could be interpreted as the estimated a posteriori probability that a g h n feature belongs to the claimed class label. When there are several classifiers, a supervisor merges different scores to obtain the final decision. If the final decision is a match, then the system accepts the idcntity claim. If the decision is a non-match, then the system rejects the identity claim. Finally, if the decision is inconclusive, a fallback procedure should bc activated.
Probability of failure of a single-modality biometric system
This section defincs the probability of failure of a single-modality biometric system. In general, the core matching module of biometric system can bo regarded as a function f that receives a vector feature x and outputs a score y: y = f(x). The function f could be linear (e.g. Fisher discriminant anal-
ysis, Support Vector Machine with linear kernel) or non-linear (Multi-layer
Perceptron, Support Vector Machines with non-linear kernel). y represents a measurement. It could he a score E [-1, fl], a confidence score (a posteriori probability) E [0,1] or a distance metric E R+.
In the following section, y will he a confidence score showing a posteriori probability (e.g. an MLP having a single output neuron using a sigmoid activation function). Let p(wrly) be the probability distribution function (pdf) of client confidence scores and p(wzly) be the pdf of impostor confidence scores.
The probability that a system comniits error given a threshold s, which we denote as E ( s ) , can be calculated using:
P(false r e j e d i a ) + P(false acceptancc)dy (1)
One seeks to minimise E ( s ) such that .Emin = min,E(s). The optimum threshold s is at the point called Equal Error and Emin is called Equal Error Rate (EER). The assumption here is that the false acceptance and false rejection errors are considered equal. One can also define a cost function that give different weights to the false acceptance and the false rejection error.
It is obvious that if the two distributions completcly overlap each other, E = 1 and if they do not overlap at all, E = 0. Note that in biometric applications, there arc three categories of scores: genuine, LLinter-template" (other clients) and impostors (also callcd "backgound database" [7] ). There are also informed and uninformed impostors. In real-life hacking, impostors are informed, i.e., they possess a certain amount of information about the idcntity t,o be faked. Among these three major categories of scores stated carlicr, the genuinc user scores are oftcn the sinallest data set. This study considers only genuine users and impostors. From now onwards, impostors are taken as a union of "inter-template" and "background database".
Classification of biometric system models
Having studied the nature of chain process of biometric system and the error involved in such a system, one is led to study available types of biometric system models. In our opinion, biometric systems can be classified according to the number of samples per access and the number of biometric sources. The term "sourcc" is used here to signify a particular class of biometric modality such as face, voice and so on. This is to distinguish it from the term "model" to be introduced later to signify diffcrcnt architecture. A "sample" is therefore a life-scan or shot. of a biometric source. Using these two definitions, wc propose four biometric "models". face samples are used. The optimal final decision score is found by averaging classifier scores. This can be justified by modelling a score corrupted by noise. Let y; be the "observed" measure (i.e. a score, yi = f(x') of a given sample i out of a total of N samples. There is a "true" measure fj and it is corrupted by the noise 0,. This noise is assumed to be drawn from a random zero-mean additive distribution. The observed measure yi can be written as:
y; = fj f 0;.
(3)
The mean of yi, denoted as 1 is:
With enough samples, the expected value of yi, denoted as E{y,}, which is calculated as the mean of yi (Equation 4 ), approximates the "true" measure:
The expected value of random noise qi, i.e., E(q;) is always zero. The variance of the observed y can be written as:
Therefore, it can be concluded that when two or more scores of a single biometric modality arc averaged, noise tha,t occurs due to classification can be reduced.
Single-sample multi-source approach
In this section, we would like to show that the error of thc joint system is lower than the error of each of the sub-components when they operate indcpendcntly. This can bc reprcsent,ed as: Vj(& 5 Ej), where Ej is thc crror of one of A4 sub-components j and Ed is the error of thc joint system.
Note that the index j is uscd to signify a biometric source so as to distinguish it from the index i that was used to signifv one of N samples taken from a given biometric modality.
It is desirable that the following relationship holds:
can be interpreted like this: in a systcm with M biometric sources, the whole system will always sclect the best sub-componcnt. In other words, this is the optimal decision, called Oracle in 141. Such a supervisor (one that merges the scores, as defined earlier) is the best result that one can get out of scores combination. From Equation 7 , it is obvious that Vj(Ed 5 E j ) . Using normal and uniform distribution to model the probability of false rejection, Kuncheva [4) studied six supervisors: minimum, maximum, average, median, majority vote and Oraclc. In practice, the Oracle supervisor does not exist because one does not know in advance the true identity during verification. Therefore, it is singled out in this discussion. Among the five classificrs mentioncd, Kuncheva found that the average supervisor works the best when thc error comes from the two distributions mentioned above.
By considering each sub-componcnt of the multi-source systcm as an independent classifier, wc can use the proof discussed by Bishop [l] (in Chap. E j z ) ) , then mean(Ej) = E9 = Ed, which implies that 0 = 1.
9) to show that the average supervisor satisfies
Note that the difference between the context in [I] and our context here is that the indcpendency of each sub-component is true and not an assumption. This is because each biomctric sub-componcnt operates on different biometric sources.
Multi-sample multi-source approach
In this section, we wish to combine the two findings above using the stratcgy that we call multi-sample multi-source approach (MSMS). In such a system, we assume that there a r c M biometric modalities andfor each modality, N sample are available. Scores made available to this system is denoted as y i , j ,
where i E 1,. . . , N and j E 1,. . . , M . By taking each score Y ; ,~ as a channel of the serial process of sensor-extractor-classifier, we can also associate the correspoding error involved, which we denote as
We argue that Equation 9 used in multi-source biometric system holds as well for multi-sample biometric system, with the weak assumption that the errors (V;(E!,j, for a given j ) are independent and have a zero mean. We can therefore wnte Equation 9 by changing the index from j to i, as follows:
1 Ed = --mean;(Ei) N Violation of such assumption (in our case) results in increase of performance not by a factor of N but by a factor of 1 5 a 5 N ) [l] . To reflect this, we write: Ed 5 imean,(E,). (Empirical results by the work of Kittler [3] and our result in the later section also support this argument.) We will use the inequality E d 5 amean,(Ei) to deduce the inequality of the MSSS model:
In the same way, the incquality E d 5 imeanj(Ej) can be applied to the SSMS model as follows: 
CONCLUSIONS
Biometric authentication can he viewed as a serial process involving a sensor, an extractor, a classifier and a supervisor. One way to increase the reliability of such system is to create several such chain processes. Two techniques to do so are using multiple samples and multiple biometric sources. By assuming noise a t the score level, it is proven that averaging classifier scores from multiple biometric samples can reduce noise. However, if multiple biometric sources are available, it is proven that the reliability of the joint system can be further increased via averaging. Specifically, by averaging N samples, the joint system will not reach a maximum reduction of e r o r by a factor of N but less due to correlation between samples. However, by averaging M bio-, metric sourca (different biometric modalities), one can achieve a reduction of error approaching a factor of M. By combining these two approaches, which we call the multi-sample multi-source approach, one obtains a reduction of error by a factor within [l, NM]. This leads to a very significant increase in verification rate. This hybrid approach is implemented with a set of neural network classifiers and is tested on a face and voice biometric database of 30 persons. Using this small database, a perfect verification is recorded. This result is certainly promising but most importantly, it shows that one can use multiple samples or multiple biometric sources to boost the reliability of the whole system. An interesting application using this approach is in the inconclusive situation, i.e., the final decision score is marginal for acceptance. In such situation, multi-sample multi-source approach can be taken immediately. This will definitely increase the fault tolerance of intrusion. Wrthermore, this approach suggests that it is always beneficial to life-scan longer features (i.e., longer spcech signal) and more frames of facial features to increase robustness without adding much cost to t h e cxisiting system. Finally, multi-source biometric system that is inherent in our approach may not be appropriate for all applications but only those where the level of required security is high and the higher cost of deployment can be absorbed.
