Purely singular continuous spectrum for CMV operators generated by
  subshifts by Ong, Darren C.
ar
X
iv
:1
31
0.
81
32
v3
  [
ma
th.
SP
]  
7 M
ar 
20
14
PURELY SINGULAR CONTINUOUS SPECTRUM FOR CMV
OPERATORS GENERATED BY SUBSHIFTS
DARREN C. ONG
Abstract. We prove uniform absence of point spectrum for CMV operators
corresponding to the period doubling subshift. We also prove almost sure
absence of point spectrum for CMV operators corresponding to a class of
Sturmian subshifts. Lastly, we prove almost sure absence of point spectrum
for CMV operators corresponding to some subshifts generated by a coding of
a rotation.
1. Introduction
We consider the extended CMV operator E on the space ℓ2(Z) of complex square-
summable sequences. E is given by

. . . . . . . . . . . . . . . . . . . . .
. . . −α(0)α(−1) α(1)ρ(0) ρ(1)ρ(0) 0 0 . . .
. . . −ρ(0)α(−1) −α(1)α(0) −ρ(1)α(0) 0 0 . . .
. . . 0 α(2)ρ(1) −α(2)α(1) α(3)ρ(2) ρ(3)ρ(2) . . .
. . . 0 ρ(2)ρ(1) −ρ(2)α(1) −α(3)α(2) −ρ(3)α(2) . . .
. . . 0 0 0 α(4)ρ(3) −α(4)α(3) . . .
. . . . . . . . . . . . . . . . . . . . .


,
where {α(n)}n∈Z is a sequence in D, the open unit disk, and ρ(n) =
√
1− |α(n)|2.
The α(n) are known as Verblunsky coefficients.
The CMV operator was developed in [CMV03] in connection with the study
of orthogonal polynomials of the unit circle. The ℓ2(N) version of this operator
captures the recurrence relation of the orthogonal polynomials, and thus allowed
us to apply spectral theoretic tools to the study of orthogonal polynomials on the
unit circle, much in the same way that Jacobi operators allowed us to use spectral
theoretic tools in the theory of orthogonal polynomials on the real line. The two-
volume text [Sim04] extensively explores this point of view.
Indeed, we can view the CMV operator as a unitary analogue of the Jacobi
operator. There has been a lot of work done in discovering CMV analogues for
theorems in the theory of Jacobi or Schro¨dinger operators, and vice versa.
There has been recent interest in studying the case where the extended CMV
operator is generated by subshifts. That is, given an alphabet A = {a, b}, we
consider a word u ∈ AN. The hull Ω generated by this substitution is the set of
all two-sided sequences all of whose subblocks are also subblocks of u. The subshift
dynamical system (Ω, T ) consists of the hull, the left shift T on Ω, and the product
topology on Ω. For each ω ∈ Ω, we can then generate a CMV operator Eω by
taking αω(n) = f(ωn), where ωn refers to the nth letter of ω, and f : A → D is a
nonconstant function.
For example, given an interval I ⊆ [0, 1), irrational θ, β ∈ [0, 1) and g : {0, 1} →
A, a rotation coding sequence is a sequence in n ∈ N generated by u = g(χI(θn+ β
mod 1)). If I = [1 − θ, 1), then the sequences are called Sturmian sequences.
The author was supported in part by NSF grant DMS–1067988.
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Furthermore, if θ and β are both the fractional part of the golden mean (that is,
θ = β = (
√
5− 1)/2), then the sequence is called the Fibonacci sequence.
For these cases, it is often useful to write θ in terms of a continued fraction
expansion. That is,
θ = a0 +
1
a1 +
1
a2+
. . .
.
We also define pn/qn to be the nth rational approximation of θ. Then the qn are
integers that satisfy
qn+1 = anqn + qn−1, (1)
with initial conditions q0 = 0, q1 = 1.
Another important class of subshifts are the substitution sequence subshifts. We
define a substitution as a semigroup homomorphism S : A∗ → A∗, where A∗ is
the semigroup of words generated by A under the concatenation operation. If
w = c1 . . . cl with cj ∈ A, then S(w) = S(c1) . . . S(cl). We assume that there is a
distinguished element a in A so that S(a) starts with a and that there exists a k so
b ∈ Sk(a) (here Sk denotes the compostion of S with itself k times). We also assume
that |S(a)|, the length of the word S(a) is more than 1. Thus S(a), S2(a), S3(a), . . .
all start with a and we have a limit S∞(a) ∈ AZ+ . If we extend S by concatenation
to act on infinite words, S∞(a) is invariant under the action of S. We take this
S∞(a) as our sequence u. Section 10.5A of [Sim04] provides a more thorough
explanation of these substitution sequences for the interested reader.
We will enumerate a few important examples. A period doubling sequence is
a substitution sequence corresponding to S(a) = ab, S(b) = aa. A Thue-Morse
sequence is generated by S(a) = ab, S(b) = ba. Also, an alternative way to generate
a Fibonacci sequence is through the substitution S(a) = ab, S(b) = a.
The extended CMV operator generated by subshifts of the Fibonacci sequence
has been used to study the classical Ising model and to model certain types of
quantum walks (refer to [DMY13b] for a discussion on the various applications).
We prove uniform absence of point spectrum for the CMV operator generated
by all period doubling subshifts, almost sure absence of point spectrum for a large
class of Sturmian subshifts which include the Fibonacci subshift, and almost sure
absence of point spectrum for a large class of subshifts generated by coding of a
rotation. Explicitly, we show
Theorem 1. Let Ω be the hull of the period doubling subshift. For every ω ∈ Ω,
the operator Eω is purely singular continuous.
Theorem 2. Consider a Sturmian subshift, and suppose θ is chosen so that there
exists an N such that an = 1 for all n > N (The Fibonacci subshift satisfies this
condition). Then the CMV operator corresponding to a Sturmian subshift generated
by the rotation number θ is purely singular continuous for Lebesgue almost every
phase β.
For the following two theorems, we note that the existence of qn even for arbi-
trarily large n is equivalent to the existence of am odd for arbitrarily large m.
Theorem 3. Consider a Sturmian subshift, and suppose θ is chosen so that there
exists an infinite subset N˜ of N so that qn is even for n ∈ N˜. Assume further that
lim supn∈N˜ an ≥ 3. Then the CMV operator corresponding to a Sturmian subshift
generated by the rotation number θ is purely singular continuous for Lebesgue almost
every phase β.
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Theorem 4. Consider a rotation coding subshift, where I is an interval in R/Z.
Suppose also that θ is chosen such that there exists an infinite subset N˜ of N so that
qn is even for n ∈ N˜. Assume further that lim supn∈N˜ an ≥ 5. Then the spectrum
of the CMV operator corresponding to a subshift generated by the coding of the
rotation θ is purely singular continuous for Lebesgue almost every phase β.
These theorems are CMV analogues of theorems in [Dam01] and [Kam96], which
address these results in the setting of the discrete Schro¨dinger operator (that is,
where the potential sequence of the Schro¨dinger operator is generated by these
subshifts). Previously, the Schro¨dinger operator corresponding to the Fibonacci
subshift was studied in [Su˝t87] and [Su˝t89], and these arguments were then ex-
tended to the general Sturmian case in [BIST89]. The case for the period doubling
Hamiltonian was addressed extensively in [BBG91]. The tools that we apply in the
present paper were adapted from the ideas developed in these earlier works.
In general, Schro¨dinger operators generated by these subshifts have received a
lot of attention. [Su˝t95], [Dam07] and [DEG12] are three extensive surveys of the
many results in this area. Much of the impetus behind this research is the fact that
these subshifts have been accepted as one-dimensional models of quasicrystals (qua-
sicrystals are structures that are ordered and yet aperiodic; their discovery by Dan
Shechtman won him the 2011 Nobel Prize in Chemistry), and so the correspond-
ing Schro¨dinger operators provided insights into quasicrystalline properties. The
reason the Sturmian and period doubling sequences attracted interest in this way
is that (in a certain precise sense) they are among the simplest possible aperiodic
sequences. An extensive discussion of this point of view can be found in Section 2
of [DEG12].
The theory in the Schro¨dinger context is more well-developed than in the CMV
context. We will point out in particular [DKL00], which proves uniformly purely
singular continuous spectrum in the setting of Schro¨dinger operators generated
by Sturmian subshifts, without the additional hypotheses in [Kam96] or in our
Theorem 3.
In addition, there has been very detailed understanding of the gaps in the spec-
trum for several classes of these subshift Schro¨dinger operators, as well as a lot of
work on bounding the Hausdorff dimension of the associated spectral measures.
There has also been work applying some of these ideas (particularly with regard
to the Fibonacci subshift) to the more general Jacobi settting. Examples of recent
results in this area can be found in [DG11], [Dah11] and [Yes13],
Let us now discuss known results in the CMV setting. Section 10.5A of [Sim04]
surveys some of the developments and introduces Simon’s subshift conjecture, which
states that CMV operators corresponding to minimal, aperiodic subshifts had zero
measure spectrum. This had been verified in [DL07] for a broad class of aperiodic
subshifts that include the Sturmian, period doubling and rotation coding subshifts.
Ultimately, the full conjecture was proven false in [ADZ13].
As for previous results concerning point spectrum, [Ong13] proved generic ab-
sence of point spectrum for quasiperiodic shifts on a d-dimensional torus, and
[Ong12] proved generic absence of point spectrum for limt-periodic Verblunsky co-
efficients, which are generated by translations on a Cantor group (that is, a totally
disconnected compact Abelian topological group with no isolated points).
The Fibonacci case was studied extensively in [DMY13a] and [DMY13b], in
which the authors prove that the spectrum is a zero-measure Cantor set and prove
results concerning the Hausdorff dimension of this set, and the nature of spectral
gaps. They also prove absence of embedded point spectrum within the essential
continuous spectrum, whereas we prove almost sure absence of point spectrum ev-
erywhere. They also discuss several applications of this result to quantum walks and
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Ising models (the connection between CMV matrices and quantum walks was first
introduced in [CGMV10]). Beyond that, there has been little work done on these
subshift CMV operators, which contrasts with the vast literature in the Schro¨dinger
setting.
A fundamental tool in proving a lot of the previously mentioned results are
the transfer matrices related to the Schro¨dinger or CMV operators. The transfer
matrices are a sequence of 2 × 2 matrices that control the growth in the solutions
of the eigenvalue equations of the Schro¨dinger or CMV operators, and in particular
understanding the traces of the transfer matrices reveals a lot about the spectral
measures of the corresponding operator.
As an explicit example, we can write the time-independent one-dimensional dis-
crete Schro¨dinger equation as
un+1 + V (n)un + un−1 = Eun, (2)
where E, the energy, is a real constant. This equation can also be expressed in the
form
(
un+1
un
)
=
(
E − V (n) −1
1 0
)(
un
un−1
)
.
We refer to the 2×2 matrix in the previous equation as the Schro¨dinger transfer
matrix . Notice that where H is the Schro¨dinger operator with potential V (n), then
u solves the eigenvalue equation Hu = Eu, and clearly the traces of the transfer
matrices are related to the growth of the solutions u.
In the CMV setting, the analogue of (2) is known as the Szego˝ recurrence. Given
z ∈ D and n ∈ N,
ρ(n)ϕn+1(z) = zϕn(z)− α(n)ϕn(1/z)zn,
which can be expressed in transfer matrix form as
(
ϕn+1(z)
ϕn+1(1/z)z
n+1
)
= ρ(n)−1
(
z −α(n)
−α(n)z 1
)(
ϕn(z)
ϕn(1/z)z
n
)
.
The 2× 2 matrix in this equation is known as the Szego˝ transfer matrix. Here the
ϕ are the sequence of orthogonal polynomials on the unit circle associated with
the one-sided infinite CMV operator C. The polynomials are closely related to
the solutions u of Cu = zu, but it is not true that u = ϕ. In particular, if we
consider instead E , the two-sided infinite CMV operator, we don’t have associated
orthogonal polynomials at all.
One key innovation in this paper is that we use transfer matrices introduced in
[GZ06] (which we refer to as Gesztesy-Zinchenko transfer matrices), rather than the
Szego˝ transfer matrices that are more commonly used in the CMV setting. These
Gesztesy-Zinchenko transfer matrices take the form
1
ρ
(
z −α
−αz 1
)
.
Szego˝ transfer matrices do not directly allow us to understand the point spec-
trum of E , whereas understanding the Gesztesy-Zinchenko transfer matrices do.
We thus prove trace bounds, and develop a Gordon lemma and a Floquet theory
for these Gesztesy-Zinchenko transfer matrices, and this enables us to apply the
combinatorial arguments from [Dam01] and [Kam96].
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3. The CMV Gordon Lemma
In this section, we describe our central tool, the Gordon lemma for CMV op-
erators that appears in [Ong12]. The Gordon lemma was initially developed for
Schro¨dinger operators in [Gor76]. In essence, the lemma exploits the existence of
local repetitions to prove absence of point spectrum. A good survey of the many
variants of the technique appears in [Dam00].
We modify the ideas of those papers to better suit our purposes. In particular,
we use instead transfer matrices that are introduced in [GZ06].
Specify z ∈ ∂D. For integer n, let us first introduce the transfer matrix Tn
described in (2.18) of [GZ06]. It is defined by
Tn(z) =


1
ρ(n)
(
−α(n) z
1/z −α(n)
)
, n odd,
1
ρ(n)
(
−α(n) 1
1 −α(n)
)
, n even.
(3)
Note that the notation in [GZ06] differs slightly from ours. In particular, their
αn is our −α(n).
Let us also define
Θn =
(
α(n) ρ(n)
ρ(n) −α(n)
)
.
For a solution u to the CMV eigenvalue equation Eu = zu, there is a correspond-
ing solution v to the eigenvalue equation ET v = zv that satisfies Mu = zv, where
M : ℓ2(Z) → ℓ2(Z) is the direct sum of 2 × 2 matrices of the form Θ2k−1 with
k running from −∞ to +∞. The existence of such v is proven in Lemma 2.2 of
[GZ06].
The transfer matrices satisfy(
un(z)
vn(z)
)
= Tn(z)
(
un−1(z)
vn−1(z)
)
. (4)
Note that the Tn have determinant −1. We also define
Mn(z) =


Tn(z) . . . T1(z), n ≥ 1,
I, n = 0,
Tn+1(z)
−1 . . . T0(z)
−1, n ≤ −1.
(5)
The following version of the CMV Gordon lemma is adapted from the proof in
the Schro¨dinger context given in Section 3 of [Dam00]. It differs from the version
in [Ong12], which is based on the Gordon lemma in Section 10.2 of [CFKS08].
Proposition 1 (Two-block CMV Gordon lemma). Fix a sequence of Verblunsky
coefficients α and fix z ∈ ∂D. Suppose there is an even whole number sequence
nk →∞ and a constant C ≥ 1 so that for every k
α(j) = α(j + nk), 1 ≤ j ≤ nk, (6)
and also |trMnk(z)|≤ C.
Then z is not an eigenvalue for E.
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Proposition 2 (Three-block CMV Gordon lemma). Fix a sequence of Verblunsky
coefficients α and fix z ∈ ∂D. Suppose there is an even whole number sequence
nk →∞ so that for every k
α(j − nk) = α(j) = α(j + nk), 1 ≤ j ≤ nk. (7)
Then z is not an eigenvalue for E.
Proof of Proposition 1. By the Cayley-Hamilton theorem, for any even n ≥ 2 we
have the following matrix equation:
Mn(z)
2 − tr(Mn(z))Mn(z) + I = 0.
Note that the conditions we have on the Verblunsky coefficients imply that
Mnk(z)
2 =M2nk(z).
Thus we have for any k(
u2nk
v2nk
)
− tr(Mnk(z))
(
unk
vnk
)
+
(
u0
v0
)
= 0.
Let us assume without loss of generality that |u0|2+|v0|2= 1. This implies that
one of (
u2nk
v2nk
)
, tr(Mnk(z))
(
unk
vnk
)
,
has norm at least 1/2. Stated another way, we have
max
(∣∣∣∣
∣∣∣∣
(
u2nk
v2nk
)∣∣∣∣
∣∣∣∣ ,
∣∣∣∣
∣∣∣∣
(
unk
vnk
)∣∣∣∣
∣∣∣∣
)
≥1
2
min
(
1,
1
tr(Mnk(z))
)
. (8)
Assume that tr(Mnk(z)) is bounded. Thus the existence of a sequence {nk} so that
α(j) = α(j + nk), 1 ≤ j ≤ nk implies that the sequence u doesn’t decay on the
right for any initial values u0, v0 (recall that u0, v0 cannot both be zero). Note that
it is not possible for v to be large at +∞ and for u to decay at +∞, due to the
fact that Mu = zv, and that all the 2 × 2 blocks (the Θ2k−1) that make up M
have determinant −1 and uniformly bounded trace. This all implies that z is not
an eigenvalue for the operator E and so we proved Proposition 1.

Proof of Proposition 2. We start the same way as the previous proof and arrive
again at (8). This time we assume instead that |tr(Mn(z))|> 1 for n = mk,
where the {mk} are a subsequence of the {nk}. If this subsequence does not exist
|tr(Mn(z))| is bounded and we can simply apply Proposition 1. Now apply the
matrix equation to (
u−mk
v−mk
)
,
and we obtain (
umk
vmk
)
− tr(Mmk(z))
(
u0
v0
)
+
(
u−mk
v−mk
)
= 0,
and given the assumption |u0|2+|v0|2= 1, we must have
max
(∣∣∣∣
∣∣∣∣
(
umk
vmk
)∣∣∣∣
∣∣∣∣ ,
∣∣∣∣
∣∣∣∣
(
u−mk
v−mk
)∣∣∣∣
∣∣∣∣
)
≥ 1
2
.
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Again, it is not possible for v to be large at +∞ or −∞ and for u to decay, since
Mu = zv. Thus the solution u cannot decay at both ±∞, and we conclude that z
is not an eigenvalue for the operator E . This proves Proposition 2. 
4. Floquet Theory
As a first step, we have to say a few words about a Floquet theory for the
Gesztesy-Zinchenko transfer matrices. Note that a Floquet theory for the CMV
operator is already well understood (see Chapter 11.2 of [Sim04]), but using the
standard Szego˝ transfer matrices rather than the Gesztesy-Zinchenko transfer ma-
trices.
Fix z ∈ ∂D, an even period q ≥ 4, and a skew angle φ ∈ ∂D. We define
the discriminant ∆(z0) = trMq(z0). Our goal is to relate this function with the
spectrum of the coresponding periodic extended CMV operator. To be precise, we
want to show that for q-periodic extended CMV operators the spectrum is exactly
the set z where |∆(z)|≤ 2. The argument is more or less identical to the one
given for Szego˝ transfer matrices in Chapter 11.2 of [Sim04], but for the readers’
convenience we outline a few steps where the transition from Szego˝ transfer matrices
to Gesztesy-Zinchenko transfer matrices isn’t as obvious.
Consider the Floquet matrix given by Eq(φ) = LqMq(φ), where
Mq(φ) =


−α(q − 1) ρ(q − 1)φ−1
Θ1
. . .
Θq−3
ρ(q − 1)φ α(q − 1)

 , (9)
and
Lq =


Θ0
. . .
. . .
. . .
Θq−2


. (10)
Note that Eq(φ) is a matrix with four nonzero elements on each row, obtained by
taking E , cutting out the [0, q−1]× [0, q−1] block, and modifying the first two and
last two rows in the following way: The top two rows in E have one element each
cut off in passing to Eq(φ). We shift that element right q places and multiply by
φ−1. In the bottom row, we instead shift left by q places and multiply by φ. See
Figure 11.3 of [Sim04].
It is then straightforward to verify the following proposition.
Proposition 3. z0 ∈ ∂D is an eigenvalue of Eq(φ) if and only if φ is an eigenvalue
of Mq(z0).
Proof. We simply note that Lemma 2.2 of [GZ06] implies that if the solution u to
the eigenvalue equation Eu = z0u is a Floquet solution with skew angle φ, then the
corresponding solution v of ET v = z0v satisfies Mu = z0v. It is easy to see that
this is equivalent to Mq(φ)uˆ = z0vˆ for uˆ ∈ Cq whose terms are u(1), . . . u(q)) and
vˆ ∈ Cq whose terms are v(1), . . . v(q). But then clearly
z0φvˆ =Mq(φ)φuˆ,
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and this implies that φv(1) = v(q+1). Since we already know that φu(1) = u(q+1),
and since our matrices Mq(z0) act on vectors of the form(
un
vn
)
,
we can conclude that φ will be an eigenvalue of Mq(z0) if and only if there exist
sequences u(n), v(n) that are each of the form π(n)φn with π(n) periodic, such that
Eu = z0u (and hence Equˆ = z0uˆ ) and such that v is associated to u in the manner
given by Lemma 2.2 of [GZ06]. 
Note that Mq(z0) is unimodular. Therefore, if φ is an eigenvalue then φ
−1 must
be also. We thus see that z0 is an eigenvalue of Eq(φ) if and only if
∆(z0) = Tr(Mq(z0)) = φ+ φ
−1 = 2 cos(k), (11)
where φ = eik. We may at this point mimic the standard Floquet Theory of CMV
operators to assert that the spectrum of a q-periodic CMV operator is precisely the
subset of z ∈ ∂D when |∆(z)|≤ 2.
5. Uniform results for the period doubling subshift
Let us recall our discussion on the period doubling subshift in the introduction.
We have an alphabet A = {a, b}. We consider the substitution sequence S(a) = ab,
S(b) = aa, and when we iterate this substitution we obtain a one-sided invariant
sequence u = abaaabab . . .. Choose a nonconstant function f : A → D and then
consider the associated subshift (Ω, T , f). We can define for ω ∈ Ω an extended
CMV operator Eω whose corresponding Verblunsky coefficients are given by α(n) =
f(ωn).
By construction, we have the recurrence
Sn(a) =Sn−1(a)Sn−1(b),
Sn(b) =Sn−1(a)Sn−1(a). (12)
Given an n, we define T ak (z) for 1 ≤ k ≤ 2n as Tk(z) taking α(k) = f(Sn(a)k)
(To clarify, Sn(a)k is the kth letter of the word S
n(a)). Similarly, we define T bk (z)
for 1 ≤ k ≤ 2n as Tk(z) taking α(k) = f(Sn(b)k). Following from (12) and the
discussion on the period doubling sequence earlier in this section, let us define also
M(a),n(z) =
1∏
k=2n
T ak (z),
M(b),n(z) =
1∏
k=2n
T bk(z). (13)
We will often suppress the dependence on z for notational convenience. We verify
using (12) that for n ≥ 1 we have
M(a),n+1 =
1∏
k=2n+1
T ak (z) =
1∏
k=2n
T bk(z)
1∏
k=2n
T ak (z) = M(b),nM(a),n,
M(b),n+1 =
1∏
k=2n+1
T bk (z) =
1∏
k=2n
T ak (z)
1∏
k=2n
T ak (z) =M(a),nM(a),n. (14)
Lemma 1. Tr(M(b),nM
−1
(a),n) =
2(Re(−f(a)f(b))+1)√
1−|f(a)|2
√
1−|f(b)|2
≥ 2 for n ≥ 1.
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Proof. First, using the fact that |f(a)|, |f(b)|≤ 1, we observe
2(Re(−f(a)f(b)) + 1)√
1− |f(a)|2
√
1− |f(b)|2 ≥
2(1− |f(a)|·|f(b)|)√
1− |f(a)|2
√
1− |f(b)|2 ≥ 2.
We can compute that the lemma holds for n = 1:
M(b),1M
−1
(a),1 =T
b
2 (z)T
b
1 (z)T
a
1 (z)
−1T a2 (z)
−1
=T b2 (z)T
a
2 (z)
−1, since T a1 (z) = T
b
1 (z)
=
1√
1− |f(a)|2
(−f(a) 1
1 −f(a)
) −1√
1− |f(b)|2
(
−f(b) −1
−1 −f(b)
)
=
1√
1− |f(a)|2
1√
1− |f(b)|2
(−f(a)f(b) + 1 f(b)− f(a)
f(b)− f(a) −f(b)f(a) + 1
)
Thus we have
Tr(M(b),1M
−1
(a),1) =
2(Re(−f(a)f(b)) + 1)√
1− |f(a)|2
√
1− |f(b)|2 .
Note that for n ≥ 1
Tr(M(b),n+1M
−1
(a),n+1) =Tr(M(a),nM(a),nM
−1
(a),nM
−1
(b),n)
=Tr(M(a),nM
−1
(b),n)
=Tr(M(b),nM
−1
(a),n).
The last equality following from the fact that M(a),nM
−1
(b),n has determinant 1. The
lemma then follows from a simple induction argument. 
Let us define xn = Tr(M(a),n), yn = Tr(M(b),n), and B = Tr(M(b),1M
−1
(a),1). We
instead write xn(z), yn(z) when we wish to emphasize the dependence on z. We
will perform an analysis on the trace map dynamics of M , a central tool in many
previous treatments of operators generated by subshifts. See [Pey95] for a survey
of the method.
Proposition 4. For n ≥ 1 the sequences xn, yn are real and obey the recursion
xn+1 = xnyn −B, (15)
yn+1 = x
2
n − 2. (16)
Proof. Note the following standard identity for unimodular 2 × 2 matrices M,N
(for instance, refer to (17) of [BIST89])
tr(MN) = tr(M)tr(N)− tr(MN−1). (17)
Using Lemma 1, we know that if we set M = M(b),n, N = M(a),n we get the first
equation, and if we set M = N = M(a),n we get the second.
We calculate that x1, y1 are both real, and as a consequence xn, yn is real for all
n ≥ 1. 
Definition 1. U is the set of all points (x, y) ∈ R2 such that there is n0 such that
if x0 = x, y0 = y, for all n ≥ n0, |xn|> 2. We call the interior of U the set of
unstable points.
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We note here that the interior of U is certainly nonempty, since by (15), (16)
all points with x and y sufficiently large (say, both larger than B) are in U . We
will also remark that in the Schro¨dinger setting, it is known that U is an open set
(Lemma 2 of [BBG91]). That lemma doesn’t directly apply in our setting unless
B = 2. Nevertheless, in our paper the question of whether U is open or not only
affects the proof of Proposition 6 below, and as the reader will see it suffices to
consider the interior of U .
Proposition 5. If (x0(z), y0(z)) is an unstable point, then z is in the resolvent set
of the operator E.
Proof. In the Schro¨dinger setting, the proof was given in [Bel90]. Let z ∈ ∂D,
and let us label Eˆ(n) as the periodic approximation of E , generated by Verblunsky
coefficients αˆ(j) = α(j′), where j′ ≡ j mod 2n and j′ ∈ [0, 2n). In this case,
|xn(z)|> 2 means that z is in a spectral gap of Eˆ(n). Thus if (xN (z), yN(z)) is
unstable for some N , there is some neighborhood U of z that is in a spectral gap
of a sequence Eˆ(t) for t ≥ N of periodic approximations of E . We conclude that z
is also in a spectral gap of E . 
We now establish trace bounds for points in the spectrum.
Proposition 6. If z ∈ ∂D is in the spectrum of E, then for any integer n ≥ 1
either |xn(z)|≤ B or |xn+1(z)|≤ B.
Proof. Recall that from Lemma 1, B ≥ 2. Assume instead that for some n we have
both |xn(z)|> B and |xn+1(z)|> B. By (16) we must also have yn+1(z) > B. But
this implies, by (15) that |xn+2(z)|> B. Thus it is an easy induction argument to
show that |xm(z)|> B ≥ 2 for all m ≥ n. This implies that (x0(z), y0(z)) ∈ U .
Furthermore, let us consider the open subsets D+, D− of R
2, defined as D± =
{±x > B, y > 2}. It is clear that if for some n (xn, yn) ∈ D+∪D− then (x0, y0) ∈ U .
Since xn, yn are analytic functions of x0, y0 for fixed n, if we choose (x0, y0) such
that (xn, yn) ∈ D+∪D−, then every point in some open neighborhood S of (x0, y0)
must have their nth images in D+∪D−, and thus every point in S must be unstable.
Thus we can show that (x0(z), y0(z)) is in the interior of U , and so by Proposition
5, we conclude z must be in the resolvent set of E . 
Proof of Theorem 1. Absolutely continuous spectrum is ruled out in [DL07]. In
this section we have already established all the tools necessary in the CMV setting,
and so we can now easily replicate the combinatorial analysis in [Dam01] to rule
out point spectrum. Specifically, our Propositions 6, 2 and 1 replace Propositions
2.2, 2.4a, and 2.4b respectively in that paper. Since the subshift we consider is
identical, what follows is simply an extended case analysis on the given element
ω ∈ Ω which works exactly the same way as in [Dam01]. 
As a direction for future research, it will be interesting to replicate the analysis
in Section 3 of [BBG91] where they proved several results about the spectral gaps
for the Schro¨dinger operator with period doubling potential, in addition to proving
that the spectrum is uniformly singular continuous. In particular, they were able
to determine which gaps were open, and to calculate the rate of growth of the gaps
in terms of the absolute value of the potential.
Their results rely on exploiting trace map dynamics for Schro¨dinger transfer
matrices. The analysis in our CMV context will be more complicated, since our
trace map equations (15), (16) have an additional parameter B, and as a result the
nature of the fixed points, et cetera will not be the same. For example, in general it
is not clear in our context that U is an open set, a fact that is true in the Schro¨dinger
setting and an essential first step for many of the theorems in [BBG91].
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6. Almost sure results for subshifts generated by Sturmian
sequences and codings of rotations
In this section, we will consider Verblunsky coefficients generated by subshifts of
Sturmian sequences and codings of rotations. To define a Sturmian sequence, recall
that we choose a rotation angle θ ∈ [0, 1), and let an denote the coefficients in its
continued fraction expansion.
Let f be a nonconstant function from {0, 1} to D. Recall that we define our
Verblunsky coefficients of our extended CMV matrix Eθ,β by
αθ,β(n) = f(χ[1−θ,1)(nθ + β mod 1)).
As for codings of rotations, we instead choose an interval I ⊆ R/Z, and define
our Verblunsky coefficients by
αθ,β(n) = f(χI(nθ + β mod 1)).
In both cases, by standard results in ergodic theory (see for instance Theorem
10.5.21 of [Sim04]), the spectrum Σθ of Eθ,β is independent of β.
The proofs of Theorems 2, 3 and 4 are a close analogue of the proofs in [Kam96],
which we sketch here for the reader’s convenience. We first address the prelimi-
naries, Lemmas 1,2,3 and 4 in that paper. Their Lemma 2 is proven in the CMV
context as Theorem 10.16.1 in [Sim04] (that is, the fact that the spectrum is a.e
independent of ω ∈ Ω, and that we have a.e absence of point spectrum). This in
turn implies their Lemma 1, which asserts that absence of point spectrum for a
positive measure set of β implies absence of point spectrum for a full measure set
of β. Their Lemma 3 is simply the Gordon lemma, so we can equivalently use our
Proposition 2. Finally, their Lemma 4 is a simple calculation. We have to make a
small change to that Lemma 4, however. Rather than taking lim sups over n ∈ N,
we only take lim sups over n in N˜, (recall that N˜ is the subset of N so that qn is
even), and we thus obtain instead
lim sup
n∈N˜
qn+1/qn ≥ lim sup
n∈N˜
an. (18)
Again, absence of absolutely continuous spectrum was demonstrated in [DL07].
Proof of Theorem 4. Where αβ refers to the Verblunsky coefficients generated using
the phase β, let us define
E(n) := {β|αβ(j + qn) = αβ(j − qn) = αβ(j), 1 ≤ j ≤ qn},
so E(n) is the set of phases for which Proposition 2 is satisfied for qn. It suffices to
show
µ
(
lim sup
n∈N˜
E(n)
)
> 0,
where µ is Lebesgue measure on [0, 1). Recall that I is the interval for our rotation
coding sequence, and let us denote β1, β2 as the two endpoints of I. Then where
Φ is the canonical projection from R to R/Z, and |·|1 denotes distance from 0 in
R/Z, we define sets
Ei(n) = {β| min
1≤j≤qn
|Φ(jθ) + β − βi|1> |qnθ − pn|}, i = 1, 2. (19)
We can calculate that
|(Φ((j + qn)θ) + β)− (Φ(jθ) + β)|1= |qnθ − pn|, (20)
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By (19) and (20) we then have E1(n) ∩ E2(n) ⊂ E(n). After some calculations,
this gets us
µ(E(n)) ≥ 1− 4 qn
qn+1
,
and therefore
lim sup
n∈N˜
µ(E(n)) ≥ 1− 4
lim supn∈N˜
qn+1
qn
.
And so with (18) and the hypothesis that lim supn∈N˜ an ≥ 5, we are done. 
Proof of Theorem 3. We repeat the steps of the previous proof, but this time we
set β1 = 1− θ and β2 = 0. We then perform similar computations to obtain
µ(E(n)) ≥ 1− 2(qn + 1)|qnθ − pn|, (21)
and then, using (5) from [Kam96]
µ(E(n)) ≥ 1− 2qn + 2
qn+1
.
We can then conclude that lim supn∈N˜ µ(E(n)) is positive if we apply (18) and
the hypothesis lim supn∈N˜ an ≥ 3. 
Proof of Theorem 2. By (7) of [Kam96],
lim
n→∞
qn+1
qn
=
2√
5− 1 .
But this certainly implies
lim sup
n∈N˜
qn+1
qn
=
2√
5− 1 .
Using this equation to replace (7) (that is, (7) in their paper, not ours) in the
proof of Lemma 5 in [Kam96], we can assert that
lim sup
n∈N˜
qn|qnθ − pn|= 1√
5
.
We plug this in to (21), and then we are done. 
As a final remark, we will note that [DKL00] proved singular continuous spec-
trum for Schro¨dinger operators for all β and without any restrictions on the an’s.
Unfortunately, there are at least two obstacles to applying that argument in our
setting directly. First, our Gordon lemma for the CMV operator only works for
even jumps, and so to apply the argument in [DKL00] directly we would require
consecutive qn to be even, which is impossible. Furthermore, we lack a Floquet
theory for solutions of odd-periodic Gesztesy-Zinchenko transfer matrices, which
we require to establish trace bounds.
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