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Abstract—Model precision in a classification task is highly
dependent on the feature space that is used to train the model.
Moreover, whether the features are sequential or static will
dictate which classification method can be applied as most
of the machine learning algorithms are designed to deal with
either one or another type of data. In real-life scenarios,
however, it is often the case that both static and dynamic
features are present, or can be extracted from the data. In
this work, we demonstrate how generative models such as
Hidden Markov Models (HMM) and Long Short-Term Mem-
ory (LSTM) artificial neural networks can be used to extract
temporal information from the dynamic data. We explore how
the extracted information can be combined with the static
features in order to improve the classification performance. We
evaluate the existing techniques and suggest a hybrid approach,
which outperforms other methods on several public datasets.
Keywords-Sequence classification, HMM, LSTM, Feature
extraction, Ensembles.
I. INTRODUCTION
When it comes to a classification task it is quite common
to think about two different feature categories: sequential,
where each data sample is represented by one or many
features with their values changing over time (time-series or
dynamic features) and static data with each sample described
by a set of features, each having a fixed value. Those values
do not change in time and are fixed for each sample. We
will refer to them as static features.
For almost any sequential dataset it is possible to extract
static features out of temporal data. One of the examples of
such an approach would be Fourier analysis on EEG signals
[1] that transforms signals of arbitrary length to a fixed-size
frequency domain. Moreover, in many real-life applications
a dataset can already consist of instances that have features
of both categories. For example, consider hospital data,
where the age and gender of a patient are static features,
while heartbeats recorded from the electrodes over some
period of time are dynamic features.
Despite the fact that both static and dynamic features
may contribute to the classification [2], they are rarely used
together. One of the reasons is that most machine learning
methods are not suitable for processing static and dynamic
data simultaneously. Such discriminative algorithms as Ran-
dom Forest [3], Support Vector Machine (SVM) [4], feed-
forward neural networks [5] take static features as an input.
For sequence classification, common methods are variations
of Hidden Markov Models (HMM) [6], Dynamic Time
Warping (DTW) [7] and Recurrent Neural Networks [8].
It is also possible to tackle sequential data by transforming
sequences into feature vectors that can be fed into a dis-
criminative method. Ensemble [9] methods provide another
way to address the issue: predictions made by a temporal
model on dynamic data are combined with the predictions
of a discriminative classifier on static data.
In this paper, we investigate whether there is a better way
for extracting useful information from both data modalities
to improve the overall classification performance. We devise
a data augmentation technique where static features are
concatenated with the data representation provided by a
dynamic model. We refer to such an approach as hybrid
and show that the hybrid way of stacking models [10]
is in general more beneficial than ensemble methods. We
summarize our main contributions as follows:
• We postulate an idea that combining temporal and static
information can boost classification performance.
• We compare different ways to combine static and
dynamic features and propose a hybrid approach that
employs an unconventional way of concatenating fea-
tures.
• We empirically demonstrate that a hybrid method out-
performs ensemble and other baseline methods on
several public datasets.
• We perform a controlled experiment on a synthetic
dataset to investigate how dataset characteristics affect
the baseline, ensemble and hybrid methods’ perfor-
mance.
II. PRELIMINARIES
In this section, we introduce background information
on the algorithms and techniques, which will serve as the
building blocks for the more complex architectures.
Random Forest (RF): There is a vast amount of
discriminative algorithms available. For our experiments
we have chosen Random Forest as it provides close to the
state of the art performance on many practical problems
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[11], [12]. We employ Random Forest in two different
ways: as a stand-alone discriminative classifier and as a
final predictor, which combines the lower layer features
in the ensemble and hybrid architectures. The Scikit-learn
[13] implementation of Random Forest was used in our
experiments.
Hidden Markov Models (HMM): HMM belongs to
the class of probabilistic graphical generative approaches,
which means they are used to generate samples from a
joint distribution of observed and unobserved features.
They have been the most frequently used technique for
modeling sequence data since about the 80s [14]. Despite
many existing variations of HMM, the most commonly
used is the 1-order Markov process with discrete hidden
states: the probability of a given state depends only on the
previous state, while ignoring the rest. If observed values
are discrete, HMM is described via three components:
an initial distribution of hidden states, a matrix of
transition probabilities between the states and a matrix with
observation probability distributions for each of the hidden
states, which is usually referred to as an emission matrix. If
observations are not discrete, Gaussian HMMs [15] are used
for the parametrization, so that emission probabilities are
described using means and covariance matrix of Gaussian
distributions. We use the hmmlearn [16] implementation
of Gaussian HMM.
Long Short-Term Memory (LSTM): LSTM recurrent
neural network [17] is a subclass of Recurrent Neural Net-
works family. It has gained popularity by showing the state
of the art performance in many fields [18]–[21]. The core
improvement of LSTM over vanilla RNN lies in replacing
a usual artificial neuron by a more complicated structure,
called an LSTM unit. This improvement allows the LSTM
network to learn long-term dependencies in the data making
the LSTM a perfect fit for the sequential data.
Figure 1. LSTM network architecture for sequence generation. We predict
value at time step t from the time steps 1 . . . t− 1. Therefore, the output
sequence is the lagged version of the input sequence. The activations of the
LSTM units at the last iteration (shown in bold) are used as the features in
the HYBLSTMA (12) model (see Table I).
In order to capture temporal dynamics in the data we
train a LSTM network to predict each value in the sequence
(x2, x3, . . . , xld) given all the previous ones. In the case
of multivariate sequences the input size of the network is
equal to the number of dynamic features nd; the number
of nodes nLSTM in the network is estimated separately for
each dataset. We train a single layer of LSTM followed by
a fully connected layer of size nLSTM × nd (see Figure 1
for the visual explanation).
There are many other possible LSTM architectures, but
it is out of the scope of this paper to compare them all.
We chose the architecture described above mainly for two
reasons: 1) in the current formulation it is more comparable
with HMM-based generative models and, 2) among other
architectures we tried, this one provided best or comparable
results.
In all LSTM models we use mean squared error (MSE)
between the true test sequence and the generated sequence
as our error function, RMSProp [22] acts as the optimization
method. The Keras Deep Learning library [23] provides the
implementation of LSTM.
Time Spatialization: To be able to apply Random Forest
on dynamic data we need to transform the raw data into an
appropriate feature space. Let nd be the number of sequential
features in a data sample, each of them of length ld. In this
case, every sample can be represented by a matrix of size
nd × ld: 
x11 x12 . . . x1ld
x21 x22 . . . x2ld
...
...
. . .
...
xnd1 xnd2 . . . xndld

By flattening the matrix we obtain a feature vector of
length nd · ld thus transforming a data sample from the time
domain to the feature space:
(x11, x12, . . . , x1ld , x21, x22, . . . , x2ld , . . . , xnd1, xnd2, . . . , xndld).
Data represented in such a form can be used to train
Random Forest classifier [24].
Generative Models for Classification: Some of the
approaches that we consider use a generative model (HMM
or LSTM) as a discriminative classifier. We consider the
binary classification task, however, it can be easily extended
to multiple classes. First, we split the training set into two
subsets: a subset of all samples with a positive class label
and another subset of all samples with a negative class
label. Next, we train two generative models: GPOS on the
positive samples and GNEG on the negative samples. In order
to classify a new sample s, we compute the log-likelihood
of L(s|GPOS) and L(s|GNEG), afterwards we use a binary
decision rule
L(s|GPOS) ≥ L(s|GNEG)
to assign the class label to the sample s.
An important benefit of a generative model is the
possibility to use sequences of a varying length.
Discriminative methods, such as Random Forest, are
not applicable in such cases, thus making a temporal model
the only suitable approach. In our experiments we use
only datasets with the sequences of fixed length for the
compatibility reasons. It is straightforward to extend the
code for sequences of a varying length.
Log-likelihoods and Ratios as Features: Once we es-
timate log-likelihood for a sample s, as described in the
previous paragraph, we can use L(s|GPOS) and L(s|GNEG)
estimations as features. This is the approach we take in
ensemble methods ENSHMM and ENSLSTM . These two
additional features indicate how likely it is that the sample s
is generated by the positive generative model and what is the
likelihood of it being generated by the negative generative
model.
Another derivative feature is the ratio of those two mea-
sures. In case of HMM it is
rHMM = L(s|GPOS)− L(s|GNEG)
and for LSTM
rLSTM = log(
MSENEG
MSEPOS
)
where MSEPOS and MSENEG are the mean squared errors
between the true output sequence and the generated se-
quence. Our experiments have shown that combining static
features with ratios yields better performance than combin-
ing static features with raw log-probabilities or MSE scores.
III. METHODS
In this section, we first describe the approaches that can
be thought of as competitors to the hybrid models, then we
explain our main contribution — the concept of a hybrid
model and its versions.
Subsection III-A describes the methods that use only static
or only dynamic features (unimodal) with a single discrim-
inative algorithm. Subsection III-B makes a step forward
by using a feature space that includes both data modalities
(bimodal) transformed to make the dataset suitable for the
algorithm at hand. For example, if we apply Random Forest
to sequential data we employ spatialization; if we need to
apply a temporal model to static data we transform its feature
values into “fake” sequences: let the value of a static feature
fi of a sample be x, fi will be represented by a sequence
of length ld with value x at each time step. Subsection III-C
discusses what are the options to construct feature spaces
that combine static and dynamic features effectively and
describes ensemble and hybrid methods applied to these
feature spaces.
A. Stand-alone Models on Unimodal Data
In this section we describe the simplest baseline
approaches. These are the models that are fit for only one
data modality: either static or dynamic.
Random Forest on Static or Dynamic Features: The
most straightforward way to handle a multimodal dataset
is to build a model on static features only. In this work
such an approach is referred to as RFs (1)1. We denote
the number of static features in a dataset as ns. If the
dynamic data has the sequences of a fixed length, then it is
straightforward to apply Random Forest on this data — we
use time spatialization to represent time series as one long
feature vector. One obvious drawback of such an approach
is low performance due to the curse of dimensionality when
sequences are extremely long [25]. We use this baseline
to estimate if the use of a temporal model is justified.
Our intuition is that if Random Forest is able to achieve
the same performance on the dynamic data as temporal
models do, then the particular dynamic dataset does not
have a strong temporal component. We denote this method
as RFd (4) and use it for the comparison with temporal
models such as HMM and LSTM.
Hidden Markov Models on Dynamic Features: The
method denoted as HMMd (2) is a direct application of
HMM to sequential data. We use HMM as a classifier
as described in the paragraph “Generative Models for
Classification” of Section II.
Long Short-Term Memory on Dynamic Features: The
method denoted as LSTMd (3) uses the same technique as
HMMd (2) to act as a classifier. The architecture of both
GPOS and GNEG networks are shown in Figure 1.
B. Stand-alone Models on Bimodal Data
The second class of baseline approaches utilizes both
static and dynamic data by concatenating them in such
a way that a single classification method is applicable.
This is the most naı¨ve way of using both data modalities
simultaneously, and, as it will be discussed later, has
obvious limitations.
Random Forest on Static and Dynamic Features: The
method under the name RFs,d (5) transforms dynamic data
to static, concatenates it with the original static features
and employs Random Forest on the resulting feature set.
Hidden Markov Model on Static and Dynamic: The
method implemented in HMMs,d (6) transforms static
features into “fake” sequences: for the dataset with nd
1The number in brackets stands for the model ID we use throughout the
text.
dynamic features of length ld it produces ns additional
dynamic features of length ld. All of the values along these
sequences are constant and equal to the original value
of the static feature. Using this trick we extend dynamic
feature set from nd features to nd + ns features and apply
HMM on it similarly to HMMd (2).
Long Short-Term Memory on Static and Dynamic Fea-
tures: Using the trick from HMMs,d (6) we obtain the
dynamic features from the static features, concatenate them
with the original dynamic features and train an LSTM clas-
sifier on the combined feature set. The learning algorithm
itself is analogous to LSTMd (3). We refer to this approach
as LSTMs,d (7).
C. Multiple Models on Bimodal Data
Dealing with bimodal data is the main focus of this work.
In this section we look into different ways of combining
static and dynamic features.
1) Ensemble Models: With an ensemble approach one
can train different models for different data modalities (for
example, Random Forest for static features and LSTM for
dynamic features) and combine their predictions using a
linear model or another layer of Random Forest (or any
other discriminative method).
In this work we have two methods based on the ensemble
approach: ENSHMM (8), which takes the predictions made
by Random Forest and the predictions made by HMM
classifier, and the ENSLSTM (9) that combines Random
Forest predictions with the predictions of LSTM classifier. In
both these models the final prediction is obtained by training
an additional Random Forest model using predictions as
features.
Ensemble of HMM and RF: The ensemble method
ENSHMM (8) has two stages. First stages works with
the first half of the training set — Random Forest is
trained on the static features and HMM classifier on the
dynamic ones. In the second stage we use the samples
Figure 2. Architecture of an ensemble. The first half of the training set is
used to create models according to the data modality: Random Forest for
static data and a generative model for the dynamic data. These models are
applied to the second half of the training set and to the test set to extract
predictions and form a new feature space. Random Forest is trained on the
enriched second half of the training set and evaluated on the enriched test
set.
from the second half of the training set and estimate class
probabilities for each sample using the models trained in
the first stage. In case of a binary classification problem
each sample is represented by 4 features. We obtain a new
dataset where each sample s from the second half of the
original training set is represented by: log probabilities that
s ∈ POS and s ∈ NEG provided by Random Forest, and
L(s|GPOS), L(s|GNEG) log-likelihoods provided by HMM.
In the similar way we feed samples from the original test
set into these models and obtain a test set with the same
4-dimensional feature space. Finally, we train Random
Forest on 4-dimensional training set and evaluate it on the
corresponding test set. For the detailed explanation of the
experimental pipeline see Section IV-A.
Ensemble of LSTM and RF: LSTM ensemble
ENSLSTM (9) builds a new feature set in a similar to
ENSHMM (8) way. The first two features are the same
as in the case of ENSHMM (8). The second two features
are obtained with POS and NEG LSTM networks. Namely,
an input sequence of a data sample s is fed into each
of the networks, and the corresponding output sequences
are generated. Per class mean squared errors MSEPOS and
MSENEG between the true output sequence and the generated
Table I
LIST OF MODELS AND THE FEATURE SETS THEY OPERATE UPON.
Raw features Predictions Ratios Activations
Nr. Model name Static Dynamic RF HMM LSTM HMM LSTM LSTM
Stand-alone
1 RFs X
2 HMMd X
3 LSTMd X
4 RFd X
5 RFs,d X X
6 HMMs,d X X
7 LSTMs,d X X
Ensemble 8 ENSHMM X X9 ENSLSTM X X
Hybrid
10 HYBHMM X X
11 HYBLSTM X X
12 HYBLSTMA X X
sequences are used as the new features for the sample s.
The number of such features is equal to the total number of
classes.
2) Hybrid Models: The general idea of the hybrid ap-
proach is to employ generative models such as HMM or
LSTM to act as feature extractors from dynamic data. As
generative models are able to generate sequences from the
training data distribution, it is reasonable to assume that
these models can capture temporal dynamics in the data.
Therefore, the features extracted using these models can
act as an approximation for temporal information contained
in the data. These features are concatenated with the static
features and a discriminative classifier (Random Forest) is
used to build the final predictor.
Since naı¨ve ways of combining dynamic data with static
features give poor performance (see Figure 6) we use the
data representation provided by temporal models to obtain a
fixed-size feature set that contains knowledge extracted from
the temporal component of dynamic data.
There are different features that can be extracted from
generative models, with one such example being the Fisher
kernels [29]. In our experiments we use log-likelihood ratios,
MSE ratios or LSTM activations as features for the enrich-
ment of the static feature set. In the following subsections
we go through the hybrid architectures we have explored.
Figure 3. Architecture of the hybrid model. First half of the training
set is used to create a model which will act as a feature extractor. Feature
extractor is applied to enrich the feature set of the second half of the training
set and the test set with additional features. Random Forest is trained on the
second half of the training set to create a final classifier, which is evaluated
on the test set.
Hybrid of Static Features and HMM Ratios: In the
HYBHMM (10) method two generative HMM models are
built on the first half of the training set: one for the samples
with the positive class labels and one for the samples with
the negative class labels. These models are used to enrich
both static features of the second half of the training set
with rHMM ratios as well as the static features of the test set.
Finally, Random Forest is trained on the enriched feature
set and evaluated on the enriched test set.
Hybrid of Static Features and LSTM Ratios: In a
very similar fashion we can use LSTM to build generative
models. HYBLSTM (11) extracts MSE ratios rLSTM and
enriches the set of static features on the second half of
the training set. Random Forest is trained on the enriched
training set and evaluated on the enriched test set.
Hybrid of Static Features and LSTM Activations:
Depending on how detailed information we want to give
to the final classifier we can choose which features to
extract from a generative model. The log-likelihood ratios
are almost the most compressed form of the information
about the data samples. Less compressed features depend
on the inner workings of a particular generative model.
For a LSTM network we can take activations of the last
LSTM layer at the last iteration and use those activations
to enrich the set of static features. The model that does that
is denoted as HYBLSTMA (12). The final step is similar to
all other hybrid architectures: Random Forest is trained on
the enriched training set (in this case it consists of static
features concatenated with LSTM activations) and evaluates
the performance on the test set. In our experiments, however,
such an approach is less accurate than the one based on the
log-likelihoods.
In Table I we summarize all the models and mark the
feature sets used by each model. Note that in case of
univariate datasets some of the models are virtually the
same: model (5) is the same as the model (1), model (7)
as the same as the model (3) and the model (6) is the same
as the model (2). The reason is that for univariate datasets
we use spatialized dynamic data as static features.
IV. EVALUATION
In this section we explain the experimental setup and the
model performance estimation process.
A. Experimental Pipeline
In the case of hybrid methods the splitting strategy and
feature handling are not straightforward. In this subsection
Table II
DESCRIPTIONS OF THE REAL-LIFE DATASETS.
Datasets Samples Train set Test set Staticfeatures
Dynamic
features
Sequence
length
Source of
benchmark
ECoG 10584 5-fold CV 320 64 300 [26]
FordA 4291 1320 3601 500 1 500 [27]
FordB 4446 810 3636 500 1 500 [27]
Phalanges 2658 1800 858 80 1 80 [28]
Yoga 3300 300 3000 426 1 426 [24]
we explain the full pipeline both in the case of a training-
test split and in the case of cross-validation.
Training / test split: Splitting the data entails non-
trivial steps in order to perform feature enrichment without
introducing bias into the models. Methods (1)–(7) that do
not make use of feature enrichment employ the standard
machine learning pipeline where a training set is divided
into training and validation subsets. Model hyperparameters
are estimated on the validation set and the final model is
trained on the whole training data and tested on the test
data.
In case of ensembles and hybrids, however, the pipeline
differs. First, the training set is divided into two equal halves,
let us call them trainingA and trainingB . TrainingA is used to
train the first tier of models, which we call feature extractors
— given a data sample their purpose is to output additional
features that describe that sample. In case of ensembles these
features are log-likelihoods of class labels as discussed in
subsection III-C1, for hybrids the extracted features can take
any of the forms discussed in III-C2. Hyperparameters of the
feature extractor models are estimated on a validation subset
of trainingA.
Once feature extractors are fully trained we use them to
enrich trainingB and test sets: dynamic data of each sample
from those sets is fed into a feature extractor. The extracted
features are concatenated with the static features of that data
sample. For example in case of HYBLSTMA (12), if we had
a dataset with nd dynamic features and ns static features,
and we use LSTM network with 128 LSTM units as the
feature extractor, then the new feature space would be of
size ns + 128.
The final step of the pipeline is to train a second tier
— a discriminative model (Random Forest) — on the
new feature space. Hyperparameters are estimated on the
validation subset of enriched trainingB , after that a final
model is trained on the whole enriched trainingB set and
tested on the enriched test set.
The complete process is depicted in Figures 2 and 3.
Cross-validation: In the case of proposed hybrid archi-
tecture, cross-validation allows for a more efficient use of
data.
Instead of dividing the data set into two parts as it was
done for the training/test split case, we split data set into
{C1, . . . , Ck} chunks, where k is the number of cross-
validation folds. We train a feature extractor model using
the data samples from chunks {C1, . . . , Ci−1, Ci+1, Ck} and
apply that model to enrich the samples from the Ci chunk.
This process is repeated for every chunk and as a result
the whole dataset is enriched without introducing overfitting
bias.
The next iteration is to train a second tier model (Random
Forest) on the enriched data. This is once again done using
cross-validation and exactly on the same chunks of data we
used before. The process is no different from the classical
application of cross-validation: a model is trained on chunks
{C1, . . . , Ci−1, Ci+1, Ck} and evaluated on the Ci chunk.
The reported accuracy is the average accuracy over k folds.
Hyperparameter Optimization: In order to find the
best hyperparameter combination for a model, we apply
Spearmint [30] to search through the parameter space. The
method behind the tool is Bayesian optimization and it has
been shown to be able to find hyperparameters that yield
performance equal or superior to that achieved using other
hyperparameter optimization techniques. In our experiments
every dataset has its own set of parameters, see Table III for
the details.
Table III
ESTIMATED HYPERPARAMETERS. COLUMN NAMES STAND FOR: LSTM
SIZE, DROPOUT, OPTIMIZATION METHOD, BATCH SIZE, NUMBER OF
EPOCHS; NUMBER OF HMM STATES, NUMBER OF ITERATIONS;
NUMBER OF RF TREES.
LSTM HMM RF
Dataset S D O B E S I T
ECoG 2000 0.5 rmsprop 32 50 6 50 500
FordA 512 0.0 rmsprop 1 20 2 50 500
FordB 512 0.0 rmsprop 1 20 2 50 500
Phalanges 128 0.0 rmsprop 1 10 2 50 500
Yoga 256 0.0 rmsprop 1 10 2 50 500
B. Datasets
We compare the described approaches on several datasets
from different domains as well as on a simulated data.
In this section we describe the datasets and their properties.
Synthetic ARMA Dataset: In order to be able to com-
pare results with the ground truth and form the intuition how
much information can be extracted from different types of
features, we have generated a synthetic dataset with specific
properties. Namely, one of the posed questions of this work
is whether combining static and dynamic features can boost
the overall performance on a given dataset. We model the
required conditions by splitting the data into four blocks
in the way explained in Table IV. Block 1 has samples
with positive labels and values for the static features are
generated from GPOS model, while the dynamic features are
generated from the GNEG model. In block 2 the situation is
reversed. The two last blocks have correct labels for both
parts. Therefore, models that do not use information from
both sources should be in a worse position. Indeed, models
(1)–(4) cannot achieve accuracy of more than 0.75 as can
be seen in Figure 7.
The dynamic features are simulated with ARMA(p, q)
process [31], where the orders of autoregressive (AR) and
moving average (MA) parts are drawn from a uniform
Table IV
SYNTHETIC DATASET IS DESIGNED IN A SPECIFIC WAY. EACH BLOCK
CONTAINS STATIC AND DYNAMIC DATA, HOWEVER THE DYNAMIC DATA
IN BLOCK 1 AND STATIC DATA IN BLOCK 2 ARE USELESS, MAKING IT
IMPOSSIBLE FOR A MODEL THAT OPERATES ONLY ON ONE DATA
MODALITY TO CLASSIFY THE WHOLE DATASET CORRECTLY.
Block Classifiability Label Static Dynamic
1
Classifiable by discrim-
inative model as T, but
generative model will
confuse it for F
T ∼ NT ∼ ARMAF
2
Classifiable by
generative model as
T, but discriminative
model will confuse it
for F
T ∼ NF ∼ ARMAT
3, 4 Classifiable by both as
F
F ∼ NF ∼ ARMAF
distribution, p, q ∈ {1, . . . , 5}, while coefficients of AR
and MA processes are αi, βi ∼ U(−0.1, 0.1), respectively.
All values of the static features in the synthetic dataset
are drawn from the Gaussian distribution, N (µ, σ2), where
µ ∼ U(0, 2) and σ ∼ U(0, 2).
For illustration purposes Figure 4 depicts eight randomly
chosen timeseries from the created synthetic dataset. The
difference between classes is not obvious, and, therefore, is
not overly simple as a classification task.
Figure 4. Example of generated synthetic timeseries.
Real-life datasets: We use datasets with different as-
pects: few univariate time-series widely used in the literature
— FordA and FordB [28] and a multivariate dataset from
a particular domain — classification of electrocorticography
(ECoG) recordings from BCI competition III [32]. Also, we
show the results on the Phalanges and Yoga datasets [28],
where the baseline methods perform as well as ensemble
and hybrid approaches, and we discuss why it is the case.
For the characteristics of the chosen datasets the reader is
referred to Table II.
Benchmarks from the literature exist for all of the datasets
except for the ECoG dataset. To the best of our knowledge
we compare our scores with the highest reported results and
follow the same data splitting strategies. Namely, we demon-
strate the results on the train and test sets of the same size
as used in the literature. The sources of the benchmarks are
provided in Table II. It is worth mentioning that despite the
fact that the best result gained for the ECoG dataset during
the BCI Competition has accuracy of 0.91 [26], the authors
use elaborate hand-crafted features extraction methods such
as combination of bandpower, CSSD/Waveform Mean and
Fisher Discriminant Analysis. Since we do not have access
to the features they have used, we limit ourselves to classical
Fourier analysis of ECoG signal. Due to the differences in
preprocessing the fair comparison cannot be easily drawn.
For ECoG dataset we apply 5-fold cross-validation and
compute the mean of accuracies over the folds.
C. Results
In this section we report accuracies achieved by all of the
approaches on synthetic and real-life datasets and discuss
our findings.
Insights from synthetic ARMA Dataset: As can be seen
from the results on the synthetic dataset (Figure 7) RF is far
from good when dealing with dynamic data, thus it confirms
the intuition that models designed to work with dynamic data
have merit. Stand-alone models on bimodal data (models
(5)–(7), see section III-B) fail to capture the information
from the both sources. This observation is also generally true
for the real-life datasets (see Figure 6). Both the ensemble
and hybrid methods achieve almost perfect accuracy, and
thus are good at extracting information from temporal and
static sources simultaneously.
Next, we investigate various dataset characteristics with
respect to the methods’ performance by generating datasets
with varying size, sequence length (ld), number of static (ns)
and dynamic features (nd). The resulting heatmap is shown
in Figure 5. Note that the ratio on the horizontal axis is
represented in discrete form and the intervals are not equal
due to a limited variation of the parameters.
There are a few observations that may be of interest for
practitioners:
• Both ensemble and hybrid HMM (models
ENSHMM (8), HYBHMM (10)) show superior
performance on longer sequences and when the
number of dynamic and static features is balanced.
• Hybrid and ensemble models based on LSTM
(ENSLSTM (9), HYBLSTM (11)) are less affected by
the length of the sequence and the ratio between static
and dynamic features. They perform very well across
the whole range of those parameters, except for very
short sequences.
• All methods show lower performance on the datasets
with very short sequences and on the datasets with high
imbalance towards dynamic features. The decrease is
Figure 5. Performance of 12 models on the synthetic dataset with varying parameters. The ratio between the number of dynamic features and the total
number of features plotted on the horizontal axis. The vertical axis corresponds to the size of the dataset on the left plot and to the length of the sequence
on the right plot.
Figure 6. Performance on the real-life datasets.
visible when the proportion of dynamic features reaches
80%.
• Noteworthy is also the overall similarity between the
patterns of ensembles and hybrids, though latter have
a bit higher accuracy.
• Hybrid model HYBLSTMA (12) with LSTM activations
seems to perform well only for a bigger dataset size,
longer sequences and with only a few dynamic features.
Results on real-life datasets: The results across all
real-life datasets are shown in Figure 6. In general, every
dataset has its own specifics and thus, no single method
performs best on all of them. For example, on the ECoG
dataset the model HMMd (2) is almost as good as hybrid
methods in spite of showing poor performance on all the
other datasets. On the Yoga and Phalanges datasets Random
Forest on the static features performs as well as the hybrid
and ensemble methods. One possible reason why on some
datasets combination of dynamic and static features does not
give higher performance could be the absence of temporal
dynamics in the data. In such case the use of temporal
models is irrelevant. The degree of temporal connection can
be estimated by comparing stand-alone models HMMd (2)
and LSTMd (3) with RFd (4). If Random Forest performs
on dynamic data better or similar to HMM and LSTM, then
the temporal aspect is not present (or temporal models fail
to grasp it).
Hybrid model HYBLSTM (11) improved on the best
result from the literature on the datasets FordA and FordB.
On the ECoG dataset both hybrids HYBHMM (10) and
HYBLSTM (11) outperformed the other methods. Moreover,
despite the fact that the hybrid methods on Phalanges and
Yoga datasets do not beat the accuracy from the literature,
in all of the datasets they are either the best or very close
Figure 7. Performance on the synthetic dataset. The vertical dashed lines
show the maximal achievable level of performance.
to the best results.
It is also interesting to notice that the observations ob-
tained from the analysis of synthetic data are in line with
the performance on the real datasets. Namely, if a dataset
has fewer samples or the sequences are rather short (as in
the case of Yoga and Phalanges datasets), then the hybrid
approach does not provide a performance boost. However,
if a dataset is large and has long sequences as in the case
of ECoG, FordA and FordB (see table II for the dataset
characteristics), then hybrids outperform other methods.
V. CONCLUSION
We propose and explore an unorthodox way of combining
dynamic and static features in order to make it possible for
a classification model to capture temporal dynamics and
static information simultaneously. Previous approaches to
this problem relied on ensemble methods where different
models operate on different data modalities and their predic-
tions are combined. The hybrid approach we propose goes
to a lower level and explores the possibility of combining
models not at the level of predictions, but earlier — it con-
catenates static features with either predictions of generative
models, ratios of class probabilities, or, when possible, with
inner representation of the data provided by a generative
model. We demonstrate that this approach outperforms other
approaches and report results on several public datasets.
Additionally we explore the behaviour of 12 different models
on synthetic data and describe how performance depends
on such properties of a dataset as the number of samples,
number of static and dynamic features and the length of the
sequence, providing the guidelines for practitioners.
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APPENDIX
The implementation of all the methods described in the
paper and the code for the exploratory analysis is avail-
able at the public repository at https://github.com/annitrolla/
Generative-Models-in-Classification.
