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Abstract
Multi-view videos (MVVs) provide immersive viewing experience, at the cost of heavy load
to wireless networks. Except for further improving viewing experience, view synthesis can create
multicast opportunities for efficient transmission of MVVs in multiuser wireless networks, which has
not been recognized in existing literature. In this paper, we would like to exploit view synthesis-
enabled multicast opportunities for energy-efficient MVV transmission in a multiuser wireless network.
Specifically, we first establish a mathematical model to characterize the impact of view synthesis on
multicast opportunities and energy consumption. Then, we consider the optimization of view selection,
transmission time and power allocation to minimize the weighted sum energy consumption for view
transmission and synthesis, which is a challenging mixed discrete-continuous optimization problem. We
propose an algorithm to obtain an optimal solution with reduced computational complexity by exploiting
optimality properties. To further reduce computational complexity, we also propose two low-complexity
algorithms to obtain two suboptimal solutions, based on continuous relaxation and Difference of Convex
(DC) programming, respectively. Finally, numerical results demonstrate the advantage of the proposed
solutions.
Index Terms
multi-view video, view synthesis, multicast, convex optimization, DC programming.
I. INTRODUCTION
A multi-view video (MVV) is generated by capturing a scene of interest with multiple cameras
from different angles simultaneously. Each camera can capture both texture maps (i.e., images)
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2and depth maps (i.e., distances from objects in the scene), providing one view. Besides views
captured by cameras, additional views, referred to as virtual views, can be synthesized based
on reference views, providing new view angles to further enhance viewing experience. More
specifically, each virtual view can be synthesized based on a left view and a right view using
Depth-Image-Based Rendering (DIBR) [1]. A MVV subscriber (i.e., user) can freely select
among multiple view angles, hence enjoying immersive viewing experience. MVV has vast
applications in entertainment, education, medicine, etc. For example, MVV is one key technique
in free-viewpoint television, naked-eye 3D and virtual reality (VR).
A MVV is in general of a much larger size than a traditional single-view video, bringing a
heavy burden to wireless networks. The coding structure of a MVV (i.e. how the MVV frames
are arranged and encoded) determines the traffic load on a wireless network. To facilitate MVV
transmission, views are usually encoded separately using standard video codec and only the view
corresponding to a user’s current selected viewpoint is transmitted [2]–[5].
In [3]–[5], the authors consider a wired MVV system with a single server and multiple users.
Note that view synthesis usually introduces distortion, the degree of which depends on the
distance between the two reference views and their qualities. References [3]–[5] consider the
optimization of view selection to minimize the total distortion of all synthesized views subject to
the bandwidth constraint. As the transmission models in [3]–[5] do not reflect channel fading and
broadcast nature which are key features of wireless networks, the solutions of MVV transmission
in [3]–[5] cannot be applied to MVV transmission in wireless networks.
In [6] and [7], the authors consider a wireless MVV transmission system with a single server
and multiple users, where channel fading and broadcast nature of wireless communications are
captured. The transmission mechanisms in [6] and [7] make use of natural multicast opportuni-
ties to reduce energy consumption. In particular, [7] considers Orthogonal Frequency Division
Multiple Access (OFDMA), and optimizes power and subcarrier allocation to minimize the total
transmission power. Neither of [6] and [7] considers view synthesis at the server or users, which
can create multicast opportunities to further improve transmission efficiency and reduce energy
consumption in wireless networks. As far as we know, this benefit of view synthesis has not
been recognized in existing literature. Thus, the performance of the transmission designs in [6]
and [7] may be further improved.
In this paper, we would like to address the above limitation. We consider MVV transmission
3from a server to multiple users in a wireless network using Time Division Multiple Access
(TDMA). Different from [6] and [7], we allow view synthesis at the server and each user
to create multicast opportunities for efficient MVV transmission in multiuser wireless networks.
Specifically, we first establish a mathematical model to characterize the impact of view synthesis
on multicast opportunities and energy consumption. Then, we consider the optimization of
view selection, transmission time and power allocation to minimize the weighted sum energy
consumption for view transmission and synthesis. The problem is a challenging mixed discrete-
continuous optimization problem. We propose an algorithm to obtain an optimal solution with
reduced computational complexity by exploiting optimality properties. To further reduce com-
putational complexity, we propose two low-complexity algorithms to obtain two suboptimal
solutions. Specifically, the first suboptimal solution is obtained by transforming the continuous
relaxation of the original problem into a convex problem and rounding the optimal solution of
the convex problem. The second suboptimal solution is obtained by transforming the original
problem into a Difference of Convex (DC) programming problem and finding a stationary point
using a DC algorithm [8]. The second suboptimal solution achieves lower energy consumption
with higher computational complexity than the first suboptimal solution. To the best of our
knowledge, this is the first work providing optimization-based solutions for energy-efficient
MVV transmission by effectively exploiting view synthesis-enabled multicast opportunities in
multiuser wireless networks. Finally, numerical results demonstrate the advantage of the proposed
suboptimal solutions.
II. SYSTEM MODEL
As illustrated in Fig. 1, we consider downlink transmission of a MVV from a single-antenna
server (e.g., base station or access point) to K (> 1) single-antenna users. V views (including
texture maps and depth maps) about a scene of interest are captured by V evenly spaced cameras
simultaneously from different view angles. The V views are then pre-encoded independently
using standard video codec and stored at the server. Let V = {1, 2, · · · , V } denote the set of
indices for the original views. We consider Q− 1 evenly spaced additional views between view
v and v + 1 with view spacing 1/Q between two neighboring views, where Q = 2, 3, · · · is a
system parameter and v ∈ {1, 2, · · · , V −1}. The additional views can be synthesized via DIBR
to provide new view angles. The set of indices for all views including the V original views
4Fig. 1: System model. K = 4, r1 = 1, r2 = 2, r3 = 3, r4 = 4, V = {1, 2, 3, 4}, V =
{1, 1.5, 2, · · · , 4}, ∆ = 1, x1 = x2.5 = x4 = 1 and y1,1 = y2,1 = y2,2.5 = y3,2.5 = y3,4 = y4,4 = 1.
(which are stored at the server) and the (V −1)(Q−1) additional views (which are not stored at
the server but can be synthesized on demand) is denoted by V = {1, 1+1/Q, 1+2/Q, · · · , V }.
For ease of exposition, we assume all views have the same source encoding rate (in bits/s),
denoted by R.
Using DIBR, a view can be synthesized by using one left view and one right view as the
reference views, either by the server or by a user. The quality of each synthesized view depends
on its distance to its two reference views and the qualities of its reference views. The server
only needs to synthesize additional views. Specifically, it can synthesize each additional view
v ∈ V \ V using its nearest left original view ⌊v⌋ and right original view ⌈v⌉.1 Each user
may need to synthesize any view v ∈ V , by using two views from the left reference view set
V
−
v = {x ∈ V : v−∆ ≤ x < v} and the right reference view set V
+
v = {x ∈ V : v < x ≤ v+∆},
respectively. Note that V
−
1 = ∅ and V
+
V = ∅. Here, ∆ (≥ 1) is a system parameter to limit the
distance between each synthesized view and each of its reference views so as to guarantee the
quality of each synthesized view.
Let K = {1, . . . , K} denote the set of user indices. Let rk ∈ V denote the index of the view
requested by user k ∈ K. Note that different users can request the same view, corresponding
to natural multicast opportunities. To satisfy user k’s view request, the server either transmits
view rk or transmits two reference views in V
−
rk
and V
+
rk
for user k to synthesize view rk. To
save resource, the server transmits each view at most once, making use of both natural multicast
1⌊v⌋ denotes the greatest integer less than or equal to v and ⌈v⌉ denotes the least integer greater than or equal to v.
5opportunities and view synthesis-enabled multicast opportunities (which will be further illustrated
in Example 1). Let xv denote the view transmission variable for view v, where xv satisfies:
xv ∈ {0, 1}, v ∈ V. (1)
Here, xv = 1 indicates that the server will transmit view v and xv = 0 otherwise. Denote
x , (xv)v∈V . Let yk,v denote the view utilization variable for view v at user k, where yk,v
satisfies:
yk,v ∈ {0, 1}, v ∈ V , k ∈ K. (2)
Here, yk,v = 1 indicates that user k will utilize view v (as view v is requested by user k, i.e.,
rk = v, or view v ∈ V
+
rk
or V
−
rk
is used to synthesize view rk at user k) and yk,v = 0 otherwise.
Denote y , (yk,v)k∈K,v∈V . Thus, to guarantee that each user can obtain its requested view, we
require:
yk,rk +
∑
v∈V
+
rk
yk,v = 1, k ∈ K, (3)
yk,rk +
∑
v∈V
−
rk
yk,v = 1, k ∈ K. (4)
Note that the constraints in (2), (3) and (4) ensure that either yk,rk = 1,
∑
v∈V
+
rk
yk,v =
∑
v∈V
−
rk
yk,v =
0, or yk,rk = 0,
∑
v∈V
+
rk
yk,v =
∑
v∈V
−
rk
yk,v = 1. The server has to transmit view v in order for a
user to utilize view v. Thus, we have the following constraint connecting the view transmission
variables and view utilization variables:
xv ≥ yk,v, k ∈ K, v ∈ V . (5)
View selection, reflecting view synthesis, is achieved by choosing x and y.
Example 1: (View Synthesis-Enabled Multicast Opportunities): Consider an illustration exam-
ple as shown in Fig 1. In this example, without view synthesis, the server has to transmit four
views, i.e., views 1, 2, 3 and 4, and there are no natural multicast opportunities (as different
users request different views). In contrast, if view synthesis is allowed at the server and each
user, the server can transmit only three views, i.e., views 1, 2.5 and 4, and each of the three
views can be utilized by two users. Therefore, view synthesis can create multicast opportunities,
enabling more efficient transmission designs for MVVs in multiuser wireless networks.
6We consider Time Division Multiple Access (TDMA). Each TDMA frame is of duration T
(in seconds). Consider one frame. The time allocated to transmit view v, denoted by tv, satisfies
tv ≥ 0, v ∈ V. (6)
In addition, we have the following total time allocation constraint:
∑
v∈V
tv ≤ T. (7)
We consider a narrow band system and let B denote the bandwidth (in Hz). We study the
block fading channel model. Let hk denote the channel power for user k, which is assumed to be
constant within each TDMA frame. Different views are encoded separately and transmitted over
different time. Let pv denote the transmission power for view v. Then, the maximum transmission
rate (in bits/s) of view v to user k is given by B log2
(
1 + pvhk
n0
)
, where n0 is the power of the
complex additive white Gaussian channel noise at each receiver. To guarantee that all users that
need to utilize view v can successfully decode it, we have the following successful transmission
constraint:
tvB log2
(
1 +
pvhk
n0
)
≥ yk,vRT, k ∈ K, v ∈ V. (8)
In other words, we consider multicast transmission of view v, if there are more than one user
utilizing it. The transmission energy consumption at the server is given by:
Et(t,p) =
∑
v∈V
tvpv, (9)
where t , (tv)v∈V and p , (pv)v∈V . Let Eb denote the synthesis energy consumption (caused
by computation) [9] at the server for one view. Then, the total synthesis energy consumption at
the server is given by:
E(b)s (x) =
∑
v∈V\V
xvEb, (10)
where x , (xv)v∈V . Similarly, let Eu,k denote the synthesis energy consumption at user k for one
view. Note that we allow Eu,k, k ∈ K to be different due to heterogenous hardware conditions
at different users. Then, the total synthesis energy consumption at all users is given by:
E(u)s (y) =
∑
k∈K
(1− yk,rk)Eu,k. (11)
7Therefore, the weighted sum energy consumption is given by:
E(t,p,x,y) = Et(t,p) + E
(b)
s (x) + βE
(u)
s (y), (12)
where β ≥ 1 is the corresponding weight factor. Note that β > 1 means imposing a higher cost
on energy consumption for user devices due to their limited battery power.
Remark 1: (Modeling of View Synthesis and Multicast in Multiuser Wireless Networks): The
proposed model based on view transmission variables x and view utilization variables y math-
ematically characterizes the impact of view synthesis on multicast opportunities and energy
consumption at the server and each user. Later, we shall see that this enables optimizing view
synthesis-based multicast opportunities for transmission energy reduction.
III. PROBLEM FORMULATION AND OPTIMAL SOLUTION
A. Problem Formulation
We would like to minimize the weighted sum energy consumption by optimizing the view
transmission and utilization variables (i.e., view selection) as well as the transmission time and
power allocation variables. Specifically, we have the following optimization problem.
Problem 1 (Energy Minimization):
E⋆ , min
x,y,p,t
E(t,p,x,y)
s.t. (1), (2), (3), (4), (5), (6), (7), (8).
Let (x⋆,y⋆,p⋆, t⋆) denote the optimal solution of Problem 1.
Obviously, Problem 1 is a mixed discrete-continuous optimization problem with two types
of variables, i.e., view transmission and utilization variables (binary variables) as well as power
allocation and time allocation variables (continuous variables). In general, Problem 1 is NP-hard.
B. Optimal Solution
In this section, we develop an algorithm to obtain an optimal solution of Problem 1, as shown
in Fig. 2. Define Y , {y : (2), (3), (4)} and X × Y , {(x,y) : (1), (5),y ∈ Y}. First, by
exploiting structural properties of Problem 1, we propose an equivalent formulation of Problem 1.
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Fig. 2: Proposed optimal solution of Problem 1.
Problem 2 (View Transmission and Utilization):
min
(x,y)∈X×Y
E⋆t (x,y) + E
(b)
s (x) + βE
(u)
s (y)
where E⋆t (x,y) is given by the following sub-problem. Let x
⋆ , (x⋆v)v∈V and y
⋆ , (y⋆k,v)k∈K,v∈V
denote the optimal solution of Problem 2.
Problem 3 (Time and Power Allocation for Given x,y): For given x and y that satisfy (1)-
(5), we have:
E⋆t (x,y) ,min
t,p
Et(t,p)
s.t. (6), (7), (8).
Let t⋆(x,y) , (t⋆v (x,y))v∈V and p
⋆(x,y) , (p⋆v (x,y))v∈V denote the optimal solution of
Problem 3.
This formulation (including Problem 2 and Problem 3) separates the two types of variables
(i.e., binary variables and continuous variables) and facilitates the optimization. We can obtain
an optimal solution of Problem 1 by solving Problem 2 and Problem 3. First, we focus on
solving Problem 3. As Et(t,p) is not convex in (t,p), Problem 3 is nonconvex. By exploiting
optimality properties of Problem 3, we can obtain the closed-form optimal solution.
9Lemma 1 (Optimal Solution of Problem 3): An optimal solution of Problem 3 is given by:
t⋆v(x,y) =


RT log 2
B
(
W (
λ⋆(x,y)hv,min(yv)
n0e
− 1
e
)+1
) , xv = 1
0, xv = 0
, v ∈ V,
p⋆v(x,y) =


n0
hv,min(yv)
(
2
RT
Bt⋆v(x,y) − 1
)
, xv = 1
0, xv = 0
, v ∈ V,
where yv , (yk,v)k∈K, and λ
⋆(x,y) satisfies
∑
v∈V
RT log 2
B
(
W (
λ⋆(x,y)hv,min(yv)
n0e
− 1
e
) + 1
)xv = T.
Here,W (·) denotes lambert W function and hv,min(yv) , mink∈K hkyk,v for all v ∈ V . Proof:
Please refer to Appendix A.
Next, we focus on solving Problem 2. Problem 2 is a discrete optimization problem and is
NP-hard. Problem 2 can be solved by exhaustive search. To reduce the search space, we first
analyze optimality properties of Problem 2. Consider any two users a ∈ K and b ∈ K and define
rmax , max{ra, rb} and rmin , min{ra, rb}. Study three cases, i.e., Case 1: V
+
rmin
∩ V
−
rmax
= ∅,
Case 2: V
+
rmin
∩ V
−
rmax
6= ∅ and rmax /∈ V
+
rmin
, and Case 3: rmax ∈ V
+
rmin
. We define:
Ua,b ,


{ra}, Case 1
{ra, rmax −∆, rmin +∆} ∪ (V
+
rmin
∩ V
−
rmax
∩ V), Case 2
{ra, rb, rmax −∆, rmin +∆}, Case 3,
Uk ,
⋃
i∈K:i 6=k
Uk,i.
Note that Ua,b characterizes the set of views that may be utilized by user a when considering
only users a and b, as illustrated in Fig. 3, and Uk specifies the set of views that may be utilized
by user k considering all users. Then, we have the following lemma.
Lemma 2 (Optimality Properties of Problem 2): (i) x⋆v = maxk∈K y
⋆
k,v for all v ∈ V ; (ii) Sup-
pose βEu,k ≥ Eb for all k ∈ K, if v ∈ V and v /∈ Uk for all k ∈ K, then y
⋆
k,v = 0 for all k ∈ K.
Proof: Please refer to Appendix B.
Statement (i) indicates that view v will not be transmitted if no user utilizes it. Statement (ii)
indicates that any view not in Uk will not be utilized by user k. Let X × Y , {(x,y)| y ∈
10
Fig. 3: Illustration of Ua,b. V = {1, 2, 3, 4, 5}, V = {1, 1.25, 1.5, · · · , 5} and ∆ = 1.
Algorithm 1 Optimal solution of Problem 1
Output (x⋆,y⋆,p⋆,t⋆).
1: Set E⋆ =∞.
2: for (x,y) ∈ X×Y do
3: For given (x,y), obtain (p, t) based on Lemma 1 and compute E(t,p,x,y) = E⋆t (x,y)+
E
(b)
s (x) + βE
(u)
s (y).
4: if E(t,p,x,y) ≤ E⋆ then
5: Set E⋆ = E(t,p,x,y) and (x⋆,y⋆,p⋆,t⋆) = (x,y,p,t).
6: end if
7: end for
Y, xv = maxk∈K yk,v for all v ∈ V}, where Y , {y ∈ Y|yk,v = 0 for all v /∈ Uk, k ∈ K}.
Based on Lemma 2, we can reduce the feasible set for (x, y) from X ×Y to X ×Y without
loss of optimality. Therefore, by Lemma 1 and Lemma 2, we develop an algorithm to obtain an
optimal solution of Problem 1, as summarized in Algorithm 1.
IV. SUBOPTIMAL SOLUTIONS
Although the complexity for obtaining an optimal solution of Problem 2 has been reduced
based on Lemma 2, the complexity of Algorithm 1 is still unacceptable when K is large. In this
11
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Fig. 4: Proposed suboptimal solutions of Problem 1.
section, we propose two low-complexity algorithms to obtain suboptimal solutions of Problem 1,
as illustrated in Fig. 4. First, define:
E1(t,y) ,
∑
v∈V
tv max
k∈K
{
n0
hk
(
2
yk,vRT
Btv − 1
)}
, (13)
E2(y) , Eb
∑
v∈V\V
max
k∈K
yk,v, (14)
E3(y) ,
∑
k∈K
Eu,k
∑
v∈V
+
rk
yk,v. (15)
Next, introduce the following problem.
Problem 4 (View Utilization and Transmission Time):
E∗ ,min
t,y
E1(t,y) + E2(y) + E3(y)
s.t. (2), (3), (4), (6), (7).
Let t∗ and y∗ denote the optimal solution of Problem 4.
By exploiting optimality properties of Problem 1, we have the following relationship between
Problem 1 and Problem 4.
Lemma 3 (Relationship between Problem 1 and Problem 4): E∗ = E⋆, t∗ = t⋆, y∗ = y⋆,
where E∗ and (t∗,y∗) are the optimal value and optimal solution of Problem 4, and E⋆ and
12
(t⋆,y⋆) are the optimal value and optimal solution of Problem 1. Proof: Please refer to
Appendix C.
Recall that x⋆ can be determined by y⋆ according to Lemma 2. Thus, by Lemma 3, we can
obtain an optimal solution of Problem 1 by solving Problem 4. Note that Problem 4 is a mixed
discrete-continuous optimization problem and is in general NP-hard. In the following, we obtain
low-complexity suboptimal solutions of Problem 4, based on which, we can obtain suboptimal
solutions of Problem 1.
A. Suboptimal Solution based on Continuous Relaxation
By relaxing the discrete constraint in (2) to:
yk,v ∈ [0, 1], k ∈ K, v ∈ V, (16)
we can obtain the following continuous relaxation of Problem 4.
Problem 5 (Continuous Relaxation of Problem 4):
min
t,y
E1(t,y) + E2(y) + E3(y)
s.t. (3), (4), (6), (7), (16).
Let (t†,y†) denote the optimal solution of Problem 5.
It is clear that Problem 5 is convex and can be solved efficiently using standard convex
optimization techniques. However, the optimal solution y† of Problem 5 is usually not binary
and hence not in the feasible set of Problem 4. Based on y†, we can construct a feasible solution
y† , (y†k,v)k∈K,v∈V of Problem 4, as shown in Step 2–Step 8 of Algorithm 2. Based on y
†, we
can obtain x† , (x†v)v∈V according to Lemma 2 (i), as shown in Step 9 of Algorithm 2. Based
on x† and y†, we then compute p† , (pv)v∈V and t
†
, (t
†
v)v∈V according to Lemma 1, as shown
in Step 10 of Algorithm 2. (x†,y†,p†, t
†
) serves as a suboptimal solution of Problem 1. The
details are summarized in Algorithm 2.
B. Suboptimal Solution based on DC Programming
The discrete constraint in (2) can be equivalently transformed to (16) and
yk,v(1− yk,v) ≤ 0, k ∈ K, v ∈ V. (17)
Then, Problem 4 can be equivalently transformed to the following problem.
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Algorithm 2 Suboptimal Solution of Problem 1 based on Continuous Relaxation
Output (x†,y†,p†, t
†
).
1: Obtain (t†,y†) by solving Problem 5.
2: for k ∈ K do
3: if y†k,rk > y
†
k,v for all v ∈ V and v 6= rk then
4: Set y†k,rk = 1 and y
†
k,v = 0 for all v ∈ V and v 6= rk.
5: else
6: Set y†
k,v+max
= y†
k,v−max
= 1 and y†k,v = 0 for all v ∈ V and v 6= v
+
max, v
−
max, where
v+max = argmaxv:v∈V+rk
y†k,v and v
−
max = argmaxv:v∈V−rk
y†k,v.
7: end if
8: end for
9: Set x†v = maxk∈K y
†
k,v for all v ∈ V .
10: For given x† and y†, compute (p†, t
†
) based on Lemma 1.
Problem 6 (DC Problem of Problem 4):
min
t,y
E1(t,y) + E2(y) + E3(y)
s.t. (3), (4), (6), (7), (16), (17).
Note that the constraint function in (17) is concave. Thus, Problem 6 is a difference of convex
(DC) problem [8]. In the following, we adopt the DC method in [10] to obtain a stationary point
of Problem 6. First, we approximate Problem 6 by disregarding the constraint in (17) and adding
to the objective function a penalty for violating the constraint in (17).
Problem 7 (Penalized Problem of Problem 6):
min
t,y
E1(t,y) + E2(y) + E3(y) + ρP (y)
s.t. (3), (4), (6), (7), (16),
where the penalty parameter ρ > 0 and the penalty function P (y) is given by P (y) =
∑
k∈K
∑
v∈V yk,v(1−
yk,v).
Note that the objective function of Problem 6 is Lipschitz continuous and the feasible set of
Problem 6 is a nonempty bounded polyhedral convex set. Thus, there exists ρ0 > 0 such that
for all ρ > ρ0, Problem 7 is equivalent to Problem 6 [10]. Now, we solve Problem 7 instead of
14
Algorithm 3 Suboptimal Solution of Problem 1 based on DC Programming
Output (x†,y†,p†, t†)
1: Find an initial feasible point (t(0),y(0)), choose a sufficiently large ρ, and set i = 0.
2: repeat
3: Set i = i+ 1.
4: Obtain (t(i),y(i)) of Problem 8 using standard convex optimization techniques.
5: until convergence criteria is met.
6: Set y† = y(i) and t† = t(i).
7: Set x†v = maxk∈K y
†
k,v for all v ∈ V .
8: For given x† and y†, compute p† based on Lemma 1.
Problem 6 by using the DC algorithm in [8]. The main idea is to iteratively solve a sequence
of convex approximations of Problem 7, each of which is obtained by linearizing the penalty
function P (y) in the objective function of Problem 7. Specifically, we have:
Problem 8: (Convex Approximation of Problem 7 at i-th Iteration):
(t(i),y(i)) , argmin
t,y
E1(t,y) + E2(y) + E3(y) + ρPˆ
(
y;y(i−1)
)
s.t. (3), (4), (6), (7), (16),
where
Pˆ
(
y;y(i−1)
)
, P
(
y(i−1)
)
+∇P
(
y(i−1)
)T (
y− y(i−1)
)
=
∑
k∈K
∑
v∈V
((
1− 2y
(i−1)
k,v
)
yk,v +
(
y
(i−1)
k,v
)2)
.
Here, y(i−1) denotes the solution of Problem 8 at the (i− 1)-th iteration.
It has been shown that the DC algorithm can obtain a stationary point of Problem 7 [8],
denoted by (t†,y†), with slight abuse of notation. Due to the equivalence among Problems 4,
6 and 7, we know that (t†,y†) is a feasible solution of Problem 4. Similarly, based on y†,
we can obtain x† , (x†v)v∈V according to Lemma 2 (i), as shown in Step 7 of Algorithm 3.
Based on x† and y†, we then compute p† , (p†v)v∈V according to Lemma 1, as shown in Step 8
of Algorithm 3. (x†,y†,p†, t†) serves as a suboptimal solution of Problem 1. The details are
summarized in Algorithm 3.
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V. SIMULATION
In the simulation, we set β = 3, R = 10Mbit/s, Eb = 5×10
−7Joule, Eu,k = 5×10
−7Joule for
all k ∈ K, V = {1, 2, 3, 4, 5}, V = {1, 1.1, 1.2, · · · , 5} (i.e., Q = 10), ∆ = 1 and n0 = BkBT0,
where kB = 1.38 × 10
−23Joule/Kelvin is the Boltzmann constant and T0 = 300Kelvin is the
temperature. For all k ∈ K, we assume channel power hk follows Rayleigh fading with mean
10−3 (which is to reflect path loss). In addition, for all k ∈ K, we assume view request rk
follows the uniform distribution over V . We generate 100 random independent channel powers
and view requests for all users, and evaluate the average performance over these realizations.
We use Matlab software and CVX toolbox to implement Algorithms 1, 2 and 3.
A. Comparison between Optimal and Suboptimal Solutions
In this part, we use a numerical example for a small2 K to compare the optimal solution
(obtained using Algorithm 1) and the proposed suboptimal solutions (obtained using Algorithm 2
and Algorithm 3). Fig. 5 illustrates the weighted sum energy consumption and computation time
versus the number of users, respectively. From Fig. 5 (a), we can see that the weighted sum
energy of each suboptimal solution is very close to that of the optimal solution. From Fig. 5 (b),
we can see that the computation time of each suboptimal solution grows at a much smaller rate
than the optimal solution with respect to the number of users. In addition, the computation time
of the suboptimal solution based on continuous relaxation (i.e., Algorithm 2) is smaller than
that of the suboptimal solution based on DC programming (i.e., Algorithm 3). This numerical
example demonstrates the applicability and efficiency of the suboptimal solutions.
B. Comparison between Suboptimal Solutions and Baseline Schemes
In this part, we compare two proposed suboptimal solutions with two baseline schemes.
Baseline 1 considers view synthesis at the server but does not consider view synthesis at the
user side. More specifically, for all k ∈ K, xv = 1 if v = rk, and xv = 0 otherwise; for all
k ∈ K, yk,v = 1 if v = rk and yk,v = 0 otherwise. Baseline 2 considers view synthesis at the
user side but does not consider view synthesis at the server. More specifically, for all k ∈ K,
xv = 1 if v = ⌊rk⌋ or ⌈rk⌉, and xv = 0 otherwise; for all k ∈ K, yk,v = 1 if v = ⌊rk⌋ or ⌈rk⌉
2Note that the computational complexity of Algorithm 1 is not acceptable when K is larger.
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(a) Weighted sum energy consumption vs K.
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(b) Computation time vs K.
Fig. 5: Comparison between the optimal and suboptimal solutions at B = 10MHz and T =
100ms.
and yk,v = 0 otherwise. Based on x and y, both baseline schemes adopt the optimal power and
time allocation according to Lemma 1, as in the proposed solutions.
Fig. 6 illustrates the weighted sum energy consumption versus the bandwidth and frame
duration, respectively. From Fig. 6, we can see that the weighted sum energy consumption of
each scheme decreases as the bandwidth or frame duration increases. In addition, we can see that
when the bandwidth or frame duration is small, Baseline 2 outperforms Baseline 1, and when
the bandwidth or frame duration is large, Baseline 1 outperforms Baseline 2. The reasons are as
follows. (i) Baseline 1 (view synthesis at the server) incurs smaller weighted synthesis energy
consumption than Baseline 2 (view synthesis at the user side), as βEu,k > Eb for all k ∈ K.
(ii) Baseline 1 has higher transmission energy consumption than Baseline 2, as Baseline 1 has
fewer multicast opportunities and transmits more views. (iii) As the bandwidth or frame duration
increases, the transmission energy consumption decreases but the synthesis energy consumption
does not change. Finally, from Fig. 6, we see that the two suboptimal solutions outperform the
two baseline schemes, demonstrating the advantage of the proposed solutions in making full use
of view synthesis-enabled multicast opportunities.
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Fig. 6: Comparison between the suboptimal solutions and two baseline schemes at K = 10.
VI. CONCLUSION
In this paper, we considered energy-efficient MVV transmission from a server to multiple users
in a wireless network using TDMA. View synthesis was allowed at the server and each user to
create multicast opportunities for further improving transmission efficiency and reducing energy
consumption. Specifically, we first established a mathematical model to characterize the impact
of view synthesis on multicast opportunities and energy consumption. Then, we considered
the optimization of view selection, transmission time and power allocation to minimize the
weighted sum energy consumption for view transmission and synthesis, which is a challenging
mixed discrete-continuous optimization problem. We proposed an optimal algorithm with reduced
computational complexity and two low-complexity suboptimal algorithms to solve the problem.
Finally, numerical results demonstrate the advantage of the proposed solutions. To the best of
our knowledge, this is the first work providing optimization-based solutions for energy-efficient
MVV transmission by exploiting view synthesis-enabled multicast opportunities in multiuser
wireless networks.
APPENDIX A: PROOF OF LEMMA 1
First, we transform Problem 3 into an equivalent convex problem. For all v ∈ V , consider two
cases. Case (i):
∑
k∈K yk,v = 0. In this case, by contradiction, we can easily show that setting
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pv = 0 and tv = 0 will not loss optimality. Case (ii):
∑
k∈K yk,v > 0. In this case, by (8), we
know that pv > 0 and
tv > 0, v ∈ V. (18)
Thus, (8) can be rewritten as
pv ≥
n0
hk
(
2
yk,vRT
tvB − 1
)
, k ∈ K, v ∈ V. (19)
It is clear that setting
pv =
n0
hv,min(yv)
(
2
yk,vRT
tvB − 1
)
k ∈ K, v ∈ V (20)
will not lose optimality. Therefore, we can equivalently transform Problem 3 into the following
problem.
Problem 9 (Equivalent Problem of Problem 3): For given x and y that satisfy (1)-(5), we
have:
E⋆t (x,y) ,min
t
∑
v∈V
n0tv
hv,min(yv)
(
2
yk,vRT
tvB − 1
)
s.t. (7), (18).
It is obvious that Problem 9 is convex and slater’s condition holds. Thus strong duality holds.
The Lagrange function of Problem 3 is given by
L(t, µ,λ) =
∑
v∈V
(
n0tv
hv,min(yv)
(
2
yk,vRT
tvB − 1
))
+ λ

∑
v∈V
tv − T

 +∑
v∈V
µvtv (21)
where µ , (µv)v∈V and λ are the Lagrange multipliers associated with inequality constraints∑
v∈V tv ≤ T and tv > 0, v ∈ V , respectively. Thus, we have:
∂L(t, µ,λ)
∂tv
=
n0
hv,min(yv)
((
1−
yk,vRT log 2
Btv
)
2
yk,vRT
tvB − 1
)
+ µv + λ, v ∈ V. (22)
Since strong duality holds, primal optimal t⋆ and dual optimal µ⋆ and λ⋆ satisfy KKT conditions:
(i) primal constraints (7) and (18); (ii) dual constraints µ ≥ 0 and λv ≥ 0 for all v ∈ V ; (iii)
complementary slackness µ
(∑
v∈V tv − T
)
= 0 and λvtv = 0 for all v ∈ V; and (iv)
∂L(t,µ,λ)
∂tv
= 0.
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By (i)-(iv), we can get the closed-form solution:
t⋆v(x,y) =


RT log 2
B
(
W (
λ⋆(x,y)hv,min(yv)
n0e
− 1
e
)+1
) , ∑k∈K yk,v > 0
0,
∑
k∈K yk,v = 0
, v ∈ V,
p⋆v(x,y) =


n0
hv,min(yv)
(
2
RT
Bt⋆v(x,y) − 1
)
,
∑
k∈K yk,v > 0
0,
∑
k∈K yk,v = 0
, v ∈ V,
where yv , (yk,v)k∈K, and λ
⋆(x,y) satisfies
∑
v∈V
RT log 2
B
(
W (
λ⋆(x,y)hv,min(yv)
n0e
− 1
e
) + 1
)xv = T.
APPENDIX B: PROOF OF LEMMA 2
A. Proof of Statement (i)
We prove Statement (i) by contradiction. Suppose there exists v ∈ V such that x⋆v 6= maxk∈K y
⋆
k,v.
By (5), this implies x⋆v > maxk∈K y
⋆
k,v. By (1) and (2), we know x
⋆
v = 1 and y
⋆
k,v = 0 for all
k ∈ K. Construct x†v = 0. Note that x
†
v = 0 and y
⋆
k,v = 0 for all k ∈ K satisfy (1) and (5). In
addition, the objective function of Problem 1 E(t,p,x) increases with xv, and the constraints
in (3),(6),(7),(8) are independent of xv. Therefore, x
†
v = 0 and y
⋆
k,v = 0 for all k ∈ K lead to
a smaller objective value. This contradicts the assumption. Therefore, by contradiction, we can
prove Statement (i).
B. Proof of Statement (ii)
We prove Statement(ii) by contradiction. Suppose that there exist k0 ∈ K and v0 /∈ Uk0 such
that y⋆k0,v0 = 1. First it is easy to show that if v0 /∈ V
−
k0
∪ V+k0 , it is clear that yk,v0 = 0 leads to
a smaller objective value. In the following, we consider v0 ∈ V
+
k0
. The argument for v0 ∈ V
−
k0
is
similar. Define Kv0 , {k ∈ K |yk,v0 = 1} , v1 , maxk∈Kv0 fv0(rk), where
fv0(rk) ,


rk rk < v0
rk −∆ rk > v0
,
and Mv0 , {k ∈ Kv0 |rk = v1}. By (3) and y
⋆
k,v0
= 1, we know y⋆k,v1 = 0 for all k ∈ Kv0 .
Based on Lemma 1 and Lemma 2 (i), we can obtain x⋆, t⋆ and p⋆. Let E⋆ = E(t⋆,p⋆,x⋆)
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and λ⋆ , λ⋆(x⋆,y⋆). Next, we construct the solution y† , (y†k,v)k∈K,v∈V where yk,v1 = 1 and
yk,v0 = 0 for all k ∈ Kv0 . Similarly, we can obtain x
†, t† and p†. Let E† = E(t†,p†,x†) and
λ† , λ⋆(x†,y†). In the following, we prove E⋆ ≥ E† by considering two cases.
Case 1: v1 ∈ {rk | k ∈ K}. In this case, we have
E⋆ − E† = Et(t
⋆,p⋆) + E(b)s (x
⋆) + βE(u)s (x
⋆)− Et(t
†,p†)− E(b)s (x
†)− βE(u)s (x
†),
=
(
Et(t
⋆,p⋆)−Et(t
†,p†)
)
+
(
E(b)s (x
⋆)−E(b)s (x
†)
)
+ β
(
E(u)s (x
⋆)− E(u)s (x
†)
)
=
(
Et(t
⋆,p⋆)−Et(t
†,p†)
)
+
∑
k∈K
(
y†k,rk − y
⋆
k,rk
)
Eu,k + (x
⋆
v0
+ x⋆v1 − x
†
v0
− x†v1)Eb
(a)
≥ Et(t
⋆,p⋆)− Et(t
†,p†) + β
∑
k∈M
Eu,k − Eb,
(b)
≥ Et(t
⋆,p⋆)− Et(t
†,p†), (23)
where (a) is due to x†v0 = 0, x
⋆
v0
+ x⋆v1 − x
†
v1
≥ −1, y⋆k,v1 = y
⋆
k,rk
= 0, y†k,v0 = y
†
k,rk
= 1 for all
k ∈ M, y⋆k,rk = y
†
k,rk
for all k /∈ M and |M| ≥ 1, and (b) is due to βEu,k − Eb ≥ 0 for all
k ∈ K. To show E⋆ ≥ E†, it remains to show Et(t
⋆,p⋆)−Et(t
†,p†) ≥ 0. First, we have
∑
v∈V
tv(λ
⋆,y⋆)−
∑
v∈V
tv(λ
†,y⋆) = T −
∑
v∈V
tv(λ
†,y⋆))
= T −
∑
v∈V\{v0,v1}
tv(λ
†,y⋆) + tv0(λ
†,y⋆) + tv1(λ
†,y⋆)
(c)
= T −
(
T − tv0(λ
†,y†)− tv1(λ
†,y†) + tv0(λ
†,y⋆) + tv1(λ
†,y⋆)
)
= tv0(λ
†,y†) + tv1(λ
†,y†)− tv0(λ
†,y⋆)− tv1(λ
†,y⋆)
(d)
≤ 0 (24)
where (c) is due to h⋆v,min = h
†
v,min for all v ∈ V \ {v0, v1}, and (d) is due to the fact
that hv1,min(y
†) = min(hv1,min(y
⋆), hv0,min(y
⋆)) and tv(λ,y) is strictly decreasing function of
hv,min(yv). We have tv1(λ
†,y†) = max(tv1(λ
†,y⋆), tv0(λ
†,y⋆)) and tv0(y
†) = 0. Thus we have
tv0(λ
†,y†) + tv1(λ
†,y†)− tv0(λ
†,y⋆)− tv1(λ
†,y⋆)
= max(tv1(λ
†,y⋆), tv0(λ
†,y⋆))− tv0(λ
†,y⋆)− tv1(λ
†,y⋆) ≤ 0 (25)
By
∑
v∈V tv(λ
⋆,y⋆)−
∑
v∈V tv(λ
†,y⋆) ≤ 0 and the fact that
∑
v∈V tv(λ,y
⋆) is a strictly decreasing
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function with respect to λ, we know λ⋆ ≥ λ†. Thus, we have
Et(t
⋆,p⋆)− Et(t
†,p†) =
∑
v∈V
p⋆vt
⋆
v −
∑
v∈V
p†vt
†
v
=
∑
v∈V\{v0,v1}
(
p⋆vt
⋆
v − p
†
vt
†
v
)
+ p⋆v0t
⋆
v0
+ p⋆v1t
⋆
v1
− p†v0t
†
v0
− p†v1t
†
v1
(e)
≥ p⋆v0t
†
v0
+ p⋆v1t
⋆
v1
− p†v0t
†
v0
− p†v1t
†
v1
(f)
≥ 0 (26)
where (e) is due to that for λ⋆ ≥ λ†, we have tv(λ
⋆,y⋆) ≤ tv(λ
†,y†) for all v ∈ V \ {v0, v1}.
Because pvtv is a strictly monotonicity decrease function by tv, we have Ev(y
⋆) ≥ Ev(y
†), v ∈
V \ {v0, v1}.
(f) is due to that because hv1,min(y
†) = min(hv1,min(y
⋆, hv0,min(y
⋆)), we have p†v1t
†
v1
≤
max(p⋆v0t
⋆
v0
, p⋆v1t
⋆
v1
) and p†v0t
†
v0
= 0.
Case 2: Consider v1 /∈ {rk | k ∈ K}. First, it’s easy to show that v0 /∈ V , that’s because all
origin views in [v1, rk0 +∆] are in Uk0 . So
E⋆ − E† = Et(t
⋆,p⋆) + E(b)s (x
⋆) + βE(u)s (x
⋆)− Et(t
†,p†)− E(b)s (x
†)− βE(u)s (x
†),
≥Et(t
⋆,p⋆)− Et(t
†,p†),
≥ 0 (27)
Similar to Case 1, we can prove the inequality holds.
APPENDIX C: PROOF OF LEMMA 3
From (19), it is clear that setting
pv = max
k∈K
{
n0
h2k
(
2
yk,vRT
Btv − 1
)}
, v ∈ V (28)
will not loss optimality. Thus, we have:
Et(t,p) =
∑
v∈V
tvpv =
∑
v∈V
tv max
k∈K
{
n0
h2k
(
2
yk,vRT
Btv − 1
)}
= E1(t,p) (29)
and the constraint in (8) can be eliminated. From lemma 2, we have:
E(b)s (x) =
∑
v∈V\V
xvEb = Eb
∑
v∈V\V
max
k∈K
yk,v = E2(y) (30)
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By (4), we have 1− yk,rk =
∑
v∈V
+
rk
yk,v. Thus, we have:
E(u)s (y) =
∑
k∈K
(1− yk,rk)Eu,k =
∑
k∈K
Eu,k
∑
v∈V
+
rk
yk,v = E3(y) (31)
Therefore, we can equivalently transform Problem 1 to Problem 4.
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