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ABSTRACT
YANG GAO: Short Time Behavior of Solutions to Nonlinear Schro¨dinger Equations In
N Space dimensions
(Under the direction of Professor Michael Taylor)
In this dissertation, we extend the work by Michael Taylor to examine the behavior for
small times solutions to certain nonlinear Schro¨dinger equations ut = i4u+q(u), u(0) =
u0, with initial data u(0) = u0, with emphasis on cases where u0 is compactly supported
and piecewise smooth, with simple caustics on Rn, for n ≥ 3. Our goal is to provide a
first order correction to the solution to the corresponding linear equation, and to estimate
the error of this approximation.
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CHAPTER 1
Introduction and Results
1.1. Introduction
We first introduce Sobolev spaces Hσ,p(Rn). Let S be the Schwartz space and S ′
be the tempered distributions. Let f ∈ S, we set −4 to be minus the Laplacian, i.e.,
−4 = −(∂/∂x1)2 − · · · − (∂/∂xn)2, then a simple computation shows,
(1.1.1) −4f(x) = (2pi)−n
∫
Rn
ei〈x,ξ〉|ξ|2fˆ(ξ) dξ,
where 〈, 〉 is the usual inner product in Rn and fˆ(ξ) is the Fourier transform of f(x).
Then for σ ∈ C, we define operators (I −4)σ/2 : S → S by
(1.1.2) (I −4)σ/2f(x) = (2pi)−n
∫
Rn
ei〈x,ξ〉(1 + |ξ|2)σ/2fˆ(ξ) dξ.
Finally, for 1 < p <∞ and σ ∈ R, we define the Sobolev spaces Hσ,p(Rn) consists of
all u ∈ S ′ for which (I −4)σ/2u is a function and
(1.1.3) ‖u‖Hσ,p(Rn) =
∥∥(I −4)σ/2u∥∥
Lp
<∞.
Note that
(1.1.4) ‖u‖Hσ,2(Rn) = (2pi)−n
∫
Rn
|uˆ(ξ)|2(1 + |ξ|2)σ dξ.
We shall use Hσ for Hσ,2 from now on.
Also, if m is a non-negative integer, then we have
(1.1.5) ‖u‖Hσ,2(Rn) = {u ∈ L2(Rn), Dαu ∈ L2(Rn),∀α, |α| ≤ m},
where Dα = 1
i|α|∂
α are derivatives in D(Rn) sense.
Our notation agrees with the standard notation in the literature. That is, we denote
u(x; t) = u(t), where
(1.1.6) u : Rn × R+ → C.
Also, L(X, Y ) is the set of bounded linear operators on a vector space X into the vector
space Y .
We first look into the linear Schro¨dinger equation
(1.1.7) ut = i4 u , u(0) = u0.
We have D = C∞0 (Rn) is dense in Hσ for any σ ∈ R and the Laplacian 4 defined on
D is essentially self-adjoint. That is we get a self-adjoint extension on Hσ which is the
closure of 4 on D. Let eit4 be the unitary semigroup generated by the self-adjoint and
negative operator M. The operator eit4 is sometimes called the Schro¨dinger operator.
Let u(0) = u0 ∈ L2, then u(t) = eit4u0 is the unique solution of the problem and we
have ‖u(t)‖L2 = ‖u0‖L2 for every t.
If u0 ∈ S, there is the explicit formula for u(t)
(1.1.8) u(x; t) = u(t) = (4piit)−n/2
∫
Rn
e|x−y|
2/4itu0(y) dy.
If we define the function Kt by
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(1.1.9) Kt(x) = (
1
4piit
)
n
2 e
i|x|2
4t ,
for x ∈ Rn. Then eit4u0 = Kt ∗ u0, for all t 6= 0 and u0 ∈ S.
We can also conclude from (1.1.8) and (1.1.9) that if u0 ∈ L1 and has compact
support, then eit4u0 is smooth.
Hence, eit4 acts on S and L1 like the Fourier transform.
Next, we shall deduce the important dispersive estimate.
First we need the Riesz Interpolation Theorem, sometimes it is also called Riesz
Convexity Theorem.
Theorem 1.1.1. Let T : Lpi → Lqi for 1 ≤ pi, qi ≤ ∞, i = 0, 1 be a continuous linear
operator. Then T is a continuous operator from Lpt to Lqt, where
(1.1.10)
1
pt
=
1− t
p0
+
t
p1
,
1
qt
=
1− t
q0
+
t
q1
, t ∈ [0, 1],
and where the norm kt of T (as an operator from Lpt to Lqt) satisfies the inequality
(1.1.11) kt ≤ k1−t0 kt1,
i.e. it is a logarithmically convex function.
Proposition 1.1.2. If p ∈ [2,∞] and t 6= 0, let p′ be the dual exponent of p, then
eit4 maps Lp
′
(Rn) continuously to Lp(Rn) and
(1.1.12)
∥∥eit4ϕ∥∥
Lp(Rn) ≤ (4pi|t|)−n(
1
2
− 1
p
)‖ϕ‖Lp′ (Rn),
for all ϕ ∈ Lp′(Rn).
Proof. First let ϕ ∈ S(Rn), it follows from (1.1.8) that
(1.1.13)
∥∥eit4ϕ∥∥
L∞ ≤ (4pi|t|)−
n
2 ‖ϕ‖L1 .
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Since S is dense in L1, it follows that eit4 ∈ L(L1(Rn), L∞(Rn)) and that
(1.1.14)
∥∥eit4∥∥
L(L1(Rn),L∞(Rn)) ≤ (4pi|t|)−
n
2 .
Since eit4 is unitary on L2, we obtain the result by interpolation between p = 2 and
p =∞ using Riesz’ interpolation theorem with p0 = 1, q0 =∞ and p1 = q1 = 2. 
We shall extend the dispersive estimate to Sobolev spaces.
Proposition 1.1.3. If p ∈ [2,∞] and t 6= 0,let p′ be the dual exponent of p, then eit4
maps Hσ,p
′
(Rn) continuously to Hσ,p(Rn) and
(1.1.15)
∥∥eit4ϕ∥∥
Hσ,p(Rn) ≤ C|t|−n(
1
2
− 1
p
)‖ϕ‖Hσ,p′ (Rn),
for all ϕ ∈ Hσ,p′(R).
Where C = C(n, p).
It is clear from (1.1.3) that (I − 4)σ/2 is an isomorphism between Hs,p and Hs−σ,p
and H0,p = Lp. This also shows that Hs,p is a Banach space for any s ∈ R
Next, we briefly mention the linear Schro¨dinger equation with potential.
(1.1.16) i
∂ψ
∂t
+Hψ = 0, ψ(x, 0) = ψ0,
where
(1.1.17) H = −4+V (x),
and V (x) is a real potential. The existence is guaranteed by verifying that H is self-
adjoint on L2(Rn) when the V is not too big. If V is bounded, then the result is simple.
There are several candidates V for which the dispersive estimate still holds. We shall
omit this part.
Finally, we look into general non-linear Schro¨dinger equation.
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We will study the nonlinear Schro¨dinger equation
(1.1.18) ut = i4 u+ q(u), u(0) = f0,
where
(1.1.19) q : R2 −→ R2 (R2 ≈ C)
is defined pointwise. This u 7−→ q(u) is called a Nemyckii operator. The derivative Dq(ζ)
is defined as a real linear operator acting on ω ∈ C by
Dq(ζ)ω = lim
ε→0
q(ζ + εω)− q(ζ)
ε
(1.1.20)
=
∂q
∂ζ
ω +
∂q
∂ζ
ω.(1.1.21)
In our setting, we require that q smooth and satisfying
(1.1.22) q(0) = 0, Dq(0) = 0.
One family of examples being
(1.1.23) q(u) = λ|u|2ku,
for some k ∈ N, λ ∈ C.
The function q induces a mapping on [0, T1] for some T1 into a normed function space
X in the following way. For t ∈ [0, T1] the function F (t) in X is given by the equation
(1.1.24) F (t)(·) = q(u(·, t)),
for some u ∈ X.
Proposition 1.1.4. Let X be a normed function space and let q satisfy (1.1.22).
Also for u ∈ X, q(u) ∈ C([0, T1], X) for any T1. Moreover, q maps L∞([0, T1], X) to
L1([0, T1], X). Then a solution u(t) to (1.1.18) with u ∈ L∞([0, T ], X) is equivalent to
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u = Φu(t), where
(1.1.25) Φu(t) = eit4f0 +
∫ t
0
ei(t−s)4q(u(s)) ds,
also, u ∈ C([0, T ], X)
Therefore, for the existence of a solution to (1.1.18), we investigate the solution
to (1.1.25) where we show u ∈ L∞([0, T ], X).
The global existence problem depends on the nonlinear term q(u) and the dimension
of the space Rn. Hence for the general setting, we will only discuss local existence.
The most important singularity occurs because of a“blow up” in finite time. Again,
it depends on the structure of the nonlinear term and n .
If the solution to NLS is written as
(1.1.26) u(t) = u0(t) +
∫ t
0
ei(s−t)4q(u0(s))ds+ w(t),
where
(1.1.27) u0(t) = e
it4f0.
Then we will estimate of the remainder term w(t).
1.2. Results
Now we state the main results:
Theorem 1.2.1. Assume the initial data f0 satisfies
(1.2.1) ‖f0‖Hσ,2 ≤ A/2, σ >
n
2
− 1,
and also that
(1.2.2)
∥∥eit4f0∥∥L∞ ≤ A/2, ∀ t ≥ 0,
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for some A < ∞. Then for some interval I = [0, T0], (1.1.25) has an unique solution,
satisfying
(1.2.3) ‖u(t)‖Hσ,2 ≤ A, ‖u(t)‖L∞ ≤ A, for t ∈ I.
This will show u ∈ L∞(I,Hσ,2). Note that from (1.2.3) and (1.1.22) , q maps
C(I,Hσ,2 ∩ L∞) to itself. Therefore by (1.1.4), (1.1.18) has an unique solution satis-
fying (1.2.3) and u ∈ C(I,Hσ,2 ∩ L∞).
Once we have these results, we shall estimate the remainder w(t) in the approximation
(1.2.4) u(t) = u0(t) +
∫ t
0
ei(s−t)4q(u0(s)) ds+ w(t),
where
(1.2.5) u0(t) = e
it4f0.
We show that
(1.2.6) ‖w(t)‖L∞ ≤ Cδ t2−
n
2
+σ−δ, 0 < δ < σ,
where δ can be arbitrarily small.
Compare the remainder estimate
(1.2.7) ‖w(t)‖L∞ ≤ Cδ tα,
where α = 3/2 for n = 1, and one can take any α < 1 + σ for n = 2.
This was established by [8], following work of [2] dealing with the case n = 1 and
q(u) = −i|u|2u.
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CHAPTER 2
Preliminaries
In our proofs of the results, there are several important definitions and preliminaries
of analysis that shall be referred to through out this paper.
2.1. Sobolev Embedding Theorem
Theorem 2.1.1. (1) If 1 < p ≤ q <∞ and 1
p
− 1
q
= s
n
, then Hs,p(Rn) ⊂ Lq(Rn) and
the inclusion is continuous.
(2) If s > n
p
and p ≥ 1 then Hs,p(Rn) ⊂ L∞(Rn) and any u ∈ Hs,p(Rn) can be modified
on a set of measure zero such that it is continuous.
We can rephrase the Sobolev Embedding Theorem as:
(2.1.1) Hs,p(Rn) ⊂ L npn−sp (Rn), for sp < n,
and
(2.1.2) Hs,p(Rn) ⊂ Cb(Rn), for sp > n,
where Cb(Rn) is the the space of bounded continuous functions on Rn with the sup norm
and each of these embeddings is continuous.
The more classic version of Sobolev Embedding Theorem is
(2.1.3) Hs(Rn) ⊂ Cb(Rn), for s > n/2.
There are some elementary proofs for the classic version. For the more general one, it
is convenient to use the Hardy-Littlewood-Sobolev Inequality which we shall not include
here.
2.2. Paradifferential Operators and Some Estimates
We first briefly present the idea of a pseudo-differential operators. We say that a
function P (x, ξ) in C∞(Rn × Rn) is a symbol, denoted by P (x, ξ) ∈ Smρ,δ, if, ρ, δ ∈ [0, 1]
and for all multi-indices α, β,
(2.2.1) |( ∂
∂ξ
)α(
∂
∂x
)βP (x, ξ)| ≤ Cαβ(1 + |ξ|)m−ρ|α|+δ|β|.
With a given symbol, we associate the operator
(2.2.2) P (x,D)u(x) = (2pi)−n
∫
ei〈x,ξ〉P (x, ξ)uˆ(ξ) dξ,
for u ∈ S. It is also clear that Pu is well-defined when u is a tempered distribution
if δ < 1. We shall say that an operator P : S(Rn) → C∞(Rn) is a pseudo-differential
operator OPSmρ,δ if it equals P (x,D), for some P (x, ξ) ∈ Smρ,δ.
Theorem 2.2.1. Let P ∈ OPSm1,δ(Rn). Then
(2.2.3) P : Hs,p(Rn)→ Hs−m,p(Rn)
is a bounded linear operator for 0 ≤ δ < 1, and 1 < p <∞.
Now we turn to paradifferential operators. The material introduced here is from [7].
As preparation for this material, we shall bring in the Littlewood-Paley partition of
unity. To obtain this, start with a partition of unity
(2.2.4) 1 =
∞∑
j=0
ϕj(ξ)
2,
where ϕj ∈ C∞(Rn), ϕ0(ξ) is supported on |ξ| ≤ 1, ϕ1(ξ) is supported on 1/2 ≤ |ξ| ≤ 2,
and ϕj(ξ) = ϕ1(2
1−jξ) for j ≥ 2. Let ψj(ξ) = ϕj(ξ)2. Now set Ψk(ξ) =
∑
j≤k ψj(ξ).
Given u ∈ Hσ,p, set uk = Ψk(D)u, where Ψk(D) is the operator associated with the
symbol Ψk(ξ). In order to examine the properties of u 7→ F (u) where F is defined
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pointwise and it is a smooth function of R or R2 ≈ C. Write
(2.2.5) F (u) = F (u0) + [F (u1)− F (u0)] + · · ·+ [F (uk+1)− F (uk)] + · · · ,
then write
F (uk+1)− F (uk) = F (uk + ψk+1(D)u)− F (uk)
= mk(x)ψk+1(D),(2.2.6)
where
(2.2.7) mk(x) =
∫ 1
0
F ′(Ψk(D)u+ tψk(D)u) dt.
Consequently, we have
F (u) = F (u0) +
∞∑
k=0
mk(x)ψk+1(D)u
= M(x,D)u+ F (u0)(x),(2.2.8)
where
(2.2.9) M(x, ξ) =
∞∑
k=0
mk(x)ψk+1(ξ) =MF (u; , x, ξ).
MF (u; , x, ξ) is called a paradifferential operator. Given u ∈ L∞(Rn), it is quite simple
to show that MF (u; , x, ξ) ∈ S01,1.
By (2.2.1), for σ > 0, p ∈ (0,∞)
‖F (u)‖Hσ,p ≤ ‖M(x,D)u‖Hσ,p + ‖F (u0)‖Hσ,p
≤ Cσp(‖u‖L∞)(‖u‖Hσ,p + 1).(2.2.10)
Using this result and a symbol smoothing technique via the paraproduct, we can
obtain the following product estimate.
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Proposition 2.2.2. We have, for σ > 0, 1 < p <∞,
(2.2.11) ‖fg‖Hσ,p ≤ C‖f‖Lq1‖g‖Hσ,q2 + C‖g‖Lr1‖f)‖Hσ,r2
provided
(2.2.12)
1
p
=
1
q1
+
1
q2
=
1
r1
+
1
r2
, q2, r2 ∈ (1,∞), q1, r1 ∈ (1,∞].
This result was established in [1]
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CHAPTER 3
Proof of Existence and Uniqueness
3.1. Existence
From (1.2.2) and (1.2.3) , we may recast the problem to find the fixed point of the
map Φ, defined by
(3.1.1) Φu(t) = eit4f0 +
∫ t
0
ei(t−s)4q(u(s)) ds,
in the metric space
(3.1.2) X = {u : ‖u(t)‖Hσ,2 ≤ A, ‖u(t)‖L∞ ≤ A, for t ∈ [0, T0]},
We show that we can pick T0 small enough that Φ : X → X and Φ is a contraction on
X.
We mention the case n = 1: The results were established in [8] with σ = 0 where
‖w(t)‖L∞ ≤ Ct
3
2 , which can be compared with the result of [2].
The case n = 2 was treated in [8]. We consider the case n > 2.
Our first task is to show that Φ : X → X if T0 is taken small enough. To begin we
have ∥∥∥∥∫ t
0
ei(t−s)4q(u(s)) ds
∥∥∥∥
Hσ,2
≤
∫ t
0
∥∥ei(t−s)4q(u(s))∥∥
Hσ,2
ds
≤
∫ t
0
‖q(u(s))‖Hσ,2 ds,(3.1.3)
when q is smooth and q(0) = 0. By (2.2.10), We have an estimate:
(3.1.4) ‖u‖L∞ ≤ A, ‖u‖Hσ,2 ≤ A ⇒ ‖q(u)‖Hσ,2 ≤ C(A),
so if u ∈ X, then
(3.1.5) ‖q(u(s))‖Hσ,2 ≤ C(A),
and the right side of (3.1.3) is ≤ C(A)t, which is ≤ A/2 provided t ∈ [0, T0] and T0 is
small enough.
Next, pick b so large that σb > n, let a be the dual exponent to b, and by Sobolev
Imbedding (2.1.2)
∥∥∥∥∫ t
0
ei(t−s)4q(u(s)) ds
∥∥∥∥
L∞
≤ C
∥∥∥∥∫ t
0
ei(t−s)4q(u(s))
∥∥∥∥
Hσ,b
ds
≤ C
∫ t
0
|t− s|−n2+nb ‖q(u(s))‖Hσ,a ds.(3.1.6)
The last inequality comes from the dispersive estimate (1.1.15) for n ≥ 2.
(3.1.7)
∥∥eit4f∥∥
Hσ,p
≤ C|t|−n( 12− 1p )‖f‖Hσ,p′ ,
for each σ ∈ R, as long as p ∈ [2,∞]. We need to estimate ‖q(u(s))‖Hσ,a . For this we use
(3.1.8) q(u) = R(u, 0)u,
with R(u, v) defined as:
q(u)− q(v) =
∫ 1
0
d
ds
q(su+ (1− s)v) ds
= R(u, v)(u− v),(3.1.9)
where R(u, v) is a 2× 2 matrix, given by
(3.1.10) R(u, v) =
∫ 1
0
Dq(su+ (1− s)v) ds,
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which is well-defined, since Dq is also smooth. In analogy with (3.1.4), we have
(3.1.11) ‖u(t)‖L∞ ≤ A, ‖u(t)‖Hσ,2 ≤ A ⇒ ‖R(u, 0)‖Hσ,2 ≤ C(A),
and under the condition (1.1.22), ‖u‖L∞ < A implies that ‖R(u, 0)‖L∞ ≤ C(A) from the
mean value theorem. At this point we bring in the paraproduct estimate (2.2.11), i.e.,
(3.1.12) ‖fg‖Hσ,a ≤ C‖f‖Lq‖g‖Hσ,r + C‖f‖Hσ,r‖g‖Lq ,
whenever σ > 0 and
(3.1.13)
1
a
=
1
q
+
1
r
, r ∈ (1,∞), q ∈ (1,∞].
Here we take r = 2, and hence 1/q = 1/a− 1/2, or equivalently,
(3.1.14)
1
q
=
1
2
− 1
b
.
Recall we assume σb > n, say b = n/(σ − δ), with δ < σ, so
(3.1.15) q =
n
n
2
− σ + δ .
Note that the above defines q ∈ (2,∞), and hence we have if f ∈ L2 ∩ L∞, then
(3.1.16) ‖f‖Lq ≤ ‖f‖L2 + ‖f‖L∞ .
We deduce that
(3.1.17) ‖u‖L∞ ≤ A, ‖u‖Hσ,2 ≤ A ⇒ ‖q(u)‖Hσ,a ≤ C(A).
This follows from the fact that if σ > 0 thenHσ,2 ⊆ L2 and ‖ω‖L2 ≤ ‖ω‖Hσ,2 for ω ∈ Hσ,2.
Hence
(3.1.18) u ∈ X =⇒ ‖q(u(s))‖Hσ,a ≤ C(A),
14
and the right side of (3.1.6) is ≤ C(A)tnb−n2+1, which is ≤ A/2 if t ∈ [0, T0] and T0 is
small enough.
We next show that Φ is a contraction on X if T0 is small enough. We have
(3.1.19) Φu(t)− Φv(t) =
∫ t
0
ei(t−s)4[q(u(s))− q(v(s))] ds.
Hence
(3.1.20) ‖Φu(t)− Φv(t)‖Hσ,2 ≤
∫ t
0
‖q(u(s))− q(v(s))‖Hσ,2 ds.
Now, with R(u, v) as in (2.6) to (2.8), we have
‖q(u)− q(v)‖Hσ,2 = ‖R(u, v)(u− v)‖Hσ,2(3.1.21)
≤ C‖R(u, v)‖L∞‖u− v‖Hσ,2 + C‖R(u, v)‖Hσ,2‖u− v‖L∞ ,
the latter inequality being the r = ∞ case of (3.1.12). We see that the right side of
(3.1.20) is
≤ C(A)t sup
0≤s≤t
[‖u(s)− v(s)‖Hσ,2 + ‖u(s)− v(s)‖L∞ ]
≤ C ′(A) sup
0≤s≤t
[‖u(s)− v(s)‖Hσ,2 + ‖u(s)− v(s)‖L∞ ] ,(3.1.22)
where C ′(A) < 1 for t ∈ [0, T0], if T0 is small enough. Next, with a and b as in (3.1.6),
we have
(3.1.23) ‖Φu(t)− Φv(t)‖L∞ ≤ C
∫ t
0
|t− s|−n/2+n/b‖q(u(s))− q(v(s))‖Hσ,a ds.
By (3.1.12),
(3.1.24) ‖q(u)− q(v)‖Hσ,a ≤ C‖R(u, v)‖Lq‖u− v‖Hσ,2 + C‖R(u, v)‖Hσ,2‖u− v‖Lq .
Appealing again to (3.1.16), we have
(3.1.25) ‖q(u)− q(v)‖Hσ,a ≤ C(A) [‖u− v‖Hσ,2 + ‖u− v‖L∞ ] ,
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when ‖u‖L∞ , ‖v‖L∞ , ‖u‖Hσ,2 , ‖v‖Hσ,2 ≤ A. Hence the right side of (3.1.23) is
≤ C(A)t1−n/2+n/b sup
0≤s≤t
[‖u(s)− v(s)‖Hσ,2 + ‖u(s)− v(s)‖L∞ ]
≤ C ′(A) sup
0≤s≤t
[‖u(s)− v(s)‖Hσ,2 + ‖u(s)− v(s)‖L∞ ] ,(3.1.26)
where C ′(A) < 1 for t ∈ [0, T0], if T0 is small enough. Hence Φ : X −→ X is a contraction,
for T0 small enough, and we have the following.
Proposition 3.1.1. Given u0 satisfying (1.2.1) and (1.2.2), we have a unique solu-
tion to (1.1.18), satisfying
(3.1.27) ‖u(t)‖Hσ,2 ≤ A, ‖u(t)‖L∞ ≤ A, for t ∈ [0, T0].
3.2. The Estimate of the remainder
We now turn to the approximation (1.2.4). We begin by estimating v(t) = u(t)−u0(t),
which is given by
(3.2.1) v(t) =
∫ t
0
ei(t−s)4q(u(s)) ds.
We have
‖v(t)‖Hσ,2 ≤
∫ t
0
‖q(u(s))‖Hσ,2 ds
≤ C(A)t,(3.2.2)
by (3.1.5), and with a and b as in (3.1.6),
‖v(t)‖L∞ ≤ C
∫ t
0
|t− s|−n2+nb ‖q(u(s))‖Hσ,a ds(3.2.3)
≤ C(A)t1−n2+nb ,(3.2.4)
the last inequality by (3.1.18). We now estimate
(3.2.5) w(t) =
∫ t
0
ei(t−s)4R(u0(s) + v(s), u0(s))v(s) ds.
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First, in analogy with (3.1.21), we have
(3.2.6) ‖R(u1, u0)v‖Hσ,2 ≤ C‖R(u1, u0)‖L∞‖v‖Hσ,2 + C‖R(u1, u0)‖Hσ,2‖v‖L∞ .
Hence, by (3.2.3)-(3.2.4),
(3.2.7) ‖w(t)‖Hσ,2 ≤ C(A)t2−
n
2
+n
b .
Next, in analogy with (3.1.23)-(3.1.24), we have
(3.2.8) ‖w(t)‖L∞ ≤ C
∫ t
0
|t− s|−n2+nb ‖R(u0(s) + v(s), u0(s))v(s)‖Hσ,a ds,
and
(3.2.9) ‖R(u1, u0)v‖Hσ,a ≤ C‖R(u1, u0)‖Lq‖v‖Hσ,2 + C‖R(u1, u0)‖Hσ,2‖v‖Lq .
We apply the Sobolev embedding theorem to obtain
(3.2.10) Hσ,2(Rn) ⊂ L2n/(n−2σ)(Rn) ∩ L2(Rn) ⊂ Lq(Rn),
both of which are continuous embeddings. Since q is given by (3.1.15), it follows that
2 < q < 2n/(n − 2σ). Hence ‖v‖Lq ≤ C‖v‖Hσ,2 and ‖R(u1, u0)‖Lq ≤ C‖R(u1, u0)‖Hσ,2 ,
so, from (3.2.8)-(3.2.9) and (3.2.2), we obtain
(3.2.11) ‖w(t)‖L∞ ≤ C(A)t2−
n
2
+n
b .
Recalling that n/b = σ − δ, we have
(3.2.12) ‖w(t)‖L∞ ≤ C(A)t2−
n
2
+σ−δ.
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CHAPTER 4
Some implications of our results for NLS
4.1. Behavior of eit4f as t→ 0
As u(0, x) = f(x) is the initial data. We will mainly focus on f ∈ C∞(R\∂Ω) which
is piecewise smooth, with some weakly discontinuity on ∂Ω, and is rapidly decreasing at
infinity, where Ω ⊂ Rn is a compact, smoothly bounded domain.
Let us briefly state two versions of the Stationary Phase Method.
Theorem 4.1.1. If f(λ, y) ∈ C∞(R×Rn) having compact support, with Φ in C∞, real-
valued, suppose Φ(0) = 0, with 0 being a non-degenerate critical point of Φ. Moreover,
assume that
(4.1.1) |( ∂
∂λ
)α(
∂
∂y
)γf(λ, y)| ≤ Cαγ(1 + λ)−α,
for all α and γ. Set
(4.1.2) I(λ) =
∫
Rn
eiλΦ(y)f(λ, y) dy.
Then, if ∇Φ(y) 6= 0 on suppf(λ, ·)\0,
(4.1.3) |( ∂
∂λ
)αI(λ)| ≤ Cα(1 + λ)−n/2−α.
A proof is presented in [5].
For the second version of the Stationary Phase Method, we follow the structure as in
[6].
Theorem 4.1.2. If M is a Riemannian manifold, f ∈ C∞0 (M), and Φ ∈ C∞(M) is
real-valued, with only non-degenerate critical points, at x1, . . . , xk then for
(4.1.4) I(λ) =
∫
eiλΦ(y)f(y) dy,
there is the asymptotic expansion,
(4.1.5) I(λ) ∼
k∑
j=1
Aj(λ)λ
−n/2eiλΦ(xj),
(4.1.6) Aj(λ) ∼ aj0 + aj1λ−1 + aj2λ−2 + · · · .
Recall that y0 is said to be a non-degenerate critical point if
(4.1.7) ∇Φ(y0) = 0,
but
(4.1.8) det(∂2Φ/∂yj∂yk) 6= 0,
when y = y0. Let H be the Hessian matrix in the above, then by Taylor’s Theorem, near
a non-degenerate critical point y0,
(4.1.9) Φ(y) =
1
2
〈H(y − y0), (y − y0)〉+O(|y − y0|3),
and hence
(4.1.10) ∇Φ(y) = H(y − y0) +O(|y − y0|2).
Therefore, non-degenerate critical points are isolated.
The following brief analysis of the behavior of eit4f as t → 0 is a survey of part of
[9].
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As we have seen in the beginning of this paper, the explicit formula for eit4f(x),
eit4f(x) = (4piit)−n/2
∫
Ω
e|x−y|
2/4itu0(y) dy
= Cλn/2
∫
Ω
eiλΦ(x,y)f(y) dy,(4.1.11)
where
(4.1.12) Φ(x, y) = |x− y|2, λ = 1
4t
.
It is clear that ∇Φ(y) 6= 0 except where y = x. By using a partition of unity, we need
only consider the following three cases. First, if x is bounded away from ∂Ω, we isolate a
piece I(f1, λ) where f1 ∈ C∞0 (Ox) is supported on a small neighborhood Ox of x, disjoint
from ∂Ω. Then by the Stationary Phase Method, |∂I(λ)/∂λ| → 0 as t→ 0. This shows
eit4f1(x) converges to f1 as t→ 0.
If supp f is on a small tubular neighborhood of ∂Ω, then a “caustic” might occur.
We refer to [9] for a thorough analysis of this. By the asymptotic analysis,
(4.1.13) |eit4f(x)| ≤ C|t|1/(k+2),
for x ∈ Ck ∩K, where K is disjoint from supp f contained in a small neighborhood of a
point p in ∂Ω and Ck is the caustic set of hierarchy of “simple caustics” of order k. Here,
the hierarchy order indicates the level of severity of singular points and its orders.
Therefore, we see that eit4f(x) is approaching 0 as t→ 0 in this case.
4.2. Counter-example of f that fails to satisfy (1.2.2)
There is also case of “perfect caustic” which might arise when Ω has a continuous
symmetry group and f has a jump discontinuity on the boundary.
A direct computation shows that, if Ω is a ball, then we do encounter a perfect focus.
We refer to the basic definitions and techniques to [3].
The expression (4.1.11) can be rewritten as
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(4.2.1) eit4f0(x) = An−1(4piit)−n/2
∫ ∞
0
f 0x(r)e
ir2/4trn−1 dr,
where An−1 is the area of the unit sphere in Rn and u0x(r) is the spherical mean value,
defined by an integral over the surface of the unit sphere:
(4.2.2) f 0x(r) = 1/ωn−1
∫
Sn−1
f0(x+ rω) dSω.
The spherical mean value f 0x(r) of the characteristic function of a ball in R
3 is
f 0x(r) =

1 if 0 ≤ r ≤ 1− |x|;
1−(r−|x|)2
4r|x| if 1− |x| ≤ r ≤ 1 + |x|;
0 if r ≥ 1 + |x|.
If x = 0 we have f 0x(r) = 1 for r ≤ 1 and zero otherwise.
Hence we plug it back in (4.2.1) to obtain:
(4.2.3) eit4f0(0) = pi(4piit)−3/2
∫ 1
0
eir
2/4tr2 dr,
which, after an integration by parts becomes
(4.2.4) eit4f0(0) = − 1
2t1/2
(e
i
4t −
∫ 1
0
eir
2/4t dr).
The integral part is a Fresnel integral which approaches 0 as t → 0. Therefore, we
see eit4u0 is not bounded as t→ 0.
This is the case classified as a “perfect focus” caustic which arises when Ω is a ball;
the “perfect focus” occurs at the center of the ball. That is where a “spike” or “blow-up”
occurs.
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If x ∈ ∂Ω, then the non-degeneracy hypothesis no longer holds. We then turn to a
wave equation technique. We have
(4.2.5) eit4f(x) = (4piit)−1/2
∫ ∞
−∞
eis
2/4tu(s, x) ds,
where
(4.2.6) u(s, x) = cos s
√
−4f(x).
It can be shown that eit4f(x) can exhibit a Gibbs-like “Pinsky” phenomenon on ∂Ω, due
to the Fresnel integral. See [4] for detailed analysis of this material.
Recall that on some interval t ∈ [0, T0), we have
(4.2.7) u(t) = eit4f + v(t) + w(t),
where
(4.2.8) v(t, x) =
∫ t
0
v0(s, t− s, x) ds, v0(s, t, x) = eit4q(eis4f),
and w(t) is a remainder, satisfying
(4.2.9) ‖w(t)‖L∞ ≤ Cδt2−
n
2
+σ−δ,
where 0 < δ < σ and δ can be arbitrarily close to 0.
Proposition 4.2.1. Take σ > n/2 − 1 and assume a function f satisfies (1.2.1)
and (1.2.2). Also assume q(u) satisfies (1.1.22). Then
(4.2.10)
∥∥eit4q(eit4f)∥∥
Hσ,p
≤ C|t|−n( 12− 1p ), 2 < p <∞.
In particular, taking 0 < δ < σ as we had before and p = n
σ−δ , we have
(4.2.11) ‖v(s, t, ·)‖L∞ ≤ Ct1−
n
2
+σ−δ.
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Proof. The proof is almost identical to the part showing the existence in §1 in Chapter
3. We shall include it here. Our dispersive estimate shows that,
(4.2.12)
∥∥eit4q(eit4f)∥∥
Hσ,p
≤ C|t|−n( 12− 1p )∥∥q(eit4f)∥∥
Hσ,p
′ ,
where p′ is the dual exponent of p. To estimate
∥∥q(eit4f)∥∥
Hσ,p′ , we follow the notation
in (3.1.8) to (3.1.10). Under the condition that q is smooth, we have
(4.2.13)
∥∥eit4f∥∥
L∞ ≤ A,
∥∥eit4f∥∥
Hσ,2
= ‖f‖Hσ,2 ≤ A⇒
∥∥R(eit4f, 0)∥∥
Hσ,2
≤ C(A),
and ‖R(u, 0)‖L∞ ≤ C(A). Again, we shall use the paraproduct estimate (2.2.11), i.e.,
(4.2.14) ‖fg‖Hσ,p′ ≤ C‖f‖Lq‖g‖Hσ,2 + C‖f‖Hσ,2‖g‖Lq ,
whenever σ > 0 and
(4.2.15)
1
p′
=
1
q
+
1
2
.
Since we have p > 2, 1/p′ > 1/2, hence q ∈ (2,∞), and
(4.2.16) ‖f‖Lq ≤ ‖f‖L2 + ‖f‖L∞ .
We deduce that
(4.2.17)
∥∥eit4f∥∥
L∞ ≤ A,
∥∥eit4f∥∥
Hσ,2
≤ A ⇒ ∥∥q(eit4f)∥∥
Hσ,p′ ≤ C(A).

This concludes the proof. By applying the Sobolev Inequality, we obtain (4.2.11).
Using this, we see,
(4.2.18) ‖v(s, t, ·)‖L∞ ≤ Ct1−
n
2
+σ−δ.
Comparing this estimate with the estimate on w(t), we conclude that the remainder
w(t) will not be the dominant term in general for we are mainly interested in a more
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“singular” term. Then the solution to our linearized expression (1.2.4) will share various
special properties with the solution u(t) of (1.1.18) while t→ 0.
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