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Abstract
In the present paper, we study the combined incompressible and fast rotation limits for the full
Navier-Stokes-Fourier system with Coriolis, centrifugal and gravitational forces, in the regime of small
Mach, Froude and Rossby numbers and for general ill-prepared initial data. We consider both the isotropic
scaling (where all the numbers have the same order of magnitude) and the multi-scale case (where some
effect is predominant with respect to the others). In the case when the Mach number is of higher order
than the Rossby number, we prove that the limit dynamics is described by an incompressible Oberbeck-
Boussinesq system, where the velocity field is horizontal (according to the Taylor-Proudman theorem),
but vertical effects on the temperature equation are not negligible. Instead, when the Mach and Rossby
numbers have the same order of magnitude, and in absence of the centrifugal force, we show convergence
to a quasi-geostrophic equation for a stream function of the limit velocity field, coupled with a transport-
diffusion equation for a new unknown, which links the target density and temperature profiles.
The proof of the convergence is based on a compensated compactness argument. The key point is
to identify some compactness properties hidden in the system of acoustic-Poincare´ waves. Compared to
previous results, our method enables first of all to treat the whole range of parameters in the multi-scale
problem, and also to consider a low Froude number regime with the somehow critical choice Fr =
√
Ma,
where Ma is the Mach number. This allows us to capture some (low) stratification effects in the limit.
2010 Mathematics Subject Classification: 35Q86 (primary); 35B25, 76U05, 35B40, 76M45 (secondary).
Keywords: Navier-Stokes-Fourier system; Coriolis force; singular perturbation problem; multi-scale limit; low
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1 Introduction
In this paper, we are interested in the description of the dynamics of large-scale flows, like e.g. geophysical
flows in the atmosphere and in the ocean. From the physical viewpoint, three are the main features that
the mathematical model has to retain (see [9] and [32], for instance): (almost) incompressibility of the
flow, stratification effects (i.e. density variations, essentially due to the gravity) and the action of a
strong Coriolis force (due to the fast rotation of the ambient system). The importance of these effects is
“measured” by introducing, correspondingly, three positive adimensional parameters: the Mach number
Ma, linked with incompressibility, the Froude number Fr, linked with stratification, and the Rossby
number Ro, related to fast rotation. Saying that the previous attributes are predominant in the dynamics
corresponds to assuming that the values of those parameters are very small. This is also the point of view
that we adopt throughout all this paper.
In order to get a more realistic model, capable to capture also heat transfer processes in the dynamics,
we focus on the full 3-D Navier-Stokes-Fourier system with Coriolis, centrifugal and gravitational forces,
which we set in the physical domain
Ω := R2× ]0, 1[ . (1.1)
Denote by ̺, ϑ ≥ 0 the density and the absolute temperature of the fluid, respectively, and by u ∈ R3 its
velocity field: in its non-dimensional form, the system can be written (see e.g. [18]) as
∂t̺+ div (̺u) = 0
∂t(̺u) + div (̺u⊗ u) + e3 × ̺u
Ro
+
1
Ma2
∇xp(̺, ϑ) = div S(ϑ,∇xu) + ̺
Ro2
∇xF + ̺
Fr2
∇xG
∂t
(
̺s(̺, ϑ)
)
+ div
(
̺s(̺, ϑ)u
)
+ div
(
q(ϑ,∇xϑ)
ϑ
)
= σ ,
(1.2)
where p denotes the pressure of the fluid, the functions s, q, σ are the specific entropy, the heat flux
and the entropy production rate respectively, and S is the viscous stress tensor, which satisfies Newton’s
rheological law. We refer to Paragraphs 2.1.1 and 2.1.2 below for details. The two gradients ∇xF and
∇xG represent respectively the centrifugal and gravitational forces, while the term e3 × ̺u takes into
account the Coriolis force. Here e3 = (0, 0, 1) denotes the unit vector directed along the vertical axis and
the symbol × stands for the usual external product of vectors in R3. This is a very simple form of the
Coriolis force, which is however physically well-justified at mid-latitudes (see e.g. [9] and [30] for details).
In addition, this approximate model already enables to capture several interesting physical phenomena
related to the dynamics of geophysical flows: the so-called Taylor-Proudman theorem, the formation of
Ekman layers and the propagation of Poincare´ waves. We refer to [7] for a more in-depth discussion. In
the present paper, we deal only with the first and third issues, which we will comment more in detail
below. On the contrary, for simplicity of presentation, we avoid boundary layer effects, by imposing
complete-slip boundary conditions (see conditions (2.7) and (2.8) below).
In (1.2), one can recognise the presence of the Mach, Froude and Rossby numbers. On the other hand,
we have neglected other important characteristic numbers, such as the Strouhal, Reynolds and Pe´clet
numbers, which we have set equal to 1. Motivated by the initial discussion, our goal is to study the
regime where Ma, Fr and Ro are small: given a parameter ε ∈ ]0, 1], we set
Ro = ε , Ma = εm and Fr = εm/2 , for some m ≥ 1 . (1.3)
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This means that we will perform the incompressible, fast rotation and mild stratification limits all together.
Moreover, the presence of the additional parameter m allows us to consider different regimes: the one
where some effect is predominant with respect to the others (for m > 1, which entails the presence of
multiple scales in the system), and the one where all the forces act at the same scale and their effects are
in balance in the limit (when m = 1).
This work enters into a general (and nowadays classical) research programme, consisting in taking
singular limits for systems of PDEs related to fluid mechanics. Concerning specifically models for geo-
physical flows, the study goes back to the pioneering works [2], [3], [4] of Babin, Mahalov and Nikolaenko
for the (homogeneous) incompressible Navier-Stokes equations with Coriolis force. We refer to [7] for an
overview of the (broad) literature on this subject. The case of compressible flows was considered for the
first time in a general setting by Feireisl, Gallagher and Novotny´ in [16] for the barotropic Navier-Stokes
system (see also [6] for a preliminary study and [23] for the analysis of equatorial waves).
In the compressible case, because of both physical considerations and technical difficulties, it is natural
to combine a low Rossby number regime (fast rotation limit) with a low Mach number regime (incom-
pressible limit). This opens the scenario to possible multi-scale analysis: if in [16] the scaling focused on
the specific choice Ro =Ma = ε, i.e. m = 1 in (1.3) above, a more general instance was considered in [15]
by the same authors together with Ge´rard-Varet. There, the system under consideration was the same
barotropic Navier-Stokes system as in [16], with the addition of the centrifugal force term. Afterwards,
Feireisl and Novotny´ continued the multi-scale analysis for the same system, by considering the effects
of a low stratification (without the centrifugal force term, yet), see [19], [20]. In this context, we also
mention [11] dealing with the Navier-Stokes-Korteweg system, [17] which is, to the best of our knowledge,
the only work concerning strongly stratified fluids (the result holds for well-prepared data only), and [13]
which deals with the case where the Mach number is large with respect to the Rossby number.
The analysis for models presenting also heat transfer is much more recent, and has begun in work [26]
by Kwon, Maltese and Novotny´. In that paper, the authors considered a multi-scale problem for the full
Navier-Stokes-Fourier system with Coriolis and gravitational forces (in particular, F = 0 therein). Notice
that the scaling adopted in [26] consists in taking
Fr = εn , with m/2 > n ≥ 1 .
In particular, m has to be taken strictly larger than 2, and the case n = m/2 was left open. Similar
restrictions on the parameters can be found in [20] for the barotropic model, and have to be ascribed to
the techniques used for proving convergence, which are based on relative energy/relative entropy estimates
(notice that an even larger restriction for m appears in [15]). On the other hand, it is worth noticing that
the relative energy methods allow to get a precise rate of convergence and to consider also inviscid and
non-diffusive limits (one does not dispose of a uniform bound on ∇xϑ and on ∇xu). The isotropic scaling
for the full system (i.e. the case m = 1) was handled in the subsequent work [27] by Kwon and Novotny´,
by resorting to similar techniques of analysis (see also [25] for the case of the compressible MHD system
in 2-D). Notice however that, in that work, the gravitational term is not penalised at all.
The main motivation of the present work is to shed some light on the multi-scale problem, by focusing
on the full Navier-Stokes-Fourier system introduced in (1.2). Our main concern is to remove the various
restrictions on the different parameters, which appear to be a purely technical artefact. More precisely,
as pointed out in (1.3), we will consider the whole range of values of m ≥ 1, and we will perform the
somehow critical choice n = m/2 for the Froude number (see also [18], [21] in this respect). Of course,
we are still in a regime of low stratification, since Ma/Fr → 0, but having Fr = √Ma allows us to
3
capture some additional qualitative properties on the limit dynamics, with respect to previous works. In
addition, we will add to the system the centrifugal force term ∇xF (in the spirit of [15]), which is a source
of technical troubles, due to its unboundedness. Let us now comment all these issues in detail.
First of all, in absence of the centrifugal force, namely when F = 0, we are able to perform incompress-
ible, mild stratification and fast rotation limits for the whole range of values ofm ≥ 1, in the framework of
finite energy weak solutions to the Navier-Stokes-Fourier system (1.2) and for general ill-prepared initial
data. In the case m > 1, the incompressibility and stratification effects are predominant with respect to
the Coriolis force: then we prove convergence to the well-known Oberbeck-Boussinesq system, giving a
rigorous justification to this approximate model in the context of fast rotating fluids. We point out that
the target velocity field is 2-dimensional, according to the celebrated Taylor-Proudman theorem in geo-
physics: in the limit of high rotation, the fluid motion tends to behave like planar, it takes place on planes
orthogonal to the rotation axis (i.e. horizontal planes in our model) and is essentially constant along the
vertical direction. We refer to [9], [30] and [32] for more details on the physical side. Notice however that,
although the limit dynamics is purely horizontal, the limit density and temperature variations, R and Θ
respectively, appear to be stratified: this is the main effect of taking n = m/2 for the Froude number in
(1.3). This is also the main qualitative property which is new here, with respect to the previous studies.
When m = 1, instead, all the forces act at the same scale, and then they balance each other asymp-
totically for ε→ 0. As a result, the limit motion is described by the so-called quasi-geostrophic equation
for a suitable function q, which is linked to R and Θ (respectively, the target density and temperature
variations) and to the gravity, and which plays the role of a stream function for the limit velocity field.
This quasi-geostrophic equation is coupled with a scalar transport-diffusion equation for a new quantity
Υ, mixing R and Θ. This is in the spirit of the result in [27], but once again, here we capture also grav-
itational effects in the limit, so that we cannot say anymore that R and Θ (and then Υ) are horizontal;
on the contrary, and somehow surprisingly, q and the target velocity U are horizontal.
At this point, let us make a couple of remarks. First of all, we mention that, as announced above,
we are able to add to the system the effects of the centrifugal force ∇xF . Unfortunately, in this case
the restriction m ≥ 2 appears (which is still less severe than the ones imposed in [15], [20] and [26]).
However, we show that such a restriction is not of technical nature, but is now structural (see Proposition
2.4 and comments after Proposition 3.5). As a matter of fact, the problem lies in the analysis of the
static states, and it is not clear at all, for instance, whether or not the techniques of [13] might be of any
help here. The result for F 6= 0 is analogous to the one presented above for the case F = 0 and m > 1:
when m > 2, the anisotropy of scaling is too large in order to see any effect due to F in the limit, and
no qualitative differences will appear with respect to the instance when F = 0; when m = 2, instead,
additional terms, related to F , will appear in the Oberbeck-Boussinesq system. In any case, the analysis
will be considerably more complicated, since F is not bounded in Ω (defined in (1.1) above) and this will
demand an additional localisation procedure (already employed in [15]).
We also point out that the classical existence theory of finite energy weak-solutions for (1.2) requires
the physical domain to be a Lipschitz bounded subset of R3 (see [18] for a comprehensive study, see
[31] for the case of Lipschitz regularity). The theory was later extended in [24] to cover the case of
unbounded domains, and this might appear suitable for us in view of (1.1). Nonetheless, the notion of
weak solutions developed in [24] is somehow milder than the classical one (the authors speak in fact of very
weak solutions), inasmuch as the usual weak formulation of the entropy balance, i.e. the third equation
in (1.2), has to be replaced by an inequality in the sense of distributions. Now, such a formulation is
not convenient for us, because, when deriving the system of acoustic-Poincare´ waves (see more details
about the proof here below), we need to combine the mass conservation and the entropy balance equations
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together. In particular, this requires to have true equalities, satisfied in the (classical) weak sense. In
order to overcome this problem, we resort to the technique of invading domains (see e.g. Chapter 8 of
[18], [21] and [33]): namely, for each ε ∈ ]0, 1], we solve system (1.2), with the choice (1.3), in a bounded
Lipschitz domain Ωε, where
(
Ωε
)
ε
converges (in a suitable sense) to Ω when ε → 0, with a rate higher
than the wave propagation speed (which is proportional to ε−m). Such an “approximation procedure”
will need some extra work.
In order to prove our results, and get the improvement on the values of the different parameters,
we propose a unified approach, which actually works both for the case m > 1 (allowing us to treat the
anisotropy of scaling quite easily) and for the case m = 1 (allowing us to treat the more complicate
singular perturbation operator). This approach is based on compensated compactness arguments, firstly
employed by Lions and Masmoudi in [28] for dealing with the incompressible limit of the barotropic
Navier-Stokes equations, and later adapted by Gallagher and Saint-Raymond in [22] to the case of fast
rotating (incompressible homogeneous) fluids. More recent applications of that method in the context
of geophysical flows can be found in [15], [12], [14] and [13]. The basic idea is to use the structure
of the equations, in order to find special algebraic cancellations and relations which, in turn, allow to
take the limit in some non-linear quantities, namely (in our case) the Coriolis and convective terms.
Still, in dealing with the latter term, one cannot avoid the presence of bilinear expressions: for taking
the limit, some strong convergence properties are required. These strong convergence properties are by
no means evident, because the singular terms are responsible for strong time oscillations (the so-called
acoustic-Poincare´ waves) of the solutions, which may finally prevent the convergence of the non-linearities.
Nonetheless, a fine study of the system for acoustic-Poincare´ waves actually reveals compactness (for any
m ≥ 1 if F = 0, for m ≥ 2 if F 6= 0) of a special quantity γε, which combines (roughly speaking)
the vertical averages of the momentum V ε = ̺εuε (of its vorticity, in fact) and of another function Zε,
obtained as a linear combination of density and temperature variations. Similar compactness properties
have been highlighted in [14] for incompressible density-dependent fluids in 2-D (see also [8]), and in [13]
for treating a multi-scale problem at “large” Mach numbers. In the end, the strong convergence of
(
γε
)
ε
turns out to be enough to take the limit in the convective term, and to complete the proof of our results.
To conclude this part, let us mention that we expect the same technique to enable us to treat also
the case m = 1 and F 6= 0 (this was the case in [15], for barotropic flows). Nonetheless, the presence of
heat transfer deeply complicates the wave system, and new technical difficulties arise in the study of the
singular perturbation operator and in the analysis of the convective term. For those reasons, here we are
not able to handle that case, which still remains open.
Let us now give an overview of the paper. In Section 2 we collect our assumptions and we state our
main results. In Section 3 we study the singular perturbation part of the equations, stating uniform
bounds on our family of weak solutions and establishing constraints that the limit points have to satisfy.
Section 4 is devoted to the proof of the convergence result for m ≥ 2 and F 6= 0. In the last Section 5,
we prove the convergence result for m = 1 and F = 0, but the same argument shows convergence also for
any m > 1, in absence of the centrifugal force.
Some notation and conventions. Let B ⊂ Rn. Throughout the whole text, the symbol 1B
denotes the characteristic function of B. The symbol C∞c (B) denotes the space of ∞-times continuously
differentiable functions on Rn and having compact support in B. The dual space D′(B) is the space of
distributions on B. Given p ∈ [1,+∞], by Lp(B) we mean the classical space of Lebesgue measurable
functions g, where |g|p is integrable over the set B (with the usual modifications for the case p = +∞).
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We use also the notation LpT (L
q) to indicate the space Lp
(
[0, T ];Lq(B)
)
with T > 0. Given k ≥ 0,
we denote by W k,p(B) the Sobolev space of functions which belongs to Lp(B) together with all their
derivatives up to order k. When p = 2, we alternately use the notation W k,2(B) and Hk(B). Moreover,
we denote by Dk,p(B) the corresponding homogeneous Sobolev spaces, i.e. Dk,p(B) = {g ∈ L1loc(B) :
Dαg ∈ Lp(B), |α| = k}. Recall that Dk,p is the completion of C∞c (B) with respect to the Lp norm of
gradients. The symbol M+(B) denotes the cone of non-negative Borel measures on B. For the sake of
simplicity, we will omit from the notation the set B, that we will explicitly point out if needed.
In the whole paper, the symbols c and C will denote generic multiplicative constants, which may change
from line to line, and which do not depend on the small parameter ε. Sometimes, we will explicitly point
out the quantities that these constants depend on, by putting them inside brackets.
Let
(
fε
)
0<ε≤1
be a sequence of functions in a normed space Y . If this sequence is bounded in Y , we
use the notation
(
fε
)
ε
⊂ Y .
As we will see below, one of the main features of our asymptotic analysis is that the limit-flow will be
two-dimensional and horizontal along the plane orthogonal to the rotation axis. Then, let us introduce
some notation to describe better this phenomenon.
Let Ω be a domain in R3. We will always decompose x ∈ Ω into x = (xh, x3), with xh ∈ R2 denoting
its horizontal component. Analogously, for a vector-field v = (v1, v2, v3) ∈ R3, we set vh = (v1, v2) and
we define the differential operators ∇h and divh as the usual operators, but acting just with respect to
xh. In addition, we define the operator ∇⊥h :=
(−∂2 , ∂1). Finally, the symbol H denotes the Helmholtz
projector onto the space of solenoidal vector fields in Ω, while Hh denotes the Helmholtz projection in
R2. Observe that, in the sense of Fourier multipliers, one has Hhf = −∇⊥h (−∆h)−1curlhf .
Moreover, since we will deal with a periodic problem in the x3-variable, we also introduce the following
decomposition: for a vector-field X , we write
X(x) = 〈X〉(xh) + X˜(x) with 〈X〉(xh) := 1|T1|
∫
T1
X(xh, x3) dx3 , (1.4)
where T1 := [−1, 1]/ ∼ is the one-dimensional flat torus (here ∼ denotes the equivalence relation which
identifies −1 and 1) and
∣∣T1∣∣ denotes its Lebesgue measure. Notice that X˜ has zero vertical average, and
therefore we can write X˜(x) = ∂3Z˜(x) with Z˜ having zero vertical average as well.
Acknowledgements
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2 Setting of the problem and main results
In this section, we formulate our working hypotheses (see Subsection 2.1) and we state our main results
(in Subsection 2.2).
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2.1 Formulation of the problem
In this Subsection, we present the rescaled Navier-Stokes-Fourier system with Coriolis, centrifugal and
gravitational forces, which we are going to consider in our study. We formulate the main working hy-
potheses, and recall the result in [18] which guarantees the existence of finite energy weak solutions.
The most part of this subsection is somehow classical: unless otherwise specified, we refer to [18]
for details. Paragraph 2.1.3 contains some original contributions: there, we will establish fundamental
properties for the equilibrium states, under our hypotheses on the specific form of the centrifugal and
gravitational forces.
2.1.1 Primitive system
To begin with, let us introduce the “primitive system”, i.e. a rescaled compressible Navier-Stokes-Fourier
system with small Mach Ma, Rossby Ro and Froude Fr numbers. In particular, given a small parameter
ε ∈ ]0, 1] which we will let go to 0, we introduce the scaling
Ma = εm , F r = εm/2 , Ro = ε ,
for some m ≥ 1. Our system consists of the continuity equation (conservation of mass), the momentum
equation, the entropy balance and the total energy balance: respectively,
∂t̺ε + div (̺εuε) = 0 , (NSF
1
ε)
∂t(̺εuε) + div (̺εuε ⊗ uε) + 1
ε
e3 × ̺εuε + 1
ε2m
∇xp(̺ε, ϑε) = (NSF2ε)
= div S(ϑε,∇xuε) + ̺ε
ε2
∇xF + ̺ε
εm
∇xG ,
∂t
(
̺εs(̺ε, ϑε)
)
+ div
(
̺εs(̺ε, ϑε)uε
)
+ div
(
q(ϑε,∇xϑε)
ϑε
)
= σε , (NSF
3
ε)
d
dt
∫
Ωε
(
ε2m
2
̺ε|uε|2 + ̺εe(̺ε, ϑε)− εm̺εG− ε2(m−1)̺εF
)
dx = 0 . (NSF4ε)
The unknowns are the fluid mass density ̺ε = ̺ε(t, x) ≥ 0 of the fluid, its velocity field uε = uε(t, x) ∈ R3
and its absolute temperature ϑε = ϑε(t, x) ≥ 0, t ∈ ]0, T [ , x ∈ Ωε which fills, for ε ∈ ]0, 1] fixed, the
bounded domain
Ωε := BLε(0)× ]0, 1[ , where Lε :=
1
εm+δ
L0 (2.1)
for δ > 0 and for some L0 > 0 fixed, and where we have denoted by Bl(x0) the Euclidean ball of center
x0 and radius l in R
2. Namely, roughly speaking we have the property
Ωε −→ Ω := R2× ]0, 1[ as ε→ 0 .
The pressure p, the specific internal energy e and the specific entropy s are given scalar valued functions
of ̺ and ϑ which are related through Gibbs’ equation
ϑDs = De+ pD
(
1
̺
)
, (2.2)
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where the symbol D stands for the differential with respect to the variables ̺ and ϑ. The viscous stress
tensor in (NSF2ε) is given by Newton’s rheological law
S(ϑε,∇xuε) = µ(ϑε)
(
∇xuε +∇Txuε −
2
3
divuεId
)
+ η(ϑε)divuεId , (2.3)
for two suitable coefficients µ and η (we refer to Paragraph 2.1.2 below for the precise hypotheses), and
the entropy production rate σε in (NSF
3
ε) satisfies
σε ≥ 1
ϑε
(
ε2mS(ϑε,∇xuε) : ∇xuε − q(ϑε,∇xϑε) · ∇xϑε
ϑε
)
. (2.4)
The heat flux q in (NSF3ε) is determined by Fourier’s law
q(ϑε,∇xϑε) = −κ(ϑε)∇xϑε, (2.5)
where κ > 0 is the heat-conduction coefficient. Finally, the term e3×̺εuε takes into account the (strong)
Coriolis force acting on the fluid.
Next, let us turn our attention to centrifugal and gravitational forces, namely F and G respectively.
For the existence theory of weak solutions to our system, it would be enough to assume F ∈ W 1,∞loc
(
Ω
)
to
satisfy
F (x) ≥ 0, F (x1, x2,−x3) = F (x1, x2, x3), |∇xF (x)| ≤ c(1 + |xh|) for all x ∈ Ω ,
and G ∈W 1,∞(Ω). However, for the sequel (see Paragraph 2.1.3 below), it is useful to give a precise form
of F and G: motivated by physical considerations, we assume that they are of the form
F (x) =
∣∣xh∣∣2 and G(x) = −x3 . (2.6)
The system is supplemented with complete slip boundary conditions, namely(
uε · nε
)
|∂Ωε
= 0, and
(
[S(ϑε,∇xuε)nε]× nε
)
|∂Ωε
= 0 , (2.7)
where nε denotes the outer normal to the boundary ∂Ωε. We also suppose that the boundary of physical
space is thermally isolated, i.e. one has (
q · nε
)
|∂Ωε
= 0 . (2.8)
Remark 2.1 Let us notice that, as δ > 0 in (2.1) and the speed of sound is proportional to ε−m, hypothe-
sis (2.1) guarantees that the part ∂BLε(0)× ]0, 1[ of the outer boundary ∂Ωε of Ωε becomes irrelevant when
one considers the behaviour of acoustic waves on some compact set of the physical space. We refer to Sub-
sections 4.1 and 5.1 for details about this point. Here, we have set ∂BLε(0) =
{
xh ∈ R2 :
∣∣xh∣∣2 = L2ε}.
2.1.2 Structural restrictions
Now we need to impose structural restrictions on the thermodynamical functions p, e, s as well as on the
diffusion coefficients µ, η, κ. We start by setting, for some real number a > 0,
p(̺, ϑ) = pM (̺, ϑ) +
a
3
ϑ4 , where pM (̺, ϑ) = ϑ
5/2P
( ̺
ϑ3/2
)
. (2.9)
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The first component pM in (2.9) corresponds to the standard molecular pressure of a general monoatomic
gas, while the second one represents thermal radiation. Here above,
P ∈ C1[0,∞) ∩ C2(0,∞), P (0) = 0, P ′(Z) > 0 for all Z ≥ 0 , (2.10)
which in particular implies the positive compressibility condition
∂̺p(̺, ϑ) > 0. (2.11)
Additionally to (2.10) we assume that
0 <
5
3P (Z)− P ′(Z)Z
Z
< c for all Z > 0 . (2.12)
The condition (2.12) means that the specific heat at constant volume is positive, namely ∂ϑe(̺, ϑ) is
positive and bounded, see below. In view of (2.12), we have that Z 7→ P (Z)/Z5/3 is a decreasing
function; additionally we assume
lim
Z→+∞
P (Z)
Z5/3
= P∞ > 0 . (2.13)
Accordingly to Gibbs’ relation (2.2), the specific internal energy and the specific entropy can be written
in the following forms:
e(̺, ϑ) = eM (̺, ϑ) + a
ϑ4
̺
, s(̺, ϑ) = S
( ̺
ϑ3/2
)
+
4
3
a
ϑ3
̺
,
where we have set
eM (̺, ϑ) =
3
2
ϑ5/2
̺
P
( ̺
ϑ3/2
)
and S′(Z) = −3
2
5
3P (Z)− ZP ′(Z)
Z2
for all Z > 0 . (2.14)
The diffusion coefficients µ (shear viscosity), η (bulk viscosity) and κ (heat conductivity) are assumed
to be continuously differentiable functions of the temperature ϑ ∈ [0,∞[ , satisfying the following growth
conditions for all ϑ ≥ 0:
0 < µ(1 + ϑ) ≤ µ(ϑ) ≤ µ(1 + ϑ), 0 ≤ η(ϑ) ≤ η(1 + ϑ), 0 < κ(1 + ϑ3) ≤ κ(ϑ) ≤ κ(1 + ϑ3), (2.15)
where µ, µ, η, κ and κ are positive constants. Let us remark that the above assumptions may be not
optimal from the point of view of the existence theory.
2.1.3 Analysis of the equilibrium states
For each scaled (NSF)ε system, the so-called equilibrium states consist of static density ˜̺ε and constant
temperature distribution ϑ > 0 satisfying
∇xp(˜̺ε, ϑ) = ε2(m−1) ˜̺ε∇xF + εm ˜̺ε∇xG in Ω. (2.16)
We point out that, for later use, it is convenient to state (2.16) on whole set Ω. We also notice that, a
priori, it is not known that the target temperature has to be constant: this is a consequence that entropy
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production rate σε has to be kept small and then ∇xϑε needs to vanish as ε→ 0 (see Section 4.2 of [18]
for more comments about this).
Equation (2.16) identifies ˜̺ε up to an additive constant: normalizing it to 0, and taking the target
density to be 1, we get
Π(˜̺ε) = F˜ε := ε2(m−1)F + εmG , where Π(̺) = ∫ ̺
1
∂̺p(z, ϑ)
z
dz . (2.17)
From this relation, we immediately get the following properties:
(i) when m > 1, or m = 1 and F = 0, for any x ∈ Ω one has ˜̺ε(x) −→ 1 in the limit ε→ 0;
(ii) for m = 1 and F 6= 0, (˜̺ε)ε converges pointwise to ˜̺, where
˜̺ is a solution of the problem Π(˜̺(x)) = F (x) , with x ∈ Ω .
In particular, ˜̺ is non-constant, of class C2(Ω) (keep in mind assumptions (2.10) and (2.11) above)
and it depends just on the horizontal variables due to (2.6).
We are now going to study more in detail the equilibrium densities ˜̺ε. In order to keep the discussion
as general as possible, we are going to consider both cases (i) and (ii) listed above, even though our results
will concern only case (i).
The first problem we have to face is that the right-hand side of (2.17) may be negative: this means
that ˜̺ε can go below the value 1 in some regions of Ω. Nonetheless, the next statement excludes the
presence of vacuum.
Lemma 2.2 Let the centrifugal force F and the gravitational force G be given by (2.6). Let
(˜̺ε)0<ε≤1
be a family of static solutions to equation (2.17) on Ω.
Then, there exist an ε0 > 0 and a 0 < ρ∗ < 1 such that ˜̺ε ≥ ρ∗ for all ε ∈ ]0, ε0] and all x ∈ Ω.
Proof: Let us consider the case m > 1 (hence F 6= 0) first. Suppose, by contradiction, that there
exists a sequence
(
εn, xn
)
n
such that 0 ≤ ˜̺εn(xn) ≤ 1/n. We observe that the sequence (xn)n cannot
be bounded. Indeed, relation (2.17), computed on ˜̺εn(xn), would immediately imply that ˜̺εn(xn) should
rather converge to 1. In any case, since 1/n < 1 for n ≥ 2 and x3 ∈ ]0, 1[ , we deduce that
− (εn)m ≤ F˜εn(xn) = (εn)2(m−1) | (xn)h |2 − (εn)m (xn)3 < 0 ,
which in particular implies that F˜εn(xn) has to go to 0 for ε → 0. As a consequence, since Π(1) = 0, by
the mean value theorem and (2.17) we get
F˜εn(xn) = Π
(˜̺εn(xn)) = Π′(zn) (˜̺εn(xn)− 1) = ∂̺p(zn, ϑ)zn (˜̺εn(xn)− 1) −→ 0 ,
for some zn ∈ ]˜̺εn(xn), 1[⊂ ]0, 1[ , for all n ∈ N. In turn, this relation, combined with (2.11), implies that˜̺εn(xn)→ 1, which is in contradiction with the fact that it has to be ≤ 1/n for any n ∈ N.
The case m = 1 and F = 0 can be treated in a similar way. Let us now assume that m = 1 and F 6= 0:
relation (2.17) in this case becomes
Π
(˜̺ε(x)) = |xh |2 − ε x3 . (2.18)
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We observe that the right-hand side of this identity is negative on the set
{
0 ≤ |xh |2 ≤ ε x3}. By
definition (2.17), this is equivalent to having ˜̺ε(x) ≤ 1.
In particular, the smallest value of ˜̺ε(x) is attained for xh = 0, x3 = 1, for which Π(˜̺ε(0, 0, 1)) = −ε.
On the other hand, fixed a x0ε such that | (x0ε)h |2 = ε and (x0ε)3 = 1, we have Π
(˜̺ε(x0ε)) = 0, and then˜̺ε(x0ε) = 1. Therefore, by mean value theorem again we get
− ε = Π(˜̺ε(0, 0, 1)) − Π(˜̺ε(x0ε)) = ∂̺p(˜̺ε(yε), ϑ)˜̺ε(yε) (˜̺ε(0, 0, 1) − ˜̺ε(x0ε))
=
∂̺p
(˜̺ε(yε), ϑ)˜̺ε(yε) (˜̺ε(0, 0, 1) − 1)
for some suitable point yε =
(
(xε)
h, 1
)
lying on the line connecting (0, 0, 1) with x0ε.
From this equality and the structural hypothesis (2.11), since ˜̺ε(0, 0, 1) − 1 < 0 (due to the fact that
Π
(˜̺ε(0, 0, 1)) < 0), we deduce that ˜̺ε(yε) > 0 for all ε > 0. On the other hand, (2.18) says that, for x3
fixed, the function Π ◦ ˜̺ε is radially increasing on R2: then, in particular ˜̺ε(yε) ≤ ˜̺ε(x0ε) = 1.
Finally, thanks to these relations and the regularity properties (2.9) and (2.10), we see that
˜̺ε(0, 0, 1) = 1 − ε ˜̺ε(yε)
∂̺p
(˜̺ε(yε), ϑ)
remains strictly positive, at least for ε small enough.
For simplicity, and without loss of any generality, we assume from now on that ε0 = 1 in Lemma 2.2.
Next, denoted as above Bl(0) the ball in the horizontal variables x
h ∈ R2 of center 0 and radius l > 0,
we define the cylinder
BL :=
{
x ∈ Ω : |xh| < L} = BL(0)× ]0, 1[ .
We can now state the next boundedness property for the family
(˜̺ε)ε.
Lemma 2.3 Let m ≥ 1. Let F and G satisfy (2.6). Then, for any l > 0, there exists a constant C(l) > 1
such that for all ε ∈ ]0, 1] one has
˜̺ε ≤ C(l) on Bl . (2.19)
If F = 0, then there exists a constant C > 1 such that, for all ε ∈ ]0, 1] and all x ∈ Ω, one has
|˜̺ε(x)| ≤ C.
Proof: Let us focus on the case m > 1 and F 6= 0 for a while. In order to see (2.19), we proceed
in two steps. First of all, we fix ε and we show that ˜̺ε is bounded in the previous set. Assume it is not:
there exists a sequence
(
xn
)
n
⊂ Bl such that ˜̺ε(xn) ≥ n. But then, thanks to hypothesis (2.12), we can
write
Π
(˜̺ε(xn)) ≥ ∫ n
1
∂̺p(z, ϑ)
z
dz ≥ C(ϑ)
∫ n/ϑ3/2
1/ϑ
3/2
P (Z)
Z2
dZ ,
and, by use of (2.13), it is easy to see that the last integral diverges to +∞ for n → +∞. On the other
hand, on the set Bl, the function F˜ε is uniformly bounded by the constant l
2 + 1, and, recalling formula
(2.17), these two facts are in contradiction one with other.
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So, we have proved that, ˜̺ε ≤ C(ε, l) on the set Bl. But, thanks to point (i) below (2.17), the
pointwise convergence of ˜̺ε to 1 becomes uniform in the previous set, so that the constant C(ε, l) can be
dominated by a new constant C(l), just depending on the fixed l.
Let us now take m = 1 and F 6= 0. We start by observing that, again, the following property holds
true: for any ε and any l > 0 fixed, one has ˜̺ε ≤ C(ε, l) in Bl. Furthermore, by point (ii) below (2.17)
we have that ˜̺∈ C2(Ω), and then ˜̺ is locally bounded: for any l > 0 fixed, we have ˜̺ ≤ C(l) on the set
Bl. On the other hand, the pointwise convergence of
(˜̺ε)ε towards ˜̺ becomes uniform on the compact
set Bl: gluing these facts together, we infer that, in the previous bound for ˜̺ε, we can replace C(ε, l) by
a constant C(l) which is uniform in ε.
Let us now consider the case F = 0, for any value of the parameter m ≥ 1. In this case, relation (2.17)
becomes
Π
(˜̺ε) = εmG =⇒ ∣∣Π(˜̺ε)∣∣ ≤ C in Ω .
At this point, as a consequence of the structural assumptions (2.9), (2.12) and (2.13), we observe that
Π(z) −→ +∞ for z → +∞. Then, ˜̺ε must be uniformly bounded in Ω.
This completes the proof of the lemma.
We conclude this paragraph by showing some additional bounds, which will be relevant in the sequel.
Proposition 2.4 Let F 6= 0. For any l > 0, on the cylinder Bl one has, for any ε ∈ ]0, 1]:
(1) |˜̺ε(x) − 1| ≤ C(l) εm if m ≥ 2;
(2) |˜̺ε(x) − 1| ≤ C(l) ε2(m−1) if 1 < m < 2;
(3) |˜̺ε(x) − ˜̺(x)| ≤ C(l) ε if m = 1.
When F = 0 and m ≥ 1, instead, one has |˜̺ε(x) − 1| ≤ C εm, for a constant C > 0 which is uniform
in x ∈ Ω and in ε ∈ ]0, 1].
Proof: Assume F 6= 0 for a while. Letm ≥ 2. Thanks to the Lemma 2.3, the estimate on |˜̺ε(x) − 1|
easily follows applying the mean value theorem to equation (2.17), and noticing that
sup
z∈[ρ∗,C(l)]
∣∣∣∣ z∂̺p(z, ϑ)
∣∣∣∣ < +∞ ,
on Bl for any fixed l > 0. According to the hypothesis m ≥ 2, we have 2(m− 1) ≥ m. The claimed bound
then follows. The proof of the inequality for 1 < m < 2 is analogous, using this time that 2(m− 1) ≤ m.
In order to prove the inequality for m = 1, we consider the equations satisfied by ˜̺ε and ˜̺: we have
Π
(˜̺ε(x)) = |xh |2 − ε x3 and Π(˜̺(x)) = |xh |2 .
Now, we take the difference and we apply the mean value theorem, finding
Π′
(
zε(x)
) (˜̺ε(x) − ˜̺(x)) = −ε x3 ,
for some zε(x) ∈ ]˜̺ε(x), ˜̺(x)[ (or with exchanged extreme points, depending on x). By Lemma 2.3 we
have uniform (in ε) bounds on the set Bl, depending on l, for ˜̺ε(x) and ˜̺(x): then, from the previous
identity, on this cylinder we find
|˜̺ε(x) − ˜̺(x)| ≤ C(l) ε .
The bounds in the case F = 0 can be shown in an analogous way. We omit the details here. The
proposition is now completely proved.
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From now on, we will focus on the following cases:
either m ≥ 2 , or m ≥ 1 and F = 0 . (2.20)
Notice that in all those cases, the target density profile ˜̺ is constant, namely ˜̺≡ 1.
2.1.4 Initial data and finite energy weak solutions
We address the singular perturbation problem described in Paragraph 2.1.1 for general ill prepared initial
data, in the framework of finite energy weak solutions, whose theory was developed in [18] with the
suitable extension of [31] in order to treat Lipschitz domains. Since we work with weak solutions based on
dissipation estimates and control of entropy production rate, we need to assume that the initial data are
close to the equilibrium states (˜̺ε, ϑ) that we have just identified. Namely, we consider initial densities
and temperatures of the following form:
̺0,ε = ˜̺ε + εm̺(1)0,ε and ϑ0,ε = ϑ+ εmΘ0,ε . (2.21)
For later use, let us introduce also the following decomposition of the initial densities: after setting
r˜ε :=
(˜̺ε − 1)/εm, we write
̺0,ε = 1 + ε
mR0,ε with R0,ε = ̺
(1)
0,ε + r˜ε . (2.22)
Notice that the r˜ε’s are in fact data of the system, since they only depend on p, F and G.
We suppose ̺
(1)
0,ε and Θ0,ε to be bounded measurable functions satisfying the controls
sup
ε∈ ]0,1]
∥∥∥̺(1)0,ε∥∥∥
(L2∩L∞)(Ωε)
≤ c , sup
ε∈ ]0,1]
(
‖Θ0,ε‖L∞(Ωε) +
∥∥∥√˜̺εΘ0,ε∥∥∥
L2(Ωε)
)
≤ c , (2.23)
together with the conditions∫
Ωε
̺
(1)
0,ε dx = 0 and
∫
Ωε
Θ0,ε dx = 0 .
As for the initial velocity fields, we will assume instead the following uniform bounds:
sup
ε∈ ]0,1]
(∥∥∥√˜̺εu0,ε∥∥∥
L2(Ωε)
+ ‖u0,ε‖L∞(Ωε)
)
≤ c . (2.24)
Remark 2.5 In view of Lemma 2.2, the conditions in (2.23) and (2.24) imply in particular that
sup
ε∈ ]0,1]
(
‖Θ0,ε‖L2(Ωε) + ‖u0,ε‖L2(Ωε)
)
≤ c .
Thanks to the previous uniform estimates, up to extraction, we can assume that
̺
(1)
0 := limε→0
̺
(1)
0,ε , R0 := limε→0
R0,ε , Θ0 := lim
ε→0
Θ0,ε , u0 := lim
ε→0
u0,ε , (2.25)
where we agree that the previous limits are taken in the weak-∗ topology of L∞loc(Ω) ∩ L2loc(Ω).
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Let us specify better what we mean for finite energy weak solution (see [18] and [31] for details). First
of all, the equations have to be satisfied in a distributional sense:
−
∫ T
0
∫
Ωε
(̺ε∂tϕ+ ̺εuε · ∇xϕ) dxdt =
∫
Ωε
̺0,εϕ(0, ·) dx (2.26)
for any ϕ ∈ C∞c ([0, T [×Ωε);∫ T
0
∫
Ωε
(
−̺εuε · ∂tψ − ̺ε[uε ⊗ uε] : ∇xψ + 1
ε
e3 × (̺εuε) ·ψ − 1
ε2m
p(̺ε, ϑε)divψ
)
dxdt (2.27)
=
∫ T
0
∫
Ωε
(
−S(ϑε,∇xuε) : ∇xψ +
(
1
ε2
̺ε∇xF + 1
εm
̺ε∇xG
)
· ψ
)
dxdt+
∫
Ωε
̺0,εu0,ε ·ψ(0, ·) dx
for any test function ψ ∈ C∞c ([0, T [×Ωε;R3) such that
(
ψ · nε
)
|∂Ωε
= 0;∫ T
0
∫
Ωε
(
−̺εs(̺ε, ϑε)∂tϕ− ̺εs(̺ε, ϑε)uε · ∇xϕ
)
dxdt (2.28)
−
∫ T
0
∫
Ωε
q(ϑε,∇xϑε)
ϑε
· ∇xϕdxdt− 〈σε;ϕ〉[M;C]([0,T ]×Ωε) =
∫
Ωε
̺0,εs(̺0,ε, ϑ0,ε)ϕ(0, ·) dx
for any ϕ ∈ C∞c ([0, T [×Ωε), with σε ∈M+([0, T ]×Ωε). In addition, we require that the energy identity∫
Ωε
(
1
2
̺ε|uε|2 + 1
ε2m
̺εe(̺ε, ϑε)− 1
ε2
̺εF − 1
εm
̺εG
)
(t) dx (2.29)
=
∫
Ωε
(
1
2
̺0,ε|u0,ε|2 + 1
ε2m
̺0,εe(̺0,ε, ϑ0,ε)− 1
ε2
̺0,εF − 1
εm
̺0,εG
)
dx
holds true for almost every t ∈ ]0, T [ . Notice that this is the integrated version of (NSF4ε).
Under the previous assumptions, collected in Paragraphs 2.1.1 and 2.1.2 and here above, at any fixed
value of the parameter ε ∈ ]0, 1], the existence of a global in time finite energy weak solution (̺ε,uε, ϑε) to
system (NSF)ε, related to the initial datum (̺0,ε,u0,ε, ϑ0,ε), has been proved in e.g. [18] (see Theorems
3.1 and 3.2 therein for the case of smooth domains, see [31] for the extension to Lipschitz domains).
Moreover, the following regularity of solutions (̺ε,uε, ϑε) can be obtained (at any fixed value of ε), which
justifies all the integrals appearing in (2.26) to (2.29): for any T > 0 fixed, one has
̺ε ∈ Cweak
(
[0, T ];L5/3(Ωε)
)
, ̺ε ∈ Lq
(
(0, T )× Ωε
)
for some q >
5
3
, uε ∈ L2
(
[0, T ];W 1,2(Ωε;R
3)
)
.
In addition, also the mapping t 7→ (̺εuε)(t, ·) is weakly continuous, and one has (̺ε)|t=0 = ̺0,ε and
(̺εuε)|t=0 = ̺0,εu0,ε. Finally, the absolute temperature ϑε is a measurable function, ϑε > 0 a.e. in
R+ × Ωε, and given any T > 0, one has
ϑε ∈ L2
(
[0, T ];W 1,2(Ωε)
) ∩ L∞([0, T ];L4(Ωε)), logϑε ∈ L2([0, T ];W 1,2(Ωε)) .
Notice that, in view of (NSF1ε), the total mass is conserved in time. Since the measure of the domain
Ωε tends to +∞, the mass conservation has to be understood in the following sense: for almost every
t ∈ [0,+∞[ , one has ∫
Ωε
(
̺ε(t) − ˜̺ε) dx = 0 . (2.30)
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Let us now introduce the ballistic free energy function
Hϑ(̺, ϑ) := ̺
(
e(̺, ϑ)− ϑs(̺, ϑ)) ,
and define the relative entropy functional (for details, see in particular Chapters 1, 2 and 4 of [18])
E (ρ, θ | ˜̺ε, ϑ) := Hϑ(ρ, θ)− (ρ− ˜̺ε) ∂̺Hϑ(˜̺ε, ϑ)−Hϑ(˜̺ε, ϑ) .
Combining the total energy balance (2.29), the entropy equation (2.28) and the mass conservation (2.30),
we obtain the following total dissipation balance, for any ε > 0 fixed:∫
Ωε
1
2
̺ε|uε|2(t) dx + 1
ε2m
∫
Ωε
E (̺ε, ϑε | ˜̺ε, ϑ) dx (2.31)
+
∫ t
0
∫
Ωε
(
S(ϑε,∇xuε) : ∇xuε − q(ϑε,∇xϑε)
ϑε
· ∇xϑε
)
dx dt+
ϑ
ε2m
σε
[
[0, t]× Ωε
]
≤
∫
Ωε
1
2
̺0,ε|u0,ε|2 dx + 1
ε2m
∫
Ωε
E (̺0,ε, ϑ0,ε | ˜̺ε, ϑ) dx .
Inequality (2.31) will be the only tool to derive uniform estimates for the family of weak solutions we
consider. As a matter of fact, we will establish in Lemma 3.2 below that, under the previous assumptions
on the initial data, the quantity on the right-hand side of (2.31) is uniformly bounded for any ε ∈ ]0, 1].
To conclude this part, let us introduce an additional quantity. Since the entropy production rate is a
non-negative measure, and in particular it may possess jumps, the total entropy ̺εs(̺ε, ϑε) may not be
weakly continuous in time. To avoid this problem, following [18], we introduce a time lifting Σε of the
measure σε by the following formula:
〈Σε, ϕ〉 = 〈σε, I[ϕ]〉, where I[ϕ](t, x) =
∫ t
0
ϕ(τ, x) dτ for any ϕ ∈ L1(0, T ;C(Ωε)). (2.32)
The time lifting Σε can be identified with an abstract function Σε ∈ L∞weak(0, T ;M+(Ωε)), where the
notation stands for “weakly measurable”, and Σε is defined by the relation
〈Σε(τ), ϕ〉 = lim
δ→0+
〈σε, ψδ ϕ〉, with ψδ(t) =

0 for t ∈ [0, τ),
1
δ (t− τ) for t ∈ (τ, τ + δ),
1 for t ≥ τ + δ.
In particular, the measure Σε is well-defined for any τ ∈ [0, T ], and mapping τ → Σε(τ) is non-increasing
in the sense of measures.
Then, the weak formulation of the entropy balance can be equivalently rewritten as∫
Ωε
[̺εs(̺ε, ϑε)(τ)ϕ(τ) − ̺0,εs(̺0,ε, ϑ0,ε)ϕ(0)] dx+ 〈Σε(τ), ϕ(τ)〉 − 〈Σε(0), ϕ(0)〉
=
∫ τ
0
〈Σε, ∂tϕ〉dt+
∫ τ
0
∫
Ωε
(
̺εs(̺ε, ϑε)∂tϕ+ ̺εs(̺ε, ϑε)uε · ∇xϕ+ q(ϑε,∇xϑε)
ϑε
· ∇xϕ
)
dxdt
for any ϕ ∈ C∞c ([0, T ]× Ωε), and the mapping t → ̺εs(̺ε, ϑε)(t, ·) + Σε(t) is continuous with values in
M+(Ωε), provided that M+ is endowed with the weak-∗ topology.
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2.2 Main results
We can now state our main results. The first statement concerns the case when low Mach number effects
are predominant with respect to fast rotation, i.e. m > 1. For technical reasons which will appear clear
in the course of the proof, when F 6= 0 we need to take m ≥ 2.
We also underline that the limit dynamics of U is purely horizontal (see (2.34) below) on the plane
R2×{0} accordingly to the celebrated Taylor-Proudman theorem. Nonetheless the equations that involve
R and Θ (see (2.35) and (2.36) below) depend also on the vertical variable.
Theorem 2.6 For any ε ∈ ]0, 1], let Ωε be the domain defined by (2.1) and Ω = R2× ]0, 1[ . Let p,
e, s satisfy Gibbs’ relation (2.2) and structural hypothesis from (2.9) to (2.14), and that the diffusion
coefficients µ, η, κ enjoy growth conditions (2.15). Let G ∈ W 1,∞(Ω) be given as in (2.6). Take either
m ≥ 2 and F ∈W 1,∞loc (Ω) as in (2.6), or m > 1 and F = 0.
For any fixed value of ε ∈ ]0, 1], let initial data (̺0,ε,u0,ε, ϑ0,ε) verify the hypotheses fixed in Paragraph
2.1.4, and let (̺ε,uε, ϑε) be a corresponding weak solution to system (NSF)ε, supplemented with structural
hypotheses from (2.3) to (2.5) and with boundary conditions (2.7) and (2.8). Assume that the total
dissipation balance (2.31) is satisfied. Let (R0,u0,Θ0) be defined as in (2.25).
Then one has the following convergence properties:
̺ε → 1 in L∞
(
[0, T ];L2loc + L
5/3
loc (Ω)
)
,
Rε :=
̺ε − 1
εm
∗
⇀ R weakly-∗ in L∞([0, T ];L5/3loc (Ω)) ,
uε ⇀ U weakly in L
2
(
[0, T ];W 1,2loc (Ω)
)
,
Θε :=
ϑε − ϑ¯
εm
⇀ Θ weakly in L2
(
[0, T ];W 1,2loc (Ω)
)
,
where U = (Uh, 0), with Uh = Uh(t, xh) such that divhU
h = 0. In addition, the triplet
(
Uh, R, Θ
)
is
a weak solution to the incompressible Oberbeck-Boussinesq system in R+ × Ω:
divhU
h = 0 , (2.33)
∂tU
h + divh
(
Uh ⊗Uh
)
+∇hΓ− µ(ϑ)∆hUh = δ2(m)〈R〉∇hF , (2.34)
cp(1, ϑ)
(
∂tΘ + divh(ΘU
h)
)
− κ(ϑ)∆Θ = ϑα(1, ϑ)Uh · ∇hG , (2.35)
∇x
(
∂̺p(1, ϑ)R + ∂ϑp(1, ϑ)Θ
)
= ∇xG + δ2(m)∇xF , (2.36)
supplemented with the initial conditions
U |t=0 = Hh
(〈uh0 〉) and Θ|t=0 = ϑ
cp(1, ϑ)
(
∂̺s(1, ϑ)R0 + ∂ϑs(1, ϑ)Θ0 + α(1, ϑ)G
)
and the boundary condition ∇xΘ ·n|∂Ω = 0, where n is the outer normal to ∂Ω = {x3 = 0} ∪ {x3 = 1}.
In (2.34), Γ is a distribution in D′(R+ × R2) and we have set δ2(m) = 1 if m = 2, δ2(m) = 0 otherwise.
In (2.35), we have defined
G := G + δ2(m)F , cp(̺, ϑ) := ∂ϑe(̺, ϑ) + α(̺, ϑ) ϑ
̺
∂ϑp(̺, ϑ) , α(̺, ϑ) :=
1
̺
∂ϑp(̺, ϑ)
∂̺p(̺, ϑ)
.
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Remark 2.7 We notice that, after defining
Υ := ∂̺s(1, ϑ)R+ ∂ϑs(1, ϑ)Θ and Υ0 := ∂̺s(1, ϑ)R0 + ∂ϑs(1, ϑ)Θ0 ,
from equation (NSF3ε) one would get, in the limit ε→ 0, the equation
∂tΥ+ divh
(
ΥUh
)
− κ(ϑ)
ϑ
∆Θ = 0 , Υ|t=0 = Υ0 , (2.37)
which is closer to the formulation of the target system given in [26] and [27]. From (2.37) one easily
recovers (2.35) by using (2.36). Formulation (2.35) is in the spirit of Chapters 4 and 5 of [18].
The case m = 1 realizes the quasi-geostrophic balance in the limit. Namely the Mach and Rossby
numbers have the same order of magnitude, and they keep in balance in the whole asymptotic process.
The next statement is devoted to this case. Nonetheless, due to technical reasons, in this instance we
have to assume F = 0.
Theorem 2.8 For any ε ∈ ]0, 1], let Ωε be the domain defined by (2.1) and Ω = R2× ]0, 1[ . Let p,
e, s satisfy Gibbs’ relation (2.2) and structural hypothesis from (2.9) to (2.14), and that the diffusion
coefficients µ, η, κ enjoy growth conditions (2.15). Let F = 0 and G ∈ W 1,∞(Ω) be given as in relation
(2.6). Take m = 1.
For any fixed value of ε, let initial data (̺0,ε,u0,ε, ϑ0,ε) verify the hypotheses fixed in Paragraph 2.1.4, and
let (̺ε,uε, ϑε) be a corresponding weak solution to system (NSF)ε, supplemented with structural hypotheses
from (2.3) to (2.5) and with boundary conditions (2.7) and (2.8). Assume that the total dissipation balance
(2.31) is satisfied. Let (R0,u0,Θ0) be defined as in (2.25).
Then the convergence properties stated in the previous theorem still hold true: namely, one has
̺ε → 1 in L∞
(
[0, T ];L2loc + L
5/3
loc (Ω)
)
,
Rε :=
̺ε − 1
ε
∗
⇀ R weakly-∗ in L∞([0, T ];L5/3loc (Ω)) ,
uε ⇀ U weakly in L
2
(
[0, T ];W 1,2loc (Ω)
)
,
Θε :=
ϑε − ϑ¯
ε
⇀ Θ weakly in L2
(
[0, T ];W 1,2loc (Ω)
)
,
where U = (Uh, 0), with Uh = Uh(t, xh) such that divhU
h = 0. Moreover, let us introduce the real
number A > 0 by the formula
A = ∂̺p(1, ϑ) +
∣∣∂ϑp(1, ϑ)∣∣2
∂ϑs(1, ϑ)
, (2.38)
and define
Υ := ∂̺s(1, ϑ)R+ ∂ϑs(1, ϑ)Θ and q := ∂̺p(1, ϑ)R+ ∂ϑp(1, ϑ)Θ −G− 1/2 .
Then we have
q = q(t, xh) = ∂̺p(1, ϑ)〈R〉 + ∂ϑp(1, ϑ)〈Θ〉 and Uh = ∇⊥h q .
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Moreover, the couple
(
q,Υ
)
satisfies (in the weak sense) the quasi-geostrophic type system
∂t
(
1
Aq −∆hq
)
−∇⊥h q · ∇h (∆hq) + µ(ϑ)∆2hq = 0 , (2.39)
cp(1, ϑ)
(
∂tΥ+∇⊥h q · ∇hΥ
)
− κ(ϑ)∆Υ = κ(ϑ)α(1, ϑ)∆hq , (2.40)
supplemented with the initial conditions
q|t=0 = curlh〈uh0 〉 −
(
∂̺p(1, ϑ)〈R0〉+ ∂ϑp(1, ϑ)〈Θ0〉
)
, Υ|t=0 = ∂̺s(1, ϑ)R0 + ∂ϑs(1, ϑ)Θ0
and the boundary condition
∇x
(
Υ + α(1, ϑ)G
) · n|∂Ω = 0 , (2.41)
where n is the outer normal to the boundary ∂Ω = {x3 = 0} ∪ {x3 = 1}.
Remark 2.9 Observe that q and Υ can be equivalently chosen for describing the target problem. Indeed,
straightforward computations show that
R = − 1
β
(
∂ϑp(1, ϑ)Υ − ∂ϑs(1, ϑ) q − ∂ϑs(1, ϑ)G
)
Θ =
1
β
(
∂̺p(1, ϑ)Υ − ∂̺s(1, ϑ) q − ∂̺s(1, ϑ)G
)
,
where we have set β = ∂̺p(1, ϑ) ∂ϑs(1, ϑ) − ∂ϑp(1, ϑ) ∂̺s(1, ϑ). In particular, equation (2.40) can be
deduced from (2.37), which is valid also when m = 1, using that expression of Θ and the fact that
β = cp(1, ϑ)
∂̺p(1, ϑ)
ϑ
.
Here we have chosen to formulate the target entropy balance equation in terms of Υ (as in [27]) rather
than Θ (as in Theorem 2.6 above), because the equation for Υ looks simpler (indeed, the equation for Θ
would make a term in ∂tq appear). The price to pay is the non-homogeneous boundary condition (2.41),
which may look a bit unpleasant.
As pointed out for Theorem 2.6, we notice that, despite the function q is defined in terms of G,
the dynamics described by (2.39) is purely horizontal. On the contrary, dependence on x3 and vertical
derivatives do appear in (2.40).
3 Analysis of the singular perturbation
The purpose of this section is twofold. First of all, in Subsection 3.1 we establish uniform bounds and
further properties for our family of weak solutions. Then, we study the singular operator underlying to
the primitive equations (NSF)ε, and determine constraints that the limit points of our family of weak
solutions have to satisfy (see Subsection 3.2).
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3.1 Uniform bounds
This section is devoted to establish uniform bounds on our family of weak solutions
(
̺ε,uε, ϑε
)
ε
. First
of all, let us introduce some preliminary material.
3.1.1 Preliminaries
Let us recall here some basic notations and results, which we need in proving our convergence results. We
refer to Sections 4, 5 and 6 of [18] for more details.
First of all, let us introduce the Helmholtz projection Hε[v] of a vector field v ∈ Lp(Ωε;R3) on the
subspace of divergence-free vector fields. It is defined by the decomposition
v = Hε[v] +∇xΨ
where Ψ ∈ D1,p(Ωε) is the unique solution of∫
Ωε
∇xΨ · ∇xϕdx =
∫
Ωε
v · ∇xϕdx for all ϕ ∈ C∞c (Ωε),
which formally means: ∆Ψ = div v and
(
v · nε
)
|∂Ωε
= 0.
Next, let us introduce the so-called “essential” and “residual” sets. Recall that the positive constant
ρ∗ has been defined in Lemma 2.2. Following the approach of [18], we define
Oess := [2ρ∗/3 , 2] ×
[
ϑ/2 , 2ϑ
]
, Ores := ]0,+∞[ 2 \ Oess .
Then, we fix a smooth function b ∈ C∞c
(
]0,+∞[× ]0,+∞[ ) such that 0 ≤ b ≤ 1, b ≡ 1 on the set Oess,
and we introduce the decomposition on essential and residual part of a measurable function h as follows:
h = [h]ess + [h]res, with [h]ess := b(̺ε, ϑε)h , [h]res =
(
1− b(̺ε, ϑε)
)
h .
We also introduce the sets Mεess and Mεres, defined as
Mεess :=
{
(t, x) ∈ ]0, T [×Ωε :
(
̺ε(t, x), ϑε(t, x)
) ∈ Oess} and Mεres := ( ]0, T [×Ωε ) \Mεess ,
and their version at fixed time t ≥ 0, i.e.
Mεess[t] := {x ∈ Ωε : (t, x) ∈ Mεess} and Mεres[t] := Ωε \Mεess[t] .
The next result, which will be useful in the next subsection, is the analogous of Lemma 5.1 in [18]
in our context. Here we need to pay attention to the fact that, in the case F 6= 0, our estimates for the
equilibrium states (see especially Proposition 2.4) are not uniform on the whole Ωε.
Lemma 3.1 Fix m ≥ 1 and let ˜̺ε and ϑ be the static states identified in Paragraph 2.1.3. Under the
previous assumptions, and with the notations introduced above, we have the following properties.
Let F 6= 0. For all l > 0, there exist ε(l) and positive constants cj = cj(ρ∗, ϑ, l), with 1 ≤ j ≤ 3, such
that, for all 0 < ε ≤ ε(l), the next properties hold true, for all x ∈ Bl:
(a) for all (ρ, θ) ∈ Oess, one has
c1
(
|ρ− ˜̺ε(x)|2 + ∣∣θ − ϑ∣∣2) ≤ E (ρ, θ | ˜̺ε(x), ϑ) ≤ c2 (|ρ− ˜̺ε(x)|2 + ∣∣θ − ϑ∣∣2) ;
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(b) for all (ρ, θ) ∈ Ores, one has
E (ρ, θ | ˜̺ε(x), ϑ) ≥ c3 .
When F = 0, the previous constants
(
cj
)
1≤j≤3
can be chosen to be independent of l > 0.
Proof: Let us start by considering the case F 6= 0. Fix m ≥ 1. In view of Lemma 2.2 and Proposition
2.4, for all l > 0 fixed, there exists ε(l) such that, for all ε ≤ ε(l), we have ˜̺ε(x) ∈ [ρ∗, 3/2] ⊂ Oess for all
x ∈ Bl. With this inclusion at hand, the first inequality is an immediate consequence of the decomposition
E (ρ, θ | ˜̺ε, ϑ) = (Hϑ(ρ, θ)−Hϑ(ρ, ϑ)) + (Hϑ(ρ, ϑ)−Hϑ(˜̺ε, ϑ)− (ρ− ˜̺ε) ∂̺Hϑ(˜̺ε, ϑ))
= ∂ϑHϑ(ρ, η)
(
ϑ− ϑ) + 1
2
∂2̺̺Hϑ(zε, ϑ)
(
ρ− ˜̺ε)2 ,
for some suitable η belonging to the interval connecting θ and ϑ, and zε belonging to the interval connecting
ρ and ˜̺ε. Indeed, it is enough to use formulas (2.49) and (2.50) of [18], together with the fact that we are
in the essential set.
Next, thanks again to the property ˜̺ε(x) ∈ [ρ∗, 3/2] ⊂ Oess, we can conclude, exactly as in relation
(6.69) of [18], that
inf
(ρ,θ)∈Ores
E (ρ, θ | ˜̺ε, ϑ) ≥ inf
(ρ,θ)∈∂Oess
E (ρ, θ | ˜̺ε, ϑ) ≥ c > 0 .
The case F = 0 follows by similar arguments, using that the various constants in Lemma 2.3 and
Proposition 2.4 are uniform in Ω. This completes the proof of the lemma.
3.1.2 Uniform estimates for the family of weak solutions
With the total dissipation balance (2.31) and Lemma 3.1 at hand, we can derive uniform bounds for our
family of weak solutions. Since this derivation is somehow classical, we limit ourselves to recall the main
inequalities and sketch the proofs; we refer the reader to Chapters 5, 6 and 8 of [18] for details.
To begin with, we remark that, owing to the assumptions fixed in Paragraph 2.1.4 on the initial data
and to the structural hypotheses of Paragraphs 2.1.1 and 2.1.2, the right-hand side of (2.31) is uniformly
bounded for all ε ∈ ]0, 1].
Lemma 3.2 Under the assumptions fixed in Paragraphs 2.1.1, 2.1.2 and 2.1.4, there exists an absolute
constant C > 0 such that, for all ε ∈ ]0, 1], one has∫
Ωε
1
2
̺0,ε|u0,ε|2 dx+ 1
ε2m
∫
Ωε
E (̺0,ε, ϑ0,ε | ˜̺ε, ϑ) dx ≤ C .
Proof: The boundedness of the first term in the left-hand side is an obvious consequence of (2.24)
and (2.23) for the density. So, let us show how to control the term containing E (̺0,ε, ϑ0,ε | ˜̺ε, ϑ). Owing
to Taylor formula, one has
E (̺0,ε, ϑ0,ε | ˜̺ε, ϑ) = ∂ϑHϑ(̺0,ε, η0,ε) (ϑ0,ε − ϑ) + 12 ∂2̺̺Hϑ(z0,ε, ϑ) (̺0,ε − ˜̺ε)2 ,
where we can write η0,ε(x) = ϑ + ε
m λε(x)Θ0,ε and z0,ε = ˜̺ε + εm ζε(x) ̺(1)0,ε, with both the families(
λε
)
ε
and
(
ζε
)
ε
belonging to L∞(Ωε), uniformly in ε (in fact, λε(x) and ζε(x) belong to the interval ]0, 1[
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for all x ∈ Ωε). Notice that η0,ε ∈ L∞(Ωε) uniformly in ε, and that η0,ε ≥ c1 > 0 and z0,ε ≥ c2 > 0 (at
least for ε small enough).
By the structural hypotheses fixed in Paragraph 2.1.2 (and in particular Gibbs’ law), we get (see also
formula (2.50) in [18])
∂ϑHϑ(̺0,ε, η0,ε) = 4 a η
2
0,ε
(
η0,ε − ϑ
)
+
̺0,ε
η0,ε
(
η0,ε − ϑ
)
∂ϑeM (ρ0,ε, η0,ε) . (3.1)
In view of condition (2.12), we gather that |∂ϑeM | ≤ c; therefore, from hypotheses (2.23) and Remark
2.5 it is easy to deduce that
1
ε2m
∫
Ωε
∂ϑHϑ(̺0,ε, η0,ε)
(
ϑ0,ε − ϑ
)
dx ≤ C .
Moreover, by (2.9) we get (keep in mind formula (2.49) of [18])
∂2̺̺Hϑ(z0,ε, ϑ) =
1
z0,ε
∂̺pM (z0,ε, ϑ) =
1√
ϑ
1
Z0,ε
P ′(Z0,ε) ,
where we have set Z0,ε = z0,ε ϑ
−3/2
. Now, thanks to (2.12) again and to the fact that z0,ε is strictly
positive, we can estimate, for some positive constants which depend also on ϑ,
1
Z0,ε
P ′(Z0,ε) ≤ C P (Z0,ε)
Z20,ε
≤ C
(
P (Z0,ε)
Z20,ε
1{0≤Z0,ε≤1} +
P (Z0,ε)
Z
5/3
0,ε
1{Z0,ε≥1}
)
≤ C ,
where we have used also (2.13). Hence, it is now easy to check that
1
2ε2m
∫
Ωε
∂2̺̺Hϑ(z0,ε, ϑ)
(
̺0,ε − ˜̺ε)2 dx ≤ C .
This inequality completes the proof of the lemma.
Owing to the previous lemma, from (2.31) we gather, for any T > 0, the estimates
sup
t∈[0,T ]
‖√̺εuε‖L2(Ωε;R3) ≤ c (3.2)
‖σε‖M+([0,T ]×Ωε) ≤ ε2m c . (3.3)
Fix now any l > 0. Employing Lemma 3.1 (and keeping track of the dependence of constants only on l),
we deduce
sup
t∈[0,T ]
∥∥∥∥[̺ε − ˜̺εεm
]
ess
(t)
∥∥∥∥
L2(Bl)
≤ c(l) (3.4)
sup
t∈[0,T ]
∥∥∥∥[ϑε − ϑεm
]
ess
(t)
∥∥∥∥
L2(Bl)
≤ c(l) . (3.5)
In addition, we infer also that the measure of the “residual set” is small: more precisely, we have
sup
t∈[0,T ]
∫
Bl
1Mεres[t]
dx ≤ ε2m c(l) . (3.6)
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Remark 3.3 When F = 0, thanks to Lemma 2.3 and Proposition 2.4, one can see that estimates (3.4),
(3.5) and (3.6) hold on the whole Ωε, without any need of taking the localisation on the cylinders Bl.
From this observation, it is easy to see that, when F = 0, we can replace Bl with the whole Ωε in all the
following estimates.
Now, we fix l > 0. We estimate∫
Bl
|[̺ε log ̺ε]res| dx =
∫
Bl
|̺ε log ̺ε| 1{0≤̺ε≤2ρ∗/3} dx +
∫
Bl
|̺ε log ̺ε| 1{̺ε≥2} dx .
Thanks to (3.6), the former term in the right-hand side is easily controlled by ε2m, up to a suitable
multiplicative constant also depending on l. As for the latter term, we have to argue in a different way.
Owing to inequalities from (2.10) to (2.13), we get that ∂2̺Hϑ(̺, ϑ) ≥ C/̺; therefore, by direct integration
we find
C ̺ε log ̺ε − C (̺ε − 1) ≤ Hϑ(̺ε, ϑ) − Hϑ(1, ϑ) − ∂̺Hϑ(1, ϑ)(̺ε − 1)
≤ E (̺ε, ϑε | ˜̺ε, ϑ) + E (˜̺ε, ϑ | 1, ϑ) + (∂̺H(˜̺ε, θ)− ∂̺H(1, θ))(̺ε − ˜̺ε) ,
because an expansion analogous to (3.1) allows to gather that Hϑ(̺ε, ϑ) − Hϑ(̺ε, ϑε) ≤ 0. On the one
hand, using (2.31), Proposition 2.4 and (3.6) one deduces∣∣∣∣∫
Bl∩Ores
(
E (̺ε, ϑε | ˜̺ε, ϑ) + E (˜̺ε, ϑ | 1, ϑ) + (∂̺H(˜̺ε, θ)− ∂̺H(1, θ))(̺ε − ˜̺ε) )∣∣∣∣ ≤ C ε2m .
On the other hand, ̺ε log ̺ε − (̺ε − 1) ≥ ̺ε (log ̺ε − 1) ≥ (1/2) ̺ε log ̺ε whenever ̺ε ≥ e2. Hence,
since we have ∫
Bl
|̺ε log ̺ε| 1{2≤̺ε≤e2} dx ≤ C ε2m
owing to (3.6) again, we finally infer that
sup
t∈[0,T ]
∫
Bl
|[̺ε log ̺ε]res (t)| dx ≤ c(l) ε2m . (3.7)
Owing to inequality (3.7), we deduce (exactly as in [18], see estimates (6.72) and (6.73) therein) that
sup
t∈[0,T ]
∫
Bl
(|[̺εe(̺ε, ϑε)]res|+ |[̺εs(̺ε, ϑε)]res|) dx ≤ ε2m c(l) , (3.8)
which in particular implies (again, we refer to Section 6.4.1 of [18] for details) the following bounds:
sup
t∈[0,T ]
∫
Bl
[̺ε]
5/3
res (t) dx ≤ ε2m c(l) (3.9)
sup
t∈[0,T ]
∫
Bl
[ϑε]
4
res(t) dx ≤ ε2m c(l) . (3.10)
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Let us move further. In view of (2.3), (2.4), (2.5) and (2.15), (3.3) implies∫ T
0
∥∥∥∥∇xuε +∇Txuε − 23divuεId
∥∥∥∥2
L2(Ωε;R3×3)
dt ≤ c (3.11)
∫ T
0
∥∥∥∥∇x (ϑε − ϑεm
)∥∥∥∥2
L2(Ωε;R3)
dt +
∫ T
0
∥∥∥∥∇x ( log(ϑε)− log(ϑ)εm
)∥∥∥∥2
L2(Ωε;R3)
dt ≤ c . (3.12)
Thanks to the previous inequalities and (3.6), we can argue as in Subsection 8.2 of [18]: by general-
izations of respectively Poincare´ and Korn inequalities, for all l > 0 we gather also∫ T
0
∥∥∥∥ϑε − ϑεm
∥∥∥∥2
W 1,2(Bl;R3)
dt +
∫ T
0
∥∥∥∥ log(ϑε)− log(ϑ)εm
∥∥∥∥2
W 1,2(Bl;R3)
dt ≤ c(l) (3.13)∫ T
0
‖uε‖2W 1,2(Bl;R3) dt ≤ c(l) . (3.14)
Finally, we discover that∫ T
0
∥∥∥∥[̺ε s(̺ε, ϑε)εm
]
res
∥∥∥∥2
L30/23(Bl)
dt +
∫ T
0
∥∥∥∥[̺ε s(̺ε, ϑε)εm
]
res
uε
∥∥∥∥2
L30/29(Bl)
dt ≤ c(l) (3.15)
∫ T
0
∥∥∥∥ 1εm
[
κ(ϑε)
ϑε
]
res
∇xϑε(t)
∥∥∥∥2
L1(Bl)
dt ≤ c(l) . (3.16)
Indeed, arguing similarly as in the proof of Proposition 5.1 of [18], we have that
[̺ε s(̺ε, ϑε)]res ≤ C
[
̺ε + ̺ε | log ̺ε| + ̺ε | logϑε − logϑ|+ ϑ3ε
]
res
(3.17)
and thanks to the previous uniform bounds (3.9), (3.10) and (3.13), one has that
(
[̺ε]res
)
ε
⊂ L∞T (L5/3loc ),(
[̺ε | log ̺ε| ]res
)
ε
⊂ L∞T (Lqloc) for all 1 ≤ q < 5/3 (see relation (5.60) in [18]),
( [
̺ε | logϑε − logϑ|
]
res
)
ε
⊂
L2T (L
30/23
loc ) and finally
( [
ϑ3ε
]
res
)
ε
⊂ L∞T (L4/3loc ). Let us recall that, as stipulated at the end of the
introduction, the inclusion symbol means that the sequences are uniformly boundeed in the respective
spaces. Then, it follows that the first term in (3.15) is in L2T (L
30/23
loc ). Next, taking (3.17) we obtain
[̺ε s(̺ε, ϑε)uε]res ≤ C
[
̺εuε + ̺ε | log ̺ε|uε + ̺ε | logϑε − logϑ|uε + ϑ3εuε
]
res
and using the uniform bounds (3.9) and (3.14), we have that
(
[̺εuε]res
)
ε
⊂ L2T (L30/23loc ). Now, we look
at the second term. We know that
(
[̺ε | log ̺ε| ]res
)
ε
⊂ L∞T (Lqloc) for all 1 ≤ q < 5/3 and uε ∈ L2T (L6loc)
(thanks to Sobolev embeddings). Then, we take q such that 1/p := 1/q + 1/6 < 1 and so(
[̺ε | log ̺ε|uε ]res
)
ε
⊂ L2T (Lploc) .
Keeping (3.9), (3.13) and (3.2) in mind and using that[
̺ε | logϑε − logϑ|uε
]
res
=
[√
̺ε | logϑε − logϑ| √̺ε uε
]
res
,
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we obtain that the third term is uniformly bounded in L2T (L
30/29
loc ). Using again the uniform bounds, we
see that the last term is in L∞T (L
12/11
loc ). Thus, we obtain (3.15).
To get (3.16), we use instead the following estimate (see Proposition 5.1 of [18]):[
k(ϑε)
ϑε
]
res
∣∣∣∣∇xϑεεm
∣∣∣∣ ≤ C (∣∣∣∣∇x(log ϑε)εm
∣∣∣∣+ [ϑ2ε]res ∣∣∣∣∇xϑεεm
∣∣∣∣) .
Owing to the previous uniform bounds, the former term is uniformly bounded in L2T (L
2
loc) and the latter
one is uniformly bounded in L2T (L
1
loc). So, we obtain the estimate (3.16).
Remark 3.4 We underline that, differently from [18], here we have made the integrability indices in
(3.15) and (3.16) explicit. In particular, having the L2 norm in time will reveal to be fundamental for the
compensated compactness argument, see Lemma 4.2 below.
3.2 Constraints on the limit
In this section, we establish some properties that the limit points of the fixed family of weak solutions(
̺ε,uε, ϑε
)
ε
have to satisfy. These are static relations, which allow us to identify the limit density, velocity
and temperature profiles; they do not characterise the limit dynamics yet.
3.2.1 Preliminary considerations
To begin with, let us propose an extension of Proposition 5.2 of [18], which will be heavily used in the
sequel. Two are the novelties here: firstly, for the sake of generality we will consider a non-constant
density profile ˜̺ in the limit (although this property is not used in our analysis); in addition, due to the
centrifugal force, when F 6= 0 our result needs a localization on compact sets.
Proposition 3.5 Let m ≥ 1 be fixed. Let ˜̺ε and ϑ be the static solutions identified and studied in
Paragraph 2.1.3, and take ˜̺ to be the pointwise limit of the family (˜̺ε)ε (in particular, ˜̺≡ 1 if m > 1 or
m = 1 and F = 0). Let (̺ε)ε and (ϑε)ε be sequences of non-negative measurable functions, and define
Rε :=
̺ε − ˜̺
εm
and Θε :=
ϑε − ϑ
εm
.
Suppose that, in the limit ε→ 0, one has the convergence properties
[Rε]ess
∗
⇀ R and [Θε]ess
∗
⇀ Θ in the weak-∗ topology of L∞([0, T ];L2(K)) , (3.18)
for any compact K ⊂ Ω, and that, for any L > 0, one has
sup
t∈[0,T ]
∫
BL
1Mεres[t]
dx ≤ c(L) ε2m . (3.19)
Then, for any given function G ∈ C1(Oess), one has the convergence
[G(̺ε, ϑε)]ess −G(˜̺, ϑ)
εm
∗
⇀ ∂̺G(˜̺, ϑ)R + ∂ϑG(˜̺, ϑ)Θ in the weak-∗ topology of L∞([0, T ];L2(K)) ,
for any compact K ⊂ Ω.
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Proof: The case ˜̺≡ 1 follows by a straightforward adaptation of the proof of Proposition 5.2 of [18].
So, let us immediately focus on the case m = 1 and F 6= 0, so that the target profile ˜̺ is non-constant.
We start by observing that, by virtue of (3.19) and Lemma 2.3, the estimates
1
ε
∥∥[G(˜̺, ϑ)]
res
∥∥
L1(BL)
≤ C(L) ε and 1
ε
∥∥[G(˜̺, ϑ)]
res
∥∥
L2(BL)
≤ C(L)
hold true, for any L > 0 fixed. Combining those bounds with hypothesis (3.18), after taking L > 0 so
large that K ⊂ BL, we see that it is enough to prove the convergence∫
K
[
G(̺ε, ϑε)−G(˜̺, ϑ)
ε
− ∂̺G(˜̺, ϑ)Rε − ∂ϑG(˜̺, ϑ)Θε]
ess
ψ dx −→ 0 (3.20)
for any compact K fixed and any ψ ∈ L1([0, T ];L2(K)).
Next, we remark that, whenever G ∈ C2(Oess), we have∣∣∣∣[G(̺ε, ϑε)−G(˜̺, ϑ)ε − ∂̺G(˜̺, ϑ)Rε − ∂ϑG(˜̺, ϑ)Θε
]
ess
∣∣∣∣ ≤ (3.21)
≤ C ε ‖Hess(G)‖L∞(Oess)
(
[Rε]
2
ess + [Θε]
2
ess
)
,
where we have denoted by Hess(G) the Hessian matrix of the function G with respect to its variables
(̺, ϑ). In particular, (3.21) implies the estimate∥∥∥∥[G(̺ε, ϑε)−G(˜̺, ϑ)ε − ∂̺G(˜̺, ϑ)Rε − ∂ϑG(˜̺, ϑ)Θε
]
ess
∥∥∥∥
L∞T (L
1(K))
≤ C ε . (3.22)
Property (3.20) then follows from (3.22), after noticing that both the terms
[
G(̺ε, ϑε)−G(˜̺, ϑ)]ess /ε
and
[
∂̺G(˜̺, ϑ)Rε + ∂ϑG(˜̺, ϑ)Θε]ess are uniformly bounded in L∞T (L2(K)).
Finally, when G is just C1(Oess), we approximate it by a family of smooth functions
(
Gn
)
n∈N
, uni-
formly in C1(Oess). Obviously, for each n, convergence (3.20) holds true for Gn. Moreover, we have∣∣∣∣[G(̺ε, ϑε)−G(˜̺, ϑ)ε
]
ess
−
[
Gn(̺ε, ϑε)−Gn(˜̺, ϑ)
ε
]
ess
∣∣∣∣ ≤ C ‖G − Gn‖C1(Oess) ([Rε]ess + [Θε]ess) ,
and a similar bound holds for the terms presenting partial derivatives of G. In particular, these controls
entail that the remainders, created replacing G by Gn in (3.20), are uniformly small in ε, whenever n is
sufficiently large. This completes the proof of the proposition.
From now on, we will focus on the two cases (2.20): either m ≥ 2 and possibly F 6= 0, or m ≥ 1
and F = 0. Indeed, if 1 < m < 2 and F 6= 0, the convergence of ˜̺ε to 1 is too “slow” (keep in mind
Proposition 2.4) and it is not possible to pass to the limit in Proposition 3.5 above with order εm (in this
respect, see also Remark 3.7 below).
Recall that, in both cases (2.20), the limit density profile is always constant, say ˜̺≡ 1. Let us fix an
arbitrary positive time T > 0, which we keep fixed until the end of this paragraph. Thanks to (3.4), (3.9)
and Proposition 2.4, we get
‖̺ε − 1‖L∞T (L2+L5/3(K)) ≤ ε
m c(K) for all K ⊂ Ω compact. (3.23)
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In particular, keeping in mind the notations introduced in (2.21) and (2.22), we can define
Rε :=
̺ε − 1
εm
= ̺(1)ε + r˜ε , where ̺
(1)
ε (t, x) :=
̺ε − ˜̺ε
εm
and r˜ε(x) :=
˜̺ε − 1
εm
. (3.24)
Thanks to (3.4), (3.9) and Proposition 2.4, the previous quantities verify the following bounds:
sup
ε∈ ]0,1]
∥∥∥̺(1)ε ∥∥∥
L∞T (L
2+L5/3(Bl))
≤ c and sup
ε∈ ]0,1]
‖r˜ε‖L∞(Bl) ≤ c . (3.25)
As usual, here above the radius l > 0 is fixed (and the constants c depend on it). In addition, in the case
F = 0, there is no need of localising in Bl, and one gets instead
sup
ε∈ ]0,1]
∥∥∥̺(1)ε ∥∥∥
L∞T (L
2+L5/3(Ωε))
≤ c and sup
ε∈ ]0,1]
‖r˜ε‖L∞(Ωε) ≤ sup
ε∈ ]0,1]
‖r˜ε‖L∞(Ω) ≤ c .
In view of the previous properties, there exist ̺(1) ∈ L∞T (L5/3loc ) and r˜ ∈ L∞loc such that (up to the extraction
of a suitable subsequence)
̺(1)ε
∗
⇀ ̺(1) and r˜ε
∗
⇀ r˜ , (3.26)
where we understand that limits are taken in the weak-∗ topology of the respective spaces. Therefore
Rε
∗
⇀ R := ̺(1) + r˜ weakly-∗ in L∞([0, T ];L5/3loc (Ω)) . (3.27)
Observe that r˜ can be interpreted as a datum of our problem. Moreover, owing to Proposition 2.4 and
(3.4), we also get
[Rε]ess
∗
⇀ R weakly-∗ in L∞([0, T ];L2loc(Ω)) .
In a pretty similar way, we also find that
Θε :=
ϑε − ϑ
εm
⇀ Θ in L2
(
[0, T ];W 1,2loc (Ω)
)
(3.28)
uε ⇀ U in L
2
(
[0, T ];W 1,2loc (Ω)
)
. (3.29)
Let us infer now some properties that these weak limits have to satisfy, starting with the case of
anisotropic scaling, namely, in view of (2.20), either m ≥ 2, or m > 1 and F = 0.
3.2.2 The case of anisotropic scaling
When m ≥ 2, or m > 1 and F = 0, the system presents multiple scales, which act (and interact) at the
same time; however, the low Mach number limit has a predominant effect. As established in the next
proposition, this fact imposes some rigid constraints on the target profiles.
Proposition 3.6 Let m ≥ 2, or m > 1 and F = 0 in (NSF)ε. Let (̺ε,uε, ϑε)ε be a family of
weak solutions, related to initial data (̺0,ε,u0,ε, ϑ0,ε)ε verifying the hypotheses of Paragraph 2.1.4. Let
(̺(1), R,U ,Θ) be a limit point of the sequence
(
̺
(1)
ε , Rε,uε,Θε
)
ε
, as identified in Subsection 3.2.1. Then
U =
(
Uh , 0
)
, with Uh = Uh(t, xh) and divhU
h = 0 , (3.30)
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∇x
(
∂̺p(1, ϑ)R + ∂ϑp(1, ϑ)Θ
)
= ∇xG + δ2(m)∇xF a.e. in R+ × Ω , (3.31)
∂tΥ+ div h
(
ΥUh
)
− κ(ϑ)
ϑ
∆Θ = 0 , with Υ := ∂̺s(1, ϑ)R + ∂ϑs(1, ϑ)Θ , (3.32)
where the last equation is supplemented with the initial condition Υ|t=0 = ∂̺s(1, ϑ)R0 + ∂ϑs(1, ϑ)Θ0.
Proof: Let us focus here on the case m ≥ 2 and F 6= 0. A similar analysis yields the result also in
the case m > 1, provided we take F = 0.
First of all, let us consider the weak formulation of the mass equation (NSF1ε): for any test function
ϕ ∈ C∞c
(
R+ × Ω
)
, denoting [0, T ]×K = suppϕ, with ϕ(T, ·) ≡ 0, we have
−
∫ T
0
∫
K
(
̺ε − 1
)
∂tϕdxdt −
∫ T
0
∫
K
̺ε uε · ∇xϕdxdt =
∫
K
(
̺0,ε − 1
)
ϕ(0, · ) dx .
We can easily pass to the limit in this equation, thanks to the strong convergence ̺ε −→ 1 provided by
(3.23) and the weak convergence of uε in L
2
T
(
L6loc
)
(by (3.29) and Sobolev embeddings): we find
−
∫ T
0
∫
K
U · ∇xϕdxdt = 0
for any test function ϕ ∈ C∞c
(
[0, T [×Ω), which in particular implies
divU = 0 a.e. in R+ × Ω . (3.33)
Let us now focus on the momentum equation (NSF2ε), or rather on its weak formulation (2.27). First
of all, we test the momentum equation on εm φ, for a smooth compactly supported φ. By use of the
uniform bounds we got in Subsection 3.1, it is easy to see that the only terms which do not converge to 0
are the ones involving the pressure and the gravitational force; in the endpoint case m = 2, we also have
the contribution of the centrifugal force. Hence, let us focus on them, and more precisely on the quantity
Ξ :=
∇xp(̺ε, ϑε)
εm
− εm−2 ̺ε∇xF − ̺ε∇xG .
Owing to relation (2.16), we can write
Ξ =
1
εm
∇x
(
p(̺ε, ϑε) − p(˜̺ε, ϑ)) − εm−2 (̺ε − ˜̺ε)∇xF − (̺ε − ˜̺ε)∇xG . (3.34)
By uniform bounds and (3.27), it is easy to see that the second and third terms in the right-hand side of
the previous relation converge to 0, whenever tested against any smooth compactly supported φ; notice
that this is true actually for anym > 1. On the other hand, for the first item we can use the decomposition
1
εm
∇x
(
p(̺ε, ϑε) − p(˜̺ε, ϑ)) = 1
εm
∇x
(
p(̺ε, ϑε) − p(1, ϑ)
) − 1
εm
∇x
(
p(˜̺ε, ϑ) − p(1, ϑ)) .
Due to the smallness of the residual set (3.6) and to estimates (3.9) and (3.10), decomposing p into
essential and residual part and then applying Proposition 3.5, give us the convergence
1
εm
∇x
(
p(̺ε, ϑε) − p(1, ϑ)
) ∗
⇀ ∇x
(
∂̺p(1, ϑ)R + ∂ϑp(1, ϑ)Θ
)
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in L∞T (H
−1
loc ), for any T > 0. On the other hand, a Taylor expansion of p( · , ϑ) up to the second order
around 1 gives, together with Proposition 2.4, the bound∥∥∥∥ 1εm (p(˜̺ε, ϑ) − p(1, ϑ)) − ∂̺p(1, ϑ) r˜ε
∥∥∥∥
L∞(K)
≤ C(K) εm
for any compact set K ⊂ Ω. From the previous estimate we deduce that (p(˜̺ε, ϑ) − p(1, ϑ)) /εm −→
∂̺p(1, ϑ) r˜ in e.g. D′
(
R+ × Ω
)
.
Putting all these facts together and keeping in mind relation (3.27), thanks to (3.34) we finally find
the celebrated Boussinesq relation
∇x
(
∂̺p(1, ϑ) ̺
(1) + ∂ϑp(1, ϑ)Θ
)
= 0 a.e. in R+ × Ω . (3.35)
Remark 3.7 Notice that, dividing (2.16) by εm and passing to the limit in it, one gets the identity
∂̺p(1, ϑ)∇xr˜ = ∇xG + δ2(m)∇xF ,
where we have set δ2(m) = 1 if m = 2, δ2(m) = 0 otherwise.
Therefore, the previous relation (3.35) is actually equivalent to equality (3.31), which might be more
familiar to the reader (see formula (5.10), Chapter 5 in [18]).
Up to now, the contribution of the fast rotation in the limit has not been seen: this is due to the fact
that the incompressible limit takes place faster than the high rotation limit, because m > 1. Roughly
speaking, the rotation term enters into the singular perturbation operator as a “lower order” part; nonethe-
less, being singular, it will impose some conditions on the limit dynamics, and one has to deal with it in
the convergence process.
Let us make rigorous what we have just said. We test (NSF2ε) on εφ, where this time we take
φ = curlψ, for some smooth compactly supported ψ ∈ C∞c
(
[0, T [×Ω). Once again, by uniform bounds
we infer that the ∂t term, the convective term and the viscosity term all converge to 0 when ε→ 0. As for
the pressure and the external forces, we repeat the same manipulations as before: making use of relation
(2.16) again, we are reconducted to work on∫ T
0
∫
K
(
1
ε2m−1
∇x
(
p(̺ε, ϑε) − p(˜̺ε, ϑ)) − ̺ε − ˜̺ε
ε
∇xF − ̺ε − ˜̺ε
εm−1
∇xG
)
· φ dx dt ,
where we have supposed that Suppφ ⊂ [0, T [×K, for some compact set K ⊂ Ω, and ε > 0 is small
enough. According to (3.23), the two forcing terms converge to 0, in the limit for ε → 0; on the other
hand, the first term (which has no chance to be bounded uniformly in ε) simply vanishes, due to the fact
that φ = curlψ.
Finally, using a priori bounds and properties (3.27) and (3.29), it is easy to see that the rotation term
converges to
∫ T
0
∫
K e3 ×U · φ. In the end, passing to the limit for ε→ 0 we find
H (e3 ×U) = 0 =⇒ e3 ×U = ∇xΦ
for some potential function Φ. From this relation, it is standard to deduce that Φ = Φ(t, xh), i.e. Φ does
not depend on x3, and that the same property is inherited by Uh =
(
U1, U2
)
, i.e. Uh = Uh(t, xh).
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Furthermore, it is also easy to see that the 2-D flow given by Uh is incompressible, namely divhU
h = 0.
Combining this fact with (3.33), we infer that ∂3U
3 = 0; on the other hand, thanks to the boundary
condition (2.7) we must have
(
U · n)
|∂Ω
= 0. Keeping in mind that ∂Ω =
(
R2 × {0}) ∪ (R2 × {1}), we
finally get U3 ≡ 0, whence (3.30) finally follows.
Next, we observe that we can by now pass to the limit in the weak formulation (2.28) of equation
(NSF3ε). The argument being analogous to the one used in [18] (see Paragraph 5.3.2), we will only sketch
it. First of all, testing (NSF3ε) on ϕ/ε
m, for some ϕ ∈ C∞c
(
[0, T [×Ω), and using (NSF1ε), for ε > 0 small
enough we get
−
∫ T
0
∫
K
̺ε
(
s(̺ε, ϑε)− s(1, ϑ)
εm
)
∂tϕ−
∫ T
0
∫
K
̺ε
(
s(̺ε, ϑε)− s(1, ϑ)
εm
)
uε · ∇xϕ (3.36)
+
∫ T
0
∫
K
κ(ϑε)
ϑε
1
εm
∇xϑε · ∇xϕ− 1
εm
〈σε, ϕ〉[M+,C]([0,T ]×K) =
∫
K
̺0,ε
(
s(̺0,ε, ϑ0,ε)− s(1, ϑ)
εm
)
ϕ(0) .
To begin with, let us decompose
̺ε
(
s(̺ε, ϑε)− s(1, ϑ)
εm
)
= (3.37)
= [̺ε]ess
(
[s(̺ε, ϑε)]ess − s(1, ϑ)
εm
)
+
[ ̺ε
εm
]
res
(
[s(̺ε, ϑε)]ess − s(1, ϑ)
)
+
[
̺ε s(̺ε, ϑε)
εm
]
res
.
Thanks to (3.9), we discover that the second term in the right-hand side strongly converges to 0 in
L∞T (L
5/3
loc ). Also the third term converges to 0 in the space L
2
T (L
30/23
loc ), as a consequence of (3.6) and
(3.15). Notice that these terms converge to 0 even when multiplied by uε: to see this, it is enough to put
(3.6), (3.15), (3.14) and the previous properties together.
As for the first term in the right-hand side of (3.37), Propositions 3.5 and 2.4 and estimate (3.23)
imply that it weakly converges to ∂̺s(1, ϑ)R + ∂ϑs(1, ϑ)Θ, where R and Θ are defined respectively in
(3.27) and (3.28). On the other hand, an application of the Div-Curl Lemma (we refer to Paragraph 5.3.2
of [18] for details) gives
[̺ε]ess
(
[s(̺ε, ϑε)]ess − s(1, ϑ)
εm
)
uε ⇀
(
∂̺s(1, ϑ)R + ∂ϑs(1, ϑ)Θ
)
U
in the space L2T (L
3/2
loc ). In addition, from estimate (3.3) we deduce the convergence
1
εm
〈σε , ϕ〉[M+,C]([0,T ]×Ω) −→ 0 .
Finally, a separation into essential and residual part of the coefficient κ(ϑε)/ϑε, together with (2.15),
(3.5), (3.10), (3.13) and (3.16) gives
κ(ϑε)
ϑε
1
εm
∇xϑε ⇀ κ(ϑ)
ϑ
∇xΘ in L2
(
[0, T ];L1loc(Ω)
)
.
In the end, we have proved that equation (3.36) converges, for ε→ 0, to equation
−
∫ T
0
∫
Ω
(
∂̺s(1, ϑ)R + ∂ϑs(1, ϑ)Θ
)
(∂tϕ+U · ∇xϕ) dxdt+ (3.38)
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+∫ T
0
∫
Ω
κ(ϑ)
ϑ
∇xΘ · ∇xϕdxdt =
∫
Ω
(
∂̺s(1, ϑ)R0 + ∂ϑs(1, ϑ)Θ0
)
ϕ(0) dx
for all ϕ ∈ C∞c ([0, T [×Ω), with T > 0 any arbitrary time. Relation (3.38) means that the quantity Υ,
defined in (3.32), is a weak solution of that equation, related to the initial datum Υ0 := ∂̺s(1, ϑ)R0 +
∂ϑs(1, ϑ)Θ0. Equation (3.32) is in fact an equation for Θ only, keep in mind Remark 2.7.
3.2.3 The case of isotropic scaling
We focus now on the case of isotropic scaling, namely m = 1. Recall that, in this instance, we also set
F = 0. In this case, the fast rotation and weak compressibility effects are of the same order; in turn, this
allows to reach the so-called quasi-geostrophic balance in the limit (see equation (3.39) below).
Proposition 3.8 Take m = 1 and F = 0 in system (NSF)ε. Let (̺ε,uε, ϑε)ε be a family of weak solutions
to (NSF)ε, associated with initial data (̺0,ε,u0,ε, ϑ0,ε) verifying the hypotheses fixed in Paragraph 2.1.4.
Let (R,U ,Θ) be a limit point of the sequence (Rε,uε,Θε)ε, as identified in Subsection 3.2.1. Then
U =
(
Uh , 0
)
, with Uh = Uh(t, xh) and divhU
h = 0 ,
Uh = ∇⊥h q a.e. in ]0, T [×Ω , with q = q(t, xh) := ∂̺p(1, ϑ)R + ∂ϑp(1, ϑ)Θ−G− 1/2 , (3.39)
∂tΥ+ divh
(
ΥUh
)
− κ(ϑ)
ϑ
∆Θ = 0 , with Υ|t=0 = Υ0 ,
where Υ and Υ0 are the same quantities defined in Proposition 3.6.
Proof: Arguing as in the proof of Proposition 3.6, it is easy to pass to the limit in the continuity
equation and in the entropy balance. In particular, we obtain again equations (3.33) and (3.38).
The only changes concern the analysis of the momentum equation, written in its weak formulation
(2.27). We start by testing it on εφ, for a smooth compactly supported φ. Similarly to what done above,
the uniform bounds of Subsection 3.1 allow us to say that the only quantity which does not vanish in the
limit is the sum of the terms involving the Coriolis force, the pressure and the gravitational force:
e3 × ̺εuε + ∇x (p(̺ε, ϑε)− p(˜̺ε, ϑε))
ε
− (̺ε − ˜̺ε)∇xG = O(ε) .
From this relation, following the same computations performed in the proof of Proposition 3.6, in the
limit ε→ 0 we obtain that
e3 ×U +∇x
(
∂̺p(1, ϑ) ̺
(1) + ∂ϑp(1, ϑ)Θ
)
= 0 a.e. in R+ × Ω .
After defining q as in (3.39) and keeping Remark 3.7 in mind, this equality can be equivalently written
in the following way:
e3 ×U +∇xq = 0 a.e. in R+ × Ω .
As done in the proof to Proposition 3.6, from this relation we immediately deduce that q = q(t, xh) and
Uh = Uh(t, xh). In addition, we get Uh = ∇⊥h q, whence we gather that q can be viewed as a stream
function for Uh. Using (3.33), we infer that ∂3U
3 = 0, which in turn implies that U3 ≡ 0, thanks to (2.7).
The proposition is thus proved.
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Remark 3.9 Notice that q is defined up to an additive constant. We fix it to be −1/2, in order to
compensate the vertical mean of G and have a cleaner expression for 〈q〉 (see Theorem 2.8). As a matter
of fact, it is 〈q〉 the natural quantity to look at, see also Subsection 5.3 in this respect.
4 Convergence in presence of the centrifugal force
In this section we complete the proof of Theorem 2.6, in the case when m ≥ 2 and F 6= 0. In the case
m > 1 and F = 0, some arguments of the proof slightly change, due to the absence of the (unbounded)
centrifugal force: we refer to Section 5 below for more details.
The uniform bounds established in Subsection 3.1 allow us to pass to the limit in the mass and
entropy equations. Nonetheless, they are not enough for proving convergence in the weak formulation of
the momentum equation, the main problem relying on identifying the weak limit of the convective term
̺ε uε ⊗ uε. For this, we need to control the strong time oscillations of the solutions: this is the aim of
Subsection 4.1. In the following subsection, by using a compensated compactness argument together with
Aubin-Lions Lemma, we establish strong convergence of suitable quantities related to the velocity fields.
This property, which deeply relies on the structure of the wave system, allows us to pass to the limit in
our equations (see Subsection 4.3).
4.1 Analysis of the acoustic waves
The goal of the present subsection is to describe oscillations of solutions. First of all, we recast our
equations into a wave system; there we also implement a localisation procedure, due to the presence of
the centrifugal force. Then, we establish uniform bounds for the quantities appearing in the wave system.
Finally, we apply a regularisation in space for all the quantities, which is preparatory in view of the
computations in Subsection 4.2.
4.1.1 Formulation of the acoustic equation
Let us define
V ε := ̺εuε .
We start by writing the continuity equation in the form
εm ∂t̺
(1)
ε + divV ε = 0 . (4.1)
Of course, this relation, as well as the other ones which will follow, has to be read in the weak form.
Using continuity equation and resorting to the time lifting (2.32) of the measure σε, straightforward
computations lead us to the following form of the entropy balance:
εm∂t
(
̺ε
s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
− 1
εm
Σε
)
= εm div
(
κ(ϑε)
ϑε
∇xϑε
εm
)
+s(˜̺ε, ϑ)div(̺ε uε)−div(̺εs(̺ε, ϑε)uε) ,
where, with a little abuse of notation, we use the identification
∫
Ωε
Σε ϕdx = 〈Σε, ϕ〉[M+,C]. Next, since˜̺ε is smooth (recall relation (2.17) above), the previous equation can be finally written as
εm ∂t
(
̺ε
s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
− 1
εm
Σε
)
= (4.2)
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= εm
(
div
(
κ(ϑε)
ϑε
∇xϑε
εm
)
− ̺ε uε · 1
εm
∇xs(˜̺ε, ϑ) − div(̺ε s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
uε
))
.
Now, we turn our attention to the momentum equation. By (2.16) we easily find
εm ∂tV ε + ∇x
(
p(̺ε, ϑε)− p(˜̺ε, ϑ)
εm
)
+ εm−1 e3 × V ε = ε2(m−1) ̺ε − ˜̺ε
εm
∇xF + (4.3)
+ εm
(
div S(ϑε,∇xuε) − div (̺εuε ⊗ uε) + ̺ε − ˜̺ε
εm
∇xG
)
.
At this point, let us introduce two real numbers A and B, such that the following relations are satisfied:
A + B ∂̺s(1, ϑ) = ∂̺p(1, ϑ) and B ∂ϑs(1, ϑ) = ∂ϑp(1, ϑ) . (4.4)
Due to Gibbs’ law (2.2) and the structural hypotheses of Paragraph 2.1.2 (see also Chapter 8 of [18] and
[21]), we notice that A is given by formula (2.38), and A > 0.
Taking a linear combination of (4.1) and (4.2), with coefficients respectively A and B, and keeping in
mind equation (4.3), we finally get the wave system{
εm ∂tZε + AdivV ε = εm
(
divX1ε + X
2
ε
)
εm ∂tV ε + ∇xZε + εm−1 e3 × V ε = εm
(
divY1ε + Y
2
ε + ∇xY 3ε
)
,
(
V ε · n
)
|∂Ωε
= 0 ,
(4.5)
where we have defined the quantities
Zε := A ̺(1)ε + B
(
̺ε
s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
− 1
εm
Σε
)
X1ε := B
(
κ(ϑε)
ϑε
∇xϑε
εm
− ̺ε s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
uε
)
X2ε := −B ̺ε uε ·
1
εm
∇xs(˜̺ε, ϑ)
Y
1
ε := S(ϑε,∇uε) − ̺εuε ⊗ uε
Y 2ε :=
̺ε − ˜̺ε
εm
∇xG + εm−2 ̺ε − ˜̺ε
εm
∇xF
Y 3ε :=
1
εm
(
A ̺ε − ˜̺ε
εm
+ B ̺ε s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
− B 1
εm
Σε − p(̺ε, ϑε)− p(˜̺ε, ϑ)
εm
)
.
We remark that system (4.5) has to be read in the weak sense: for any ϕ ∈ C∞c
(
[0, T [×Ωε
)
, one has
− εm
∫ T
0
∫
Ωε
Zε ∂tϕ − A
∫ T
0
∫
Ωε
V ε · ∇xϕ = εm
∫
Ωε
Z0,ε ϕ(0) + ε
m
∫ T
0
∫
Ωε
(−X1ε · ∇xϕ + X2ε ϕ) ,
and also, for any ψ ∈ C∞c
(
[0, T [×Ωε;R3
)
such that
(
ψ · nε
)
|∂Ωε
= 0, one has
− εm
∫ T
0
∫
Ωε
V ε · ∂tψ −
∫ T
0
∫
Ωε
Zε divψ + ε
m−1
∫ T
0
∫
Ωε
e3 × V ε · ψ
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= εm
∫
Ωε
V 0,ε ·ψ(0) + εm
∫ T
0
∫
Ωε
(−Y1ε : ∇xψ + Y 2ε ·ψ − Y 3ε divψ) ,
where we have set
Z0,ε = A ̺(1)0,ε + B
(
̺0,ε
s(̺0,ε, ϑ0,ε)− s(˜̺ε, ϑ)
εm
)
and V 0,ε = ̺0,ε u0,ε . (4.6)
At this point, analogously to [15], for any fixed l > 0, let us introduce a smooth cut-off
χl ∈ C∞c (R2) radially decreasing , with 0 ≤ χl ≤ 1 , (4.7)
such that χl ≡ 1 on Bl , χl ≡ 0 out of B2l ,
∣∣∇hχl(xh)∣∣ ≤ C(l) ∀xh ∈ R2 .
Then we define
Λε,l := χl Zε = χlA ̺(1)ε + χl B
(
̺ε
s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
− 1
εm
Σε
)
and W ε,l := χl V ε . (4.8)
For notational convenience, in what follows we keep using the notation Λε and W ε instead of Λε,l and
W ε,l , tacitly meaning the dependence on l. So system (4.5) becomes{
εm ∂tΛε + AdivW ε = εmfε
εm ∂tW ε + ∇xΛε + εm−1 e3 ×W ε = εmGε ,
(
W ε · n
)
|∂Ωε
= 0 ,
(4.9)
where we have defined fε := divF
1
ε + F
2
ε and Gε := divG
1
ε + G
2
ε + ∇xG3ε, with
F 1ε = χlX
1
ε and F
2
ε = χlX
2
ε − X1ε · ∇xχl + AV ε · ∇xχl ;
G
1
ε = χl Y
1
ε , G
2
ε = χl Y
2
ε +
(
Zε
εm
− Y 3ε
)
∇xχl − tY1ε · ∇xχl and G3ε = χl Y 3ε .
4.1.2 Uniform bounds
Here we use estimates of Subsection 3.1 in order to show uniform bounds for the solutions and the data
in the wave equation (4.9). We start by dealing with the “unknowns” Λε and W ε.
Lemma 4.1 Let
(
Λε
)
ε
and
(
W ε
)
ε
be defined as above. Then, for any T > 0 and all ε ∈ ]0, 1], one has
‖Λε‖L∞T (L2+L5/3+L1+M+) ≤ c(l) , ‖W ε‖L2T (L2+L30/23) ≤ c(l) .
Proof: We start by writing W ε = W
1
ε + W
2
ε, where
W 1ε := χl [̺ε]ess uε and W
2
ε := χl [̺ε]res uε .
Since the density and temperature are uniformly bounded on the essential set, by property (3.14) we
immediately infer that W 1ε is uniformly bounded in L
2
T (L
2). On the other hand, by (3.9) and (3.14)
again, we easily deduce that W 2ε is uniformly bounded in L
2
T (L
p), where 3/5 + 1/6 = 1/p. The claim
aboutW ε is hence proved.
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Let us now consider Λε, defined in (4.8). First of all, owing to the bounds ‖Σε‖L∞T (M+) ≤ C ‖σε‖M+t,x
and (3.3), we have that ∥∥∥∥ 1ε2m χl Σε
∥∥∥∥
L∞T (M
+)
≤ c(l) ,
uniformly in ε > 0. Next, we can write the following decomposition:
̺ε χl
s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
=
1
εm
χl
(
̺ε s(̺ε, ϑε) − ˜̺ε s(˜̺ε, ϑ)) − χl ̺(1)ε s(˜̺ε, ϑ) ,
where the latter term in the right-hand side is bounded in L∞T (L
2 + L5/3) in view of (3.25) and Proposi-
tion 2.4. Concerning the former term, we can write it as
1
εm
χl
(
̺εs(̺ε, ϑε)− ̺εs(˜̺ε, ϑ)) = 1
εm
χl
[
̺εs(̺ε, ϑε)− ̺εs(˜̺ε, ϑ)]ess + 1εmχl[̺εs(̺ε, ϑε)]res , (4.10)
since the support of χl̺εs(˜̺ε, ϑ) is contained in the essential set by Proposition 2.4, for small enough ε
(depending on the fixed l > 0). By (3.8), the last term on the r.h.s. is uniformly bounded in L∞T (L
1); as
for the first term on the r.h.s., a Taylor expansion at the first order, together with inequalities (3.4), (3.5)
and the structural restrictions on s, immediately yields its uniform boundedness in L∞T (L
2).
The lemma is hence completely proved.
In the next lemma, we establish bounds for the source terms in the system of acoustic waves (4.9).
Lemma 4.2 For any T > 0 fixed, let us define the following spaces:
• X1 := L2
(
[0, T ];
(
L2 + L1 + L3/2 + L30/23 + L30/29
)
(Ω)
)
;
• X2 := L2
(
[0, T ];
(
L2 + L1 + L4/3
)
(Ω)
)
;
• X3 := X2 + L∞
(
[0, T ];
(
L2 + L5/3 + L1
)
(Ω)
)
;
• X4 := L∞
(
[0, T ];
(
L2 + L5/3 + L1 +M+)(Ω)).
Then, for any l > 0 fixed, one has the following bounds, uniformly in ε ∈ ]0, 1]:∥∥F 1ε∥∥X1 + ∥∥F 2ε ∥∥X1 + ∥∥G1ε∥∥X2 + ∥∥G2ε∥∥X3 + ∥∥G3ε∥∥X4 ≤ C(l) ,
where the constant C(l) > 0 depends only on l, but not on ε.
In particular, the sequences
(
fε
)
ε
and
(
Gε
)
ε
, defined in system (4.9), are uniformly bounded in the
space L2
(
[0, T ];W−1,1(Ω)
)
, thus in L2
(
[0, T ];H−s(Ω)
)
, for all s > 5/2.
Proof: We start by dealing with F 1ε. By relations (3.12) and (3.16), it is easy to see that∥∥∥∥ 1εm χl κ(ϑε)ϑε ∇xϑε
∥∥∥∥
L2T (L
2+L1)
≤ c(l) .
On the other hand, the analysis of the term
̺ε χl
s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
uε
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is based on an analogous decomposition as used in the proof of Lemma 4.1 and on uniform bounds of
Paragraph 3.1.2: these facts allow us to bound it in L2T (L
3/2 + L30/23 + L30/29).
According to its definition, the bounds for F 2ε easily follow from the previous ones and Lemma 4.1
(indeed, the analysis performed therein for W ε applies also to the terms in V ε = ̺εuε which appear in
the definition of F 2ε ), provided we show that
1
εm
|χl∇x ˜̺ε| ≤ C(l) .
The previous bound immediately follows from the equation
∇x ˜̺ε = ˜̺ε
∂̺p(˜̺ε, ϑ)
(
ε2(m−1)∇xF + εm∇xG
)
,
which derives from (2.16), together with Proposition 2.4 and the definitions given in (2.6).
The bound on G1ε is an immediate consequence of (3.11) and (3.2).
Let us focus now on the term G2ε. The control of the term
tY1ε · ∇xχl is the same as above. The
control of χlY
2
ε, instead, gives rise to a bound in L
∞
T (L
2 + L5/3): this is easily seen once we write
χl Y
2
ε = χl ̺
(1)
ε ∇xG + εm−2 χl ̺(1)ε ∇xF
and we use (3.25) and (2.6). Finally, we have the equality
∇xχl
(
Zε
εm
− Y 3ε
)
= ∇xχl
(
p(̺ε, ϑε)− p(˜̺ε, ϑ)
εm
)
= ∇xχl
[
p(̺ε, ϑε)− p(˜̺ε, ϑ)
εm
]
ess
+∇xχl
[
p(̺ε, ϑε)
εm
]
res
.
The second term in the last line is uniformly bounded in L∞T (L
1), in view of (3.9) and (3.10). For the
first term, instead, we can proceed as in (4.10).
We switch our attention to the term G3ε, whose analysis is more involved. By definition, we have
χl Y
3
ε :=
1
εm
χl
(
A ̺ε − ˜̺ε
εm
+ B ̺ε s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
− B 1
εm
Σε − p(̺ε, ϑε)− p(˜̺ε, ϑ)
εm
)
=
1
εm
χl
(
A ̺ε − ˜̺ε
εm
+ B s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
− p(̺ε, ϑε)− p(˜̺ε, ϑ)
εm
)
− B 1
ε2m
χl Σε + B χl
(
̺ε − 1
εm
)
s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
,
with A and B defined in (4.4). Next, we write
s(̺ε, ϑε)− s(˜̺ε, ϑ) = s(̺ε, ϑε)− s(1, ϑ) + s(1, ϑ)− s(˜̺ε, ϑ)
= ∂̺ s(1, ϑ) (̺ε − 1) + ∂ϑ s(1, ϑ) (ϑε − ϑ) + 1
2
Hess(s)[ξ1, η1]
(
̺ε − 1
ϑε − ϑ
)
·
(
̺ε − 1
ϑε − ϑ
)
+ ∂̺ s(1, ϑ) (1 − ˜̺ε) + 1
2
∂̺̺ s(ξ2, ϑ) (˜̺ε − 1)2
= ∂̺ s(1, ϑ) (̺ε − ˜̺ε) + ∂ϑ s(1, ϑ) (ϑε − ϑ)
+
1
2
(
Hess(s)[ξ1, η1]
(
̺ε − 1
ϑε − ϑ
)
·
(
̺ε − 1
ϑε − ϑ
)
+ ∂̺̺ s(ξ2, ϑ) (˜̺ε − 1)2) ,
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where ξ1, ξ2, η1 are suitable points between 1 and ̺ε, 1 and ˜̺ε, ϑ and ϑε respectively, and we have denoted
by Hess(s)[ξ, η] the Hessian matrix of the function s with respect to its variables
(
̺, ϑ
)
, computed at the
point (ξ, η). Analogously, for the pressure term we have
p(̺ε, ϑε)− p(˜̺ε, ϑ) = ∂̺ p(1, ϑ) (̺ε − ˜̺ε) + ∂ϑ p(1, ϑ) (ϑε − ϑ)
+
1
2
(
Hess(p)[ξ3, η2]
(
̺ε − 1
ϑε − ϑ
)
·
(
̺ε − 1
ϑε − ϑ
)
+ ∂̺̺ p(ξ4, ϑ) (˜̺ε − 1)2) ,
where ξ3, ξ4, η2 are still between 1 and ̺ε, 1 and ˜̺ε, ϑ and ϑε respectively. Using now (4.4), we find that
the first order terms cancel out, and we are left with
χl Y
3
ε =
B
2ε2m
χl
(
Hess(s)[ξ1, η1]
(
̺ε − 1
ϑε − ϑ
)
·
(
̺ε − 1
ϑε − ϑ
)
+ ∂̺̺ s(ξ2, ϑ) (˜̺ε − 1)2)
− 1
2ε2m
χl
(
Hess(p)[ξ3, η2]
(
̺ε − 1
ϑε − ϑ
)
·
(
̺ε − 1
ϑε − ϑ
)
+ ∂̺̺ p(ξ4, ϑ) (˜̺ε − 1)2)
− B
ε2m
χl Σε + B χl
(
̺ε − 1
εm
)
s(̺ε, ϑε)− s(˜̺ε, ϑ)
εm
.
Thanks to the uniform bounds establish in Paragraph 3.1.2 and the decomposition into essential and
residual parts, the claimed control in the space X4 follows.
4.1.3 Regularization and description of the oscillations
Before going on, following [19] and [20] (see also [10]), it is convenient to reformulate our problem (NSF)ε,
supplemented with complete slip boundary conditions (2.7) and (2.8), in a completely equivalent way, in
the domain
Ω˜ε := BLε(0)× T1 , with T1 := [−1, 1]/ ∼ ,
where ∼ denotes the equivalence relation which identifies −1 and 1. For this, it is enough to extend ̺ε,
ϑε, and u
h
ε as even functions with respect to x
3, u3ε and G as odd functions.
Correspondingly, we consider also the wave system (4.9) to be satisfied in the new domain Ω˜ε. It goes
without saying that the uniform bounds established above hold true also when replacing Ω with Ω˜, where
we have set
Ω˜ := R2 × T1 .
Notice that the wave speed in (4.9) is proportional to ε−m, while, in view of assumption (2.1), the
domains Ω˜ε are expanding at speed proportional to ε
−m−δ, for some δ > 0. Therefore, no interactions of
the acoustic-Poincare´ waves with the boundary of Ω˜ε take place (see also Remark 2.1 in this respect), for
any finite time T > 0 and sufficiently small ε > 0. Thanks to this fact and the spatial localisation given
by the cut-off function χl, we can assume that the wave system (4.9) is satisfied (still in a weak sense) on
the whole Ω˜.
Now, for any M ∈ N let us consider the low-frequency cut-off operator SM of a Littlewood-Paley
decomposition, as introduced in (A.1) below. We define
Λε,M = SMΛε and W ε,M = SMW ε .
The following result holds true. Recall that we are omitting from the notation the dependence of all
quantities on l > 0, due to multiplication by the cut-off function χl fixed above.
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Proposition 4.3 For any T > 0, we have the following convergence properties, in the limit M → +∞:
sup
0<ε≤1
‖Λε − Λε,M‖L∞([0,T ];Hs) −→ 0 ∀s < −3/2− δ
sup
0<ε≤1
‖W ε −W ε,M‖L∞([0,T ];Hs) −→ 0 ∀s < −4/5− δ ,
(4.11)
for any δ > 0. Moreover, for anyM > 0, the couple (Λε,M ,Wε,M ) satisfies the approximate wave equations{
εm ∂tΛε,M + AdivW ε,M = εm fε,M
εm ∂tW ε,M + ε
m−1 e3 ×W ε,M + ∇xΛε,M = εmGε,M ,
(4.12)
where (fε,M )ε and (Gε,M )ε are families of smooth (in the space variables) functions satisfying, for any
s ≥ 0, the uniform bounds
sup
0<ε≤1
‖fε,M‖L2([0,T ];Hs) + sup
0<ε≤1
‖Gε,M‖L2([0,T ];Hs) ≤ C(l, s,M) , (4.13)
where the constant C(l, s,M) depends on the fixed values of l > 0, s ≥ 0 and M > 0, but not on ε > 0.
Proof: Thanks to characterization (A.2) of Hs, properties (4.11) are straightforward consequences
of the uniform bounds establish in Subsection 4.1.2.
Next, applying the operator SM to (4.9) immediately gives us system (4.12) where we have set
fε,M := SM
(
divF 1ε + F
2
ε
)
and Gε,M := SM
(
divG1ε + G
2
ε + ∇xG3ε
)
.
By these definitions and the uniform bounds established in Lemma 4.2, thanks to (A.2) it is easy to verify
inequality (4.13).
We also have an important decomposition for the approximated velocity fields and their curl .
Proposition 4.4 For any M > 0 and any ε ∈ ]0, 1], the following decompositions hold true:
W ε,M = ε
mt1ε,M + t
2
ε,M and curl xW ε,M = ε
mT 1ε,M + T
2
ε,M ,
where, for any T > 0 and s ≥ 0, one has∥∥t1ε,M∥∥L2([0,T ];Hs) + ∥∥T 1ε,M∥∥L2([0,T ];Hs) ≤ C(l, s,M)∥∥t2ε,M∥∥L2([0,T ];H1) + ∥∥T 2ε,M∥∥L2([0,T ];L2) ≤ C(l) ,
for suitable positive constants C(l, s,M) and C(l), which are uniform with respect to ε ∈ ]0, 1].
Proof: We start by defining
t1ε,M := SM
(
χl
(
̺ε − 1
εm
)
uε
)
and t2ε,M := SM (χluε) . (4.14)
Then, it is apparent thatW ε,M = ε
mt1ε,M + t
2
ε,M . The decomposition of curl xW ε,M is also easy to get,
if we set T jε,M := curl xt
j
ε,M , for j = 1, 2. We have to prove uniform bounds for all those terms. But this
is an easy verification, thanks to the L∞T (L
2
loc + L
5/3
loc ) bound on Rε and the L
2
T (H
1
loc) bound on uε, for
any fixed time T > 0 (recall the estimates obtained in Subsection 3.1 above).
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4.2 Convergence of the convective term
We are finally able to handle the convective term. The first step is to reduce the study to the case of
smooth vector fields W ε,M .
Lemma 4.5 Let T > 0. For any ψ ∈ C∞c
(
[0, T [×Ω˜;R3), we have
lim
M→+∞
lim sup
ε→0
∣∣∣∣∣
∫ T
0
∫
Ω˜
̺ε uε ⊗ uε : ∇xψ dx dt −
∫ T
0
∫
Ω˜
W ε,M ⊗W ε,M : ∇xψ dx dt
∣∣∣∣∣ = 0 .
Proof: Let ψ ∈ C∞c
(
R+ × Ω˜;R3
)
, and let Suppψ ⊂ [0, T ]×K for some compact set K ⊂ Ω˜. Then,
we take l > 0 in (4.7) so large that K ⊂ B˜l := Bl(0) × T1. Therefore, using the notation introduced in
(3.24), we get∫ T
0
∫
Ω˜
̺ε uε ⊗ uε : ∇xψ =
∫ T
0
∫
K
(χl uε)⊗ uε : ∇xψ + εm
∫ T
0
∫
K
Rε uε ⊗ uε : ∇xψ .
Notice that, as a consequence of the uniform bounds for
(
uε
)
ε
in L2T (L
6
loc) and for
(
Rε
)
ε
in L∞T (L
5/3
loc )
(recall (3.25) above), the second integral in the right-hand side is of order εm. As for the first one, using
the definition in (4.14), we can write∫ T
0
∫
K
(χl uε)⊗ uε : ∇xψ =
∫ T
0
∫
K
t2ε,M ⊗ uε : ∇xψ +
∫ T
0
∫
K
(Id− SM )(χl uε)⊗ uε : ∇xψ .
Observe that, in view of characterisation (A.2), one has the property
‖(Id− SM )(χl uε)‖L2T (L2) ≤ C 2
−M ‖∇x(χl uε)‖L2T (L2) ≤ C(l) 2
−M .
Therefore, it is enough to consider the first term in the right-hand side of the last relation: we have∫ T
0
∫
K
t2ε,M ⊗ uε : ∇xψ =
∫ T
0
∫
K
t2ε,M ⊗ t2ε,M : ∇xψ +
∫ T
0
∫
K
t2ε,M ⊗ (Id− SM )(χl uε) : ∇xψ ,
where, for the same reason as before, we gather that
lim
M→+∞
lim sup
ε→0
∣∣∣∣∣
∫ T
0
∫
K
t2ε,M ⊗ (Id− SM )(χl uε) : ∇xψ
∣∣∣∣∣ = 0 .
It remains us to consider the integral∫ T
0
∫
K
t2ε,M ⊗ t2ε,M : ∇xψ =
∫ T
0
∫
K
W ε,M ⊗ t2ε,M : ∇xψ − εm
∫ T
0
∫
K
t1ε,M ⊗ t2ε,M : ∇xψ ,
where we notice that, owing to Proposition 4.4, the latter term in the right-hand side is of order εm, so
it vanishes at the limit. As a last step, we write∫ T
0
∫
K
W ε,M ⊗ t2ε,M : ∇xψ =
∫ T
0
∫
K
W ε,M ⊗W ε,M : ∇xψ − εm
∫ T
0
∫
K
W ε,M ⊗ t1ε,M : ∇xψ .
Using Lemma 4.1 together with Bernstein’s inequalities of Lemma A.1, we see that the latter integral in
the right-hand side is of order εm. This concludes the proof of the lemma.
38
From now on, in order to avoid the appearance of (irrelevant) multiplicative constants everywhere, we
suppose that the torus T1 has been normalised so that its Lebesgue measure is equal to 1.
In view of the previous lemma and of Proposition 3.6, for any test-function
ψ ∈ C∞c
(
[0, T [×Ω˜;R3) such that divψ = 0 and ∂3ψ = 0 , (4.15)
we have to pass to the limit in the term
−
∫ T
0
∫
Ω˜
W ε,M ⊗W ε,M : ∇xψ =
∫ T
0
∫
Ω˜
div (W ε,M ⊗W ε,M ) · ψ .
Notice that the integration by parts above is well-justified, since all the quantities inside the integrals
are smooth with respect to the space variable. At this point, we observe that, resorting to the notation
introduced in (1.4), we can write∫ T
0
∫
Ω˜
div (W ε,M ⊗W ε,M ) · ψ =
∫ T
0
∫
R2
(T 1ε,M + T 2ε,M) ·ψh ,
where we have defined the terms
T 1ε,M := divh
(
〈W hε,M 〉 ⊗ 〈W hε,M 〉
)
and T 2ε,M := divh
(
〈W˜ hε,M ⊗ W˜
h
ε,M 〉
)
. (4.16)
So, it is enough to focus on each of them separately. For notational convenience, from now on we will
generically denote by Rε,M any remainder term, that is any term satisfying the property
lim
M→+∞
lim sup
ε→0
∣∣∣∣∣
∫ T
0
∫
Ω˜
Rε,M · ψ dx dt
∣∣∣∣∣ = 0 (4.17)
for all test functions ψ ∈ C∞c
(
[0, T [×Ω˜;R3) as in (4.15).
4.2.1 The analysis of the T 1ε,M term
We start by dealing with T 1ε,M . Standard computations give
T 1ε,M = divh
(
〈W hε,M 〉 ⊗ 〈W hε,M 〉
)
= divh〈W hε,M 〉 〈W hε,M 〉+ 〈W hε,M 〉 · ∇h〈W hε,M 〉 (4.18)
= divh〈W hε,M 〉 〈W hε,M 〉+
1
2
∇h
(∣∣∣〈W hε,M 〉∣∣∣2)+ curlh〈W hε,M 〉 〈W hε,M 〉⊥ .
Notice that we can forget about the second term because it is a perfect gradient and we are testing against
divergence-free test functions.
For the first term, we take advantage of system (4.12): averaging the first equation with respect to x3
and multiplying it by 〈W ε,M 〉, we arrive at
divh〈W hε,M 〉 〈W hε,M 〉 = −
εm
A ∂t〈Λε,M 〉〈W
h
ε,M 〉+
εm
A 〈f
h
ε,M 〉〈W hε,M 〉 =
εm
A 〈Λε,M 〉∂t〈W
h
ε,M 〉+Rε,M .
39
We remark that the term presenting the total time derivative is in fact a remainder. We use now the
horizontal part of (4.12), where we take the vertical average and then multiply by 〈Λε,M 〉: we gather
εm
A 〈Λε,M 〉∂t〈W
h
ε,M 〉 = −
1
A〈Λε,M 〉∇h〈Λε,M 〉+
εm
A 〈Λε,M 〉〈G
h
ε,M 〉 −
εm−1
A 〈Λε,M 〉〈W
h
ε,M 〉⊥
= −ε
m−1
A 〈Λε,M 〉〈W
h
ε,M 〉⊥ −
1
2A∇h
(
|〈Λε,M 〉|2
)
+Rε,M
= −ε
m−1
A 〈Λε,M 〉〈W
h
ε,M 〉⊥ +Rε,M ,
where we repeatedly exploited the properties proved in Proposition 4.3 and we included in the remainder
term also the perfect gradient. Inserting this relation into (4.18), we find
T 1ε,M = γε,M 〈W hε,M 〉⊥ +Rε,M , with γε,M := curlh〈W hε,M 〉 −
εm−1
A 〈Λε,M 〉 .
We observe that, for passing to the limit in T 1ε,M , there is no other way than finding some strong
convergence property for W ε,M . Such a property is in fact hidden in the structure of the wave system
(4.12): in order to exploit it, some work on the term γε,M is needed. We start by rewriting the vertical
average of the first equation in (4.12) as
ε2m−1
A ∂t〈Λε,M 〉 + ε
m−1div h〈W hε,M 〉 =
ε2m−1
A 〈f
h
ε,M 〉 .
On the other hand, taking the vertical average of the horizontal components of (4.12) and then applying
curlh, we obtain the relation
εm ∂tcurlh〈W hε,M 〉 + εm−1 divh〈W hε,M 〉 = εmcurlh〈Ghε,M 〉 .
Summing up the last two equations, we discover that
∂tγε,M = curlh〈Ghε,M 〉 −
εm−1
A 〈f
h
ε,M 〉 . (4.19)
Thanks to estimate (4.13) in Proposition 4.3, we discover that (for anyM > 0 fixed) the family (∂t γε,M )ε
is uniformly bounded (with respect to ε) in e.g. L2T (L
2). On the other hand, thanks to Lemma 4.1 and
Sobolev embeddings, we have that (for any M > 0 fixed) the sequence (γε,M )ε is uniformly bounded
(with respect to ε) in the space L2T (H
1). Since the embedding H1loc →֒ L2loc is compact, the Aubin-Lions
Lemma implies that, for any M > 0 fixed, the family (γε,M )ε is compact (in ε) in L
2
T (L
2
loc). Then, it
converges strongly (up to extracting a subsequence) to a tempered distribution γM in the same space. Of
course, by definition of γε,M , this tells us that also
(
curlh〈W hε,M 〉
)
ε
is compact in L2T (L
2
loc).
Now, we have that γε,M converges strongly to γM in L
2
T (L
2
loc) and 〈W hε,M 〉 converges weakly to 〈W hM 〉
in L2T (L
2
loc) (owing to Proposition 4.4, for instance). Then, we deduce that
γε,M 〈W hε,M 〉⊥ −→ γM 〈W hM 〉⊥ in D′
(
R+ × R2
)
.
Observe that, by definition of γε,M , we must have γM = curlh〈W hM 〉. On the other hand, by Proposition
4.4 and the definitions given in (4.14), one has 〈W hM 〉 = 〈SM (χlUh)〉.
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In the end, we have proved that, for any T > 0 and any test-function ψ as in (4.15), one has the
convergence (at any M ∈ N fixed, when ε→ 0)∫ T
0
∫
R2
T 1ε,M ·ψh dxh dt −→
∫ T
0
∫
R2
curlh〈SM (χlUh)〉 〈SM
(
χl(U
h)⊥
)〉 · ψh dxh dt . (4.20)
4.2.2 Dealing with the term T 2ε,M
Let us now consider the term T 2ε,M , defined in (4.16). By the same computation as above, we infer that
T 2ε,M = 〈divh(W˜
h
ε,M ) W˜
h
ε,M 〉+
1
2
〈∇h|W˜
h
ε,M |2〉+ 〈curlhW˜
h
ε,M
(
W˜
h
ε,M
)⊥
〉 . (4.21)
Let us now introduce now the quantities
Φ˜hε,M := (W˜
h
ε,M )
⊥ − ∂−13 ∇⊥h W˜
3
ε,M and ω˜
3
ε,M := curlhW˜
h
ε,M .
Then we can write (
curl W˜ ε,M
)h
= ∂3Φ˜
h
ε,M and
(
curlW˜ ε,M
)3
= ω˜3ε,M .
In addition, from the momentum equation in (4.12), where we take the mean-free part and then the curl ,
we deduce the equations εm∂tΦ˜hε,M − εm−1W˜
h
ε,M = ε
m
(
∂−13 curl G˜ε,M
)h
εm∂tω˜
3
ε,M − εm−1divhW˜
h
ε,M = ε
m curlhG˜
h
ε,M .
(4.22)
Making use of the relations above and of Propositions 4.3 and 4.4, we get
curlhW˜
h
ε,M
(
W˜
h
ε,M
)⊥
= ω˜3ε,M
(
W˜
h
ε,M
)⊥
= ε∂t
(
Φ˜hε,M
)⊥
ω˜3ε,M − εω˜3ε,M
((
∂−13 curl G˜ε,M
)h)⊥
= −ε
(
Φ˜hε,M
)⊥
∂tω˜
3
ε,M +Rε,M =
(
Φ˜hε,M
)⊥
divhW˜
h
ε,M +Rε,M .
Hence, including also the gradient term into the remainders, from (4.21) we arrive at
T 2ε,M = 〈divhW˜
h
ε,M
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
〉+Rε,M
= 〈div W˜ ε,M
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
〉 − 〈∂3W˜
3
ε,M
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
〉+Rε,M .
The second term on the right-hand side of the last line is actually another remainder. Indeed, using the
definition of the function Φ˜hε,M and the fact that the test function ψ does not depend on x
3, one has
∂3W˜
3
ε,M
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
= ∂3
(
W˜
3
ε,M
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥))
− W˜ 3ε,M ∂3
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
= Rε,M − 1
2
∇h
∣∣∣W˜ 3ε,M ∣∣∣2 = Rε,M .
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As for the first term, instead, we use the first equation in (4.12) to obtain
div W˜ ε,M
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
= −ε
m
A ∂tΛ˜ε,M
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
+Rε,M
=
εm
A Λ˜ε,M ∂t
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
+Rε,M .
Now, equations (4.12) and (4.22) immediately yield that
εm
A Λ˜ε,M ∂t
(
W˜
h
ε,M +
(
Φ˜hε,M
)⊥)
= Rε,M − 1A Λ˜ε,M ∇h
(
Λ˜ε,M
)
= Rε,M − 1
2A∇h
∣∣∣Λ˜ε,M ∣∣∣2 = Rε,M ,
and this relation finally implies that T 2ε,M = Rε,M is a remainder, in the sense of relation (4.17).
To sum up, we have proved that, for any T > 0 and any test-function ψ as in (4.15), one has the
convergence (at any M ∈ N fixed, when ε→ 0)∫ T
0
∫
R2
T 2ε,M · ψh dxh dt −→ 0 . (4.23)
We conclude this part with a remark.
Remark 4.6 Due to the presence of the term Y 2ε in (4.5), the choice m ≥ 2 is fundamental. However,
as soon as F = 0, our analysis applies also in the case when 1 < m < 2.
4.3 The limit system
With the convergence established in (3.27) to (3.29) and in Subsection 4.2, we can pass to the limit in
equation (2.27). Since all the integrals will be made on R2 (in view of the choice of the test functions in
(4.15) above), we can safely come back to the notation on Ω instead of Ω˜.
To begin with, we take a test-function ψ as in (4.15), specifically
ψ =
(∇⊥h φ, 0) , with φ ∈ C∞c ([0, T [×R2) , φ = φ(t, xh) .
For such a ψ, all the gradient terms vanish identically, as well as all the contributions due to the vertical
component of the equation. Hence, after using also (2.16), equation (2.27) becomes∫ T
0
∫
Ω
(
−̺εuhε · ∂tψh − ̺εuhε ⊗ uhε : ∇hψh +
1
ε
̺ε
(
uhε
)⊥ ·ψh) dx dt (4.24)
=
∫ T
0
∫
Ω
(
−S(ϑε,∇xuε) : ∇xψ + 1
ε2
(̺ε − ˜̺ε)∇xF · ψ) dx dt+ ∫
Ω
̺0,εu0,ε ·ψ(0, ·) dx .
Making use of the uniform bounds established in Subsection 3.1, it is an easy matter to pass to the limit
in the ∂t term, in the viscosity term and in the centrifugal force. Moreover, thanks to the assumptions
on the initial data, we have that ̺0,εu0,ε ⇀ u0 in L
2
loc.
Let us consider now the Coriolis term. We can write∫ T
0
∫
Ω
1
ε
̺ε
(
uhε
)⊥ ·ψh = ∫ T
0
∫
R2
1
ε
〈̺εuhε 〉 · ∇hφ = −εm−1
∫ T
0
∫
R2
〈Rε〉 ∂tφ − εm−1
∫
R2
〈R0,ε〉φ(0, ·) ,
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which of course converges to 0 when ε → 0. Notice that the second equality derives from the mass
equation (2.26), tested against φ: namely,
−εm
∫ T
0
∫
R2
〈̺ε − 1
εm
〉 ∂tφ −
∫ T
0
∫
R2
〈̺εuhε 〉 · ∇hφ = εm
∫
R2
〈̺0,ε − 1
εm
〉φ(0, ·) .
It remains to deal with the convective term ̺εu
h
ε ⊗ uhε . For this, we take advantage of the analysis
of Subsection 4.2, and in particular of Lemma 4.5 and relations (4.20) and (4.23). Next, we remark that,
since Uh ∈ L2T (H1loc) by (3.29), from (A.2) we gather the strong convergence SM (χlUh) −→ χlUh in
L2T (H
s) for any s < 1 and any l > 0 fixed, in the limit for M → +∞. Therefore, in the term on the
right-hand side of (4.20), we can perform equalities (4.18) backwards, and then pass to the limit also for
M → +∞. Using that χl ≡ 1 on Suppψ by construction, we finally get the convergence (for ε→ 0)∫ T
0
∫
Ω
̺εu
h
ε ⊗ uhε : ∇hψh −→
∫ T
0
∫
R2
Uh ⊗Uh : ∇hψh .
In the end, letting ε→ 0 in (4.24), we may infer that∫ T
0
∫
R2
(
Uh · ∂tψh +Uh ⊗Uh : ∇hψh
)
dxh dt
=
∫ T
0
∫
R2
(
µ(ϑ)∇hUh : ∇hψh − δ2(m)〈̺(1)〉∇hF · ψh
)
dxh dt−
∫
R2
〈uh0 〉 · ψh(0, ·) dxh ,
where δ2(m) = 1 if m = 2, δ2(m) = 0 otherwise. At this point, Remark 3.7 applied to the case m = 2
yields the equality ∂̺p(1, ϑ)∇h〈r˜〉 = ∇hF . Therefore, keeping in mind that R = ̺(1) + r˜, we get
〈̺(1)〉∇hF = 〈R〉∇hF − 〈r˜〉∇hF = 〈R〉∇hF − ∂̺p(1, ϑ)
2
∇h |〈r˜〉|2 .
Of course, the perfect gradient disappears from the weak formulation. Using this observation in the target
momentum equation written above, we finally deduce (2.34). This completes the proof of Theorem 2.6,
in the case when m ≥ 2 and F 6= 0.
When m > 1 and F = 0, most of the arguments above still apply. We refer to the next section for
more details.
5 Proof of the convergence in the case when F = 0
In the present section we will prove the convergence result in the case F = 0. For the sake of brevity, we
will focus on the case m = 1, completing in this way the proof to Theorem 2.8. The case m > 1 follows
by a similar analysis, using at the end the compensated compactness argument depicted in Subsection
4.2 (recall also Remark 4.6 above).
5.1 Analysis of the acoustic-Poincare´ waves
We start by remarking that system (NSF)ε can be recasted in the form (4.5), with m = 1: with the same
notation introduced in Paragraph 4.1.1, and after setting Xε := divX
1
ε + X
2
ε and Y ε := divY
1
ε + Y
2
ε +
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∇xY 3ε , we have {
ε ∂tZε + AdivV ε = εXε
ε ∂tV ε + ∇xZε + e3 × V ε = εY ε ,
(
V ε · n
)
|∂Ωε
= 0 .
(5.1)
This system is supplemented with the initial datum
(
Z0,ε,V 0,ε
)
, where these two functions are defined
as in relation (4.6) above.
5.1.1 Uniform bounds and regularisation
In the next lemma, we establish uniform bounds for Zε and V ε. Its proof is an easy adaptation of the one
given in Lemma 4.1, hence omitted. One has to use the fact that, since F = 0, all the bounds obtained in
the previous sections hold now on the whole Ωε, with constants which are uniform in ε ∈ ]0, 1]; therefore,
one can abstain from using the cut-off functions χl.
Lemma 5.1 Let
(
Zε
)
ε
and
(
V ε
)
ε
be defined as in Paragraph 4.1.1. Then, for any T > 0 and all ε ∈ ]0, 1],
we have
sup
ε∈ ]0,1]
‖Zε‖L∞T ((L2+L5/3+L1+M+)(Ωε)) ≤ c , sup
ε∈ ]0,1]
‖V ε‖L2T ((L2+L30/23)(Ωε)) ≤ c .
Now, we state the analogous of Lemma 4.2 for m = 1 and F = 0.
Lemma 5.2 For ε ∈ ]0, 1], let us introduce the following spaces:
(i) X ε1 := L2loc
(
R+;
(
L2 + L1 + L3/2 + L30/23 + L30/29
)
(Ωε)
)
;
(ii) X ε2 := L2loc
(
R+;
(
L2 + L1 + L4/3
)
(Ωε)
)
;
(iii) X ε3 := L∞loc
(
R+;
(
L2 + L5/3
)
(Ωε)
)
;
(iv) X ε4 := L∞loc
(
R+;
(
L2 + L5/3 + L1 +M+)(Ωε)).
Then, one has the following uniform bound, for a constant C > 0 independent of ε ∈ ]0, 1]:∥∥X1ε∥∥X ε1 + ∥∥X2ε∥∥X ε1 + ∥∥Y1ε∥∥X ε2 + ∥∥Y 2ε∥∥X ε3 + ∥∥Y 3ε ∥∥X ε4 ≤ C .
In particular, one has that the sequences (Xε)ε and (Y ε)ε, defined in system (5.1), verify
1
‖Xε‖L2T (H−[s]−1(Ωε)) + ‖Y ε‖L2T (H−[s]−1(Ωε)) ≤ C
for all s > 5/2, for a constant C > 0 independent of ε ∈ ]0, 1].
Proof: The proof follows the main lines of the proof to Lemma 4.2. Here, we limit ourselves to
point out that we have a slightly better control on Y 2ε = ̺
(1)
ε ∇xG, whose boundedness in X ε3 follows
from (2.6) and the estimate analogous to (3.25) for the case F = 0.
1For any s ∈ R, we denote by [s] the entire part of s, i.e. the greatest integer smaller than or equal to s.
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The next step is to regularise all the terms appearing in the wave system (5.1). Here we have to pay
attention: since the domains Ωε are bounded, we cannot use the Littlewood-Paley operators SM directly.
Rather than multiplying by a cut-off function χl as done in the previous section (a procedure which would
create more complicated forcing terms in the wave system), we use here the arguments of Chapter 8 of
[18] (see also [21], [33]), based on finite propagation speed properties for (5.1).
First of all, similarly to Paragraph 4.1.3 above, we extend our domains Ωε and Ω by periodicity in the
third variable and denote
Ω˜ε := BLε(0)× T1 and Ω˜ := R2 × T1 .
Thanks to complete slip boundary conditions (2.7) and (2.8), system (NSF)ε can be equivalently refor-
mulated in Ω˜ε. Analogously, the wave system (5.1) can be recasted in Ω˜ε in a completely equivalent way.
From now on, we will focus on the equations satisfied on the domain Ω˜ε.
Next, we fix a smooth radially decreasing function ω ∈ C∞c (R3), such that 0 ≤ ω ≤ 1, ω(x) = 0 for
|x| ≥ 1 and ∫
R3
ω(x)dx = 1. Next, we define the mollifying kernel
(
ωM
)
M∈N
by the formula
ωM (x) := 2
3M ω
(
2Mx
) ∀M ∈ N , ∀x ∈ R3 .
Then, for any tempered distribution S = S(t, x) on R+ × Ω˜ and any M ∈ N, we define
SM := ωM ∗ S ,
where the convolution is taken only with respect to the space variables.
Applying the mollifier ωM to (5.1), we deduce that Zε,M := ωM ∗ Zε and V ε,M := ωM ∗ V ε satisfy
the regularised wave system{
ε ∂tZε,M + AdivV ε,M = εXε,M
ε ∂tV ε,M + ∇xZε,M + e3 × V ε,M = εY ε,M
(5.2)
in the domain R+ × Ω˜ε,M , where we have defined
Ω˜ε,M :=
{
x ∈ Ω˜ε : dist(x, ∂Ω˜ε) ≥ 2−M
}
. (5.3)
Since the mollification commutes with standard derivatives, we notice that Xε,M = divX
1
ε,M + X
2
ε,M
and Y ε,M = divY
1
ε,M + Y
2
ε,M + ∇xY 3ε,M . Moreover, system (5.2) is supplemented with the initial data
Z0,ε,M := ωM ∗ Z0,ε and V 0,ε,M := ωM ∗ V 0,ε .
In accordance with Lemmas 5.1 and 5.2, by standard properties of mollifying kernels (see e.g. Section
10.1 in [18]), we get the following properties: for all k ∈ N, one has
‖Zε,M‖L∞T (Hk(Ω˜ε,M )) + ‖V ε,M‖L2T (Hk(Ω˜ε,M )) ≤ C(k,M)
‖Xε,M‖L2T (Hk(Ω˜ε,M )) + ‖Y ε,M‖L2T (Hk(Ω˜ε,M )) ≤ C(k,M) ,
for some positive constants C(k,M), only depending on the fixed k andM . Of course, the constants blow
up when M → +∞, but they are uniform for ε ∈ ]0, 1].
We also have the following statement, analogous to Proposition 4.4 above. Its proof is also similar,
hence omitted; notice that the strong convergence result easily follows from standard properties of the
mollifying kernel.
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Proposition 5.3 For any M > 0 and any ε ∈ ]0, 1], we have
V ε,M = ε v
(1)
ε,M + v
(2)
ε,M ,
together with the following bounds: for any T > 0, any compact set K ⊂ Ω˜ and any s ∈ N, one has (for
ε > 0 small enough, depending only on K) the bounds∥∥∥v(1)ε,M∥∥∥
L2([0,T ];Hs(K))
≤ C(K, s,M) and
∥∥∥v(2)ε,M∥∥∥
L2([0,T ];H1(K))
≤ C(K) ,
for suitable positive constants C(K, s,M) and C(K) depending only on the quantities in the brackets, but
uniform with respect to ε ∈ ]0, 1].
In particular, we deduce the following fact: for any T > 0 and any compact K ⊂ Ω˜, there exist εK > 0
and MK ∈ N such that, for all ε ∈ ]0, εK ] and all M ≥ MK , there are positive constants C(K) and
C(K,M) for which
‖V ε − V ε,M‖L2T (L2(K)) ≤ C(K,M) ε + C(K) 2
−M . (5.4)
5.1.2 Finite propagation speed and consequences
Take now smooth enough initial data Z0 and V0 and external forces X and Y . Consider, in R+ × Ω˜, the
wave system {
ε ∂tZ + AdivV = εX
ε ∂tV + ∇xZ + e3 × V = εY ,
(5.5)
supplemented with initial data Z|t=0 = Z0 and V |t=0 = V0.
System (5.5) is a symmetrizable (in the sense of Friedrichs) first-order hyperbolic system with a skew-
symmetric 0-th order term. Therefore, classical arguments based on energy methods (see e.g. Chapter
3 of [29] and Chapter 7 of [1]) allow to establish finite propagation speed and domain of dependence
properties for solutions to (5.5).
Namely, set λ :=
√
A/ε to be the propagation speed of acoustic-Poincare´ waves. Let B be a cylinder
included in Ω˜. Then one has the following two properties.
(i) Domain of dependence: assume that
SuppZ0 , SuppV0 ⊂ B , SuppX(t) , SuppY(t) ⊂ B for a. a. t ∈ [0, T ] ;
then the corresponding solution
(Z,V) to (5.5) is identically zero outside the cone{
(t, x) ∈ ]0, T [× Ω˜ : dist(x,B) < λ t} .
(ii) Finite propagation speed : define the set
BλT :=
{
x ∈ Ω˜ : dist(x,B) < λT}
and assume that
SuppZ0 , SuppV0 ⊂ BλT , SuppX(t) , SuppY(t) ⊂ BλT for a. a. t ∈ [0, T ] ;
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then the solution
(Z,V) is uniquely determined by the data inside the cone
CλT :=
{
(t, x) ∈ ]0, T [×BλT : dist
(
x, ∂BλT
)
> λ t
}
,
and in particular in the space-time cylinder ]0, T [×B.
Next, fix any test-function ψ ∈ C∞c
(
R+ × Ω˜;R3
)
, and let T > 0 and the compact set K ⊂ Ω˜ be such
that Suppψ ⊂ [0, T [×K. Take a cylindrical neighborhood B of K in Ω˜. It goes without saying that
there exist an ε0 = ε0(B) ∈ ]0, 1] and a M0 =M0(B) ∈ N such that
B ⊂ Ω˜ε,M for all 0 < ε ≤ ε0 and M ≥M0 ,
where the set Ω˜ε,M has been defined in (5.3) above. Take now a cut-off function h ∈ C∞c (Ω˜) such that
h ≡ 1 on B (and hence on K), and solve problem (5.5) with data
Z0 = hZ0,ε,M , V0 = hV 0,ε,M , X = hXε,M , Y = hY ε,M .
In view of assumption (2.1), the previous discussion implies that, up to take a smaller ε0, for any ε ≤ ε0
the corresponding solution
(Z,V) of (5.5) has support in a cylinder B˜L := BL(0) × T1 ⊂ Ω˜ε, for some
L = L(T,K, λ) > 0, and it must coincide with the solution
(
Zε,M ,V ε,M
)
of (5.2) on the set ]0, T [×B,
for all 0 < ε ≤ ε0 and all M ≥M0. In particular, for all 0 < ε ≤ ε0 and all M ≥M0 we have
Z ≡ Zε,M and V ≡ V ε,M on Suppψ .
The previous argument shows that, without loss of generality, we can assume that the regularised
wave system (5.2) is verified on the whole Ω˜, with compactly supported initial data and forces and with
solutions supported on some cylinder B˜L. In particular, we can safely work with system (5.2) and its
smooth solutions
(
Zε,M ,V ε,M
)
in the computations below.
5.2 Convergence of the convective term
Here we tackle the convergence of the convective term. The first step is to reduce the study to the case
of smooth vector fields V ε,M . Arguing as in Lemma 4.5, and using Proposition 5.3 and property (5.4),
one can easily prove the following approximation result. Again, the proof is omitted.
Lemma 5.4 Let T > 0. For any ψ ∈ C∞c
(
[0, T [×Ω˜;R3), we have
lim
M→+∞
lim sup
ε→0
∣∣∣∣∣
∫ T
0
∫
Ω˜
̺ε uε ⊗ uε : ∇xψ dx dt−
∫ T
0
∫
Ω˜
V ε,M ⊗ V ε,M : ∇xψ dx dt
∣∣∣∣∣ = 0 .
Assume now ψ ∈ C∞c
(
[0, T [×Ω˜;R3) is such that divψ = 0 and ∂3ψ = 0. Thanks to the previous
lemma, it is enough to pass to the limit in the smooth term
−
∫ T
0
∫
Ω˜
V ε,M ⊗ V ε,M : ∇xψ =
∫ T
0
∫
Ω˜
div (V ε,M ⊗ V ε,M ) ·ψ =
∫ T
0
∫
R2
(T 1ε,M + T 2ε,M) · ψh ,
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where, for simplicity, we agree that the torus T1 has been normalised so that its Lebesgue measure is
equal to 1 and, analogously to (4.16), we have introduced the quantities
T 1ε,M := divh
(
〈V hε,M 〉 ⊗ 〈V hε,M 〉
)
and T 2ε,M := divh
(
〈V˜ hε,M ⊗ V˜
h
ε,M 〉
)
.
We notice that the analysis of T 2ε,M is similar to the one performed in Paragraph 4.2.2, up to taking
m = 1 and replacingW ε,M and Λε,M by V ε,M and Zε,M respectively. Indeed, it deeply relies on system
(4.22), which remains unchanged when m = 1. Also in this case, we find (4.23).
Therefore, we can focus on the term T 1ε,M only. Its study presents some differences with respect to
Paragraph 4.2.1, so let us give the full details. To begin with, like in (4.18), we have
T 1ε,M = divh〈V hε,M 〉 〈V hε,M 〉+
1
2
∇h
(∣∣∣〈V hε,M 〉∣∣∣2)+ curlh〈V hε,M 〉 〈V hε,M 〉⊥ .
Of course, we can forget about the second term, because it is a perfect gradient. For the first term,
we use system (5.2): averaging the first equation with respect to x3 and multiplying it by 〈V ε,M 〉, we get
divh〈V hε,M 〉 〈V hε,M 〉 = −
ε
A∂t〈Zε,M 〉〈V
h
ε,M 〉+
ε
A〈Xε,M 〉〈V
h
ε,M 〉 =
ε
A〈Zε,M 〉∂t〈V
h
ε,M 〉+Rε,M .
We now use the horizontal part of (5.2), multiplied by 〈Zε,M 〉, and we gather
εm
A 〈Zε,M 〉∂t〈V
h
ε,M 〉 = −
1
A〈Zε,M 〉∇h〈Zε,M 〉 −
1
A〈Zε,M 〉〈V
h
ε,M 〉⊥ +
ε
A〈Zε,M 〉〈Y
h
ε,M 〉
= − 1A〈Zε,M 〉〈V
h
ε,M 〉⊥ +Rε,M .
This latter relation yields that
T 1ε,M =
(
curlh〈V hε,M 〉 −
1
A〈Zε,M 〉
)
〈V hε,M 〉⊥ +Rε,M .
Now we use the horizontal part of (5.2): averaging it with respect to the vertical variable and applying
the operator curlh, we find
ε ∂tcurlh〈V hε,M 〉 + divh〈V hε,M 〉 = ε curlh〈Y hε,M 〉 .
Taking the difference of this equation with the first one in (5.2), we discover that
∂tγε,M = curlh〈Y hε,M 〉 −
1
A 〈Xε,M 〉 , with γε,M := curlh〈V
h
ε,M 〉 −
1
A〈Zε,M 〉 .
An argument analogous to the one used after (4.19) above, based on Aubin-Lions Lemma, shows also
in this case that (γε,M )ε is compact (in ε) in L
2
T (L
2
loc). Then, this sequence converges strongly (up to
extraction of a suitable subsequence) to a tempered distribution γM in the same space.
At this point, since γε,M → γM strongly in L2T (L2loc) and 〈V hε,M 〉 ⇀ 〈V hM 〉 weakly in L2T (L2loc), we
deduce that
γε,M 〈V hε,M 〉⊥ −→ γM 〈V hM 〉⊥ in D′
(
R+ × R2
)
,
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where 〈V hM 〉 = 〈ωM ∗Uh〉 and γM = curlh〈ωM ∗Uh〉− (1/A)〈ZM 〉. Notice that, in view of (3.26), (3.28),
(3.3), Proposition 3.5 and the definitions given in (4.4), we have
ZM = ∂̺p(1, ϑ)ωM ∗ ̺(1) + ∂ϑp(1, ϑ)ωM ∗Θ = ωM ∗ q ,
where q is the quantity defined in (3.39). Owing to the regularity of the target velocity Uh, we can pass
to the limit also for M → +∞, thus finding that∫ T
0
∫
Ω˜
̺ε uε ⊗ uε : ∇xψ dx dt −→
∫ T
0
∫
R2
(
Uh ⊗Uh : ∇hψh + 1A q (U
h)⊥ · ψh) dxh dt (5.6)
for all test functions ψ such that divψ = 0 and ∂3ψ = 0. Recall the convention |T1| = 1. Notice that,
since Uh = ∇⊥h q, the last term in the integral on the right-hand side is actually zero.
5.3 End of the proof
Thanks to the previous analysis, we are now ready to pass to the limit in equation (2.27). As done above,
we take a test-function ψ such that
ψ =
(∇⊥h φ, 0) , with φ ∈ C∞c ([0, T [×R2) , φ = φ(t, xh) .
Notice that divψ = 0 and ∂3ψ = 0. Then, all the gradient terms and all the contributions coming from
the vertical component of the momentum equation vanish identically, when tested against such a ψ. So,
equation (2.27) reduces to2∫ T
0
∫
Ω
(
−̺εuε · ∂tψ − ̺εuε ⊗ uε : ∇ψ + 1
ε
̺ε
(
uhε
)⊥ · ψh + S(ϑε,∇xuε) : ∇xψ) = ∫
Ω
̺0,εu0,ε ·ψ(0, ·) .
As done in Subsection 4.3, we can limit ourselves to consider the rotation and convective terms only.
As for the former term, we start by using the first equation in (5.1) against φ: we get
−
∫ T
0
∫
R2
(
〈Zε〉 ∂tφ+ A
ε
〈̺εuhε 〉 · ∇hφ
)
=
∫
R2
〈Z0,ε〉φ(0, ·) + ε
∫ T
0
∫
R2
〈Xε〉 · φ ,
whence we deduce that∫ T
0
∫
Ω
1
ε
̺ε
(
uhε
)⊥ ·ψh = ∫ T
0
∫
R2
1
ε
〈̺εuhε 〉 · ∇hφ
= − 1A
∫ T
0
∫
R2
〈Zε〉 ∂tφ − 1A
∫
R2
〈Z0,ε〉φ(0, ·) − εA
∫ T
0
∫
R2
〈Xε〉 · φ .
Letting now ε→ 0, thanks to the previous relation and (5.6), we finally gather
−
∫ T
0
∫
R2
(
Uh · ∂t∇⊥h φ+Uh ⊗Uh : ∇h(∇⊥h φ) +
1
Aq ∂tφ
)
dxh dt
= −
∫ T
0
∫
R2
µ(ϑ)∇hUh : ∇h(∇⊥h φ) dxh dt+
∫
R2
(
〈uh0 〉 · ∇⊥h φ(0, ·) +
1
A〈q0〉φ(0, ·)
)
dxh dt ,
where q is defined as in (3.39) and we have set q0 = ∂̺p(1, ϑ)R0 + ∂ϑp(1, ϑ)Θ0 −G− 1/2 (keep in mind
(2.25) above). Theorem 2.8 is finally proved.
2Remark that, in view of our choice of the test-functions, we can safely come back to the notation on Ω instead of Ω˜.
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A Appendix – A few tools from Littlewood-Paley theory
This appendix is devoted to present some tools from Littlewood-Paley theory, which we have exploited
in our analysis. We refer e.g. to Chapter 2 of [5] for details. For simplicity of exposition, let us deal with
the Rd case, with d ≥ 1; however, the whole construction can be adapted also to the d-dimensional torus
T
d, and to the “hybrid” case Rd1 × Td2 .
First of all, let us introduce the Littlewood-Paley decomposition. For this we fix a smooth radial
function χ such that Suppχ ⊂ B(0, 2), χ ≡ 1 in a neighborhood of B(0, 1) and the map r 7→ χ(r e) is
non-increasing over R+ for all unitary vectors e ∈ Rd. Set ϕ (ξ) = χ (ξ)−χ (2ξ) and ϕj(ξ) := ϕ(2−jξ) for
all j ≥ 0. The dyadic blocks (∆j)j∈Z are defined by3
∆j := 0 if j ≤ −2, ∆−1 := χ(D) and ∆j := ϕ(2−jD) if j ≥ 0 .
For any j ≥ 0 fixed, we also introduce the low frequency cut-off operator
Sj := χ(2
−jD) =
∑
k≤j−1
∆k . (A.1)
Note that Sj is a convolution operator. More precisely, after defining
K0 := F−1χ and Kj(x) := F−1[χ(2−j ·)](x) = 2jdK0(2jx) ,
for all j ∈ N and all tempered distributions u ∈ S ′ we have that Sju = Kj ∗ u. Thus the L1 norm of Kj
is independent of j ≥ 0, hence Sj maps continuously Lp into itself, for any 1 ≤ p ≤ +∞.
The following classical property holds true: for any u ∈ S ′, then one has the equality u =∑j ∆ju in
the sense of S ′. Let us also recall the so-called Bernstein inequalities.
Lemma A.1 Let 0 < r < R. A constant C exists so that, for any non-negative integer k, any couple
(p, q) in [1,+∞]2, with p ≤ q, and any function u ∈ Lp, we have, for all λ > 0,
Supp û ⊂ B(0, λR) =⇒ ‖∇ku‖Lq ≤ Ck+1 λk+d(
1
p−
1
q ) ‖u‖Lp ;
Supp û ⊂ {ξ ∈ Rd : λr ≤ |ξ| ≤ λR} =⇒ C−k−1 λk‖u‖Lp ≤ ‖∇ku‖Lp ≤ Ck+1 λk‖u‖Lp .
By use of Littlewood-Paley decomposition, we can define the class of Besov spaces.
Definition A.2 Let s ∈ R and 1 ≤ p, r ≤ +∞. The non-homogeneous Besov space Bsp,r is defined as
the subset of tempered distributions u for which
‖u‖Bsp,r :=
∥∥∥(2js ‖∆ju‖Lp)j≥−1∥∥∥ℓr < +∞ .
Besov spaces are interpolation spaces between Sobolev spaces. In fact, for any k ∈ N and p ∈ [1,+∞]
we have the chain of continuous embeddings Bkp,1 →֒ W k,p →֒ Bkp,∞, which, when 1 < p < +∞, can be
refined to
Bkp,min(p,2) →֒ W k,p →֒ Bkp,max(p,2) .
3We agree that f(D) stands for the pseudo-differential operator u 7→ F−1[f(ξ) û(ξ)].
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In particular, for all s ∈ R we deduce that Bs2,2 ≡ Hs, with equivalence of norms:
‖f‖Hs ∼
∑
j≥−1
22js ‖∆jf‖2L2
1/2 . (A.2)
As an immediate consequence of the first Bernstein inequality, one gets the following embedding result,
which generalises Sobolev embeddings.
Proposition A.3 The space Bs1p1,r1 is continuously embedded in the space B
s2
p2,r2 for all indices satisfying
p1 ≤ p2 and either s2 < s1 − d
(
1/p1 − 1/p2
)
, or s2 = s1 − d
(
1/p1 − 1/p2
)
and r1 ≤ r2.
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