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Abstract
In this paper we prove a convexity property of the relative entropy along entropic interpo-
lations (solutions of the Schro¨dinger problem), and a regularity property of the entropic cost
along the heat flow. Then we derive a dimensional EVI inequality and a contraction property
for the entropic cost along the heat flow. As a consequence, we recover the equivalent results in
the Wasserstein space, proved by Erbar, Kuwada and Sturm
Re´sume´ Dans cet article nous de´montrons une proprie´te´ de convexite´ de l’entropie relative le
long des interpolations entropiques (solutions du proble`me de Schro¨dinger), et une proprie´te´
de re´gularite´ du couˆt entropique le long du flot de la chaleur. Ensuite, nous en de´duisons une
ine´galite´ EVI dimensionnelle et une proprie´te´ de contraction pour le couˆt entropique le long du
flot de la chaleur. En conse´quence, nous retrouvons les re´sultats e´quivalents dans l’espace de
Wasserstein, de´montre´s par Erbar, Kuwada et Sturm.
Key words: Schro¨dinger problem, Entropic interpolation, Wasserstein distance, Displacement
convexity.
1 Introduction
Convexity of the entropy along evolutionary equations is a powerful tool to prove regularity
properties, asymptotic behavior, etc. We extend and compare some main and fruitful results
around convexity of the entropy in the Wasserstein space, to the context of the Schro¨dinger
problem.
For simplicity, results are presented in Rn associated with the Lebesgue measure L. Gener-
alization can be stated in the context of a n-dimensional Riemannian manifold (Mn, g).
We consider the relative entropy functional, loosely defined for any couple of positive mea-
sures µ, ν on Rn as
H(µ|ν) =
∫
log
(
dµ
dν
)
dµ,
whenever the integral is meaningful.
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Context of the Wasserstein space
The quadratic Monge-Kantorovich distance between two probability measures µ0, µ1 ∈ P2(R
n) =
{µ ∈ P(Rn) :
∫
|x|2dµ <∞}, is defined as
W 22 (µ0, µ1) := infpi
{∫
Rn×Rn
|x− y|2pi(dxdy)
}
,
where the infimum is running over all the couplings pi of µ0 and µ1, namely, all the probability
measures pi ∈ P(Rn × Rn) with marginals µ0 and µ1, that is for any bounded measurable
functions ϕ and ψ on Rn,
∫
[ϕ(x) + ψ(y)]pi(dxdy) =
∫
ϕdµ0 +
∫
ψ dµ1.
The space (P2(R
n),W2) is geodesic. This means that for any couple µ0, µ1 ∈ P2(R
n) there
is a path (µMCs )s∈[0,1] in P2(R
n) such that,
W2(µ
MC
s , µ
MC
t ) = |t− s|W2(µ0, µ1) ∀ s, t ∈ [0, 1].
• The first result in this context is the convexity of the entropy along geodesics, i.e. if
(µMCs )s∈[0,1] is a geodesic in P2(R
n), then the map
[0, 1] ∋ s 7→ H(µMCs |L)
is convex. The entropy is then displacement convex in the sense introduced by McCann
in [McC97]. This was a breakthrough, a starting point of the Lott-Sturm-Villani theory, who
defined the (positive) curvature in a metric measure space (mms space), see [LV09, Stu06]. This
is usually noted the CD(0,∞) condition.
• Taking into account the dimension, the main progress is proposed by Erbar-Kuwada-Sturm
in [EKS15] who proved the stronger result, under the same assumption, that the map
[0, 1] ∋ s 7→ N(µMCs ) := exp
(
−
1
n
H(µMCs |L)
)
,
is concave. This condition can be used to define the CD(0, n) condition in a mms space. This
result has two main applications.
→ First a dimensional evolution variational inequality (EVI) for the quadratic Monge-
Kantorovich distance, that writes for all t ≥ 0 as,
d
dt
+
W 22 (TtuL, vL) ≤ n
(
1− e−
1
n
[H(v|L)−H(Ttu|L)]
)
, (1)
for any u, v ∈ P2(R
n) where (Tt)t≥0 is the heat semi-group in R
n. This inequality is actually
equivalent to say that the heat flow is the gradient flow associated to the entropy functional
[AGS08].
→ Then, it provides a proof of the dimensional contraction with respect to the W2 distance,
for any u, v ∈ P2(R
n) and any τ > 0,
W 22 (TτuL, TτvL) ≤W
2
2 (u, v)− 4n
∫ τ
0
sinh2
(
H(Ttu|L)−H(Ttv|L)
2n
)
dt, (2)
result proved in [BGG16, BGGK16].
2
Context of the Schro¨dinger problem
It will be properly defined in Section 2. Roughly speaking, the entropic cost associated to the
Schro¨dinger problem, is, up to a constant term, the minimization problem,
A(µ0, µ1) = inf{H(P |R) ; P ∈ P(Ω) s.t. P0 = µ0 and P1 = µ1} ∈ (−∞,∞], (3)
for a fixed reference measure R ∈ M+(C([0, 1],R
n)), that we can consider to be the Brownian
motion on Rn with reversing measure the Lebesgue measure, and marginals µ0, µ1 in some
restriction of the set P2, that will be defined later at Section 2. If we denote Pˆ ∈ P(Ω) the
minimizer of (3), the entropic interpolation is defined as its marginal flow, i.e.
µt := Pˆt = (Xt)#Pˆ ∈ P (R
n), for any 0 ≤ t ≤ 1.
• The first result on the subject is due to Le´onard [Le´o17] who proved that for any entropic
interpolation (µs)s∈[0,1], the map
[0, 1] ∋ s 7→ H(µs|L),
is convex, where L denotes the Lebesgue measure on Rn.
One particular entropic geodesic is the map µs = Tsf , s ∈ [0, 1], where f is a smooth
probability density. This is one of the starting point of the Bakry-E´mery-Ledoux theory to
prove regularity, asymptotic behaviour etc. of diffusion Markov generators (see [BGL14]).
In this context, adding the dimension, again it is more convenient to look at the exponential
entropy. In 1985, Costa [Cos85] proved that the map
R
+ ∋ s 7→ N(Tsf) = exp
(
−
2
n
H(Tsf |L)
)
(4)
is concave. This is an important result in information theory, and it is also useful to prove some
functional inequalities, for instance the dimensional log-Sobolev inequality as it is reported
in [ABC+00, Ch. 10].
All these results have their counterparts in the more general case of Ricci curvature bounded
from below by some κ ∈ R. We refer to references such as [Con17] for general cases, Riemannian
manifolds or mms spaces.
The aim of the paper is to complete the picture concerning convexity and regularity for the
Schro¨dinger problem. First we prove a Costa type result for the entropic interpolation, that is
for any entropic interpolation (µs)s∈[0,1], the map
[0, 1] ∋ s 7→ exp
(
−
1
n
H(µs|L)
)
,
is concave, cf. Theorem 6. Note the absence of the factor 2 with respect to (4). The relation
between these two expressions will be done at Remark 7. Secondly, we prove that for any u and
v, probability densities in some space that will be specified later, the map
R
+ ∋ t 7→ A(TtuL, v L),
is differentiable and,
d
dt
∣∣∣
t=0
A(TtuL, vL) = −
1
2
d
ds
∣∣∣
s=1
H(µs|L),
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where (µs)s∈[0,1] is the entropic interpolation between u and v, cf. Theorem 9.
From these two results, one can deduce an EVI inequality for the entropic cost (Corollary 11)
d
dt
A(f L, TtgL) ≤
n
2
(
1− e−
1
n
[H(f |L)−H(Ttg|L)]
)
,
for any t > 0 and a dimensional contraction inequality (Corollary 13) of the entropic cost along
the heat flow,
A(TτuL, TτvL)−A(uL, v L) ≤ −n
∫ τ
0
sinh2
(
H(Ttu|L)−H(Ttv|L)
2n
)
dt.
In conclusion, this approach provides an easy and rigorous proof of the analogous results
for the Wasserstein distance. In fact, if we introduce a parameter ε > 0 in the entropic cost as
follows,
Aε(µ0, µ1) = inf{εH(P |R
ε); P ∈ P(Ω) s.t. P0 = µ0 and P1 = µ1} −
ε
2
[H(µ0|m) +H(µ1|m)]
where Rε is the reference path measure associated with the generator Lε = ε∆/2. As proved
in [Le´o12, Mik04] we have the convergence property,
lim
ε→0
Aε(µ0, µ1) =
W 22 (µ0, µ1)
2
.
Thanks to this result, it is an immediate consequence to derive (1) and (2) as limits respectively
of EVI and the contraction for the ε-entropic cost.
The paper is organized as follows. In the next section, we give in full details the setting of
the Schro¨dinger problem. In Section 3 we present and prove our main results. First, in The-
orem 6 we prove concavity of the exponential entropy along entropic interpolations. Then, in
Theorem 9 we prove the regularity property of the entropic cost. We derive from these two re-
sults the EVI inequality for the entropic cost (Corollary 11), the dimensional contraction along
the heat flow (Corollary 13) and an integral form of EVI (Proposition 15). Finally, we de-
duce contraction in Wasserstein distance (Remark 14) and the classical EVI for the Wasserstein
distance (Corollary 16).
2 Setting
In this section we fix notations and recall some definition and property of the main objects of
our framework.
First we extend the definition of relative entropy to measures that are not necessary finite. Let
r ∈ M+(Y ) be σ-finite. Then, it exists at least a measurable non negative function W such
that zW =
∫
e−Wdr < ∞. By defining the probability measure drW = e−W dr/zW , we can
write, H(p|r) = H(p|rW ) −
∫
Wdp − log zW . And it is well defined for any p ∈ P(Y ) such
that
∫
Wdp < ∞. Therefore the relative entropy of a probability measure p ∈ P(Y ) such that∫
Wdp <∞, with respect to a positive σ-measure r ∈ M+(Y ) is defined by,
(−∞,∞] ∋ H(p|r) =


∫
log
dp
dr
dp if p≪ r
+∞ otherwise.
(5)
4
For more details about relative entropy, conditional expectation and disintegration for un-
bounded measures, see [Le´o14a].
A reference path measure R ∈ M+(Ω), is a positive measure on the set Ω = C([0, 1], Y ). We
fix the state space Y = Rn, equipped with its Borel σ-field, and the path space Ω, with the
canonical σ-field σ(Xt; 0 ≤ t ≤ 1) generated by the canonical process for all t ∈ [0, 1],
Xt(ω) := ωt ∈ R
n, ω = (ωs)0≤s≤1 ∈ Ω.
Moreover, for any measure Q ∈ M+(Ω) and any t ∈ [0, 1], we denote
Qt(·) := Q(Xt ∈ ·) = (Xt)#Q ∈ M+(R
n).
The reversing and Lebesgue measure coincide, hence without ambiguity by abuse of notation
we will not distinguish between density functions and the measures.
The reference path measure
In the sequel, as reference path measure, we consider the reversible Brownian motion R on
the state space Y = Rn, with generator L = ∆/2 and initial condition R0(dx) := L the
Lebesgue measure on Rn. Note that it is an unbounded measure since R has the same mass
as R0 (See [Le´o14b]). In particular, we denote (Tt)t≥0 the Markov semigroup associated to the
generator L, which is defined for any bounded measurable function f and any t ≥ 0 and x ∈ Rn
by,
Ttf(x) =
∫
f(y)
e−|x−y|
2/2t
(2pit)n/2
dy. (6)
Reversibility will play a crucial role at different points of our proofs. We recall that it is
equivalent to say that for any couple of functions f, g ∈ C∞c (R
n),
∫
fTtg dx =
∫
gTtf dx.
In other words, let us define the time reversal mappingX∗t := X1−t, 0 ≤ t ≤ 1 and R
∗ = (X∗)#R
the time-reversed of R. Reversibility means that R∗ = R. Moreover it implies that R is L-
stationary, that is, Rt = L, for all 0 ≤ t ≤ 1, and this is equivalent to say that the generator is
symmetric, that is for f, g ∈ C∞c (R
n),
∫
fLg dx =
∫
gLf dx.
It can be easily verified that the carre´ du champ operator, defined for any couple of functions
f, g ∈ C∞c (R
n), by Γ(f, g) = [L(fg)− fLg− gLf ]/2, when it is associated to L = ∆/2, is given
by Γ(f, g) = ∇f · ∇g/2. It satisfies the integration by parts formula,
∫
f∆g dx = −
∫
∇f · ∇g dx = −2
∫
Γ(f, g) dx. (7)
Moreover the iterated carre´ du champ operator Γ2, defined for f ∈ C
∞
c (R
n) by,
Γ2(f) :=
1
2
L(|∇f |2)−∇f · ∇Lf
5
when the generator L = ∆/2, is Γ2(f) = ||Hessf ||
2
2/4 and by the Cauchy-Schwarz inequality, it
yields to,
Γ2(f) ≥
1
4n
(∆f)2 =
1
n
(Lf)2. (8)
Inequality (8) is known under the name of CD(0, n) condition, introduced by Bakry and Emery
in [BE85], see also [BGL14].
Entropic cost A
In order to define the entropic cost, we need to fix, in addition to a reference path measure,
two marginal probability measures on the state space Rn. In particular we assume that the
marginals,
µ0, µ1 ∈ Π :=
{
µ ∈ P (Rn) : H(µ|L) <∞,
∫
|x|2 dµ <∞
}
. (9)
Under this assumption, the entropic cost is defined as
A(µ0, µ1) := inf{H(P |R); P ∈ P(Ω) s.t. P0 = µ0 and P1 = µ1} −
1
2
[H(µ0|L) +H(µ1|L)] (10)
In order to show that the entropic cost is well defined and finite, it is more convenient to use
the equivalent static definition. Let us consider the joint law of the initial and final position of
the reversible Brownian motion R, that is,
R01(dxdy) =
e−|x−y|
2/2
(2pi)n/2
dxdy.
It is shown in [Le´o14b, Prop. 2.3] that the entropic cost can be defined equivalently as,
A(µ0, µ1) = inf{H(pi|R01); pi ∈ P(R
n × Rn) s.t. pi0 = µ0, pi1 = µ1} −
1
2
[H(µ0|L) +H(µ1|L)]
where pi0 := pi(· × R
n), and pi1 := pi(R
n × ·). The assumption on the marginals µ0, µ1 to have
second order moment finite in (9), implies that the relative entropy with respect to R01 is
bounded from below. To see this, it is enough to choose W (x, y) = |x|2 + |y|2 in the definition
of relative entropy (5). Moreover, the assumption of finite relative entropy in (9) together with
the fact that R01(dxdy) ≥ e
−|x|2−|y|2dxdy, makes sure that H(µ0 ⊗ µ1|R01) < ∞, therefore
A(µ0, µ1) is bounded also from above (See [Le´o14b, Lemma 2.a, Prop. 2.5] for more details and
the general case).
However, in order to enunciate rigorously our results we need some more restrictive assumption
on the marginals. In particular, we will assume µ0, µ1 to be smooth and compactly supported
probability measures. As a consequence of this assumption we have that µ0, µ1 ∈ Π. A stronger
result in Theorem 9 is stated under stronger assumptions that will be specified later at (24).
Remark 1 Note that unlike the W 22 , A is not the square of a distance. Though, by the re-
versibility of the reference measure R, A is symmetric, that is, for all suitable µ0, µ1,
A(µ0, µ1) = A(µ1, µ0).
Indeed, since the time reversing mapping X∗ (defined above) is one-to-one, it holds H(P |R) =
H(P ∗|R∗). Moreover, since R is reversible, it implies that, H(P |R) = H(P ∗|R). Thus, if P is
a minimizer in (10), then P ∗ is the minimizer of the same Schro¨dinger problem with switched
marginals.
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We introduce here a fluctuation parameter, that will allow us to link the entropic cost to the
quadratic Wasserstein distance. Let Rε be the law of the reversible Brownian motion with
infinitesimal generator
Lε =
ε
2
∆, for any ε > 0.
Note that it doesn’t change the dynamics, but it corresponds to a simple dilatation in time. We
define the ε-entropic cost as,
Aε(µ0, µ1) = inf{εH(P |R
ε); P ∈ P(Ω) s.t. P0 = µ0, P1 = µ1} −
ε
2
[H(µ0|L) +H(µ0|L)]. (11)
Note the rescaling factor ε in front of the entropy, in order Aε not to explode to infinity in the
limit when ε vanishes. It is shown in [Le´o12] via large deviation arguments, that the ε-entropic
cost is a regular approximation of the square of the quadratic Wasserstein distance, namely,
lim
ε→0
Aε(µ0, µ1) =
W 22 (µ0, µ1)
2
. (12)
We only use the ε-entropic cost Aε to recover the classic results for W2 at Remark 14 and
Corollary 16 at the end of the article.
Entropic interpolations
We assume from now on, that the reference path measure R is associated to the heat semigroup
as introduced at the beginning of this section, and µ0, µ1 ∈ C
∞
c (R
n). Under these assumptions,
by [Le´o14b, Thm. 2.12], a unique minimizer exists, is called entropic bridge and is characterized
by the formula,
Pˆ = f(X0)g(X1)R ∈ P(Ω), (13)
where f, g positive, are the unique solutions of the Schro¨dinger system (cf. [Fo¨l88]),
{
µ0 = fT1g
µ1 = gT1f.
(14)
Here T1 is the heat semigroup (6) at time t = 1, and again by abuse of notation we denote
by µi also the density of the probability measure µi with respect to the Lebesgue measure, for
i = 0, 1.
Remark 2 As proved in [GT17, Thm. 3.1], and in [Tam17] in a non compact setting, the
assumption on the marginal measures to have densities with respect to the Lebesgue measure
in C∞c (R
n), makes sure that the functions f, g solution of (14) are positive and L∞(Rn) hence
C∞c (R
n). Indeed, provided that f, g ∈ L∞(Rn) then Ttf, T1−tg ∈ C
∞(Rn) for any 0 ≤ t ≤ 1.
Thus,
f =
µ0
T1g
∈ C∞c (R
n)
since T1g is smooth and strictly positive and µ0 ∈ C
∞
c (R
n). The same argument is valid for g.
Definition 3 (Entropic interpolation) The R-entropic interpolation between µ0 and µ1 is
defined as the marginal flow of the minimizer (13), that is µt := Pˆt = (Xt)#Pˆ ∈ P (R
n) for
0 ≤ t ≤ 1. In particular, it is characterized by the formula,
dµt = TtfT1−tgL, ∀ 0 ≤ t ≤ 1,
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or equivalently,
dµt = e
ϕt + ψtL, ∀ 0 ≤ t ≤ 1,
where for any t ∈ [0, 1], ϕt := log Ttf and ψt := log T1−tg with f, g solutions of (14) and (Tt)t≥0
the heat semigroup (6). Note that since by hypothesis f, g are C∞c (R
n), then µt is in C
∞(Rn)
for all 0 ≤ t ≤ 1.
The two functions ϕt and ψt satisfy respectively the Hamilton-Jacobi-Bellman equations,


∂tϕt −
∆ϕt
2
−
|∇ϕt|
2
2
= 0, 0 ≤ t ≤ 1,
ϕ0 = log f t = 0


∂tψt +
∆ψt
2
+
|∇ψt|
2
2
= 0, 0 ≤ t ≤ 1,
ψ1 = log g, t = 1.
(15)
In analogy to the Kantorovich potentials, ϕ0 and ψ1 are often referred to as Schro¨dinger poten-
tials. By adding the PDEs for ϕ and ψ in (15), we deduce that the entropic interpolation is a
smooth solution of the transport equation,
{
∂tµt +∇ · (µt∇θt) = 0, ∀ t ∈ (0, 1]
µ0 = µ0, t = 0,
(16)
where ∇θt = ∇(ψt −ϕt)/2. We briefly recall here the definitions of forward, backward, osmotic
and current velocity introduced by Nelson in [Nel67], and how they are related,


vcut := ∇θt =
∇ψt−∇ϕt
2
vost :=
1
2∇ log µt = ∇ψt +∇ϕt


−→v t := ∇ψt =
1
2∇ log µt +∇θt
←−v t := ∇ϕt = −∇θt +
1
2∇ log µt.
Moreover, the definition of P ∗, the time reversal of the minimizer in (10), implies that, µ∗t =
µ1−t = T1−tfTtg, for any 0 ≤ t ≤ 1, and it establishes the following relation between the
backward and the forward velocities respectively associated to µt and its time reversal µ
∗
t ,
←−v t(x) =
−→v ∗1−t(x), 0 ≤ t ≤ 1, x ∈ R
n. (17)
Dual and Benamou-Brenier formulations
Finally, we recall two equivalent formulations of the entropic cost, that will be crucial in the proof
of our main results. First, the dual formulation, in analogy with the Kantorovich formulation
for the Monge problem ([MT06], [GLR17, Section 4]).
Theorem 4 (Dual Kantorovich formulation) For µ0, µ1 ∈ C
∞
c (R
n), then
A(µ0, µ1) = sup
ψ∈Cb(Rn)
{∫
ψ dµ1 −
∫
Q1ψ dµ0
}
+
1
2
[H(µ0|L)−H(µ1|L)]. (18)
Here, Q1ψ := log T1e
ψ, where T1 is the heat semigroup at time t = 1. The supremum is achieved
by the Schro¨dinger potential ψ1 = log g that appears in (15).
Then, the Benamou-Brenier formulation for the entropic cost, in analogy with the one for the
Wasserstein distance proved in [BB00]. In the case of the entropic cost this formulation has
been proved for the Brownian motion in [CGP16] and for a general Kolmogorov semigroup
in [GLR17, Section 5].
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Theorem 5 (Benamou-Brenier formulation) Let R be the Brownian motion on Rn, µ0, µ1 ∈
C∞c (R
n), then
A(µ0, µ1) =
1
2
inf
∫ 1
0
∫
Rn
(
|vt(z)|
2 +
1
4
|∇ log µt(z)|
2
)
µt(z) dzdt,
where the infimum runs over all the couples (µt, vt)0≤t≤1 such that


µt ∈ P (R
n), ∀ 0 ≤ t ≤ 1,
µt=0 = µ0, µt=1 = µ1,
∂tµt +∇ · (µtvt) = 0.
(19)
The infimum is achieved by the couple (µt,∇θt)0≤t≤1 ∈ C
∞(Rn), where (µt)t∈[0,1] is the entropic
interpolation between µ0 and µ1 and (∇θt)t∈[0,1] appears in (16).
3 Main results
The first result in this section is about the concavity of the exponential entropy along the
entropic interpolation. For simplicity we state and prove our results in the Euclidian space
R
n, but it is still true in more general cases, like a smooth complete connected Riemannian
manifold satisfying the CD(0, n) condition, under lighter assumptions on the marginals µ0, µ1.
This result is a generalization of an older result known in information theory as the Costa’s
Theorem [Cos85, CT06], that establishes the concavity of the exponential entropy along the
heat flow.
Theorem 6 (Concavity of exponential entropy) Let R ∈ P(Ω) be the reversible Brownian
motion, µ0, µ1 ∈ C
∞
c (R
n). Let (µs)s∈[0,1] be the entropic interpolation between the probability
measures µ0 and µ1. Then the function,
Ψ : [0, 1] ∋ s 7→ e−H(µs|L)/n
is concave.
Proof
✁ The assumptions on the marginals µ0, µ1 make sure that the function Ψ is smooth for all
0 ≤ s ≤ 1. Thus, to prove the concavity we will show that the second derivative of Ψ is non
positive. In the rest of the proof we use the shortest notation ddsH(µs|L) := h
′(s).
A double differentiation provides,
Ψ′′(s) =
e−H(µs)/n
n
[
1
n
h′(s)2 − h′′(s)
]
.
It remains to prove that
CD(0, n) =⇒
1
n
h′(s)2 − h′′(s) ≤ 0. (20)
By definition of the entropy functional, and the transport equation (16), easy computations
show that the first and second order derivatives of the entropy along the entropic interpolation
write as, (see [Le´o17])
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h′(s) =
∫
∇θs · ∇µs dx (21)
h′′(s) =
∫
[4Γ2(θs) + Γ2(log µs)] dµs. (22)
But the CD(0, n) condition implies (8), therefore,
h′′(s) ≥
1
n
∫
(∆θs)
2dµs
(i)
≥
1
n
(∫
∆θsdµs
)2
(ii)
=
1
n
(∫
∇θs · ∇µs dx
)2
=
1
n
(
h′(s)
)2
where (i) follows from the Jensen’s inequality and (ii) from integration by parts (7). Thus, it
yields (20) and this completes the proof. ✄
Remark 7 Note that formally, if θs = − log µs/2 in (16) (hence in (21) and (22)), then µs
would be the heat flow and we would recover the stronger result obtained by Costa, namely, the
concavity of the function Ψ2. Though, when µs is the McCann interpolation, concavity of Ψ is
the best we can obtain, being equivalent to CD(0, n) as proved in [EKS15]. Our result shows
that it is still true for the entropic approximation of the McCann geodesics, namely the entropic
interpolations.
Remark 8 An analogous result holds when we neglect the dimension and we add a drift to the
generator, i.e. we consider L = (∆−∇V · ∇)/2, with reversing measure dm = e−V L where the
potential V is κ-convex for some non-negative κ.
The next theorem is about a differential property of the entropic cost. The stronger result holds
under some more restrictive hypothesis on the marginal measures. To this aim let us introduce
here the Schwartz space, that is the space of rapidly decreasing functions defined by,
S = {f : Rn → R, s.t. f ∈ C∞ and ‖xαDβf‖∞ <∞,∀α, β ∈ Z
n
+}. (23)
It is well known that S is closed under multiplication and convolution and for any 1 ≤ p ≤ ∞
S ⊂ Lp(Rn).
We consider all the couples of measures that admit a Schro¨dinger decomposition of the type (14),
in which f and g are two positive functions in the Schwartz space (23) such that there exists
some α > 0 such that f, g ≥ cαe
−α|x|2 for some positive constant cα. In other words, we define
the set
ΠS =

(µ0, µ1) : µ0, µ1 ∈ P(Rn) and ∃ f, g s.t.


µ0 = fT1g, µ1 = gT1f ;
f, g ∈ S and f, g > 0;
∃α, cα > 0 s.t. f, g ≥ cαe
−α|x|2 .

 (24)
By the properties of the set (23), it is immediate to see that if (µ0, µ1) ∈ ΠS then µ0, µ1 ∈ Π
defined at (9).
10
Theorem 9 (Regularity of the entropic cost) Let u, v be two probability densities with re-
spect to the Lebesgue measure on Rn, and (Tt)t≥0 denote the heat semigroup.
(a) If u, v are such that uL, vL ∈ ΠS as defined in (24), then the function,
[0,∞) ∋ t 7→ A(uL, TtvL)
is differentiable. In particular, for t = 0 it holds,
d
dt
∣∣∣
t=0
A(u, Ttv) = −
1
2
d
ds
∣∣∣
s=1
H(µs|L) (25)
where (µs)0≤s≤1 is the entropic interpolation between u and v.
(b) If u, v ∈ C∞c (R
n), then,
d
dt
+∣∣∣
t=0
A(u, Ttv) ≤ −
1
2
d
ds
∣∣∣
s=1
H(µs|L).
Where, we used the notation
d
dt
+
f(t) = lim sup
h→0+
f(t+ h)− f(t)
h
to denote the super derivative.
Proof
✁ We start by proving that
lim sup
t→0+
A(u, Ttv)−A(u, v)
t
≤ −
1
2
d
ds
∣∣∣
s=1
H(µs|L).
for u, v ∈ C∞c (R
n). This will prove (b). The same arguments are valid under the assumption
(u, v) ∈ ΠS , thus we will complete the proof of (a), by proving the converse inequality,
lim inf
t→0+
A(u, Ttv)−A(u, v)
t
≥ −
1
2
d
ds
∣∣∣
s=1
H(µs|L). (26)
Let (µs)s∈[0,1] be the entropic interpolation between u and v, with associated vector field ∇θs,
verifying equation (16), that is, ∂sµs + ∇ · (µs∇θs) = 0. According to the Benamou-Brenier
formulation at Theorem 5 the entropic cost between u and v can be written as,
A(u, v) =
1
2
∫ 1
0
∫
Rn
(
|∇θs|
2 +
1
4
|∇ log µs|
2
)
µs dzds. (27)
Following a method already used in [DS08], we define a new path between u and Ttv, for all
fixed t ≥ 0, by
(µts)s∈[0,1] := (Tstµs)s∈[0,1].
Let us compute the derivative with respect to s > 0, in order to see if it satisfies a transport
equation,
∂sµ
t
s = ∂sTstµs
=
t
2
∆µts − Tst∇ · (µs∇θs)
= ∇ ·
(
t
2
∇µts −Tst(µs∇θs)
)
= ∇ ·
[
µts
(
t
2
∇ log µts −
1
µts
Tst(µs∇θs)
)]
11
where (Tt)t≥0 is, roughly speaking, the heat semigroup acting on R
n-valued functions as a
standard heat semigroup on each coordinate,
Tt


f1
...
fn

 =


Ttf1
...
Ttfn


and the associated generator is ∆/2, acting on Rn-valued functions in similar way,
∆/2


f1
...
fn

 =


∆/2f1
...
∆/2fn


Therefore (µts)s∈[0,1] satisfies the transport equation ∂sµ
t
s +∇ · (µ
t
sv
t
s) = 0, with the vector field
vts = −
t
2
∇ log µts +
Tst(µs∇θs)
µts
. (28)
Moreover, µt0 = u and µ
t
1 = Ttv for all t ≥ 0, and of course, for any s > 0, (µ
t
s)t≥0 is a probability
on Rn. Then the three conditions in (19) are satisfied, and, by the Benamou-Brenier formulation
(Theorem 5), we can write,
A(u , Ttv) ≤
∫ 1
0
∫ (
|vts|
2
2
µts +
1
8
|∇ log µts|
2µts
)
dxds. (29)
Taking the difference between (29) and (27),
A(u, Ttv)−A(u, v) ≤
∫ 1
0
∫ (
|vts|
2
2
µts +
1
8
|∇ log µts|
2µts
)
dxds
−
∫ 1
0
∫ (
|vs|
2
2
µs +
1
8
|∇ log µs|
2µs
)
dxds. (30)
Here we denoted vs = v
0
s = ∇θs, by definition (28). And recall that the couple (µs,∇θs) is
optimal in Theorem 5 when µ0 = u and µ1 = v. Dividing (30) by t > 0 and taking the superior
limit for t→ 0+, we obtain
lim sup
t→0+
A(u, Ttv)−A(u, v)
t
≤
d
dt
∣∣∣
t=0
[∫ 1
0
∫
|vts|
2
2
µts dxds
+
1
8
∫ 1
0
∫
|∇ log µts|
2µtsdxds
]
.
Note that on the right hand side, the superior limit is actually a limit since µ0, µ1 ∈ C
∞
c (R
n).
Indeed, all the three terms are differentiable. From Lemma 10 below we can conclude that,
lim sup
t→0+
A(u, Ttv)−A(u, v)
t
≤ −
1
2
d
ds
∣∣∣
s=1
H(µs|L).
This concludes the proof of (b). These arguments are valid also for (u, v) ∈ ΠS , hence to conclude
the proof of (a) let us show (26). Note that since (u, v) ∈ ΠS then u, Ttv ∈ Π, therefore the
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entropic cost A(u, Ttv) is still finite. We will use here the Kantorovich dual formulation (18) for
the forward entropic cost. Indeed,
A(u, Ttv)−A(u, v) ≥
∫
ξTtv dx−
∫
Q1ξu dx−
∫
ψv dx+
∫
Q1ψudx+
1
2
[H(v|L)−H(Ttv|L)]
where ξ ∈ Cb(R
n) is any bounded continuous function and ψ is optimal in (18) when µ0 = u
and µ1 = v. By choosing ξ = ψ, we get
A(u, Ttv)−A(u, v) ≥
∫
ψ(Ttv − v) dx+
1
2
[H(v|L) −H(Ttv|L)] (31)
Note that since g is in the Schwartz space, ψ = log g is smooth but not bounded. Hence we
are not actually allowed to take ξ = ψ but we should approximate ψ by a sequence of bounded
and continuous functions by standard arguments. For the sake of simplicity we avoid here the
technical details and use the inexact shortcut ξ = ψ. Note also that the right hand side of (31)
is bounded from below thanks to the third hypothesis on the functions f, g in the definition of
ΠS , namely up to (bounded) constant factors,,∫
ψ(Ttv − v)dx ≥ −
∫
|x|2(Ttv − v)dx ≥ −∞.
The same is false in the case f, g ∈ C∞c (R
n) for which
∫
ψTtvdx = −∞.
On the other hand, by symmetry
A(u, Ttv)−A(u, v) = A(Ttv, u) −A(v, u). (32)
Again, by duality (18),
A(Ttv, u)−A(v, u) ≥
∫
ξu dx−
∫
Q1ξTtv dx−
∫
ψ∗u dx+
∫
Q1ψ
∗Ttv dx−
1
2
[H(v|L)−H(Ttv|L)].
Here, as before, we choose ξ = ψ∗, where ψ∗ is optimal in (18) in the reverse case, when µ0 = v
and µ1 = u. In this case we get,
A(Ttv, u) −A(v, u) ≥ −
∫
Q1ψ
∗(Ttv − v) dx −
1
2
[H(v|L)−H(Ttv|L)] (33)
Take the half-sum of (31) and (33) and recall relation (32),
A(u, Ttv)−A(u, v) ≥
1
2
(∫
ψ(Ttv − v) dx−
∫
Q1ψ
∗(Ttv − v) dx
)
.
We divide both sides by t and take the inferior limit for t → 0+. By the assumptions on
the marginals µ0, µ1, the lim inf on the right hand side is actually a limit. By definition of
the infinitesimal generator (that we recall being for any measurable bounded function f as
Lf := limt→0(Ttf − f)/t we obtain,
lim inf
t→0+
A(u, Ttv)−A(u, v)
t
≥
1
2
∫
ψLv dx−
1
2
∫
Q1ψ
∗Lv dx
and after integration by parts (7), it yields to
lim inf
t→0+
A(u, Ttv)−A(u, v)
t
≥ −
1
2
∫ (
∇ψ −∇Q1ψ
∗
2
)
· ∇v dx. (34)
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Note that since ψ∗ is optimal, Q1ψ
∗ coincides with the potential ψ∗t = log T1−tg
∗ = log T1−tf
for t = 0. Therefore ∇Q1ψ
∗ = ∇ψ∗0 =
−→v ∗0 =
←−v 1 = ∇ϕ1, where the middle equality is given by
the relation (17). We can conclude that on the right hand side of (34) we have,
∇θ1 =
∇ψ1 −∇ϕ1
2
and this proves (26).
We have proven that the inferior and supremum limits are bounded from above and below by
the same quantity, and it proves (25). Moreover by the semigroup property, the differential
property can be extended to any t ≥ 0. ✄
Lemma 10
d
dt
∣∣∣
t=0
∫ 1
0
∫ (
|vts|
2
2
+
1
8
|∇ log µts|
2
)
µts dxds = −
1
2
d
ds
∣∣∣
s=1
H(µs|L).
Proof
✁ We denote for simplicity,
(i) =
d
dt
∣∣∣
t=0
∫ 1
0
∫
|vts|
2
2
µts dxds,
(ii) =
d
dt
∣∣∣
t=0
∫ 1
0
∫ (
1
8
|∇ log µts|
2
)
µts dxds.
Let us compute separately, these two derivatives,
(i) =
∫ 1
0
∫
vts
d
dt
vtsµ
t
s +
|vts|
2
2
d
dt
µts dxds
∣∣∣∣
t=0
=
∫ 1
0
∫
vts ·
[
−
1
2
∇ log µts −
t
2
∇
(
s∆µts
2µts
)
+
1
(µts)
2
(
s
∆
2
Tst(µs∇θs)µ
t
s
−
s
2
Tst(µs∇θs)∆µ
t
s
)]
µts +
|vts|
2
4
s∆µts dxds
∣∣∣∣
t=0
=
∫ 1
0
∫
∇θs ·
[
−
1
2
∇ log µs +
1
(µs)2
(
s
∆
2
(µs∇θs)µs −
s
2
µs∇θs∆µs
)]
µs +
+
|∇θs|
2
4
s∆µs dxds
=
1
2
∫ 1
0
∫
−∇θs · ∇µs + s∇θs ·∆(µs∇θs)− s
|∇θs|
2
2
∆µs dxds
=
1
2
∫ 1
0
∫
−∇θs · ∇µs + s
[
∇∆θs · ∇θsµs −
1
2
∆(|∇θs|
2)µs
]
dxds
(21)
=
∫ 1
0
[
−
1
2
d
ds
H(µs|L)− 2s
∫
Γ2(θs)µsdx
]
ds.
On the other hand,
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(ii) =
1
8
∫ 1
0
∫
2∇ log µts · ∇
(
s∆µts
2µts
)
µts +
1
2
|∇ log µts|
2s∆µts dxds
∣∣∣∣
t=0
=
1
8
∫ 1
0
∫
s∇ log µs · ∇
(
∆µs
µs
)
µs +
1
2
|∇ log µs|
2s∆µs dxds
=
1
8
∫ 1
0
∫
s(∇ log µs · ∇(∆ log µs + |∇ log µs|
2) +
1
2
∆|∇ log µs|
2)µs dxds
=
1
8
∫ 1
0
∫
s∇ log µs · ∇∆ log µsµs −
1
2
s∆|∇ log µs|
2µs dxds
= −
1
2
∫ 1
0
∫
sΓ2(log µs)µs dxds
Taking the sum of (i) and (ii),
(i) + (ii) =
∫ 1
0
[
−
1
2
d
ds
H(µs|L)− 2s
∫
Γ2(ψs)µs +
1
2
Γ2(log µs)dx
]
ds
(22)
=
∫ 1
0
−
1
2
d
ds
H(µs|L)−
s
2
d2
ds2
H(µs|L)ds
= −
1
2
∫ 1
0
d
ds
(
s
d
ds
H(µs|L)
)
ds
= −
1
2
d
ds
∣∣∣
s=1
H(µs|L).
✄
The next theorem is an immediate consequence of Theorem 6 and Theorem 9. It establishes
the Evolution Variational Inequality for the entropic cost, under the CD(0, n) condition.
Corollary 11 (EVI for entropic cost) Under the same hypothesis of Theorem 9 (a),
d
dt
+
A(uL, Ttv L) ≤
n
2
(
1− e−
1
n
[H(u|L)−H(Ttv|L)]
)
(35)
for any t ≥ 0. If u, v satisfy the hypothesis of Theorem 9 (b), then the standard derivative on
the left hand side is replaced by the super derivative.
Proof
✁ Without loss of generality, by the semigroup property, it is enough to prove (35) for t = 0,
i.e.
d
dt
∣∣∣
t=0
A(uL, Ttv L) ≤
n
2
(
1− e−
1
n
[H(u|L)−H(v|L)]
)
.
By Theorem 6, the concavity of the function Ψ implies that
Ψ′(1) ≤ Ψ(1)−Ψ(0).
Taking into account the definition of Ψ, it is equivalent to say
e−H(v|L)/n
(
−
1
n
d
ds
∣∣∣
s=1
H(µs|L)
)
≤ e−H(v|L)/n − e−H(u|L)/n
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that after rearranging the terms gives,
−
d
ds
∣∣∣
s=1
H(µs|L) ≤ n
(
1− e−
1
n
[H(u|L)−H(v|L)]
)
. (36)
We conclude by applying (36) to (25), to obtain the claimed result,
d
dt
∣∣∣
t=0
A(uL, Ttv L) ≤
n
2
(
1− e−
1
n
[H(u|L)−H(v|L)]
)
.
✄
Remark 12 We show later at Corollary 16 that the EVI inequality for the entropic cost provides
an immediate and alternative proof of the EVI inequality for the Wasserstein distance under the
CD(0, n) condition.
The evolution variational inequality has some nice consequence. The first one stated in the first
Corollary below, is the contraction of the entropic cost along the heat flow. It is an improvement
of ([GLR17, Thm. 6.6 (b)]) where dimensional contraction with respect to two different time
variables t, s ≥ 0 is shown.
Corollary 13 (Contraction) Under the same hypothesis of Theorem 9 (a), it holds for any
t > 0,
A(Tτu, Tτv) ≤ A(u, v)− n
∫ τ
0
sinh2
(
H(Ttu|L)−H(Ttv|L)
2n
)
dt. (37)
Proof
✁ To derive contraction from EVI, we follow a standard strategy already used to deduce
contraction in Wasserstein distance, see [AGS08].
Inequality (35) is true for any probability density u, thus it is true in particular for Tsu for some
fixed s ≥ 0,
d
dt
A(Tsu, Ttv) ≤
n
2
(
1− e−
1
n
[H(Tsu|L)−H(Ttv|L)]
)
. (38)
We mentioned in Remark 1 (ii), that the entropic cost is symmetric with respect to the initial
and final measures, thus,
d
dt
A(Ttv, u) ≤
n
2
(
1− e−
1
n
[H(u|L)−H(Ttv|L)]
)
and if we switch u and v, it yields to
d
dt
A(Ttu, v) ≤
n
2
(
1− e−
1
n
[H(v|L)−H(Ttu|L)]
)
.
Since v is also arbitrary, we can replace it by Tsv for some s ≥ 0 fixed,
d
dt
A(Ttu, Tsv) ≤
n
2
(
1− e−
1
n
[H(Tsv|L)−H(Ttu|L)]
)
. (39)
We take the sum of (38) and (39),
d
dt
A(Tsu, Ttv) +
d
dt
A(Ttu, Tsv) ≤
n
2
(
2− e−
1
n
[H(Tsu|L)−H(Ttv|L)] − e−
1
n
[H(Tsv|L)−H(Ttu|L)]
)
.
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We take s = t and integrate in t between 0 and τ , for some τ > 0,
A(Tτu, Tτv)−A(u, v) ≤
n
2
∫ τ
0
2−
(
e−
1
n
[H(Ttu|L)−H(Ttv|L)]+ e
1
n
[H(Ttu|L)−H(Ttv|L)]
)
dt
= n
∫ τ
0
1− cosh
(
H(Ttu|L)−H(Ttv|L)
n
)
dt.
Moreover, by recalling that sinh2 x = (cosh(2x)−1)/2, we can rewrite the contraction inequality
as,
A(Tτu, Tτv)−A(u, v) ≤ −2n
∫ τ
0
sinh2
(
H(Ttu|L)−H(Ttv|L)
2n
)
dt.
✄
Remark 14 Contraction for the entropic cost, implies the analogue dimensional contraction
for the quadratic Wasserstein distance along the heat flow [BGG16, BGGK16].
W 22 (Tτu, Tτv) ≤W
2
2 (u, v) − 4n
∫ τ
0
sinh2
(
H(Ttu|L)−H(Ttv|L)
2n
)
dt. (40)
It can be seen, by considering (37) for the ε-entropic cost Aε defined in (11), take the limit for
ε→ 0 and recall the convergence property (12).
Finally, we show an integral and equivalent form of (11). Through the integral form we will be
able in Corollary 16 to deduce the classical EVI for the Wasserstein distance.
Proposition 15 Under the same assumption as in Theorem 9, the following statements are
equivalent:
(i) For any u, v ∈ ΠS , and any t ≥ 0,
d
dt
A(u, Ttv) ≤
n
2
(
1− e−
1
n
[H(u|L)−H(Ttv|L)]
)
; (41)
(ii) For any u, v ∈ ΠS ,
d
dt
∣∣∣
t=0
A(u, Ttv) ≤
n
2
(
1− e−
1
n
[H(u|L)−H(v|L)]
)
;
(iii) For any u, v ∈ ΠS , and any t ≥ 0,
A(u, Ttv)−A(u, v) ≤
n
2
t
(
1− e−
1
n
[H(u|L)−H(Ttv|L)]
)
. (42)
Proof
✁ (i)⇒ (iii) We integrate (41) with respect to 0 ≤ t ≤ τ , for any fixed τ > 0. Thus,
A(u, Tτv)−A(u, v) ≤
n
2
∫ τ
0
1− e−
1
n
[H(u|L)−H(Ttv|L)]dt
≤
n
2
(
1− e−
1
n
[H(u|L)−H(Tτv|L)]
)∫ τ
0
dt
=
n
2
τ
(
1− e−
1
n
[H(u|L)−H(Tτv|L)]
)
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where the second inequality is given by the fact that the entropy is decreasing along the heat
flow.
(iii)⇒ (ii) We divide by t both sides of (42), and take the limit for t→ 0+. The limit exists on
the left hand side by Theorem 9, and on the right hand side by continuity. Therefore we obtain,
d
dt
∣∣∣
t=0
A(uL, Ttv L) ≤
n
2
(
1− e−
1
n
[H(u|L)−H(v|L)]
)
.
(ii)⇒ (i) It is true by the semigrop property. ✄
Corollary 16 (EVI for the Wasserstein distance) Under the same assumption of Theo-
rem 9, EVI for the Wasserstein distance holds for any t ≥ 0,
d+
dt
W 22 (u, Ttv) ≤ n(1− e
− 1
n
[H(u|L)−H(Ttv|L)]). (43)
Proof
✁ Let us consider (41) for the ε-entropic cost (11). As we just showed, it implies the integral
form (42) for the ε-entropic cost,
Aε(u, Ttv)−A
ε(u, v) ≤
n
2
t
(
1− e−
1
n
[H(u|L)−H(Ttv|L)]
)
.
Taking the limit for ε→ 0, and recalling (12) we obtain, for any t > 0,
W 22 (u, Ttv)−W
2
2 (u, v) ≤ nt
(
1− e−
1
n
[H(u|L)−H(Ttv|L)]
)
.
Finally, divide by t both sides and take the lim sup for t→ 0+, to get
d
dt
+
W 22 (u, Ttv)
∣∣∣∣
t=0
≤ n
(
1− e−
1
n
[H(u|L)−H(v|L)]
)
.
Again, by the semigroup property, it implies (43) for any t ≥ 0+. Remark that at the limit
ε→ 0 the differential property at Theorem 9 is no more satisfied, hence we cannot have better
than the sup-derivative of the Wasserstein distance. ✄
Remark 17 The absence of the factor 1/2 on the left hand side in (43) and (40), is due to
the fact that we have chosen the heat semigroup associated to L = ∆/2, that is a more natural
choise in the framework of the Schro¨dinger problem. It is straighforward to see that they are
equivalent to their analogues in [EKS15, BGG16] and [BGGK16], where L = ∆.
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