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A STOCHASTIC ANALOG OF AUBRY-MATHER
THEORY
DIOGO AGUIAR GOMES
Abstract. In this paper we discuss a stochastic analog of Aubry-
Mather theory in which a deterministic control problem is re-
placed by a controlled diffusion. We prove the existence of a min-
imizing measure (Mather measure) and discuss its main proper-
ties using viscosity solutions of Hamilton-Jacobi equations. Then
we prove regularity estimates on viscosity solutions of Hamilton-
Jacobi equation using the Mather measure. Finally we apply these
results to prove asymptotic estimates on the trajectories of con-
trolled diffusions and study the convergence of Mather measures
as the rate of diffusion vanishes.
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1. Introduction
The objective of this paper is to understand a stochastic analog of
Aubry-Mather theory. The original problem [Mat91] consists in deter-
mining a probability measure µ in Tn × Rn (Tn is the n-dimensional
torus) that minimizes the average action∫
L(x, v)dµ(1)
1
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for a given Lagrangian L with the constraint that µ is invariant under
the flow generated by the Euler-Lagrange equations associated with L.
This problem is equivalent [Mat01] to the relaxed problem of minimiz-
ing (1) with the constraint ∫
vDxφdµ = 0
for any φ(x). In the case of controlled diffusions, we replace this con-
straint by ∫
Avφdµ = 0,
for all φ smooth and periodic, in which Av is the infinitesimal generator
of the controlled diffusion.
We proceed as follows: in section 2 we construct a relaxed minimiza-
tion problem on a space of measures. Then, in section 3, we identify
its dual by means of Fenchel-Rockafellar duality theorem [Roc66]. This
dual problem turns out to involve Hamilton-Jacobi equations which are
studied in section 4. We prove equivalence between the strong and weak
problems (section 5), and characterize the minimizing measures using
viscosity solutions of Hamilton-Jacobi equations (section 6). The we
discuss several applications: regularity of Hamilton-Jacobi equations
(section 7), logarithmic transform, connection with eigenvalue prob-
lems (section 8) asymptotics for controlled diffusions (section 9) and
convergence of the stochastic Mather measure as the diffusion coeffi-
cient vanishes (section 10).
The original Mather problem, as well as its stochastic version are con-
vex linear programming problem over a space of Radon measures. Re-
lated control problems have been studied by duality [VL78a], [VL78b],
[LV80], [FV89], [FV88] and [Fle89], in which Fenchel-Rockafellar du-
ality theorem [Roc66] is used to analyze optimal control problems. In
this paper we apply similar techniques to understand Aubry-Mather
theory and its stochastic analogs.
Several authors have studied the relation between viscosity solutions
of Hamilton-Jacobi equations and Mather measures [Fat97a], [Fat97b],
[Fat98a], [Fat98b], [E99], [EG99], [Gom00a] and [Gom00b]. The results
by A. Fathi [Fat97a], [Fat97b], [Fat98a], [Fat98b], and W. E [E99]
make clear the connection between viscosity solutions and Hamiltonian
dynamics. The main idea is that if u(x, P ) is a viscosity solution of
H(P +Dxu, x) = H(2)
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(here H is the Legendre transform of L) then there exists an invariant
set I contained on the graph
{(x, P +Dxu(x, P ))}.
Furthermore, I is a subset of a Lipschitz graph, i.e., Dxu(x, P ) is a
Lipschitz function on π(I), where π(x, p) = x. If H is differentiable
at P , then any solution (x(t), p(t)) of (1) with initial conditions on I
satisfies
lim
t→∞
|x(t) +DPHt|
t
= 0.(3)
In [Gom00a] and [Gom00b] this problem is studied with detail and
more precise asymptotic results are presented. We also prove regularity
results for viscosity solution of (2) - in particular uniform continuity in
P . In [EG99] Mather measures are used to prove regularity for solutions
of Hamilton-Jacobi equations. The main results are L2 type estimates
in the difference quotients of Dxu. The objective of this paper is to
generalize these results to the stochastic case.
2. Stochastic Mather measures
In this section we define a stochastic analog of the Mather’s min-
imal measure problem [Mat89], [Mat91], [Mn92], [Mn96]. To do so
we consider an ergodic diffusion control problem and study an asso-
ciated relaxed minimization problem on a space of measures. In the
next section, we identify its dual by means of Fenchel-Rockafellar du-
ality theorem and show that the dual problem is, in some sense, a
Hamilton-Jacobi equation.
Consider a controlled Markov diffusion [FS93] in Rn
dx = vdt+ σdw,(4)
where v is a progressively measurable control, w a n-dimensional Brow-
nian motion and σ ≥ 0 the diffusion rate (σ = 0 corresponds to the
standard Aubry-Mather theory). The control objective is to minimize
the long-time running cost
lim
T→+∞
1
T
E
∫ T
0
L(x, v)dt,
over all admissible control processes v, this is called the ergodic control
problem (here E denotes the expected value with respect to the un-
derlying probability measure). We assume that the function L(x, v) is
smooth in both variables, Zn periodic in x, coercive and strictly convex
in v. Furthermore, since adding a constant to L does not change the
nature of the problem, we also assume L ≥ 0.
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Let Ω = Tn × Rn, where Tn is the n-dimensional torus, identified,
when convenient, with [0, 1]n or Rn with a periodic structure (in geo-
metric terms, Rn is the universal covering of Tn). A pair (x, v) = z
represents a generic point z ∈ Ω, with x ∈ Tn and v ∈ Rn. Choose a
function γ ≡ γ(|v|) : Ω→ [1,+∞) satisfying
lim
|v|→+∞
L(x, v)
γ(v)
= +∞ lim
|v|→+∞
|v|
γ(v)
= 0.
Let M be the set of weighted Radon measures on Ω, i.e.,
M = {signed measures on Ω with
∫
Ω
γd|µ| <∞}.
Note that M is the dual of the set C0γ(Ω) of continuous functions φ
with
‖φ‖γ = sup
Ω
|
φ
γ
| <∞, lim
|z|→∞
φ(z)
γ(v)
→ 0.
For each bounded control strategy v consider the measure µT defined
by ∫
φdµT =
1
T
E
∫ T
0
φ(x(t), v(t))dt.
As T → +∞ we may extract a weakly convergent subsequence µT ⇀
µ(v). Let
M0 = cl{µ(v) : v bounded control strategy}.
Define
M1 = {µ ∈ M :
∫
Ω
dµ = 1, µ ≥ 0}.
The stochastic analog of Mather’s problem consist in determine a mea-
sure µ that minimizes
inf
µ∈M0∩M1
∫
Ω
Ldµ.(5)
For our purposes, however, it is convenient to consider a relaxed prob-
lem by replacing M0 by a slightly larger set N0 that we define next.
The infinitesimal generator corresponding to the controlled diffusion
(4) is
Avφ =
σ2
2
∆φ+ v · ∇φ.
Proposition 1. Any measure µ(v) in M0 satisfies∫
Avϕdµ = 0,(6)
for all ϕ = ϕ(x), ϕ periodic and C2 (or C1 if σ = 0).
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Proof. Consider the measure defined by∫
Ω
φdµT =
1
T
E
∫ T
0
φ(x(t), v(t))dt.
Assume µT
∗
⇀µ. We claim that∫
Ω
Avϕdµ = 0,
for ϕ(x) C2 and periodic function of x only. To see this recall Dynkin’s
formula:
ϕ(x(T ))− ϕ(x(0)) = E
∫ T
0
Av(t)ϕ(x(t))dt
for any x(t) and v(t) that solve (4). In the case σ = 0 this is just the
fundamental theorem of calculus. Dividing by T and letting T → ∞
we obtain (6). 
Let N0 be the closure of the set of all measures that satisfy (6):
N0 = cl{µ ∈M :
∫
Ω
Avϕdµ = 0, ∀ϕ(x) ∈ C2(Tn)}.
In the case σ = 0, the set N0 is the “measure theoretic” analog of the
set of closed curves on Tn. Indeed, if θ : [0, 1] → Tn is a piecewise
smooth closed curve the we can define a measure µθ by∫
Ω
fdµθ =
∫ 1
0
f(θ(t), θ˙(t))dt.
Clearly µθ is in N0, and since N0 is a linear space, it contains all linear
combinations of measures of this form.
The additional problem that we will consider is
inf
µ∈N0∩M1
∫
Ldµ.(7)
We will prove later on that
inf
µ∈N0∩M1
∫
Ldµ = inf
µ∈M0∩M1
∫
Ldµ.(8)
This identity is a consequence that N0 is the weak-∗ closure of M0.
However, the proof of this depends on (8) holding for a sufficiently
large class of L (see [FV89], [FV88], and [Fle89] for related proofs).
Therefore we will prove (8) directly.
The last issue we discuss in this section is the existence of a measure
that minimizes:
inf
µ∈M0∩M1
∫
Ldµ.
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This measure is the stochastic analog of the Aubry-Mather measure.
A similar proof also shows that there exists a minimizing measure in
N0 ∩M1. In the next section we prove that
inf
µ∈M0∩M1
∫
Ldµ = inf
µ∈N0∩M1
∫
Ldµ.
First we quote a compacity lemma:
Lemma 1 (Man˜e´ [Mn96]). In M0 ∩M1 the set∫
Ldµ < c
is compact with respect to the weak-∗ topology in (C0γ)
′
With the help of this lemma we prove the existence of a minimizing
measure.
Theorem 1. There exists a measure µ ∈M0 ∩M1 such that:∫
Ldµ = inf
µ∈M0∩M1
∫
Ldµ.
Proof. Take any minimizing sequence µn. Since
∫
Ldµ < c, the
previous lemma shows that by extracting a subsequence, if necessary,
µn
∗
⇀µ. Thus, for any fixed k,
lim
n→+∞
∫
min(L, k)dµn →
∫
min(L, k)dµ.
Thus ∫
min(L, k)dµ ≤ inf
µ∈M0∩M1
∫
Ldµ,
for all k. But then by monotone convergence theorem∫
Ldµ ≤ inf
µ∈M0∩M1
∫
Ldµ,
which proves the theorem. 
A similar proof yields:
Theorem 2. There exists a measure µ ∈ N0 ∩M1 such that:∫
Ldµ = inf
µ∈N0∩M1
∫
Ldµ.
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3. Identification of the dual problem
In this section we identify the dual problem of
min
µ∈N0∩M1
∫
Ldµ.
The dual problem involves a Hamilton-Jacobi equation. Further anal-
ysis of this equation is carried out in the remaining sections and yields
important information about the minimizing measure.
First we review some facts about convex duality. Let E be a Banach
space with dual E ′. The pairing between E and E ′ is denoted by
(·, ·). Suppose h : E → (−∞,+∞] is a convex, lower semicontinuous
function. The Legendre-Fenchel transform h∗ : E ′ → [−∞,+∞] of h
is defined by
h∗(y) = sup
x∈E
(−(x, y)− h(x)) ,
for y ∈ E ′. Similarly, for concave, upper semicontinuous functions
g : E → (−∞,+∞] let
g∗(y) = inf
x∈E
(−(x, y)− g(x)) .
Theorem 3 (Rockafellar [Roc66]). Let E be a locally convex Haus-
dorff topological vector space over R with dual E∗. Suppose h : E →
(−∞,+∞] is convex and lower semicontinuous, g : E → [−∞,+∞) is
concave and upper semicontinuous. Then
sup
x
g(x)− f(x) = inf
y
f ∗(y)− g∗(y),(9)
provided that either h or g is continuous at some point where both
functions are finite.
For φ ∈ C0γ(Ω) define
h1(φ) = sup
(x,v)∈Ω
(−φ(x, v)− L(x, v)).
Let C be defined by
C = cl{φ : φ = Avϕ, ϕ(x) ∈ C2(T n)},
here cl denotes the closure in C0γ (if σ = 0 we may take ϕ(x) ∈ C
1(T n)).
If σ = 0, we may think of the elements in C as generalized closed
differential forms; indeed if θ : [0, 1]→ T n is a piecewise smooth closed
curve and φ ∈ C then ∫
φdµθ = 0.
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Define
h2(φ) =
{
0 if φ ∈ C
−∞ otherwise.
In this section we prove that
sup
φ∈C0γ(Ω)
h2(φ)− h1(φ)(10)
is the dual problem of (7).
First we compute the Legendre-Fenchel transforms of h1 and h2 in
order to apply theorem 3 to (10).
Proposition 2. We have
h∗1(µ) =
{∫
Ldµ if µ ∈M1
+∞ otherwise,
and
h∗2(µ) =
{
0 if µ ∈ N0
−∞ otherwise.
Proof. Recall that
h∗1(µ) = sup
φ∈C0γ (Ω)
(
−
∫
φdµ− h1(φ)
)
.
We claim that if µ is non-positive then h∗1(µ) =∞.
Lemma 2. If µ 6≥ 0 then h∗1(µ) = +∞.
Proof. If µ 6≥ 0 we can choose a sequence of positive functions
φn ∈ C0γ(Ω) such that ∫
−φndµ→ +∞.
Thus, since L ≥ 0,
sup
Ω
−φn − L ≤ 0.
Therefore if µ 6≥ 0 then h∗1(µ) = +∞.
Lemma 3. If µ ≥ 0 then
h∗1(µ) ≥
∫
Ldµ+ sup
ψ∈C0γ (Ω)
(∫
ψdµ− supψ
)
.
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Proof. Let Ln be a sequence of functions in C
0
γ(Ω) increasing point-
wise to L. Any function φ in C0γ(Ω) can be written as φ = −Ln − ψ,
for some ψ also in C0γ(Ω). Thus
sup
φ∈C0γ(Ω)
(
−
∫
φdµ− h1(φ)
)
=
= sup
ψ∈C0γ (Ω)
(∫
Lndµ+
∫
ψdµ− sup(Ln + ψ − L)
)
.
Since Ln − L ≤ 0,
sup
Ω
Ln − L ≤ 0,
thus
sup
Ω
(Ln + ψ − L) ≤ sup
Ω
ψ.
Thus
sup
φ∈C0γ (Ω)
(
−
∫
φdµ− h1(φ)
)
≥ sup
ψ∈C0γ (Ω)
(∫
Lndµ+
∫
ψdµ− sup(ψ)
)
.
By the monotone convergence theorem
∫
Lndµ→
∫
Ldµ. Therefore
sup
φ∈C0γ(Ω)
(
−
∫
φdµ− h1(φ)
)
≥
∫
Ldµ+ sup
ψ∈C0γ(Ω)
(∫
ψdµ− sup(ψ)
)
,
as required.
If
∫
Ldµ = +∞ then h∗1(µ) = +∞. If
∫
dµ 6= 1 then
sup
ψ∈C0γ(Ω)
(∫
ψdµ− supψ
)
≥ sup
α∈R
α(
∫
dµ− 1) = +∞,
by taking ψ ≡ α, constant. Therefore h∗1(µ) = +∞.
If
∫
dµ = 1 we have, from the previous lemma
h∗1(µ) ≥
∫
Ldµ,
by taking ψ ≡ 0.
Also, for any φ ∫
(−φ − L)dµ ≤ sup
Ω
(−φ− L),
if
∫
dµ = 1. Hence
sup
φ∈C0γ(Ω)
(
−
∫
φdµ− h1(φ)
)
≤
∫
Ldµ.
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Thus
h∗1(µ) =
{∫
Ldµ if µ ∈M1
+∞ otherwise.
Now we will compute h∗2. First observe that if µ 6∈ N0 then there
exists φˆ ∈ C such that ∫
φˆdµ 6= 0.
and so
inf
φ∈C
−
∫
φdµ ≤ inf
α∈R
α
∫
φˆdµ = −∞.
If µ ∈ N0 then
∫
φdµ = 0, for all φ ∈ C. Therefore
h∗2(µ) = inf
φ∈C
−
∫
φdµ =
{
0 if µ ∈ N0
−∞ otherwise.

The Fenchel-Rockafellar duality theorem states that
sup
φ∈C0γ(Ω)
(h2(φ)− h1(φ)) = inf
µ∈M
(h∗1(µ)− h
∗
2(µ)),(11)
provided on the set h2 > −∞, h1 is continuous. In the next lemma we
prove that h1 is continuous, and therefore (11) holds.
Lemma 4. h1 is continuous.
Proof. Suppose φn → φ in C0γ . We must prove that h1(φn)→ h1(φ).
Observe that ‖φn‖γ and ‖φ‖γ are bounded uniformly by some constant
C. The growth condition on L implies that there exists R > 0 such
that
sup
Ω
−φˆ − L = sup
Tn×BR
−φˆ− L,
for all φˆ in Cγ0 (Ω) with ‖φˆ‖γ < C, in which BR = {v ∈ R
n : |v| ≤ R} is
the ball of radius R centered at the origin. On BR, φn → φ uniformly
and so
sup
Ω
−φn − L→ sup
Ω
−φ− L.

Denote by H⋆ the value
H⋆ = − sup
φ∈Cγ
0
(Ω)
(h2(φ)− h1(φ))
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Theorem 4. We have
H⋆ = inf{λ : ∃ϕ ∈ C1(Tn) : −
σ2
2
∆ϕ +H(Dxϕ, x) < λ},
in which
H(p, x) = sup
v
−p · v − L(x, v)
is the Legendre transform of L.
Proof. Note that
H⋆ = inf
ϕ∈C1(Tn)
sup
(x,v)∈Ω
−
σ2
2
∆ϕ− vDxϕ− L =
= inf
ϕ∈C1(Tn)
sup
x∈Tn
−
σ2
2
∆ϕ+H(Dxϕ, x).

4. The Cell Problem
The last theorem in the previous section suggests that we study the
equation
−
σ2
2
∆u+H(Dxu, x) = H.(12)
In this section we prove that there exists a unique number H for which
(12) has a periodic viscosity solution. Using the results from [Kry87],
we show that such solution is C2. Then we prove that the solution is
unique (up to additive constants). Finally we prove estimates on H
and u that do not depend on σ.
Theorem 5. There exists a unique number H for which the equation
−
σ2
2
∆u+H(Dxu, x) = H
has a periodic viscosity solution. Furthermore the solution is C2 and
unique.
Proof. First we address the issue of the existence of a viscosity
solution. To do so consider the infinite horizon discounted cost problem
uα = inf E
∫ ∞
0
e−αtL(x, v)dt
with dx = vdt+σdw. Then uα is a periodic viscosity solution of [FS93]
−
σ2
2
∆uα +H(Dxu
α, x) + αuα = 0.
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Since uα is periodic, uniformly Lipschitz in α [FS93] there exists a
subsequence uα and u periodic for which
uα −min uα → u.
Since 0 ≤ uα ≤ C
α
we have αuα → −H , for someH (extracting a further
subsequence if necessary). Then u is a periodic viscosity solution of
−
σ2
2
∆u+H(Dxu, x) = H.
This solution u is actually C2 by standard regularity results for non-
linear uniformly elliptic equations [Kry87].
To prove uniqueness of H , suppose, by contradiction, that ui and H i
(i = 1, 2) solve
−∆ui +H(Dxui, x) = H i.
Suppose u1 − u2 has a local maximum at x0. Then Dxu1 = Dxu2
and ∆u1 ≤ ∆u2 at x0. Thus we conclude H1 ≥ H2. By symmetry
H1 = H2.
To prove that the viscosity solution is unique suppose, by contradic-
tion, that u and v are two distinct solutions (i.e., u−v is non constant)
of
−∆u +H(Dxu, x) = H.
We may assume some small ball centered at the origin of radius γ
does not contain any maximizer of x0 of u(x) − v(x) (otherwise, for
convenience, we may shift the coordinates). Fix ǫ, λ > 0 and assume
that
u(x)− v(x)− ǫe−λ|x|
2
has a local maximum at xǫ,λ. First observe that xǫ,λ is uniformly
bounded and by passing to a subsequence, if necessary, we may as-
sume xǫ,λ → x0 as ǫ→ 0. At xǫ,λ we have
Dxu = Dxv − 2ǫλxe
−λ|x|2
and
∆u ≤ ∆v − 2ǫλe−λ|x|
2
+ ǫλ2|x|2e−λ|x|
2
).
Since
0 = −∆(u− v) +H(Dxu, x)−H(Dxv, x),
we have
0 ≥ −2ǫλe−λ|xǫ,λ|
2
+ ǫλ2|xǫ,λ|
2e−λ|xǫ,λ|
2
+O(ǫλ).
Observe that for ǫ small enough |xǫ,λ| >
γ
2
. Dividing by ǫe−λ|xǫ,λ|
2
and
letting ǫ→ 0 we observe that
γ2
4
|λ|2 − Cλ ≤ 0.
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Therefore sending λ→∞ yields a contradiction. 
Proposition 3. H can be estimated independently of σ by
inf
x
H(0, x) ≤ H ≤ sup
x
H(0, x).
Proof. Suppose u has a minimum at x0. Then −
σ2
2
∆u(x0) ≤ 0 and
Dxu(x0) = 0. Thus
H = −
σ2
2
∆u(x0) +H(Dxu, x0) ≤ H(0, x0) ≤ sup
x
H(0, x).
The other estimate is similar. 
Finally we recall that standard estimates for controlled diffusions
[FS93] also yield that u is semiconcave (with semiconcavity constant
independent of σ) and Lipschitz (also independently of σ).
5. Equivalence between weak and strong problems
The next task is to prove that the valueH⋆, computed by considering
a infimum over measures in N0 is the same as
H = − inf
µ∈M0
(h∗1(µ)− h
∗
2(µ)).
A useful characterization of H is:
Theorem 6. H is the unique value for which the equation
−
σ2
2
∆u+H(Dxu, x) = H(13)
has a periodic viscosity solution.
Proof. We know from theorem 5 that there is a single number H
for which (13) admits a periodic viscosity solution u. We can use that
solution to build a Markov feedback strategy to control the diffusion:
dx = −DpH(Dxu, x)dt+ σdw.
To this diffusion it corresponds a measure µ ∈M0 ∩M1 for which∫
Ldµ = −H.
Thus
−H ≥ inf
M0∩M1
∫
Ldµ.
Conversely, let u(x) be a solution of (13) and assume that
−H < inf
M0∩M1
∫
Ldµ.
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Then for any control strategy u∗ and corresponding process x∗ and all
large enough T
1
T
E
∫ T
0
L(x∗, u∗) > −H + ǫ.
Thus
u(x) = inf
v
E
∫ T
0
L(x, v) +Hdt+ u(x∗(T )) > ǫT +min
x
u(x),
which is a contradiction for T sufficiently large since u is bounded. 
Theorem 7. H⋆ is the unique value for which the equation
−
σ2
2
∆u+H(Dxu, x) = H
⋆
has a periodic viscosity solution.
Proof. First suppose u is a periodic viscosity solution of
−
σ2
2
∆u+H(Dxu, x) = H.
Then we claim that there is no smooth function ψ with
−
σ2
2
∆u+H(Dxψ, x) < H.
Indeed, if this were false, we could choose a point x0 at which u − ψ
has a local minimum. At this point we would have
−
σ2
2
∆ψ +H(Dxψ, x0) ≥ H,
by the viscosity property. Hence H⋆ ≥ H, by theorem 4.
To prove the other inequality consider a standard mollifier ηǫ and
define uǫ = ηǫ ∗ u, in which ∗ denotes convolution. Then
−
σ2
2
∆uǫ +H(Dxuǫ, x) ≤ H + h(ǫ, x),
where
h(ǫ, x) = sup
|p|≤R
sup
|x−y|≤ǫ
|H(p, x)−H(p, y)|,
where R is a bound on the Lipschitz constant of u. Let
Hǫ = H + sup
x
h(ǫ, x).
uǫ satisfies
−
σ2
2
∆uǫ +H(Dxuǫ, x) ≤ H
ǫ.
Thus H⋆ ≤ limǫ→0H
ǫ = H. Hence H⋆ = H. 
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This proof holds even when σ = 0, for σ 6= 0 since u is C2, the
mollification step is unecessary.
Corollary 1. We have
inf
µ∈N0
(h∗1(µ)− h
∗
2(µ)) = inf
µ∈M0
(h∗1(µ)− h
∗
2(µ)).
Proof. Our previous results show that we can construct a probability
measure µ on M0 such that∫
Ldµ = −H = inf
µ∈N0
(h∗1(µ)− h
∗
2(µ)).
Since M0 ⊂ N0 this completes the proof. 
6. Properties of Stochastic Mather measures
In this section we study general properties of Stochastic Mather mea-
sures. First we prove that the stochastic Mather measure is supported
in the graph (x,−DpH(Dxu, x)) for any u viscosity solution of (13).
Then we show that the projection of this measure in the x axis has a
density that satisfies an elliptic partial differential equation.
Theorem 8. Any stochastic Mather measure is supported in the graph
(x,−DpH(Dxu, x)) for any u viscosity solution of (13).
Proof. Recall that for any v we have
−
σ2
2
∆u− vDxu− L(x, v) ≤ H
with strict inequality unless v = −DpH(Dxu, x). Note that∫
−
σ2
2
∆u− vDxudµ = 0
and
−
∫
L(x, v)dµ = H,
Thus µ is supported on (x,−DpH(Dxu, x)), otherwise we would have
−
∫
L(x, v)dµ < H
which would be a contradiction. 
Since any stochastic Mather measure is supported on a graph, a
natural question is whether its projection in the x coordinates has a
density. The answer to this question is affirmative and we prove that
this density is the solution of an elliptic partial differential equation.
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Theorem 9. Let µ be a stochastic Mather measure. Let ν denote the
projection of µ in the x coordinates. Then ν = θ(x)dx for some density
θ ∈ W 1,2. Furthermore θ is a weak solution of
−∇(θv(x)) +
1
2
σ2∆θ = 0.(14)
for v = −DpH(Dxu, x).
Proof. Recall that for any smooth and periodic φ(x)∫
σ2
2
∆φ+ v(x)Dxφdν = 0.
Let ηǫ be a standard mollifier, φǫ = ηǫ ∗ ηǫ ∗ ν and νǫ = ηǫ ∗ ν. Note
that νǫ is a bounded periodic C
∞ functions (the bounds may depend
on ǫ). Then
0 =
∫
σ2
2
|∇νǫ|
2dx−
∫
v(x)Dx(φǫ)dν.
Thus ∫
σ2
2
|∇νǫ|
2dx =
∫
(Dxνǫ)ηǫ ∗ (vν)dx
Note that
|
∫
(Dxνǫ)ηǫ ∗ (vν)dx| ≤ |
∫
(Dxνǫ)v(x)νǫdx|+
+ |
∫
(Dxνǫ)(ηǫ ∗ (vν)− v(x)νǫ)dx|.
The first term on the right-hand side can be estimated by
γ
2
∫
|Dxνǫ|
2dx+
C
γ
∫
|νǫ|
2dx,
for any small γ > 0. To estimate the second term observe that since v
is Lipschitz
|ηǫ ∗ (vν)− v(x)νǫ| ≤
∫
ηǫ(x− y)|v(x)− v(y)|dν(y) ≤ Cǫνǫ.
Thus
|
∫
Dxνǫ(ηǫ ∗ (vν)− v(x)νǫ)dx| ≤
γ
2
∫
|Dxν
ǫ|2dx+
Cǫ
γ
∫
|νǫ|
2dx,
therefore we conclude that∫
|Dxνǫ|
2dx ≤ C
∫
|νǫ|
2dx,
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uniformly in ǫ. Now observe that νǫ ≥ 0 and∫
νǫdx = 1.
If
∫
|νǫ|2dx were unbounded then we could normalize it defining αǫ =
γǫνǫ with
∫
|αǫ|2dx = 1 and γǫ → 0. Since αǫ ∈ W 1,2 uniformly, through
some subsequence it converges in L2 to some α ∈ L2 with
∫
|α|2dx = 1.
However α ≥ 0 and
∫
α = 0 which is a contradiction. Therefore we
must have νǫ ∈ W 1,2 uniformly in ǫ. Thus through some subsequence
νǫ ⇀ θ for some θ ∈ W 1,2. Thus dν = θ(x)dx. Consequently, θ is a
weak solution of
−∇(θv(x)) +
1
2
σ2∆θ = 0.

Observe that equation (14) is a non-symmetric zero eigenvalue prob-
lem. It is well known [PW84] that
−∇(θv(x)) +
1
2
σ2∆θ = λθ
has a principal eigenvalue λ with positive eigenfunction θ. To see that
λ = 0 just observe that
0 =
∫
σ2
2
∆θ −∇ (v(x)θ(x)) = λ
∫
θ.
Since θ is non-negative we get λ = 0.
The previous theorem yields several important identities that we will
use in the next section. First define H(P ) to be number for which
−
σ2
2
∆u+H(P +Dxu, x) = H(P )(15)
has a periodic viscosity solution u(x, P ) (note that u may not be con-
tinuous in P ). The function H(P ) is convex in P and so twice differ-
entiable for almost every P .
Proposition 4. For any φ(x) periodic
−
∫
DxφDpHθdx+
σ2
2
∫
∆φθdx = 0.(16)
Furthermore ∫
DxHθdx = 0.(17)
Finally, for any P and P ′,
(P ′ − P )
∫
DpHθdx ≤ H(P
′)−H(P ),(18)
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in particular if H is differentiable∫
DpHθdx = DPH(P ).
Proof. Observe that (16) follows from
0 =
∫
φ
(
∇(θDpH) +
1
2
σ2∆θ
)
dx
by integration by parts.
Let ηǫ be a standard mollifier and let uǫ = ηǫ ∗ u. Then
−
σ2
2
∆uǫ + ηǫ ∗H(Dxu, x) = H.
Differentiate the previous identity with respect to xi:
−
σ2
2
∆Dxiuǫ + ηǫ ∗
(
HpjDxjxiu+Hxi
)
= 0.
Since Hpj is Lipschitz in x we have
ηǫ ∗ (HpjDxjxiu) = HpjDxjxiuǫ +O(ǫ).
Note also that ∫ (
−
σ2
2
∆Dxiuǫ +HpjDxjxiuǫ
)
θdx = 0
since Dxiuǫ is smooth and periodic. Thus∫
ηǫ ∗Hxiθdx→ 0
as ǫ→ 0. Since ηǫ ∗Hxi → Hxi almost everywhere we conclude∫
Hxiθdx = 0,
which proves (17).
To prove the last part of the proposition, note that
H(P ′ +Dxu(x, P
′), x)−H(P +Dxu(x, P ), x) ≥
DpH(P +Dxu(x, P ), x) [P
′ +Dxu(x, P
′)− P −Dxu(x, P )] .
Let w = u(x, P ′)− u(x, P ). Note that∫ (
−
σ2
2
∆w +DpH(P +Dxu(x, P ), x)Dxw
)
θdx = 0.
Thus
(P ′ − P )
∫
DpH(P +Dxu(x, P ), x) ≤ H(P
′)−H(P ),
as required. 
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7. Regularity estimates
In this section we prove L2-type regularity estimates for the solution
of (15). These estimates are expressed using the invariant measure.
A major advantage is that it is possible to prove L2(θ) estimates for
the difference quotient |Dxu(x+ y)−Dxu(x)| that do not depend on σ
explicitly whereas pointwise or L2 estimates with respect to Lebesgue
measure depend on σ. Therefore our estimates extend up to the case
σ = 0, for a careful study of this case consult [EG99], [Gom00a], and
[Gom00b].
Theorem 10. Suppose u solves (15) and y ∈ Rn. Then∫
|Dxu(x+ y)−Dxu(x)|
2
θdx ≤ C|y|2.(19)
Furthermore, if H(P ) is twice differentiable at P then∫
|Dxu(x, P )−Dxu(x, P
′)|2 θdx ≤ C|P − P ′|2,(20)
for |P − P ′| sufficiently small.
Proof. Note that
−
σ2
2
[∆u(x+ y)−∆u(x)] +H(Dxu(x+ y), x+ y)−H(Dxu(x), x) = 0.
Since H is convex,
H(Dxu(x+ y), x+ y)−H(Dxu, x) ≥ γ |Dxw|
2+
+DpH(Dxu(x), x)Dxw +DxH(Dxu(x), x)y +O(y
2),
with w = u(x+ y)− u(x). Integrating with respect to θdx to obtain
γ
∫
|Dxw|
2
θdx ≤ C|y|2,
since ∫ [
DpH(Dxu(x), x)Dxw −
σ2
2
∆w
]
θdx = 0,
and ∫
DxH(Dxu(x), x)θdx = 0.
Similarly, let w = u(x, P ′)− u(x, P ) and assume H(P ) is twice dif-
ferentiable at P . Then
DPH(P )(P
′ − P ) + C|P − P ′|2 ≥
−σ
2
2
∆w +H(P ′ +Dxu(x, P
′), x)−H(P +Dxu(x, P ), x)
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Note that
H(P ′ +Dxu(x, P
′), x)−H(P +Dxu(x, P ), x) ≥
≥ DpH(P +Dxu(x, P ), x)(P
′ − P +Dxw) + γ |P
′ − P +Dxw|
2
.
Thus
γ
∫
|P ′ +Dxu(x, P
′)− P −Dxu(x, P )|
2
θdx ≤ C|P − P ′|2,(21)
since
(P ′ − P )
∫
DpH(P +Dxu(x, P ), x)θdx = (P
′ − P )DPH,
and ∫
−
σ2
2
∆w +DpH(P +Dxu(x, P ), x)Dxw = 0.
From (21) we have (20). 
In the next theorem we prove that if H is strictly convex in a neigh-
borhood of a point P then the map (x, P ) → P + Dxu(x, P ) is non-
degenerate. In the non-random case this result is extremely impor-
tant since it proves the invariant sets (x, P +Dxu) change with P , see
[Gom00a] for a detailed discussion.
Theorem 11. Suppose H is strictly convex at a neighborhood of a
point P . Then∫
|P +Dxu(x, P )− P
′ −Dxu(x, P
′)|
2
θdx ≥ C|P − P ′|2,(22)
for |P − P ′| sufficiently small.
Proof. let w = u(x, P ′)−u(x, P ) and assume H(P ) is strictly convex
in a neighborhood of P . Then
DPH(P )(P
′ − P ) + C|P − P ′|2 ≤
≤ −
σ2
2
∆w +H(P ′ +Dxu(x, P
′), x)−H(P +Dxu(x, P ), x)
Note that
H(P ′ +Dxu(x, P
′), x)−H(P +Dxu(x, P ), x) ≤
≤ DpH(P +Dxu(x, P ), x)(P
′ − P +Dxw) + Γ |P
′ − P +Dxw|
2
.
Thus
Γ
∫
|P ′ +Dxu(x, P
′)− P −Dxu(x, P )|
2
θdx ≥ C|P − P ′|2
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since
(P ′ − P )
∫
DpH(P +Dxu(x, P ), x)θdx = (P
′ − P )DPH
and ∫
−
σ2
2
∆w +DpH(P +Dxu(x, P ), x)Dxw = 0.

In the case σ = 0 it is possible to prove L∞-estimates on D2xxu
on the support of θ [EG99]. However, this is not the case for σ >
0, at least with estimates independent on σ. Indeed, if D2xxu were
uniformly bounded in σ then uσ would converge uniformly, through
some subsequence as σ → 0, to a function u, viscosity solution of
H(Dxu, x) = H.
But then u would be both semiconvex and semiconcave and we know
that, in general, u is only semiconcave. However, some regularity ex-
ists, as was remarked in section 4, namely one-sided bounds on D2xxu
(semiconcavity) that do not depend on σ.
8. Explicit Formulas and Examples
In this section we discuss several formulas for both H and invariant
measures. The next proposition shows that given the solution u(x, P )
it is possible to compute the density θ (under smoothness assumptions).
not of the invariant measure but of a time-reversed version.
Proposition 5. Assume u(x, P ) is a smooth solution of (15). Then
θ = det(I +D2xPu)
is a solution of a time-reversed version of (14):
σ2
2
∆θ +∇(θv(x)) = 0.(23)
Proof. Let v(x, P ) = Px+ u(x, P ). Then
−
σ2
2
∆v +H(Dxv, x) = H(P ).(24)
The claim is that θ = detD2xP v solves
−
σ2
2
∆θ +∇(θDpH(Dxv, x)) = 0.
Differentiate (24) with respect to Pi to get
−
σ2
2
∆vP +DpHD
2
xPv = DPH
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Note that DpHD
2
xPv = (D
2
xP v)
TDpH and multiply the previous iden-
tity by the cofactor matrix cofDxP v
−
σ2
2
cofDxP v∆vP + detDxPvDpH = cofDxPvDPH.
Observe that cofDxPv is divergence free [Eva98] and so
cofDxP v∆vP = ∇(detDxPv).
Therefore
−
σ2
2
∇(detDxPv) + detDxPvDpH = cofDxPvDPH.
By applying ∇ to the previous identity we have
−
σ2
2
∆θ +∇(θDpH) = 0.

Now we turn our attention to the special case
H(p, x) =
p2
2
+ V (x),
with V periodic. For this special Hamiltonian we will present an al-
ternative representation formula for H(P ) as well as exhibit a (non-
periodic) invariant measure. This will follow some ideas of ([Hol77]).
Suppose u is a periodic viscosity solution of
−
σ2
2
∆u+H(P +Dxu, x) = H(P ).
Define
φ = e−
Px+u
σ2 .
Then φ solves
σ4
2
∆φ + V (x)φ = H(P )φ.
Thus H is an eigenvalue of the operator σ
4
2
∆φ + V (x)φ. Consider the
related operator
Lψ = e
Px
σ2
σ4
2
∆(e−
Px
σ2 ψ)+ V (x)ψ =
σ4
2
∆ψ−σ2PDxψ+ (V (x) +
|P |2
2
)ψ
Then H is also an eigenvalue of L with periodic boundary conditions.
Proposition 6. H is the principal eigenvalue of L.
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Proof. The operator L has a principal eigenvalue λ with positive
and periodic eigenfunction ϕ. Let u = − logϕ. Then u is smooth,
periodic and satisfies the Hamilton-Jacobi equation
−
σ2
2
∆u+H(P +Dxu, x) = λ.
By uniqueness of H we have λ = H . 
Finally we exhibit an invariant measure for this system. Although
this is not a probability measure (unless P = 0).
Proposition 7. Let θ = e−2
Px+u
σ2 . Then θ is an invariant measure.
Proof. It suffices to check that
σ2
2
∆θ +∇((P +Dxu)θ) = 0.

9. Asymptotics
In this section we study the asymptotic behavior of the controlled
process x(t). First we will do some formal calculations motivated by
the case σ = 0 [EG99], [Gom00a], [Gom00b]. Define
X = x+DPu.
Then
dX = dx+D2Pxudx+
σ2
2
D3Pxxudt
Thus, since dx = −DpHdt+ σdw,
dX =
(
−DpH(I +D
2
Pxu) +
σ2
2
D3Pxxu
)
dt+ σ
(
1 +D2Pxu
)
dw.
Note that −DpH(I +D2Pxu) +
σ2
2
D3Pxxu = −DPH and so
E (X(t)−X(0)) = −DPHt.
Theorem 12. Suppose H is differentiable at P . Then
lim
t→∞
E
x(t)
t
= −DPH.
Proof. Let u be a viscosity solution of (15). Let v∗ be an optimal
control such that
u(x, P ) = E
∫ t
0
L(x, v∗) + Pv∗ +H(P ) + u(x(t), P ).
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Then
u(x, P ′) ≤ E
∫ t
0
L(x, v∗) + P ′v∗ +H(P ′) + u(x(t), P ′).
Subtracting these two equations
C ≤ E
∫ t
0
(P ′ − P )v∗ +H(P ′)−H(P ).
Thus
E
∫ t
0
v∗ = −DPHt +O(1)
since dx = v∗dt+ σdw we have
E
∫ t
0
v∗ = E
∫ t
0
dx = Ex(t).

10. Convergence as σ → 0
In this last section we prove that stochastic Mather measures con-
verge to a Mather measure as the diffusion rate σ vanishes.
Let Hσ be the unique number for which
−
σ2
2
∆uσ +H(Dxuσ, x) = Hσ(25)
has a periodic viscosity solution uσ. The bounds on Hσ obtained in
section 4 imply that through some subsequence Hσ → H as σ → 0, for
some number H . Since uσ is uniformly Lipschitz in σ, through some
subsequence uσ → u uniformly. Standard stability results on viscosity
solutions imply that u is a viscosity solution of
H(Dxu, x) = H.
Let µσ be a stochastic Mather measure associated with (25). Since
the support of µσ is bounded independently of σ we can extract a
weakly convergence subsequence µσ ⇀ µ and
∫
dµ = 1. Note that
−Hσ =
∫
Ldµσ →
∫
Ldµ = −H
Furthermore, for any smooth function φ(x)
0 =
∫
σ2
2
∆φ + vDxφdµσ →
∫
vDxφdµ.
Thus µ satisfies ∫
Ldµ = −H
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with the constraints
∫
dµ = 1, and
∫
vDxφdµ = 0. Thus µ is a Mather
measure.
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