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Abstract
This thesis presents work on the development of a novel capture-gated neutron de­
tector. Lithium-gadolinium-borate, ®Li6 Gd(^^B0 3 )3 :Ce, dispersed as microcrys­
tals within the plastic scintillator BC-490 is a promising material for accurate 
dosimetry in mixed 1 1 -7  fields. Spectral information above 1 MeV is obtained 
by capture gating proton recoil events in the plastic scintillator to subsequent cap­
ture in ®Li. Below ~  1 MeV, isolated capture events in either gadolinium or ®Li give 
energy information in this region. Discrimination based on capture gating is used 
to reject false coincidences due to gamma rays or incorrectly gated neutron events.
A detailed Monte Carlo model has been created in MCNPX tha t predicts the 
energy response of the LGB spectrometer in the capture-gated mode of operation. 
These simulations have been supplemented by several monoenergetic neutron irra­
diations at the NPL low scatter facility. Results of simulations and measurements 
show that unfolding methods are necessary to determine the incident neutron spec­
tra.
Unfolding of measurement data has been conducted for radionuclide sources 
such as ^^^Am-Be and in the maze of a medical linear accelerator. The detector is 
shown to be more sucessful in harder fields where there is a large component above 
1 MeV.
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nThe LGB Spectroscopic-Dosiraeter
The LGB spectroscopic-dosimeter (LGB-SD) detailed below has been developed 
by CziiT et al. [1] (Photogenics, USA) to determine neutron dose in mixed neutron- 
gamma fields. A prototype version was obtained by HMS Sultan, Gosport, UK in 
order to assess the principles upon which these dose estimations are made — with 
the view to developing the detector into a fully validated instrument suitable for 
use in the Naval Nuclear Propulsion program (NNPP).
Spectrometry requirments for the Ministry of Defence are currently met by 
the Transportable Neutron Spectrometer (TNS) [16]. However, the system requires 
updating/replacing and the LGB-SD may be a suitable candidate. Additionally, it is 
well known that survey instruments and dosimeters cannot match the ICRP neutron 
fluence-to-dose function closely over the required range, so a portable detector such 
as the LCB-SD with the potential to do so (following folding with the fiuence-to- 
dose conversion factors) is worth investigating.
The term spectroscopic-dosimeter has been used by Photogenics to refer to this 
system and is considered an appropriate term by the author since it lies part way 
between a full spectrometer and a dosimeter. For brevity in the text the system is 
refered to as the LGB-SD. However, this abréviation is the author’s own and has 
not been used by Photogenics.
The inorganic scintillator Lithium-gadolinium-borate, ®LieCd(^^B0 3 )3 :Ce is 
shortened to LCB as introduced by Williams [22] in his work. As far as the author 
is aware this abréviation has not been used by Photogenics.
Photogenics have created LCB detectors with two different isotopic com­
positions — one with ®Li as a slow neutron capture material and the other, 
^Li6 Cd(^°B0 3 ) 3  with ^®B. Measurements and simulations throughout this work 
relate to the ®Li version, although occasional reference is made in the text to the
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alternative
1.1 Hardware
1.1.1 Scintillator
The Lithium Gadolinium Borate (LGB) detector is a composite scintillator, with 
microcrystals of inorganic LGB [2] dispersed within an organic scintillator (10% by 
weight). The organic scintillator, BC-490 (Bicron) is a plastic scintillator casting 
resin which has similar characteristics to Bicron general purpose plastic scintilla­
tors [3]. BC-490 is purchased partially polymerised and then cured to full hardness 
by the end user. Photogenics, USA create the LCB detector using the following 
procedure [4].
A boule of LCB is ground with a mortar and pestle and screened through sieves 
to obtain the required microcrystal sizes. The screens have mesh widths of 350 and 
710 fim  and only crystals which pass through the 710 fim  screen and not through 
the 350 fim  micron screen are retained. Photogenics mix the LCB and BC-490 in a 
suitable bottle size, place it in a rotating can inside an oven, and allow 1 0  days for it 
to polymerise. The purpose of rotating the bottle in the can is to constantly allow 
the bottle to take random orientations so tha t the LCB microcrystals are uniformly 
dispersed throughout the slug. After the plastic is polymerised, the bottle is broken 
and the slug is placed in a cylinder with a piston placed on top of it. The cylinder 
is then heated in an oven, the plastic softened (BC-490 is a thermoplastic) and 
the piston pressed hydraulically. When the cylinder has cooled down to room 
temperature, the slug is removed and machined to the required thickness. The 
detector used in this work is a cylinder of radius 25.4 mm and height 30.5 mm. It 
is coated in Ti0 2  reflective paint (BC-620) and additionally has an aluminum foil 
covering. It is coupled to a photomultiplier tube via silicon grease.
1.1.2 Photom ultip lier Tube /  B ase
The photomultiplier tube is a Burle S83019F, 50.8 mm diameter, 10 stage tube. It 
has a “teacup” first dynode followed by a hybrid box-and-grid/ circular cage dynode 
structure. It is intended for use with a positive high voltage for tubes which operate 
their photocathode near gromid potential. The wavelength of maximum response 
is at 370 nm and it responds effectively over the range 350-500 nm [5]. This makes 
it suitable for use with BC-490 and LCB scintillators which have wavelengths of
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maximum emission at 425 and 390 nm respectively.
The photomultiplier tube base (Canberra 2007) contains the high-voltage di­
vider network necessary to supply all the bias voltages for most common 1 0 -stage 
PM tubes. A focus control allows for optimization of detector resolution and a gain 
control permits trimming of the HV bias. It also has separate anode and dynode 
outputs. It includes high-voltage blocking capacitors to couple the anode and dyn­
ode signal outputs to a preamplifier or to a constant fraction discriminator [6 ]. The 
LCB-SD is operated with two 51f2 timing resistors fitted. In this case the coupling 
capacitors discharge with a time constant of 50 ns. It is possible to remove these 
resistors so that the fall time constant is changed to 1 0 0  ms.
1.1.3 D igitiser system
The digitiser system comprises an 8  bit digitiser with a clock speed of 28.3 MHz and 
a field programmable gate array (FPCA), which makes logic decisions concerning 
the pulse types. This results in a digitised point every 35.3 ns. An increased 
sampling rate is obtained by interpolating between two digitised points to create 
an additional two samples — giving a sample every 1 1 .8  ns.
1.2 Software
Two pieces of software are provided with the LCB-SD system, COMREAD trans­
fers double pulse events from the digitiser box via a RS-232 serial connection to a 
remote computer. A second program SCOPE is a Windows based program that is 
intended to be used for the analysis of double-pulse events. It is however, restric­
tive in the parameters that can be observed and does not offer much flexibility. For 
this reason the double pulse data sent via COMREAD has been examined using a 
custom written C program by the author.
1.3 O peration
The LCB-SD aims to cover the energy range from thermal to 7 MeV by making 
use of a number of detection mechanisms.
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1.3.1 C apture-gating ( > 1 M eV )
The capture-gating method is used to detect neutrons having an energy greater than 
1 MeV. An incident fast neutron will deposit its energy in the plastic scintillator 
through multiple collisions with the nuclei of and . Provided that the time 
constant of the collecting circuit is sufficiently long, this will be seen as a single 
output pulse. The moderated neutron is now likely to be captured by either ®Li 
or natural gadolinium, ^“*Gd. The macroscopic capture cross sections show that 
above 0.2 eV neutron capture in ®Li is most likely whereas below this, capture in 
natGd jg more probable.
The capture gating technique is based on observing a prompt proton recoil 
pulse followed by a capture pulse. By selecting only these double pulse events, the 
full incident neutron energy is more likely to be preserved and this is reflected in 
a peaked response function around the full neutron energy. For standard proton 
recoil detectors (e.g. NE213 liquid scintillator) their response can be approximated 
by a rectangle extending from zero to the full incident neutron energy. The number 
of double-pulse events recorded is displayed as “fast” counts on the LGD display of 
the digitiser. The digitised double-pulses and time stamps are also transferred via 
RS-232 connection to a PC for further analysis.
1.3.2 Isolated captures ( < 1 M eV )
Isolated captures in ”“*Gd and ®Li are used to provide energy information below 1 
MeV. They are nominally called “thermal” and “epithermal” channels respectively 
and the total counts in each are displayed on the LGD display of the digitiser. Unlike 
the double-pulse events no information is transferred via the RS-232 connection. 
Since both cross-sections extend over all energies the data need to be incorporated 
into the overall unfolding scheme. However, taken in isolation they do provide some 
indication of the hardness of a spectrum.
The basis upon which neutron capture in ®Li and *^“*Gd can be used (or ^°B and 
TiatGd) to extract neutron energy information is shown in Fig. 1.1. The macroscopic 
capture cross-section, Scap gives the probability per unit path length for neutron 
capture. The point of intersection for ®Li and ”'“*Gd is approximately 0.2 eV. Having 
distinct responses over the regions thermal to 0 . 2  eV and 0 .2  eV to 1 MeV enables 
values for the neutron fluence to be determined for these 2  energy groups.
Fig. 1.1 is only an approximation to the low energy response of the LGB detector, 
since the microcrystals of LGB are surrounded by plastic scintillator acting as a
Introduction
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F igure 1.1: Macroscopic capture cross sections of^Li, and 
Gd [25],
moderator. Fig. 2.16 shows Monte Carlo simulated responses for ®Li and ”“*Gd 
in the LGB detector. It can be seen that the plastic scintillator shifts the point 
of intersection to a higher energy ( ~ 2  eV). However, the principle of using their 
differing low energy responses to infer the neutron fluence remains the same. Fig. 1.1 
shows that has a higher macroscopic capture cross section than ®Li (it also has 
a higher microscopic cross section).
1.4 N eu tron  D osim etry
The aim of the LGB-SD is to provide accurate neutron dosimetry in support of the 
Naval Nuclear Propulsion Program (NNPP). A brief introduction is provided below 
to the main dosimetric quantities and concepts related to this work.
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1.4.1 Q uantities
The absorbed dose D is the basic physical dose quantity. It is used for all types of 
ionizing radiation and any irradiation geometry. Absorbed dose D is defined as the 
quotient of mean energy de imparted by ionizing radiation in a volume element and 
the mass, dm, of that m atter in that volume
The SI unit is J kg~^ and the special name is Gray (Gy). In principle absorbed 
dose is a measurable quantity. While absorbed dose in a specified tissue is a phys­
ical quantity, the protection quantities equivalent dose and effective dose include 
weighting factors which are based on radiobiological findings. The equivalent dose 
in an organ or tissue Ht  is defined by
H t  =  ^ 2 '^ r D t ,r  (1.2)
R
where TiT,R is the average absorbed dose due to radiation of type R  in the volume 
of a specified organ or tissue T  and w r  is the radiation weighting factor. The unit 
of equivalent dose is Jkg“  ^ and has the special name Sievert (Sv). The radiation 
weighting is based mainly on the evaluation of the relative biological effectiveness 
(RBE) of the different radiations with respect to stochastic effects. The biological 
effectiveness of neutrons is strongly dependent on neutron energy because of the 
variation of the secondary radiation with energy. At low energies photon production 
by neutron capture in tissue is important.
The two main processes in tissue are ^H(n,7 )^H and ^^N(n,p)^'^C. In the keV 
energy region neutrons mainly lose energy through elastic scattering with nuclei 
(proton recoils). At energies greater than <-^ 5 MeV inelastic scattering with
and become important and at energies greater than ~  10 MeV charged 
particles can be produced via the ^^C(n,n’7 )3 o; reaction. Since the wr  value is the 
same for all organs in the body any local variation in the radiation quality due 
to secondary radiations is ignored. This effect is important for neutrons as they 
generate secondary photons,
A notable change in the 2007 recommendations of the ICRP [7] from ICRP 60 
[8 ] is modified radiation weighting factors for neutrons which take into account
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the significant contribution of secondary photons to absorbed dose. In ICRP60 
the radiation weighting factors were defined by a step function. However, the new 
recommendations specify that a continuous function should be used (although it is 
emphasised that this is based on practical consideration and does not imply higher 
precision in the basic data). Fig. 1.2 shows how wr is decreased in the low energy 
range and also at energies above 100 MeV.
ICRP 60 
2007
Recommendations 
ICRP 60O 20 - u  (0 u_O)
15 -
10 -
.2
%a:
10-« 10-® 10-  ^ 10-3 10-2 10-1 10° 10’ 102 1Q3 1Q4
Neutron Energy (MeV)
F igure 1.2: Changes to the neutron radiation weighting factors, 
W r .
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The effective dose is defined as
E  = ^  wt ^  wrDt ,r (1.3)
T R
where wt is the tissue weighting factor. The unit of effective dose is J kg“  ^ and 
has the special name Sievert (Sv). The effective dose depends on the irradiation 
geometry since the body contains a non-uniform distribution of organs with varying 
radio-sensitivities. The protection quantities cannot be directly measured, so a set 
of operational quantities have been defined that aim to provide an estimate or upper 
limit for the value of the protection quantities. Dose equivalent, H, is defined as
H  = QD  (1.4)
where D is the absorbed dose at the point of interest in tissue and Q is the quality 
factor at this point. Q is defined as a function of the unrestricted linear energy 
transfer of a charged particle in water. It has been pointed out that the “measura­
bility” of the operational quantities means that an instrument can be constructed 
to respond in a similar manner to the defined operational quantity — although in 
the case of dose equivalent it is defined on the basis of a purely “administrative” 
parameter such as the quality factor [9]. For area monitoring required to control 
radiation exposure in the workplace, the operational quantity for strongly pene­
trating radiation (including neutrons) is the ambient dose equivalent, H*(10). A 
separate quantity for personal monitoring is required since personal dosemeters are 
worn on the body whereas measurements with survey instruments are made free 
in air. At a point in the radiation field, H*(10) is the dose equivalent that would 
be produced in the corresponding expanded and aligned field in the ICRU sphere 
(phantom) at a depth of 1 0  mm on the radius vector opposing the direction of the 
aligned field [1 0 ].
The ICRU sphere is a 30 cm diameter tissue-equivalent sphere of density 1 
g.cm“  ^ and relative mass proportions of 76.2% oxygen, 1.1% carbon, 10.1% hy­
drogen and 2.6% nitrogen. In the hypothetical expanded field the actual radiation 
field is replaced by a uniform field in which the particle fluence, energy distribution 
and angular distribution throughout the volume of interest are the same as in the 
actual unperturbed field at the point of measurement. This is postulated in order
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to render point specific those operational quantities that are defined in terms of a 
phantom. In the expanded and aligned radiation field the fluence and its energy 
distribution are the same as in the expanded field but the fluence is unidirectional. 
The value of a quantity is therefore that which would occur if a phantom were 
placed in a standard orientation within a hypothetical infinite, uniform, unidirec­
tional radiation field having the same total particle fluence and spectral distribution 
as the actual field at the point of interest. The motivation for replacing the old 
operational quantity dose equivalent index with the ambient dose equivalent and 
the need for the concepts of expanded and aligned fields is discussed in [1 1 , 1 2 ].
H*(10) should give a conservative estimate of the effective dose. However, this 
is not the case for neutrons in anterior-posterior (AP) irradiation condition in the 
energy region 1 eV to ~ 50  keV. However, in broad energy realistic fields this is 
of small importance and H*(10) remains conservative with respect to the effective 
dose [13].
A conversion coefficient links the protection and operational quantities to phys­
ical quantities characterizing the radiation field. In this work the set of fluence-to 
ambient dose conversion factors from ICRP 74 [14] are used to calculate the integral 
quantity H*(10) from the measured spectral fluence (energy spectrum).
1.5 R elationsh ip  b etw een  neutron  sp ectrom etry  &: 
dosim etry
Neutron spectrometry and dosimetry are intimately linked. There are two ap­
proaches that are taken to determine dose equivalent and neutron spectrometry is 
required in both cases. A device may be designed so that its response matches as 
closely as possible the fluence to ambient dose equivalent conversion factors. How­
ever, this is difficult to achieve due to the wide energy range of neutrons encountered 
in the workplace (from thermal to GeV). Therefore, in the first instance knowledge 
of the workplace neutron fluence spectrum is required in order to select the appro­
priate dosimetric devices. Following this, spectrometry is needed to characterise the 
calibration field and additionally the workplace field if it is found that correction 
factors are required due to significant differences between the two fields.
Neutron spectrometry may also be used as a more primary means of determin­
ing the dose equivalent. If a dosimeter is designed so that some spectral information 
is obtained this may be folded directly with the fiuence-to-ambient dose conversion 
factors, reducing the need for separate spectrometry measurements. The LGB-SD
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falls into the latter of these categories — somewhere between a neutron spectrome­
ter and a survey instrument. It is instructive to review several of these instrument 
types in order to assess how it may fit within the current framework of spectrome­
ters/ dosimeters.
1.5.1 Spectrom eters
Spectrometers such as ROSPEC [15] and the Transportable Neutron Spectrometer 
(TNS) [16] use a number of different detectors to cover the full energy range from 
thermal to approximately 10 MeV. (The requirement for neutron spectrometry 
within the Naval Nuclear Propulsion Program has been met since the mid-1980's 
by the TNS. It has recently been updated with digital electronics as nSpect [17]).
Although the principle of their operation is the same there are a number of 
slight differences. They both use three hydrogen filled proportional counters of 
different pressures to cover the energy range of 50 keV to 1.4 MeV. To cover the 
energy range of 1.4 MeV upwards TNS uses the liquid organic scintillator NE213. 
Rospec however, uses two additional detectors. A gas filled proportional counter 
containing Ar-methane is used for 1.4-4.5 MeV whilst a composite detector com­
prising of an array of 16 3 x 3mm cylinders of plastic scintillator mounted to a single 
photomultiplier cover 4.5 MeV upwards. TNS uses a bare and cadmium covered 
boron tri-fluoride (BPS) counter to give count data in the energy range 0.025-0.5 
eV, whilst ROSPEC uses two ^He gas filled counters — one of which is bare and the 
other coated in a boron loaded material. ROSPEC has all the detectors mounted 
on a slowly rotating platform to help achieve an isotropic response.
The disadvantage of both instruments is their bulk and cost and they are there­
fore impractical for routine dosimetry. They can be used to accurately characterise 
the workplace radiation field in order to provide correction factors for survey in­
struments and personal dosimetry.
1.5.2 “Spectroscopic-D osim eters”
The Microspec-2 N-Probe (Bubble Technologies Industries) is an instrument with 
similar aims to the LCB-SD, i.e. to acquire sufficient spectral information to de­
termine ambient dose equivalent, H*(10). It is a portable device which uses two 
detectors — an NE213 organic liquid scintillator and a ^He counter fitted with a 
boron shield. The NE213 scintillator covers the energy range 800 keV to 20 MeV 
and the ^He detector from thermal to 800 keV. Pulse shape discrimination is used
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to differentiate between neutron and gamma ray events in the liquid scintillator.
A useful feature is that this discrimination can be turned off allowing a gamma 
calibration to be performed. A similar feature would be desirable with the LGB-SD 
whereby isolated “recoil” events (gamma rays) could be recorded by the digitiser. 
Since these events are discarded it is necessary to artificially create false-coincidences 
with a pulse generator in order to perform a gamma calibration (§3.2.3). Below 
1 MeV the ^He counter is unfolded into 3 energy groups — compared with 2 groups 
for the LGB-SD.
1.5.3 N eutron A rea Survey Instrum ents
The majority of these instruments are based on a slow neutron detector located 
at the centre of a polyethylene moderator. By selecting a gas filled detector the 
gamma ray response may be minimised. The UK Ministry of Defence has chosen 
the Mk7NRM (Leake type instrument) for area neutron dosimetry.
It has been designed so that its response matches as closely as possible the 
fluence to ambient dose equivalent conversion factors. In this way the detector 
response is high for neutrons whose biological importance is high and vice versa. 
This has been achieved by careful choice of the polyethylene moderator diameter 
and the inclusion of a perforated cadmium shell to further tailor the response. 
Fig. 1.3 shows the calibrated instrument response as set by Leake [18] (1 count == 
1157 pSv) along with the fluence to H*(10) conversion function.
Harrison [19] has found that the response to broad neutron spectra typical of 
shielded fission sources does not deviate by more than 40% for a very wide range 
of experimental and calculated spectra. However, in the case where there is a 
considerable component in the keV energy region Harrison found that there can be 
an over response of 280%.
In the development and assessment of the LGB-SD, a minimum requirement 
is that it must outperform the Mk7NRM in estimations of H*(10). Devine [20] 
has evaluated the N-Probe for Am-Be, ^^^Cf and a series of moderated ^^^Cf 
measurements and found that it has a variation in H*(10) of -5% to -f-34%. A series 
of monoenergetic neutron irradiations have been carried out by Williams [21] for the 
N-Probe at the National Physical Laboratory (NPL) for the ISO energies, 0.144, 
0.250, 0.565, 1.2, 2.5 and 5 MeV. It was found that the N-Probe over estimated 
H*(10) by up to 200% for energies 1.2, 2.5 and 5.0 MeV and under responded by 
up to 60% for energies 0.144,0.250 and 0.565 MeV.
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F igure 1.3: ICRP fluence to dose conversion factors and
M klNRM  response.
1.6 P u ise Shapes &: D iscrim ination
Contrary to that stated by Williams in [21, 2 2 ], no pulse shape discrimination is 
performed by the digitiser based on rise time. He states that by analyzing the rise 
time of the pulse an event is characterised as coming from a gamma ray (short rise 
time) or a neutron (long rise time). Qualitatively this can be shown to be incorrect 
by using a pulse generator to trigger false coincidences with a gamma ray source.
Discrimination by the digitiser is only performed for “recoil” pulses and capture 
pulses and this is done on the basis of pulse width. Since neutron/ gamma pulse 
shape discrimination is not implemented “recoil” pulses include both neutron and 
gamma events. Discrimination between neutron and gamma events is achieved via 
offline coincidence discrimination discussed in §2.5.2.
The ability to discriminate on the basis of pulse width is due to the use of both 
an organic and inorganic scintillator. BC-490 plastic scintillator (casting resin) 
has a decay time of 2.3 ns, whilst LGB has two decay times of 200 and 700 ns.
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Additionally, since LGB is an inorganic scintillator it has a larger light output — 
approximately 3 times higher than BC-490. Using sufficiently large microcrystals 
ensures that the alpha and triton reactions products from ®Li capture deposit their 
energy within the microcrystal, giving a signal that is distinct from that of the 
plastic.
Fig. 1.4 shows a typical double-pulse event recorded by the digitiser system. The 
cut-off observed with the capture pulse is due to the digitiser only recording ~  45 
samples per pulse giving a total time of ~  500 ns. This is insufficient to fully digitise 
the capture pulse but is long enough to fulfill the requirement of distinguishing 
between recoil and capture pulses.
Digitizer cut-off
0 500 15001000 2000 2500 3000
Time (ns)
F igure 1.4: Recoil ( ’’narrow”)  pulse followed within a 12.5ps 
gating-time by a capture ( ’’wide”)  pulse.
The shape of the recoil and capture pulses is determined by the relative magnitude 
of the scintillator and anode decay constants. For a parallel RC photomultiplier 
tube anode circuit the voltage pulse expected at the anode is given by Knoll [23]
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F (t) =  ^ - ^ ( e - “ - e - ^ ‘) (1.5)
where
0 = 1/RC is the reciprocal of the anode time constant 
A is the scintillator decay constant 
Q is the total charge collected over the entire pulse 
C is the anode capacitance
For the recoil pulse the scintillator decay time constant, r(l/A ) is several ns and 
the anode time constant RC is 50 ns. Therefore, the decay constant X > 9. In this 
instance equation can be written as
( 1 .6)
The long-time behaviour is determined by the first exponential and the tail of 
the recoil pulses therefore decays at a rate determined by the anode circuit time 
constant. For recoil pulses the circuit is operating in “voltage mode” and the charge 
is fully collected by the anode circuit resulting in a pulse amplitude of Q/C.
However, the capture pulse has a decay time of 200ns and in this case the 
opposite is true {6 > A) and the long-time behaviour is determined by the second 
exponential. For capture pulses the circuit is operating in “current mode” and the 
pulse amplitude is a factor R C /r  lower than would be achieved in voltage mode. 
This fractional loss in signal height is known as ballistic deficit. Since the digitiser 
is only 8  bit, giving a possible 256 channels for the pulse height, the LGB-SD uses 
pulse-area units to increase the sensitivity.
1.7 LG B -SD  C ounting channels &: prim ary radiation  
in teractions
The neutrons, gamma rays and X-rays that interact with the LGB detector are 
uncharged radiations and must firstly transfer their energy to nuclei, electrons or 
charged particle products of nuclear reactions before their energy may be deposited. 
The following section outlines the primary interactions that these radiations un-
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dergo in the detector. The secondary charged particulate radiation that is pro­
duced interacts with atomic electrons via the Coulomb force. Since a number of the 
channels have the same secondary interaction mechanism these will be examined in 
§ 1.8.
1.7.1 G am m a Channel
Any narrow pulses that are not coincident with a broad capture pulse within the 
gating-time are simply counted as gamma events (provided that they do not fall 
within the narrow window set around 2  MeV to detect neutron capture in gadolin­
ium), with no energy information retained. It would be useful for the gamma pulses 
to be transferred to the PC along with the fast neutron (double-pulse) events as 
this would allow gamma ray spectroscopy to be attempted. The low-Z plastic scin­
tillator comprising the bulk of the LGB detector means that Compton scattering is 
the dominant interaction.
1.7.2 Therm al Channel
Gadolinium is a member of the lanthanide group of elements — often called the 
“rare-earths” . Natural gadolinium is composed of 7 different isotopes (Table 1,1. It 
can be seen that ^^^Gd and ^®^Gd are the two isotopes responsible for almost all of 
gadolinium’s capture cross section. Both reaction products, ^^®Gd and ^^^Gd are 
stable and both have low lying (89 keV and 80 keV respectively) first excited states 
through which the gamma cascade proceeds.
Due to the high atomic number of gadolinium there is an appreciable probability 
of the production of conversion electrons when these first excited states decay [24]. 
Following neutron capture in ^^^Gd a cascade of gamma rays is emitted. At the 
end of the cascade, either an 80 keV gamma ray or a 30 keV (80 keV minus 50 keV 
binding energy) conversion electron is emitted. Following the latter, the gadolinium 
atom de-excites by the emission of a 42 keV K X-ray and 8  keV in L.M,N and lower 
energy X-rays. All these events can be considered to be simultaneous [24].
The conversion electrons and low energy X-rays will normally deposit their 
energy within the LGB detector volume. However, only a fraction of the gamma 
ray and K X-rays’ energy will be deposited. It is found that of the 7.8 MeV fiom 
neutron capture, on average 2  MeV is deposited within the LGB detector. An 
energy window is set around this value and any single event depositing 2  MeV is 
considered to be from neutron capture in gadolinium and is tagged as “thermal” .
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T able 1.1: The main characteristics of gadolinium isotopes
Isotope Abundance Cross section Half-life
natGd 1 0 0 48890
i^^Gd 0 .2 1 1 0 0 241.6 d
2 .2 90 stable
155Gd 14.7 61000 stable
i^^Gd 2 0 .6 2 .0 stable
iG^Gd 15.68 255000 stable
158Gd 24.9 2.4 18.6 h
leoGd 21.9 0 . 8 3.66 mill
The shortcoming of this method is that it is that any gamma ray depositing 2  MeV 
within the detector will be considered as a thermal event. These gamma rays may 
be external or from neutron capture in hydrogen. The effect of this in perturbing 
the thermal channel is discussed in Appendix A
1.7.3 E pitherm al channel
This channel relies on the (n,a;) reaction with either ®Li or depending on the 
chosen detector isotopic composition (®Li6 Gd(^^B0 3 ) 3  or ’^ Li6 Gd(^°B0 3 )3 ). These 
reactions do not show the usual variation of cross section with neutron energy — the 
1/v  law holds at energies well beyond those found for (11,7 ) reactions and beyond 
the usual resonance region. They are popular reactions used for the detection of 
slow neutrons. The ®Li(n,o;) can be written as follows
+ 0  ^ ^  ~^2 ^  (1.7)
The Q-value (energy liberated in the reaction) is 4.78 MeV. For negligible incom­
ing neutron energy the alpha particle and triton are oppositely directed and have 
energies of 2.05 MeV and 2.73 MeV respectively. The ^°B(n,o;) reaction may be 
written
10^  4 .1  n  /  3^^ + 2  CK 2.792 MeV (Ground state)
 ^  ^ I  ^Li* 4 -2  ca 2,310 MeV (Excited state)
94% of all reactions lead to the excited state and 6 % to the ground state [23].
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The thermal neutron cross section for the ^°B(n,a) reaction is 3840 barns com­
pared with 940 barns for the ®Li(n,o;) reaction. The possible benefits of using the 
^®B composition with its higher cross section (but lower Q-value and hence lower 
light output) are briefly discussed in the conclusion.
1.7.4 Fast Channel
The recoil pulses in the fast channel (ignoring those that are false coincidences 
caused by gamma events) are the result of elastic scattering from nuclei and both 
elastic and inelastic scattering from nuclei. A recoil pulse is a superposition of 
many such interactions since the capture-gating method preferentially selects those 
events that have undergone a degree of moderation.
1.7.4.1 Elastic Scattering
The kinematics of neutron elastic scattering are discussed in [23]. For a given target 
nucleus the energy transferred is uniquely determined by the scattering angle.
^ ^ 2  {cos‘^ ^)En (18)
where
A =  mass of target nucleus/neutron mass 
En = incoming neutron energy 
9 = scattering angle of the recoil nucleus
For a head on collision {9=0) the maximum possible energy transfer occurs. For 
with A = l, the maximum fractional energy transfer is 1 , whilst for it is 0.284, 
Fig. 1.5 shows the microscopic elastic cross sections for and Over the 
energy range ~  leV to 1 0  keV it can be seen that they are independent of neutron 
energy and have values of 20 and 5 barns respectively. The number densities for
and atoms in plastic scintillators are approximately the same so Fig. 1.5 also
reflects the relative magnitudes of the macroscopic elastic cross sections.
1.7.4.2 Inelastic scattering
When a neutron undergoes inelastic scattering it is first captured by the target 
to form a compound nucleus — a neutron of lower kinetic energy is then expelled 
leaving the target nucleus in an excited state. In inelastic scattering some (or all)
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F igure 1.5: and microscopic elastic scattering cross
sections [25].
of the kinetic energy of the neutron is converted into internal or excitation energy 
of the target nucleus. This energy is then emitted in the form of gamma radiation, 
with the target nucleus returning to its ground state. Fig. 1.6 shows levels and 
gammas for the nucleus [81].
The capture pulse relies on the same (n,a) reactions as discussed in section § 1.7.3 
on the epithermal channel.
1.8 Secondary interactions
The proton and carbon nuclei recoils produced via elastic scattering and the charged 
particle reactions products from (n,o;) reactions (alpha k, triton) lose their energy 
according to the Bethe formula. It describes the energy loss per distance travelled 
(specific energy loss) of charged particles with energy greater than ~0 .3  MeV. It 
begins to fail at low energies since the positively charged particles tend to pick up 
electrons from the absorber, which effectively reduces its charge and therefore linear 
energy loss [23].
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F igure 1.6: Energy levels and gammas (in keV) of the 
nucleus [81]
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e
N
Z
V
z
I
B  = Z
nifi electron mass
electron charge 
number density of absorber 
atomic number of absorber 
particle velocity
particle charge (in units of electron charge) 
mean excitation 
potential of the target
(1.10)
The energy loss and ranges of these particles can be studied with a program such 
as SRIM (The Stopping and Range of Ions in Matter) [27].
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The Compton scattered electrons produced via either external gamma rays/X- 
rays (contributing to the gamma channel) or those due to neutron capture in 
gadolinium (contributing to the thermal cliannel) lose energy due to ionization 
and excitation according to
(^’^ 2 / 2 ( 1  -  /3 2 ) )  “  in(2 )(2 \ / l  -  p- -  1 +  /3 )^ (1 .1 1 )_ 2 7 re ^N Z  dx meV^
where /3 =  i;/c and all the other symbols have the same meaning as above. Electrons 
may also lose energy via electromagnetic radiation (bremsstrahlung). However, the 
low effective-Z of the LGB scintillator (§5.1 means that radiative losses are only a 
small fraction of the energy loss due to excitation and ionization).
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2.1 M onte Carlo S im ulation
Monte Carlo simulated response functions are necessary to supplement experimental 
monoenergetic neutron irradiations (Chapter 4). Financial constraints limited the 
number of monoenergetic irradiations available for this work so it was vital to 
produce an accurate model of the LGB detector/digitiser.
The Monte Carlo particle transport code MCNPX (v2.5) [28] has been used as 
the basis for generating simulated monoenergetic neutron response functions. In 
the Monte Carlo method particles are followed from source to termination and at 
each step of the particle’s life probability distributions are randomly sampled using 
transport data to determine the outcome. The user requests certain information 
to be tallied e.g. energy deposition and as more histories are run the uncertainty in 
the tally is decreased.
The tallies available to the user in MCNPX are not suitable for modelling the 
LGB-SD since the quantities required are the result of logic decisions made by the 
digitiser system. Therefore, the approach used consists of two parts. Firstly, a 
standard simulation is run with the option to generate a PTRAC (Particle Track 
Output Card) file enabled. If the option to “write all” events is selected, the 
PTRAC file contains the event details of each particle history. The file generated 
is large, approximately 1 GB for every 10® particles run. Secondly, the PTRAC file 
is analysed with a custom written analysis code by the author which tallies events 
based on the same logic decisions as those of the digitiser system. A number of 
assumptions have been made in modelling the LGB-SD.
1. It is necessary to assume that the logic decisions of the digitiser are perfect.
2 . Proton recoils in the plastic scintillator do not interact with the LGB. Simi-
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larly, the alpha particles and tritons from neutron capture in ®Li (in the LGB 
scintillator) do not impinge on the plastic scintillator. This ensures that a 
single light output function can be used for each interaction. The validity of 
these assumptions has been examined in § 2.4 through the use of the SRIM 
code.
3. De-excitation photons due to inelastic scattering from (mainly 4.4 MeV) 
escape the detector volume without depositing any energy. If de-excitation 
photons are to be considered a modified Monte Carlo code such as MCNP- 
PoliMi [29] is required. In standard MCNP [30] secondary photons are gen­
erated independently from the type of neutron collision, whereas in MCNP- 
PoliMi secondary photon production is correlated to the type of neutron col­
lision. The validity of this assumption has been examined in § 2.6.2
2.2 G eom etry M odelling
2.2.1 X-ray m icrotom ography
MCNPX requires as part of the input file the geometry specification of the detector. 
However, only the LGB percentage by weight of the detector was known (quoted as 
10% by the manufacturer Photogenics). Since the LGB microcrystals are relatively 
transparent a visual inspection does not give sufficient information regarding their 
dispersion within the plastic scintillator. The LGB microcrystals contain the high 
atomic number "'“*Gd (Z=64) so X-ray microtomography can be used to determine 
this.
The ability to distinguish the LGB micro crystals from the plastic scintillator 
background depends on the accuracy with which the values of the linear attenuation 
coefficient, /i, can be determined. The linear attenuation coefficient depends on the 
photon energy of the X-ray beam (E),  the electron density of the material (pe) and 
the effective atomic number of the material (Z).  It can be approximated as the sum 
of Compton scattering and photoelectric absorption contributions [31].
=  ( 2  1 )
where a is the Klein-Nishina coefficient and 6 is a constant. The exponent n varies 
between 4 and 5 over the X-ray energy region of interest. The electron density for
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a compound is given by
Pe ~  ^^comp (2.2)
where Z is the atomic number and Ncomp is the compound number density given 
by
^comp ~  ~2 Pcomp (2.3)^comp
where Pcomp is the density of the compound, Acomp the molecular weight and Nav
is Avogadro’s number. The electron densities of H  and C are 5.23x10^^ and
2.84X10^ ® cm“® respectively (using Bicron’s quoted values of atomic number density 
and equation 2.2). The formula for LGB, Li6 Gd(B0 3 )s shows that Ncd — N lgb , 
giving a value of 3.6x10^® cm"®.
For low energy X-rays (50-100 keV), photoelectric absorption is the predomi­
nant interaction mechanism and is strongly dependent on atomic number, whilst for 
higher energies (up to 5-10 MeV) photon attenuation is mainly a result of Compton 
scattering and is largely controlled by electron density [31]. The X-ray tube voltage 
used was 6 6  keV and the dominant interaction mechanism was therefore the pho­
toelectric effect. Since both the electron density and atomic number are higher for 
”“*Gd than either H  or C of the plastic scintillator, X-ray tomography is a viable 
method to determine the microcrystal distribution.
X-ray microtomography of the LGB detector was conducted at the University 
of Surrey, UK (courtesy of Dr. P.M. Jenneson) using a transmission target, magni­
fication geometry (310 mm source to sample distance, 190 mm sample-to -detector 
distance) and a pixelated Complementary Metal Oxide Semiconductor flat-panel 
(CMOS) array. The sample (LGB detector) was rotated via a computer controlled 
stepper motor with a resolution of 0.01°. The ring artefact commonly associated 
with third generation scanners (caused by the repeated use of the same detector 
elements in each projection) is minimised by mechanically translating the detec­
tor sidewards by a random integer number of pixels for each projection [32]. The 
Nyquist sampling theorem gives the number of projections necessary to ensure ad­
equate sampling at the edges. For an object of diameter D and detector pixel size 
£, the number of projections required is
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TV, =  (2.4)
900 projections were used to sample 512 pixels. 1 pixel of the CMOS array has a 
linear dimension of 50 fjbm. Using a 4x4 arrangement gave a total linear dimension 
of 200 (im and a reconstructed linear dimension of 124 /xm. The choice of 4x4 
was based on achieving suitable counting statistics within the available exposure 
time of ~  5 hrs. The reconstruction used a Feldkamp based three-dimensional back- 
projection routine.
The binary image (Fig. 2.2(a)) was formed by thresholding the greyscale image 
(Fig. 2.1). Pixels with a value greater than the threshold are set to 1, while pixels 
with a value below the threshold are set to 0 . An erode and dilate process was used 
to remove small structures and the number of microcrystals estimated by using an 
algorithm based on 3-D connectivity. In erosion every object pixel that is touching a 
background pixel is changed into a background pixel. In dilation, every background 
pixel that is touching an object pixel is changed into an object pixel.
The number of microcrystals within the 60.8 cm® detector volume was found to 
be ~  7500 and in agreement with a calculation assuming microcrystals of uniform 
size (500 nm diameter). Figs. 2.1 & 2 .2  show slices perpendicular and parallel 
to the LGB detector axis. There is significant inhomogeneity of the microcrystal 
distribution perpendicular to the axis whereas parallel to the axis they are fairly 
uniformly distributed. It is likely that this is the result of microcrystal settling 
during the casting process — even though the detector was rotated during the 
process to try and avoid this (§1.1.1). This inhomogenity may result in a variable 
response if the detector is rotated in a non-isotropic field. This effect is examined 
in §2.6.3.
2.2.2 M C N P X  G eom etry
Three geometry models of differing sophistication have been constructed.
1 . The plastic scintillator and LGB are considered as a homogeneous mixture.
2 . A lattice structure is used where the fundamental structure is a cube with 
a single microcrystal of LGB at its centre. This cube is then used to fill 
the detector volume. Fig. 2.3 shows a slice perpendicular to and along the 
detector axis. Also shown is the aluminium casing of the PM tube. The effect
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F igure 2.1: Greyscale image, 512x512 array . Slice perpen­
dicular to axis.
of the aluminium casing is normally only a correction of a few percent to the 
efficiency calculated for a detector [33].
3. A custom written C+-I- program by the author is used to create a stochastic 
geometry model having a similar microcrystal distribution to that observed 
in the X-ray microtomography. The detector volume is firstly segmented into 
“wedges”. The reason for doing so is to reduce the complexity of a given 
cell. For each flight path between collisions in a cell the intersection of the 
track with each bounding surface is calculated. This can be costly in terms 
of simulation time if the cell contains many surfaces.
Microcrystals are located by randomly sampling each segment’s volume in 
turn with the condition that they do not overlap the segment’s boundaries. A 
bias can be imposed so that sampling increases in the region of the rim on one 
side of the detector. This process continues until a given volume of LGB has 
been placed within the detector. Over-sampling in the centre region is avoided 
by having a radial sampling probability proportional to the radial distance. 
The microcrystals are assumed to be spherical and of uniform diameter. In 
reality, grinding will produce a distribution of sizes following a distribution 
such as a log-normal. Fig. 2.4 shows slices obtained perpendicular and parallel 
to the axis generated from the program.
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(a) 512x512 array. Slice perpendicular 
to axis.
(b) Binary image, 512x300 
array. Slice parallel to axis.
F igure 2.2: Binary images
0 < » 0 0 0 0 0 0 < > 0 0 0 0
(a) Perpendicular to axis (b) Along axis
F igure 2.3: M CNPX lattice model
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F igure 2.4: Stochastic model
2.3 M C N P X  Sim ulation
2.3.1 P T R A C  analyser
A custom written PTRAC analysis code has been written in Perl by the author. 
It can be used to study neutron events which result in capture and additionally 
neutron and gamma ray events which escape the detector volume following one or 
more interactions. The latter case permits the study of false-coincidences. Fig. 2.5 
shows the basic program flow of the PTRAC analysis. A program of similar form 
has been used by Padovani [81] with the modified Monte Carlo code MCNP-PoliMi 
to analyse a standard (ungated) plastic scintillator.
2.3.2 Running M C N P X
The neutron source used for the monoenergetic simulation work is a disc source, with 
a diameter that matches that of the detector and with neutrons directed normally 
to the front face. The MCNPX simulations are run in “analog(ue)” mode which 
uses the natural probabilities tha t various events occur. This mode is normally 
used when a significant number of particles within a problem contribute to a tally 
estimation and variance reduction techniques are therefore not required. However, 
for the fast channel of the LGB-SD this is not the case — the efificiency is very low
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User input:
Run PTRAC 
analyser1. Fluence rate2. Gating time
3. MeV or MeVee ^
4. Binning structure
5. Light output threshold
6. Gaussian broadening
Read termination event
Light output fn. 
For plastic 
scintillator:
1. Neutron on H
2. yon e-
Light output fn. 
For LGB 
1. yon e-
Next history
Generate random time 
intervals between 
histories
Calculate light output in 
interaction
Generate PTRAC output 
file
! Decision making ' 
process i
Find 1 st/next elastic or 
Compton scatter
Read particle type
Read collision nucleus
Read energy deposited
Read collision time
t  MeVee refers to MeV “electron equivalent”, where 1 MeVee is the light output produced by a 
Compton electron of 1 MeV
F igure 2.5: P TR A C  Analyser
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(intrinsic efBciency of 0.0004 at 5 MeV (§ 2.6.1)). Analogue mode is necessary since 
the capture-gated tally requires the termination (capture) event to be correlated 
to the start (proton recoil) event and the time interval between these is crucial 
for determining the outcome. Although the neutron treatment is analogue the 
neutron-photon interface is never analogue. As mentioned in § 2 .1  a code such as 
MCNP-PoliMi is required if a coupled neutron-photon problem is to be considered 
in analogue mode. Additionally, in standard MCNP (n,Xn) events are non-analogue 
and multiple neutrons exiting a collision are totally uncorrelated. Conservation of 
energy is not observed except in an average sense over many neutron histories.
It is possible that a scheme for increasing the simulation efficiency of the LGB- 
SD’s fast channel by increasing the probability of the initial (n,p) reaction and 
reducing the weight of the resulting tally would be successful. The “forced collision” 
option forces a particle to undergo a collision in a designated cell that is almost 
transparent to it. However, it is not possible in MCNPX to combine the requirement 
for analogue capture with forced collisions.
In order to run analogue MCNPX the PHYS:N card must be set with “weight 
1” equal to zero. The S(a,P) treatment takes into account the effects of chemical 
binding and crystal structure for incident neutron energies below about 4 eV. Since 
these data are not available for organic scintillators the S(a,P)  data for polyethylene 
have been used and can be considered an acceptable approximation [34]. It can be 
seen from Fig. 2.5 that the light output from carbon recoils is not considered in 
the analysis. Although up to 24% of the neutron energy can be transferred by 
scattering to the carbon nuclei, these recoils are not observed in the pulse height 
spectrum due to the strong reduction of the light output of heavy ions [35].
2.3.3 D ecision  m aking process
Once the total light output (if there is any) from proton recoils or Compton scatter­
ing in a history has been calculated the event type is tagged according to a number 
of criteria (Table 2.1).
An assumption used in the decision making process is that when a fast event is 
tagged within the gating time with another fast event, the original fast event is lost 
and the gate is then opened for a further gating time of 12.5 fis.
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Table 2.1:
LGB-SD
The decision making process used in simulating the
Thermal event Capture in Gd-nat
Epithermal event Capture in Li-6  without proton recoils
Capture in Li-6  following proton recoils but outside gating
time
Fast Event Capture in Li-6  following proton recoils, within gating time 
and above light output threshold
Escape A neutron or gamma ray that escapes the detector volume 
following one or more proton recoils or Compton scatters
False If an epithermal event is tagged the program searches for 
the last escape event. If the escape event occurs with a 
gating time of the epithermal event and the escape event 
has a light output greater than the threshold then the com­
bination of the two histories is classed as false coincidence 
event. The original epithermal event is lost.
Loss If a gamma ray event or thermal event is tagged the pro­
gram sear dies for the last fast event. If the gamma or 
thermal event occurs following the proton recoils but prior 
to Li-6  capture the fast event is considered to be lost.
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2.3.4 G eneration o f random  tim e intervals betw een histories
The PTRAC output file gives the time of each interaction in shakes (10“®s) . How­
ever, each history commences at zero shakes, or with the Gaussian option enabled, 
distributed according to a Gaussian function with specified mean and width at 
half maximum. This is unsuitable for analysing false coincidences which arise as 
a result of the combination of an escape (either neutron or gamma) plus an unre­
lated capture i.e. two separate histories. Since the effect of false coincidences is such 
an important effect in the operation of the LGB-SD, the MCNPX output file has 
been modified by the author so that the start times for each history are separated 
according to the probability distribution function
p{t)dt = re '^ ^dt (2 .5 )
where r is the average rate of occurrence. This has been achieved by sampling from 
the inverse of the cumulative distribution function (CDF). The CDF is given by
P = l -  e - ’'* (2.6)
and its inverse by
(2.7)r
A random number generator is used to create values for P between 0 and 1.
2.3.5 G aussian Broadening
The Gaussian broadening can be employed in two ways. The light output from 
each interaction may be Gaussian broadened whilst the PTRAC analysis program 
is running or the response may be folded offline. The former method is the most 
realistic since it accounts for the possibility of the light output from a proton recoil 
event which is below the light output threshold being broadened so that it lies above 
the threshold and is then detectable as a fast event.
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2.3.6 Fluence R ate
The generation of random time intervals between the histories permits the study 
of the effect of fluence rate on the number of false coincidences. As expected, 
an increasing fluence rate yields more false coincidences since there is a greater 
likelihood of a ®Li capture being within the gating-time of an unrelated neutron or 
gamma escape. Simulated time-to-capture distributions show the same behaviour 
as those measured, with an exponential distribution on top of a flat background 
due to false coincidences.
2.4 R anges o f charged particles
2.4.1 R eaction  P rodu cts
The assumption that the alpha and triton reaction products from the ®Li(n,o:) 
reaction (or the ^Li and alpha reaction products from the ‘^^ B(n,o;) reaction ) deposit 
all their energy in a LGB microcrystal can be examined through the use of the 
program SRIM 2003 (Stopping and Ranges of Ions in Matter) [27]. If the ranges 
of the reaction products are comparable to the diameter of the microcrystal then 
there will be energy deposition in both the LGB and plastic scintillator and the 
complicating effect of two different light output functions.
The ranges of the alpha (2.05 MeV) and triton (2.73 MeV) particles in LGB are 
found to be 8.5±0.6 /xm and 49.1±2.6 /xm respectively. For heavy charged particles 
range straggling amounts to a few percent of the mean range. The diameter of 
a microcrystal is in the range 300-700 /xm and it has therefore been assumed for 
the purposes of this work that energy deposition from the ®Li(n,o:) reaction takes 
place within the microcrystals. Further reflnement to the model can be made if 
required by tracking the secondary charged particles in MCNPX. This was deemed 
an unecessary level of model reflnement for the current study since errors in the 
unfolded spectra are dominated by uncertainties in the experimentally determined 
proton light output function. The local energy deposition means tha t the efficiency 
of detection of these secondary charged particles is ~  100% and each ®Li capture 
reaction in the MCNPX model will be recorded by the digitiser system.
2.4.2 P roton  recoils
For an even distribution of the ~7500 microcrystals within the LGB volume the 
microcrystal separation distance is ~  2 mm. However, the fact that there is a bias
Modelling the LGB-SD 33
towards the rim means that in the bulk of the volume this value can be a factor 
of 2  greater. At 7 MeV the proton recoil range is at least 15% of the microcrystal 
separation distance. This means that the assumption of using only the plastic 
scintillator light output function for proton recoils in the MCNPX simulation is not 
entirely valid. MCNPX version 2.5.0 contains the neutron physics option of light 
ion recoil which permits protons to be created at elastic scattering events (prior 
addition to MCNPX an auxiliary code such as SRIM would need to be coupled 
with the MCNP output to track light ions). A more complete model of the LGB- 
SD requires the tracking of proton recoils in order to determine if they impinge on 
the LGB microcrystals. A technical difficulty in doing so is that the proton recoils 
are treated as “banked” particles and are not tracked until the neutron history 
is complete. Given the small correction tha t this is likely to require to simulated 
response functions in comparison to other uncertainties in this study it was decided 
to omit this refinement. Fig. 2.6 shows the proton recoil range in a polyvinyltoluene 
(PVT) plastic scintillator (H - 8.5%, C - 91.5 %) as a function of proton recoil energy 
calculated by SRIM.
d. 400
200 -
2 4 6
Proton recoil energy (MeV)
F igure 2,6; Proton recoil range in P V T  plastic scintillator 
calculated by SRIM code
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2.4.3 E lectrons
The concept of range in an absorber is different for heavy particles and for electrons. 
In the former case it corresponds to the path length — for electrons it is an empirical 
quantity corresponding to the thickness of absorber required to stop most of the 
electrons [36]. For energies from 1 to ~  20 MeV the electron range may be given by 
the empirical relation
r  =  530E -  106 (2.8)
where r is the range expressed in mass-thickness, mg/cm^ and E  is the electron 
energy in MeV. For electrons the range is practically independent of the nature of 
the absorber. For 1 MeV electrons in LGB, the range in units of mass-thickness is 
424 mg/cm^. Expressed in units of cm the range in LGB (density 3.5 g/cm^) is 0.12 
cm. The far greater range of electrons in matter compared to heavy ions means 
that the gamma response of the LGB detector needs to consider that a Compton 
electron scattered in the plastic scintillator may impinge on a LGB microcrystal.
Therefore, both electrons and photons need to be tracked in a Monte Carlo 
simulation and the appropriate light output functions used. This complicating fac­
tor has largely been avoided by using a pure plastic scintillator for the calibration. 
The term “pure” is used in this work to emphasise the fact that a single com­
mercial plastic scintillator has been used rather than the plastic/LGB scintillator 
combination.
2.5 M odel C om parison
2.5.1 R esponse
Kaniykowski [37, 38] has reported on various calculated and measured quantities 
of the boron-loaded plastic scintillator BC-454. A qualitative assessment of the 
modelling procedure developed for the LGB-SD has been made by simulating the 
spectral response and mean capture lifetime of an identical BC-454 scintillator and 
comparing them with those published by Kamykowski.
BC-454 is a commercial scintillator and its properties are available from [3]. It 
has a 5% by weight loading of natural boron (Boron has two naturally occurring 
and stable isotopes, ^°B (19.9%) and ^^B (80.1%)) resulting in a ^®B weight content
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of ~1% . The scintillator used is a cylinder of 76.2 mm diameter and 101.6 mm 
length.
Kamykowski used the code MCNP/3A with modifications introduced by Los 
Alamos National Laboratory (LANL) to tally capture gated events and to transform 
energy deposition to light output. The proton recoil light output function used is 
from Verbinski [39]. By contrast, in the present study of the LGB-SD the MCNPX 
code is left unchanged and the detailed PTRAC file created during each simulation 
is analysed. In addition, the proton recoil light output function used was determined 
through a series of monoenergetic neutron irradiations rather than using published 
data.
Figs. 2,7 & 2.9 are the response functions obtained by Kamykowski. Figs. 2.8 & 2.10 
have been obtained by the MCNPX/PTRAC analyser method.
F igure 2.7: MCNP calculated response functions for a boron 
loaded plastic scintillator B C -fSf [38].
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F igure 2,8: M CNPX calculated response function for 4M eV  
neutrons for the boron loaded plastic scintillator BC-454-
F igure 2,9: Calculated (folded with 16% resolution) and mea­
sured response function for 4Me V monoenergetic neutrons [38].
2.5.2 Capture tim e constant /  G ating T im e
The ability to record both the pulse area and time-to-capture details for later offline 
analysis means that the gating time can also be selected post measurement. A gat­
ing time can therefore be accurately chosen which includes as many true events as 
possible. For a given detector having a fixed amount of slow neutron capture mate­
rial this is likely to be a fixed value. Fig. 2.11 shows the measured time-to-capture 
distribution for a 5 MeV monoenergetic neutron irradiation (§4.2.1). The total
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Figure 2.10: MCNPX calculated response function for 4 MeV 
neutrons for the boron loaded plastic scintillator BC-454- 16% 
resolution.
gating time of 12.5 jis (fixed by the LGB digitiser settings) has been split equally 
into an “early” and a “late” region. Subtraction of the mainly false coincidence 
events of the “late” region from the “early” region yields mainly true coincidence 
events. The form of the time-to-capture distribution is that of an exponential super­
imposed on a flat background. In order to determine the parameter r ,  the capture 
time constant and the magnitude of the background, a non-linear fit is performed.
C ~  B  -\- Coexp{~t/r) (2.9)
For a monoenergetic beam of neutrons, the macroscopic capture cross section Ec 
gives the probability of capture per unit length. Therefore, the product uEc gives 
the probability of capture per unit time, where v is the neutron velocity. The 
capture time constant r  is given by the inverse of the capture probability per unit 
time
T = {(TcVNLi) - 1 (2 .10)
where Ec =  cTcNu  
Since ctc oc 1/?;
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Figure 2.11: Coincidence discrimination
r  oc l /N i i
The probability dp that a capture event will occur in time dt is
(2 .12)
A Poisson random process is characterised by a constant probability of occurrence 
per unit time. It can be shown [23] that the distribution function describing the time 
intervals between adjacent random events, assuming that an event has occurred at 
t=0 is given by
p{t)dt — i  • exp ( - ^ ] d t (2.13)
This is the cause of the exponential component of 2.11. If false coincidences are 
present, there is an additional flat background since they are randomly distributed 
in time.
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2.5.3 False coincidences
Since the capture time constant is inversely proportional to the ®Li concentration 
and hence the LGB loading of the detector, it is straightforward in principle to 
produce LGB detectors with different capture time constants. There are a number 
of reasons why this may be useful
1 . a shorter capture time constant would allow higher event rates to be recorded, 
(assuming that the fixed gating time of the digitiser can also be shortened). 
However, this would also have the effect of degrading the resolution, since the 
neutron being moderated would have a greater chance of being captured with 
a portion of its energy remaining. Additionally the increased concentration 
of LGB would increase the attenuation of optical photons further broadening 
the resolution.
2 . a longer capture time constant could be chosen in cases where false coinci­
dences are fewer in number and vice versa. However, this would only work if 
the false coincidences are caused by gamma rays. False coincidences are also 
caused by low energy neutrons and in this case the number of false coincidences 
would increase/decrease by the same proportion as the true coincidences.
Simulated time-to-capture distributions can be obtained either through analysis of 
the PTRAC file with the analysis program described in § 2.3.1 or via the FT 8  CAP 
option in MCNPX, which converts a pulse height tally into a neutron capture tally 
in specified capture nuclides. However, this option is most useful for coincidence 
captures. It records all capture times in ®Li rather than >lM eV as with the PTRAC 
analyser and begins counting at t=0 rather than after the detection of a proton 
recoil event.
2.5.4 Capture tim e constants o f B C -454 LGB detector
The capture time constant for BC-454 is quoted as 2.7 ps by Bicron. This is the 
value obtained by Drake et al. for a 7.62 cm diameter by 20.32 cm long BC-454 
scintillator irradiated by neutrons normal to the detector axis [40]. Kamykowski 
[37] obtained a simulated and measured capture time constant of 1.65 /is for 2  MeV 
neutrons. Kamykowski also calculates the capture time constant using
r  =  [(j ATî;]  ^ (2.14)
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where a is the microscopic cross section, N  the number density and v the neutron 
velocity. This gives a value of r  for BC-454 of 2.29 fj,s. The discrepancy between 
simulated and calculated values of r  is due to the fact that the calculated value of 
2.29 /is is only applicable in the 1/v  region of ^°B (Fig. 1.1). A separate calculation 
at 2  MeV gives r  as 1.66 fis.
A  simulation using the PTRAC analyser results in a r  value of 1.43 fis for the 
scintillator dimensions used by Kamykowski. However, if the dimensions are in­
creased the neutron mean free path, A within the detector tends towards a constant 
value. For the original dimensions A =  3.06 cm — but if the diameter is increased 
to 11.62 cm, A =  2.95 cm and remains constant for further increases in the detector 
dimensions. For the 11.62 cm diameter detector r  is 1.58 fis. If equation 2.14 is 
to be valid, A must be constant since the macroscopic cross section E =  1/A. In 
practice this means that the detector dimensions must be several mean free paths 
before the calculated value is realised. The simulated capture time constant of LGB 
is 0.75 fis, compared with a measured value of 1.1 fis.
2.6 M onoenergetic neutron  sim ulations o f th e  LG B-SD
Having established in § 2.5 that the technique of analysing the PTRAC file gives 
comparable results to those of Kamykowski, monoenergetic neutron irradiations of 
the LGB-SD have been simulated from 1 - 1 2  MeV in 0 .1  MeV increments. The pro­
cess is automated and each response function is written in the HEPRO format [41] 
required by the MAXED unfolding code [42]. The response function set generated 
in this manner (with appropriate normalization) is used in Chapter 6  to perform 
neutron unfolding of measured pulse height spectra.
Figs. 2.13,2.14 & 2.15 show simulated monoenergetic neutron response functions 
for 2.39,5.00 &7.50 MeV using the light output function determined in §4.4, with­
out Gaussian broadening due to the detector resolution.^ All such response func­
tions show similar features. There is an edge at the maximum light output cor­
responding to a neutron event which has deposited its full energy within the scin­
tillator. The low light output edge is due to the light output threshold imposed 
by the digitiser. There are an average of 1.3 elastic scatterings per fast event 
at 2.39 MeV which due to the effect of quenching lower the total light output. In 
general, only one carbon elastic scattering is significant since the majority of the
^Note that the bin widths of the thermal and epithermal channels in the figures are arbitary 
and only the magnitude is of relevance (the width of the thermal channel is too narrow to represent 
on a linear scale).
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energy is deposited in the first few collisions. For the single scattering the 
maximum fractional energy transfer is 0.284 giving a maximum energy transfer of
0.679 MeV for a 2.39 MeV neutron and a light output loss of 0.139 MeVee. The 
factors contributing to the broadness of the response function are
1. elastic and inelastic scattering from carbon. It is assumed in calculating the 
responses that the light output from carbon nuclei recoils is negligible.
2 . the neutron may be captured before being moderated to thermal energies.
3. the non-linear proton recoil light output function. Fig. 2.12 shows the proton 
recoil light output determined in § 4.4. For example, a 3 MeV neutron may 
undergo a single interaction depositing all of its energy, giving a light output 
of 1 .1  MeVee. Alternatively, if it loses its energy in three stages of 1 MeV the 
total light output is only 0.83 MeVee.
4. The detector resolution.
3.0
2.5I 2.0
"5 1.5II 1.0
0.5
0.0
0 1 2 3 4 5 6
Energy (MeV)
F igu re 2.12: The resolution broadening effect of the light out­
put function
It is evident that the idea of a total absorption spectrometer is not valid and unfold­
ing techniques will be necessary. However, a reasonable assumption with which to 
proceed is that provided each set of response functions are determined with equal
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accuracy, the response functions of the LGB-SD should provide more information 
than those of a standard proton recoil detector with a rectangular response function, 
since they are more localised around the maximum neutron energy.
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F igure 2.13; 2.39 M eV M CNPX simulated monoenergetic neu­
tron irradiation (Thermal & Epithermal values shown in the fig­
ure are reduced by a factor of 20).
Fig, 2.16 shows the thermal and epithermal response of the LGB detector below 
1 MeV.
2.6.1 Intrinsic Efficiency
The intrinsic efEciency is defined as
Number of pulses recorded^int — Number of radiation quanta incident on detector (2.15)
Fig. 2.17 shows the MCNPX simulated efficiency of the fast channel for a gating time 
of 12.5 /xs. The increase between 1-2 MeV can be attributed to the discrimination 
threshold set at 1 MeV. Attempting to select only full energy events results in a 
markedly lower efficiency than that from a standard proton recoil scintillator. A 
plastic scintillator (BC-490) of the same dimensions and a bias value of 1 MeV has 
an intrinsic efficiency of 0 .2  for 3MeV neutrons. Kamykowski [37] has measured and 
modelled the intrinsic efficiency in gated mode of the BC-454 detector discussed in
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Figure 2.14: 3.65 MeV MCNPX simulated monoenergetic neu­
tron irradiation (Thermal & Epithermal values shown in the fig­
ure are reduced by a factor of 10).
§2.5, The efSciencies are an order of magnitude higher than those simulated for 
the LGB-SD due to the larger detector size. These findings have been confirmed 
with MCNPX simulations of the BC-454 detector.
2.6.2 Inelastic scattering from carbon
Inelastic scattering from C nuclei in the plastic scintillator leads to 4.4 MeV de­
excitation photons from the first excited state. The average energy deposition 
within the detector due to these photons has been calculated using the F 6 :P tally 
in MCNPX. 4.4 MeV photons randomly generated throughout the detector volume 
will deposit on average 0.16 MeV within the detector.
2.6.3 Effect o f non-uniform  distribution of m icrocrystals
The effect of the non-uniform microcrystal distribution has been examined via 
MCNPX simulations irradiating perpendicular to the detector axis. Tables 2 .2  & 2.3 
show the effect of irradiating towards the high density and low density sides respec­
tively. The most marked difference is at thermal energies with both the thermal 
and epithermal channels having a higher response when irradiating from the high
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Figure 2.15: 7.50 MeV MCNPX simulated monoenergetic neu­
tron irradiation (also published in [43]). Due to low efficiency, 
this response function is plotted with a coarser bin structure than 
Figs. 2.13 & 2.14
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Figure 2.16: MCNPX simulated thermal and epithermal re­
sponse.
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Figure 2.17: Simulated intrinsic efficiency of the fast channel 
of the LGB-SD
Table 2.2:
High Density Response (cm^ )
Energy (MeV) Thermal Epithermal Fast
2.5x10-® 14.434 1.917 0 .0 0 0
0.5 0.061 0.131 0 .0 0 0
2 0.016 0.016 0 .0 2 2
Table 2.3:
Low Density Response (cm^ )
Energy (MeV) Thermal Epithermal Fast
2.5x10-® 8.541 1.234 0 .0 0 0
0.5 0.066 0.129 0 .0 0 0
2 0.020 0.015 0.027
density side. The responses at 0.5 & 2  MeV are more complex with an increased 
response for both thermal and fast channels and a small decrease in the epithermal
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response when irradiating from the low density side. A likely explanation for the 
former is that at these energies both the thermal and fast channel require a degree 
of moderation before capture (for the fast channel it is a necessary condition, whilst 
for the thermal channel moderation increases the probability of capture in ”'“*Gd). 
Irradiating from the low density side increases the chance of initial moderation 
hence increasing the probability of capture in the thermal and fast channels.
2.6.4 A ccuracy o f tallies
Any quantity of the form
C =  f  4>{E)f{E)dE (2.16)
can be tallied,where f>(E) is the energy-dependent fluence and f(E ) is any product 
or summation of the quantities in the cross-section libraries or a response function 
provided by the user [30]. The non-standard tallies for the thermal, epithermal and 
fast channels are obtained by selectively choosing certain capture events based on 
the digitiser logic decisions. In addition to the tally result it is necessary to obtain 
the uncertainty associated with this result. The Monte Carlo mean x  is the average 
value of the scores for all the histories calculated in the problem. The estimated
standard deviation of the mean is given by %
(2.17)
where S  is the estimated standard deviation of the population of x based on the 
values of Xi that were actually sampled and N  is the number of histories. For a 
well behaved tally, S$ is proportional to l/vOV allowing confidence intervals to be 
formed about the estimated mean. It can be seen from eqii2.17 tha t Sx may be 
reduced by either reducing the variance, S  or by increasing the number of histories. 
As variance reduction methods cannot be employed for this work, in order to double 
the precision it is necessary to run four times the number of histories. However, they 
only refer to the precision of the Monte-Carlo calculation and not to the accuracy 
of the result compared to the true physical value.
A statement regarding accuracy requires a detailed analysis of the uncertain­
ties in the physical data, modelling, sampling techniques and approximations, etc. 
used in a calculation [30]. It is extremely difficult to assess any systematic errors
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associated with the digitiser although further investigation with a pulse genera­
tor may provide some details. However, the effect of uncertainties in the model 
(e.g. LGB concentration) on the tallies can be investigated via a parameter study 
where repeated calculations are made for different problem specifications. Results 
from the repeated calculations can be combined using a batch statistics approach 
[44]. For each tally quantity æ, the series of results from the repeated calculations 
Xk,k = 1, M,  where M  is the number of repeated calculations can be computed as
1 ^
( 2  18)
fc=l
O'n'. — M  -  1 V M -  % :)  (2.19)
If the model parameters are varied the standard error of the mean no longer varies 
as 1/V~N (eqn. 2.17). However, the variance in the tallied result can be decomposed 
into two components — a variance due to the random sampling which occurs during 
each history in the Monte Carlo and a variance caused by a variation in the model 
input parameters
0x2 — +  ^x,ip^  (2 .2 0 )
where the standard error due to the Monte Carlo process o x  m c -> will decrease as 
usual with number of histories run. However, the second component due to the 
variation in the initial conditions oxj p  will remain constant and independent of 
the number of histories run.
Detector Characterisation
3.1 In troduction
The LGB digitiser is uncalibrated, with the scintillator light output expressed in 
the arbitrary units of pulse area. A gamma calibration of the digitiser has been 
performed for the following reasons.
1 . To provide a linear scale relating the Compton electron energy to the scin­
tillator light output, Le(E). This scale can then be used as the basis for the 
proton recoil light output function determined via monoenergetic neutron ir­
radiations (Chapter 4).
It is possible to perform the neutron unfolding (chapters 6  & 6 ) using pulse- 
area units in both the measured spectrum and calculated response function 
set. However, there are a number disadvantages in doing so. All measurements 
expressed in pulse-area units are dependent on the entire detection system 
used. Any change in the bias voltage or digitiser settings, would make it 
impossible to relate new measurements to any previous ones. Since it is likely 
that the digitiser will require upgrading in the near future and to secure 
any measurement data from a failure of part of the detector chain a gamma 
calibration is essential. The relationship between light output and Compton 
electron energy is dependent only on the characteristics of the LCB detector.
The advantage of setting up this independent scale is shown in (§3.5) where 
it became necessary to replace the LCB-SD’s power supply (whose voltage 
is known only approximately), thereby altering the gain. Since a gamma 
calibration was performed before the failure it is possible to relate previous 
monoenergetic neutron irradiations to those performed in the current study.
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It is also possible that the plastic scintillator may begin to suffer from radiation 
damage and yield a lower light output — in which case the same principle of 
being able to relate the gains applies. The linearity of Le(E) above 50 keV 
can be verified through the calibration procedure.
2 . MCNPX modelled neutron response functions must be folded with the detec­
tor/digitiser resolution function. The calibration will give the resolution as a 
function of Compton electron energy.
3. The digitiser has an unknown light output threshold which can be determined 
via the gamma calibration. It has been set by the manufacturer (Photogenics) 
at a light output approximately coinciding with 1 MeV neutrons.
3.2 Light O utput Scale
The digitised pulses are integrated to give the scintillator light output in terms of 
pulse area. This pulse area scale needs to be converted to one that is based on light 
output — which in turn is related to the particle type and energy.
Since the light output in organic scintillators due to gamma ray interactions is 
linearly related to energy, except for very low energies, it is commonplace to define 
a light output unit as the amount of light produced by a 1 MeV Compton scat­
tered electron. This light unit is then called IMeVee where “ee” denotes “electron 
equivalent” .
3.2.1 F ittin g  Procedure
The LCB detector is comprised of an organic plastic scintillator component which 
has a non-linear light output function and an inorganic LCB component for which 
there is currently no published data regarding its light output function.
However, Czirr et al [2] have measured the relative pulse heights of LCB com­
pared with three competing materials, for the reactions ^°B(n,o:), ®Li(n,a) and 
Cd(n,7 ). For example, they found that LCB has approximately 6  times the light 
output of the glass scintillator CS-20 for the ®Li(n,o;) reaction. The light output 
function of LCB has been investigated in Appendix B. For reasons of simplicity (one 
light output function rather than two) and the fact that during the initial stages 
of this work the light output function of LCB was unknown, the calibration of 
the digitiser is based on the light output from Compton scattered electrons within
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a pure plastic scintillator (BC-400) having the same dimensions as the composite 
LGB detector.
There is no particular requirement for an identically sized scintillator to be the 
case for calibration purposes, other than it must fit on the end window of the PMT. 
However, having similar sized detectors allows easy comparison of their resolutions 
and the broadening effect of the LGB microcrystals to be assessed. BC-490 casting 
resin used in the LGB detector was not used for the calibration since it requires 
the polymerisation process described in § 1.1.1. By contrast, the standard plastic 
scintillator BC-400 can be easily shaped. In any case, there is no certainty that 
fabrication of an identical sized detector from pure BC-490 would give the same 
response as the BC-490 contained in the LGB detector — for example, differing 
amounts of oxygen may be present leading to varying amounts of quenching of the 
scintillation light. In Bicron’s [3] published literature the quoted light outputs for 
BC-400 and BC-490 are 65% and 55% anthracine respectively.
The aim of the calibration is to locate the Compton edge by fitting an MCNPX 
calculated spectrum to a measured one by means of a least squares fit. This is 
achieved using the WINSPEKT code (obtained courtesy of R.Nolte, PTB), which 
has updated the earlier SPEKT code into a windows based program. The location of 
the Compton edge, Lcompton, with respect to the maximum position, Lmax (or the 
half height of the maximum, L 1/ 2 ) is strongly influenced by the detector resolution 
and detector size.
Dietze [33] has examined these effects for different sized NE213 detectors with 
various calibration photons. It was observed that the ratio of LmaxfLcompton de­
creases for both increased detector size (with the effects of multiple scattering) and 
as the detector resolution increases. For the case of zero detector resolution and 
single scatteiing L^ yidx and L(jQYnpton coincide and L^max/Lcjompton 1 » A fitting 
procedure is therefore preferable to fixed methods of locating the Compton edge 
such as that proposed by [45], where the channel number corresponding to 75% up 
the Compton edge is used.
3.2.2 T he calibration detector and sources
A plastic scintillator (BC-400) was cut and shaped to the same size as the LGB 
detector (a cylinder 2.54 mm radius, 3.05 mm height). The face in optical contact 
with the photomultiplier tube was then polished using fine grit sandpaper and 
pastes from 200-0.25 iim.. The other faces were left with a rough finish, painted 
using TiOg reflective paint (BC-620) and additionally covered with aluminium foil.
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Table 3.1: Sources used for calibration [4.6], is the inci­
dent gamma-ray energy and Ec is the maximum Compton recoil 
electron energy.
Source E.y(keV) Ec(keV) I(%)
i®^Gs 662 477 85.1
®^Mn 835 639 99.98
22Na 511 344 179.8
1275 1061 99.94
88y 898 699 94.0
1836 1612 99.36
For calibration purposes utilising the Compton edge it is desirable to have 
sources which have only 1 or 2  photon energies enabling an accurate fitting proce­
dure. Table 3.1 lists the sources chosen for this task.
3.2.3 Triggering false-coincidences
The LGB digitiser system is designed to reject gamma rays since they are normally 
observed as ungated “recoil” (prompt) events. It is only possible to record gamma 
ray events if they are coupled within the gating-time to a random capture in ®Li. 
Two methods have been used to artificially create double pulse gamma ray events.
The first method used combines a gamma calibration source with a source of low 
energy neutrons. The thermal/epithermal neutron source was provided by either 
placing the detector outside the shielding of a 14 MeV D-T neutron generator 
(Old Armoury Facility, HMS Sultan, Gosport) or by locating it next to a “neutron 
howitzer” containing an ^^^Am-Be source. The neutron howitzer is an aluminium 
drum filled with wax having a central hole into which the source is lowered. It 
also has beam ports exiting at half height. This method proved effective, but the 
false-coincidence rate was low, requiring impractically long measurement times.
An alternative method using a pulse generator to simulate the ®Li capture pulses 
was investigated. Pulses from the anode of the PMT base were captured using a 
Tektronix digital oscilloscope and transferred to a PG via a GPIB connection. The 
range of pulse amplitudes was found to be 0 to -IV. The mean ®Li capture pulse 
amplitude is -200 mV with full width 500 nS. Square capture pulse signals were 
generated using a Farnell PG5112 pulse generator and combined with the gamma 
ray pulses from the PMT anode. A suitable pulse frequency dependent on the
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source strength was chosen in order to achieve a reasonable false coincidence rate 
whilst minimising the effect of double pulse events from the pulse generator. For 
the calibration sources this period was of the order of 1 0 0  /is.
This method is successful due to the fact that the digitiser selects events based 
only on their full width and amplitude and does not discriminate by pulse shape.
3.3 C alibration w ith  O riginal Power Supply
3.3.1 Single C om pton Edge (^^"Cs)
1200
Measured Calculated Folded and Fitted Fitting range Compton edge Disc. Ttirestiold
1000
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200
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Pulse Area
F igure 3.1: Measured, calculated and fitted spectrum for Cs
Table 3.2:
Compton Edge (MeV) 0.477
Channels/MeV in calculated spectrum 715 
Compression factor 0.733
Resolution (%) 30
Compton Edge (pulse area) 247.2
The calculated spectrum in Fig. 3.1 shows the effect of multiple photon scattering
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with counts observed at energies greater than the Compton edge. The pulse area 
corresponding to the Compton edge in the measured spectra, L is given by
L = C x C f  (3.1)
where C is the number of pulse area units corresponding to the Compton edge in 
the calculated spectra (Compton edge energy x (Pulse Area) /  MeV) and C/ is the 
compression factor. The number of pulse-area units/MeV is the reciprocal of the 
gain, G. Since there is an offset of 0.005 MeV introduced to account for the non- 
linearity between energy and light output below this energy [47], the expression for 
C is modified to
C — (Compton edge energy - offset) x {Pulse — Area) jM eV  (3.2) 
The pulse-area unit corresponding to the Compton edge of ^^^Cs is given by
L(^3'^C's) =  (0.477 -  0.005) x 715 x 0.7325 =  247.2 (3.3)
3 .3 .2  F i t t in g  tw o  C o m p to n  ed g es
The method for fitting a spectrum with two Compton edges differs slightly from 
that used above for a single Compton edge. The high energy Compton edge is fitted 
first of all and this fitted spectrum is then subtracted from the measured one. The 
lower Compton edge is then fitted to the remaining spectrum. However, for the 
^^Na spectrum shown below, only the higher edge was fitted since the lower edge 
overlaps the discrimination threshold.
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F igure 3.2: Measured, calculated and fitted spectrum for ^^Na
Table 3.3:
Compton Edge (MeV) 1.061
Channels/MeV in calculated spectrum 613.5 
Compression factor 0 .8 8 8
Resolution (%) 20
Compton Edge (pulse area) 575
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Figure 3.3: Measured, calculated and fitted spectrum for Y
Table 3.4:
Compton Edge (MeV) 1.612
Channels/MeV in calculated spectrum 52.6 
Compression factor 0.835
Resolution (%) 14
Compton Edge (pulse area) 846.5
Fig. 3.4 shows the calibration for the pure plastic scintillator BC-400. The gain is 
given by the gradient of eqn 3.4 and the offset by the intercept.
E  = 0.00189v4 -  0.0013 (3.4)
where E is the energy in MeV and A is the pulse-area. If the light output is given 
by
L = 0.00189A (3.5)
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F igure 3.4: digitiser calibration for BC-400 with original power 
supply (r^l.7kV).
an electron energy of 0.999 MeV is required to give one light output unit (529 pulse- 
area units). Dietze [33] found the offset value to be 0.005 MeV for a NE213 liquid 
scintillator, requiring an electron energy of 1.005 MeV to give one light output 
unit. The marker in Fig. 3.1 indicates the digitiser light output threshold. The 
lowest recorded pulse-area value is 1 0 1 , giving the light output threshold as 0.19 
MeVee.
3.4 R e-calibration
The custom power supply to the digitiser system was observed to be unstable shortly 
after completing the preliminary calibration. This was apparent in a wider pulse 
area distribution for pulse generator produced pulses recorded by the digitiser. A 
second calibration (Fig. 3.5) was performed with an Ortec 456 high voltage power 
supply set at 1.7 kV. An additional calibration point was obtained from a ^^Mn 
source (Compton edge 639 keV).
It was found that the difference in gain between the first and second calibra­
tions was not statistically significant, (1.89±0.07)xl0“  ^ MeVee/ pulse-area com­
pared with (2.01 ±  0 .1 0 ) X1 0 “  ^ MeVee/pulse-area. If the difference had been sig­
nificant the ratio of the gains could have been used to relate the two sets of mea-
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F igure 3.5: Calibration of digitiser using gamma sources and 
1.7kV supply. Discrimination threshold ~  95 Pulse-Area units
surments taken with the separate power supplies.
3.5 R esolution  of the LGB d etector
The resolution function for the plastic scintillator BC-400 has been obtained whilst 
calibrating the digitiser. However, this ignores the possible resolution broadening 
effects that may be present in the LGB detector. These include the attenuating 
properties of LGB, the non uniform distribution of the microcrystals and any im­
purities and oxygen within the detector as a result of the casting process. The 
resolution function of the LGB detector has been investigated with the calibration 
sources used for the digitiser calibration (§3.1). The simulation of the LGB detec­
tor gamma response functions uses the photon light output function for LGB as 
an input parameter to the PTRAC analyser in addition to the plastic scintillator 
light output function . This has only a small effect on the response functions, con­
tributing a tail at high energies. It is feasible therefore to use the LGB detector 
for calibration purposes rather than a separate plastic scintillator. However, the 
ability to model the homogeneous plastic scintillator with higher accuracy than the 
more complex LGB detector and the higher light output of the plastic scintillator 
makes it more suited for calibration purposes. A resolution measurement for the
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LGB detector with a Na source (upper Compton edge) is shown in Fig. 3.6.
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F igure 3.6: Resolution measurement for LGB detector, 
source
Table 3.5:
Compton Edge (MeV) 1.061
Channels/MeV in calculated spectrum 613.5 
Compression factor 0.817
Resolution (%) 38
Compton Edge (pulse area) 425
The pulse height resolution of a detector system may be written as [33]
¥ = ( « ■ 4 4 ) ' (3.6)
where 6L is the full width at half maximum (FWHM) of the integrated detector 
signal L including independent contributions due to
• the locus dependent light transmission (a) from the scintillator to the photo­
cathode;
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Figure 3.7: Gamma resolution function of BC-400 & LGB
detector
• the statistical behaviour of the light production, attenuation, photon-electron 
conversion and electron amplification (/?); and
• all noise contributions due to the photomultiplier (dark current) and electronic 
amplifiers (7 ).
Fig. 3.7 shows the resolution broadening effect of the LGB microcrystals (assum­
ing both plastic scintillators have similar resolutions) and the reduced light out­
put of BC-490 used in the LGB detector compared with BC-400. The resolu­
tion points in the figure are, proceeding left to right, ^^Mn,^^Na,®^Y for LGB and 
^^^Cs,^^Mn,^^Na,®®Y for BC-400. The resolution function 3.6 has been fitted to the 
measured data for BC-400 giving a,/3 and 7  values of 0.05,19.82 and 3.83 respec­
tively. An B? of 0.974 is obtained. It has been shown (Appendix B) that the light 
output of the LCB microcrystals does not make a significant contribution to the 
overall gamma response function of the LCB detector.
In Bicron’s [3] published literature the light output for BC-400 is quoted as 
65% anthracine whilst BC-490 is quoted as 55% anthracine, giving BC-490 a light 
output of 85% BC-400. However, it is found that the light output of the LCB 
detector is only 75% BC-400, giving an indication of the degree to which the LCB 
microcrystals attenuate the scintillation light.
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The resolution has also been studied using a MCA giving both greater precision 
and eliminating the discrimination threshold, allowing lower energy Compton edges 
to be examined. However, it was found that a good fit could not be obtained by 
folding a Caussian with the simulated spectra indicating a possible error in the 
pulse shaping.
Monoenergetic Neutron Irradiations
Monoenergetic neutron irradiations of the LGB-SD in a precisely defined calibration 
field are required for two main reasons.
• The processing code (§2.3.1) used to calculate response functions requires as 
an input the relationship between scintillator light output expressed in MeV 
electron equivalent (MeVee) and the proton recoil energy. This relationship is 
the proton light output function, Lp{E). The responses of organic scintillators 
can substantially differ even if they are of the same dimensions [47]. It is 
therefore necessary to determine this relationship for each particular set-up. 
Pozzi [48] has used a quadratic expression to relate light output to proton 
recoil energy for a plastic scintillator cube with side length 10.16 cm,
• Normalisation factors are required in order to correct simulated neutron re­
sponse functions so that they tally with those measured in the monoenergetic 
field.
Additionally, the resolution of the LGB scintillator/digitiser for neutron irradiation 
can be compared with that obtained during the gamma calibration (Chapter 3). 
Williams [22] has previously measured the response of the LGB-SD in monoener­
getic neutron fields at the National Physical Laboratory (NPL), 3.5 MV Van de 
Graff facility, for neutron energies of 2.5 and 5.0 MeV. These energies are speci­
fied by the International Standards Organisation (ISO) in ISO 8529-1 [49] as being 
suitable for the determination of the response of neutron-measuring devices as a 
function of energy. A 1 .2  MeV neutron irradiation was also conducted but due to 
its proximity to the minimum detectable capture-gated energy insufficient counts 
were recorded. These results need to be both re-evaluated and supplemented for 
the following reasons.
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• The results published by Williams are uncorrected for false-coincidences, lead­
ing to an apparent large loss of resolution in the 5 MeV irradiation. Addi­
tionally, the effect of pile-up pulses was not taken into account.
• Since only two calibration points were obtained the non-linear relationship 
between light output and proton recoil energy cannot be determined.
• The results are subject to a large statistical uncertainty as few counts were 
recorded.
4.1 N PL  Low Scatter Irradiation Facility
Fig. 4.1 shows an elevated view of the NPL Low Scatter Facility. Neutron scattering 
is minimised by the large size of the experimental hall (25x l8m xl8m ) and the use 
of a pit allowing the irradiated device to be positioned 6  m above the pit floor.
F igure 4.1: The NPL low scatter facility (from www.npl.co.uk)
Table 4.1 lists the neutron energies used for the LGB-SD calibration and their means 
of production.
A long counter is used to measure the neutron fluence. It is a device with a 
“flat response” since its counting efficiency does not depend on the neutron energy. 
It consists of a BF3 tube for slow neutron detection surrounded by a cylindrical
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Table 4.1: Accelerator produced neutrons
Neutron energy (MeV) Reaction Ion energy (MeV) Angle (°)
2.39 2D(d,n)3He 1.773 1 1 0
2.50 3T(p,n)3He 3.282 0
3.65 2D(d,n)3He 1.773 65
5.00 2D(d,n)3He 1.773 0
moderator. It is designed to be sensitive to neutrons from a specific direction 
and makes use of a cylindrical boron oxide shell with one open face in order to 
achieve this [23].The fluence normally needs to be measured at the same place as 
the instrument or dosimeter being calibrated. Due to this, a wall mounted “SLAB” 
detector (3 BF3 detectors at different depths within a polyethylene moderator) and 
a current integrator are used. The normal procedure is to use the long counter to 
measure the fluence relative to the monitors, then move the long counter out of the 
way and replace it with the device under test. The device is then irradiated to a 
known fluence as determined by the monitors [51]. The neutron fluence delivered 
to the LGB-SD at 65° & 110° is calculated from the kinematics of the D(d,n)^He 
reaction. This is inherently less accurate than a neutron fluence measurement with 
the long counter.
4.1.1 Shadow Cone requirem ent
Normally a shadow cone measurement is employed to subtract the effect of in­
scattered neutrons. Fig. 4.2 shows one particular shadow cone design taken from 
[50]. It consists of a front part made of iron and a rear part comprised of polyethy­
lene, with 5% or more boron loading. The shadow cone should have negligible 
transmission for direct neutrons.
In this method measurements are made with and without the shadow cone and 
the true count reading is given by the difference. However, the low efficiency of the 
fast counting channel and limited experimental time 5 hrs for all measurements) 
meant that it was not feasible to obtain both an accurate location of the proton 
recoil edge and an accurate measurement of the magnitude of the response by using 
the shadow cone method. Since this is primarily a feasibility study it was decided 
that the locations of the proton recoil edges were the most important parameters to 
obtain since it is necessary to determine the proton light output function as accu-
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Figure 4,2: Schematic diagram ilhistrating arrangement of
neutron source, shadow cone (composed of iron and polyethy­
lene) and spherical instrument.
rately as possible in order to establish a reliable energy scale for an unfolded neutron 
spectrum. Shadow cone measurements were not performed, with the acceptance of 
increased uncertainty in the normalization factors.
The requirement for shadow cone measurements is not as strict for the LGB-SD 
as standard proton recoil counters since many scattered events can be removed by 
the capture-gating technique. The detection of a fast neutron (>1 MeV) is depen­
dent on the double pulse of a recoil event followed by a capture signal. Ignoring 
the complicatmg effect of gamma-rays this double pulse can be created in the ways 
given below.
1. The desired case, where the prompt and capture signals are correlated. A neu­
tron direct from the source interacts in the detector and becomes sufficiently 
moderated to be captured.
2. A fast neutron direct from the source is linked with an unrelated capture 
signal.
3. A scattered neutron which still has an energy greater than 1 MeV is linked 
with an unrelated capture signal.
4. A scattered neutron which still has an energy greater than 1 MeV interacts 
in the detector and is moderated, resulting in a capture signal.
Without a shadow cone all of these events are recorded. With a shadow cone mea­
surement, event types 3 & 4 can be accounted for and subtracted leaving 1 & 2 as the 
monoenergetic response function. However, as described in § 2.5.2. discrimination 
against false coincidences is based on the separation of correlated and uncorrelated
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events from the time-to-capture distribution. In this case, the uncorrelated event 
types 2 &: 3 are subtracted to leave 1 & 4 as the monoenergetic response function.
4.2 R e-evaluation  o f 2.5 M eV  & 5.0 M eV  m onoener­
getic neutron  m easurem ents
4.2.1 5.0 M eV  Irradiation
When MCNPX simulated response functions obtained by the modelling procedure 
of §2.3 are folded with the resolution function obtained in §3.5, a much better 
resolution than that obtained by Williams [21, 22] for a measured 5 MeV monoen­
ergetic irradiation is found. For this reason it was decided to re-evaluate the raw 
data obtained by Williams talcing into consideration the effect of misshaped/ pile-up 
pulses and false-coincidences.
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F igure 4.3: 5.0 M eV monoenergetic neutron irradiation.
Fig. 4.3 presents Williams’ previously published response function for a 5.0 MeV 
monoenergetic neutron irradiation. The lack of the expected peak suggests that 
unfolding in the fast energy region above 1 MeV will not benefit from the capture- 
gating principle. Fig. 4.4 shows the same data as that in Fig. 4.3 but with pile-up 
pulses removed. The pulses seen in the pulse-area region > 2000 in Fig. 4.3 are no 
longer observed.
Fig. 4.5 shows the effect of removing false-coincidence events using the time- 
to-capture distribution (Fig. 4.6). A peaked response function is suggested in the
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F igure 4.4: 5 M eV Monoenergetic neutron irmdiation. No 
coincidence discnmination. Pile-up pulses removed
region ~  l-3MeVee. Also shown is the folded and fitted spectrum determined via 
the procedure outlined in §4.2.2.
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F igure 4.5: 5 M eV  monoenergetic neutron irradiation cor­
rected for false coincidences.
The peak below 1 MeVee is not observed in the simulated response functions or the 
2.39 & 2.5MeV monoenergetic neutron irradiations (Figs. 4.15 &4.9). However, a 
similar peak is seen in the 3.65 MeV irradiation (Fig. 4.12). This low energy peak
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lias also been observed by Czirr et al. [4] for a 5.5 MeV neutron irradiation. He has 
suggested that this may be due to deuteron breakup.
The D+D process branches with roughly equal probabilities [52]. For sufHciently 
low energies, two branches are observed, D(d,n)^He and D(d, p )^H. The Q-values 
are 3.266 MeV and 4.032 MeV respectively. If the input energy of the reaction is 
increased, a tertiary process occurs involving the breakup of the deuteron which 
has a Q-value of -2.227 MeV. Since deuteron breakup should not be energetically 
possible for the 5 MeV irradiation (ion energy 1.78 MeV) an alternative explanation 
must be sought. It is possible tha t deuteron breakup contributed to the peak seen 
by Czirr since the ion energy for a 5.5 MeV irradiation is 2.25 MeV. One possibility 
is correlated scattering events of type 4, which require a shadow cone measurement 
to remove. The fact that the peak is visible on the 5.0 MeV (0°) & 3.65 MeV 
(65°) but not with the 2.39 MeV (110°) may indicate that the effect is related 
to forward scattered neutrons. Alternatively, [50] states that it is possible that 
other neutron sources will be present in the calibration neutron field. For example, 
D(d,n) producing low energy neutrons from deuterium absorbed in the flight lines. 
Corrections can be applied for these effects by using matched background targets 
containing none of the primary neutron producing material. However, it has been 
established that this is not a source of contamination at NPL. Contaminant neutrons 
may be produced when the accelerator beam strikes components of the beam line
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apart from the neutron-producing target itself (e.g. the energy-defining slits). Their 
effect can be determined via the shadow cone method. At NPL the slits are a long 
way from the target and they are shielded by paraffin wax.
Finally, neutrons emitted at angles other than that required can be scattered 
in the backing disc. If calibrations are carried out at 0°, then there will be a 
component of lower energy neutrons, with a peak at an energy approximately that 
of the neutrons emitted at 90°. The peak in this instance appears to be below this 
value. NPL have conducted a Monte Carlo study of scattering effects in the target 
assembly. They estimate tha t target scatter as a percentage of total fluence is 2.4% 
and 1% for 2.5 MeV and 5 MeV respectively. In this work it has been assumed 
that the peak observed with the 3.65 MeV & 5 MeV irradiations may be eliminated 
by suitable corrections and has not been incorporated into any neutron response 
functions.
4.2 .2  P roton  recoil edge fitting  procedure
Having set up an independent light output scale using gamma sources the proton 
recoil light output function can now be expressed in terms of this. The position of 
the maximum proton recoil light output edge has been determined for the false - 
coincidence corrected monoenergetic neutron irradiations.
The width of the response functions depends on both the non-linear proton recoil 
light output function Lp(E) and the resolution of the detector. The degree of non- 
linearity of Lp(E) affects the width of the calculated response function. However, 
this is the unknown function that is being determined by the fitting procedure. 
Therefore, Lp(E) has been determined iteratively using approximate estimates of 
the maximum proton recoil light output edge as a starting point (indicated by 
dashed lines).
4.2.3 2.5 M eV  Irradiation
Fig. 4.7 shows Williams’ response for a 2.5 MeV monoenergetic neutron irradiation. 
As with the re-evaluation of the 5 MeV irradiation, pile-up pulses are firstly removed 
before performing coincidence discrimination. However, in this instance the time- 
to-capture distribution (Fig. 4.10) shows a very small false coincidence contribution. 
This means that the re-evaluated response (Fig. 4.8) shows a greater similarity to 
Williams’ (although a finer bin structure has been used in Fig. 4.9 to aid the fitting 
procedure).
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Figure 4.7; 2.5 MeV Monoenergetic Neutron Irradiation
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Figure 4.8: 2.5 MeV Monoenergetic Neutron hradiation. Pile- 
up puises removed.
The time-to-capture distribution of the 5MeV irradiation shows a larger plateau 
région (due to false-coincidence events) than that of the 2.5 MeV irradiation. This 
may be attributable to either of the following
• The result of a larger gamma component being associated with the D(d,n)^He 
reaction producing the 5MeV neutrons than the T(p,n)^He producing the
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Figure 4.9: 2.5 MeV Monoenergetic Neutron Irradiation. Pile- 
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Figure 4.10: 2.5 MeV Time-to-capture distribution. Baseline 
= 17 Iz 5, T = 1.14 ^  0.05 fis
2.5 MeV neutrons.
The 5 MeV neutrons have sufficient energy to undergo scattering and remain 
above the digitiser detection threshold.
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4.3 2.39 & 3.65 M eV  m onoenergetic  neutron  irradiations
The opportunity arose to conduct further monoenergetic neutron irradiations of the 
LGB-SD by sharing beam time at NPL with the Defence Science and Technology 
Laboratory (DSTL), UK. However, since DSTL were funding these irradiations the 
0° position was occupied by their dosimeters, whilst the LGB-SD was restricted 
to two off-axis locations. There are a number of differences in the experimental 
set-up between the measurements conducted by Williams and those conducted for 
this work.
• The measurements were not conducted at 0° leading to a neutron energy 
which is less than in the zero axis position. The neutron energy at a given 
angle is calculated using the kinematics of the D(d,n)^He reaction.
• Since the differential cross section is forward peaked the fluence rates at the 
off-axis position are much lower than at the zero axis.
• In order to achieve a larger number of recorded counts shadow cone mea­
surements were not conducted. In addition to the increased irradiation time, 
the absence of the shadow cone meant that it was possible to place the LGB 
spectrometer closer to the target yielding a higher fluence rate. The lack of a 
shadow cone correction is unlikely to have a significant effect for the reasons 
explained in §4.1.1.
Due to the LGB spectrometers low efficiency it was decided to place more of 
an emphasis on achieving a sufficient number of counts to locate the position 
of the maximum proton recoil energy than attempting to achieve both the 
proton recoil edge and accurate normalisation factors. A disadvantage in 
placing the detector close to the target is the fact that the approximation of 
point source and detector is not met. Therefore, the LGB-SD is responding 
to neutrons from the source that have been produced over a range of angles.
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4.3.1 3.65 M eV  Irradiation
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F igu re 4.12: 3.65 M eV  monoenergetic neutron ii'radiation cor­
rected for false coincidences. Also shown is the folded and fitted 
M CNPX calculated spectrum.
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Figure 4.13: S.65 MeV time-to-capture distribution. Baseline 
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4.3.2 2.39 M eV  Irradiation
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Figure 4.14: 2.39 MeV Monoenergetic neutron irradiation. No 
coincidence discrimination. Pile-up puises removed
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Figure 4.15: 2.39 MeV monoenergetic neutron irradiation cor­
rected for false coincidences. Also shown is the folded and fitted 
MCNPX calculated spectrum.
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4.4  P roton  recoil light ou tp u t function
The light output threshold of 0.20 MeVee (§3.4) corresponds to a minimum neutron 
energy required to be recorded as a “fast” neutron by the digitiser of 0.76 MeV. 
The maximum recorded pulse area is 1985 giving a light output of 3.98 MeVee —
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Figure 4.17: Proton light output function Lp(E) for LGB de­
tector, Also shown is Lp(E) determined by Pozzi [48] and the 
electron light output function.
corresponding to a maximum possible neutron energy that can be recorded by the 
digitiser of 7.42 MeV.
Also shown in Fig. 4.17 is the light output function obtained by Pozzi [48] for a 
plastic scintillator (BC-420, light output 64% anthracine) of dimensions 9 .5x9 .5x10 .16  
cm. The difference between the two light output functions is surprising even if the 
different dimensions and possible attenuation effects are considered. The light out­
put for the LGB detector would in fact be ---'20% higher than shown in Fig. 4.17 
if the scintillator used for the gamma calibration (BC-400, light output 65% an­
thracine) had the same light output £is the plastic scintillator casting resin (BC-490, 
light output 55% anthracine).
4.5 R eso lu tion  for n eutron  irradiation
Fig. 4.18 shows the resolution of the LGB detector for monoenergetic neutron irra­
diations and the resolution obtained via the gamma calibration.
Czirr [1] quotes a resolution of 10% FWHM for 1 MeV neutrons. This appears rather 
optimistic given that the resolution of the pure plastic scintillator is ^  40% in this 
energy range and can only become worse with the addition of LGB microcrystals.
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Other response function data from Czirr [4] shows a resolution more in line with 
that found in this study.
It can be seen that the resolution for neutrons is significantly worse than for 
gamma rays. By contrast, Klein [35] has found very similar neutron and gamma 
resolution functions for a NE213 liquid scintillator (Fig.4.19).
Kamykowski [38] in a study of the boron loaded plastic scintillator BC-454 in 
capture-gated mode found that the Monte Carlo simulated response functions when 
folded with the gamma resolution gave very similar results to measured monoener­
getic neutron responses.
The same modelling procedure used for calculating the response of the LGB-SD 
has been used to calculate the BC-454 response functions of Kamykowski (§ 2.5) — 
and they are in close agreement. It is therefore unlikely that errors in the calculated 
responses are the cause of the worse than expected resolution observed in Fig. 4.18
i.e. underestimation in the width of the calculated (unbroadened) response has not 
contributed to an overestimation of the resolution. Although the proton recoil light 
output function is subject to a greater than desired error due to the limited number 
of available monoenergetic irradiations, it cannot within the experimental error 
account for the large broadening observed. There are a number factors contributing 
to the resolution. Birks [36] separates the contribution into 4 components.
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Figure 4.19: Pulse height resolution function. Compton edge 
(square), proton recoil edge (x) [35].
•  Emission of photons by the scintillator — In casting the LGB detector it is 
reasonable to assume that some local variations in scintillation efficiency will 
arise. For example, the non-uniform microcrystal distribution means that in 
the high density region proton recoils are more likely to interact with the LGB 
microcrystals resulting in a higher output.
• Gollection of photons by the photocathode — The optical collection efficiency 
varies from point to point within the scintillator. The attenuating properties 
of LGB will lead to higher attenuation of the scintillation light in the high 
density region.
• Emission of photo-electrons and collection at the first dynode
• The electron multiplication process.
However, the scintillator and PM tube are the same in both sets of resolution 
measurements so any contribution from factors 1-4 should be the same in both 
instances.
Monte Gaiio modelling shows that the gamma rays interact uniformally through­
out the scintillator, since the high Z component does not provide significant atten­
uation. The large number of interactions comprising a capture-gated event means 
that proton recoils also occur throughout the detector volume. This indicates that
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any effect due to non-uniform light collection is likely to effect both neutrons and 
gammas equally.
An alternative explanation for the difference may be based on the effect of pulse 
shaping [53, 36] when the condition RC)#> r  is not met. For the case where R C = r 
the resolution is 31% larger than if RC)$> r .
It is also possible to determine the resolution of the capture pulse. The resolution 
of the capture peak (Fig. 4.20) of 29% is much worse than the predicted resolution 
of the LGB detector at 3.73 MeVee (17%). This may be accounted for by the fact 
that there is considerable overlap between the emission spectrum of LGB and the 
absorption spectrum of BC-490. This is of little consequence to the operation of the 
LGB-SD other than the fact that a sufficiently wide window must be set around the 
capture peak. Appendix C shows the emission and absorption spectra measured for 
LGB and BC-400.
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Figure 4.20: Resolution of the Li-6 capture peak
4.6 N orm alisation  Factors
Tables4.2,4.3,4.4 &: 4.5 present the measured monoenergetic neutron data alongside 
MCNPX calculated data. The ratios have been used to modify the magnitude of 
simulated response functions.
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Table 4.2; 3.65 MeV
Measured Measured Measured Calculated
Distance (cm) 164.8 112.6 92.5 -
Fluence (cm~^) 1.54E5 4.00E5 4.24E5 -
Fast 0.006 0.004 0.004 0.013
Epithermal 0.694 0.362 0.275 0.009
Thermal 0.065 0.053 0.046 0.005
Gamma 5.894 5.093 4.515 -
False 0.001 0.001 0.001 -
Discarded 5.0E-4 5.1E-4 5.0E-4 -
Table 4.3: 2.39 MeV
Measured Calculated
Distance (cm) 92.4 -
Fluence (cm“ )^ 4.42E5 -
Fast 0.0072 0.025
Epithermal 0.333 0.011
Gamma 5.136 -
False 0.001 -
Pile-up 5.1E-4 -
Both the epithemial response and thermal response decrease with smaller target 
to detector distances. This can be attributed to the fact that these channels require 
a shadow cone measurement to correct for scattered neutrons. At smaller distances 
a larger proportion of the incident neutrons are likely to be direct from the target 
rather than from scattering. The fact tha t the epithermal response decreases more 
quickly than the thermal response is probably attributable to scattering effects 
being more significant for the epithermal channel — only a few scattering events 
are required to lower the neutron energy to the keV range where capture by ®Li is 
the most probable reaction.
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Table 4.4: 2.50 MeV T able 4.5: 5.00 MeV
Measured Calculated Measured Calculated
Fluence 4.39E5 — Fluence 1.26E6 -
(cm“^)
Fast 0.0074 0.025
(cm~^)
Fast 0.0012 0.009
False 0.0013 - False 0.0013 -
Pile-up 0.0024 - Pile-up 8.9E-4 -
0.030
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0.020
w 0.015 
«Æ 0.010
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0.000
•  Measured Response 
A Calculated Response
Energy (MeV)
Figure 4.21: Comparison of measured and calculated responses 
(fast channel)
Neutron Unfolding
5.1 In trodu ction
The Monte-Carlo simulated (Chapter 2) and measured (Chapter 4) response func­
tions of the LGB-SD do not show a narrow peak around the full neutron energy. 
This can be attributed to a number of factors. Firstly, the slow neutron capture 
material chosen to indicate a capture-gated event (in this case *^ Li) can capture a 
neutron with a significant portion of its energy remaining, resulting in a smaller 
recoil pulse. This contributes to the “tail” observed in the simulated response func­
tions. In addition, the non-linear proton recoil light output function significantly 
broadens the response function (Fig. 4.17). This non-linearity is more marked for a 
capture-gated scintillator since a much larger number of proton recoils comprise a 
neutron event.
The effects of elastic and inelastic scattering from in the plastic scintillator 
also result in recoil pulses of lower magnitude. In the former, the energy transferred 
to the nucleus results in a weak light output pulse due to the effects of quench­
ing. In the latter, the nucleus is left in an excited state and this excess energy 
is carried away by de-excitation photons. The small size and low effective Z  of the 
LGB scintillator results in only a small fraction of this de-excitation energy being 
deposited within the composite scintillator. The effective Z  of the heterogeneous 
LGB scintillator is calculated from the empirical relation
Z^ss =  '  V / i  X +  /2 X +  ... (5.1)
where fn is the fraction of the total number of electrons associated with each element 
and Zn is the atomic number of each element — giving an effective Z of 19.4.
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The overlap that occurs between response functions (Fig. 5.1) means that unfolding 
methods are required to derive the incident neutron spectrum.
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Figure 5.1: Overlap of MCNPX simulated response functions 
(broadened with the resolution function of Fig. 4-18)
5.2 T heory
The measurement of a neutron pulse height spectra in order to determine a neutron 
energy spectrum is an example of an indirect measurement since they are related 
via the detector response function. A pulse height spectrum can only be composed 
of a finite number of measurement channels so it is evident that it is not possible 
to uniquely determine the continuous function of an incident neutron spectrum i.e. 
having an infinite number of energy bins.
In addition to this inherent non-uniqueness, measurement data and response 
functions are subject to random and non-random uncertainty. So even if the contin­
uous neutron energy function to be determined is discretized such that the number 
of measurement channels equals the number of energy bins required in the unfolded 
spectrum, it is still not possible to uniquely determine the incident neutron spec­
trum  since the uncertainty permits an infinite number of solution spectra consistent 
with the data.
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The unfolding problem is therefore ill-posed and additional assumptions are re­
quired in addition to the measurement data in order to choose between the possible 
solution spectra. For example, a criterion can be imposed that the solution spectra 
is positive in all energy bins.
5.2.1 M ulti-channel unfolding
Unfolding above the digitiser threshold for the LGB-SD corresponds to the case of 
“multi-channel” unfolding. In this instance the number of measurement channels 
is greater than or equal to the number of energy bins required in the solution 
spectrum. An incident neutron of energy E, may deposit 0 to 1 MeV within the 
scintillator mainly via n-p elastic scattering. However, it is the light output from 
these interactions that is represented by the burst of charge at the anode and 
subsequently recorded by the digitiser as a pulse height. The multichannel case can 
be written as follows
POO
C {L )=  /  R {L ,E )^{E )d E -fe {L )  (5.2)Jo
where $(F7) is the incident neutron fluence, R{L, E) is the response of the scintillator 
in terms of light output L (MeVee) to neutrons of energy E. C (L) is the number of 
counts recorded with light output L, and s{L) is an error term. In discrete terms 
it is written as
Cfc =  ^  R ki^i +  Sk (k 3> i) (5.3)
i
where
Ck is the number of counts in channel /c, and
Rki is the response in channel k to neutrons within energy bin i
5.2.2 Few-channel unfolding
Unfolding below the digitiser threshold for the LGB-SD corresponds to the case of 
“few channel” unfolding as there are only two measurement bins — the thermal 
and epithermal channel. Further information in the form of an “a priori” spectrum
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is required.  ^ The few-channel case can be written as follows
roo
C k=  /  R k {E )^E )d E -h  £k (5.4)Jo
where for the case of a system of a few detectors such as Bonner spheres
Ck is the number of counts in detector k
Rk{E) is the response of detector k to neutrons of energy E
Eqn5.4 can be discretized in a similar fashion to eqn5.2 but the number of de­
tectors is now less than the number of energy bins {k < i).
5.3 M eth od  o f M axim um  E ntropy
The method of maximum entropy is applicable for determining a physical density 
function that can be regarded as a probability distribution [54]
where $ (F )  is the neutron spectrum. It provides a way of assigning probabilities 
tha t does not rely on the “frequentist” belief of assigning probabilities based on 
the long-run occurrence of an event. The principle is that the best probability 
distribution to choose is the one which has maximum entropy (or equivalently, 
maximum uncertainty) and agrees with what is already known.
The case at hand is that a set of measurements (the pulse height spectrum) 
has been obtained and it is necessary to assign a fluence to each of energy bins 
of the unfolded solution spectrum. The method of maximum entropy provides a 
way of choosing the most likely solution spectrum which is consistent with the 
measurement data. It gives a unique, positive solution which favours smoothness. 
In order to provide some justification for applying this method to neutron unfolding 
two different explanations are given below. The first is the “monkey argument” 
forwarded by Jaynes [55]. The second demonstrates how the same result is obtained 
based on information theory.
^termed a default spectrum in the TJMG unfolding package since in the absence of any mea­
surement data the solution will “default” to this spectrum.
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5.3.1 Justification  based on th e  “M onkey A rgum ent”
The neutron spectrum (a physical density function) can be thought of as being 
generated by the proverbial team of monkeys [55]. One can imagine these monkeys 
throwing balls (representing neutrons) into a series of boxes representing the energy 
bins. If this random ball throwing results in an energy spectrum which agrees with 
the data then it is saved. The energy spectrum most likely to be generated in this 
way is the one which can be produced in the greatest number of ways. i.e. having 
maximum multiplicity. Eqn5.6 gives the logarithm of the expected frequency with 
which a spectrum will occur. Details of the derivation can be found in Sivia [56].
M
log{F) = —Nlog{M ) — N  '^,Pilog{pi) (5.6)
i= l
where
F is the frequency with which a neutron spectrum arises
M  is the number of boxes
N  is the total number of balls, and
Pi is the probability of obtaining rii balls in box i
Since N  and M  are constants, the “configurational entropy” S  is given as
M
S  = - '^ P i lo g p i  (5.7)
i= l
This derivation assumes that the boxes are of equal size. If it is extended to include 
the case of uneven sizes a way of incorporating prior knowledge is obtained. For 
example, if a neutron measurement is made in a well moderated environment it 
may be assumed that there is only a small fast component. Having smaller boxes 
at high energy reduces the probability of the monkeys randomly throwing balls into 
these boxes. Eqii5.7 can be modified [56] to give
A4 r \
H  = —  ] (5.8)
where
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i î  is the Shannon-Jaynes entropy, and
nii is the probability that a ball will be thrown into the %th box
If it is written with the opposite sign it is often refered to as the relative entropy 
or cross entropy.
5.3.2 Justification  in term s o f Inform ation T heory
Information theory arose in the communications industry where it was necessary 
to quantitatively measure the amount of information transmitted in a communica­
tion channel.The information content of a symbol for a noiseless channel (where a 
sequence of symbols comprise a message) is defined as
I  =  log-i ( ^ )  (5.9)
where I  is the information content of the symbol and p is the probability of the 
symbol being sent. It can be seen that less probable symbols contain greater in­
formation. If p =  1 then the information content of the symbol is zero since it is 
known with certainty that it is always sent. The logarithm is used to ensure that 
information is an additive quantity. If a message contains n independent symbols, 
the expectation value of the information gained (or uncertainty removed) when 
receiving a symbol is given by
n n /  1 \  ^< E  >= '^ P i l i  = '^ P ilo g 2 ( — ) or -  ^ P i l o g 2Pi (bits per symbol) (5.10)
Consider neutrons distinguished by their energy rather than symbols. Before mak­
ing a measurement we may have an idea of the energy spectrum which we describe 
via a prior spectrum where the spectrum is considered as a physical
density function. Post-measurement {^^^Pi}f=i represents the updated neutron 
spectrum. The average information gained per neutron for the prior spectrum is
< ipHor > =  è p r “’W  =  ( ^ 1  (5.11)
i=l i=l /
whilst for the updated spectrum it is
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< Inew > — Pf^^lnew — f  netül (5.12)
i= l i= l  /
newnewprior' ^ new ^
The difference (eqn5.13) is called the relative entropy. If written with the opposite 
sign it gives the same form as eqii5.8.
(5.13)
5.4 M A X E D  Form ulism
The MAXED code was developed to apply the principle of maximum entropy to the 
unfolding of neutron spectroscopic measurements. It is available from [57] as part 
of the UMG software package  ^ and is well documented in the papers [42, 58, 59]. 
A brief summary of its formulism and operation follows. The following set of k 
measurements has been obtained (a pulse height spectrum in the case of the LGB- 
SD).
Ck = 'Y ^R k i^ i + €k k= l to n, i= l to m  (5.14)
The neutron energy spectrum is chosen so that the Shannon-Jaynes entropy
of eqn 5.8 is maximized whilst meeting any constraints. This is equivalent to
minimizing the relative entropy (eqn 5.13) i.e. minimising the difference between
the prior spectrum and the solution spectrum.The form of the entropy used in 
MAXED is that proposed by Skilling [60]. Eqn 5.15 reduces to the usual Shannon- 
Jay lies form if and are normalized.
5  =  (5.15)
It is maximised subject to the “data constraint” of eqn 5.16
^Unfolding with Maxed and Gravel. Gravel uses an iterative unfolding procedure.
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C'fc +  £fc =  ^  Rk^^i (5.16)
i
and an “error constraint” (eqn 5.17)
where cr/. are the standard deviations and Q is the chi-squared. It can normally 
be set as =  a t for Poisson data. The user specifies this error constraint via the 
chi-squared per degree of freedom (reduced chi-squared)
Ap.d./ =  N  - M
where N  is the number of data points and M is the number of parameters de­
termined from the fit. Since this is non-parametric estimation Af—0. Gull and 
Skilling, call the “x^” technique “historic maximum entropy” and state that this 
method systematically under-fits reconstructions. They explain that the x^ statis­
tic will average to N  if the solution spectrum is the “tru th” . But since the tru th  is 
unattainable the calculated spectrum will be biased towards the data, so the misfit 
is reduced. Therefore, “x^” is too pessimistic.
“x^” is a “long-run” rule justified by the fact that on average every data point 
is one standard deviation from its true value. In practice this constraint sets the 
relative weight given to the entropy and to the data.
The constrained maximization of eqn 5.15 is achieved as follows. The function 
jP(æ,î/, A) =  /(æ , ^) — A[<7(æ, 2/)] of three independent variables has local extremum 
where
=  (5.19)
That is where
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This gives the same conditions as the Lagrange multiplier rule. The Lagrange 
function is defined as
m /  n \
L ($ i, . . • , Aj, . . . , Atti, £i, . . . , £rnr M) ~  ^  ^   ^ "h £fc ^   ^R ki^i j
{A&} and jj, are Lagrange multipliers. There is a Lagrange multiplier for each of the 
m -}-1 constraints. This Lagrange function is differentiated with respect to 0$, ^k 
and {i leading to r?i +  n  +  1 equations. These equations are then used to solve for 
the £k and fj, in terms of the A .^ The resultant equations are inserted into
Nk + ^k = ' ^  R ki^i (5.22)
i
leading to a set of m  eqns with m unknowns, {A^ n}- These eqns can also be obtained 
by maximizing a potential function Z, with respect to the A/;.
Z  = ~ Y .  ^ t ^ e x p { - ^  XkBki) -  (»  (5.23)
This is then maximised using an optimisation algorithm.
5.5 P ractical U nfold ing
The application of MAXED for unfolding in this work has been separated into three 
main parts.
1. Unfolding of mixed gamma sources
2. Unfolding of MCNPX simulated neutron measurements
3. Unfolding of real neutron measurements (Chapter 6)
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5.5.1 U nfolding m ixed gam m a sources
As a means of testing the unfolding procedure the simpler case of unfolding pulse 
height spectra from gamma ray sources is considered first of all. This procedure is 
simpler than that for neutrons due to the following:
• The light output scale is linear and has been determined accurately in the 
gamma calibration.
• Discrete energies mean that any systematic errors in the unfolded spectrum 
may be spotted
Since the LGB-SD is effective in discriminating against gamma rays a pulse genera­
tor is required to trigger false coincidences and record a gamma ray spectrum. The 
plastic scintillator BC-400 was used for all measurements. A gamma response func­
tion set consisting of 200 response functions has been generated using the PTRAC 
analysis code in its “ungated” mode. The response function set has been folded 
with the Gaussian resolution function obtained in the gamma calibration (Fig. 3.7)
Figs. 5.2 & 5.3 show the pulse height spectrum and unfolded spectrum for a 
mixed gamma source comprising of ^^^Cs, ^^Na and “^^Mn. The unfolding has been 
performed with MXD_MC, a multi-channel version of MAXED, available with the 
UMG (Unfolding with MAXED and Gravel) software package. A flat, uninformative 
default spectrum has been used which is scaled by MAXED. It should be noted 
that a flat default spectrum is not the same as a zero default spectrum. If the zero 
default spectrum is used the maximum entropy method tries to stay as close to 
zero as possible whilst meeting the data and error constraints. This may introduce 
spurious structure.
The unfolding procedure is able to resolve the gamma ray energies 0.662 MeV 
(i37(]s), 0.834 MeV ( "^^Mn) and 1.274 MeV (^^Na) plus the 0.511 MeV X-ray from 
^^Na. There is a maximum error of 50 keV in the determination of the peak cen­
troids. This is acceptable result for the purposes of the present study and demon­
strates the applicability of using unfolding techniques with the LGB-SD.
The main source of error in the neutron unfolding conducted in this work is the 
determination of the proton recoil light output function due to the limited number 
of calibration points available. This will introduce a larger error in the abscissa of 
the unfolded neutron spectrum than tha t observed in Fig. 5.3. The fluence values 
of the unfolded spectrum are not absolute since the recorded counts are the result 
of artificially created false coincidences. If the average rate of proton recoil pulses is
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F igu re 5.3: Unfolded ^^^Cs, '^^Na and ^^Mn spectrum
r i , the rate of pulses produced by the pulse generator is r 2 and the gating time is A t 
then the average rate of false coincidences is r \r2A t (If the order of the pulses did
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not matter the rate would be 2j^ir2At). The fluence values are therefore lower by a 
factor of r 2 - It is noteworthy tha t the effective resolution in the unfolded spectrum 
is < 1 0 % ,which is smaller than that of the response functions.
As a practical consideration in unfolding the gamma ray spectra it is necessary 
to set a lower bound for unfolding which is slightly greater than the light output 
threshold, due to a greater loss of efficiency than predicted in this area. If this is 
not done the unfolding code is unable to find a solution.
5.5.2 U nfolding Sim ulated N eutron  Spectra
The unfolding of simulated neutron spectra is useful for a number of reasons. It 
is desirable to know the limitations of the unfolding procedure assuming that all 
experimental/simulated quantities are known accurately. This includes the calibra­
tion, the proton-recoil light output function, the modelling of the response functions 
and their normalisation, the resolution function with which the responses are folded 
and the measurement data. In the case of unfolding an Am-Be spectrum, by firstly 
simulating the unfolding it is possible to determine which features it may be pos­
sible to observe with real data. Setting a chi-squared value which is too low can 
introduce spurious features which may be confused with real structure.
A potential advantage of the LGB-SD over standard commercially available 
scintillators suitable for the capture-gating method (e.g. BC-454 [3]) is the presence 
of two slow neutron capture materials, giving the possibility of added information at 
low energies. This yields count data in the “thermal” and “epithermal” channels. 
However, this data does not provide useful information on its own and must be 
incorporated within the overall unfolding procedure. This can be attributed to the 
fact that the cross-sections (and hence the response functions) of ®Li and ”“*Gd 
extend over all energies.
Although the LGB-SD is comprised of a single composite scintillator, it needs 
to be considered in the same way as multiple detector systems since there are three 
detection methods in operation. As an approximate analogy, the LGB-SD can be 
thought of as 2 small diameter Bonner “spheres” with differing slow neutron capture 
materials plus an organic scintillator operating in the capture-gated mode. It is only 
a loose analogy since a Bonner sphere consists of a central slow neutron detector 
surrounded by moderating material whereas the LGB-SD has small microcrystals 
dispersed throughout the scintillator/moderating volume.
The unfolding problem is therefore a combination of “few channel” (§ 5.2.2) and 
“multi-channel” (§5.2.1) unfolding. The count data associated with the ®Li and
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naf Gd neutron capture reaction (the Bonner spheres in the previous analogy) is an 
example of few channel unfolding since 2  measurements are insufficient to define the 
energy spectrum in the energy region below 1 MeV. The PHS obtained from the 
capture-gating mode is multi-channel unfolding since the number of measurement 
bins is greater than or equal to number of fluence bins required in the solution 
spectrum.
5.5.2.1 Combined response matrix
Two approaches have been considered to combine the few and multi-channel data. 
It is possible to set up a response matrix that combines the responses of the vari­
ous detection modes. This approach has been used by Roberts [61] to unfold the 
combined data of Bonner spheres and proton recoil counters. In order to do so 
each individual response matrix must cover the same energy range and have the 
same binning structure. The combined unfolding problem can then be written as 
illustrated in Fig. 5.4.
ENERGY
*‘T henna!'' Channel f'QGd'^ <  ••
"EiylthennaU Channel c f H-=1
“Fast” Channels 
{Pulse-Area spectrum)
/ i
/ »
= O  
1
0
0
0
0
^14 "
-  ^ f i  j 0 ^ ,3 ^ j4 " • j
Figure 5.4: Combined unfolding problem
R f f  and are the ”'“*Gd and ^Li responses respectively in energy bin i. Ski is 
the capture-gated response at light output A: to a neutron of energy i. The hori­
zontal dashed line in Fig. 5.4 represents the light output threshold which gives the 
lower limit for the “fast” channels whilst the vertical dashed line gives the energy 
corresponding to this light output. It may be seen that the responses of ®Li and 
naiGd run over all energies. The zero responses are due to the fact that below the 
threshold it is not possible to trigger a “fast” count. The light output from the
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®Li(n,a) and ”“^Gd(n,7 ) reactions is actually well above the threshold. However, 
as the light output for these events does not carry any energy information the light 
output channel they occupy can be chosen arbitrarily. In this case, for convenience 
and logical reasons (they are used to determine the thermal and epithermal com­
ponents of a neutron energy spectrum) they have been placed below the threshold. 
Although Fig.5.4 only shows two responses for the thermal and epithermal channels 
there will in practise be many more. Their number is determined by the energy 
interval between the fast response functions.
In theory this method permits the combined unfolding of all the detection 
modes. However, there are practical difficulties associated with setting up the bin­
ning of the measurement data to incorporate the thermal and epithermal channels. 
In addition, the response functions of ®Li and "°^Gd are similar in shape over a 
large energy range due to their 1/v  cross-sections. In order to observe the crossing 
point of their responses, impractically small energy intervals are required. Fig. 5.5 
illustrates the principal of combined response functions. Each combined response 
at a given energy consists of the multi-channel light output response plus a point 
from the "“*Gd and ®Li responses. The ®Li response has been omitted for clarity, 
but shows similar behaviour to the ”“^Gd response.
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8  0.0002
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on Energy
Figure 5.5; 4 U 6 MeV capture gated responses and ”'°’^ Gd 
response (-irlOO )
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5.5.2.2 M u ltip le  stage  unfolding
The combined response function method has not been used in this work for the 
reasons given above. Instead a multiple stage unfolding procedure has been imple­
mented. It can be justified by the fact that the best information is obtained in the 
fast region and it is the pulse area spectrum rather than the thermal and epithermal 
channel data that will largely determine the solution spectrum. The multi-stage 
unfolding used is a form of spectral stripping. The stages are as follows
1 . Unfold the fast neutron spectrum above 1 MeV using MXD_MC, the MAXED 
multi-channel unfolding code.
2 . Calculate the contribution to the thermal and epithermal channels from the 
fast portion of the spectrum. This is obtained by folding the MAXED un­
folded spectrum with the thermal and epithermal responses (Fig. 5.6).
0.05
  Thermal channel response
  Epithermal channel response
 Lower energy limit for
fast channels
0.04 •
CM
0.03 •
0.02 -
0.01 ■
0.00
7 82 3 5 60 1 4
E nergy (MeV)
F igure 5.6: Response of thermal and epithermal channels to 
fast neutron energies.
3. This contribution is then subtracted from the total values in the thermal 
and epithermal channels leaving only the contribution to these channels from 
neutrons below 1 MeV.
4. The unfolding problem in the region below 1 MeV is divided into two energy
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groups, El and E 2 . The thermal channel count (adjusted total) is given by
C t  =  (5.24)
where $ 1  &: $ 2  are the neutron fluences in energy groups 1 & 2  respectively. 
R \ & i ?2 are the thermal responses to a uniform neutron fluence over energy 
groups 1 & 2 respectively. Likewise, the epithermal channel count (adjusted 
total) is given by
Ce =  R l ^ i  +  (5.25)
where R f & R 2 are the epithermal responses to either a uniform neutron 
fluence or 1 /E  distributed fluence in energy groups 1 & 2 respectively. The 
energy groups are chosen so that degeneracy between the two equations is
avoided. The upper limit for the boundary between the two energy groups
is ^ 2  keV. Above this, the similarity between the shapes of the thermal and 
epithermal responses results in degeneracy. In the following simulations the 
boundary has been chosen as 2 eV.
Simulated measurement data may be obtained by two methods. Firstly, the re­
sponse matrix can be folded with the desired neutron spectrum followed by the 
addition of Gaussian noise. Secondly, it may be generated by running an MCNPX 
simulation. In the following simulated unfolding examples the former method has 
been used since it is a much faster procedure.
5.5.2.3 U nfolding o f a Sim ulated A m -B e ISO spectrum
A simulated PHS has been generated for an Am-Be ISO spectrum with a neutron 
fluence of 10  ^ cm~^ The fluence rate is assumed to be low enough to ignore the 
effect of false coincidences. Fig. 5.7 shows the unfolding result obtained by applying 
the multiple stage unfolding. The energy range of the simulated unfolding has been 
restricted to that of the LGB-SD, giving an upper limit of 7 MeV.
Stage 1
The unfolding in the fast region gives an over-response in terms of total fluence of 
~5% . The unfolding is able to determine the gross shape of the spectrum but the 
peaked nature of the Am-Be spectrum is smoothed out.
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F igure 5.7: Unfolding of simulated Am-Be data
S ta g e  2
Folding of Fig. 5.6 with the unfolded spectrum of Fig. 5.7 gives the fast contribution 
to the thermal and epithermal channels.
Thermal Counts = 65380 
Epithermal Counts = 78161
S ta g e  3
The total counts in the thermal and epithermal channels are
Thermal Counts = 251538 
Epithermal Counts = 402506
The contribution to these channels by neutrons <lMeV is
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Thermal Counts = 186158 
Epithermal Counts = 324345
S tage 4
The responses to a uniform neutron fluence over the energy range 0.025eV -  0.2eV 
are
Thermal Counts = 6.90 err?
Epithermal Counts = 4-66 err?
The responses to a uniform neutron fluence over the energy range 0.2eV-lMeV 
are
Thermal Counts = 0.11 err?
Epithermal Counts = 0.22 cm?
6.90^1+0.11^2 =  186158 
4.6601 +  0.2202 =  324345
0 1  — 5248cm~^
0 2  =  1363153cm-2
The ambient dose equivalent H*(10) for the fast portion of the unfolded neutron 
spectrum is 3.1 mSv. Since the fluence-to-ambient dose equivalent conversion fac­
tors are approximately constant over the energy range of the fast spectrum (~  400 
pSv.cm^) H*(10) is also overestimated by ~5% . In the epithermal regions of the 
unfolded and ISO spectra H*(10) is 0.35 and 0.45 mSv respectively. The contribu­
tion to H*(10) from the thermal region is negligible.
5.5.2.4 Sim ulated A m -B e w ith  False C oincidences
The previous Am-Be unfolding was conducted neglecting the effect of false coin­
cidences. The neutron fluence rate 0 at which false coincidences become significant 
is rs, 1000 cm“ ^s~^, giving a dose rate of 1.4 mSv/hr. This fluence rate value is 
particular to the neutron spectrum and will be lower for a softer spectrum with 
a higher proportion of epithermal neutrons. It has been obtained by running the
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PTRAC analysis code (§2.3.1) with various fluence rates for all events undergoing 
at least one interaction. For the isotropically emitting 1 Ci (3.7x10^° Bq) Am-Be
source used in § 6 .2  the maximum neutron fluence rate </>, is given by ^
yielding a minimum source to detector distance d of 14 cm. The simulation does not 
consider the effect of room scattered neutrons or 4.4 MeV photons due to the de­
excitation of ^^C nuclei. These de-excitation photons occur either from the nuclear 
reaction
2OC + 4  B e  — C* +Q n  (5.27)
in the Am-Be source or inelastic scattering from ^^C in the plastic scintillator. 
Unless the measurement is conducted in a low scatter environment there will still 
be a false coincidence contribution at distances greater than the calculated value.
The effect of false coincidences is to remove counts from the epithermal channel 
and add them to those in the fast channels. The correction to the fast PHS involves 
the technique described in § 2.5.2 where the late portion of the time-to-capture 
spectrum is subtracted from the early portion. The epithermal channel is corrected 
by the addition of the number of false coincidences. The false coincidences introduce 
a dead time which is difficult to compensate for since false coincidences can be 
caused by either gamma rays or neutrons. Whilst it is straightforward to remove 
the false coincidences, knowledge of the fraction due to neutrons is required to 
compensate for dead time losses.
Since the current system does not have the capability for 1 1 -7  discrimination this 
is not possible. For the case where false coincidences are significant (a judgement 
based on the accuracy with which overall neutron dose is to be determined) the 
LGB-SD is therefore limited to spectroscopy rather than dosimetry applications. 
The unfolding procedure will fail to give an absolute value for the fluence in the 
fast portion of the spectrum but will still yield energy information. However, the 
thermal and epithermal channels should remain unaffected.
*70 neutrons/10® primary alpha paiticles, giving a neutron source strength B of 2.6xl0®s‘
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5.5.2.5 Sim ulated Californium  U nfolding
The spectral fluence from spontaneous flssion over the energy range 100 keV
-  10 MeV can be described by the following formula
^ (E )a E ^ /^e x p (-E /T ) (5.28)
where T is a spectrum parameter given by T =  1.42 MeV [49] The peak of the 
^^^Cf energy spectrum is located at T/2.
4 e + 5
U nfolded sp e c tru m  
^“ Cf sp e c tru m  (ISO  8529 -1  )
3 e+ 5
® 2 e + 5
1e+5
73 5 62 40 1
Energy (MeV)
F igu re 5.8: Unfolding of simulated Cf data
A potential drawback of the multiple stage unfolding procedure is that by unfold­
ing, then folding and subtracting, uncertainties are introduced which are difficult 
to quantify [62]. For the Am-Be and Cf-252 simulated unfoldings the subtraction 
involves ~  25% of the total counts in the thermal and epithermal channels. In this 
case an alternative method is to take the unfolded spectrum and extrapolate this 
into the thermal and epithermal regions assuming a thermal peak joined to a 1/E  
region.
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5.5.2.6 Sim ulated U nfolding o f a “R ealistic” N eutron  W orkplace 
Field
Operational spectra are much softer than calibration spectra such as Am-Be and 
252cf_ Table 5.5.2.6  gives three dosimetric parameters for Am-Be, 252q£ 
operational spectra selected from the IAEA Compendium of Neutron Spectra and 
Detector Responses for Radiation Protection Purposes [63].
The proposed use for the LGB-SD is dosimetry in workplace environments 
around naval PW R’s. Security classification prevents the open publishing of spectra 
measured around these reactors. However, Brushwood [64] has selected a number 
of spectra from the SPKTBIB [65] catalogue which may be taken as representative 
of the spectra around naval PW R’s. Representative spectra were chosen from the 
SPKTBIB catalogue based on mean energy, effective radiation weighting factor and 
mean ambient dose equivalent.
The mean energy for four PW R operational spectra measured by BAE Systems 
ranged from 54-275 keV, the mean radiation weighting factor from 6.45-11.7 and the 
mean ambient dose equivalent from 28-117 pSv cin^. Representative spectra which 
approximate the operational PW R spectra were chosen based on these parameters 
for each of the four operational spectra. Three such spectra have been used in the 
following simulations in order to make an initial assessment of the applicability of 
using the LGB-SD for neutron dosimetry in workplace environments.
Table 5.1: Mean energy, mean radiation weighting factor and 
mean ambient dose equivalent for selected spectra
E %
Am-Be 4.15 14 395
Gf-252 2 .1 2 17.6 380
Gzech PW R Reactor Hall 0.312 13.2 141
Gzech PW R Pump Room 0.052 7.3 40
The maximum neutron dose rate for a typical operational environment, such 
as the Gzech PW R reactor hall, tha t the LGB-SD can record without a significant
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false coincidence contribution has been estimated via simulation as 0.25 mSv/hr 
(fluence rate 500 cm^s~^). As expected this is lower than the value of 1.4 mSv 
found for the harder Am-Be spectrum.
It can be assumed from this value that in normal operational environments the 
effect of false coincidences is small. The limiting factor in utilizing the LGB-SD as 
a neutron survey meter is its efficiency. The length of time available for recording 
a PHS will determine the number of bins it is possible to use and the accuracy 
achievable in the fast portion of the spectrum. The high efficiency of the thermal 
and epithermal channels means that time constraints are not a problem in the 
energy range 0.025 eV-lMeV.
Given a dose rate of 5 /nSv/h a calculated measurement time of approximately 10 
hrs is required to record 1000 counts in the fast region. This would be sufficient for 
around 10 energy bins. However, if a good default spectrum is available it is likely 
that this measurement time can be reduced significantly [62]. For example, a Monte 
Gaiio simulation may give an excellent prediction of the shape of the spectrum but 
is not normalised to the measurement conditions. In this case the measurements 
may be used to scale this default spectrum until a good fit to the data is obtained.
The good statistics in the thermal and epithermal channels mean that sufficient 
counts to achieve this scaling would be achieved far more quickly (minutes rather 
than hours). Therefore, routine dose measurements with the current system are 
impractical unless a good default spectrum is available and the LGB-SD is limited 
to supplementing existing more efficient survey meters such as the MK7NRM. As­
suming the dose rate low enough to ignore the effect of false coincidences the Czech 
PW R reactor hall spectrum (Table 5.5.2.6 ) has been unfolded as outlined in § 5.5.2 .2 .
Limitations of unfolding in the region < IM eV
The accuracy of H*(10) in the fast region is determined by the unfolding procedure 
since the fluence-to-dose conversion factors can be used directly with the unfolded 
spectra. However, in the thermal and epithermal regions if there is no prior infor­
mation, assumptions concerning the spectral shape in these regions must be made. 
These assumptions are used to determine the response in these energy regions. Two 
different sets of assumptions have been examined.
1. The fluence is constant in both energy regions.
2. The fluence has a 1/E  form in the epithermal region and a peak in thermal 
region.
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Figure 5.9: Czech PWR, reactor hall, above isolation valve.
Fig. 5.9 shows the normalized Czech PW R reactor hall spectrum. Since the large 
energy range of neutron spectra requires a logarithmic abscissa for graphical repre­
sentation, the ordinate must use the lethargy scale, — InEi), to ensure
tha t equal areas on the graph represent equal fluences. Also shown are the con­
stant fluence and 1 /E  assumptions used over the epithermal region 0.2eV-lMeV. 
Table5.5.2.6  gives the unfolded fluence and H*(10) values for a normalized fluence. 
It can be seen that the epithermal fluence is underestimated for both assumptions. 
However, the harder constant fluence assumption results in a more accurate dose 
measurement (~30% under-response) since the fluence-to-dose conversion factors 
begin to increase rapidly at 1 0  keV.
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Table 5,2: Czech reactor hall above isolation valve. Unfolded
assuming uniform  epitherm al & therm al fluences [1] and 1 /E
epitherm al fluence plus therm al peak [2].
Fluence
(cin” )^
Unfolded
Fluence
(cm“ )^
[1 ]
Unfolded
Fluence
(cm~^)
[2 ]
H*(10)
(pSv)
Unfolded
H*(10)
(pSv)
[1 ]
Unfolded
H*(10)
(pSv)
[2 ]
Thermal 0.097 0 .1 0 0 0.040 1 1 (0.4) 0.5
Epithermal 0.805 0.303 0.392 1 0 0 8 6 18.5
Fast 0.098 0.093 0.093 40 35 35
Total 1.000 0.496 0.525 141 1 2 2 57.3
Czech PW R  Pump Room
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Figure 5.10: Czech PWR,pump room, near entrance door.
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Table 5.3: Czech pum p room, near entrance door. Unfolded
assuming 1 /E  epitherm al fluence plus therm al peak.
Fluence
(cm“ ^)
Unfolded
Fluence
(cm~^)
H*(10)
(pSv)
Unfolded
H*(10)
(pSv)
Thermal 0.425 0.361 5 4.5
epithermal 0.567 0.601 31 28.4
fast 0.008 0.007 4 3
Total 1 .0 0 0 0.969 40 41
UK Gas Cooled Reactor
Table 5.4 presents results for the UK gas cooled reactor spectrum shown in Fig. 5.11
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Figure 5.11: UK Gas cooled reactor
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Table 5.4: U K  Gas cooled reactor. Unfolded assuming 1 /E
epitherm al fluence plus therm al peak.
Fluence
(cm“ )^
Unfolded
Fluence
(cm -2 )
H*(10)
(pSv)
Unfolded
H*(10)
(pSv)
Thermal 0.611 0.743 7.1 5 9.1
epithermal 0.389 0.755 6 .6 35.7
fast ~ 0 1^0 r^ O rv^O
Total 1 .0 0 0 1.498 13.7 44.8
Since the Czech pump room spectrum is much closer to the shape of a thermal peak 
and 1 /E  epithermal component, the estimation of both fluence and dose is much 
more accurate. The assumption of a constant fluence leads to an unphysical result 
with a negative fluence.
The spectra used for the simulated unfolding have greatly differing epithermal 
components, both in shape and magnitude, resulting in large errors in the un­
folded H*(10). A comparison of neutron survey instruments has been conducted 
by Thomas et al. [6 6 ]. The neutron field used for the exercise was primarily a low 
energy neutron spectrum similar to those which have been measured around nuclear 
facilities. The ratios of measured H*(10) to MCNP calculated H*(10) are quoted 
for a variety of instruments. The range is found to be 0.69 -  1.87. By contrast, it 
is found that for the LGB-SD the range of H*(10)unfolded/H*(10) calculated for 
the prior simulations is 0.41-3.27. This is not surprising since the LGB-SD does 
not have its response tailored to match the fluence-to-dose conversion factors and 
below 1 MeV contains only 2 count rate data. However, when the contribution 
above IMeV becomes significant as with the simulations of Am-Be and Cf-252, the 
LGB-SD appears to have the capability of performing accurate measurements of 
neutron dose, providing false coincidences can be neglected. If the LGB-SD is to 
prove useful for dosimetry in operational environments, the light output threshold 
will need to be reduced so that the capture gated mode becomes the dominant 
detection mechanism.
Unfolding Radionuclide Sources and Workplace 
Fields
6.1 In troduction
Radionuclide sources such as ^'^^Am-Be(o;,n) and provide a convenient means 
of testing the LGB-SD and unfolding procedure. Since their spectra are much 
harder than those found in occupational workplace fields, unfolding of the “fast” 
channels ( > 1  MeV) can be validated fully. The integral quantity ambient dose 
equivalent, H*(10), can be calculated from the unfolded spectra using the fluence 
to ambient dose equivalent conversion factors and compared with that recorded by 
a Mk7NRM (Leake type) neutron monitor. Since the Mk7NRM has been calibrated 
with an Am-Be source it provides an accurate dose reading without the need for 
a correction factor.
6.2 ^^^Am-Be(o!,n) source
The source (Amersham International) is a compacted mixture of the alpha emitter 
americium oxide with beryllium metal as the target material producing neutrons 
through the reaction
,CK -I-4  Be  —>0  ^ C  +Q n  (6.1)
The neutron energy spectra from all such alpha-Be sources are similar, and any 
differences are due only to the small variations in the primary alpha energies. The 
peaks and valleys in the energy distribution can be analysed in terms of the exci­
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tation state in which the product nucleus is left [23]. The source is cylindrical 
and doubly encapsulated in welded stainless steel.
The ‘^^ ^Am-Be(a',n) source may be wrapped in a 1mm thick lead shield which 
has the effect of reducing the photon dose equivalent to less than 5% of the neutron 
dose equivalent rate. In the absence of the lead shield the photon dose equivalent 
rate, mainly from 59.5 keV gamma-rays may be comparable to the neutron dose 
equivalent rate [49]. The 59.5 keV gamma-rays have a light output below the 
threshold imposed by the digitiser so are unable to cause false coincidences. The 
source has therefore been left without a lead shield.
Photons of 4.44 MeV are emitted when the excited state decays, yielding 
approximately 0.59 photons per neutron [23]. The resulting maximum light output 
of 4.44 MeVee is greater than the digitiser saturation level of 3.7 MeVee However, 
Compton scattered electrons of energies 0 . 2  MeV-3.7MeV from 4.4 MeV photons 
may still cause some false coincidences.
The Am-Be source used has a specified neutron emission rate of 2.2xl0®± 
10% neutrons/sec and a neutron dose rate of 22 /xSv/h at 1 m. For cylindrical 
sources the angular source strength does not depend noticeably on the azimuth 
angle, 0 but on the altitudinal angle, 6. As the angular source strength varies least 
for 9 = 90° this direction should be chosen for the irradiation [49].
6.3 U nfold ing —  ^^^Am-Be(a,n)
A measurement (comprising of a pulse height spectrum and the number of counts 
in the thermal, epithermal and gamma channels) was taken with the LGB-SD using 
a 1 Ci (3.7x10^° Bq) Am-Be source for 5 hours. This measurement was not con­
ducted at a neutron calibration facility so there are drawbacks to the experimental 
set-up.
Ideally, the source should be placed at the centre of a large room to minimize 
scattering. However, this was not feasible and the source was positioned ~  1 m 
off a concrete floor. The source to detector distance was selected as 30 cm giving 
a neutron dose rate of 0.3 mSv/hr and a neutron fluence rate of 230 cm~^s“ .^ 
The total neutron fluence and dose delivered were 4.1x10® cm“  ^ and 1.5 mSv 
respectively. Simulations in § 5.5.2.4 showed that a minimum source to detector 
distance of 14 cm is required to limit the effect of false-coincidences. The time-to- 
capture distribution of Fig. 6.1 shows that there is still a significant false coincidence 
component at 30 cm due to scattering effects. A further measurement in a low
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scatter facility is required in order to validate the simulated distance of 14 cm.
Following removal of pile-up pulses, 23958 fast counts were recorded. The num­
ber of false-coincidences corresponding to the area under the baseline in Fig. 6.1 is 
13439. This means that a useful count in the fast region is recorded approximately 
every 2  seconds. The far more efficient thermal and epithermal channels recorded 
3.4x10® and 4.5x10® counts respectively (following false-coincidence correction to 
the epithermal channel).
Table 6.1; Am-Be recorded counts in 5 hrs. Source to detec­
tor distance 30 cm, fluence rate 230 cm~^s~^ , fluence 4-lxl(fi
cm- 2
Recorded
counts
After Pile- 
up removal
After False 
coinc. cor­
rection
Fast 27614 23958 10519
Epithermal 4.39x10® 4.39x10® 4.52x10®
Thermal 3.37x10® 3.37x10® 3.37x10®
Gamma 1.57x10^ 1.57x10’^ 1.57x10^
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Figure 6.1: Time-to-capture distnhution, Am-Be. Baseline 
= 428 ± 22, T = 1.27 ±  0.04 l^s
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Figure 6 .2 : Unfolded fast channel f o r A m - B e
Fig. 6.2 shows the unfolded fast portion of the spectrum. The response function set 
has been normalised according to the monoenergetic neutron irradiations and also 
been adjusted as outlined in §6 .6 . The peak at approximately 5 MeV cannot be 
resolved as predicted by the simulated unfolding. Assuming constant fluences in 
the thermal and epithermal regions and solving for (4>i) and ($ 2 ) gives 
0 1  =  2 .2 x l 0 ^cm- 2  
<E>2 =  1.7xl0®cm“^
For the total delivered fluence of 4.1x10® cm“  ^ , 89% is greater than 1 MeV giving 
a fast fluence of 3 .7 x 1 0 ® cm“  ^ and an epithermal fluence of 4.5x10® cm“ .^ The 
LGB-SD underestimates the fast fluence by a factor of 2.1 whilst the epithermal 
fluence is overestimated by a factor of 3.8. This trend is observed in a comparison of 
measured and simulated responses for Am-Be (Table 6.2), indicating that it is not 
due to incorrect unfolding. The under-response in the fast region can be attributed 
to a combination of false-coincidences and pulse pile-up whereby approximately two 
thirds of the recorded fast counts are discarded in offline pulse processing. Since 
many of the discarded pulses will be the result of gamma rays an under-response 
of a factor of 2 appears reasonable. It is possible in principle to deconvolute the 
pile-up pulses by a fitting procedure based on the amplitude, rise time and fall time 
of the recoil pulse and capture pulse [67].
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False-coincidences may be removed by subtraction of the late component of the 
time-to-capture distribution from the early component. However, the cause of these 
false-coincidences is uncertain since they may be caused by either gamma-rays or 
neutrons. Some estimation of the gamma-ray effect may be obtained from the num­
ber of counts in the “gamma” channel which counts isolated narrow pulse events. 
However, the neutron spectrum will also effect the number of false-coincidences 
recorded, with (for equal fluence rates) a softer spectrum suffering from more false 
-coincidences than a harder one. W ithout knowledge of both the gamma and neu­
tron spectra it is not possible to make an accurate correction for the effect of 
false-coincidences.
In order to guard against an under-estimate of dose it may be advisable to 
consider all counts recorded in the fast channel as true coincidences and scale the 
fast portion of the unfolded spectrum accordingly.
Table 6.2: Am-Be measured and calculated responses.
Source to detector distance 30 cm, fluence rate 230 cm~^s~^
Measured Re­ Calculated Re­
sponse (cm^) sponse (cm^)
Fast 0.0026 0 .0 1 2
Epithermal 0.108 0.035
Thermal 0.0902 0.024
6.4 U nfold ing ^^^Cf radionuclide source
Two sets of measurements were conducted at NPL’s low scatter facility (§4.1) with 
a ^®^Cf source (source to detector distances of 33.3 cm and 66.3 cm. The counts 
recorded in the channels should decrease as 1 /r^ with respect to distance — giving a 
fluence response that does not vary. Scattering effects were minimized by mounting 
the source and detector on low scatter supports above the “pit”. The measurement 
time at each distance was 5 1/2 hours.
The lower than expected unfolded fluence near the threshold and higher than 
expected above 5 MeV appears to display a tendency by the MAXED unfolding 
code to stay too close to the default spectrum in this case. An alternative unfold­
ing code GRAVEL, also supplied with the UMG package has been investigated. 
It uses an iterative method to arrive at a solution spectrum. An initial estimate
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T able 6.3: Cf measured and calculated responses. Source
to detector distance 33.3 cm, fluence rate 395 cm~^s~^, fluence 
7.8'x.l(Pcm~'^
Recorded
counts
After Pile-up 
removal
After False co. 
correction
Fast 34246 28767 1 2 2 2 1
Epithermal 3.98x10^ 3.98x10^ 4.14x10^
Thermal 1.18x10^ 1.18x10^ 1.18x10^
Gamma 3.28x10'^ 3.28x10^ 3.28x10^
1.2e+5
 LG B-SD  measured sp e c tru m
 C f-252  IS O  sp e c tru m  (n o rm a lized )1.0e+5 -
8.0e+4 -
0) 6.0e+4 -
IL 4.06+4 ■
2.0e+4 -
0.0
31 2 4 5 6 7
Energy (MeV)
F igu re 6.3: Unfolded fast channel for '^ '^^ Cf (using M AXED)
of the spectrum is chosen and the detector readings for this spectrum calculated. 
A comparison between the calculated detector readings and measured readings is 
used to improve the spectrum. The method can be repeated until the deviations of 
the calculated readings from the measured values are less than the experimen­
tal uncertainties. GRAVEL employs a modification of the widely used SAND-II 
algorithm. The SAND-II algorithm for the iteration is
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=  [^Yexp Jc__________ V V_______ ,
with the weighting factors W^u given by the expression
(6 .2)
Rki[^iV
E
(6.3)
The GRAVEL modification uses at set of W/u given by
w i =
Y ,R u [ ^ i 'Y
(6.4)
1.2e+5
LGB measured Cf-252 spectrum 
Cf-252 fission spectrum (normalized)1.0e+5
c<p 8.0e+4 •
6.Ü6+4 •
C  4.0e+4
2.0e+4 -
3 4
Energy (MeV)
F ig u r e  6 .4 :  Unfolded fa s t channel fo r  (using G RAVEL)
Fig. 6.4 shows that in some instances GRAVEL may provide better unfolding
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results. Fig. 6.5 shows a substantially longer mean capture lifetime of 4.1 ps, com-
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F igu re 6.5: Time-to-capture distribution, Baseline =
892 ±  74, T =  4.08 ±  0.25 ps
pared with 1.1 ps measured with the monoenergetic irradiations and the 1.27 ps 
measured with ^^^Am-Be. The mean capture lifetime should only be determined 
by the ®Li concentration. A suitable explanation for this effect has not been found.
At a source-detector distance of 33.3 cm, source emission rate of 5,5xl0*^s“  ^ and 
a measurement time of 5 1/2 hours, a total neutron fluence of 7.8x10® is delivered. 
In the fast energy range of l-7MeV, a fluence of 5.5x10® is delivered. Unfolding 
in the fast region gives a fluence of 1.52x10®, an under-response of 3.6. The high 
false coincidence rate seen with this measurement leads to a greater under-response 
than that observed with the ‘^^ ^Am-Be in the fast channel.
The epithermal fluence delivered is 2.3x10® cm“ .^ Unfolding using the epither­
mal and thermal channels with the constant fluence assumption yields an epithermal 
fluence of 2.2x10® cm“ .^ A negligible thermal fluence is obtained. It is possible 
that this more accurate determination of fluence in the epithermal region for the 
^®^Cf source, compared with the overestimation of the ^"^^Am-Be is due to absence 
of the room scattering effect.
The complex way in which the counting channels operate mean tha t it is difScult 
to assess Table 6.4 with the limited measurement data available. However, some 
general features and their possible causes will be highlighted. It can be seen that all
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Table 6.4: Cf measured and calculated responses. Fluence
rate 395 neutrons at 33.3 cm, 100 neutrons ~^s~^ at 66.3 
cm.
Measured 
Response 
(cm^) 
[33.3 cm]
Measured 
Response 
(cm^) 
[66.3 cm]
Calculated
Response
(cm^)
Fast 0.00155 0.00231 0.0072
Epithermal 0.0530 0.1123 0.0684
Thermal 0.00152 0.0264 0.0464
Gamma 4.20 7.06 —
False 0 . 0 0 2 0 0 .0 0 1 0 —
Pile-up 0.0007 0.0004 —
the counting channels (False & Pile-up are not counting channels) have an increased 
response as the measurement distance is approximately doubled, whilst “False” and 
“Pile-up” decrease with distance. This implies that the fluence rate at 33.3 cm is 
too high resulting in a significant dead time. The fast channel is closest to showing 
a constant response with distance (following 1 /r^ behaviour in terms of measured 
counts) and is most likely even closer if the dead time of false coincidences and 
misshapen pulses could be corrected. The epithermal channel shows the closest 
overall agreement with simulation. This is not surprising since it has the simplest 
behaviour and is not perturbed by gamma rays. The thermal channel shows a lower 
measured response compared with simulation which may be due to the gamma 
component which is not considered in the simulation. Gamma rays depositing 
an energy within a narrow window around 2MeV are able to trigger the thermal 
channel. The high gamma response could be causing a significant dead time in the 
thermal channel.
6.5 U nfold ing radionuclide source
Fig. 6.7 shows the unfolded fast portion of the spectrum for an ^^^Am-B source 
with a source emission rate of 4.3x10® neutrons s~^. The LGB-SD was placed 15 
cm from the source for 3.5 hrs. This gave a fluence rate of 195 cm“  ^ s~^ and a 
total fluence of 1.92xl0®cm"^. For the 1-7 MeV region the fluence delivered was 
1.76xl0®cm“ .^ Technical difficulties with the equipment prevented analysis of the
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thermal and epithermal channels.
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F igure 6.6: Time-to-capture distribution, Am-B.
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F igure 6.7: Unfolded fast channel for Am-B
An unfolded fast fluence of 1.65x10® was obtained. Fig.6 . 6  shows how false
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Table 6.5: fast counting channel
Fast counts 27685
After pile-up 18869
After false removal 13649
coincidences are less of an issue with the Am-B source. As a consequence, the fast 
fluence is only underestimated by a factor of 1 .1 .
6.6 P u lse  H eight S pectra
Figs. 6 .8  & 6.9 show a comparison between simulated and measured pulse height 
spectra for ^^^Am-Be and ^^^Am-B. Since limited monoenergetic neutron irradia­
tions were available the comparison has been used to make small adjustments to the 
response functions (in addition to the larger adjustment required for normalisation 
of the total number of fast counts).
Two general features can be observed. There is a larger than predicted drop 
in response towards the light output threshold. A drop in efHciency at neutron 
energies near the threshold is to be expected since they may be easily scattered to 
energies below the threshold. There is a lower than predicted response in the region 
around 1 MeVee. This would result in a larger than expected fluence value in the 
energy region around MeV in the unfolded spectra. All unfolding in this work has 
been conducted using a response function set which has been modified to include 
these features.
6.7 P h oton eu tron  P rod u ction  from a 15 M V  M edical 
linear A ccelerator
Medical linear accelerators (linacs) are designed to operate at high energies (up to 
25 MV) for more efficient and effective treatment of deep rooted tumours. There 
are several physical advantages of high energy photon beams — the skin dose is 
lower, the beam is more penetrating and the scattered dose to tissues outside the 
target volume is smaller. However, the main problem associated with high energy 
linacs is that their output is contaminated with a non-negligible neutron field. This 
contributes additional dose to the patient, staff and members of the public. A study
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Figure 6 .8 : Measured & Simulated Am-Be pulse height spec­
trum. (normalized to unit count)
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Figure 6.9: Measured & Simulated Am-B pulse height spec­
trum. (normalized to unit count)
of neutron fluence and dose around a 15 MV Varian Clinac 2100C/D located at the 
Royal Surrey County Hospital has been conducted in collaboration with Spyrou
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and Alfuraili (University of Surrey,Guildford,UK). This accelerator operates at two 
photon energies of 6  and 15 MeV and a range of electron energies between 4 and 
20 MeV. Neutrons are produced via photonuclear or electronuclear reactions with a 
target nucleus when the photon or electron energy exceeds the neutron separation 
energy. The linac head is comprised of high Z materials,notably lead, tungsten 
and iron — for which the binding energy per nucleon is in the range 7 to 9 MeV. 
Therefore, the production of neutrons occurs at energies above this threshold.
The cross section for electronuclear reactions is smaller by at least a factor of 
10 compared with photonuclear reactions. As a result neutron production during 
electron beam therapy mode is quite small compared with that during X-ray mode 
and can be considered negligible except at energies above 2 0  MeV [70]. The present 
work is concerned with the linac’s operation in 15 MeV X-ray mode. Fig. 6.10 shows 
the main components of the linac head operating in this mode.
E tcctfon Beam  
I X-Ray T arget
Prim ary
Collim ator
F latte itlog  Filler
 ^ ^ Ion C h am b er
^  S econdary  
i  C ollim ator
Clinically usefu l x-ray b e a m  
Figure 6 .1 0 : Schematic diagram of a Linac head
A series of collimators are used to shape the photon beam to the required beam 
size. The primary collimators are fixed while the secondary collimators (also known 
as “jaws”) are movable. A third collimation system known as a multi-leaf collimator 
or MLC (not shown in figure) is also fitted to the accelerator head. MLCs split the 
collimation block into a large number of finger-like sub-units known as collimator 
leaves. The position of each collimation leaf can be controlled independently and 
MLCs therefore permit the field shape to be tailored more closely to the shape of 
the target volume to be irradiated.
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Since the intensity of X-rays produced from a high energy transmission target 
is greatest on the central axis of the beam a flattening filter normally made of 
aluminium or copper is used to preferentially absorb photons on the central axis 
and achieve a more uniform beam profile. A pair of ionisation chambers (one acts a 
back-up) are used to monitor the amount of radiation leaving the accelerator. This 
is quantified in monitor units (MU), where a monitor unit specifies a standard dose 
recorded by an external calibrated ionisation chamber under standard reference 
conditions. 1 MU % 1 cGy.
The study that was carried out can be separated into 2 categories.
1. The linac was operated with the jaws open to a field size of 20x20 cm^ corre­
sponding to a clinical situation, in order to estimate neutron fluence and dose 
for radiation protection purposes.
2. The linac was operated with the jaws and MLC fully closed in order to test 
the hypothesis of Spyrou [6 8 ] and Alfuraih [69] that additional photoneutrons 
produced in the jaws and MLC will permit Boron Neutron Capture Therapy 
(BNCT) to be performed.
6.8 B oron N eu tron  C apture Therapy
Boron neutron capture therapy (BNCT) is a radiotherapy treatment consisting of 
two components. Firstly, a stable isotope of ^^B is concentrated in tumour cells 
by attaching it to tumour seeking compounds. Secondly, a beam of epithermal 
neutrons incident on the patient undergo the capture reaction ^°B(n,a)^Li. For 
thermal neutrons 94% of the capture reactions lead to the excited state giving a 
Q-value of 2.31 MeV and the emission of a 0.48 MeV gamma ray.
The reaction products and have a combined path length of approximately 12pm 
which is approximately one cell diameter. This means that the radiation effect can 
be localised, sparing healthy tissue. The epithermal neutron beams required for 
BNCT are currently produced by nuclear reactors. The neutrons pass through a 
moderator to shape the energy spectrum and then through a beam collimator. It 
is desirable to find alternative neutron sources for BNCT where the patients may 
be treated in a clinical environment.
Ciannina [71] has investigated the possibility of using high energy linacs nor­
mally used in photon radiotherapy as a photoneutron source. His study has inves­
tigated the development of a photoconverter to optimise photoneutron production.
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A high-Z core for neutron production via the (n,2 n) reaction is surrounded by a 
moderating material to slow the neutrons to epithermal energies. Spyrou [6 8 ] has 
proposed utilizing the high-Z components of the linac head to enable a higher pho­
toneutron production.
Alfuraih has used neutron activation in indium foils to examine the effect of the 
collimators on the neutron fluence recorded at the isocentre (the point at which the 
gantry’s axis of rotation meets the central axis of the beam). It was found that 
a field size of 20x20 cm^ results in a 58% higher neutron fluence than with the 
jaws and MLCs fully closed (field size 0x0 cm^). However, for an equal distance 
behind the accelerator (100 cm SSD) head little difference in neutron fluence was 
observed. An attem pt was made to determine the thermal/ epithermal fluences 
via the cadmium difference method. However, Alfuraih has stated that the large 
counting errors does not allow meaningful conclusions.
Since the LCB-SD is an active detector the fluence rates within the treatment 
room are too high to allow measurements to be made. However, it can be used 
within the maze of the linac in order to estimate the neutron energy spectrum 
and dose equivalent and additionally to help validate the findings of Alfuraih in 
determining the effect of the collimators. Since neutrons within the maze are subject 
to moderation some caution must be exercised in drawing conclusions regarding this 
effect.
The LCB-SD has been used to measure neutron spectra at sites 2,3 & 4 (Fig. 6.11) 
for two field sizes. A field size of 20 x 20 cm^ corresponds to a typical clinical setting, 
whilst having the jaws and MLC fully closed gives the minimum field size.
It was found tha t the first leg of the maze (site 3) provides the most suitable 
position to record neutron spectra. Site 2  has increased moderation and suffers 
from high false-coincidence rates. The limited experimental time available at the 
facility meant that it was not possible to record sufficient true coincident events 
in the fast channel at this location. The high neutron fluence rate encountered at 
site 4 resulted in a large pulse pile up rate and some temporary radiation damage 
to the detector and was also deemed unsuitable. Table 6 . 6  gives the neutron and 
photon dose rates recorded at the sites of Fig. 6.11 recorded by a MkTNRM survey 
instrument and Szintomat gamma monitor respectively. The contrast in neutron 
and photon dose rates within the maze neutron is due to the isotropic nature of 
neutron production compared with the largely forward scattered gamma rays.
Table 6.7 gives the responses of the LCB-SD for the two field sizes. The hypothe­
sis tha t closing the primary collimators and MLC’s will yield a higher photoneutron
Unfolding Radionuclide Sources and Workplace Fields 122
laocentre
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S i te l
Figure 6.11: Treatment room floor plan, Royal Surrey County 
Hospital (courtesy of M. Jones, RSCH). Dose rate measure­
ments at sites 1-5. LGB detector measurements at sites 2,3&4- 
(Not to exact scale)
Table 6 .6 : Neutron & photon dose rates. 400 Monitor-
Units/min, maximum field size (collimators & MLC open). 
Gantry angle CP
Position 1 2 3 4 5
Neutron Dose Rate 2.5-5 
(/zSv/hr)
2 0 400 4000 0.5
Photon Dose Rate — 
(/iSv/hr)
1.75 1
yield is not verified with the LGB-SD. Furthermore, the 58% increase in neutron 
yield determined by Alfuraih with the collimators open is not observed. The broadly 
similar responses in the counting channels and the fact that the neutrons have un­
dergone multiple scattering means that it is difficult to draw meaningful conclusions
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regarding the small differences seen in the table.
Table 6.7: Detector located at first leg of maze (position 3 
Fig. 6.11,) Gantry angle (P, 400 Monitor-Units/min
Response(cm^cGy 
[Min. Field Size]
Response(cm^cGy 
[20x20 Field Size]
Fast 1.91 1.62
Epithermal 39.31 45.03
Thermal 1.75 1.56
Gamma 98.00 70.59
False 1.93 2.46
Pile-Up 3.28 3.11
P ra tt [70] has investigated the neutron contamination of a Varian Clinac 2100C 
linac with superheated drop detectors. They consist of a plastic vial or tube in 
which thousands of superheated liquid drops are dispersed in a holding polymer 
or gel medium. The droplets vaporise when exposed to high LET recoils from 
neutron interactions and the number of bubbles is proportional to the neutron dose 
equivalent received by the detector. It was found that the neutron dose equivalent 
on the beam axis increased gradually as the field size was varied from 5x5 cm^ to 
40x40 cm^ for in-air measurements and was independent of field size outside the 
irradiated field at distances greater than 20 cm. This finding appears to validate the 
activation measurements of Alfuraih with the observed increase in neutron fluence 
rate with field size and also the small differences seen with the LGB-SD in the maze.
Ghen [72] has conducted Monte Carlo calculations of the accelerator head for 
various field sizes. It was found tha t the maximum neutron fluence occurred for a 
field size of 10x10 cm^. Although it was found that neutron production increased 
with decreasing field size Chen suggests that attenuation of neutrons produced 
in the upper gantry components by the lower collimators may be the reason for 
this. The primary photoneutron spectrum resembles the fission spectrum of ^^^Cf. 
However, due to filtering in the accelerator head and scattering in the bunker the 
spectrum is degraded with respect to tha t of ^®^ Cf [70].
Fig. 6.12 shows the unfolded neutron spectrum recorded at site 3 for minimum 
field size. The unfolded neutron spectrum for the 20x20 cm^ field size gives a 
similar result.
The unfolded spectrum does not resemble a ^®^ Cf source spectrum. One possi­
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Figure 6 .1 2 : Unfolded spectrum, 15 MV Varian C/D linac, 
minimum field size.
bility is that the spectrum has been affected by a small plateau observed on some 
recorded pulses (increasing the pulse area). However, even after removal of this 
offset little change is seen in the unfolded spectrum. The fact that the LGB-SD 
is an active detector in an intense pulsed field is unlikely to be the cause of any 
problems since pulse pile-up effects can be removed offline. Further investigation of 
this result is required.
Table 6 .8 : Minimum field size, 39 minutes, 400 MU/min. Lo­
cation 3 (Fig. 6.11)
Recorded
Counts
After pile-up 
removal
After false re­
moval
Fast 1.42x10® 9.27x10^ 2.74x10^^
Epithermal 5.83x10® 5.83x10® 6.46x10®
Thermal 2.72x10^ 2.72x10^
Following unfolding, a neutron fluence of 4.5xlO®cm“  ^ is obtained, giving an am­
bient dose equivalent of 2 .8  mSv/hr in the fast region. An epithermal fluence of 
4.2x10® cm“  ^ is found by using the constant fluence assumption. Thomas [73] has
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used a gold foil-based Bonner sphere set to measure neutron spectra at various 
points within the treatment room and maze of a 15 MV Varian Clinac 2 1 0 0 C at St 
Bartholomew’s Hospital, London. It was found that all spectra have a peak just 
below 1 MeV, a 1/E  shape in the intermediate region and a thermal component. 
By including a stainless steel wedge, used to modify the photon beam profile and 
reducing the field size from 40x40 cm^ to 15x15 cm^ the neutron intensity was 
found to double.
Conclusions
The ability of the LGB spectroscopic dosimeter (LGB-SD) to determine reasonable 
estimates of neutron spectral fluence and hence neutron dose equivalent H*(10) in 
hard neutron spectra such as ^^^Am-Be, ^®^Cf and ‘^^ ^Am-B has been successfully 
demonstrated.
However, drawbacks in several aspects of the LGB-SD mean tha t it is not cur­
rently suitable for use in occupational environents where the spectra are softer and 
the dose rates lower.
The main area of difflculty is the use of the thermal channel (”“*Gd captures) 
and the epithermal channel (®Li captures) to determine the neutron fluence/dose 
equivalent below 1 MeV. Having only two measurements to cover this broad energy 
range requires the use of a priori information. For the hard radioisotope sources 
a suitable choice of default spectrum is a constant fluence over the thermal and 
epithermal regions. Unfolding in the fast region first of all indicates how hard the 
source is. In occupational environments there is normally only a small component 
greater than 1 MeV meaning that the choice of default spectrum is important. A 
sensible choice is to choose a thermal peak and 1 /E  in the epithermal region.
There are however still significant differences encountered in the shape of occu­
pational spectra below 1 MeV. Simulated unfolding indicates that an underestimate 
by a factor of 0.41 and an overestimate by a factor of 3.27 is possible. This may 
be improved if an accurate default spectrum is obtained — either by Monte Carlo 
simulation or using more accurate spectrometry. Additionally, an accurate fluence 
estimation in the fast region may be used to set the magnitude at the upper end 
of the epithermal region. In order for the LGB-SD to be suitable for dosimetry in 
occupational fields the lowering of the light output threshold is required so that a 
larger portion of the spectra can be determined by the capture-gating method. It is 
possible to supplement the information below 1 MeV using one or more additional 
detectors such as hydrogen filled proportional counters. This would however, add 
extra complexity to both measurments and unfolding. Furthermore it would detract 
from one of the main advantages of the LGB detector system — its portability due 
to low weight and size.
The absence of 1 1 -7  pulse shape discrimination means that it is difficult to obtain 
an accurate dose estimate in the fast region when false-coincidence rates become 
high. In order to avoid any possible underestimate of dose it is preferable to assume 
that all false-coincidence events are caused by neutrons. A possible avenue for pulse 
shape discrimination is based on the (potentially) differing pulse rise times due to
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differences in the number of interactions comprising neutron and gamma double 
pulse events. Reeder [80] has attempted to differentiate neutron and gamma events 
in a plastic scintillator based on pulse width. It was proposed that in passing 
through 1 0  cm of plastic scintillator neutron pulses are likely to contain multiple 
interactions from proton recoils whereas gamma pulses will generally only have one 
Compton scatter.
Proton recoil pulses in the capture-gated mode recorded by the LGB-SD have 
upwards of 1 0  proton recoils, each separated by several nanoseconds. A recoil pulse 
is a superposition of these interactions since RGZ$> r ,  where RC  is 50 ns and r  
is ~2 ns. Using a PM tube with good timing characteristics (anode rise time, 
transit time spread) and a digitiser system capable of sampling every 1 ns it is 
proposed that the difference in rise time between neutron capture-gated events and 
gamma events can be observed. A Monte Carlo study of the moderation time in the 
capture-gated mode for 3 MeV neutrons has been performed with MCNPX. It was 
found that the moderation time can be up to 60 ns for 3 MeV neutrons. Gamma 
rays generally have one interaction in the LGB detector and the pulse rise time is 
therefore determined by the scintillator decay time/anode rise time.
It is not possible to observe this possibility with the current system since the 
digitiser only samples every 35.3 ns. One way to examine this without replacing 
the digitiser box is to use a circuit such as used by Jastaniah (Fig. 6.13 & [79]) with 
a fast waveform digitiser.
BC523A
TFA1 SCA1 GATE
L o w  g a ii t  Scatter
m TFA2 SCA2 GATE
900 V Higit gaiii Captui'e
S tart
TAG
•Stop
Wavcfonn
Digitiser
Figure 6.13: Block diagram of capture-gated detection circuit 
using the small BC523A cell (scintillator type)
It is desirable to be able to model the optical properties of the LGB detector 
in order to assess ways in which the resolution of the detector may be improved. 
The well known Monte Carlo “particle transport toolkit” Geant4 [78] contains an 
optical photon module and a number of authors [75, 76, 77] have developed their
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own codes. The author has made progress in developing a Monte Carlo optical 
photon simulation of the LGB detector using OpenGL for the visualisation.
There is an alternative ^®B isotopic composition LiQ^*Gd{^^BO/)s LGB scintil­
lator that has been produced by Photogenics. By contrast with the ®Li version, the 
neutron cross section is higher but the light output is lower. The digitiser box is set 
up for use with the ®Li version, so in order to make use of the LiQ^^Gd{^^30^)3  
detector the capture peak must be shifted in order to coincide with that set for 
®Li. This is achieved using a timing filter amplifier (TFA) in order to preserve the 
timing information of the pulses as well as amplifying them. Williams [2 1 ] made 
an attem pt at measuring monoenergetic neutron response functions with the ^®B 
version. However, since a regular amplifier was used the timing information was 
lost and the digitiser was unable to record many pulses. It is unlikely that the use 
of the ^®B version will confer any advantages since the ®Li cross section is already 
sufficiently high to record neutron captures with excellent efficiency. However, it is 
possible that by using ^®B the amount of LGB scintillator within the detector could 
be reduced while still retaining the same efficiency for neutron capture. In doing so 
the attenuation of light through the scintillator may be reduced and the resolution 
improved.
The upper energy limit of 7 MeV is due to digitiser saturation. However, at this 
energy the efficiency is so low with the present scintillator that altering the digitiser 
to increase this limit is not worthwhile.
Uncertainties in spectrometric techniques are very difficult to quantify from first 
principles. One of the best methods of assessing the uncertainties is via compar­
ison excercises, preferably in spectra which are well known from calculation [6 6 ]. 
However, it is useful to identify the sources of error in order to find ways of min­
imising them. In this work, the measurements are subject to uncertainty as well as 
the response functions and these arrors are then propagated through the unfolding 
code. It is common to assume tha t the measurement data are subject to Poisson 
statistics. It has been verified that this is a good approximation for each of the 
measurement channels. However, the errors in the response functions are far more 
difficult to determine. There are unknown errors in the composition of the detec­
tor. A sensitivity analysis as outlined in §2.6.4 would help to gauge the effect of 
any uncertainties. There may also be systematic errors in the setup of the digitiser 
box and logic decisions meaning that the simulations and measurements are not 
recording the same quantities. The largest source of error in the response functions 
is likely to be the proton light output function and normalisation factors used to
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adjust the simulated response functions. These errors can be reduced considerably 
by increasing the number of monoenergetic neutron irradiations conducted.
If the LGB-SD is to be realised as an effective instrument for measuring ambient 
dose equivalent the author suggests tha t the following issues need to be addressed 
in the following order of precedence.
1 . the ability to lower the light output threshold while still maintaining effective 
discrimination between the proton recoil and capture pulses
2 . increase the efficiency of the fast channel while preserving the resolution
3. the introduction of 1 1 -7  pulse shape discrimination
4. a comprehensive monoenergetic neutron calibration
5. if the previous issues can be adressed the final concern is the ability to cali­
brate the instrument using radionuclide sources since the cost of monoenegetic 
irradiations is prohibitive for routine calibrations.
Appendix
§1.7.2 describes the operation and interactions of the thermal channel. However, 
there are a couple of potential ways in which the reading in this channel can be 
affected. The gap between the maximum Compton recoil energy and the incident 
gamma ray is given by
(A.1)1 + 2hv/rïiQC^
The thermal channel has an energy window set around 2  MeV, so if a gamma ray 
is to trigger the thermal channel it must have energy
 ^ -  l  +  2W m oc2
giving a value for Emin of 2.23 MeV. Potentially, any gamma ray with an energy 
greater than this may trigger the thermal channel.
A .l  H ydrogen capture gam m a-rays
Neutron capture in hydrogen yields 2.2 MeV gamma rays. A qualitative assessment 
of the likelihood of these gamma rays affecting the thermal channel has been in­
vestigated with a plastic scintillator (BC-400). BC-400 has a light output of 65% 
anthracine whilst BC-490 casting resin has a light output of 55% anthracine. The 
BC-400 scintillator used for the gamma calibration was partially coated in BC-620 
Ti0 2  reflective paint in order to match its light output with that of the LGB detec­
tor. The BC-490 scintillator was then irradiated with a moderated ^^^Am-Be source 
to produce neutron capture gamma rays in the hydrogen of the plastic scintillator. 
This method allows the effect to be studied independently of neutron capture in
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gadolinium — the desired way of triggering the thermal channel. A comparison of 
the number of counts recorded in the thermal channel by the BC-490 scintillator 
and the LGB detector for equal irradiation times showed that the affect of hydrogen 
capture is negligible.
A .2 E xternal gam m a-rays
High energy gamma rays are found around reactor environments. Nitrogen-16 gas 
is produced in the reactor coolant water via the reaction ^®0(n,p)^®N. Nitrogen-16 
decays with a half-life of 7.13 seconds and emits gamma rays of 6.13 and 7.12 MeV. 
Williams [2 1 ] has examined the affect of these gamma rays at the Low Flux Reactor, 
Petten above the reactor water dump tank where the coolant water is discharged 
following shutdown. It was found that the thermal channel shows an increase of 
approximately a factor of three post shutdown indicating that high energy gamma 
rays are triggering the thermal channel. An alternative procedure is to examine the 
affect of the 2.61 MeV gamma rays from the decay of Thorium-228. It was observed 
that the ratio of counts in the gamma/thermal channels was approximately 1 0 0 :1  
indicating that the digitiser box is performing well at this energy.
Appendix
In order to accurately model the gamma response of the LGB detector the electron 
light output function of LGB needs to be determined. Since it is a novel material 
no data concerning this are available. For this reason the calibration was performed 
using a pure plastic scintillator. The method of triggering false-coincidences in the 
digitiser system using a pulse generator is not feasible for measurements with LGB 
due to the far longer decay constant of several hundred nanoseconds. The digitiser 
is unable to cope with the requirement for two pulses of this length.
Measurements have been made (Fig. B .l) by making use of the slow output 
(500 ms) available from the PMT base and amplifying and shaping this signal with 
an Ortec spectroscopy amplifier. As previously, the light output scale is defined 
in terms of electron energy (MeVee) by calibration of the plastic scintillator with 
gamma sources. If the light output scale had been defined in terms of the LGB 
scintillator then by definition the light output of ^®^ Cs Compton electrons having 
energy 0.477 MeV would be 0.477 MeVee. However, due to the fact that the plastic 
scintillator has been used as the reference scintillator the light output is approxi­
mately three times greater than this as a consequence of the higher light output of 
inorganic scintillators.
Fig. B.2 shows the limited effect tha t the LGB has on the gamma response 
functions despite its higher light output
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Low attenuation to the characteristic scintillation light is required so that a neu­
tron interaction in any location within the scintillator will lead to approximately the 
same light collection at the photocathode. The introduction of the LGB microcrys­
tals within the plastic scintillator casting resin leads to some degree of attenuation 
of the scintillation light from the plastic. However, since LGB is a novel material 
its attenuating properties are unknown. In order to determine an optimum size 
for the LGB detector which will increase its efficiency whilst still maintaining an 
acceptable resolution the attenuating properties of LGB must be known. Fig. C.l 
shows the emission and absorption spectra for BC-490 and LGB.
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F igure C .l:  Emission and absorption spectra for BC-400 and 
LGB.
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The left ordinate gives the absorption in absorbance units. If Iq is the incident 
light intensity and I  is transmitted intensity then the transmittance is defined as 
T  =  I / I q. The absorbance A is then defined as logio[Io/I). The emission spectrum 
for a 3mm thick, polished LGB crystal has been investigated by exciting it with 
340 nm ultraviolet light from a Perkin Elmer LS-5 luminescence spectrometer. It 
shows good agreement with that found by Czirr et al. [2] and has a wavelength of 
maximum emission of 390 nm.
The emission spectrum of BC-490 plastic scintillator casting resin used in the 
LGB detector displays a similar form to the general purpose plastic scintillator BC- 
400 available for this study of emission and absorption spectra (BC-408 shows the 
closest similarity). The emission spectrum for BC-400 excited by 340 nm UV light 
is shown in the figure.
The absorption spectra of LGB and BC-400 over the wavelength range 300 to 
600 nm were obtained using Perkin & Elmer LambdaS UV/Vis. spectrophotometer 
and are also shown in Fig.C.l. Two sources are used in the instrument to cover the 
whole range from 200 to 900 nm — a tungsten lamp for measurements above 360 
nm and a deuterium arc source for measurements below this.
LGB shows a roughly constant absorbance over the emission spectra of both 
BC-400 and itself. The most significant overlap occurs between the emission of 
LGB and the absorption of the plastic scintillator. However, this is not of great 
concern due to the high light output of the LGB and also the fact tha t the resolution 
of neutron capture events in LGB is not important. All that is required is that the 
pulse area falls within the capture energy window.
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