The calculation of frequency-dependent polarizabilities is discussed for the iterative approximate coupled-cluster singles, doubles and triples model CC3. A new implementation of the linear response functions is reported, which has the same computational O(N 7 ) scaling as CC3 ground state calculations and uses an explicitly spin-coupled excitation space. Sample calculations are presented for the static and frequency-dependent polarizabilities of Ne and ethylene, as well as for the static polarizabilities of HF. The largest calculation employs the t-aug-cc-pVTZ basis set for ethylene giving a total of 328 basis functions. The results obtained agree well with the experimental data.
I. INTRODUCTION
During the last decade the coupled-cluster model has evolved to the method of choice for the calculation of molecular properties for smaller single configuration dominated systems. When triple excitations are accounted for the electronic structure problem is solved for many molecular properties to an accuracy that is comparable to or even surpasses the one that is obtained in experimental studies. The full relaxation of the triples in the coupled-cluster singles, doubles and triples ͑CCSDT͒ model 1,2 has a computational scaling of O (N 8 ) , where N is the number of basis functions, and is too costly for routine applications. Many models have been suggested where the triples are treated in an approximate fashion, and where the computational scaling thereby has been reduced to O(N 7 ). The most favored approach is the noniterative triples model CCSD͑T͒ ͑see Ref. 3͒ where the triples contribution is added perturbatively to the coupled-cluster singles and doubles ͑CCSD͒ energy. The CCSD͑T͒ model has successfully been used to calculate many molecular properties 4, 5 such as equilibrium geometries, 6 atomization energies, [7] [8] [9] and vibrational frequencies. 10 In the noniterative triples models the response functions have poles that are not affected by the triples excitation space and frequency-dependent molecular properties are therefore not determined with the same accuracy as static molecular properties. On the contrary, in iterative triples models the poles are relaxed to the triples excitation space and static and frequency-dependent molecular properties are obtained with a similar quality. 11 In this paper we consider the calculation of the frequency-dependent polarizability using the iterative triples model CC3, 12, 13 which as the CCSD͑T͒ model has a computational scaling of (N 7 ).
CC3 is a member of the coupled-cluster model hierarchy CCS, CC2, CCSD, CC3, and CCSDT which is especially designed to describe frequency-dependent properties. CCS is the coupled-cluster singles model, in CCSD doubles are added and in CC2 the doubles of the CCSD model are approximated using the same strategy as for triples when CCSDT is approximated to give CC3. Excitation energies have been calculated successfully using this hierarchy. The error in the excitation energies is reduced by about a factor 3 at each level for the models CCS, CC2, CCSD, and CC3, and the CC3 excitation energies closely approximate the ones of the CCSDT model. 14 Calculation of frequency-dependent polarizabilities and hyperpolarizabilities have shown similar systematic improvements to the excitation energies. [15] [16] [17] In this paper we describe a new implementation of the CC3 frequency-dependent polarizability, which uses an excitation space that is explicitly spin coupled and has a computational scaling of V 4 O 3 , where O and V denote the number of occupied and virtual orbitals in the Hartree-Fock ͑HF͒ calculation, respectively. CC3 frequency-dependent molecular properties have previously been implemented using a spin-orbital based formalism and with a non-iterative V 4 O 4 scaling. 15 In Sec. II we briefly describe the CC3 model and the determination of frequency-dependent polarizabilities. In Sec. III we discuss the strategy used in our implementation and in Sec. IV some results are reported for the static and frequency-dependent polarizabilities of neon and ethylene and the static polarizability of hydrogenfluoride. In the last section we give some concluding remarks.
II. THE CC3 LINEAR RESPONSE FUNCTION

A. Coupled-cluster theory
In response theory we consider the response of a system described by the Hamiltonian H 0 to a time-dependent perturbation V(t). The full time-dependent Hamiltonian is given as a͒ Author to whom all correspondence should be addressed; electronic mail: filip@chem.au.dk
where V(t) is Hermitian and can be expanded as a sum over Fourier components
where X may be any time-independent Hermitian oneelectron operator. To ensure hermiticity of V(t), we require that Ϫk ϭϪ k and X ( Ϫk )ϭ X ( k )*. For the coupledcluster wave function we use a phase-isolated parametrization, where the oscillating phase factor caused by the socalled level-shift or time-dependent quasienergy W(t) is explicitly isolated:
11,18 -20
In the latter equation T(t) is the field-and time-dependent cluster operator T(t)ϭ ͚ i ͚ i t i (t) i -the index i ϭ1,2,3,... denotes the excitation level-and ͉HF͘ is the Hartree-Fock reference for the unperturbed molecule. Orbital relaxation is not treated explicitly, but only approximately through the single excitation manifold of the cluster operator. This avoids a two step approach which would introduce artifacts into the response functions as, e.g., a pole structure incompatible with the exact response function. The quasienergy W(t) and the time-dependent cluster equations-which determine the cluster amplitudes t -are obtained by projecting the time-dependent Schrödinger equation onto the Hartree-Fock reference ͗HF͉ and the excitation manifold ͗HF͉ † exp(ϪT(t)), respectively:
where ṫ (t) are the derivatives of the cluster amplitudes with respect to time. The coupled-cluster methods CCS, CCSD, and CCSDT are obtained from the above-given equations by truncating the cluster operator T(t) after, respectively, the single, double or triple excitation level.
B. The CC3 linear response function
The CC3 method is obtained as an approximation to CCSDT by truncating the triples equations at second order in the fluctuation potential. 13 The CC3 model gives linear response properties as, e.g., frequency-dependent polarizabilities-similar as for CCSDT-correct through third order in the fluctuation potential. The response functions for CC3 are most conveniently derived if the quasienergy is combined with the cluster equations to a quasienergy Lagrangian:
where F is the Fock operator. In Eq. ͑6͒ we have introduced the similarity transformed operators
The time average of the quasienergy Lagrangian, defined as
L͑t ͒dt, ͑8͒
where T is the least common multiple of periods of the frequencies k of the perturbations in Eq. ͑2͒, is variational with respect to the cluster amplitudes t and the Lagrangian multipliers t and thus 2nϩ1-and 2nϩ2-rules 21, 22 can be exploited to calculate derivatives of ͕L(t)͖ T . The linear response function is obtained as the second derivative of the real part of the time-averaged quasienergy Lagrangian, 11, 23, 24 ͗͗X;Y ͘͘ ϭ 1 2
where the operator P (X(Ϫ),Y ()) symmetries with respect to a simultaneous permutation of the operators X and Y and the accompanied frequencies and the action of Ĉ Ϯ is defined by:
The elements of the vector X and the matrix F are defined as:
where the derivatives are taken at zero perturbation strength, i.e., for the unperturbed system. The vector X and the matrix F contain terms which refer only to the singles and doubles space and are similar in structure to the ones that are obtained in the CCSD model differing only in the way the parameters have been determined. Some contributions to X and F, however, refer explicitly to the triples space. We focus in the following on these terms and refer the reader to previous publications on the CCSD linear response function 25 for a detailed description of the terms depending only on the singles and doubles space.
For CC3, X may be expressed as
where X,CCSD has the same structure as X in the CCSD model, but is calculated from different amplitudes and multipliers, and the second contributions contain the terms originating from triples amplitudes and multipliers. Introducing the short-hand notation ͗T i (0) ͉ϭ ͚ i t i (0) ͗ i ͉, the latter contribution can be written as
͑15͒
Similarly, the transformed vector Ft Y has the form:
where the first contribution again has the same structure as in the CCSD model, but is now calculated from the CC3 single and double excitation amplitudes and multipliers. The second contribution contains all terms dealing with triple excitations:
where we introduced the one-index transformed Hamiltonian 
where we introduced the one-index transformed one-electron operator X Y ϭ͓X,T 1 Y ()͔ and the double one-index trans-
CCSD has the same structure as the CCSD linear response function, but is now calculated from the CC3 singles and doubles amplitudes and multipliers. All contributions arising from triples amplitudes or multipliers are contained in the second contribution. Explicit formulas for the triples contributions to the CC3 linear response function are given in Table I . Note that the first and second triples term in Eq. ͑19͒ are both evaluated from the expression in the first row of Table I ; for the first term one-index transformed integrals X Y and zeroth-order amplitudes are used, whereas the second term is evaluated with the similarity transformed integrals X and first-order amplitudes. Likewise the two contributions to the fifth triples term in Eq. ͑19͒ are both evaluated from the expression given in the fourth row in Table I using the double one-index transformed Hamiltonian H 5 XY and zeroth-order amplitudes or the single one-index transformed Hamiltonian H X and first-order amplitudes. The oneindex transformed integrals can easily be obtained. The single one-index transformed integrals can be found in Ref. 26 . The double one-index transformed integrals are obtained in a similar manner. The formulas needed in order to calculate the single and double one-index transformed integrals can be found in Table II .
C. The CC3 first-order amplitude equation
In order to determine the linear response function in Eq. ͑19͒ we need to solve equations for the zeroth-order amplitudes and multipliers as well as for the first-order amplitudes. The zeroth-order equations have been solved as described in Refs. 12, 13, and 27 for the amplitudes and in Ref. 28 for the multipliers. The first-order amplitudes may be determined from
where the components of the vector Y are defined as
ͪ .
͑22͒
The last term which contains the contributions originating from the triples amplitudes is given by
The CC3 Jacobian is
The solution to the first-order amplitude equations can be obtained using iterative algorithms where explicit reference is made only to the subspace of all singles and doubles excitations. The inverse of a general matrix may be expressed as
where
Identifying all single and double excitations with the first component of Eq. ͑24͒ and the triples excitations with the second component of Eq. ͑24͒, the singles and doubles component of the first-order amplitude equation can be expressed as
and 
͑28͒
Again, A CCSD has the same structure as the Jacobian in the CCSD model, but differs in the amplitudes. The linear transformation of a trial vector containing singles and doubles components with A eff () has been described in detail in Refs. 12, 13, and 27.
The right-hand side consists of the term that has the same structure as the vector Y in the CCSD model ͑but different amplitudes͒ and two correction terms. The first correction term is the triples contribution which enters directly into the doubles component of the Y and the second correction term arises from the partitioning of the triples into the singles and doubles space. Let us consider evaluating the last term in more detail. The singles component of this term can be rewritten as
and the doubles component as
and
͑32͒
In the evaluation of Eq. ͑19͒ we need the triples component of the solution vector in Eq. ͑20͒. This vector is obtained as
͑33͒
Each term in Eq. ͑33͒ has been evaluated in Table III . It should be noted that the third and fourth terms in Eq. ͑33͒ are both evaluated from the fourth term in where g Y refers to one-index transformed two-electron integrals.
III. IMPLEMENTATION
The CC3 linear response function has been implemented in a local version of the DALTON 29 program package. In the following, we briefly describe the algorithms used to obtain a O(O 4 V 3 ) scaling.
A. Implementation of the first-order amplitude equations
To solve the first-order amplitude equations, we need to implement the different terms on the right-hand side of Eq. ͑26͒ as an efficient right-hand side eff Y . The contribution in the doubles space is identical to the Fock matrix contribution in a ground state energy calculation and details about the implementation can be found in Ref. 27 .
͑36͒
It should be noted that and Eqs. ͑29͒ and ͑30͒ may be evaluated using the conventional CC3 energy expression in Eqs. ͑100͒ and ͑101͒ of Ref.
13 where the zeroth-order amplitudes are replaced by the Ť intermediates in Eq. ͑37͒. The calculation can therefore be summarized as follows. 
B. Implementation of the linear response function
The fifth and sixth terms in the linear response function in Eq. ͑19͒ are equal to terms in the calculation of CC3 first-order properties 28 but with a different mix of integrals and amplitudes, and these terms will therefore not be discussed in the following. In the linear response function we also see that the first term is equal to the densities used in the calculation of first-order properties (D 0 ) but multiplied by T 1 Y transformed integrals. The implementation of these ''zeroth-order'' densities are described in Ref. 28 and are available on disk. The only conceptually new terms that we need to implement are the second, third, fourth, and the last term in Eq. ͑19͒.
The last term in Eq. ͑19͒ can be seen to be identical to Eq. ͑30͒ multiplied with the doubles multipliers and the triples amplitudes T i jk 
IV. RESULTS
We have calculated the frequency-dependent polarizabilities of Ne for the frequencies 0.1, 0.2, and 0.3 and for ethylene for the wavelength ϭ632.8 nm. In addition, we calculated the static polarizabilities for Ne, HF, and ethylene. Besides reporting the individual polarizability components (␣ xx ,␣ yy ,␣ zz ) we give for HF the anisotropy ⌬␣ϭ␣ zz Ϫ␣ xx . All the calculations were carried out using the correlation-consistent basis sets of Dunning and co-workers augmented with diffuse functions, 30, 31 n-aug-cc-pVXZ, where X is the cardinal number of the basis set and n is the augmentation level.
A. Ne
In Table IV we listed the calculated polarizabilities for the neon atom. Single, double, and triple augmented basis sets have been used up to d-aug-cc-pV6Z. The results in Table IV converge nicely toward the basis set limit and we have changes of about 0.005-0.006 a.u. when we go from d-aug-cc-pV5Z to d-aug-cc-pV6Z. Note that double augmentation is sufficient to saturate the calculation in the diffuse region already from the TZ level. In a previous study it was found that the CC3 polarizability for Ne in the d-aug-ccpVDZ basis set differed from the full configuration interaction ͑FCI͒ polarizability by less than 0.004 a.u. for frequencies up to 0.3 a.u. 17 Comparing the experimental and the empirical values of the static polarizability with the CC3/daug-cc-pV6Z result we see a good agreement as should be expected since correlation effects beyond CC3 are small. The frequency-dependent polarizabilities are also close to the empirical numbers.
B. HF
The calculations on the polarizability of HF were carried out at the internuclear distance R e ϭ1.732 879 5 a.u. which is the distance used in a previous polarizability calculation. 17 In Table V the individual components of the polarizability of HF-␣ xx and ␣ zz -are presented along with the anisotropy. In a previous study the difference between the FCI results and the CC3 results using the aug-cc-pVDZ basis set were found to be 0.006 and 0.011 a.u. for the ␣ xx and ␣ zz components, respectively. 17 The N-electron error in the CC3 calculations of the polarizability of HF with the basis sets that we use may therefore be expected not to significantly exceed these values. Looking at the basis set convergence of the CC calculations in Table V it is clear that adding diffuse functions beyond double augmentation has only a very little effect, which decreases with increasing cardinal number. Looking at the convergence of the results obtained in the d-augcc-pVXZ basis sets with increasing cardinal number, the d-aug-cc-pV5Z results may be expected to be within 0.01 a.u. of the basis set limit. In Ref. 32 the vibrational average and the pure vibrational contribution was calculated at the CCSD͑T͒/aug-cc-pVQZ level. Adding these corrections to the CC3/d-aug-cc-pV5Z results we obtain our best estimates for the static polarizability of HF, denoted ''Estimate'' in Table V . Our best estimate for the anisotropy is nearly identical with the experimental result obtained in Ref. 33 from Stark effect measurements. 
C. Ethylene
The static polarizability and the frequency-dependent polarizability at ϭ632.8 nm have been calculated for ethylene, using the equilibrium geometry in Ref. 34 , where experimental rotational constants and calculated vibrationrotation interaction constants have been combined to give highly accurate equilibrium geometries. The static polarizabilities are presented in Table VI and the frequencydependent polarizabilities in Table VII . The largest basis set employed is t-aug-cc-pVTZ, which was seen to give reasonable basis set saturation in the Ne and HF calculations. The results in Tables VI and VII support that the one-electron basis set error in the t-aug-cc-pVTZ calculation is small. In Ref. 35 the zero point vibrational correction ͑ZPVC͒ was calculated at the MP2/DZP-ANO2 level of theory. Adding the ZPVC to the polarizabilities obtained using the t-aug-ccpVTZ basis set we obtain a best estimates for the polarizabilities of ethylene, denoted ''Estimate'' in Tables VI and VII. These estimates are very close to the experimental values for ␣ xx and ␣ yy , whereas ␣ zz falls just outside the experimental uncertainty.
V. SUMMARY
We have in this article presented the implementation of frequency-dependent polarizabilities in the approximate coupled-cluster singles, doubles, and triples model CC3. The implementation scales as O(V 4 O 3 ) and the triples amplitudes are calculated ''on-the-fly'' whenever they are needed, ensuring that an appropriate balance between operation count, I/O and storage requirements is obtained. Sample calculations have been performed for the frequency-dependent polarizabilities of neon and ethylene and the static polarizabilities for hydrogenfluoride. The results compare favorable with experimental data. 
