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Abstract 
Magic sets and, more recently, magic templates have been used in the field of deductive 
databases to facilitate efficient bottom-up evaluation of database queries. Roughly speaking 
a top-down computation of a definite logic program is simulated by first transforming the 
program and then executing the new program bottom-up. In this paper we give a new and very 
simple proof that this approach is equivalent to the collecting interpretation of the abstract 
interpretation framework for logic programs of Mellish. As a side-effect we are also able to 
show that “bottom-up” abstract interpretation based on the magic templates transformation is 
equally powerful as Mellish’s abstract interpretation framework, but less powerful than other 
(more precise) abstract interpretation frameworks. 
1. Introduction 
The fields of deductive databases and logic programming are closely related. In fact, 
many of the results from one discipline are directly applicable also in the other. The 
objective of this paper is to shed some light on the relationship between abstract 
interpretations of logic programs and the magic templates method. 
The area of abstract interpretation was founded by Cousot and Cousot [7]. It is an 
attempt to provide a unifying framework for the great variety of data-flow analysis 
methods developed in the 1970s. The ideas were adopted and adapted by the logic 
programming community to provide a basis for inferring run-time properties of logic 
programs. For instance, it was used by Mellish [20] to infer mode information 
(information about how arguments are instantiated when procedure-calls go ahead 
and succeed). Two principal approaches to abstract interpretation of logic programs 
can be singled out: “top-down” approaches which are based on SLD-resolution (for 
instance, that of Mellish) and “bottom-up” approaches based on various fixed-point 
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semantics of logic programs (for instance, the work of Marriott and Sondergaard 
C191). 
One of the outstanding issues in the deductive database community is the notion of 
magic sets (e.g. [l, 21) and more recently magic templates [25]. The motivation behind 
this work is the insight that SLD-resolution with backtracking is inappropriate for 
databases implementations. The main reason being that it generates one tuple at 
a time while in database systems it is - for computational reasons - advantageous to 
compute complete relations by using, for instance, operations of relational algebra. 
However, this problem can be resolved by the kind of bottom-up computation which 
comes to mind in fixed point semantics of logic programs. Unfortunately, in a query- 
answering system, bottom-up computations of logic programs tend to do a great deal 
of unnecessary work since very few of the facts obtained in the computation are 
actually needed to answer the query. Magic templates and other related methods were 
developed in response to these two problems. The rough idea is that instead of 
executing the original program bottom-up the program and a query are transformed 
into a new program which is executed bottom-up. By this method, both of the 
above-mentioned problems are, at least partially, solved. 
In this paper we relate abstract interpretations of logic programs and the method of 
magic templates. In fact, we show that the magic templates method is isomorphic to 
one particular abstract interpretation due to Mellish [21]. This result is to the best of 
our knowledge not published. However, similar observations were independently 
made by Kanamori [14) Debray and Ramakrishnan [8] Mellish [22] and Codish et 
al. [5]. As a side-effect we also prove that “bottom-up” abstract interpretation 
combined with the magic templates transformation is as powerful as the “top-down” 
abstract interpretation of Mellish. However, we also note that by using this approach 
some precision will be sacrificed. 
The rest of this paper is organized accordingly: Section 2 contains a few notational 
conventions. In Section 3 we give a brief account of the magic templates method. The 
standard presentation is accompanied by an alternative formulation intended to 
somewhat bridge the gap between the fields of abstract interpretation and magic 
templates. In Section 4 we discuss the notion of abstract interpretation as presented by 
Mellish. In Section 5 we show that the magic templates method can be viewed as an 
instance of abstract interpretation. We also discuss the relation between “bottom-up” 
and “top-down” abstract interpretations. 
2. Preliminaries 
The notation and terminology is standard with a few small exceptions listed below. 
For reference see, for instance, [17] or [24]. 
In what follows we assume that a fixed first-order alphabet Z is given. By Atom we 
denote the set of all atoms which can be constructed using variables, constants, 
functors and predicate symbols of Z. Atoms are denoted by the letters A, B - possibly 
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with adornments. Similarly, terms are denoted by s, t and variables by x, y. Substitu- 
tions are denoted by Greek lowercase letters. By uar(X) we mean the set of all 
variables in a syntactic object (program, substitution, term etc.) X. In what follows we 
often implicitly assume the presence of a definite program P. 
By a renaming we mean a substitution of the form {xi/yi, .. . , x,/y,} where y,, . . . , y. 
is a permutation of x1, . . . . x,. Renamings are sometimes referred to as invertible 
substitutions. Let E be an expression (a term or a formula) and 8 a renaming. The 
expression EB is called a uariant of E. This relation is an equivalence relation which 
can naturally be extended (pointwise) to substitutions. For instance, when we say that 
X, Y E Atom are equal modulo renaming we mean that for each A E X there is 
a variant B E Y and vice versa. 
Unification is viewed as the process of equation solving in the style of Lassez et al. 
[16]. That is, two terms s and t are unifiable iff {s&t} has a solved form 
{X1&ttl,..., x, A t.} and the most general unifier simply is {xi /tl, . . . , x,/t,}. Note that 
{s I t> may have several solved forms all of which are variants (renamings) of each 
other. 
Let P be a program. By the notation mgu(AI . . . A,, B1 . . . B,) we mean a most 
general unifier of the set {A, G B; , . . . , A, G Bi} where B! is a variant of Bi such that 
l oar(B;, . . . . Bi) n uar(P) = 8, and 
l uar(Bi) n uur(B,I) = 0 whenever i #j. 
If n = 0 the result is the empty substitution. 
-. 
Remark 1. Whenever used, the first argument of mgu 1s a tuple of atoms from P. 
Hence, the tuples AI . ..A., and B; . . . B: always contain disjoint sets of variables. 
-. 
Remark 2. Note that the function mgu is not well-defined since B1, . . . . B, may have 
many variants which satisfy the two conditions above and there may also be several 
mgu’s of the set of equations. The ambiguity may be resolved using some additional 
notational machinery. For instance, by letting mgu return the set of all mgu’s. 
However, in order to keep the notational overhead down we stick to the definition 
above - it is well-defined “modulo renaming”. 
By a pre$x of a definite clause A0 c AI, A 2, . . . . A,, we mean any of the clauses: 
AO+ AI. 
Ao + AI,Az. 
Ao+ A1,A2 ,..., A,,. 
If P is a program, then P” designates the set of all prefixes of all clauses in P. 
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3. Magic templates 
In this section we review the notion of magic templates of Ramakrishnan [25]. We 
first give the standard definition and then try to shed some additional light on it by 
providing a syntactically different but essentially equivalent definition based on the 
standard operational semantics of Prolog programs (that is, SLD-resolution with 
a “leftmost” computation rule). 
We should immediately point out that our exposition is somewhat simplistic - there 
are a number of optimization techniques accompanying the magic transformations 
described below (like adornments of predicates and the use of sip’s - sideways 
information passing strategies) [25]. However, the principal idea of the approach is 
captured. We would also like to point out that in contrast to most work in the field of 
deductive databases we do not impose any assumption about the program being 
divided into an extensional and intensional part (or put alternatively, the extensional 
part is empty). However, all the results carry over also to the case when the separation 
is made. 
Let A E Atom be of the form p (ti, . . . , t,). By magic(A) we mean the new atom 
mugic_p(t,, . . . . t,,) where we implicitly assume that the new predicate symbol does not 
appear in C. 
Definition 3.1. Let P be a definite program. By mugic( P) we mean the smallest set of 
clauses such that 
l if A0 + Ai, . . . . A, E P, then A,, t magic(&), Ai, . . . . A, E magic(P); 
0 if A0 t Ai, .,., Ai E F, then magic(Ai) + magic(&), Al, . . . , Ai_ 1 E magic(P). 
Example 3.2. Consider the following program P: 
P(X) + 4x9 Y). 
P(X) + s(a, Y),P(Y). 
du, b). 
Then magic(P) is the program 
p(X) + mwic-p(X ), 4(X, Y). 
P(X) + magic-p(X), 46~ YX P( Y). 
q(u, b) t mugic_q(u, b). 
magic_ q(X, Y) 4- magic-p(X). 
magic- q(u, Y) t magic-p(X). 
mugic_p( Y) t mugic_p(X ), q(u, Y). 
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Table 1 
Bottom-up iteration of magic(P) 
1 2 3 4 5 
magic-p(X) magic-p(X) 
magic_p(X, Y) 
magic_p(a, Y) 
magic-p(X) 
magic_q(X, Y) 
magic_q(a, Y) 
q(a, b) 
magic-p(X) 
magic_q(X, Y) 
magic_q(a, Y) 
q(a, b) 
p(a) 
magic-p(b) 
magic-p(X) 
magic_q(X, Y) 
magic_q(a, Y) 
q(a, b) 
p(a) 
magic-p(b) 
magic_q(b, Y) 
In order to answer the query t A the new program is extended with a seed (fact) 
magic(A) and the answers are computed bottom-up using a function 
Tp: p (Atom) + 63 (Atom) which generalizes the standard immediate consequence op- 
erator of van Emden and Kowalski (e.g. [17,10,11]): 
Tp(X)={Aotl~AotAl ,..., A,EP,B~ ,..., B,~Xand 
The answers are obtained as the smallest set X G Atom satisfying T,(X) = X (that is, 
as the least fixed point - modulo renaming - of T,). For definite programs such a set is 
known to exist and it can be obtained as the least upper bound of the iteration 
8, T_(0), T;(0), . . . . T;(Q), . . . 
Depending on P it is sometimes possible to find the fixed point after a finite number of 
iterations. However, the procedure is always exhaustive in the sense that any atom in 
the least fixed point of Tp is found after a finite number of iterations. For definite 
programs without functors (so-called datalog programs) the fixed point is always 
reached after a finite number of iterations. 
Example 3.2 (continued). When extended with the fact 
magic-p(X). 
The (bottom-up) computation of magic(P) yields a fixed point (modulo renaming) 
after five iterations as shown in Table 1. 
Now consider the SLD-tree in Fig. 1. The fixed-point iteration can be viewed as 
a breadth-first raversal of this tree. The first iteration produces a fact magic-p(X) 
corresponding to the procedure call in the root of the tree. Similarly, the new facts 
mugic_q(X, Y), mugic_q(u, Y) of iteration 2 correspond to the procedure calls in 
nodes (2) and (4) of the tree. Iteration 3 produces the fact CJ(U, b) which is the successful 
instance of these two procedure calls, etc. 
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(2) + 4(X, r) + 4(% Y), P(Y) (4) 
I I 
(3) 0 c p(b) (5) 
(6) + q(b, r) + 466 Y), P(Y) (7) 
Fig. 1. SLD-tree. 
To shed some additional light on the magic templates transformation we consider 
the following (as we shall see in Example 4.2, somewhat incorrect) argument. The idea 
underlying our reformulation is due to Bry [4] and is based on partial deduction of 
a meta-interpreter called the backward fixpoint procedure. Given a clause of the form 
what does it take for a call to this clause to succeed? Informally speaking in order for 
a call to A0 to succeed there must first be a call which unifies with A,,. Secondly, all the 
body literals Al, . . . , A, must succeed. This may be “formalized” as follows: 
succ(A,) t call(A,),succ(A,), . . . . succ(A,). 
This is isomorphic to the first part of Definition 3.1. Note also that technically this 
new clause uses a different alphabet than the original program. In the new alphabet 
the predicate symbols of the old alphabet become functors and the only predicate 
symbols are call/ 1 and succ/l. The atoms of the new clause are said to be embeddings 
of the old atoms. 
Next consider the body literal Ai in a clause of the form 
A0 + A1,...,Ai_l,Ai,Ai+l,...,A,. 
What does it take for an instance of the call Ai to go ahead given that Prolog’s 
computation rule is being used? Informally, there must be a call to A0 and, secondly, 
the body literals Al, . . . . Ai- 1 must succeed. That is 
call(Ai) + CU~I(A~)~SUCC(A~), . ..psucc(Ai- 1). 
This time the result is isomorphic to the second part of Definition 3.1. Finally, we 
may specify that we want to call the program P with the goal + A by adding the fact 
call(A) to magic(P). In what follows this is the transformation considered when 
referring to magic(P). 
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4. Abstract interpretations 
The ultimate aim of abstract interpretations is to infer (run-time) properties of 
programs. This goal is usually attained indirectly by computing (or more generally 
approximating) some intended model of the program’s execution - typically excerpts 
from all possible computation states of the program given a set of initial computation 
states. Approximations are generally needed because of the noncomputability of the 
intended model. Following the original ideas of Cousot and Cousot [7] an abstract 
interpretation of a program P consists of 
l a complete lattice (D; E) of models of P; 
l a monotone function Y: D + D which assigns one particular model to the pro- 
gram. This meaning is typically given by means of the least fixed point of the 
function (that is, the least x E D - with respect o E - satisfying Y(x) = x). 
Practically, the user specifies two abstract interpretations - the first characterizes 
(or at least approximates) the intended model of the program. This interpretation 
is usually called a base or collecting or static interpretation and if no restrictions 
are imposed on the syntax of the program this model is normally noncomputable. 
The objective of the second abstract interpretation thus is to effectively 
approximate the intended model of the program. Needless to say, for the approxima- 
tion to be of any practical use, certain relations must hold between the two 
interpretations. 
In this paper we are concerned mainly with datalog programs and we will not deal 
at all with approximations of the collecting interpretation. We are thus restricting our 
attention solely to the collecting interpretation and the intended model of the 
program. 
A number of frameworks to support abstract interpretation of logic programs have 
emerged recently (e.g. [3,13,18,21,23]). All of these have different collecting inter- 
pretations and consequently facilitate interference of different properties. Here we 
primarily focus our attention on that of Mellish [21] which is an approach whose 
collecting interpretation is founded on SLD-resolution and therefore often referred to 
as a “top-down” abstract interpretation. But we will also relate this top-down 
approach to frameworks founded on a fixed-point semantics and therefore often 
referred to as “bottom-up” abstract interpretation (cf. [18]). 
4.1. “Top-down” abstract interpretation 
In the abstract interpretation framework of Mellish the intended model of a pro- 
gram consists of two sets of atoms - Call and Succ. The former is the set of all possible 
procedure-calls given a set Init of initial subgoals and an operational semantics based 
on SLD-resolution with Prolog’s computation rule. The latter is the succeeding 
instances of those procedure-calls. Call and Succ are usually referred to as call and 
success patterns. 
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Example 4.1. Consider the program P in Example 3.2. Given the initial subgoal p(X) 
the intended model is as follows (cf. Fig. 1): 
Call = {P(X)J?(X, Y),q(a, Y),p(b),q(b, Y)>, 
succ = {4(4 4,P(4}. 
In the framework of Mellish these two sets are defined by two recursive equations. 
Here we give the following somewhat simplified characterization: 
Call = Init v u {AiOlBo E Cdl,B~, . . ..Bi-l E SUCC and 
Ao+A ,,..., A,EP 
succ = u {Ao~lBo E Call,B,, . . . . B, E Succ and 
A,,+ A,,...,A,aP 
mgu(A,...A,,B,...B,)=e#I}. 
Now given a program P and a set Znit of initial call patterns, we thus have two 
recursive equations: 
Call = call(Cal1, Succ), 
succ = succ(Ca11, Succ), 
where 
call:= AXY.Znit u u {AiBIBo EXpB1y...yBi_l E Y and 
A0 + A,,...,A,EP 
succ:= AXY u {AoBIBo~X,B, ,..., B,E Yand 
Ao+ A,,...,A,eP 
Finding a solution to these equations can be rephrased as finding a fixed point of the 
mapping Y,: p (Atom) x 651 (Atom) + p (Atom) x g3 (Atom): 
Yp(X, Y) = (call(X, Y); succ(X, Y)) 
Now it is easy to prove that 63 (Atom) x p (Atom) is a complete lattice (under compon- 
ent-wise set inclusion) and that YP is continuous (all modulo renaming) and as 
a consequence monotone. Thus,<@ (Atom) x &I (Atom); VP) is an abstract interpreta- 
tion which attempts to characterize the intended model of the program by means of 
the least fixed point of YP. It is well-known that such a fixed point exists and that it 
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(1) + P(X) 
(2) + 463 
I 
(3) 0 
+ q(X), r(X) (4) 
I 
+ r(X) (5) 
Fig. 2. SLD-tree. 
can be obtained as the least upper bound of the iteration 
(0,0), ‘yP(0,0), Yu,(Y,(0,0)), . . . . YX0,0), . . . 
Now the question is whether YFlp actually characterizes the intended model of the 
program. It turns out that this is not always the case as demonstrated by the following 
example. 
Example 4.2. Let P be the program 
+p(X). 
P(X) + 4(a). 
P(X) + 4(X), r(X)* 
4(X). 
r(X). 
That is, Znit = {p(X)}. Then Mellish’s approach yields the sets 
Call = {r(X), r(a),q(X),q(a),p(X)}, 
sncc = {p(a),r(a),r(X),p(X),q(X),q(a)}. 
However, the SLD-tree in Fig. 2 reveals that the intended model is 
CalI = {r(X),q(X),&),p(X)}, 
kc = {r(X),q(X),q(4p(X)). 
The source of the discrepancy in the example is the fact that Mellish’s collecting 
interpretation does not couple call and success patterns. The success pattern q(a) 
originates from the call q(u) but is used also together with the call q(X) in the second 
clause thus generating the call pattern r(u). 
Hence, the collecting interpretation of Mellish is in general not able to exactly 
characterize the intended meaning of programs. However, it has been shown that it 
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provides a conservative approximation of the intended model. That is, it produces 
a superset of all actual call and success patterns [21]. 
4.2 “Bottom-up” abstract interpretation 
A different and often simpler framework for abstract interpretation can be obtained 
by means of a fixed-point semantics imilar to that of van Emden and Kowalski [lo] 
or Fitting [12]. For instance, if P is built from the same alphabet as Atom then 
(@(Atom); Tp) 
is an abstract interpretation of P (the domain is ordered under set-inclusion and Tp is 
monotone). The existence of top-down and bottom-up approaches obviously raises 
the question of their relative strength. One would perhaps be led to believe that for the 
purpose of inferring run-time properties the former is better since it is founded on 
SLD-resolution, while the latter is founded on a fixed-point semantics. However, as 
we shall see in the next section, by using the magic templates transformation the 
bottom-up approach yields a model which is isomorphic to the model produced in the 
framework of Mellish. On the other hand, since this model is only an approximation 
of the intended model it may also be argued that “bottom-up” abstract interpretation 
(as described here) cannot always be used to characterize xactly the intended model 
of the program. Something which is possible in most “top-down” frameworks (but 
notably not in that of Mellish). 
5 The magic of abstract interpretation 
In this section we first show, for a given program P, the equivalence between 
Mellish’s collecting interpretation of P and the result from a bottom-up computation 
of magic(P). As a straightforward consequence this also demonstrates that a “bot- 
tom-up” abstract interpretation framework using the magic templates transformation 
can be used to compute the same model as Mellish’s collecting interpretation. 
In order to compare the output of the operator Tm,gie(P) which produces a set of 
embedded atoms (in one of the forms succ( . ..) or call( . ..)) and the output of 
YP - which consists of two not necessarily disjoint sets of “ordinary” atoms - we 
introduce a bijective colouring function which maps two sets of call and success 
patterns on a set of embedded atoms. Let X, Y E Atom and define 
colour(X, Y):= {call(A)IAEX} u {succ(A)lA~ Y}. 
Without lack of generality we may assume that the query given by the user is of the 
form + A where A E Atom. For the magic templates method it means that magic(P) is 
extended with the fact magic(A) and for the abstract interpretation it means that 
Init = {A}. 
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(090) - Ypv,(0,0) - Y;(0,0) - -+* 
1 colour 1 colour 1 colour 
0 - Logic(P)(Q)) + TtLgic(P)(0) - ’ ” 
Fig. 3. Isomorphism of Yp and TMBktpj. 
Theorem 5.1. If X, Y E Atom then colour (Yy,(X, Y) ) = TM,BjC(pj (colour(X, Y)). 
Proof. The proof consists of two parts taking account of embedded atoms of the 
forms call ( . . . ) and succ ( . . . ). That is 
succ(AoO) E colour(Yp(X, Y)) 
iff 
Aot Ai,...,A,~Pand 
B,EX,&,...,B,E Yand 
%(A0 . ..A..& . ..B.) = 8 
iff 
succ(AO) t call(Ao), succ(A,), . ..succ(A.) E magic(P) and 
call@?,), succ(B,), . . . succ(B,) E colour(X, Y) and 
mgu(call(Ao) . ..succ(A.), call(&,) . ..succ(B.)) = 8 
iff 
succ(A& E T~GiCcp,(colour(X, Y)) 
Similarly, call(Ai8) E CO~OW (Yp(X, Y)) iff call(Ai0) E Tmagie(P)(colour(Xy Y)). 0 
Corollary 5.2. X is a jxed point of Yp ifl colour(X) is a jixed point of Tmgi,(p). 
In other words, both operations have isomorphic least fixed points. We can even 
show that the iterations which lead to the isomorphic fixed points produce isomorphic 
intermediate results (cf. Fig. 3.). 
Corollary 5.3. For all n 2 0, colour (YV;:(&@) = T~Bic(p)(0). 
6. Conclusions 
Corollaries 5.2 and 5.3 provide a very simple but yet strong equivalence between the 
base interpretation of Mellish and the bottom-up computation of programs trans- 
formed by the magic templates method. They not only state that the end-results (that 
is, the least fixed points) are equivalent but also that all the intermediate results in the 
computations of the least fixed points are isomorphic - at least using the naive 
evaluation strategy assumed here. 
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Although providing a surprisingly simple but rigid proof, the final result of this 
paper is actually not very surprising. Recent results by Bry [4] show that many of the 
proposed evaluation methods for logic programs - “bottom-up” methods like magic 
templates and “top-down” methods based on SLD-resolution with memorization or 
tabulation [28,9,29] - only are instances of a more general top-down query 
answering method called the backward fixpoint procedure. 
Moreover, OLDT-resolution provides a basis for the abstract hybrid interpretation 
scheme of Kanamori and Kawamura [ 15). This idea was recently further investigated 
by Kanamori [14], who uses the Alexander templates method [26,27] (an approach 
very similar to the magic templates method) as a basis for an abstract interpretation 
framework. Also Mellish uses similar techniques [22]. By means of partial deduction 
of an interpreter for magic templates (much in the same style as that of Bry [4]), 
Mellish is able to obtain a mode inference program which is evaluated bottom-up. 
As a side-effect our work also demonstrates a (potential) weakness of the magic 
templates method. As shown in Example 4.2 the method may lead to imprecision 
- call-and success-patterns which never appear in any real (top-down) derivation. The 
same observation was independently made by Codish et al. [S] and Debray and 
Ramakrishnan [S]. The basic problem is that the call- and success-patterns are not 
coupled. It is possible to improve on the magic templates method in this respect by 
exploiting more elaborate transformation techniques (like those of Kanamori, Debray 
and Ramakrishnan). 
Most of the existing abstract interpretation frameworks do not suffer from the 
imprecision inherent in the framework of Mellish - something which opens up the 
possibility of using abstract interpretations to evaluate deductive databases without 
the imprecision of [25]. (And without having to transform the program.) However, it 
should also be pointed out that the imprecision just mentioned can be circumvented 
directly in the magic templates computation by using a subsumption-order instead of 
a renaming-order on the domain. On the other hand, testing for “subsumption” 
appears to be more expensive than checking for variance although we are not aware of 
any hard results supporting this claim. 
Awareness of the close relationship between the two fields may potentially lead to 
more efficient evaluation techniques both for abstract interpretations and in the field 
of deductive databases. Techniques such as the chaotic iteration strategy have been 
used both for data-flow analysis [6] and for computing abstract interpretations of 
logic programs [23]. It is likely that such methods can be combined with evaluation 
techniques in the deductive database field such as semi-naive evaluation. It is also 
likely that the transformations used in the deductive database field can be used also in 
pre-processing of abstract interpretations. 
Finally, recent results in the area of abstract interpretation of logic programs have 
indicated that “bottom-up” abstract interpretation can replace traditional “top- 
down” approaches when combined with the magic templates transformation. Our 
results show that this is true only to a certain extent. If one is prepared to live with the 
imprecision which arises from such methods then“bottom-up” abstract interpretation 
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can be used to infer run-time properties. However, using the approach described here 
such a method is bound to give poorer results than more precise “top-down” abstract 
interpretation frameworks. It should be noted that this need not be the case when 
using more elaborate transformations, or when employing alternative fixed-point 
characterizations. 
For uniformity, we have deliberately avoided dividing programs into intensional 
and extensional parts. It should be noted that the results are easily adapted also to 
cater for the case when programs are partitioned. We simply replace the second 
equation of Section 4.1 by 
Succ = EDB v u {A,8(Bo~C~ll,B1,...,B,~Succand 
AO+ A ,,..., A.EP 
mgu(A,,...A,,Bo...B,)=19#l}, 
where EDB is the extensional and P the intensional database. 
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