We present a novel iterative approach on bilingual lexicon extraction from comparable corpora. The approach is based on vector space model for word representation and a modified Perceptron algorithm. The approach requires a seed dictionary and a large amount of unlabeled training data. The seed dictionary is generated using the pivot-based approach and the unlabeled training data is dynamically labeled by the modified Perceptron algorithm using a similarity measure during learning process. In this paper, we extract bilingual lexicons by iteratively applying our proposed approach via the modified Perceptron algorithm. The empirical results have shown that our proposed approach significantly improves the accuracy for the top 1 candidate. In the future we will try to apply the multilayered Perceptron algorithm to our iterative approach for effective word representation.
Introduction
Bilingual dictionaries play an important role in many domains, for example, machine translation (MT), cross lingual information retrieval (CLIR), and so on. Basically, bilingual lexicons can be obtained by manually extracting appropriate translation pairs from texts, but it takes a lot of effort to actually get the appropriate translation pairs. Hence, automatic bilingual lexicon extraction has received considerable attention since the 1990s.
The direct way of automatic bilingual lexicon extraction is to align word pairs from parallel corpora. However, parallel corpora are not available for less-known language pairs and collecting a large amount of the parallel corpora is onerous and restricted to specific domains. So in recent years, extracting bilingual lexicons from comparable corpora has become the more popular approach. The approach that is widely used in bilingual lexicon extraction is the context-based approach using information retrieval (IR) techniques [1, 2] . This approach showed significant performances for high-frequent words, but a large-scale seed dictionary is required to translate context-vectors. Recently, Chattergee and Chu [3, 4] proposed an iterative approach which extracts bilingual lexicons, uses extracted bilingual lexicons as a new seed dictionary, and repeats the extraction procedure until convergence. The iterative approach has shown improvement of the performance in a few epochs.
With taking advantages of the two approaches, in this paper, we propose an iterative method for bilingual lexicon extraction using a Perceptron algorithm. Besides we modify the Perceptron algorithm in order to dynamically assign labels to unlabeled training data during learning process.
Related works

Standard approach
Widely used approach in the bilingual lexicon extraction is a context-based approach (CA) known as the standard approach using information retrieval techniques [1, 2] . Generally, the standard approach builds context vectors for each source and text word, translates the source context vectors in a target language using a bilingual dictionary called a seed dictionary, and compares the translation with the target context vector in order to get their translation candidates. This approach showed significant performances for high-frequent words, but a large-scale seed dictionary is required to translate context-vectors and can affect the performances of the system.
Pivot-Based Approach
The standard approach uses comparable corpora and a seed dictionary [1, 2] . The performance, however, is dependent on the size and the quality of the seed dictionary and moreover, constructing the large amount of and the high-quality of the seed dictionary is tedious and expensive. Kwon et al [5, 6] proposed the pivot-based approach (PA) using two parallel corpora sharing a pivot language like English with more accurate alignment information instead of comparable corpora. The pivot language represents both of source context vectors and target context vectors which are comparable to each other because they are the same dimension represented in the pivot language. As the result, PA does not need the initial seed dictionary anymore. Besides, PA uses a freely available word aligner, called Anymalign, to construct context vectors. Anymalign showed high accuracy for low-frequent words to extract translation candidates [8] . The PA can be summarized in the following three steps. 1) To build a source context vector and a target context vector for each word in a source language (e.g., KR) and a target language (e.g., ES) using two independent parallel corpora that are KR-EN and EN-ES, respectively. All words in the context vector are weighted by Anymalign [5, 6] . 2) To calculate the similarity between a source context vector and a target context vector. We use the cosine measure for the similarity. 3) To sort the top target words for a source word based on their similarity scores.
Methodology: Iterative Approach
The overall structure of the proposed method is depicted in Fig 1. Our approach consists of two methods: the pivot-based approach (PA) [5, 6] and the iterative approach (IA) [7] . We first exploit PA to construct an initial seed dictionary from two parallel corpora sharing a pivot language like English. Next, we apply the IA to obtain bilingual lexicons using the seed dictionary and the modified Perceptron algorithm. The seed dictionary is used to translate a source synonym vector to a target synonym vector and the association between word pairs in the seed dictionary is used as initial weights for the modified Perceptron. The IA requires two linguistic resources: the initial seed dictionary (W(0)) and comparable corpora for source and target languages. The W(0) is employed as initial weights for the modified Perceptron algorithm and conceptually used to translate source synonym vectors into their corresponding target synonym vectors as mentioned before. Comparable corpora are employed for generating the synonym vectors in both source and target languages. We use synonym vectors instead of context vectors as input vectors of the modified Perceptron algorithm. The reasons are that the synonym vector can resolve one-hot word representation problem and each word in the synonym vector can be add new weights into W and as the result we can find translation candidates for new source words. For example, if synonyms of the word 'father' are 'dad', 'daddy', 'papa', and so on and translation candidates for 'daddy' do not exist in an initial seed dictionary, we can find the candidates through learning process in the modified Perceptron algorithm. The implementation of the IA can be carried out by applying the following steps:
i.
To build source synonym vectors (denoted as ) and target synonym vectors (denoted as ). We first build source context vectors and target context vectors in both source language (denoted as ) and target language (denoted as ) respectively, as in the same way of the PA and the context vectors are represented as words with a fixed window size of 5 as the context. The words in a source context vector (denoted as ) are weighted by 2 scores and are selected by the critical value of 3.841 as threshold. In the same way, the words in a context vector are weighted. Next, a source synonym vector ( ∈ ) (a target synonym vector ( ∈ )) are computed according to similarity scores between source context vectors (target context vectors). ii.
To generate the translated vector ( ) of a source synonym vector ( ) instead of (to help readers to understand notations, we substitute the notation for s with x as the input of the Perceptron) using the modified Perceptron algorithm as in Equation (1) where x i ∈ is the i-th source synonym word, y j ∈ is the j-th translated word in target language, and w ij is a weight between x i and y j . iii.
To determine the desired synonym vector of as follows:
= argmax ∈T sim( , ) = argmax ∈T cos( , ) (2) where cos( , ) is a cosine similarity of and . As the result, the pair of ( , ) is one of the training examples of the Perceptron. iv.
To learn W via the Perceptron learning algorithm. v.
To repeat the step (ii) to (iv) until convergence. vi.
To sort the top word pairs based on Equation (1). Finally, we can perform the modified Perceptron algorithm. In summary, our modified Perceptron algorithm for updating weights is shown in Fig 2. 
Experiments and results
In this section, we evaluate our approach for two different language pairs that are Korean-Spanish (KR-ES) and Korean-French (KR-FR), and compare with the standard approach as a baseline. Accuracy@1 (ACC) and Mean Reciprocal Rank (MRR) are used as evaluation metrics. The accuracy@1 means the accuracy of the Top 1. 
Comparable corpora
In this paper, we built two pair of comparable corpora that are KR-ES and KR-FR from the news articles and Europarl [9] corpus. The KR corpus was taken from the news articles on the Web 1 and contains 800,000 sentences. The ES and FR were also collected from the news articles on the Web 2 and from Europarl corpus and have 800,000 sentences each. The average of the words in sentence is 16.2 in KR, 15.9 in ES and 16.1 in FR respectively.
Data pre-processing
All words were tokenized and lemmatized using the following tools: U-tagger [10] for Korean and Tree-Tagger [11] for Spanish and French. All words in Spanish and French were converted to lower case, and those in Korean are morphologically analyzed into morphemes and POS-tagged by U-tagger. Next, only content words 3 which occurring more than five were considered when generating context vectors in all languages.
Building evaluation dictionary
We built two sets of evaluation dictionaries (KR-ES and KR-FR) to evaluate the performance of the proposed method manually using the Web dictionary. Each lexicon is unidirectional, meaning that they list the meanings of words of one language in another. The evaluation dictionary contains 150 high frequent words (denoted by HIGH hereafter) and 150 low frequent words (denoted by LOW hereafter) from comparable corpus respectively.
Building a seed dictionary
We use the PA to build two initial seed dictionaries that are KR-ES and KR-FR. The quality of the two initial seed dictionaries are evaluated using ACC with 200 high and low frequent evaluation words from parallel corpus respectively. Table 1 shows accuracies of the PA for 200 high and 200 low. We exploit these two sets of initial seed dictionaries as inputs of the IA. 
Results
We conducted 60 epochs with the learning rate α=0.01 for the KR-ES and KR-FR language pairs. The ACCs and MRRs for the HIGH and LOW words are shown in Table 2 . As shown in Table 2 The MRR of the KR-ES is increased about 0.015 from the first epochs 0.485 and the KR-FR is increased about 0.029 for the HIGH. For the LOW, the MRR is increased about 0.014 on KR-ES and decreased about 0.001 on KR-FR. The reason for decreasing MRR is that the IA is largely dependent on the synonym vectors. If the synonym vectors would be inaccurate, the modified perceptron algorithm might be learned incorrectly. It means the system cannot be found correct translation candidates. In the same manner, the performance for the LOW outperforms the baselines in the both language pairs. 
Discussions
In this paper, we propose an iterative approach, which is based on the pivot-based approach [5, 6] . Our proposed method has three advantages. First, we do not require a large size of an initial seed dictionary. The initial seed dictionary is generated by pivot-based approach described in Section 2.1. Second, we do not need labels of training examples. A modified Perceptron algorithm dynamically generates labels of the training examples during epochs. Third, accuracy can be increased during epochs.
Conclusions and future work
In this paper, we have described an iterative approach for bilingual lexicon extraction from comparable corpora using a modified Perceptron algorithm, starting from the pivot-based approach to build an initial seed dictionary as weights that are learned by the modified Perceptron algorithm, and continuing with the iterative approach. Regarding the empirical results of our proposition, the iterative approach can further improve the accuracy and shows good performance without labels of the training examples. In the future works, we will adjust parameters to improve the performance and expand to different categories except nouns and try to apply the multilayered Perceptron algorithm to our iterative approach for effective word representation. Lastly, we will handle multi-word expressions.
