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ABSTRACT
One of the major science goals over the coming decade is to test fundamental physics with probes of the cosmic large-scale structure
out to high redshift. Here we present a fully Bayesian approach to infer the three-dimensional cosmic matter distribution and its dy-
namics at z > 2 from observations of the Lyman-α forest. We demonstrate that the method recovers the unbiased mass distribution and
the correct matter power spectrum at all scales. Our method infers the three-dimensional density field from a set of one-dimensional
spectra, interpolating the information between the lines of sight. We show that our algorithm provides unbiased mass profiles of
clusters, becoming an alternative for estimating cluster masses complementary to weak lensing or X-ray observations. The algorithm
employs a Hamiltonian Monte Carlo method to generate realizations of initial and evolved density fields and the three-dimensional
large-scale flow, revealing the cosmic dynamics at high redshift. The method correctly handles multi-modal parameter distributions,
which allow constraining the physics of the intergalactic medium (IGM) with high accuracy. We performed several tests using real-
istic simulated quasar spectra to test and validate our method. Our results show that detailed and physically plausible inference of
three-dimensional large-scale structures at high redshift has become feasible.
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1. Introduction
Currently, cosmology is at a crossroad. While the standard model
of cosmology, the Λ Cold Dark Matter (ΛCDM), fits the bulk of
cosmological observations to extraordinary accuracy, some ten-
sions between the model and observations seem to persist and
increase (Planck Collaboration et al. 2016b, 2019). Amongst
them are the H0 and σ8 tensions (e.g. Planck Collaboration et al.
2016a; Riess et al. 2016; Köhlinger et al. 2017; Riess et al. 2018;
Abbott et al. 2018; Rusu et al. 2019). Additionally, Lyman-α
auto-correlation and cross-correlations with quasar data reported
a 2.3σ tension with the flat ΛCDM prediction obtained from
Planck observations (see e.g. Delubac et al. 2015; du Mas des
Bourboux et al. 2017).
The resolution of these tensions may encompass systematic
effects, but may also be the first signs of new physics indicated
by novel cosmological data of increasing quality. New observa-
tions and better control on systematic effects in data analyses are
inevitable to gain new insights into the physical processes driv-
ing the evolution of the universe. For this reason, in this work,
we present a novel and statistically rigorous approach to extract
cosmologically relevant and significant information from high-
redshift Lyman-α forest observations tracing the dynamic evolu-
tion of cosmic structures.
Detailed analyses of the spatial distribution of matter and
growth of cosmic structures can provide significant information
to discriminate between models of homogeneous dark energy
and modifications of gravity, to determine neutrino masses and
their mass hierarchy, and to investigate the dynamical clustering
behaviour of warm or cold dark matter (e.g. Colombi et al. 1996;
Huterer et al. 2015; Basilakos & Nesseris 2016; Frenk & White
2012; Boyle & Komatsu 2018; Mishra-Sharma et al. 2018).
To harvest this information, cosmology now turns to anal-
yse the inhomogeneous matter distribution with next-generation
galaxy surveys such as the Large Synoptic Survey Telescope
(LSST) and the Euclid satellite mission probing the galaxy dis-
tribution out to redshifts z ∼ 3 and beyond (LSST Science Col-
laboration et al. 2009a; Refregier et al. 2010; Laureijs et al. 2011;
Alam et al. 2016).
While most of this research focuses on studying the cos-
mic large-scale structure with galaxy clustering and weak lens-
ing observations, the Lyman-α (Ly-α) forest has the potential
to provide important complementary information. Firstly, the
Ly-α forest probes the matter distribution at higher redshift with
higher spatial resolution than can be achieved with galaxy sam-
pling rates. By probing scales down to 1 Mpc, the Ly-α forest is
sensitive to neutrino masses and dark matter models (Viel et al.
2013; Rossi 2014; Palanque-Delabrouille et al. 2015; Rossi et al.
2015; Rossi 2017; Yèche et al. 2017). Secondly, while galaxy
clustering probes high-density regions, the Ly-α forest is par-
ticularly sensitive to under-densities in the matter distribution
(Peirani et al. 2014; Sorini et al. 2016). In addition, the Ly-α at
z > 2 is redshifted to an optical band for which the atmosphere
is transparent. The Ly-α emission becomes then one of the more
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Fig. 1: Flow chart depicting the iterative block sampling ap-
proach of the BORG inference framework. As can be seen,
the BORG algorithm first infers three-dimensional initial and
evolved density fields from quasar spectra using assumed astro-
physical parameters of the FGPA model. Then, using realiza-
tions of the evolved density field, the algorithm updates these
astrophysical parameters and a new iteration of the process be-
gins. Iterating this procedure results in a valid Markov Monte
Carlo Chain that correctly explores the joint posterior distribu-
tion of the three-dimensional matter distribution and astrophysi-
cal properties underlying Ly-α forest observations.
powerful probes at redshifts that are otherwise challenging to ac-
cess with ground-based galaxy surveys (Lee 2016).
Specifically, auto-correlations of the Ly-α forest along the
line of sight have been used to infer cosmological parameters
which agree by and large with CMB observations (e.g. Seljak
et al. 2006; Viel et al. 2006; Slosar et al. 2011; Busca et al.
2013; Bautista et al. 2017; Blomqvist et al. 2019). Ly-α forest
data have also been used to constrain neutrino masses (Palanque-
Delabrouille et al. 2015; Rossi et al. 2015; Yèche et al. 2017),
test warm dark matter models (Viel et al. 2013), and study the
thermal history of the intergalactic medium (Nasir et al. 2016;
Boera et al. 2019).
In line with these promises, a large number of surveys map-
ping the Ly-α forest at higher redshifts has been launched. The
eBOSS observations in the SDSS DR14 are expected to provide
the spectra of 435 000 quasars over 7500 deg2 and re-observe
the lines of sight from the previous data release with low signal-
to-noise (S/N<3, Myers et al. 2015). DESI (Dark Energy Spec-
troscopic Instrument, Levi et al. 2013; DESI Collaboration et al.
2016) will map the Ly-α forest over a larger fraction of the sky
(14 000 deg2), targeting 50 high-redshift quasars per deg2. In-
creasing the density of tracers, the ongoing COSMOS Lyman
Alpha Mapping and Tomography survey (CLAMATO, Lee et al.
2017) maps the Ly-α forest over a small part of the sky (600
arcmin2) with a separation between lines of sight of 2.4 h−1 Mpc,
20 times smaller than the BOSS survey (Eisenstein et al. 2011;
Dawson et al. 2013) and smaller than the expected separation in
DESI (3.7h−1 Mpc, Horowitz et al. 2019). Future surveys like
Maunakea Spectrographic Explorer (MSE McConnachie et al.
2016) and LSST (LSST Science Collaboration et al. 2009b) will
increase the amount of available Ly-α forest observations by a
factor of 10.
At present, major analyses of the Ly-α forest focus only
on the analysis of the matter power spectrum (e.g. Croft et al.
1998; Seljak et al. 2006; Viel et al. 2006; Bird et al. 2011;
Palanque-Delabrouille et al. 2015; Rossi et al. 2015; Nasir et al.
2016; Yèche et al. 2017; Boera et al. 2019). However, these ap-
proaches ignore significant amounts of information contained in
the higher-order statistics of the matter density field as generated
by non-linear gravitational dynamics in the late time universe
(He et al. 2018).
Capturing the full information content of the cosmic large-
scale structure requires a field-based approach to infer the en-
tire three-dimensional cosmic large-scale structure from obser-
vations. This poses a particular challenge for the analyses of
Ly-α forest observations, which provide sparse inherently one-
dimensional information along the lines of sight. Various ap-
proaches to perform three-dimensional density reconstructions
from one-dimensional Ly-α forests have been proposed in the
literature (e.g. Kitaura et al. 2012; Cisewski et al. 2014; Stark
et al. 2015b; Ozbek et al. 2016; Horowitz et al. 2019). Gallerani
et al. (2011) and Kitaura et al. (2012) proposed a Gibbs sam-
pling scheme to jointly infer density and velocity fields and cor-
responding power-spectra. However, these approaches assume
matter density amplitudes to be log-normally distributed. The
log-normal distribution reproduces one- and two-point statistics
but fails to reproduce higher-order statistics associated with the
filamentary dark matter distribution. In an attempt to extrapo-
late information from one-dimensional quasar spectra into the
three-dimensional volume, Cisewski et al. (2014) applied a local
polynomial smoothing method. Ozbek et al. (2016) and Stark
et al. (2015b) employed a Wiener filtering approach to recon-
struct the three-dimensional density field between lines of sight
of Ly-α forest data. In order to reproduce higher-order statis-
tics, Horowitz et al. (2019) recently used a large-scale opti-
mization approach to fit a gravitational structure growth model
to Ly-α data, showing that this approach allows recovering the
more filamentary structure of the cosmic web. Although the ap-
proach improves over linear and isotropic Wiener filtering ap-
proaches, it shows systematic deviations of reconstructed matter
power-spectra and underestimates density amplitudes at scales
corresponding to the mean separation between lines of sight
(Horowitz et al. 2019).
To go beyond previous approaches, in this work, we present
a fully Bayesian and statistically rigorous approach to per-
form dynamical matter clustering analyses with high-redshift
Ly-α forest data while accounting for all uncertainties inher-
ent to the observations. The aim of this work is to provide a
novel and fully Bayesian approach to infer physically plausible
three-dimensional density and velocity fields from Ly-α forest
data. Our approach builds upon the algorithm for Bayesian Ori-
gin Reconstruction from Galaxies (BORG, Jasche & Wandelt
2013; Jasche & Lavaux 2019), which employs physical models
of structure formation and sophisticated Markov Chain Monte
Carlo techniques to optimally extract large-scale structure infor-
mation from data and quantify corresponding uncertainties.
To make such inferences feasible, we developed a likelihood
based on the fluctuating Gunn-Peterson approximation (FGPA,
Gunn & Peterson 1965) and jointly constrained the astrophysi-
cal properties of the intergalactic medium. We tested and vali-
dated our approach with simulated data emulating the CLAM-
ATO survey, showing that the algorithm recovers the unbiased
dark-matter field.
The paper is organized as follows. Section 4 provides a brief
overview of our Bayesian inference framework, BORG, as re-
quired for this work. In Section 2, we discuss the physics of the
Ly-α forest underlying the data model described in Section 3.
Section 5 describes the generation of simulated data employed
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Fig. 2: Burn-in of the posterior matter power spectra from the in-
ferred initial conditions from a BORG analysis. The colour scale
shows the evolution of the matter power spectrum with the num-
ber of samples: the Markov chain is initialized with a Gaussian
initial density field scaled by a factor 10−3 and the amplitudes of
the power spectrum systematically drift towards the fiducial val-
ues. Monitoring this drift allows us to identify when the Markov
chain approaches a stationary distribution and provides unbiased
estimates of the target distribution. The dashed lines indicate the
underlying power spectrum and the 1- and 2-σ cosmic variance
limits. At the end of the warm-up phase, the algorithm recovers
the true matter power spectrum in all range of Fourier modes.
to test and validate the algorithm. The performance of the algo-
rithm is tested in Section 6 and the results are shown in Section 7,
where we also discuss possible applications of the method to sci-
entifically exploit the Ly-α forest. Finally, Section 9 summarizes
the results and discusses further extensions of the algorithm.
2. The physics of the Lyman-α forest
Developing a Bayesian framework to infer the matter distribu-
tion from the Ly-α forest requires to incorporate the correspond-
ing light absorption physics into the data model.
When traversing the universe, photons emitted from quasars
are scattered by neutral hydrogen (HI) gas residing inside cos-
mic large-scale structures. Scattering of quasar light results in
observed spectra covered with absorption features referred to as
the Ly-α forest. While high-density regions obscure the light and
attenuate quasar fluxes, under-dense regions are almost transpar-
ent. Therefore, the signal comes from the under-dense regions.
Due to the cosmological redshift, different HI regions absorb
photons from different wavelengths in the quasar spectrum (see
e.g. Mo et al. 2010). Consequently, every HI absorber leaves an
absorption feature to the spectrum, permitting to trace the dis-
tance and density of HI regions along the line of sight. The Ly-
α forest, therefore, provides a formidable probe of the cosmic
large-scale structure along the observers past light cone.
Since the Ly-α forest generated at z > 2 is redshifted to the
optical atmospheric window, it can be observed by ground-based
telescopes, becoming one of the more relevant probes at redshifts
that are otherwise challenging to access with galaxy surveys. Ob-
servations of the Ly-α forest at lower redshift, from z = 1.5 down
to z = 0 (Davé et al. 1999; Davé 2001; Williger et al. 2010),
require UV space-based spectrographs as Faint Object Spectro-
graph in the Hubble Space Telescope (Bahcall et al. 1993, 1996;
Weymann et al. 1998).
In contrast to galaxy surveys, requiring assumptions on
galaxy formation to model galaxy biases, modelling the Ly-α
forest does not involve complicated models. At z > 2, HI gas,
producing the Ly-α forest, is in radiative equilibrium of pho-
toionization due to ultraviolet (UV) background and adiabatic
cooling due to the cosmic expansion (Hui & Gnedin 1997). This
yields a tight relation between the temperature of the IGM and
the dark matter density ρ
T = T0
(
ρ
ρ¯
)γ−1
, (1)
where T0 and γ are constants that depend on the re-ionization
history and the spectral shape of the UV background sources
(Hui & Gnedin 1997).
In thermal equilibrium, HI number density can be expressed
as (Hui & Gnedin 1997)
nHI(x) =
α(T (x))
Γ
[
n0(1 + z)3(1 + δ(x))
]2 ∝ (1 + δ(x))β, (2)
where x is the comoving position, α(T ) ∝ T−0.7 is the radiative
recombination rate of HI, Γ is the photoionization rate of neutral
hydrogen, n0(1 + z)3 is the mean baryon number density at red-
shift z and δ is the dark matter density contrast. On scales larger
than Jeans’ scale (100 kpc), thermal pressure in the gas is negli-
gible and the IGM traces the dark matter distribution with high
accuracy (Peirani et al. 2014).
Combining equations (1) and (2) leads to the fluctuating
Gunn-Peterson approximation (FGPA Gunn & Peterson 1965)
for the transmitted flux:
F(z, xˆ) = exp
[
−A(1 + δ(x))β
]
, (3)
with z the considered absorption redshift, x the corresponding
comoving distance, xˆ the associated unit vector, β = 2−0.7(γ−1)
and A ∝ (1 + z)6T−0.70 Γ−1. The connection between the redshift
and the cartesian coordinate of the regular grid x is given by
the projector along the line of sight (see Appendix A. We note
that the astrophysical properties of HI gas are encoded in the
parameters A and β of the FGPA model. Although this work does
not include a treatment of redshift space distortions (RSD) or
thermal broadening of the absorption lines, we intend to extend
the current formalism to include it in future works.
3. A data model for the Ly-α forest
To incorporate Ly-α forest observations into the Bayesian frame-
work, we now built a data model using the light absorption
physics described in Sect. 2. Specifically, we assume the FGPA
transmission model and Gaussian pixel noise for measured
quasar spectra. A corresponding likelihood distribution can then
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Fig. 3: Top panel: Posterior predictive flux for a spectrum with noise σ = 0.03. The posterior predicted flux is computed from the
ensemble mean density field, shown in the lower panel (orange line). The blue shaded region indicates the 1-σ region, corresponding
to the standard deviation of the noise in this line of sight. These tests check whether the data model can accurately account for the
observations. Any significant mismatch would immediately indicate a breakdown of the applicability of the data model or error of
the inference framework. Our method recovers the transmitted flux fraction correctly, confirming that the data model can accurately
account for the observations. Bottom panel: Comparison of the inferred ensemble mean density field along the line of sight to the
ground truth. It can be seen that high-density regions yield a suppression of transmitted flux, while under-dense regions transmit
the quasar signal, in agreement with the FGPA model. The density field has been smoothed with a Gaussian smoothing kernel of
σ = 0.5h−1 Mpc to simulate the difference between dark matter and gas density fields (Peirani et al. 2014). This smoothing kernel
is applied to the dark matter density field before generating the mock data.
be expressed as:
P(δf |F) =
∏
n,x
1√
2piσ
× exp
−
(
(Fn)x − exp
[
−A(1 + δfx)β
])2
2σ2
 , (4)
where n labels respective quasar spectra, x indexes different vol-
ume elements intersected by the n-th quasar line of sight and δf
is the non-linear final density contrast evaluated at z = 2.5.
This likelihood is then implemented into the large-scale
structure sampler of the BORG framework. The corresponding
physical forward modelling approach proceeds as follows. Using
realizations of the three-dimensional field of primordial fluctua-
tions, the dynamical structure formation model evaluates non-
linear realizations of the dark matter distribution at z = 2.5.
Using these matter field realizations and the FGPA data model,
BORG predicts quasar spectra that are compared to actual ob-
servations via the Gaussian likelihood of equation (4). More de-
tails on the sampling procedure are given in Appendix B. To
efficiently implement this non-linear and non-Gaussian forward
modelling approach into an MCMC framework, we employed a
Hamiltonian Monte Carlo (HMC) method, as described in Ap-
pendix C.
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Fig. 4: Histogram of the error in the fractional transmitted flux,
which is computed as the difference between posterior-predicted
fluxes and input spectra. The distribution of flux error matches
the distribution of pixel noise in the data, indicating that the
method is close to the theoretical optimum. This distribution
of error flux can be compared to the one obtained in previous
works, demonstrating that our method recovers the fluxes with
significantly higher accuracy.
In this work, we focus on the inference of the spatial dark
matter distribution and its dynamics. For this reason, we treat the
parameters A and β mostly as nuisance parameters. Following
similar approaches described in previous works (Jasche & Wan-
delt 2013; Jasche & Lavaux 2017; Kodi Ramanah et al. 2018;
Jasche & Lavaux 2019), we use efficient slice sampling tech-
niques to sample these parameters. We note that these parameters
can carry valuable information on the astrophysical properties of
the IGM. As illustrated in section 7.4, our inference can also be
used to make statements on the astrophysics of the IGM.
The entire iterative sampling approach is depicted in Fig-
ure 1. As can be seen, the method iteratively infers three-
dimensional matter density fields and parameters of the FGPA
model, resulting in a valid MCMC approach to jointly explore
density fields and astrophysical parameters.
4. Method
As mentioned above, this work extends our previously developed
BORG algorithm in order to analyse the spatial matter distribu-
tion underlying Ly-α forest observations. Here we provide only a
brief summary of the algorithm and corresponding concepts, but
interested readers can find more detailed descriptions in our pre-
vious works (Jasche & Wandelt 2013; Jasche et al. 2015; Lavaux
& Jasche 2016; Jasche & Lavaux 2017, 2019).
The BORG algorithm is a large-scale Bayesian inference
framework aiming at inferring the non-linear spatial dark mat-
ter distribution and its dynamics from cosmological data sets.
The underlying idea is to fit full dynamical gravitational struc-
ture formation models to observations tracing the spatial distri-
bution of matter. Using non-linear structure growth models, the
BORG algorithm can exploit the full statistical power of higher-
order statistics imprinted to the matter distribution by gravita-
tional clustering. In fitting dynamical structure growth models to
data, the task of inferring non-linear matter density fields turns
into a statistical initial conditions problem aiming at inferring the
Fig. 5: One-dimensional power spectrum of the flux. The or-
ange line corresponds to the mean flux power spectrum com-
puted from posterior-predicted spectra. The blue-shaded region
corresponds to the standard deviation between the different lines
of sight. The blue line indicates the flux power spectrum for the
mock data. This test shows that the algorithm recovers the flux
spectrum inside the 1 − σ uncertainty limit.
spatial distribution of primordial matter fluctuations from which
present structures formed via gravitational structure growth. As
such the BORG algorithm naturally links primordial initial con-
ditions to late time observations and permits to infer dynami-
cal properties and the structure formation history from present
galaxy observations (Jasche & Wandelt 2013; Jasche et al. 2015;
Lavaux & Jasche 2016; Jasche & Lavaux 2017, 2019).
The BORG algorithm employs a large-scale structure poste-
rior distribution based on the well-developed prior understanding
of almost Gaussian primordial density fluctuations and gravita-
tional structure formation to predict physically plausible realiza-
tions of present matter density fields. More specifically BORG
encodes a Gaussian prior for the initial density contrast at an ini-
tial cosmic scale factor of a = 10−3. Initial and evolved density
fields are linked by deterministic gravitational evolution medi-
ated by various physics models of structure growth. Specifically,
BORG incorporates physical models based on Lagrangian Per-
turbation Theory (LPT) but also fully non-linear particle mesh
(PM) models.
Our Bayesian inference approach has been previously shown
to perform accurate dynamic mass estimation and provide mass
measurements that agree well with complimentary standard
weak lensing and X-ray observations (Jasche & Lavaux 2019).
More recently, we have shown, that BORG can exploit the geo-
metric shapes of the cosmic large-scale structure to significantly
improve constraints on cosmological parameters via the Alcock-
Paczynski test (Kodi Ramanah et al. 2018). Additional projects,
conducted with the BORG algorithm, can be found at our web-
page of the Aquila consortium1.
In this work, we rely on an LPT approach to structure for-
mation since the Ly-α forest mostly arises from under-dense re-
gions that can be conveniently modelled by perturbation theory
(Peirani et al. 2014; Sorini et al. 2016). The dynamical model
permits to recover the non-linear higher-order statistics associ-
ated with the filamentary matter distribution of the cosmic large-
1 https://aquila-consortium.org
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Fig. 6: Autocorrelation of the parameters as a function of the
sample lag in the Markov chain. The correlation length of the
sampler can be estimated by determining the point when corre-
lations drop below 0.1 for the first time. These parameters have
a correlation length of 830 samples for β and 640 for A.
scale structure. Our approach also immediately provides detailed
inferences of large-scale velocity fields and structure growth in-
formation at high redshifts as is demonstrated in the remainder
of this work.
A feature of particular relevance to this work is that BORG
employs a modular statistical programming engine that executes
a statistically rigorous Markov Chain to marginalize out any nui-
sance parameters associated to the data model, such as unknown
biases or systematic effects. This statistical programming engine
permits us to easily and straightforwardly implement complex
data models. In particular, in this work, we perform joint anal-
yses of the cosmological large-scale structure and unknown as-
trophysical properties of the IGM medium described by the pa-
rameters of the FGPA model. The corresponding iterative block
sampling inference approach is illustrated in Fig. 1.
5. Generating artificial Ly-α forest observations
To test our Ly-α forest inference framework, we generate artifi-
cial mock observations emulating the CLAMATO survey (Stark
et al. 2015a; Lee et al. 2017).
Mock data are constructed by first generating Gaussian ini-
tial conditions on a cubic Cartesian grid of side length of
256h−1 Mpc with a resolution of 1h−1 Mpc. To generate primor-
dial Gaussian density fluctuations we use a cosmological matter
power-spectrum including the Baryonic wiggles calculated ac-
cording to the prescription provided by (Eisenstein & Hu 1998,
1999). We further assume a standard ΛCDM cosmology with
the following set of parameters: Ωm = 0.31, ΩΛ = 0.69, Ωb =
0.022, h = 0.6777, σ8 = 0.83, ns = 0.9611 (Planck Collabora-
tion et al. 2016b). We assumed H = 100h km s−1 Mpc−1.
To generate realizations of the non-linear density field, we
evolve these Gaussian initial conditions via Lagrangian Pertur-
bation Theory. This involves simulating displacements for 5123
particles in the LPT simulation. Final density fields are con-
structed by estimating densities via the cloud-in-cell scheme
from simulated particles on a Cartesian equidistant grid with
2563 volume elements. We further apply a Gaussian smoothing
kernel of σ = 0.5h−1 Mpc to the fields to simulate the differ-
Fig. 7: Distribution of the three Cartesian components of the ve-
locity. The three distributions have the same mean and variance,
indicating that the density field is isotropic as expected.
ence between dark matter and gas density fields (see e.g. Peirani
et al. 2014; Stark et al. 2015a). A three dimensional quasar flux
field is generated by applying the FGPA model, given in equation
(3), to the final density field and assuming constant parameters
A = 0.35 and β = 1.56 at z = 2.5, corresponding to the values in
Stark et al. (2015a).
From this three-dimensional quasar flux field, we generate
individually observed skewers by tracing lines of sight through
the volume. Specifically, we generate a total of 1024 lines of
sight parallel to the z-axis of the box, distributed in a regular
grid of 32 × 32 lines of sight spaced regularly with a separation
of 8 h−1 Mpc. The separation between lines of sight is the most
limiting factor of Ly-α surveys. Although the CLAMATO sur-
vey achieves a separation of 2.4 h−1 Mpc, the lines of sight in
this work are separated by 8 h−1 Mpc. This gives us the oppor-
tunity to explore the potential of our method to reconstruct the
three-dimensional density field between lines of sight. Finally,
we added Gaussian pixel-noise to the flux with σ = 0.03.
Although tests are performed with the same noise distribu-
tion in all lines of sight, Section 8 presents an analysis with a
different signal-to-noise ratio (S/N) for each line of sight.
6. Testing sampler performance
In this section, we present a series of tests to evaluate the perfor-
mance of our method. In particular, we focus on the convergence
(Section 6.1) and efficiency (Section 6.2) to infer the underly-
ing dark matter density field. We provide tests of the posterior
power-spectra and perform posterior predictive tests for quasar
spectra to check that the inferred model agrees with the data.
6.1. The warm-up phase of the sampler
In the large sample limit, any properly set up Markov chain is
guaranteed to approach a stationary distribution that provides
an unbiased estimate of the target distribution. While Markov
chains are typically started from a place remote from the target
distribution after a finite amount of transition steps, the chain ac-
quires a stationary state. Once the chain is in a stationary state,
we may start recording samples to perform statistical analyses
of the inference problem. To test when the Markov sampler has
Article number, page 6 of 19
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Fig. 8: Slices through ground truth initial (left upper panel), final density field (left lower panel), inferred ensemble mean initial
(middle upper panel) and ensemble mean final (middle-lower panel) density field computed from 12600 MCMC samples. Compar-
ison between these panels shows that the method recovers the structure of the true density field with high accuracy. We note that
the algorithm infers the correct amplitudes of the density field. Right panels show standard deviations of inferred amplitudes of
initial (upper right panel) and final density fields (lower right panel). The standard deviation of the final density field shows lower
values at the position of the lines of sight. We note that the uncertainty of δf presents a structure that correlates with the density
field. Particularly, the variance is higher in high-density regions due to the saturation of the absorbed flux. In contrast, the standard
deviation of the initial conditions are homogeneous and show no correlation with the initial density field due to the propagation of
information from the final to the initial density field via the dynamical model.
passed its initial warm-up phase, we follow a similar approach
as described in previous works (Jasche & Wandelt 2013; Jasche
& Lavaux 2017; Kodi Ramanah et al. 2018; Jasche & Lavaux
2019; Porqueres et al. 2019), by initializing the Markov chain
with an over-dispersed state and trace the systematic drift of
inferred quantities towards their preferred regions in parameter
space. Specifically, we initialized the Markov chain with a ran-
dom Gaussian cosmological density field scaled by a factor 10−3
and monitored the drift of corresponding posterior power-spectra
during the initial warm-up phase. The results of this exercise are
presented in Fig. 2. As can be seen, successive measurements of
the posterior power-spectrum during the initial warm-up phase
show a systematic drift of power-spectrum amplitudes towards
their fiducial values. The sampler, therefore, correctly recovers
the power of the initial density field and moves the chain towards
regions of high probability in the parameter space. By the end of
the warm-up phase, the sampler has found an unbiased represen-
tation of the matter distribution at all Fourier modes considered
in this work. Starting the sampler from an over-dispersed state,
therefore, provides us with an important diagnostics to test the
validity of the sampling algorithm.
6.2. Statistical efficiency of sampler
By design, subsequent samples in Markov chains are correlated.
The statistical efficiency of an MCMC algorithm is determined
by the number of independent samples that can be drawn from
a chain of a given length. To estimate the statistical efficiency of
the sampler, we estimate the correlation length of the astrophysi-
cal parameters A and β along the Markov chain. For a parameter
θ the auto-correlation for samples with a given lag in the chain
can be estimated as
Cn(θ) =
1
N − n
N−n∑
i=0
(θi − 〈θ〉)(θi+n − 〈θ〉)
Var(θ)
(5)
where n is the lag in MCMC samples, 〈θ〉 is the mean and Var(θ)
is the variance. We typically determine the correlation length by
estimating the lag nC at which the auto-correlation Cn dropped
below 0.1. The number nC therefore present the number of tran-
sitions required to produce one independent sample. The results
of this test are presented in Fig. 6. As can be seen, correlation
lengths for parameters A and β amount to 640 and 830 samples,
respectively. To significantly improve statistical efficiency, in the
future, we use similar strategies to obtain a faster mixing of the
chain as described in Kodi Ramanah et al. (2018).
6.3. Posterior predictions for quasar spectra
To test whether inferred density fields provide accurate expla-
nations for the observations, we perform a simple posterior pre-
dictive test (see e.g. Gelman et al. 2004). Generally, posterior
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Fig. 9: Mean posterior matter power-spectrum. The mean and
standard deviation of the matter power spectrum have been com-
puted from 8060 density samples of the Markov chain obtained
after the warm-up phase shown in Fig. 2. Although the standard
deviation is plotted, it is too small to be seen, showing the sta-
bility of the posterior power-spectrum. The dashed line indicates
the underlying power spectrum and the 1- and 2-σ cosmic vari-
ance limit. The algorithm recovers the power-spectrum ampli-
tudes within the 1−σ cosmic variance uncertainty limit through-
out the entire range of Fourier modes considered in this work.
Fig. 10: Estimated correlation matrix of power spectrum am-
plitudes with the mean value, normalized using the variance of
amplitudes of the power spectrum modes. The low off-diagonal
contributions are a clear indication that our method correctly ac-
counted and corrected for otherwise erroneous mode coupling,
typically introduced by survey systematic effects and uncertain-
ties. The expected correlations correspond to the lines of sight
grid.
predictive tests provide good diagnostics about the adequacy of
data models in explaining observations and identifying possible
systematic problems with the inference.
Here we use density fields and the astrophysical parameters
A and β, inferred by BORG, to predict expected quasar fluxes.
If posterior predictions agree with actual observations within the
uncertainty bounds, then the data model can be considered to be
sufficient to analyse the data. In contrast, any misfits or system-
atic deviations would indicate a problem of the data model or the
inference process.
Specifically, we applied the FGPA model given in equation
3 to inferred density fields:
(Fpp)x =
1
N
N∑
i=0
exp
[
− Ai(1 + (δfi )x)βi] (6)
where Fpp is the posterior-predicted flux, i labels the samples
and x labels the volume elements.
The result of this test is presented in Fig. 3. As can be seen,
the posterior predicted quasar spectrum nicely traces the data in-
put within the observational 1σ uncertainty region. This demon-
strates that the method correctly locates absorber positions and
corresponding amplitudes of the underlying density field.
While Fig. 3 shows results only for a single line of sight,
more generally, we also explored the flux errors for all lines of
sight. The corresponding distribution of flux errors for posterior
predictions is presented in Fig. 4. The distribution of flux er-
rors corresponds to the distribution of pixel-noise in the spectra,
demonstrating that our method is close to the theoretical opti-
mum. This indicates that our method exhibits good control of
the data model, including the handling of nuisance parameters
and uncertainties.
Since many studies of the Ly-α forest are based on the power
spectrum of the flux, we tested the flux power spectrum of the
posterior-predicted fluxes. The results of this test are presented in
Fig. 5, showing that the power spectrum of the recovered spectra
matches the true flux power spectrum very accurately. We note
that we computed the power spectrum of the flux from the noise-
less data as the posterior-predicted fluxes do not contain noise.
6.4. Isotropy of the velocity field
One-dimensional Ly-α forest data introduce a particular geom-
etry of the data into the inference problem. In particular, data
are only available along one-dimensional lines of sight. In this
work, we are interested in recovering the three-dimensional den-
sity field from Ly-α forest data by fitting a dynamical model.
This model describes the formation of structures by displacing
matter from its initial conditions to their final Eulerian positions.
As such, we have found, that the large-scale velocity field is par-
ticularly sensitive to systematic effects introduced by the data, in
particular, the survey geometry. Since the distribution of lines
of sight defines a preferred axis, we thus test the isotropy of
the velocity field to ensure that the algorithm correctly recov-
ered a physically plausible three-dimensional velocity and cor-
responding density fields. The results of this test are shown in
Figure 7, showing that there is no preferred component of the
three-dimensional velocity field. All velocity components have
a similar distribution indicating that the algorithm correctly ac-
counted and corrected for the geometry of the survey. This result
is further supported by the recovery of an isotropic primordial
power-spectrum as described in section 7.2.
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Fig. 11: Pearson coefficient of the inferred and true density field
as a function of the position across lines of sight. The dashed
lines indicate the positions of the lines of sight. The Pearson co-
efficient is > 0.9 at any location in the density field. This, com-
bined with Fig. 8 showing that the algorithm recovers the correct
amplitudes, indicates that the algorithm can interpolate the infor-
mation between lines of sight and correctly recover the structures
in unobserved regions.
7. Analysing the LSS in Ly-α forest data
In this section, we present the results of applying our algorithm
to simulated Ly-α forest data. We show that our method infers
physically plausible and unbiased density fields and correspond-
ing power-spectra at all scales considered in this work. We fur-
ther demonstrate that the algorithm accurately extrapolates in-
formation into unobserved regions between lines of sight. We
further illustrate the performance of the algorithm by recovering
mass and velocity profiles of clusters and voids.
7.1. Inference of matter density fields at high-redshift
As discussed above, the BORG algorithm performs a full-scale
Bayesian analysis of the cosmological large-scale structure in
Ly-α forest data. This is achieved by using the physical for-
ward modelling approach to fit a dynamical model of structure
growth to the data. As a result, we simultaneously obtain infer-
ences of the primordial field of fluctuations from which struc-
tures formed, the non-linear spatial matter distribution at a red-
shift of z = 2.5 and corresponding velocity fields. More specifi-
cally, the BORG algorithm provides us with an ensemble of re-
alizations of these fields drawn from the corresponding large-
scale structure posterior distribution discussed in Appendix B.3.
This ensemble of realizations from the Markov Chain enables us
to estimate any desired statistical summary and quantify corre-
sponding uncertainties.
As an example, in Figure 8, we illustrate ensemble mean and
variances for primordial and final density fields. Specifically,
Figure 8 shows slices through the true density, and the ensem-
ble mean and variances of inferred three-dimensional density
fields, computed from 12600 samples. A first visual compari-
son between ground truth and the inferred ensemble mean final
density fields in the lower panels of figure 8 illustrates that the
algorithm correctly recovered the three-dimensional large-scale
structure from Ly-α forest data. On first sight, both fields are
visually almost indistinguishable, indicating the high quality of
the inference. The lower right panel of figure 8 shows the corre-
sponding standard deviations for density amplitudes for respec-
tive volume elements as estimated from the Markov Chain. It can
be seen that the estimated density standard deviations correlate
with the inferred density field. This is expected for a non-linear
data model, which couples signal and noise. In particular, one
can observe that uncertainties are lowest for under-dense regions
where Ly-α forest data provide high signal-to-noise, as quasar
light is simply transmitted by structures. In contrast, one can ob-
serve the highest uncertainties for over-dense structures. Since
over-dense structures absorb quasar light, this decreases the sig-
nal in these regions: the absorption is saturated at high densities.
Even more, if structures are sufficiently dense, then they absorb
all quasar light and the absorption becomes saturated. Once light
absorption is saturated, the data provide no further information
about the actual density amplitude of the absorber and data only
provide information on a minimally lowest density threshold re-
quired to explain the observations. Figure 8 therefore, clearly
demonstrates that our method correctly accounts for and quan-
tifies uncertainties inherent to Ly-α forest observations. It is in-
teresting to remark, that while observations of galaxy clustering
are most informative in high-density regions, the Ly-α forest is
particularly informative for under-dense regions and therefore
provides complementary information to galaxy surveys. Figure
8 demonstrates that, in addition to inferring the correct filamen-
tary structure, our method clearly infers the correct amplitudes
of the density field. Our results can also be compared to Fig. 2
in Horowitz et al. (2019), which presents a systematic underes-
timation of the density amplitude.
7.2. Analysing posterior power-spectra
As demonstrated in the previous section, the algorithm pro-
vides accurate reconstructions of final density fields. To provide
more quantitative tests and to estimate whether inferred density
fields are physically plausible, we perform analyses of posterior
power-spectra measured from inferred density fields.
Reconstructing three-dimensional density fields from one-
dimensional Ly-α data is technically challenging. For example,
Kitaura et al. (2012) used a Gibbs sampling approach to sample
the large- and small-scales of the density field separately with a
lognormal prior for the evolved density field. This approach in-
ferred correct power-spectrum amplitudes at large scales k < 0.1
h Mpc−1 but obtained erroneous excess power at smaller scales,
which was attributed to the inadequacy of the log-normal ap-
proximation or complex correlations in the data (Kitaura et al.
2012). Horowitz et al. (2019) used an optimization approach to
fit a dynamical forward model to the data, but the method obtains
power-spectra that severely underestimate the power of density
amplitudes.
As we aim to optimally extract cosmologically relevant in-
formation from Ly-α forest data, we are particularly interested in
recovering physically plausible density fields from observations.
Erroneous power in inferred power-spectra is often a sign of
untreated or unknown survey systematics and indicates a break
down of the assumptions underlying the data model or the in-
ference approach. In this work, we use a sophisticated MCMC
framework to marginalize out nuisance parameters and quan-
tify uncertainties inherent to the observations. As already indi-
cated in section 6.1, our approach is able to identify the cor-
rect power distribution of density amplitudes from observations.
To further quantify this result, we estimate the mean and vari-
ance of posterior power-spectra measured from the ensemble of
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Fig. 12: Top: Cluster mass (left) and radial velocity (right) profiles from the inferred ensemble mean density field and the simulation.
These profiles are computed by averaging over the mass and velocity profiles measured on 60 different density samples. The shaded
regions show the standard deviation between these samples. The structured is traversed by 4 lines of sight with a Gaussian noise
distribution of σ = 0.03. The algorithm recovers the correct mass profile from the simulation. This demonstrates that the method
provides unbiased mass estimates, correcting for the astrophysical bias of the IGM. Bottom: Spherically averaged density (left) and
velocity (right) profiles of a void, obtained by averaging the void profile measured in 60 density samples. The standard deviation
between the samples is shown as the shaded region. This void is traversed by 6 lines of sight with a Gaussian noise distribution of
σ = 0.03. These plots show that the method recovers the underlying density and velocity profiles of the simulation.
Markov samples. The results are presented in Fig. 9. As can
be seen, our method recovers the correct fiducial cosmological
power-spectrum within the 1-σ cosmic variance uncertainty at
all Fourier modes considered in this work. The unbiased recov-
ery of the power-spectrum clearly indicates that the method cor-
rectly accounted for uncertainties and systematic effects of the
data.
Systematic effects, such as survey geometries, often in-
troduce spurious correlations between power-spectrum modes,
when not accounted for properly. This is of particular relevance
for Ly-α data, which introduces a particular survey geometry
through the set of one-dimensional lines of sight. To test for
residual correlations between Fourier modes, we estimated the
covariance matrix of power-spectrum amplitudes from our en-
semble of Markov samples. As shown in Fig. 10 this covariance
matrix shows a clear diagonal structure with the expected corre-
lations at k ∼ 0.5 − 0.7 h Mpc−1 due to the lines of sight grid.
This test shows that our method correctly accounted for survey
geometries and other systematic effects that could introduce er-
roneous mode coupling.
In summary, these tests demonstrate that our method is ca-
pable of inferring physically plausible matter density fields with
correct power distribution from noisy Ly-α data.
7.3. Recovering information between lines of sight
The previous section describes that inferred density fields are
physically plausible realizations of the matter field underlying
the Ly-α observations. Here we want to quantify to what ac-
curacy the method recovers the underlying ground truth den-
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Fig. 13: Projection of the velocity along lines of sight, which are
parallel to the x-axis of the plot.
sity field. A particular challenge is to correctly recover the den-
sity field in between one-dimensional lines of sight. As illus-
trated above, our method is capable of recovering the three-
dimensional density field from a set of one-dimensional quasar
spectra using the Bayesian physical forward modelling ap-
proach. In particular, we determine the performance of our al-
gorithm to recover the density field from data by estimating the
Pearson correlation coefficient (see Appendix E) between the in-
ferred and ground truth density fields. We estimate the Pearson
correlation coefficient as a function of the position on the x-axis,
which permits us to track the correlations on and in-between ob-
served lines of sight. Fig. 11 shows the Pearson coefficient aver-
aged over 300 samples of the chain together with its 1-σ credibil-
ity interval. It can be clearly seen that inferred density fields cor-
relate with the ground truth density typically to more than 98%
along the lines of sight. But even in-between lines of sight the
correlation is on average larger than 90%. These high Pearson
correlations demonstrate the capability of our method to recover
the cosmic large-scale structure in unobserved regions between
observed lines of sight.
7.4. Cluster and void profiles
Above we showed that the BORG algorithm recovers physically
plausible density fields from Ly-α data that agree with the ex-
pected statistical behaviour of a ΛCDM density field. Here we
want to test if the algorithm also correctly recovers the proper-
ties of individual cosmic structures at their respective locations
in the three-dimensional volume. To illustrate this fact, we study
the properties of inferred clusters and voids. In particular, we
show that the algorithm correctly recovers mass density and ve-
locity profiles of cosmic structures.
To test the properties of an inferred cluster, we randomly
chose a peak in the final density field. Then we determined the
mass and velocity profiles in spherical shells around the identi-
fied centre of the cluster. In particular, we estimated the cumula-
tive radial mass profiles as:
M(< r) =
1
N
N∑
i=0
mp Kipart(< r) (7)
Fig. 14: Zoom-in on the density field. The vector field shows
the velocities on top of the inferred density field, showing matter
flowing out of the void and falling into the gravitational potential
of the cluster. Therefore, the method provides consistent velocity
and density fields.
where r is the radial distance from the cluster centre, i labels the
Markov samples, N is the total number of samples and Kipart(< r)
is the number of simulation particles of Markov sample i inside a
sphere of radius r around the cluster centre. Finally, mp = 287 ×
106 M is the particle mass of the simulation, which is obtained
as
mp =
ρ¯Vbox
N totalpart
(8)
where ρ¯ is the mean cosmic density, Vbox is the volume of the
inferred density field and N totalpart is the total number of particles
used in the simulation. Fig. 12 shows the cluster mass profile
measured from the inferred and true density fields. The inferred
mass profile shown here is the average over 60 samples. Fig. 12
shows that our method provides unbiased mass estimates of clus-
ter mass profiles, becoming an alternative to measuring cluster
masses, complementary to weak lensing or X-ray observations.
The method also provides inferred density and velocity pro-
files of voids. Fig. 12 shows the density and velocity profiles
measured from the inferred and true density fields. The void
is defined spherically and the velocity and density profiles are
spherically averaged:
ρ(r) =
1
N
N∑
i=0
3mpKipart(< r)
4 pir3
(9)
v(r) =
1
N
N∑
i=0
1
Kipart(< r)
Kipart(<r)∑
p
vp (10)
where i runs over the samples, N is the total number of samples,
r is the radius of the sphere centred in the volume element with
the lowest density, mp is the particle mass described in eq. 8,
Kipart(< r) is the number of particles inside the sphere and vp are
the velocities of the particles provided by the dynamical model.
The profiles shown in Fig. 12 are obtained from averaging over
60 samples. Voids constitute the dominant volume fraction of
the Universe. Since the effect of matter in voids is mitigated,
they are ideal to study the diffuse components of the Universe
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Fig. 15: Corner plot for the unknown parameters A and β of the FGPA model and the standard deviation of the Gaussian noise σ.
As indicated in the plot, different panels show different marginal posterior distributions for respective parameters. Black solid lines
in uni-variate marginal distributions indicate the true fiducial parameter values. It can be seen that the method correctly infers the
underlying parameters and quantifies corresponding uncertainties. It is interesting to remark, that the astrophysical parameters A
and β show no a posteriori correlations with the noise standard deviation σ.
such as dark energy (Granett et al. 2008; Biswas et al. 2010;
Lavaux & Wandelt 2012; Bos et al. 2012) and gravity (Li 2011;
Clampitt et al. 2013; Spolyar et al. 2013; Hamaus et al. 2016).
Voids are also interesting tools to constrain the neutrino mass
(Massara et al. 2015; Kreisch et al. 2018; Sahlén 2019; Schuster
et al. 2019): the neutrino free-streaming length falls within the
range of typical void size. Therefore, the void profiles obtained
with this framework provide an alternative tool to constrain the
neutrino mass.
7.5. Velocity field and structure formation
The dynamical model employed in BORG allows us to naturally
infer the velocity field since it derives from the initial perturba-
tions. The velocity information allows discriminating between
peculiar velocities and the Hubble flow. The combination of ve-
locity and density fields can provide significant information on
the formation of structures and galaxies.
Our method provides velocity fields at z = 2.5, where this
kind of data is usually hard to obtain. Fig. 13 shows the veloc-
ity along the line of sight. The line-of-sight velocity provides a
tool to measure the kinetic Sunyaev–Zeldovich effect (Sunyaev
& Zeldovich 1972, 1980; Vishniac 1987) by cross-correlating
the velocity field with the CMB and study the expansion of the
Universe.
While the hierarchical structure formation model has been
tested in the nearby Universe (Bond et al. 1982; Blumenthal
et al. 1984; Davis et al. 1985), our method provides a frame-
work to test it at high redshift. The method provides consistent
velocity and density fields, as shown in Fig. 14, which shows a
zoom-in on the inferred mean density field and the correspond-
ing velocity components (vx, vy). Therefore, we can test the hi-
erarchical structure formation model at high redshift by combin-
ing the density and velocity information and testing the predic-
tions of the method with observations. Additionally, these den-
sity and velocity fields can provide some insights into galaxy for-
mation and evolution by studying the effect of large-scale struc-
tures in galaxy populations (Porqueres et al. 2018). Therefore,
this method for the Ly-α forest allows extending investigations
of the nature of galaxies or AGN to the high-redshift Universe.
7.6. The astrophysical parameters
Current efforts of the science community aim at constraining the
astrophysics of the intergalactic medium (see e.g. Lee 2012; Ro-
rai et al. 2017; Eilers et al. 2017) since the thermal history of
the IGM holds the key to understanding hydrogen reionization
at z > 6 (Lee 2012). Particularly, analysis of the Ly-α forest
attempt to measure the parameters T0 and γ. The parameter T0
is related to the spectral shapes of the ultraviolet background.
Therefore, it contains information on the intensity of the ioniz-
ing background, which is relevant to understand the nature of the
first luminous sources and their impact on the subsequent gener-
ation of galaxies (Becker et al. 2015). The parameter γ defines
the temperature-density relation indicating whether over-dense
regions are hotter than the under-dense regions (γ > 1) or vice
versa (γ < 1). While Becker et al. (2007); Bolton et al. (2008);
Viel et al. (2009); Rorai et al. (2017) found evidence for γ < 1,
Calura et al. (2012); Garzilli et al. (2012) found γ ≈ 1. Other
approaches (Schaye et al. 2000; Theuns & Zaroubi 2000; Mc-
Donald et al. 2001; Lidz et al. 2010; Rudie et al. 2012; Bolton
et al. 2014) found γ > 1, which is more in agreement with the
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Fig. 16: Posterior distribution of the noise standard deviations for three lines of sight. The method samples the individual σ of each
line of sight, recovering the input value (solid black line).
Fig. 17: Distribution of signal-to-noise (S/N) per pixel in differ-
ent lines of sight. This distribution of S/N follows a power-law,
mimicking the CLAMATO survey (Krolewski et al. 2018). The
S/N is constant along each line of sight but varies among differ-
ent lines of sight.
theoretically predicted γ ≈ 1.6 for a post-reionization IGM (Hui
& Gnedin 1997). However, the value of γ is still an open de-
bate since the different values are obtained from different kind
of data, affected by systematic uncertainties in a different way
(Eilers et al. 2017).
The algorithm presented in this work infers the astrophysical
parameters of the FGPA, which are directly related to T0 and
γ. Fig. 15 shows the posterior distribution and correlations of
these parameters and the noise variance σ, obtained from 6800
samples. This shows that the method recovers the true value of
the posterior distribution of the FGPA parameters, corresponding
to T0 = (206.5 ± 0.1)103Γ−1/0.7K and γ = 1.614 ± 0.004, where
the uncertainty is derived from the standard deviation of A and β.
While the more accurate measurements of γ have an uncertainty
above 7% (Rudie et al. 2012; Eilers et al. 2017), this test shows
that our method can constrain γ with an uncertainty below 1%.
The reason for this tight constraint of γ is probably the fact that
higher-order statistics of the density field can break parameter
degeneracy (Schmidt et al. 2019). Although constraining γ from
real Ly-α forest data require to model the continuum flux of the
quasar, our method holds the promise to shed new light on the
temperature-density debate.
Note in Fig. 15 that parameters A and β do not show a strong
correlation with the noise variance σ, which is jointly sampled.
It is also worth noticing that β presents a bimodal distribution.
Optimization methods (see e.g. Horowitz et al. 2019) can only
explore local extremes of the distribution, becoming sub-optimal
to explore multi-modal distributions. However, our MCMC ap-
proach can characterize the bimodal distribution and provide the
corresponding uncertainties, which are necessary to interpret the
data correctly. Therefore, our algorithm provides a framework
to constrain the astrophysics of the intergalactic medium jointly
with the density field. To the knowledge of the authors, this work
presents the first approach that attempts to jointly quantify the
astrophysical parameters and the 3d cosmic structure.
8. Study with low signal-to-noise data
The previous tests and analysis were performed using simulated
data with a noise distribution that was the same for all lines of
sight. However, in real data, different lines of sight present differ-
ent signal-to-noise ratio (S/N), which depend on the integration
time of the spectrum. For this reason, this section presents an
analysis with mock data with different S/N for each spectrum.
The distribution of lines of sight is the same as described in Sec.
5 but the Gaussian pixel-noise is characterized by a different S/N
in each line of sight. Therefore, the S/N is constant along one line
of sight but varies among lines of sight, following a power-law as
described in Krolewski et al. (2018) and Horowitz et al. (2019).
To simulate realistic pixel-noise, we draw S/N values for
each line of sight according to
dnlos
dS/N
∝ S/Nα (11)
with α = 2.7 (Horowitz et al. 2019). The distribution of S/N is
shown in Fig. 17, which can be compared to Fig. 2 in Krolewski
et al. (2018). Mimicking the CLAMATO survey, we limit the
values of possible S/N to S/Nmin = 1.4 and S/Nmax = 10
(Horowitz et al. 2019). The Gaussian pixel-noise is then drawn
according to the S/N of each line of sight. The individualσ of the
noise distribution for each line of sight is sampled jointly with
the astrophysical parameters A and β. Figure 16 shows that the
method can recover the individual noise distribution for different
spectra.
Figure 18 shows a posterior predicted test for a low S/N spec-
trum (S/N=2), illustrating the performance of the method in a
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Fig. 18: Top panel: Posterior predictive flux for a spectrum with S/N = 2. The posterior predicted flux is computed from the
ensemble mean density field, shown in the lower panel (orange line). The blue shaded region indicates the 1-σ region, corresponding
to the standard deviation of the noise in this line of sight. Our method recovers the transmitted flux fraction correctly, confirming that
the data model can accurately account for the observations also in the low S/N regime. Bottom panel: Comparison of the inferred
ensemble mean density field along the line of sight to the ground truth. The density field has been smoothed with a Gaussian
smoothing kernel of σ = 0.5h−1 Mpc to simulate the difference between dark matter and gas density fields (Peirani et al. 2014).
This smoothing kernel is applied to the dark matter density field before generating the mock data.
low S/N regime. This figure shows that the algorithm can predict
the input flux and recover the matter density along the line of
sight in the 1-σ uncertainty limits.
Figure 19 shows the probability distribution of the difference
between the true density field and the ensemble mean density,
demonstrating that the algorithm recovers the unbiased matter
density. This test, therefore, shows that our method can be suc-
cessfully applied to low S/N data, providing the unbiased dark
matter density field, jointly inferred with the astrophysical pa-
rameters and the characterization of the noise distribution.
9. Summary and discussion
Observations of the late time cosmic large-scale structure can
provide information on fundamental physics driving the dy-
namic evolution of our Universe only if we manage to accurately
account for non-linear data models and systematic effects on the
data, and if we connect theory to observations. A detailed physi-
cal understanding of our universe, therefore, requires linking the
current increase of high-quality cosmological data with the de-
velopment of novel analysis methods capable of making the most
of such observations. Traditional analyses of cosmic structures
are limited to exploiting only one- and two-point statistics, but
ignore significant information encoded in higher-order statistics
associated with the filamentary features of the late time cosmic
matter distribution. To fully account for the information content
of the cosmic large-scale structure, we need to follow a field-
based approach to extract the entire three-dimensional matter
distribution from observations. In this work we were particularly
interested in studying the cosmic matter distributions at redshifts
z > 2 with one-dimensional Lyman-α forest observations.
To extract the full three-dimensional information content
from the Ly-α forest, we have proposed a Bayesian physical
forward modelling approach to fit a numerical model of grav-
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Fig. 19: Probability distribution of the difference between the
true density field and the ensemble mean density. The algorithm
correctly recovers the unbiased density field from the Ly-α for-
est data with low S/N and individual noise distribution for each
spectra.
itational structure formation to data. Building upon the previ-
ously presented BORG algorithm, our fully probabilistic frame-
work infers the three-dimensional matter density field and its
dynamics from the Lyman-α forest. The method is a consider-
able improvement over previous approaches (e.g. Kitaura et al.
2012; Horowitz et al. 2019) as it infers unbiased dark matter
fields from the Ly-α forest for the first time. While the pre-
vious approaches failed to recover the matter-power spectrum,
our method provides the unbiased matter power spectrum at all
range of Fourier modes. In particular, the approach followed by
Horowitz et al. (2019) produces an underestimation of the power
spectrum, corresponding to too low amplitudes of the inferred
density field. We have shown that our method recovers the un-
biased dark matter distribution and physically plausible density
and velocity fields from Lyman-α data.
To make such inferences feasible, we used a likelihood
function based on the fluctuating Gunn-Peterson approximation
(FGPA). In addition to modelling the dynamical evolution and
spatial distribution of cosmic matter, our approach also accounts
for systematic effects arising from the astrophysical properties
of the intergalactic medium by self-consistently marginalizing
out corresponding nuisance parameters of the FGPA model. We
have shown that this approach can provide tight constraints on
the astrophysical parameters T0 and γ, which provide significant
information about the reionization history of the Universe and
the early luminous sources.
Our hierarchical Bayesian framework encodes non-linear dy-
namical models. This work is based on the Lagrangian Perturba-
tion Theory (LPT). As demonstrated by hydrodynamical simu-
lations, the Ly-α forest arises from regions where the density of
matter is within a factor ten of the cosmic mean density, and thus
is still close to the linear regime of gravitational collapse (Peirani
et al. 2014; Sorini et al. 2016).
We tested our approach using realistic mock observations
emulating the CLAMATO survey to infer the dark matter den-
sity and the velocity field at redshift z = 2.5 with a resolution
of 1h−1 Mpc. These tests demonstrate that our method recov-
ers unbiased reconstructions of the non-linear spatial matter dis-
tribution and its power-spectrum from observations of the Ly-α
forest. The inferred mean density field presents a high correla-
tion with the true density at any location. This indicates that our
method can interpolate the information between lines of sight.
While previous approaches tried to address this challenge with
polynomial smoothing (Cisewski et al. 2014) or Wiener filtering
(Ozbek et al. 2016; Stark et al. 2015b), the dynamical model in
our method interpolates the information by accounting for the
high-order statistics of the density field.
The dynamical model naturally infers velocity fields jointly
with the density field. Therefore, our method provides veloc-
ity fields at z > 2, where this kind of data is usually hard to
obtain. From the velocity fields, we can derive the velocities
along the lines of sight or radial velocities. These velocity fields
can be cross-correlated with the CMB to detect the kinetic Sun-
yaev–Zeldovich effect. Additionally, the consistent velocity and
density fields provide a framework to test hierarchical structure
formation and galaxy formation models at high redshift.
We have shown that the method provides accurate mass and
velocity profiles for cosmic structures, such as voids and clus-
ters. Therefore, this method provides an alternative to measuring
cluster masses, complementary to X-ray and lensing measure-
ments. The method also provides the velocity and density profile
of voids. Since the non-linear effects are mitigated in voids, they
are sensitive to the diffuse components of the Universe such as
dark energy. Therefore, the velocity and density profiles of voids
can be used to discriminate between homogeneous dark energy
and modifications of gravity.
Since the Ly-α probes the matter distribution down to few
megaparsecs, it is sensitive to neutrino masses. This high reso-
lution and the void profiles provided by our algorithm can con-
strain neutrino masses. Additionally, this high resolution of the
Ly-α forest allows us to infer the density field at the 1 Mpc scale.
By applying new techniques compatible with Kodi Ramanah
et al. (2018), this high-resolution density field can provide tight
constraints of the cosmological parameters by studying structure
geometry.
Summarizing, our method clearly demonstrates the feasi-
bility of detailed and physically plausible inferences of three-
dimensional large-scale structures at high redshift from the Ly-α
forest observations. The proposed approach, therefore, opens a
new window to study cosmology and structure formation at high
redshifts.
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Appendix A: Projector along the line of sight
The Ly-α forest is measured along lines of sight to background
sources. The volume elements intersected by the line of sight
are identified from the wavelengths in the spectrum: first, the
redshift is computed from the wavelength
z =
λ − 1
λ0
(A.1)
where λ0 = 1216 Å corresponding to the wavelength of the Ly-
α transition. The redshift is then used to compute the comov-
ing distance from tabulated values of dcom (z) and finally, this is
transformed into the regular grid coordinates as
x = dcom (z) cos (ξ) cos (α) , (A.2)
y = dcom (z) cos (ξ) sin (α) , (A.3)
z = dcom (z) sin (ξ) , (A.4)
with ξ being the declination and α being the right ascension of
the background source.
Appendix B: Method
In this section, we present a more detailed description of our al-
gorithm. We describe the data model, likelihood, and prior. We
briefly discuss how the high-dimensional joint posterior distri-
bution can be explored via a multiple-block sampling scheme.
Appendix B.1: Prior
BORG includes a physical density prior involving a model for
structure formation. Therefore, it translates the inference of the
density field into the inference of the initial conditions, which
obey Gaussian statistics. The link between the initial and evolved
density fields is given by the deterministic structure formation
model. This makes the prior for the final density contrast highly
non-Gaussian and non-linear.
In Fourier space, the prior for the initial density contrast δic
is a multivariate Gaussian with zero mean and diagonal covari-
ance matrix Sˆ corresponding to the initial cosmological power
spectrum
P(δˆic|Sˆ ) = 1√
|2piSˆ |
exp
(
− 1
2
∑
k,k′
δˆick Sˆ
−1
kk′ δˆ
ic
k′
)
(B.1)
where the hat denotes Fourier-space. The elements in the matrix
Sˆ are fixed parameters that characterize the variance of the initial
density field. This covariance matrix is diagonal in Fourier space
due to the statistical homogeneity of the initial density field. The
diagonal coefficients are related to the initial power spectrum
P(k) as
Sˆ −1kk =
√
P(k)
(2pi)3/2
. (B.2)
The power spectrum is chosen to follow the prescription of
(Eisenstein & Hu 1998, 1999), including BAO wiggles.
The prior suggests physically reasonable density fields from
the space of all possible states. However, the prior does not limit
the space of initial conditions that is explored to match the data.
If unlikely events are required to explain the data, the method
explores prior regions that are unlikely.
The next step is to evolve the initial density field to the final
density. We obtain the prior for the final density contrast δf at a
scale factor a by using conditional probabilities:
P(δf) =
∫
P(δf , δic)dδic (B.3)
=
∫
P(δf |δic)P(δic)dδic. (B.4)
Since gravity is deterministic, the conditional probability is a
Dirac delta of the structure formation model M(a, δic):
P(δf |δic) =
∏
x
δD(δfx − M(a, δic)x). (B.5)
Once the gravitational model is defined, a prior distribution
for the evolved density field can be obtained in two steps: first,
a realization of the initial conditions is drawn from the Gaussian
prior. It is then evolved forward in time with the structure forma-
tion model. This procedure provides samples from the joint prior
distribution of the initial and evolved density fields:
P(δf , δic) = P(δic)
∏
x
δD
(
δfx − M(a, δic)x
)
. (B.6)
where x labels the volume elements. The evolved density field
is smoothed using a Gaussian kernel with a smoothing length of
σ = 0.5 h−1 Mpc.
Appendix B.2: Likelihood
We developed a likelihood based on the Fluctuating Gunn-
Peterson Approximation (FGPA Gunn & Peterson 1965):
Fx = exp
[
− A(1 + δx)β
]
(B.7)
where the index x labels the volume elements, F is the transmit-
ted flux fraction, δ is the density contrast and A and β are astro-
physical parameters that are related to the neutral hydrogen.
It is common to assume that the noise in the data is Gaussian
(Bird et al. 2011; Cisewski et al. 2014; Lee et al. 2017; Ozbek
et al. 2016; Horowitz et al. 2019). Labelling the lines of sight
with an index n, the likelihood reads
P(δic, δf |F) =
∏
n,x
1√
2piσ2
(B.8)
× exp
[
−
(
(Fn)x − exp[−A(1 + δx)β]
)2
2σ2
]
where n labels the lines of sight, x runs over the volume ele-
ments intersected by the n-th line of sigth and F is the observed
flux. The constants A and β are astrophysical parameters that de-
pend on the physics of the neutral hydrogen that produces the
absorption lines. Although these parameters are interesting on
their own because they can provide information about the inter-
galactic medium, they are not interesting for our cosmological
analysis and we marginalize over them.
Appendix B.3: Posterior
The posterior distribution of the density field can be written as
P(δf |F) = P(F|δ
f)P(δf)
P(F)
, (B.9)
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where P(F) is the normalization. In terms of the initial density
field, the posterior can be written as
P(δf , δic|F, S ) = P(F|δ
f , δic)P(δf , δic|S )
P(F)
(B.10)
= P(F|δf)P(δ
ic|S )
P(F)
∏
x
δD
[
δfx − M(a, δic)x
]
where x labels the volume elements.
By marginalizing over the final density field, we obtain the
posterior that links the primordial density field with the observed
flux in the Ly-α forest:
P(δic|F, S ) = P(F|M(a, δic))P(δic|S )
P(F)
(B.11)
= P(F|δic)P(δ
ic|S )
P(F)
(B.12)
Appendix B.4: Modules
We made use of the statistical modular framework of BORG
(Jasche & Wandelt 2013). This approach allows us to model
complex data models as a Bayesian hierarchical problem.
Since it is not efficient to sample from the high-dimensional
posterior B.12, BORG makes use of the Metropolis-Hastings
theorem which allows us to break the high-dimensional sam-
pling into the sampling of the density field δic and the rest of
the inferred quantities θi separately:(
δic
)s+1
x P(δic|θs, F) (B.13)
θs+1 x P
(
(θs|
(
δic
)s
, F
)
(B.14)
(B.15)
where s indicates the sample number, l labels the volume ele-
ments and θ are the astrophysical parameters of the IGM, which
are sampled using a slice sampling scheme. We obtained samples
of the high-dimensional posterior distribution using a Markov
Chain Monte Carlo in this block sampling scheme.
Appendix C: Hamiltonian Monte Carlo sampling
The inference of the density field requires inferring the ampli-
tudes of the primordial density field at different volume elements
of a regular grid, commonly between 1283 and 2563 volume ele-
ments. This implies 106 to 107 free parameters. Algorithms that
perform a random walk, like the Metropolis-Hastings, fail in
this high-dimensional parameter space. However, the Hamilto-
nian Monte Carlo (HMC) method provides an efficient sampling
method in high-dimensional non-linear parameter spaces since it
uses the information in the gradients to avoid random walks. In
this section, we briefly review the HMC framework used for this
work. A more detailed review, as well as its application to the
large-scale structure analysis, is presented in Jasche & Kitaura
(2010) and Jasche & Wandelt (2013).
Appendix C.1: Algorithm
Suppose that we want to generate samples from a probability
distribution P(x). Then the HMC scheme interprets the negative
logarithm of the distribution as a potential ψ(x) = − ln(P(x))
(Duane et al. 1987).
We construct a Hamiltonian with this potential ψ(x) describ-
ing the dynamics of the phase space. In order to add a kinetic
term, we introduce a set of momenta pi and a mass matrix M as
H(x,p) =
∑
i
∑
j
1
2
piM−1i j p j + ψ(xi). (C.1)
The mass matrix M is positive definite and affects the perfor-
mance of the sampler. These masses characterize the inertia of
the parameters when moving through the parameter space.
Then we can obtain the probability distribution as
e−H = P(x) exp
(∑
i
∑
j
1
2
piM−1i j p j
)
. (C.2)
This ensures that the joint distribution can be split into a Gaus-
sian distribution for the momenta pi and the distribution P(x) to
generate the samples. Therefore, the sets p and x are independent
and the auxiliary momenta can be marginalized over.
In order to generate samples from the joint distribution, we
first need to draw a set of momenta from the distribution de-
fined by the kinematic energy, which is a Gaussian distribution
with covariance M. The system evolves deterministically from
an initial point in the high-dimensional parameter space, for a
pseudo-time τ, following the Hamilton equations:
dxi
dt
=
∂H(x,p)
∂pi
(C.3)
dpi
dt
=
∂H(x,p)
∂xi
= −∂ψ(x)
∂xi
. (C.4)
The new position (x′,p′) in the phase space is found by inte-
grating the Hamilton equations. Then this new point is accepted
or rejected according to the original Metropolis-Hastings accep-
tance rule:
PA = min{1, exp[−H(x′,p′) − H(x,p)]}. (C.5)
The Hamiltonian equations guarantees a unity acceptance rate
since they ensure energy conservation. However, numerical in-
accuracies in the integration scheme result in smaller acceptance
rates. After accepting a new sample, the algorithm discards the
momenta and restarts the sampling scheme by drawing a new
set of momenta, which ensures the exploration of the system.
Summarizing, the HMC sampling scheme is done in two steps:
the first step performs a Gibbs sampling to get a set of Gaussian
distributed momenta and the second step computes the determin-
istic dynamical trajectory on the posterior distribution.
Appendix D: Hamilton equations for the LSS
The HMC exploits the gradient of the logarithmic posterior dis-
tribution to optimally explore the parameter space. Therefore,
the algorithm also requires the derivatives of the posterior distri-
bution.
We can derive the potential in the Hamilton equations from
eq. (B.9) and (B.1)
ψ = − ln [P(δic|F)] (D.1)
= ψlikelihood(δic) + ψprior(δic), (D.2)
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where F is the data and
ψprior(δic) =
1
2
∑
xy
δicx S
−1
xy δ
ic
y , (D.3)
ψlikelihood(δic) =
∑
n
N∑
x
(
(Fn)x − exp[A(1 + M(a, δic))βx]
)2
2σ2
+
1
2N
∑
n
ln(2piσ2)N (D.4)
where n runs over the lines of sight, x and y label the volume
elements and N is the number of voxels of the n-th line of sight.
The forces are computed by differentiating with respect to δic
∂ψ(δic)
∂δicx
=
∂ψprior(δic)
∂δicx
+
∂ψlikelihood(δic)
∂δicx
. (D.5)
The prior gradient is
∂ψprior(δic)
∂δicx
=
∑
y
S −1xy δ
ic
y (D.6)
and the corresponding likelihood term
∂ψlikelihood(δic))
∂δicx
=
∑
n
(Fn)x − exp[−A(1 + M(a, δic)x)β]
σ2
× Aβ(1 + M(a, δic)x)β−1 (D.7)
× exp
[
− A(1 + M(a, δic)x)β]
× ∂M(a, δ
ic)x
∂δicx
.
The parameters of the likelihood A, β and the noise variance
σ are sampled using a slice sampler. The equations of motion
are integrated using a leapfrog integration scheme Duane et al.
(1987), which is exactly reversible and symplectic, maintaining
the detailed balance of the Markov chain.
Appendix E: Pearson’s correlation coefficient
The Pearson’s correlation coefficient is a measurement of the lin-
ear correlation between two variables. It has a value between 1
and -1, with 1 indicating linear positive correlation and -1 anti-
correlation. The Pearson’s coefficient is defined as
rxy =
∑
i(xi − 〈x〉)(yi − 〈y〉)[∑
i(xi − 〈x〉)2
]1/2[∑
i(yi − 〈y〉)2
]1/2 (E.1)
where i labels the samples and 〈x〉 indicates the sample mean of
x.
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