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Abstract: Following the recent discovery of new three-dimensional particle attractors driven by joint 
(fluid) thermovibrational and (particle) inertial effects in closed cavities with various shapes and 
symmetries (Phys. Fluids, 26(9), 093301, 2014 and Phys. Fluids, 31(7), 073303, 2019), the present 
analysis continues this line of inquiry by probing influential factors hitherto not considered; among 
them, the role of the steady component of thermovibrational convection, i.e. the time-averaged 
velocity field that is developed by the fluid due to the non-linear nature of the overarching balance 
equations. It is shown how this apparently innocuous problem opens up a vast parameter space, 
which includes several variables, comprising (but not limited to) the frequency of vibrations, the so-
called ‘Gershuni number’, the size of particles (Stokes number) and their relative density with 
respect to the surrounding fluid (density ratio). A variety of new particle structures (2D and 3D) are 
uncovered and a complete analysis of their morphology is presented. The results reveal an increase 
in the multiplicity of solutions brought in by the counter-intuitive triadic relationship among particle 
inertial effects and the instantaneous and time-averaged thermovibrational phenomena. Finally, a 
universal formula is provided that is able to predict correctly the time required for the formation of 
all the observed structures. 
 
 
1. Introduction   
 
Fluids with dispersed particles are governed by physical effects (and related parameters) that when 
varied can result in widely qualitatively and quantitatively different dynamical behaviors. The 
related paths of evolution can be extremely intricate and include phenomena such as 
synchronization (able to produce highly ordered patterns, see, e.g., Schwabe et al.,1; Pushkin, 
Melnikov and Shevtsova2; Melnikov, Pushkin and Shevtsova3; Gotoda et al.,4), or vice versa 
bifurcations and symmetry-breaking (leading to diametrically opposite effects see, e.g., 
Parthasarathy and Faeth,5; Ehara et al.,6; Lappa7 and references therein). These systems and the 
underlying mathematical aspects are of great interest from the viewpoint of fundamental science as 
the non-trivial interplay between particles and fluid makes them ideal targets to study how non-
linearity can produce states with a varying degree of disorder.  
Beyond purely academic aspects, fluid-particle mixtures are widespread in science and engineering 
and widely studied in specific areas such as astrophysics (Bracco et al.,8; Lappa,9), geophysics 
(Haszpra and Tél10), the sciences of life (Srivastava11), thermal and mechanical engineering (Saghir 
and Mohamed12; Acquaro13; Dasgupta et al.,14), combustion, chemistry and materials science 
(Rao,15; Zhao et al.,16; Balboa-Usabiaga and Delgado-Buscalioni17). With the rise in its industrial 
importance, in particular, the initially largely theoretical development of such a subject (mostly 
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carried out with regard to turbulent fluid motion, given the pervasive presence of such flows in a 
number of industrial processes and applications, see, e.g., Eaton and Fessler18; Jayaram et al.,19; 
Yuan et al.,20; Luo et al.,21) has received a continuation with new studies focusing on flows with 
laminar characteristics.  
This new line of inquiry has been motivated by the need to identify new archetypal situations in 
which the non-linear effects at play in these systems could intentionally be used to exert a ‘control’ 
on the behavior and/or distribution of particles. 
Due to such investigations, eventually, it has been recognized that the ability of some time-
dependent flows to promote particle clustering is not an exclusive prerogative of the turbulent 
regime (Haller and Sapsis22). Flows with a deterministic behavior (e.g., time-periodic convection) 
have indeed been found to support the formation of highly-ordered, high-resolution particle 
structures via the interplay of their time-dependent (but not turbulent) properties and the ability of 
dispersed solid matter to react to the fluctuations in the fluid velocity field with a certain time-lag or 
phase shift. As an example, a very interesting line of research dealing with these aspects is that 
originating from the discovery of one-dimensional flywheel-shaped particle structures in liquid 
bridges Refs. [1-4]. 
A justification for these peculiar behaviors can be rooted to the topological features of the fluid 
streamlines and the geometrical properties of the trajectories that particles describe in space. These 
paths are not necessarily coincident. A density mismatch can cause acceleration or deceleration of 
particles along the direction of the prevailing body forces, while their finite size can produce a drag 
of viscous nature essentially in the same direction of fluid motion. For these reasons, real particles 
do not conform to the behavior that would ideally be taken by inertia-less (point) particles 
transported as passive tracers by an underlying incompressible flow. Rather they tend to display the 
typical dynamics of a compressible medium, i.e. the spacing among particles can undergo 
significant variation in time and cause the emergence of locally depleted or concentrated areas2.   
In particular, what sets apart this new class of phenomena and the related patterning behavior from 
other similar dynamics induced by turbulent flows is the reproducibility and extremely regular 
(aesthetically appealing) morphology of the structures formed by particles (as opposed to the 
irregular aggregates induced by turbulent fluid motion). Moreover, particles self-assemble without 
electrostatic, magnetic or hydro-dynamically induced attraction and do not require propulsion 
devices such as beating flagella or cilia (as it would be the case for micro-organisms). They simply 
clump together without any need for adhesive or other bonding forces. This may be regarded as a 
distinguishing mark with respect to the other interesting categories of phenomena studied e.g., by 
Love and Pettit23 and by Tabakova and Zapruanov24, Wunenburger et al.,25, Thomas and Gollub26, 
Ivanova et al.,27, Kozlov et al.,28.  
This realization has led over the years to the establishment of an independent, elegant theoretical 
framework that is nowadays known as the “study of inertial particle in time-periodic flows”2-3, 29-38. 
All these phenomena share a similar physical interpretation, which might be seen as a common 
denominator underpinning this specific field. Nevertheless, there seems to be no limits to the variety 
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of patterns or particle structures that can be attained or produced; notably, this richness follows 
from the many different variants of time-periodic flow that can be found in nature and technology.  
Time-periodicity might be a consequence of a bifurcation naturally leading a given flow from an 
initial steady state to a time-dependent regime in which a single frequency (and its multiples) are 
present, or be artificially imposed via the application of some external forcing such as ‘vibrations’ 
with well-defined amplitude and frequency to a non-isothermal fluid. The reader interested in the 
former situation may consider, e.g., the experimental results by Tanaka et al.,39, Ueno et al., 40, 
Schwabe and Mizev41, Gotoda et al., 42 and Toyama et al., 43. The latter condition is the main focus 
of the present study.  
When a fluid is shaken in the presence of an imposed temperature difference, the emerging flow is 
known as thermovibrational convection (Gershuni and Lyubimov44; Mialdun et al.,45; Lyubimova46; 
Bourab et al.,47; Shevtsova et al.,48,49, Maryshev et al., 50; Lappa51; Vorobev and Lyubimova52).  
Recently, a new category of particle attractors driven by joint (liquid) thermovibrational and 
(particle) inertial effects has been identified in closed cavities with various shapes and symmetries 
(Lappa53-55). The present analysis aims to integrate the information reported in those studies by 
considering a previously overlooked aspect, that is, the steady velocity component that this type of 
convection can produce in some circumstances. 
As illustrated for a companion (isothermal) problem by Lappa56, the presence of a non-negligible 
self-generated steady fluid velocity is expected to determine symmetry breaking phenomena in 
otherwise perfect and highly ordered particle structures. By proposing to analyze situations where 
thermovibrational convection includes both non-zero time-averaged and instantaneous velocity 
components, we aim to develop new principles to enable increased control over the ability of 
particles to target desired locations depending on the prevailing (steady or oscillatory) behavior of 
the flow.  
 
 
2. Mathematical and Numerical Model  
 
In line with earlier studies on the same subject and, given the significant interest attracted by such a 
configuration in past works and its simplicity, we consider a differentially heated cavity with 
characteristic size L (in microgravity conditions, i.e. with no steady gravity, see Fig. 1). The force 
driving the flow of fluid and dispersed solid particles is a time-periodic form of buoyancy produced 
by the concurrent action of an imposed temperature difference and ‘vibrations i.e. a time-periodic 
displacement of the overall fluid-particle mixture container. 
A mathematical basis for the study of these problems is the classical Eulerian framework used for 
representing fluid flow combined with a Lagrangian approach to account for the motion of particles 
(treated as separate entities). This hybrid formulation is particularly convenient as it makes 
unnecessary complex mathematical manipulations and transformations. Moreover, standard solution 
procedures can be used for the fluid flow and internal energy equations (Sect. 3). 
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Figure 1: Cubic cavity with characteristic size L shown, delimited by solid walls (one at z=-0.5 
cooled, the other at z=0.5 heated, adiabatic conditions on the remaining sidewalls). The vibrations 
are directed along the y axis (=/2) while the x axis plays the role of ‘spanwise direction’.  
 
2.1 Dimensional governing equations for fluid and dispersed particles 
 
By indicating with vˆi  the unit vector relating to the direction of the fluid container displacement, 
with b the vibration amplitude and with =2f the related angular frequency, imposed vibrations 
can mathematically be represented in a fixed laboratory frame as   ˆ bsin( t)lab vs t i . From a 
dynamic point of view, this is equivalent to applying an acceleration varying in time as 
  ˆ sin( t) vg t g i   where g= b2 (formally appearing by taking the second time derivative of the 
displacement function). The buoyancy effect, of course, also depends on the nature of the fluid itself 
and the temperature distribution inside the container. Accordingly, in dimensional form the fluid 
transport equations for mass, momentum and internal energy can be cast in condensed form as 
 
 V 0            (1) 
 
  2 2 ˆb sin( t) vV p VV V it
                    (2) 
 
  2v vTC C VT Tt
                 (3) 
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where the vector V contains the variables [u, v, w] (u, v and w being the velocity components along 
the x, y and z directions), p is the pressure, T is the temperature and , ,  and Cv are the fluid 
density, dynamic viscosity, thermal conductivity and specific heat at constant volume, respectively.  
This formulation clearly reflects the assumption of incompressible fluid as witnessed by the specific 
form taken by the balance equation for mass, it being reduced to the condition of solenoidal velocity 
field (mathematical condition corresponding to the constraint of fluid parcels evolving in the flow in 
such a way that their volume remains constant). Closure of the problem from a mathematical point 
of view, however, requires the introduction of an additional relationship needed to link the changes 
of density appearing in the momentum equation to the temperature (this being required to properly 
account for the buoyancy effects). By using the classical Boussinesq approximation (which has 
enjoyed a widespread use in past studies on both classical buoyancy and thermovibrational 
convection), such relationship reduces to a linear proportionality law formally corresponding to a 
Taylor series expansion of the density with respect to temperature truncated after its first order 
term57 (while the other thermodynamic properties are generally considered constant, see, e.g., 
Mialdun  et al., 45; Lyubimova46; Bourab et al., 47; Lappa51).  
In line with our umbrella of on-going research on this subject37,53-55, and given the success already 
enjoyed by this formulation in other parallel lines of research2-3,30-32,58, we rely on a separate 
Lagrangian strategy to track particles. In particular, the need to account for particle inertial and drag 
effects (produced by the different density of particles with respect to the surrounding liquid and 
their non-infinitesimal size), is naturally dealt with through the so-called Maxey-Riley equation (see, 
e.g., Maxey and Riley59, Kuhlmann et al.,60), which in (dimensional) vector form reads:  
 
    229 ˆb sin( t)2 2p ppp p vp
dV dVDV DVV V i
dt Dt R Dt dt
                    (4) 
 
where Vp =[up, vp, wp] is the particle velocity and  is a corrective factor used to model the departure 
of the particle viscous drag from the classical Stokes formula (see Sect. 2.2). In particular, the 
various terms appearing at the right hand side of this equation represent, respectively, the force that 
the undisturbed flow exerts on the generic particle, the above-mentioned viscous drag, the virtual-
added mass force and the time-varying buoyancy effect due to the presence of vibrations. The so-
called Basset force is neglected (the reader being referred to Ref [35] and references therein for an 
extensive treatment of this aspect, which is not duplicated here for the sake of brevity).  
As the reader will realize by examining the mathematical shape of these terms, many of them 
directly depend on the velocity of the fluid, which provides the aforementioned link between the 
Eulerian and Lagrangian representations, i.e. between eq. (4) and eqs. (1-3).  
In such a context, we also assume that particles are made of a highly heat-conducting material, so 
that their temperature can be assumed equal to the temperature of the ambient fluid. 
The non-dimensional problem, which has been glossed over here, is put in a proper mathematical 
context in the next subsection. 
Accepted for publication in the Physics of Fluids (ISSN: 1070-6631) on 06 May 2020 
 
6 
 
2.2 Non-dimensional formulation 
 
Following common practice in the context of studies devoted to standard buoyancy flow (i.e. 
convection produced by a steady acceleration), the different factors contributing to the development 
of thermovibrational convection can be combined into a single non-dimensional parameter formally 
akin to the so-called Rayleigh number, i.e. 
 
2 3
Tb TLRa
 

            (5) 
 
where T is the applied temperature difference, =/Cv is the fluid thermal diffusivity and T is 
the fluid thermal expansion coefficient formally linking the fluid density to its temperature through 
the aforementioned Taylor series expansion (truncated in order to make the resulting relationship 
linear).  
Given the peculiar nature of thermovibrational convection and its intrinsic property of giving rise to 
different regimes depending on the magnitude of vibration frequency and amplitude, however, a 
proper characterization of this kind of flow generally requires the introduction of three distinct non-
dimensional parameters, namely, the nondimensional vibration frequency (), the nondimensional 
acceleration amplitude () and  buoyancy factor (), defined as:  
 
2L  ; 2
32

 Lb ; and )( TT          (6a) 
 
where obviously:  
 
Ra= /Pr            (6b) 
 
Explaining the dependence of this type of flow on these parameters is not as straightforward as one 
would imagine since a proper understanding of it does require the provision of other arguments 
about the ability of fluid systems, which are essentially time-periodic, to produce a non-linear 
stationary response. 
As illustrated above, the application of vibrations to a non-isothermal fluid can be considered 
equivalent to imposing an acceleration varying sinusoidally in time with no average value (i.e. no 
residual steady acceleration). The fluid generally reacts to the application of this forcing producing 
a velocity field that oscillates in time with the same frequency of the vibrations. As the equations 
that govern the evolution of the fluid are non-linear, the synchronous behavior of the fluid with 
respect to the external forcing, however, can be accompanied in some specific circumstances by a 
different type of ‘response’.    
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In particular, it is known (Monti et al., 61-62; Savino and Lappa63) that if the frequency of vibrations 
is relatively small and their amplitude is high, the relationship between the output (the response of 
the system) and the input can be assumed to be ‘linear’ in the sense that, as explained above, the 
fluid reacts to the application of an acceleration changing periodically in time with a velocity field 
which also evolves periodically in time (with the same frequency of the forcing). In such 
conditions, by taking the time-averaged value of the velocity, one would obtain a zero value. If the 
vibration frequency is relatively high and the amplitude small, however, a different regime can be 
entered (Gershuni et al., 64; Gershuni and Zhukhovitskii65) where a significant time-averaged 
component of velocity is produced. This component is generally indicated as V  (accordingly, the 
related time-varying component of velocity can be defined as  VVV ' ). 
In practice, on increasing  from zero, a first regime is generally met where oscillatory velocity and 
oscillatory temperature parts are relatively large while the time-average steady contributions can be 
assumed to be negligible ( 0V  ). Conversely, at high  the relative importance of these terms is 
swapped and the time-average contributions become dominant ( 'V V ).  
While Ra accounts for the amplitude of the time-varying component of velocity, the magnitude of 
the steady component can be characterized using a different non-dimensional group, generally 
known as the Gershuni number (Gs). This number can still be expressed as a combination of the 
three independent parameters ,  and  (), i.e. it reads: 
 
2 222 2( ) ( ) 1 Pr
2 2 2 Pr 2
T T g Rab TL TLGs        
                      (7) 
 
The presence of solid particles dispersed in the fluid obviously increases further the complexity of 
the overall non-dimensional problem defined above by enriching it with other characteristic 
parameters. These are the ratio of the particle to the fluid density 
 
 =p/             (8) 
 
and the particle Stokes number, defined as  
 
2
2
2
9
pRSt
L
              (9) 
 
where Rp is the particle radius. 
All these characteristic numbers simply reflect the physical nature of the considered problem where 
particle dynamics are affected by vibrations via two concurrent mechanisms, these being the direct 
effect of the resulting accelerations on the particles due to the existing density gap with respect to 
the surrounding fluid (which would be still present in an isothermal system) and the other being 
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related to the way by which the flow of thermovibrational nature transports particles according to 
their radius and mass. As illustrated above, in turn, the latter can be further split into a ‘mean’ effect 
and an ‘instantaneous’ effect induced by the aforementioned periodic velocity VVV '  
oscillating in time at the same acceleration frequency  of the imposed inertial disturbance (g-jitter). 
Assuming as reference length, velocity and time, the cavity size (L), the thermal diffusion velocity 
(/L) and time (L2/), respectively and scaling the temperature by T, the combined set of 
governing Eulerian and Lagrangian equations can finally be cast in non-dimensional form as: 
 
 V 0           (10) 
 
  2 ˆPr Pr sin( ) vV p VV V Ra T t it 
              (11) 
 
  2T VT T
t

               (12) 
 
   1 Pr 3 3 1 ˆsin( )
1/ 2 2 2 1/ 2
p
p v
dV dVV V V V t i
dt St dt
   
             (13) 
 
where (see, e.g., Clift et al.,66) 
 
0.6871 0.15Re p              (14a) 
 
and 
1/2
Re 3 2
Pr pp
St V V           (14b) 
 
Assembled in this way, these equations also show the essence of the so-called one-way coupling 
approach adopted in the present study, i.e. the implicit assumption that the back influence of 
particles on the fluid can be considered negligible (mathematically represented by the lack of terms 
relating to dVp/dt in the fluid momentum balance equation). This means that, though we use many 
particles for visualization purposes (Sect. 4), the numerical simulations performed in this work are 
intended for dilute fluid-particle mixtures.  
 
2.3 Initial and Boundary conditions 
 
As initial conditions for the fluid we consider: 
t=0:   V (x,y,z=0, T(x,y,z z    (15) 
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where V=0 means that the liquid is quiescent and the non-dimensional temperature follows a linear 
relationship increasing from TCold = -0.5 on the cold sidewall to THot = 0.5 on the other side, while 
the remaining walls are adiabatic. No slip conditions are set for all solid walls (fluid velocity V=0). 
Particles are assumed to be distributed uniformly and with zero velocity initially (for t=0) and to 
undergo elastic interaction with the solid (no-slip) walls when subjected to vibrations (for t>0). 
 
3. The numerical method  
 
As indicated in the preceding sections, the problem unknowns can be reduced to two vector 
quantities and two scalars, these being the velocity of the fluid and of the particles and the fluid 
pressure and temperature, respectively. Some of the connections existing among all these variables 
have already been clarified in Sect. 2, where the interrelations among them have implicitly been 
made evident by means of relevant physical arguments and by the related governing equations put 
in non-dimensional form. Additional levels of coupling, however, are brought in by the 
implementation of the numerical method required for the solution of these equations. This is 
especially true for what concerns the relationship between the fluid velocity and its pressure. 
Properly accounting for this interdependence generally requires some manipulation of the equations 
for mass and momentum balance, which formally leads to split them into sub-equations and define 
new equations not present in the original formulation. This strategy is indeed at the root of the so-
called category of projection methods. The methods originate from the realization that the vorticity 
of a fluid can be decoupled from pressure gradients as these gradients do not appear in the vorticity 
balance equation (this equation formally obtained by taking the curl of the momentum equation 
does not include pressure as the curl of the gradient of a scalar quantity is always zero by definition). 
This implies that by solving an approximated version of the momentum equation where the 
presence of the pressure gradient is not considered, i.e.  
 
 * 2 ˆPr Pr sin( ) vV VV V Ra T t it  
            (16) 
 
with V*=0 being imposed at the walls, one gets a velocity field that, though not physical, displays 
the same content of vorticity that the physical velocity would.   
The resulting velocity field (called “intermediate” to distinguish it from the physical one) obviously 
needs further numerical elaboration in order to make it realistic. This is typically implemented by 
correcting it with the pressure gradient previously neglected as  
 
1 *nV V t p               (17) 
 
This stage is purely formal as the pressure is still unknown after V* has been determined via the 
solution of eq. (16). In the practical implementation it must be preceded by the numerical solution 
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of the elliptic equation obtained by forcing eq. (17) into the continuity equation. This artifice 
formally yields a new equation for the determination of the pressure:   
 
*2 1p V
t
      (18) 
Once p has been determined, the final (physical) velocity field can be computed using eq. (17), 
which implicitly leads to the conclusion that eq. (18) must be solved with homogeneous Neumann 
boundary conditions for the pressure at the walls, i.e. ˆp n   (where nˆ  is the unit vector 
perpendicular to the boundary. This condition obviously stems from the need to make ˆ 0V n   
there via application of eq. (17)). Its ability to make the problem well posed from a mathematical 
point of view was originally assessed by Gresho and Sani67 on the basis of principles of mass and 
momentum conservation combined with continuity arguments. Though it is known that this simple 
condition might lead to erroneous numerical boundary layers in proximity to solid walls (especially 
for turbulent flows), it has been used for the present simulations due to the essentially laminar 
nature of the considered thermovibrational convective states and because the thickness of these 
layers (l  (Prt)1/2) can be considered negligible for the time integration steps considered in the 
present work (t =O(10-7) l = O(10-3)) (the reader interested in more sophisticated variants is 
referred to the existing literature, e.g., the relevant studies by Karniadakis et al.,68 and Petersson69 
where more accurate pressure boundary conditions were derived for high-order-in-time integration 
schemes; these alternate conditions typically enforce the normal derivative of the divergence to be 
zero on the boundary by coupling the normal derivative of the pressure to the normal component of 
the curl of the vorticity). 
Though the modus operandi at the root of these projection methods may apparently look heuristic, 
in reality, it relies on a precise mathematical theorem, namely, the so-called Hodge decomposition 
theorem (see, e.g., Ladyzhenskaya70). This theorem states that any vector field can always be split 
into a vector part of given divergence and a second part given by the gradient of a scalar potential 
function. Additional insights into this category of methods and related theoretical pre-requisites or 
implications can be found in various works appearing in the literature (see, e.g., Brown et al.,71; 
Armfield and Street72; Guermond et al.,73).  
In general, special care must be taken to make sure that the coupling of velocity and pressure is 
well-posed from a numerical point of view. This is typically achieved by implementing a staggered 
arrangement for these quantities74-75. 
Before moving to the next section, it is also worth briefly discussing the coupling between the two 
vector unknowns involved in the problem, namely, the velocity of the fluid and the velocity of the 
particles. These two velocity fields follow different principles, as one relates to a fixed (uniform) 
grid covering the entire physical domain, whereas the latter is intimately associated to the positions 
instantaneously occupied by the particles. For the present simulations the required coupling (i.e. the 
reconstruction of the fluid velocity at the position occupied by the particles) has been achieved on 
the basis of linear interpolation schemes by which the velocity at the particle position is determined 
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as a function of the velocity at the nodes (four in 2D, eight in 3D) defining the vertices of the 
computational cell where the particle is contained. The grids used in the present study have been 
based on the mesh refinement study conducted by Lappa53 and reflect the (known) fortunate 
absence of boundary layers in thermovibrational flow for the range of values of the Gershuni 
number considered in the present work (accordingly, 80 grid points along each spatial direction 
have been employed).  
Due to the significant computational cost being anyway associated with this approach (resulting 
from the need to keep the time integration step extremely small especially for the case of high ), 
part of the explorative simulations presented in Sect. 4 have been conducted in a two-dimensional 
framework. Two-dimensional simulations have the potential to offer valuable insights in this regard 
when situations are considered for which vibrations are perfectly perpendicular to the imposed 
temperature difference and the walls of the container (as shown in Fig. 1).   
Given the unavailability of results produced by other authors on the same subject considered in the 
present work, the overall theoretical architecture illustrated in the present and preceding sections 
has been validated through comparison with the outputs of simulations conducted using different 
computational platforms (for the same circumstances considered in the present work, see Sect. 4). 
As independent software, in particular, we have considered both Open-Foam and ANSYS Fluent 
and related one-way-coupling particle-tracking kernels. The results have displayed excellent 
agreement in terms of shape, size and formation time of the emerging particle structures.  
 
4. Results 
 
In previous studies37, 53-55 the Gershuni number was set to a relatively small value (103) in order to 
filter out the disturbing presence of the self-generated steady component of velocity of 
thermovibrational flow, expected to interfere in a detrimental way with the delicate synchronization 
mechanisms leading to the emergence of particle structures. Those parametric investigations were 
therefore carried out for fixed values of Gs and  by keeping constant the ratio / (related to Gs 
via a quadratic relationship, as shown by eq. (7)). Here we intentionally target the removal of all 
such constraints. 
More specifically, the principal objectives of the present study are: (i) the analysis of the hierarchy 
of symmetries displayed by the particle structures as a function of governing parameters that can be 
varied independently, (ii) an assessment of the (non-dimensional) size and the time required for 
their formation, (iii) discerning the cause-and-effect relationships responsible for the observed 
behaviors.     
As accounting for all the influential factors described in the preceding pages (Pr, Ra, , , St) at 
the same time would lead to a 5-dimension space of variables (potentially making the interpretation 
of results rather difficult), we resort to the widespread procedure (see, e.g., Lappa35) relying on the 
variation of one parameter, while the others are being kept fixed. Put simply, this corresponds to an 
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exploration of the space of parameters proceeding along an articulated path, which consists of 
mutually perpendicular (in the 5-dimension space) segments.   
For simplicity we concentrate on only two values of the Prandtl number (namely Pr=6.11 and 
Pr=15.5, the former corresponding to water at 25 C, the latter being representative of 1cs silicone 
oil around 25 C or ethanol around 30 C, respectively), a fixed value of the particles Stokes 
number (St=5x10-6) and allow all the other influential factors to span relatively wide ranges, i.e. 
O(104)RaO(106), O(107) O(109), O(103) O(104) and 0.12.0. 
Before embarking into the description of the present results, we wish to put some emphasis on the 
fact that the present study was motivated by a recent companion work56 dealing with collections of 
inertial particles suspended in an isothermal viscous fluid and subjected to oscillatory shear (no 
thermal effects). Starting from a ordered distribution of particles concentrated in an area having 
circular shape (initial conditions corresponding to a particle-dense ‘ball’) and repeating several 
cycles of shear in time, it was found that while in the absence of non-linear time-averaged effects 
the set of particles could behave as a cohesive entity for long times (being stretched periodically but 
maintaining a sharp boundary between its particle-filled interior and the clear fluid outside), the 
initial ball was quickly turned into a completely disordered distribution of particles when a steady 
component of velocity was present in the fluid.  
Because of this, but bearing in mind that the motivations underlying the present study are different 
(here we explore the opposite effect, that is, ability of the considered flow to produce accumulation 
structures starting from a dispersed distribution, i.e. the existence of ‘attractors’), we examine 
regimes where time-averaged flow is expected to be significant and break the spatio-temporal 
symmetry of the flow, that is, circumstances for which Gs  O(103). As anticipated at the end of 
Sect. 3, we apply our framework to different showcases for both three- and two-dimensional 
convection. 
 
4.1 Water-particles mixtures  
 
4.1.1 Influence of the acceleration amplitude 
As a first step towards the removal of the limitations affecting earlier studies on this specific subject, 
first we assess the evolutionary modifications undergone by the particle structures as the non-
dimensional acceleration amplitude () is varied while keeping constant the non-dimensional 
frequency and the Rayleigh number. Following a logical approach, in particular, we start from the 
situation in which the Gershuni number is relatively small (circumstances for which, as shown in 
previous studies, the mirror symmetry of the attractors with respect to the mid-plane perpendicular 
to the direction of vibrations should be preserved) and then move to cases when this parameter is 
increased by one order of magnitude or more. 
Along these lines, a first set of results is summarized in Fig. 2 assuming water as working fluid, 
particle-to-fluid density ratio =2, Ra=105, and non-dimensional angular frequency =104, 
corresponding to a value of the Gershuni number Gs305 (same value considered in the earlier 
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analysis by Lappa37). In Lappa37, very regular particle structures (consisting of two main tubular 
surfaces aligned along a direction perpendicular to the imposed temperature difference and to the 
direction of vibrations) were found to be the result of a delicate synchronization mechanism 
involving the purely time-periodic nature of the carrier flow (with negligible steady component) and 
the inertial response of non-isodense particles. As a fleeting glimpse into Fig. 2 would confirm, the 
spatial symmetry property with respect to the central plane xz is indeed retained for such a value of 
the Gershuni number (the emerging structures always look like ‘twins’ over the entire interval of 
values of  examined).  
Interesting changes, however, can be identified if an assessment of the spatial extension of 
structures is considered. Such variations, quantitatively substantiated by the data plotted in Fig. 3, 
indicate that the ability of the peculiar mechanism leading particle to concentrate in regions of 
limited extent (originally described in Refs [37, 53]) can significantly be increased (for a fixed type 
of particles and given values of Ra and ) by making the amplitude of the acceleration higher. 
Most conveniently, as shown in Fig. 3, the morphological evolution of the particle attractors can 
easily be characterized by introducing a distinction between the scaling laws for the vertical and 
horizontal size of the emerging structures. While the former displays an almost linear dependence 
on , for the latter the functional relationship is hyperbolic (as a focused cross-comparison of Figs. 
3a and 3b would immediately reveal). 
 
a) b) c) 
 
d) e) 
 
Fig. 2: Snapshots of particle structures in water for Ra=105, =104 (Gs305) and =2 for different 
values of the acceleration amplitude  (yz plane, hot side on the top, cold side on the bottom, non-
dimensional time t27.5, 2D computations): a) =107, b) =5x107, c) =108, d) =2.5x108, e) 
=5x108.  
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a) b) 
 
Figure 3: Spatial extension of particle structures along the z (a) and y (b) axes as a function of the 
acceleration amplitude  for Ra= 105, =104 (Gs305) and =2 (water).  
 
 
 
 
 
Figure 4: Particle structure formation time as a function of the acceleration amplitude for Ra= 105, 
=104 (Gs305) and =2 (water).  
  
Figure 3a is also instrumental in making evident what could be interpreted as a ‘saturation effect’, 
i.e. the inability of the structures to grow further in the vertical direction when the non-dimensional 
acceleration amplitude drops below a certain value (<108). We can readily see the physical 
significance of this finding by highlighting that this saturation simply follows from geometrical 
constraints, i.e. the existence of walls limiting the structures from below and from above along the z 
direction. Once the vertical size of the structure becomes comparable to the distance between the 
walls (namely the cavity size), a further decrease in  can no longer influence such a trend, which 
explains why a plateau condition is attained.   
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The characterization of the considered phenomena from a spatial point of view (supported by Figs. 
2 and 3) is complemented by the data about the temporal behavior reported in Fig. 4.  
In the present work, in particular, we introduce a more rigorous interpretation of the so-called 
‘structure formation time’ with respect to Ref [37], which we define precisely as ‘the minimum time 
required for the formation of a closed circuit of particles’. According to the trend visible in Fig. 4, 
this quantity behaves as a decreasing function of the non-dimensional acceleration amplitude (for 
fixed values of Ra and ).    
Interestingly, further insights into the considered phenomena from a temporal standpoint can yet be 
derived from Fig. 2. Besides quantitative aspects about the spatial extension of the main particle 
attractors, that figure is very interesting also for another reason. The snapshots appearing there have 
been taken for a fixed non-dimensional time (t30) and they show that when values of <108 are 
considered a third region dense of particles exists in the yz plane. 
This region (very evident in Fig. 2a and 2b and barely appreciable in Fig. 2c due to its limited 
extent) is located halfway between the two main attractors. Unlike the other two structures, its 
horizontal and vertical extensions are comparable (it almost takes the shape of a ball in Fig. 2b). 
Another important distinguishing mark is represented by the lack of a particle dense line separating 
it from the clear fluid outside.  
Along these lines, as an aside, it is worth recalling (the reader being referred to the physical 
interpretations elaborated by Refs [37,53]) that the dense (black in the figures) lines corresponding 
to the external boundary of the two main mirror symmetric structures are a direct consequence of 
the specific mechanism responsible for the particle accumulation phenomena. 
As already explained at the beginning of Sect. 4, this forming mechanism relies on the interplay 
between inertial and thermovibrational convective effects (as witnessed by the suppression of 
structures when one of these two mechanisms is disabled37, 53). The specific shape taken by the 
mirror symmetric structures however also depends on the repetitive collisions which take place 
between the accumulation zones and the solid walls perpendicular to the direction of vibrations. As 
a result of such collisions, particles collectively driven in an area of limited extent by inertial and 
convective effects are forced to accumulate along the direction of the solid boundary. This line of 
accumulation is then folded due to the vorticity present in the fluid until a closed circuit is formed. 
The final closed line formed by virtue of this process apparently behaves as a barrier encapsulating 
all the particles that can no longer leave the attractor. 
The situation for the aforementioned third intermediate region of accumulation is relatively 
different. The absence of a dense line delimiting its external boundary clearly indicates that the 
interaction with the solid walls plays no role in this case. Moreover, in Fig. 2 it is not present in 
circumstances for which the formation time (Fig. 4) is much smaller. In practice, by prolonging the 
numerical simulations to higher times, we could verify that this extra region should be regarded as 
an unstable accumulation area, i.e. a reservoir from which particles are progressively transferred as 
time increases to the two main (left and right) stable attractors adjacent to the walls perpendicular to 
vibrations.       
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4.1.2 Density ratio effects 
 
The next step of this analysis hierarchy would obviously require an assessment of the role played in 
all such dynamics by the relative density of particles with respect to the surrounding fluid, i.e. their 
inertia. The outcomes of such simulations are collected in Fig. 5. For simplicity, we focus on the 
same non-dimensional angular frequency and the same value of Ra already assumed for Figs. 2-4 
and =5x108 (corresponding to Fig. 2e for =2). 
 
a) b) c) 
 
d) e) f) 
 
Figure 5: Snapshots of particle structures in water for =5x108, Ra=105, =104 (Gs305) and 
different values of  (yz plane, hot side on the top, cold side on the bottom, non-dimensional time 
t13.75, 2D computations): a) =0.1, b) 0.5, c) 0.8, d) 1.2, e) 1.5, f) 2.0. 
 
As witnessed by the ordered sequence of snapshots (for increasing values of the density ratio ) and 
the corresponding quantitative data reported in Fig. 6a and 6b, for fixed ,  and Ra, the size of the 
attractors scales with the quantity 1  . The larger this absolute value, the smaller the size of the 
emerging structures and vice versa. Like the dependence on , also in this case the functional 
relationships (scaling laws) change according to whether the vertical or horizontal extension of the 
structures is considered (the trends being approximately linear and parabolic, respectively).  
As expected, the plots giving the size as a function of  consist of two well-separated branches for 
particles lighter and heavier than the fluid, respectively. This marked separation is due to the well-
known suppression of the structures when particles and fluid are iso-dense36. We will come back to 
this important concept later; rather, here we concentrate on the interpretation of the non-negligible 
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asymmetry that can be identified in the plots collected in Fig. 6 when the left and right branches are 
carefully compared.  
Though the plots look almost mirror symmetric with respect to the condition =1, indeed an 
appreciable difference can be seen especially when the two situations =0.5 and =1.5 (formally 
corresponding to the same value of the quantity 1  ) are considered. We argue that this 
difference is the result of particle drag and added mass effects, which obviously do not obey the 
symmetry introduced in the problem by its dependence on 1  . In other words, if these effects 
could somehow be filtered out, the opposing branches would be perfectly symmetric (among other 
things, this tendency is also evident in the snapshots grouped in Fig. 5, which show that the pattern 
for a certain value of  may be seen (approximately) as the reflection with respect to the horizontal 
direction of that obtained for -1). 
 
a) b)  
 
c) 
Fig. 6: Spatial extension of particle structures ((a) and (b)) and related formation time (c) as a 
function of the density ratio for =5x108, Ra=105, =1x104 (Gs305) (water).  
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As the reader will easily realize by taking a look at Fig. 6c, the formation time also displays a 
similar behavior. This figure is useful also because it shows that the slope of the two opposing 
branches becomes very steep in the central region, this being consistent with the formation time 
tending to infinite in the limit as 1 (as already pointed out before, owing to the hybrid inertial-
thermovibrational nature of these phenomena, the mechanism responsible for the formation of 
structures ceases to be operative if one of these two effects is lost37, 53).   
 
 
a) b) c) 
 
d) e) f) 
 
Figure 7: Snapshots of particle structures in water for =1x108, Ra=105, =5x103 (Gs1220) and 
different values of  (yz plane, hot side on the top, cold side on the bottom, non-dimensional time 
t10, 2D computations): a) =0.1, b) 0.5, c) 0.8, d) 1.2, e) 1.5, f) 2.0.  
 
 
Interestingly, on decreasing both  and  while keeping the Rayleigh number constant (Ra=105), 
the size of the structures undergoes a remarkable increase (the reader may compare Figs. 7 and 5). 
This explain why the aforementioned saturation (or boundary constriction) effect now starts to exert 
an influence on the dynamics in appreciable way. This clearly can been noticed in Fig. 8a where 
such mechanism causes a bending in the branches and, accordingly, a departure from the 
approximately linear dependence on 1   seen in Fig. 6a.  
 
 
Accepted for publication in the Physics of Fluids (ISSN: 1070-6631) on 06 May 2020 
 
19 
 
a) b) 
 
c) 
 
Figure 8: Spatial extension of particle structures ((a) and (b)) and related formation time (c) as a 
function of the density ratio for =1x108, Ra=105, =5x103 (Gs1220) (water).  
 
As a final look at Fig. 8c would indicate, however, the formation time remains almost unchanged 
(compare Fig. 8c and 6c), which leads to the conclusion that significant changes (at least one order 
of magnitude) of  are required to produce appreciable modifications of the formation time.  
 
4.1.3 Non-negligible time-averaged effects 
 
In order to explore the influence of  filtering out that of , we have performed additional 
simulations for the case of water at fixed Ra=105, for =1x108 and a smaller value of the angular 
frequency of vibrations (=1x103).  
The outcomes of these simulations (2D cases), shown in Fig. 9, are extremely instructive. Indeed, 
dramatic changes can be seen there in terms of symmetry of the particle pattern.   
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     a)            b) 
 
Figure 9: 2D computations for =1x108, Ra=105, =1x103 and =2 (water): a) snapshot of particle 
structures (non-dimensional time t0.5), b) streamlines of the time-averaged velocity field 
(Gs3.05x104). 
a) b)  
 
c) d) 
 
Figure 10: 3D simulations for =1x108, Ra=105, =1x103 and =2 (water): a) snapshot (3D view) 
of particle structures for t0.5), b) related top view (along the z direction), c) structure of time-
averaged flow field (Gs3.05x104), d) isosurfaces of time-averaged velocity component along the 
spanwise direction x (blue level: -0.4, red level: 0.4). 
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Two disconnected accumulation loci can still be identified (Fig. 9a). Nevertheless, the difference in 
the shape and size of the left and right structures becomes extremely evident. The area of one of the 
two attractors is only a relatively small fraction of the other.  
In practice, the key to unlocking the puzzle about the dramatic rupture of the symmetry occurring in 
this case lies in the proper interpretation of the underlying fluid-dynamic process. Indeed, the loss 
of mirror symmetry in this case must not be ascribed to particle-related effects or a change in the 
synchronization mechanism responsible for the existence of attracting regions; rather it should be 
regarded as a natural consequence of the evolution of the velocity field.  
As indicated in the figure caption, the value taken by the Gershuni number for the considered 
conditions is of O(104). For such a magnitude of Gs, mean (time-averaged) steady convection is 
expected to be important. Indeed, its effect can be appreciated by taking a look at Fig. 9b, where the 
streamlines of the time-averaged velocity field have been plotted. These streamlines clearly lack 
symmetry with respect to the central (y=0) plane. The flow field consists of one main circulation 
and two small counter-rotating cells with a weaker intensity confined to the corners of the enclosure 
(one-main-vortex regime, corresponding to the combination of antisymmetric–antisymmetric and 
symmetric–symmetric convective modes, Khallouf et al.,77; Lappa78). 
This peculiar circulation system may be seen as an additional mechanism (existing in parallel with 
the inertial one producing the accumulation of particles illustrated by Ref [37]) able to transfer 
progressively particles from the area of influence of one attractor (the right one in Fig. 9a) to that 
of the other (the left attractor in Fig. 9a). 
The effective overall morphology of the particle structures in the 3D case can be seen in Fig. 10a 
and 10b. We have also reported the corresponding 3D structure of the time-averaged flow in terms 
of streamlines (Fig. 10c) and isosurfaces of the velocity components along x (spanwise direction, 
Fig. 10d). While Fig. 10c can be used to demonstrate that the peculiar flow configuration with one 
main roll and two satellite vortices established in the central yz plane is maintained also in other 
planes parallel to it, interestingly, Fig. 10d indicates that a significant time-averaged velocity 
component is also effective along the x axis. Remarkably, this component can be used to explain the 
visible ‘compression’ undergone by particle structures in the spanwise direction (Fig. 10b). In 
earlier works37, particles structures were found to extend continuously from the wall located at x=-
0.5 to the other at x=0.5. In the present case, a gap of clear (or particle-depleted) fluid can be 
noticed (Fig. 10b) that separates the main structures from the two walls located at x=0.5. 
In particular, this gap is much more pronounced for the particle structure that displays smaller 
spatial extension in the yz plane (i.e. the right structure in Figs. 10a and 10b). In order to justify this 
scenario, we have superposed in Fig. 11 the isosurfaces of the time-averaged velocity component in 
the spanwise direction and the particle distribution. As the reader will realize by inspecting this 
figure, the smaller particle structure is almost perfectly encapsulated between the two ‘balloon’ 
regions where this component takes appreciable values. The change in color (from red to blue) 
indicates that this component changes sign and it is always directed from the external walls at x=-
0.5 and x=0.5 towards the mid-plane yz (the reader being also referred to the sketch in Fig. 11c). 
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This provides the required interpretation or explanation for the compressive or ‘squeezing’ effect 
being operative along the spanwise direction.  
 
a) b) 
c) 
 
Figure 11: Isosurfaces of time-averaged velocity component along the spanwise direction (blue 
level: -0.4, red level: 0.4) and particle structures for Pr=6.11 (water), =1x108, Ra=105 and 
=1x103 (Gs3.05x104): a)  perspective perpendicular to the yz plane, b) perspective perpendicular 
to the xy plane, c) sketch showing the compressive action exerted by the clear fluid on the particle 
structure with smaller size. 
 
A couple of differently colored regions (elongated balloons) can also be seen in proximity to the top 
and bottom walls (at z=0.5, see Figs. 11a and 11b). In those cases, however, the effect is opposite 
(velocity directed from the yz mid-plane towards the external walls as witnessed by the swap in the 
color sequence). These regions should therefore produce stretching of the particle structures. In Fig. 
11a, it can be noticed, however, that none of them intersects the particle-dense areas.  
A close look at the left side of Fig. 11a finally reveals that also in the region of the cubic container 
occupied by the larger particle structure a compressive effect is at work (two balloon regions 
pushing fluid towards the central yz plane are also located in that portion of the physical domain). 
As originally shown in Fig. 10b, however, the shrinkage in size experienced by the left particle 
structure is relatively contained and the reason of such a behavior resides in the fact that in this case 
the structure is only marginally influenced by the two regions of fluid where the compressive effect 
is at work (Fig. 11a). 
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Besides their different extension along different spatial directions, another interesting mark 
distinguishing the two particle structures is the recognizable presence of spiraling filaments, which 
originate from the smaller one (Fig. 10b) and extend in both the positive and negative x direction.  
All these features should be regarded as important differences with respect to earlier situations for 
which Gs  O(103). In the light of these arguments, a direct cause-and-effect relationship can 
therefore be introduced between the observed morphology and asymmetry of the particle attracting 
regions and the value taken by the Gershuni number.   
An indirect (further) confirmation for this interpretation can be yielded by keeping  and  constant 
and decreasing the Rayleigh number (by making  smaller) in such a way that the Gershuni number 
is decreased by one or two orders of magnitude. This is shown for instance in Fig. 12, which has 
been obtained for =1x108, =103 and Ra=104. A decrease in the Rayleigh number of one order of 
magnitude leads to a corresponding shrinkage of the Gershuni number, which is scaled accordingly 
from O(104) to O(102). 
In Fig. 12 we have reported again the particle structures (left view) and the related time-averaged 
velocity field in the yz plane (right view). Cross-comparison with Fig. 9a and 9b can immediately 
be used to highlight the recovered mirror symmetry of the particle structures and, most importantly, 
the different behavior taken by the time-averaged velocity field from both qualitative and 
quantitative standpoints.  
 
a)            b) 
Figure 12: a) snapshot of particle structures in water for =1x108, Ra=104, =1x103 and =2 (non-
dimensional time t10): b) streamlines of the projection of the related time-averaged velocity field 
in the yz mid-plane (Gs3.05x102). 
 
Qualitatively, its structure conforms to the so-called quadrupolar field, namely a set of four 
counter-rotating rolls symmetrical by reflection with respect to both z=1/2 and y=1/2 planes (Fig. 
12b), i.e. displaying a perfect center-symmetry45,47,51. From a quantitative point of view, the 
intensity of the time-averaged flow is much smaller (Fig. 12b). Put together, these two observations 
can be used to justify the morphology of the particle attractors reported in Fig. 12a.  It is a natural 
consequence of the symmetries of the overall problem (there is no effect violating the systems 
symmetry with respect to the horizontal direction; as explained above, the velocity field shown in 
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Fig. 12b is a symmetric-symmetric convective mode). As expected, moreover, we could detect no 
significant particle structure compression effect being effective along the x direction for the 3D case.  
To sum up, it can be concluded that at higher values of Gs, the symmetry in the yz plane is broken 
by the existence of the relatively large vortex created by the coalescence of two of the cells 
originally contributing to the quadrupolar field (Khallouf et al.,77; Mialdun et al.,45; Lappa57) and by 
the ability of this spatially extended roll to interfere with the transport of particles owing to its 
increased strength. Similarly, the tendency of particle structures to detach from the walls delimiting 
the system along the spanwise direction and be clustered in a more central region (located in a 
certain neighborhood of the yz mid-plane) is a natural consequence of the time-averaged velocity 
component along x. 
 
a) b) c) 
 
d) e) f) 
 
Figure 13: Snapshots of particle structures for Pr=15.5, =2.5x109, Ra=105, =3x104 (Gs85) and 
different values of  (yz plane, hot side on the top, cold side on the bottom, non-dimensional time 
t2.5, 2D computations): a) =0.1, b) 0.5, c) 0.8, d) 1.2, e) 1.5, f) 2.0.  
 
 
4.2 High-Pr-fluid-particles mixtures 
 
Having completed a sketch of the possible situations for water (Pr=6.11), we now move to the case 
of a fluid with larger value of the Prandtl number (Pr=15.5 corresponding to 1cSt silicone oil at 
25C or ethanol at 33C).  
Beyond the mere motivation to bridge the abovementioned gap (about the type of fluid and the 
effect of the Prandtl number), we are specifically interested in studying the consequences of high 
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values of the Gershuni number. As implied by Eq. (7), indeed, higher values of Gs can be obtained 
for larger values of Pr using the same angular frequency and Rayleigh number already considered 
for water. Following the same logical approach undertaken for Sect. 4.1, we consider again 
situations with an increasing level of complexity as the discussion progresses. 
Along these lines, Fig. 13 reports in an ordered way the structures emerging in the cavity for 
=2.5x109, Ra=105, and =3x104 and various density ratios . It can be seen that for such a set of 
parameters (mathematically equivalent to a value of the Gershuni number relatively small, i.e. 
Gs85), the attractors recover a perfectly symmetrical shape with respect to the plane y=0.  
The corresponding distribution of sizes as a function of   can be gathered from Fig. 14. As the 
reader will easily realize by cross comparison with the earlier results obtained for water and Gs305, 
the trends are relatively similar. 
 
a) b) 
 
Figure 14: Spatial extension of particle structures along the z (a) and y (b) axes as a function of the 
density ratio for =2.5x109, Ra=105, =3x104 (Gs86) (Pr=15.5). 
 
4.2.1 Symmetry breaking phenomena 
 
An increase in Ra for fixed , however, leads again to an evident symmetry breaking in the 
morphology of the particle structures (Fig. 15).  
These dynamics are consistent with the related value of Gs (8600), which implies a relatively 
strong magnitude of the time-averaged velocity (which, as illustrated before, is able to influence 
significantly particle motion and interfere with the delicate mechanisms leading particles to be 
constrained in specific regions of the physical domain). As evident in Fig. 15, the patterns formed 
by the particles are so distorted that proper characterization of their morphology requires a separate 
description of the left and right structures and related size scaling laws. These can be inferred from 
Fig. 16, where different symbols (closed circles and triangles) have been used to distinguish the 
data relating to the two opposing particle structures. Interestingly, these figures show that the 
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difference in terms of size along z (Fig. 16a) and along y (Fig. 16b) of the two structures is reduced 
as the quantity 1  is increased in magnitude (i.e. for relatively small or high values of ; similar 
conclusions could directly be drawn by inspecting the patterning behavior illustrated in Fig. 15). 
 
 
a) b) c) 
 
d) e) f) 
 
Figure 15: Snapshots of particle structures for Pr=15.5, =2.5x109, Ra=106, =3x104 (Gs8600) 
and different values of  (yz plane, hot side on the top, cold side on the bottom, non-dimensional 
time t2.5): a) =0.1, b) 0.5, c) 0.8, d) 1.2, e) 1.5, f) 2.0.  
 
 
 
4.2.2 Influence of the Rayleigh number 
 
Additional insights follow naturally from a comparison of Figs. 16 and 14. As a fleeting glimpse 
into these figures would confirm, indeed, for given values of  and , the size of the structures 
along the direction of the temperature gradient (z axis) can be assumed to be weakly dependent on 
the value taken by the Rayleigh number.  
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a) b) 
 
Figure 16: Spatial extension of particle structures along the z (a) and y (b) axes as a function of the 
density ratio for the same conditions considered in Fig. 15: closed circles (solid line) – left structure, 
triangles (dashed line) – right structure. 
 
 
 
Figure 17: Particle structure formation time as a function of the density ratio for =2.5x109, 
=3x104 and two values of Ra (Pr=15.5). 
 
A separate discussion, however, is needed for the impact of this parameter on the formation time. 
As revealed by Fig. 17, the influence of Ra on the temporal evolution of these phenomena is 
remarkable. On increasing Ra by one order of magnitude, an equivalent variation is induced in the 
formation time (decreasing as a function of Ra). This figure is also instrumental in showing that 
the asymmetry of the two branches (evident by comparison of the data for =0.5 and 1.5 for 
instance) is enhanced when the Rayleigh number takes higher values. This trend can directly be 
ascribed to an increase in the relative importance of the influence of drag and the added mass (with 
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respect to density mismatch effects) when the strength of thermovibrational convection grows (as a 
result of an increase in Ra). 
The strong dependence of the structure size on the value of the acceleration amplitude () is 
obviously retained when water is replaced with a higher-Pr liquid (Figs. 18-20). Snapshots 
witnessing this dependence for Ra=105, =2  have been grouped in Fig. 18 and Fig. 20 for =104 
and =3x104, respectively (for =104, the reader is also referred to Fig. 19 for the corresponding 
3D simulations). As expected, a variation of  at fixed Ra and  can cause a significant alteration 
of the attractor size. Interestingly, due to the interaction of the particles with the time-averaged 
velocity field and its peculiar topological properties, the unstable reservoir of particles, which for 
smaller values of Gs is generally located in the intermediate region between the two main attractors, 
now occupies one of the cavity corners (the lack of a well-defined line separating it from the clear 
fluid outside can still be used as a distinguishing criterion). Figure 19 finally confirms that for 
(GsO(104) or larger) the morphological changes are not limited to the emergence of a visible 
asymmetry in the shape of the two stable accumulation loci in the yz plane. The less spatially 
extended particle structure is also compressed along the spanwise direction (x) and displays 
recognizable helicoidal filaments, with turns that become progressively more spaced as they 
approach the x=-0.5 and x=0.5 sidewalls (Fig. 19b). 
 
 
a) b) c) 
 
d) e) 
 
Figure 18: Snapshots of particle structures for Pr=15.5, Ra=106, =104 (Gs7.7x104), =2 and 
different values of the acceleration amplitude  (yz plane, hot side on the top, cold side on the 
bottom, non-dimensional time t2.5): a) =108, b) 2.5x108, c) =5x108, d) =1x109, e) =2.5x109. 
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a) b) 
 
Figure 19: Snapshot of particle structures for Pr=15.5, =1x109, Ra=106, =1x104 (Gs7.7x104) 
and =2 (non-dimensional time t2.5): a) 3D view, b) top view (along z) 
 
 
a) b) c) 
 
d) e) 
 
Figure 20: Snapshots of particle structures for Pr=15.5, Ra=106, =3x104 (Gs8600), =2 and 
different values of the acceleration amplitude  (yz plane, hot side on the top, cold side on the 
bottom, non-dimensional time t2.5): a) =108, b) 2.5x108, c) =5x108, d) =1x109, e) =2.5x109. 
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4.2.3 Frequency effects 
 
By taking a close look at Figs. 18 and 20 it can also be discerned that an increase in  while 
maintaining unchanged  and Ra can have a remarkable multi-fold impact. First of all, it causes a 
decrease in the value of Gs. Accordingly, the degree of distortion of the particle patterns tends to be 
mitigated. At the same time, the structures become larger, which is a relatively counterintuitive 
finding if one considers that higher values of  would indicate a larger amount of energy being 
injected in the system.    
 
 
 
Figure 21: Particle structure formation time as a function of the acceleration amplitude for Ra= 
106, =2 and two different values of  (Pr=15.5). 
 
The most striking (an unexpected) effect produced by an increase in , however, is the longer time 
taken by structures for their formation. This trend has been summarized in Fig. 21.    
The formation time for =3x104 always lies above that for =104. Interestingly, however, the delay 
represented by the vertical distance between the two diagrams tends to be reduced as  becomes 
higher (until it takes almost negligible values when  exceeds 2x109). 
In order to explore further this relationship and filter out the distortions induced by time-averaged 
effects, we have performed other simulations maintaining fixed ,  and Ra (105) and varying 
parametrically  is such a way to keep Gs smaller than O(104). The outcomes of such simulations 
are summarized in Fig. 22 for  spanning the interval 5x103x10. 
The related characteristic dimensions of the structures and formation times have been collected in 
Fig. 23, where it can be seen that the dependence of the formation time on  is essentially parabolic.   
Accepted for publication in the Physics of Fluids (ISSN: 1070-6631) on 06 May 2020 
 
31 
 
a) b) c) d)  
 
Figure 22: Snapshots of particle structures for Pr=15.5, =2.5x109, Ra=105, =0.5 as a function of 
the angular frequency of vibrations  (yz plane, hot side on the top, cold side on the bottom, non-
dimensional time t2.5, 2D computations): a) =5x103, b) =1x104, c) =2x104, d) =3x104.  
 
 
 a)   b) 
 
c) 
 
Figure 23: Spatial extension of particle structures ((a) and (b)) and related formation time (c) as a 
function of  the angular frequency of vibrations for =2.5x109, Ra=105 and =0.5 (Pr=15.5).  
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4.3 A generalized correlation for the structure formation time 
 
In this last section, we finally devote some effort to present a general correlation (analytical formula) 
for the particle structure formation time (tform) able to account for all the functional relationships 
discussed in the preceding sections and provide reliable quantitative estimates.   
Remarkably, using all the available data about the variations of tform with , , , and Ra, we could 
successfully condense all such dependences into a single analytical expression, i.e.:   
 
 
2
3/2
1
1
formt C Ra

            (19) 
 
with the value of the constant C being independent from the Prandtl number (C= 2.2x105St-1). In 
agreement with all the trends presented in Figs. 4, 6c, 8c, 17, 21 and 23c, this formula shows a 
quadratic relationship between the formation time and the vibrations angular frequency, while direct 
inverse proportionality can be seen with respect to the Rayleigh number and the non-dimensional 
acceleration amplitude (doubling one of these parameters would reduce tform by half). The link with 
the density ratio is slightly more complex as in this case a corrective exponent (3/2) must be 
considered for the factor 1   present at the denominator of the formula.  
The compactness of this formula will prove very useful for the definition of “ad hoc” experiments 
to be executed on orbiting (microgravity) platforms. 
 
5. Conclusions 
 
Within the vast array of problems encompassed by two-phase flows, the main focus of the present 
work was an analysis of the peculiar phenomena driven by the interplay of thermovibrational flow 
and solid particles dispersed in a non iso-dense liquid. The recent resurgence in interest in this 
specific subject has been driven by the discovery of a new category of particle attractors. These 
accumulation loci always manifest in the physical space as a couple of disjoint particle structures, 
however, their morphology and related degrees of spatial symmetry can be controlled by changing 
the direction of vibrations (Lappa37, 54-55). The present work has been structured around the main 
objective of investigating further the evolution of these structures when, as a new factor 
contributing to their variety, spontaneous symmetry breaking phenomena start to affect the 
dynamics of the carrier flow.     
For these reasons, all the attention has been concentrated on a single archetypal setting, i.e. the case 
in which vibrations are perfectly perpendicular to the walls of the container and the imposed 
temperature difference.  By varying the independent parameters governing the considered dynamics, 
we have shown that the mirror symmetry of the two tubular particle accumulation surfaces (reported 
in earlier studies on this subject) can be broken when the time-averaged flow becomes significant. 
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The related pattern in planes containing vibrations and the applied temperature difference, initially 
displaying a central symmetry (the so-called quadrupolar velocity field), quickly undergoes 
bifurcation to a no-longer symmetric state (single-vortex regime), which also features a component 
in the spanwise direction. This roll can transfer particles from the area of influence of one attractor 
to that of the other thereby causing an evident imbalance in the size of the two emerging particle 
structures. In turn, the component of time-averaged velocity along the third direction can exert a 
compressive action on the particle structure having smaller transverse size causing shrinkage of its 
extension also along the spanwise (x) direction. 
As a result of all these effects, the location, size and shape of the areas where particles tend to be 
clustered can be significantly affected, which is a previously undiscovered phenomenon. 
As a collateral outcome of the above-mentioned parametric investigation, the existence of an 
‘unstable’ particle attracting region has also been revealed, i.e. a specific portion of the physical 
space where particles tend to be temporarily collected before they are finally trapped within the two 
main (stable) attractors. Also this attractor can ‘feel’ the presence of a time-averaged component of 
fluid velocity. As a result, it can be displaced from the center of the container (where it is located 
for relatively small values of the Gershuni number) to one of its corners.  
Despite the significant computational cost being associated with the numerical approach used to 
investigate these dynamics (based on the solution of the Navier-Stokes equations in their complete, 
time-dependent and non-linear form, though partially mitigated by the possibility to conduct part of 
the explorative simulations in a two-dimensional framework), we have carefully identified the 
various functional dependences linking the temporal and spatial properties of the particle structures  
to the relevant influential (independent) parameters. Some final effort has been provided to turn all 
the data obtained into a generalized analytical formula for the structure formation time, which will 
prove very useful for the optimization of a set of experiments currently planned for execution 
onboard the International Space Station. 
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