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Abstract
We put forward an adaptive alpha that decreases as the informa-
tion grows, for hypothesis tests in which nested linear models are com-
pared. A less elaborate adaptation was already presented in Pérez and
Pericchi (2014) for comparing general i.i.d. models. In this article we
present refined versions to compare nested linear models. This calibra-
tion may be interpreted as a Bayes-non-Bayes compromise, and leads
to statistical consistency, and most importantly, it is a step forward
towards statistics that leads to reproducible scientific findings.
Keywords: p-value calibration; Bayes factor, linear model; likelihood
ratio; adaptive alpha; PBIC
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1 Motivation
It is clear that obtaining a p-value lower than 0.05 no longer opens the doors
for publication, but now statisticians must provide alternatives to scientists.
One of the most important problems in statistics and in science as a whole, is
to provide statistical measures of evidence that lead to reproducible scientific
findings. In this article, we propose an adaptive alpha level for linear models
that depend on the design matrices, the difference in dimension between
the models and the “effective” sample size. The adaptive alpha, mimics
the behaviour of a natural Bayes Factor, but uses the familiar concepts of
Significance Hypothesis Testing. In Section 2, we present the basic derivation.
The sampling distribution of minus n − 1 likelihood ratio is presented in
Section 3. In Section 4, a condition is established for equivalence between
tail probabilities and Bayes factor. We develop an adaptive alpha equivalent
to a Bayes Factor in Section 5 and calibration strategies are discussed in
Section 6. In Section 7, examples are presented and finally in Section 8
conclusions are advanced.
2 Basic Derivation
Consider the linear regression model y = Xβ + , where y represents the
n-dimensional random vector of response variables, X is the n× k matrix of
non-stochastic explanatory variables (for simplicity, here we assume that X
is a full rank matrix), β is a k-dimensional vector of regression parameters,
 is an n-dimensional vector of standard normal errors, i.e.  ∼ N(0, σ2In),
and σ is the standard deviation of the error, σ > 0.
We denote with M the full model whose matrix form is given by:
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y = X β + 
y1
y2
...
yn
 =

1 x12 x13 · · · x1k
1 x22 x23 · · · x2k
...
...
... . . .
...
1 xn2 xn3 · · · xnk


β1
β2
...
βk
+

1
2
...
n

where i ∼ N(0, σ2),with 1 ≤ i ≤ n.
Now suppose that we want to perform pairwise model comparisons be-
tween nested generic sub-models Mi and Mj from M , where Mj is a sub-
model having j(≤ k) regression coefficients, withMi nested toMj. Formally,
we want to test the hypothesis
Hi : ModelMi versus Hj : ModelMj,
in other words, we are comparing the following two nested linear models
Mi : y = Xiδi + i, i ∼ N(0, σ2i In)
and
Mj : y = Xjβj + j, j ∼ N(0, σ2j In).
So the Bayes Factor is:
Bij(y) =
∫
f(y|Xiδi, σ2i In)piN(δi, σi)dδidσi∫
f(y|Xjβj, σ2j In)piN(βj, σj)dβjdσj
.
The construction of the adaptive alpha is based on Bij(y), without explicit
assessment of prior distributions by the user. Instead we will use well estab-
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lished statistical practices to directly construct summaries of evidence.
1. Approximation to Bayes factors under regularity conditions: Laplace’s
asymptotic method, under regularity conditions, gives the following
approximation (see for example Berger and Pericchi, 2001):
Bij =
f(y|Xiδ̂i, S2i In)|Iˆi|−1/2
f(y|Xjβ̂j, S2j In)|Iˆj|−1/2
· (2pi)
i/2piN(δ̂i, Si)
(2pi)j/2piN(β̂j, Sj)
, (1)
where δ̂i, S2i , β̂j, S2j , are MLE’s at the parameters and Iˆi, Iˆj are the
observed information matrices respectively for Mi and Mj. Since the
first factor typically goes to ∞ or to 0 as the sample size accumulates,
but the second factor stays bounded, it is useful to rewrite (1) as:
− 2 log(Bij) = −2 log
(
f(y|Xiδ̂i, S2i In)
f(y|Xjβ̂j, S2j In)
)
− 2 log
(
|Iˆj|1/2
|Iˆi|1/2
)
+ C. (2)
2. Likelihood ratio: The likelihood ratio can be written as:
f(y|Xiδ̂i, S2i In)
f(y|Xjβ̂j, S2j In)
=
(
S2j
S2i
)n
2
=
(
yt(I−Hj)y
yt(I−Hi)y
)n
2
(3)
See Appendix 1 for derivations.
3. The Fisher information matrix: The Observed Fisher Information Ma-
trix (OFIM) with i adjustable parameters is
Iˆi(δ̂i) =
1
S2i
·XtiXi. (4)
Returning to equation (2) and using (3) and (4) we have
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− 2 log(Bij) = −(n− 1) log
(
yt(I−Hj)y
yt(I−Hi)y
)
− log
( |XtjXj|
|XtiXi|
)
+C. (5)
The constant C depends on the prior assumptions and does not go to
zero, but it is of lesser importance as the sample size grows.
2.1 Sampling distribution of the likelihood ratio
Under H0, the sampling distribution of
yt(I−Hj)y
yt(I−Hi)y is a beta distribution,
yt(I−Hj)y
yt(I−Hi)y ∼ Beta
(
n− j
2
,
q
2
)
(6)
where q = j − i (see Casella et al., 2009, Corollary 1).
Theorem 1.
− (n− 1) log
(
yt(I−Hj)y
yt(I−Hi)y
)
∼ Ga
(
q
2
,
n−j
n−1
2
)
(7)
Proof. Let Z = −(n− 1) log(Y ) and Y ∼ Beta (n−j
2
, q
2
)
, then
FZ(z) = P (Z ≤ z) = P (Y ≥ e− zn−1 )
= 1− FY (e− zn−1 )
⇓
fZ(z) =
(
1
n− 1
)
e−
z
n−1fY (e
− z
n−1 ).
Thus
fZ(z) =
1
n− 1
Γ
(
n−j
2
+ q
2
)
Γ
(
n−j
2
)
Γ
(
q
2
)e−( n−j2(n−1))z(1− e− zn−1 ) q2−1
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but Γ(n+ α) ≈ Γ(n)nα (see Abramowitz and Stegun, 1970, eq. 6.1.46), so,
fZ(z) =
1
n− 1
(
n−j
2
) q
2
Γ
(
q
2
) e−( n−j2(n−1))z(1− e− zn−1 ) q2−1
=
(
n−j
2(n−1)
)
Γ
(
q
2
) e−( n−j2(n−1))z (n− j
2
− n− j
2
e−
z
n−1
) q
2
−1
=
(
n−j
2(n−1)
)
Γ
(
q
2
) e−( n−j2(n−1))z ( n− j
2(n− 1)z
) q
2
−1
+O(n−2)
hence Z ∼ Ga
(
q
2
,
n−j
n−1
2
)
.
Remark 1. Theorem 1 is consistent with the Wilks Theorem, that is
Ga
(
q
2
,
n−j
n−1
2
)
−→ X 2(q) as n→∞,
see for example Casella and Berger (2001), Theorem 10.3.3.
2.2 Condition for the adaptive α to be approximately
equivalent (yield the same decision) to a Bayes fac-
tor
If we denote by gn,α(q) the quantile of the test statistic of (7) corresponding
to a tail probability α, using (5) and (7) we can make an important departure
from classical hypothesis testing: instead of fixing the tail probability (and
the quantile) as in significance testing, we let the quantile vary according to
the following rule
gα(Xi,Xj ,n)(q) = gn,α(q) + log
( |XtjXj|
|XtiXi|
)
. (8)
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Then the Bayes factor will converge to a constant (and gα(Xi,Xj ,n)(q) will
replace the fixed quantile). Note that (8) establishes an approximate equiv-
alence between Bayes Factor and adaptive significance levels.
3 Adaptive alpha for linear models
In order to establish the asymptotic correspondence between α levels and
Bayes factor we need the following asymptotic expansion for the upper tail
for large Ga( q
2
,
n−j
n−1
2
) = gn(q),
1− F (gn(q)) = 1− Pr(gn(q)) ≈
gn(q)
q
2
−1 exp{− n−j
2(n−1) · gn(q)}(
2(n−1)
n−j
)q/2−1
Γ
(
q
2
) , (9)
see Richter and Schumacher (2000).
Now we equate the significance level α to the approximate upper tail
probability in (9):
α ≈
gn,α(q)
q
2
−1 exp{− n−j
2(n−1) · gn,α(q)}(
2(n−1)
n−j
)q/2−1
Γ
(
q
2
) .
If we replace the fixed quantile gn,α(q) by gα(Xi,Xj ,n)(q) as in (8), the
following result is obtained:
α(b,n)(q) =
[gn,α(q) + log(b)]
q
2
−1
b
n−j
2(n−1) ·
(
2(n−1)
n−j
)q/2−1
Γ
(
q
2
) × Cα, (10)
where b = |X
t
jXj |
|XtiXi| . This is the simple (approximate) calibration we have been
looking for, and defines the linear adaptive α(b,n) levels and also the cor-
responding adaptive quantiles, which are suitable for constructing adaptive
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testing intervals for any q. Note that we still need to assign a value the
constant Cα in (10); this will be discussed in next section.
Remark 2. Note that the adaptive significance level α(b,n) depends exclusively
on the design matrices, the sample size n and the difference of dimension
between the models being compared. This makes its value sensitive to the
contribution that each predictor variable can give in the design matrix, such
as the correlation that may exist between the variable that enters and those
that are already in the design matrix.
Remark 3. The derivation in this section will be further refined in next
section along the lines to the Prior Based Bayes Factor and the Effective
Sample Size Bayarri et. al (2019).
4 Strategies to select the calibration constant
Cα
We now introduce some strategies for choosing the constant Cα, which are
simple enough for fast implementation in practice. Different strategies could
be developed, providing alternative calibrations.
1. The strategy of a simple approximation
The simplest approximation in (1), which is implicit in the BIC ap-
proximation, comes from assuming priors piN(βj, Sj), piN(δi, Si) to be
N((βj, σj)|(βj, Sj), Iˆ∗(−1)j ), N((δi, σi)|(δi, Si), Iˆ∗(−1)i ) respectively, where
Iˆ∗k = Iˆk/n
∗, with Iˆk being the observed Fisher Information matrix, but
noting that n∗ is the Effective Sample Size, mentioned before. This
leads to a C = 1 in (5) and then a Cα = exp
{
− n−j
2(n−1) · gn,α(q)
}
in
(10).
2. The strategy of a minimal balanced experiment: The one-way
Layout
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We suppose that m group of observations are available, with nk obser-
vations in the kth group, and that
ykh ∼ N(µk, σ2), k = 1, ..,m , h = 1, .., nk,
independently, given µ1, ..., µm, σ2. We shall denote by Mi the model
which sets µ1 = · · · = µm, and by Mj the model which allows µ1 6=
· · · 6= µm. Note that j = m, i = 1 and the matrices Xi, Xj, are easily
identified. We have that q = m− 1, thus (10) is reduced to
α(nk, q) =
[
gn,α(q) + log((
∏q+1
k=1 nk)/n)
]q/2−1(
(
∏q+1
k=1 nk)/n
) q+1
2(2q+1) Γ
(
q
2
) Cα,
where n =
m∑
k=1
nk. For the minimal balanced experiment, nk = 2, for
each group and n = 2m = 2(q + 1) then,
Cα = α ·
(2q/(q + 1))
q+1
2(2q+1) Γ
(
q
2
)
[gn,α(q) + log(2q/(q + 1))]
q
2
−1 ,
where α is the desired level for the minimal sample. The case m = 2 is
of particular interest since q = 1, then the calibration constant Cα is:
Cα = α ·
√
pi · gn,α(1).
3. The strategy based in PBIC
A major improvement, over BIC type approximations, has been re-
cently introduced in (Bayarri et al. (2019)) and termed Prior Based
Information Criterion (PBIC). The improvement is due to: i) "the
sample size" n is replaced by a much more precise "effective sample
size" ne (for i.i.d. observations ne = n, but not for non-i.i.d. observa-
tions), and ii) the effect of the prior is retained in the final expression,
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on which a flat tailed non-normal prior is employed.
This strategy consists in replacing in (5) the constant C that depends
on the prior assumptions by
C = 2
qi∑
mi=1
log
(1− e−vmi )√
2vmi
− 2
qj∑
mj=1
log
(1− e−vmj )√
2vmj
,
where vml =
ξˆml
[dml (1+n
e
ml
)]
with l = i, j corresponding to the Model Mi
and Mj respectively, see (Bayarri et al. (2019)). Here neml refers to the
effective sample size (called TESS, see ( Berger et al. (2014))). Hence
α(b,n)(q) =
[gn,α(q) + log(b) + C]
q
2
−1
b
n−j
2(n−1) ·
(
2(n−1)
n−j
)q/2−1
Γ
(
q
2
) × Cα,
and
Cα = exp
{
− n− j
2(n− 1) (gn,α(q) + C)
}
.
5 Example:
5.1 Balanced One Way Anova
Suppose we have k groups with r observations each, for a total sample size of
kr and let H0 : µ1 = · · · = µk = µ vs H1 : At least one µi different. Then
the design matrices for both models are:
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X1 =

1
1
...
1
 ,Xk =

1 0 . . . 0
1 0 . . . 0
...
... . . .
...
1 0 . . . 0
0 1 . . . 0
0 1 . . . 0
...
... . . .
...
0 1 . . . 0
...
... . . .
...
0 0 . . . 1
0 0 . . . 1
...
... . . .
...
0 0 . . . 1

, b =
|XtkXk|
|Xt1X1|
= k−1rk−1,
and the adaptive alpha for linear model in accordance with (10) is
α(k, r) =
[gr,α(k − 1)− log(k) + (k − 1) log(r)] k−32
(k−1rk−1)
r−1
2(r−1/k)
(
2(r−1/k)
r−1
) k−3
2
Γ
(
k−1
2
) Cα.
Here, the number of replicas r is The Effective Sample Size (TESS) see
remark 3.
We will use initially the strategy of selecting Cα by fixing the sample
size for a designed experiment, as suggested in Pérez and Pericchi (2014),
allowing us to compare our adaptive α for linear models with the simpler
version suggested there. The experiments were designed using an effect size
of f = 0.25 (f = µ1−µ2
σ
), which according to Cohen (1988) represents a
medium effect size. We fixed α = 0.05 and the power at 0.8 . The sample
sizes obtained were r0 = 64, 40 and 26 for k = 2, 5 and 10, respectively. The
results shown Table 1 evidence that both corrections for α yield very similar
results, with the significance level decreasing steadily with the number of
replicates.
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kAdaptive α for linear model Adaptive α (PP 2014)
r 2 5 10 2 5 10
50 0.057 0.0327 3.6× 10−3 0.058 0.0333 3.8× 10−3
100 0.038 0.0087 2.2× 10−4 0.038 0.0093 2.4× 10−4
500 0.016 0.0004 3.1× 10−7 0.015 0.0005 3.4× 10−7
1000 0.011 0.0001 1.8× 10−8 0.010 0.0001 2.0× 10−8
Table 1: Adaptive α for linear model vs. Adaptive α
k
Minimal sample Simple Calibration PBIC Calibration
r 2 2 2
4 0.0523 0.0360 0.0283
10 0.0342 0.0235 0.0159
50 0.0130 0.0090 0.0061
100 0.0087 0.0060 0.0041
500 0.0035 0.0024 0.0017
1000 0.0024 0.0017 0.0011
Table 2: Adaptive alpha for linear model for each strategies
The table 2 show how the three different strategies decrease the adaptive
alpha as the effective sample size grows. It is reassuring that the different
strategies yields comparable results, with the strategy based on PBIC being
somewhat more drastic (in this case but not in general, see sect.7.2) in its
penalization for higher samples.
We now proceed to present a simulation that shows how our methodology
for decreasing alpha works precisely to improve the scientific inference and
interpretation. Inspired by an example in Sellke et al. (2001) we perform the
following experiment:
For Normal data with standard deviation one, with an ANOVA Model
of two groups, half of the data are generated from the null with mean zero,
and half from the alternative with effect f = 0.25. It is counted how many
of the p-values lies between .05−  and 0.05, with  in this example equal to
0.04. That is the data are significant but close to 0.05., or in terms of the
12
terminology between one star * and two stars **. What is the proportion of
them generated by H0? The usual (flawed) interpretation is that only about
5% are generated from H0. However, the reality is that much more are false
positives. We count how many of them are generated from H0 and present
the proportion in the first column of Table 3, on which we move the number
of replicas r. The proportion is not monotonic with r, but always far higher
that 5%. In the limit, for r = 1000, all are generated from H0. No wonder
for large sample sizes and fixed confidence levels, most null hypothesis are
rejected! On the other hand, in the second column, the alpha is corrected
via PBIC, and somewhat unstable (due to the small ), it decreases steadily
giving a much more reliable measure of control of Type I error.
%-p.value
around 5% around the adjusted α (PBIC calibration)
r 2-group 2-group
10 39.06% 34.18%
50 21.43% 8.57%
100 15.73% 3.07%
500 39.04% 0.22%
1000 97.15% 0.11%
Table 3: % p-value around of the significance
5.2 Linear Regression Model
Consider linear regression model Mj : yv = β1 + β2xv2 + · · ·+ βjxvj + v with
1 ≤ v ≤ n and 2 ≤ j ≤ k, then
|XtjXj| = n(n− 1)j−1
j∏
l=2
s2l |Rj|
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where s2l and Rj is the variance and the correlation matrix of the predictors
in model Mj respectively, so in the adaptive alpha in (10)
b = (n− 1)j−i
(
j∏
l=i+1
s2l
)
|Rj−i −RtijR−1i Rij|, (11)
here Rij is the correlation matrix between predictors of the models Mj
that are not inMi with predictors of the modelMi, and Rj−i is the correlation
matrix of the predictors of the models Mj that are not in Mi, see Appendix
2 for more detail.
The following data set is taken from ? and can be accessed through the link
(http://academic.uprm.edu/eacuna/datos.html). We want to find the best
linear model to explain the average mileage per gallon (mpg) of the vehicles
according to four predictor variables:
vol: Cabin capacity in cubic feet
hp: Engine power
sp: Maximum speed (mph)
wt: Vehicle weight (100 lb)
The Figure 1 shows the association between the four predictor variables
and the response variable mpg.
Clearly we can see that the predictor variable wt is the one with the
strongest linear association with mpg and that vol has a poor linear asso-
ciation with mpg. Note that sp and hp seem to be highly correlated, but
neither of them with mpg.
To study the correction of our adaptive alpha to the significance and the
effect that the variance and the correlation of the predictors have on these,
we want to compare the following models:
1. H0 : M2 :(mpg=β1+β2wti+i) vs H1 : M3 :(mpg=β1+β2wti+β3spi+i)
2. H0 : M2 :(mpg=β1+β2wti+i) vs H1 : M3 :(mpg=β1+β2wti+β3hpi+i)
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Figure 1: Matrix plot of the mileage data; response variable : mpg, predictor
variables: vol, hp, sp, wt.
3. H0 : M2 :(mpg=β1+β2wti+i) vsH1 : M3 :(mpg=β1+β2wti+β3voli+i)
In each one of the these test we can to rewrite (11) as:
b = (n− 1)s23(1− ρ223),
where s23 is the variance of the entering predictor in model M3 and ρ23 is
the correlation between wt y the new predictor in M3. The data consist in
a sample size of n = 82, the Table 4 show the correction of the significance
(α = 0.05) through our adaptive alpha using simple and PBIC calibration
noticing the effect that generates the variance and the correlation.
For test 1, the output in R of the p-value of the F-test is 0.03245, which
using the significance α = 0.05, would reject M2 (accept M3). However,
following our suggested adaptive alpha both simple and PBIC calibrations,
M2 is not rejected since both are smaller than 0.03245.
For test 2, the p-value of the F-test is 0.1661, which under any circum-
stances accepts M2.
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Test Predictor Var(·) Cor(wt,·) b Simple Cal PBIC Cal
1 sp 197.1 0.68 8612.9 0.0004 0.0134
2 hp 3230.9 0.83 80449.5 0.0001 0.0046
3 vol 491.3 0.38 33901.1 0.0002 0.0087
Table 4: Effects of the variance of the predictor and its correlation with the
variable already included in the model on the calibration of the significance
For test 3, the p-value of the F-test is 0.6482, which under any circum-
stances accepts M2.
6 Final comments, questions and some answers
1. The adaptive α provides guidance for adjusting significance to the sam-
ple size. The Linear Model version incorporates not only the sample
size and the difference of dimensions, but also the information provided
by the predictors or the design, and particularly their correlations, cor-
recting for co-linearity.
2. The adaptive α is simple to use, and gives equivalent results than a
sensible Bayes Factor,like Bayes Factors with Intrinsic Priors, but easy
to understand and to be employed by practitioners, even by those who
are not trained in sophisticated Bayesian Statistics. We hope that this
development will give tools to the practice of Statistics.
3 The results exposed here, make use of state of the art large sample
approximations of Bayes Factors like the PBIC and can be coupled
with recent sensible base thresholds like α = 0.005, Benjamin et al.
(2017).
16
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Appendix 1 The likelihood ratio
Define
r(y|(Xi,Xj)) = f(y|Xiδ̂i, S
2
i In)
f(y|Xjβ̂j, S2j In)
we will perform the calculations for the hypothesis test
H0 : ModelMi versus H1 : ModelMj.
Indeed, for model Mi
L(y|Xi, σ2i , δi) =
1
(2pi)n/2(σ2i )
n/2
exp
{
− 1
2σ2i
(y −Xiδi)t(y −Xiδi)
}
.
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Since the MLE of δi is δ̂i = (XtiXi)−1Xtiy and the MLE of σ2i is S2i =
yt(I−Hi)y
n
, where Hi = Xi(XtiXi)−1Xti
sup
Ω0
L(y|Xi, σ2i , δi) =
1
(2pi)n/2(S2i )
n/2
exp
{
−n
2
}
.
For model Mj
L(y|Xj, σ2j ,βj) =
1
(2pi)n/2(σ2j )
n/2
exp
{
− 1
2σ2j
(y −Xjβj)t(y −Xjβj)
}
.
Since MLE of βj is β̂j = (XtjXj)−1Xtjy and the MLE of σ2j is S2j =
yt(I−Hj)y
n
sup
Ω
L(y|Xj, σ2j ,βj) =
1
(2pi)n/2(S2j )
n/2
exp
{
−n
2
}
.
Thus the likelihood ratio is
r(y|(Xi,Xj)) =
supΩ0 L(y|Xi, σ2i ,αi)
supΩ L(y|Xj, σ2j ,βj)
=
(
S2j
S2i
)n
2
=
(
yt(I−Hj)y
yt(I−Hi)y
)n
2
.
Appendix 2 An expression for b in (10)
Consider linear regression model Mj : yv = β1 + β2xv2 + · · ·+ βjxvj + v with
1 ≤ v ≤ n and 2 ≤ j ≤ k, then
Xj =

1 x12 − x¯2 · · · x1j − x¯j
1 x22 − x¯2 · · · x2j − x¯j
...
...
...
...
1 xn2 − x¯2 · · · xnj − x¯j

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and
XtjXj =

n 0 0 · · · 0
0 (n− 1)s22 (n− 1)s2s3ρ23 · · · (n− 1)s2sjρ2j
...
...
...
...
...
0 (n− 1)s2sjρ2j (n− 1)s3sjρ2j · · · (n− 1)s2j

then
|XtjXj| = n(n− 1)j−1
∣∣∣∣∣∣∣∣∣∣
s22 s2s3ρ23 · · · s2sjρ2j
s2s3ρ23 s
2
3 · · · s3sjρ3j
...
...
...
...
s2sjρ2j s3sjρ3j · · · s2j
∣∣∣∣∣∣∣∣∣∣
,
note that row l and column l are multiplied by sl, using properties of the
determinants
|XtjXj| = n(n− 1)j−1s22s23 · · · s2j
∣∣∣∣∣∣∣∣∣∣
1 ρ23 · · · ρ2j
ρ23 1 · · · ρ3j
...
...
...
...
ρ2j ρ3j · · · 1
∣∣∣∣∣∣∣∣∣∣
= n(n− 1)j−1
j∏
l=2
s2l |Rj|
in the other hand,
Rj =

1 ρ23 · · · ρ2j
ρ23 1 · · · ρ3j
...
...
...
...
ρ2j ρ3j · · · 1
 =
[
Ri Rij
Rij Rj−i
]
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where
Rij =

ρ2j+1 ρ3j+1 · · · ρii+1
ρ2j+2 ρ3j+2 · · · ρii+2
...
...
...
...
ρ2j ρ3j+2 · · · ρij
 and Rj−i =

1 ρi+2i+1 · · · ρji+1
ρi+1i+2 1 · · · ρji+2
...
...
...
...
ρi+1j ρi+2j · · · 1
 .
Now since Xj is a full rank matrix, it can be seen that
|Rj| = |Ri||Rj−i −RtijR−1i Rij|
thus
b =
|XtjXj|
|XtiXi|
= (n− 1)j−i
(
j∏
l=i+1
s2l
)
|Rj−i −RtijR−1i Rij|
21
