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Abstract
After promoting the phases of the soft masses to dynamical elds correspond-
ing to Goldstone bosons of spontaneously broken global symmetries in the
supersymmetry breaking sector, the next{to{minimal supersymmetric model
is found to solve the µ problem and the strong CP problem simultaneously
with an invisible axion. The domain wall problem persists in the form of
axionic domain formation. Relaxation dynamics of the physical CP{violating
phases is determined only by the short{distance physics and their relaxation
values are not necessarily close to the CP{conserving points. Consequently,
the solution of the supersymmetric CP problem may require heavy enough
superpartners and nonminimal flavor structures, where the latter may be also
relevant for avoiding the formation of axionic domain walls.
PACS: 12.60.Jv, 11.30.Er, 12.60.Fr, 14.80.Mz
I. INTRODUCTION
The next-to-minimal supersymmetric standard model (NMSSM), having no gauge exten-
sion compared to the minimal model (MSSM), has an extended Higgs sector spanned by the
opposite hypercharge Higgs-doublet superelds H^u, H^d and a gauge singlet supereld S^ [1].
The primary motivation for extending the Higgs sector of the minimal model (MSSM) by a
singlet is to generate the Higgsino mass term H^u H^d radiatively via the vacuum expectation
value (VEV) of the singlet. The coupling of this singlet eld to the Higgs doublets cures the
hierarchy problem or the ’{problem’ [2] of the minimal model through the superpotential
W^ = hsS^H^u  H^d + 1
3
ksS^
3 + huQ^  H^uU^ c + hdQ^  H^dD^c + heL^  H^dE^c (1)
with the usual notation for quark superelds, Q^; U^ c; D^c, lepton superelds L^; E^c, and the
Yukawa couplings, hs, ks, hu, hd, and he. This superpotential contains no dimensionfull
parameters so that it is conformal invariant. Since all couplings are inherently cubic, beyond
gauge symmetries, it has a global continious R{symmetry, denoted henceforth by U(1)R.
The minimal supersymmetric model, whose superpotential is obtained by letting ks ! 0
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and hsS^ !  in W^ above, does not share these properties. Its superpotential depends
on a mass parameter, , respecting all symmetries and this parameter can be anywhere
between the weak scale and the Planck scale; hence, the hierarchy problem. In the conformal
limit,  ! 0, the MSSM superpotential possesses two global symmetries: a Peccei-Quinn
symmetry U(1)Q and a continous R{symmetry U(1)R.
Adding the most general soft supersymmetry breaking terms to the F{ and D{ term
contributions, part of the NMSSM Lagrangian sensitive to phases of the Yukawa couplings


























AuQ HuU c + AdQ HdDc + AeL HdEc + H.c.
)
where the mass quadratics of the scalars elds relevant for symmatry breaking are not shown.
In this expression, the rst term follows from the F{term contribution and it depends on
the Higgs Yukawa couplings hs and ks. The remaining operators are all soft supersymmetry
breaking terms that bring about a number of mass parameters: mλ ( ~ = ~g; ~W
3,+,−; ~B )
and several triscalar couplings, As; Ak; Au; Ad; Ae. To preserve the generality of the
discussion, these triscalar couplings are all taken nonuniversal without any reference to the
corresponding Yukawa couplings. A more conventional form where they appear multipled
by the Yukawa couplings can be obtained after a simple redenition.
In general, all the Yukawa couplings and soft masses in (2) are complex quantities. The
Yukawa couplings follow from the symmetric part of the theory and their phase structure
remains undetermined. The phases of the soft terms, on the other hand, depends on details
of the SUSY breaking sector and they can be predicted in specic models such as dynamical
supersymmetry breaking scenarios. Assuming the existence of an appropriate set of param-
eters satisfying phenomenological constraints [3,4] without breaking charge and/or color, at
tree approximation, the vacuum energy is determined by the Higgs elds. As is clear from
(2), the vacuum energy depends only on three phases
F = Arg[hsk

s ] + Arg[vuvd]− 2Arg[vs] ;
S = Arg[As] + Arg[vuvd] + Arg[vs] ; (3)
K = Arg[Ak] + 3Arg[vs] :
where the neutral components of the Higgs doublets and the singlet eld develop the vacuum
expectation values (VEV’s) hH0ui = vu, hH0di = vd and hSi = vs. The minimization of the
vacuum energy requires the cancellation of all tadpoles including the ones in the pseudoscalar
directions. The latter impose the following constraints on the phases in (3)
jhsjjksj sinF = −jAsjjvsj sin S =
jAkjjvsj
3jvuvdj sin K (4)
leaving only a single, independent, global phase, say K , which contributes to the vacuum
energy by (1=3)jAkjjvsj3 cos K . Consequently, in the NMSSM the CP symmetry is ex-
plicitely violated at tree level by this unremovable phase whose implications for Higgs sector
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and electric dipole moments (EDM’s) of neutron and electron have been analyzed in [5]. In
complete contradiction with NMSSM, however, in the minimal model, obtained by letting
ks ! 0; hsS !  and AsS ! m212 in (2) above, there is no possibility for CP violation at
the tree approximation as the minimization conditions there force Arg[m212vuvd] to vanish
identically. This can also be seen from (4) which yields sinS  sin (Arg[m212vuvd]) = 0,
leaving K and F irrelevant, in the MSSM limit. As a result, unlike the minimal model
where explicit CP violation can be induced only through the loop eects via the phases of
 and Au,d,e [6], in the NMSSM there is a potential source for CP violation already at tree
level [5].
Though NMSSM is a viable model for various particle physics applications [3{5] , it is a
disfavoured model from the cosmological point of view. As mentioned before, the NMSSM
superpotential (1) has a global continous R{symmetry, U(1)R. This symmetry, however, is
explicitly broken down to its Z3 subgroup by the soft supersymmetry breaking terms in (2)
due to Hermitian conjugation. This discrete symmetry is spontaneously broken during the
phase transition associated with electroweak symmetry breaking in the early universe, and
necessarily, there arise topologically distinct degenerate domains. The walls separating these
domains are a cosmological disaster [7,8] as their surface energy would dominate the energy
density of the universe unless the symmetry breaking scale is below a few MeV [9]. There
have been several suggestions to sidestep the domain wall problem including, for example,
breaking the degeneracy of the vacua [7], or allowing for nonrenormalizable interactions that
break Z3 symmetry [10], or imposing Z2 symmetry on the nonrenormalizable interactions [11]
to cure the hierarchy problem [12], or using the symmetry non{storation at high temperature
[13] to show that the domain{wall problem may not exist at all [14].
The above-mentioned points constitute a summary of the particle physics and cosmologi-
cal aspects of the next-to-minimal supersymmetry. In Sec. II, the NMSSM will be discussed
in a completely new perstective by promoting the phases in the soft terms to dynamical
elds transforming nontrivially under the U(1)R symmetry of the superpotential. This will
be seen to lead a solution for the strong CP problem with an invisible axion. However, it will
be seen that the domain wall problem persists in the form of an axionic domain formation
problem. In Sec. III radiative corrections to the vacuum energy are computed, and dynam-
ical relaxation of the CP phases is considered. Here the dominance of the short{distance
physics and existence of nite CP violation are particularly emphasized. Sec. V is devoted
to a discussion of the MSSM limit where it is also shown that the CP{violating relaxation
point of the NMSSM phases is, in fact, the phase lifted by the U(1)PQ symmetry arising in
the vanishing cubic singlet coupling in the superpotential. Sec. VI concludes the work.
II. DYNAMICAL PHASES AND DOMAIN WALLS
It is with the soft terms that the supersymmetry and gauge symmetry are broken in
the visible sector. Additionally, their nonvanishing phases lead to a violation of the CP
symmetry thereby contributing to CP{violating observables such as EDM’s and neutral
meson mixings. A true characterization of these CP{violating phases depends on the short{
distance structure of the theory. For instance, in string theory, CP is a gauge symmetry and
it is broken spontaneously together with supersymmetry; hence, the short{distance theory
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is a CP{conserving one [15]. Alternatively, the short{distance physics may not respect
CP symmetry at all in which case there can be explicit CP{breaking operators. In any
case, the source of explicit CP violation in the long{distance theory should follow from
the short{distance physics; therefore, it is convenient to identify the CP{violating phases
with the Goldstone bosons of some global symmetries spontaneously broken together with
supergravity.
Depending on the mechanism that transmits the SUSY breaking to the visible sector
the SUSY breaking scale, MSUSY , could be anywhere between just above the weak scale
to the Planck scale. In what follows, for both deniteness and phenomenological viability,
all short{distance characterization of the model will be based on the supergravity breaking,
where there is a renormalizable hidden sector in which SUSY is broken in the flat spacetime
limit but transmitted to the visible sector via gravitational strength interactions. In this
case the scalar elds in the hidden sector have VEV’s at the intermediate scale: MSUSY √
m3/2MP l. In general, there is no a priori reason to forbid some global symmetries in the
SUSY breaking sector which are spontaneously broken together with supersymmetry around
MSUSY . Then the soft masses in the low energy eective theory below MSUSY will have
nonvanishing phases corresponding to the Goldstone bosons of those spontaneously broken
global symmetries. If scale of SUSY breaking is high enough (e:g, at the intermediate scale)
the Goldstone bosons decouple and there remains no observable eects at low energies. It
is clear that the low energy theory will have the same global symmetries existing before
the SUSY breaking provided that these symmetries are now realized nonlinearly or in
Goldstone mode. Indeed, nonlinear realization of the short{distance global symmetries by
long{distance physics plays essential role in the invisible majoron models [16] associated
with spontaneously broken lepton number in the standard model, and in the relaxation of
the CP phases in moduli dominated string{inspired supergravity models [17] associated with
the internal axion. Specicially, that the soft terms can realize a given global symmetry in
Goldstone mode has been used in [18] to interpret the supersymmetric flavour problem and
in [19] to show the relaxation of the CP phases in the MSSM to CP conserving points. The
latter corresponds to a generalization of the Peccei{Quinn mechanism for the relaxation
of the QCD vacuum angle [20] and it will be closely followed in computing the vacuum
expectation values of the dynamical phases in the NMSSM.
Obviously, if the soft terms in (2) vanish the NMSSM Lagrangian possesses the U(1)R
symmetry mentioned before. Alternatively, the Lagrangian can assume the same global
symmetry if the soft masses realize it in Goldstone mode, that is, if their phases are dynam-
ical variables transforming under U(1)R. Assuming that the theory above MSUSY protects
appropriate global symmetries [21,16,17,19], one can impose certain transformation rules on
the soft terms so as to restore the Z3 symmetry in (2) to the continous symmetry of the
superpotential
(mλ; As; Ak; Au; Ad; Ae) ! e−iRWˆ α (mλ; As; Ak; Au; Ad; Ae) (5)
where  is the U(1)R rotation angle. Pertinent to a global R{symmetry [22] fermionic
and bosonic components of chiral and vector superelds transform dierently, in particular,
the Grassmann coordinate, , has charge Rθ = Rλ = RWˆ =2, where RWˆ is the R{charge
of the superpotential (1) satisfying RWˆ = 3RS = RS + RHu + RHd = RQ + RHu + RU =
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RQ+RHd +RD = RL+RHd +RE . Clearly, it is impossible to assign vanishing charges to both
Higgs doublets so that U(1)R is spontaneously broken together with the gauge symmetries.
Moreover, fermion superelds cannot be assigned R{charges like RQ = −RU or RQ = −RD
or RL = −RE ; hence, U(1)R group has necessarily a quantum mechanical anomaly with
respect to both QCD and QED.
After identifying the dynamical phases of the soft parameters with the Goldstone bosons
of some spontaneously broken global symmetries in SUSY breaking sector, it is now necessary
to determine the fate of the nonlinearly{realized U(1)R symmetry. First of all, R{invariance
restricts the total number of physical phases to be one less compared to the phases of the
soft parameters, that is, any physical quantity computed in the NMSSM admits a U(1)R
rephasing that eliminates one of the phases. Therefore, without loss of generality one can,
for example, take the gaugino masses real so that phases of the triscalar couplings become
the physical SUSY CP{violating phases. Adopting this convention, it is clear that the
dynamical phase of the gaugino mass, Arg[mλ]  Gλ(x)=MSUSY , cannot receive a potential
from the visible sector interactions. If there are no explicit breaking terms coming from
short distances, or equivalently, if the U(1)R symmetry is respected by all interactions up
to the SUSY breaking scale then Gλ(x) possesses a strictly flat potential. Therefore, this
eld would be a strictly massless pseudoscalar were not it for the long{distance eects that
modify the picture. As noted before the U(1)R symmetry is broken spontaneously by the
Higgs VEV’s and explicitely by the QCD instanton eects. With such a breaking scheme,
the similarity between the procedure applied here and KSVZ [23] or DFSZ [24,25] axion
models is manifest. Indeed, the U(1)R invariance here replaces the U(1)PQ symmetry in the
axion models. The properties of the U(1)R Goldstone boson are then xed by the SUSY
breaking scale to leading order [25,26]: GR(x)  Gλ(x) +O(m3/2=MSUSY )  Im[H0u; H0d ; S]
and fR  MSUSY +O(m23/2=MSUSY ) where fR is the axion decay constant. The gluinos and
quarks contribute to both color current and axial U(1)R current
j5µR = RHu uγ
µγ5u + RHd dγ
µγ5d + Rλ ~gaγ
µγ5~ga; (6)




~Ga,µν where Rλ is the anomaly coecient. The Goldstone boson GR(x) re-
ceives a potential from this anomaly, and its VEV is given by hGRi = −(MSUSY QCD)=Rλ.
This particular relation relaxes the eective QCD vacuum angle to zero whereby solving the





turning it to an invisible axion for laboratory experiments as long as MSUSY is above the
weak scale. In fact, this axion can be well in the axion window allowed by the astrophysical
and cosmological bounds [27] if MSUSY refers to an intermediate scale [21]. The QED
anomaly of U(1)R symmetry, on the other hand, determines the lifetime of the axion (GR !
2γ)  (0 ! 2γ)(mpi=mR)5 [25].
As a result, promoting the phases of the soft masses to dynamical elds tranforming non-
trivially under U(1)R symmetry leads one naturally to a solution for the strong CP problem
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with an invisible axion [24,25]. Moreover, the Z3 symmetry of the NMSSM Lagrangian (2),
whose spontaneous breaking generates the domain walls, is now embedded into this conti-
nous R{symmetry so that the domain wall problem may seem sidestepped. However, as was
shown long ago in [28], the instanton eects cannot break the global symmetry completely,
that is, there remains a residual discrete symmetry which is spontaneously broken during
the electroweak symmetry breaking [28,29]. Indeed, independent of the specic R{charge
assignments (5), for a U(1)R transformation by  = 2n, the gauge invariant operators S
and Hu Hd transform as




A Hu Hd ; (8)
where RS=A = (RHu + RHd)=2A = 2=3 with A = Rλ being the anomaly coecient. There-
fore, the QCD instanton eects leave a Z3 symmetry unbroken so that one is back to the
domain wall problem of the original NMSSM. In the literature there have been several
proposals for avoiding the axionic domain walls, and they have all been based on either
embedding the discrete symmetry into the center of the GUT group [30] or using additional
flavour structures with a wider particle spectrum [31]. In the present situation, which is
nothing but a DFSZ{type axion model, there is always a domain wall problem according to
the rather general statements of [28,29].
Before concluding this section, it is useful to make a comparison with the MSSM: There
arise two global symmetries U(1)PQ and U(1)R after promoting the phases of the soft masses
and the  parameter to dynamical variables [19]. These two global symmetries can be
used to eliminate two of Arg[], Arg[m212], Arg[mλ] and Arg[Au,d,e]. The remaining phases
are the physical CP{violating phases. One combination of these two global symmetries
is anomalous with respect to QCD and it is broken by the instanton eects [19] with a
remnant Z3 symmetry which is spontaneously broken by the electroweak breaking as in the
NMSSM. The other combination is anomaly{free and remains unbroken unless there are
some short{distance eects that break it explicitely.
In summary, after generalizing the phases of the soft terms to dynamical variables, there
appears an anomalous, global, continous R{symmetry in the NMSSM Lagrangian. Due to
both electroweak breaking and nonperturbative QCD eects this global symmetry is broken
in such a way that
 The QCD vacuum angle relaxes to its natural value leading to a solution for the strong
CP problem,
 The resulting axion acquires an anomaly{induced mass which is well in the axion
window,
 The domain wall problem persists in the form of axionic domain formation.
One nally notes that it is essentially the R character of the global symmetry that admits
NMSSM as the observable sector otherwise the short{distance description can require more
singlet elds if one insists on solving  problem and strong CP problem simultaneously [32].
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III. RELAXATION OF THE CP PHASES IN THE NMSSM
The relaxation dynamics of the soft CP phases have been studied in [19] in the MSSM
context. In the case of the minimal model the short{distance theory, before SUSY break{
down, is similar to the DFSZ axion models [24,25]. In what follows, the relaxation dynamics
of the CP phases in the NMSSM will be analyzed on similar lines with [19]. As summarized
in the Introduction, the NMSSM has a light singlet in addition to the weak doublets, and
this can aect the relaxation dynamics. At tree approximation, the vacuum manifold is
described by the Higgs elds S, Hu, Hd and the dynamical phases of the soft SUSY breaking
masses, As and Ak. Cancellation of the tadpoles forces the phases to satisfy the relations
(4) leaving a single independent phase without any specic condition on its proximity to
a CP conserving point. After promoting the phases of the soft masses to dynamical elds
with transformation properties in (5), the tree level vacuum energy (2) should be minimized
with respect to Higgs elds as well as the dynamical phases of As and Ak. This then gives
hSi = hKi = 0; (Mod = ) ; (9)
and necessarily F  0 due to (4). Therefore, once the soft phases become dynamical
variables the sources of CP violation in the tree level potential disappear completely. These
minimization conditions on the phases, however, no longer requires individual dynamical or
non{dynamical phases to be close to CP conserving points. Indeed, one has
Arg[SHu Hd] = hArg[As]i ; Arg[S3] = hArg[Ak]i ; hArg[AsAk]i = s − k ; (10)
which are valid (Mod = ), and s = Arg[hs] and k = Arg[ks] are non{dynamical phases
of the Higgs Yukawa couplings. The minimization of the tree{level vacuum energy thus
xes the phases of the Higgs elds in terms of the VEV’s of the dynamical triscalar phases.
Moreover, the relative phase between hAsi and hAki equals the relative phase between the
Yukawa couplings. One particularly notices that, in the conventional form of the trilinear
couplings for which Ak ! ksAk and As ! hsAs, the relative phase between hAsi and hAki
vanish (Mod ).
Altough the phases of the soft masses are now dynamical variables corresponding to the
Goldstone bosons of some spontaneously broken global symmetries in the SUSY breaking
sector, the phases of the Yukawa couplings are of non{dynamical origin and their contribu-
tion to CP violating amplitudes should be counted seperately. Any symmetries associated
to the SUSY CP{violating phases must be broken explicitely by couplings to the visible
sector. That is, the short distance{dynamics responsible for their relaxation process can
be obtained by integrating out the visible sector elds. In this sense it is essentially the
radiative corrections that determine the VEV of the dynamical phases so that pursuing the
tree level vacuum energy futher is not necessary. Relaxation dynamics of a particular phase
eld is determiend by the dimensionality of the operator responsible for it. For marginal
operators (dimension four) the sensitivity to short{distance physics is logarithmic whereas
for non{marginal operators (dimension less than four) the short{distance theory is essential.
When integrating out the observable sector, it is necessary to consider those operators
which are invariant under gauge and U(1)R symmetries but having an explicit dependence
on the dynamical phase elds. In listing these operators, not only the spurions mλ;    ; Af
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but also the Higgs elds are to be included as they acquire VEV’s O(m3/2) and influence the
long{distance dynamics. The radiative corrections to the vacuum energy are to be computed
in the tree{level minimum expressed by (9), in particular, the phase{dependent invariants
are formed using (10). In the following, the rst two relations in (10) will be used but the
third relation will be concluded from the radiative corrections. This will form a consistency
check for the long{ and short{distance dynamics of the phases. An exhaustive list of the






























































where it is implied that each operator is accompanied by its Hermitian conjugate. To shorten
the list of operators, a single sfermion triscalar coupling Af is used though the structure
can be repeated by using Af = Au; Ad or Ae, seperately. In what follows all calculations
will be done with Af = Au, and relaxation of possible relative phases among Au; Ad or Ae
will not be considered. Since the main interest is in the flavour{conserving CP phases it is
convenient to use a universality ansatz for these triscalar couplings [19].
The way of listing in (11) is such that, except for the last row, all operators in a given
row have the same phase after using the relations in (10). Moreover, again excluding the last
row, the rst operator in each row has mass dimension two, whereas the remaining ones have
mass dimension four. The number of phase{dependent invariants in (11) is larger than the
independent phases. Indeed, out of four phases coming from mλ, As, Ak and Af , there are
only three independent ones thanks to the U(1)R invariance of the NMSSM Lagrangian (2).
A set of physical independent phases can be achieved after rephasing an arbitrary physical
quantity computed in the NMSSM with, for example, the gaugino mass phase Arg[mλ]:
s(x) = Arg[mλA

s]; k(x) = Arg[mλA

k]; f(x) = Arg[mλA

f ] ; (12)
which is the same set of physical phases used in discussing the R{axion in Sec. II. In this
basis of the independent phases, the arguments of the rows 1;    ; 6 in (11) are given by
s − k; f − s; f − k; s; k; f , respectively. On the other hand, the last row of (11)
consists of the operators with respective phases k +s−f , f +s−k and k +f −s.
As a result, phases of all operators in (11) can be written in terms of the three physical
CP{violating phases in (12).
Type of the radiative correction to a given operator is determined by its mass dimension.
In fact, the basic distinction between the marginal (dimension four) and non{marginal (di-
mension two operators in (12)) operators concerns their expansion coecients, that is, while
the former can have only dimensionless coeceints with at most logarithmic divergences, the
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latter are necessarily endowed with mass dimension two coecients with at most quadratic
divergences. Concerning the supergravity breaking, the theory at hand has two mass scales:
m3/2  G−1/2F and MP l. Therefore, the expansion coecients for the non{marginal oper-
ators could be either at the weak scale  m3/2 or at ultra high energy scale  MP l. As


















































FIG. 1. Sample diagrams producing some of the marginal operators in (11). The dot on the
gaugino line shows the gaugino mass insertion.
Depicted in Fig. 1 is a set of sample diagrams generating some of the marginal operators
in (11). Here (a), (b), (c) and (d) generate, respectively, hsh

fAfSHu  Hd, hsmλSHu  Hd,
hsmλA

sjSj2 and hfmλAf jHuj2. All the remaining dimension{four operators in (11) can







kAs. It is clear that one would identify these operators with the corresponding
marginal ones in (11) if there were no additional phases coming from the Yukawa couplings.
Indeed, evaluation of each diagram in Fig. 1 produces a marginal operator belonging to the
list in (11); however, there is always a non{dynamical nonvanishing additional phase coming
from the associated Yukawa couplings. That the operators generated by the diagrams in
Fig. 1 bear a Yukawa pollution will be important in determining the relaxation points of
the dynamical phases. The contribution of the marginal operators in (11) to the vacuum
energy can then be estimated roughly as follows





{ca cos (s − f + s − f ) + cb,c cos (s + s)
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+ cd cos (f + f ) + ce cos (f + k − s + f + k − s) +   
}
(13)
where ca;    ; ce are, respectively, the weights of the diagrams (a);    ; (e) in Fig. 1, and
the ellipses stands for contributions of the diagrams that generate other marginal operators
listed in (11). Here the weight factors ci consist of the Yukawa and gauge couplings as well
as the loop suppression factors. In the contribution of each operator there are additional
phases coming from the non{dynamical phases of the Yukawa couplings. In a given diagram
there is no further phase shift beyond the ones coming from the Yukawa couplings so that
arguments of the cosinus functions are xed. In writing (13) all Yukawa couplings are taken
complex without referring to a particular rephasing scheme that can make some of them
real. Here one readily observes that the relaxation points, or equivalently, the VEV’s of the
dynamical phases depend on the phases of the Yukawa couplings.







factor in (13). This log factor states that all these marginal operators
are, in fact, insensitive to the short{distance physics compared to its enhaced sensitivity to
the long{distance physics. The operators in the last row of (11) arise at higher loop orders
than the other marginal operators; therefore, it is essentially the electroweak symmetry
breaking that generates (V )long. In other words, the Higgs VEV’s generate the dominant
contributions to (13), and the corresponding scale of the radiative corrections is necessarily
the electroweak scale{a length scale much longer than M−1P l designating the short{distance
end of the model. If the dimension{two operators in (11) were absent then (V )long would
be added to the tree level potential (2) to obtain the radiatively{corrected vacuum energy
to determine the relaxation points of the dynamical phases together with the masses of
the pseudo{Goldstone bosons. In such a case it would be necessary to compute the con-
tributions of all marginal operators in (11); however, as will be seen below the physical
dynamical phases s(x); f(x) and k(x) do also appear in the expansion coecients of
the non{marginal operators, and their relaxation points are determined essentially by the
short{distance physics.
After completing the long{distance part, now there remains the identication of the
relevant diagrammatics producing the non{marginal (dimension two) operators in (11). As
mentioned before, these operators have necessarily dimension{two expansion coecients for
they are to contribute to the vacuum energy. Depicted in Fig. 2 are the loop diagrams
generating the non{marginal operators. In this gure, diagrams (a);    ; (f) generate the
rst operator in the rows 1;    ; 6 of (11). A close inspection of this gure shows that all
these operators are quadratically divergent, and hence, their contribution to the vacuum
energy is proportional to M2P l. For later use, it is convenient to factor out the loop factors







cf cos(f + f + f) + cs cos(s + s + s)




cos(k − f + k − f + fk) + ck
(4)2




where ci shows the weight of the i{th diagram in Fig. 2, and i its possible phase shift
beyond the ones coming from the Yukawa couplings. One notices that here ci does not
include the loop factors; they are functions of only Yukawa and gauge couplings together
with other kinematical factors. In (14) there are further phase shifts i. Taking these
additional phases aleady relaxed to CP{conserving points may be an underestimation of the
short{distance structure of the theory. Indeed, as is clear from the corresponding formulae
(2), (13) and (14), contributions of the non{marginal operators are determined solely by
the short{distance physics in contrast to long{distance sensitivities of the tree{level vacuum
energy and the marginal operators. For this reason, depending on the detailed structure of
the theory at short{distances (SUSY breaking scale) there may be additional phases that
contribute to phase shifts, i. In spite of this possibility, here, as a simplifying assumption,
the short distance theory will be assumed to have the same CP conventions as the long{
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FIG. 2. Diagrams generating the non{marginal operators in (11). The dot on the gaugino line
represents the gaugino mass insertion.
As suggested by (14), the diagrams (c) and (e) in Fig. 2 are four{loop ones so that
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their contributions to the vacuum energy are suppresed by one loop factor (two orders of
magnitude) compared to the others, and thus, these terms will be neglected in minimizing
the energy. From (13) and (14) it is easy to see that the scalar potential for each of the
phases k, s and f receives contributions from both short{ and long{distance physics. As







 are sensitive to only the long{distance physics as in (13); however, the non{
marginal operator mλA

f gets contributions from both long{ and short{distance physics. In
this sense, in the MSSM, VEV’s of the dynamical phases are determined by the long{ and
short{distance physics for the marginal and non{marginal operators, respectively. This spe-
cial long{distance sensitivity of the marginal operators in the MSSM, which is induced by
m212, is an anomalous eect [19] compared to the short{distance sensitivities in dynamical
squark flavor matrices [18], dynamical Yukawa couplings [33,34], or a dynamical determina-
tion of the SUSY breaking scale in no{scale type models [35,36]. In such cases the vacuum
energy is quadratically sensitive to the short{distance physics [37] like (14). In this sense
the NMSSM is more natural than the MSSM as the vacuum expectation values (relaxation
points) of the phases in (12) are determined solely by the short{distance physics. Indeed,
the radiatively corrected vacuum energy,
V (f ; s; k) = Vtree + Vshort(f ; s; k) + Vlong(f ; s; k) (15)
is to be minimized against the variations of the dynamical elds k(x), f (x) and s(x). In
course of minimization one notices that there is no particular phase that depends only on the
long{distance physics; therefore, all tadpole equations are saturated by the short{distance
contributions (14) to an accuracy O(m23/2=M2P l). The second important point concerns the
special form of (V )short where the potentials of the phases s, f , s − f and s − k are
formed at the same loop order. That is, there is a strong mixing among the non{marginal
invariants in (11). Furthermore, one notices that the self{potential of k is suppressed by
one loop factor compared to that of s − k, signaling another operator hierarchy pattern.
As mentioned above, in mimizing the radiatively corrected vacuum energy (15) all phase
shifts i will be assumed to have already relaxed to CP conserving points.
These observations are not still sucent to start a direct minimization of (15). This
is because of the Yukawa pollution in the radiative corrections which requires a physical
basis to be chosen. The dependence of the radiative corrections to the Yukawa phases follow
from dierent sources. First, the phase of hf enters through the corresponding quark loops.
However, by rephasing the quark elds their Yukawa couplings can be made real in which case
the entire CP violation eects are trasferred to the charged{current vertices via the CKM
matrix, V . In the standard model, CKM matrix is the mere source of CP violation the size
of which is characterized by the Jarlskog invariant J = Im[VudV tdVtdV ub]. The contribution
of this parameter to (15) is suppressed by a factor of O(=4)2J) compared to the loop
diagrams considered above. Therefore, the possible phase shifts due to Jarlskog parameter
can be neglected compared to the supersymmetric ones, and all fermion Yukawa couplings
can be taken real. Contrary to hf , however, the phases of hs and ks enter the radiative
corrections through the quartic Higgs couplings introduced by the F{term contributions in
(2). Therefore, the relative phase between hs and ks enter the vacuum energy via the scalar
potential itself, and in conjuction with the tree{level formulae (4) and (10) it is convenient
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to keep their phases during the minimization. After these simplifying observations, a direct
minimization of the radiatively corrected vacuum energy (15) gives the following vacuum
expectation values for the physical phases (12):
hfi = hki+ k = hsi+ s +  (16)
which imposes no condition on the proximity of a particular phase to a CP{conserving
point: hfi ; hki ; hsi 6= 0; . In obtaining this result all ci’s are taken roughly equal.
Sencondly, the last two terms in (14) are neglected as they are smaller than others by two
orders of magnitude. A careful look at (16) reveals an important property: The relation
hki − hsi = s − k +  is nothing but the last equality in (10). While the former follows
purely from the short{distance physics, the latter was obtained from the minimization of
the tree level vacuum energy (2)|a purely long{distance eect. This harmony between
the short{ and long{distance results follows from the assumptions about the short distance
physics. Indeed, if there were some additional phases at short distances, the phase shifts i
would slide away from the CP{conserving points, and he relations in (16) would be modied
accordingly.
The physical Goldstone bosons Gf,k,s(x)  MSUSY f,k,s(x), are massive pseudo{scalars
with masses
m2i  M2P lm23/2=M2SUSY ; (i = k; s; f) (17)
Therefore, particular short{distance sensitivity of the potentials for f,k,s(x) require the
pseudo{Goldstone bosons Gf,k,s(x) to have masses right at the intermediate scale. These
pseudo{Goldstone bosons have derivative couplings to visible matter suppressed by 1=MSUSY
so that they are invisible to experiments.
During the entire analysis the triscalar couplings in (2) are written without Yukawa
couplings, for convention. If required, one can seperate the Yukawa couplings by the re-

















+  ; (18)
and in agreement with this, the Yukawa phases at the right hand side of the third equality
in (10) are also cancelled. These last relations are independent of the Yukawa phases and
they refer only to the phases of the triscalar couplings relative to the gaugino mass phase.
Therefore, the relaxation process refers only to the dynamical phases and the non{dynamical
phases of the Yukawa couplings decouple.
Independent of the conventions leading to (16) or (18), the phases appearing in the tree{
level vacuum energy (2) relax to CP{conserving points. On the other hand, the marginal
operators in the last line of (11) do not relax to CP conserving points. Indeed, using (16),












kAs relax to hki − s − ,
hsi + k and hki + s + , respectively. Independent of the conventions, even if the
dynamical triscalar phases relax (accidentially) to or near CP{conserving points, due to
Yukawa pollution, these phases possess nonvanishing (Mod=) values. Therefore, these
inherently long{distance operators potentially violate CP though they appear at higher
loop orders compared to other marginals in Fig. 1.
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That the minimization of the vacuum energy no longer implies the relaxation of the
physical phases to CP{conserving points is important for the phenomenology of the CP{
violating phenomena. From the discussions above it follows that an appropriate basis for
the physical phases may be obtained by choosing the gaugino masses real and all triscalar
couplings complex. The phases of the triscalar couplings are subject to the relation (16) or
(18) depending on the conventions adopted. Therefore, there is a single independent phase,
say hfi, which can be arbitrarily away from the CP{conserving points. As also mentioned
before, this result is in contradiction with the MSSM where all CP violating phases relax
to the CP conserving points. In this sense there is a nite source for CP violation in the
NMSSM Lagrangian. This phase can cause various CP{violating phenomena such as the
mixings and decays of the light mesons and Higgs bosons. Concerning the Higgs sector,
unlike the predictions of the ordinary NMSSM where there is nite sources for CP violation
at the tree{level Higgs potential, relaxation of the dynamical phases wash out the tree{level
sources, allowing for CP violation only at the loop level.
IV. THE MSSM LIMIT
To clarify the meaning of the CP{violating relaxation points in (16) or (18) it may be
convenient to consider the MSSM limit both algebraically and diagrammatically. This will
also be a useful check of the NMSSM predictions above. It is known that neither at the tree
level nor at the multi{loop level there exist any source for explicit CP violation in the MSSM
[19]. The main dierence between the MSSM and NMSSM follows from their symmetries
and structure of the superpotentials. With the pure triscalar nature of the soft terms in
(2), the scalar potentials of all pseudo{Goldstone bosons turn out to be controlled by the
short{distance physics, in particular, there is no invariant that receives a potential only from
the long{distance physics|an eect that occurs in the MSSM. Here one particularly notices
that unless hki = 0 or , neither hsi nor hfi can come close to a CP{conserving point.
In this sense, hki which has no correspondance in the MSSM limit, can be viewed as the
source of nite CP violation in the NMSSM. In the conventions leading to (18), the MSSM
limit is realized by the replacements
hsS ! ; hsAsS ! m212; ks ! 0; (19)
where the MSSM parameters  and m212 are no longer dynamical elds like S, instead they
are background spurions that can appear only as mass insertions in the loop diagrams. It
may be convenient to discuss the modications in the topologies of the diagrams in Fig. 2
under the replacements (19). It is clear that diagrams (a), (c) and (e) vanish due to vanishing
ks. However, as Fig. 3 shows explicitely, the three{loop diagrams (b) and (d) in Fig. 2 go
over to two{loop diagrams (b), (d). On the other hand, the diagram (f) in Fig. 2 remains
unaected by the eective MSSM limit. A simple observation on Fig. 3 shows that (b), (d)
and (f) generate, respectively, the phases Arg[Afm

12
2]  s−f , Arg[mλm122]  s and
Arg[mλA

f ]  f where each is expressed in terms of the physical phases in (12) for later use.
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FIG. 3. The diagrams (b), (d) and (f) show, respectively, the form of the diagrams (b), (d) and
(f) of Fig. 2 in the MSSM limit. Here the dot, triangle and square correspond to the insertions of
the mass parameters, mλ, m212 and µ, respectively. The diagram (f) of Fig. 2 is not aected by
the MSSM limit.
As is already seen from the modications in the topologies of the diagrams in Fig. 2 and
Fig. 3, the types of the divergences of the diagrams change. Indeed, unlike (b) and (d) of
Fig. 2, now (b) and (d) are only logarithmically divergent. This is, in fact, what is implied







2 that are endowed with logarithmic divergences only. On
the other hand, the MSSM limit does not alter the logarithmic structure of (13) apart from
certain modications in individual diagrams. Therefore, summing up the contributions of
all diagrams, the radiative corrections to the vacuum energy takes the form









P lcf cos(f + f) (20)
where in the conventions leading to (18) there is no Yukawa pollution in this limiting case.
In this expression the weight factors and the phase shifts have the same meaning in (13) and
(14), and the loop suppression factors are not factored out. Assuming again the relaxation of
the phase shifts to the CP{conserving points in both short{ and long{distance contributions,
one nds that hfi = 0 or  to an accuracy O(m23/2=M2P l). Then, necessarily hsi = 0 or
. Therefore, f (s) is determined solely by the short{distance (long{distance) dynamics.
Moreover, both phases relax to CP{conserving points. As a result, in the MSSM limit (19)
the phases in (16) and (18) go over the usual MSSM relaxation pattern leaving, however, k
completely undetermined.
It is, in fact, the ks ! 0 limit that washes out any information about the fate of k. Obvi-
ously, for ks  0, the NMSSM superpotential (1) possesses an additional U(1)PQ symmetry,
and thus, hki is nothing but the phase lifted by this global symmetry. Therefore, relaxation
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of the physical CP violating phases away from the CP{conserving points in (16) or (18) fol-
lows from the fact that this U(1)PQ symmetry is broken by a dimansionless parameter ks
having no connection with the SUSY breaking mechanism.
V. CONCLUSIONS
The discussions and derivations in the text show that if one insists on a radiative induc-
tion of the  parameter, and postulates some spontaneously broken global symmetries in
the SUSY breaking sector then
1. The soft terms possess dynamical phases so that the Lagrangian possesses a continious,
anomalous, global R{symmetry replacing the Z3 symmetry in the usual case such that
 the strong anomaly of U(1)R symmetry relaxes the eective QCD vacuum angle
to zero. This solves the strong CP problem.
 the corresponding pseudo{Goldstone boson acquiers a mass mR  fpimpi=MSUSY .
This is the invisible axion whose mass can be well in the axion window in super-
gravity models.
 the QCD instanton eects can break U(1)R symmetry only to its Z3 subgroup
which is spontaneously broken together with the gauge symmetry. Thus, the
domain wall problem persists in the form of axionic domain formation.
2. The nonvanishing CP violation eects in the tree level potential of the ordinary model
relax to CP{conserving points when the pseudo{Goldstone bosons develop VEV’s.
This relaxation property, however, implies by no means that the individual CP vio-
lating phases relax to CP conserving points. All CP{violating dynamical phases relax
to CP{violating points that can be arbitrarily away (Mod ) from the CP{conserving
points|a property not found in the MSSM.
3. Radiative corrections generate a strong sensitivity to short{distance physics due to
the quadratic divergences of the non{marginal operators. There is no particular
operator that gets contribution only from the long distance physics. Therefore, the
corresponding pseudo{Goldstone bosons have masses at the intermediate scale and
their couplings to light elds are suppressed by 1=MSUSY .
4. Since the QCD vacuum angle has already relaxed, the CP{violating observables can
receive contributions only from CKM phase and supersymmetric CP phases. There
can be nonvanishing CP violation in the low energy Lagrangian even in the limit of
vanishing Jarlskog invariant. The low energy constraints, that is, the upper bounds
on the neutron and electron EDM’s, K , 
0
K=K and B (that will be measured in
near future) then imply heavy superpartner masses with appropriate flavor structures
rather than vanishing of the SUSY CP phases.
5. In a non{GUT model like MSSM or NMSSM introduction of new flavor structures as in
[31] may be an appealing way of avoiding the axionic domain walls. In coincidence with
this requirement, even forgetting about EDM constraints, for pure supersymmetric CP
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violation to be able to saturate K and 
0
K=K without violating BR(B ! Kγ), one
surely needs new flavor structures beyond the minimal one [38]. These two seemingly
unrelated problems, that is, the axionic domain walls and pure supersymmetic CP
violation both require nonminimal flavor structures.
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