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Abstract
LetM be a smooth manifold, and let O(M) be the poset of open subsets ofM . Manifold calculus, due
to Goodwillie and Weiss, is a calculus of functors suitable for studying contravariant functors (cofunctors)
F : O(M) −→ Spaces from O(M) to the category of spaces. Weiss showed that polynomial cofunctors of
degree ≤ k are determined by their values on Ok(M), where Ok(M) is the full subposet of O(M) whose
objects are open subsets diffeomorphic to the disjoint union of at most k balls. Afterwards Pryor showed
that one can replace Ok(M) by more general subposets and still recover the same notion of polynomial
cofunctor. In this paper, we generalize these results to cofunctors from O(M) to any simplicial model
categoryM. If Fk(M) stands for the unordered configuration space of k points in M , we also show that
the category of homogeneous cofunctors O(M) −→M of degree k is weakly equivalent to the category
of linear cofunctors O(Fk(M)) −→ M provided that M has a zero object. Using a new approach, we
also show that ifM is a general model category and F : Ok(M) −→M is an isotopy cofunctor, then the
homotopy right Kan extension of F along the inclusion Ok(M) ↪→ O(M) is also an isotopy cofunctor.
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1 Introduction
Let M be a smooth manifold, and let O(M) be the poset of open subsets of M . Manifold calculus is a
calculus of functors suitable for studying cofunctors 1 F : O(M) −→ Spaces from O(M) to the category of
spaces (of which the embedding functor Emb(−,W ) for a fixed manifoldW is a prime example). So manifold
calculus belongs to the world of calculus of functors, and therefore it definitely has a notion of polynomial
cofunctor. Roughly speaking, a polynomial cofunctor is a contravariant functor O(M) −→ Spaces that
satisfies an appropriate higher-order excision property, similar to the case of [6] (see Definition 5.1). In [14,
Theorems 4.1, 5.1] Weiss characterizes polynomial cofunctors. More precisely, he shows that polynomial
cofunctors of degree ≤ k are determined (up to equivalence of course) by their values on Ok(M), the full
subposet of O(M) whose objects are open subsets diffeomorphic to the disjoint union of at most k balls.
Many examples of polynomial and homogeneous cofunctors are also provided in [14]. Another good reference
where the reader can find an introduction to manifold calculus is [10].
Weiss’ characterization of polynomial cofunctors was generalized by Pryor in [11] as follows. Let B be a basis
for the topology of M . We assume that B is good, that is, every element of B is a subset of M diffeomorphic
to an open ball. For instance, if M = Rm, we can take B to be the collection of genuine open balls (with
respect to the euclidean metric), or cubes, or simplices, or convex d-bodies more generally. For k ≥ 0, we
let Bk(M) ⊆ Ok(M) denote the full subposet whose objects are disjoint unions of at most k elements from
B. So one possible choice of Bk(M) is Ok(M) itself. In [11, Theorem 6.12] Pryor shows, in the same spirit
as Weiss, that any polynomial cofunctor O(M) −→ Spaces of degree ≤ k is determined by its restriction
to Bk(M). So one can replace Ok(M) by Bk(M) without losing any homotopy theoretic information when
forming the polynomial approximation to a cofunctor.
In this paper we generalize the aforementioned results of Weiss-Pryor to cofunctors from O(M) to any
simplicial model categoryM. Specifically we have the following theorem, which is our first result.
Theorem 1.1. Let B be a good basis (see Definition 4.6) for the topology of M , and let Bk(M) ⊆ O(M) be
the full subposet whose objects are disjoint unions of at most k elements from B. Consider a simplicial model
categoryM and a cofunctor F : O(M) −→M. Then F is good (see Definition 4.5) and polynomial of degree
≤ k (see Definition 5.1) if and only if the restriction F |Bk(M) is an isotopy cofunctor (see Definition 4.4)
and the canonical map F −→ (F |Bk(M))! is a weak equivalence. Here (F |Bk(M))! : O(M) −→ M is the
cofunctor defined as
(F |Bk(M))!(U) := holim
V ∈Bk(U)
F (V ).
1In this paper the word “cofunctor” means contravariant functor
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Notice that Theorem 1.1 implies that the category of good polynomial cofunctors O(M) −→ M of degree
≤ k is weakly equivalent, in the sense of Definition 6.3, to the category of isotopy cofunctors Bk(M) −→M.
Also notice that our definition of good cofunctor is slightly different from the classical one (see [14, Page 71]
or [10, Definition 1.3.4] or [11, Definition 3.1]) as we add an extra axiom: our cofunctors are required to be
also objectwise fibrant. We need that extra axiom to be able to use the homotopy invariance theorem (see
Theorem 3.9) and the cofinality result (see Theorem 3.10). If one works with a categoryM in which every
object is fibrant, the extra axiom becomes a tautology. This is the case in Weiss’ paper [14] where M =
Spaces. For the main ingredients in the proof of Theorem 1.1, see “Outline of the paper” below.
As mentioned earlier, our result generalizes those of Weiss. In fact, from Theorem 1.1 withM = Spaces and
B = O, the maximal good basis, one can easily deduce the main results of [14], which are Theorems 4.1, 5.1
and 6.1.
The following conjecture says that Theorem 1.1 still holds whenM is replaced by a general model category.
We believe in that conjecture, which could be handled by using the same approach as that we use to show
Theorem 1.1. The issue with that approach is the fact that some important results/properties regarding
homotopy limits in a general model category (for example Theorem 3.16 and Proposition 3.19) are available
nowhere in the literature. So the proof of the conjecture may turn into a matter of homotopy limits. A
good reference, where the reader can find the definition and several useful properties of homotopy limits (in
a general model category of course), is [7, Chapter 19]. Another good reference is [4].
Conjecture 1.2. Theorem 1.1 remains true if one replacesM by a general model category.
Now we state our second result. Given a good cofunctor F : O(M) −→ M one can define its kth polyno-
mial approximation, denoted TkF : O(M) −→ M, as the homotopy right Kan extension of the restriction
F |Ok(M) along the inclusion Ok(M) ↪→ O(M). In order words TkF (U) := holim
V ∈Ok(M)
F (V ). The “difference”
between TkF and Tk−1F belongs to a nice class of cofunctors called homogeneous cofunctors of degree k (see
Definition 6.2). When k = 1 we talk about linear cofunctors. Thanks to the fact that Theorem 1.1 holds for
any good basis B we choose, one can prove the following result, which roughly states that the category of
homogeneous cofunctors O(M) −→M of degree k is weakly equivalent to the category of linear cofunctors
O(Fk(M)) −→M. Here Fk(M) stands for the unordered configuration space of k points in M .
Theorem 1.3. Let M be a simplicial model category. Assume that M has a zero object (that is, an object
which is both terminal an initial).
(i) Then the category Fk(O(M);M) of homogeneous cofunctors O(M) −→ M of degree k (see Defi-
nition 6.2) is weakly equivalent (in the sense of Definition 6.3) to the category of linear cofunctors
O(Fk(M)) −→M. That is,
Fk(O(M);M) ' F1(O(Fk(M));M).
(ii) For A ∈M we have the weak equivalence
FkA(O(M);M) ' F1A(O(Fk(M));M),
where FkA(O(M);M) stands for the category of homogeneous cofunctors F : O(M) −→ M of degree
k such that F (U) ' A for any U diffeomorphic to the disjoint union of exactly k open balls.
The second part of this result will be used in [13]. A similar result (but with a different approach) to
Theorem 1.3 was obtained by the authors in [12, Corollary 3.31] for “very good homogeneous functors”. Note
that neither [12, Corollary 3.31] nor Theorem 1.3 was known before, even for M = Spaces. Theorem 1.3
is interesting in the sense that it reduces the study of homogeneous cofunctors of degree k to the study of
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linear cofunctors, which are easier to handle. In [13] we use it (Theorem 1.3) as the starting point in the
classification of homogeneous cofunctors of degree k.
Our third result is a partial answer to Conjecture 1.2.
Theorem 1.4. Let M be a model category. Let F : Ok(M) −→ M be an isotopy cofunctor (see Defini-
tion 4.4). Then the cofunctor F ! : O(M) −→M defined as
F !(U) := holim
V ∈Ok(U)
F (V ) (1.1)
is an isotopy cofunctor as well.
The method we use to prove Theorem 1.4 is completely different from that we use to prove Theorem 1.1
essentially because of the following. First note that in Theorem 1.1M is a simplicial model category, while
in Theorem 1.4 M is a general model category. To prove Theorem 1.1, we use several results/properties
of homotopy limits in simplicial model categories such as the Fubini theorem (see Theorem 3.11), and
Proposition 3.19. However, Proposition 3.19 involves the notion of totalization of a cosimplicial object,
which a priori does not make sense in a general model category.
The key concept we introduce to prove Theorem 1.4 is called admissible family of open subsets. Roughly
speaking, a sequence B = B0, · · · , Bn of open balls is said to be admissible if Bi∩Bi+1 6= ∅ for all i. One can
extend that definition to sequences V = V0, · · · , Vn of objects of Ok(M) (see Definition 7.7). Such sequences
yield zigzags of isotopy equivalences of Ok(M) between V and Vn, and the collection of those form a category
denoted D(V ) (see Definition 7.12). This latter category plays a crucial role in Section 7. Indeed, one can
“deduce” Theorem 1.4 by applying the homotopy limit functor to appropriate diagrams in M indexed by
D(V ).
Outline of the paper
This paper is subdivided into two detailed and almost disconnected parts. The first one covers Sections 2,
3, 4, 5 and 6 where we prove Theorems 1.1 and 1.3, while the second covers Section 7 where we prove
Theorem 1.4.
• In Section 2 we fix some notation. We also give a table that plays the role of a dictionary between our
notation and that of Weiss-Pryor. The purpose of that table is to help the exposition of certain proofs,
especially in Subsections 4.2, 4.4.
• Section 3 deals with homotopy limits in simplicial model categories. We follow Hirschhorn’s style [7,
Chapters 18-19]. Since the homotopy limit is so ubiquitous in this work, we first give its definition
in Subsection 3.1. Next, in the same subsection, we recall some of its basic properties including the
homotopy invariance (see Theorem 3.9), the cofinality theorem (see Theorem 3.10), and the Fubini
theorem (see Theorem 3.11). All these properties are indeed used in many places in this work. Sub-
section 3.2 deals with cosimplicial replacement of a diagram. We prove Proposition 3.19, which is the
main new result of the section. It says that the canonical isomorphism holim
D
F ∼= Tot Π•F between
the homotopy limit of a diagram F : D −→ M and the totalization of its cosimplicial replacement is
natural in the following sense. If θ : C −→ D is a functor between small categories, then the obvious
square involving the isomorphisms holim
D
F ∼= Tot Π•F and holimC Fθ
∼= Tot Π•(Fθ) must commutes.
Proposition 3.19 will be used in the proof of Theorem 4.1.
• Section 4 proves two important results: Theorem 4.1 and Theorem 4.2. The first, which is the crucial
ingredient in the proof of Theorem 1.1, roughly says that the homotopy limit F !B(U) := holim
V ∈Bk(U)
F (V )
does not depend on the choice of the basis B. Specifically, it says that for any good basis B for the
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topology of M , for any isotopy cofunctor F : Ok(M) −→ M, the canonical map holim
V ∈Ok(U)
F (V ) −→
holim
V ∈Bk(U)
F (V ) is a weak equivalence for all U ∈ O(M). The proof of Theorem 4.1 goes through two big
steps. The first step (see Subsection 4.2) consists of splitting F !B into smaller pieces F˜
!•
B = {F˜ !pB }p≥0,
and show that F˜ !pB is independent of the choice of the basis B for all p (see Proposition 4.19). This
idea of splitting comes from the paper of Weiss [14], and the nice thing is that the collection F˜ !•B
turns out to be a cosimplicial object in the category of cofunctors from O(M) to M. The second
step, inspired by Pryor’s work [11], is to connect holim
[p]∈∆
F˜ !pB (U) and F
!
B(U) by a zigzag of natural weak
equivalences (see Subsection 4.4). It is very important that every map of that zigzag is natural in
both variables U and B. This is one of the reasons we really need Section 3 where all those maps are
carefully inspected, especially the map that appears in Theorem 3.16. Regarding Theorem 4.2, it says
that F !B is good provided that F : Bk(M) −→ M is an isotopy cofunctor. This result is a part of the
proof of Theorem 1.1, and its proof is based on Theorem 4.1 and the Grothendieck construction (see
Subsection 4.3).
• In Section 5 we prove the main result of the first part: Theorem 1.1. To do this we use Theorem 4.1
and Theorem 4.2 as mentioned earlier. We also use Lemmas 5.2, 5.3, 5.4. The first lemma says that
a certain functor is right cofinal. The second (which is a generalization of [14, Theorem 4.1]) states
that if F : Bk(M) −→ M is an isotopy cofunctor, then F !B is polynomial of degree ≤ k. The proof of
this result also uses the Grothendieck construction. The third lemma (which is a generalization of [14,
Theorem 5.1]) is a characterization of polynomial cofunctors. Note that Lemma 5.3 and Lemma 5.4
are important themselves.
• Section 6 deals with homogeneous cofunctors, and is devoted to the proof of Theorem 1.3. The key
ingredient we need is Lemma 6.5, which roughly says that homogeneous cofunctors O(M) −→ M of
degree k are determined by their values on subsets diffeomorphic to the disjoint union of exactly k open
balls provided thatM has a zero object. So Lemma 6.5 is also a useful result in its own right since it
characterizes homogeneous cofunctors. Note that the proof of Lemma 6.5 is based on the results we
obtained in Section 4 and Section 5.
• Section 7 proves Theorem 1.4. To do this we use a completely different method (but rather lengthy)
from that we used in previous sections. As mentioned earlier, the key concept here is that of admissible
family (see Definition 7.7) introduced in [12]. In Subsection 7.1 we recall some useful properties for
homotopy limits in general model categories. Subsections 7.2, 7.3 are preparatory subsections dealing
with technical tools needed for the proof of Theorem 1.4. Lastly, Subsection 7.4 proves Theorem 1.4.
Acknowledgements. This work has been supported by Pacific Institute for the Mathematical Sciences
(PIMS) and the University of Regina, that the authors acknowledge. We are also grateful to P. Hirschhorn,
J. Scherer, and W. Chacholski for helpful conversations (by emails) about homotopy limits and homotopy
colimits.
2 Notation
In this section we fix some notation.
• We let M denote a smooth manifold. If U is a subset of M , we let O(U) denote the poset of open
subsets of U , morphisms being inclusions of course. In particular one has the poset O(M).
• For k ≥ 0, and U ∈ O(M), we let Ok(U) ⊆ O(U) denote the full subposet whose objects are open
subsets diffeomorphic to the disjoint union of at most k balls. In particular one has the poset Ok(M).
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• We write O for the collection of all subsets of M diffeomorphic to an open ball. Certainly O is a full
subposet of O(M).
• We let B denote a good basis (see Definition 4.6) for the topology of M . Clearly, one has B ⊆ O for
any good basis B.
• We writeM for a simplicial model category unless stated otherwise.
• If β : F −→ G is a natural transformation, the component of β at x will be denoted β[x] : F (x) −→ G(x).
• We use the notation x := def to state that the left hand side is defined by the right hand side.
Since the proofs of some important results in this paper are based on [11] and [14], we need a dictionary of
notations which is provided by the following table. The purpose of that table is then to help the exposition
of certain proofs, especially in Subsections 4.2, 4.4 as we said before. The first column gives the notation that
we use in this paper, while the second and the third regard the notation used in [11] and [14] respectively.
The notations that appear in the same row have the same meaning. The word “nothing” means that there
is no notation with the same meaning in the corresponding paper. For instance, in the first row we have the
notation O in this paper, which stands for the maximal good basis for the topology of M . However there is
no notation in [11] and [14] that has the same meaning as O.
In this paper In Pryor’s paper [11] In Weiss’ paper [14]
O nothing nothing
O(M) O(M) or just O O(M) or just O
Ok(M) Ok Ok
Bk(M) (see Definition 4.7) Bk nothing
O˜k,p(M) (see Definition 4.10) nothing IkOkp(M)
B˜k,p(M) (see Definition 4.10) Ak(Bk)p(M) nothing
B̂k,q(M) (Ak)qBk(M) nothing
F !O (see Example 4.8) nothing E
!
F !B (see Definition 4.7) F
! nothing
F˜ pB (see Definition 4.12) Fp nothing
F˜ !pB (see Definition 4.12) F
!
p nothing
F˜ !pO (see Definition 4.12) nothing E
!
p
Fˆ qB (see (4.1)) F̂q nothing
Fˆ !qB (see (4.2)) F̂
!
q nothing
For the meaning of B̂k,q(M) we refer the reader to the beginning of Subsection 4.4.
3 Homotopy limits in simplicial model categories
In this section we recall some useful definitions and results about homotopy limits in simplicial model
categories. We also prove Corollary 3.18 and Proposition 3.19, which will be used in Section 4. The main
reference here is Hirschhorn’s book [7, Chapter 18].
Let us begin with the following remark and notation.
Remark 3.1. For the sake of simplicity, all the functors F : C −→ M in this section are covariant unless
stated otherwise. However, in next sections our functors will be contravariant since manifold calculus deals
with contravariant functors. This is not an issue of course since all the statements of this section hold for
contravariant functors as well: it suffices to replace everywhere “C” by its opposite category “Cop”.
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Notation 3.2. The following standard notations will be used only in this section.
(i) We let ∆ denote the category whose objects are [n] = {0, · · · , n}, n ≥ 0, and whose morphisms are non-
decreasing maps. For n ≥ 0, we let ∆[n] denote the simplicial set defined as (∆[n])p = hom
∆
([p], [n]).
(ii) If C is a category, we write N(C) for the nerve of C. If c ∈ C, we let C ↓ c denote the over category. An
object of C ↓ c consists of a pair (x, f), where x ∈ C and f : x −→ c is a morphism of C. A morphism
from (x, f) to (x′, f ′) consists of a morphism g : x −→ x′ of C such that the obvious triangle commutes.
3.1 Homotopy limits
Here we recall the definition of the homotopy limit of a diagram in a simplicial model category. Next we
recall some useful results due to P. Hirschhorn [7].
Definition 3.3. LetM be a simplicial model category, and let C be a small category. Consider a covariant
functor F : C −→ M. The homotopy limit of F , denoted holim
C
F , is the object of M defined to be the
equalizer of the maps ∏
c∈C
(F (c))N(C↓c)
φ //
ψ
//
∏
(f : c→c′)∈C
(F (c′))N(C↓c).
2 Here φ and ψ are defined as follows. Let f : c −→ c′ be a morphism of C.
• The projection of φ on the factor indexed by f is the following composition where the first map is a
projection ∏
c∈C
(F (c))N(C↓c) // (F (c))N(C↓c)
(F (f))N(C↓c) // (F (c′))N(C↓c).
• The projection of ψ on the factor indexed by f is the following composition where the first map is again
a projection. ∏
c∈C
(F (c))N(C↓c) // (F (c′))N(C↓c
′) (F (c
′))N(C↓f) // (F (c′))N(C↓c).
Definition 3.4. LetM be a category. Let C and D be small categories, and let θ : C −→ D be a functor. If
F : D −→ M is an D-diagram in M, then the composition F ◦ θ : C −→ M is called the C-diagram in M
induced by F , and it is denoted θ∗F . That is,
θ∗F := F ◦ θ. (3.1)
The following proposition will be used in many places in this paper. Especially, we will use it to define
morphisms between homotopy limits of diagrams of different shape. Also it will be used to show that certain
diagrams commute. That proposition regards the change of the indexing category of a homotopy limit.
Proposition 3.5. LetM be a simplicial model category, and let θ : C −→ D be a functor between two small
categories. If F : D −→M is an D-diagram, then there is a canonical map
[θ;F ] : holim
D
F −→ holim
C
θ∗F. (3.2)
2One of the axioms of the definition of a simplicial model category M [7, Definition 9.1.6] says that for an object Y ∈ M
and every simplicial set K, there exists an object Y K of M
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Furthermore, this map is natural in both variables θ and F . The naturality in θ says that if β : θ −→ θ′ is a
natural transformation, then the following square commutes.
holim
D
F
[θ;F ] // holim
C
θ∗F
holim
D
F
[θ′;F ]
//
id
OO
holim
C
θ′∗F
holim(Fβ)
OO
(3.3)
Here we have assumed F contravariant (in the covariant case, one has to reverse the righthand vertical map).
Regarding the naturality in F , it says that if η : F −→ F ′ is a natural transformation, then the following
square commutes.
holim
D
F
[θ;F ] //
holim(η)

holim
C
θ∗F
holim(θ∗η)

holim
D
F ′
[θ;F ′]
// holim
C
θ∗F ′.
(3.4)
Proof. The construction of [θ;F ] comes from the following observation, which provides a nice way to define
a map between two equalizers. This observation will be also used in Subsection 3.2.
Consider the following diagrams inM.
A
α //
β
// B A
′
α′ //
β′
// B
′ .
If Ψ: A −→ A′ is a map that satisfies the property
(for all g : E −→ A) ((αg = βg)⇒ (α′Ψg = β′Ψg)) , (3.5)
then we have an induced map
Ψ˜ : eq
(
A
α //
β
// B
)
−→ eq
 A′ α′ //
β′
// B
′
 .
Now we define [θ;F ] : holim
D
F −→ holim
C
θ∗F . By Definition 3.3, the homotopy limit of θ∗X is the equalizer
of the maps ∏
c∈C
(F (θ(c)))N(C↓c)
//
//
∏
(c−→c′)∈C
(F (θ(c′)))N(C↓c).
Define
Ψ:
∏
d∈D
(F (d))N(D↓d) −→
∏
c∈C
(F (θ(c)))N(C↓c)
as follows. For c ∈ C the map from ∏
d∈D
(F (d))N(D↓d) to the factor indexed by c is defined to be the composition
∏
d∈D
(F (d))N(D↓d) // (F (θ(c)))N(D↓θ(c)) // (F (θ(c)))N(C↓c) , (3.6)
where the first map is the projection onto the factor indexed by θ(c), and the second one is induced by the
canonical functor C ↓ c −→ D ↓ θ(c). It is straightforward to see that Ψ satisfies condition (3.5). We thus
obtain [θ;F ] := Ψ˜.
It is also straightforward to check that the squares (3.3) and (3.4) commute.
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We end this subsection with the following three important properties of homotopy limits. The first (see
Theorem 3.9) is known as the homotopy invariance for homotopy limits. The second (see Theorem 3.10)
is the cofinality theorem. And the last (see Theorem 3.11) is the so-called Fubini Theorem for homotopy
limits. Before we state those properties, we need the recall the following three definitions.
Definition 3.6. Let θ : C −→ D be a functor, and let d ∈ D. The under category d ↓ θ is defined as follows.
An object of d ↓ θ is a pair (c, f) where c is an object of C and f is a morphism of D from d to θ(c) .
A morphism from (c, f) to (c′, f ′) consists of a morphism g : c −→ c′ of C such that the obvious triangle
commutes (that is, θ(g)f = f ′). In similar fashion, one has the over category θ ↓ d.
Definition 3.7. [7, Definition 19.6.1] A functor θ : C −→ D is homotopy right cofinal (respectively homo-
topy left cofinal) if for every d ∈ D, the under category d ↓ θ (respectively the over category θ ↓ d) (see
Definition 3.6) is contractible.
Definition 3.8. If C is a category and M is a model category, a functor F : C −→ M is said to be an
objectwise fibrant functor if the image of every object under F is fibrant.
Theorem 3.9. [7, Theorems 18.5.2, 18.5.3] Let M be a simplicial model category, and let C be a small
category.
(i) If a functor F : C −→M is objectwise fibrant (see Definition 3.8), then the homotopy limit holim
C
F is
a fibrant object ofM.
(ii) Let η : F −→ G be a map of C-diagrams in M. Assume that both F and G are objectwise fibrant. If
for every object c of C the component η[c] : F (c) −→ G(c) is a weak equivalence, then the induced map
of homotopy limits holim
C
F −→ holim
C
G is a weak equivalence ofM.
Theorem 3.10. [7, Theorem 19.6.7] Let M be a simplicial model category. If θ : C −→ D is homotopy
right cofinal (respectively homotopy left cofinal), then for every objectwise fibrant contravariant (respectively
covariant) functor F : D −→M, the natural map [θ;F ] from Proposition 3.5 is a weak equivalence.
Theorem 3.11. LetM be simplicial model category, and let C and D be small categories. Let F : C×D −→
M be a bifunctor. Then there exists a natural weak equivalence
holim
C
holim
D
F
∼−→ holim
D
holim
C
F.
Proof. This is the dual of [2, Theorem 24.9].
3.2 Cosimplicial replacement of a diagram
The goal of this subsection is to prove Corollary 3.18 and Proposition 3.19. As we said before those two
results will be used in Section 4.
Definition 3.12. Let M be a simplicial model category, and let C be a small category. For a covariant
functor F : C −→M, we define its cosimplicial replacement, denoted Π•F : ∆ −→M, as
ΠnF :=
∏
(c0→···→cn)∈Nn(C)
F (cn).
For 0 ≤ j ≤ n − 1 the codegeneracy map sj : ΠnF −→ Πn−1F is defined as follows. The projection of sj
onto the factor indexed by c0 → · · · → cn−1 is defined to be the projection of ΠnF onto the factor indexed by
c0 → · · · → cj id−→ cj → · · · → cn−1. Cofaces are defined in a similar way.
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Remark 3.13. Let M be a model category, and let C and D be small categories. Consider a covariant
functor F : D −→M. Also consider a functor θ : C −→ D. Recall the notation θ∗(−) from (3.1). Then there
exists a canonical map
β•F : Π
•F −→ Π•(θ∗F )
defined as follows. The map from ΠnF to the factor of Πn(θ∗F ) indexed by c0 → · · · → cn is just the
projection of ΠnF onto the factor F (θ(cn)) indexed by θ(c0)→ · · · → θ(cn).
The following proposition is stated (without any proof) in [1, Chapter XI, Section 5] for diagrams of simplicial
sets.
Proposition 3.14. Let M be a simplicial model category. Let C be a small category, and let F : C −→ M
be an objectwise fibrant covariant functor. Then the cosimplicial replacement Π•F is Reedy fibrant (see the
definition of “Reedy fibrant” in the proof).
Proof. First we recall the definition of Reedy fibrant. Let Z• : ∆ −→M be a cosimplicial object inM. For
n ≥ 0, we let En denote the category whose objects are maps [n] −→ [p] of ∆ such that p < n. A morphism
from [n] −→ [p] to [n] −→ [q] consists of a map [p] −→ [q] of ∆ such that the obvious triangle commutes.
The matching object of Z• at [n] ∈ ∆, denoted MnZ•, is defined to be the limit of the En-diagram that
sends [n] −→ [p] to Zp. That is,
MnZ• := lim
([n]→[p])∈En
Zp.
By the universal property, there exists a unique map αn : Zn −→ MnZ• that makes certain triangles
commutative. That map is induced by all codegeneracies sj : Zn −→ Zn−1, 0 ≤ j ≤ n− 1. We say that Z•
is Reedy fibrant if αn is a fibration for all n ≥ 0.
We come back to the proof of the proposition. Let n ≥ 0. Since each codegeneracy map sj : ΠnF −→ Πn−1F
is a projection (see Definition 3.12), it follows that αn is also a projection. This implies (by the assumption
that F (c) is fibrant for any c ∈ C) that αn is a fibration, which completes the proof.
Definition 3.15. Let M be a simplicial model category. Let Z• : ∆ −→M be a cosimplicial object in M.
The totalization of Z•, denoted Tot Z•, is defined to be the equalizer of the maps
∏
[n]∈∆
(Zn)∆[n]
φ′ //
ψ′
//
∏
(f : [n]→[p])∈∆
(Zp)∆[n].
Here the maps φ′ and ψ′ are defined in the similar way as the maps φ and ψ from Definition 3.3.
Theorem 3.16. [8, Theorem 12.5] Let M be a simplicial model category. Let C be a small category, and
let F : C −→M be a covariant functor. Then there exists an isomorphism
ΦC : holimC
F
∼=−→ Tot Π•F, (3.7)
which is natural in F .
Proof. This is well detailed in [8, Theorem 12.5]. However, for our purposes, specifically for the proof of
Proposition 3.19 below, we will recall only the construction of ΦC . The map ΦC is in fact the composition
of three isomorphisms (each obtained by using the observation we made at the beginning of the proof of
Proposition 3.5):
holim
C
F
Ψ˜1C
∼=
// X
Ψ˜2C
∼=
// X ′
Ψ˜3C
∼=
// Tot Π•F,
where
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• X is the equalizer of a diagram ∏
c∈C,n≥0,∆[n]→N(C↓c)
(F (c))∆[n]
//
// Y
• X ′ is the equalizer of a diagram ∏
n≥0,(c0→···→cn)∈Nn(C)
(F (cn))
∆[n] //
// Y
′ .
• By the definition of the cosimplicial replacement (see Definition 3.12), and by the the definition of the
totalization (see Definition 3.15), one can easily see that Tot Π•F is the equalizer of a diagram∏
n≥0,(c0→···→cn)∈Nn(C)
(F (cn))
∆[n] //
// Y
′′ .
Since we are only interested in the definition of maps, it is not important here to know the definition
of Y , Y ′, and Y ′′.
Recalling holim
C
F from Definition 3.3, the map Ψ˜1C is induced by the map
Ψ1C :
∏
c∈C
(F (c))N(C↓c) −→
∏
c∈C,n≥0,∆[n]→N(C↓c)
(F (c))∆[n], (3.8)
which is defined as follows. The projection of Ψ1C onto the factor indexed by (c ∈ C, n ≥ 0,∆[n] σ−→ N(C ↓ c))
is the composition ∏
c∈C
(F (c))N(C↓c) // (F (c))N(C↓c) // (F (c))∆[n],
where the first map is the projection onto the factor indexed by c, and the second is the canonical map
induced by σ : ∆[n] −→ N(C ↓ c).
Regarding the map Ψ˜2C , it is induced by the map
Ψ2C :
∏
c∈C,n≥0,∆[n]→N(C↓c)
(F (c))∆[n] −→
∏
n≥0,(c0→···→cn)∈Nn(C)
(F (cn))
∆[n], (3.9)
which is defined as follows. The projection of Ψ2C onto the factor indexed by (n ≥ 0, c0 → · · · → cn) is just
the projection ∏
c∈C,n≥0,∆[n]→N(C↓c)
(F (c))∆[n] −→ (F (cn))∆[n]
onto the factor indexed by (cn, c0 → · · · → cn, cn id−→ cn).
Lastly, the map Ψ˜3C is induced by the identity map. So
Ψ3C := id. (3.10)
Theorem 3.17. [7, Theorem 19.8.7] Let M be a simplicial model category, and let Z• : ∆ −→ M be a
cosimplicial object in M. If Z• is Reedy fibrant then the Bousfield-Kan map Tot Z• −→ holim
∆
Z• (see [7,
Definition 19.8.6]) is a weak equivalence, which is natural in Z•.
We end this section with the following corollary and proposition. These results will be used in the course of
the proof of Theorem 4.1 and Theorem 4.2, which will be done at the end of Subsection 4.4
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Corollary 3.18. Let M be a simplicial model category. Let C be a small category, and let F : C −→ M
be an objectwise fibrant covariant functor. Then the Bousfield-Kan map Tot Π•F −→ holim
∆
Π•F (see [7,
Definition 19.8.6]) is a weak equivalence, which is natural in Π•X.
Proof. This follows directly from Proposition 3.14 and Theorem 3.17.
Proposition 3.19. Let M be a simplicial model category, and let θ : C −→ D be a functor between small
categories. Consider a covariant functor F : D −→ M. Also consider the maps [θ;F ], β•F , and ΦC from
Proposition 3.5, Remark 3.13, and Theorem 3.16 respectively. Then the following square commutes.
holim
D
F
ΦD
∼=
//
[θ;F ]

Tot Π•F
Tot β•F

holim
C
θ∗F
ΦC
∼= // Tot Π•(θ∗F ).
Warning! Proposition 3.19 does not follow from the naturality of the map ΦC from Theorem 3.16. This is
because F and θ∗F does not have the same domain. So to prove Proposition 3.19 we really have to use the
definition of ΦC .
Proof of Proposition 3.19. Recall the maps Ψi(−), 1 ≤ i ≤ 3, from the proof of Theorem 3.16. To prove
the proposition, it suffices to see that the three squares induced by the pairs (ΨiD,ΨiC), 1 ≤ i ≤ 3, are all
commutative. Let us begin with the following square induced by (Ψ1D,Ψ1C).
∏
d∈D
(F (d))N(D↓d)
Ψ1D //
α

∏
d∈D,n≥0,∆[n]→N(D↓d)
(F (d))∆[n]
λ
∏
c∈C
(F (θ(c)))N(C↓c)
Ψ1C
// ∏
c∈C,n≥0,∆[n]→N(C↓c)
(F (θ(c)))∆[n].
(3.11)
Here α is the composition from (3.6), while the projection of λ onto the factor indexed by (c, n, σ : ∆[n] →
N(C ↓ c)) is the projection ∏
d∈D,n≥0,∆[n]→N(D↓d)
(F (d))∆[n] −→ F (θ(c))∆[n]
onto the factor indexed by (θ(c), n,∆[n] σ−→ N(C ↓ c) f−→ N(D ↓ θ(c))), where f is induced by the obvious
functor C ↓ c −→ D ↓ θ(c). Using the definitions, it is straightforward to check that the square (3.11)
commutes.
It is also straightforward to see that the following square, induced by the pair (Ψ2D,Ψ2C), is commutative.
∏
d∈D,n≥0,∆[n]→N(D↓d)
(F (d))∆[n]
λ

Ψ2D // ∏
n≥0,(d0→···→dn)∈Nn(D)
(F (dn))
∆[n]
∏
c∈C,n≥0,∆[n]→N(C↓d)
(F (θ(c)))∆[n]
Ψ2C
// ∏
n≥0,(c0→···→cn)∈Nn(C)
(F (θ(cn)))
∆[n]
Lastly, the square induced by (Ψ3D,Ψ3C) is clearly commutative since Ψ3D = id and Ψ3C = id by (3.10).
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4 Special open sets and good cofunctors
The goal of this section is to prove Theorem 4.1 and Theorem 4.2 below. The first result is a key ingredient,
which will be used in many places throughout Sections 4, 5, 6. It roughly says that a certain homotopy limit
holim
V ∈Bk(U)
F (V ) is independent of the choice of the basis B. The second theorem is a part of the proof of the
main result of this paper (Theorem 1.1). Note that the subsections 4.2, 4.4 are influenced by the work of
Pryor [11].
From now on, we let M denote a smooth manifold, and we let O(M) to be the poset of open subsets of M .
Also, for k ≥ 0, we let Ok(M) ⊆ O(M) to be the full subposet whose objects are open subsets diffeomorphic
to the disjoint union of at most k balls. Below (see Example 4.8) we will see that Ok(M) can be obtained
in another way. In [14] Weiss calls objects of Ok(M) special open sets.
Theorem 4.1. Let M be a simplicial model category, and let B and B′ be good bases (see Definition 4.6)
for the topology of M such that B ⊆ B′. Let B′k(M) ⊆ Ok(M) denote the full subcategory whose objects
are disjoint unions of at most k elements from B′. Consider an isotopy cofunctor (see Definition 4.4)
F : B′k(M) −→ M. Also consider the cofunctors F !B, F !B′ : O(M) −→ M from Definition 4.7. Then the
natural map
[θ;F ] : F !B′ −→ F !B
induced by the inclusion functor θ : Bk(M) −→ B′k(M) is a weak equivalence. Here the notation “[-; -] ”
comes from Proposition 3.5.
Theorem 4.2. Let M be a simplicial model category, and let B be a good basis (see Definition 4.6) for
the topology of M . Consider the poset Bk(M) from Definition 4.7, and let F : Bk(M) −→M be an isotopy
cofunctor (see Definition 4.4). Then the cofunctor F !B : O(M) −→ M from Definition 4.7 is good (see
Definition 4.5).
The proof of Theorem 4.1 and Theorem 4.2 will be done in Subsection 4.4 after some preliminaries results.
4.1 Isotopy cofunctors
The goal of this subsection is to prove Proposition 4.9, which will be used in Sections 5, 6. Note that this
result is well known in the context of topological spaces.
We begin with several definitions. The first one is the notion of isotopy equivalence, which is well known in
differential topology, manifold calculus, and other areas. Nevertheless we need to recall it for our purposes
in Section 7.
Definition 4.3. A morphism U ↪→ U ′ of O(M) is said to be an isotopy equivalence if there exists a
continuous map
L : U × [0, 1] −→ U ′, (x, t) 7→ Lt(x) := L(x, t)
that satisfies the following three conditions:
(a) L0 : U ↪→ U ′ is the inclusion map;
(b) L1(U) = U ′;
(c) for all t, Lt : U −→ U ′ is a smooth embedding.
Such a map L is called an isotopy from U to U ′.
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Definition 4.4. Let C ⊆ O(M) be a subcategory of O(M), and let M be a model category. A cofunctor
F : C −→M is called isotopy cofunctor if it satisfies the following two conditions:
(a) F is objectwise fibrant (see Definition 3.8);
(b) F sends isotopy equivalences (see Definition 4.3) to weak equivalences.
Definition 4.5. Let M be a simplicial model category. A cofunctor F : O(M) −→ M is called good if it
satisfies the following two conditions:
(a) F is an isotopy cofunctor (see Definition 4.4);
(b) For any string U0 → U1 → · · · of inclusions of O(M), the natural map
F
( ∞⋃
i=0
Ui
)
−→ holim
i
F (Ui)
is a weak equivalence.
In order words, a cofunctor F : O(M) −→ M is good if it satisfies three conditions: (a), (b) from Defini-
tion 4.4, and (b) from Definition 4.5. As we said in the introduction, this definition is slightly different from
the classical one [14, Page 71] (see the comment we made right after Theorem 1.1).
Definition 4.6. A basis for the topology of M is called good if each element in there is diffeomorphic to an
open ball.
Definition 4.7. Let B be a good basis (see Definition 4.6) for the topology of M .
(i) For k ≥ 0, we define Bk(M) ⊆ O(M) to be the full subposet whose objects are disjoint unions of at
most k elements from B.
(ii) If F : Bk(M) −→M is a cofunctor, we define F !B : O(M) −→M as
F !B(U) := holim
V ∈Bk(U)
F (V ).
Example 4.8. Let O be the collection of all subsets of M diffeomorphic to an open ball. Certainly this is
a good basis (see Definition 4.6) for the topology of M . So, by Definition 4.7, one has the poset Ok(M),
which is exactly the same as the poset Ok(M) we defined just before Theorem 4.1. If F : Ok(M) −→ M is
a cofunctor, one also has the cofunctor F !O : O(M) −→M defined as
F !O(U) := holim
V ∈Ok(U)
F (V ).
Clearly O is the biggest (with respect to the inclusion) good basis for the topology of M .
As we said before, the following proposition will be used in Section 5 and Section 6.
Proposition 4.9. Let B and Bk(M) as in Definition 4.7. Let M be a simplicial model category, and let
F : Bk(M) −→M be an objectwise fibrant cofunctor.
(i) Then there is a natural transformation η from F to the restriction F !B|Bk(M), which is an objectwise
weak equivalence.
(ii) If in addition F is an isotopy cofunctor (see Definition 4.4), then so is the restriction of F !B to Bk(M).
14
Proof. (i) Let U ∈ Bk(M), and let θ, θ′ : Bk(U) −→ Bk(U) be functors defined as θ(V ) = V and θ′(V ) = U .
Certainly there is a natural transformation β : θ −→ θ′. This induces by (3.3) the following commutative
square.
holim
V ∈Bk(U)
F (V )
[θ;F ] // holim
V ∈Bk(U)
F (V )
holim
V ∈Bk(U)
F (V )
[θ′;F ]
//
id
OO
holim
V ∈Bk(U)
F (U).
holim(Fβ)
OO
Clearly one has F (U) ' holim
V ∈Bk(U)
F (U). This allows us to define η[U ] := holim(Fβ). Since θ is the
identity functor, it follows that the map [θ;F ] is a weak equivalence (in fact it is the identity functor as
well). The map [θ′;F ] is also a weak equivalence (by Theorem 3.10) since θ′ is homotopy right cofinal.
Indeed, for every V ∈ Bk(U) the under category (see Definition 3.6) V ↓ θ′ has a terminal object,
namely (U, V ↪→ U). Now, applying the two-out-of-three axiom we deduce that the map holim(Fβ) is
a weak equivalence. Regarding the naturality of η[U ] in U , it follows easily from (3.4).
(ii) Certainly the functor F !B|Bk(M) satisfies condition (a) from Definition 4.4 because of Theorem 3.9.
Condition (b) from the same definition is also satisfied by F !B|Bk(M) (this follows directly from part
(i)).
4.2 The cofunctors F !p
In this subsection we consider a good basis B and the poset Bk(M) as in Definition 4.7. Also we consider the
basis O from Example 4.8. The main results here are Proposition 4.19 and Proposition 4.20 whose proofs
are inspired by Pryor’s work [11]. Those propositions are one of the key ingredients in proving Theorem 4.1
and Theorem 4.2.
Definition 4.10. Let k, p ≥ 0.
(i) Define B˜k,p(M) to be the poset whose objects are strings V0 → · · · → Vp of p composable morphisms in
Bk(M). A morphism from V0 → · · · → Vp to W0 → · · · →Wp consists of a collection {fi : Vi ↪→Wi}pi=0
of isotopy equivalences such that all the obvious squares commute.
(ii) Taking B to be O, we have the poset O˜k,p(M).
The following remark claims that the collection B˜k,•(M) = {B˜k,p(M)}p≥0 is equipped with a canonical
simplicial object structure.
Remark 4.11. Let U ∈ O(M). For 0 ≤ i ≤ p+ 1 define di : B˜k,p+1(U) −→ B˜k,p(U) as
di(V0 → · · · → Vp+1) =

V1 → · · · → Vp+1 if i = 0
V0 → · · ·Vi−1 → Vi+1 → · · · → Vp+1 if 1 ≤ i ≤ p
V0 → · · · → Vp if i = p+ 1.
For 0 ≤ j ≤ p define sj : B˜k,p(U) −→ B˜k,p+1(U) as
sj(V0 → · · · → Vp) = V0 → · · · → Vj id→ Vj → · · · → Vp.
One can easily check that di and sj satisfy the simplicial relation. So B˜k,•(U) is a simplicial object in Cat,
the category of small categories.
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Definition 4.12. Let F : Bk(M) −→M be a cofunctor.
(i) Define a cofunctor F˜ !pB : O(M) −→M as
F˜ !pB (U) := holimB˜k,p(U)
F˜ pB,
where
F˜ pB : B˜k,p(U) −→M, V0 → · · · → Vp 7→ F (V0).
(ii) Taking again B to be O, we have the cofunctor F˜ !pO : O(M) −→M.
The following remark will be used in Subsection 4.4.
Remark 4.13. Let U ∈ O(M), and let B˜k,•(U) be the simplicial object from Remark 4.11. Using the simpli-
cial structure on B˜k,•(U), one can endow the collection F˜ !•B (U) = {F˜ !pB (U)}p≥0 with a canonical cosimplicial
structure as follows. First recall the notation θ∗(−) from (3.1). Also recall the notation [−;−] introduced in
Proposition 3.5. Let di and sj as in Remark 4.11, and consider d0 : B˜k,p+1(U) −→ B˜k,p(U). Also consider
the natural transformation β : d∗0F˜
p
B −→ F˜ p+1B defined as
β[V0
f→ V1 → · · · → Vp+1] := F (V1) F (f)−→ F (V0).
Now define di : F˜ !pB (U) −→ F˜ !(p+1)B (U) as
di =
{
holim(β) ◦ [d0; F˜ pB] if i = 0[
di; F˜
p
B
]
if 1 ≤ i ≤ p+ 1.
Also define sj : F˜ !(p+1)B (U) −→ F˜ !pB (U), 0 ≤ j ≤ p+ 1, as
sj = [sj ; F˜
p+1
B ].
Certainly the maps di and sj satisfy the cosimplicial relations. So F˜ !•B (U) is a cosimplicial object in M for
any U ∈ O(M).
Definition 4.14. Let M be a category with a class of weak equivalences, and let C be any other category.
A functor C −→M is called locally constant if it sends every morphism of C to a weak equivalence.
Example 4.15. Let F : Bk(M) −→M be an isotopy cofunctor (see Definition 4.4). Then the cofunctor F˜ pB
from Definition 4.12 is locally constant. This follows directly from the definition of a morphism of B˜k,p(M)
(see Definition 4.10) and the definition of an isotopy cofunctor.
Now we state and prove the main results of this subsection (Proposition 4.19 and Proposition 4.20). First
we need three preparatory lemmas.
Lemma 4.16. LetM be a simplicial model category. Let θ : C −→ D be a functor between small categories.
Consider a functor G : D −→M, and assume that it is locally constant (see Definition 4.14). Also assume
that the nerve of θ is a weak equivalence. Then the canonical map
[θ;G] : holim
D
G −→ holim
C
θ∗G
(see Proposition 3.5) is a weak equivalence.
Proof. This is just the dual of Proposition 1.17 from [3].
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Lemma 4.17. For any U ∈ O(M) the nerve of the inclusion functor B˜k,p(U) ↪→ O˜k,p(U) is a homotopy
equivalence for all k, p ≥ 0.
Proof. This is done in the course of the proof of Theorem 6.12 from [11].
Lemma 4.18. [11, Lemma 6.8] Let f : U ↪→ U ′ be a morphism of O(M). If f is an isotopy equivalence,
then the nerve of the inclusion functor B˜k,p(U) ↪→ B˜k,p(U ′) is a homotopy equivalence.
Proposition 4.19. Let M be a simplicial model category, and let F : Ok(M) −→ M be an isotopy co-
functor (see Definition 4.4). Let U be an object of O(M). Consider θ : B˜k,p(U) ↪→ O˜k,p(U), the inclusion
functor. Also consider F˜ pO : O˜k,p(U) −→ M, the cofunctor from Definition 4.12. Then the canonical map
[θ; F˜ pO] : F˜
!p
O (U) −→ F˜ !pB (U) is a weak equivalence for all p ≥ 0. Furthermore that map is natural in U .
Proof. Set C := B˜k,p(M),D := O˜k,p(M), and G := F˜ pO. Since G is locally constant by Example 4.15, and
since the nerve of θ is a weak equivalence by Lemma 4.17, it follows that [θ; F˜ pO] is a weak equivalence by
Lemma 4.16. The naturality in U comes directly from the definitions.
Proposition 4.20. LetM be a simplicial model category, and let F : Bk(M) −→M be an isotopy cofunctor
(see Definition 4.4). Then for any p ≥ 0 the cofunctor F˜ !pB (see Definition 4.12) is an isotopy cofunctor as
well.
Proof. Let U ↪→ U ′ be an isotopy equivalence, and let θ : B˜k,p(U) ↪→ B˜k,p(U ′) denote the inclusion func-
tor. Consider the cofunctor F˜ pB : B˜k,p(U ′) −→ M from Definition 4.12. Since F˜ pB is locally constant by
Example 4.15, and since the nerve of θ is a weak equivalence by Lemma 4.18, the desired result follows by
Lemma 4.16.
4.3 Grothendieck construction
In this subsection we recall the Grothendieck construction, and we give some examples that will be used
further. We also recall an important result (see Theorem 4.24), which regards the homotopy limit of a
diagram indexed by the Grothendieck construction.
Definition 4.21. Let C be a small category, and let F : C −→ Cat be a covariant functor from C to the
category Cat of small categories. Define
∫
C F to be the category whose objects are pairs (c, x) where c ∈ C
and x ∈ F(c). A morphism (c, x) −→ (c′, x′) consists of a pair (f, g), where f : c −→ c′ is a morphism of C,
and g : F(f)(x) −→ x′ is a morphism of F(c′). The construction that sends F : C −→ Cat to ∫C F is called
the Grothendieck construction.
Here are two examples of the Grothendieck construction. The first one will be used in Subsection 4.4, while
the second will be used in Section 5.
Example 4.22. Let D0 ↪→ D1 ↪→ D2 · · · be an increasing inclusion of small categories. Define C to be the
category {0→ 1→ 2→ · · · }, and F : C −→ Cat as F(i) = Di. Then one can see that∫
C
F = C ×
( ∞⋃
i=0
Di
)
.
Example 4.23. Let k ≥ 0, and let C be the category defined as
C = {S ⊆ {0, · · · , k} such that S 6= ∅} .
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Given two objects S, T ∈ C, there exists a morphism from S to T if T ⊆ S. If U is an open subset of M ,
and A0, · · · , Ak are pairwise disjoint closed subsets of U , we let Ω denote the basis (for the topology of U)
where an element is a subset B diffeomorphic to an open ball such that B intersects at most one Ai. In other
words, if one introduces the notation U(S) := U\ ∪i∈S Ai, then
Ω :=
{
B ⊆ U | B is diffeomorphic to an open ball and B ⊆ U
(
{0, · · · , iˆ, · · · , k}
)}
,
where the “hat” means taking out. Certainly Ω is a good basis (see Definition 4.6). Now, for V ∈ O(U) we
let Ωk(V ) ⊆ Ok(V ) denote the full subposet whose objects are disjoint unions of at most k elements from Ω.
Define
F : C −→ Cat as F(S) := Ωk(U(S)).
Clearly, one has F(S) ⊆ F(T ) whenever T ⊆ S. So F(S → T ) is just the inclusion functor. One can then
consider the category
∫
C F (see Definition 4.21), which can be described as follows. An object of that category
is a pair (S, V ) where ∅ 6= S ⊆ {0, · · · , k}, and V ⊆ U\ ∪i∈S Ai is the disjoint union of at most k elements
from Ω. There exists a morphism (S, V ) −→ (T,W ) if and only if T ⊆ S and V ⊆W .
Theorem 4.24. [2] LetM be a simplicial model category. Let C be a small category and let F : C −→ Cat be
a covariant functor. Consider a collection {Gc : : F(c) −→M}c∈C of functors such that for any f : c −→ c′
in C the following triangle commutes.
F(c′) Gc′ //
F(f)

M
F(c)
Gc
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Then the canonical map
β : holim
(c,x)∈∫C F Gc(x) −→ holimc∈C holimx∈F(c) Gc(x)
is a weak equivalence (see Definition 4.21).
Proof. This is the dual of [2, Theorem 26.8].
4.4 Special open sets and good cofunctors
The goal of this subsection is to prove Theorem 4.1 and Theorem 4.2 announced at the beginning of Section 4.
To prove Theorem 4.1 we will need Lemma 4.26 below. First we need to introduce some notation. For
U ∈ O(M), q ≥ 0 we let B̂k,q(U) denote the poset whose objects are strings W0 → · · · →Wq of q composable
morphisms in Bk(U) such thatWi →Wi+1 is an isotopy equivalence for all i. A morphism fromW0 → · · · →
Wq to W ′0 → · · · →W ′q consists of a collection f = {fi : Wi −→W ′i}qi=0 of morphisms of Bk(U) such that all
the obvious squares commute. Now let F : Bk(M) −→M be an objectwise fibrant cofunctor. Define a new
cofunctor Fˆ qB : B̂k,q(U) −→M as
Fˆ qB(W0 → · · · →Wq) := F (W0). (4.1)
Also define Fˆ !qB : O(M) −→M as
Fˆ !qB (U) := holimB̂k,q(U)
Fˆ qB. (4.2)
Remark 4.25. (i) As in Remark 4.13, the collection Fˆ !•B (U) = {Fˆ !qB (U)}q≥0 is a cosimplicial object in
M for all U ∈ O(M).
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(ii) Recall the poset B˜k,p(U) and the functor F˜ pB from Definition 4.10 and Definition 4.12 respectively. Also
recall Π•(−) from Definition 3.12. Then one can easily see that
ΠqF˜ pB = Π
pFˆ qB
since the set of q-simplices of the nerve N(B˜k,p(U)) is equal to the set of p-simplices of the nerve
N(B̂k,q(U)).
Lemma 4.26. Let M be a simplicial model category. For U ∈ O(M), consider the functor θ : Bk(U) −→
B̂k,q(U) defined as θ(V ) := V → · · · → V . Then the canonical map
[θ; Fˆ qB] : Fˆ
!q
B (U) −→ F !B(U) (4.3)
is a weak equivalence. Furthermore this map is natural in U .
Proof. Let W0 → · · · → Wq ∈ B̂k,q(U). The under category (W0 → · · · → Wq) ↓ θ is contractible since it
has an initial object, namely (Wq, f) where f is the obvious map from W0 → · · · →Wq to Wq → · · · →Wq.
So θ is homotopy right cofinal, and therefore the map [θ; Fˆ qB] is a weak equivalence by Theorem 3.10. The
naturality of that map in U is readily checked.
We are now ready to prove Theorem 4.1.
Proof of Theorem 4.1. In the following proof we will work with B′ = O. Notice that one can perform exactly
the same proof with any good basis B′ containing B.
Let U ∈ O(M). Recall F˜ !pB from Definition 4.12. We will show that the objects holim
[p]∈∆
F˜ !pB (U) and F
!
B(U)
are connected by a zigzag of natural weak equivalences. Consider the following diagram.
holim
[p]∈∆
holim
B˜k,p(U)
F˜ pB
∼= // holim
[p]∈∆
Tot Π•F˜ pB
∼ // holim
[p]∈∆
holim
[q]∈∆
ΠqF˜ pB
∼ // holim
[q]∈∆
holim
[p]∈∆
ΠqF˜ pB
holim
[p]∈∆
holim
O˜k,p(U)
F˜ pO
OO
∼=
// holim
[p]∈∆
Tot Π•F˜ pO
OO
∼ // holim
[p]∈∆
holim
[q]∈∆
ΠqF˜ pO
OO
∼ // holim
[q]∈∆
holim
[p]∈∆
ΠqF˜ pO
λ
OO
• In the first row
- the first map is the homotopy limit of the map (3.7),
- the second is the homotopy limit of the Bousfield-Kan map from Corollary 3.18, and
- the third is provided by the Fubini Theorem 3.11.
• The maps in the second row are obtained in the similar way since B is a subposet of O.
• The lefthand vertical map is nothing but the homotopy limit of [θ; F˜ pO], where θ : B˜k,p(U) ↪→ O˜k,p(U)
is just the inclusion functor.
• The three others are the canonial ones induced by the map β•O˜k,p(U) from Remark 3.13.
Certainly the lefthand square commutes by Proposition 3.19. The middle one commutes by the fact that
the Bousfield-Kan map Tot Z• −→ holim
∆
Z• is natural in Z•. The third square commutes since the map in
the Fubini Theorem 3.11 is also natural. So the above diagram is commutative. Therefore, since the first
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vertical map is a weak equivalence by Proposition 4.19 and Theorem 3.9, it follows that the last one, λ, is
also a weak equivalence.
Similarly the following diagram (in which the equality comes from Remark 4.25) is commutative as well.
holim
[q]∈∆
holim
[p]∈∆
ΠqF˜ pB holim
[q]∈∆
holim
[p]∈∆
ΠpFˆ qB holim
[q]∈∆
Tot Π•Fˆ qB
∼oo holim
[q]∈∆
holim
B̂k,q(U)
Fˆ qB
∼=oo
holim
[q]∈∆
holim
[p]∈∆
ΠqF˜O
λ∼
OO
holim
[q]∈∆
holim
[p]∈∆
ΠpFˆ qO
OO
holim
[q]∈∆
Tot Π•Fˆ qO∼oo
OO
holim
[q]∈∆
holim
Ôk,q(U)
Fˆ qO.∼=
oo
ϕ
OO
So the map ϕ is a weak equivalence.
Now consider the following square.
holim
[q]∈∆
Fˆ !qB (U)
∼ // F !B(U)
holim
[q]∈∆
Fˆ !qO (U) ∼ //
ϕ ∼
OO
F !O(U),
OO
where the top horizontal arrow is the homotopy limit of the map (4.3), which is itself a weak equivalence
by Lemma 4.26. In similar fashion the bottom horizontal map is a weak equivalence. The lefthand vertical
map is the above map ϕ, which is a weak equivalence. So, since the square commutes, it follows that the
righthand vertical map is also a weak equivalence. We thus obtain the desired result.
To prove Theorem 4.2 we will need the following lemma.
Lemma 4.27. Let U ∈ O(M), and let Bk(U) ⊆ Bk(U) be the full subposet defined as
Bk(U) = {V ∈ Bk(U)| V ⊆ U}. (4.4)
Here V stands for the closure of V . Let M be a simplicial model category. Consider an isotopy cofunctor
F : Bk(U) −→M. Then the canonical map
[θ;F ] : holim
V ∈Bk(U)
F (V ) −→ holim
V ∈Bk(U)
F (V ), (4.5)
induced by the inclusion functor θ : Bk(U) −→ Bk(U), is a weak equivalence.
Proof. Let B be the following basis for the topology of U .
B = {B ⊆ U | B ∈ B and B ⊆ U}.
Certainly B is a good basis (see Definition 4.6). One can easily see that each object of Bk(U) is the disjoint
union of at most k elements from B. So by Theorem 4.1, the map [θ;F ] is a weak equivalence.
Proof of Theorem 4.2. We begin with part (a) of goodness. Let U,U ′ ∈ O(M) such that U ⊆ U ′. Assume
that the inclusion map U ↪→ U ′ is an isotopy equivalence. Then the canonical map
holim
B˜k,p(U ′)
F˜ pB −→ holimB˜k,p(U)
F˜ pB
is a weak equivalence by Proposition 4.20. Now, by replacing
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• O˜k,p(U) by B˜k,p(U ′),
F˜ pO : O˜k,p(U) −→M by F˜ pB : B˜k,p(U ′) −→M,
Fˆ qO : Ôk,q(U) −→M by Fˆ qB : B̂k,q(U ′) −→M,
• Ôk,q(U) by B̂k,q(U ′), Fˆ !qO (U) by Fˆ !qB (U ′), and F !O(U) by F !B(U ′),
in the proof of Theorem 4.1, we deduce that the canonical map F !B(U
′) −→ F !B(U) is a weak equivalence.
This proves part (b) from Definition 4.4. Part (a) from the same definition follows immediately from the
fact that F : Bk(M) −→M is an isotopy cofunctor by assumption, and from Theorem 3.9.
Now we show part (b) of goodness. Let U0 → U1 → · · · be a string of inclusions of O(M). Consider the
following commutative square.
holim
V ∈Bk(∪iUi)
F (V ) //
∼

holim
i
holim
V ∈Bk(Ui)
F (V )
∼

holim
V ∈Bk(∪iUi)
F (V ) ∼ // holimi
holim
V ∈Bk(Ui)
F (V ).
• Both vertical maps come from (4.5), and therefore are weak equivalences by Lemma 4.27.
• The bottom horizontal map is a weak equivalence by the following reason. Consider the data from
Example 4.22, and set Di := Bk(Ui). Then it is straightforward to see that∫
C
F = C ×
(⋃
i
Di
)
= Bk(∪iUi). (4.6)
The first equality is obvious, while the second one comes from the definition of Bk(−) (see (4.4)).
Furthermore the canonical map
holim
(i,V )∈∫C F F (V ) −→ holimi∈C holimV ∈Di F (V )
is a weak equivalence by Theorem 4.24. But, by (4.6), this latter map is nothing but the map we are
interested in.
Hence the top horizontal map is a weak equivalence, and this completes the proof.
5 Polynomial cofunctors
The goal of this section is to prove Theorem 1.1 announced in the introduction. We will need three prepara-
tory lemmas: Lemma 5.2, Lemma 5.3, and Lemma 5.4. The two latter ones are important themselves.
Let us begin with the following definition.
Definition 5.1. A cofunctor F : O(M) −→ M is called polynomial of degree ≤ k if for every U ∈ O(M)
and pairwise disjoint closed subsets A0, · · · , Ak of U , the canonical map
F (U) −→ holim
S 6=∅
F (U\ ∪i∈S Ai)
is a weak equivalence. Here S 6= ∅ runs over the power set of {0, · · · , k}.
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Lemma 5.2. Consider the data from Example 4.23. Then the functor θ :
∫
C F −→ Ωk(U), defined as
θ(S, V ) = V , is homotopy right cofinal (see Definition 3.7).
Proof. First of all, let us consider the notation (C, U(S),Ω,Ωk(U),F) introduced in Example 4.23. One has
the following properties.
(a) F(S ∪ T ) = F(S) ∩ F(T ) for any S, T ∈ C;
(b) for any X ∈ Ωk(U) there exists j ∈ {0, · · · , k} such that X ∩Aj = ∅.
The first property follows directly from the definitions. The second comes from the following three facts: (i)
By definition, each element of Ω intersects at most one of the Ai’s. (ii) X is the disjoint union of at most k
elements from Ω. (iii) The cardinality of the set {A0, · · · , Ak} is k + 1, which is greater than the number of
components of X. This property is nothing but the pigeonhole principle.
Now let V ∈ Ωk(U). We have to prove that the under category (see Definition 3.6) V ↓ θ is contractible. It
suffices to show that it admits an initial object. Consider the pair (S, V ) where
S = {i ∈ {0, · · · , k}| V ∩Ai = ∅} .
Certainly S 6= ∅ by the property (b). So S is an object of C. Moreover one can see that V ∈ ∩i∈SF({i}).
This amounts to saying that V ∈ F(S) since ∩i∈SF({i}) = F(∪i∈S{i}) by (a). So (S, V ) ∈
∫
C F . Hence the
pair ((S, V ), idV ) is an object of V ↓ θ. We claim that this latter object is an initial object of V ↓ θ. To prove
the claim, let ((T,W ), V ↪→W ) be another object of V ↓ θ. Since V ⊆W , it follows that {i| V ∩Ai 6= ∅} is
a subset of {i| W ∩Ai 6= ∅}. This implies that
{i|W ∩Ai = ∅} ⊆ {i|V ∩Ai = ∅} = S.
Furthermore, T is a subset of {i|W ∩Ai = ∅} since W ∈ F(T ) = Ωk(U\(∪i∈TAi)). So T ⊆ S, and therefore
there is a unique morphism from ((S, V ), idV ) to ((T,W ), V ↪→ W ) in the under category V ↓ θ. This
completes the proof.
Lemma 5.3. LetM be a simplicial model category.
(i) Let O and Ok(M) as in Example 4.8. Let F : Ok(M) −→ M be an isotopy cofunctor (see Defini-
tion 4.4). Then the cofunctor F !O : O(M) −→M (see Example 4.8) is polynomial of degree ≤ k.
(ii) Let B and Bk(M) as in Definition 4.7. Let F : Bk(M) −→ M be an isotopy cofunctor. Then the
cofunctor F !B : O(M) −→M (see Definition 4.7) is polynomial of degree ≤ k.
Proof. We begin with the first part. First let us consider again the notation (C, U(S),Ω,Ωk(U),F) introduced
in Example 4.23. We will first show that the canonical map
ΦΩ : holim
V ∈Ωk(U)
F (V ) −→ holim
S∈C
holim
V ∈F(S)
F (V )
is a weak equivalence. Next, by using the fact that Ω is another basis (for the topology of U) contained in
O|U , we will deduce that the canonical map
ΦO : holim
V ∈Ok(U)
F (V ) −→ holim
S∈C
holim
V ∈Ok(U(S))
F (V )
is also a weak equivalence.
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One can see that the map ΦΩ factors through holim
(S,V )∈∫C F F (V ). That is, there is a commutative triangle
holim
V ∈Ωk(U)
F (V )
ΦΩ //
α
''
holim
S∈C
holim
V ∈F(S)
F (V )
holim
(S,V )∈∫C F F (V ),
β
66
where
• α is nothing but [θ;F ] (see (3.2)), where θ : ∫C F −→ Ωk(U) is the map from Lemma 5.2.
• β is the canonical map from Theorem 4.24.
Since α is a weak equivalence by Lemma 5.2 and Theorem 3.10, and since β is a weak equivalence by
Theorem 4.24, it follows that ΦΩ is a weak equivalence as well.
Now consider the following commutative square induced by the inclusion Ωk(U) ↪→ Ok(U).
holim
V ∈Ωk(U)
F (V )
ΦΩ
∼ // holimS∈C
holim
V ∈F(S)
F (V )
holim
V ∈Ok(U)
F (V )
∼
OO
ΦO
// holim
S∈C
holim
V ∈Ok(U(S))
F (V )
∼
OO
Since the lefthand vertical map is a weak equivalence by Theorem 4.1, and since the righthand vertical map
is also a weak equivalence by Theorems 4.1, 3.9 (remember that U(S) := U\∪i∈SAi and F(S) := Ωk(U(S))),
it follows that ΦO is a weak equivalence as well. And this proves part (i).
Now we prove part (ii). Let F : Bk(M) −→ M be an isotopy cofunctor. We have to show that F !B is
polynomial of degree ≤ k. First, consider the cofunctor G : Ok(M) −→ M defined as G(U) := F !B|Ok(M),
the restriction of F !B to Ok(M). Certainly G is an isotopy cofunctor since F !B is good by Theorem 4.2. This
implies by the first part that the cofunctor G!O : O(M) −→ M is polynomial of degree ≤ k. Moreover the
canonical mapG!O −→ (G|Bk(M))!B is a weak equivalence by Theorem 4.1. So (G|Bk(M))!B is also polynomial
of degree ≤ k. Now, since the canonical map F −→ G|Bk(M) is a weak equivalence by Proposition 4.9,
it follows that the induced map F !B −→ (G|Bk(M))!B is a weak equivalence as well. And therefore F !B is
polynomial of degree ≤ k. This proves the lemma.
Lemma 5.4. LetM be a simplicial model category.
(i) Let F,G : O(M) −→ M be good and polynomial cofunctors of degree ≤ k. Let η : F −→ G be a
natural transformation such that for any U ∈ Ok(M) the component η[U ] : F (U) −→ G(U) is a weak
equivalence. Then for any U ∈ O(M) the map η[U ] is a weak equivalence.
(ii) Let F,G : O(M) −→ M be good and polynomial cofunctors of degree ≤ k. Let B and Bk(M) as in
Definition 4.7. Consider a natural transformation η : F −→ G such that for any U ∈ Bk(M) the
component η[U ] : F (U) −→ G(U) is a weak equivalence. Then for any U ∈ O(M) the map η[U ] is a
weak equivalence.
Proof. The first part can be proved by following exactly the same steps as those of the proof of Theorem 5.1
from [14]. Now we prove the second part. Let U ∈ Ok(M). Since B is a basis for the topology of M , there
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exists V ∈ Bk(M) contained in U and such that the inclusion V ↪→ U is an isotopy equivalence. Applying η
to V ↪→ U , we get the following commutative square.
F (U)
∼ //
η[U ]

F (V )
∼η[V ]

G(U) ∼ // G(V ).
The top and the bottom maps are weak equivalences since F and G are good by hypothesis. The righthand
vertical map is a weak equivalence by assumption. So the lefthand vertical map is also a weak equivalence.
Hence η[U ] is a weak equivalence for every U ∈ Ok(M). Now the desired result follows from the first part.
We are now ready to prove the main result of the paper.
Proof of Theorem 1.1. Assume that F : O(M) −→ M is good and polynomial of degree ≤ k. Define G to
be the restriction of F to Bk(M). That is, G := F |Bk(M). Since F is good, and then in particular an
isotopy cofunctor, it follows that G is an isotopy cofunctor as well. Now we want to show that the canonical
map η : F −→ G! is a weak equivalence. Let U ∈ O(M). One can rewrite η[U ] : F (U) −→ G!(U) as the
composition
η[U ] : F (U)
f // holim
V ∈O(U)
F (V )
g // G!(U),
where f comes from the fact that U is the terminal object of O(U). The same fact allows us to conclude
that f is a weak equivalence. The map g is nothing but [θ;F ], where θ : Bk(U) −→ O(U) is just the inclusion
functor. Now assume U ∈ Bk(M). Then for every V ∈ O(U) the under category V ↓ θ is contractible since
it has a terminal object, namely (U, V ↪→ U). Therefore, by Theorem 3.10, the map g is a weak equivalence.
This implies that η[U ] is a weak equivalence when U ∈ Bk(M). So, by Lemma 5.4, η[U ] is also a weak
equivalence for any U ∈ O(M).
Conversely, assume that G := F |Bk(M) is an isotopy cofunctor and that the canonical map η : F ∼−→ G!
be a weak equivalence. By Theorem 4.2 and Lemma 5.3 the cofunctor G! is good and polynomial of degree
≤ k, which proves the converse. We thus obtained the desired result.
6 Homogeneous cofunctors
The goal of this section is to prove Theorem 1.3 (announced in the introduction), which roughly says that
the category of homogeneous cofunctors O(M) −→ M of degree k is weakly equivalent to the category of
linear cofunctors O(Fk(M)) −→ M. We begin with three definitions. Next we prove Lemma 6.5, which is
the key lemma here, and which roughly states that homogeneous cofunctors of degree k are determined by
their values on open subsets diffeomorphic to the disjoint union of exactly k balls. Note that this lemma
is also a useful result in its own right, and its proof is based on the results we obtained in Section 4 and
Section 5.
Definition 6.1. Let M be a simplicial model category, and let F : O(M) −→ M be a cofunctor. The kth
polynomial approximation to F , denoted TkF , is the cofunctor TkF : O(M) −→M defined as
TkF (U) := holim
V ∈Ok(U)
F (V ).
Definition 6.2. LetM be a simplicial model category that has a terminal object denoted 0.
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(i) A cofunctor F : O(M) −→ M is called homogeneous of degree k if it satisfies the following three
conditions:
(a) F is a good cofunctor (see Definition 4.5);
(b) F is polynomial of degree ≤ k (see Definition 5.1);
(c) The unique map Tk−1F (U) −→ 0 is a weak equivalence for every U ∈ O(M).
(ii) A linear cofunctor is a homogeneous cofunctor of degree 1.
The category of homogeneous cofunctors of degree k and natural transformations will be denoted by
Fk(O(M);M).
Definition 6.3. Let C and D be categories both equipped with a class of maps called weak equivalences.
(i) We say that two functors F,G : C −→ D are weakly equivalent, and we denote F ' G, if they are
connected by a zigzag of objectwise weak equivalences.
(ii) A functor F : C −→ D is said to be a weak equivalence if it satisfies the following two conditions.
(a) F preserves weak equivalences.
(b) There is a functor G : D −→ C such that FG and GF are both weakly equivalent to the identity.
The functor G is also required to preserve weak equivalences.
(iii) We say that C is weakly equivalent to D, and we denote C ' D, if there exists a zigzag of weak
equivalences between C and D.
Remark 6.4. By Definition 6.3, it follows that if two categories C and D are weakly equivalent, then their
localizations with respect to weak equivalences are equivalent in the classical sense. Note that no model
structure is required on C and D. So our notion of weak equivalences between categories is not comparable,
in general, with the well known notion of Quillen equivalence.
As mentioned earlier the following lemma is the key ingredient in proving Theorem 1.3.
Lemma 6.5. Let B be a good basis (see Definition 4.6) for the topology of M . Let B(k)(M) ⊆ O(M) denote
the subposet whose objects are disjoint unions of exactly k elements from B, and whose morphisms are isotopy
equivalences. Let M be a simplicial model category. Assume that M has a zero object 0 (that is, an object
which is both terminal an initial).
(i) Then the category Fk(O(M);M) of homogeneous cofunctors of degree k (see Definition 6.2) is weakly
equivalent (in the sense of Definition 6.3) to the category F(B(k)(M);M) of isotopy cofunctors B(k)(M) −→
M (see Definition 4.4). That is,
Fk(O(M);M) ' F(B(k)(M);M).
(ii) For A ∈M we have the weak equivalence
FkA(O(M);M) ' FA(B(k)(M);M),
where FkA(O(M);M) is the category from Theorem 1.3 and FA(B(k)(M);M) denotes the category of
isotopy cofunctors F : B(k)(M) −→M such that F (U) ' A for every U ∈ B(k)(M).
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Proof. We will prove the first part; the proof of the second part is similar. The idea of the proof is to define
a new category and show that it is weakly equivalent to both F(B(k)(M);M) and Fk(O(M);M). To define
that category, let us first recall the notation Bk(M) from Definition 4.7. Define Fk(Bk(M);M) to be the
category whose objects are isotopy cofunctors F : Bk(M) −→ M such that the restriction to Bk−1(M) is
weakly equivalent to the constant functor at 0. That is,
for all U ∈ Bk−1(M), F (U) ' 0. (6.1)
Now consider the following diagram
F(B(k)(M);M)
ψ1 // Fk(Bk(M);M)
φ1
oo
ψ2 // Fk(O(M);M)
φ2
oo (6.2)
where the maps are defined as follows.
• φ1 is the restriction functor. That is, φ1(F ) = F |B(k)(M).
• φ2 is also the restriction functor. To see that it is well defined, let F : O(M) −→ M be an object of
Fk(O(M);M). We have to check that F satisfies condition (6.1). So let U ∈ Bk−1(M). Recalling the
notation “ [−;−]” from Proposition 3.5, we have the following commutative diagram
holim
V ∈Ok−1(U)
F (V )
∼ //
[θ;F ] ∼

0
holim
V ∈Bk−1(U)
F (V )
∼
66
F (U).∼oo
OO
Here θ : Bk−1(U) ↪→ Ok−1(U) is the inclusion functor. The bottom horizontal map is a weak equivalence
since U is the terminal object of Bk−1(U) (see Proposition 4.9). The top one is a weak equivalence
since F is homogeneous of degree k. Since the lefthand vertical map is also a weak equivalence (by
Theorem 4.1), it follows that F (U) is weakly equivalent to 0.
• ψ1 is defined as
ψ1(F )(U) :=
{
F (U) if U ∈ B(k)(M)
0 otherwise,
Certainly ψ1(F ) satisfies (6.1) and is an isotopy cofunctor. This latter assertion comes from the fact
that if U ⊆ U ′ is an isotopy equivalence, then U and U ′ definitely have the same number of connected
components. On morphisms ψ1 is defined in the obvious way.
• ψ2 is defined as ψ2(F ) := F !B (see Definition 4.7). On morphisms ψ2 is defined by the fact that the
homotopy right Kan extension is functorial. By Theorem 4.2 and Lemma 5.3, it is clear that ψ2(F ) is
good and polynomial of degree ≤ k. To see that ψ2(F ) satisfies condition (c) from Definition 6.2, let
F : Bk(M) −→M be an object of Fk(Bk(M);M). Consider the following commutative diagram
holim
V ∈Ok−1(U)
F !B(V )
[θ;F !B]
∼ //

holim
V ∈Bk−1(U)
F !B(V ) holim
V ∈Bk−1(U)
holim
W∈Bk(V )
F (W )
∼
rr0 holim
V ∈Bk−1(U)
F (V ),∼oo
∼
OO
where the righthand vertical map is induced by the canonical map F (V ) −→ holim
W∈Bk(V )
F (W ). Since
V belongs to Bk−1(U) it follows that V is the terminal object of Bk(V ), and therefore this latter map
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is a weak equivalence (by Proposition 4.9). The bottom horizontal map is a weak equivalence since F
belongs to Fk(Bk(M);M), and then satisfies (6.1). Regarding the map [θ;F !B], it is a weak equivalence
by Theorem 4.1. All this implies that the lefthand vertical map is a weak equivalence as well. So F !B
satisfies condition (c).
Certainly φ1, ψ1 and φ2 preserve weak equivalences. The functor ψ2 preserves weak equivalences as well by
Theorem 3.9 and condition (a) from Definition 4.4. Moreover, it is clear that φ1ψ1 = id and ψ1φ1 ' id. So
the category F(B(k)(M);M) is weakly equivalent to the category Fk(Bk(M);M). Furthermore, by using
Propsosition 4.9, one can easily come to φ2ψ2 ' id and ψ2φ2 ' id. So the categories Fk(Bk(M);M) and
Fk(O(M);M) are also weakly equivalent. This proves the lemma.
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. We will prove the first part; the proof of the second part is similar. Recall the notation
Fk(M), which is that of the space of unordered configuration of k points in M . The proof of part (i) follows
from the following three weak equivalences: (6.3), (6.4), and (6.5). The first one
Fk(O(M);M) ' F(B(k)(M);M), (6.3)
is nothing but Lemma 6.5 -(i). The second
F(B(k)(M);M) ∼= F(B′(1)(Fk(M));M), (6.4)
is actually an isomorphism where B′ is the basis for the topology of Fk(M) whose elements are products of
exactly k elements from B. This isomorphism comes from the fact that B(k)(M) ∼= B′(1)(Fk(M)). The last
weak equivalence
F(B′(1)(Fk(M));M) ' F1(O(Fk(M));M), (6.5)
is again Lemma 6.5 -(i).
7 Isotopy cofunctors in general model categories
This section is independent of previous ones, and its goal is to prove Theorem 1.4 (announced in the intro-
duction), which says that the cofunctor F ! = F !O from Example 4.8 is an isotopy cofunctor provided that
F : Ok(M) −→ M is an isotopy cofunctor (here M is a general model category). This result is proved in
Theorem 4.2 whenM is a simplicial model category. To prove Theorem 4.2 we used several results/properties
(about homotopy limits in simplicial model categories) including Theorem 3.11, Proposition 3.19. This latter
result involves the notion of totalization of a cosimplicial object, which does not make sense in a general
model category. So the method we used before do not work here anymore. In this section we present a
completely different approach, but rather lengthy, that uses only two properties of homotopy limits (see
Theorem 7.2 and Theorem 7.3). That approach is inspired by our work in [12]. For the plan of this section,
we refer the reader to the table of contents and the outline given at the introduction. For a faster run through
the section, the reader could, after reading the Introduction, jump directly to the beginning of Section 7.4
to get a better idea of the proof of Theorem 1.4.
7.1 Homotopy limits in general model categories
This subsection recalls some useful properties of homotopy limits in general model categories. We also recall
two results (Proposition 7.4 and Proposition 7.5) that will be used in next subsections.
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Homotopy limits and colimits in general model categories are constructed in [7, 4] by W. Dwyer, P.
Hirschhorn, D. Kan, and J. Smith. They use the notion of frames that we now recall briefly. Let M
be a model category, and let X be an object ofM. A cosimplicial frame on X is a “cofibrant replacement”
(in the Reedy model category of cosimplicial objects in M) of the constant cosimplicial object at X that
satisfies certain properties. A simplicial frame on X is the dual notion. For a more precise definition we
refer the reader to [7, Definition 16.6.1]. A framing on M is a functorial cosimplicial and simplicial frame
on every object of M. A framed model category is a model category endowed with a framing (see also [7,
Definition 16.6.21]). A typical example of a framed model category is any simplicial model category as we
considered in previous sections.
Remark 7.1. In [7, Theorem 16.6.9] it is proved that there exists a framing on any model category. It is
also proved that two any framings are “weakly equivalent” [7, Theorem 16.6.10]. Throughout this section,M
is a model category endowed with a fixed framing.
Using the notion of framing, one can define the homotopy limit and colimit of a diagram inM. We won’t
give that definition here since it is not important for us (the reader who is interested in that definition can
find it in [7, Definition 19.1.2 and Definition 19.1.5]). All we need are some properties of that homotopy
limit and colimit (see Theorem 7.2 and Theorem 7.3 below).
Theorem 7.2. [7, Theorem 19.4.2] LetM be a model category, and let C be a small category. Let η : F −→ G
be a map of C-diagrams inM.
(i) If for every object c of C the component η[c] : F (c) −→ G(c) is a weak equivalence of cofibrant objects,
then the induced map of homotopy colimits hocolim F −→ hocolim G is a weak equivalence of cofibrant
objects ofM.
(ii) If for every object c of C the component η[c] : F (c) −→ G(c) is a weak equivalence of fibrant objects,
then the induced map of homotopy limits holim F −→ holim G is a weak equivalence of fibrant objects
ofM.
Theorem 7.3. [7, Theorem 19.6.7] LetM be a model category. If θ : C −→ D is homotopy left cofinal (re-
spectively homotopy right cofinal) (see Definition 3.7), then for every objectwise fibrant covariant (respectively
contravariant) functor F : D −→M, the natural map [θ;F ] from Proposition 7.4 is a weak equivalence.
We will also need the following two propositions. The first is a generalization of Proposition 3.5, while the
second is a generalization of Proposition 4.9.
Proposition 7.4. [7, Proposition 19.1.8] Let M be a model category, and let θ : C −→ D be a functor
between two small categories. If F : D −→M is an D-diagram, then there is a canonical map
[θ;F ] : holim
D
F −→ holim
C
θ∗F. (7.1)
(see (3.1)) Furthermore, this map is natural in both variables θ and F as in Proposition 3.5.
Proposition 7.5. Let B and Bk(M) as in Definition 4.7. LetM be a model category, and let F : Bk(M) −→
M be an objectwise fibrant cofunctor.
(i) There is a natural transformation η from F to the restriction F !B|Bk(M) (see Definition 4.7), which is
an objectwise weak equivalence.
(ii) If F is an isotopy cofunctor (see Definition 4.4), then so is the restriction of F !B to Bk(M).
Proof. This is very similar to the proof of Proposition 4.9.
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7.2 The category D(V )
Consider the following data:
• U,U ′ ∈ O(M) such that U ⊆ U ′;
• V ∈ Ok(U);
• L : U × I −→ U ′, (x, t) 7→ Lt(x) := L(x, t) is an isotopy from U to U ′ (see Definition 4.3).
The aim of this subsection is to define an important category D(V ) (see Definition 7.12) out of these data.
The definition of D(V ) is rather technical. Roughly speaking, an object of D(V ) is a zigzag x of isotopy
equivalences between W and L1(W ), where W is a object of Ok(V ). Morphisms of D(V ) are inclusions.
There are two types of morphisms from x to y depending on the fact that x and y have the same length or
not. If x and y have the same length, a morphism from x to y is just an inclusion. Otherwise a morphism
is still an inclusion, but more subtle. We also prove Proposition 7.14, which says that D(V ) is contractible.
Let us begin with the following notation, and some technical definition.
Notation 7.6. Given two objects W,T ∈ O(M), we use the notation W ⊆ie T to mean that W is a subset
of T and the inclusion map W ↪→ T is an isotopy equivalence.
In [12, Section 3.2] we introduced the concept of admissible family x = {a0, · · · , an+1} with respect to L
and a compact subset K ⊆ U . If one has different compact for each interval [ai, ai+1], the family x is said
to be piecewise admissible. More precisely, we have the following definition.
Definition 7.7. Let W ∈ Ok(U), and let [a, b] ⊆ [0, 1]. Let x = {a0, · · · , an+1} ⊆ [0, 1] be a family such that
a0 = a, an+1 = b, and ai ≤ ai+1 for all i. Let K = {K0, · · · ,Kn} be a family of nonempty compact subsets
Ki ⊆ Lai(W ) such that pi0(Ki ↪→ Lai(W )) is surjective. The family x is said to be piecewise admissible with
respect to {K,L : W × I −→ U ′} (or just piecewise admissible) if for every i there exists an object Wi(i+1)
of Ok(M) such that for all s ∈ [ai, ai+1],
Ls(L
−1
ai (Ki)) ⊆Wi(i+1) ⊆ie Ls(W ), (7.2)
and
Wi(i+1) ⊆ Ls(W ), (7.3)
where Lai : W −→ Lai(W ) is the canonical homeomorphism induced by L, and Wi(i+1) stands for the closure
of Wi(i+1).
The following proposition, which will be used in the proof of Proposition 7.14, can be deduced easily from
[12, Proposition 3.10 ].
Proposition 7.8. Let [a, b] ⊆ I, and let t ∈ [a, b]. Let W ∈ Ok(U), and let K ⊆ Lt(W ) be a nonempty
compact subset such that pi0(K ↪→ La(W )) is surjective.
(i) If t = a (respectively t = b), there exists t′ > t (respectively t′′ < t) such that the family {t, t′}
(respectively {t′′, t}) is admissible with respect to {K,L}.
(ii) If t ∈ (a, b), there exists t > 0 such that the family {t− t, t+ t} is admissible with respect to {K,L}.
Definition 7.9. Define E to be the category whose objects are finite subsets A = {a0, · · · , an+1} of the
interval [0, 1] such that a0 = 0, an+1 = 1 and ai ≤ ai+1 for all i. Morphisms of E are inclusions.
29
Definition 7.10. Let A = {a0, · · · , an+1} be an object of E. Define IA to be the poset whose objects are
{a0}, {a1} · · · , {an}, {a0, a1}, {a1, a2}, · · · , {an−1, an},
and whose morphisms are inclusions {ai} −→ {ai, ai+1} and {ai+1} −→ {ai, ai+1}, 0 ≤ i ≤ n.
The category IA looks like a zigzag starting at {a0} = {0} and ending at {an+1} = {1}. For instance, if
n = 2, then
IA =
{
{a0} // {a0, a1} {a1}oo // {a1, a2} {a2}oo
}
.
Proposition 7.11. The construction that sends A to IA is a contravariant functor E −→ Cat from E to the
category Cat of small categories.
Proof. Given A,B ∈ E such that A ⊆ B with B = {b0, · · · , bm+1}, we need to define a morphism
θAB : IB −→ IA. (7.4)
Let us begin with an example. Take A = {a0, a1, a2} and B = {b0, b1, b2, b3} such that b2 = a1 as shown
Figure 1. The idea of the definition of θAB is as follows. First consider the elements of A ∩B = {b0, b2, b3},
Figure 1: An example of A ⊆ B
and define θAB({b0}) = {a0}, θAB({b2}) = {a1}, and θAB({b3}) = {a2}. Next consider B\A = {b1}. Since
D = [a0, a1] is the smallest closed interval containing b1 such that InfD ∈ A, SupD ∈ A, andD∩A = {a0, a1},
we have θAB({b1}) := {a0, a1}. A similar observation gives θAB({b0, b1}) := {a0, a1}, θAB({b1, b2}) :=
{a0, a1}, and θAB({b2, b3}) = {a1, a2}. The following diagram summarizes the definition of θAB .
{a0} // {a0, a1} {a1}oo // {a1, a2} {a2}oo
{b0} //
OO
{b0, b1}
99
{b1}
OO
oo // {b1, b2}
ee
{b2}oo //
OO
{b2, b3}
OO
{b3}.oo
OO
Now we give a precise definition of θAB . For b ∈ B, define
c(b) := max{x ∈ A| x ≤ b} and d(b) := min{x ∈ A| x ≥ b}.
Now define θAB as
θAB({b}) =
{ {b} if b ∈ A
{c(b), d(b)} if b /∈ A,
and
θAB({bi, bi+1}) = {c(bi), d(bi+1)}.
On morphisms of IB , θAB is defined in the most obvious way. Regarding the composition, if A,B,C ∈ E
such that A ⊆ B ⊆ C, then one obviously has
θAC = θABθBC , (7.5)
which completes the proof.
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We are now ready to define D(V ).
Definition 7.12. Recall the posets E and IA from Definition 7.9 and Definition 7.10 respectively. Also
recall the isotopy L from the beginning of this subsection. The category D(V ) is defined as follows.
• An object is a triple (W,A,XA) (or just a pair (W,XA)) where W ∈ Ok(V ), A = {a0, · · · , an+1} ∈ E,
and XA : IA −→ Ok(M) is a contravariant functor that satisfies the following three conditions:
(a) XA({a}) = La(W ) for all a ∈ A.
(b) For every i ∈ {0, · · · , n}, for every s ∈ [ai, ai+1],
XA({ai, ai+1}) ⊆ie Ls(W ).
(See Notation 7.6 for the meaning of “⊆ie”.)
(c) For every i ∈ {0, · · · , n}, for every s ∈ [ai, ai+1],
XA({ai, ai+1}) ⊆ Ls(W ). (7.6)
• A morphism from (W,A,XA) to (T,B,YB) consists of a triple (f, g,ΛAB) (or just ΛAB) where f : W ↪→
T and g : A ↪→ B are both the inclusion maps, and ΛAB : XAθAB −→ YB is a natural transformation.
In other words, an object of D(V ) is a zigzag of isotopy equivalences between L0(W ) = W and L1(W ),
where W ∈ Ok(V ). For instance, when A = {a0, a1, a2}, an object looks like (7.7).
(W,XA) =
{
W = X0 X01
'oo ' // X1 X12
'oo ' // X2 = L1(W )
}
. (7.7)
There are two kind of morphisms from (W,XA) to (T,YB) depending on the fact that A = B or A is a
proper subset of B. These morphisms are illustrated by (7.8) and (7.9).
X0

X01
'oo ' //

X1

X12
'oo ' //

X2

Y0 Y01'
oo
'
// Y1 Y12'
oo
'
// Y2.
(7.8)
X0

X01
'oo ' //
|| ""
X1

X12
'oo ' //

X2

Y0 Y01'
oo
'
// Y1 Y12'
oo
'
// Y2 Y23'
oo
'
// Y3.
(7.9)
Remark 7.13. To any piecewise admissible family A (see Definition 7.7), one can associate a canonical
object (W,XA) of D(V ) by letting XA({ai, ai+1}) := Wi(i+1).
Proposition 7.14. The category D(V ) is contractible.
Proof. It suffices to show that D(V ) is filtered, that is, it satisfies the following two conditions:
(1) For every pair of objects (W,XA) and (T,YB) there are morphisms to a common object (W,XA) −→
(S,ZC) and (T,YB) −→ (S,ZC);
(2) For every pair of parallel morphisms ΛAB ,Λ′AB : (W,XA) −→ (T,YB), there is some morphism ΛBC : (T,YB) −→
(S,ZC) such that ΛBCΛAB = ΛBCΛ′AB .
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Since D(V ) is a poset by definition, it clearly satisfies (2). To check (1), let (W,XA), (T,YB) ∈ D(V ). Set
D = A ∪ B. Certainly D is a finite subset, denoted {d0, · · · , dp+1}, of I such that d0 = 0, dp+1 = 1, and
di ≤ di+1 for all i. One can write the intervals [di, di+1], 0 ≤ i ≤ p, as
[di, di+1] =
[
ar(i), ar(i)+1
] ∩ [bs(i), bs(i)+1],
where
ar(i) := max {x ∈ A| x ≤ di} and bs(i) := max {y ∈ B| y ≤ di} .
Of course, ar(i)+1 (respectively bs(i)+1) is the successor of ar(i) in A (respectively the successor of bs(i) in B).
Note that the interior of [di, di+1] does not intersect either A or B.
Take S = V . The idea of the construction of ZC is to subdivide each [di, di+1] into small intervals [a, b] such
that there exists Zab ∈ Ok(M) that is contained in La(V )∩Lb(V ) and that contains both XA
({ar(i), ar(i)+1})
and YB
({bs(i), bs(i)+1}). So let i ∈ {0, · · · , p}, and let t ∈ [di, di+1]. Thanks to (7.6) one can consider the
compact subset Ki ⊆ Lt(V ) defined as
Ki = XA
({
ar(i), ar(i)+1
})⋃YB ({bs(i), bs(i)+1}).
If t ∈ (di, di+1) then by Proposition 7.8 there exist t > 0 and Zi(i+1) ∈ Ok(M) such that for all u ∈
[t− t, t+ t],
Lu(L
−1
t (Ki)) ⊆ Zi(i+1) ⊆ie Lu(V ) and Zi(i+1) ⊆ Lu(V ).
Clearly one has
XA
({ar(i), ar(i)+1}) ⊆ Lt−t(V ) ∩ Zi(i+1) ∩ Lt+(V )
and
YB
({bs(i), bs(i)+1}) ⊆ Lt−t(V ) ∩ Zi(i+1) ∩ Lt+(V ).
If t = di (respectively t = di+1) there is an admissible family {di, t′} (respectively {t′′, di+1}) again by
Proposition 7.8. Letting t vary in [di, di+1] one obtains an open cover, [di, t′)∪{(t− t, t+ t)}t ∪ (t′′, di+1]),
of [di, di+1]. Now, applying the compactness we get an ordered finite subset Ci = {ci0, · · · , cini} of [di, di+1]
such that ci0 = di, cini = di+1, and for every j the interval [c
i
j , c
i
j+1] is contained in one of the open subsets
from the cover. This implies that C := ∪pi=0Ci is piecewise admissible and contains both A and B. Moreover,
it is clear that the associated object (V,ZC) of D(V ) (as in Remark 7.13) has the desired property. This
ends the proof.
Corollary 7.15. The functors
θ0 : D(V ) −→ Ok(V ) and θ1 : D(V ) −→ Ok(L1(V ))
defined as θ0(W,XA) = W and θ1(W,XA) = L1(W ) are both homotopy right cofinal (see Definition 3.7).
Proof. For every W ∈ Ok(V ) the under category W ↓ θ0 is contractible. This works exactly as the proof of
Proposition 7.14. Similarly, one can show that θ1 is homotopy right cofinal.
Proposition 7.16. The construction D : Ok(U) −→ Cat that sends V to D(V ) is a covariant functor.
Proof. It is very easy to establish. For a morphism V ↪→ V ′ of Ok(U), we define θ : D(V ) −→ D(V ′) as
θ(W,XA) = (W,XA). Certainly this defines a functor from D(V ) to D(V ′).
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7.3 The functors H,P0, P1 : D(V ) −→M
The goal of this subsection is to define three important functors, H,P0, P1 : D(V ) −→M, and two natural
weak equivalences, η0 : H −→ P0 and η1 : H −→ P1. We will use them in the proof of Theorem 1.4, which
will be done at Subsection 7.4. In this subsection M is a model category, F : Ok(M) −→ M is an isotopy
cofunctor (see Definition 4.4), and F ! : O(M) −→M is the cofunctor defined by (1.1). We continue to use
the same data as those provided at the beginning of Subsection 7.2.
7.3.1 The functor H : D(V ) −→M
Before we define H : D(V ) −→ M, we need to first recall a certain model category of diagrams, and next
define Ψ: D(V )×E −→M (for the categoriesD(V ) and E , see Definition 7.12 and Definition 7.9 respectively),
which is functorial in each argument.
For E ∈ E , consider the categoryMIE of IE-diagrams inM (recall the poset IE from Definition 7.10). In
the literature there exist many model structures on MIE . But for our purposes we endow it with the one
described by Dwyer and Spalinski in [5, Section 10]. First recall that this model structure is only defined
for diagrams indexed by very small categories (see the paragraph just after 10.13 from [5]), which is the
case for IE . Next recall that this model structure states that weak equivalences and cofibrations are both
objectwise. A map X −→ Y is a fibration if certain explicit morphisms inM associated with X −→ Y are
fibrations. (See for example (10.9), (10.10), and Proposition 10.11 from [5].) One of the advantages of this
model structure is the fact that any diagram admits an explicit fibrant replacement as shown the following
illustration.
Example 7.17. Consider the following objectwise fibrant diagram inM.
X =
{
X0
f0 // X01 X1
f1oo f2 // X12 X2
f3oo
}
Then its fibrant replacement, RX , is the second row of the following commutative diagram
X0
f0 //

∼g0

X01
∼id

X1
f1oo f2 //

∼g1

X12
∼id

X2
f3oo

∼g2

X˜0 // // X01 X˜1oooo // // X12 X˜2.oooo
To get RX , first we take a fibrant replacement X˜i(i+1), 0 ≤ i ≤ n (here n = 1), of Xi(i+1) inM. Since X is
objectwise fibrant, we then take X˜i(i+1) = Xi(i+1). Next the functorial factorization of the composition idf0
(respectively idf3) provides X˜0 (respectively X˜n+1 = X˜2). Lastly, X˜1 comes from the functorial factorization
X1
(idf1,idf2) //
  
∼
g1   
X01 ×X12
X˜1
:: ::
Remark 7.18. Let θ : I −→ J be a functor between small categories, and let X : J −→M be an J -diagram
in M. Then θ∗(RX ) is not equal to Rθ∗(X ) in general, but there is a natural map θ∗(RX ) −→ Rθ∗(X ).
This map comes directly from the way we construct our fibrant replacements.
Now we define Ψ: D(V )×E −→M. First recall the covariant functor θAB : IB −→ IA defined in the course
of the proof of Proposition 7.11. For ((W,XA), E) ∈ D(V ) × E such that A ⊆ E, one can consider the
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composition
IE θAE // IA XA // Ok(M) F
!
//M , (7.10)
which is nothing but an IE-diagram inM. Define Ψ((W,XA), E) ∈M as
Ψ((W,XA), E) =
{
lim
IE
RF !θ∗AE(XA) if A ⊆ E
∅ if A is not contained in E,
(7.11)
where ∅ stands for the initial object ofM.
Proposition 7.19. The construction Ψ: D(V ) × E −→ M that sends ((W,XA), E) to Ψ((W,XA), E) is
contravariant in the first variable and covariant in the second one.
Proof. Let ((W,XA), E) ∈ D(V )× E . We have to prove two things.
• Functoriality in the first variable. Let (T,YB) ∈ D(V ) such that A ⊆ B, and let ΛAB be a morphism
in D(V ) from (W,XA) to (T,YB). Then, by Definition 7.12, ΛAB : XAθAB −→ YB is a natural
transformation. If B ⊆ E, then one has the composition F !ΛABθBE : F !XAθABθBE ←− F !YBθBE
(remember that F ! is contravariant, and that θBE is covariant), which is the same as
F !ΛABθBE : F
!θ∗AE(XA)←− F !θ∗BE(YB) (7.12)
since θABθBE = θAE by (7.5). This induces a morphism
Ψ(ΛAB , id) := lim(RF !ΛABθBE) : Ψ((W,XA), E)←− Ψ((T,YB), E).
If E does not contain B, then Ψ((T,YB), E) is the initial object by definition, and therefore Ψ(ΛAB , id)
is the unique morphism from ∅ to Ψ((W,XA), E).
• Functoriality in the second variable. Let E′ ∈ E such that E ⊆ E′. If A ⊆ E, then we have
θ∗EE′
(
F !θ∗AE(XA)
)
= F !θ∗AE′(XA)
by (7.5) and (3.1). The map
Ψ(id, E ↪→ E′) : Ψ((W,XA), E) −→ Ψ((W,XA), E′)
is then defined to be the composition
lim
IE
RF !θ∗AE(XA) −→ limIE′ θ
∗
EE′
(
RF !θ∗AE(XA)
) −→ lim
IE′
Rθ∗EE′
(
F !θ∗AE(XA)
)
.
Here the first arrow is the canonical map induced by θEE′ : IE′ −→ IE , and the second is the nat-
ural map that comes directly from the way fibrant replacements of IE′ -diagram are constructed (see
Example 7.17 and Remark 7.18). As before, the case where A is not contained in E is obvious.
This proves the proposition.
Before we define H : D(V ) −→M, we need to equip the categoryME of E-diagrams inM with a nice model
structure. Thanks to the fact that the category E is a direct category (see [9, Definition 5.1.1]), and therefore
a Reedy category (see [9, Definition 5.2.1]), we can endow ME with a Reedy model structure that we now
recall. For E ∈ E , we define the latching space functor LE : ME −→M as follows. Let EE be the category
of non-identity maps in E with codomain E, and define LE to be the composite
LE : ME //MEE colim //M
where the first arrow is restriction. Clearly there is a natural transformation LEX −→ X (E).
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Theorem 7.20. [9, Theorem 5.1.3] There exists a model structure on the category ME of E-diagrams in
M such that weak equivalences and fibrations are objectwise. Furthermore, a map X −→ Y is a (trivial)
cofibration if and only if the induced map X (E)∐LEX LEY −→ Y(E) is a (trivial) cofibration for all E.
Note that any object X ofME has an explicit cofibrant replacement QX : E −→M obtained by induction
as follows. (Recall that by definition {0, 1} is the initial object of E). First take the cofibrant replacement
QX ({0, 1}) of X ({0, 1}). Next, for any other object E ∈ E , QX (E) comes from the functorial factorization
of the obvious map
colim
E′⊂E
QX (E′) −→ X (E),
where E′ ∈ E runs over the set of proper subsets of E. As an example, the cofibrant replacement of
Ψ((W,XA),−) is an E-diagram on the form
QΨ((W,XA),−) = • · · ·
∅ // QΨ((W,XA), A)
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//
''
• · · ·
• · · ·
(7.13)
Remark 7.21. By construction, every object of the diagram QX is cofibrant inM.
Proposition 7.22. The natural map
hocolim
E
QΨ((W,XA),−) −→ colimE QΨ((W,XA),−)
is a weak equivalence.
Proof. This follows from [7, Theorem 19.9.1].
We come to the definition of H.
Definition 7.23. Recall Ψ from (7.11), and define the functor H : D(V ) −→M as
H(W,XA) = colim
E∈E
QΨ((W,XA), E). (7.14)
Remark 7.24. Let EA ⊆ E denote the full subcategory whose objects are E containing A, and let Ψ˜((W,XA),−)
denote the restriction of Ψ((W,XA),−) to EA. Then one has
H(W,XA) = colimE QΨ((W,XA),−)
∼= colimEA QΨ˜((W,XA),−). (7.15)
The isomorphism “∼=” follows from the fact that the diagram (7.13) contains the initial object, ∅, ofM.
Now we define another map (the map h below) which will be used in the next subsection. Recalling the data
provided at the beginning of Subsection 7.2, and using definitions, we can easily see that for every E ∈ EA,
for every x ∈ IE , one has XAθAE(x) ⊆ U ′. Applying the contravariant functor F ! to this latter inclusion,
we get maps F !(U ′) −→ F !XAθAE(x). This induces a natural transformation F !(U ′) −→ Ψ˜(XA,−) between
two EA-diagrams in M, the first one being the constant diagram (recall that RF !(U ′) = F !(U ′) by the
assumption that F is objectwise fibrant and by Theorem 3.9). Now taking the cofibrant replacement of this
latter map, passing to the colimit, and using (7.15) we have a map
h : QF !(U ′) −→ H(W,XA), (7.16)
which is natural in (W,XA).
35
7.3.2 The functors P0, P1 : D(V ) −→M
To define P0 and P1, we will first define
Φ0 : D(V )× E −→M and Φ1 : D(V )× E −→M.
To do this, we need to introduce some notation. If E = {a0, · · · , an+1} is an object of E and X : IE −→M
is a functor, we define two objects φ0X and φ1X ofM as
φ0X := X ({a0}) and φ1X := X ({an+1}).
In other words, φ0X is the first object of the zigzag X , while φ1X is the last one.
Let ((W,XA), E) ∈ D(V ) × E . If A ⊆ E, then one can consider the composition F !XAθAE : IE −→ M
(from (7.10)), which is an object ofMIE . Let RF !XAθAE denote its fibrant replacement with respect to the
Dwyer-Spalinski model structure we described before (see Example 7.17 for an illustration of what we call
fibrant replacement). Define Φ0((W,XA), E) as
Φ0((W,XA), E) =
{
φ0RF
!XAθAE if A ⊆ E
∅ if A is not contained in E. (7.17)
Replacing φ0 by φ1 in (7.17), we have the definition of Φ1((W,XA), E). The following remark about Φ0 and
Φ1 is important.
Remark 7.25. By inspection, for every ((W,XA), E) ∈ D(V )× E, one has
Φ0((W,XA), E) = Φ0((W,XA), A) and Φ1((W,XA), E) = Φ1((W,XA), A),
provided that A ⊆ E. This easily comes from three things: the definition of D(V ), that of θAE, and the way
fibrant replacements of IE-diagrams inM are constructed (see Example 7.17).
Proposition 7.26. The construction Φi : D(V )×E −→M, i = 0, 1, that sends ((W,XA), E) to Φi((W,XA), E)
is contravariant in the first variable and covariant in the second one.
Proof. For the functoriality in the first variable, let ΛAB be a morphism of D(V ) from (W,XA) to (T,YB),
and consider the map F !ΛABθBE from (7.12). Its fibrant replacement gives
Φ0(ΛAB , id) : Φ0((W,XA), E)←− Φ0((T,YB), E).
The functoriality in the second variable is obvious by Remark 7.25. In fact, if i : E ↪→ E′ is a morphism of
E then Φ0((W,XA), i) = id when A ⊆ E. A similar proof can be performed with Φ1 in place of Φ0.
Definition 7.27. Recall Φ0 and Φ1 from (7.17), and define P0 : D(V ) −→M and P1 : D(V ) −→M as
P0(W,XA) = colimE QΦ0((W,XA),−) and P1(W,XA) = colimE QΦ1((W,XA),−), (7.18)
where QΦi((W,XA),−), i ∈ {0, 1}, is the cofibrant replacement of the E-diagram Φi((W,XA),−) with respect
to the model structure given by Theorem 7.20.
Now we define two important maps (p0 and p1 below) that will be also used in the next subsection. First,
recalling the definition of D(V ) (from Definition 7.12) and that of θAB (from (7.4)), one can see that the
functor F !XAθAE from (7.10) is nothing but a zigzag inM starting at F !(W ) and ending at F !(L1(W )). If
Φ˜i(XA,−), i ∈ {0, 1} denotes the restriction of Φi(XA,−) to EA, by the definition of the fibrant replacement,
(7.17) immediately implies the existence of two natural weak equivalences:
F !(W )
∼−→ Φ˜0((W,XA),−) and F !(L1(W )) ∼−→ Φ˜1((W,XA),−).
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Of course the functors involves are viewed as EA-diagrams. Taking the cofibrant replacement with respect
to the model structure described in Theorem 7.20 of those maps, we get QF !(W ) ∼−→ QΦ˜0((W,XA),−)
and QF !(L1(W ))
∼−→ QΦ˜1((W,XA),−). Passing to the colimit, and using the observation (7.15) we did for
H(W,XA), we have weak equivalences
p0 : QF
!(W )
∼−→ P0(W,XA) and p1 : QF !(L1(W )) ∼−→ P1(W,XA). (7.19)
Notice that these maps are both natural in (W,XA). Also notice that by Remark 7.25 the diagram
Φ˜i((W,XA),−) is in fact the constant diagram whose value is Φ˜i((W,XA), A).
7.3.3 The maps ηi : H −→ Pi, i = 0, 1
The aim here is to show that the definitions of H (7.14), P0, and P1 (7.18) imply the existence of natural
weak equivalences
η0 : H
∼ // P0 and η1 : H
∼ // P1 . (7.20)
We will show the existence of η0; the existence of η1 is similar. The idea is to define for every ((W,XA), E) ∈
D(V )× E a natural map
α[(W,XA), E] : Ψ((W,XA), E) −→ Φ0((W,XA), E),
and show that it is a weak equivalence. Applying the cofibrant replacement functor, and then the colimit
functor to α[(W,XA),−], and using Remark 7.21, Theorem 7.2, and Proposition 7.22 we will then deduce that
η0 is a weak equivalence. So let ((W,XA), E) ∈ D(V )×E . If A is not contained in E, then Ψ((W,XA), E) =
∅ = Φ0((W,XA), E) by definition, and therefore α[(W,XA), E] is the obvious map. Assume A ⊆ E. Then
Ψ((W,XA), E) = limIE RF
!θ∗AE(XA) by definition. Define α[(W,XA), E] to be obvious map
lim
IE
RF !θ∗AE(XA) −→ φ0RF !θ∗AE(XA) = Φ0((W,XA), E). (7.21)
This map is so obvious because φ0RF !θ∗AE(XA) is nothing but one piece from the diagram RF !θ∗AE(XA). It
is straightforward to check the naturality of α[(W,XA), E] in both variables. One can also see that (7.21) is a
weak equivalence essentially by the following reason. First, since XA is a zigzag of isotopy equivalences by the
condition (b) from Definition 7.12, and since F !|Ok(M) is an isotopy cofunctor by Proposition 7.5, it follows
that every morphism of the diagram F !θ∗AE(XA) is a weak equivalence. This implies that every morphism
of RF !θ∗AE(XA) is a weak equivalence as well. Moreover RF !θ∗AE(XA) is fibrant. So every morphism of the
diagram RF !θ∗AE(XA) is a weak equivalence which is also a fibration. Thanks to the shape of this diagram,
one can compute its limit by taking successive pullbacks. An illustration of this is given by (7.22).
X˜0
∼ // // X01 X˜1
∼oooo ∼ // // X12 X˜2
∼oooo
Y1
aa OO ==
Y2
aa OO ==
Z
bb <<
(7.22)
Now applying the fact that the pullback of a fibration is again a fibration, and the fact that the pullback of a
weak equivalence along a fibration is again a weak equivalence, we deduce that the map from lim
IE
RF !θ∗AE(XA)
to each piece of the diagram is a weak equivalence.
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7.4 Proof of the main result of the section
The goal here is to prove Theorem 1.4, which is the main result of this section.
Proof of Theorem 1.4. Let U ↪→ U ′ be an isotopy equivalence of O(M), and let L : U × I −→ U ′, (x, t) 7→
Lt(x), be an isotopy from U to U ′. Our aim is to show that the canonical map F !(U ′) −→ F !(U) is a weak
equivalence. The idea is to first consider the commutative diagram (7.23), which will be defined below (for
V ∈ Ok(U)). Next we will show that the map
holim
V ∈Ok(U)
(f1) : F
!(U ′) −→ holim
V ∈Ok(U)
B1(V )
is a weak equivalence. By the two-out-of-three axioms, we will deduce successively that the maps holim
V ∈Ok(U)
(f˜1),
holim
V ∈Ok(U)
(g), holim
V ∈Ok(U)
(f˜0), and holim
V ∈Ok(U)
(f0) are weak equivalences. Using the fact that this latter morphism
is a weak equivalence, we will deduce the theorem.
B˜0(V )
k0
∼
''
∼

QF !(U ′)
f˜0
66
g
((
∼

B0(V ) A0(V )
F !(U ′)
f0
66
f1
((
G(V )
∼
l0
66
l1
∼
((
QF !(U ′)
g
66
f˜1 ((
∼
OO
B1(V ) A1(V )
B˜1(V )
∼
OO
∼
k1
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(7.23)
Now we explain the construction of the diagram (7.23).
• Q(-) is the cofibrant replacement functor inM.
• The objects Bi(V ), B˜i(V ), i ∈ {0, 1}, are defined as
Bi(V ) = holim
(W,XA)∈D(V )
F !(Li(W )) and B˜i(V ) = holim
(W,XA)∈D(V )
QF !(Li(W )).
(Recall that L0 : U −→ U ′ is the inclusion functor; so L0(W ) = W .) Clearly these objects are functorial
in V . Indeed, if V ↪→ V ′ is a morphism of Ok(U) then we have the inclusion functor θ : D(V ) −→ D(V ′)
defined in the course of the proof of Proposition 7.16. This latter functor and Proposition 7.4 allow us
to get the desired functoriality.
• G(V) is defined as G(V ) = holim
(W,XA)∈D(V )
H(W,XA), where H : D(V ) −→M is the functor from (7.14).
As before the construction that sends V to G(V ) is a contravariant functor.
• The maps fi, f˜i, i ∈ {0, 1}, are defined as fi = holimD(V ) (hi) and f˜i = holimD(V ) (Qhi) where hi : F
!(U ′) −→
F !(Li(W )) is the obvious map obtained by applying F ! to the inclusion Li(W ) ⊆ U ′.
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• The map g is defined as g = holim
D(V )
(h), where h : QF !(U ′) −→ H(W,XA) is the map from (7.16).
• The objects Ai(V ), i ∈ {0, 1}, are defined as Ai(V ) := holim
(W,XA)∈D(V )
Pi(W,XA), where Pi : D(V ) −→M
comes from (7.18). Again as before Ai(V ) is functorial in V .
• The maps ki, i ∈ {0, 1}, are defined as ki = holimD(V ) (pi), where pi : QF
!(W )
∼−→ Pi(W,XA) comes from
(7.19). Since pi is a weak equivalence, and since by assumption F is objectwise fibrant, it follows that
ki is a weak equivalence as well by Theorem 7.2 3.
• Lastly, the maps li, i ∈ {0, 1}, are defined as li = holimD(V ) (ηi), where ηi : H
∼−→ Pi is the natural
transformation from (7.20). As before, li is a weak equivalence.
Using definitions, one can see that every map from the diagram (7.23) is natural in V . One can also check
that the squares containing fi, f˜i, ki and li, i ∈ {0, 1}, are both commutative. Now applying the homotopy
limit functor (when V runs over Ok(U)) to each morphism of (7.23), we get a new diagram, denoted D, in
which the map holim(f1) : F !(U ′) −→ holim
V ∈Ok(U)
B1(V ) is a weak equivalence because of the following. First
consider the following commutative diagram constructed as follows.
holim
W∈Ok(L1(V ))
F !(W )
∼ // B1(V )
F !(L1(V ))
∼
OO
F !(U ′).
f1
OO
h1
oo
q
ii
(7.24)
• The top map is nothing but [θ1;F !] (see Proposition 7.4 for the notation “[−;−]”), where θ1 : D(V ) −→
Ok(L1(V )) is defined as θ1(W,XA) = L1(W ), and F ! : Ok(L1(V )) −→M is just the restriction of F ! to
Ok(L1(V )). By Corollary 7.15 the functor θ1 is homotopy right cofinal, and therefore the map [θ1;F !]
is a weak equivalence by Theorem 7.3.
• The maps f1 and h1 have been defined before, while q is induced by the canonical map F !(U ′) −→
F !(W ).
• The lefthand vertical map is the map holim(η), where η[W ] : F (W ) ∼−→ F !(W ) is the map from
Proposition 7.5.
Applying the homotopy limit functor (when V runs over Ok(U) of course) to each morphism of (7.24), we
get a new commutative diagram, denoted S, in which the map holim(h1) : F !(U ′) −→ holim
V ∈Ok(U)
F !(L1(V )) is
a weak equivalence because of the following reason. Consider the functor θ : Ok(U) −→ Ok(U ′) defined as
θ(V ) = L1(V ). Also consider F ! : Ok(U ′) −→ M. Clearly θ is an isomorphism since L1 : U −→ U ′ is a
homeomorphism. So for any W ∈ Ok(U ′), the pair (θ−1(W ), id) is the initial object of the under category
W ↓ θ. This shows that θ is homotopy right cofinal, and therefore the map [θ;F !] : holim
V ∈Ok(U ′)
F !(V ) −→
holim
V ∈Ok(U)
(θ∗F !)(V ) is a weak equivalence by Theorem 7.3. By inspection, the map holim(h1) is nothing but
the composition
holim
V ∈Ok(U ′)
F (V )
holim(η)
∼ // holim
V ∈Ok(U ′)
F !(V )
[θ;F !]
∼ // holim
V ∈Ok(U)
(θ∗F !)(V ),
3If Pi(W,XA) is not fibrant, one can always substitute it by its fibrant replacement
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where η[V ] : F (V ) ∼−→ F !(V ) is again the map from Proposition 7.5. Now, applying the two-out-of-three
axiom to the diagram S we deduce that the map holim(f1) is a weak equivalence.
We come back to the diagram D. As we said before, the two-out-of-three axiom shows successively that
the maps holim(f˜1), holim(g),holim(f˜0), and holim(f0) are weak equivalences. Now, replacing “1” by “0”
in the diagram (7.24), one can see that the map holim(h0) : F !(U ′) −→ F !(U) is a weak equivalence by the
two-out-of-three axiom. But this is what we had to show.
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