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Bu tezin içeriği dört yılı aşkın bir süredir üzerinde çalışmış olduğum doktora eğitim programımın 
bir eseridir. Bu dört yıl zarfında öğrendiklerimin en önemlisi ise okumanın ve araştırmacılığın 
insana verdiği heyecan ve güzelliktir. Okumak bir insanın kendisini daha iyi tanımasını ve kendini 
daha iyi ifade etmesini sağlıyor. Araştırmacılık ise insanin kendine olan güvenini ve inancını 
güçlendiriyor. Büyüklerimizin dediği gibi öğrenmenin yaşı yoktur ve tabii ki bu tezi yazarak 
öğrenim surecimin sonuna gelmiş değilim. Sadece önümdeki uzun bir merdivenin ilk 
basamaklarını çıkmış bulunmaktayım. Bu basamakları çıkarken bana emeği, yardımı ve desteği 
bulunan herkese teşekkür ederim.  
 
Öncelikle elinizde bulundurdunuz bu tezin içeriği oluşumu için bana bu imkânı veren Radboud 
University Nijmegen, Analitik Kimya dalı başkanı Sayın Prof. Dr. Lutgarde Buydens’e ve dört yıl 
boyunca bende çok büyük emeği oluşan ve tez çalışmalarımızın gerçekleşmesinde çok büyük 
yardım ve desteğini gördüğüm danışmanım Sayın Dr. Wilem Melssen’e teşekkür ederim. Doktora 
programım süresince bana verdikleri eğitim ve ilgileri nedeniyle Radboud University Nijmegen, 
Analitik Kimya dalı öğretim üyeleri Dr. Ron Wehrens, Dr. Geert Postma ve bolum sekreterimiz 
Brigitte Loozen’e teşekkür ederim. Ayrıca bu dört yıl zarfında benimle birlikte çalışmış olan 
doktora öğrencisi Geert Mommen ve tüm öğretim üyelerine ve asistanlarına (Patrick, Tom, Olaf, 
Simon, Agnieszka, Filipe, Uwe, Egon, Jorn, Villy, Ruifen, Thanh, Arjan, Jos ve Fabien) teşekkür 
ederim.  
 
Bu son satırlarımı ise canımdan çok sevdim ve benim buğun ki seviyeye gelmemde katkıları, 
emekleri, maddi ve manevi destekleri bulunan annem, babam ve kardeşlerime ayırdım. Babamın 
bazen acı bazen tatlı konuşmaları benim hayata daha sıkıca sarılmamı sağladı. Onun sözleri belki 
bu tezimin içeriğine direkt olarak yansımasada bana en güzel hayat dersini verdine ve okuma 
arzumu yükselmesine neden olduğuna inanıyorum. Babacım bana verdin sevgi, maddi manevi 
destek ve okuma hırsımı ateşleyici konuşmaların için teşekkür ederim. Sanırım bu tez sana 
verebileceğim en büyük gururlardan ve ödüllerden biridir. Canim annecim, küçük yaş dan beri 
beni herkes den ve her şeyden korudun. Babamın tabiri ile benim “avukatım” oldun. Babamın 
bana kırık not nedeniyle kızdı anlarda bile sen bana bıkmadan güvendin ve okumamın bana 
vereceği avantajlarını vurguladın. Umarım bu tez ile o güvenini boşa çıkarmamış olurum ve sana 
verebileceğim en güzel hediyelerden biri olur. Annecim, babacım; beni bu kadar büyük bir sevgi 
ve güven duygusu ile büyüttüğünüz için size tekrar teşekkür ederim. 
Bana öğrenci yıllarımda ve doktora eğitimim süresince hep destek olan ve sevgi ile yaklaşan 
ablalarıma ve eşlerine en içten dileklerimle teşekkür ederim.  
 
Son olarak, doktora eğitim dönemimin son yıllında tanışmış oldum sevgili eşim Nihal’ e bana 
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Support Vector Machines (SVMs) were introduced in the early nineties as a 
ovel machine learning method based on the statistical learning theory 
presented by Vapnik [1-4]. Initially, SVMs were developed by Vapnik and his 
co-workers as a binary classification method (named Support Vector 
Classification (SVC)), but mid 1990’s they extended it to regression problems 
(Support Vector Regression (SVR)) [2, 5]. Since then SVMs have been 
successfully applied to a number of classification and regression problems, 
often providing improved results compared to other techniques [5-10]. Some 
benefits of SVMs are that they yield: (1) a global and unique solution, (2) a 
general solution thereby avoiding misclassification or overfitting and (3) a 
sparse solution [1, 2, 5]. However, one of the main benefits of SVMs is that 
they can cope with non-linearities by employing a “kernel trick” [3, 11]. The 
kernel trick is a simple and general principle to transform the original space 
into a high-dimensional space, called feature space, by using a mathematical 
function (a so called kernel function). This gives the possibility to represent 
non-linear relationships in a linear form. 
Unfortunately, SVMs also have some shortcomings, which make them less 
attractive for practical problems. Some of these shortcomings will be 
addressed in the following sections based on a brief description of SVMs 
starting with the classification concept. A detailed description of SVMs is 
given in  [1-3, 11-13]. 
 
 
1.1 Support Vector Classification 
 
1.1.1  The separable case 
 
Let us consider a simple linear separable two-class classification problem with n sample points: 
(x1,y1), …, (xn,yn), where xi ∈ ℝn is an input vector and yi ∈ {-1,+1} is a class label. The goal of 
SVMs is to separate the two classes by a hyperplane: 
 
 0b, =+xw   (1) 
 
where w is a vector in ℝn and b is a constant. An example of such a problem in a two-dimensional 
space is shown in Fig. 1. As can be seen there are many possible hyperplanes (in a two-
dimensional space a hyperplane is represent by a line), which are able to separate both classes 
from each other. However, the one that maximizes the margin will generalize the optimal 
separation. The margin is defined as the distance between the hyperplane and the nearest data 
point(s) of each class (see Fig. 1).  
 










These can be combined into one set of inequalities: 





Fig. 1 Classification of a simple linear separable two-class problem. The white and black dots represent samples of the 
two classes. On the left, several hyperplanes are shown, which are able to separate those two classes. On the right, the 
solid line represents the optimal separating hyperplane <w,x> + b = 0 (OSH), while the dashed lines identify the upper 
bound <w,x> + b = +1 and lower bound <w,x> + b = -1 of the margin. The points on the margin are called support 
vectors (marked by a circle). 
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The optimal separating hyperplane is obtained by maximizing the margin, ρ(w,b), subject to Eq. 
(3). The margin is given by: 
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leads to maximization of the margin. Because a minimization of f  is equivalent to minimization 
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Thus, the hyperplane that optimally separates the data into classes is the one that minimizes (9) 
subject to (3). 
 
Since this problem is a constrained optimization problem the method of Lagrange multipliers is 
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with Lagrange multipliers αi (αi ≥ 0) [11]. At the saddle point, L has a minimum for w and b and a 
maximum for α. In order to calculate the saddle points, the optimum of the Lagrange function is 
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After substituting (11) and (12) into the right hand side of Eq. (10), and some further 
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subject to the constraint (12) with αi ≥ 0. In comparison to Eq. (10), the dual form is much easier 
to solve. In the dual form only αi must be optimized and the minimization of ½||w||2 is excluded.  
The data points xi which have a non-zero Lagrange multiplier αi are named Support Vectors (SV) 
and control the hyperplane. In fact, if the other points would be removed, recalculating the 
hyperplane would produce the same solution. This phenomenon is referred to as a sparse solution, 
which is one of the benefits of SVMs: only a few samples are involved in the determination of the 
hyperplane. 
 
Finding the solution of Eq. (13) requires the application of Quadratic Programming (QP) 
optimisation method [11]. Once the solution has been found in the form of a vector α= (α1,…,αn), 
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The solution from SVMs given by Eq. (15) has a number of interesting properties:  
 
• Global and Unique solution: 
The matrix related to the quadratic term α is positive definite or positive semi-definite [3, 
14, 15]. In case the matrix is positive definite (all eigenvalues strictly positive) the solution 
to this problem is global and unique. If the matrix is positive semi-definite (all eigenvalues 
positive but eigenvalues equal to zero possible) the solution is global but not necessary 
unique. 
    
• Sparseness: 
SVMs condense all the relevant training data to the solution in the support vectors (αi ≠ 0). 
This reduces the size of the training data, because the other points (αi = 0) can be removed. 
 
• High-dimensional input: 
By introducing the inner product <xi,xj> in Eq. (13), the size of the solution vector α does 
not further be dependent on the dimension of the input space (i.e., the number of object 
versus variables). However, in the case of Eq. (10), the size of the solution vector α will 
depend on the dimension of input space. This means that for a high-dimensional input it is 
preferred to solve the dual problem. 
 
 
1.1.2  The non-separable case 
 
The above solution only holds for simple linear separable data. This means that it will be 
successful for data that can be classified into different classes without any danger of 
misclassification (Fig. 1). To apply SVC on more complex non-separable data it has to be slightly 
modified by introducing a set of slack variables ξi. The slack variables measure the amount by 
which the constraints are violated (Fig. 2). Then the margin is maximized, paying a penalty 
proportional to the amount of constraint violation.  
 






2 ∑+w  (16) 
 
 subject to [ ] ...n1i0ξfor,1b,y iiii =≥−≥+ ξxw  (17)  
 
The formulation of (16) is a trade-off between the two goals of finding a hyperplane with large 
margin (minimizing ½||w||2), and finding a hyperplane that separates the data well (minimizing the 
ξi). The parameter C controls the error of misclassification and must be defined by the user. The 
introduction of C forms the first obstacle of SVMs. The parameter C needs to be selected properly 
by the user, because the generalization performance of the SVM model heavily depends on it. 
However, there is no real guideline for choosing the value of C. The main problem is that there is 
no range defined in which the user can change its setting. Although the setting of C depends 




setting of the C will be searched. This means that, if the user is not able to define the correct 
range, SVMs will not be able to find the optimal model. 
 
The first term of Eq. (16) controls the separability of the classifier (hyperplane with a maximal 
margin). The second term controls the accuracy of the classifier for misclassifications. In order to 
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where αi and µi are the Lagrange multipliers associated with the constraints in Eq. (17) and the 
values of αi have to be bounded as 0 ≤ αi ≤ C. Once again, the solution of this problem is 
determined by the saddle point of this Lagrangian in a way similar to the case of separable data 
(Eq. (10 – 13)). 
 
 
Fig. 2 Classification of non-separable two-class problem. The white and black dots represent the samples of the two 
classes. In case of separable data, the objects of each class are located completely on one side of the hyperplane. Here, 
there is one misclassification, which will be measured by ξi. The object which is depicted as a misclassification is also 
defined as a support vector. 
 
 
1.1.3  Non-linear Support Vector Classification 
 
In addition to linear classification, SVMs can be applied to non-linear classification problems. 
Classification of non-linear problems will be realised by mapping the original input space into a 
higher-dimensional space, called feature space, by choosing a non-linear mapping (φ). 
Subsequently, SVM constructs a linear classification in this higher dimensional feature space. An 
example of such a mapping is given in Fig. 3. 
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Clearly, if the feature space is high-dimensional, the inner product (φ(xi),φ(xTj)) of (19) will be 
very expensive to compute. However, this problem can easily be tackled by introducing a so-
called kernel trick. The kernel trick makes it possible to transform the original input space into the 




approximate the mapping function in an efficiently way. It is therefore convenient to replace the 
inner product by a kernel function: 
 
)(),(),( ii
TK xxxx φφ=  (20) 
 
A detailed description of the kernel concept together with its properties and requirements is given 
in [3, 11, 16]. 
 
 
Fig. 3 Mapping of ℝ2 dimensional input space into a ℝ3 dimensional feature space. The ellipse shaped decision 
boundary in input space (left) becomes a hyperplane after mapping into a feature space (right) via a nonlinear map 
φ(x1,x2) = (x12,√2x1x2, x22). 
 
 



























Solving (21) determines the Lagrangian multipliers, and a classifier implanting the optimal 
separating hyperplane in the feature space is given by: 
 ( ) )b,ysign()(
SV
iii∑ +=ƒ xxKx α  (22) 
 
Here, SV represents the number of support vectors. Consequently, everything that has been 
derived concerning the linear case is also applicable for a non-linear case by using a suitable 
kernel instead of the inner product. The choice of kernel to fit non-linear data into a linear feature 
space depends on the structure of the data. Some commonly used kernels are: 
 
1. The linear kernel ( )1,),K( ii += xxxx  
  
2. The polynomial kernel ( )dii 1,),K( += xxxx  
 (where d is the degree of the polynomial) 
  
 3. The Radial Basic Function kernel )2/||,(||i
22
iexp),K( σxxxx -=  




Working in the high-dimensional feature space makes it possible to solve non-linear problems, but 
it also generates complications. By mapping the original input space with dimension (NxM) into a 
feature space (NxN) by means of a kernel function, where N is the number of samples and M the 
number of variables (e.g. wavelengths) the information regarding the original input variables will 
vanish and a direct interpretation of the SVM model is not possible. In other words, it is not 
possible to depict which input variables are responsible for the high generalization performance. 
Hence, SVMs are widely used as a black box and opening of this black box is still an ongoing 
research issue. 
 
As mentioned in the previous section, an obstacle of SVMs is the optimization of the parameter C. 
Introduction of the kernel function leads to a second obstacle. The user now first has to select a 
kernel function and subsequently the kernel parameter (d in case of polynomial kernel and σ in 
case of the RBF kernel function) needs to be chosen properly. Questions that arise are: Which 
kernel function is the best? How can we select the optimal values of the kernel parameter(s)? 
Furthermore, the optimization of kernel function parameter settings is complicated by the fact that 
the performance of the SVM model depends on the kernel parameter settings as well as C 
(interaction of parameters). This means that a separate optimization of each parameter is not a real 
option. So, the main issue is to find a way to optimize these settings for a given data set. One of 
the most commonly used approaches for this problem is the grid-search optimization procedure.  
 
 
1.2  Support Vector Regression 
 
Similar to the classification approach, regression with SVMs can be performed by introducing a 
so-called loss function. A loss function ignores errors within a certain distance of the true value 
[5, 11]. Several different loss functions are available, but here we will describe SVR based on the 
Vapnik ε-insensitive loss function [5]. This is the commonly used loss function, because it can 
ignore small noise values.  
 
Considering the problem of approximating the set of data {(x1,y1),…,(xn,yn), x∈Rn, y∈ℝ}, the 
simplest linear SVR algorithm tries to find the function  
 
b)( +=ƒ xwx ,  (23) 
 
that has at most a deviation of ε from the actual observed targets yi for all the training data and at 


















































which is shown in Fig. 4. The constant C > 0 determines the trade-off between the model 
complexity (flatness) of ƒ(x) and the amount up to which deviations larger than ε are tolerated. 
The parameter ε controls the width of the ε-tube, used to fit the training data. In comparison with 
SVC, all data points outside the ε-tube are now support vectors. An important observation is that, 
if the ε-tube is too wide the number of support vectors is zero (all data points fit into the ε-tube) 
and no valid predictions can be made. Thus, the value of ε can affect the number of support 
vectors which will be used to construct the regression function. Furthermore, bigger ε values 
result in more smooth estimation functions, but unfortunately the results are not suitable (large 
error). Hence, both the C and ε-values affect model complexity (but in different ways). The slack 
variables, ξi, ξ*i are introduced for exceeding the target value by more than ε above (ξi) and more 
than ε below the target (ξ*) (Fig. 4).  
 
 
Fig. 4. In SVR, a tube with radius ε is fitted around the data. The trade-off between model complexity and points lying outside the 
tube (slack variables ξ) is determined by minimizing (24). The points outside the ε zone are support vectors (black dots). On the 
right, the ε-insensitive loss function is shown in which the slope is determined by C (a dot is a support vector).  
 
Now the Lagrange function is constructed from both the objective function and the corresponding 







































where the dual variables (or Lagrange multipliers: α and η) in (26) have to satisfy positivity 
constraints, αi, αi*, ηi, ηi* ≥ 0. To find the saddle point the partial derivates of L with respect to 
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Substituting (28) and (30) into (27) lets the terms in w, b, ξ and η vanish. Finally substituting (29) 













In Eq. (30) the dual variables ηi, ηi* were already eliminated through condition (29). Once αi and 
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The factor b (offset) can be calculated as follows: 
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Similarly to the non-linear SVC approach, a kernel function (K) can be used to map the data into 
a higher-dimensional feature space where linear regression is performed. In this case, the 
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The properties of SVR are comparable with those of SVC: the solution is global and unique 
provided that the chosen kernel is positive definite. Furthermore, it can deal with non-linearities 
and a sparse solution can be obtained. In comparison with non-linear SVC, non-linear SVR 
contains one more tuning parameter. Namely, the ε parameter of Vapnik’s ε-insensitive loss 
function. It is well-known that SVR generalization performance depends on a good set of 
parameters C, ε and the kernel setting (σ in case of RBF or d in case of polynomial kernels), 
which must be defined by the user. The problem of optimal parameter selection is further 
complicated by the fact that SVM model complexity (and hence its generalization performance) 
depends on all three parameters (interaction of the kernel setting, ε and C on the regression 
model). This means that separate tuning of each parameter is not feasible to find the optimal 
regression model.  Several methods for tuning these parameters are reported in literature. Grid 





Support Vector Machines can be divided into two parts:  
 
• A module that performs the mapping into the feature space; 
• A learning algorithm designed to discover linear patterns in that space. 
 
In summary, the kernel trick transforms the original input space into a high-dimensional feature 
space. Subsequently, the feature space will be used as a new input to build a classification or 












































learning algorithm, is based on solving a Quadratic Programming (QP) problem with a linear 
inequality constraint. A detailed description of this is given in [11]. 
 
 
Fig. 5 Flow diagram of Support Vector Machines. The upper part depicts the two-dimensional non-linear separable 
input space. Mapping the non-linear input space by means of the kernel function represents the data as linear 
separable. Finally, performing SVM (QP optimization) will lead to the final SVM model. 
 
 
1.4 Research objectives 
 
Support Vector Machines (SVMs) are a very specific class of algorithms, characterized by the use 
of kernels [3, 16], the sparseness of the solution and the capacity control obtained by acting on the 
margin or on other dimension-independent quantities as like the number of support vectors. They 
provide a new approach to the problem of classification and regression based on the statistical 
learning theory [1, 2]. Immediately after the introduction of SVMs, the number of applications in 
the field of chemometrics for solving classification and regression problems has increased 
enormously [6, 10, 17-19]. The main reason for this is their high generalization performance and 
the ability to model non-linear relationships. Unfortunately, SVMs have also some shortcomings, 
which make them less attractive for practical problems. Some of these shortcomings are discussed 
below. 
 
• Parameter optimization 
 
As mentioned in the previous sections, some vital model parameters need to be defined 
by the user to achieve a good performance [3, 11, 12, 16, 20, 21]. Since the 
performance of the SVM model depends on a proper setting of these parameters, the 
main issue is to find the optimal settings for a given data set. Optimization of these 
parameters is complicated by the fact that the SVM model performance depends on all 
of these parameters together (interaction of parameters). This means that a separate 
optimization of each parameter is not a good option. For this reason, in general a time-
consuming grid search optimization is performed in the parameter space to find the 
optimal parameter settings [3, 21]. In case of Support Vector Classification, there are at 
most two parameters to optimize (the penalty weight and kernel parameter), in the case 
of SVR or when the number of kernel parameters increases, there are at least thee 
parameters to optimize (the penalty weight, kernel parameter(s) and loss function 




reason, investigating possibilities to develop a fast and robust method to obtain the 
optimal parameter settings is required.  
   
 
• Selection of kernel function 
 
One of the main reasons for the popularity of SVMs is its ability to model, in a global 
and unique sense, complex non-linear relationships by selecting a suitable kernel 
function [3]. Briefly, the kernel function transforms the non-linear input space into a 
high-dimensional feature space in which the solution of the problem can be represented 
as being a straight linear classification or regression problem. However, there are a lot 
of possible kernel functions that can be used to create such a high-dimensional feature 
space. The most commonly used kernel functions are the linear, polynomial and the 
Radial Basis Function (RBF) [3, 5, 11, 12, 20]. Since the particular choice of a kernel 
function to map the non-linear input space into a linear feature space depends highly on 
the nature of the data, which is usually unknown, it is very difficult to make, 
beforehand, a proper choice out of the mentioned kernel functions. For this reason, 
during the model building process, usually more than one kernel is applied to select the 
one which gives the best prediction performance. In addition, for each kernel function 
the user needs to optimize the accompanying parameter settings. Unfortunately, this 
leads to a very time-consuming optimization procedure. A way to overcome this 
problem is to design a universal kernel function, which is capable of serving as an 
alternative to the commonly used linear, polynomial and RBF kernel functions.  
 
 
• Interpretation of the SVM models 
 
As mentioned above, SVMs become increasingly popular for solving classification as 
well as regression problems, largely stimulated by their possibility to model data 
possessing nonlinear relationships by applying a kernel function. However, due to the 
fact that SVMs employ a kernel function they have the drawback that they will lose the 
correlation between the obtained model and the original input space. By transforming 
the input space into the high-dimensional feature space, the information regarding the 
original input variables is lost and a direct interpretation of the SVM model is not 
possible. Hence, SVMs are widely used as a black box. 
The fact that SVMs are considered a black box hampers their introduction in the 
industry. Therefore, a profound study is required to open the black box and to interpret 
the SVM models. This will lead to their acceptance by industry, and result in better 
prediction models. This will be translated into improvements of production processes, 
yielding higher outputs, better quality products, etc.  
 
 
• Variable elimination by SVMs 
 
Variable elimination or selection, the process of identifying input variables that are 
relevant to a particular problem, has received much attention in chemometrics [22, 23]. 
The commonly used filter methods for this purpose are based on selection of variables 
independently from the used learning algorithm, e.g., SVMs [22]. Some commonly 
used filter methods are: Genetic Algorithms (GAs) and Factor Analysis (FA) [24-26]. 
Methods that select the variables according to the strengths and weaknesses of the used 
learning algorithms are named wrapper methods [22]. In literature, there is no wrapper 




SVMs. By breaking the non-transparency of SVMs, models become interpretable. It 
would then become possible to use this information to construct a wrapper variable 
elimination technique for SVMs.  
 
 
• Multi-class classification  
   
Support Vector Machines are originally designed for binary classification problems and 
it is not a straightforward issue to extend them to multi-class problems [7, 17, 27, 28]. 
Constructing multi-class SVMs is still an ongoing research issue. There are (mainly) 
two types of approaches to implementing multi-class SVMs: the one-against-one and 
the one-against-all approach [3, 21, 29]. Both approaches decompose the M-class 
problem into a series of two-class problems and construct several binary classifiers. The 
main drawback of both approaches is that the user needs to construct M(M-1)/2 and M 
classifiers, respectively, in case of the one-against-one and one-against-all approaches, 
which is time-consuming. Another drawback is that when the results from the multiple 
classifiers are combined for the final decision, the outputs of the decision functions are 
directly compared without considering the competence of the classifiers. In other 
words, the outputs of the decision function are employed as the only index to indicate 
how strong a sample belongs to a certain class. The underlying assumption for this is 
that the classifiers are totally trustworthy and equally reliable, which does not always 
hold in multi-class cases. In order to tackle these problems, a detailed study about the 
possibilities to handle multi-class problems by SVMs in a more efficient, robust and 
trustworthy way is required.  
 
 
• Confidence intervals 
  
In contrast to MLR [25], SVMs do not provide any confidence levels regarding their 
prediction. When an SVM predicts, say a concentration of a chemical compound or a 
class-membership of an object, this answer is usually not enough. Users of the model 
would also like to have some indication about the reliability of the answer.  Therefore, 




• Other kernel based methods 
 
Previous studies have shown that the kernel concept can also be implemented in other 
classification and regression methods, such as Kernel Principal Component Analysis 
(KPCA), Kernel Discriminant Analysis (KDA) and Kernel Partial Least Squares 
(KPLS), to model complex non-linear relationships [3, 11, 12, 16, 30-32]. This makes it 
possible to combine the benefits of the kernel concept with that of other modelling 
methods, which can lead to these becoming more powerful. For this reason, the study of 
the possibilities of the kernel concept is still an open research issue. 
 
The work presented in this thesis aims to overcome some of the above-mentioned shortcomings 









1.5 Outline of this thesis 
 
This thesis is divided into eight chapters. The remainder of this thesis is organized as follows: 
 
Chapter 2 presents an SVR parameter optimization approach based on Genetic Algorithms (GAs) 
and Simplex optimization. Some practical issues of SVMs like parameter selection and kernel 
function selection are carefully studied to find the optimal SVMs parameter settings. The main 
advantage of the proposed approach is its accuracy and robustness. The approach is applied to 
regression problems (SVR) but can easily be extended to classification problems (SVC). 
 
Chapter 3 focuses on the development of a universal kernel function, which can serve as an 
alternative to the commonly used linear, polynomial and RBF kernel functions. In this Chapter, 
the Pearson VII Universal Kernel function (PUK), based on a member of the family of functions 
developed by Karl Pearson [33], is introduced. The use of the PUK function will mainly lead to 
simplification of the model building process: kernel function selection is not required anymore. In 
Chapter 3 the PUK kernel function is applied to regression problems. However, in Chapter 6 and 
7 it will be shown that it is also successful for classification problems. 
 
Chapter 4 deals with the interpretation problem of the constructed SVM models. In this Chapter 
the possibilities to visualise and interpret the SVM models to turn SVMs, which are denoted as a 
black box model, into a transparent and interpretable modelling technique, are investigated. The 
study described in this Chapter will function as the basics for further investigation to perform 
variable elimination on SVMs.   
 
Chapter 5 describes the implementation of the kernel concept and PLS into the recently 
introduced Bi-Direcional Kohonen (BDK) network [34]. Here, the kernel concept is used to deal 
with non-linearities in data, while the PLS part is used to extend BDK to solve regression 
problems. The performances of the newly designed method, named SOMPLS, are evaluated and 
compared with that of SVMs and KPLS on well-studied real-world and simulated data. This 
comparison clearly demonstrates the superiority of SOMPLS, especially on the capacity and 
efficiency to solve regression problems. 
 
Chapter 6 and 7 demonstrate the utilisation of PUK function to real-world data. Furthermore, the 
performances of the SVMs are compared to other linear as well as non-linear chemometric 
methods to evaluate and to show their efficiency. 
 
Lastly, chapter 8 briefly summarizes the findings of the study with reference to the research 
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Traditionally, the Partial Least Squares (PLS) regression technique is most 
commonly used for quantitative analysis of Near-infrared spectroscopic data. 
However, the use of Support Vector Regression (SVR), a recently introduced 
alternative regression technique, for quantitative spectral analysis has 
increased over the past few years especially due to its high generalization 
performance and its ability to model non-linear relationships as well. 
Unfortunately, the practical use of SVR is limited because of its set of 
parameters to be defined by the user. For this reason, it was necessary to find 
an automated reliable, accurate and robust optimization approach to select the 
optimal SVR parameter settings. This paper presents a SVR parameter 
optimization approach based on Genetic Algorithms and Simplex 
optimization, which satisfies all of the above mentioned points. Furthermore, a 
comparison is made between the performance of SVR and PLS on various 
(noisy) data sets. From these results, it can be concluded that SVR is less 
sensitive to spectral noise, and hence, more robust with respect to spectral 
variations due to experimental circumstances. Generally, in the context of 
performance and robustness, the results demonstrate that SVR is a good well-
performing alternative for the analysis and modelling of NIR data than the 





Near-infrared spectroscopy (NIR) is a potentially effective technique which has been widely 
applied in the pharmaceutical, polymer and food industry in recent years. Generally, NIR 
spectroscopy is used in combination with Partial Least Squares (PLS) regression technique for 
quantitative analysis [1, 2]. The ratio to use PLS is given by the characteristics of PLS, namely its 
simplicity, a high computational speed, for most problems a satisfying performance and, last but 
not least, its power of allowing the interpretation of the scores and loadings. However, PLS has 
some deficiencies like, modelling of data sets containing strong non-linear relationships [3]. 
Recently, a regression version of Support Vector Machines (SVMs) has emerged as an alternative 
and powerful technique to solve this problem. In the sequel, this version is referred to as Support 
Vector Regression (SVR). SVR, which is a statistical learning theory based machine learning 
formalism, developed by Vapnik [4], is gaining popularity due to its many attractive features and 
promising generalization performance. Some prominent features of SVR are: (i) the ability to 
model non-linear relationships, (ii) the ability to select only the necessary objects (spectra) to 
solve the regression function, which results in a sparse solution, (iii) the regression function is 
related to a quadratic problem (QP) which solution is global and in general unique. Apart form 
these features, SVR has also a drawback that limits the use of SVR on academic and industrial 
platforms: there are a number of free parameters that need to be defined by the user. Since the 
generalization performance of the SVR models depends on a proper setting of these parameters, 
the main issue is to find the optimal settings for a given data set. Whereas the effects of these 
parameters are defined in different sources on SVR, there are no general guidelines to select these 
[4-8]. The problem of optimal parameter selection is further complicated by the fact that the SVR 
model complexity (and hence, its generalization performance) depends on all of these parameters 
together (interaction of parameters). This means that a separate optimization of each parameter is 
not sufficient enough to find the optimal regression model. For this reason, usually a very time-
consuming grid search optimization method is invoked to find the optimal SVR parameter settings 
[5, 9].  
 
In this paper, an accurate, robust and fast approach based on Genetic Algorithms (GAs) and the 




performing a time-consuming grid search. The optimization is conducted for SVRs equipped with 
a Radial Basis Function (RBF, i.e., a Gaussian shaped function) and a variety of polynomial 
kernels. The motivation for selecting GAs in combination with Simplex is that GAs performs a 
global coarse-grained search and thus is most likely to arrive at or nearby the global optimum 
solution. Taken this solution as new starting point, the Simplex can be used to find possibly the 
exact optimal solution, due to its local fine-grained search character. To our opinion, this 
approach will stimulate the use of SVR on various research areas. Furthermore, this paper will 
focus on the importance of finding robust optimised parameter settings which lead to a good 
performance of the SVR model. Additionally, the robustness of SVR and PLS are compared for 
noisy data. Three NIR spectral data sets were selected to evaluate the intended SVR parameter 
optimization approach. The first two data sets, extensively described in literature, are mainly used 
as a benchmark to evaluate the validity and power of the combined GA/Simplex SVR parameter 
optimization strategy. A straightforward and fair benchmark is possible because PLS is 
extensively applied to both data sets in literature [2, 3]. Furthermore, the SVR results obtained for 
the first data set, but based on a grid search parameter optimization, performed by Thissen et al. 
[3], are also available.  
The third data set, a real-life industrial data set provided by General Electric Advanced Materials 
B.V., The Netherlands [10], is beside evaluation of the optimization strategy also used to study 





2.1.1 Support vector regression 
 
Here a brief description of SVR is given. For a more detailed description the reader is referred to 
Vapnik [4, 7], Schölkopf [3] and Cristianini [6]. 
  
Like most linear regression models e.g. PLS, the SVR algorithm developed by Vapnik [4, 7] relies 
on estimating a linear regression function: 
 
 b+= xwx T)f( (w, x ∈ ℝn )       (1) 
 
where w and b are the slope and offset of the regression line. In case of SVR, the regression 
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where ½ ||w||2 is the term characterizing the model complexity (smoothness of ƒ(x)) and c(ƒ(xi),yi) 
the loss function determining how the distance between ƒ(xi) and the target values yi should be 
penalized.  
In this so-called primal formulation, several different loss functions [5, 8] are available, but in this 
paper we adopted the commonly used ε-insensitive loss function which was introduced by Vapnik 













x   (3) 
 
In fact, this particular constraint defines a tube with radius ε around the hypothetical regression 
function (see Fig. 1) in such way that if a data point is positioned in this tube the loss function 
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equals zero, while if a data point lies outside the tube, the loss is proportional to the magnitude of 
the Euclidean difference between the data point and the radius ε of the tube. In this particular case, 






































 (5)  
 
where the constant C>0 determines the trade-off between the model complexity of ƒ(x) and the 
amount up to which deviations larger than ε are tolerated. The slack variables ξi, ξi* are introduced 
for the situation that the target value exceeds, this with respect to the origin of the original data 
space, more than ε above (ξi) and more than ε below the target (ξi*), see Fig. 1. The points lying 
outside the ε tube are named Support Vectors (SVs), because these establish (‘support’) the 
fundaments of the estimated regression function. This implies that all other data points are in fact 
not important for inclusion into the model and can be removed after the SVR model has been 
constructed. Hence, usually (much) less training objects do constitute the regression model; 
therefore, such a solution is referred to as ‘sparse’.  
 
 
Fig. 1 In SVR, a tube with radius ε is fitted to the data. The trade-off between model complexity (flatness) and points 
lying outside the tube (slack variables ξ) is determined by minimizing Eq. (4). The points outside the ε zone are 
support vectors (black stars). On the right, the ε-insensitive loss function is shown in which the slope is determined by 
C (the star represents a support vector).  
 
 
The constrained optimization problem given by Eq. (4) and (5) can be reformulated into dual 
problem formalism (Eq. (6)) by using Lagrange multipliers. In this paper we adopted the strategy 
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where αi and αi*  (with 0 ≤ αi, αi* ≥ C) are the Lagrange multipliers and K(xi,x) represent the so 
called kernel function [4-6, 11]. Intuitively, the primal formulation is suitable to solve problems 
where many objects (samples) are available, this with respect to the number of variables at hand. 
The dual Lagrangian formalism, on the other hand, eliminates the curse of dimensionality, and 




points with nonzero αi and αi* value are SVs. It has been shown that a suitable kernel function 
makes it possible to map a non-linear input space to a high-dimensional feature space where linear 
regression can be performed [4]. Several kernel functions have been proposed in literature, but the 
particular choice of a kernel to map the non-linear input space into a linear feature space depends 
highly on the nature of the data representing the problem at hand. In this paper the focus is put on 
two widely used kernel functions, namely, Radial Basis Function (RBF) and the polynomial 
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In case of the RBF kernel the parameter σ represents the kernel width whereas d in Eq. (8) 
denotes the degree of the polynomial kernel. It should be noted that in the latter case a d=1 equals 
the standard vector inner product including a constant bias term. The kernel parameter and also 
the earlier mentioned parameters C and ε need to be selected properly by the user, because the 
generalization performance of the SVR model heavily depends on the right setting of these three 
parameters. Hence, a reliable and robust parameter selection optimization strategy is a pre-
requisite to obtain a well-performing and robust SVR regression model.     
 
2.3 Genetic Algorithms 
 
The Genetic Algorithm (GA) is a search algorithm based on the principles of natural evolution. A 
GA is stochastic search technique, formerly introduced by Holland [12], which can be used to find 
the global optimal solution in a complex multi-dimensional search space [13]. The algorithm 
starts with a set of random solutions called population. An individual solution is represented in 
encoded form and is called a chromosome. Each chromosome comprises of a sequence of 
individuals structures called genes which represent the actual parameters to be optimised. The 
solutions from one population are used to generate the next population. This is motivated by the 
idea (supported by the theory of building blocks [12]) that the new population, on average, will be 
better than the population of predecessors. In order to create a new population, GA uses genetic 
operators (i.e., crossover and mutation) and a selection process. Genetic operators are used to 
generate the new solutions (children population or offspring) from the current set of solutions 
(parent population). Selection reflects the principle of ‘survival of the fittest’ and is the driving 
mechanism of keeping and deleting some solutions from the parent population to generate an 
offspring with the same number of chromosomes. During this selection process, the solutions are 
selected according to their values of objective function (usually referred to as fitness). A high 
fitness value of a chromosome corresponds to a higher chance to be selected for the next 
generation. The GA will repeat this process until a termination condition is satisfied. The best 
solution is returned to represent the optimum solution.  
 
The procedure of GA can be summarized in the following steps: 
1. Choose a randomly generated population. 
2. Calculate the fitness of each chromosome in the population.  
3. Create the offspring by the genetic operators: selection, crossover and mutation. 
4. Check the termination condition. If the new population does not satisfy the termination 
condition, repeat steps 2 up to 4 for the generated offspring as a new starting population. 
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Conventionally, the chromosomes in a GA are normally binary coded (strings of bits taking the 
values 0 or 1), which in fact lead to integer valued solutions [12-14]. For large problems, that is, 
where many parameters are involved or where a high resolution in the parameter domain is 
required, binary encoding results in very large strings (number of bits per variable) which slow 
down the evolutionary process. On the other hand, if the length of the string is not long enough, it 
might be possible for the GA to get near to the region of the global optimum but never will arrive 
at it (due to the digitalization of the continuous value spectrum). Thus, since our optimisation 
problem involves real-valued parameters, it is better to manipulate these directly in the original 




The simplex algorithm formulated by Nelder et al. [19] is a robust direct local search method 
which, in n-dimensions, starts with n+1 points defining an initial simplex (polygon) and proceeds 
in a series of steps to find a local optimum (minimum or maximum) in the parameter space. The 
driving force underlying the Simplex optimisation algorithm is the set of rules which determine 
how the Simplex polygon has to be rotated in order to move towards the local optimum. The 
actual dimension (n) of the simplex is equal to the number of control parameters. The shape of a 
simplex in one, two and three dimensional parameter space is a line, a triangle or a tetrahedron, so 
the number of vertices of the simplex is equal to n+1. A geometric interpretation for more than 
three parameters is difficult, but a general description of the simplex method for n-parameters is 
formulated in [19, 20].  
 
2.5 Experimental 
2.5.1 GA/Simplex SVR parameter optimization  
 
As mentioned in section 2.1.1, three parameters, i.e., ε, C and one kernel parameter (σ in case of 
the RBF kernel and d for the polynomial kernel) need to be optimised for the SVR. The parameter 
ε regulates the radius of the ε tube around the regression function and thus the number of support 
vectors that finally will be selected to construct the regression function (leading to a sparse 
solution). A too large ε value results in less support vectors (more data points will be fit in the ε 
tube) and, consequently, in a more smooth (less complex) regression function (see Fig. 2). 
Unfortunately, in that case, the resulting regression model is not always applicable (large 
prediction errors on unseen data might be the result). It is known that the value of ε  is related to 
the amplitude of the noise present in the training set [9]. Since the exact contribution of the noise 
to the real information in a data set is usually unknown, ε was varied in a range between 0 and 
0.2. This range covered the full range of possible noise contributions well, for the particular data 








Fig. 2 A small ε value (left figure) allows more points to be outside the ε-tube (indicated by the dashed lines) and 
results in more SVs (depicted as black stars). A large ε value (right figure) results in less SVs and probably in a 
smoother regression function.  
 
The parameter C determines the trade-off between the smoothness of the regression function and 
the amount up to which deviations larger than ε are tolerated. Furthermore, the robustness of the 
regression model depends on the choice of the C value, because the highest αi and α*i values are 
by definition (according to the Lagrange optimization procedure) equal to C. This means that the 
choice of the C value influences the significance of the individual data points in the training set. 
For example, on one hand, a high C value results in support vectors with a high difference 
between the αi and αi* values. In that case the support vectors with the highest αi and αi* values 
are dominating the constructed regression function. On the other hand, a small C value can result 
in support vectors having small differences or even similar αi and αi* values. In that case the data 
points selected as support vectors with similar αi and αi* contribute equally to the regression 
function. Hence, a proper choice of C in combination with ε might result in a well performing and 
robust regression model, which is also insensitive to the presence of possible outliers (Fig. 3). A 
good choice of both parameters also prevents overtraining. In order to verify this, during the 
construction and selection of all SVR models, permanently an internal cross-validation procedure 
was applied. According to the theory of SVR, C takes values between zero and infinity. In 
practice, we varied C between 1 and 1⋅108.  
 
 
Fig. 3 In case of a small C value (left), the most remote SVs (dashed line) have almost the same contribution. For this 
reason, the regression function is more robust for possibly outliers (SV within the circle). Increasing of the C value 
result in a regression line, which is more influenced by the possible outlier (right). The distance between the outlier 
(SV within the circle) and the ε-tube will decrease in comparison to case if a small C value is chosen (left).  
 
The kernel function represents the mapping instrument that is necessary to transform the non-
linear input space to a high-dimensional feature space where linear regression is possible [4-6, 
17]. The mapping depends on the intrinsic topological structure of the data, implying that the 
kernel type and parameters need be optimized to approximate the ideal mapping [17]. In this 
paper we will focus on two commonly used kernel functions, namely, the RBF and the 
polynomial kernel. In case of the RBF kernel we have searched initially the space between 0.01 
and 2.0 to find the optimal kernel width σ (high generalization performance). It should be noted 
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that a RBF kernel with a large σ  behaves similar like a polynomial or, at the lower bound, a linear 
function [21, 22]. For this reason, if during the optimization process the maximum σ value for the 
RBF kernel was found, a polynomial kernel was used instead. The polynomial degree d was 
searched in the range between 1 up to 6. Note that the polynomial kernel with d=1 corresponds to 
the linear case, implying that the model is strictly based on the space spanned by the inner-
products of the objects in the training set. 
 
As mentioned above, ε, C and the kernel dependent parameter exhibit a (strong) interaction. As a 
consequence, these parameters can not be optimized separately. Here, the parameters are 
optimized by using GA (real-value coded) in combination with a Simplex optimization. Fig. 4 
depicts the flow diagram of the followed procedure. The two main reasons that we have 
performed a GA/Simplex optimization instead of a grid search for finding the best SVR 
parameters are accuracy and computational speed. The accuracy of the grid search optimization 
depends on the parameter range in combination with the chosen interval size (resolution in the 
parameter space). To increase the accuracy of the optimal solution one might need to increase the 
parameter range and/or decrease the step size substantially. However, this will result in a 
cumbersome time-consuming optimization process. The GA/Simplex optimisation depends 
exclusively on the pre-defined parameter range and, moreover, is faster in finding an optimal set 
of parameters as compared to a fine-grained grid search in the same search space.     
 
 
Fig. 4 Flow diagram of the combined GA/Simplex SVR parameter optimization procedure. 
 
 
Due to its stochastic character, the procedure outlined in Fig. 4 was repeated at least five times to 
select the optimal parameter settings. There exist various types of selection, crossover and 
mutation operators [13-16]. Table 1 gives an overview of those ones and their particular settings, 
which we found the most efficient, as was determined by a preliminary exploratory study on some 
NIR data sets. The fitness of each individual chromosome in the GA population was expressed as 




between the predicted value, yˆ , and the corresponding target value, y (Eq. (9)). Given the size of 












=  (9) 
 
 




ε 0 – 0.2 
C 1 - 1⋅108
σ 0.01 – 2.0
d 1 – 6 
 
GA settings 
Population  size 100 
Number of generations 15 
Selection type  Stochastic universal sampling*
Crossover type Discrete recombination*
Mutation type Real-value mutation*
 Mutation rate 1/3  
 
* A detailed  description of these operators is given in [16]. 
 
2.6 Data  
 
2.6.1 Data set 1 
 
The first data set contains NIR spectra of 19 ternary mixtures of ethanol, water and iso-propanol 
measured at five ambient temperatures (30, 40, 50, 60 and 70 °C, respectively) in a spectral range 
of 850 to 1049 nm at a resolution of 1 nm intervals. Fig. 5 shows the ternary mixture design and, 
in white and grey coding, the training and test set samples. Originally, the spectra were measured 
by Wülfert et al. [2] to investigate the influence of temperature-induced spectral variations on the 
predictive ability of Partial Least Squares (PLS). In this investigation local and global regression 
models were set up by Wülfert et al. [2]. Additionally, SVR regression was applied by Thissen et 
al. [3] to this data set, according to the same approach as described in the original paper to 
compare the performance of SVR to PLS. In this paper, exclusively global SVR models were 
made by applying the GA/Simplex optimization approach as described in section 2.3.  For a fair 
comparison with the results of previous publications, exactly the same data pre-treatment has been 









Fig. 5 Mixture design for ethanol, water and 2-propanol. The white circles were used as training set and the grey as 
test set, this for each temperature value. For more details, the reader is referred to the text. 
 
 
2.6.2 Data set 2 
 
The second data set contains 80 NIR spectra of corn samples measured on three different NIR 
spectrometers (indicated by the acronyms: m5, mp5 and mp6) for the prediction of moisture, oil, 
protein and starch content, respectively. The spectra were measured from 1100 to 2498 nm at a 
spectral resolution of 2 nm. The data were taken from the Cargill study and can be obtained at 
http://software.eigenvector.com/Data/Corn/index.html. In this paper we predicted the moisture, 
oil, protein and starch content of the samples originating from the set of spectra measured on the 
m5 NIR spectrometer. Because PLS is already applied on these spectra  by Fuedale [1], we used 
the outcome of this study as a benchmark for our SVR results. Again, as was the case for data set 
1, the same data pre-treatment and training and test set selection has been performed as described 
in [1]. 
 
2.6.3 Data set 3 
 
The third data set contains NIR spectra of methanol distillation samples, on-line measured at a 
process stream of a polymerization plant of General Electric Advanced Materials located in 
Bergen op Zoom, The Netherlands [10]. Methanol is used as the main solvent in the 
polymerization process and in order to minimize cost and environmental load, the methanol is 
recycled and purified by distillation. The main remaining impurity after distillation in the 
methanol is H2O, and from the viewpoint of energy savings it is interesting to keep the percentage 
of water as close to the pre-defined specification limits as possible. To keep the distillation energy 
low and for a direct interaction with the process stream it is interesting to use an on-line 
measurement in the distillation process. One of the most suitable techniques for such a process 
stream control (at moderate ambient temperatures, monitoring the amount of water and methanol) 
is near infrared spectroscopy in combination with multivariate calibration. In this paper, we 
applied SVR to this problem, because of its earlier mentioned advantages. For completeness also 
PLS was applied to enable a comparison of its performance to that of the SVR regression model. 
In order to perform this work, 131 NIR spectra were collected of methanol distillation samples, 
measured in a temperature range of 20 to 40°C. Roughly 30% of the samples was collected from 
the plant (46 plant samples). The remaining part was measured under controllable laboratory 
circumstances (86 laboratory samples). For these laboratory samples, an experimental design was 
used which encompassed the expected variations in the plant situation. The percentage water in 
the samples is determined with a gas chromatographic instrument (HP 5890A) equipped with a 
HP1 column and a FID detector. For each analysis, 1 microliter of the sample was injected using 
an autosampler (HP G15113A) at an injection temperature of 200°C in a Helium flow of 19 




peaks were integrated automatically (using preset integration limits) in the HP ChemStation 
software. The intensity ratios were calibrated using the laboratory samples with known water 
percentages. The NIR spectra were collected on a Thermo-Nicolet Antaris FT-NIR spectrometer 
in a range of 4000 to 10000 cm-1 with a resolution of 4 cm-1. This spectrometer was equipped with 
a Thermo-Nicolet Sab-IR Fiber Optic probe with a transflectance unit on top, set at a fixed path 
length of 3.5 mm. Inherent to the design of such a flexible probe unit, the pathlength could vary 
between 0.1 and 0.2 mm, so the spectra were needed to be normalized to correct for such path 
length differences. A typical, unprocessed spectrum is shown in Fig. 6. The spectra were pre-
processed by 1) a baseline subtraction by fitting a 1st order line in the region of 9800-9200 cm-1, 2) 
a normalization of the spectra on the maximum intensity around 5900 cm-1, and 3) removing the 
region where the absorption value was higher than 2 (4000-4500 cm-1). 
 
Fig. 6 Near infrared spectrum before preprocessing. The baseline was subtracted for the entire spectrum by fitting a 1st 
order function through the region 9200-9899 cm-1. After baseline subtraction the spectra were corrected for small 




2.7 Software  
 
All calculations were carried out by using Matlab (V6.5, The Mathworks, Inc.) and the SVR 
toolbox developed by Steve Gunn [8]. The latter toolbox can be obtained from 
http://www.isis.ecs.soton.ac.uk/isystems/kernel/. The SVR parameters are optimised by using the 
GA toolbox designed by Chipperfield et al. [16] and the Nelder-Mead Simplex method taken from 
the standard Matlab optimisation toolbox. The calculations are performed on a 3.0 GHz Intel 
Pentium IV PC with 1 GB RAM under windows XP. 
 
2.8 Results and discussion 
2.8.1 Data set 1 
 
Within the framework of the investigation of the influence of temperature-induced spectral 
variations on the predictive ability of PLS, two types of models were built by Wülfert et al. [2], 
namely, local and global regression models. In case of local models, a PLS model is built for each 
particular temperature to predict the mixture mole fractions at that specific temperature. So, a total 
of five local models is the result. Opposed to this, a global PLS model contains information 
regarding all temperatures and, hence, is suitable to predict the mixture mole fractions at the full 
temperature range of 30-70°C. Obviously, the advantage of such global model is that it is not 
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necessary to know at which temperature an unknown sample is measured. Results of  local and 
global PLS models, published by Wülfert et al. [2], are summarized in Table 2. 
 
 
Table 2 Prediction results of the local and global models obtained by Wülfert.  
 
 Temp. (°C) RMSEP 
Model Sample Model Ethanol Water iso-propanol 
Local 30 30 0.0177 0.0092 0.0124 
 40 40 0.0106 0.0067 0.0093 
 50 50 0.0166 0.0111 0.0218 
 60 60 0.0980 0.0043 0.0083 
 70 70 0.0112 0.0038 0.0147 
      
Mean   0.0132 0.0070 0.0133 
      
Global 30 30 – 70 0.0138 0.0125 0.0113 
 40 30 – 70 0.0132 0.0055 0.0164 
 50 30 – 70 0.0377 0.0079 0.0405 
 60 30 – 70 0.0159 0.0084 0.0174 
 70 30 – 70 0.0175 0.0076 0.0175 
      
Mean   0.0196 0.0084 0.0207 
 
 
From Table 2 it can be conclude that the global model performs worse than each individual local 
model. In subsequent publications, several methods were applied on this data set to incorporate 
the temperature effect in a more explicit way in the PLS model to improve the prediction 
performance. Some of these methods are mentioned here below briefly. Different linear modelling 
techniques were performed by Wülfert et al. [24]  by  including the temperature directly as an 
extra variable into the PLS model. Alternatively, Continuous Piecewise Direct Standardization 
(CPDS) has been applied to the NIR spectra for correction of the (non-linear) temperature effect 
[25]. Next to this, Swierenga et al. [26] have applied a robust variable selection method by 
utilizing Simulated Annealing (SA). This, to decrease the temperature effect by removing 
undesired (i.e., temperature affected) spectral variations. In contrast to previous approaches,  
which  are based on the linear PLS technique, Thissen et al. [3] have performed SVR on the same  
data set, because of the ability of SVR to model non-linear relationships in the data. Fig. 7 depicts 
a comparison of the results of (the best performing models of) Wülfert et al. [2] and the other 
methods described above. It can be observed that the SVR model outperforms all PLS approaches. 
This  probably attributes to the SVR results and parameter settings used by Thissen et al. [3] 
which are  provided in Table 3. These results and settings are used as benchmark for our 
GA/Simplex SVR parameter optimization procedure as has been described in detail in section 2.  
 
The optimal SVR parameter settings and results using the GA/Simplex optimization procedure are 
presented in Table 4.  Examination of this table leads to the conclusion  the GA/Simplex 
optimization approach considerably improves the results of Thissen et al. [3],  by  on average 34% 
(see Fig. 7).  Our main goal was to develop an accurate and robust optimization method. From the 
results of Table 4 in comparison with that of Table 3, it can be conclude that our optimization 
approach is more accurately, i.e., results in substantial lower prediction errors. Probably, a more 
accurate solution is obtained because a GA can optimize more exactly and in a global sense. This 
indicates the necessity of determining the proper SVR parameter setting to achieve a well-
behaving (expressed in terms of prediction errors) regression model. To test the selected SVR 
parameter settings on its robustness, we varied σ and C by ±10% and ±25% in combination with 
ε+0.001 (five-level factorial experimental design) and calculated the RMSEP values. The 
outcome of this robustness test is only presented for ethanol. Water and iso-propanol exhibited a 




maximal relative difference for the variation of ±10% is only 4% (0.0048±0.0002) and 16% 
(0.0048±0.0008) for a variation of ±25%. These observations led us to the conclusion that the 
proposed GA/Simplex SVR optimization procedure yields parameter settings which are accurate 
as well as robust.  
 
Table 3 SVR parameter settings and prediction results  published by Thissen et al. [3]. 
 
 
 Optimal SVR settings * 
 Ethanol Water iso-propanol 
σ 0.5 0.5 0.5 
ε 0.005 0.005 0.005 
C 500 500 500 
   
 Temp. (°C)  RMSEP 
Model Sample Model  Ethanol Water iso-propanol 
Global 30 30 – 70  0.0040 0.0029 0.0069 
 40 30 – 70  0.0058 0.0024 0.0058 
 50 30 – 70  0.0087 0.0064 0.0053 
 60 30 – 70  0.0055 0.0028 0.0055 
 70 30 – 70  0.0094 0.0043 0.0092 
       
Mean    0.0067 0.0038 0.0065 
 
* Note that the optimal SVR settings are obtained by an exhaustive grid search with a leave-one-out cross-validation on the training 
set. The SVR was equipped with a RBF kernel. 
 
 
Table 4 SVR parameter settings and prediction results obtained by GA/Simplex method 
 
 
 Optimal SVR settings * 
 Ethanol Water iso-propanol 
σ 0.4296 0.3146 0.3976 
ε 0 0 0 
C 101744 232 490329 
   
 Temp. (°C)  RMSEP 
Model Sample Model  Ethanol Water iso-propanol 
Global 30 30 – 70  0.0029 0.0030 0.0025 
 40 30 – 70  0.0039 0.0019 0.0035 
 50 30 – 70  0.0047 0.0028 0.0029 
 60 30 – 70  0.0037 0.0014 0.0039 
 70 30 – 70  0.0090 0.0028 0.0076 
       
Mean    0.0048 0.0024 0.0041 
* The optimal SVR settings are obtained by using the RBF kernel. 
 
 




Fig. 7 Comparison of prediction errors of the different modelling methods (See text) to predict the mole fractions of 
ethanol, water and iso-propanol in a ternary mixture. 
 
2.8.2 Data set 2 
 
Recently, Feudale et al. [1] have investigated the effects of various Orthogonal Signal correction 
(OSC) algorithms on the modelling power of PLS. Initially, OSC was developed by Wold et al. 
[27]. The basic idea underlying OSC is to remove systematic variations from the spectra (X-
matrix) which are not related (thus orthogonal) to the information contained in the response 
matrix Y. Most common sources of (undesired) systematic variations in spectra are background 
noise and baseline drift. In order to investigate the  influence of OSC, Feudale et al [1] applied 
PLS to non-processed spectra, OSC-corrected spectra according to the algorithms described by 
Wise [28] and Fearn [29], respectively, and on Piecewise Orthogonal Signal Correction (POSC) 
corrected spectra as well [1]. Especially, the PLS results obtained without any spectral correction 
will be used in this paper as a benchmark to evaluate the performance of our SVR approach. SVR 
will be applied on the non-processed spectra. 
 
To evaluate the power of the GA/Simplex SVR parameter optimization approach, we applied 
SVR on data set 2. Both data pre-treatment and the division into a training set and a test set were 
conducted according to Ref. [1]. The optimal SVR parameter settings and the prediction results 
for moisture, oil, protein and starch content are summarized in Table 5. 
 
Table 5 SVR parameter settings and prediction results. 
 
 moisture Protein oil starch 
SVR settings     
d* 1 1 1 1 
ε 1.08⋅10-5 9.97⋅10-6 0 6.37⋅10-2 
C 2.81⋅103 1.74⋅104 4.55⋅103 1.07⋅106 
RMSEP 0.0100 0.1190 0.0654 0.1806 
* d = degree of polynomial kernel 
 
Fig. 8 depicts the graphical comparison of the PLS results on non-processed spectra, OSC-filtered 
spectra attained by the Wise and Fearn algorithms, POSC-filtered spectra, and our SVR results for 
non-processed spectra. As can be seen, for most cases POSC pre-processing of the spectra 
improves the PLS results. However, SVR performs better than PLS without any spectral 
correction for moisture, protein, oil and starch content. Strikingly, SVR performs also better than 
PLS after POSC for the prediction of moisture, protein and starch content. It can be envisaged that 
the modelling capability of SVR is stronger than that of PLS combined with or without a spectral 
correction procedure. An exciting investigation would be to determine the performance of SVR 




this paper. But the current results suggest strongly that SVR does not require one or more data 
pre-processing steps, like OSC. Build on the raw data, SVR already yields a satisfactory model. In 
summary, also for data set 2 it appeared that a thoroughly optimised SVR model serves as an 
attractive and better performing alternative for the widely applied PLS technique. Furthermore, 
the SVR parameter robustness test performed on data set 1 is also applied on data set 2. However, 
now only ε and C are varied by  ±10% and ±25% or ε+0.001. Because, the polynomial degree (d) 
must change by integer values and it is on beforehand known that this will have large effect, (e.g. 
d=1 and d=2 will give complete different results with the same ε and C values) d was kept 
constant. Compared to the RMSEP values obtained with the optimal settings, the highest relative 
difference is obtained for the moisture content. The maximal relative difference for the variation 
of ±10% is 1% (0.0100±0.0001) and for a variation of ±25% 4% (0.0100±0.0004). Together with 
the results of data set 1, it can conclude that the proposed SVR parameter optimization approach 




Fig. 8 Comparison of the prediction errors of various PLS approaches and SVR. 
 
 
2.8.3 Data set 3 
 
To predict the percentage of water impurity in the methanol distillation samples from NIR spectra 
SVR was applied in two ways. First, the SVR machinery was trained by invoking all spectra 
(plant and laboratory samples together) and calculated the prediction error by a leave-10-out cross 
validation (method A). Second, the laboratory samples were selected as the training set, whereas 
the plant samples were used as an external validation set to determine the generalisation abilities 
of the SVR regression model (method B). The latter has been done to check whether a SVR 
regression model exclusively based on controllable laboratory samples can be applied to predict 
real-world samples, on-line measured in the plant. The distribution of the plant and laboratory 
samples is shown in Fig. 9. Due to the applied experimental design, clearly, the spectra from the 
plant samples are situated between the extreme spectra of the laboratory sample set. Thus, 
theoretically, implicitly assuming that a non-transient relation is present between the spectra and 
the corresponding concentrations, it might be expected that the water impurity concentrations of 
the samples measured at the plant can be forecasted by using the regression model constructed for 
the set of laboratory samples. For completeness, we applied PLS for methods A and B in the same 
way as was done for SVR. Again, the performance of SVR is compared to PLS in terms of 
accuracy of prediction and model robustness. Fig. 10 depicts a visual comparison of the obtained 
performances of SVR and PLS. The optimal SVR parameters were for method A: d=2 
(polynomial kernel), ε=0.0044, C=1 and for method B: d=2, ε=0.0024, C=1, respectively. In case 
of PLS, the lowest prediction error was obtained by taking 9 latent variables into account for both 
validation methods.    








Fig. 10 Comparison of prediction errors obtained by SVR and PLS. In case of method A, the prediction error is 
determined by a leave-10-out cross-validation procedure (RMSECV). In case of method B, the plant samples are used 
as an external test set to determine the prediction error (RMSEP).  
 
Clearly, SVR outperforms PLS for both validation methods (A and B). The methanol samples are 
measured at a temperature range varying from 20 up to 40°C. The possible temperature affected 
spectra (non-linear behaviour, cf. the discussion for data set 1) are most probably the main cause 
that SVR performs better than PLS. More interesting is that SVR is better capable, as compared to 
PLS, in predicting the concentrations of the plant samples by using a regression model consisting 
of exclusively laboratory samples. First, this serves as an indication that SVR is robust for small 
differences in spectra measured under laboratory and plant conditions. The advantage of the latter 
is that it is not necessary to collect more samples from the plant to make a new regression model, 
which is robust under real-world plant conditions (which saves, a.o. time, money, and human 
effort). Furthermore, as can be observed in Fig. 9, the laboratory spectra reach over a much larger 
absorption range than the plant samples do.  So, in the ultimate situation, it is possible to predict 
accurately also the concentrations of plant samples possessing higher or lower water percentages 
as normally would have been expected. 
Another interesting subject to investigate is: how robust is SVR in comparison to PLS for spectral 
deviations (e.g., in presence of noise caused by ambient influences)? To answer this question, 
artificially normally distributed noise (Gaussian white noise) has been added to the spectra to 
simulate spectral variations as typically can be expected in real industrial circumstances. To 
generate spectra with noise, first, the highest spectral variation was determined. This was done by 
calculating the spectral variance between sample spectra of comparable water percentages of 
laboratory and plant samples (Fig. 11).  The highest spectral variations in intensity were observed 
between 4500 and 7500 cm-1. Next, the spectral deviation (SD) in this range for each group of 
spectra is calculated by using Eq. 11, were σ2 represents the variance per wavelength and N 




(SD=0.0164) is selected to add normally distributed noise to the external test set spectra (plant 
samples) at a level of 1, 2, 3, 6 and 10 times the calculated highest SD. 
 
N
∑= 2SD σ  (11) 
 
 
To compare the robustness of SVR and PLS for noisy data, the concentrations of the altered plant 
sample spectra were predicted by the regression model build for the original laboratory sample 
spectra. The results are summarized in Fig. 12 and 13. The prediction of original and noisy spectra 
using SVR regression is a factor two better as compared to PLS. Although both regression 
techniques are sensitive to noise (indicated by the ascending profiles), the prediction error of PLS 
grows faster with the noise level than SVR. This result supports our previous observation that 
SVR is more robust and less sensitive to spectral variations as compared to PLS. This, probably 
due to the regulating effect of the ε-insensitive loss function mechanism, build-in in the SVR 
algorithm. The ε-insensitive loss function is able to cope with the presence of noise in the data, 
thereby reducing or even eliminating the effect of it when the regression model is constructed. 
 
 














Fig. 13 Absolute differences between the prediction results of SVR (diamonds) and PLS (squares) at different noise 
levels as compared to the predictions results for the original noise free data set.  
 
 
2.9  Conclusion 
 
In this paper a fully automated parameter optimisation procedure is presented for estimating the 
optimal SVR parameter setting for a particular data set. It has been demonstrated that finding the 
optimal parameters is a pre-requisite, in case a SVR model is adopted for solving a given 
regression problem. Two well-described data sets and a new real-world chemical application in 
the field of NIR spectroscopy were considered as test cases. 
The proposed cascade of Genetic Algorithms and Simplex optimisation yielded in all cases a set 
of parameters which resulted in accurate and robust SVR regression models which exhibited high 
levels of performance and generalisation ability. Especially the latter (no over-fitting) was 
guaranteed by invoking an internal cross validation procedure during the optimisation process of 
the SVR model parameters. 
The GA/Simplex optimisation procedure was developed as a relatively fast alternative for the time 
consuming (exhaustive) grid search approach, which usually is applied in optimising the settings 
of a particular SVR model. An important advantage of the GA/Simplex optimisation approach 
compared to grid search is its accuracy. The accuracy of grid search depends on the selected 
parameter step size (parameter resolution), while the GA/Simplex optimisation does not depend 
on the step size. First, it can be concluded, in the context of the used data sets, that a well-
optimised SVR model outperforms the commonly applied Partial Least Squares regression 
technique. Benchmarks based on the RMSE measure demonstrated that considerable drops in 
prediction errors could be achieved. Even, a comparison with previously constructed SVR models 
taken from literature, which were optimised by means of a standard grid search, showed that the 
fine-grained search character of the GA/Simplex procedure yielded deviating parameter settings 
which, in turn, led to an improved performance of the SVR regression model, as presented in this 
paper. 
Although in many cases a rough search space (i.e., the error surface which had to be explored) 
was manifest, the GA/Simplex procedure yielded SVR parameter settings which were very robust, 
as was indicated by the relatively small variations in model performance in presence of 
considerable perturbations of the three optimal SVR parameters (data set 1 and 2). In conjunction, 
also the SVR model itself was robust. By adding high levels of normally distributed noise to the 
spectra in the test set (data set 3), the output of the regression model deviated just slightly as 
compared to the results for the noise-free test set. Moreover, it was demonstrated that PLS was 
much more affected in its performance if the same additive noise was imposed to the spectra in 
the test set. 
One drawback of a SVR model, i.e., the lack of physico-chemical interpretation possibilities as 




will be the subject of forthcoming investigations. Opposed to this, there are still various 
advantages. SVR is able to solve ill-posed problems, it does not require (apart from standard 
procedures like baseline correction and normalization ) complex data pre-processing (like 
Orthogonal Signal Correction) or feature selection (inherently due to its dual Lagrange formalism) 
and, last but not least, it is less sensitive to the presence of outliers and noise in the data.  
 
Summarizing, the described GA/Simplex optimisation procedure in combination with SVR 
regression serves as a powerful alternative for PLS in the domain of NIR spectroscopy. An 
accurate model performance coupled to a robust behaviour appears to be the key properties of 
such optimised SVR regression models.  
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The last few years, application of Support Vector Machines (SVMs) for 
solving classification and regression problems has increased, this, in 
particular, due to its high-generalization performance and its ability to model 
non-linear relationships. The latter can only be realised if a suitable kernel 
function is applied. This kernel function transforms the non-linear input space 
into a high-dimensional feature space in which the solution of the problem can 
be represented as being a straight linear classification or regression problem. 
However, there are a lot of possible kernel functions that can be used to create 
such high-dimensional feature space. The most commonly used kernel 
functions are the linear and polynomial inner-product functions and the Radial 
Basis Function (RBF).  Since the nature of the data is usually unknown, it is 
very difficult to make, on beforehand, a proper choice out of the mentioned 
kernels. For this reason, during the model building process, usually more than 
one kernel is applied to select that one which gives the best prediction 
performance. Unfortunately, this will lead to a very time-consuming 
optimisation procedure. To circumvent this disadvantage, a universal kernel 
function based on the Pearson VII function (PUK) is introduced in this paper. 
This function is well-known in the field of spectroscopy. The applicability, 
suitability, performance and robustness of this alternative kernel in 
comparison to the commonly applied kernels is investigated by applying these 
to simulated as well as real-world data sets. From the outcome of these 
examinations, it was concluded that the PUK is robust and has an equal or 
even stronger mapping power as compared to the standard kernel functions 
leading to an equal or better generalization performance of SVMs. In general, 
PUK can be used as a universal kernel that is capable to serve as a generic 





Recently, the application of Support Vector Machines (SVM) [1, 2] for solving  classification and 
regression problems has grown substantially due to its attractive modelling features, promising 
generalization performance and robustness [3, 4].One of the main reasons for the popularity of 
SVMs is its ability to model, in a global and unique sense, complex non-linear relationships by 
selecting a suitable kernel function. Briefly, the kernel function transforms the input space to a 
high-dimensional feature space where non-linear relationships can be represented in a linear form. 
Some popular kernels are the inner-product based linear and polynomial kernels and the 
Euclidean distance based Gaussian (Radial Basis Function (RBF)) kernel. The particular choice of 
a kernel function to map the non-linear input space into a linear feature space depends highly on 
the nature of the data, i.e., which kind of underlying relationship needs to be estimated to relate 
the input data to the desired output property. Because the nature of the data is usually unknown, 
the best mapping function must be determined experimentally by applying and validating various 
kernel functions and selecting the best accompanying parameters yielding the highest 
generalization performance: a wrong type of kernel or a non-optimal setting of its accompanying 
parameters might lead to a bad generalization performance or even to a non-robust prediction 
model. Hence, this SVM model building process, i.e. the selection of the type of kernel and 
adapting its parameter(s) in an optimal way, might make the use of Support Vector Machines 
quite cumbersome, error-prone and usually very time-consuming.  
 
In this paper, the Pearson VII [5] function is introduced as a universal kernel function, hereafter 
referred to as PUK: Pearson VII Universal Kernel. The Pearson VII function has the possibility to 




more. This flexibility has been exploited extensively in the field of spectroscopy to model a broad 
gamut of peak shapes, like single bands in Infrared spectra and X-ray diffraction patterns [6]. 
This unique property makes it possible to use the Pearson VII function as a generic kernel which 
can replace the earlier mentioned set of kernel functions. As will be demonstrated in this paper, it 
will not be necessary anymore to make a selection out of these different kernel functions, which 
will simplify the model building process to a one-pass four parameter optimisation problem and, 
hence, will save a lot of effort and model development time. 
 
In this study, we solely focus on regression (function approximation) problems and consider the 
Support Vector Regression (SVR) methodology [3, 4] to investigate the applicability, suitability, 
performance, and robustness of the flexible PUK in comparison to the commonly applied kernel 
functions. This comparison will be performed on a few representative sets of simulated data as 
well as on three real-world data sets.  Moreover, for each simulated data set, it will be investigated 
whether the optimised PUK represents the true underlying relationship between the input and 
output data; a relationship which was modelled by selecting a specific kernel, i.e., a linear, a set of 
polynomials and two RBF kernels. The latter research might provide a first step towards the 
insight into and interpretability of SVM regression models. 
 
The paper is organized as follows. The Support Vector Regression algorithm is briefly described 
in section 3.2. In this section, also the theory about kernel functions and the description of the 
Pearson VII Universal Kernel (PUK) is presented. The data specification and generalization 
criterion are given in section 3.3 section 3.5 describes the experimental results and discusses the 
particular outcomes, this specifically with regard to the aspects of performance and robustness. 





3.2.1 Support Vector Regression 
 
The theory of Support Vector Regression has been extensively described in literature [1-4, 7]. 
Hence, only a basic comprehensive description of the concept underlying SVR modelling will be 
given here.  
 
Considering a data set {(x1,y1),…,(xn,yn)} with x ∈ ℝn (n-dimensional input space) and y ∈ R, 
basically, SVR tries to find the function f(x), which relates the measured input object (say, a 
chromatogram or a spectrum) to the desired output property of this object (say, a concentration of 
a chemical compound or a physical descriptor). In formula this reads as: 
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where w and b are the slope and offset of the regression function. Both parameters are estimated 
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where ½ ||w||2 is the term characterizing the model complexity (flatness of ƒ(x)) and Lε(ƒ(xi), yi) 
the so-called ε-insensitive loss function introduced by Vapnik [1] which does not penalise errors 
less than ε ≥ 0 (see Fig. 1). C is a regularization constant which determines the trade-off between, 
on one hand, the model complexity ƒ(x) and, on the other hand, the amount up to which 
deviations larger than ε are tolerated. The parameters ε and C need to be tuned by the user to 
achieve a well-performing optimal model. 
 
 
Fig. 1 In SVR, a tube with radius ε is fitted to the data. The trade-off between model complexity (smoothness) and 
data points lying outside the tube (established by the slack variables ξ, see further text) is determined by minimizing 
Eq. (4). The points outside the ε tube are called support vectors (bold plus symbols). On the right, Vapnik’s ε-
insensitive loss function is shown of which the slope is determined by the regularization constant C (again, the star 
represents the position of a support vector). 
 
 
After some reformulations and introduction of the slack variables ξi, ξi*, Eq. (2) is transformed 
into the primal problem, as is stated in Eq. (4). Here, primal refers to the formulation of the 
regression problem in the original data space. In general, a primal formulation of the problem is 
suitable in case the number of objects is (much) larger than the number of involved variables. 
Otherwise, the so-called dual formalism (which will be discussed below) comes into play. The 
latter approach is highly suitable in case of ill-posed problems (more variables than objects), 
hence, a category of problems where commonly applied regression techniques like various Least 
Squares based regression techniques fail. 
The slack variables ξi, ξi* are introduced for the situation that the target value (property of the 
input object) exceeds the numerical limits of the ε tube (this with respect to the origin of the 
original data space, i.e., the target values is greater than +ε (ξi) or less than -ε (ξi*), see Fig. 1). 
The points outside the ε tube are named support vectors: in fact, these vectors support the actual 
regression model. Hence, in the Support Vector Machine formalism (this opposed to, say, Least 
Squares SVMs [8]), only the support vectors will contribute to the regression function, which 
implies that all of the other objects present in the set of input data are in fact not important and can 
be removed after the regression model has been build. Usually, this characteristic of SVR is in 
literature referred to as sparsity of the solution: only a small set of relevant objects present in the 
input data set is actually taken into account in the obtained regression model. Now, the function 









































Finally, the regression function as given in Eq. (1) can be reformulated into Eq. (6), by 
introducing a set of Lagrange multipliers and taking into account the case of non-linear regression 
by including the mapping to the feature space: 
 






* xxx φφαα  (6) 
 
In Eq. (6), the model parameters αi and αi* represent the Lagrange multipliers satisfying the 
constraint 0 ≤ αi, αi* ≤ C. These parameters can be obtained by maximizing the dual formulation 
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Based on the Karush-Kuhn-Tucker conditions [3], only a (small) number of coefficients αi and αi* 
will be nonzero, and the data points associated with these parameters refer to the support vectors 
of the model. The vector inner-product 〈φ(xi)⋅φ(x)〉 in Eq. (6) represents the mapping function 
from the input space to feature space and can be replaced by a so called generic kernel function 
K(xi,x). Actually, this kernel function represents the underlying relationship between the input 
data and the output property to be modelled. By introducing the kernel function, Eq. (6) becomes 
equal to: 
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Consequently, the kernel function transforms the non-linear input space into a high-dimensional 
feature space in which the solution of the problem can be represented as being a straight linear 






During the last decade, various kernel-based methods have became very popular for solving 
classification, regression and pattern recognition problems. Apart from SVMs, some 
chemometrical kernel-based multivariate projection, regression and classification techniques have 
been introduced like Kernel Principal Component Analysis (KPCA) [9], Kernel Partial Least 
Squares (KPLS) [10, 11]and Kernel Fisher Discriminant (KFD) [12]. Kernel-based algorithms 
operate by transforming the data in the input space into a high-dimensional Hilbert space [4] (i.e., 
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a space spanned by inner-product or distance based functions of real-valued vectors representing 
physical entities) which is referred to as the corresponding feature space. In this feature space it is 
possible to solve the problem at hand in a linear way. 
 
To illustrate the power of SVMs, as a simple example of such feature space mapping, we take the 
function φ(x1,x2) = (x12,√2x1x2, x22) which maps two-dimensional data from R2 into R3. This 
mapping is depicted schematically in Fig. 2.  
 
 
Fig. 2 Mapping of R2 dimensional input space into a R3 dimensional feature space. The ellipse shaped decision 
boundary in input space (left) becomes a hyperplane after mapping into a feature space (right) via a nonlinear map 
φ(x1,x2) = (x12,√2x1x2, x22) (figure adapted from reference [4]).  
 
 
Transformation of the input space to a high-dimensional feature space is performed by applying a 
non-linear mapping 〈φ(xi)⋅φ(x)〉 (see Eq. (6)). Since, the non-linear mapping is in general 
unknown on beforehand and thus difficult to determine, the feature space is constructed implicitly 
by invoking a generic kernel function. A kernel function is a function K which operates on two 
vectors, such that  
 ( ) )()( xxxxK φφ ⋅= ii ,  (10) 
 
where φ is a vector representing the actual non-linear mapping function. Let us now return to the 
example from Fig. 2. Here, the computation of a scalar inner-product between two feature vectors 





































In this way, it is illustrated that the use of a kernel function makes it unnecessary to know the 
actual underlying (unknown) feature map in order to be able to construct a linear model in the 
actual feature space.  
 
Some other kernel functions, apart from the polynomial kernel function as given in Eq. (11), 
which are commonly used in literature are the linear inner-product kernel and the Euclidean 
distance based Radial Basis Function (RBF) kernel [13, 33]. As far as we know, other kernel 




conditions [14] belongs to the class of valid kernel functions. First, the Mercer’s theorem implies 
that a valid kernel function must be symmetric, hence: 
 
  ( ) ),)()()()( xzKxzzxzxK (, =⋅=⋅= φφφφ  (12) 
 
The resulting symmetrical matrix representing the kernel matrix must be positive semi-definite 
(that is, all eigenvalues of the kernel matrix must be nonnegative). The aforementioned linear, 
polynomial and RBF functions all satisfy these conditions as formulated in Mercer’s theorem. The 
following section presents a new alternative kernel function, referred to as the Pearson VII 
universal kernel (PUK). 
 
 
3.2.3 Pearson VII Universal Kernel 
 
The Pearson VII function was developed by Karl Pearson in 1895 [5] and is often used for curve-
fitting of X-ray diffraction scans and single bands in Infrared spectra [6, 15, 16]. The general form 
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where H is the peak height at the centre x0 of the peak, and x represents the independent variable. 
The parameters σ and ω control the half-width (also named Pearson width) and the tailing factor 
of the peak. The main reason to use the Pearson VII function for curve-fitting is its flexibility to 
change, by varying the parameter ω, from a Gaussian shape (ω approximates infinity) towards a 
Lorentzian shape (ω equal to 1). Other values of ω generate a broad gamut of (intermediate) peak 
shapes. Some examples are depicted in Fig. 3. Consequently, the Pearson function makes it 
possible to fit peaks with a variety of line widths and shapes. Inspired by this elegant property, in 
this paper the Pearson VII function is adopted as an alternative generic kernel function. Given its 
flexibility to vary between a Gaussian and a Lorentzian shape and beyond, it might serve as a kind 
of universal kernel which can replace (by selecting the appropriate parameter setting) the set of 
commonly applied kernel functions, i.e. the linear, polynomial and Radial Basis Function kernels.  
 
As mentioned in section 3.2, a function belongs to the class of valid kernel functions if and only if 
its corresponding kernel matrix is symmetric and positive semi-definite (Mercer’s theorem 
conditions). To show that the PUK indeed satisfies these conditions we first rewrite Eq. (13) into a 
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As can be envisaged, the single variable x in Eq. (13) is replaced by two vector arguments and the 
Euclidean distance measure between these vectors has been introduced. The peak off-set term x0 
is removed and the peak height H is simply replaced by 1, this without loss of generality. In this 
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way, the Pearson VII kernel function will lead to a symmetric matrix with ones on the diagonal 
(two identical vectors have a zero distance) and all other entries ranging between the values 0 and 
1 for any arbitrary pair (xi and xj) of real valued vectors. As a consequence, the PUK function 
satisfies the first requirement stating that the kernel matrix must be symmetrical. 
 
A real valued symmetrical matrix (m x m) A is said to be positive semi-definite, if 
 
 xTA x ≥ 0           for all real valued x vectors (all eigenvalues of  A are nonnegative) 
 
In practice, this definition is quite difficult to check in a straightforward and computationally fast 
way. More useful and also easier to verify are the following two mathematical properties  [17-19], 
which hold when a matrix A is symmetric: 
 
 












   where det denotes the determinant of a matrix 
 
  
 2. tr(A) ≥ 0   
 
  where tr  denotes the trace of a matrix (i.e., the sum of the diagonal elements) 
 
If one of these criteria is met, Mercer’s conditions hold. Theoretically, it can be proven that the 
Eq. (14) satisfies both properties [18, 19]. Intuitively, this can be understood by considering that 
the Pearson function can describe a Lorentzian as well as a Gaussian function, which both 
definitely belong to the class of valid kernels. Hence, the Pearson VII function is in its generic 
form a valid kernel which satisfies Mercer’s conditions as well. 
 
 
Fig. 3 Pearson VII peak shapes. As the Pearson width ω=1, it resembles a Lorentzian and as it approaches infinity, it 
becomes equal to a Gaussian peak shape. Moreover, a Pearson peak with ω=0.5 is shown.  
Note: the region close to zero can be imagined to compared to RBF and higher order polynomial function shapes. The 
region 0.25-0.75 represents a linear function. Strikingly, the full range 0-3 becomes more less comparable to a sigmoid 









3.3 Data description 
 
The performance and robustness of the Pearson VII Universal Kernel in relation to the most 
commonly used kernel functions mentioned in literature (linear, polynomial and RBF kernels) is 
investigated. This has been realised by applying SVM using PUK on simulated and also real-
world benchmark data sets. The explicit use of simulated data allows to answer the question 
whether PUK can model such data which possess  a known underlying relationship established by 
a pre-defined linear, polynomial or RBF feature space mapping. Real-world benchmark data sets 
are used to compare the performance and robustness of PUK in relation to the aforementioned 
commonly used kernel functions applied to these data sets. The procedure to construct the 
simulated data and a brief description of the used real-world benchmark data sets which were 
thoroughly studied [20-23] are described below.   
 
 
3.3.1 Simulated data 
 
The simulated data sets were generated by taking a limited amount of spectra out of one real-
world data set as input data and, thereby, calculating an accompanying artificial output value (y) 
by using the linear, polynomial or RBF mapping functions according to Eq. (9) and setting α1 = α2 
= ⋅⋅⋅  = αN = 1 and b=0. In this way, data with linear, polynomial and RBF input-output 
characteristics are generated. In other words, the feature space underlying the relationship 
between input and output was modelled explicitly in this way. The primary goal was to investigate 
whether the PUK kernel was able to retrieve the mapping which was imposed onto a particular 
simulated data set. The NIR spectra of the methanol distillation data set was used as input. These 
spectra were transformed via Eq. (9) to generate an artificial output property. Afterwards, the 
laboratory samples including the generated property were used as a training set for the SVR 
technique and the plant data as an independent test set. 
 
The lay-out of the followed data simulation protocol is given below. A second order polynomial 
feature mapping is taken as an example: 
 
 
1: Normalise the selected NIR spectra to unit length; 
 
2: Select a kernel function and a value for its corresponding kernel parameter: 
    a polynomial kernel function with power d=2 is selected; 
 
3: The α-values appearing in Eq. (9) are set to 1 (so, α1 = α2 = ⋅⋅⋅ = αN = 1)  
    and the offset value b equal to 0. 
 
 4: The y-values (artificial property) are calculated according to Eq. (9). 
 
 
   0),(),(),( 21 ++++= iniiiy xxKxxKxxK Λ  
 
In this way, a training set and an independent test set containing both spectra and corresponding 
properties were created. In this particular example, the relationship between spectra and property 
is established by invoking the second order polynomial kernel. Hence, this kernel forms in this 
case the complete known mapping from the original input space onto the feature space. 
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Table 1. Overview of the generated simulated data 
Mapping Kernel function Kernel parameter Name data set 
Linear ( )1,),( += jii xxxxK j   LIN_1 
d = 2 POLY_1 
d = 3 POLY_2 Polynomial ( )d1,),( += jii xxxxK j  
d = 8 POLY_3 











xxK j  σ = 2 RBF_2 
 
 
3.3.2 Real-world data 
 
Temperature influenced ternary mixture NIR data 
 
The temperature influenced ternary mixture data set contains NIR spectra of 19 ternary mixtures 
of ethanol, water and iso-propanol measured at five ambient temperatures (30, 40, 50, 60 and 70 
°C). The NIR spectra are recorded in a spectral range of 850 to 1049 nm at a resolution of 1 nm 
intervals. In total there are 95 NIR spectra collected, which are splitted into a training (65 spectra) 
and test set (30 spectra) for prediction of the ethanol, water and iso-propanol concentrations. A 
more detailed description of this data set is given in [21]  To make the results comparable with 
earlier published results, the same data pre-treatment and experimental setup is used as in [21-23]. 





The corn data set consists of 80 NIR spectra of corn samples to estimate the amount of moisture, 
oil, protein and starch contents. The spectra were measured from 1100 to 2498 nm at a spectral 
resolution of 2 nm on three different NIR spectrometers (indicated by the acronyms: m5, mp5 and 
mp6). A more detailed description including the data set itself is available on the website of 
Cargill (http://software.eigenvector.com/Data/Corn/index.html). In this paper only NIR spectra 
measured on the m5 spectrometer were used to compare our results with the outcome of previous 
studies [23, 24]. Of course, the same data pre-treatment and training and test set selection has 
been performed as described in the aforementioned references. 
 
Figure 4 shows the PCA score plot of the training set along the first and second principal 
component axis. The grey intensity represents the moisture concentration level of each training 
object. Black dots represent a high concentration whereas white dots correspond to a low 
concentration. This figure illustrates that there is probably a non-linear relationship present 
between spectra (input variables) and accompanying concentrations (output), because there is no 
real trend in concentration level (linear increase or decrease of concentration) in the PC1 and/or 
PC2 direction. This phenomenon makes this data set attractive and therefore a challenge for 
studying the modelling capability of the PUK kernel as compared to the commonly applied linear, 






Fig. 4 PCA score plot of corn data. The grey intensity represents the moisture concentration level. 
 
 
Methanol distillation data  
 
The methanol distillation data set consists of a total of 131 NIR spectra measured in a temperature 
range of 20 to 40 °C and in a spectral range of 4000 to 10000 cm-1. A large part of these methanol 
samples is measured under controlled laboratory circumstances (89), while the remaining part is 
directly collected in-situ from the plant (46). As described in the original paper [23], the 
laboratory samples are used as training set to predict the water impurity in the plant samples (test 
set). For a fair comparison of the prediction results, the same data pre-treatment has been 
performed as described in the aforementioned publication. 
 
 
3.4 SVR parameter optimisation and generalization criterion 
 
The SVR calculations were performed using the SVM toolbox developed by Gunn [13], which 
can be downloaded from http://www.isis.ecs.ac.uk/isystems/kernel/. Optimisation of the SVR 
parameters (kernel parameters, ε range and the regularisation constant C) are based on the Genetic 
Algorithm/Simplex optimisation approach as has been described in reference [23]. All programs 
are implemented in Matlab V6.5 (The Mathworks, Inc.) and carried out on an Intel Pentium IV 
3.0 GHz with 1 GB of memory and running Windows XP. 
 
The root mean square error of prediction (RMSEP) is used as generalization criterion between 
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3.5 Results and Discussions 
 
3.5.1 Simulated data 
 
In order to investigate the capability of the PUK to map data with known underlying linear, 
polynomial and RBF feature space mappings, SVR is applied to the generated simulated data sets 
which have been described previously. Table 2 presents the results and optimal parameter settings 
for each simulated data set. The optimal parameter settings were obtained automatically by the 
SVR/GA-Simplex parameter optimisation procedure described in [23].  
 
Table 2 SVR and PUK parameter settings and prediction results. 
Name (σ, ω, ε, C) RMSEP Koriginal / KPUK 
LIN_1 (3.4, 5, 0, 1.5⋅106) 1.4⋅10-4 0.999 – 1.000 
POLY_1 (2.3, 57, 0, 1.6⋅105) 5.0⋅10-4 0.999 – 1.000 
POLY_2 (1.9, 90, 0, 2.8⋅106) 2.6⋅10-2 0.999 – 1.000 
POLY_3 (1.2, 100, 0, 9.0⋅105) 1.0⋅10-1 0.999 – 1.000 
RBF_1 (1.2,100, 0, 2.8⋅104) 2.9⋅10-5 0.999 – 1.000 
RBF_2 (4.7, 85, 0, 6.2⋅105) 2.7⋅10-6 0.999 – 1.000 
From left to right: name data set, optimal parameters, prediction error of test set (RMSEP), range for the similarity 
measure (Koriginal / KPUK) (for more detail reader is referred to the text). 
 
From Table 2 it can be concluded that SVR in combination with the PUK results in regression 
models exhibiting small prediction errors. This strongly suggests that the PUK is capable to map 
the simulated data generated with the standard linear, polynomial and RBF feature space 
mappings. However, a small prediction error is not always the proof of the pudding. A way to 
determine whether PUK is capable to estimate the underlying mapping is to compare the original 
feature space with that of the feature space obtained by PUK. If PUK is really able to model the 
underlying mapping, then the feature spaces must be similar or at least highly comparable. 
Because the feature space is characterised by its corresponding kernel matrix, we compared the 
original (hence known) kernel matrix with that of the computed PUK kernel matrix for each data 
set. Here, the original kernel matrix is represented by the matrix obtained by using the kernel 
functions and parameters (listed in section 3.1) to generate the simulated data.  
Each of these kernel matrices was compared to the accompanying computed PUK, by dividing the 
original kernel matrix, element-wise by the PUK kernel matrix elements (Koriginal / KPUK). Next, the 
(dis)similarity of both matrices was visualised by creating a frequency histogram, representing the 
distribution of the ratios of the matrix elements.  This distribution of ratios of the kernel matrix 
elements indicates whether the PUK is capable to estimate the underlying feature space mapping. 
On one hand, if both matrices are identical, then PUK is able to predict the underlying mapping 
exactly: all ratios are in that case equal to one. On the other hand, in case the ratios diverge 
substantially from 1 (i.e., broadening of the distribution profile and/or shift of the centre of the 
distribution is present), then the kernel matrices become (very) dissimilar indicating that the PUK 
kernel deviates from the original kernel matrix. In that case the PUK kernel has modelled a 
different underlying relationship as was artificially embedded on beforehand in the data 
It should be noted that the PUK and RBF kernel functions operate on an Euclidean distance 
measure, while the linear and polynomial kernel functions are based on (powers of) Hilbert inner-
products. Considering the fact that the data objects have been normalized (see section 3.1), the 
inner-product of two identical vectors (unit length vectors) becomes equal to 1. In that case the 
Euclidean distance becomes 0. This implies that by definition the diagonal of the kernel matrices 
obtained with linear or polynomial kernel functions will become equal to (1+1)d, while that of the 
PUK and RBF kernel matrix is are always equal to 1 (see also Eq. (14) and Table 1). Hence, for a 
fair comparison, in case of the linear and polynomial mapped data sets (LIN_1, POLY_1, 




(d=polynomial degree, d=1 for linear mapped data) in order to compensate for the differences 




In this example, a comparison has been made between the original and the PUK kernel matrices 
based on the modelling of the POLY_1 data set. The original kernel matrix of the POLY_1 data 
set is computed by a second order polynomial kernel function and is corrected, element-wise, by a 
dividing factor equal to 22. Subsequently, the corrected original kernel matrix is divided, element 
by element, by the PUK kernel matrix, which corresponds to optimal PUK parameter setting 
shown in Table 2. In this example σ = 2.3 and ω = 57. Fig. 5 presents the ratio distribution for the 
original and computed PUK kernel. Examination of this histogram inevitably leads to the 
conclusion that both kernel matrices are almost identical, because all ratio values range from 
0.999 to 1.000. In other words, here it can be concluded that the PUK kernel is capable to model 
data which is generated by a second order polynomial feature mapping.  
 
The last column of Table 2 (Koriginal/KPUK) shows the range of the ratios between the original and 
PUK matrices for all simulated data sets. These values demonstrate that PUK indeed is capable to 
map data with linear, polynomial as well as RBF based underlying feature space mappings. 
 
 
Fig. 5 Frequency histogram of Kpoly(2)/KPUK 
 
 
Fig. 6 depicts the σ and ω setting values of the PUK function for the different simulated data sets. 
The σ value decreases and, simultaneously, ω increases if the type of feature mapping (type of 
kernel) goes from linear to RBF. If the RBF width increases, then the σ value of the PUK function 
increases as well while simultaneously ω decreases slightly. This fact can be explained by the 
following: from a theoretical viewpoint it can be expected that the RBF kernel function 
corresponds more or less to a linear-like kernel function if the RBF kernel width σ becomes large 
(the maximum distance between the two most dissimilar vectors in the data set is then small 
compared to σ, hence only the relatively flat top of the Gaussian function is used to model the 
data). In that case, the PUK kernel will also possess a large width. Apparently, a slightly smaller 
ω is selected to adapt the shape of the PUK function to be as optimal as possible to fit the data 
generated by the RBF kernel. 
It can be observed that σ of the PUK decreases if the power d of the polynomial increases. This 
trend can be explained easily: the higher the power of the polynomial, the ‘sharper’ the underlying 
feature mapping will be: the PUK function must be adapted accordingly (by decreasing σ which 
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leads to a narrow steep decaying function in the distance domain) to handle such ‘sharp’ 
relationship as well. 
In general, σ serves as an indicator for the smoothness of the underlying model: a large value 
suggests a quasi linear relationship whereas a (very) small width indicates that, say, a higher order 
polynomial model fits the data at hand. As has been observed during our experiments, the 
parameter ω has a less critical influence on the final model based on the PUK kernel: usually a 
high value is satisfactory, except for data possessing an intrinsic linear relationship.  
Speculating on the particular behaviour as was observed in Fig. 6, this suggest that the σ and ω 
parameter combination of the PUK kernel might help a modeller to estimate the real (‘true’) 
underlying feature space mapping of an unknown data set (e.g. linear, polynomial or RBF). 
However, at the moment, this is a preliminary observation but nevertheless an important aspect 
which will be addressed in a forthcoming paper. 
 
 
Fig. 6 Behavior of the PUK parameters at different feature space mappings.  
 
 
To investigate the performance of the PUK and RBF kernel functions on data with an intrinsic 
polynomial feature space mapping, SVR was applied by using the RBF function on the simulated 
data sets with polynomial relationships (POLY_1, POLY_2 and POLY_3). The optimal settings 
and results are summarized in Table 3. The similarity measure between the actual and computed 
kernel matrices shows that the mapping power of the generic PUK kernel is stronger than that of 
RBF, this in particular for higher order polynomials. This again demonstrates the advantage of 
using PUK instead of the RBF kernel.  
 
Table 3 Comparison of PUK and RBF kernels, based on the modelling of polynomial simulated data sets 
 RBF  PUK 
Name σ Koriginal / KRBF  (σ, ω) Koriginal / KPUK 
POLY_1 0.4 1.000 – 1.193  (2.3, 57) 0.999 – 1.000 
POLY_2 0.6 1.000 – 1.121  (1.9, 90) 0.999 – 1.000 
POLY_3 1.5 0.782 – 1.000  (1.2, 100) 0.999 – 1.000 
From left to right columns: name data set, optimal parameters, similarity measure. The RBF parameters are optimised 





Summarizing the results on the simulated data sets, the flexible and generic PUK kernel serves as 
a powerful modelling function which makes the specific use of linear, polynomial and RBF kernel 
functions superfluous.  
 
 




To evaluate the performance of newly designed algorithms it is often desirable to apply it on more 
difficult real-world benchmark data. For this purpose, we applied SVR equipped with the PUK 
kernel on three well-known benchmark data sets. The following data sets are selected as 
benchmark for this study: temperature influenced ternary mixture data (Temp) [21], corn data 
(Corn) [24] and a set of methanol distillation measurements (Meth) [23]. A brief description of 
these data sets is already given in section 3.2. 
The present results, achieved with the PUK kernel, are compared with known best results from a 
previous study [23], which were obtained by applying the polynomial and RBF kernels, 
respectively. Table 4 presents an overview of the best known results from literature. The 
experimental results obtained with the PUK kernel are given in Table 5, whereas Fig. 7 depicts 
graphically the comparison of the results of Table 4 and 5. 
 
As can be observed in Fig. 7, SVR using the PUK kernel performs equally or even slightly better 
than the RBF and the polynomial kernels. Comparison of the correlation coefficients between the 
measured and predicted values of the test set, shown in Tables 4 and 5, indicates that a further 
improvement in performance is almost impossible. A correlation coefficient of 1 corresponds to a 
perfect prediction of the unseen test set. Moreover, a high correlation coefficient, close to one 
might imply that the optimized kernel function is able to model the feature mapping which is 
representative for the ‘true’ underlying relationship manifest in the data at hand. 
 
Table 4 SVR parameter setting and prediction results published in [23]. 
Data sample kernel (σ/d, ε, C)(*) RMSEP R 
Temp(**) Ethanol RBF (0.4, 0, 1.0⋅105) 0.0048 0.9997 
 Water RBF (0.3, 0, 232) 0.0024 0.9999 
 Iso-propanol RBF (0.4 0, 4.9⋅105) 0.0041 0.9998 
      
Corn Moisture Lin (x, 1.1⋅10-5, 2.8⋅103) 0.0100 0.9997 
 Protein Lin (x, 9.9⋅10-3, 1.7⋅104) 0.1190 0.9618 
 Oil Lin (x, 0, 4.5⋅103) 0.0654 0.9504 
 Starch Lin (x, 6.4⋅10-2 ,1.1⋅106) 0.1806 0.9741 
      
Meth Water Poly (2, 0.0024, 1) 0.0244 0.9998 
From left to right: name data set, samples identity, optimal parameter settings (σ/d corresponds with the σ in case of 
RBF and d (degree of the polynomial) in case of polynomial kernel, x=not appropriate), prediction error of test set 
(RMSEP), correlation coefficient of the test set.  
(*)The SVR parameters are selected by the optimization method described in [23].  
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Table 5 SVR parameter setting and prediction results obtained by the PUK kernel (compare to Table 4). 
Data sample (σ, ω, ε, C)(*) RMSEP R 
Temp(**) Ethanol (1.3, 44, 0, 6.43⋅106) 0.0045 0.9997 
 Water (1.5, 31 0, 5.7⋅107) 0.0025 0.9999 
 Iso-propanol (2.7, 0.7, 0, 7.5378⋅106) 0.0039 0.9998 
     
Corn Moisture (40.4, 100, 0, 1.6⋅107) 0.0099 0.9998 
 Protein (155.6, 71, 0.0012, 1.0⋅108) 0.1132 0.9702 
 Oil (129.9, 171, 0, 5.3009⋅107) 0.0637 0.9586 
 Starch (130.4, 25, 0.064, 1.0⋅108) 0.1665 0.9784 
     
Meth Water (19.5, 0.4, 0, 1.4754⋅104) 0.0222 0.9998 
From left to right columns: name data set, samples identity, optimal parameter settings, prediction error of test set 
(RMSEP), correlation coefficient of the test set.  
(*)The SVR parameters are selected by the optimization method described in [23].  
(**) Results are obtained by global models, as described in [21].  
 
 
Fig. 7 Comparison between the SVR results obtained by the PUK kernel and the best known results from literature. 
 
 
In our case this means that the underlying mapping of the Temp, Corn and Meth data sets 
probably corresponds to a RBF, a linear and a second order polynomial kernel, respectively. If 
this assumption is true, the kernel matrices obtained by the PUK function must be approximately 
identical to that of the RBF, linear and polynomial kernel matrices of the benchmark data sets. To 
investigate this, we compared the RBF and polynomial kernel matrices to the obtained PUK 
kernel matrix for the Temp en Meth data sets. This comparison is made in the same way as was 
described in section 3.5.1. The Temp and Meth data sets were selected in this study, because of 
their high correlation coefficients between actual and predicted output values (≈1). The results are 
presented in the histograms of Fig. 8a and b. Fig. 8a shows that the PUK kernel partially is similar 
to the RBF kernel. However, the observed spread in ratio values indicates that the PUK kernel 
represents another relationship between input and feature space as was modeled by the RBF 
kernel. Strikingly, this deviating PUK model even leads to a slightly improved prediction 




it can be seen that, as was the case for all simulated data sets, the PUK kernel is more or less 
identical to that of the optimal polynomial kernel. This comparison supports our previous 
conclusion of section 3.1, namely, PUK is capable to handle linear, polynomial and to a lesser 
extent (but exhibiting a better prediction performance) RBF feature space mappings of the studied 
data.  
 
Finally, it can be concluded that the PUK function can be used as a generic universal kernel 
function, which makes the use of the linear, polynomial and RBF kernel functions in fact 
superfluous. For the construction of a SVR model, this means a substantial reduction in the 
workload to find the optimal kernel type and its parameters, because no kernel function selection 
is required anymore. In this way, the optimization procedure is reduced to a simple one-pass 
optimization process of four parameters (two for the SVR algorithm and two for the PUK kernel 
itself). Furthermore, PUK might be able to handle various other types of underlying relationships 
(feature mappings) present in real-world data sets. However, further in-depth research is required 












Fig. 8b Mapping similarity between the PUK and polynomial kernels on the Meth data set. The spectra are normalized 





Apart from the capability to handle linear, polynomial and RBF based feature mappings, another 
important aspect is the robustness of the PUK function. What will be the effect of a small change 
in the PUK parameter settings with respect to variations in the prediction performance? To answer 
this question, we evaluated the robustness of the PUK parameters σ and ω in combination with 
the SVR parameter settings (ε and C) by a factorial experimental design, in the same way as has 
been described in [23]. The parameter settings σ, ω and C were varied by  ±10% and ±25% in 
combination with ε+0.001. Then the corresponding RMSEP values of the perturbed SVR models 
were computed. To allow the estimation of the robustness of the PUK kernel parameters in 
combination with the SVR parameter optimization method, the same data sets were used as in 
[23]. Table 6 summarizes the comparison of the results between PUK and the optimization 
method reproduced from literature.  
 
Table 6 Robustness results of the PUK kernel  
 PUK Reference method 
 10 % 25 % 10 % 25 % 
Temp     
Ethanol 0.0045 ± 0.0002 0.0045 ± 0.0006 0.0048 ± 0.0002 0.0048 ± 0.0008 
Corn     
Moisture 0.0100 ± 0.0002 0.0100 ± 0.0005 0.0100 ± 0.0004 0.0100 ± 0.0004 
Meth     
Water 0.0222 ± 0.0003 0.0222 ± 0.0008 0.0244 ± 0.0003 0.0244 ± 0.0007 
  
 
Compared to the RMSEP values obtained with the optimal settings, the maximal relative 
difference for the ethanol content of the Temp data for the variation of ±10% is only 4% and 13% 
for a variation of ±25%. Further, a maximal relative difference of 2% and 5% is obtained for the 
moisture content of the Corn data set and a difference of 1% and 4% for the Meth data set for the 
variations ±10% and ±25%. A comparison to the results of [23] (Reference method in Table 6), in 
which 4% and 16% for the ethanol content, 1% and 4% for the moisture content and 1% and 3%  




these results it can be conclude that the parameters of the PUK kernel function in combination 





A new SVM kernel function based on the Pearson VII function (PUK), is described in this paper. 
Compared to the commonly applied kernel functions, i.e. linear and polynomial inner-product 
based functions and the Radial Basis Function (RBF), the use of the PUK kernel has two main 
advantages: first, it is not necessary anymore to make a selection out of the above mentioned 
kernel functions, which simplifies the model building process and, consequently, will save a lot of 
computing-time. Second, it is has a stronger mapping power through which it can properly deal 
with a large variety of mapping problems, because of its flexibility to vary between a Gaussian 
and Lorentzian shape and even beyond. 
 
It was demonstrated, through performing SVR hyphenated to the PUK on simulated data sets, that 
the PUK is capable to map data with linear, polynomial and RBF based underlying feature space 
mappings. A very nice and also important finding is that PUK gives not just an approximation of 
the linear, polynomial or RBF feature space mapping, but it is really able to act like a linear, 
polynomial and RBF kernel. This is confirmed by the distribution of the ratio values (similarity 
measure Koriginal / KPUK ≈1) that were obtained by comparison of the original and the PUK kernel 
matrices for the considered simulated data sets. In this study it was observed that the σ and ω 
parameter setting combination of the PUK can probably give a modeller more information 
concerning the real (‘true’) underlying feature space mapping of an unknown data set. This 
information can be used for identification and visualisation of the problem at hand and/or 
simplification of required data analysis steps. However, further research is needed to confirm this 
observation. The difference observed in the (dis)similarity ratio values obtained by the PUK and 
RBF kernels on simulated data with the polynomial feature space mappings suggest that PUK has 
a stronger mapping power. The (dis)similarity ratio values obtained by the PUK kernel are better 
(closer to one) than those obtained by the RBF kernel. The mapping power of the PUK kernel will 
increase as compared to the standard RBF kernel, this in particular for data characterised by a 
higher order polynomial underlying feature space mapping. This comparison confirms again that  
PUK can properly deal with broad gamut of mapping problems, hence, with a large variety of 
regression (and classification) problems. 
 
A comparison with previously constructed SVR models, build for real-world data sets extensively 
described in literature, which were obtained by using linear, polynomial or RBF kernels, showed 
that usage of the PUK even leads to a slightly improved prediction performance. Moreover, 
comparison of the kernel matrices obtained on the Temp data set indicates that the PUK kernel 
represents another intrinsic relationship being present between input and object properties as was 
modelled by the RBF kernel in literature. This strongly suggests that application of the PUK 
kernel improves the generalization performance of SVR. 
 
In addition, the parameters of the PUK function in combination with the SVR optimization 
procedure [23] appears to be very robust, which was indicated by observed small variations in 
model performance in presence of considerable perturbations of the two PUK parameters. 
 
Summarizing, it can be concluded that the PUK can be used as a robust and generic universal 
kernel, which makes the use of the commonly applied linear, polynomial and RBF kernels in fact 
superfluous. 
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This paper introduces a technique to visualize the information content of the 
kernel matrix and a way to interpret the ingredients of the Support Vector 
Regression model. Recently, the use of Support Vector Machines (SVM) for 
solving classification (SVC) and regression (SVR) problems has increased 
substantially in the field of chemistry and chemometrics. This is mainly due to 
its high generalization performance and its ability to model non-linear 
relationships in a unique and global manner. Modeling of non-linear 
relationships will be enabled by applying a kernel function. The kernel 
function transforms the input data, usually non-linearly related to the 
associated output property, into a high dimensional feature space where the 
non-linear relationship can be represented in a linear form. Usually, SVMs are 
applied as a black box technique. Hence, the model can not be interpreted like 
e.g. Partial Least Squares (PLS). For example, the PLS scores and loadings 
make it possible to visualize and understand the driving force behind the 
optimal PLS machinery. 
In this study, we have investigated the possibilities to visualize and interpret 
the SVM model. Here we exclusively have focused on Support Vector 
Regression (SVR) to demonstrate these visualization and interpretation 
techniques. Our observations show that we are now able to turn a SVR black 





Partial Least Squares (PLS), one of the commonly used regression techniques, has the possibility 
to interpret the obtained regression model by relating the results to the original input space by the 
loadings and regression coefficients [1]. The PLS loadings indicate which input variables (e.g., 
wavelengths or frequencies in case of spectral data) are highly correlated to the predicted output 
values. 
Support Vector Machines (SVMs) [2, 3] become increasingly popular for solving classification as 
well as regression problems, largely stimulated by its possibility to model data possessing non-
linear relationships by employing the so-called kernel trick [4]. This kernel transformation maps 
the original input space into a high dimensional feature space where the non-linear relationship 
can be modeled in a linear way. The transformation to this feature space is accomplished by using 
a specific kernel function. Several kernel functions like, variance-covariance based linear and 
polynomial kernels, the Euclidean distance based Radial Basis Function (RBF) and the Pearson 
VII Universal Kernel (PUK) functions are proposed in literature [4-6]. However, due the fact that 
SVMs employ a kernel it has the drawback that it will lose the correlation between the obtained 
SVM model and the original input space. In other words, which part(s) of the input data (e.g., 
which wavelength region(s)) contribute to the SVM results. The kernel transforms the original 
input space with the dimension (NxM) into a feature space with dimension (NxN), where N is the 
number of objects (samples) and M the number of variables (e.g. wavelengths). So, the input 
matrix will be transformed into a square matrix, called the kernel matrix. By this transformation, 
the information regarding the original input variables is vanished and a direct interpretation (like 
in PLS) of the SVM model is not possible. A lot of papers studying SVMs, report just a high 
performance for classification and regression problems, but unfortunately do not comment on the 
underlying relationship between the input and modeled output data. Hence, in these papers SVMs 
are used as black boxes. 
 
In this paper, we present an approach to visualize and interpret the SVM model. This approach 




machinery and which variables of the input space are the most important ones. This type of 
analysis will turn SVMs into a transparent and understandable modeling technique.  
Here, we will focus solely on (non-)linear regression problems (function approximation) and 
apply the Support Vector Regression (SVR) methodology [4, 5] to demonstrate how the results 
can be visualized and interpreted. One simulated data set and three real-world spectral data sets 
were selected for this study. The simulated data set is used to illustrate the applicability of our 
proposed visualization and interpretation method. The analysis method is tested on the three real-
world data sets. 
  
The outline of the paper is as follow: section 4.2 concentrates on the concept of our approach to 
visualize and interpret the SVR results. The data specification and the generalization criterion are 
given in section 4.3 and 4.4. The experimental results and discussion are presented in section 4.5. 
Some final remarks and overall conclusions are given in section 4.6.  
 
 
4.2  Theory 
 
This section describes the basic concept of our approach to visualize and interpret the SVR model. 
The theory of Support Vector Regression models has been extensively described in literature [4, 
5, 7]. Therefore, only a brief description of the concept of SVR will be given in section 4.2.1, 
while section 4.2.2 - 4.2.4 concentrates on the aspects of visualization and interpretation of SVR 
models on basis of a simulated data set. 
 
 
4.2.1 Support Vector Regression 
 
The basic idea behind SVR is that the original input space, which is usually non-linearly related to 
the predictor variable, is mapped onto a higher dimensional feature space by means of a non-
linear mapping function (kernel function) to deal with these non-linearities. The feature space, 
which is explicitly embedded in the kernel matrix, will be used as a new input set to solve the 
regression problem.  
 
Consider a data set X (NxM) with an output vector yi ∈ ℝ. The objective of SVR is to find a 
multivariate regression function f(x) based on the given data set S to predict the desired output 
property (e.g., the concentration of a chemical compound) of an unknown object (e.g., a 
spectrum). The complete SVR equations are fully described in [2, 4, 5] and will not be repeated 
here. Therefore, we will immediately write down the SVR equation as follow: 
 




* xxx φφαα  (1) 
 
where αi and αi* represent the Lagrange multipliers satisfying the constraint 0 ≤ αi, αi* ≤ C [5]. C 
is a regularization constant which determines the trade-off between the training error and model 
simplicity. A more detailed description of Eq. 1 and the parameters α and C are given in [4, 5]. 
The entity φ represents the mapping function and the parameter b the offset of the regression 
function f(x). Since, the non-linear mapping φ(x) is in general unknown on beforehand and 
therefore difficult to determine. The mapping term 〈φ(xi)⋅φ( xj)〉 in Eq. (1) is often approximated 
by a kernel function: 
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This kernel transformation allows us to handle non-linear relationships in the data in an easier 
way. Several kernel functions, such as variance-covariance, polynomial, Radial Basis Function 
(RBF) based kernels and the Pearson VII Universal Kernel (PUK) are suited to tackle (non-)linear 
regression problems. In our previous publication we have shown that the PUK kernel function is 
capable to serve as a generic alternative to the commonly applied variance-covariance, 
polynomial and RBF based kernel functions [6]. For this reason we will use the PUK function as 
being the generic one throughout this paper.  
 
After invoking the kernel function, Eq. (1) becomes equal to:  
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As mentioned before, the kernel function usually transforms the non-linear input space into a 
high-dimensional feature space in which the solution of the problem can be represented as being a 
straight linear problem. The αi and αi* values are determined by solving the transformed 
regression problem by means of Quadratic Programming (QP) [3, 8]. Only the input objects 
corresponding to the non-zero Lagrange Multipliers αi and αi* do contribute to the final regression 
model and therefore are named support vectors. A detailed description including the properties 
and advantages of support vectors is given in [4, 5].  
 
 
4.2.2 Visualization and interpretation 
 
The mapping of the input data into a higher dimensional feature space by using a kernel function 
results in a weighted similarity matrix. The weighted similarity matrix, hereafter named kernel 
matrix, represents the similarity between the objects of the training set. The kernel matrix is 
square and symmetrical, and its number of rows and columns corresponds to the number of 
objects in the training set. By transforming the input data into a kernel matrix the information 
about the original input variables (e.g., wavelengths in case of spectral data) is lost. A drawback 
of this is that a direct interpretation of the final SVR model in relation to the involved input 
variables is not possible. To circumvent this problem, we have developed a methodology to 
visualize the information embedded in the kernel matrix and to interpret the optimized SVR 
model. Visualization will makes clear which part(s) of the original data is used or plays a more 
important role for the transformation of the nonlinear problem into a linear problem. In this way it 
becomes clear to understand and to present the influence/effect of the kernel transformation. I will 
probably help to understand the positive contribution of kernels in case of SVR but also in other 
kernel based techniques. Why are kernel based methods successful? The main task of the 
interpretation method is to determine the responsible part(s) of the kernel matrix, which can be 
related to the original data, to the final SVR model. Except the determination of the part(s) which 
are responsible for the nice results of SVR it has also the intention to understand the power of 
SVR. What is the driving force behind SVR to build a model on base of the whole or part(s) of 
information extracted by the kernel?  
The mentioned visualization and interpretation analysis methods are described in the following 
sections. To make the basics of these methods understandable, an overview of the different steps 







Fig. 1 In SVR, the original non-linear input space Xinput will be transformed into a higher-dimensional feature space 
represented by a symmetric square matrix K, called kernel matrix, by using a kernel function K(xi,xj). In this way, the 
non-linear problem becomes linear problem in the feature space. The kernel matrix will be used as input together with 
the accompanying output values Y to solve the regression problem by Quadratic Programming (QP). The latter step 
will resulting α-vector. The non-zero αi-values are the so-called support vectors. 
 
 
4.2.3 Visualization of the information in the kernel matrix 
 
The first step in SVR is mapping of the input data by using a kernel function into a kernel matrix 
(Fig. 1). The main objective of this mapping is to linearize the problem: e.g., the non-linear 
regression problem will be transformed into a high dimensional space in which the solution of the 
problem can be represented as being a straight linear problem. It is very important that the non-
linear problem will be transformed into a linear problem without information loss about the 
desired property. The choice of the kernel function and especially its parameter settings are of 
utmost importance to solve the problem adequately. If the kernel parameters of the selected kernel 
function are not chosen properly, valuable information will be lost and SVR, as well other kernel 
based techniques, will fail to solve the regression problem. Thus, it is a crucial step to select the 
optimal kernel function and its accompanying parameters to describe the nature of the original 
input data. In this paper, we apply the generic PUK [6] kernel function; its parameters are 
optimized by a Genetic Algorithm (GA) followed by a Simplex optimization procedure [9]. 
 
A kernel defines a square and symmetrical matrix, which represents the similarity between pairs 
of objects. Each row (and column) in the kernel matrix represents the similarity of a specific 
object with all other objects in the training set. Since the PUK function is used here, the element 
values of the kernel matrix will vary between zero and one. A value close to zero indicates that 
two objects are very different, whereas a value close to one corresponds to two almost similar 
objects. As mentioned earlier, a drawback of this representation is the loss of information about 
the input variables. In other words, by mapping the original data into a kernel matrix the 
information related to the original input variables is lost. This information might be relevant to 
interpret which input variables (e.g., wavelength(s)) are responsible for the constructed regression 
model.   
To relate the information of the kernel matrix back to the input variable space the correlation 
between each column (variable) of the original input data matrix (X) and each row of the kernel 
matrix, K, is calculated (Fig. 2). Since each column of X contains the information per input 
variable and each row of K represents the similarity between the objects, the elements of the 
calculated correlation matrix (R (MxN)) will express the contribution of each input variable to the 
kernel matrix. A correlation value close to zero indicates that the respective input variable has no 
relevant contribution to a specific row of the kernel matrix, while a value close to +1 or -1 
indicates that it is an important variable. An image plot of the correlation matrix, hereafter named 
Correlation Image (CI), makes it possible to visualize the importance of the input variables with 
respect to the kernel matrix. In this way, it becomes possible to visualize the information 
contained in the kernel matrix.  
 
 





Fig. 2 A correlation matrix R is created by calculating the correlation between each column of the input data with that 
of each row of the kernel matrix. A column of the input data consist the input variables (e.g., spectral variables in case 
of spectral data) for all objects, while each row of the kernel matrix represents a similarity measure of a specific object 
with all other objects. 
 
 
In order to demonstrate the kernel visualization method, we will apply it to a two component 
regression problem (Fig. 3). The two component problem is simulated by spectra in which peak A 
increases linearly with the concentration of component A and the maximum peak amplitude of B 
decreases quadratically with the concentration of component B. The simulated data set contains a 
training set of 36 spectra and a test set of 15 spectra. Each spectrum consist 500 spectral variables. 
In the design the sum of the concentrations of component A and B was always equal to one. So, 
the concentration and also the peak intensity of the components A and B are negatively correlated. 
Peak C is a randomly generated peak which is not related at all to any of the two other component 




Fig. 3  The simulated spectra for the two component problem. 
  
 
After determining the optimal SVR kernel its parameter settings by using the GA/Simplex 
optimization procedure [9].  The training objects which are defined as non-support vectors (zero 
α-values) are eliminated before re-building the kernel matrix. The non-support vector objects 
have no contribution to the final model and therefore will disturb the visualization of the kernel 
content. In case of the simulated data set all objects were defined as being support vectors. Fig. 4 
depicts the images of the re-build kernel matrices for both components (A and B) of the simulated 
data. Since, SVR requires a separate model for each output property (Y-vector). Each model 
delivers its own kernel matrix and requires its own visualization and interpretation. For this reason 




B).  The objects of the kernel images in Fig. 4 are sorted by concentration per component and 
each row shows the weighted similarity between a specific object with that of the other objects. In 
both cases, objects corresponding to low concentrations exhibit dissimilarities with objects 
representing high concentrations (and the other way around).  
 
 
Fig. 4 Images of the two kernel matrices for the component A (left) and B (right) obtained by SVR using the PUK 
function.  The concentration of component A and B increases going from left to right and up to down. The colorbar 
represents the Euclidean distance between the different objects weighted by the PUK function. A kernel value equal to 
1 indicates a similar pair of objects, while a distance of 0.2  implies that a pair of objects is very dissimilar.  
 
 
Subsequently, the correlation matrices are constructed by calculating the standard correlation 
coefficient between the reduced input data set (hence, after elimination of the non-contributing 
vectors) and the re-build kernel matrices of both components as mentioned above. The correlation 
images together with the original spectra are depicted in Fig. 5. It can be seen that the regions 
located at the peak positions A and B give high correlation values (positive as well negative) for 
both components. While the region under peak C (the random peak) gives correlation values 
around zero. A high positive or negative correlation value suggests that these region(s) are 
relevant for the kernel construction, this in contrast to correlation values close to zero. In case of 
the simulated data, the sorted kernel matrices are mainly based on the peak regions of peak A and 
B (indicated by the high correlation values), as theoretically could be expected.       
 
The objects in the CI’s are sorted by concentration and show the transition between the 
concentrations of both components A and B: if the concentration of component A increases the 
concentration of component B decreases. This effect is visualized in Fig. 5 by the oppositely 
correlation values between peak A and B for both CI’s. Furthermore, it is clear to see that the 
correlation value switches from a negative into a positive value, in case of component A. The 
same, but oppositely happens for component B. This effect can be explained by the sum of 
concentrations of component A and B, which is equal to 1. Finally, the horizontal light colored 
bar in both CI’s can be ascribed to the peak changes for the components A and B. The intensity of 
peak A increases, while the intensity of peak B decreases by the concentration. Since the total 
concentration must be 1, there will be a certain instance that both peaks have almost the same 









Fig. 5 The upper two plots depict the original spectra of the simulated two component problem. The lower part depicts 
the Correlation Images (CI) for both components, whereby the y-axis represents the objects sorted by the concentration 
(low-to-high concentration). The x-axis represents the input variables.  
 
 
4.2.4  Interpretation of SVR models 
 
In the previous section we showed that it is possible to visualize the information which is 
embedded in the kernel matrix. It becomes clear which input variables in the original input data 
are explanatory for the modelled output property. To determine the contribution of each input 
variable to the final regression model, it will be useful to study the relation between the obtained 
α-values and the input variables. As mentioned before, the kernel matrix contains no direct 
information regarding the input variables; hence it makes no sense to relate the α-values to the 
kernel matrix rows. For this reason, the relation between the α-vector and the original input data 
is investigated.  
 
The QP part of SVR returns a vector of α-values (which are comparable to the regression 
coefficients in the PLS algorithm) having a length equal to the number of objects (see Fig. 1), of 
which the elements satisfy the constraint 0 ≤ αi, αi* ≤ C, as was mentioned in section 4.2.1. As a 
consequence each object of the original input space is weighted by its assigned α-value. The 
objects having α-values equal to zero are not important because these objects do not contribute to 
the SVR model, and, hence,  must be eliminated before going further with the interpretation step. 
The reduced original input data set (thus containing the support vectors) and the corresponding 
non-zero α-values will be used to interpret the optimised SVR model. This is realised by 
calculating the inner-product of the contributing input objects (reduced input data matrix X) and 
the α-vector, which result a new vector (p) with the length of the number of input variables, see 






Fig. 6 A P-vector is obtained by calculating the inner-product between the original input space (XT) and the α-vector 
of the SVR model. 
 
Plotting of the obtained p-vector in combination of the original input data makes it able to 
interpret the SVR model. The upper panel of Fig. 7 depicts the original input data. The lower row 
shows the p-vectors corresponding to the models for the components A and B. Fig. 7 illustrates 
that the SVR model for component A is mainly based on the presence of peak A from the original 
input data and peak B is responsible for the SVR model of  component B. This is exactly what we 
would expect considering the pre-defined structure of the data set. The peak intensity in both 
lower plots represent the contribution of each peak. The reason that peak B shows a small 
contribution for component A and peak A for component B depends on the fact that the total 
concentration of both components must be 1. Fig. 7 shows also the oppositely relation between 
component A and B. Namely, peak A and B are negatively correlated.  
It should be noted that still a weak reflectance is present for peak C in the P profile. This is due to 
the fact that only positive values are present in the simulated spectra: hence, the average profile of 
peak C contributes to some extent to the sum of the weighted input objects. 
 
On the basis of those results it can be conclude that our feature space visualisation and SVR 
interpretation approaches are able to show which input variables of the original input space are 
responsible for the final SVR model. Especially, the interpretation of the SVR results, which 
corresponds with a loading plot of PLS, is a point of view that makes SVR understandable and 
will stimulate the use of SVR on industrial platform.  
  
 
Fig. 7 The upper two plots depict the original spectra of the simulated two component problem. The lower part depicts 
the line plot of the p-vector for component A and B. 
 
 




4.3 Data description 
 
The two aspects, visualization and interpretation of SVR, are investigated in this paper on the 
basis of three real-world data sets, which are described in detail in [9-11]. Furthermore, the SVR 
results and also the optimal parameter settings are already available from previous publications 
[9-11]. 
  
4.3.1 Metabolite data 
 
The Metabolite data set, which is collected during the EC INTERPRET project [12] consists of 
299 Nuclear Magnetic Resonance (NMR) spectra taken from well-specified locations in the brain 
of healthy volunteers as well as patients suffering from the tumour types oligodendroglioma 
(grade II (moderate disease) and grade III (server stage)). The spectra were taken over a range of 
5.1 – 0.715 ppm resulting in 274 variables per spectrum and were corrected for a diversity of 
NMR artifacts like e.g. eddy currents [12]. For each spectrum the area under some pre-defined 
peak areas (corresponding to metabolites which are used by clinicians for the classification and 
grading of tumours) was calculated, resulting in six concentrations of the metabolites myo-
inositol, choline, creatine, N-acetyl aspartate, lactate and fatty acids. Fig. 8 depicts the peak 
positions in the NMR spectra which correspond to the mentioned six metabolites.  
A training set of 197 NMR spectra and a test set of 102 NMR spectra are selected from the 
original data set (299 NMR spectra) to predict the accompanying metabolite concentrations by 
SVR. It should be stressed here, that this is a typical linear regression problem because each 




Fig. 8 Typical NMR spectrum for healthy brain tissue. Vertical bars indicate the peak positions corresponding to myo-
inositol (Myo), choline (Cho), creatine (Cre), N-acetyl aspartate (NAA), lactate (Lac) and fatty acids (Fat), 
respectively. Note the absence of lactate and fatty acids peaks in the spectrum: these are not present in healthy tissue. 
 
 
4.3.2 Methanol distillation data 
 
The methanol distillation data set consists of a total of 131 NIR spectra measured in a temperature 
range of 20 to 40 °C and in a spectral range of 4000 to 10000 cm-1. A large part of these methanol 
samples is measured under controlled laboratory circumstances (89), while the remaining part is 
directly collected in-situ from the plant (46). As described in the original paper [9], the laboratory 
samples are used as training set to predict the water impurity in the plant samples (the independent 






4.3.3 Corn data 
 
The corn data set consists of 80 NIR spectra of corn samples to estimate the amount of moisture, 
oil, protein and starch contents. The spectra were measured from 1100 to 2498 nm at a spectral 
resolution of 2 nm on three different NIR spectrometers (indicated by the acronyms: m5, mp5 and 
mp6). A more detailed description including the data set itself is available on the website of 
Cargill (http://software.eigenvector.com/Data/Corn/index.html). In this paper the NIR spectra 
measured on the ‘m5’ spectrometer and the SVR settings which are published in [6] are used to 
visualize and interpret the constructed SVR models. The same data pre-treatment and training and 
test set selection has been performed as was described in the aforementioned reference. 
 
 
4.4  Software and generalization criterion 
 
The SVR calculations were performed using the SVM toolbox developed by Gunn [13], which 
can be downloaded from http://www.isis.ecs.ac.uk/isystems/kernel/. Optimisation of the SVR 
parameters (kernel parameters, ε range and the regularisation constant C) are based on the Genetic 
Algorithm/Simplex optimisation approach as has been outlined in reference [9]. All programs are 
implemented in Matlab V6.5 (The Mathworks, Inc.) and carried out on an Intel Pentium IV 3.0 
GHz with 1 GB of memory and the Windows XP operating system. 
 
The root mean square error of prediction (RMSEP) is used as a performance criterion calculated 












RMSEP  (4) 
 
where iyˆ  and iy  denote the predicted value and the measured value, respectively. Here  n denotes 
the number of objects in the test set. 
 
    
4.5 Results and discussion 
 
4.5.1 Metabolite data  
 
The visualization and interpretation approach described in section 4.2.2 will be used here to show 
its power and possibilities for analyzing the Metabolite data set. On beforehand it is known that 
the myo-inositol, choline, creatine and the N-acetyl aspartate metabolites are weakly correlated 
but not to the lactate and fatty acid concentrations. However, the lactate and fatty acids are 
correlated to each other, because a high grade tumour contains lactate as well as fatty acids. 
Assuming that there is only a weak correlation between the metabolites, we expect that each peak 
in the NMR spectra, excepting the lactate and fatty acids peaks, will be more or less uniquely 
responsible for the associated metabolite concentration. For example, the myo-inositol 
concentration will only be affected by the Myo peak in the NMR spectra (Fig. 9). Since SVR 
builds a model for each metabolite concentration separately, a unique model, we must be able to 
see this effect by applying the SVR interpretation procedure that is described in section 4.2.4.  
 
Table 1 summarizes the optimal parameter settings and the performance of the SVR model for 
each metabolite concentration. Since the distance based PUK kernel function is used. It is possible 
to make a statement if the obtained models are linear or non-linear, based on the σ value of PUK 




and the maximal distance value between the objects. For the metabolite data the maximal distance 
between the objects of the training set is 1.29⋅104. The ratio distance/σ values are in the magnitude 
of 700, which indicates that the obtained models are linear. From Table 1 can be seen that in all 
cases SVR is able to generate good results (a low RMSEP value together with a high correlation 
coefficient (R)).  
The following step now is to understand the driving force underlying these results. For doing this, 
the obtained SVR models are analyzed by the visualization and interpretation procedure described 
in section 4.2.        
 
Table 1. SVR parameter settings and SVR prediction results of the metabolite data set.  
 Myo Cho Cre NAA Lac Fat 
σ 17.1 18.7 16.7 17.1 21.9 20.6 
ω 79 42 28 3 17 44 
ε 0.2 0.0162 0.2 0.1039 0.0923 0.1552 
C 7.74⋅106 1.13⋅104 3.43⋅104 9.87⋅103 2.36⋅104 2.69⋅104 
RMSEP 33.1 37.9 34.3 48.7 22.6 33.6 
R 0.9951 0.9964 0.9926 0.9949 0.9981 0.9898 
 
 
The upper part of Fig. 9 depicts the spectra of the training set, which is used the build the SVR 
models. The other panels display the correlation image for each metabolite, which is obtained by 
calculating the correlation between the training set and the kernel matrix (characteristic to each 
metabolite) generated by using the kernel settings given in Table 1. As can be observed, the six 
correlation images are almost similar in the sense that the same spectral regions are defined as 
most relevant (regions with the highest correlation values (positive as well negative)). However, 
the peak that is really related with the concerning metabolite shows an explicit gradient in the 
colour intensity in the correlation images at that corresponding peak position. For example, the 
correlation image of lactate shows a nice gradient in colour intensity for the variables between 
230-250, which is not clearly visible in the other five correlation images (at same spectral range). 
This can be explained by the fact that the objects in the correlation images are sorted by each 
metabolite concentration. Thus, the peak(s) that are highly correlated with the concerning 
metabolite concentration will show a clear gradient. However, this means not that peak(s) without 
a certain gradient are not always meaningful. From the correlation images of Fig. 9, we can 
deduce that the six spectral peaks related to the six metabolite concentrations are manifest as 
relevant. Those peaks show a clear gradient and are displayed by an intense colouring (high 
correlation value). The regions that are non-explanatory are displayed by a light colouring 
(correlation values close to zero).  
Summarizing, by applying the kernel formalism, SVR appears to be capable to discriminate 
between regions that are meaningful or non-explanatory for the associated output property (e.g. 
each individual metabolite concentration).  
 
Fig. 10 depicts the NMR spectra of the training set and the line plots of the P-vector of each SVR 
model, which is obtained by calculating the inner-product between the SVR α-vector and the 
training set as was described in section 4.2. It can be seen that each SVR model concentrates on a 
specific spectral region. A closer examination of Fig. 10 shows that that these regions correspond 
to the on beforehand defined integration regions depicted in Fig. 8. Hence, we can conclude that 
the SVR model indeed extracts the most relevant spectral features for modeling the respective 
metabolite concentration. Fig. 10 also confirms our assumption that each metabolite 
concentrations will be affected by certain spectral regions as defined in Fig. 8. However, we could 
expect that lactate and fatty acids should be correlated [11]. This means that the line plots of the 
lactate and fatty acids SVR models should be based on the lactate as well as fatty acids peaks, but 
this is not the case. However, the correlation images shown in Fig. 9 illustrate that the lactate and 




regions show a nice gradient in colouring. Thus, both peaks are related to the lactate as well as 
fatty acids concentration. The reason why this is not visible in the line plots can be explained by 




Summarizing, visualization of the feature space depicts the relevant spectral regions, while the 
interpretation depicts the spectral regions which are directly correlated to the concerning output 
property. The obtained results confirm that our visualization and interpretation approach is 
facilitating to understand the modeling power of SVR. In other words, a SVR model is not a black 
box anymore 
 
Fig. 9 The upper panel depicts the original input spectra of the metabolite data. The vertical grey bars indicate the 
numerical integration regions of the six metabolite concentrations in the order myo-inositol, choline, creatine, N-acetyl 
aspartate, lactate and fatty acids. The other panels depict the correlation images between the original input spectra and 
the kernel matrix of each SVR model for the six metabolite concentrations. The rows of each correlation image are 
sorted by the respective metabolite concentration. The x-axis is given in arbitrary units  
 





Fig. 10 The upper panel depicts the spectra of the training set. The other panels depict the inner-product between the 
spectra of the training set and the α-vector of each SVR model. The x-axis is given in arbitrary units 
 
 
4.5.2 Methanol distillation data 
 
In two previous publications [6, 9] we showed that SVR is capable to model the methanol 
distillation data to predict the percentage of water impurity in methanol by using NIR spectra. The 
optimal SVR parameter settings and the prediction results from literature [6] are recapitulated in 
Table 2. Here again we can make the statement if the SVR model is linear or non-linear. The 
maximal distance between the training objects is 11.7. A ratio of 0.6 will be obtained for 
distance/σ, which indicates that we are dealing with a non-linear model.  Examination of this table 
leads to the conclusion that SVR results in a prediction model with a high problem-solving power 
(a correlation coefficient (R) almost equal to 1). However, at that time we were not able to explain 
why SVR was so successful. We did use SVR more or less like a black box and were only 
interested in its performance. Now we are able to interpret the SVR model and to explain why 


















The upper part of Fig. 11 depicts the spectra that are used as training set. A visual observation 
shows that the spectral region between 0-500 together with 1000-1500 can be related to the water 
impurity level. To know if this observation is correct and to examine if the SVR model is really 
based on these spectral regions we have analyzed the SVR model by our visualization and 
interpretation approach. The lower panel of Fig. 11 shows the correlation image. As can be seen, 
both mentioned spectral regions are defined as being relevant for the SVR model (indicated by 
high correlation values; positive as well negative). Furthermore, the spectral regions around 780, 
900 and 2000-3000 appear to be meaningless for the SVR model (the bands, representing low 
correlation values). This might be caused by the fact that the spectral regions between 780 and 
900 contain some non-linear temperature induced spectral shifts. Apparently, the presence of 
these spectral shifts has been ruled out by the kernel transformation.  Moreover, the spectral range 
between 2000-3000 seems to contain no relevant information at all, which can be attributed to the 
small spectral deviations in that region in relation the variation in the water concentration. 
 
 
Fig. 11 The upper panel depicts the spectra of the training set. The lower panel depicts the correlation image. The 
objects are sorted by concentration (y-axis). The x-axis is given by arbitrary units. 
 
 
Indeed, by interpreting the SVR model it is clear that the spectral region >1500 has no 
contribution to the concentration of the water impurity, see Fig. 12. This is more or less what we 
could expect on basis of the correlation image. It can be concluded that the SVR model is 
exclusively based on the information that is available in the spectral region between 0-1500 
Moreover the spectral region 0-500 shows a higher intensity in comparison to the spectral region 
between 500-1500. Probably this region will also have the highest contribution to the SVR model. 
Namely, theoretically water will give always a broad resonance band in the region 0-500 for NIR 
spectra. Probably, the most intense information about water is present in this region.  However, 
confounding effects may play a role as well. Hence, further research is needed to confirm this 
observation. 
 




From the above results it can be concluded that the prediction results of SVR are based on the 
spectral information that is located in the region 0-1500. Moreover, probably it is possible to 
make a distinction between the contributions of the different spectral regions. This can be used to 
apply feature selection to improve the prediction performance, to simplify the model and, 
possibly, make the model more robust. 
 
Regarding our earlier publications [6, 9], we can now interpret the optimized SVR model and are 
able to understand why SVR is successful in solving this problem in an adequate way.  
 
 
Fig. 12 The upper panel depicts the spectra of the training set. The lower panel depict the inner-product between the 
training set and the α-vector of the SVR model. The x-axis is given by arbitrary units 
 
 
4.5.3 Corn data 
 
The corn data is a typical example of a spectral data set where it is not possible to make on 
beforehand decisions which spectral region or regions are informative to explain the four 
components (concentrations of moisture, oil, protein and starch, respectively). The intensity of the 
whole spectrum increases or decreases by an increase or decrease of the concentration of each 
component, see upper panel Fig. 13. Thus, visually it is not possible to assign specific spectral 
regions to each of the four components. However, SVR is able to predict the concentrations of 
these components very good (Table 3). Hence, the input data must contain specific information 
regarding the concentration of these components, which should be become clear by our SVR 
interpretation approach.  
The maximal distance between the training objects is 3.5. The distance/σ ratios lie between 0.03-
0.09 for the different SVR models. This indicates that we are dealing with non-linear models.  
 
 
Table 3. SVR parameter settings and prediction results of the Corn data set.  
 Moisture Protein Oil Starch 
σ 40.4 155.6 129.9 130.4 
ω 100 71 171 25 
ε 0 0.001 0 0.064 
C 1.6⋅107 1.0⋅108 5.3⋅107 1.0⋅108 
RMSEP 0.0099 0.1132 0.0637 0.1665 





The lower panels of Fig. 13 depict the correlation image of each SVR model of moisture, oil, 
protein and starch contents. Visual inspection of the correlation images indicates that all variables 
per object have the same contribution (same colouring) to the kernel matrix. However, a 
numerical investigation makes it clear that there are some small differences, which are not big 
enough to make discrimination between the spectral regions. Therefore, as expected, the whole 
spectral region is indicated as being explanatory to drive the predictive model. Furthermore, the 
correlation images are more or less similar and do not show any gradient in colour intensity for 
the four contents. This might be caused by the fact that those four contents are strongly correlated. 
A corn sample will contain moisture, protein, oil as well as starch together. So, the NIR spectra 
contain just some ‘lumped sum’ of the overall information: sorting of the rows of the CI matrix by 
concentration per component will not result in a gradient like colour profile. Most of the objects 
of the four correlation images are intensely coloured, which suggests that these objects are 
explanatory. This information can be used to eliminate some of the objects in the training set. 
Again, further research is necessary to confirm this observation.  
 
Interpretation of the SVR models (Fig. 14), shows us that there are some spectral differences for 
the four contents that are responsible for the behaviour of the SVR model. The main profile is 
almost the same for the four components. However there are some small spectral differences 
between 270 and 700. Especially, the spectral region between 580 and 700 is different for the 
moisture, oil and protein, starch components. In case of moisture and oil the spectral amplitude 
decreases in intensity, while in case of protein and starch the intensity increases. Those 
differences possibly contribute to the predictive power of the SVR model.  
 
In conclusion, SVR is able to extract powerful information from this spectral data set. The 
proposed interpretation approach described in this paper makes it possible to visualise this which 
was not visible by eye on beforehand.  





Fig. 13 The upper panel depicts the original input spectra. The other panels depict the correlation images obtained by 
the original input spectra and the kernel matrices of the moisture, protein, oil and starch components. The matrix rows 







Fig. 14 The upper panel depicts the original input spectra. The other panels show the inner-product profiles obtained 
between the original input spectra and the α-vector of the different SVR models in the order moisture, protein, oil and 
starch, respectively. The x-axes are given in arbitrary units 
 






In this paper we presented a visualization and interpretation tool to turn SVR, which is mainly 
used as a black box, into a transparent and interpretable modeling technique. Our analysis tool has 
two main advantages: first, the visualization of the feature space shows which variables in the 
original input data are related to the associated output variable. In other words, which part(s) of 
the input data includes information which can be useful to estimate the accompanying output 
value? Second, the interpretation step of the final SVR model makes it clear which input variables 
are explanatory for the good performance of SVR. Both steps (visualization and interpretation) 
together helps to make the SVR model transparent to the user and this will hopefully stimulate the 
use of SVR for tackling new non-linear regression problems. 
 
The efficiency and effectiveness of our visualization and interpretation approach is illustrated 
through performing this analysis on a simulated and three real-world data sets. The results showed 
that our approach is capable to visualize the content of the kernel matrix to understand the 
transformation of the original input space into the feature space. It visualizes the information 
derived from the original input space. Our analysis makes it possible to decide which input 
variables have a high influence on the kernel matrix and are responsible for the predictive power 
of SVR. The visualization of the SVR kernel matrix, and especially the interpretation of the 
optimized SVR model can be used as a feature selection technique. The visualization and 
interpretation steps indicate which input variables are on the one hand correlated and on the other 
hand uncorrelated to the output variable. This information can be used to eliminate some parts, 
i.e., redundant or non-explanatory variables, from the original input data set. Furthermore, the 
intensity of the peaks present in the p-profile can maybe helpful to make a distinction between the 
contributions of the different spectral regions. These issues will be the subject of a forthcoming 
paper.  
 
In the past years, an extensive interest has been shown in developing and applying kernel based 
methods which are suitable for solving non-linear regression and classification problems. An 
example is Kernel-Partial Least Squares (K-PLS) [14-16]. PLS by itself is known as being a 
transparent modeling technique which has the possibility to interpret the final regression model by 
its scores and loadings. The PLS loadings indicate which input variables are strongly correlated to 
the predicted output value(s). However, by using the kernel formalism this interpretation 
possibility is lost for the same reason as was discussed for SVR. Our visualization and 
interpretation approach, which intentionally was developed for SVR, can also be applied to 
interpret a K-PLS model. For example by replacing the α-vector of the SVR mode by the β- 
regression coefficient vector of the K-PLS model [16]. The application of the visualization and 
interpretation approach on K-PLS and also on kernel based classification techniques e.g. Support 
Vector Classification (SVC) will be investigate. 
 
In summary, it can be concluded that the proposed visualization and interpretation approach 
described in this paper facilitates to understand and analyze the build SVR models in depth.  To 
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Recently we introduced the XY-fused (XYF) and the Bi-Directional 
Kohonen (BDK) networks for solving classification problems. It was observed 
that XYF and BDK are not suited to tackle regression problems due to the 
limited number of output values stored in the output map weights and the fact 
that these networks can not interpolate between the learned output values. 
We combine in this paper the mapping strength of BDK with the modelling 
power of Partial Least Squares (PLS). In a supervised way a BDK input and 
output map is build which capture in a global sense the multivariate structure 
and the input-output relationship present in the data. Based on the weights of 
the input map a kernel matrix is computed which serves as starting point for 
the PLS algorithm. This kernel approach guarantees that linear as well as non-
linear regression problems can be handled. 
It is shown that the cascade of the supervised BDK Self-Organising Maps and 
PLS (referred to as SOMPLS) yields a transparent and powerful regression 
model: the BDK maps and the PLS loadings and regression coefficients will 
be exploited to visualise various model properties. Moreover, the SOMPLS 
algorithm guarantees a stable and fast solution for various complex regression 
problems. 
 
For a number of real-world data sets and one simulated data set the 
performance of SOMPLS is compared to PLS, Kernel Function PLS (KPLS) 
and Support Vector Machines (SVMs).  
 
We demonstrate that SOMPLS allows an in-depth analysis of all aspects of the 
regression model and is much faster than KPLS and SVMs, especially if large 





In [1] we introduced two supervised Kohonen networks for solving (non-linear) classification 
problems: the XY-Fused network (XYF) and the Bi-Directional Kohonen network (BDK). Both 
algorithms appeared to be powerful in modelling multi-class problems and, moreover, are open 
and transparent allowing a direct visualisation and interpretation of the content of the underlying 
modelling machinery. 
 
Due to the finite size of the input map and output map in XYF and BDK (i.e., the total number of 
possible weight vectors), only a limited number of combinations of input/output patterns can be 
learned. In case of classification this is no problem because the number of classes corresponds to a 
finite number of binary output weights. For regression problems this restricted storage capacity 
(quantisation of weight vectors) might severely hamper the applicability of supervised Kohonen 
networks. If for example a 8x8 BDK network is constructed, such network can give just 64 
different multivariate responses because it can not interpolate between the values of the elements 
of the weight vectors in the Ymap. Obviously, for most multivariate regression problems this 
restricted set of possible output states is definitely not enough to solve the problem in a satisfying 
way. 
 
To overcome the quantisation and interpolation problem, we introduce a hyphenated regression 
technique which couples the transparency of BDK to the modelling power of Partial Least 
Squares (PLS)  [2-4]. As was verified in a pilot study, the XYF network could have been used as 




techniques was introduced. In that publication two unsupervised Kohonen maps were cascaded to 
study and classify metabolic reactions in the research field of genomics. 
 
Analogous to kernel based regression methods like Kernel Function PLS (hereafter referred to as 
KPLS) [6] and Support Vector Machines (SVMs) [7-9], we used the input map weight vectors of 
the supervised BDK network as being an alternative (non-orthogonal but topologically optimal) 
coordinate system to represent in a compact way the actual input space defined by the set of 
multivariate objects. Based on the input map weights and the multivariate objects in the training 
set a kernel matrix was constructed. For the 8x8 BDK network example, 100 training objects are 
then characterised by a 100x64 kernel matrix, this regardless of the actual number of original 
variables. This kernel approach is suited to model linear as well as non-linear regression problems 
and reduces generally the curse of dimensionality considerably. 
 
In methods like KPLS and SVMs usually one or more kernel functions are selected beforehand of 
which the parameters need to be optimised during an internal cross-validation procedure. In this 
paper we will use the standard variance-covariance matrix (which in fact is optimal if the problem 
at hand is linear) and the Euclidean distance based Pearson VII Universal Kernel function (PUK) 
[9]. Kernel parameters and number of latent variables of PLS were optimised by a grid-search 
procedure. To accelerate the computational process, we included the Kennard-Stone data sub-
division algorithm [10].  
 
The main target in this study is directed towards the interpretability and graphical visualisation of 
the SOMPLS regression model. Although it is not intended to claim better performances of 
SOMPLS we will demonstrate that SOMPLS is able to approximate closely the excellent  
performance of PLS (in case of linear problems) and KPLS and SVM models (for non-linear 
regression problems).  
  
The proposed coupling between BDK and PLS yields three important benefits. First, the BDK 
input and output map allow a straightforward visualisation and interpretation of the basics of the 
regression model. Second, due to the fact that in SOMPLS the number of similarity values per 
input object is equal to the number of units in the BDK input map, for large data sets the size of 
the kernel matrix is reduced considerably as compared to the symmetrical kernels of KPLS and 
SVMs. Third, one BDK based kernel is required as input for the PLS algorithm. As compared to 
SVMs (where for example four optimised kernels are necessary if four output variables must be 
predicted), this single kernel character of SOMPLS (and KPLS) might be advantageous with 
respect to the simplicity of the regression model.  
 
We will show by virtue of a data set containing NMR spectra and six metabolite concentrations 
derived thereof by numerical integration (i.e., a linear regression problem) how SOMPLS deals 
with the ‘hidden’ relationship between input (spectra) and output (metabolite concentrations). 
This data set will serve as an introductory demonstrator example how to interpret the ingredients 
of the SOMPLS model. Second, we will demonstrate how SOMPLS is able to build regression 
models based on three other real-world data sets. It will be shown that the SOMPLS model can 
compete, in terms of prediction performance, with the kernel based techniques SVMs and KPLS.  
Finally, we will examine by means of a relatively large simulated data set the impact of the 
number of training objects on the computational speed for optimising the SOMPLS and KPLS 
algorithms. 
 
This paper will end with some general remarks and overall conclusions regarding the 
applicability, advantages and shortcomings of the SOMPLS regression technique. 
 
 





5.2.1 Kohonen self-organising feature map 
 
A Kohonen network or self-organising feature map [11] consists of a set of non-interconnected 
units which are spatially ordered according to some topology; usually a two-dimensional 
rectangular or hexagonal grid is chosen. The term self-organising feature map refers to the 
unsupervised way the map is trained. Each unit in the map is equipped with a weight vector of 
which the number of elements is equal to the number of variables per input object.  
 
Before training the network, the elements of all weight vectors need to be initialised by values in a 
data set specific range. Usually, for each map layer, the unit elements are initialised by a small 
random number added to the average value of the corresponding variable in the training set. The 
objects (training examples) are presented in random order to all units in the network. The unit in 
the map possessing the weight vector most similar to the presented object is assigned to be the 
winner. The weight vectors of this unit and its neighbours in the map are updated by, first, 
calculating the difference between the actual input object and the respective weight vectors and, 
second, adding this difference attenuated by a certain factor (i.e., the leaning rate) to the elements 
of the weight vectors. Thus, after a match between the input object and a Kohonen unit, the 
weights of the winning unit and its neighbours become slightly more similar to the input object. 
This iterative process of weight adaptation is repeated until all objects belonging to the training 
set are presented a sufficient number of times (epochs) to the network. To obtain a qualitatively 
good Kohonen map, a proper similarity measure needs to be selected. We used in this paper the 
Euclidean distance. The size of the neighbourhood (with the winning unit located at the centre of 
it) is of vital importance to guarantee that relevant features of the multivariate input space are 
embedded in the weight vectors. Initially, the neighbourhood size is approximately equal to that of 
the size of the map itself. In this phase global characteristics of the data set are captured in the unit 
weights. Progressing,  the size of the neighbourhood is gradually decreased. This shrinkage 
procedure forces local clusters of units to represent specific features present in the data set. 
Finally, during the remainder of the training process, which takes most of the learning iterations, 
only the weights of the winning unit are adapted. As a consequence, each unit becomes 
specialised to those objects which are frequently mapped onto it. Starting training, the leaning rate 
is chosen relatively high (forcing a quick and global adaptation of the unit weights in the map). 
During training the learning rate is decreased linearly towards a small value allowing the 
individual units in the Kohonen map to diversify. 
 
 
5.2.2 Bi-Directional Kohonen network (BDK) 
 
A BDK network consists of two coupled Kohonen self-organising feature maps [1]. The first map 
(referred to as Xmap) deals with the topology of the input data. The second map (Ymap) having 
an identical size as the Xmap embeds the multivariate structure present in the corresponding 
output space. In the first updating pass of a BDK network, only the weights of the units in the 
Xmap are adapted. This is repeated until all objects in the training set are presented once in 
random order to the BDK network. The location of the winning unit is determined by:  
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Here S(X,Xmap) denotes the Euclidean distances between an input object X and all the unit 
weights in the Xmap. The same applies to S(Y,Ymap) but now for the associated output object Y 
and the units in the Ymap. The parameter α(t) regulates the relative weight between the 




location in the map for which the minimum in SListX(i,k) occurs. Note that for α(t) > 0.5 the 
S(Y,Ymap) term in Eq. 1 dominates the common similarity measure. 
 
In the second updating pass, the Ymap units of the BDK network are adapted object-wise 
according to Eq. 2: 
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Hence, the units in the Xmap and Ymap are updated in a bi-directional way driven by the 
topology gradually embedded in the unit weight vectors located in the opposite map. After 
convergence an unseen object X can be presented to the units in the BDK input map. The winning 
unit in the Xmap determines in a spatial one-to-one sense the output of the network, i.e. the 
weight vector values at the same location in the Ymap are given as BDK output. 
 
 
5.2.3 Supervised Kohonen Self-Organising Map – Partial Least Squares (SOMPLS) 
 
Instead of applying PLS directly to the original variables, in the SOMPLS algorithm we first 
derive the similarity matrix obtained between the objects in the training set and the weight vectors 
of the converged BDK Xmap. Next, each element of this matrix is weighted by a kernel function. 
This weighted similarity matrix hereafter will be referred to as kernel matrix. Although we realise 
that the term ‘kernel’ is not entirely correct speaking mathematically, throughout this paper we 
will refer to the weighted similarity matrix as being a real kernel. Two types of kernel functions 
are considered in this paper. 
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Each kernel matrix  element K(i,j) is a power of the sum of a constant and the corresponding 
element of the variance-covariance matrix between the input objects in the training set and the 
Xmap weight vectors. If for example a training set consists of 1000 objects characterised by 400 
variables and the unfolded 8x8 BDK Xmap yields 64 unit weight vectors (having per definition 
also 400 elements per unit), the resulting kernel K is a matrix having 1000x64 elements. In Eq. 3 
C represents a constant equal to zero or one, this in order to adapt to possible offsets in the data. 
The parameter N represents the power of the variance-covariance kernel. In this paper N is equal 
to 1 or 2. The values of C and N are optimised during a grid search procedure. The internal scaling 
factor β equals the reciprocal of the maximum distance between the two most dissimilar objects in 
the training set (for the rationale of this see below). This variance-covariance kernel is highly 
suited for tackling linear or weak non-linear regression problems [7]. 
 
The second type of kernel function is the Pearson VII Universal Kernel (PUK) [9]. This 
function was introduced by the mathematician Pearson [12] to describe amongst others the 
line shape of resonance bands in Near-Infrared spectra, Raman spectra and X-ray diffraction 
profiles [13]. Its parameters allow the Pearson function to vary gradually between a 
Lorentzian line shape and a Gaussian bell. As was shown by Üstün et al. [9], this generic 
kernel function mimics many other kernel functions like correlation or distance based higher 
order polynomials and the classical radial basis function. The PUK kernel function can be 
expressed as: 
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The heart of PUK is formed by the Euclidean distance between the input object Xi and the BDK 
weight vector Xmapj. In the SOMPLS formalism, application of the Pearson VII function usually 
will yield a non-symmetric matrix possessing element values varying between values close to zero 
(very different vectors) and one (two identical vectors). In Eq. 4 the parameter σ determines the 
width (sharpness) of the Pearson VII function. The parameter ω controls the actual shape (tailing) 
of the function. For ω=1 PUK yields a standard Lorentzian peak shape whereas for a large value 
of ω PUK approximates a Gaussian bell. As in Eq. 3, the constant β is used as an internal 
normalisation factor. This normalisation assures that all distances between the input objects and 
the map weights are in the range [0-1].This uniform rescaling of distances allowed us to define a 
small but efficient set of probe values of C and N (Eq. 3) and σ and ω (Eq. 4) used in optimising 
the kernel function and its parameters. 
 
Each row of the kernel matrix K will serve as an input object for PLS. The original multivariate 
output properties corresponding to each row, e.g., a set of multiple concentrations of chemical 
compounds, will serve as the prediction target. By means of a grid search, for both kernel 
functions their two parameters are varied. For each combination of parameters the number of 
latent variables of the PLS model are optimised by an internal cross-validation procedure. During 
the grid search, the model exhibiting the best performance for the test set is kept in the computer 
memory. After completing the grid search, the optimised PLS model (i.e, optimal number of latent 
variables and the corresponding loading vectors and regression coefficients) are stored and used to 
validate the regression model. This validation is done by making (according to Eq. 3 or 4) a new 
kernel matrix based on the objects in the validation set (containing unseen objects) and the Xmap 
weights thereby using the optimised kernel function and its parameters. Next, the ‘validation’ 
kernel serves as input for the optimised PLS model. The performance is expressed by the Root 
Mean Squared Error of Prediction (RMSEP). 
 
The flow diagram of the entire modelling and optimisation procedure for SOMPLS is depicted 
schematically in Fig. 1. Note that the BDK Ymap is not used explicitly by the PLS section of the 
algorithm. However, this map is a pre-requisite to conduct some of the analyses of the ingredients 






Fig. 1 Flow diagram of the optimisation procedure of the SOMPLS algorithm. 
 
 
5.2.4 Kernel Partial Least Squares (KPLS) 
 
Similar to SOMPLS, the KPLS kernel is also based on a similarity matrix. The only difference is 
that in KPLS the BDK weight vectors Xmapj (see Eqs. 3 and 4) are replaced by the original input 
vectors Xj, this according to the description of the genuine Radial Basis Function PLS 
implementation outlined in [6]. Hence, in KPLS the matrix element K(i,j) equals the similarity 
measure between the input objects i and j weighted by the kernel function. Consequently, the 
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KPLS kernel is a square and symmetrical matrix of which the number of rows and columns is 
equal to the number of objects in the training set. 
 
To allow a fair comparison between the regression models, for KPLS and SVMs we used the 
same kernel functions as we did for SOMPLS. The KPLS model was optimised according to the 
scheme outlined in section 5.2.3. 
 
We would like to stress here that for SOMPLS and KPLS any type of kernel function is a valid 
one. For SVMs a kernel function must satisfy certain conditions [7, 14]. As was shown in [9] both 





5.3.1 Description of the data sets 
 
5.3.1.1 Metabolite data set 
 
The first real-world data set was gathered during the EC INTERPRET project [15] and will be 
referred to in the remainder of this paper as the Metabolite data set. This data set consists of 299 
nuclear magnetic resonance (NMR) spectra taken from well-specified locations in the brain of 
healthy volunteers as well as patients suffering from the tumour types oligodendroglioma (grade 
II (moderate disease) and grade III (severe stage)). The spectra were taken over a range of 5.1 - 
0.715 ppm (resulting in 274 variables per spectrum) and were corrected for a diversity of NMR 
artefacts [15]. A representative NMR spectrum for healthy brain tissue is shown in Fig. 2. For 
each spectrum the area under pre-defined peak areas (corresponding to metabolites which are used 
by clinicians for the classification and grading of tumours) was calculated resulting in six 
concentrations of the metabolites Myo-Inositol (the peak centred around 3.56 ppm), Choline (3.22 
ppm), Creatine (3.02 ppm), N-Acetyl Aspartate (2.04 ppm), Lactate (1.26 ppm), and Fatty acids 
(0.88 ppm). The NMR spectra are used as input for the regression models, the six metabolite 
concentrations are the output. Because numerical peak integration is by definition a linear 
operation, this data set constitutes a linear multivariate regression problem. 
 
 
Fig. 2 Typical NMR spectrum for healthy brain tissue. Vertical bars indicate the peak positions corresponding to Myo-
Inositol (Myo), Cgoline (Cho), Creatine (Cre), N-Acetyl Aspartate (NAA), Lactate (Lac) and Fatty acids (Fat), 








5.3.1.2 Corn data set 
 
This data set contains 80 NIR spectra of corn samples for the prediction of the concentrations of 
moisture, oil, protein and starch content in corn. The spectra were measured from 1100 to 2498 
nm at a spectral resolution of 2 nm. The data are available at the web-site 
http://software.eigenvector.com/Data/Corn/index.html. In this paper we predict the moisture, oil, 
protein and starch content of the samples measured on the ‘m5’ NIR spectrometer. The same data 
pre-treatment has been performed as described in Ref. [16] with one exception: we did not remove 
the outliers (deviating spectra) to investigate the robustness of the SOMPLS algorithm. 
 
 
5.3.1.3 Distillation data set 
 
The third data set contains 131 NIR spectra of methanol distillation samples, measured at a 
temperature range of 20 to 40°C. Approximately 30% of the samples was collected at the 
industrial plant (46 samples) of General Electric Plastics, Bergen op Zoom, the Netherlands. The 
remainder of the data set was measured under controllable laboratory circumstances (86 
laboratory samples). For the laboratory samples, an experimental design was set up which 
encompassed the expected variations of the water concentration in the methanol distillation 
samples in the plant situation. Two model validation strategies were considered. One data set 
contained the laboratory as well as the plant data (referred to as Set A). In set B exclusively the 
laboratory samples were taken as training set and the plant samples as independent validation set. 
For further experimental details the reader is referred to [17]. 
 
 
5.3.1.4 Mixture data set 
 
The fourth data set contains 95 NIR spectra of 19 ternary mixtures of ethanol, water and iso-
propanol measured at five sample temperatures (30, 40, 50, 60 and 70 °C, respectively) in a 
spectral range of 850 to 1049 nm at a resolution of 1 nm intervals. The spectra were measured by 
Wülfert et al. [18] to investigate the influence of temperature induced spectral variations on the 
predictive ability of PLS. In that investigation local (for each temperature one model was build) 
and global (one model for all temperatures) regression models were examined. Additionally, SVM 
regression was applied in [17, 19] to this data set, following the same approach as described in the 
original paper  to compare the performance of SVM to PLS. In the present paper, only global 
KPLS and SOMPLS models are considered. To ensure a fair comparison the same data pre-
treatment has been performed as was described in [18, 19]. 
 
 
5.3.1.5 Spectrasim data set 
 
The simulated data set Spectrasim contains 480 artificial training spectra and 240 validation 
spectra. Each spectrum consists of 500 variables and contains a superposition of four Gaussian 
profiles which correspond to four artificial output concentrations. The first two concentrations are 
related to the area under each associated peak according to an exponent and the square root 
function, respectively. The other two concentrations were linearly related to the peak area. 
Afterwards, to increase the complexity of this regression problem, we introduced random spectral 
shifts, peak height shifts and peak broadenings. Moreover, the spectra were contaminated by some 
additive noise (5% of the maximum peak height). This data set will mainly be used to compare the 
computational speed of the SOMPLS and KPLS algorithms. 
 
 
Supervised self-organising map-partial least squares 
  
111 
5.4 BDK network configuration and parameter settings 
 
The BDK input and output map consists of units organised in a square grid having hard 
boundaries implying that no toroidal updating of the units (i.e., wrapping around the map edges) 
was allowed. For each data set considered in this paper the number of epochs was fixed to 200. 
Convergence of the BDK model was verified by monitoring the sum of absolute differences 
between the weights of the units in the input and output map before and after an epoch. The 
learning rate for the Xmap and Ymap was initially set to 0.1 and was linearly decreased to a value 
of 0.001 at the end of the training. The neighbourhood function was a square with the winning 
unit at the centre of it. The size of the neighbourhood was decreased exponentially in time during 
training. Starting training, it was set to the size of the input/output map minus one. As a 
consequence, initially almost the entire maps are adapted if the winning unit is located at the 
centre of a map whereas for the last 66% of the training epochs only the winning unit was 
updated. The learning rate for the units located in the neighbourhood was weighted by a Gaussian 
implying that the learning rate for the winning unit gets a weight of 1 whereas the learning rate for 
the units located at the edges of the square were weighted by a factor exp(-w2). The parameter w 
denotes the width of the neighbourhood function. In this paper the weighting parameter α(t) for 
the common similarity measure (see Eqs. 1, 2) is decreased linearly in time from 0.75 towards 0.5. 
All BDK parameters were kept the same for all data sets. 
 
The size of the BDK input and output map was roughly optimised for each data set. As a rule of 
thumb, first the number of units in the square maps was set to 8x8. Then, for some test runs the 
network size was decreased or increased step-wise a few times. The optimal setting was achieved 
if 1) monitoring of the weight changes still indicated a good convergence and 2) the difference 
between the prediction errors for the training and test set differed not more than 10%, this to 
prevent under-training or over-training of the BDK model. 
 
 
5.5 SOMPLS and KPLS model optimisation and validation 
  
The SOMPLS and KPLS kernel parameters were optimised by a grid search procedure. For doing 
this, we divided each data set into a training set (a random selection of 67% of the data objects or 
a pre-defined set according to the literature) and a validation set (the remainder of the data). In 
this way possible variations in performance due to the (random) division in training and test sets 
are excluded because each model was generated for the same set of data. No pre-processing, other 
than described in section 3.1, of the data was performed. 
 
First, the BDK network was constructed for the training set. Next, by applying the Kennard-Stone 
algorithm the training set was subdivided into an internal training (67% of the training data) and 
test set (33%) for the PLS algorithm. By means of a grid search the parameters C and N for the 
variance-covariance based kernel (see Eq. 3) and σ and ω of the Pearson VII kernel (Eq. 4) were 
optimised. In [9] the authors observed that the second parameter of the  PUK kernel, i.e. the 
tailing factor,  is less crucial for the outcome as compared to the value of σ. Hence, we selected a 
very limited number of possible ω values. The probe values of the parameters are summarised in 
Table 1. As a consequence, for each data set 4 + 24 possible kernel parameter settings were 
considered. The maximum number of latent variables for PLS was set to the number of units in 
the BDK Xmap which on turn equals the number of columns of the kernel matrix. So, in case of a 
8x8 BDK network 28 * 64 = 1792 PLS models were generated. 
 
The kernel function and its parameters and the number of latent variables yielding the best 
performance on the internal test set were used to rebuild the model for the full training set. The 




For the optimisation of KPLS almost the same strategy was followed as outlined for SOMPLS. 
The only difference is that for KPLS the kernel matrix was derived in an unsupervised way from 
the objects in the training set. Hence, KPLS does not require the BDK pre-modelling phase. 
 
Table 1. Parameter values of C and N of the variance-covariance based kernel function (COV) given in Eq. 3 and σ 
and ω of the PUK kernel function (see Eq. 4) used in the grid search procedure to optimise SOMPLS and KPLS. 
Kernel Parameter Meaning Values 
COV C Additive constant 0, 1 
COV N Polynomial degree 1, 2 
PUK σ Peak width 0.25, 1.0, 4.0, 16.0, 64.0, 256.0 
PUK ω Peak tailing factor 0.0625, 1.0, 16.0, 256.0 
 
 
5.6 Qualitative and quantitative data analysis 
 
Starting with the front end of SOMPLS, the BDK model, we will show the contents of the Xmap 
and Ymap in a similar way as we did in [1]. For example, plots of the unit weight vectors in the 
Xmap in a two-dimensional grid and graphical images of the layers (output variables) of the 
Ymap. A third comprehensive visual representation is the so-called correlation image [1]. As an 
example we use here the BDK Xmap and Ymap with 64 units as starting point for explaining this 
imaging technique. First we start by unfolding each square matrix of the Xmap and Ymap layers 
row-wise to a set of vectors. Each of these vectors corresponds to one particular input or output 
variable. Then the standard correlation coefficient is computed for each possible combination of 
input/output vectors. This procedure is depicted schematically in the first row of Fig. 3. Assuming 
that the weights of the units in the Xmap had each 500 elements (number of input variables) and 
the Ymap consists of six layers (i.e., six output variables were modelled by BDK), this yields a 
500x6 correlation matrix. This matrix can be visualised by means of an image (hereafter referred 
to as correlation image or CI) or by straight line plots. 
 
Switching to the PLS part, due to the kernel formalism of SOMPLS each PLS loading vector 
contains as much elements as the number of units in the BDK input map. Hence, as is the case for 
the Ymap layers of BDK, images of the individual loading vectors can be generated which relate 
directly to the BDK maps. This was done by folding each loading vector to a square matrix of 
which the elements match exactly the grid of units in the BDK maps. Another way is to compute 
correlation images of the loadings with the weights of the Xmap units (see second row of Fig. 3). 
Assuming that for the above given example 20 LVs were required for the optimal model, the 
constructed Xmap-loadings correlation image will be of the size 500x20. This CI facilitates the 
analysis of the relationship between the PLS loadings (which are based on the kernel matrix 
elements) and the original variables (used by BDK). 
 
A similar analysis can be done for the matrix which contains row-wise for each output variable 
the PLS regression coefficients (see third row of Fig. 3) which results in a CI matrix of size 
500x6. 
 
Other conventional graphical representations will be used in the Result & Discussion section as 
well. 
 
Quantitatively, all model performances of PLS, SVMs, BDK, SOMPLS and the KPLS algorithm 
will be expressed in terms of the standard Root Mean Squared Error of Prediction (RMSEP) [3] 
calculated for the independent model validation sets. 
 




Fig. 3 Construction of the correlation images. In this example the BDK input and output map consist of 64 units 
whereas the number of input and output variables are 500 and 6, respectively. The optimal number of latent variables 
in the PLS model in this example is 20. In the upper row each element of the correlation image (CI-XY)  of the 
unfolded Xmap and Ymap corresponds to the standard correlation coefficient calculated between the respective row in 
the Xmap and the column in the transposed Ymap of the BDK network. For instance, the matrix element CI-XY(2,4) 
corresponds to the correlation coefficient calculated between weight variable 2 of the Xmap units and weight variable 
4 of the Ymap units. Similar, the correlation image (CI-XL) between the unfolded Xmap and the matrix containing the 
PLS loadings can be constructed. This is shown in the second row. The third row depicts the construction of the 
correlation image between the Xmap and the matrix containing the PLS regression coefficients (CI-XB). 
 
 
5.7 Hardware and software 
 
All experiments presented in this paper were conducted on a Pentium IV computer having a 3.0 
GHz Intel processor and 1 Gb of RAM memory on board. SOMPLS and KPLS are both 
implemented in Matlab code (Matlab V6.5, The Mathworks Inc, Natick). The developed 
modelling and optimisation software package offers also a lot of visualisation functions to inspect 
the content of BDK and SOMPLS. Soon, this toolbox will become available at our web-site 
www.cac.science.ru.nl/software after we have implemented a public domain version of the PLS 
algorithm. In this study we used the commercially available PLS toolbox from Eigenvector 
Research, Inc., Wenatchee, WA, USA. For more information see www.eigenvector.com  
 
 
5.8 Results and Discussion 
 
We present for the Metabolite data set some visualisation and interpretation possibilities of 
SOMPLS and evaluate the performance of the four regression models considered in this paper. 
For the Corn and Distillation data set we will compare the performances of PLS, SVMs, 




of the SOMPLS and KPLS models. The Mixture data set is used as a typical example of a non-
linear regression problem and will be analysed in depth. The artificial Spectrasim data set is 
mainly used to examine the performance and the computational speed of SOMPLS and KPLS. 
This section will be finalised by some remarks and a general discussion. 
 
 
5.8.1 Metabolite data set: model interpretation, performance and computing time 
 
Figure 4 shows the Xmap weight vectors of the BDK network for the Metabolite data set. For 
each unit the weight vector is plotted at the coordinates where it appears in the 8x8 Xmap. The 
upper left part of the Xmap shows a strong N-acetyl aspartate peak whereas at the upper right the 
Lactate and Fatty acids peaks tend to dominate. Down right spectral profiles are visible indicating 
high concentrations of Myo-inositol, Choline and Creatine. The latter is confirmed by the value 
distributions in the layers of the Ymap shown in Fig. 5. The upper part of Fig. 6 depicts the 
spectra used in the training set. The middle section displays the correlation image obtained for the 
Xmap and Ymap layers. Each row in this correlation image corresponds to one particular 
metabolite whereas each column refers to one wavelength. For each metabolite the most intense 
colouring (minimum or maximum) can be observed under its associated peak in the set of spectra 
(areas of numerical peak integration are indicated by the vertical bars in the plot of the NMR 
spectra). For example, the second row (Choline) of the correlation image shows a maximum at 
variable 130 which indeed corresponds to the Choline peak. The lower panel in Fig. 6 shows the 
six rows of the correlation image in a more common graphical way. The correlation image 
elucidates also correlations to be present between two or more metabolites indicated by the 
intense colourings appearing at multiple locations in each row of the correlation image matrix. For 
instance, Lactate and Fatty acids (row five and six) appear to be strongly correlated. This 
correlation originates from the fact that Lactate and Fatty acids are both present in necrotic areas 
of the tumour oligodendroglioma (grade III). 
 
 
Fig. 4 Weight profiles of the Xmap units in the BDK network obtained for the Metabolite data set. A 8x8 network was 
used. The upper left weight profile corresponds to the first unit in the input map, whereas the profile down-right 
belongs to unit 64. For further explanation see text. 
 




Fig. 5 Images of the six layers (each dealing with one specific metabolite concentration) of the Ymap of the BDK 
network for the Metabolite data set. The maps can be related directly in a one-to-one sense to the weight profiles of the 
input map shown in Fig. 2 
 
 
Fig. 6 The upper panel depicts the NMR spectra used in the training set for the Metabolite regression problem. The 
vertical bars indicate the six regions of numerical integration. In the middle the correlation image which was obtained 
from the Xmap layers (274 weight elements per unit) and Ymap layers (six metabolites). The first row corresponds to 
Myo-inositol whereas the other rows refer to Choline, Creatine, N-Acetyl Aspartate, Lactate and Fatty acids, 
respectively. The lower panel shows the rows of the correlation image matrix as line plots. 
 
 
Fig. 7 depicts (similar to the imaging of the Ymap layers) the distribution of the values of the first 
four latent variables in relation to their unit location in the BDK Xmap. The map of the first PLS 
loading vector (LV1) is not clearly structured. This is due to the fact that we did not apply mean-
centring or auto-scaling to the spectra. Hence, LV1 captures the mean of all spectra in the training 
set which is only moderately related to the specific spectral features embedded in the weights of 
the Xmap. The lay-out of the second LV map corresponds well to the map of Creatine, whereas 
the map of LV3 is more or less anti-correlated with the Choline map like in a jig-saw puzzle. To 
quantify this we calculated the correlation image for the Xmap weights (a 64x274 matrix) and the 
first five PLS loadings (5x64) which results in a 5x274 CI matrix. The middle and lower trace of 
Fig. 8 show the correlation image and the row-wise plot of the CI matrix. To facilitate a visual 
comparison, the NMR spectra are plotted in the upper part. As can be seen in the second row of 
the CI (corresponding to LV2) the maximum correlation appears at wavelength 130 (Creatine 




spectral range weak Creatine-related peaks are present. The LV3 row exhibits a minimum at 120 
(Choline). Associated peaks are present as well in the spectral region 170-190. Apparently the 
remaining latent variables deal with other spectral features which can not be assigned directly to 
one of the six metabolite peaks. Possibly, these LVs are necessary to adjust SOMPLS at best to 
the relationship present between the spectra and the calculated metabolite concentrations. To 
complete the quantitative analysis, we calculated the CI matrix for the BDK Xmap units and the 
PLS regression coefficients. The results are visualised (in the same way as we did before) in Fig. 
9. Here the maxima in the correlation image matrix of the regression coefficients for the six 
metabolites appear exclusively at the spectral ranges at which the metabolite concentrations were 
calculated by means of numerical integration (see Fig. 6). 
 
 
Fig. 7 Backward projection of the optimised PLS loading vector values onto the BDK map configuration for the 
Metabolite data set. Each loading map can directly be related to the BDK Xmap weight profiles (Fig. 2) and Ymap 
layer images  (Fig. 3). 
 
Table 2 compares the performance of the analysed SOMPLS model to PLS, SVM, BDK and 
KPLS. First of all, the prediction errors for the BDK network are much higher than for the other 
modelling techniques. This can be explained by realising that the BDK Ymap contains just 64 
possible multivariate outputs (output quantisation). More answers are not possible because BDK 
can not interpolate between its output units. For all other models the outcome is more or less 
comparable. Because we know that the underlying relationship in the Metabolite data set is linear, 
obviously PLS should be preferred. However, it was our aim to demonstrate that SVM, KPLS and 
SOMPLS can model such linear relationship as well. This was supported by the selected type of 
the kernel function and its parameters: for SOMPLS and KPLS during the optimisation process a 
variance-covariance based kernel with N=1 and C=1 was found indicating the linearity of the 
regression problem. For SVM a PUK kernel was found with a relatively large σ value which 
indicates the linearity of the problem as was discussed in [9]. It should be noted that Artificial 
Neural Networks are much less suited to cope with such explicit linear relationship [20]. 
 
SOMPLS uses much less latent variables (40) than the KPLS algorithm does (77). Also striking 
differences can be observed for the computational time needed to optimise each model. Where 
PLS and SOMPLS require less than a few minutes, the KPLS algorithm was optimised in 24 
minutes. The six optimal SVM models (for each metabolite we had to compute an individual 
SVM) were found after 8,4 hours. 
 




Fig. 8 Upper trace: the spectra of the Metabolite data set. Middle panel: the correlation image obtained for the Xmap 
weights and the PLS loading vectors. Only the first five loading vectors are shown. The lower graph displays the line 





Fig. 9 Spectra and correlation image for the BDK Xmap and the PLS regression coefficients (denoted as B 





Table 2. Root Mean Square Error of Prediction (RMSEP) values for the six metabolite concentrations and the total 
running time (lower row) of the optimisation procedure for the Metabolite data set. 
 PLS SVM BDK SOMPLS KPLS 
Myo-inositol 28.1 33.1 195.1 32.1 28.8 
Choline 37.4 37.9 207.1 38.2 34.1 
Creatine 40.5 34.3 113.8 41.1 32.7 
N-Acetyl aspartate 49.2 48.7 142.1 50.6 50.5 
Lactate 31.6 22.6 148.3 34.2 24.4 
Fatty acids 33.7 33.6 107.8 34.4 38.1 
Running time (sec) 44.8 30240 62 174 1427 
For SOMPLS a 8x8 BDK network was used. The time for SOMPLS includes 62 seconds for building the BDK model. 
The optimal number of latent variables in PLS, SOMPLS and KPLS are 24, 40 and 77 respectively. For SVM the total 
time corresponds to the optimisation of six models (for each metabolite one SVM is required). 
 
 
5.8.2 Corn data set: model parameters and performance 
 
For the Corn data we temporarily leave the path of the visual analysis and focus solely on the 
performance and the parameters of the considered models. This data set contains four output 
variables. To facilitate a comparison with the results reported for PLS and SVMs in literature [17] 
now we constructed four individual SOMPLS and KPLS models to deal with the concentrations 
of moisture, oil, protein and starch, respectively. The kernel matrix for all SOMPLS models, 
however, was derived from just one BDK model. Table 3 displays the performance of SOMPLS 
and KPLS. As can be observed, each individual model possesses its own specific kernel type and 
parameters and optimal number of latent variables. For each output variable, SOMPLS has other 
optimal parameter settings than KPLS. This can be understood by considering that the kernel of 
KPLS is based on information present in the input space. The basis of the SOMPLS kernel, the 
BDK Xmap, contains this information as well but it is embedded in a supervised way implying 
that the Xmap weights are ordered to match tightly the topology captured in the associated Ymap. 
This might also explain why SOMPLS in general uses less latent variables than  KPLS. Another 
explanation might have been the size of the KPLS kernel. In this example, however, the SOMPLS 
kernel was even a bit larger (54x64) than the KPLS kernel (54x54). 
 
Table 3. RMSEP values for the four compounds in the Corn data set.  
 RMSEP # LVs Kernel type Parameter 1 Parameter 2 
SOMPLS      
Moisture 0.0099 27 PUK 256 16 
Oil 0.0407 23 COV 1 1 
Proteine 0.1016 28 PUK 256 16 
Starch 0.1640 20 PUK 64 16 
      
KPLS      
      
Moisture 0.0082 33 PUK 256 256 
Oil 0.0386 24 PUK 256 256 
Proteine 0.1013 27 COV 2 1 
Starch 0.1488 21 PUK 64 1 
Here, #LVs refers to the optimal number of latent variables. The values of parameter 1 and 2 correspond to C and N (in 
case a variance-covariance based kernel (COV) was selected or to σ and ω in case of the PUK kernel. For SOMPLS a 
8x8 BDK network was used. In order to compare the results with [17] each concentration was modelled separately by 
SOMPLS and KPLS. Table 4 shows this comparison. 
 
 
Table 4 summarises the performance of the four regression models. Because the data set contains 
non-linearities PLS performs worst. As could be expected from literature, the SVM model 
performs very good but SOMPLS and KPLS even perform slightly better. Note that SOMPLS and 
KPLS were trained with the full Corn data set which contains a few outliers in the training set. 
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Apparently, the presence of the outliers did not deteriorate the performance of SOMPLS and 
KPLS, indicating that both models are robust with respect to these outliers. 
Regarding the time required to optimise the models, clearly SOMPLS and KPLS are taking the 
lead. Moreover, both algorithms could have done the job at once with one model for all variables, 
thereby reducing the time required to optimise the models by a factor four. Taking thereupon into 
account the transparency of the SOMPLS model, we are convinced that SOMPLS is a good 
alternative for the other three algorithms. 
 
Table 4. Comparison of the model performance (expressed in RMSEP values) for the Corn data set of PLS, SVM 
(values were taken from Ref. [17]), and SOMPLS and KPLS. 
 PLS SVM SOMPLS KPLS 
Moisture 0.0190 0.0100 0.0099 0.0082 
Oil 0.0742 0.0654 0.0407 0.0386 
Proteine 0.1732 0.1190 0.1016 0.1013 
Starch 0.2946 0.1806 0.1640 0.1488 
 
 
5.8.3 Distillation data set: model interpretation and performance 
 
Figure 10 shows for the Distillation data the NIR spectra and the correlation image obtained from 
the BDK Xmap weights and the PLS loadings. Only the first five LVs are processed. For two 
spectral regions (i.e. 1-700 and 1000-2250) the correlation profile of LV2 dominates all the other 
LVs. In these areas the concentration of water is more or less linearly related to the height of the 
bands in the spectra. In the region 700-1000 the other loadings come into play, this to adapt to 
non-linear phenomena present in the data set. For wavelengths higher than 2000, the correlation 
profiles of the loading vectors become very noisy. This is caused by the high degree of similarity 
between all spectra in the training set: no discriminative information for modelling the water 
concentration is present in that region which could be captured by the loadings. As a consequence 
this region of the NIR spectrum might be discarded without any loss of model performance and 
interpretability. 
 
Table 5 shows the results for the two validation strategies. For both strategies PLS performs worst 
indicating the non-linearity of the regression problem. For set A and set B SVM and SOMPLS 
yield comparable performances. For set A the KPLS model outperforms all other methods 
whereas the prediction error is almost doubled (as compared to SVM and SOMPLS) for set B. 
Probably, KPLS has weighted in its kernel the most outlying spectra (see Fig. 10) stronger than 
the NIR spectra lying in between. The validation set contained only spectra in this intermediate 
region. In fact a kind of over-training effect caused by the division in laboratory samples (wide 
spread) and plant samples (small spread) occurred. For validation strategies A and B, SOMPLS 







Fig. 10 The Distillation data set. Upper panel: the NIR spectra used in the training set. In the middle and lower panel 
the CI for the Xmap weights and the first five PLS loadings are depicted as an image and line plots, respectively. 
 
 
Table 5. Performances for the Distillation data set of PLS and SVM (RMSEP values and parameter values originate 
from [17]), SOMPLS and KPLS. 
Model RMSEP #LVs Kernel Param. 1 Param. 2 
Set A      
PLS 0.0329 9    
SVM 0.0193  COV 2 1 
SOMPLS 0.0208 14 PUK 4 1 
KPLS 0.0103 26 PUK 1 1 
      
Set B      
PLS 0.0515 9    
SVM 0.0244  COV 2 1 
SOMPLS 0.0248 15 PUK 4 1 
KPLS 0.0455 34 PUK 64 0.0625 
Empty entries in the table correspond to non-relevant parameters for the particular algorithm. For SOMPLS a 4x4 
BDK network was optimal. In the original paper Set A was modelled by means of a leave-10-out validation procedure. 
 
 
5.8.4 Mixture data set: model interpretation 
 
The BDK Xmap weight vectors for the Mixture data set is shown in Fig. 11. The unit weights 
exhibit many spectral features in the map ordered according to the topology manifest in the data 
set. For example, at the upper right of the map spectral profiles are present having a broad 
resonance band corresponding to water. The latter can be confirmed by inspecting the associated 
Ymap layers for ethanol, water and iso-propanol depicted in the upper row of Fig 12. During 
BDK training each compound has allocated its own region in the Ymap thereby guiding the 
formation of the weight vectors in the Xmap. The image of the Ymap layer for water shows the 
presence of high water concentrations at the upper right section of this map. Fig. 13 depicts the 
NIR spectra used in the training set and the correlation image for the Xmap and Ymap layers. 
Especially for water (second row) a strong correlation between the unit weights and the 
concentration can be observed: between 40-70 this correlation is almost –1 whereas in the region 
100-150 the correlation is close to +1. The correlation profiles for the alcohols show less extreme 
values except for the regions 75-85 (ethanol band, correlation +1)) and 85-90 (iso-propanol band, 
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correlation –0.98). Fig. 14 depicts the NIR spectra and the correlation image obtained for the 
Xmap weights and the first five PLS loadings. The second loading is positively correlated to the 
region where the water band is present in the spectrum. The third loading shows a strong 
correlation with the spectral region belonging to ethanol and iso-propanol. The fourth and fifth 
PLS loading vectors deal predominantly with the inflection point in the spectrum around 
wavelength 155. This inflection is caused by the non-linear interaction between the sample 
temperature and the concentration of water in the ternary mixture. Returning to Fig. 12, one can 
see that the mapping of the second loading vector (LV2) corresponds well to the Ymap layer of 
water. The third loading map (LV3) coincides partially with the ethanol map and is 
complementary to the iso-propanol map. Because we did not apply mean-centring or auto-scaling 
to the spectra, the LV1 image does not resemble any of the Ymap layers. The Ymap and loading 
images indicate that the concentration of water is the dominating variable in the SOMPLS model. 
Thereupon, LV2 captures much more of the variance in the data than the higher order loading 
vectors do. This observation is in agreement with [18]. 
 
 




Fig. 12 First row: map images of the three BDK Ymap layers for the Mixture data set corresponding from left to right 
to ethanol, water and iso-propanol, respectively. The second row shows the back-folded loading vectors of the PLS 






Fig. 13 Correlation image analysis of the BDK maps for the Mixture data set. At the top, the spectra are depicted. 
Middle and lower part: the correlation image for the Xmap (200 variables) and Ymap  layers (3 variables). The rows in 





Fig. 14 Spectra contained in the training set of the Mixture data set (top) and the correlation image (middle and lower 
panel) calculated for the BDK Xmap weight profiles and the first five PLS loading vectors.  
 
 
Table 6 shows the RMSEP values for all models. In addition, the kernel function parameters of 
SOMPLS and KPLS are given. For SVM we incorporated in the table the result given in [17] for 
the global model (i.e., one model per output variable for all temperatures) optimised by a grid 
search. SOMPLS and KPLS perform even slightly better than the SVM model. The kernel of 
KPLS (COR type, N=2, C=1) indicates a quadratic behaviour, which is intuitively supported by 
the relatively small value of the width of the PUK kernel function (σ=4) for SOMPLS. Also here 
the optimal number of LVs for SOMPLS was considerably less than for KPLS. 
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Table 6. The Mixture data set.  
Model RMSEP Ethanol RMSEP Water RMSEP Propanol #LVs Kernel Param. 1 Param. 2 
PLS 0.0196 0.0084 0.0207     
SVM 0.0067 0.0038 0.0065     
SOMPLS 0.0054 0.0027 0.0047 23 PUK 4 1 
KPLS 0.0066 0.0031 0.0051 35 COV 2 1 
Performances of PLS and SVM (RMSEP values are given in [17]), and the SOMPLS and KPLS models. Because in 
that publication for each concentration (i.e., ethanol, water and iso-propanol) individual PLS and SVM models were 
computed, a direct comparison with the single set of parameters of our multi-output SOMPLS and KPLS algorithms is 




5.8.5 Spectrasim data set: SOMPLS versus KPLS 
 
Fig.15 depicts the correlation image calculated for the Xmap weights and the first five PLS 
loadings for the Spectrasim data set. As can be seen, the second loading (second row in the image) 
deals with modelling the concentrations belonging to the broad peak at the centre in the spectrum. 
Next, loading three comes into play for output variable four. The fourth loading clearly takes care 
of the first variable whereas loading five is highly correlated with the peak belonging to output 
variable three. Probably, the additional loadings are necessary for adapting the SOMPLS model to 
the induced spectral shifts and peak broadenings. 
 
Table 7 summarises the results for SOMPLS and KPLS for the Spectrasim data set. 
To examine the effect of the number of objects in the training set (which determines the size of 
the kernel) and the number of latent variables to be scanned during the grid search, for KPLS we 
considered two cases. First, the maximum number of latent variables for KPLS was set to 64. This 
number equals the maximum number of LVs used for optimising the SOMPLS algorithm (for this 
data set a 8x8 BDK network was used). Second, the maximum number of LVs for KPLS was 
standard set to the number of rows in the kernel matrix used to train the model. For the Spectrasim 
data set this comes down to a total of 320 objects (67% of the 480 objects in the training set). 
 
 
Fig. 15 Simulated spectra (top), correlation image (Xmap versus the first five PLS loadings) and CI line plot (bottom) 











The last column in the table refers to the model optimisation time in seconds. The KPLS row marked with a (*) 
belongs to the model which was obtained by fixing the maximum number of latent variables in the grid search to 64. In 
the last row, for KPLS the maximum number of LVs was equal to the number of rows of the kernel matrix, i.e. 320. 
 
 
Concentrating on the first two rows of Table 7, SOMPLS performs better for the first two (non-
linear) output variables (Var1 and Var2) whereas the LV-limited version of KPLS shows a 
slightly better performance for the two linearly related variables. For KPLS the maximum number 
(64) of LVs was selected as being optimal. Apparently more LVs are needed to tackle the mix of 
linear and non-linear output variables. This is confirmed by the third row in Table 7. Indeed, with 
186 LVs KPLS is better able in modelling the underlying multivariate relationship between input 
and output. The performance of the models is depicted graphically in Fig. 16. The KPLS model 
for 186 LVs shows less spread of the points around the diagonal (the ideal line) than the other two 
models. Nevertheless, all models capture the underlying relationship between the spectra and the 
output variables in a satisfying way. 
 
 
Fig. 16 Performance evaluation plots for the Spectrasim data set. At the left for the SOMPLS model the actual output 
values (validation set) are plotted against the predicted ones for all four output variables, i.e. Var1, Var2, Var3 and 
Var4. The same is done for the LV-limited version of the KPLS model in the middle plot and the fully optimised 
KPLS model depicted at the right hand side 
 
For the gain in performance of KPLS a huge price had to be paid: SOMPLS was optimised in less 
than eight minutes (including training the BDK network which took about two minutes). For the 
better performing fully optimised KPLS network a running time of more than eight hours was 
noticed, implying that the slightly worse performing SOMPLS algorithm was optimised in just 
1.6% of the total running time of KPLS. This striking difference is of course due to the kernel size 
of SOMPLS (320 rows x 64 columns) and KPLS (320x320) and the different number of latent 
variables to be evaluated during the optimisation of both models, i.e. 64 versus 320 LVs. 
 
 
5.9 General remarks and discussion 
 
As was observed for the data sets, the SOMPLS model requires in general less latent variables 
than KPLS. We explained for the Corn data set that the supervised embedding of the multivariate 
structure present in the input and output space in the BDK maps yields a compact informative 
kernel. For KPLS and SVMs the kernel is constructed in an unsupervised way, i.e., exclusively 
information from the input space is used. A second reason is that in general the number of 
columns of the kernels for KPLS and SVMs is much larger than the SOMPLS kernel. 
Model Var1 Var2 Var3 Var4 #LVs Kernel Par. 1 Par. 2 T (sec) 
SOMPLS 0.248 0.338 0.433 0.469 60 COV 2 1 463 
KPLS (*) 0.395 0.567 0.352 0.458 64 COV 2 1 1388  
KPLS 0.222 0.120 0.179 0.396 186 PUK 4 1 29138 
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Consequently, more latent variables are necessary to capture the relevant information for building 
the optimal model. In particular the latter became most evident for the simulated Spectrasim data 
set. 
 
We noticed that the optimal number of latent variables is quite high. Nevertheless, none of the 
models was over-fitted as was expressed by the RMSEP values obtained for the independent 
validation sets. To check whether this large number of LVs was really necessary, for all data sets 
we deliberately reduced the optimal number of LVs by 10%. For each data set the model 
performance for the training set and the validation set deteriorated considerably, indicating that 
indeed 100% of the LVs is necessary for SOMPLS and KPLS. 
 
Given a pre-defined division of the data in training, test and validation sets, PLS, KPLS and 
SVMs always will yield the same prediction model for the optimised set of parameters. Not in 
case of SOMPLS. The BDK maps are organised in a stochastic way, i.e., each run will give 
another distribution of the Xmap and Ymap weights. The kernel matrix will change accordingly 
leading to a different outcome. Hence, the performance of SOMPLS might fluctuate slightly. It 
was verified that for the data sets used in this paper the RMSEP values deviated some 5% up to 
10% from the values presented in the tables. Hence, SOMPLS provides no unique model, as PLS, 
KPLS and SVMs do. As a work-around, one can generate several SOMPLS models, which is 
common practice in the field of artificial neural networks [20], if the primary focus is directed 
towards the best performing regression model. 
 
The model irreproducibility however does not change the interpretability of the SOMPLS model. 
For example, the correlation images for SOMPLS remain the same for each generated model. On 
the one hand, this is caused by the supervised way the BDK Xmap and Ymap are trained: these 
two maps are always intricately coupled. On the other hand, the kernel matrix and the elements of 
the PLS loading vectors are rearranged accordingly, due to the fact that the weigh vectors in the 
Xmap are explicitly used to construct the kernel matrix. In other words, the performance of the 
model might fluctuate a bit but the overall SOMPLS model remains essentially the same allowing 
a consistent visualisation and interpretation of the model. Importantly, the global modelling 
character of SOMPLS is persistent for any properly trained BDK network, i.e., if an appropriate 
network size is chosen and if the maps are fully converged. 
 
The correlation images provide essential information for understanding the relationship between 
input and output. It was demonstrated that the BDK Xmap-Ymap correlation image unravels the 
global characteristics of the relationship between the input an output variables and, moreover, 
even possible correlations between the output variables themselves (see the Metabolite example). 
The Xmap-loading correlation image provides additional information which might remain 
obscured in the corresponding Xmap-Ymap CI. For example for the Distillation and the 
Spectrasim data sets the Xmap-loadings correlation image exhibited features (e.g. related to 
spectral shifts) which remain obscured in the Xmap-Ymap CI. Hence, both types of correlation 
images provide (complementary) information regarding to what is happening in the model. Also 
the correlation image between the Xmap weights and the PLS regression coefficients might yield 
additional information as was illustrated for the Metabolite data set. 
 
Two types of kernel functions were considered in this paper: the variance-covariance kernel and 
the PUK kernel function. As we expected, for linear problems the first order variance-covariance 
kernel or a PUK kernel with a high σ value was selected as being optimal. For non-linear 
problems in general the PUK kernel appeared to be the best one for both SOMPLS and KPLS. In 
a side study we compared the performance of the PUK based SOMPLS and KPLS models to the 
usually applied Radial Basis Function [6]. It appeared that for all data sets described in this paper 




is in agreement with the observations done in [9]. Hence, to our opinion the PUK kernel function 
is sufficient to cover a broad gamut of complex non-linear multivariate regression problems. 
 
In conjunction with the aforementioned issue, the properties of the SOMPLS kernel are not bound 
to the strict rules which apply to the kernel types for SVMs and, to a lesser extent, KPLS-like 
algorithms [6, 8, 9, 14]. Asymmetrical kernels are allowed and might even be advantageous 
(regarding the computing time required to optimise the model) and no restrictions are imposed on 
the actual rank and range of eigenvalues of the kernel matrix. For example the SOMPLS kernel 
does not need to be a square, symmetrical and semi-positive definite matrix. But apparently also 
the asymmetrical SOMPLS kernel  transforms the original variables into a feature space in which 
the non-linear multivariate regression problem can be solved in a linear way by PLS. Surprisingly, 
as we observed for most data sets studied in this paper, the asymmetrical SOMPLS kernels 
mimicked visually quite well the general appearance of the symmetrical SVM and KPLS kernel 
matrices. 
 
We demonstrated for the Corn data set that the SOMPLS algorithm appears to be quite insensitive 
for outliers. This can be explained as follows. In the BDK map, outliers will be mapped on 
‘isolated’ units. The weight vectors of these isolated units deviate from all other BDK unit 
weights which deal with the overall (informative) features in the data set. In the regression phase, 
these isolated units are ignored by the PLS algorithm, i.e. the values of the regression coefficients 
for these units are usually equal or very close to zero. If a data set contains many outliers, we 
recommend to remove the bad data objects beforehand because otherwise the BDK input-output 
maps might be contaminated too much resulting in a deteriorated performance of the SOMPLS 
algorithm. 
 
In this paper we discussed exclusively spectral regression problems with no missing variable 
values. SOMPLS however might be able to handle regression problems containing missing data as 
well. In that case, individual layers of the BDK map (which correspond  to a missing variable 
value) can be switched off during the mapping process. Afterwards, the missing value (or values) 
can be retrieved from the particular layer (or layers) in the BDK map. 
 
The issues regarding the interpretation of the kernel matrix, the sensitivity of SOMPLS to the 
presence of outliers and how to handle missing values and censored data will be discussed in 
detail in a forthcoming paper. 
 
An advantage of SOMPLS is the size of the kernel matrix. For large data sets SVMs and KPLS 
run into problems because the number of elements in the square kernel matrix becomes 
tremendously large. In a modern computer the available memory capacity limits therefore the 
number of objects which can be handled. As we showed for the Metabolite and Spectrasim data 
sets, SOMPLS provides a fast and accurate modelling alternative for KPLS and SVMs. 
 
Last but not least, we will address here our motivation to use the BDK network instead of the 
faster unsupervised Kohonen mapping technique as a basis for the SOMPLS kernel. Two reasons 
apply to this. First, the BDK Ymap allows us to analyse and interpret the SOMPLS model in 
detail. By using a Kohonen network also an output map can be constructed, but this map usually 
will contain some un-assigned weight values in the output map because none of the input vectors 
is projected on the associated input map units. This inevitably will hamper the interpretation of 
such Kohonen based SOMPLS model. Second, we observed in a pilot study that for a kernel 
matrix based on the unsupervised Kohonen map the performance of PLS was deteriorated to some 
extent as compared to the kernel matrix generated by the supervised BDK algorithm. Hence, also 
an unsupervised and faster mapping method like Counter Propagation Networks yielding also a 
complete output map [21] can not serve as an alternative for BDK. 
 





In this paper we presented a novel multivariate regression technique: the supervised Self-
Organising Kohonen Map hyphenated to Partial Least Squares. It has been demonstrated for a set 
of linear and non-linear problems that the versatile SOMPLS model can compete with the kernel 
based techniques KPLS and SVMs. Thereupon, SOMPLS provides a transparent model which 
opens several ways of investigating the underlying relationship between the input and output. 
 
The BDK input and output map allow a thorough analysis of the specific features present in the 
data set at hand. The Xmap-Ymap correlation image elucidates in a straight manner how the 
output variables are related to the multivariate input. Moreover, the correlation image can be used 
as an instrument to investigate the presence of (non-linear) correlations between the output 
variables. By extending this type of analysis to the PLS loadings and regression coefficients, 
additional information can be retrieved due to the backward coupling to both BDK maps. 
 
We showed that SOMPLS is capable in handling linear as well as non-linear regression problems. 
For the data sets considered in this paper, the performance of SOMPLS was comparable or 
sometimes even better than KPLS and SVMs. Additionally, SOMPLS yields less complex models 
as compared to KPLS as was indicated by the smaller number of optimal latent variables required 
to establish each particular regression model. 
 
Another advantage of SOMPLS and KPLS over SVMs is that one model is sufficient  to predict 
multivariate outputs. One kernel needs to be optimised, this opposed to SVMs where for each 
output variable the optimal kernel parameters must be found.  
 
SOMPLS provides no unique model. Depending on the initialisation of the BDK network the 
performance as expressed in RMSEP might fluctuate in the order of some 5 – 10%. This might 
seem a bit disadvantageous but if one is interested in studying the underlying (non)linear 
relationship between input and output data, for any initialisation of the BDK map weights the 
analysis of SOMPLS yields a consistent visualisation and interpretation of the multivariate 
regression model. 
 
It was demonstrated that the time needed to optimise the SOMPLS, KPLS and SVMs models 
could differ substantially. For small data sets these differences are within the limits of 
acceptability, but for larger data sets the short running time to optimise the SOMPLS algorithm, 
maybe at cost of a slightly worse performance, might be very advantageous for many real-world 
applications. Moreover, regarding the size of the respective kernels, for very huge data sets SVMs 
and KPLS might not be applicable anymore where SOMPLS still is. 
 
In summary, the synergistic SOMPLS algorithm is a fast and powerful alternative for tackling 
high-dimensional non-linear multivariate output problems. This technique yields well-performing 
and robust models which are characterised by small prediction errors in combination with a fast 
and stable training behaviour. Moreover, the transparency of SOMPLS facilitates the 
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This paper reports the application of Fourier-transform infrared (FT-IR) 
spectroscopy to the geographical classification of extra virgin olive oils. Two 
chemometrical techniques, classification and regression trees (CART) and 
support vector machines (SVM) based on the Gaussian kernel and the recently 
introduced Euclidean distance-based Pearson VII Universal Kernel (PUK), 
were applied to discriminate between Italian and non-Italian and between 
Ligurian and non-Ligurian olive oils. The PUK is applied in literature with 
success on regression problems. In this paper the mapping power of this 
universal kernel for classification was investigated. In this study it was 
observed that SVM performed better than CART. SVM based on the PUK 
provide models with a high selectivity and sensitivity (thus a better accuracy) 
as compared to those obtained using the Gaussian kernel. The wave numbers 
selected in the classification trees were interpreted demonstrating that the trees 
were chemically justified. This study also shows that FT-IR spectroscopy 
associated with SVM and CART can be used to correctly discriminate 
between various origins of olive oils, demonstrating that the combination of 






Vegetable oils are used as a cooking medium, a dressing in their own right or as ingredients in a 
wide range of food products (e.g. salad dressings, baked goods, shortenings). Olive oil is an 
economically important vegetable oil and the majority of world production takes place in 
Mediterranean countries. Obtained from Olea Europa sativa, olive oils are marketed according to 
the process used for their extraction and their geographic origin. Extra virgin olive oils are the 
most desired and most expensive grades, produced using only cold pressing techniques. They are 
a potential target for adulteration or mislabelling; while the main adulteration issue involves 
addition of other, cheaper oils, a significant labelling issue involves false claims concerning the 
geographic origin of an olive oil. A range of analytical methods has been investigated for their 
ability to detect mis-labelling of vegetable oils. While sometimes meeting with significant 
success, these methods (determination of fatty acid profiles by gas liquid chromatography [1], 
high pressure liquid chromatography [2] measurement of slip points and iodine values [3], stable 
carbon isotope ratio analysis [4], pyrolysis mass spectrometry [5] and chemiluminescence [6]) are 
time consuming, expensive and generally destroy the sample material. Spectroscopic techniques 
represent an alternative approach and have advantages in terms of speed and laboratory expense 
per test. Fourier-transform infrared (FT-IR) spectroscopy has previously demonstrated a 
capability for discriminating between sets of similar biological materials [7, 8]. This paper reports 
on its potential for discriminating between extra virgin olive oils from (1) Italy and other countries 
around the Mediterranean sea and (2) Liguria and other regions within Italy. Specifically, it 
reports on the utility of the mathematical techniques classification and regression trees (CART) 
and support vector machines (SVM) for these binary classification problems. Furthermore, it 
emphasizes the capability of the Pearson VII Universal Kernel (PUK), which is introduced by 
Üstün et al. [9] as a generic kernel for SVM regression. In [9] it is shown that the PUK kernel is 
capable of functioning as a universal kernel function, which can be used instead of Gaussian or 
polynomial kernels. Moreover, PUK leads to an improvement in the prediction accuracy of 
regression because of its high feature space mapping power. In this paper, performance and 
capability of CART and SVM classifiers is investigated. The choice of CART was due to the 
simplicity of the interpretation of the results, as it allows deriving simple rules, based on a reduced 




extra virgin olive oils. SVM was chosen not only because of its ability to model complex non-





6.2.1 Classification and Regression Trees 
 
CART is a non-parametric procedure, that is, it makes no assumption about the distribution of the 
data. This methodology was introduced in 1984 by Breiman et al. [10] for explaining and/or 
predicting both categorical and continuous responses. If the response is categorical, the final 
output is a classification tree. On the other hand, if the response is continuous, a regression tree is 
obtained. This modelling technique is a binary recursive splitting procedure that divides the data 
into mutually exclusive sub-groups that are more homogeneous with respect to the response than 
the initial dataset. It is binary because the process divides the dataset into exactly two subsets and 
it is recursive since the process is repeated for each of the resulting subsets. The tree is built by 
dividing the root node (node 0) containing all objects of the dataset into two child nodes. These 
nodes are characterized by a simple question about a cut-off value for the variable selected to split 
the data that requires only a yes or no answer. Each question is based on a single variable that is 
chosen from the list of explanatory variables. Depending whether the answer to the question is yes 
or no, the objects are placed in the left or right node. The nodes obtained after a split can be either 
terminal nodes (TNs), or leaves, meaning that they cannot be split any further, or parent nodes, 
and in this case the objects they contain are divided again into two new child nodes (Fig. 1). The 
splitting of the parent nodes continues until their child nodes are homogeneous, that is, the objects 
in the node are very similar or a predefined number of objects in the TNs is reached. CART 
methodology consists of three steps. Firstly an over-large tree is grown by recursive partitioning 
of the data. This tree will have a large number of TNs and, though it describes the dataset 
perfectly, it will have a low predictive ability since it overfits the data. In the second step, called 
pruning, the sequence of nodes that should be eliminated to obtain a set of smaller trees is found. 
The last stage of this procedure is the selection of the optimal tree taking into account the 






Node 1 Node 2
Node 3 Node 4
Split 2
Terminal node 1
Terminal node 2 Terminal node 3  
Fig. 1.Structure of a classification or regression tree. Nodes 1, 3 and 4 are terminal nodes, node 2 is a parent node, and 
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6.2.2 Growing an over-large tree  
 
The tree building process starts by dividing the root node into two nodes. CART searches for the 
best split, over all possible splits for each explanatory variable, which divides the objects of the 
root node into two more homogeneous nodes. The best split is found when the impurity function 
between the parent and the two new child nodes is minimized. The goodness of the split (impurity 
reduction), ∆(s, t), can be determined using the following equation: 
 
))()((-t)() RRLL tiptipi(s,t +=∆       (1) 
 
where s is the candidate split of a variable, t the parent node, i(t) the impurity of the node t, pL and 
pR the proportions of objects going to the left (tL) or right (tR) child nodes, respectively, and i(tL) 
and i(tR) their impurities. Several impurity measures have been proposed [10-13] as splitting 
criteria, for classification trees to choose the best split. In this study two criteria were used: 
deviance and gini indexes. 
The deviance index [10] allows forming groups where the diversity within them is 
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where i(t) is the impurity of node t, pj(t) the fraction of objects in node t that belong to the jth class 
of the k classes present in the dataset.  
Contrary to the deviance index, gini [10] aims to isolate a single class of the dataset. The 
reason of this behaviour lies on the fact that the gini index reaches its minimum value when the 
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By using one of the splitting criteria mentioned above an over-large tree is built by a recursive 





The over-large tree, built on the initial step of CART, describes the training set almost perfectly, 
but usually provides poor prediction results for new samples. Thus, finding a smaller tree with 
better predictive ability without losing much accuracy is essential. The optimal tree size is found 
by pruning, that is, by successive cutting back branches of the over-large tree. This procedure 
determines a sequence of smaller trees and establishes which is the most accurate by calculating 
its cost-complexity [10]. The costcomplexity measure, Rβ, is defined as a linear combination of 
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where R(T) is the resubstitution estimated error, which for a classification tree is given by the 




parameter. During the pruning procedure β takes values between 0 and 1, and a sequence of 
nested trees of decreasing size is found. It was proved by Breiman et al. [10] that for one b value, 
among all sub-trees of the same size, only one is found that minimizes Equation (4). 
 
 
6.2.4 Selection of the optimal tree size 
 
Each tree in the sequence of nested trees is the best one, that is, characterized by the minimum β, 
for a size T. To select the tree of optimal size it is necessary to find which of these trees has the 
smallest prediction error for new samples. The estimation of the prediction error is usually done 
with one of the two following methods: independent test set or CV [10]. The independent test set 
can be used when the original dataset is large enough to allow splitting into training and testing 
set. When the original dataset does not allow this separation, V-fold CV is used. In this procedure 
the dataset is divided in V subsets, each of them representing the 
variability of the data and containing approximately the same number of samples. After, one of 
the V subsets is left out to test the model built with the remaining (V-1) subsets. This process is 
repeated V times leaving aside each time a different subset and therefore building V different 
trees. The final prediction error is the overall misclassification rate for the trees of each size [10]. 
Then the optimal tree is selected as the simplest one among those that have a CV error within one 
standard deviation error (1-SE) of the minimal CV error [10]. This rule, usually called the 1-SE 
rule, allows selecting a simpler tree than the one with the minimum CV error, without losing 
accuracy and it reduces the instability that the tree with minimum misclassification rate 
sometimes shows due to the separation of the dataset into V subsets [10]. It should be noticed that 




6.3 Support vector machines 
 
SVM can be applied both to classification and regression tasks [14-16]. The number of SVM 
applications has been growing rapidly in the past few years, mainly due to their ability to model 
complex non-linear relationships by using a suitable kernel function which transforms the input 
space to a higher-dimensional feature space in which the non-linear relationships can be 
represented in a linear form. The theory of support vector classification (SVC), that is, SVM 
applied to classification, has been developed by Vapnik in 1992 [17] and is extensively described 
in the literature [14-18]. Here only a brief description is included. The SVM algorithm searches 
for a hyperplane that (a) is able to separate two classes and (b) maximizes the distance between 
the decision plane and the closest samples of the training set, which are called support vectors 
(SVs) (Fig. 2). To determine the optimal hyperplane, that is, the hyperplane that optimally 











1),(min ξξ ww       (5) 
 
subject to yi[(w,xi)+b]≥1-ξi, i=1,…,l where w is a weight vector, C a parameter that controls the 
error of misclassification, by balancing two conflicting goals, that is, by minimizing the training 
error, and maximizing the margin, and ξ a slack variable, which will allow the violation of the 
margin constraints of the hyperplane [14], x and y the input and output variables, respectively, and 
b the bias. The solution of this equation is given 
 




















Fig. 2 The optimal separating hyperplane (solid line) for the classification of two separable classes (circles and 




where K(xi,xj) is the kernel function performing the nonlinear mapping into feature space, subject 
to the following constraints: αi ≥ 0 and ∑αiyi = 0, i = 1,…,l  [15]. By solving Equation (6), subject 
to the previous mentioned constraints, it is possible to determine the optimal separating 
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The bias, b, is determined using two SVs, xs and xr, Even though SVC is mainly used to solve 
non-linear problems, this technique is linear. Its ability to linearly discriminate between two data 
classes relies on the use of a kernel to map the input space into a higher dimensional feature space 
in which the discriminant hyper-plane becomes linear. Nevertheless, the application of a kernel 
has also some disadvantages, the main one being that it behaves as a black box, and therefore the 
interpretation of the model is almost impossible. Also the choice of kernel type (Gaussian, 
polynomial, sigmoid, etc.) should be done carefully, since it will influence the quality of the final 
model. Moreover, in addition to the C parameter [18] of the SVC algorithm, the number of kernel 
parameters to be optimized varies, which in some cases may lead to a long and difficult 
optimization process.  
To overcome the disadvantages of SVM, choice of kernel type, a universal kernel based 
on the PUK was introduced in Reference [9]. It is shown that this kernel can mimic Gaussian or 
polynomial kernels. To compare the performance of this kernel on classification problems both 




The Gaussian kernel requires the optimization of only one parameter, the width of the Gaussian 
(γ). Since both parameters, γ and C, can vary between 0 and infinity, a grid search with powers of 
two, increasing by a user defined step (e.g. 2-5, 2-4, 2-3, . . ., 23, 24, 25, where the step is one), was 
used to adjust their values. Thus, at each iteration a combination of 2γ i and 2Cj is taken, a model is 
built and evaluated using 10-fold CV. After all combinations have been tried, a contour plot is 
created in order to determine the values of γ and C that give the highest accuracy. The next step is 
to decrease the range and/or the step of the powers of two, in order to have a higher resolution and 
determine the values of γ and C.  
The PUK kernel requires the optimization of two parameters, namely σ and ω. The parameters σ 
and ω control the width (also named Pearson width) and the actual shape (tailing behaviour) of 
the Pearson VII function [9]. By varying the parameter ω, the peak shape changes from a 
Gaussian bell (ω equal to infinity) towards a Lorentzian shape (ω equal to 5). This property 
results in a higher mapping power of PUK as compared to the Gaussian kernel function. It yields a 
feature space in which the non-linear relationships are represented in a more linear form (i.e. the 
underlying non-linear problem can be solved more appropriately). The kernel parameters σ and ω, 
and the SVM regularization constant C are optimized as described above on the basis of a grid 
search. However, to decrease the number of parameter possibilities (time saving) an internal 
scaling factor β was introduced, according to Reference [19], into PUK (see Equation (9)). The 
internal scaling factor β equals the reciprocal of the maximum distance between the two most 
dissimilar objects in the training set. This assures that all distances between the input objects are 
in the range (0–1) which allows the definition of a small but efficient set of probe values of σ, ω 
and C. The parameters σ, ω and C vary in the range: σ = 0.25, 0.5, 1:10, 16, 64, 256; ω = 0.5, 1, 
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6.4.1  Samples 
 
Olive oil samples (n=316 from sampling year 1; n=352 from sampling year 2; total=668) from 
Italy, Greece, Spain France, Turkey and Cyprus were collected under the auspices of the 
EU-funded TRACE project (www.trace.eu.org). They were received in head space or simple 
screw cap glass vials and stored in the dark at 4°C. Prior to spectral collection, the olive oil 
samples were placed in a water bath at 25°C for 1 h. Oils (0.2 ml sample size) were deposited 
onto the removable attenuated total reflectance (ATR) crystal; this was gently rocked until the 
crystal surface was completely covered by oil and all air bubbles had been removed after which it 





FT-IR spectra were collected at room temperature on a BIO-RAD Excalibur series FTS 3000 
spectrometer (Analytica Ltd., Dublin, Ireland). Instrument control and spectral collection were 
performed using WIN-IR Pro (v. 3.0) software supplied by the equipment manufacturer. Spectra 
were recorded on an in-compartment benchmark ATR trough plate using a 45° germanium crystal 
with 11 internal reflections. One hundred and twenty-eight scans were coadded at a nominal 
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resolution of 4 cm-1. Single beam spectra of the samples were collected and ratioed against a 
background of air; spectra were truncated to the useful range of the germanium crystal (600–
4000cm-1). Between samples, the ATR crystal was cleaned with Triton X-100 solution (1%), 
rinsed with distilled water and dried with soft tissue. The spectral baseline recorded by the 
spectrometer was examined visually to ensure that no residue from the previous sample was 
retained on the crystal. All spectra were recorded at room temperature between 20 and 25°C 
without any nitrogen purge. Spectra were exported from WIN-IR Pro in ASCII format and 
imported directly into Matlab 6.5 with Statistics Toolbox 4.0 (The MathWorks, South Natick, 
MA, USA) for CART and SVM analyses. The SVM analyses were performed using the LIBSVM 
package [20] for the Gaussian kernel and the SVM toolbox developed by Gunn [15] when using 
the PUK kernel. The SVM toolbox developed by Gunn was used to implement the PUK kernel 
because of the limited access to the LIBSVM source code. 
 
 
6.5.  RESULTS AND DISCUSSION 
 
6.5.1.  Data 
 
Two harvests, belonging to several countries (Italy, France, Spain, Greece, Turkey (only for the 
first year) and Cyprus (only for the second year)) were available. Data consisted of FTIR data 
measured between 700 and 3000 cm-1, which corresponds to 1193 variables, for 316 and 352 
samples for the first and second years, respectively (Fig. 3a and 3b). Both years present three 
samples (211, 216 and 304 for the first harvest, and 113, 146 and 341 for the second) that have 
different spectra. These samples were not removed but a special attention was given to their 
behaviour when applying the methodologies discussed below. CART and SVM were used to 
model the data, and for each harvest, two discriminant models were built, one for Italian versus 
non-Italian olive oils, and another for Ligurian versus non-Ligurian. Two additional models, one 
to discriminate Italian olive oils and another Ligurian, were built using the data of both harvests, 
that is, 668 samples. Before the selection of the final CART model three splitting criteria, gini, 
deviance and towing [10], were evaluated, since the selection of the split criterion depends on the 
data and there are no correct choices. Only the results of the best models, that is, those that 
presented the smallest misclassification for the calibration sets, are presented. Before the 
construction of any model the first derivative, based on the Savitsky and Golay convolution 
method [21], with a second order polynomial and a window size of 9, was applied as data pre-
treatment. To evaluate the predictive ability of the models, the data 
were divided into calibration and test sets using the Duplex algorithm [22]. Table 1 shows the 
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Fig. 3a FTIR spectra for the first harvest. 
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Table 1. Number of samples in the calibration and test sets for the first, second and first + second harvests.  
 Calibration set Test set 
1st harvest 200 116 
2nd harvest 222 130 
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A classification tree was built for the first harvest using the gini index [10] as split criterion. The 
obtained model has two TNs, named ‘Others’, that is, non-Italian, and ‘Italy’, and uses wave 
number 1035.8cm-1 to divide the data (Fig. 4a). The accuracy, that is, the percentage of samples 
correctly classified, for the CV and the test set can be seen in Table 2. This tree has no pure nodes, 
that is, a node where only one class is present, meaning that the complete discrimination between 
Italian and non-Italian olive oils cannot be achieved by CART (Fig. 4a). Analysis of the 34 
misclassified samples of the test set. That is, eight Italian and 26 non-Italian incorrectly classified 
samples revealed that 9.3% of the Italian samples are classified as non-Italian and 86.7% of the 
non-Italian samples are classified as Italian. Therefore, from the values presented in Table 3, it 
can be seen that the model has a relatively good sensitivity (percentage of correct classification of 
the Italian samples) but a poor selectivity (percentage of non-Italian samples correctly classified).  
 
For the second harvest the model was built using also the gini index as splitting criterion. The 
final classification tree presents three TNs (Fig. 4b), obtained by separating the samples with 
wave numbers 1161.1 and 1454.3cm-1. In this case there is one pure node, TN no. 2, with only 
Italian samples (Fig. 4b). After testing the model an accuracy of 73.1% (Table 2) was observed, 
which corresponds to a misclassification of 35 samples. The analysis of these samples showed 
that 14.3% of the Italian samples were classified as non-Italian, while 56.4% of the non-Italian 
samples present in the test set were classified as Italian. Again the model shows a relatively good 
sensitivity and a low selectivity (Table 3).  
When both harvests were modelled together the resulting tree was slightly more complex. The 
model presents four TNs (Fig. 4c) and was built using the gini index. The wave numbers selected 
to split the data are: 1124.5, 1718.6, 1099.4 and 2883.6cm-1. As for the tree of the first harvest no 
pure nodes were found (Fig. 4c). This classification tree showed an accuracy of 71.7% when 
tested (Table II). The examination of the 70 misclassified samples revealed that the model 
presented a relatively high sensitivity, with 87.6% of the Italian samples being correctly classified 









Fig. 4a Classification trees obtained for the discrimination of the Italian olive oils of the first harvests. The values 
between parentheses represent the total number of samples classified in that TN for the calibration set (Grey- Italian 

















Fig. 4b Classification trees obtained for the discrimination of the Italian olive oils of the second harvests. The values 
between parentheses represent the total number of samples classified in that TN for the calibration set (Grey- Italian 















Fig. 4c Classification trees obtained for the discrimination of the Italian olive oils of the first + second harvests. The 
values between parentheses represent the total number of samples classified in that TN for the calibration set (Grey- 
Italian samples, Black- Others, i.e., non-Italian samples). 
 
 
Table 2. Accuracy for cross-validation (CV) and test set obtained for the CART models. 
 CV Test 
Italian vs. non-Italian   
    1st harvest      73.5      70.9 
    2nd harvest      77.5      73.1 
    1st + 2nd harvests      72      71.7 
   
Ligurian vs. non-Ligurian   
    1st harvest      83     72.4 
    2nd harvest      81.5     76.9 
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 Sensitivity Selectivity Sensitivity Selectivity Sensitivity Selectivity 
Italian vs. non-Italian 
1st harvest 90.7 13.33 95.4 40.0 94.2 50.0 
2nd harvest 85.7 43.6 87.9 56.4 92.3 76.9 
1st + 2nd harvests 87.6 31.4 91.5 27.1 88.7 68.6 
 
Ligurian vs. non-Ligurian 
1st harvest 34.8 81.7 52.2 90.3 65.2 91.4 
2nd harvest 35.3 92.7 47.1 95.8 61.8 94.8 





Using the same calibration and test sets as for CART, SVM models were built. As mentioned in 
section 2.2, a grid search and 10-fold CV were used to determine the optimal values of γ and C for 
LIBSVM with the Gaussian kernel and the optimal values of σ, ω and C for the SVM equipped 
with the PUK kernel (Table 4). The SVM results obtained with the Gaussian and PUK kernel are 




For the first harvest the model presented an accuracy of 81% (Table 5). Compared to the 
equivalent classification tree (Table 2), it can be seen that the SVM performs better. Nevertheless, 
even though this model shows a good sensitivity (95.4%), it also has a low selectivity (40%) 
(Table 3).  
For the second harvest the accuracy of the SVM model is lower (78.5%) than for the first one 
(Table 5), but better than the equivalent classification tree. The model for the second harvest 
shows a lower predictive ability than that of the first one. The analysis of the misclassified 
samples of the test set showed that 12.1% of the Italian samples were classified as non-Italian, 
while 43.6% of the non-Italian samples were classified as Italian, which again demonstrates that 
the sensitivity of the SVM model is fairly high, but the selectivity, even though better than that of 
the first harvest, is still low. When modelling both harvests together the predictive ability of the 
model decreases when compared with those built for the first and second harvests separately 
(Table 5), and even though it presents a higher sensitivity (91.5%), its selectivity is quite low 
(27.1%), being less than half of that of the second harvest model.  
 
Table 4. Optimal values of γ, σ, ω and C for the SVM models (γ=2i and C=2j for the LIBSVM (Guassian)). 
 Gaussian PUK 
 i j σ ω C 
Italian vs. non-Italian      
    1st harvest -9.32 4 1 10 50 
    2nd harvest -10.9 10 1 5 105 
    1st + 2nd harvests -8.91 1.3 5 10 105 
      
Ligurian vs. non-Ligurian      
    1st harvest -17 9.1 5 5 105 
    2nd harvest -11.4 2.6 10 5 105 







Table 5. Accuracy for cross-validation (CV) and test set obtained for the SVM models. 
 Gaussian PUK 
 CV Test CV Test 
Italian vs. non-Italian 
    1st harvest 80 81 86.4 82.8 
    2nd harvest 79.7 78.5 90.1 87.7 
    1st + 2nd harvests 76.5 73.3 84.3 83 
     
Ligurian vs. non-Ligurian 
    1st harvest 88 82.8 83.3 86.2 
    2nd harvest 88.3 83.1 91.3 86.1 
    1st + 2nd harvests 84.3 83 84.1 86.2 
 
 
Pearson VII universal kernel.  
 
The SVM model built using the PUK kernel has an accuracy of 82.8% for the first harvest (Table 
5). In comparison to the Gaussian kernel, there is only a slight improvement. However, a 
comparison of the sensitivity and selectivity values shows that the sensitivity decreases 3%, but 
the selectivity increases 10% by using the PUK kernel. A classification model with relatively high 
sensitivity and selectivity (high discrimination power) is more desirable than a model 
characterized by a high sensitivity and a low selectivity. 
For the second harvest, an accuracy of 87.7% was achieved, which is again higher than the one 
obtained with the Gaussian kernel (Table 5). In contrast to the results found with the Gaussian 
kernel, the accuracy of the second harvest is higher than for the first harvest (Table 5). 
Furthermore, the sensitivity and selectivity values are also improved by using this kernel. The 
SVM model based on PUK yields a sensitivity of 92.3% and a selectivity of 76.9% (Table 3) 
which is an increase of approximately 20% in selectivity. This suggests that SVM with the PUK 
kernel results in a model with a better predictive accuracy (a large number of Italian and non-
Italian oils are correctly classified) than with the Gaussian kernel. Modelling of both harvests 
together results in a lower accuracy than that of the second harvest, although it is still higher than 
that of the first harvest samples (Table 5). When compared to the Gaussian kernel, the accuracy 
increases 9.7% while the selectivity increases more than 40% and the sensitivity is similar. From 
these results it can be concluded that SVM in combination with the PUK kernel produces 
classification models exhibiting a good generalization performance. This can be explained by the 
fact that the PUK function has a less rigid mapping ability, which makes it possible to find a more 
discriminative hyper-plane in the feature space. 
 
 
6.5.3  Discrimination of the Ligurian olive oils 
 
6.5.3.1 CART  
 
A classification tree with six TNs was obtained for the discrimination of the first harvest for the 
Ligurian olive oils (Fig. 5a), by using wavenumbers 1595.1, 1124.5, 800.46, 977.91 and 790.81 
cm-1 to divide the data. The tree has two pure nodes (Fig. 5a), TNs numbers 3 and 5, where no 
Ligurian samples can be found. The model was built using gini as splitting criterion, and presents 
an accuracy of 72.4% (Table II). The analysis of the misclassified samples showed that the model 
presented a relatively high selectivity (81.7%) but a quite low sensitivity (34.8%), meaning that 
even though the model is able to identify most of non-Ligurian samples, its ability to classify the 
Ligurian samples is small (Table 3). For the second harvest a model with five TNs was obtained, 
being TN no. 4 pure, with only Ligurian samples (Fig. 5b). The tree was built with gini index, and 
it uses wavenumbers 1124.5, 1718.6, 1099.4 and 2883.6 cm-1 to divide the data (Fig. 5b). The 
evaluation of the predictive ability of this model showed that it has an accuracy of 76.9% (Table 
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2), and the analysis of the test samples showed that 35.3% of the Ligurian and 92.7% of the non-
Ligurian samples were correctly classified (Table 3). When modelling both harvests together a 
classification tree with six TNs was found. The model was built using deviance splitting criterion 
[10] and it uses wavenumbers 1145.7, 1122.6, 746.45, 1375.2 and 2854.6cm-1 to divide the data 
(Fig. 5c). Figure 5c shows that TN no. 3 is a pure node. This model has an accuracy of 76.9% and 
presents a quite high selectivity, 94.8%, but the selectivity, that is, the percentage of non-Ligurian 




















Fig. 5a Classification trees obtained for the discrimination of the Ligurian olive oils for the first harvests. The values 
between parentheses represent the total number of samples classified in that TN for the calibration set (Grey- Ligurian 






















Fig. 5b Classification trees obtained for the discrimination of the Ligurian olive oils for the second harvests. The 
values between parentheses represent the total number of samples classified in that TN for the calibration set (Grey- 




















Fig.5c Classification trees obtained for the discrimination of the Ligurian olive oils for the first + second harvests. The 
values between parentheses represent the total number of samples classified in that TN for the calibration set (Grey- 





Again three models were built using SVM and both Gaussian and PUK kernels, one for the first 
harvest, another for the second and a third for both harvests. The optimal values of the SVM 
parameters for the Ligurian versus non-Ligurian models can be found in Table 4.  





The model for the first harvest presented an accuracy of 82.8% (Table 5), and the analysis of the 
classification of the test samples demonstrated that this model has a low sensitivity, 52.2%, but a 
relatively high selectivity, 90.3% (Table 3). Compared to the equivalent classification tree, it can 
be seen that not only does the accuracy increase by more than 10%, but both sensitivity and 
selectivity are also improved.  
For the second harvest, the model obtained has an accuracy of 83.1% (Table 5), which is almost 
6% higher than the corresponding CART model. Even though the sensitivity is lower than that of 
the model of the first harvest, it is higher than for the equivalent classification tree (Table 3).  
 
Finally, the last model built using both harvests presents a relatively low misclassification, 17% 
(Table 5). The analysis of the samples of the test set allows similar conclusions to those drawn 
before, that is, that even though the selectivity of the model quite high (95.4%), its sensitivity is 
much lower than desired (37.7%) which means that even if this model is able to correctly classify 
most of the non-Ligurian samples, more than two-thirds of the Ligurian ones will be misclassified.  
 
 
Pearson VII universal kernel. 
 
Modelling of the first harvest using the PUK kernel produces an accuracy of 86.2%, which is 
3.4% higher than that of the SVM model using the Gaussian kernel (Table 5). Although, the PUK 
kernel shows just a slight improvement in accuracy the comparison of the sensitivity and 
selectivity values (Table 3) show again that the SVM model based on the PUK kernel has a higher 
predictive capacity than that using the Gaussian kernel. The sensitivity is increased by 13% and 
the selectivity by 1.1%. For the second harvest, the accuracy increases only 3% but the sensitivity 
is improved by 14.7%, although there is a decrease in selectivity of 1% (Table 3). A larger 
number of Ligurian olive oils are classified correctly using the PUK kernel rather than the 
Gaussian kernel leading to a better predictive and explorative model.  
 
Modelling both harvests together presents an accuracy of 86.2%,which is better than the results 
obtained with the Gaussian kernel. Again, PUK-SVM shows a relatively higher sensitivity than 
the models obtained by the Gaussian kernel (Table 3). When analysing the results presented in 
Table 3, it can be seen that while for Italian versus non-Italian models the sensitivity is relatively 
high, but the selectivity is low for both kernels. For the Ligurian versus non-Ligurian olive oils, 
the opposite behaviour is observed. Thus, while the Italian versus non-Italian models are able to 
correctly classify most of the Italian samples but not the non-Italian ones, the Ligurian versus non-
Ligurian models misclassify the majority of the Ligurian samples but those that are not from 
Liguria are nearly all correctly identified. However, it should be noted that SVM associated with 
the PUK kernel originates models with a higher predictive ability than when associated with the 
Gaussian kernel. This confirms the assumption that PUK has a high mapping power for solving 
binary classification problems.  
 
The results shown in Tables 2, 3 and 5 demonstrate that SVM performs better than CART, not 
only by providing models with a higher accuracy but also that are both more sensitive and 
selective. Nevertheless, when compared to CART, SVM has the drawback of not allowing any 
interpretation of the model. 
Concerning the six samples that presented different spectra in Fig. 3, it was verified that with the 
exception of sample 314 of the second harvest, none of them demonstrate any special behaviour. 
For sample 314, which belongs to the test sets of the second and the first and second harvests, it 
was verified that only with the classification tree obtained to discriminate the Italian samples (Fig. 




correctly classified. The analysis of all misclassified samples did not provide a specific reason for 
the incorrect classification of certain samples by the different models. 
 
 
6.5.4  Wavenumber interpretation 
 
Understanding chemical validity of the wavelengths selected by CART is important for the 
generation of confidence in the models developed. Within the mid-infrared spectral region, a 
functional division of absorbance frequencies is usually made at around 1500cm-1. Above this 
value, reliable interpretation of bands in terms of chemical groups is generally possible while 
below 1500 cm-1 in the so-called fingerprint region identification of individual bands may not 
always be possible since absorptions in this range arise from interactions of the molecular 
vibrations of the entire molecule rather than specific functional groups. Bearing these limitations 
in mind, it is possible to make some reasonable interpretation of most of the frequencies selected 
by CART as follows: 
 
1. 2883.6cm_1—this is most likely to be due to CH2 aliphatic stretch vibrations in the     
    main fatty acid backbone structure. 
2. 1718.6cm_1—due to vibration of the C––O bond of the carboxyl group in the fatty   
    acid molecule. 
3. 1124.5 and 1099.4cm_1—vibrations of saturated acyl groups in that is, oleic acid. 
4. 1161.1cm_1—stretching and bending of C–O groups. 
5. 1454.3cm_1—bending vibrations ofCH2 aliphatic groups. 
6. 1035.8cm_1—stretching of –C–O– groups. 
 
Based on the above, it may be seen that the frequencies selected mathematically are explicable in 
terms of the molecular structure of fatty acids found in vegetable oils. 
 
 
6.6  Conclusion 
 
This study shows that it is possible to use FT-IR data to discriminate between Italian and Ligurian 
olive oils, using both CART and SVM.  
The wavelengths selected by the CART algorithm can to be justified chemically. The results also 
show that even though SVM has a superior performance, its models cannot be interpreted. In the 
case of the discrimination of Italian olive oils it was seen that both CART and SVM (Gaussian 
and PUK) provided models with low selectivity and relatively high sensitivity, which means that 
the probability of accepting a non-Italian olive oil as Italian is considerable. On the other hand, for 
the discrimination of the Ligurian olive oils the opposite behaviour was observed, with a quite 
high selectivity but a small sensitivity, demonstrating that the probability wrongly classifying a 
Ligurian olive oil is rather large. Therefore, and even if the risk of rejecting a Ligurian olive oil is 
high, the models presented here, in particular those built with SVM using the PUK kernel, are 
able to identify the non-Ligurian olive oils, and thus are able to reveal mis-labellings of olive oils. 
Moreover, the results show that the PUK kernel performs well in SVM classification problem, 
which can be mainly attributed to the fact that PUK has a higher mapping power, resulting in a 
more predictive model (relatively high sensitivity and selectivity). It can be concluded that the use 
of the PUK kernel for SVM classification will not only reduce the workload (choice of kernel 
type) but also improve a classification model. 
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Tracing the origin of food is an important issue in food quality control. 
Recently, diverse analytical techniques have been chosen to characterize the 
composition of various food commodities that can eventually provide data 
suitable for the identification of the geographical origin of samples. Once the 
analytical data are collected, supervised pattern recognition techniques are 
frequently applied to construct classification/discrimination rules to predict the 
origin of samples on the basis of their chemical compositions. 
The goal of this study was to examine the possibility of verifying the 
geographical origin of honeys based on their volatile compositions. A head-
space solid phase microextraction (SPME) combined with comprehensive 
two-dimensional gas chromatography–time-of-flight mass spectrometry 
(GC×GC–TOFMS) was used to analyze the volatiles in honeys with various 
geographical and floral origins. Linear discriminant analysis (LDA), soft 
independent modeling of class analogies (SIMCA), discriminant partial least 
squares (DPLS) and support vector machines (SVM) with the recently 
proposed Pearson VII universal kernel (PUK) were applied to the honey data 
in our study to discriminate between Corsican and non-Corsican honeys. 
Although DPLS and LDA provided models with high sensitivities and 
specificities, the best performance was achieved by the SVM using PUK. The 
results of this study demonstrated that GC×GC–TOFMS combined with 
methods like LDA, DPLS and SVM can be successfully applied to detect 




Nowadays, the identification of the origin of food is one of the most important issues in food 
chemistry and in food quality control. Recently the European Commission has decided to 
introduce regulations for labeling food commodities. The origin of food together with its main 
ingredients should be available to the consumer. These regulations aim to guarantee product 
quality, safety, authenticity and to protect the rights of consumers. In light of the new regulations, 
there is an urgent demand to deliver cost-effective procedures for detecting fraudulent products 
and checking compliance with the quality specifications. This is essentially the goal of the EU-
funded project “TRACE” (Tracing food commodities in Europe, www.trace.eu.org). In order to 
develop a reliable methodology, different analytical techniques were examined and optimized to 
provide descriptive information about the chemical composition of selected commodities (mineral 
water, cereals, honey, chicken and meat). A further verification of the origin of food and/or 
checking the authenticity can be facilitated using chemometric approaches. They are well-suited 
for exploring, modeling and extracting relevant information from the multivariate chemical data 
obtained from the analysis of food commodities. This paper describes a part of the research done 
within the TRACE project on the commodity of honey.   
Honey is a natural product the consumption of which has increased in recent years. It is made by 
honeybees and mostly contains the monosacharides glucose and fructose. Minor honey 
constituents are minerals, volatile and semivolatile organic compounds, proteins, enzymes, 
vitamins, plant acids, etc. Although all types of honey share some common characteristics, the 
content of the minor constituents varies widely with its botanical and geographical origin. A 
traditional approach to recognizing the botanical origin of honey relies on a microscopic 
examination of its pollen (melissopalynology) [1, 2]. This method can also be used to identify the 
geographical origin of honey if the pollen is specific enough in the area of interest. However, this 
method is expensive, time-consuming and strongly dependent on the qualification and judgment 
of the analyst. Therefore, there is a tendency to replace pollen analysis by finding analytical 




volatile compounds [1, 6, 7], the protein pattern, flavonoids, psychochemical parameters like 
electrical conductivity, pH, total acidity and water activity [8-10] are some of the parameters that 
have been extensively examined for the recognition of the floral and geographical origin of 
honeys.  
Although the volatile composition has been mainly used for the characterization of the floral 
source of honey, the aim of this work was to evaluate whether the volatile profile allowed for an 
identification of the geographical origin of honey. Specifically, its use for discriminating between 
Corsican honeys and honeys from other geographical regions was studied. The reason for 
choosing Corsican honeys was to demonstrate the usefulness of the volatile profiles for tracing the 
origin of a PDO (protected designation of origin) commodity. It should be pointed out that 
Corsican honeys are produced exclusively in Corsica.  
To meet the goal of the study, a large number of honey samples were collected in a two-year 
campaign (2006 and 2007) and their volatile constituents were analyzed by a head-space solid 
phase microextraction (SPME) combined with comprehensive two-dimensional gas 
chromatography–time-of-flight mass spectrometry (GC×GC–TOFMS). SPME followed by 
GC×GC–TOFMS offers a quick and comprehensive analysis of honey volatiles while avoiding 
the possibility of incorrect identification [11]. Moreover, an additional aim of our study was to 
find a suitable chemometric approach that would enable the successful verification of the 
geographical origin of honey.  
The choice of a classification/discrimination method is strongly data dependent. Therefore, 
performances of several supervised pattern recognition methods [12], which cover different 
aspects of data investigation, were evaluated for the two-class problem studied. These were linear 
discriminant analysis (LDA) [13, 14], discriminant partial least squares (DPLS) [15], soft 
independent modeling of class analogy (SIMCA) [16] and support vector machines (SVMs) [17] 
equipped with the recently proposed Pearson VII universal kernel (PUK) [18]. The results of this 
study will help to confirm or to reject the hypothesis that the volatile profiles of honeys can be 
used for tracing products that do not comply with the label information.        
The following section describes the theoretical basis of LDA, DPLS, SIMCA and SVM. Next the 
data are presented in section 7.3. In section 7.4, the results obtained from all methods applied to 
the data collected in a two-year sampling campaign are discussed. Finally, the conclusions of the 
study are given in section 7.5.             
 
 
7.2  Theory  
 
The goal of supervised chemometric methods is to create classification/discrimination rules using 
a set of training samples of a known origin and then to use the created rules to predict the 
belongingness of new samples of an unknown origin to the available classes. The supervised 
pattern recognition approaches can be divided into two groups: discrimination and classification. 
Discriminant techniques divide the space of experimental variables into as many mutually 
exclusive sub-spaces as the number of available classes. Then, an object (a sample) is always 
assigned as belonging to one of the classes. With the classification or class-modeling methods, a 
model is built for each class separately and a given sample can belong to one class, to more than 
one class or to none of the classes. According to this categorization, LDA, DPLS, and SVM are 
typical discriminant methods, while SIMCA is a class-modeling approach. Depending on the 
objective function, one can distinguish between linear and non-linear methods. In our study, LDA, 
DPLS and SIMCA were used to solve linear problems, while SVM with a non-linear kernel 
function was applied to construct non-linear models. A brief theoretical description of these 
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7.2.1  Linear discriminant analysis (LDA) 
 
In LDA, it is assumed that the data of each class follow the normal distribution; the classes are 
linearly separable and the class variance-covariance matrices are equal. The objective of LDA is 
to find linear combinations of explanatory variables called discriminant functions that maximize 
the between-classes variance and at the same time minimize the within-classes variance. This is 
the well-known Fisher criterion [19]). The number of discriminant functions found is equal to the 
number of classes minus one, if the number of variables is larger than the number of classes. A 
disadvantage of LDA is that it is appropriate only for data in which the total number of objects is 
considerably larger than the number of variables. When this condition is not fulfilled, 
compression of data by means of PCA, regularized LDA, stepwise LDA or feature reduction 
methods [20] should be considered.  
 
 
7.2.2  Discriminant partial least squares (DPLS) 
 
The partial least squares model expresses a linear relationship between a response variable y (n × 
1) and a set of p explanatory variables X (n × p). It can be seen as an extension of multiple linear 
regression that can deal with multicollinearity in the data by constructing new latent factors, T (n 
× f), which maximize the covariance between X and y. In discriminant PLS, the elements of y are 
usually coded as 0 and 1 (a binary variable) or as -1 and 1(a bipolar variable) that provide 
information about the belongingness of n objects to two defined classes. The DPLS model can be 






        (1) 
   
In this model, vector q holds the f regression coefficients, E is the residual matrix containing the 
part of X that is not explained by the model, e is the vector containing the residuals estimated as 
the differences between y observed and y predicted, and vector b holds the p regression 
coefficients of the original variables and is found so that 
 
   b = W(PTW)-1q        (2) 
 
In this equation, the loading matrix, P (p × f), is obtained as XTT and W contains the f loading 
vectors found by maximising the covariance criterion.  
The optimal number of factors is usually selected through the use of a cross-validation procedure 
and the model selected has a complexity for which the smallest root mean square error of cross-
validation (RMSCV) is observed. The prediction power of a model is scored by a root mean 
square error (RMSEP) calculated for an external set of samples (test set) that is not used during 
the development of the model. Similar to LDA, an optimal DPLS model can be constructed when 
the training set is balanced i.e. it contains two classes with an equal number of samples and a 
comparable variance [21]. 
 
 
7.2.3 Soft independent modeling of class analogy (SIMCA) 
 
The main idea in SIMCA [16] is to build a confidence limit for each class with the help of 
principal component analysis (PCA) and then to project the unclassified samples into each 
principal components space and to assign them to the class in which they fit best. The PCA model 
built for the k-th class of m samples described by p parameters, Xk (m × p), can be expressed in 





Xk = TkPkT + Ek        (3) 
 
In this model, matrix Tk (m × f) contains the f principal components (PCs); Pk (p × f) is the 
loadings matrix and Ek is the matrix containing the model’s residuals. 
Selection of the optimal number of PCs (f) is a key point in SIMCA and is usually determined 
using a leave-one object out cross-validation [22]. In the original version of SIMCA, the 
boundaries for each class model are constructed on the basis of the critical value obtained for the 
standard deviation of the residuals, Ek. Since the residuals of the samples are assumed to follow 
the normal distribution, the F-test is used to determine this critical value. Once the new samples 
are projected into the principal components space, their residuals are compared with the critical 
residual standard deviation value. An object with a residual which is significantly (at certain 
confidence level) smaller than the critical residual standard deviation is assigned to the given 
class. 
In our study, the classification of samples to a given category was done by means of the distance-
distance plot [23] shown in Fig 1.  
 
 
Fig. 1 Distance-distance plot showing the Mahalanobis distance versus the orthogonal distance of various objects: 




The Mahalanobis distance in the score space and the orthogonal distance from the PCA model 
constructed were calculated for each object. The default cut-off value for each of the absolute-
centered distances (Mahalanobis or orthogonal) obtained using the cross-validated score values 
was determined at three times its standard deviation. By setting the cut-off value in this way, it 
was assumed that 99.90% of the centered distances for samples could be found within the interval 
of three times the standard deviation. The cut-off values for the Mahalanobis and orthogonal 
distances are both set to three when they are presented as the z-scores (see Fig. 1). Z-scores of the 
distances are obtained by centering about their means and scaling by their standard deviations. In 
Figure 1, one can make a distinction among regular samples and three categories of outlying 
observations. Regular samples are all the samples found below the cut-off lines. Good leverage 
observations are the samples that have high Mahalanobis values, but short orthogonal distances, 
while high values for both distances are characteristic for bad leverage observations. Even though 
the good leverage observations are found far away from the majority of data in the score space, 
they still fit the model built, whereas the bad leverage objects do not fit the model. Finally, the 
high residual samples have long orthogonal distances, but short Mahalanobis distances.  
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7.2.4  Support vector machines (SVMs) 
 
Support vector machine (SVM) is a binary classification tool that performs classification by 
constructing an optimal separating hyperplane (OSH)[17]. The optimal separating hyperplane is 
defined as the one that maximizes the distance between the objects of the two classes (margin). 
Consider a data set {(x1,y1),…, (xn,yn)} with input data xi ∈ Rd (d-dimensional input space) and 
output data y with binary class labeling y ∈ {-1,+1}. SVM tries to separate the given set of 
binary-labeled data (two-class problem) with a hyperplane that is maximally distant from them 
(see Fig. 2). The objects lying on the margin are called support vectors that control the 
discrimination power of the hyperplane. Moreover, SVM has a regularization constant C that 




Fig. 2 A binary classification problem. The white (○) and the black (•) dots represent objects (samples) of the two 
classes. The solid line identifies the Optimal Separating Hyperplane (OSH), while the dashed lines identify the margin. 
The objects lying on the margin are the support vectors (circles). 
 
 
Using a non-linear kernel function, SVM can deal with complex, e.g. non-linear relationships in 
data. The kernel function transforms the original data into a high dimensional feature space, where 
non-linear relationships can be present in a linear form.  
Some commonly used kernel functions in the literature are the inner-product based linear and 
polynomial kernels and the Euclidean distance-based Gaussian (Radial Basis Function (RBF)) 
kernel [24]. The particular choice of a kernel function greatly depends on the nature of the data, 
i.e., which kind of underlying relationship needs to be estimated to relate the input data to the 
desired output. The nature of the data is usually unknown, so the kernel function will be 
determined experimentally by applying and validating various kernel functions and selecting the 
one with the highest generalization performance. In this paper we used the recently proposed 
Pearson VII universal kernel (PUK) [18], see eq. (4). The PUK function has the flexibility to 
change easily from a Gaussian into a Lorentzian shape and into intermediate shapes as well. This 
flexibility results in a higher mapping power for PUK in comparison to the commonly used linear, 

































The PUK kernel contains two parameters, namely σ and ω. The parameters σ and ω control the 
width (also named Pearson width) and the actual shape (tailing behavior) of the Pearson VII 
function. In order to use SVM, both the kernel parameters and the SVM regularization constant, 
C, need to be defined by the user.  
In this paper, those parameters were defined by means of a grid search optimization. To decrease 
the number of parameter possibilities (time saving) an internal scaling factor β was introduced, 
according to [25].  
 
 
7.3 Data set  
 
A total of 374 honey samples (182 from sampling year 2006 and 192 from sampling year 2007) 
from France, Austria, Italy, Ireland and Germany were collected within the framework of the 
TRACE project. The volatile composition of the samples was analyzed by a head-space solid 
phase microextraction (SPME) combined with comprehensive two-dimensional gas 
chromatography–time-of-flight mass spectrometry (GC×GC–TOFMS). Sample preparation, 
instrumental conditions, SMPE and GC×GC optimization as well as volatiles identification have 
already been described in detail in other literature [11]. In particular, 26 aroma compounds 
(markers) were finally selected on the bases of a careful examination of the GC×GC 
chromatograms of honey samples by identifying the peaks that significantly varied in their 
intensities or those that described the quality of the honeys. The list of the markers selected is 
given in Table 1. 
Before the construction of any discriminant/classification model, the raw data (374 × 26) 
presented in the form of absolute peak intensities were preprocessed using the row-closure 
operation [22]). This procedure involves the division of each row element by the corresponding 
row-sum. Row-closure enables an easier comparison of the sample profiles.        
 
Table 1 List of the selected aroma compounds  
Number of 













13 Heptanoic acid, ethyl ester 
14 Nonanal 
15 Phenylethyl Alcochol 
16 Isophorone 
17 Lilac aldehyde I 
18 4-Oxoisophorone 
19 Lilac aldehyde II 
20 Lilac aldehyde III 
21 1-Nonanol 
22 Octanoic acid, ethyl ester 
23 Decanal 
24 1-Decanol 
25 Nonanoic acid, ethyl ester 
26 Decanoic acid, ethyl ester 
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7.4 Results and discussion 
 
LDA, DPLS, SIMCA and SVM were used to construct models for the discrimination of Corsican 
from non-Corsican honeys for each year of sampling and for the data of both years. This was done 
in order to investigate whether the year of sampling might have an influence on the 
discrimination. To estimate the predictive abilities of the properly built models, the data were 
divided into training and external test sets, respectively. Since LDA and DPLS are sensitive to the 
number of samples in the training set, special attention was paid when selecting this number. 
Table 2 shows the number of samples included in the training and test sets for each set of data.  
 
Table 2 Number of Corsican and non-Corsican samples in the training and test sets for 2006, 2007 and for the two-
year sampling 
 Traning set Test set 
 Corsica non-Corsica Corsica non-Corsica 
2006 53 53 58 18 
2007 63 63 45 21 
Two year sampling 116 116 103 39 
 
 
One can see that the training set is balanced, i.e. it contains an equal number of Corsican and non-
Corsican samples. This number was chosen as 75% of the total non-Corsican samples of each year 
and of both years because, in general, a smaller number of non-Corsican samples are available in 
comparison with the Corsican samples. The subsets were selected randomly and the selection was 
applied to each class separately. A leave-one object out cross-validation procedure was adopted to 
optimize all the models constructed and two figures of merit such as sensitivity and specificity 
were used to characterize the quality of the models’ predictions. For a two-class problem, 
sensitivity is defined as the percentage of samples from the first class that are correctly predicted 
by the model, while specificity is the percentage of samples that are correctly classified as 
belonging to the other class. The ideal model would have sensitivity and specificity of 100%. 
Together with the sensitivity and specificity, one can define the so-called efficiency, also known 




7.4.1  Classification/discrimination of the Corsican honeys using data from 2006 
 
The efficiency, sensitivity and specificity obtained from all models are listed in Tables 3 and 4. 
 
Table 3 Efficiency (in percentage) of the models Corsica vs non-Corsica 
 LDA DPLS SIMCA SVM 
2006 89.5 85.5 77.5 86.8 
2007 89.4 83.3 60.0 95.5 
Two year sampling 85.2 86.6 64.3 91.5 
 
 
Table 4 Sensitivity (in percent) and specificity (in percent) of the models Corsica vs non-Corsica 
 LDA DPLS SIMCA SVM 
 sensitivity specificity sensitivity specificity sensitivity specificity sensitivity specificity 
2006 89.7 88.9 89.7 72.2 93.1 64.8 89.7 77.8 
2007 91.1 85.7 86.7 76.2 97.8 42.9 97.8 90.5 
Two year 








The LDA model has an efficiency of 89.5% (see Table 3), which is related to eight incorrectly 
classified samples in the test set. An analysis of these misclassified samples showed that 6 out of 
58 Corsican samples were recognized as non-Corsican and two non-Corsican samples fell within 
the domain of the Corsican samples. This resulted in a high sensitivity of 89.7% and a specificity 
of 88.9% of the LDA model (see Table 4). A slightly worse efficiency of 85.5% was obtained 
from the DPLS model with complexity four. RMSCV was equal to 0.59 and RMSEP was 0.63. 
Similar to the LDA model, six Corsican samples were incorrectly classified as non-Corsican 
resulting in the same sensitivity of 89.7%. However, compared to the LDA model, the DPLS 
model showed a decrease of 16.7% in specificity because of five non-Corsican honeys that were 
identified as Corsican. In contrast to the quality of the predictions obtained from LDA and DPLS, 
the eight-component SIMCA model showed a relatively poorer efficiency of 77.5%. Even though 
the sensitivity of the SIMCA model is the highest observed (93.1%), the specificity is quite low 
(64.8%). A good performance was achieved using the SVM method combined with the Pearson 
VII universal kernel (PUK) function. The optimal values for σ, w and C are presented in Table 5. 
 
Table 5 Optimal settings of σ, w and C of SVM models built by using the PUK function  
Corsica vs. non-Corsica σ ω C 
2006 2 10 10 
2007 1 1 100 
Two year sampling 5 16 1000 
 
 
A total of ten samples were misclassified, when the SVM model was tested, which resulted in an 
efficiency of 86.8%. Again six Corsican samples were incorrectly rejected and the sensitivity is 
the same as the one found for the LDA and DPLS models. Because of the four incorrectly 
identified non-Corsican honeys, the SMV model has a specificity of 77.8%.    
Comparing the prediction abilities of the models built for data of year 2006, all the models, except 
SIMCA, showed the same sensitivity, but they present different specificities. This means that the 
probability of recognizing a Corsican honey as a non-Corsican is the same with all methods, while 
the probability of identifying a non-Corsican honey as a Corsican increases in the order LDA, 
SVM, DPLS and SIMCA (see Table 4).  
 
 
7.4.2  Classification/discrimination of the Corsican honeys using data from 2007 
 
Again four different models were built for a randomly chosen training set. The number of samples 
considered in the training and test sets are presented in Table 2, while the efficiency, sensitivity 
and specificity of the models are shown in Tables 3 and 4. For honey data from 2007, all models, 
except SIMCA, presented comparable or improved efficiencies with respect to the corresponding 
models built for the data of the first year of sampling (see Table 3). The LDA model has an 
efficiency of 89.4%, when tested. After analyzing the misclassified test samples, it was found that 
four Corsican honeys were incorrectly recognized as non-Corsican and three non-Corsican honeys 
were found to have similar volatile compositions as the Corsican honeys. This analysis showed a 
fairly high sensitivity of 91.1% and a specificity of 85.7% for the LDA model.  
The seven-component DPLS model with RMSCV equals 0.64 and a RMSEP of 0.72 lacks a 
correct assignment for six Corsican samples and therefore, a reduced sensitivity of 86.7% was 
observed in comparison with LDA. A decrease in specificity by 9.5% was also the result of the 
incorrect recognition of five non-Corsican honeys as Corsican.  In contrast to both models built, 
the five-component SIMCA model had an efficiency of only 60.0% when tested. Although the 
model had a sensitivity of 97.8%, which is higher than the one found by LDA and DPLS, the 
Tracing the geographical origin of honeys 
  
163 
majority of the non-Corsican honeys were assigned as Corsican and therefore, the specificity of 
the SIMCA model is considerably low (42.9%).  
From the values presented in Table 3, it became clear that the SVM model has the best efficiency 
of 95.5% among the models built. Only three samples (one Corsican and two non-Corsican) were 
misclassified, when the SVM model was tested. Consequently, the SVM model offered the same 
fairly high sensitivity of 97.8% as the five-component SIMCA model and the best specificity 
(90.5%) among the all models constructed. 
The difference in the classification results between the data of year 2006 and year 2007 might be 
explained by the possible differences in the volatile profiles of honeys from year to year. 
 
 
7.4.3  Classification/discrimination of the Corsican honeys using the two-year data 
 
One possibility is to construct a model for samples of one year and then to use this model to 
predict the belongingness of samples collected in the next year of sampling. However, due to the 
large variation in the sample profiles between the years possibly caused by different 
meteorological conditions, such a model would either be no longer valid or with poor predictive 
ability and therefore, a model updating would be required. A more reliable approach is to model 
the data of a two-year sampling together, i.e. for each class the training set contains representative 
samples of both years. Again, the training set was selected randomly and LDA, DPLS, SIMCA 
and SVM models were constructed.  
The efficiency of LDA (85.2%) is lower than that observed for the first and second year of 
sampling (see Table 3). There were 21 honey samples, which were incorrectly classified, when the 
model was tested. From the analysis of these samples, it followed that 14 Corsican and 7 non-
Corsican honeys were predicted incorrectly, which led to a reduced sensitivity of 86.4% and a 
specificity of 82.1% in comparison with the predictions obtained from the LDA models 
constructed for the data from separate years of sampling (see Table 4).  
DPLS showed an improved predictive ability compared to the LDA model. With DPLS, 13 out of 
103 Corsican samples were identified as non-Corsican resulting in a sensitivity of 87.4%. Because 
6 out of 39 non-Corsican honeys were recognized as Corsican, the specificity of the model was 
84.6%. It should be noted that DPLS had a complexity of five factors, while RMSCV and RMSEP 
were both equal to 0.64.  
Although, with the six-component SIMCA model 93.2% of the Corsican samples were predicted 
well, 54.8% of the non-Corsican samples were incorrectly recognized (see Table 4). Again, the 
worse predictive ability was observed for the SIMCA model. 
The classification model constructed by SVM presented the best efficiency of 91.5% among all 
the methods. A total of 12 test samples (7 Corsican and 5 non-Corsican) were wrongly predicted 





The main conclusion of this study is that the volatile profiles of Corsican honeys are specific 
enough and allow for their discrimination from honeys of different geographical origins. In 
general, all models, except SIMCA, showed good efficiencies, high sensitivities and specificities 
for data of separate sampling years and for data of both years. Moreover, all the models presented 
higher sensitivities than specificities. This demonstrates that the probability of recognizing 




probability of identifying the non-Corsican honeys as Corsican. LDA, DPLS and especially SVM 
using the PUK function can be successfully used to detect the mislabeling of honeys. 
Moreover, this study also demonstrated the flexibility of SVM using the PUK function in building 
models with better predictive abilities than those obtained from LDA and DPLS for the problem 
studied. The reason might be that the peak intensities of the 26 volatile compounds are not 
completely linearly related to the geographical origin of the honey samples.  
It should be noted here that there is another important issue, namely which particular volatile 
compounds are the most descriptive in the classification/discrimination of the honey samples 
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8.1 Conclusion and discussion 
 
For this thesis, Support Vector Machines (SVMs) were investigated, mainly to answer the 
following research questions:  
 
1. How to optimize the SVM parameter settings in a fast and easy way? 
  
2. Which kernel function do you need to select for a particular problem?  
 
3. Is it possible to open the black box and to interpret the SVM model?  
 
4. What is the contribution of the kernel concept to other classification as well as regression 
methods? 
 
To find an answer to these research questions, several approaches have been developed and 
studied in the past few years.   
 
From literature it became clear that the generalization performance of SVM models highly 
depends on a proper specification of the user-defined free parameters [1-5]. For this reason, the 
main issue is to find the optimal parameter settings for a given problem. In Chapter 2, a SVR 
parameter optimization approach based on Genetic Algorithms (GAs) [6-9] and Simplex 
optimization [10] is presented. With this approach it is possible to find the optimal parameter 
settings in a fast and fully automated way instead of the commonly used grid search optimization 
procedure [5, 11, 12]. The GA performs a global coarse-grained search to find the global pseudo 
optimum solution. Subsequently, this solution will be used as a new starting point to find the exact 
global optimum by means of the simplex optimization. A comparison with previously constructed 
SVR models taken from literature, which were optimized by means of grid search optimization, 
showed that the GA/Simplex optimization approach yielded deviating parameter settings which, in 
turn, led to an improved performance of the SVR model. Furthermore, it could be concluded that 
the GA/Simplex optimization approach leads to more accurate and robust regression models. In 
Chapter 2, the proposed GA/Simplex optimization approach is applied to regression problems, but 
it can also be used for classification problems. 
 
One of the main attractions of using SVMs is that they can deal efficiently with complex nonlinear 
classification as well as regression problems by performing a kernel transformation [3, 12, 13]. 
However, one of the main issues of SVMs is to select the best kernel function which will be able 
to translate the non-linear problem under consideration into a linear problem. Therefore, in 
Chapter 3 a universal kernel function based on the Pearson VII function [14], named Pearson VII 
Universal Kernel function (PUK), is introduced. The applicability, suitability, performance and 
robustness of the new designed PUK function are compared to the most commonly used linear, 
polynomial and RBF kernel functions [12, 13]. The results show that the PUK function is robust 
and has an equal or even stronger mapping power than these kernel functions. It can be concluded 
that the PUK function can be used as a universal kernel that is capable to serve as a generic 
alternative to the common linear, polynomial and RBF kernel functions. This overcomes the 
problem to select a suitable kernel function for each particular problem. 
 
When performing a kernel transformation, mapping the input space into a high-dimensional 
feature space makes it possible to deal with complex nonlinear problems. Although the kernel 




input space into a feature space the information regarding the original input variables (e.g. 
wavelengths in case of spectral data) will be lost and a direct interpretation of the SVM models 
becomes impossible. For this reason SVMs are mainly used as a black box in literature. A new 
methodology to overcome this drawback is introduced in Chapter 4. It visualises the information 
embedded in the feature space and enables interpretation of the SVM models. The visualisation 
step makes it possible to visualise which input variables (e.g., wavelengths) of the original data 
are related to the associated output variables. In this way it becomes possible to explore which 
input variables are explanatory. The efficiency and effectiveness of the visualisation approach is 
demonstrated by means of SVR on simulated and real-world data sets. The results show that the 
visualisation approach is capable of visualising the most important variables: those that control the 
structure (information) of the kernel matrix. This approach will not only be useful for SVR, but 
can be applied to kernel based methods in general. The interpretation step which is designed for 
SVR is capable of depicting the variable(s) from the feature space which are responsible for the 
predictive power of SVR. Furthermore, it shows the behaviour of a specific variable in relation to 
the desired output variable. Finally, combining the visualisation and interpretation steps can be 
useful to eliminate some variable(s), i.e., redundant or non-explanatory variables, or to select 
important variables, e.g., biomarkers from the original data set. However, this part is still open and 
should be investigated in the future. 
 
The power of the kernel concept is already well-known and is applied to different classification 
and regression methods, like Kernel Discriminant Analysis (KDA) and Kernel Partial Least 
Squares regression (K-PLS). In Chapter 5, the kernel concept is introduced in the recently 
developed Bi-Directional Kohonen (BDK) networks together with PLS to extend it to solve linear 
as well as non-linear regression problems. In this way the mapping strength of BDK and the 
modelling power of PLS together with the benefits of the kernel concept are combined to a 
powerful regression method which is named Self-Organising Map-Partial Least Squares 
(SOMPLS). The performance of SOMPLS is compared to PLS, K-PLS and SVR on simulated and 
real-world data sets. The forthcoming results show that SOMPLS is capable of handling linear as 
well as non-linear regression problems. Furthermore, the performance of SOMPLS was 
comparable to or sometimes even slightly better than K-PLS and SVR. Finally, SOMPLS is much 
faster for large data sets than K-PLS and SVR. 
 
In Chapter 6 and 7, SVMs and the PUK function are applied to a set of real-world data, in order to 
trace the authenticity of food commodities. Moreover, the results obtained by SVMs are compared 
to other linear as well as non linear chemometric methods like, Classification and Regression 
Trees (CART). The results show that SVMs with the universal kernel function outperform the 
other chemometric methods.  
 
 
8.2 Future prospects 
 
In this thesis, SVM parameter optimization, selection of the kernel function and interpretation of 
SVM models were discussed in order to make SVMs more attractive and user-friendly. However, 
topics like variable elimination by means of SVMs, multi-class SVMs and confidence limits for 
SVMs are still open for future research. Some strategies about variable selection/elimination and 
multi-class SVMs have already been published [11, 13, 15-17]. However, possibilities to attribute 
confidence limits to SVMs are not investigated yet and are very important to admit SVMs in the 
medical and chemical industry. Both industries require techniques with a high reliability. A 
possibility to obtain confidence limits would be realised by using bootstrap estimates [18]. The 
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SVM models can be re-built by performing for example n bootstrap replications. Finally, the 
bootstrap distribution of the SVM model performance can be use to estimate the confidence 
intervals.  
 
Another very interesting point of investigation is the kernel concept. As already shown, the kernel 
makes it possible to deal with non-linear problems by transforming the original input space into a 
high-dimensional feature space. The non-linear problem can be represented as straight linear. 
Apart from that, the kernel is also able to amplify the useful information in the data by 
extinguishing the redundant or less useful information. For example, our newly developed 
universal PUK kernel function has a higher mapping power than the commonly used linear, 
polynomial and RBF kernel functions [13]. Visualization of the obtained kernel matrices by 
means of the mentioned kernel function using our visualisation approach shows that there are 
some real differences. The PUK function depicts some other parts as important or less important 
in comparison to e.g., the RBF kernel function. This issue could be useful as a pre-processing step 
for kernel as well as non-kernel based methods to improve their performance by reducing noise or 
redundant information. The PUK function was not developed to amplify or to extinguish useful or 
less useful information. Therefore, it is worthwhile to study this issue in detail. It would be also be 
useful to investigate other concepts instead of the kernel to translate the information of the input 
data into a feature space. 
 
Finally, pre-processing of data like scaling, scatter correction, smoothing, first derivative, 
orthogonal signal correction, etc. is an important topic in the field of chemometrics. Pre-
processing methods can be helpful for improving a model performance, but it can also deteriorate 
its performance by removing explanatory data. Since SVMs are based on the kernel concept it 
would be interesting to investigate the influence of the different pre-processing methods on the 
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Summary 
 
After the introduction of Support Vector Machines (SVMs) around 1995 an enormous increase 
has taken place in their application for solving classification and regression problems. A lot of 
papers are available, that describe the results of SVMs. Those papers are mainly focused on 
presenting their high performance to show how powerful and successful they are. Although we 
know from practice that each method beside its advantages also has some disadvantages, little to 
no attention is given in the literature to the disadvantages of SVMs. 
 
The main aim of this thesis is to depict a number of important disadvantages of SVMs and to 
discuss the possibilities to overcome these. Another aim is the application of SVMs on food 
commodity data collected within the framework of the European project Trace (project number 
006942) for authentication of food products.  
 
In chapter 2 of this thesis, a new procedure is described for the optimization of the SVM 
parameter settings. This new procedure is based on Genetic Algorithms and Simplex optimization. 
Genetic Algorithms leads to a pseudo-global optimum. Subsequently, the Simplex optimization 
method uses this pseudo-global optimum to find the real global optimum. This treatment leads to a 
faster and more robust optimization than other optimization procedures described in literature. 
 
In chapter 3 a new kernel function, the Pearson VII Universal Kernel (PUK), is presented which is 
capable to serve as a universal kernel function. The results which are achieved, using this new 
kernel function, shows that the PUK function performs well and in some cases even better than 
the linear, polynomial or Radial the basis Function kernels that are commonly used. 
 
Chapter 4 addresses the visualization and interpretation of SVM models. In this chapter a new 
approach is described which makes it possible to visualize the information which is hidden in the 
SVM model. Not only can the model be visualized in this way; it also offers a manner of 
interpretation which can be essential to the understanding of, for example the underlying chemical 
or medical process. 
 
A part of SVMs which allows us to deal with non-linear problems is the kernel transformation. 
The kernel transforms the original data space into a higher-dimensional space, which will be used 
as a new input. In chapter 5 this transformation is applied on a new method, so-called Self 
Organising Maps and Partial Least Squares (SOMPLS), which is a combination of the Partial 
Least Squares (PLS) and the Bi-Directional Kohonen (BDK) methods. By introducing the kernel 
transformation it becomes possible to tackle linear as well as non-linear problems. The 
performance of the newly designed SOMPLS method is evaluated and compared with that of 
SVMs and other kernel-based methods. 
 
In chapter 6 and 7, SVMs and PUK function are applied to data generated within the framework 
of the European project “Trace”. The performances of SVMs are compared with that of other 
linear as well as non-linear methods.  
Finally, Chapter 8 offers some conclusions and ideas for future research. 
  
   
Samenvatting 
 
Na de introductie van Support Vector Machines (SVMs) halverwege de jaren 90 heeft er een 
enorme groei plaatsgevonden in de toepassingen hiervan op het gebied van classificatie en 
regressie. Er zijn al vele publicaties bekend van toepassingen van SVMs die keer op keer laten 
zien hoe krachtig en succesvol SVMs wel niet kunnen zijn. Deze publicaties zijn daarom ook 
vooral gericht op het aantonen van de prestaties van SVMs in termen van de accuraatheid van de 
voorspelling. Hoewel we uit de praktijk weten dat elke methode naast zijn voordelen ook een 
aantal nadelen kan hebben, wordt hier in het geval van SVMs weinig of geen aandacht aan 
geschonken in de literatuur.  
Het hoofddoel van dit proefschrift is dan ook het in kaart brengen van een aantal belangrijke 
nadelen van SVMs en het onderzoeken van mogelijkheden om deze te overbruggen. Een ander 
doel van dit proefschrift is het toepassen van SVMs op data ter authentificatie van Europese 
voedingsmiddelen in het kader van het Europese project “Trace” (projectnummer 006942). 
 
In hoofdstuk 2 van dit proefschrift wordt een nieuwe procedure beschreven voor de optimalisatie 
van de verschillende SVM parameter instellingen. Deze nieuwe procedure is gebaseerd op 
Genetische Algoritmen en Simplex optimalisatie. Genetische Algoritmen leiden tot een pseudo-
globaal optimum. Uitgaande van deze pseudo-globaal optimum wordt met behulp van de Simplex 
methode gezocht naar een globaal optimum. Deze aanpak leidt tot een snellere en robuustere 
optimalisatie dan met andere optimalisatie procedures beschreven in de wetenschappelijke 
literatuur.  
 
In Hoofdstuk 3 wordt een nieuwe kernel-functie, de Pearson VII Universal Kernel (PUK), 
gepresenteerd die in staat is te fungeren als een universele kernelfunctie. De resultaten die behaald 
zijn, gebruikmakend van deze nieuwe kernel-functie, tonen aan dat de PUK kernel-functie net zo 
goed presteert en in sommige gevallen zelfs beter dan de in de literatuur veel gebruikte lineaire, 
polynoom of, Radial Basis Function kernel-functies. 
 
Hoofdstuk 4 behandelt de visualisatie en interpretatie van de SVM modellen. In dit hoofdstuk 
wordt een aanpak beschreven die het mogelijk maakt om de informatie die verborgen is in het 
SVM model te achterhalen. Op deze wijze wordt niet alleen de visualisatie van het model 
verwerkelijkt maar tevens een wijze van interpretatie die essentieel kan zijn om bijvoorbeeld het 
onderliggende chemische of medische proces te kunnen begrijpen.  
 
Een onderdeel van SVMs dat het mogelijk maakt om niet-lineaire problemen aan te pakken is de 
kernel-formulering. Hierbij wordt de originele dataruimte getransformeerd naar een hoger- 
dimensionale ruimte. In hoofdstuk 5 wordt deze transformatie toegepast op een nieuwe methode, 
genaamd Self Organising Maps and Partial Least Squares (SOMPLS), die een combinatie is van 
Partial Least Squares (PLS) en de Bi-Directional Kohonen (BDK) methode. Door de kernel-
formulering te introduceren wordt het mogelijk gemaakt om niet-lineaire problemen aan te 
pakken. De prestaties van de nieuw ontwikkelde SOMPLS methode zijn ondermeer vergeleken 
met die van SVMs en andere kernel gebaseerde technieken. 
In hoofdstuk 6 en 7 wordt de SVM methode, gebruikmakend van de universele PUK kernel- 
functie, toegepast op data gegenereerd binnen het Europese project Trace. De prestatie van SVMs 
worden in dat geval vergeleken met die van andere lineaire en niet-lineaire methoden. 
 
Tenslotte worden in hoofdstuk 8 de conclusies en enkele ideeën voor toekomstig onderzoek 
betreffende SVMs gegeven. 
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