Abstract-We implemented a fatigue driver detection system using a combination of driver's state and driving behavior indicators. For driver's state, the system monitored the eyes' blinking rate and the blinking duration. Fatigue drivers have these values higher than normal levels. We used a camera with machine vision techniques to locate and observe driver's blinking behavior. Harr's cascade classifier was used to first locate the eye's area, and once found, a template matching was used to track the eye for faster processing. For driving behavior, we acquired the vehicle's state from inertial measurement unit (IMU) and gas pedal sensors. The principle component analysis (PCA) was used to select the components that have high variance. The variance values were used to differentiate fatigue drivers, which are assumed to have higher driving activities, from normal drivers.
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I. INTRODUCTION
A study of car accidents indicates that almost 20% of the cause of crash results from non-readiness of drivers such as distraction, fatigue and lack of sleep. When drivers are asleep, the accidents tend to more severe because the drivers cannot react and maneuver the vehicle to avoid crashes. A prompt detection of sleepy drivers is therefore very useful. There are mainly two types of indicators used to detect fatigue drivers: driver's state and driving behavior. Driver's state is a direct indicator to driver's fatigue. However, it can be difficult to measure effectively, because it involves human factors which can be unpredictable. For example, a truck driver who wants to avoid being caught that he is asleep in his duty can easily take away or fake the sensors that measure his state. The driving behavior, on the other hand, can be measured with sensors installed in a vehicle, which cannot easily be tampered with. This paper combines both driver's state and driving behavior detection to get the benefits of both methods. This will make the detection system more practical than using only one indicator. For driver's state indicator, we use a clue from the driver's eyes. Eye behavior contains a useful clue for drowsiness. There are two approaches for detecting eye clues: Active and passive approaches. The active approach uses infrared light shining toward the eyes and detecting reflection. The passive approach relies on ambient light and detects eyes' behavior. The drawback for the active light is that the light source, although infrared, has to be strong so that its reflection is clearly visible. This will create eye strain when using it on the driver's eyes for a long period of time. Our work, on the other hand, chose the passive approach, which use ambient light or gentle light source. We use eye detection and tracking algorithm to detect blinking rate and duration. Fatigue drivers will have high blinking rate and longer duration than normal drivers. For driving behavior indicator, we install a 9-DOF inertial measurement unit (IMU) together with a gas pedal sensor. These sensors are used to measure the level of driving activity. The assumption we used is that fatigue drivers will have low level of activity, which will be reflected by the smoothness of sensor values. Since, there are many features from the sensors, we implement the principle component analysis (PCA) to reduce the dimension of data. Then, we measure the fluctuation of data by using the standard deviation to differentiate between normal drivers and fatigue drivers.
II. RELATED WORK
Possible techniques for detecting drowsiness in drivers can be broadly divided into four major categories:
• Methods based on driver's current state, relating to the eye and eyelid movements [1] - [3] .
• Methods based on driver performance and driving behavior [4] - [6] .
• Methods based on physiological signals [7] .
• Methods based on combination of the multiple parameters [8] . There has been lots of literature on detection of fatigue effects and the driver's current state specifically focused on changes and movements in the eye. This includes assessing changes in the driver's direction of gaze, blinking rate and actual eye closure. Generally, eyes detection consists of two steps: Locating face to extract eye regions and eye detection from eye's windows. [2] designed an Advanced Driver Assistance System (ADAS) to reduce accidents due to drivers' fatigue. In this system, they proposed an algorithm to locate, track, and analyze the driver face and eyes to measure PERCLOS. Then they performed scientifically supported measure of drowsiness associated with slow eye closure.
Other measurements that are capable of measuring drivers' performance and physiological state are also proposed. Examples of these were: road boundary and tracking, fatigue driving detection system design based on driving behavior, EEG recording. A detail presentation is given below.
W. S. Wijesoma et al. [4] developed a road boundary and tracking system by using ladar sensing. They proposed a method based on the extended Kalman filtering filtering for fast detection and tracking of road curbs using successive range/bearing readings obtained from a scanning two-dimensional ladar measurement system. W. Hailin et al. [5] and T. C. Chieh et al. [6] implemented a fatigue driving detection system design based on driving behaviors. W. Hailin et al. detected the changing signals of accelerate, brake, shift and steering to analyze driver's states. T.C. Chieh et al. detected driving fatigue by monitoring the driver's grip force on the steering wheel alone. The data was obtained by using two resistive force sensors attached to the steering wheel and connected to a computer and a data acquisition module.
For an EEG reading, L. Ming-ai et al. [7] studied the characteristic of EEG signal in a drowsy driving state by using a method based on the power spectrum analysis and FastICA algorithm in order to determine the fatigue degree. It can differentiate between two states: sober and drowsy. The multichannel signals were analyzed with the FastICA algorithm, and the power spectral densities were calculated after FFT and then the fatigue index F was determined.
According to the analysis above, the approaches that combine driver state and driver performance will improve the sensibility and reliability in fatigue detection. J. Wang et al. [8] developed a real-time driving danger level prediction system by using a level prediction system that uses multiple sensor inputs. They used a statistical model to predict the driving risk. They used three types of features: the vehicle dynamic parameter, the driver's physiological data, and the driver's behavior. In this system, they used hidden Markov model, conditional random field and reinforcement learning to model the temporal patterns that lead to safe/dangerous driving state.
III. SYSTEM OVERVIEW We designed our system to detect fatigue base on two clues: driver's state and driving behavior. Our system consists of two parts i) Fatigue detection from eyes movement, ii) Fatigue detection from driving behavior as shown in Fig. 1 . 
A. Fatigue Detection From Eyes Movement
The proposed blink detection procedure includes the following steps: i) face and eyes detection, ii) eyes tracking, iii) eye closure detection and evaluation of the blink rate by steps as shown in Fig. 2 . 
1) Face & eyes detection
The first step in analyzing the blink of a driver is to locate the face and the eyes. We applied Haar Cascade Classifier for face and eyes detection. First, we detected the face to get the face location. Then, within the face region, we search for the eyes and get eyes' location. Fig.  3 illustrates the output of the cascade detector. The drawback of Harr cascade is that it is computational expensive. It gave slow refresh rate compared to the speed of eyes' blink. Therefore, we applied template matching for eyes tracking. We got eyes template image from eyes location of cascade detector output and then system will track eye in the green rectangles as shown in Fig. 4 . Finally, we obtained a region of interest (ROI) around the eyes from output of template matching, and derive a measurement value which is used to determine the eye state.
2) Blink detection
We proposed the detection of blinking and the analysis of blink duration in this section. We utilized the color feature to detect eye closure by we will convert color space of eye ROI image from RGB to HSV and split image to V-channel to monitor the value change of lightness in ROI image. When user change state of eye from open to close, that will result in the lightness increases because eye-closed state have the size of black eye is smaller than the eye open state so lightness value in eye-opened state will less than eye-closed state. Fig. 5 illustrates the output image after convert colors space. After converting color space of eye ROI image from RGB to HSV. We can get the lightness value (V-value in HSV) and plot it on the time axis as in Fig. 6 . Fig. 6 , we can detect blink and calculate blink duration by the flowchart in Fig. 7 . The objective of the algorithm is to find the sharp slope of VValue, and define it as the transition points. First, we will find positive slope. If the values of positive slope higher than "Th_close" system will judgment eye state to close and increase time of eye blink duration until the values of negative slope higher than "Th_open" and then system will stop increase time of eye blink duration and judgment eye state to open. Next, the system will count up blink and start find slope of V-Value again.
For the eye state, "State eye " is defined by testing the value "V-Value" by a threshold and we can derive by the following (1): 
B. Fatigue Detection from Driving Behavior
The proposed driving fatigue detection based on driving behavior procedure includes the following steps: i) data acquisition from sensor, ii) analyze the driver's driving behavior by steps as shown in Fig. 8 . 
1) Data acquisition from sensor
The force resistive sensor was mounted on the acceleration pedal. The sensor gives out a voltage value according to the force received. When driver does not apply pedal, the output voltage is 0V. When driver apply a full force to the pedal, the output voltage is 3.3V. The change of voltage reflects the pedal's movement. We use it as a input to construct the model of driving behaviors. The car movement was measured from the FreeIMU module (GY-87), which is a combined accelerometer, gyroscope, and compass. Its signal includes the following 9 parameters i) 3-axis parameter from Gyro meter, ii) 3-axis parameter from Accelerometer, iii) 3-axis parameters from Magnetic Field. The protocol for sending and receiving data between IMU module and MCU was communicated by SPI protocol. Fig. 11 is shown FreeIMU module and setup position on console. The data from sensor was separated into two set are i) Training data, ii) Test data. Fig. 12 .
2) Analyze the driver's driving behavior
The fatigue driving identification is showed as in Fig.  13 . First, the dataset from resistive sensor and FreeIMU module were normalization by using z-score and then the data were analyzed by Principal Component Analysis to reduce the dimensionality of a data set. Next, the variances were calculated from variable score from PCA (Principal Component Analysis) by using Mean, Standard Deviation and Coefficient value from training data. Finally, the combined variances of five columns were selected. If the combined variance is higher than a threshold, the algorithm will judge the driver state to normal state. But, if it is less than the threshold, the algorithm will judge the driver state to the fatigue state. 
IV. EXPERIMENT AND RESULT
For driving fatigue detection from eyes movement, we implemented all of the algorithms and tested in Microsoft Visual Studio 2010 in Windows 8 working on Computer with AMD A10 CPU and 8 GB RAM. Video was captured from Logitech Webcam Pro9000 and using OpenCV as an image processing and computer vision library.
To validate our system, we made experiments using 10 users at same location to evaluate the performance of the proposed system. First, we set up Logitech Webcam Pro9000 to Computer as shown in Fig. 14 . Next, we set the user position is sitting in front of a computer screen as shown in Fig. 15 and then we detected eye blink from user by using our proposed algorithm and use driving simulation video to test and we use time interval to collect eye blink data for 60s. While collecting data we have observers to collect data of eye blink from looking with the eyes for comparing the results from our proposed algorithm and results from observers to calculate the accuracy of algorithm. Fig. 16 illustrates the experiment setup. The result of eye blink detection in the same location and driving simulation video are illustrated in Table I , We show the accuracy rates of our proposed eye blink detection methods. The algorithm for driving fatigue detection from driving behavior were implemented and tested on Computer with AMD A10 CPU and 8 GB RAM and MCU (Freeduino V1.16 Board) to get data from sensor.
The experiment was performed by setting the resistive sensor to pedal, FreeIMU on console and Computer for getting data to analyze when we drive in real situation. The drivers were asked to acts as normal and sleepy. The driver states were assumed include following states i) Normal state, ii) Fatigue state. Fig. 19 shows the system installation. The final result of the driving behavior is shown in Table II . We can calculate variances from variable scores in PCA, and then the driver state was determined by thresholding the sum of variances. The driver state was determined by comparing the data from Table II with threshold value. The appropriate threshold value was set to 5, so, we have 3 values in normal state of Table II that value less than 5 are value in row 3, 6 and 8. The reason for this error is because it was the time period while the car was waiting for a traffic light or traffic jams.
V. DISCUSSION AND CONCLUSION
In this paper, we proposed an algorithm to detect driving fatigue, which consist of two parts: driving fatigue detection from eyes movement and driving fatigue detection from driving behavior.
For the fatigue detection from eye blinks, the algorithm detects eye blinks, calculates the blink rate, and the duration time. We performed an experiment using a video-based method. The results showed that our algorithm can work efficiently in nearly real-time, because our algorithm has high frame rate processing of approximately 20 fps. We compared the output from the algorithm with the blinks observed from a human observer. The results provide the average accuracy of approximately 89%.
According to the results, the graph analysis on ten sets of 1-minute samples show that the typical blink of human contains alternating inter-blink periods of shorter and longer durations depend on the driver's state. Although the results show that our method works well for the images taken under controlled environments and changes of illumination in less quantity, some issues are discussed below 1. The algorithm may be failed to detect eye blink when the rotation of the driver's head is over 30 degrees. Therefore, the installation of the camera is suggested to be in the front of the driver to prevent such a problem. 2. When illumination of the face has changed in large quantity, it causes the face and eyes area to become dark. The detection of eye blinks may fail and causes an error in the count of blinks. For the fatigue detection from driving behavior, the experiment and results showed that our algorithm can effectively classify and analyze the driving behavior. However the results show that our method cannot work well under situations where traffic jam or waiting for traffic light for a long time. For the solution to improve the accuracy of the algorithm can be achieved by increasing the duration of data storage but the disadvantage of this solution is the algorithm will use a long time before it can measure the driver's state. This is the main reason why both methods have to be combined in order to support each other. 
