Transmission problems and spectral theory for singular integral operators on Lipschitz domains  by Escauriaza, Luis & Mitrea, Marius
Journal of Functional Analysis 216 (2004) 141–171
Transmission problems and spectral theory for
singular integral operators on Lipschitz domains
Luis Escauriazaa,,1 and Marius Mitreab,2
aDepartment of Mathematics, UPV/EHU, Apto. 644, 48080 Bilbao, Spain
bDepartment of Mathematics, University of Missouri-Columbia, Columbia, MO 65211, USA
Received 1 October 2003; accepted 20 December 2003
Communicated by D. Stroock
Abstract
We prove the well-posedness of the transmission problem for the Laplacian across a
Lipschitz interface, with optimal non-tangential maximal function estimates, for data in
Lebesgue and Hardy spaces on the boundary. As a corollary, we show that the spectral radius
of the (adjoint) harmonic double layer potential K in Lp0ð@OÞ is less than 12; whenever O is a
bounded convex domain and 1opp2:
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1. Introduction
Let OCRn; nX2; be the (unbounded) domain lying above the graph of a real-
valued Lipschitz function deﬁned in Rn1: This paper is concerned with the study of
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transmission boundary problems of the type
ðTBVP-LaplaceÞ
Du7 ¼ 0 in O7;
Mðru7ÞALpð@OÞ;
uþj@O  uj@O ¼ fA ’Lp1ð@OÞ;
@nu
þ  m @nu ¼ gALpð@OÞ:
8>><
>>:
ð1:1Þ
Here, D is the Laplacian, mAR is a ﬁxed parameter, n is the outward unit normal to
O; and Oþ :¼ O; O :¼ Rn\ %O: For 1opoN; ’Lp1ð@OÞ is the classical homogeneous
Lp-based Sobolev spaces of order one on @O; M denotes the non-tangential maximal
operator, @n is the normal derivative and all restrictions to the boundary are taken in
the non-tangential limit sense; detailed deﬁnitions are given in the body of the paper
(cf. Section 2).
Two closely related boundary problems are the Neumann problem and the
Dirichlet problem
ðNÞ
Du ¼ 0 in O;
MðruÞALpð@OÞ;
@nu ¼ gALpð@OÞ;
8><
>: ðRÞ
Du ¼ 0 in O;
MðruÞALpð@OÞ;
uj@O ¼ fA ’Lp1ð@OÞ:
8><
>: ð1:2Þ
From the work of Verchota [34], and Dahlberg and Kenig [6], it is now understood
that 1opo2þ e; where e ¼ eð@OÞ40; is the sharp well-posedness range for both (N)
and (R). In connection with (1.2), let
L : ’Lp1ð@OÞ-Lpð@OÞ; LðgÞ :¼ f ð1:3Þ
be the so-called Dirichlet-to-Neumann map (well-deﬁned for 1opo2þ e). Then
(1.1) contains both (N) and (R) in the following sense. A function u solves (N) for the
datum g if and only if ðu; 0Þ solves (T) for the data ðL1ðgÞ; gÞ: Furthermore, u solves
(R) for the datum f if and only if ðu; 0Þ solves (T) for the data ðf ;Lðf ÞÞ:
Another observation highlighting the connections between these three boundary
value problems is that (1.1) decouples into a Neumann problem and a Regularity
problem when m ¼ 0: More speciﬁcally, in order to solve (1.1) when m ¼ 0; one
simply takes uþ to be the solution of (1.2)-(N) in Oþ with datum g; then let u solve
(1.2)-(R) in O with boundary datum f þ uþj@O: In fact, as a simple perturbation
argument shows, there exists e ¼ eð@OÞ40 such that well-posedness for problems
(1.2) entails well-posedness for (1.1) if jmjoe:
When m ¼ 1 problem (1.1) is well-posed for any 1opoN; cf. the discussion in
Section 2. Finally, it follows from the location of the point-spectrum of the harmonic
double layer (cf. [1]) that for each mo0 and each 1opoN there exists a smooth,
bounded domain O for which (the bounded domain version of) problem (1.1) is not
well-posed. Our main result is as follows.
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Theorem 1.1. Let OCRn; nX2; be the unbounded domain lying above the graph of a
real-valued Lipschitz function defined in Rn1; and let m40; ma1: Then there exists
e ¼ eð@O; mÞ40 such that the transmission boundary value problem (1.1) has a unique
(modulo constants) solution provided that 1opo2þ e: In addition, this solution
satisfies
jjMðruþÞjjLpð@OÞ þ jjMðruÞjjLpð@OÞpCðjjrtanf jjLpð@OÞ þ jjgjjLpð@OÞÞ ð1:4Þ
granted that 1opo2þ e: Moreover, there are integral representation formulas for the
solution in terms of harmonic layer potentials.
Similar considerations apply to the case of a bounded Lipschitz interface, with the
additional decay condition uðxÞ ¼ Oðjxj2nÞ as jxj-N (this time, uniqueness holds
without the addendum ‘modulo constants’). When n ¼ 2; the above decay condition at
infinity should be replaced by
uðxÞ ¼ q logjxj þ Oð1Þ as jxj-N; q ¼ constant: ð1:5Þ
The strategy for proving this result is to interpolate between the end-point cases
p ¼ 1 and 2. The latter situation has been largely dealt with in [11], while the former
requires establishing new atomic estimates. This idea has been ﬁrst used by Dahlberg
and Kenig in their ground-breaking work on the Neumann problem for the
Laplacian [6]. Implementing this program in the context of the transmission problem
constitutes the main technical novelty of the current paper. Our key estimates in this
regard are as follows.
Theorem 1.2. Assume that OCRn; nX2; is the unbounded domain lying above the
graph of a real-valued Lipschitz function defined in Rn1; and fix m40; ma1: Then
there exists e ¼ eð@O; mÞ40 such that the transmission boundary value problem
ðTBVP-atomicÞ
Du7 ¼ 0 in O7;
Mðru7ÞALpð@OÞ;
uþj@O  uj@O ¼ fA ’H1;pat ð@OÞ;
@nu
þ  m @nu ¼ gA ’Hpatð@OÞ
8>><
>>:
ð1:6Þ
has a unique (modulo constants) solution provided that 1 eopp1 if nX3; and
2
3 eopp1 if n ¼ 2: In each case, the solution satisfies
jjMðruþÞjjLpð@OÞ þ jjMðruÞjjLpð@OÞpCðjjrtanf jj ’Hpatð@OÞ þ jjgjj ’Hpatð@OÞÞ: ð1:7Þ
Finally, appropriate versions of these estimates hold (for the same ranges of p’s) in
the case of bounded Lipschitz domains, granted that the boundary data belong to
inhomogeneous Hardy spaces.
One key technical point in the proof of Theorem 1.2 is as follows. Following
Dahlberg and Kenig, we perform a dyadic decomposition of the boundary
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@O ¼,Lj ; with the aim of deriving estimates in each Carleson box Dj associated
with the dyadic piece Lj; j ¼ 1; 2;y: In [6], where the case of the Neumann problem
is treated, the authors use the L2-theory for the local version of this problem in each
Carleson box Dj in order to control
R
Lj
MðruÞ2 ds by C2j R
Dj
jruj2 dx: This is a
crucial step in establishing appropriate decay in j: Instead, in our situation we
use a new local, scale-adapted Rellich type estimate, well-suited for the problem
at hand.
As was the case with (1.2), there is a close correlation between the well-posedness
of (1.1) and the invertibility properties of certain boundary layer potential operators.
The relevant boundary integral operators for our transmission problem are
(anticipating notation to be introduced later)
lI þ K : Lpð@OÞ-Lpð@OÞ; lI þ K : ’Lp1ð@OÞ- ’Lp1ð@OÞ: ð1:8Þ
These are shown to be invertible for each lAR with jlj41
2
whenever O is a Lipschitz
domain and 1opo2þ e; where e ¼ eð@OÞ40: In fact, this range extends below
p ¼ 1 (when Hardy spaces are employed).
A closely related issue, the so-called spectral radius conjecture (SRC in short), is
the statement that lI þ K is in fact invertible on Lpð@OÞ; 2ppoN; for any l
complex with jlj41
2
: This has been singled out as an open problem by Fabes, Kenig
in [21] and Verchota in [9]. While the SRC has long been known to be true in a
number of particular cases (such as Lipschitz domains whose unit normal has
vanishing mean oscillations, or two-dimensional polygonal domains), the
problem remains open in full generality. More progress has been made by Fabes
et al. who have proved in [13] that the SRC is true in L2ð@OÞ in any bounded
convex domain O in Rn (while this is automatically Lipschitz, it may fail to be of
class C1).
As a byproduct of our invertibility results for layer potentials, here we are able
to extend the aforementioned result by Fabes, Sand and Seo, by proving the
following.
Theorem 1.3. For any convex domain OCRn; nX2; we have
rðK ; Lps ð@OÞ=RÞo12 ð1:9Þ
if
1 e
2
 
so1
p
o 1 e
2
 
s þ 1þ e
2
 
; 0oso1; 1opoN: ð1:10Þ
Here and elsewhere, rðT ; XÞ stands for the spectral radius of the operator T on the
Banach space X ; i.e. the radius of the smallest disk (centered at the origin) containing
its spectrum. Also, Lps ð@OÞ; 0psp1; 1opoN; denotes the classical, Lp-based
Sobolev space of order s on @O:
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The main result in [13] corresponds to (1.9) for p ¼ 2; s ¼ 0: Geometrically,
conditions (1.10) amount to the membership of the point with coordinates ðs; 1=pÞ to
the parallelogram with vertices at ð0; 0Þ; ð0; ð1þ eÞ=2Þ; ð1; 1Þ and ð1; ð1 eÞ=2Þ:
The organization of the paper is as follows. In Section 2, we collect basic
deﬁnitions and deal with (1.1) in the case when jp  2j is small and O is the domain
above the graph of a real-valued Lipschitz function. In Section 3, we simultaneously
deal with the case nX3 of Theorems 1.1 and 1.2 via an approach based on the De
Giorgi–Nash–Moser and Serrin–Weinberger theory for elliptic operators in
divergence form, with bounded, measurable coefﬁcients. The two-dimensional case
is treated separately in Section 4. Finally, in Section 5, we present the proof of
Theorem 1.3.
2. Preliminaries and review of the L2-theory
2.1. Function spaces in Lipschitz domains
We start by collecting a number of basic deﬁnitions. An unbounded Lipschitz
domain OCRn is simply the domain lying above the graph of a real-valued Lipschitz
function. That is,
O :¼ fx ¼ ðx0; xnÞARn1  R; xn4jðx0Þg; where x0 ¼ ðx1;y; xn1Þ;
j :Rn1-R is Lipschitz; i:e:; rj exists and belongs to LNðRn1Þ: ð2:1Þ
We denote by ds the surface measure on @O; and by n the outward unit normal
deﬁned a.e. (with respect to ds) on @O: Also, throughout the paper, we set Oþ :¼ O
and O :¼ Rn\ %O:
Recall that a bounded domain OCRn (no topological assumption made) is called
Lipschitz if
(i) @O can be covered by a ﬁnite family of open (appropriately rotated) cylinders
fZigmi¼1 in Rn;
(ii) for each i; there exists a Lipschitz function ji :R
n1-R so that 2jjjijjLN is less
than the height of Zi and, if 2Zi denotes the concentric double of Zi; in the
rectangular coordinate system deﬁned by Zi one has
O-2Zi ¼ fx ¼ ðx0; xnÞ;jiðx0Þoxng-2Zi;
@O-2Zi ¼ fx ¼ ðx0; xnÞ;jiðx0Þ ¼ xng-2Zi; ð2:2Þ
see e.g. [27,34] for more details. In the sequel, we shall say that a constant depends
on the Lipschitz character of O if its size is controlled in terms of m; the number of
cylinders fZigi; the size of these cylinders and supfjjrjijjLN ; 1pipmg:
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In order to introduce the classical non-tangential maximal operator M; ﬁx some
k ¼ kð@OÞ41; sufﬁciently large. For an arbitrary u :O7-R; we then set
MðuÞðxÞ :¼ supfjuðyÞj; yAG7ðxÞg; xA@O; ð2:3Þ
where
G7ðxÞ :¼ fyAO7; distðx; yÞok distðy; @OÞg; xA@O ð2:4Þ
are cone-like regions (lying in Oþ and O; respectively) with vertex at boundary
points. These regions also play a fundamental role in deﬁning non-tangential
restrictions to the boundary. Set
ulj@OðxÞ :¼ lim
yAG7ðxÞ
uðyÞ for a:e: xA@O; ð2:5Þ
the choice of the sign depending on whether the function u is deﬁned in Oþ or O:
Similarly,
@nuðxÞ :¼ nðxÞ  lim
yAG7ðxÞ
ðruÞðyÞ
 
for a:e: xA@O: ð2:6Þ
By Lpð@OÞ we denote the Lebesgue space of measurable, pth power integrable
functions on @O; with respect to the surface measure ds: For an unbounded
Lipschitz domain OCRn; the homogeneous Lp-Sobolev space of order one is deﬁned
as
’L
p
1ð@OÞ :¼ ffALplocð@OÞ; jrtanf jALpð@OÞg: ð2:7Þ
Here and elsewhere, rtan :¼ r n@n stands for the tangential gradient on @O:
Clearly, for each 1opoN; this becomes a Banach space modulo constants when
equipped with the homogeneous norm jjf jj ’Lp
1
ð@OÞ :¼ jjrtanf jjLpð@OÞ: The correspond-
ing inhomogeneous Sobolev space is
L
p
1ð@OÞ :¼ Lpð@OÞ- ’Lp1ð@OÞ; jj  jjLp1ð@OÞ :¼ jj  jjLpð@OÞ þ jjrtan  jjLpð@OÞ ð2:8Þ
for 1opoN; which also yields a Banach space on bounded domains.
Let us now once again consider the setting of an unbounded Lipschitz domain O
in Rn: A surface ball SrðxÞ is any set of the form BrðxÞ-@O; with xA@O and
0oroN: As far as the homogeneous Hardy spaces ’Hpatð@OÞ;
n  1
n
opp1; are
concerned, call a : @O-R an atom for ’Hpatð@OÞ (p-atom for short), if
( Sr-surface ball : supp aDSr; jjajjLNð@OÞpr
n1
p and
Z
@O
a ds ¼ 0: ð2:9Þ
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Then
’H
p
atð@OÞ :¼
X
j
ljaj; ajp-atom; ðljÞjAcp
( )
ð2:10Þ
equipped with the usual inﬁmum norm. Here, the series is convergent in the space
ð ’Cað@OÞÞ if a :¼ ðn  1Þð1=p  1ÞAð0; 1Þ (where ’Cað@OÞ stands for the homogeneous
Ho¨lder space of order a; i.e. the Banach space of functions, modulo constants,
subject to the requirement sup
x;yA@O
jf ðxÞ  f ðyÞj=jx  yjaoþN), and in L1ð@OÞ if
p ¼ 1:
The inhomogeneous version of (2.10) is then obtained by enlarging the class of
atoms to contain, besides functions satisfying (2.9), any aALNð@OÞ such that
( Sr-surface ball; with rX1; such that supp aDSr; jjajjLNð@OÞpr
n1
p : ð2:11Þ
Following [16] we then set
H
p
atð@OÞ :¼
X
j
ljaj; fljgjAcp; aj satisfies either ð2:9Þ or ð2:11Þ
( )
ð2:12Þ
and endowed it with the natural inﬁmum norm. This time, the series is convergent in
ðCað@OÞÞ with a :¼ ðn  1Þð1=p  1ÞAð0; 1Þ and in L1ð@OÞ if p ¼ 1: This deﬁnition
also makes sense when O is a bounded Lipschitz domain. In fact, in this latter
scenario,
H
p
atð@OÞ ¼ ’Hpatð@OÞ þ Lqð@OÞ 8 q41: ð2:13Þ
It is not difﬁcult to see that the inhomogeneous Hardy space (2.12) is local in the
sense that H
p
atð@OÞ is a module over Cað@OÞ with a4ðn  1Þðp1  1Þ:
We shall also work with ’H
1;p
at ð@OÞ; n1n opp1; the cp-span of ‘regular’ atoms on
@O: More speciﬁcally, deﬁne
fA ’H1;pat ð@OÞ3
def rtanf ¼
XN
j¼1
ljrtanaj; ðljÞjAcp; aj regular atom; ð2:14Þ
where the series converges in ’H
p
atð@OÞ; and set jjf jj ’H1;pat ð@OÞ :¼ inf ½
Pjljjp1=p; where the
inﬁmum is taken over all possible representations. Here, for ðn  1Þ=nopp1 and a
ﬁxed maxf1; pgopooN; a function a : @O-R is called a regular atom if there exists
a surface ball Sr so that
supp aDSr; jjrtanajjLpo ð@OÞpr
ðn1Þ 1
po
1
p
 
: ð2:15Þ
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Different choices of the parameter po above yield the same topology on ’H
1;p
at ð@OÞ:
Once again there is a corresponding inhomogeneous version of this space deﬁned, for
1=q :¼ 1=p  1=ðn  1Þ; as follows:
H
1;p
at ð@OÞ :¼
X
j
ljaj convergent in Lqð@OÞ; ðljÞjAcp; aj as in ð2:15Þ
( )
: ð2:16Þ
This inhomogeneous, regular Hardy space is then a module over Lipcompð@OÞ; the
class of Lipschitz, compactly supported functions on @O: As remarked on p. 456 in
[6], if fA ’H1;pat ð@OÞ then there exists cAR so that f  cAH1;pat ð@OÞ: Also, in the case of
a bounded domain, it is not too difﬁcult to check that, for ðn  1Þ=nopp1;
H
1;p
at ð@OÞ ¼ ’H1;pat ð@OÞ þ Lq1ð@OÞ 8q41: ð2:17Þ
2.2. Layer potentials
We continue to review background material by recalling the deﬁnitions and some
of the most basic properties of the classical harmonic layer potentials for a Lipschitz
domain OCRn: With EðxÞ denoting the canonical radial fundamental solution for
the Laplace operator D ¼Pnj¼1@2j in Rn; i.e.
EðxÞ :¼
1
ðn2Þan
1
jxjn2; nX3;
1
2p logjxj; n ¼ 2;
(
xARn\f0g; ð2:18Þ
where an equals the surface measure of the unit sphere in Rn; we deﬁne the single and
double layer potential operators by
Sf ðxÞ :¼
Z
@O
Eðx  yÞ f ðyÞ dsy; xe@O ð2:19Þ
and
Df ðxÞ :¼
Z
@O
@ny ½Eðx  yÞf ðyÞ dsy; xe@O; ð2:20Þ
respectively. When O is an unbounded Lipschitz domain and fALpð@OÞ; 1opoN;
the integral in the right-side of (2.20) is absolutely convergent, as a simple
application of Ho¨lder’s inequality shows. However, the integral in (2.19) may diverge
if pXn  1: One remedy is to consider Eðx  yÞ  Eðxo  yÞ in place of Eðx  yÞ as
the integral kernel of the single layer, for some xoe@O; ﬁxed. We shall tacitly assume
this convention throughout the paper.
As is well-known (cf., e.g., [6,34]), if fALpð@OÞ; 1opoN;
@jSf j@O7 ¼812nj f þ Tjf ; j ¼ 1; 2;y; n; ð2:21Þ
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where nj is the jth component of n; and
Tjf ðxÞ :¼ p:v:
Z
@O
ð@jEÞðx  yÞ f ðyÞ dsy; xA@O: ð2:22Þ
Here p:v: indicates that the integral is taken in the principal value sense. In
particular,
@nSj@O7 ¼812I þ K; rtanSj@Oþ ¼ rtanSj@O and Dj@O7 ¼712I þ K ; ð2:23Þ
where I denotes the identity operator,
Kf ðxÞ :¼ p:v:
Z
@O
@ny ½Eðx  yÞf ðyÞ dsy; xA@O ð2:24Þ
and K is the formal adjoint of K : Also, Sj@Oþ ¼ Sj@O ¼: S; is the boundary
version of (2.19).
The boundedness of the operators K ; K; Tj : Lpð@OÞ-Lpð@OÞ as well as that of
S : Lpð@OÞ-Lp1ð@OÞ if O is a bounded Lipschitz domain; ð2:25Þ
S : Lpð@OÞ- ’Lp1ð@OÞif O is an unbounded Lipschitz domain; ð2:26Þ
along with the estimate
jjMðDf ÞjjLpð@OÞ þ jjMðrSf ÞjjLpð@OÞpCjjf jjLpð@OÞ; ð2:27Þ
valid for 1opoN; with C ¼ Cð@O; pÞoþN; follow by combining the techniques
of [12] with the results in [5]. For further reference, here we also want to record that
jjMðrSf ÞjjLpð@OÞpCjjf jj ’Hpatð@OÞ ð2:28Þ
if ðn  1Þ=nopp1; where C ¼ Cð@O; pÞoþN:
Let O be an unbounded Lipschitz domain and pick an arbitrary fA ’Lp1ð@OÞ;
1opoN: Then, for each 1pjpn; it is not too difﬁcult to see, via successive
integrations by parts, that
@jDf ðxÞ ¼
Xn
k¼1
@kSð@tjk f ÞðxÞ; xe@O; ð2:29Þ
where
@tjk :¼ nj@k  nk@j; 1pj; kpn ð2:30Þ
are tangential derivative operators. It follows that
jjMðrDf ÞjjLpð@OÞpCjjf jj ’Lp
1
ð@OÞ if 1opoN; ð2:31Þ
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jjMðrDf ÞjjLpð@OÞpCjjf jj ’H1;pat ð@OÞ if
n  1
n
opp1; ð2:32Þ
and
@nDf j@Oþ ¼ @nDf j@O ; ð2:33Þ
where (2.33) is based on (2.21) and the observation that
P
1pj;kpnnjnk@tjk ¼ 0:
Appropriate analogues are valid in bounded domains, working this time with
inhomogeneous spaces.
It is then clear from this discussion that, in the case when m ¼ 1;
u7 :¼ Df Sg in O7 ð2:34Þ
solve (1.1) for any given 1opoN: This clariﬁes a point made in the Introduction,
right before the statement of Theorem 1.1.
2.3. The Lp transmission problem with jp  2j small
In this subsection, we discuss the well-posedness of (1.1) in unbounded Lipschitz
domains when p is near 2: To set the stage, let O be as in (2.1), and recall an integral
identity due to Rellich [30], to the effect that for any harmonic function u in O with
MðruÞAL2ð@OÞ and for any constant vector eARn;
Z
@O
jruj2/e; nS ds ¼ 2
Z
@O
@nu/e;ruS ds: ð2:35Þ
Decomposing jruj2 ¼ jrtanuj2 þ j@nuj2 and e ¼ etan þ/e; nSn further yields
Z
@O
jrtanuj2/e; nS ds
Z
@O
j@nuj2/e; nS ds ¼ 2
Z
@O
@nu/e;rtanuS ds: ð2:36Þ
When written with O7 in place of O and u7 :¼Sf ; fAL2ð@OÞ; in place of u; the
above identity becomes
Z
@O
jrtanSf j2/e; nS ds
Z
@O
jð81
2
I þ KÞf j2/e; nS ds
¼ 2
Z
@O
/e;rtanSfSð812I þ KÞf ds: ð2:37Þ
For an arbitrary lAR we then decompose ð81
2
I þ KÞf ¼ ðlI þ KÞf þ ðl81
2
Þf :
Multiplying the 7-versions of (2.37) by lþ 1
2
and lþ 1
2
; respectively, then adding
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them up yieldsZ
@O
jrtanSf j2/e; nS dsþ ðl2  14Þ
Z
@O
jf j2/e; nS ds
¼
Z
@O
jðlI þ KÞf j2/e; nS dsþ 2
Z
@O
/etan;rtanSfSðlI þ KÞf ds: ð2:38Þ
Let us specialize (2.38) to the case when e ¼ ð0;y; 0;1Þ; which is transversal to @O:
Then jetanj ¼ jrjj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jrjj2
q
pk/e; nS; where j is as in (2.1) and k :¼ jjrjjjLN :
Thus, by the Cauchy–Schwartz inequality, the last integral above is majorized byZ
@O
jrtanSf j2/e; nS dsþ k2
Z
@O
jðlI þ KÞf j2/e; nS ds: ð2:39Þ
Utilizing this back in (2.38) then justiﬁes the estimate
l2  1
4
 Z
@O
jf j2/e; nS dspð1þ k2Þ
Z
@O
jðlI þ KÞf j2/e; nS ds: ð2:40Þ
In particular, flI þ Kgl; lAR; jlj412; is a continuous, one-parameter family of
semi-Fredholm operators. Also, obviously, lI þ K becomes invertible when jlj is
large. It follows from the homotopic invariance of the index that lI þ K is in fact
Fredholm with index zero for each lAR; jlj41
2
: Since, by (2.40), each lI þ K is one-
to-one, we may therefore conclude that, with l as above, lI þ K is an isomorphism
of L2ð@OÞ for each lAR; jljX12 (the case l ¼712 is contained in [6]).
At this stage, we claim that there exists e ¼ eð@OÞ40 so that
lI þ K; lI þ K : Lpð@OÞ!B Lpð@OÞ isomorphically
whenever lAR; jljX1
2
; 2 eopo2þ e: ð2:41Þ
The interested reader is referred to [18] for a discussion of such stability results from
a broader point of view. See also [2] which, in particular, makes it clear that for each
p; qAð2 e; 2þ eÞ; the inverse ðlI þ KÞ1 considered on the space Lpð@OÞ is
compatible with ðlI þ KÞ1 considered on Lqð@OÞ when both operators are
restricted to Lpð@OÞ-Lqð@OÞ:
Next, if we write (2.36) with O7 in place of O and u7 :¼ Df ; fA ’L21ð@OÞ; in place
of u; we arrive at the identityZ
@O
jrtanð712I þ KÞf j2/e; nS ds
Z
@O
j@nDf j2/e; nS ds
¼ 2
Z
@O
@nDf /e;rtanð712I þ KÞfS ds: ð2:42Þ
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Proceeding as before, this identity leads to the estimate
l2  1
4
 Z
@O
jrtanf j2/e; nS dspð1þ k2Þ
Z
@O
jrtanðlI þ KÞf j2/e; nS ds ð2:43Þ
and, further, to the conclusion that
lI þ K : Lp1ð@OÞ!
B
L
p
1ð@OÞ and lI þ K : ’Lp1ð@OÞ!
B ’L
p
1ð@OÞ
isomorphically for each lAR; jljX12; 2 eopo2þ e; ð2:44Þ
for some e ¼ eð@OÞ40 (once again, the case l ¼71
2
is contained in [6]).
Having established the invertibility properties of the relevant operators for the
problem under discussion, we now tackle the issue of existence for (1.1) when 2
eopo2þ e: Recalling that, in the context we are considering, operator (2.26) is an
isomorphism for 1opo2þ e (cf. [6]), it is possible to ﬁnd cALpð@OÞ and cAR so
that Sc ¼ f þ c: We may then take
uþ :¼Shþ  c in Oþ and u :¼ Sh in O; ð2:45Þ
where, with l :¼ 1
2
1þm
1m; the functions h
7ALpð@OÞ are given by
hþ :¼ 1
1 mðlI þ K
Þ1½g  mð1
2
I þ KÞc and h :¼ hþ  c: ð2:46Þ
There remains uniqueness which we address next. One way to see this is to rely on
the well-posedness of the Lp-Neumann problem and the invertibility results (2.41).
Another, more direct approach, which uses some ideas of importance for us later on,
is as follows. First, we claim that for any harmonic function u in an unbounded
Lipschitz domain OCRn; nX2; and which satisﬁes MðruÞALpð@OÞ for some
1opoN; there holds
ð1
2
I þ KÞð@nuÞ ¼
Xn
j;k¼1
njTkð@tjk uj@OÞ: ð2:47Þ
Recall that the operators Tk; 1pkpn; have been introduced in (2.22).
To justify this, we formally write Green’s formula for u in O;
u ¼ Dðuj@OÞ Sð@nuÞ; ð2:48Þ
take the gradient of both sides,
ru ¼ rDðuj@OÞ  rSð@nuÞ ¼
Xn
k¼1
@kSð@tjk uj@OÞ
 !
1pjpn
rSð@nuÞ; ð2:49Þ
where the second step involves an integration by parts, go to the boundary non-
tangentially and, ﬁnally, then take the inner product with the unit normal, proving
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(2.47). Now, there are certain technical difﬁculties in justifying (2.48) in an
unbounded domain O due to the lack of information on the decay of the function u:
However, starting with (2.48) written in a suitable sequence of bounded domains
DjsO; allows us, once (2.49) has been obtained for each Dj; to pass to the limit (note
that, as opposed to (2.48), identity (2.49) involves only derivatives of u) and establish
(2.49) in O: This ﬁnishes the proof of (2.47).
Let now ðuþ; uÞ solve the homogeneous version of (1.1) with jp  2joe: Writing
(2.47) for u7 and using the transmission boundary conditions leads, after some
minor algebra, to the conclusion that
ðlI þ KÞð@nuÞ ¼ 0 where l :¼ 1
2
mþ 1
m 1: ð2:50Þ
Thus, @nu
7 ¼ 0: In particular, the function u :¼ uþ in Oþ; and u in O becomes
harmonic in the whole space Rn: If we now recall a general real-variable result,
proved in Lemma 6.1 of [10], to the effect that
wAC0locðOÞ; MðwÞALpð@OÞ; 0opoN
) wALp ðOÞ where p :¼ np=ðn  1Þ ð2:51Þ
plus a naturally accompanying estimate, it follows that ruALnp=ðn1ÞðRnÞ: By a
standard Liouville theorem then u is a constant, as desired.
Remark. Estimate (2.40) involves a real parameter l: Assume we are interested in a
similar estimate but with a complex parameter instead. That is, we seek an inequality
of the form
jjf jjL2ð@OÞpCð@O; zÞjjðzI þ KÞf jjL2ð@OÞ 8 fAL2ð@OÞ; ð2:52Þ
where zAC: Writing ðlI þ KÞf ¼ ðzI þ KÞf þ ðl zÞf ; elementary estimates give
Z
@O
jðlI þ KÞf j2/e; nS dsp
Z
@O
jðzI þ KÞf j2/e; nS dsþ jz  lj2
Z
@O
jf j2/e; nS ds
þ Oðjjf jjL2ð@OÞ  jjðzI þ KÞf jjL2ð@OÞÞ: ð2:53Þ
The bottom line is that (2.40) implies (2.52) for a given zAC if lAR\ð1
2
; 1
2
Þ can be
chosen so that
l2  1
4
 
 ð1þ k2Þjz  lj240: ð2:54Þ
A simple inspection further shows that this latter condition holds if and only if z
belongs to the ‘interior’ of the hyperbolaHkCR2  C (i.e., the component of C\Hk
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containing the imaginary axis), with
vertices at 7
1
2
kﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ k2p ; 0
 
and asymptotes with slopes 7
1
k
: ð2:55Þ
In fact, starting with (2.43), we see that a similar conclusion holds for the operator
K on ’L21ð@OÞ and, by combining this with the L2 result above, for the operator K on
L21ð@OÞ:
To further extend these results, we shall invoke the semi-continuity of the
spectrum with respect to the parameter in the complex interpolation method. Recall
that, for an operator T :X-X ; linear and bounded, Spec ðT ; XÞ stands for the
collection of all zAC so that zI  T is not invertible on X : All in all, this proves the
following result
Proposition 2.1. Suppose that O is the domain in Rn lying above the graph of a function
j :Rn1-R: It is assumed that there exists a finite constant k40 such that jjðx0Þ 
jðy0Þjpkjx0  y0j for any x0; y0ARn1: Recall the hyperbola Hk described in (2.55).
Then there exists e ¼ eðn; kÞ40 such that
SpecðK ; Lps ð@OÞÞCHk for any pAð2 e; 2þ eÞ and 0psp1: ð2:56Þ
3. The proof of Theorem 1.1 when nX3
In this section, we prove Theorem 1.1 for Lipschitz domains in Rn; nX3: As in [6],
we make essential use of the De Giorgi–Nash–Moser and Serrin–Weinberger theory
for solutions of elliptic operators in divergence form, with bounded, measurable
coefﬁcients [8,22,25,26,32].
3.1. Main atomic estimates
To set the stage, let O be an unbounded Lipschitz domain as in (2.1) and recall the
maximal function operator M from (2.3). For m40; ma1; ﬁxed, consider the
following (reduced) transmission problem with atomic data:
ðTBVP-atomicÞ
Du7 ¼ 0 in O7;
Mðru7ÞAL2ð@OÞ;
uþj@O ¼ uj@O;
@nu
þ  m @nu ¼ aA ’H1atð@OÞ;
8>><
>>:
ð3:1Þ
where a satisﬁes (2.9) with p ¼ 1: The fact that this problem is well-posed follows
from the discussion in Section 2. Then the function
u :¼ u
þ in Oþ;
u in O;

ð3:2Þ
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belongs to L21;locðRnÞ and satisﬁes
Lu ¼ 0 in Rn\supp a; ð3:3Þ
where L is the second-order, formally self-adjoint, divergence form operator
L :¼ divðArÞ; A :¼ wOþI þ mwOI ð3:4Þ
with bounded, measurable coefﬁcients. In particular, by the De Giorgi–Nash–Moser
theory,
u is locally H .older continuous in Rn\supp a: ð3:5Þ
The ﬁrst main objective is to show that there exists a ﬁnite constant C ¼ Cð@OÞ40
such that Z
@O
½MðruþÞ þ MðruÞ dspC: ð3:6Þ
Given the invariant nature of the estimate we seek under translations and dilations,
there is no loss of generality in assuming that jð0Þ ¼ 0; supp aDfðx0;jðx0ÞÞ; jx0jp1g
and jjajjLNð@OÞp1: We proceed in a sequence of steps starting with
Step I: There exists a ﬁnite constant k ¼ kð@OÞ40 such that
juðxÞjpk in Rn\fðx0; xnÞARn1  R;jðx0Þ  1oxnojðx0Þ þ 1g: ð3:7Þ
To see this, based on the L2-theory, we write
u7 ¼Sf in O7 for some fAL2ð@OÞ; ð3:8Þ
after subtracting a suitable constant from both uþ and u: In fact, in light of (2.41),
f :¼ ½ð1
2
þ m
2
ÞI þ ð1 mÞK1aALpð@OÞ for any 2 eopo2þ e: In particular,
jjajjLpð@OÞp1 entails jjf jjLpð@OÞpC for each pAð2 e; 2þ eÞ: Consequently, with
1=p þ 1=q ¼ 1;
ju7ðxÞjpC
Z
@O
1
jx  yjn2jf ðyÞj dsy
pC
Z
Rn1
1
ð1þ jyjÞðn2Þq
dy
 !1=q
pkoN ð3:9Þ
if dist ðx; @OÞX1; provided that q4ðn  1Þ=ðn  2Þ: The latter condition can always
be arranged if nX3:
Step II: There exists a ﬁnite constant C ¼ Cð@OÞ40 such that
juðxÞjpC in Rn\fðx0; xnÞARn1  R;jðx0Þ  1oxnojðx0Þ þ 1; jx0jp2g: ð3:10Þ
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With k as before, introduce w :¼ maxf0; juj  kg so that wAL21;locðRnÞ; wX0 and w
is a sub-solution for operator (3.4) in Rn\supp a: As in [6], we then observe that there
exist d40 and ro40 such that, for every point xo in the set Rn\fðx0; xnÞ;jðx0Þ 
1oxnojðx0Þ þ 1; jx0jp2g; the Lebesgue measure of fxABroðxoÞ; ; wðxÞ ¼ 0g isXd:
Furthermore,
Z
Bro ðxoÞ
jrwj2 dxpC
Z
Bro ðxoÞ
jruj2 dxpro
Z
@O
½MðruþÞ2 þ MðruÞ2 ds
pCrojjajj2L2ð@OÞpC: ð3:11Þ
With this at hand, a semi-standard Poincare´ inequality gives
Z
Bro ðxoÞ
jwj2 dxpC: ð3:12Þ
Recall next Moser’s LN estimate (i.e., the sub-mean inequality for nonnegative
sub-solutions of L) to the effect that
supfwðxÞ; xABR=2gpCm;n Rn
Z
BR
w2 dx
 1=2
ð3:13Þ
uniformly for any sub-solution wX0 of L in BR: This is proved in Theorem 2,
pp. 581–582 of [25].
It follows from estimates (3.12) and (3.13), with p ¼ 2; that jwðxÞjpC in the
domain Rn\fðx0; xnÞ;jðx0Þ  1oxnojðx0Þ þ 1; jx0jp2g and clearly gives (3.10).
Step III: There exist ﬁnite constants a40; depending on jjrjjjLN ; and bAR; c40;
depending on a and k from (3.7), such that
juðxÞ  bjpcjxj2na uniformly for jxjX2: ð3:14Þ
This is going to be a consequence of the asymptotic expansion of Serrin and
Weinberger [22,25,32]. A suitable version of their main result (cf. also [20, Theorem
2.2.9]) is as follows.
De Giorgi–Nash–Moser theory at infinity: Assume that L is an elliptic, divergence
form, second-order differential operator with real-valued, LN-coefficients in Rn; nX3;
denote by l40 its ellipticity constant. Let EðxÞ be the fundamental solution of L with
pole at the origin, so that
C1jxjn2pEðxÞpC2jxjn2; xARn\f0g ð3:15Þ
with constants C1; C2 depending only on l (cf. [22]). Suppose that
uAL21;locðRn\ %B2Þ-LNðRn\B2Þ-C0ðRn\B2Þ ð3:16Þ
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solves Lu ¼ 0 weakly in jxj41: Then there exist constants uN; gAR and c; a40; with
c and 1=a bounded only in terms of l and n; such that
juðxÞ  uN  gEðxÞjpcjjujjLNðRn\B2Þjxj2na for jxjX2: ð3:17Þ
Moreover,
g ¼ K½u=K ½E where K ½v :¼
Z
Rn
/Arv;rcS dx ð3:18Þ
for a fixed function cACNðRnÞ which is identically zero for jxjp3 and is identically
one in a neighborhood of infinity.
In our case, choose cACN0 ðRn\B3Þ with c  1 when jxjX4: Integrating by parts
twice, and keeping in mind that c 1 has compact support, then yields
K ½u ¼
Z
Rn
/Aru;rcS dx ¼
Z
Oþ
/ruþ;rcS dx þ m
Z
O
/ru;rcS dx
¼
Z
Oþ
/ruþ;rðc 1ÞS dx þ m
Z
O
/ru;rðc 1ÞS dx
¼
Z
@O
ðc 1Þa ds ¼ 
Z
@O
a ds ¼ 0: ð3:19Þ
Thus g ¼ 0 so that (3.14) follows from (3.17).
To proceed, we need to introduce more notation. Concretely, recall the family of
cones G7ðxÞ; xA@O; and for each ﬁxed R40 set
G71;RðxÞ :¼ fyAG7ðxÞ; jx  yj4Rg; G72;RðxÞ :¼ fyAG7ðxÞ; jx  yjpRg: ð3:20Þ
Also, for an arbitrary function u; deﬁned in Oþ or O and xA@O; consider
Mj;RðuÞðxÞ :¼ supfjuðyÞj; yAG7j;RðxÞg; j ¼ 1; 2 ð3:21Þ
and set
LðRÞ :¼ fxA@O; Rpjxjp2Rg: ð3:22Þ
Step IV: There exists C40 such thatZ
LðRÞ
½M1;RðruþÞ2 þ M1;RðruÞ2 dspCR1n2a ð3:23Þ
uniformly for R42:
Indeed, ﬁx xA@O; Rpjxjp2R; and yAG71;RðxÞ: Since u7 are harmonic in BdRðyÞ
with d40 sufﬁciently small, it follows that
jru7ðyÞjpCRn1
Z
BdRðyÞ
ju7ðzÞ  bj dzpCR1na; ð3:24Þ
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since sup fjuðzÞ  bj; zABdRðyÞgpCR2na; by (3.14). We may therefore conclude
that M1;Rðru7ÞðxÞpCR1na uniformly for xALðRÞ which, in turn, readily yields
(3.23).
Step V: There exists C40 such thatZ
LðRÞ
½M2;RðruþÞ2 þ M2;RðruÞ2 dspCR1n2a ð3:25Þ
uniformly for R42:
The way to handle this part is as follows. Deﬁne for tA½1
4
; 1
2
 and some ﬁxed
l ¼ lð@OÞ40; the domains
DR;t ¼ fðx0; xnÞ;jðx0Þ  ltRoxnojðx0Þ þ ltR; tRojx0jot1Rg;
DþR;t ¼ fðx0; xnÞ;jðx0Þoxnojðx0Þ þ ltR; tRojx0jot1Rg;
DR;t ¼ fðx0; xnÞ;jðx0Þ  ltRoxnojðx0Þ; tRojx0jot1Rg: ð3:26Þ
Recall that in general, if u is sufﬁciently smooth in a Lipschitz domain D and if y is
a C1 vector ﬁeld, the following Rellich identity holds:Z
@D
y  n½jrtanuj2  j@nuj2 ds
¼ 2
Z
@D
ðy  rtanuÞð@nuÞ ds
þ
Z
D
½jruj2div yryðruÞ  ru  ðDuÞðy  ruÞ dx: ð3:27Þ
Now, if y is a C1 vector ﬁeld such that jjyjjLNðRnÞp1; y  nX1 on @DþR;t-@O;
y  nX0 on @O; suppðyÞCDR;t=2 and jryjpC=R; apply to uþ the Rellich identity
(3.27) in DþR;t and do the same with u
 in DR;t: These yield the formulaeZ
@Dþ
R;t-@O
y  nþ½jrtanuþj2  j@nuþj2 ds ¼ 2
Z
@Dþ
R;t-@O
ðy  rtanuþÞð@nþuþÞ ds
þ
Z
Dþ
R;t
Oðjruþj2jryjÞ dx þ
Z
@Dþ
R;t\@O
OðjruþjÞ2 ds ð3:28Þ
andZ
@D
R;t-@O
y  n½jrtanuj2  j@nuj2ds ¼ 2
Z
@D
R;t-@O
ðy  rtanuÞð@nuÞ ds
þ
Z
D
R;t
Oðjruj2jryjÞ dx þ
Z
@D
R;t\@O
OðjrujÞ2 ds; ð3:29Þ
where n7 are the outward unit normals to @D7R;t:
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Next, the idea is to combine these two identities in such a way that the ‘mixed’
terms in the right-hand sides cancel out; this is achieved by multiplying formula
(3.29) by m and then adding it to (3.28). In the process, one should keep in mind that:
(i) n7 ¼7n on @O; (ii) y  nX1 on @D7R;t-@O; (iii) rtanuþ ¼ rtanu on DR;t-@O;
(iv) the coefﬁcients 1 m and 1=m 1 have the same sign for m40; ma1: This yields,
after some algebra,Z
LðRÞ
j1 mjjrtanuþj2 þ 1m 1

j@nuþj2
 
ds
pCð@OÞ
Z
@DR;t
jruj2 dsþ R1
Z
DR;t
jruj2 dx
( )
: ð3:30Þ
From this and the well-posedness of the L2 Neumann problem in D7R;t; we then
obtain Z
LðRÞ
M2;Rðru7Þ2 dspC
Z
@D7
R;t
j@nu7j2 ds
pC
Z
@DR;t
jruj2 dsþ CR1
Z
DR;t
jruj2 dx: ð3:31Þ
Proceeding now as in [6] and integrating this inequality for tA½1
4
; 1
2
 one getsZ
LðRÞ
½M2;RðruþÞ2 þ M2;RðruÞ2 dspCR1
Z
DR;1=4
jruj2 dx ð3:32Þ
and using that u satisﬁes Lu ¼ 0 in B4R\B2R; Caccioppoli’s inequality (cf., e.g., [21,
p. 2], or [15, p. 24]) further givesZ
LðRÞ
½M2;RðruþÞ2 þ M2;RðruÞ2 dspCR3
Z
C1RrjxjpC2R
juj2 dx
pCR1n2a; ð3:33Þ
completing the proof of (3.25).
Step VI: The last details in the proof of (3.6) are as follows. First,Z
LðRÞ
½MðruþÞ2 þ MðruÞ2 dspCR1nþ2a ð3:34Þ
from (3.23) and (3.25). With this at hand and relying on the L2-theory, we may then
write
Z
@O
Mðru7Þ dsp
Z
fðx;jðxÞÞ;jxjp2g
Mðru7Þ dsþ
XN
j¼1
Z
Lð2jÞ
Mðru7Þ ds
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pC
Z
@O
Mðru7Þ2 ds
 1=2
þC
XN
j¼1
2jðn1Þ=2
Z
Lð2jÞ
Mðru7Þ2 ds
 !1=2
pC þ C
XN
j¼1
2jaoþN ð3:35Þ
as desired.
3.2. Uniqueness
Here, we focus on the issue of uniqueness. The goal is to prove that if uþ; u solve
the homogeneous version of the transmission boundary problem (1.1) with
1ppon  1; then there exists a constant cAR so that uþ  c and u  c in Oþ
and O; respectively.
For starters, we shall ﬁnd it useful to record a suitable version of the classical
fractional integration theorem of Hardy and Littlewood, proved in [4] (cf. [4, Lemma
2.2]). Speciﬁcally, let O be the (unbounded) domain above the graph of a Lipschitz
function. Then, for every 0opon  1 there exists k ¼ kð@O; pÞ40 ﬁnite such that,
with 1=p :¼ 1=p  1=ðn  1Þ;
Dw ¼ 0 in O) (cAR such that jjMðw  cÞjjLp ð@OÞpkjjMðrwÞjjLpð@OÞ: ð3:36Þ
When used in conjunction with the homogeneous PDE satisﬁed by u7; this implies
that there exist c7AR so that Mðu7  c7ÞALp ð@O7Þ: Using the ﬁrst transmission
boundary condition we may therefore write c  cþ ¼ ðuþ  cþÞj@O  ðu 
cÞj@OALp
 ð@OÞ; so that cþ ¼ c ¼: cAR: Let us re-denote u7  c by u7 so that
our goal is to show that u7  0 in O7: Introducing
u7t ðxÞ :¼ u7ðx7ð0; tÞÞ; t40; xAO7; ð3:37Þ
it follows from (2.51) and (3.36) thatZ
@O
ju7t jp

dsþ
Z
O7
ju7t jnp
=ðn1Þ
dxpC uniformly for t40: ð3:38Þ
Also from (2.51) and our hypotheses,Z
O7
jru7t jnp=ðn1Þ dxpC uniformly for t40: ð3:39Þ
Next, ﬁx xoAOþ and let Eðxo; yÞ be the fundamental solution for L with pole at xo:
We claim that, if ðn  1Þ=nopon  1; there holds
uþt ðxoÞ ¼
Z
@O
Eðxo; yÞ½@nuþt ðyÞ  m@nut ðyÞ dsy ð3:40Þ
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for each t40: To see this, ﬁx cACNðRnÞ be such that c  1 in B1ðxoÞ; c  0 outside
B2ðxoÞ; and set cR :¼ cð=RÞ: For R large, we write
uþt ðxoÞ ¼
Z
Rn
½LyEðxo; yÞðcR utÞðyÞ dy ð3:41Þ
and then integrate by parts successively until all derivatives on E are transferred to
the other terms. The resulting identity reads
uþt ðxoÞ ¼
Z
@O
Eðxo; yÞ cRðyÞ ½@nuþt ðyÞ  m@nut ðyÞ dsy
þ ð1 mÞ
Z
@O
Eðxo; yÞ @ncRðyÞ uþt ðyÞ dsy
þ
Z
Oþ
Eðxo; yÞ½DcRðyÞuþt ðyÞ þ 2/rcRðyÞ;ruþt ðyÞS dy
þ m
Z
O
Eðxo; yÞ½DcRðyÞut ðyÞ þ 2/rcRðyÞ;rut ðyÞS dy
¼: Iþ IIþ IIIþ IV: ð3:42Þ
Note that rcR is supported in B2RðxoÞ\BRðxoÞ and RjrcRj þ R2jr2cRjpC: Also,
jEðxo; yÞjER2n for jyjER; granted that jxojpR=2 which we can assume.
Consequently,
jIIjpCR1n
Z
@O-BRðxoÞ
juþt j dspC R1n
Z
@O-BRðxoÞ
juþt jp

ds
 !1=p
ð3:43Þ
and the last term converges to zero as R-N by (3.38). Going further,
jIIIjpC
Z
Oþ-BRðxoÞ
½R1njruþt j þ Rnjuþt j dx
pCR Rn
Z
Oþ
jruþt jnp=ðn1Þ dx
 ðn1Þ=np
þC Rn
Z
Oþ
juþt jnp
=ðn1Þ
 ðn1Þ=np
ð3:44Þ
which once again converges to zero as R-N; by assumptions and (3.39). In fact, a
similar analysis applies to IV. Finally,
I-
Z
@O
Eðxo; yÞ ½@nuþt ðyÞ  m@nut ðyÞ dsy as R-N ð3:45Þ
justifying (3.40).
In turn, if 1ppon  1; (3.40) further yields uþðxoÞ ¼ 0 by making t-0; by
Lebesgue’s Dominated Convergence Theorem. That the latter is applicable in the
current context is ensured by our assumptions on u7 and the fact that
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Eðxo; ÞALp0 ð@OÞ where 1op0pN; 1=p þ 1=p0 ¼ 1: Since xoAOþ was arbitrary, the
desired conclusion follows easily.
3.3. Existence and estimates
Having established the well-posedness of (3.1) along with the accompanying
estimate (3.6), we are now ready to tackle the issue of existence and estimates for
(1.1) in the case when O is an unbounded Lipschitz domain in Rn; nX3: To start
with, consider the sublinear operator
Tg :¼ MðruþÞ þ MðruÞ; ð3:46Þ
where uþ; u solve the reduced transmission problem, i.e. (1.1) with f ¼ 0: What we
have proved so far amounts to the fact that
T : ’H1atð@OÞ-L1ð@OÞ ð3:47Þ
is well-deﬁned and bounded. Indeed, for g ¼PljajA ’H1atð@OÞ; we set Tg :¼
MðPjljruþj Þ þ MðPjljruj Þ where, for each j; the pair ðuþj ; uj Þ solves the reduced
transmission problem with datum aj: Then our previous analysis applies to each
individual atom.
Also, from Section 2 we known that
T :L2ð@OÞ-L2ð@OÞ ð3:48Þ
is well-deﬁned and bounded.
We next prove that the action of T in (3.47) is compatible with that of T in (3.48);
that is, if gA ’H1atð@OÞ-L2ð@OÞ; then Tg; considered in the sense of (3.47), coincides
with TðgÞ considered in the sense of (3.48). To see this, we shall invoke an
observation made in (6.5) on p. 948 of [29], to the effect that for any
gA ’H1atð@OÞ-L2ð@OÞ there exist a sequence of coefﬁcients ðljÞjAc1 and a sequence
of 1-atoms aj ; such that
g ¼
XN
j¼1
lj aj in ’H1atð@OÞ;
XN
j¼1
jljjpCjjgjj ’H1atð@OÞ
and
gN :¼
XN
j¼1
lj aj converges to g in L2ð@OÞ as N-N: ð3:49Þ
It follows that Tg ¼ limN-N TgN in L2ð@OÞ and, if we temporarily denote the
operator in (3.48) by T˜; we also have T˜g ¼ limN-N TgN in L1ð@OÞ: This readily
entails T˜g ¼ Tg a.e. on @O:
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To continue from here, we invoke a general interpolation result for sublinear
operators from [17]. In concert with (5.1) on p. 156 of [14], this proves that the
operator
T :Lpð@OÞ-Lpð@OÞ ð3:50Þ
is well-deﬁned and bounded for 1opp2: This takes care of existence and estimates
for (1.1) with f ¼ 0; gALpð@OÞ arbitrary, in the range 1opp2:
In order to pass to the most general case, i.e. when fA ’Lp1ð@OÞ and gALpð@OÞ are
arbitrary, 1opp2; we ﬁrst let ðwþ; wÞ solve the ‘reduced’ transmission problem
Dw7 ¼ 0 in O7;
Mðrw7ÞALpð@OÞ;
wþj@O ¼ wj@O;
@nw
þ  m@nw ¼ g  ð12I þ KÞðS1f ÞALpð@OÞ:
8>><
>>:
ð3:51Þ
Here, we have used the fact that operator (2.26) is an isomorphism for 1opp2 [6].
Then
uþ :¼ wþ þSðS1f Þ in Oþ and u :¼ w in O ð3:52Þ
solve (1.1) and satisfy estimate (1.4), as desired.
To summarize, for problem (1.1) when OCRn; nX3; is an unbounded Lipschitz
domain, we have at this stage existence and estimates (proved in the reasoning above
for 1opp2 and in Section 2 for 2 eopo2þ e), as well as uniqueness (proved in
Section 3.2 for 1opo2 and in Section 2 for 2 eopo2þ e).
3.4. Invertibility of layer potentials and bounded Lipschitz domains
In order to be able to deal with the case of a bounded Lipschitz domain OCRn we
derive some useful invertibility results for the classical harmonic layer potential
operators. First, from the work of Dahlberg and Kenig [6] we know that
Du ¼ 0 in O; MðruÞAL1ð@OÞ ) @nuA ’H1atð@OÞ and uj@OA ’H1;1at ð@OÞ; ð3:53Þ
plus natural estimates, and we have shown in Section 3.3 that
jjMðruþÞjjL1ð@OÞ þ jjMðruÞjjL1ð@OÞ
pCjjuþj@O  uj@Ojj ’H1;1at ð@OÞ þ Cjj@nu
þ  m@nujj ’H1atð@OÞ; ð3:54Þ
uniformly for any harmonic functions u7 in O7: If, for an arbitrary fA ’H1atð@OÞ; we
use u7 :¼Sf in O7; back in (3.53) and (3.54), we arrive at the conclusion that for
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each m40; ma1;
jjf jj ’H1atð@OÞ ¼ jj@nu
þ  @nujj ’H1atð@OÞ
p jjMðruþÞjjL1ð@OÞ þ jjMðruÞjjL1ð@OÞ
pCjj@nuþ  m @nujj ’H1atð@OÞ þ Cjju
þj@O  uj@Ojj ’H1;1at ð@OÞ
pC 1
2
1þ m
1 mI þ K

 
f




’H1atð@OÞ
; ð3:55Þ
since uþj@O ¼ uj@O:
A similar estimate from below holds for the dual operator on ’H1;1at ð@OÞ: More
speciﬁcally, for an arbitrary fA ’H1;1at ð@OÞ (strictly speaking, it is convenient to work
ﬁrst with functions which can be represented as a ﬁnite linear combination of regular
atoms and derive estimates independent on the number of terms in the sum),
consider estimate (3.54) written for uþ :¼ mDf in Oþ and u :¼ Df in O: Then,
keeping (2.33) in mind, we write
jjf jj ’H1;1at ð@OÞ ¼ jjm
1uþj@O  uj@Ojj ’H1;1at ð@OÞ
pCjjMðruþÞjjL1ð@OÞ þ jjMðruÞjjL1ð@OÞ
p jjuþj@O  uj@Ojj ’H1;1at ð@OÞ
pC 1
2
1þ m
1 mI þ K
 
f




’H
1;1
at ð@OÞ
ð3:56Þ
for each m40; ma1:
Granted (3.55) and (3.56), the same type of spectral theoretical argument used in
conjunction with the L2-estimate (2.40) then leads to the conclusion that
lI þ K : ’H1atð@OÞ!
B ’H1atð@OÞ; lI þ K : ’H1;1at ð@OÞ!
B ’H
1;1
at ð@OÞ ð3:57Þ
are isomorphisms for each lAR with jlj41
2
: There are also Lp-counterparts of (3.57),
proved in a very similar fashion, based on the Lp-version of (3.54), i.e.
jjMðruþÞjjLpð@OÞ þ jjMðruÞjjLpð@OÞ
pCjjuþj@O  uj@Ojj ’Lp
1
ð@OÞ þ Cjj@nuþ  m@nujjLpð@OÞ ð3:58Þ
for 1opo2þ e; uniformly for any harmonic functions u7 in O7: Thus, we see that
lI þ K : Lpð@OÞ!B Lpð@OÞ; lI þ K : ’Lp1ð@OÞ!
B ’L
p
1ð@OÞ ð3:59Þ
are isomorphisms for each lAR with jlj41
2
; provided 1opo2þ e:
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Furthermore, the inverse operators for 1op; qo2þ e agree on Lpð@OÞ-Lqð@OÞ
and on ’L
p
1ð@OÞ- ’Lq1ð@OÞ; respectively. This latter assertion follows from jump-
relations and a similar compatibility statement at the level of the entire transmission
boundary problem, where the solution operator is known to act coherently in the
range 1opo2þ e:
The adaptation of (1.1) to the case of a bounded Lipschitz domain is done working
at the level of layer potentials. Indeed, for a singular integral operator, the property
of being bounded from below, modulo compacts, can be localized (cf. [24, Section
10]). This allows us to conclude that for each bounded Lipschitz domain O the
operator
lI þ K : Lpð@OÞ-Lpð@OÞ ð3:60Þ
is semi-Fredholm for each lAR with jlj41
2
; provided 1opo2þ e: Given that the
index is homotopic invariant and that lI þ K is obviously invertible when jlj is
sufﬁciently large, it follows that operator (3.60) is actually Fredholm with index zero
on Lpð@OÞ for the same parameters l; p; as above. Next, an inspection of the
argument at the beginning of Section 3 in [11] gives that (with no topological
assumptions on O)
the operator lI þ K is one-to-one on Lpð@OÞ
for nX2; if p42ðn  1Þ=n; lAR; jlj41
2
: ð3:61Þ
From the above discussion and elementary functional analysis it ultimately follows
that, if 1opo2þ e; operator (3.60) is invertible for each lAR with jlj41
2
: This
allows us to conclude the proof of Theorem 1.1 when nX3:
Remark. Based on (3.57) and the general stability theory developed in [18], it follows
that
lI þ K : ’Hpatð@OÞ!B ’Hpatð@OÞ; lI þ K : ’H1;pat ð@OÞ!B ’H1;pat ð@OÞ ð3:62Þ
isomorphically, for each lAR with jlj41
2
; granted that 1 eopp1; where e ¼
eð@OÞ40:
These are the key ingredients in the proof of Theorem 1.2 when nX3: The case
n ¼ 2 is dealt with below.
4. The two-dimensional case
The case n ¼ 2 is special, in the sense that the natural end-point estimate occurs at
p ¼ 2
3
(instead of p ¼ 1 as in higher dimensions). Interestingly enough, this is not as a
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result of a better asymptotic theory at inﬁnity of Serrin–Weinberger type, although
the correlation between the best Ho¨lder exponent in the De Giorgi–Nash–Moser
theory and the ellipticity constant of the operator in question is, at the moment, best
understood in two dimensions (cf. [28]).
Our approach is somewhat akin to [7] which deals with the three-dimensional
Neumann problem for the Lame´ system. We shall mostly emphasize the novel
technical aspects and, in the interest of brevity, only present a detailed proof for the
main atomic estimate in this case.
Let OCR2 be the unbounded domain lying above the graph of a real-valued
Lipschitz function deﬁned on R: The crux of the matter is establishing the
well-posedness of the transmission boundary problem (1.6) along with the naturally
accompanying estimate (1.7) for 2
3
ppp1:
As far as existence is concerned, much as before, matters can be reduced to
analyzing the case when f ¼ 0 and g is an atom aA ’Hpatð@OÞ since, in the two-
dimensional setting,
S : ’H
p
atð@OÞ!B ’H1;pat ð@OÞ ð4:1Þ
is an isomorphism for 2
3
ppp1 (this is implicit in [23]). Going further, given the
dilation invariant nature of the problem, there is no loss of generality in assuming
that the atom a is supported in a surface ball of radius one. Recall the ‘truncated’
maximal operators M1;R; M2;R; R40 from (3.21) and let ðuþ; uÞ be a solution of
(1.6) with f ¼ 0 and g ¼ a which satisﬁes Mðru7ÞAL2ð@OÞ (which exists and is
unique, modulo constants, according to the discussion in Section 2).
The goal is to show that jjMðru7ÞjjLpð@OÞpCpoþN; for each 23ppp1:
Regarding the contribution from M2;R; the idea is to estimate
Z
DR-@O
M2;Rðru7Þp ds
pCR1p=2
Z
DR-@O
M2;Rðru7Þ2 ds
 p=2
by Ho¨lder0s inequality
pCR1p=2
Z
@D2R
jruj2 dsþ R1
Z
D2R
jruj2 dx
 p=2
by the L2-theory; and the transmission Rellich estimates ð3:30Þ
pCR1p=2 R1
Z
D2R
jruj2 dx
 p=2
;
by averaging; as in the derivation of ð3:32Þ from ð3:31Þ
pCR1p=2 R3
Z
D2R
ju  cj2 dx
 p=2
;
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by Caccioppoli0s inequality; as in ½17; 23
pCR1p R2
Z
D2R
ju  cjq dx
 p=q
;
if qo2; by a reverse Ho¨lder estimate; as; e:g:; in Lemma 2:8 of ½33
pCR1pp=q
Z
@O
jMðu  cÞjq ds
 p=q
from geometrical considerations
pCR1pp=q; ð4:2Þ
where c is any ﬁxed constant, and the last step assumes that c can be chosen
so that Z
@O
jMðu  cÞjq dsoþN for some qo2: ð4:3Þ
In order to justify the existence of a constant cAR such that (4.3) holds, we present
an approach which works whenever 1
2
opp1 to begin with. Denote by t the unit
tangent vector to @O and let b : @O-R be an antiderivate for the atom a; i.e.,
supp bDS1; jjbjjLNð@OÞpC ¼ Cð@OÞ; @tb ¼ a on @O: ð4:4Þ
That such a function exists is ensured by (2.9) (recall that we are assuming r ¼ 1).
Next, consider the function
w :¼ D½ð1
2
I þ KÞ1b in Oþ; ð4:5Þ
so that
Dw ¼ 0; wj@O ¼ b; MðwÞ; MðrwÞALqð@OÞ for each q near 2; ð4:6Þ
hold, by virtue of (2.41), (2.44), (2.31) and (2.27). From Theorem 4.1 of [19], there
exists a function v such that
v þ iw is holomorphic in Oþ; MðvÞ; MðrvÞALqð@OÞ for each q near 2: ð4:7Þ
In particular, v solves the Neumann problem
Dv ¼ 0; @nv ¼ ð@tw ¼Þa; MðvÞ; MðrvÞALqð@OÞ for each q near 2: ð4:8Þ
Since, from the discussion in Section 2 we know already that (1.6) with f ¼ 0 and
g ¼ a; atom in ’H1atð@OÞ; has a unique (modulo constants) solution which satisﬁes
Mðru7ÞAL2ð@OÞ; we are interested in ﬁnding a suitable representation formula
which will eventually allows to ‘‘read (4.3) off it’’.
One convenient way to approach this is to look for a function cALq1ð@OÞ;
for each q near 2; so that uþ ¼ v þ mDc in Oþ and u ¼ Dc in O: Executing this
program leads to the conclusion that any L2-solution of the problem in question
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has the form
uþ ¼ v þ m
1 mD½ðlI þ KÞ
1ðvj@OÞ þ c in Oþ; ð4:9Þ
u ¼ 1
1 mD½ðlI þ KÞ
1ðvj@OÞ þ c in O; ð4:10Þ
where cAR and l :¼ 1
2
mþ1
m1AR satisﬁes jlj412: Since lI þ K is invertible in Lqð@OÞ with
jq  2j small it follows that Mðu7  cÞALqð@OÞ and jjMðu7  cÞjjLqð@OÞpC; if jq 
2j is small. This ﬁnishes the justiﬁcation of (4.3).
As for M1;Rðru7Þ; if xALðRÞ and yAG71;RðxÞ; then for l ¼ lð@OÞ40 small
enough we write
jru7ðyÞjpCR3
Z
BlRðyÞ
ju7ðzÞ  cj dzpCR2
Z
Lðl1RÞ
Mðu7  cÞ ds
pCR1 R1
Z
Lðl1RÞ
Mðu7  cÞq ds
 !1=q
pCR11=qjjMðu7  cÞjjLqð@OÞ ð4:11Þ
by interior estimates, Ho¨lder’s inequality, as well as simple geometrical considera-
tions. Thus,
M1;Rðru7ÞðxÞpCR11=q for xALðRÞ; ð4:12Þ
if jq  2j is sufﬁciently small. Assuming that this is the case, this estimate further
implies Z
LðRÞ
M1;Rðru7Þp dspCR1pp=q ð4:13Þ
which agrees with (4.2). Hence, all in all,Z
LðRÞ
½MðruþÞp þ MðruÞp dspCð@O; p; qÞR1pp=q ð4:14Þ
if jq  2j is sufﬁciently small, so that, ultimately,Z
@O
½MðruþÞp þ MðruÞp dspC
XN
j¼0
2jð1pp=qÞ ð4:15Þ
by taking R ¼ 2j; j ¼ 0; 1;y; and adding up the resulting terms. The series
converges if there exists qo2 such that 1 p  p=qo0: This, in turn, follows from
pX2
3
; which we assume.
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Remark. Much as before, the above discussion also proves that
lI þ K : ’Hpatð@OÞ!B ’Hpatð@OÞ; lI þ K : ’H1;pat ð@OÞ!B ’H1;pat ð@OÞ ð4:16Þ
isomorphically, for each lAR with jlj41
2
; granted that 2
3
 eopp1: Once again, this
is the key ingredient in the proof of the well-posedness of the transmission boundary
problem (1.6) with atomic data, from H
1;p
at ð@OÞ"Hpatð@OÞ if 23 eopp1; for some
small e ¼ eð@OÞ40; if n ¼ 2:
5. The spectral radius conjecture revisited
The key observation in [13] is that K maps the cone of non-negative functions in
Lpð@OÞ into itself if O is convex since, in this case, /nðyÞ; y  xSX0 for any x; yA@O:
Thus, according to the classical Krein–Rutman Theorem for positive operators (a
version of this result, well-suited for the applications we have in mind, can be found
in [3,31]), the spectral radius of K on Lpð@OÞ belongs to its spectrum. Granted (3.59),
the same arguments as in [13] then yield
rðK; Lp0ð@OÞÞo12; 1opo2þ e; ð5:1Þ
where L
p
0ð@OÞ :¼ ffALpð@OÞ;
R
@O f ds ¼ 0g: Next, by duality, (5.1) also proves that
rðK ; Lpð@OÞ=RÞo1
2
; 2 eopoN: ð5:2Þ
Given that the single layer potential operator
S : L
p
0ð@OÞ-Lp1ð@OÞ=R; 1opo2þ e; ð5:3Þ
is an isomorphism, the intertwining identity SK ¼ KS and (5.2) further give
rðK ; Lp1ð@OÞ=RÞo12; 1opo2þ e: ð5:4Þ
The claim made in the statement of Theorem 1.3 now follows, from (5.2), (5.4) and
interpolation.
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