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ABSTRACT
Electronic, Optical, and Thermal Properties of Reduced-Dimensional
Semiconductors
by
Shouting Huang
Doctor of Philosophy in Physics,
Washington University in St. Louis, August, 2013.
Professor Li Yang, Chair

Reduced-dimensional materials have attracted tremendous attention because of
their new physics and exotic properties, which are of great interests for fundamental science. More importantly, the manipulation and engineering of matter on an
atomic scale yield promising applications for many ﬁelds including nanoelectronics, nanobiotechnology, environments, and renewable energy. Because of the unusual
quantum conﬁnement and enhanced surface eﬀect of reduced-dimensional materials,
traditional empirical models suﬀer from necessary but unreliable parameters extracted from previously-studied bulk materials. In this sense, quantitative, parameter-free
approaches are highly useful for understanding properties of reduced-dimensional materials and, furthermore, predicting their novel applications.

vii

The ﬁrst-principles density functional theory (DFT) is proven to be a reliable
and convenient tool. In particular, recent progress in many-body perturbation theory (MBPT) makes it possible to calculate excited-state properties, e.g., quasiparticle (QP) band gap and optical excitations, by the ﬁrst-principles approach based
on DFT. Therefore, during my PhD study, I employed ﬁrst-principles calculations
based on DFT and MBPT to systematically study fundamental properties of typical reduced-dimensional semiconductors, i.e., the electronic structure, phonons, and
optical excitations of core-shell nanowires (NWs) and graphene-like two-dimensional
(2D) structures of current interests.
First, I present ﬁrst-principles studies on how to engineer band alignments of
nano-sized radial heterojunctions, Si/Ge core-shell NWs. Our calculation reveals
that band oﬀsets in these one-dimensional (1D) nanostructures can be tailored by
applying axial strain or varying core-shell sizes. In particular, the valence band oﬀset
can be eﬃciently tuned across a wide range and even be diminished via applied strain.
Two mechanisms contribute to this tuning of band oﬀsets. Furthermore, varying the
size of Si/Ge core-shell NWs and corresponding quantum conﬁnement is shown to be
eﬃcient for modifying both valence and conduction band oﬀsets simultaneously. Our
proposed approaches to control band oﬀsets in nano-sized heterojunctions may be of
practical interest for nanoelectronic and photovoltaic applications.
Additionally, I also studied the lattice vibrational modes of Si/Ge core-shell NWs. Our calculations show that the internal strain induced by the lattice mismatch
between core and shell plays an important role in signiﬁcantly shifting the frequen-

viii

cy of characteristic optical modes of core-shell NWs. In particular, our simulation
demonstrates that these frequency shifts can be detected by Raman-scattering experiments, giving rise to a convenient and nondestructive way to obtain structural
information of core-shell materials. Meanwhile, another type of collective modes, the
radial breathing modes (RBM), is identiﬁed in Si-core/Ge-shell NWs and their frequency dependence is explained by an elastic media model. Our studied vibrational
modes and their frequency evolution are useful for thermoelectric applications based
on core-shell nanostructures.
Then I studied optical properties and exciton spectra of 2D semiconducting carbon structures. The energy spectra and wavefunctions of excitons in the 2D graphene
derivatives, i.e., graphyne and graphane, are found to be strongly modiﬁed by quantum conﬁnement, making them qualitatively diﬀerent from the usual Rydberg series.
However, their parity and optical selection rules are preserved. Thus a one-parameter
hydrogenic model is applied to quantitatively explain the ab initio exciton spectra,
and allows one to extrapolate the electron-hole binding energy from optical spectroscopies of 2D semiconductors without costly simulations. Meanwhile, our calculated
optical absorption spectrum and enhanced spin singlet-triplet splitting project graphyne, an allotrope of graphene, as a good candidate for intriguing energy and
biomedical applications.
Lastly, we report ﬁrst-principles results on electronic structures of 2D graphenelike system, i.e., silicene. For planar and simply buckled silicene structures, we conﬁrm their zero-gap nature and show a signiﬁcant renormalization of their Fermi velocity

ix

by including many-electron eﬀects. However, the other two recently proposed silicene
structures exhibit a ﬁnite band gap, indicating that they are gapped semiconductors
instead of expected Dirac-fermion semimetals. This ﬁnite band gap of the latter two structures is preserved even with the Ag substrate included. The gap opening is
explained by the symmetry breaking of the buckled structures. Moreover, our GW
calculation reveals enhanced many-electron eﬀects in these 2D structures. Finally the
band gap of the latter two structures can be tuned in a wide range by applying strain.

x

1. INTRODUCTION

In modern physics, the fundamental approach to understand properties of solids is
to study quantum mechanics including many-body interactions of electrons and nuclei. Thus, the structure and many other properties of solids rely on a good description of
many-body interactions, particularly those many-electron interactions. It is, however,
extremely challenging to directly employ the relevant Schrödinger equations to study
realistic materials. Because of the large number of atoms in realistically-sized sample,
the Schrödinger equations will have a huge number of variables, making computations formidable. More importantly, there is not an exact description of many-particle
interactions that can simply be included in the corresponding Schrödinger equations.
All these diﬃculties greatly obstruct a precise understanding of the fundamental properties of solids. Therefore, many theorems and approximations have been developed
and applied in order to make the study feasible.
As a ﬁrst step, the huge mass diﬀerence between electrons and ions makes it
possible to employ the Born-Oppenheimer (BO) approximation that allows the wavefunction of materials to be broken into their electronic and nuclear components. Then
the electronic wavefunctions are solved for while the nuclei can be ﬁxed in a certain
conﬁguration, very often the equilibrium conﬁguration. Focusing on the electronic
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structure greatly simpliﬁes the complexity of solid-state problems and it often provides
good enough accuracy for studying most interesting properties. Meanwhile, when studying the nuclear motion, such as lattice vibrations, we can treat the electronic
states as quick variables that always relax themselves instantaneously according the
atomistic conﬁgurations, which substantially simpliﬁes the calculation of the motions
of nuclei.
We then focus on the electronic-structure calculations. For crystal structures
which have spacial periodicity and translational symmetry, the Bloch theorem makes
it possible to calculate the electronic states within the smallest unit cell commensurate
with the period boundary condition and subsequently obtain all quantum states by
adding an extra phase modulation. This theorem dramatically reduces the number
of particles or the degrees of freedom involved in our study.
The single-particle picture of electrons has to be developed. In principle, each
electron of solids cannot be described by a wavefunction determined by the singleparticle Schrödinger equation that is independent of all the other electrons. However,
for many studies, the independent-electron approximation is still a good way to simplify the actual problem of many-interacting electrons. In fact, the independent-electron
approximation does not entirely neglect electron-electron (e-e) interactions. Rather,
it assumes that most of the e-e eﬀects can be taken into account with a treatment
for the periodic eﬀective potential appearing in the one-electron Schrödinger equation. Thus the eﬀective potential includes not only the periodic potential due to the
ions alone but also periodic eﬀects due to all other e-e interactions. Of course, the
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latter interaction depends on the conﬁguration of the other electrons, which are also
determined by a Schrödinger equation with the similar form.
One success of the single-particle description of electrons is the band theory. For
a given wave vector and eﬀective potential, there are a number of single-particle
solutions, indexed by n, to the Schrödinger equation. These solutions, called bands,
are separated in energy by a ﬁnite spacing at each k; if the band separation between
occupied states and unoccupied states extends over all wave vectors, it is called a band
gap. The band structure, i.e., the single-particle energy-momentum dispersion, is the
collection of energy eigenstates within the ﬁrst Brillouin zone (BZ). Many properties
of electrons in a periodic potential can be calculated from their band structure and
the associated wavefunctions [1, 2].
Although the independent-electron approximation greatly simpliﬁes many-body
interactions, the one-electron Schrödinger equation is still complicated to solve because the eﬀective potential depends on all other electron wavefunctions, which are
also determined by coupled Schrödinger equations. Thus, the mean-ﬁeld theory is an
obvious choice to overcome this problem. For example, the state-of-the-art method,
density functional theory (DFT), is developed to study the electronic structure of
many-body systems.
The origin of DFT can be traced back to 1920s, when Thomas and Fermi [3]
proposed a total energy functional theory to describe the inhomogeneous electron
gas. Instead of the coordinates of electrons, the density of electrons was taken as
the variable, which extremely simpliﬁed the equation, reducing it from 3N spatial
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coordinates to 3 spatial coordinates. However, their ﬁnal result was not accurate
enough because of the absence of the exchange and correlation between electrons; the
electron exchange arises from anti-symmetry requirements of wavefunctions by the
Pauli exclusion principle; the electron correlation consists of the Fermi correlation
and Coulomb correlation, while the former prevents two parallel-spin electrons from
being found at the same point in space, the latter describes the correlation between
the spatial position of electrons due to their Coulomb repulsion.
Despite its inaccuracy, this density-based functional suggested a new direction to
solve many-body problem. In 1964, Hohenberg and Kohn published a paper proving
that the desired density functional existed [4]. Their key point is that there is a
universal functional of the electron density for total energy of a many-electron system in the presence of any given external potential; the ground-state properties are
uniquely determined by the electron density, and the correct ground-state electron
density minimizes this energy functional. Later, this idea was also expanded to the
spin-density functional and ﬁnite temperature cases [5, 6].
The Hohenberg-Kohn theorem only proved that there existed a density functional,
but did not give the details of the form of that functional. In 1965, Kohn and Sham
proposed a self-consistent procedure to apply DFT to atomic and solid-state calculations [7]. They included all of the many-body eﬀects into the exchange-correlation energy functional and minimized the energy functional to derive the Kohn-Sham singleparticle equations. The many-body eﬀects created a new local exchange-correlation
potential term Vxc in addition to the Hartree term.
4

The key problem in DFT is to ﬁnd a working or approximated form of the
exchange-correlation term since no one can give a simple exact expression for it.
To date there are two popular approximations, the local density approximation (LDA) and the generalized gradient approximation (GGA). Generally the exchangecorrelation energy is an integral over all space of the exchange-correlation energy
density weighted by the electron density. The LDA assumes that this exchangecorrelation energy density at each point is the same as that of the homogeneous
electron gas with the same density. The GGA form proposes a more accurate way
to include the gradient term of the local density. A few forms of the expansion of
GGA have been proposed, such as Becke(B88) [8], Perdew and Wang (PW91) [9],
and Perdew, Burke and Enzerhof (PBE) [10]. With these forms of the exchangecorrelation term, the Kohn-Sham equation including exchange-correlation terms can
be solved in a self-consistent scheme [7].
Although the self-consistent scheme of the Kohn-Sham equation provides a convenient way to calculate the electronic structure of solids, the direct calculation of the
total energy has to deal with divergent terms due to interactions between an inﬁnite
number of ions in the crystal. The eﬃciency of the calculation is also reduced by
the computation of a large number of six-dimensional integrals for the e-e interaction
terms, making it extremely time consuming and posing a practical diﬃculty to achieve
a desired accuracy. To overcome these diﬃculties, the momentum-space formalism for
total-energy calculations [11] is proposed for crystals. In momentum-space representations, the integral of the Coulomb interaction becomes a sum of rapid convergent
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series, and the divergent terms of energies from e-e, electron-ion and ion-ion interactions turn out to cancel one another. Upon performing the band-structure calculation,
the total energy is automatically obtained as a sum of a few previously calculated
terms without multicentre integrations, thus greatly simplifying the computation and
achieving the convergence rapidly.
The momentum-space formalism is particularly eﬃcient for combining the pseudopotential method [11] with a plane-wave basis set [12], which can further reduce
computational eﬀorts for calculating electronic structures of solids. The idea of the
pseudopotential approximation is to replace the true atomic potential by a pseudopotential that eﬀectively reproduces the eﬀects of the core electrons, for a reason that
the core-electron wavefunctions remain essentially unchanged when placed into different chemical environments and the core wavefunctions’ only major contribution to
chemical bonding is to enforce the valence wavefunctions’ orthogonality to the core
states. Pseudopotentials can be generated by many diﬀerent schemes that may result
in diﬀerent transferability of the pseudopotential and diﬀerent convergence speeds in
simulations. In 1991, Troullier and Martins proposed a procedure to generate eﬃcient ﬁrst-principles norm-conserving pseudopotentials, which are exempliﬁed for a wide
range of materials including ﬁrst-row, transition metal or rare-earth elements [12].
Nowadays, this pseudopotential approximation is routinely used in ﬁrst-principles
calculations
Despite its simple treatment of exchange-correlation, DFT has been proven to be
a great success in describing the ground-state properties of atoms, molecules, and
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solids [10, 13, 14]. In particular, structural properties of solids such as the lattice constant, the bulk modulus, and the cohesive energy calculated by DFT are generally
within a few percent of the experimental values [15, 16]. Maybe more importantly,
this approach can be easily implemented into the large-scale parallel simulating platforms. As a result, DFT has been a standard practice for ﬁrst-principles calculations
nowadays.
Despite its broad utility, DFT is an intrinsically ground-state theory and it cannot
provide reliable descriptions of excited-state properties. For example, the one-particle
eigenvalues in DFT have no formal ties to quasiparticle (QP) energies, an excitedstate feature, which are necessary for taking account of the response of an electron
gas when adding an electron to the system or subtracting one from it. For simple
metals, DFT usually gives reasonable overall results for electronic structures since
these electrons behave more like free-electron gas, although the zone-edge gaps or
bandwidth of some particular metal such as Al and Na do not agree with experiment
well [17, 18]. For semiconductors and insulators, the discrepancies are much more
dramatic. The DFT-calculated band gap (Kohn-Sham gap) is typically 30-50 % less
than that observed in the optical spectrum [16]. The discrepancies for the details
of the band dispersions are typically smaller, but are also material dependent. For
example, the bandwidth of Ge is well represented by the LDA eigenvalues [19,20], but
for diamond, it is substantially underestimated as compared to x-ray spectra [21].
The aforementioned shortcomings of DFT predictions are due to deﬁciencies of the
currently used exchange-correlation functionals, which are inadequate for describing
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excited-state properties, such as QP energies and optical properties. There are two
main reasons for inaccuracies in DFT.
First, the approximated functionals of DFT are incorrectly convex between the
integer numbers of charges, violating the linearity of the energy as a function of
fractional charges because of the discrete nature of electrons. This results in the socalled delocalization error [22–24]. For the exact functional, its straight-line behavior
means that the derivatives of the energy with respect to fractional charge yields the
ionization energy and the electron aﬃnity. When adding or removing an electron
from a system, approximated functionals produce an overly disperse distribution for
the added electron or hole and produce smaller derivatives due to the incorrect convex
behavior. This explains the well-known underestimation of the band gap of DFT.
Secondly, the approximated functionals do not accurately describe the interaction
between the degenerated spin-up and spin-down states. This introduces a massive
error for these fractional-spin states, which is called the static correlation error [24].
This problem arises because of the diﬃculty in using the electron density to describe
the interaction of degenerate states; it can be understood as from the violation of
constancy of the energy as a function of fractional spins. This static correlation
error is particularly important in strongly correlated systems, as exempliﬁed by Mott
insulators, including transition metal oxides, where DFT is unable to predict the
correct insulating state.
The above deﬁciencies of approximate functionals make DFT suﬀer from systematic problems in describing charge-transfer processes, excitation energies in molecules,
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response properties in solids, electron transport, and the band gaps of semiconductors. Therefore, a more accurate description of exchange-correlation interactions is
desired. To date several methods with better treatments of dynamical correlations
have been developed [25–29]. One of the successful methods is the many-body perturbation theory (MBPT) [29,30], which is based on a set of Green’s-function equations,
starting from a one-electron propagator and further considering the electron-hole (eh) Green’s function for the optical response. The key ingredients of the MBPT are
the descriptions of the electron’s self-energy Σ and the e-h interaction.
The electron self-energy represents the contribution to the electron energy from
interactions between this electron and all other electrons. It contains the eﬀect of
exchange and correlation simultaneously. The self-energy operator Σ is in general
a nonlocal, energy-dependent, non-Hermitian operator. A good approximation for
Σ is the Hedin’s GW approach [31, 32] by expanding the electron self-energy in a
perturbation series in terms of the dynamically screened Coulomb interaction (W)
and the dressed Green’s function (G). For this approach, the crucial input is the
dielectric matrix which describes the dynamical screening in solids. In practical, the
static dielectric matrices are ﬁrst obtained from the irreducible palorizability by the
ﬁrst-principles DFT approach within the random-phase approximation (RPA) [29].
Then the dielectric matrices can be extended to the ﬁnite-frequency dependence with
a generalized plasmon-pole (GPP) model [29] or the full frequency calculation [33,34].
Usually, the dielectric function and the Green’s function are constructed by the
DFT-calculated wavefunctions and eigenvalues. In particular, experimentally mea-
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sured electronic charge distribution is very similar to that from DFT, hinting that
DFT calculated wavefunctions are similar to those of QPs [27, 29]. Therefore, this
single-shot G0 W0 calculation is good enough to obtain accurate band gaps of usual
semiconductors without further self consistent calculations. However, for correlated
systems, in which the DFT-calculated wavefunctions and eigenvalues are far away
from the realistic cases, the self-consistent GW scheme will be necessary.
The GW approximation on QP self-energy is a powerful tool to determinate QP
energies of semiconductors and insulators using DFT as the zero-order starting point
for this perturbative calculations. The GW calculations generally yield an excellent
agreement between the experiment and the calculated band structure [29, 35–38],
apart from the case of strong correlated systems. For example, Hybertsen and Louie
calculated diamond, Si and Ge materials with the GW approach, giving the indirect
band gap of 5.5, 1.29, 0.75 eV, as compared with experimental gaps of 5.48, 1.17, and
0.744 eV, respectively [29].
In the past thirty years, many studies have been performed to improve our understanding of the ﬁrst-principles GW methods. Hybertsen and Louie systematically
reviewed the GW approximation and discussed the role of local ﬁelds in the selfenergy operator [29]. Bechstedt discussed the physics of the GW method in relation
to the calculation of the dielectric response and the self-energy [39]. Godby reviewed
QP calculations for simple metals and semiconductors [40]. Mahan examined diﬀerent
GW approximations by including the self-energy and vertex diagrams beyond the random phase approximation [41]. Pollmann, et al. concentrated on GW calculations
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of semiconductor surfaces [42], and Farid considered QP calculations from mathematical aspects [43]. Onida et al. reviewed the prominent approaches for electronic
excitations calculations, and compared the GW method with the time-dependent
density-functional theory (TDDFT) [27].
The GW approach yields very satisfactory results concerning the band structure,
but it is not enough when one is interested in optical spectroscopies, such as the optical absorption, where e-h excitations are essential. In particular, optical spectra are
so useful to investigate condensed-matter systems; absorption, reﬂectivity, photoluminescence, and other optical techniques are commonly used to characterize materials.
Additionally optical excitations provide the basis for a vast range of technical applications, including light-emitting devices, laser technology, and photovoltaics. In this
context, it is of great importance to describe accurately such excitations by highly
reliable and eﬃcient ab initio approaches.
The investigation of optical e-h excitation requires an eﬀective two-body approach
that goes beyond the single-particle picture of individual electron and hole excitations
and includes a proper treatment of the e-h interaction. The key point is to investigate the two-particle Green’s function and solve its equation of motion, which is
know as the Bethe-Salpeter equation (BSE) [30]. The two-body Green’s function
G2 is constructed on the basis of the one-body Green’s function G1 , which may be
described by the GW approximation. Starting from the QP electron and hole states
of G1 and their QP energies, the e-h interaction, which results from the self-energy
operator, is calculated. Thereafter, the BSE equation is solved, yielding the coupled,
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correlated e-h excitation states. Together with the corresponding optical transition
matrix elements that result as coherent superpositions from those of free e-h pairs,
the entire linear optical spectrum of a material can be obtained.
The ﬁrst-principles MBPT (GW+BSE) used currently mostly follows the scheme
ﬁrst introduced by Onida for addressing the spectrum of a N a cluster and that of
the insulator Li2 O [44]. This procedure consists of three major steps: (i) a groundstate DFT calculation; (ii) a GW calculation to obtain the dynamic screening and
corrected QP energies; (iii) solving the e-h interaction in BSE and calculating the
optical spectra. This scheme has been applied to calculate the absorption spectra
of many materials, including molecules [30], small clusters [30, 44], polymers [45],
and periodic crystals of semiconductors and insulators [30, 46, 47]. These simulation
results agree with the experimental data quite well [30, 44–47].
In addition to the electronic structures and electron excitations, the lattice vibrations, phonons, are also very interesting and important, since they are the foundation for understanding thermal properties of solids. With the help of the electronic
structure calculations that describe well the ion-electron interactions, phonons, a QP
concept of an excited state of the collective atomic vibrations, can be accurately
calculated by DFT-based techniques studying the response of crystals to external
perturbations.
There are mainly two types of phonon calculation methods based on DFT. The
ﬁrst one is the small-displacement method which is also referred as the “direct”
method [48, 49]. The calculation is based on the fact that the force constant ma-
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trix (or the Hessian matrix) expresses the proportionality between forces and displacements, and the relation is linear when the displacements are small enough. The
method, in principle, is to displace a single atom in a cell along a Cartesian direction, with all other atoms being ﬁxed at their equilibrium positions; the resulting
forces on all the atoms give directly the elements of the force constant matrix. If this
procedure is repeated for every single atom along every direction, all the elements
of the force-constant matrix can be obtained, and then the phonon frequencies can
be calculated by diagonalizing the matrix. The small-displacement method is rather
straightforward computationally, and it is easy to be implemented in the total-energy
code. Additionally, this method includes both linear and nonlinear eﬀects directly.
However, the convergence can be slow in periodic ionic materials, and the method is
computationally expensive for a system containing a large number of atoms per unit
cell.
The other DFT-based phonon calculation method is the linear-response method
[50]. The main idea is from the Hellmann-Feynman theorem that a linear order variation of the electron density upon a perturbation applied to the crystal is responsible
for a variation of the total energy up to the second order of the perturbation. If
the system is perturbed in a phonon wave with a wave-vector q, the corresponding
change in electron density to the ﬁrst order can be obtained using only unperturbed
wavefunctions by the perturbation theory, and it can further be used to determine
the dynamical matrix (DM) at this wave vector q. Therefore, only the ground-state
calculations of crystal are required, and this procedure can be done for any arbitrary
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wave vector, without the need for the construction of a supercell. As in its name,
the linear-response method only considers the linear eﬀect of the perturbation, and it
needs extra steps to calculate higher-order terms for the nonlinear eﬀect. The merits
of the this method lie particularly in the phonon calculations of semiconductors and
insulators, in which the forces induced by perturbations are relative long-range. The
linear-response method does not need to construct a supercell and overcomes the slow
convergence problem in the limit of zero wave-vector, which signiﬁcantly increases the
eﬃciency of the computation.
The bottle neck of the linear-response method involves a large number of electronic ground states for calculating the linear-order change of electron density. Therefore,
several new developments have been proposed to advance the linear response method
[51–54]. One of the developments uses a Green’s function method [52, 53, 77] and
avoids the requirement of inclusion many extra conduction states, greatly improving
the computation eﬃciency. Since the 1980’s, ﬁrst-principles linear-response methods have been successfully used to study phonons in many materials. They obtain
satisfying results about lattice vibrations and have been even extended to study the
nonlinear eﬀect.
From the brief review above, there is no doubt that ﬁrst-principles calculations
have developed to become powerful tools for studying the electronic, optical, and
thermal properties of a wide range of materials. For the rest of this chapter, we
will introduce how we apply these state-of-the-art approaches in studying electronic
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structures, lattice vibrational modes, and optical excitations of novel materials as
motivated by recent experiments.
In the past twenty years, reduced-dimensional materials have attracted tremendous interest not only because new physics and exotic properties emerge in these
materials due to quantum conﬁnement eﬀects and the large surface-volume ratio,
but also because the manipulation and engineering of matters on an atomic scale
or nanometer size yield promising applications in various ﬁelds including nanoelectronics, nanobiotechnology, environments, and renewable energy. Numerous types of
reduced-dimensional materials have been fabricated; examples of them include nanoclusters, nanowires, nanotubes, nanoribbons, graphene and graphene derivatives. In
these materials, the size along at least one dimension is reduced to the nanometer
scale, much smaller than other remaining dimensions. At this point, the electronic
interactions and phonon vibrations of these reduced-dimensional materials are significantly changed by quantum conﬁnement, making it hard to apply empirical models based on bulk materials to them. In this sense, ﬁrst-principles calculations are
valuable to study the properties of reduced-dimensional materials because of their
parameter-free character.
In Chapter 2, I will ﬁrst provide a detailed discussion about the ﬁrst-principles
methods used in the studies of reduced-dimensional materials. The ﬁrst is about
DFT as the foundation of electronic-structure and phonon calculations. The second
is the MBPT including the GW approximation and BSE for calculating QP energies,
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excitons, and optical absorptions. The third one is the linear-response theory for the
ﬁrst-principles calculations of the lattice vibrational modes and phonons.
The ﬁrst research topic of my PhD work is the band oﬀsets engineering in Si/Ge
core-shell nanowires (NWs) presented in Chapter 3. Heterojunctions are of fundamental interest in condensed matter physics and are also elementary building blocks
of microelectronics. Recently nanoscale radial heterojunctions in one-dimensional
(1D) core-shell NWs have been fabricated and have shown promising electrical and
optical properties associated with broad applications. Compared to traditional planar bulk heterojunctions, core-shell NWs have more degrees of freedom to tune the
band oﬀsets, such as variations in the geometry and chemical components of core
and shell. Therefore, understanding the electronic structure and, more importantly,
how to control band alignments are of central interest for researchers of core-shell
nanostructures. In this chapter, we will apply DFT to show that the applied axial
strain and the variation of core-shell size can modify the band oﬀset of an important
type of core-shell nanostructures, the Si/Ge core-shell NWs.
In the second project, we present a ﬁrst-principles study on lattice vibrational
modes of Si/Ge core-shell NWs. Recent research has shown that Si/Ge core-shell
NWs possess a number of unusual thermal transport features for energy applications.
In order to realize and optimize the above interesting properties, it is imperative to
determine how to obtain structural information and, thereafter, how to design core
and shell geometries. However, compared with bulk semiconductors, there have been
very limited ﬁrst-principles studies on vibrational modes of core-shell NWs. How
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quantum conﬁnement and internal strain in core-shell NWs aﬀect their phonons and
thermal properties has not been well understood yet. Therefore, calculating lattice
vibrational modes in Si/Ge core-shell NWs will be an appropriate starting point to
understand the electric and thermal properties of core-shell NWs. In this project, we
reveal that the lattice vibrational modes and their frequencies are strongly aﬀected
by the geometry of core-shell NWs. The origin of these variations can be attributed
to the internal strain due to the lattice mismatch.
In the third project, we study the exciton spectra of two-dimensional (2D) semiconducting carbon structures. The exciton spectrum, the sequence of e-h binding
energies, is the most direct way to understand excitonic eﬀects of semiconductors. It
is also the foundation for constructing useful models widely used to identify excitonic
eﬀects in optical spectroscopy experiments. For example, the e-h binding energy can
be conveniently extrapolated from the measured sequence of exciton peaks according
to model predictions. In particular, e-h interactions are known to be dramatically enhanced in reduced dimensional structures. How these unique quantum conﬁnements
inﬂuence exciton spectra and how one subsequently modiﬁes corresponding models
have been of fundamental interest.
Recently, many-electron eﬀects and optical properties of graphene and its derivatives have garnered substantial interest because of their unique many-electron eﬀects.
However, other than studies of the optical absorption, the exciton spectra of these
novel materials are largely unknown. This motivates us to apply the ﬁrst-principles
simulation based on the MBPT to study the exciton spectra of the 2D semiconduct-
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ing carbon structures and build an appropriate exciton models that can be applied
to generally conﬁned 2D systems.
In the last part of my PhD work, we study the electronic structures and QP energy
of silicene structures, a layer of graphene-like hexagonal lattices, which have attracted
tremendous interest because of their expected unique linear energy-momentum dispersion similar to graphene. Unlike graphene, a unique character of silicene is that
the simply buckled silicene structure is predicted to be more stable than the perfectly
planar one.
To date several new silicene structures with more complicated buckling styles are
proposed by recent experiments. However, other than interpreting atomistic structures, very limited attempts have been carried out to discover their electronic structures, which are crucial for guiding experimental measurements and understanding
the electric and optical properties of these materials of ever-growing interest. Moreover, the buckling of silicon atoms may break the symmetry of the honeycomb lattice.
According to the present understanding of graphene, the variation of structure and
symmetry shall not only change the Fermi velocity but also possibly generate a ﬁnite
band gap, promising a crucial advantage for silicene over graphene for broader applications. In this study, we will employ both DFT and GW approximation to calculate
the band structure of these novel silicenes. On one hand, our calculation conﬁrms the Dirac-cone electronic structure of planar and simply buckled silicenes; on the
other hand, our calculation shows that those newly proposed silicenes are actually
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semiconductors instead of graphene-like semimetals. Our further calculations show
the diﬀerent band structures are due to the symmetry breaking.
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2. THEORETICAL METHODS

In this chapter, I will give a brief review of the ﬁrst-principles methods that I use
in my study of reduced dimensional semiconductors. This chapter is organized as follows. The ﬁrst section is an introduction of density functional theory (DFT), which is
the foundation of electronic-structure calculations. The proof of the Hohenberg-Kohn
theorem is provided and the Kohn-Sham equations are derived under the local density
functional approximation (LDA). The pseudopotential method and the momentumspace formalism are discussed as well because they are essential ingredients of modern
ﬁrst-principles simulations based on DFT. The second section is about many-body
perturbation theory (MBPT) including the GW approximation for quasiparticle (QP)
energies, and the Bethe-Salpeter equation (BSE) for excitons and corresponding optical absorption spectra. The single-particle Green’s function method including dynamic screening is employed to calculate the electron self-energy and thereby correct the
QP energies. By using the two-body Green’s function, the BSE containing electronhole (e-h) interactions are solved to obtain excitonic states. The optical absorption
spectrum is then evaluated by a coherent summation of transition-matrix elements of
those contributing e-h pairs. The last section is about the ﬁrst-principles calculation
of phonons and we specially focus on the linear response theory, in which the dynam-
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ical matrix (DM) is calculated through the perturbation of the linear-order variations
of the electron charge density.

2.1

Density Functional Theory (DFT)

DFT is a mean-ﬁeld treatment of many-body systems. It is based on the HohenbergKohn theorem that the electron density can uniquely determine the ground-state
properties of a many-electron system in the presence of any given external potential.
The exchange and correlation of many-electron interactions are included in an approximated functional, and the solution of the many-electron problem is then reduced to
a self-consistent solution of a set of eﬀective one-particle equations (Kohn-Sham equations). This method has the great advantage for being a practical computational
tool to handle solids when combined with the pseudopotential method under the
momentum-space representation.

2.1.1

Hohenberg-Kohn Theorem

The Hohenberg-Kohn theorem [4] states that there is a universal functional of
the electron density, E[n(⃗r)], for the total energy of a many-electron system in the
presence of any given external potential v(⃗r); the ground-state properties are uniquely
determined by the electron density n(⃗r), and the correct ground-state electron density
n0 (⃗r) minimizes this energy functional E[n(⃗r)].
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Following Hohenberg and Kohn’s work, this theorem can be proven in two steps
[4]. First, we have to show that the potential v(⃗r) is a unique functional of the electron
density n(⃗r).
The Hamiltonian of the system has the general form of

H = K + V + U,

(2.1)

where K is the kinetic energy, U is the interaction energy between electrons, and V is
the external potential energy. For simplicity, we are only dealing with the situations,
in which the ground state is non-degenerate. Since the Hamiltonian H is ﬁxed for a
given external ﬁeld v(⃗r), the charge density n0 (⃗r) of the ground state |Ψ⟩ is clearly a
unique functional of v(⃗r).
We then need to show, conversely, that the v(⃗r) is a unique functional of n0 (⃗r),
apart from a trivial additive constant. The proof is proceeded by argumentum ad
absurdum.
Assume another, diﬀerent, potential v ′ (⃗r) with the ground state |Ψ′ ⟩, gives rise to
the same density n0 (⃗r). Because of the minimal property of the ground state, we get

E ′ = ⟨Ψ′ |H ′ |Ψ′ ⟩ < ⟨Ψ|H ′ |Ψ⟩ = ⟨Ψ|H + V ′ − V |Ψ⟩,

that is
′

E <E+

∫

[v ′ (⃗r) − v(⃗r)]n0 (⃗r)d⃗r.
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(2.2)

(2.3)

By interchanging primed and unprimed quantities, we ﬁnd
∫

′

E<E +

[v(⃗r) − v ′ (⃗r)]n0 (⃗r)d⃗r.

(2.4)

Addition of Eq. (2.3) and Eq. (2.4) leads to the inconsistency

E + E ′ < E ′ + E.

(2.5)

Therefore, the external potential v(⃗r) is a unique functional of the ground-state charge
density n0 (⃗r).
Secondly, there is a universal functional F [n0 ] for describing the kinetic and interaction energy, so that the ground-state charge density n0 (⃗r) uniquely determines
the minimization of the total-energy functional of the many-electron system.
Since v(⃗r) is a unique functional of n0 (⃗r), the ground state |Ψ⟩ is a functional of
n0 (⃗r), if we deﬁne
F [n0 (⃗r)] ≡ ⟨Ψ|K + U |Ψ⟩.

(2.6)

Then F [n0 ] is a universal functional of n0 (⃗r), valid for any number of particles and
any external potential.
For a given potential v(⃗r), the total-energy functional is deﬁne as
∫
E[n0 ] ≡

v(⃗r)n0 (⃗r)d⃗r + F [n0 ].
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(2.7)

Clearly, E[n0 ] is a universal functional of n0 (⃗r); for the correct n0 (⃗r), E[n0 ] equals
the ground-state energy.
Under the charge conservation condition,

∫

n0 (⃗r)d⃗r = N , the total-energy func-

tional E[n0 ] should have its minimum value only for the correct density n0 (⃗r). Consider any other charge density n′0 (⃗r), we have

E[n′0 ]

∫
≡

v(⃗r)n′0 (⃗r)d⃗r

+

F [n′0 ]

∫
> E[n0 ] ≡

v(⃗r)n0 (⃗r)d⃗r + F [n0 ].

(2.8)

Thus the minimization of the total-energy functional gives the correct ground-state
charge density.
The Hohenberg-Kohn theorem has been proven. Moreover, if F [n0 ] were a known
and suﬃciently simple functional of n0 (⃗r), the ground-state problem of the manyelectron system in a given external potential can be easily solved since it requires
merely the minimization of a total-energy functional according to the charge density.
However, the major complexities of many-electron problems are associated with the
determination of the universal functional F [n0 ].

2.1.2

Kohn-Sham Equations

Based on the Hohenberg-Kohn theorem, Kohn and Sham developed DFT further
[7]. They used the single-particle approximation and introduced an eﬀective potential
including the exchange and correlation eﬀects. The equation of many-electron systems transforms to a set of one-particle Schrödinger equations, which can be solved
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eﬃciently in the self-consistent scheme. In the following part of this subsection, we
will show the major steps of the Kohn-Sham method.
From the Hohenberg-Kohn theorem, the ground-state energy of an interacting
electron gas in a static external potential v(⃗r) can be written in the form
∫
E=

1
v(⃗r)n(⃗r)d⃗r +
2

∫ ∫

n(⃗r)n(r⃗′ )
d⃗rdr⃗′ + G[n],
′
⃗
|⃗r − r |

(2.9)

where n(⃗r) is the charge density and G[n] is a universal function of the density.
The ﬁrst approximation for G[n] is to split out the kinetic energy part by writing

G[n] ≡ K[n] + Exc [n],

(2.10)

where K[n] is the kinetic energy of a system of noninteracting electrons with the
density n(⃗r), and Exc [n] is the exchange-correlation energy of an interacting system
with the same density n(⃗r). The term Exc [n] contains all the many-body eﬀects
except for the Hartree term, although the exact form of Exc [n] is unknown. However,
an approximation of the exchange-correlation energy can be applied for a slowly
varying n(⃗r) as below:

∫
Exc [n] =

n(⃗r)ϵxc (n(⃗r))d⃗r,

(2.11)

where ϵxc (n(⃗r)) is the exchange-correlation energy per electron of a uniform electron
gas of density n. This is called the local density approximations (LDA), in which
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the exchange-correlation energy is determined by the local term of the charge density
functional.
Subject to the condition of a ﬁxed number of electrons, one can apply the variational principle to Eq. (2.9) and gets:
∫
δn(⃗r){φ(⃗r) +

δK[n]
+ µxc (n(⃗r))}d⃗r = 0;
δn(⃗r)

(2.12)

here the eﬀective potential has two parts:
∫
φ(⃗r) = v(⃗r) +

n(r⃗′ ) ⃗′
dr ,
|⃗r − r⃗′ |

(2.13)

and
µxc (n) = d(nϵxc (n))/dn.

(2.14)

µxc (n) is the exchange and correlation contribution to the chemical potential of a
uniform gas of the density n.
Then Eq. (2.12) results in a set of single-particle Schrödinger equations (in Hartree
atomic units)
1
{− ∇2 + [φ(⃗r) + µxc (n(⃗r))]}ψi (⃗r) = εi ψi (⃗r),
2

(2.15)

and the density is
n(⃗r) =

N
∑
i=1

where N is the number of electrons.
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|ψi (⃗r)|2 ,

(2.16)

Eq. (2.15) is also called the Kohn-Sham equation. It signiﬁcantly simpliﬁes the
many-body problem by including exchange and correlation as approximated functionals and reducing to independent-particle equations with new eﬀective potentials
φ(⃗r) + µxc (n(⃗r)).
The equations from Eq. (2.13) to Eq. (2.16) provide a self-consistent procedure
for practical calculations, as shown in Figure 2.1: one begins with a guess of the
initial density n(⃗r), constructs φ(⃗r) from Eq. (2.13) and µxc (n(⃗r)) from Eq. (2.14),
solves Eq. (2.15) to get eigenvalues and eigenfunctions, then constructs a new density
by Eq. (2.16), updates the equations, and repeats the procedure until the solutions
converge. After the convergence, the energy of the system is given by

E=

N
∑
i=1

1
εi −
2

∫ ∫

n(⃗r)n(r⃗′ )
d⃗rdr⃗′ +
|⃗r − r⃗′ |

∫
n(⃗r)[ϵxc (n(⃗r)) − µxc (n(⃗r))]d⃗r,

(2.17)

where εi is the eigenvalue of Kohn-Sham particles in Eq. (2.15).
The most essential part the Kohn-Sham equations is to determine the approximated functional of exchange and correlation eﬀects between electrons, which decides
the accuracy in describing the many-electron interactions. In order to get an explicit
form of the approximated functional, the exchange term can be analytically calculated with the Hartree-Fork approximation, while the correlation part is obtained with
some other methods, such as the quantum Monte Carlo method (QMC), for LDA.
Several models, including the “Ceperley-Alder” form (Pedew-Zunger (PZ)) [55, 56],
are provided for ﬁtting the functional form from the simulation results. Besides LDA,
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Figure 2.1. Schematic representation of the self-consistent loop for solving
Kohn-Sham equations.

29

another widely used approximated functional is the generalized gradient approximation (GGA), which includes the gradient term of the local density and could improve
the approximation for some materials with rapidly varying charge density [8–10]. In
practical calculations, one can choose the type of functionals depending on the details
of the system studied.
DFT can only describe well the ground state of electronic systems because the solution of DFT is based on variational principles. Meanwhile, the exchange-correlation
approximated functionals suﬀer deﬁciencies in describing many-body interactions between electrons [22–24]. Therefore, the eigenvalues and eigenfunctions of the KohnSham equation, Eq. (2.15), can not be directly understood as QP states of a manybody system. They actually correspond to the states of Kohn-Sham particles, a
collection of ﬁctitious particles. Although the sum of the modula of Kohn-Sham
eigenfunctions gives very good results in comparison with the physical density of the
system, the Kohn-Sham eigenenergies fail in describing the QP energies accurately.
For example, DFT with LDA or GGA usually underestimates the QP band gap of
semiconductors [16]. However, this method is widely used in a lot of calculations,
because to people’s surprise, in most cases, the band structure of the Kohn-Sham
particles can at least qualitatively explain experimental results, and in some case, it
even gives quantitatively good results compared to experiments. As a result, despite
of the deﬁciencies of Kohn-Sham method, it has been a standard way to calculate the
electronic band structure with the Kohn-Sham equation as the ﬁrst estimation.
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2.1.3

Pseudopotential Method

Although DFT greatly simpliﬁes the complexities of electronic-structure calculations of solids, the magnitude of the computation eﬀort is still enormous, specially for
complicated crystals with many-core-electron atoms. The pseudopotential method is
particularly useful to further reduce the number of the electrons involved. This idea
is to replace the true atomic potential by a pseudopotential that eﬀectively reproduces the eﬀects of the core electrons; then we only need to solve equations of valence
electrons. The pseudopotential approximation is justiﬁed because the core-electron
wavefunctions remain essentially unchanged when placed into diﬀerent chemical environments and the core wavefunctions’ only major contribution to chemical bondings
is to enforce the valence wavefunctions being orthogonal to the core states [12].
Another advantage of the pseudopotential method is related to the plane-wavebasis formalism employed. The plane-wave basis is a simple and stable way to expand
electron wavefunctions in crystals [11]. However, expanding the core wavefunctions or
the core oscillatory region of wavefunctions into plane waves is extremely ineﬃcient
because of their deep and sharply-varying features [12]. The problem can be solved
by combining the plane-wave-basis formalism with pseudopotentials. The pseudopotential and plane-wave method is highly eﬃcient in simulations because the number
of plane waves needed to expand the electronic states is greatly reduced.
The early work of pseudopotentials can be found in the references [57, 58]. Pseudopotentials are mainly generated by two ways. One is to use empirical parameters to
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ﬁt known experimental results and construct ﬁtted pseudopotentials for new-property
calculations; this is called the empirical pseudopotential [59, 60]. The other way is to
calculate all-electron wavefunctions of an atom through the ﬁrst-principle approach
and construct the pseudopotential without ﬁtting experiments, this type is called the
ab initio pseudopotential. The ab initio pseudopotentials have good transferability
and accuracy, and have been widely used in ﬁrst-principles calculations. Depending
on how to construct pseudopotential from all-electron calculation, ab initio pseudopotentials can be generated by diﬀerent schemes. In my work, most ab initio
pseudopotentials are of the Trullier-Martin form [12].
The Troullier-Martin pseudopotential belongs to the norm-conserving pseudopotential, a type of ab initio pseudopotentials. Norm-conserving pseudopotentials enforce the condition that, outside of a cutoﬀ radius, the norm of each pseudo-wavefunction
is identical to its corresponding all-electron wavefunctions [61].
For all-electron atomic calculations, the angular-momentum dependent sphericalform of the Kohn-Sham equation can be written as

l(l + 1)
1 d2
[−
+
+ V (ρ; r)]rRnl (r) = εnl rRnl (r).
2
2 dr
2r2

(2.18)

V (ρ; r) is the self-consistent one-electron eﬀective potential.

V (ρ; r) =

−Z
LDA
+ VH (ρ; r) + VXC
(ρ(r)),
r
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(2.19)

where ρ(r) is the sum of the electron density for the occupied wavefunction Rnl (r),
LDA
VH (ρ; r) is the Hartree potential, and VXC
(ρ(r)) is LDA for the exchange-correlation

potential.
Norm-conserving pseudopotentials are constructed such that they satisfy the following four general conditions [12]:
(1) The valence pseudo-wavefunctions generated from the pseudopotential contain
no nodes. This is because we would like to obtain smooth pseudo-wavefunctions which
can be expanded by a small number of plane waves.
(2) The normalized atomic radial pseudo-wavefunction (PP) is equal to the normalized radial all-electron wavefunction (AE) beyond a chosen cutoﬀ radius rcl ,

RlP P (r) = RlAE (r),

f or

r > rcl ,

(2.20)

or converges rapidly to that value.
(3) The charge enclosed within rcl for the above two wavefunctions must be equal,
∫

rcl

∫
|RlP P (r)|2 r2 dr

rcl

=

0

|RlAE (r)|2 r2 dr.

(2.21)

0

(4) The valence all-electron and pseudopotential eigenvalues must be equal,

εPl P = εAE
l .
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(2.22)

Once the pseudo-wavefunctions are obtained, the screened pseudopotential is then
recovered by the inversion of the radial Kohn-Sham equation (Eq. (2.18)),

PP
Vscr,l
(r) = εl −

d2
l(l + 1)
1
+
[rRlP P (r)].
PP
2
2
2r
2rRl (r) dr

(2.23)

In order to get the pseudopotential contributed from the nucleus and core electrons, the ion pseudopotential is calculated by subtracting the Hartree VHP P (r) and
exchange-correlation VxcP P (r) potential from the valence pseudo-wavefunctions with
the screened pseudopotential,

PP
PP
Vion,l
(r) = Vscr,l
(r) − VHP P (r) − VxcP P (r).

(2.24)

Thus the pseudopotential for the valence-electron calculation is obtained.
PP
As one can see from Eq. (2.23), the pseudopotentials Vion,l
(r) are diﬀerent for

diﬀerent angular-momenta l. This angular-momentum dependence makes the pseudopotential nonlocal, or more precisely semilocal. Thus the ionic pseudopotential
operator can be separated into the local and nonlocal parts:

PP
PP
(r) +
(r) = Vion,local
V̂ion

∑
l
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Vnonlocal,l (r)P̂l .

(2.25)

The key part of the norm-conserving pseudopotentials generation is the construction of the radial pseudo-wavefunction (PP). Kerker [63] ﬁrst deﬁned the pseudowavefunction as
RlP P = RlAE

when

r > rcl ,

(2.26)

and
RlP P = rl exp(p(r))

when

r < rcl ,

(2.27)

where p(r) is a polynomial of degree n = 4,

p(r) = c0 +

n
∑

ci r i .

(2.28)

i=2

Troullier and Martins tested the choices of Eq. (2.28) and found that the best
results were obtained when two derivatives at the cutoﬀ radii rcl matched and all odd
coeﬃcients of Cn were set to be zero [12]. They proposed an improved form for p(r)
as
p(r) = c0 + c2 r2 + c4 r4 + c6 r6 + c8 r8 + c10 r10 + c12 r12 .

(2.29)

The most important parameter in the above process of the norm-conserving pseudopotentials generation is the cutoﬀ radius rcl , which determines the accuracy and the
transferability of the pseudopotential [12,64]. Since the pseudo-wavefunction matches
the all-electron wavefunction outside rcl , a smaller cutoﬀ radius can be used to generate pseudopotential with a higher transferability, which means the pseudopotential
reproduces other all-electron calculations in diﬀerent environments more accurately.
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However, a smaller cutoﬀ radius results in harder (less smooth) pseudopotentials,
which requires a higher energy cutoﬀ or a larger number of plane waves to expand
wavefunctions [12, 64]. Therefore, it is important to ﬁnd a balanced cutoﬀ radius in
ﬁrst-principles calculations.

Figure 2.2. Comparison of ionic pseudopotentials for carbon (dotted line
for s and solid line for p) in real space (upper part) and reciprocal space
(lower part). From left to right the pseudopotentials are generated by
schemes of: Troullier and Martins (TM); Kerker; Hamann, Schluter, and
Chiang (HSC); Vanderbilt. [12]

Troullier-Martins pseudopotentials are designed to be smooth and they are extremely eﬃcient in plane-wave calculations. Figure 2.2 shows the comparison of
carbon pseudopotentials generated by several diﬀerent schemes [12]. As the ﬁgure
illustrates, the Troullier-Martins form is the most smooth and thus requires least
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plane-wave cutoﬀ energy to achieve the same accuracy of total energy calculations
[64]. Moreover, Troullier-Martins pseudopotentials are known to have good transferability for a wide range of elements [12].
Another type of pseudopotentials that I use in my work is the ultrasoft pseudopotential [62], which is implemented into the Vienna Ab-Initio Simulation Package
(VASP). This kind of pseudopotential is not norm-conserved, because it does not
require the condition that the charge within the cutoﬀ radius ccl is equal to the allelectron result. The advantage of ultrasoft pseudopotentials is that they are smoother
(softer) than many other kinds of pseudopotentials and allow the simulation to run
extremely quickly. The disadvantage is that they need an extra procedure to compensate the charge diﬀerence, making it hard for more advanced calculations, such as
the excited-state calculation.

2.1.4

Momentum-Space Formalism

For a crystal structure with a lattice vector Rµ and ions with a valence Z, the
corresponding one-electron Schrödinger equation (in Hartree atomic units, Eq. (2.15))
becomes
∑
1
{− ∇2 +
Ups,l (r − Rµ )P̂l +
2
µ,l
where

∑
µ,l

∫

ρ(r′ )
dr′ + µxc (r)}ψi (r) = εi ψi (r),
|r − r′ |

(2.30)

Ups,l (r − Rµ )P̂l are angular-momentum-dependent pseudopentials (P̂l is

the projection operator on angular momentum l).
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Let the momentum-space representations of the wavefunction, the charge density,
the inter-electronic Coulomb potential, and the exchange-correlation potential be denoted by ψ(ki + G), ρ(G), VCoul (G) and µxc (G), respectively, where G are reciprocal
lattice vectors.
The momentum representation of the one-electron Schrödinger equation becomes
∑
G

′
i
[(ki + G′ )2 δGG′ + VGG
′ ]ψ(ki + G ) = εi ψ(ki + G),

(2.31)

′

where

′
′
′
′
i
VGG
′ = VCoul (G − G) + µxc (G − G) + S(G − G)[Ups (G − G) +

∑

′
Ups,l,k
′ ];
i +G,ki +G

l

(2.32)
S(G′ − G) is the structure factor, and the purely local part of pseudopotentials
′
(Ups (G)) and the non-local part (Ups,l,k
′ ) are treated separately [11].
i +G,ki +G

After solving Eq. (2.31), the total energy of the crystal is given by

Etotal =

∑
i

=

∑
i

1
εi −
2

∫

εi − Ω[

ρ(r)ρ(r′ )
1
drdr′ −
′
|r − r |
4

∫
µxc (r)ρ(r)dr +

1 ∑
Z2
2 µ,ν,µ̸=ν |Rµ − Rν |

1∑
1∑
1 ∑
Z2
VCoul (G)ρ(G) +
µxc (G)ρ(G)] +
2 G
4 G
2 µ,ν,µ̸=ν |Rµ − Rν |
(2.33)
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where Ω denotes the total volume of the system, and the last term in Eq. (2.33) is
the ion-ion Coulomb energy. We deﬁne the volume per atom as Ωat = Ω/N , in which
N is the total number of atoms.
Though the ion-ion Coulomb energy term is divergent, it could be cancelled by
the long-range divergent part of the Coulomb energy of electrons (the second term
in Eq. (2.33) when G=0). Then the ﬁnal expression for the total energy per atom
becomes

Etotal (peratom) =

∑
∑
1 ∑
1
1
εi − Ωat
VCoul (G)ρ(G)− Ωat
µxc (G)ρ(G)+α1 Z+γEwald .
N i
2
4
G
G̸=0
(2.34)

The two coeﬃcients are

4πZ
1
α1 ≡ lim [Ups (G) +
]=
2
G→0
Ωat
Ωat G

∫
[Ups (r) +

Z
]dr,
r

(2.35)

and

γEwald

∫ 2
′
′
1 ∑ Z2
1
4πZ 2
1 ∑ Z2
1
Z
≡
− lim
= (
−
dr).
2
2 ν |Rν | 2 G→0 Ωat G
2 ν |Rν | Ωat
r

(2.36)

where the prime means that Rν = 0 is excluded in the summation.
The momentum-space formalism with the pseudopotential scheme greatly enhances the convergence rate of total-energy calculations by replacing the integrals
of Coulomb interactions in the real space with summations of series in the reciprocal
space. As a result, it is widely implemented in current ﬁrst-principles calculations.
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2.2

Many-Body Perturbation Theory (MBPT)

DFT provides a concise way to incorporate exchange and correlation eﬀects into
the calculation of the ground-state energy of the interacting-electron system in an
external potential. However, a lot of interesting phenomena such as photoemission,
electron energy loss spectroscopy, and optical absorption, etc., are closely related
to the excited states of electrons instead of their ground state. DFT is inadequate
to describe these excited properties because of its systematic deﬁciencies. If the
electronic system is not strongly correlated, most of the above phenomena are related
to the electronic states close to the Fermi level, making it possible to describe the
collective behavior of the excited states with the QP concept.
The basic idea of the QP concept is used to describe motions in a strongly interacting many-body system. Motion in a solid is extremely complicated, for example,
one electron’s motion will push and pull other electrons in the system via Coulomb interactions, implying a redistribution of charge (wavefunctions). In other words,
depletion of charge (holes) or accumulation of charge (electrons) in some places, and
the response of other electrons conversely aﬀects the electron’s motion. In order to
describe the collective behavior of this system, a QP concept is introduced as a ﬁctitious non-interacting (or weekly interacting) particle which contains the eﬀects of
the electron’s motion and other electrons’ responses together.
MBPT has been successfully applied to study QP energies and excited-state properties of many-body systems. MBPT is based on a set of Green’s-function equation-
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s, starting from a one-electron propagator and further considering the e-h Green’s
function for the optical response. MBPT mainly consists of two parts: the GW
approximation and the BSE methodology.
The Green’s function approach provides a rigorous formulation for the QP properties. Within the context of the one-particle Green’s function, QPs are associated with
the peaks in the spectral function. The self-energy of QPs, which includes the exchange and correlation among electrons, can be expanded by a perturbation series in
terms of the dynamically screened Coulomb interaction (W) and the dressed Green’s
function (G). The GW approximation only considers the ﬁrst order of this expansion,
in which the self-energy (Σ) is the product of the one-particle Green’s function (G)
and the screened interaction (W), Σ = iGW . Then the self-energy operator is used
to substitute the exchange-correlation approximate functionals in the Kohn-Sham equations, and the QP energies are calculated by solving the new QP equations. The
GW method has been very successful in determining QP energies of semiconductors
and insulators by using DFT as the zero-order starting point for these perturbation
calculations.
When dealing with optical absorption of semiconductor materials, the above GW
is not enough. When a photon is absorbed by the material, an electron is excited
to the conduction band, leaving a vacancy in the valence band and creating a QP
called the hole. The excited electron and hole interact with each other and form
a kind of charge-neutral excitation, which is called the exciton or e-h pair. In this
case, the single-particle Green’s function is not enough to describe the exciton, and
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two-particle Green’s function has to be constructed. The equation on the motion
of two-particle Green’s function is called the BSE [68–70]. The derivation of BSE
can be thought as the second order expansion of the self-energy with the screened
interaction. The solutions of the BSE provide eigen-energies and eigen-wavefunctions
of exciton states, based on which optical absorption can be obtained by calculating
the coherent superpositions of optical transition matrix elements.
In principle, the ﬁrst-principles MBPT (GW+BSE) can be summarized as the
following three steps: (i) a ground-state DFT calculation; (ii) a GW calculation to
obtain the dynamic screening and corrected QP energies; (iii) solving the e-h interaction in the BSE and calculating the optical absorption spectra. A good review can be
found in [27]. This scheme has been applied to the calculations of absorption spectra
of a wide range of materials and the simulation results agree with the experimental
data quite well [30, 44–47].

2.2.1

GW Approximation

The application of Green’s function techniques to electron-correlation problems is
the basis of MBPT. The details of Green’s function approaches are discussed in the
original paper by Hedin [31] and the review of Hedin and Lundqvist [32]. Here we
just summarize the results directly relevant to the approximation of the self-energy
operator of QPs.
The self-energy operator Σ should in principle be calculated together with the
Green’s function G in a self-consistent procedure. They are related to each other
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as well as the screened Coulomb interaction W and a vertex function Γ by Hedin’s
equations:

∫
W (4, 1+ )G(1, 3)Γ(3, 2; 4)d(3)d(4);

Σ(1, 2) = i

(2.37)

∫
W (1, 2) = υ(1, 2) +

W (4, 2)P (3, 4)υ(1, 3)d(3)d(4);

(2.38)

∫
P (1, 2) = −i

G(1, 3)G(4, 1+ )Γ(3, 4; 2)d(3)d(4);

∫

(2.39)

δΣ(1, 2)
G(4, 6)G(7, 5)Γ(6, 7; 3)d(4)d(5)d(6)d(7).
δG(4, 5)

Γ(1, 2; 3) = δ(1, 2)δ(1, 3) +

(2.40)
Here the number notation is deﬁned as 1 ≡ (r1 , t1 , σ1 ), etc., σ is the spin coordinate.
1+ means that t → t + δ where δ is a positive inﬁnitesimal. υ(1, 2) stands for the bare
Coulomb interaction and P denotes the irreducible polarizability.
The single-particle Green’s function is related to the spectral weight function
A(r, r′ ; E) in the following form:

′

∫

dE ′

G(r, r ; E) =
C

A(r, r′ ; E ′ )
.
E − E′

(2.41)

The contour C runs inﬁnitesimally above the real axis for E ′ < µ and below the real
axis for E ′ > µ where µ is the chemical potential. The above formalism does not
include the spin dependence explicitly. The spectral function is proportional to the
imaginary part of the Green’s function:

A(r, r′ ; E) =

1
|ImG(r, r′ ; E)|.
π
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(2.42)

By using the Lehmann representation in terms of QP energies εs and amplitudes fs ,
the Green’s function is written as:

G(r, r′ ; E) =

∑
s

fs (r)fs∗ (r′ )
,
E − [εs + iηsgn(µ − εs )]

(2.43)

where the small imaginary part η is needed for the convergence of the Fourier transform to the frequency space.
Then the Green’s function is related to solving the Dyson’s equation including the
self-energy operator:
∫

{δ(r − r′ )[εs − HH (r)] − Σ(r, r′ ; ωs )}fs (r′ )dr′ = 0,

(2.44)

where HH contains the kinetic-energy operator, the external and the Hartree potential, Σ includes the exchange and correlation interactions.
The above correlated relations between the Green’s function G and the self-energy
operator Σ make it diﬃcult to obtain exact solutions of the self-energy of QPs. However, as Hedin shows [32], the self-energy can be expanded as a perturbation series in
terms of the dynamically screened Coulomb interaction (W) and the dressed Green’s
function (G).
Hedin starts with the simplest approximation of the vertex function:

Γ(1, 2; 3) = δ(1, 2)δ(1, 3).
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(2.45)

This is called the random-phase approximation (RPA) for the dielectric matrix. With
RPA, the polarizability is given by

P (1, 2) = −iG(1, 2+ )G(2, 1).

(2.46)

Then the self-energy operator is simpliﬁed to the ﬁrst order in W :

Σ(1, 2) = iG(1, 2)W (1+ , 2).

(2.47)

The self-energy operator becomes the product of one-particle Green’s function and
the screened Coulomb interaction term. This is called the GW approximation.
As we showed in the pseudopotential methods part, it is convenient to divide
electrons of the solids into two parts: core electrons and valence electrons. Accordingly, the Green’s function and polarizability can be separated to G = Gc + Gv and
P = Pc + Pv , respectively. Then the electron self-energy operator can be written as

Σ = i(Gc W + Gv Wv Pc Wv + Gv Wv ).

(2.48)

In realistic calculations, the ﬁrst two terms are generally small and not sensitive
to environment changes and excitations. So we only focus on the ﬁnal term which
is the self-energy of the valence electrons. In the following part, we will discuss the
ﬁrst-principles calculations of the electron self-energy and QP energies based on the
framework in Ref. [29].
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After the Fourier transform to energy, the GW approximation for Σ becomes
∫

′

Σ(r, r ; E) = i

dE ′ −iδE ′
e
G(r, r′ ; E − E ′ )W (r, r′ ; E ′ ),
2π

(2.49)

where δ = 0+ .
Once the self-energy operator Σ is known, the QP energies and wavefunctions can
be obtained by solving the equation:
∫
(K + Vext + VH )ψnk (r) +

dr′ Σ(r, r′ ; Enk )ψnk (r′ ) = Enk ψnk (r),

(2.50)

where K is the kinetic energy operator, Vext is the external potential due to the
ions (nuclei + core electrons), VH is the average Coulomb (Hartree) potential due
to valence electrons. Since Σ is non-Hermitian, Eq. (2.50) generally gives complex
eigenvalues Enk ; the real part of Enk is the QP energy and the imaginary part gives
the lifetime of the QP.
The essential part of the QP problem is to obtain the self-energy operator Σ by
Eq. (2.49).
First, the screened interaction can be decomposed analogously to Eq. (2.41) as

′

∫

′

W (r, r ; E) = υ(r, r ) +
0

∞

dE ′

2E ′ B(r, r′ ; E ′ )
,
E 2 − (E ′ − iη)2

(2.51)

where η = 0+ and B is the spectral function for the screened interaction, which is
proportional to the imaginary part of W .

46

As we can see in Eq. (2.43) and Eq. (2.51), the Green’s function G and the screened
Coulomb interaction W both have poles in the energy domain. Therefore, with the
Coulomb hole + Screened exchange (COHSEX) approximation, the real part of Σ is
divided into two parts:
ReΣ = ΣSEX + ΣCOH ,

(2.52)

where ΣSEX is the screened exchange (SEX) term arising from the poles in the Green’s
function, and ΣCOH is the Coulomb-hole (COH) term arising from the poles in the
screened interaction.
To further calculate the self-energy, approximations for G and W are necessary.
The Green’s function can be approximately constructed with the resulting spectrum
εnk and wavefunctions ϕnk from DFT within LDA. The explicit expression of G is

G(r, r′ ; E) =

∑ ϕnk (r)ϕ∗ (r′ )
nk
,
E
−
ε
nk − iδnk
n,k

(2.53)

where δnk = 0+ for εnk < µ, and δnk = 0− for εnk > µ, µ is the chemical potential.
Then the real part of the self-energy can be written as

′

ΣSEX (r, r ; E) = −

occ
∑

ϕnk (r)ϕ∗nk (r′ )W (r, r′ ; E − εnk );

(2.54)

n,k

′

ΣCOH (r, r ; E) =

∑

ϕnk (r)ϕ∗nk (r′ )P

∫

∞
0

n,k
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dE ′

B(r, r′ ; E ′ )
.
E − εnk − E ′

(2.55)

From the above expressions, it’s clear that ΣSEX represents the dynamically screenedexchange interaction, and the ΣCOH can be interpreted as the interaction of the QP
with the induced potential due to the rearrangement of the electrons around the QP.
After the approximation of the Green’s function, we now have to deal with the
screened Coulomb interaction W . The screened interaction can be described by the
fully inverse dielectric matrix ϵ−1 (r, r′ ; ω), where the relation is:
∫
W (1, 2) =

d(3)ϵ−1 (1, 3)υ(3, 2).

(2.56)

By the Fourier transfrom Eq. (2.56) to the energy and wave-vector space, the screened
interaction is expressed as:

WGG′ (q, ω) = ϵ−1
(q, ω)υ(q + G′ ),
GG′

(2.57)

where G is a reciprocal lattice vector and q is a wave vector in the ﬁrst Brillouin
zone. The Fourier transform of the bare Coulomb interaction is υ(q) = 4πe2 /Ωq2 , in
which Ω is the crystal volume.
While RPA is applied for the irreducible polarizability P in Eq. (2.46), the dielectric matrix in the k-space is related to P by

ϵGG′ (q, ω) = δGG′ − υ(q + G)PGG′ (q, ω).
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(2.58)

Then the calculation of the dynamic screening transfers to the calculation of polarizability. A convenient strategy is to ﬁrst study the static screening and then extend
it to the dynamical case.
According to Adler and Wiser’s work [65, 66], the static polarizability can be
calculated from the spectrum εn,k and wavefunctions |n, k⟩ of DFT solutions within
LDA. The relation is given by

0
PGG
′ (q, ω = 0) =

∑

′

′

{⟨n, k|e−i(q+G)·r |n′ , k + q⟩⟨n′ , k + q|e−i(q+G )·r |n, k⟩

nn′ k

×

f (εn′ ,k+q ) − f (εn,k )
},
εn′ ,k+q − εn,k

(2.59)

where f (ε) is the fermion occupation factor.
Then the static dielectric matrix is obtained by Eq. (2.58), and the result can
be extended to the frequency-dependent case with the general plasmon pole model
(GPP) [72]. The GPP model is based on the observation that ϵ−1
(q, ω) is generally
GG′
a peaked function in frequency ω and thus can be approximated by a single-pole
function in ω [29].
Under GPP, the imaginary part of the dynamical inverse dielectric matrix is

Imϵ−1
(q, ω) = AGG′ (q){δ(ω − ω̃GG′ (q)) − δ(ω + ω̃GG′ (q))},
GG′

(2.60)

and the real part is
Reϵ−1
(q, ω)
GG′

Ω2GG′ (q)
=1+ 2
.
2
ω − ω̃GG
′ (q)
49

(2.61)

where ω̃GG′ (q) is the mode frequency, AGG′ (q) is the amplitude, and ΩGG′ (q) is the
eﬀective bare plasmas frequency.
By using the Kramer-Kronig relation between the real part and the imaginary
part, and applying Johnso sum rules [67] to Imϵ−1
(q, ω), the three parameters can
GG′
be obtained as:
Ω2GG′ (q) = ωP2

(q + G) · (q + G′ ) ρ(G − G′ )
.
|q + G|2
ρ(0)

2
ω̃GG
′ (q) =

δGG′

Ω2GG′ (q)
.
− ϵ−1
(q, ω = 0)
GG′

AGG′ (q) = −

(2.63)

π ΩGG′ (q)
.
2 ω̃GG′ (q)

(2.64)
√

Here ρ is the charge density from the LDA result, and ωP =

(2.62)

4πne e2
me

is the electron

plasmon frequency.
The GPP model does not use any adjustable parameters and it generally provides a good description of the frequency dependence of ϵ−1
(q, ω) in the important
GG′
frequency range. Since the self-energy calculation involves an integration over the
frequency domain, the GPP model usually works reasonably well for semiconductors
and insulators [29].
In the ﬁrst-principles calculations of Eq. (2.50), the QP wavefunction ψnk (r) can
be written as an expansion in a basis set consisting of the self-consistent wavefunctions
ϕnk (r) from DFT within LDA:

ψnk (r) =

∑

αn,n′ (k)ϕn′ k (r).

n′
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(2.65)

Accordingly, the self-energy can also be expanded in the ϕnk (r) basis using the
dielectric function given by the GPP model. The formulation of the matrix elements
of the self-energy is given by

′

occ
∑

′

⟨nk|ΣSEX (r, r ; E)|n k⟩ = −

′

⟨nk|ei(q+G)·r |n1 , k − q⟩⟨n1 , k − q|e−i(q+G)·r |n′ , k⟩

n1 ,q,G,G′

× [1 +

Ω2GG′ (q)
]υ(q + G′ ).
2
(E − εn1 ,k−q )2 − ω̃GG
(q)
′

∑

⟨nk|ΣCOH (r, r′ ; E)|n′ k⟩ =

(2.66)

′

⟨nk|ei(q+G)·r |n1 , k − q⟩⟨n1 , k − q|e−i(q+G)·r |n′ , k⟩

n1 ,q,G,G′

×

Ω2GG′ (q)
1
υ(q + G′ ).
2 ω̃GG′ (q)[E − εn1 ,k−q − ω̃GG′ (q)]

(2.67)

Here, the state |nk⟩ = ϕnk (r).
So far, the QP problem can be solved by combining the Eq. (2.50) together with
Eqs. (2.65), (2.66) and (2.66).
In practical calculations of semiconductors and insulators, it is found that the nondiagonal terms of the self-energy only give small corrections to ﬁnal solutions [29].
So only the calculation of the diagonal terms is necessary. Furthermore, the resulting
QP wavefunctions are found to have better than 99.9% overlap with the corresponding LDA wavefunctions [29], indicating that ϕnk (r) is a very good approximation of
ψnk (r).
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Therefore, the QP energy can be approximated as

qp
qp
LDA
Enk
= εLDA
− ⟨nk|VXC
|nk⟩ + ⟨nk|Σ(Enk
)|nk⟩.
nk

(2.68)

In Eq. (2.68) the self-energy operator must still be evaluated at the QP energy.
Thus the QP energy should be solved iteratively. A practical way is to expand the
self-energy matrix element to the ﬁrst order in the energy around εnk , and the QP
energy is explicitly expressed as

qp
0
Enk
= Enk
+

∆Σnk (εnk )/∆E
0
(Enk
− εnk ),
1 − ∆Σnk (εnk )/∆E

(2.69)

where
0
LDA
Enk
= εLDA
− ⟨nk|VXC
|nk⟩ + ⟨nk|Σ(εLDA
nk
nk )|nk⟩.

(2.70)

The Eq. (2.69) involves a ﬁnite diﬀerence with ∆E as the energy derivative evaluation. The typical value of ∆E is chosen as 1 eV , and the results are quite insensitive
to a reasonable choice of ∆E as shown by Hybertsen and Louie [29]. However, for
some other systems in which the QP energy is not far from the plasmon frequency,
the self-consistent scheme may be needed.
The above frame work of ﬁrst-principles QP calculations with the GW approximation of self-energy provides a powerful tool to calculate trustable electronic band
structure of solids. The GW calculations generally yield an excellent agreement between the experiment and the calculated band structure [29, 35–38].
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2.2.2

Bethe-Salpeter Equation (BSE) and Optical Absorption

As we have mentioned in the introduction part, the investigation of optical e-h
excitations requires an eﬀective two-body approach going beyond the single-particle
picture. The two-body Green’s function have to be used and the e-h interaction has
to be considered. This leads to the BSE. In the following part, we will provide the
major steps about the BSE according to the Refs. [30, 69, 73].
First, the one-particle Green’s function is deﬁned by the ground-state conﬁguration |N, 0⟩ as:
G1 (1, 2) = −i⟨N, 0|T (ψ(1)ψ † (2))|N, 0⟩,

(2.71)

where space, spin, and time coordinates are indicated and abbreviated by numbers,
i.e., (1) = (r1 , σ1 , t1 ) = (x1 , t1 ).
The two-particle Green’s function is deﬁned as

G2 (1, 2; 1′ , 2′ ) = −⟨N, 0|T (ψ(1)ψ(2)ψ † (2′ )ψ † (1′ ))|N, 0⟩.

(2.72)

Then the e-h correlation function is deﬁned as

L(1, 2; 1′ , 2′ ) = [G2 (1, 2; 1′ , 2′ ) − G1 (1, 1′ )G1 (2, 2′ )]|ω=0 .

Here ω is the external time-dependent perturbation.
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(2.73)

Following Strinati [69], the evolution of the e-h correlation function satisﬁes the
BSE in the form of

′

′

′

′

L(1, 2; 1 , 2 ) = L0 (1, 2; 1 , 2 )+

∫

L0 (1, 4; 1′ , 3)K(3, 5; 4, 6)L(6, 2; 5, 2′ )d(3)d(4)d(5)d(6),
(2.74)

where
L0 (1, 2; 1′ , 2′ ) = G1 (1, 2′ )G1 (2, 1′ ),

(2.75)

and K(3, 5; 4, 6) is the e-h interaction kernel. The details of K(3, 5; 4, 6) will be
discussed later. Eq. (2.74) clearly shows that L0 (1, 2; 1′ , 2′ ) corresponds to free e-h
pairs with the interaction K being switched oﬀ.
In the context of optical excitations, only the diﬀerence between two sets of time
variables is ﬁnally involved in Eq. (2.74) because of the time homogeneity in the absence of external ﬁelds. Therefore, we can Fourier transform the correlation function
from the time spaces to one-dimensional energy (frequency) space.
Since the one-particle Green’s function can be expressed with the QP solutions
(see Eq. (2.43)) from the GW calculations, L0 can be written as

L0 (1, 2; 1′ , 2′ ; ω) = i

∑ ψc (x1 )ψ ∗ (x′ )ψv (x2 )ψ ∗ (x′ ) ψv (x1 )ψ ∗ (x′ )ψc (x2 )ψ ∗ (x′ )
2
2
c
v
1
1
v
c
[
−
],
ω − (Ec − Ev )
ω + (Ec − Ev )
v,c
(2.76)

where the indices, v and c, run over the occupied hole states and empty electron
states, respectively. For convenience and clarity, the imaginary inﬁnitesimals in the
denominators are not shown here.
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Similarly, the correlation function L of Eq. (2.74) can be written with e-h excitation states amplitudes χS (x, x′ ) and corresponding excitation energies ΩS as:

L(1, 2; 1′ , 2′ ; ω) = i

∑ χS (x1 , x′ )χ∗ (x′ , x2 ) χS (x2 , x′ )χ∗ (x′ , x1 )
1
2
2
1
S
S
[
−
],
ω − ΩS
ω + ΩS
S

(2.77)

χS (x, x′ ) = −⟨N, 0|ψ † (x′ )ψ(x)|N, S⟩.

(2.78)

where

The e-h amplitudes can be further expressed in the basis given by the singleparticle wavefunctions of the electron and hole states:

′

χS (x, x ) =

occ empty
∑
∑
v

S
[ASvc ψc (x)ψv∗ (x′ ) + Bvc
ψv (x)ψc∗ (x′ )].

(2.79)

c

With the help of Eqs. (2.76), (2.77), and (2.79), the BSE (Eq. (2.74)) becomes
a generalized eigenvalue problem:

(Ec − Ev )ASvc +

∑

AA
S
Kvc,v
′ c′ (ΩS )Av ′ c′ +

∑

v ′ c′

S
+
(Ec − Ev )Bvc

∑
v ′ c′

AB
S
S
Kvc,v
′ c′ (ΩS )Bv ′ c′ = ΩS Avc ;

(2.80a)

BA
S
S
Kvc,v
′ c′ (ΩS )Av ′ c′ = −ΩS Bvc ,

(2.80b)

v ′ c′

BB
S
Kvc,v
′ c′ (ΩS )Bv ′ c′ +

∑
v ′ c′

where the matrix elements of the interaction kernel terms K are
∫
AA
Kvc,v
′ c′ (ΩS )

=i

d(3)d(4)d(5)d(6)ψv (x4 )ψc∗ (x3 )K(35; 46; ΩS )ψv∗′ (x5 )ψc′ (x6 ); (2.81)

55

∫
AB
Kvc,v
′ c′ (ΩS )

=i

d(3)d(4)d(5)d(6)ψv (x4 )ψc∗ (x3 )K(35; 46; ΩS )ψv∗′ (x6 )ψc′ (x5 ). (2.82)

and the expressions are similar for K BA and K BB .
In realistic calculations, it is found that the oﬀ-diagonal blocks of K AB and K BA
are small and have nearly no eﬀect on the excitation energies [30, 46]. Therefore,
S
ASvc and Bvc
are decoupled when we set K AB = K BA = 0, and the two equations
S
about ASvc and Bvc
yield exactly the same excitations besides a sign diﬀerence for the

excitation energies. Therefore, we only need to look at the below eigenvalue problem:

(Ec − Ev )ASvc +

∑

AA
S
S
Kvc,v
′ c′ (ΩS )Av ′ c′ = ΩS Avc .

(2.83)

v ′ c′

This is equivalent to the Tamm-Dancoﬀ approximation [47] that expands the
excited states in e-h pair conﬁguration as

|N, S⟩ =

hole ∑
elec
∑
v

ASvc â†v b̂†c |N, 0⟩

=:

hole ∑
elec
∑
v

c

ASvc |vc⟩,

(2.84)

c

where â†v and b̂†c create a hole or an electron, respectively, to the many-body ground
state |N, 0⟩, and |vc⟩ are the uncorrelated QP wavefunctions of electron states and
hole states.
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To solve Eq. (2.83), the e-h interaction kernel K has to been calculated. Here we
have to specify this interaction kernel. From the two-body Green’s function theory,
K is given by the functional derivative

K(35; 46) =

δ[Vcoul (3)δ(3, 4) + Σ(3, 4)]
.
δG1 (6, 5)

(2.85)

By employing the GW approximation for the self-energy Σ and assuming that the
derivative of the screened interaction W with respect to G1 can be neglected, the
interaction kernel breaks into two parts:

K(35; 46) = −iδ(3, 4)δ(5− , 6)υ(3, 6) + iδ(3, 6)δ(4, 5)W (3+ , 4)
=: K x (35; 46) + K d (35; 46).

(2.86)

The exchange term K x results from the bare Coulomb potential while the direct
interaction term K d is from the screened-exchange self-energy in Eq. (2.85). The
direct interaction term K d (35; 46) includes the attractive nature of the e-h interaction
and is responsible for the formation of bound e-h states (i.e., excitons). The exchange
interaction term K x (35; 46) is generally positive and contributes the splitting between
spin-singlet and spin-triplet excitations.
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The matrix elements of the interaction kernel in Eq. (2.83) are expressed as

⟨vc|K

AA,d

′ ′

∫

(ΩS )|v c ⟩ =

′

dxdx
×[

ψc∗ (x)ψc′ (x)ψv (x′ )ψv∗′ (x′ )
1

ΩS − ω −

(EcQP
′

−

EvQP
′ )

+ i0+

i
2π
+

∫

dωe−iω0 W (r, r′ ; ω)
+

1
ΩS + ω −

(EcQP

− EvQP ) + i0+
(2.87)

and

⟨vc|K

AA,x

∫

′ ′

(ΩS )|v c ⟩ =

dxdx′ ψc∗ (x)ψv (x)υ(r, r′ )ψc′ (x′ )ψv∗′ (x′ ).

(2.88)

By using the same plasmon-pole model employed in the previous GW method,
the screened interaction can be written

W (x, x′ , ω) =

∑
l

Wl (x, x′ )

ωl
1
1
(
−
),
+
2 ω − ωl + i0
ω + ωl − i0+

(2.89)

where the index l stands for the plasmon mode. ωl is the plasmon frequency of the
plasmon model l, and Wl is the corresponding spatial behavior.
With the help of Eq. (2.89), the matrix element of the direct term K d becomes

⟨vc|K

AA,d

′ ′

(ΩS )|v c ⟩ = −

∑∫

dxdx′ ψc∗ (x)ψc′ (x)ψv (x′ )ψv∗′ (x′ )Wl (r, r′ )

l

×

ωl
1
1
[
+
].
QP
QP
2 ωl − (ΩS − (Ec′ − Ev′ )) ωl − (ΩS − (EcQP − EvQP ))
(2.90)
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];

The interaction kernel in Eq. (2.90) depends on the e-h excitation energy ΩS . In
many cases (e.g., in most semiconductor crystals) when ωl ≫ ΩS − (EcQP − EvQP ), the
exciton binding energies are far away from the plasmon frequency that controls the
dynamics of the screening. Eq. (2.90) can be simpliﬁed with the static approximation
to the form of

⟨vc|K

AA,d

′ ′

|v c ⟩ = −

∫

dxdx′ ψc∗ (x)ψc′ (x)ψv (x′ )ψv∗′ (x′ )W (r, r′ , ω = 0).

(2.91)

However, in other cases when the exciton binding energies are of the same order
of magnitude as the characteristic plasmon frequency, the static approximation is no
longer valid and it requires an iterative procedure to calculate the interaction kernel
and solve the BSE.
By now, we have speciﬁed all terms in BSE calculations. When considering the
optical absorption, we have to include the spin in the Hamiltonian. We only consider
the situation that the spin-orbit interaction is negligible (i.e., as compared to the
e-h interaction), then the single-particle states (v and c) can be classiﬁed as spin-up
states (v ↑ and c ↑) and spin-down states (v ↓ and c ↓). Note that for occupied
states v, this spin corresponds to the electron that originally occupies the state; the
spin of the corresponding hole would be the negative. The Hilbert space of the e-h
pairs (vc) now consists of four subspaces: v ↑ c ↑, v ↑ c ↓, v ↓ c ↑ and v ↓ c ↓.
Between these subspaces, most matrix elements of Eqs. (2.87) and (2.88) are zero.
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Let D ≡ (Ec − Ev ), then in the notation of these subspaces (in an order of v ↑ c ↑,
v ↑ c ↓, v ↓ c ↑ and v ↓ c ↓), the BSE Hamiltonian obtains the following form:



d

H

eh

 D+K +K



0

=


0



Kx

x

x

0

0

K

D + Kd

0

0

0

D+K

0

0

d

0
D + Kd + Kx













(2.92)

This Hamiltonian decouples into two classes: a spin-triplet class with the Hamiltonian eigenvalue D+K d and the solutions consisting of the subspaces v ↑ c ↓, v ↓ c ↑,
and

√1 (v
2

↑ c ↑ +v ↓ c ↓); a spin-singlet class with Hamiltonian eigenvalue D+K d +K x

and the solutions consisting of the subspace

√1 (v
2

↑ c ↑ −v ↓ c ↓). Therefore, the

BSE can be solved for singlet and triplet cases separately. The splitting between
spin-singlet and spin-triplet excitations is controlled by K x , the exchange term of e-h
interaction kernel.
Because of the selection rule, only the singlet state contributes to the optical
absorption. Thus the spin degrees of freedom have been completely eliminated from
the remaining problem by focusing only on the singlet state. The interaction of an
external light ﬁeld with excitations in the system is described by the imaginary part
of macroscopic transverse dielectric function of the system,

ϵ2 (ω) =

16πe2 ∑ ⃗
|λ · ⟨0|⃗v |S⟩|2 δ(ω − ΩS ).
ω2 S
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(2.93)

⃗ A|
⃗ is the polarization vector of the light and ⃗v = i [H, ⃗r] is the singleHere ⃗λ = A/|
h̄
particle velocity operator.
Eq. (2.93) requires the e-h excitation energies and wavefunctions as input, the
optical transition matrix elements ⟨0|⃗v |S⟩ are crucial to the calculation of optical
absorption. Without the e-h interaction, the excitations are given by those vertical
transitions between independent hole and electron states, and Eq. (2.93) reduces to
the form
ϵ02 (ω) =

16πe2 ∑ ⃗
|λ · ⟨v|⃗v |c⟩|2 δ(ω − (Ec − Ev )),
ω 2 v,c

(2.94)

where v denotes valence states and c denotes conduction states.
By using Eq. (2.84), the optical transition matrix elements can be calculated
through a coherent sum of the contributing vertical transition matrix elements including the coupling coeﬃcients ASvc :

⟨0|⃗v |S⟩ =

hole ∑
elec
∑
v

ASvc ⟨v|⃗v |c⟩.

(2.95)

c

In summary, we draw a ﬂow chart of the ﬁrst-principles MBPT calculation, as
shown in Figure 2.3. The calculation starts from DFT, solving the Kohn-Sham equations which includes the electron exchange and correlations by using approximated
functionals such as LDA. The solutions of Kohn-Sham equations are then used to
construct the one-particle Green’s function and static dielectric matrix at the zeroth
order. Using the GPP model, the frequency-dependent dielectric matrix is constructed and the dynamic screening is obtained. After the RPA, the self-energy is calculated
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Figure 2.3. The ﬂow chart of MBPT for calculating the QP band structure
and optical absorption spectra.
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by the GW approximation as the product of the one-particle Green’s function and the
screened Coulomb interaction. Then the QP equations are solved with the self-energy
replacing the LDA approximated functionals. Since the self-energy depends on the
QP energies, it can ﬁrst use Kohn-Sham energies as the zeroth-order input, and then
solve the QP energies by the self-consistent scheme. For the optical excitations of e-h
pairs, the QP energies and wavefunctions are used to calculate the interaction kernel
with the dynamic screening. In realistic calculations, QP wavefunctions are approximated by the Kohn-Sham wavefunctions since they are very close to each other for
most materials. With the interaction kernel and the Tamm-Dancoﬀ approximation,
the BSE is solved and the excitation energies and the e-h amplitudes are obtained.
Finally, based on the BSE solutions, the optical absorption spectrum can be evaluated
through a coherent summation of the contributing vertical transition matrix elements
including the coupling coeﬃcients of e-h amplitudes.

2.3

First-Principles Phonon Calculations

A phonon is a quantum-mechanical description of an elementary vibrational motion, in which atoms or molecules of lattices uniformly oscillates at a single frequency.
It is a QP concept of an excited state of the collective atomic vibrations. Phonons
play a major role in many physical properties of solids, such as thermal conductivity
and electrical conductivity. The study of phonons is an essential part of condensed
matter physics.
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In this section, we start with a simple derivation of lattice vibrations in a harmonic
crystal. Then we discuss the linear response theory for the ﬁrst-principles phonon
calculations.

2.3.1

Lattice Vibrational Modes in Harmonic Crystals

In a crystal, the equilibrium position of an ion is R. Assuming applying a small
perturbation to the ion induces a displacement u(R), the position of the ion becomes
r(R) = R + u(R). For simplicity, we consider only one atom per unit cell in the
following derivations. For the case that there are more than one atom per unit cell,
it is easy to extend the derivations by including more ions with positions deﬁned in
the same way as rj (R) = R + dj + uj (R), where the index j runs over all the atoms
in the unit cell.
The total static energy depends on the positions of ions as:

E = E(R + u(R)).

(2.96)

Using the Taylor expansion of total static energy of the crystal with respect to
the small perturbation of ion positions from their equilibrium and only keeping the
terms up to the second order due to the harmonic approximation, we obtain the form

E ≈ E|u=0 +

∑

u(R) · [∇u(R) E]|u=0 +

R

1∑
u(R) · D(R, R′ ) · u(R′ ),
2
′
R,R
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(2.97)

where
Dµν (R, R′ ) =

∂2E
|u=0 .
∂uµ (R)∂uν (R′ )

(2.98)

Here µ and ν denote the displacement directions.
Because the crystal is perturbed from the equilibrium, the ﬁrst term in Eq. (2.97)
is just a constant and the second term turns out to be zero, the only interesting term
is the third term which is also called the harmonic energy

∆E ≈ E harmonic =:

1 ∑∑
uµ (R)Dµν (R, R′ )uν (R′ ).
2
′ µ,ν

(2.99)

R,R

In the harmonic approximation, the tensor Dµν (R, R′ ) describes the force acting
on the ion at R along the µ direction induced by the unit displacement of the ion at
R′ along the ν direction, thus Dµν (R, R′ ) is named the force matrix.
Because of the translational symmetry of the crystal, the force matrix Dµν (R, R′ )
depends only on the diﬀerence between R and R′ , which is

Dµν (R, R′ ) =

∂ 2E
∂ 2E
|
=
|u=0 = Dµν (R − R′ ).
u=0
∂uµ (R)∂uν (R′ )
∂uµ (R − R′ )∂uν (0)
(2.100)

The force matrix obeys two symmetry rules. The ﬁrst one is that the force matrix
is invariant under the inversion operation,

Dµν (R − R′ ) = Dµν (R′ − R).
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(2.101)

This rule is based on the inversion symmetry of Bravais lattices.
The second one is that the force matrix obeys the sum rule:
∑

Dµν (R) = 0.

(2.102)

R

This sum rule implies that if all ions are shifted by the same displacement, meaning
that the whole lattices shift, there is no force acting on the ions.
With the deﬁnition of the force matrix, the dynamics of ions with the mass M is
described by the equation:

M üµ (R) = −

∑∑
R′

Dµν (R − R′ )uν (R′ ).

(2.103)

ν

This is a harmonic oscillation and the solution of Eq. (2.103) has the form of

u(R, t) = cei(k·R−ωt) ,

(2.104)

where c is the polarization unit vector, and k is a vector in the reciprocal space. In
order to solve c and ω, we take the Fourier transform of the force matrix and obtain
its reciprocal space correspondent, which is the dynamical matrix:

D(k) =

∑

D(R)eik·R .

R
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(2.105)

Combining Eqs. (2.103), (2.104), and (2.105), the dynamical equation in the
reciprocal space is derived as

M ω 2 c = D(k) · c.

(2.106)

Clearly, Eq. (2.106) is an eigenvalue problem. By diagonalizing the dynamical
matrix D(k), the eigenfrequencies ω and the eigenmodes c of the lattice vibrations
can be obtained. It has to be pointed out that the vibration modes are associated
with the wave-vector k in the reciprocal space. For diﬀerent choice of k, D(k) are
diﬀerent. Therefore, the eigenfrequencies ω and the eigenmodes c are k dependent.
The dispersion relation ω(k) gives the structure of normal modes and provides a full
description of vibrational characteristics of the crystal.
In quantum mechanics, the collective excitation of crystal vibrations in a single
frequency is called a phonon. Phonon is a “quasiparticle” (boson) picture of collective
vibrations and its energy is quantized with h̄ω(k). Within the phonon description,
the Hamiltonian of the harmonic crystal can be written as

H=

∑
k

1
h̄ω(k)(a†k ak + ),
2

(2.107)

where the creation operator ak and the annihilation operator a†k are deﬁned as
√
√
∑
1
M ω(k)
1
ak = √
e−ik·R c(k) · [
u(R) + i
P(R)],
2h̄
2h̄M ω(k)
N R
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(2.108)

and
√
√
∑
1
M
ω(k)
1
a†k = √
e−ik·R c(k) · [
u(R) − i
P(R)].
2h̄
2h̄M ω(k)
N R

(2.109)

Here u(R) is the real-space eigenmode operator and P(R) is the momentum operator
of the eigenmode.
From the above derivations, the most essential part of studying lattice vibrations
is to calculate the dynamical matrix or the force matrix. In ﬁrst-principles phonon
calculations, there are mainly two approaches to calculate them.
The ﬁrst one is the small-displacement method which is also referred as the “direct” method [48, 74, 75]. The calculation is based on the fact that the force matrix expresses the proportionality between forces and displacements, and the relation
is linear when the displacements are small enough. In this case, the force matrix
Dµν (R, R′ ) describes the force acting on the ion at R along the µ direction induced
by the unit displacement of the ion at R′ along the ν direction. The forces acting on
the ions can be calculated according to the Feynman-Hellman theorem [76]. Therefore, what we need to do is to displace a single atom in the crystal along a Cartesian
direction, with all the other atoms being ﬁxed at their equilibrium positions; the resulting forces on all the atoms give directly the elements of the force constant matrix.
If this procedure is repeated for every single atom along every direction, all the elements of the force-constant matrix can be obtained, and then the phonon frequencies
can be calculated from the above derivations.
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In practice, it’s found that the force acting on ions decays rapidly with the increasing separation from the perturbed ion. Therefore, a cutoﬀ distance can be speciﬁed.
This small-displacement method is rather straightforward computationally, and it is
easy to be implemented into the total-energy code. Additionally, this method includes
both linear and nonlinear eﬀects directly. However, the convergence of the force matrix can be slow in the periodic materials of semiconductors and insulators, in which
the forces induced by perturbations are relative long-range and thus a large cutoﬀ
distance is required to ensure the convergence. The method is also computationally
expensive for a system containing a large number of atoms per unit cell.
The second one is the linear response method [50–54, 77]. The main idea is from
the Hellmann-Feynman theorem that a linear order variation of the electron density
upon a perturbation applied to the crystal is responsible for a variation of the total
energy up to the second order of the perturbation [54, 76]. If the system is perturbed
in a phonon wave with a wave-vector k, the corresponding change in electron density
to the ﬁrt order can be obtained by using only unperturbed wavefunctions, and it
can further be used to determine the dynamical matrix (DM) at this wave vector
k [54]. Therefore, only the ground-state calculations of crystal are required, and
this procedure can be done for any arbitrary wave vector, without the need for the
construction of a supercell.
As in its name, the linear response method only considers the linear eﬀect of the
perturbation. It needs extra steps to calculate higher-order terms for the nonlinear
eﬀect. The merits of this method reside particularly in the phonon calculations of
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semiconductors and insulators. The linear-response method does not need to construct a supercell and it overcomes the slow convergence problem in the limit of zero
wave-vector, which signiﬁcantly increases the eﬃciency of the computation.
In our ﬁrst-principles phonon calculations of reduced dimensional materials, we
mainly use the linear response method. Therefore, I will introduce more details of
the linear response theory in the next subsection.

2.3.2

Linear Response Theory

The linear response theory provides a general framework for analyzing the dynamical properties of a physical system close to an equilibrium or a steady state. The
equilibrium system responds to a perturbation such as an external ﬁeld or ﬂuctuations of the control parameters, which may depend on time. When the perturbation
is small, the induced change or the response of the system is assumed to be a linear
function of the perturbation approximately. The linear response function provides
valuable information of the system, such as speciﬁc heat, magnetic and electric susceptibility, etc. The linear response theory was ﬁrst clearly formulated by Kubo in
1957 [78], and was later applied to many studies including phonon calculations.
The early work of the linear response method involves calculating the dielectric
matrix and polarizability [51], which describes the linear response of the electronic
charge density to the external perturbation. The dielectric matrix can be used for
studying many interesting properties other than phonons, but it requires the inverse
operation of a large-size matrix, making the computation quite heavy. Later, the
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density-functional perturbation theory (DFPT) for phonon calculations [54, 77] was
developed, and an eﬃcient self-consistent approach to the linear response [52,53] was
proposed. Nowadays the ﬁrst-principles linear response method for phonon calculations has been been implemented into the package Quantum Espresso [79].
The key ideas of this method are summarized here. Let us assume that the external
potential depends on a perturbation parameter λ:

∂V (r)
1 ∂ 2 V (r) 2
Vλ (r) ≃ V0 (r) +
λ+
λ + ...
∂λ
2 ∂λ2

.

(2.110)

Here all derivatives are calculated at λ = 0. For convenience, we do the same thing
for all the following derivatives unless we specify explicitly.
The corresponding electronic charge density with respect to the perturbation can
also be expanded as

nλ (r) ≃ n0 (r) +

∂n(r)
1 ∂ 2 n(r) 2
λ+
λ + ...
∂λ
2 ∂λ2

,

(2.111)

where n0 is the ground-state charge density when λ = 0.
By the Hellmann-Feynman theorem, the ﬁrst-order derivative

∂Eλ
∂λ

does not depend

on any derivative of n(r),

∂Eλ
=
∂λ

∫
nλ (r)
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∂Vλ (r)
dr.
∂λ

(2.112)

Then, the total energy of the system under the perturbation can be written as

∂E 1 2 ∂ 2 E
+ λ
+ ...
.
∂λ
2 ∂λ2
∫
∫
∂Vλ (r)
1 2
∂nλ (r) ∂Vλ (r)
∂ 2 Vλ (r)
= E0 + λ n0 (r)
]dr + . . . .
dr + λ
[
+ n0 (r)
∂λ
2
∂λ
∂λ
∂λ2

Eλ ≃ E0 + λ

(2.113)

For the case of lattice vibrations in a crystal, the parameter λ is regarded as
the displacement of ions from their equilibrium positions. From the HohenbergKohn theorem, we have

∫

λ (r)
n0 (r) ∂V∂λ
dr = 0. Then we obtain a similar equation to

Eq. (2.99):
1
∆E(λ) ≃ λ2
2

∫
[

∂nλ (r) ∂Vλ (r)
∂ 2 Vλ (r)
+ n0 (r)
]dr,
∂λ
∂λ
∂λ2

(2.114)

∆E(λ) is the harmonic energy under the perturbation λ. It consists of two parts:
one is from the electron-density response, the other is from the ionic energy change.
Therefore, we deﬁne the force matrix as

αβ
αβ,elec
αβ,ion
Cµν
(R − R′ ) = Cµν
(R − R′ ) + Cµν
(R − R′ ).

(2.115)

Diﬀerent from the deﬁnition of the force matrix in Eq. (2.98), here we include more
than one atom per unit cell; α and β are the indexes specifying the atoms inside a
unit cell.
αβ,ion
is the second derivative of the Ewald energy
In Eq. (2.115), the ion part Cµν

[80], whose expression is in Eq. (2.36). The electronic part is the most diﬃcult part
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to be evaluated since it is relative to the ﬁrst-order derivative of the charge density.
Using ion displacements as the perturbation, the electronic part of the force matrix
has the form

αβ,elec
Cµν
(R

∫

′

−R)=

[

∂n(r) ∂Vion (r)
∂ 2 Vion (r)
+
n
(r)
]dr,
0
∂uαµ (R) ∂uβν (R′ )
∂uαµ (R)∂uβν (R′ )

(2.116)

where Vion is the ionic potential. In realistic calculations of a crystal, the ion potential
is the sum of the pseudopotentials from all ions.
In the reciprocal space, the matrix above is represented as
∫
αβ,elec
Cµν
(q)

=

[

∂ 2 Vion (r)
∂n(r) ∂Vion (r)
+
n
(r)
]dr,
0
∂uαµ (q) ∂uβν (q)
∂uαµ (q)∂uβν (q)

(2.117)

where uαµ (q) is the Fourier transform of the displacement of ions at wave vector q. In
practical calculations, the displacement of ions is chosen according to the vibrational
modes.
Finally, the dynamical matrix is deﬁned as

αβ
Dµν
(q)

αβ
Cµν
(q)
=√
,
Mα Mβ

(2.118)

where Mα and Mβ are the mass of ion α and ion β, respectively.
Since the derivatives of Vion are easy to calculate, the key point for obtaining the
dynamical matrix is evaluating

∂n(r)
,
∂uα
µ (q)

which is the linear response of the electron

density according to the lattice perturbations. With the help of the DFT method,

73

∂n(r)
∂uα
µ (q)

can be valued by an eﬃcient self-consistent approach developed by Baroni, et

al [52, 53, 77].
Within the single-particle picture for electrons, the eﬀective potential of the particle is expressed as
∫
VSCF (r) = Vion (r) +

n(r′ )
dr′ + µxc (n(r)).
|r − r′ |

(2.119)

The perturbation of ions induces the ion potential change ∆Vion , which results
in a new single-particle eﬀective potential VSCF + ∆VSCF . Under LDA, the KohnSham equations have a form similar to the Schrödinger equation. Using the ﬁrst-order
perturbation theory, the linear term of the change of the density can be derived as

∆n(q + G) =

4 ∑ ∑ ⟨ψv,k |e−i(q+G)·r |ψc,k+q ⟩⟨ψc,k+q |∆VSCF |ψv,k ⟩
,
N Ω k c,v
εv,k − εv,k+q

(2.120)

where ∆n(q + G) is the Fourier transform of ∆n(r). |ψ⟩ and ε are the wavefunctions
and eigenvalues obtained from LDA calculations without the perturbation. The indices v and c denote the valence and conduction bands, respectively. The wave vector
k is sampled from k-grids in the ﬁrst Brillouin zone and G is the reciprocal lattice
vector. Ω is the volume of one unit cell.
By including the density change in Eq. (2.120) to Eq. (2.119), the change of the
eﬀective potential is given by
∫
∆VSCF = ∆Vion (r) +

dµxc
∆n(r′ ) ′
dr + ∆n(r)
.
′
|r − r |
dn
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(2.121)

Eqs. (2.120) and (2.121) consist of a self-consistent loop. The self-consistent procedure only requires the ground-state Kohn-Sham wavefunctions without perturbations, and the calculation eﬀort for each wave vector q is equivalent. Therefore, this
self-consistent approach is very eﬃcient in simulations and the convergence is fast.
Once we obtain

∂n(r)
,
∂uα
µ (q)

the dynamic matrix can be calculated by this linear re-

sponse method. Finally the phonon frequencies and vibrational modes can be obtained by the matrix diagonalization.
It must be pointed out that Eq. (2.120) requires calculations of a large number of
conduction bands, which hinder the computation eﬃciency. A new approach using the
Green’s function method is developed to project the state VSCF |ψc ⟩ into the valence
band space, improving the eﬃciency of the simulations. The details of this Green’s
function approach can be found in the references [52, 53].
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3. BAND OFFSETS ENGINEERING IN SI/GE
CORE-SHELL NANOWIRES

3.1

Introduction of Heterojunctions and Core-Shell Nanowires

A heterojunction is an interface between two dissimilar crystalline semiconductors,
which, more generally, could be any two solid-state materials. The most important
feature of a heterojunction is that the electronic properties depend on spatial regions since the band gaps of the participating semiconductors are diﬀerent. Thus
there will be discontinuities in both the conduction and valence bands. These band
discontinuities result in many useful electronic, transport, and optical properties of
heterojunctions. In this sense, studying the band alignments and corresponding band
oﬀsets is of the central interest for heterojunctions and their applications.
Depending on how the band edges are aligned in the interface, heterojunctions are
categorized into three types, which are: the straddled or type I lineup , the staggered
or type II lineup, and the broken or type III lineup , as shown in Fig. 3.1. These
band alignments provide a precious degree of freedom for tuning transport and electric
properties.
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Figure 3.1. Schematic diagrams of three typical band alignments of heterojunction.

Heterojunctions are of fundamental importance in condensed matter physics and
are also elementary building blocks of microelectronics including semiconductor lasers,
solid-state lighting, and transistors [81, 82]. As an example, Fig. 3.2 illustrates the
physical mechanism of heterojunctions with a type II band alignment for photovoltaic
(PV) solar cells application. When an electron is excited to the conduction band by
the incident photon in the semiconductor B, it will leave a positively-charged hole
in the valence band. These electrons and holes will attract each other to form the
e-h pairs (excitons). When these excited excitons diﬀuse to the interface of the
heterojunction, the electron will be drawn to the semiconductor A while the hole will
stay in the semiconductor B because of the type II band alignment. As a result, the
electron and hole pairs are separated, producing an output current. This mechanism
shows that the eﬃciency of solar cells is decided by the band gaps of the involved
semiconductors and, more importantly, the band oﬀsets of the heterojunction.
Recently nanoscale radial heterojunctions in one-dimensional (1-D) core-shell
nanowires (NWs) have been fabricated and have shown promising electrical and op78

Figure 3.2. Schematics of a heterojunction working for the photovoltaics
solar cell. ∆Ec and ∆Ev denote the conduction band oﬀset and valence
band oﬀset, respectively.

tical properties associated with broad applications [83–87]. For instance, Fig. 3.3
shows the transmission electron microscopy (TEM) images of Ge-core/Si-shell NWs
synthesized by using a chemical-vapor deposition method applicable to a variety of
nanoscale materials [83]. This structures shows a exceptionally high mobility of free
carriers for the ﬁeld-eﬀect transistors.
Compared to the traditional planar bulk heterojunctions, core-shell NWs possess
a few exceptional advantages. The radial-heterojunction structure contributes to a
huge interface/volume ratio, making it extremely eﬃcient for free-carrier transport
and exciton dissociation in energy applications. Additionally core-shell NWs possess
more degrees of freedom to tune their band oﬀsets by varying structural geometry
and corresponding quantum conﬁnement and strain conditions. Moreover, the radial geometry makes the involved two semiconductors, i.e., the core and shell of the
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wire inequivalent. Therefore, A-core/B-shell heterojunctions exhibit a diﬀerent band
lineup from those B-core/A-shell ones, suggesting that these NWs can be much more
physically-rich than typical bulk heterojunctions.

Figure 3.3. Ge-core/Si-shell NWs. (a) Bright-ﬁeld image of an Ge-core/Sishell NW. Scale bar is 50 nm. (b),(c) Scanning TEM elemental maps of Ge
(red) and Si (blue) concentrations, respectively. (d) High-resolution TEM
image of a representative NW. Scale bar is 5 nm. (e) Elemental mapping
cross-section showing the Ge (red circles) and Si (blue circles) concentrations. (f) High-resolution TEM image of an annealed Ge-core/Si-shell
NW. Scale bar is 5 nm. (g) Elemental mapping cross-section gives a 5-nm
shell thickness with a sharp interface consistent with the TEM image. [83]

All of these characteristics make core-shell NWs extremely attractive for nanoelectronics and renewable energy interests because excited e-h pairs can be eﬃciently
separated under optimized band lineups. The separated free carriers can be extracted
eﬃciently due to their observed large mobilities. Therefore, understanding the elec-
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tronic structure and, more importantly, how to control band lineups are of central
interest for researchers working on core-shell nanostructures.
To date there have been studies focusing on band gaps and band oﬀsets of coreshell NWs [88–93], but with a limited quantitative understanding of how to control
the band lineups, which has substantially impeded the further experimental progresses and potential applications. On the other hand, it is known that the electronic
structure of NWs is sensitive to the strain condition [94–96]. Particularly for coreshell NWs, strain is intrinsic because of the lattice mismatch between core and shell
lattices. More importantly, one exceptional advantage of NWs is that their small size
renders them able to tolerate a relatively large lattice mismatch and corresponding
strain without introducing signiﬁcant defects to degrade the electrical performance
of NWs [97, 98]. These facts make strain ideal for controlling the band alignments of
core-shell NWs.
In addition to strain, quantum conﬁnement eﬀects are known to signiﬁcantly inﬂuence the electronic structure of NWs [99]. Therefore, it may be possible to vary
the size and degree of quantum conﬁnement of core-shell NWs in order to control the
band gap and band alignments accordingly.
Motivated by these considerations, we perform ﬁrst-principles calculations and
investigate band oﬀsets in Si/Ge core-shell NWs by applying the axial strain and
varying the degree of quantum conﬁnement, respectively. Our study shows that
strain can substantially tune electronic band alignments of Si/Ge core-shell NWs. The
applied axial strain has two impacts on the electronic structure of studied core-shell
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NWs: ﬁrst, it shifts the band energy of silicon and germanium states diﬀerently so
that the band oﬀset is varied signiﬁcantly; secondly, it changes the charge distribution
of silicon and germanium states, e.g., an original germanium-shell state can evolve
into a silicon-core state under the appropriate strain, then band oﬀsets are changed
consequently. Furthermore, varying the size of Si/Ge core-shell NWs is eﬃcient to
modify both valence and conduction band oﬀsets simultaneously. Our ﬁrst-principles
results provide useful information for optimizing band alignments of Si/Ge core-shell
NWs.

3.2

First-Principles Simulation Setup

Figure 3.4. The top view and side view of the ball-stick model of atomistic
structure of a Si/Ge Core-shell NW along the (110) direction. The yellow
balls represent silicon atoms, the green ones represent germanium atoms,
and the white ones represent the surface passivated hydrogen atoms.

The calculation was performed within the framework of the density functional
theory (DFT) using the local density approximation (LDA) [4, 7]. We employ normconserving pseudopotentials [12] with a plane-wave basis set. The energy cutoﬀ for the
82

plane waves is 24 Ryd and the reciprocal space is sampled by a 1×1×16 k-point grid.
It has to be pointed out that DFT/LDA calculations usually cannot provide accurate
band energy and gaps because many-body eﬀects are not adequately included [29].
However, our predicted trends of band oﬀsets resulting from the strain and quantum
conﬁnement are shown to be reliable.
In this work, we focus on Si/Ge core-shell NWs along the (110) direction, since
SiNWs with a diameter less than 10 nm were found to be primarily along (110)
direction in experiments [100]. Fig. 3.4 presents the ball-stick model of our calculated
core-shell NWs. All surface dangling bonds are passivated by hydrogen atoms. The
supercell method is applied with an approximate vacuum distance of 8 Å between
neighboring NWs. All studied NWs are fully relaxed according to the forces and
stress calculated in DFT/LDA. The calculation is conducted with the QUANTUM
ESPRESSO package [79].

3.3

Electronic Structures in Si/Ge Core-Shell NWs

Presented in Fig. 3.5 is a typical band structure and charge distributions of Si/Ge
core-shell NWs. Here we have to deﬁne band oﬀsets in an operational way, following
previous works [91]. For example, in Fig. 3.5 (b) the top of the valence band (TVB)
(V1) and bottom of the conduction band (BCB) (C1) are apparently conﬁned within
the core and shell regions, respectively. Then we scan electronic states away from the
band gap and calculate the corresponding projection of density of states (PDOS) for
germanium and silicon atoms, respectively; if more than 75% of PDOS belongs to the
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Figure 3.5. Band structure, band oﬀset, and charge distributions of a typical Si-core/Ge-shell NW (with core diameter of 1.7 nm and shell diameter
of 2.5 nm). (a)Band structure. (b) Top views of charge distributions of
four electronic states marked by red point and blue points in (a) and the
dashed circles show the core and shell sizes. (c) A schematics of the band
alignment of this core-shell NW.
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core atoms, we deﬁne this electronic state to be a conﬁned core state; if more than
70% of PDOS belongs to shell atoms, we deﬁne this electronic state as a conﬁned shell
state; if the electronic state cannot be assigned to either core or shell state, we deﬁne
it as a non-conﬁned state, e.g., V3 (the third valence band) and C11 (the eleventh
conduction band) in Fig. 3.5 (b). Then the band oﬀset is deﬁned by the energy
diﬀerence between BCB or TVB state and the nearest non-conﬁned state, which are
marked by ∆Ec and ∆Ev as shown in Fig. 3.5 (a).
We choose the criterion for core states (75%) to be slightly higher than that of
shell states (70%), because the ground-state wave function usually tends to distribute
near center of NWs due to the cylindrical shape of NWs. It has to be pointed out that
the value of band oﬀsets depends on our established criterion, but the fundamental
trend of the evolution of the band alignment is reliable.
For all core-shell NWs calculated in this work, we ﬁnd the TVB is always a
germanium state and the BCB is always a silicon state, which gives a type II band
alignment as schematically shown in Fig. 3.5 (c). This is consistent with the type II
band alignment observed in bulk Si/Ge heterojunctions [101].

3.4

Strain Control of Band Oﬀsets in Si/Ge Core-Shell NWs

We ﬁrst study how the applied axial strain modiﬁes the band alignment of Si/Ge
core-shell NWs. In Fig. 3.6, we have presented the variation of band oﬀsets in four
typical Si/Ge core-shell NWs under diﬀerent strain conditions. The applied strain
varies from -3% to 5%, which is far below the critical fracture for Si/Ge core-shell
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NWs [102] and the critical strain needed for theoretically predicted phase transitions
[96].
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Figure 3.6. Band oﬀsets of four strained Si/Ge core-shell NWs. (a) A
Si-core/Ge-shell NW with core diameter of 1.2 nm and shell diameter of
2.5 nm. (b) A Si-core/Ge-shell NW with core diameter of 1.7 nm and
shell diameter of 2.5 nm. (c) A Ge-core/Si-shell NW with core diameter
of 1.3 nm and shell diameter of 2.5 nm. (d) A Ge-core/Si-shell NW with
core diameter of 1.8 nm and shell diameter of 2.5 nm.

The prominent feature of Fig. 3.6 is that valence band oﬀsets vary monotonically
and signiﬁcantly with the applied axial strain; the tensile strain always reduces the
valence band oﬀsets whose tunable range is about a few hundred meV. In particular,
in Fig. 3.6 (b) and (c) the valence band oﬀsets are even diminished for a tensile
strain larger than 4%. This strain-sensitive eﬀect of valence band oﬀsets gives hope to
tension sensors based on core-shell NWs because the corresponding electrical current
crossing the radial heterojunction can be turned on or oﬀ by the strain and associated
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band oﬀsets. A tunable band oﬀset is also preferred for photovoltaic applications
because the eﬃciency of the separation of e-h pairs around the interface of core-shell
NWs can be modiﬁed by the strain-controlled band oﬀsets.
On the other hand, the conduction band oﬀsets shown in Fig. 3.6 are not so
sensitive to the applied axial strain. Their variations as induced by strain are not
monotonic, and the ﬂuctuations of the conduction band oﬀsets are less than 0.2 eV
although the absolute values are sensitive to the core and shell sizes and chemical
components. Therefore, this result indicates that applying axial strain may not be
an eﬃcient choice to control the electron transfer in narrow Si/Ge core-shell NWs.
There are at least two mechanisms contributing to the above changes of band
oﬀsets of strained Si/Ge core-shell NWs. The ﬁrst is the diﬀerent response of the
band energy of electronic states to the applied strain. As an example, we track the
shift of the band energy in a Si-core/Ge-shell NW. We pick the TVB state (which is
a conﬁned shell state in the shell) and the ﬁrst non-conﬁned valence state. Their top
views of the charge distributions are shown in Fig. 3.7 (a) and (b), respectively. The
evolution of the energy diﬀerence between these two states with the applied strain is
shown in Fig. 3.7 (c). The wavefunctions of these two states are found not sensitive
to the external strain. However, it is clear that their energy diﬀerence is signiﬁcantly
reduced by the applied tensile strain. As a result, the corresponding band oﬀsets are
substantially changed. Interestingly, when the applied tensile strain is greater than
4%, the ﬁrst non-conﬁned state shown in Fig. 3.7 (b) surpasses the original TVB
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state (Fig. 3.7 (a)) and becomes the highest valence state, making the valence band
oﬀset zero accordingly.
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Figure 3.7. Band energy evolution with the applied axial strain of a Sicore/Ge-shell NW with a core diameter of 1.7 nm and a shell diameter of
2.5 nm. (a) and (b) Charge distributions of the TVB and the ﬁrst nonconﬁned valence state, respectively. (c) The energy diﬀerence between the
plotted electronic state in (a) and (b) under strain.

Beyond conﬁned and non-conﬁned states, the diﬀerent response to the applied
strain is also observed between conﬁned core and conﬁned shell states, which means
that this strain mechanism does not depend on the detailed deﬁnition of band oﬀsets.
According to our calculations, the diﬀerent responses of electronic states to the applied
strain explains the zero valence band oﬀsets discovered in Fig. 3.6 (b) and (c), in
which the valence band oﬀsets gradually decrease to zero with an increasing applied
tensile strain.
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(a)

(b)

(c)

(d)

Figure 3.8. (Top views of charge distribution evolution with strains. This
electronic state is picked from a conduction state near the band gap in a
Si-core/Ge-shell NW (with core diameter 1.71 nm and shell diameter 2.47
nm). (a) 0% strain. (b) -3% strain. (c) 3% strain. (d) 5% strain.

The other mechanism contributing to the change of band oﬀsets under applied
strain is the variation of electronic wavefunctions themselves. As shown in Fig. 3.8,
we have plotted the charge distribution of a conduction state near the band gap in
a Si-core/Ge-shell NW. Without applied strain, this electronic state is a well-deﬁned
germanium shell state as shown in Fig. 3.8 (a). However, when the strain is applied
and gradually increases, the spatial distribution of this electronic state is substantially
modiﬁed. In particular, as shown in Fig. 3.8 (d), when the applied strain is around
5%, a signiﬁcant amount of the charge moves to the core region of the NW. As a
result, this state evolves into a non-conﬁned state from an original shell state, which
consequently changes the value of band oﬀsets because of our deﬁnition. According
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to our calculations, this variation of the charge distribution is the reason for those
zero conduction band oﬀsets discovered in Fig. 3.6 (d).

3.5

Geometry Control of Band Oﬀsets in Si/Ge Core-Shell NWs

In addition to strain eﬀects, the geometry of core-shell NWs can also be used to
control band oﬀsets. Since there are so many ways to vary the geometry of NWs,
we focus on the simplest case in this study; the core size is ﬁxed while the shell
size is changed. The main results regarding the band oﬀset are summarized in Fig.
3.9. First, Si-core/Ge-shell and Ge-core/Si-shell NWs display qualitatively diﬀerent
evolutions with a change of shell thickness. For Si-core/Ge-shell NWs, the conduction
band oﬀset decreases and the valence band oﬀset increases with the growth of the
whole wire size; for Ge-core/Si-shell NWs, the conduction band oﬀset increases and
the valence band oﬀset decreases with the growth of the whole wire size. The reason
of these trends is that the quantum conﬁnement in the shell region is reduced if the
whole wire size increases. Taking Si-core/Ge-shell NWs as an example, the energy
gap of Ge shell states decreases since the conﬁnement in the shell is reduced for a
larger-sized shell, while the core-state gap does not change much because the core
size is ﬁxed. According to the schematics shown in Fig. 3.5 (c), the conduction Ge
state (the upper red line) moves downward and the valence Ge state (the upper blue
line) moves upward, while the conduction and valence Si states (the lower red line
and the lower blue line) are nearly ﬁxed. Thus, the conduction band oﬀset decreases
and the valence band oﬀset increases.
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Figure 3.9. Variation of band oﬀsets of Si/Ge core-shell NWs with change
of shell thickness for (a) Si/Ge core-shell NWs with a ﬁxed core diameter
of 1.7 nm, (b) Ge/Si core-shell NWs with a ﬁxed core diameter of 1.8 nm.
The horizontal axis is the total diameter of NWs.

3.6

Summary of this Chapter

In conclusion, band alignments in Si/Ge core-shell NWs are signiﬁcantly modiﬁed by the strain condition and quantum conﬁnement. Through our ﬁrst-principles
calculations, we specify that applying the axial strain is eﬀective for tuning valence
band oﬀsets without signiﬁcantly changing conduction band oﬀsets. We also discuss
the physical origins for these variations of band alignments in Si/Ge core-shell NWs.
Moreover, the geometry variation provides another degree of freedom to eﬀectively
tune both conduction band oﬀset and valence band oﬀset by changing the quantum
conﬁnement of the core-shell nanostructures. Our proposed band oﬀset engineering
may be of practical importance for nanoelectronics and renewable energy research.
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4. LATTICE VIBRATIONS IN SI/GE CORE-SHELL
NANOWIRES

4.1

Introduction

In solids, the mass of a nucleus is several thousand times larger than that of an
electron, resulting in a much smaller relaxation time for electrons compared to that
of nuclei. Therefore, when studying the motion of the nuclei, we usually assume that
electrons are in their equilibrium states for a given nuclear conﬁguration. This is called
the adiabatic approximation or the Born-Oppenheimer approximation [103]. Another
consequence of the mass diﬀerence between electrons and nuclei is that wavefunctions
of the nuclear component are spatially more localized than those of the electronic
component, thus we can treat the motion of nuclei classically.
In crystal lattices, the displacement of one nucleus from its equilibrium position
results in a recoil force acting on the nucleus, leading to a vibration around the
equilibrium. When the displacement is small, the potential that the nucleus feels can
be approximately treated as a harmonic potential and the corresponding vibration
is the harmonic oscillation. Since the atoms are coupled in the solids, the vibration
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Figure 4.1. (a) The harmonic oscillation of a particle in the harmonic
potential well. (b) Schematic show of the collective vibrations of atoms
in a crystal.

of one atom will induce vibrations of other atoms nearby and the vibrations further
spread to the whole crystal back and forth, resulting in collective vibrations of all
atoms, as shown in Fig. 4.1. The quantum-mechanical description of these atoms
oscillating at a single frequency is phonon.
Phonons are the fundamental description of lattice vibrations in solids. To a large
extend, they deﬁne many ﬁnite-temperature properties of solids. For example, they
play an important role for quite a number of microscopic and bulk phenomena, such as
neutron scattering, inelastic nuclear absorption, infrared absorption, raman scattering, thermal expansion, and phase transitions. A deep understanding of the phonon
behavior, especially that of newly fabricated materials, is a necessary condition for
future applications.
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As we have discussed in the previous chapter, core-shell nanowires (NWs), a type
of novel quasi-one-dimensional (1D) nanostructures, have ignited tremendous interest
to date because these unique radial heterojunctions provide extra degrees of freedom
to tune their mechanical, electric and optical properties, making them superior to
usual homogenous materials [83, 97, 104, 105]. Among numerous core-shell structures,
Si/Ge core-shell NWs are of broad interest because of the known importance of silicon
in microelectronics. In particular, recent research has shown that Si/Ge core-shell
NWs possess a number of unusual thermal transport features for energy applications
[106–108]. For example, the enhanced diﬀerences in thermal and electric transport
behaviors in the core and shell make core-shell NWs promising for higher-eﬃciency
thermoelectric devices [109].
In order to realize and optimize the above interesting properties, it is imperative to
determine how to obtain structural information of NWs and, thereafter, how to design
core and shell geometries. Traditional approaches, such as the transmission electron
microscopy (TEM) and neutron scattering measurements, are time consuming or
expensive for the large-scale production. Thus alternative convenient ways are highly
desirable. On the other hand, lattice vibrational modes are known to be sensitive
to the chemical bonding and boundary conditions of nanostructures and they are
readily accessible by various experiments, such as Raman scattering [110–112], making
it possible to study lattice vibrational modes of core-shell NWs and extract useful
structural information conveniently.
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Beyond application interests, lattice vibrational modes and corresponding phonons
are fundamental properties of solids. However, compared with bulk semiconductors,
there have been very limited ﬁrst-principles studies on vibrational modes of coreshell NWs. How quantum conﬁnement and internal strain in core-shell NWs aﬀect
their phonons and thermal properties has not been understood well yet. Therefore,
calculating lattice vibrational modes in Si/Ge core-shell NWs will be an appropriate
starting point for understanding electric and thermal properties of general reduceddimensional structures.
In this work, we employ ﬁrst-principles calculations and focus on the following
two topics of Si/Ge core-shell NWs: 1) how the unique core-shell structure modiﬁes
lattice vibrational modes and what their impacts on thermal properties are; 2) how
to extract the structural information from the characteristics of lattice vibrational
modes and provide clues for experiments to design this type of core-shell materials.
Through our simulations, we ﬁnd that the structural information of core-shell
NWs can be eﬃciently obtained by frequency shifts of high-energy optical vibrational
modes. This type of frequency shift can be explained well by the change of the
strain induced by the lattice mismatch between the core and shell. Moreover, we
have calculated the Raman scattering spectrum of Si/Ge core-shell NWs, showing
that the above frequency shifts can be detected by experiments. Meanwhile, we have
identiﬁed the existence of radial breathing modes (RBMs) in Si-core/Ge-shell NWs,
whose frequency variation according to the size change of NWs can be understood by
an elastic media model.
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The rest of this chapter is organized as the following. In Sec. 2, we present
our calculating methodology and computational setup. In Sec. 3, we discuss the
simulation results, including properties of high-frequency optical modes, transverse
and longitudinal optical modes splitting, Raman scattering spectra, and the RBM
frequency dependence on the structure of core-shell NWs. In Sec. 4, we summarize
our studies and conclusion.

4.2

First-Principles Simulation Setup

Our calculation is based on the density functional theory (DFT) within the local density approximation (LDA) [4, 7] as implemented in the Quantum ESPRESSO
package [79]. We employ the plane-wave basis and the pseudopotential approximation [12]. The plane-wave energy cutoﬀ is set to be 16 Ryd. For the Brillouin zone
(BZ) integration, we use a 1×1×8 k-point sampling grid. All calculations are done
in a supercell arrangement [113] with a 0.7-nm vacuum distance between neighboring
NWs. Our studied NWs are oriented along the (110) direction, which is an energetically preferred direction [100]. Dangling bonds on the surface of NWs are passivated
by hydrogen atoms. All NWs are fully relaxed according to the force and stress
calculated under DFT/LDA.
There are a number of degrees of freedom to decide the structure of core-shell
NWs, such as the core size, shell size and the chemical compositions. Because it is
impossible to study all of them in one project, here we investigate Si/Ge core-shell
NWs with a ﬁxed total diameter (∼ 2.3 nm) but a varying core-shell size ratio. At the
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Table 4.1
The structure information of Si/Ge core-shell NWs and pure NWs investigated. Shell diameter is the diameter of the whole NW. The last column
is the lattice constant along the wire direction.
NWs
Si-1
GeSi-1
GeSi-2
Ge-1
SiGe-1
SiGe-2
Si-2
Ge-2

Core
Si
Ge
Ge
Ge
Si
Si
Si
Ge

Shell
Si
Si
Si
Ge
Ge
Ge
Si
Ge

Core diameter (nm)
2.24
1.12
1.75
2.41
1.09
1.66
1.61
1.76

Shell diameter (nm)
2.24
2.21
2.30
2.41
2.33
2.29
1.61
1.76

Lattice constant (nm)
0.378
0.383
0.390
0.401
0.396
0.388
0.382
0.405

same time, homogenous NWs are also studied for comparison purposes. The detailed
structural information of our studied NWs is reported in Table 4.1.
We employ the linear response approach to obtain lattice vibrational modes and
their frequencies [51–54]. Only vibrational modes at the Γ point of the ﬁrst BZ is
calculated because it is of particular interest for the ﬁrst-order Raman scattering
measurement.
We calculate the Raman scattering spectrum by considering the non-resonant ﬁrstorder process, which can be described within the Placzek approximation [114, 115].
k
associated with the vibrational mode k is
Then the Raman activity Iramman

k
Iramman
= |es · αk · eL |,

(4.1)

where es is the polarization of incoming photon and eL is the polarization of scattered
outgoing photon, respectively.
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The Raman tensor αk is deﬁned as

αk =

∑ ∂χij
√
2
Ω
ukal ,
∂r
al
al

(4.2)

where χij is the electric polarizability tensor, a is the index to specify the atom in
the unit cell, and l is the index of coordinates. ukal is the displacement of the atom a
along l direction in the vibrational eigenmode k.
For realistic experimental cases, NWs are usually oriented randomly. Because of
the depolarization eﬀect, we may only consider the circumstances that the direction
of the incident beam, the polarization direction of this beam, and the direction of
the observation are perpendicular to each other. Then the spatially averaged Raman
activity of those randomly orientated NWs is given by:

7 k
k
k
k
k 2
k 2
k
k 2
k
k 2
Iramman
=5(αxx
+ αyy
+ αzz
) + [(αxx
− αyy
) + (αxx
− αzz
) + (αyy
− αzz
)
4
k 2
k 2
k 2
+ 6(|αxy
| + |αxz
| + |αyz
| )].

(4.3)

Finally, because our calculated Raman spectra only consider the ﬁrst-order process, they may be substantially diﬀerent from some Raman experiments which could
be dominated by resonant eﬀects. However, our obtained Raman activity shall still
be useful to understand those resonant experiments, such as their selection rules.
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4.3

Vibrational Modes in Si/Ge Core-Shell NWs

4.3.1

High-Frequency Optical Modes

The density of vibrational modes (DVM) at the Γ point is presented in Fig. 4.2.
It has to be pointed out that those vibrational modes mainly consisting of hydrogenatom motions are excluded from our plots because we are interested in intrinsic vibrational modes of NWs that are not sensitive to the environment. Therefore our results
and conclusion shall be more universal and less aﬀected by complicated passivations
as observed in various experiments.
The most prominent feature of these DVMs is that there are two characteristic
peaks among most core-shell NWs, which are marked by OSi and OGe in Fig. 4.2,
respectively. To understand the physical origin of these peaks, we have plotted the
real-space vibration of these modes corresponding to peaks OSi and OGe in Fig. 4.3.
The ﬁrst character of these modes is that they are mainly conﬁned within the
core or shell, respectively. In another word, these Si and Ge vibrational modes are
decoupled. For example, Fig. 4.3 (a) is mainly the Si-Si vibrational mode conﬁned
within the core regime while Fig. 4.3 (b) is mainly the Ge-Ge mode within the shell
regime. This decoupling is due to the signiﬁcant mass diﬀerence between Si and Ge
atoms and the bonding strength diﬀerences between Si-Si and Ge-Ge bonds.
The second character is that the neighboring atoms of these modes plotted in
Fig. 4.3 have opposite vibrational directions, a typical feature of optical modes of
semiconductors at the Γ point. Based on the above two characters, we conclude that
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Figure 4.2. Vibrational mode density of states of Si/Ge core-shell NWs
and homogenous NWs with wire diameter of about 2.3 nm in Table 4.1.
(a) Si-1 NW (b) GeSi-1 NW (c) GeSi-2 NW (d) Ge-1 NW (e) SiGe-1 NW
(f) SiGe-2 NW. The red dashed line is used to guide the shift trend of the
peak of high-frequency Ge-Ge optical modes.
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(a)

(b)

Figure 4.3. The typical vibrations of the highest-frequency optical modes
in Si/Ge core-shell NWs. (a) the highest-frequency Si optical mode in
Si-core/Ge-shell NW. (b) the highest-frequency Ge optical mode in Sicore/Ge-shell NW.

these peaks OSi and OGe originate from those high-frequency optical modes of bulk
Si and Ge. This can be further conﬁrmed by their frequencies; the OGe peak has a
frequency around 8 THz while the OSi peak has a frequency around 15 THz. They
are consistent with frequencies of optical modes in Si and Ge bulk crystals.
However, the frequencies of peaks OGe and OSi are not exactly the same as their
bulk counterparts. Instead they exhibit substantial frequency shifts as the core-shell
size varies as shown in Fig. 4.2. For example, when we expand the Ge-core size from
zero to the whole Ge-core/Si-shell wire (Figs. 4.2 (a) to (d)), both peaks OSi and
OGe have a red shift. Similarly, both peaks have a blue shift as Si core size increases
in the case of Si-core/Ge-shell NWs, as shown in Figs. 4.2 (d) to (f).
The physical origin of the above shifts of prominent peaks in the DVM may be
attributed to two factors, quantum conﬁnement and strain condition. First, quantum
conﬁnement in such narrow NWs deﬁnitely modiﬁes the frequency of lattice vibra102

tional modes as discovered by previous studies [110–112]. However, since the whole
diameter of all studied NWs is the same, quantum conﬁnement shall not be a major
factor for the frequency shift observed in Fig. 4.2. On the other hand, the internal
strain of core-shell NWs induced by lattice mismatch can be an important cause for
those frequency shifts. In our Si/Ge core-shell NWs, the Si part is stretched while the
Ge part is compressed. As the core-shell size changes, the average lattice constant
along the axial direction varies according to the Vegard’s law (a = a0A (1 − X) + a0B X,
where a is the lattice parameter of A1−X BX crystal, X is the concentration of constituent element B, a0A and a0B are the lattice parameters of pure A and pure B
crystals, respectively.), which can be seen from Table 4.1. As a result, the intrinsic
strain will gradually change as we vary the core-shell size ratio, resulting in signiﬁcant
frequency shifts of the Si and Ge modes.
To further conﬁrm the above explanation, we focus on the frequency shifts of
particular optical modes picked from OSi and OGe peaks, respectively. As shown in
Fig. 4.4, for both Si-core/Ge-shell and Ge-core/Si-shell NWs, these frequency shifts
are approximately linear in the square of the ratio of the core and NW radii, which is
proportional to the ratio of the number of atoms in the core and the whole NW. Since
this linear relation is exactly the lattice constant variation according to the Vegard’s
Law, the change of the frequency shall be a result of the variation of the internal
strain.
Meanwhile, we calculate homogenous Si NWs (SiNWs) and Ge NWs (GeNWs)
with applied axial strain to check the strain eﬀect as shown in Fig. 4.5. The size
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(b) Ge-core/Si-shell NWs
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(a) Si-core/Ge-shell NWs

16.0

16.0

15.5

15.5

15.0

15.0

14.5

14.5
O

O

O

O

Si

Si

Ge

Ge

9.5

9.5

9.0

9.0

8.5

8.5

8.0

8.0
0.0

0.4

0.8

0.0

0.4

0.8

Square of (r/R)

Figure 4.4. The highest frequency of the optical mode picked from OSi
and OGe peaks. (a) Si-core/Ge-shell NWs with shell diameter of about 2.3
nm and core size varying. (b) Ge-core/Si-shell NWs with shell diameter
of about 2.3 nm and core size varying.
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Figure 4.5. Highest optical mode frequencies with external uniaxial strains
applied to pure Si NW and pure Ge NW respectively. (a) Si-2 NW, the
cross marks the frequency position of the highest Si optical mode in SiGe2 NW. (b) Ge-2 NW, the cross marks the frequency position of the highest
Ge optical mode in GeSi-2 NW.
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of homogenous NWs is chosen to be similar to the corresponding core size of Si/Ge
core-shell NWs (SiGe-2 and GeSi-2 NWs listed in Table 4.1). Here we focus on the
highest-frequency optical mode, which is the same mode plotted in Fig. 4.4. For both
SiNWs and GeNWs, these modes exhibit a monotonic change with the applied axial
strain; their frequencies increase with the compressive strain and decrease with the
tensile strain, which is consistent with the trend of the peak shifts in core-shell NWs.
Moreover, we mark the highest-frequency optical mode of the corresponding core-shell
NWs in Fig. 4.5. We ﬁnd that their frequencies are close to those of the highestfrequency optical mode of homogenous NWs under the similar strain. Therefore, the
variation of the strain condition is the main reason for the frequency shifts of highfrequency optical modes in core-shell NWs. This result builds a bridge connecting the
frequency shift of characteristic optical modes with the structure of core-shell NWs.

4.3.2

Transverse and Longitudinal Optical Modes Splitting

The strain eﬀect not only causes frequency shifts of optical modes but also aﬀects
the transverse and longitudinal optical modes splitting (TO-LO splitting). This TOLO splitting is observed in Si/Ge core-shell NWs, as shown in Fig. 4.6. Here we only
plot the highest-frequency TO, which is always vibrating along the (001) direction.
In Fig. 4.6, the splitting varies as the core shell structure changes. This change in
splitting is a result of competition of internal strain and quantum conﬁnement.
In previous studies [112], the quantum conﬁnement eﬀect will enhance the TOLO splitting. As a result, we observe this splitting for homogenous NWs in Fig. 4.6,
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where r/R = 1. On the other hand, for example, in Fig. 4.6 (a), as the size of the
Si core increases, the strain has diﬀerent impacts on TO and LO. As a result, the

Highest Core Optical Mode Frequency (THz)

TO-LO splitting is no longer a simple monotonic relation to the core-shell geometry.
(b) Ge-core/Si-shell NWs

(a) Si-core/Ge-shell NWs
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Figure 4.6. Highest TO-LO mode splitting in core-shell NWs. (a) core
modes splitting in Si-core/Ge-shell NWs. (b) core modes splitting in Gecore/Si-shell NWs.

4.3.3

Raman Scattering Spectrum

Raman scattering is a widely used approach for detecting lattice vibrational modes
of solids. If the above frequency shifts of characteristic optical modes can be observed
in their Raman scattering spectrum, the detection of these modes will be useful to
understand the structures of core-shell NWs. Following the formulas in Eq. (4.2) and
Eq. (4.3), we calculate the ﬁrst-order Raman scattering spectra of our studied Si/Ge
core-shell NWs and present them in Fig. 4.7.
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Figure 4.7. Raman activity of Si/Ge core-shell NWs and homogenous
NWs. (a) SiGe-1 NW (16 Si and 60 Ge in a unit cell). (b) SiGe-2 NW
(34 Si and 42 Ge in a unit cell). (c) Si-1 NW (76 Si in a unit cell). (d)
GeSi-1 NW (16 Ge and 60 Si in a unit cell). (e) GeSi-2 NW (34 Ge and
42 Si in a unit cell). (f) Ge-1 NW (76 Ge in a unit cell). OSi marks the
highest-frequency Si optical mode, OGe marks the highest-frequency Ge
optical mode, and B marks the RBM.

In Fig. 4.7, we can see the following important features. First, those highestfrequency optical modes in the peaks OSi and OGe are strongly active in the Raman
scattering spectra. This is reasonable because they originate from bulk optical modes
that are known to be highly Raman active. Since we have shown that these shifts
are caused by the strain and associated with structural variations, the active Raman
scattering peaks provide a convenient way to obtain structural information and the
corresponding strain condition inside Si/Ge core-shell NWs.
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We also observe that the Raman scattering signal intensity strongly depends on
the type of atoms involved in the vibrational modes. As shown in Fig. 4.7, those Ge
modes have much stronger Raman signals than those Si modes. This can be attributed
to the larger size of Ge atoms and higher charge mobility, so that their motions can
induce much stronger changes of polarizability, leading to enhanced Raman scatter
signals.
Meanwhile, the intensity of Raman scattering signals also depends on the spatial
location of those atoms involved in the vibrational modes. The Raman scattering
peak is usually enhanced if the corresponding mode is within the core region while it
is depressed if the mode is within the shell region. For example, though SiGe-2 (Si
core) NW has a lower proportion of Si atoms than GeSi-1 (Si shell) NW as listed in
Table 4.1, the relative Raman signal of the highest-frequency Si mode in SiGe-2 NW
is stronger than that in GeSi-1 NW, as shown in Figs. 4.7 (b) and (d). A similar
result can be observed in other NWs if we compare Figs. 4.7 (a) and (e).
Other than core-shell NWs, if comparing the Raman spectra of the homogenous
SiNW and GeNW with the similar size as shown in Figs. 4.7 (c) and (f), we ﬁnd that
the SiNW, diﬀerent from the GeNW which has only one dominant Raman peak at
highest optical frequency, displays bright Raman activities for many phonon modes
with lower frequencies. Since both bulk Si and Ge have only one dominant peak
in the ﬁrst-order Raman scatter spectrum, those newly active low-frequency modes
in SiNWs imply that these vibrational modes are more aﬀected by the quantum
conﬁnement and symmetry breaking in SiNWs. This has been observed by recent
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experiments [110,111]. Such a diﬀerent variation of vibrational modes may be helpful
to explain why the thermal conductivity of SiNWs diﬀers from their bulk crystals
more than that of GeNWs. [108].

4.3.4

Radial Breathing Modes

After discussing the high-frequency optical vibrational modes in Si/Ge core-shell
NWs, we turn to another type of collective mode: the radial breathing modes (RBM).
Because of the unique geometry of quasi-one-dimensional nanostructures, their RBM
are of great interests and importance. For example, they are characteristic modes
reﬂecting the geometry of carbon nanotubes [116,117]. Recent research [112,119] has
also shown that the RBM are Raman active in narrow semiconducting NWs and they
are closely related to the diameter of NWs. Then an obvious question is whether we
can observe similar RBM in core-shell NWs.
Our ﬁrst-principles result shows that the answer for core-shell NWs is more complicated than usual homogenous nanostructure cases. For example, the RBM are
identiﬁed in the Si-core/Ge-shell NWs studied in this work as shown in Fig. 4.8 (b).
Moreover, we ﬁnd that these RBM are Raman active and can be detected by Raman
scattering experiments, as indicated in Fig. 4.7 (a), (b) and (c). On the other hand,
for the other type of NWs, Ge-core/Si-shell NWs, we cannot identify the RBM simply
by sight. In fact, even for GeNWs with a similar diameter as the core-shell NWs we
studied, no RBM can be easily identiﬁed. The relative softer bonding between Ge
atoms and the relatively larger mass of Ge atoms substantially reduce the frequencies
109

Figure 4.8. (a) RBM frequency relation with Si/Ge core/shell sizes, the
NWs are Si-core/Ge-shell with wire diameter of about 2.3 nm but changing
the core size. The blue curve are the ﬁtting relation from the equation
shown inside. (b). One typical vibration shape of RBM in Si/Ge core-shell
NWs.

of the RBM. As a result, the RBM will mix with other low-frequency modes because
of the application of sum rule in our simulations.
The most important motivation for studying the RBM is to see if they have a
relation with the structure of nanomaterials, such as the diameter of NWs. Previous
studies [112] have successfully applied the continuous elastic media model to study
the RBM in SiNWs, encouraging us to apply a similar approach to study the RBM in
Si-core/Ge-shell NWs. By using the classic wave equation with a cylindrical boundary
condition, and regarding core and shell regions as two diﬀerent homogenous elastic
media with diﬀerent sound velocities c1 and c2 respectively, the vibration of RBM can
be described as ⃗u(x, y, z) = ⃗u(x, y) = u(r)r̂, which satisﬁes the following equations:
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where ω is the frequency of RBM. R1 is the core radius and R2 is the shell radius,
u1 (r) and u2 (r) are RBM wavefunctions in the core and shell region, respectively.
We solve the equations, Eqs. (4.4), using the free boundary condition at r = R2
and the continuous and diﬀerentiable continuous condition at r = R1 , we get an
equation Eq. (4.5) which determines ω, the frequency of RBM:

ωR1
ωR1 ′ ωR2
ωR2 ′ ωR1
)[Y1′ (
)J1 (
) − Y1′ (
)J1 (
)]
c1
c2
c2
c2
c2
ωR1
ωR2
ωR1
ωR1 ′ ωR2
+ c2 J1′ (
)[Y1′ (
)J1 (
) − Y1 (
)J1 (
)] = 0
c1
c2
c2
c2
c2

c1 J1 (

(4.5)

where J1 and Y1 are ﬁrst-order Bessel functions of the ﬁrst kind and second kind,
respectively. By applying the perturbation theory and the approximation of Bessel’s
functions in Eq. (4.6) when x ≫

3
4

(this is satisﬁed in our simulations), we get
√

J1 (x) ≈
√
Y1 (x) ≈

2
3
cos(x − π),
πx
4

(4.6a)

3
2
sin(x − π).
πx
4

(4.6b)

A relation about the frequency of the RBM in core-shell NWs is obtained:
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ω(

R2 R1 R1
+
−
) ≈ constant
c2
c1
c2

(4.7)

Therefore, the frequency ω of the RBM is determined by the ratio of core/wire
size and that of the sound velocities of core and shell. The constant in Eq. (4.7) are a
series of values of x when J1′ (x) = 0, according to the free boundary condition. From
the equation Eq. (4.7), we can easily reduce it to the known RBM frequency of pure
NWs:

ω

R
≈ constant
c

(4.8)

We have applied the equation Eq. (4.7) to ﬁt the data of RBM in the Si-core/Geshell NWs we study, as shown in Fig. 4.8(a). From the ﬁtting curve, the phonon
group velocity ratio in Si core and Ge shell is about 1.82, which is larger than the ratio in homogenous NWs or bulk materials (∼ 1.56). The enhancement of the phonon
group velocity ratio in core-shell NWs is a result of intrinsic strain eﬀect from the
lattice mismatch of Si and Ge. For example, in Si/Ge core-shell NWs, the Si component is stretched while the Ge component is compressed, which further enhances the
diﬀerence between the thermal transport behaviors of core and shell. This may be of
interest for thermoelectric applications of core-shell NWs.
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4.4

Summary of this Chapter

In summary, we have studied lattice vibrational modes of Si/Ge core-shell NWs
by a ﬁrst-principles approach. The frequency of high-energy Si-Si and Ge-Ge optical
modes exhibits signiﬁcant shifting when the core-shell size varies. Our analysis shows
that these shifts are related to the variation of the strain conditions inside core-shell
NWs. At the same time, the RBM is identiﬁed in the Si-core/Ge-shell NWs, whose
frequencies strongly depend on the geometry of NWs, and our elastic media model
explains well the frequency dependence of the RBM. Moreover, we have performed
the calculation to obtain the ﬁrst-order Raman scattering spectra of relevant NWs,
in which the shift of high-frequency optical modes and the RBM can be identiﬁed,
providing a convenient way to detect the structural information of core-shell NWs.
Our studied vibrational modes and their frequencies could be useful for thermoelectric
applications.
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5. EXCITON SPECTRA OF TWO-DIMENSIONAL
SEMICONDUCTING CARBON STRUCTURES

5.1

Introduction to Excitons and Exciton Spectra

An exciton is an important type of electronic excited state that inﬂuences the
electric and optical properties of semiconductors. As shown in Fig. 5.1, an incident
photon can excite a negatively-charged electron to the conduction band of semiconductors, leaving a positively-charged hole in the valence band. Then the attractive
coulomb interaction brings these excited particles into an electron-hole (e-h) pair,
forming an exciton. For these bound states, the sequence of binding energies is deﬁned as the exciton spectrum, which is similar to the Rydberg energy sequence of the
electronic states observed in hydrogen atoms.
The exciton spectrum is of particular importance for fundamental studies of excitonic eﬀects. For example, the essential e-h pair concept and the observed

1
n2

Ryde-

berg relation of the energy sequence (n is the index of exciton states) motivates the
hydrogenic model of excitons, which has been widely used to interpret experimental
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Figure 5.1. Schematic diagrams of the exciton formation. (a) The ground
state of electrons in semiconductors, (b) one electron is excited by the incident photon, (c) a bound state of the e-h pair is induced by the attractive
coulomb interaction. Eg is quasiparticle band gap of the semiconductor
and Eb is the binding energy of the exciton state.

spectroscopy results. Moreover, the degeneracy and energy spacing between those
bound states reﬂect the screened Coulomb interaction and the symmetry variations.
Secondly, exciton spectra of low-dimensional semiconductors are of particular importance in light of their unique anisotropic quantum conﬁnement, which not only
aﬀects the optical spectrum but also modify the e-h interactions and corresponding
binding energies. However, although e-h interactions are known to be dramatically enhanced in reduced dimensional structures [120–125], very few experiments can
quantitatively measure this enlarged e-h binding energy in nanostructures. In fact,
how these unique quantum conﬁnements inﬂuence the exciton spectra and how one
subsequently modiﬁes the corresponding exciton models are largely unknown yet. Experimentalists can easily obtain the optical spectrum but it is extremely challenging
to obtain the quasiparticle band gap at the same time, making it very hard to directly
derive the binding energy of e-h pairs. As a result, based on the knowledge of exciton
spectra, numerous exciton models for one-dimensional (1D) nanostructures [126–128]
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and quantum wells [129–133] have been proposed, which give hope to explaining experimental results without needing costly simulations. However, there have been no
such eﬀort on 2D semiconductors.
Recently many-electron eﬀects and optical properties of graphene and its derivatives have ignited substantial interests because of their enhanced many-electron eﬀects
[134–137]. However, other than studies of the optical absorption, the exciton spectra
of these novel materials are not touched at all. Therefore, we are unable to extract
the general features of e-h interactions and build appropriate exciton models of these
conﬁned two-dimensional (2D) systems.
Meanwhile, the ﬁrst-principles simulation based on the many-body perturbation
theory (MBPT) is particularly useful to solve the aforementioned problems because
this reliable calculation methodology can provide the binding energy spectrum of
excitons (including dark and bright states), their optical activities, and even their
wavefunctions, at the quantum-mechanical level. This motivates us to employ MBPT to calculate excitonic eﬀects of important derivatives of graphene, i.e., graphyne
[138–143] and graphane [144–148]. First, we will reveal the unknown exciton spectra of these novel 2D structures; secondly, we will build a model that can quantify
excitonic eﬀects of more general 2D semiconductors without costly ab initio simulations, e.g., extrapolating the e-h binding energy, which is hard to measure directly in
experiments.
Beyond fundamental scientiﬁc motivations, graphyne, a novel allotrope of graphene,
is of particular interest for optical applications. Unlike other graphene derivatives,
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such as graphane and ﬂuorographene, whose low-energy optical transitions are depressed by the tetrahedral symmetry [134], the low-energy optical activity of graphyne may be prominent because of its planar atomistic structure and corresponding
active inter-band transitions between π electronic states [149]. Large-scale graphyne
has not been fabricated to date despite substantial synthesis advances [149–155]. In
this stage, a quantitative prediction of electric and optical properties of graphyne is
crucial to foresee potential applications and motivate more research eﬀorts.
In this chapter, we begin by revealing excited-state properties of a graphyne structure which is of current interest for fabrication. The quasiparticle (QP) band gap is
appreciable (1.4 eV); the lowest-energy optical absorption peak is located at 1.0 eV,
meaning a 400-meV e-h binding energy; the near-infrared optical absorbance is more
than 6%, making our studied graphyne one of the most eﬃcient optical absorbers
among known materials; this graphyne structure possesses an impressive spin singlettriplet splitting (∼ 150 meV) of excitons. These features promise exciting energy and
biomedical applications.
Moreover, based on our calculated exciton spectrum, we propose a modiﬁed oneparameter hydrogenic model in which the Coulomb potential is revised to capture the
anisotropic quantum conﬁnement of such a 2D semiconductor. To justify this model,
we have applied it to graphyne and graphane, achieving excitonic spectra consistent
with ab initio results. Therefore, this model may provide a convenient way to estimate
the exciton binding energy without knowledge of the QP band gap, which shall be of
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broad interest to identify many-electron eﬀects from the optical spectroscopy of 2D
nanostructures.

5.2

First-Principles Simulation Setup

We employ density functional theory (DFT) and subsequent many-body perturbation theory (MBPT) to reveal electronic structures and optical properties of the
graphyne and graphane structures. The ground-state calculations using local density
approximation (LDA) are performed by the Quantum Espresso package [79] with a
plane-wave basis and norm-conserving pseudopotentials. The plane-wave energy cutoﬀ is set to be 60 Ry. A coarse 16 × 16 × 1 k-point sampling of the ﬁrst Brillouin zone
(BZ) is applied to compute the self-energy within the single-shot G0 W0 approximation
[29] with a layered Coulomb truncation. A ﬁne k-grid (64×64×1) is interpolated from
the coarse grid (16 × 16 × 1) to obtain the converged excitonic states and optical absorption spectrum by solving the Bethe-Salpeter Equation (BSE) [30]. The GW/BSE
calculations are done with the general plasmon-pole model [163] implemented in the
BerkeleyGW package. Four valence bands and four conduction bands are included
to calculate optical absorption spectra of the incident light polarized parallel to the
graphyne plane because of the depolarization eﬀect [120, 125].
Usually, the imaginary part of the dielectric function, ε2 (ω), is deﬁned as the
optical absorption of semiconductors. However, for reduced dimensional structures,
ε2 (ω) is not well-deﬁned because it is inherently a bulk property. Actually, this is
revealed by the fact that ε2 (ω) obtained from the BerkeleyGW code depends on the
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size of the unit cell which has a vast vacuum around. In order to eliminate this
artiﬁcial eﬀect, we calculate the polarizability of the material and transfer it into the
absolute optical absorbance as

α(ω) = ε2 (ω) · ω · d/c,

(5.1)

where ε2 (ω) is the imaginary part of macroscopic dielectric function calculated from
BSE, ω is optical frequency, d is supercell size perpendicular to the planar structure,
and c is the speed of light. Here we assume the thickness of graphye is negligible and
the detailed derivation can be found in Ref. [125].

5.3

Electronic Structures and Optical Properties of Graphyne

Figure 5.2. (a) Top view of the ball-stick model of our studied graphyne
structure. (b) DFT and QP electronic band structures. The black dots
represent the DFT result and the blue curves are the QP band structure.
The top of valence band from both calculations is always set to be zero.
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The graphyne structures is shown in Fig. 5.2 (a). It is still a triangular lattice
but without the honeycomb structure. The benzene rings are connected by -C≡Cchains. Compared with graphene, the unique character of this material is that it is a
direct-gap semiconductor [143], a signature for intriguing optoelectronic properties.
The DFT and QP band structures of graphyne are presented in Fig. 5.2 (b), respectively. Because of the depressed screening in such a 2D semiconductor, enhanced
self-energy correction enlarges the band gap from the DFT predicted 0.43 eV to 1.4
eV. The similarly enhanced many-electron correction is also observed in other 2D
semiconductors [124, 149]. At the same time, the desired direct band gap is kept at
the M point even after the GW correction.
The optical absorption spectra of graphyne are presented in Fig. 5.3 (a). In
the single-particle absorption spectrum without e-h interactions included (the blue
curve), the optical absorption edge starts from the QP band gap (∼ 1.4 eV) due to
the direct-gap nature. More interestingly, a huge optical absorbance is observed. For
example, within the near-infrared and visible frequency regime, more than 6% of the
incident light will be absorbed by a single atomic layer, making our studied graphyne
to be one of the most eﬃcient optical absorbers. This huge optical absorbance is
a result of the signiﬁcant overlap between the valence and conduction π electronic
states in such a conﬁned structure and consequently enhanced dipole transitions [30].
After including e-h interactions, we observe dramatic excitonic eﬀects on the optical absorption spectrum as shown in Fig. 5.3 (a) (the red curve). First, two new
absorption peaks (A1 and A2) appear below the QP band gap because of the for-
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Figure 5.3. (a) Optical absorption spectra of graphyne with and without
e-h interaction included. The absorbance value is obtained according to
Ref. [30]. A 0.05 eV Gaussian broadening is applied to obtain these optical
absorption spectra. (b) Exciton spectra of bound excitons. The black
lines represent dark states and those red lines represent bright excitons.
(c) Transition strength of excitons in graphyne.
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mation of e-h pairs (excitons). In particular, the most prominent exciton with the
lowest energy is located at 1.0 eV, implying a 0.4-eV e-h binding energy, which is an
order of magnitude larger than those of excitons in bulk semiconductors. These enhanced excitonic eﬀects are due to the substantially depressed screening and quantum
conﬁnement [120, 122, 124].
Moreover, we have calculated the spin-triplet excitons that are usually dark in
the single-photon optical absorption spectrum due to the selection rule. The lowestenergy spin-triplet exciton is located at 0.85 eV in the optical spectrum, which is
150 meV below the ﬁrst bright singlet exciton (A1) that is located at 1 eV. Such an
enhanced spin singlet-triplet splitting (∼ 150 meV) is around an order of magnitude
larger than those of typical semiconductors and even carbon nanotubes [156]. Since
the spin singlet-triplet splitting is decided by the e-h exchange interaction (see Eq. (2.91) in Chapter 2) [30], the tremendous splitting observed in graphyne results
from the signiﬁcant overlap of electron and hole wavefunctions, which is consistent
with the aforementioned huge optical absorbance.
The above unique optical properties of graphyne may give hope to numerous important applications. For example, the bright exciton A1 located at 1.0 eV falls into
the ideal absorption edge of photovoltaic (PV) materials according to the ShockleyQueisser criterion [157], meaning it can absorb most solar light while keep the high
output voltage. Moreover, the signiﬁcant e-h binding energy (∼ 400 meV) and impressive spin singlet-triplet splitting results in possible long lifetimes for the lowest-energy
excitons. In particular, because spin-triplet excitons are forbidden by the dipole tran-
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sition, they may possess a much longer lifetime than singlet excitons. This will reduce
the exciton recombination and extend their diﬀusion length, giving a promising high
PV eﬃciency [158, 159].
Other than energy applications, our studied graphyne structure exhibits an extremely strong absorbance between 1 eV and 2 eV, which is of particular interest for
biomedical applications. For instance, most biology tissues are transparent to the incident light with a frequency between 1.3 to 1.9 eV [160]. Therefore, graphyne-based
devices can work as eﬃcient optical absorbers for photo-therapy and bio-imaging
purposes.

5.4

Exciton Spectra of Graphyne

Beyond focusing on these optically prominent excitons, we have to obtain the
whole exciton spectrum, which is crucial for subsequent modelling eﬀorts. In Fig. 5.3
(b) we list all bound exciton states of graphyne according to their binding energies.
It has to be pointed out that because the direct band gap is located at the M point
of the ﬁrst BZ and there are three equivalent M points in the hexagonal structure of
the ﬁrst BZ, each exciton energy level shall be triply degenerate. However, we do not
ﬁnd any interactions of between these degenerate exciton states; it is safe to consider
only one set of excitons originating from one M point.
The exciton spectrum listed in Fig. 5.3 (b) immediately raises several interesting
questions. For example, the second lowest-energy level is doubly degenerate and
it is dark in the optical absorption spectrum. These features substantially conﬂict
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Figure 5.4. Top views of the square of the electron wavefunctions of
the characteristic bound excitons from Fig. 2 (b). The hole is ﬁxed at
the center of each plot. The real-space 10-nm scale bars are presented,
respectively.

with the widely used hydrogenic exciton model in which the lowest two excitons are
non-degenerate and bright 1s and 2s states, respectively.
In order to understand this unusual exciton spectrum, we focus on their real-space
wavefunctions. In Fig. 5.4, the six lowest-energy excitonic states are plotted (for degenerate states, we only plot one of them) in real space. First, we see the fundamental
characters of these exciton wavefunctions are similar to the hydrogenic model, e.g.,
the spherical symmetry of the s orbital, those angular momentum characters of p, d
and f orbitals, and their nodal structures. As a result, we can identify these states
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Figure 5.5. The distribution of single-particle oscillator strength around
the M point in the reciprocal space.

with the same parities as the hydrogenic model, i.e., 1s, 2s, and 2p, etc., as marked
in Fig. 5.3 (b).
Secondly, the optical selection rules on these states are also almost preserved. For
example the s states are bright while the p states are dark. The only exception is the
3d states, which is dark while they are slightly bright in Fig. 5.3 (c). This is due to the
anisotropic feature of single-particle transition around the M point in the reciprocal
space, as shown in Fig. 5.5, in which the inter-band transitions with strong oscillator
strengths are highly distributed perpendicular to the K-M direction. According to
Ref. [30], the optical oscillator strength of exciton states is the summation of the
products of the single-particle oscillator strength and electron-hole coupling coeﬃcients Avck (see Eq. (2.93) and Eq. (2.95) in Chapter 2). Fig. 5.6 schematically shows
that this anisotropic feature of single-particle transition leads to a slightly bright 3d
exciton and dark 2p exciton state. For the 3d state, the product of the blue-colored
Avck and the single-particle oscillator strength is small but not negligible.
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Figure 5.6. (a) Schematic anisotropic feature of single-particle oscillator strength distribution near the M point in the reciprocal space. (b)
Schematic electron-hole coupling coeﬃcients distribution of for 2p and 3d
exciton states in the reciprocal space, respectively. (c) The overall oscillator strength of 2p and 3d exciton after combination of single-particle
oscillator strength and electron-hole coupling coeﬃcients.
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Third, the order of these exciton states in Fig. 5.3 (b) is 1s, 2p, 2s, 3d, 3p and 4f ,
etc., which is qualitatively diﬀerent from exciton spectra of either 2D or 3D hydrogenic
model. Moreover, if we ﬁt the energy dependence of those bright s states according
to the main quantum number n, the ﬁrst-principles result decays much more slowly
than the

1
(n−0.5)2

relation derived from the 2D hydrogenic model or the

1
n2

relation

derived from the 3D hydrogenic model. These similarities and dissimilarities between
ab initio results and hydrogenic models encourage us to modify the hydrogenic model
by approximating the perpendicular conﬁnement.

5.5

Modiﬁed Hydrogenic Model for Excitons in 2D Semiconductors

An obvious improvement to the typical 3D hydrogenic model is to conﬁne the
Coulomb interaction with a ﬁnite width perpendicular to the graphyne layer. In
particular, the typical size of excitons shown in Fig. 5.4 is around 10 nm, which
is much larger than the thickness of the electron distribution perpendicular to the
graphyne plane (∼ a few Å). This validates the ﬁrst-order approximation that the
thickness of graphyne can be treated as a small number compared to the average
distance between electron and hole. As a result, we introduce the following modiﬁed
Coulomb interaction:
V (r) = −

1
1
√
,
ε0 r2 + d20
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(5.2)

where r is the polar radius of cylindrical coordinates and d0 is the parameter to reﬂect
the eﬀective thickness of 2D excitons. Actually this type of Coulomb interaction had
been applied to study many-electron systems before [161, 162].
Then the 2D single-particle Schrödinger equation (in Hartree atomic units) is

[−

1 ∂2
1 ∂
1 ∂2
1
(
+
+
)− √
] · Ψ(r, φ) = E · Ψ(r, φ).
∗
2
2
2
2m ∂r
r ∂r r ∂φ
r2 + d20

(5.3)

The eﬀective mass m∗ is the reduced mass of electrons and holes (1/m∗ = 1/m∗e +
1/m∗h , averaged by all in-plane directions), which can be obtained by simple DFT
calculations because many-electron corrections usually do not change the curvature
of electronic bands signiﬁcantly. The dielectric constant ε0 is taken as 1 at the ﬁrstorder approximation for a 2D semiconductor. In a word, only one parameter, the
eﬀective thickness d0 , is essential in this model.
With the help of the separation of variables Ψ(r, φ) = R(r) · Φ(φ), where the
angular dependent part is

1
Φ(φ) = √ e−ilφ , l = 0, ±1, ±2, ...
2π

(5.4)

the radial wavefunction satisﬁes a 1D Schrödinger equation:

[

1
d2
1 d
l2
1
√
] · R(r) = E · R(r).
(−
−
+
)
−
2m∗ dr2 r dr r2
r2 + d20
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(5.5)

Eq. (5.5) can be further transformed to a unit-less equation:

[−

d2
1 d
l2 − 1
2
√
+
] · u(x) = λ · u(x),
+
)
−
dx2 x dx
x2
x2 + (m∗ · d0 )2

(5.6)

with boundary condition u(x)=0 when x=0 and u(x) → 0 as x → ∞.
All exciton levels can be obtained by solving Eq. (5.6) with a ﬁnite-element simulation, and the exciton binding energy levels are

Enl = λnl · I · m∗ /2,

(5.7)

where I = m0 e4 /h̄2 ≃ 27.2eV is the Hartree energy, n is the principal quantum
number and l is the angular momentum quantum number.
When d0 = 0, the above model returns to the original 2D hydrogenic model and
the analytical solution of exciton binding energy is

Enl =

1
I · m∗
·
, n = 1, 2, 3, ... and l = 0, ±1, ±2, ..., ±(n − 1).
(n − 0.5)2
2

(5.8)

In realistic cases, we optimize d0 according to the energy spacing between the ﬁrst
two bright excitonic (1s and 2s) states, which shall be the easiest data extracted from
the optical absorption or luminescence spectrum experiments. In this work, as a example, we ﬁt d0 according to the energy spacing of 1s and 2s states from the ab initio
simulated optical absorption spectrum shown in Fig. 5.3 (a) (A1 and A2 ). The results
are concluded in Figs. 5.7, in which this modiﬁed hydrogenic model provides surpris-
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Figure 5.7. Exciton spectra of graphyne from: (a) our model (m∗ =
0.071m0 , d0 = 2.44nm), (b) the ab initio simulation, (c) the original 2D
hydrogenic model.

Figure 5.8. Top views of the square of the electron wavefunctions of the
lowest-energy excitons from our modiﬁed 2D hydrogenic model (m∗ =
0.071m0 , d0 = 2.44nm). The hole is ﬁxed at the center of each plot. The
real-space 10-nm scale bars are presented, respectively.
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ingly accurate predictions. The deviation of the binding energy between the model
and ab initio result is less than 40 meV. Considering the extremely light simulation
that this requires, this model will be very useful for researchers who are not experts
in the ﬁeld of ﬁrst-principles MBPT. Besides the binding energies, the eigenstates
of the model exhibit exactly the same energy order as those from ab initio simulation. More surprisingly, this model even gives the similarly sized wavefunctions for
these excitons (see Fig. 5.8) compared to the ﬁrst-principles results. For comparison
purposes, we have also listed the exciton spectrum from the original 2D hydrogenic
model in Figs. 5.7, which exhibits substantially larger errors: the binding energy is
much smaller than that from ab initio simulations; the degeneracy of excitons is not
correct and the order of exciton energy levels is qualitatively wrong.
Additionally, we also calculate exciton spectra of another important 2D graphene
derivatives, hydrogen-passivated graphene (graphane). The atomistic structure is
shown in Fig. 5.9 (a) and the DFT/LDA calculated band structure is plotted in
Fig. 5.9 (b). For graphane, two valence bands are degenerate at the Γ point, which
contribute heavy and light holes simultaneously and thus lead to a mix of low-energy
excitons from diﬀerent holes. Moreover, the lowest-energy exciton of graphane is a
relatively dark one because of the charge transfer [134] (shown in Fig. 5.9 (c)), which is
qualitatively diﬀerent from the bright and non-charge-transfer excitons in graphyne.
On the other hand, these diﬀerences provide us a good opportunity to justify the
application range of our model.
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Figure 5.9. (a) Top view and side view of the ball-stick model of graphane
structure. (b) DFT electronic band structures of graphane. (c) Optical
absorption of graphane. The inset is the enlargement of low energy absorption with e-h interaction.
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Figure 5.10. Top views of the square of the electron wavefunctions of the
characteristic bound excitons in graphane. The hole is ﬁxed at the center
of each plot.

Figure 5.11. Exciton spectra of graphane from: (a) our model (m∗ =
0.353m0 , d0 = 0.54nm), (b) the ab initio simulation, (c) the original 2D
hydrogenic model.
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Our ﬁrst-principles GW/BSE calculation identiﬁes a set of low-energy excitons of
graphane from the same set of conduction and valence band, meaning we only consider
the heavy hole because it contributes to excitons with a larger binding energy. Their
real-space wavefunctions are shown in Figs. 5.10. Clearly, these excitons exhibit
features of hydrogen-like states. We employ both original 2D hydrogenic model and
our modiﬁed model, and compare their results with that from ab initio simulations,
as concluded in Figs. 5.11. We again obtain an excellent agreement between the
exciton spectra from our model and ab initio simulation. However, the original 2D
hydrogenic model still exhibits substantially larger errors and predicts qualitatively
wrong results for graphane.
Our model can provide a systematic knowledge of excitons in 2D semiconductors.
We have plotted the potential proﬁles of the bare Coulomb potential and our modiﬁed
e-h interaction potential in Fig. 5.12 (a). They are signiﬁcantly diﬀerent from each
other when r is small, e.g., r is less than 2 Å. This hints us the most signiﬁcant
corrections from our model is for smaller-sized exciton states. Furthermore, we present
how the binding energy of the ﬁrst three s exciton states evolves with an eﬀective
thickness (d0 ) from the solution of Eq. (5.3), where the eﬀective mass m∗ = m0 (for
other m∗ values, the binding energy and eﬀective thickness are just renormalized by
m∗ , respectively), in Fig. 5.12 (b). This shows the quantum conﬁnement eﬀects on
e-h pairs. For example, we can see the energy spacings between these s states shrink
as we increase the eﬀective thickness d0 . This explains why graphyne and graphane
have a more slowly decaying trend of the exciton binding energies than those of the
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original 2D hydrogenic model. Finally, it must be pointed out that our model only
works well with 2D semiconductors with a direct band gap, and whose eﬀective masses
of electrons and holes are not extremely anisotropic.
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Figure 5.12. ((a) Bare Coulomb potential and our modiﬁed potential for
e-h interactions.(b) The evolution of the binding energy of 1s, 2s, and 3s
states according to the eﬀective thickness d0 from the solution of Eq. (5.3)
when m∗ = m0 .

5.6

Summary of this Chapter

In summary, we employ the ﬁrst-principle GW-BSE approach to study optical excitations of graphyne. Our calculation reveals that graphyne is a promising material
which may possess the great potential for a wide range of applications, e.g., PV and
photo therapy. These quantitative predictions shall be of importance to further the
research and application to graphyne. At the same time, we analyze the exciton spec-
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tra of graphyne and propose a modiﬁed hydrogenic model that explains not only the
exciton spectrum of graphyne but also that of graphane, providing a convenient approach for predicting exciton spectra and estimating the binding energies of excitons
in 2D semiconductor.
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6. ELECTRONIC STRUCTURES AND QUASIPARTICLE
ENERGY OF SILICENE STRUCTURES

6.1

Introduction of Silicene

Graphene, a single atomic layer of graphite, is a two-dimensional (2D) allotrope
of carbon in hexagonal lattices, as shown in Fig. 6.1 (a). Because graphite is made
out of stacks of graphene layers that are weakly coupled by van der Waals (Vdw) forces, graphene can be produced by the mechanical-exfoliation approach or the
micro-mechanical cleavage technique [164]. This was realized experimentally in 2004
[164], and spurred tremendous interest because of the unique linear energy-momentum
band dispersion and the subsequent unusual electronic, thermal, and optical properties of graphene. A broad range of exciting applications have been proposed to date
[164–168]. For example, the linear energy-momentum dispersion of quasiparticles
shown in Fig. 6.1 (b) gives hope to realizing the physics of quantum electrodynamics
(QED) of massless Dirac fermions (except for the fact that in graphene the fermions
move with a renormalized light speed vF ≈ 1.1 × 106 m/s, which is around 300 times
smaller than the speed of light c in vacuum) and opening a door for the study of quan-
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Figure 6.1. (a) The ball-stick model of graphene structure. The lattice
structure is made out of two interpenetrating triangular lattices (a1 and
a2 are the lattice unit vectors and δi (i=1,2,3) are the nearest-neighbor
vectors) (b) Electronic energy dispersion of graphene in reciprocal space.
The right panel is an enlargement of the energy bands close to one of the
Dirac points.

tum relativistic phenomena in table-top experiments [168]. More generally, graphene
represents a conceptually new class of materials that are only one-atom thick, and,
on this basis, oﬀers new inroads into low-dimensional physics that never ceases to
surprise, and continues to provide a fertile ground for applications [169].
The huge success of graphene has obviously motivated signiﬁcant eﬀorts to look
for the similar 2D honeycomb structures, but made of other group IV elements such as
silicon and germanium, which are so called silicene and germanene [170–175,177–185,
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194], respectively. Primarily because of the current advanced silicon technologies and
the strong spin-orbit coupling (SOC) for potential topological insulator candidates
[181], silicene and germanene are expected to be promising materials both theoretically and practically.
In realistic experiments, because of the tetrahedral sp3 bonding nature of electrons
of silicon and germanium atoms, it is extremely challenging to obtain a single layer of
silicene or germanene; the intrinsic tetrahedral structure makes silicene/germanene
buckled and chemically active. Thus substrates are, therefore, necessary to stabilize
the possible layer structures. As a result, unlike the simple planar graphene, depending on the speciﬁc substrate, numerous silicene or germanene super structures are
proposed by recent experiments with diﬀerent buckling styles.
The buckling and subsequent variations of atomistic structures are highly like to
aﬀect the electronic structures, thus providing a unique degree of freedom to tune
the electronic properties of silicene and germanene. In this sense, understanding and
further predicting how the change of atomistic structures inﬂuences the electronic
structures of these novel 2D materials are of central importance for theoretical simulations in this ﬁeld.
In this chapter, we report ﬁrst-principles results on the electronic structure of several typical silicene structures. For planar and simply buckled silicenes, we conﬁrm
their zero-gap and Dirac-cone nature. Moreover, our simulation reveals a signiﬁcant
renormalization of their Fermi velocities by including self-energy corrections, showing that many-electron eﬀects are crucial for obtaining the electronic and transport
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properties of silicene. However, two other recently proposed silicene structures exhibit an unexpected ﬁnite band gap, indicating that they are gapped semiconductors
instead of previously assumed Dirac-fermion semi-metals. This ﬁnite band gap is
even preserved after including the Ag substrate. Meanwhile, our GW calculation
ﬁnds enhanced many-electron eﬀects in these silicene structures because of their reduced dimensionality and, therefore, weaker electronic screening. The GW calculated
band gap is in good agreement with experimental measurements. Finally our ﬁrstprinciples simulation proposes that the band gap of the latter two silicene structures
can be tuned in a wide range by applying strain, providing a way to engineer electronic
and optical properties of these 2D semiconductors.

6.2

First-Principles Simulation Setup

Our ﬁrst-principles calculations employ density functional theory (DFT) and subsequent many-body perturbation theory (MBPT) to reveal the electronic structures
and quasiparticle energy of silicene structures. The ground-state calculation is performed by the Quantum Espresso package [79]. For the DFT-level simulations, both
local density approximation (LDA) and generalized-gradient approximation (GGA)
are applied to check if our conclusions are sensitive to the choice of functionals [4, 7].
The Kohn-Sham equation is solved by using a plane-wave basis with a 24 Ry energy
cutoﬀ. Norm-conserving pseudopotentials [12] are applied and the k-point sampling
grid is 64 × 64 × 1.
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Since DFT is known to underestimate band gaps of semiconductors, the single-shot
G0 W0 approximation is employed to calculate quasiparticle (QP) band gaps [29, 163]
with a layered Coulomb truncation of silicene structures. The k-grid sampling of such
GW calculations is also conducted on a 64 × 64 × 1 k-grid. The GW calculation is
done with the BerkeleyGW package with the general plasmon-pole model [163].

6.3

Electronic Structures of Planar and Simply Buckled Silicene Structures

We start from the two most fundamental silicene structures, i.e., the planar and
simply buckled ones, as shown in Figs. 6.2 (a) and (b). Unlike graphene, the simply
buckled silicene structure is predicted to be more stable than the perfectly planar
one [172]. Our ﬁrst-principles simulation conﬁrms this conclusion; the total energy
relation with the buckling distance is presented in Fig. 6.2 (c). When the buckling
distance d is zero, the structure converts to the planar one. From Fig. 6.2 (c), we
ﬁnd that the most stable conﬁguration has a buckling distance of 0.4 Å, and its total
energy is approximately 20 meV lower than that of planar silicene (d = 0). This
buckling structure has important impacts on the electronic structure of silicene. For
example, recent studies have indicated that the buckling conﬁguration can enlarge
the energy band gap by the SOC [181].
Moreover, our DFT calculations reveals that the relaxed planar silicene has a SiSi bond length of 2.22 Å and that of simply buckled silicene is about 2.20 Å with a
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Figure 6.2. The ball-stick model of (a) planar silicene structure and (b)
simply buckled silicene structure. The buckling distance is labeled by d.
For each structure, we present both the top view and side view. The unit
cell is illustrated by the shadow region. The diﬀerent colors of silicon
atoms are assigned according to their vertical positions. (c) shows the
relation of total energy of one unit cell structure with buckling distance
d. The energy is shifted so that the one of planar structure is zero.

144

buckling distance of 0.4 Å, which are in agreement with previous results [172,181,182],
conﬁrming the reliability of our DFT simulation.

Figure 6.3. (Color online) (a) DFT and GW calculated band structure
around the Dirac cone of simply buckled silicene. (b) The quasiparticle
energy vs. LDA band energy of simply buckled silicene, which shows a
linear correction with a slope of 1.37.

Here we focus on the electronic structure of silicene around the most interesting
region, i.e., the Dirac cone. Figure 6.3 (a) shows the band structures around the
Dirac Cone of the simply buckled silicene with and without self-energy correction included. As we expect, the simply buckled silicene exhibits a linear energy-momentum
dispersion and a gapless feature. Even after including the many-electron interactions through the GW approximation (the red-colored curve), the gapless feature is
preserved while the slope (Fermi velocity) of the band dispersion is substantially increased. For example, it is increased from vF = 5.4×105 m/s at the DFT level to
7.4×105 m/s by the GW calculation. This is evidenced by Fig. 6.3 (b), in which
the quasiparticle energy and LDA band energy fall into a single linear line. Thus
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the many-electron correction is also linear and continuous, maintaining the zero-gap
band dispersion.
Interestingly, we ﬁnd the planar silicene has a nearly identical band structure as
that of the simply buckled one. The Fermi velocity of the planar silicene is vF =
5.6×105 m/s at the DFT-level simulation and is increased to 7.7×105 m/s by the
GW calculation. These Fermi velocities of both simply buckled and planar silicene
structures are substantially smaller than that of graphene (∼ 1.1×106 m/s) but the
renormalization of the Fermi velocity by self-energy corrections is similar to that of
graphene, which is around a 37% enhancement from their DFT result because of the
depressed screening eﬀect and enhanced electron-electron interactions [189, 190].
In summary, both planar and simply buckled silicene structures always possess a
linear band dispersion and a gapless character, which are independent on the choice
of calculation methods. The fundamental reason is that the AB sublattice symmetry
of these structures, which protects the linear band crossing.

6.4

A Brief Review of Recently Proposed Silicene Structures

As discussed in the introduction, substrates are crucial for stabilizing the silicene
structure. Because of diﬀerent choices of substrates, a number of new silicene super
structures have been proposed according to the layer-substrate interaction. Meanwhile, because of the complicated substrate eﬀects, many experimental results and
interpretations are highly controversial.
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For instance, in a recent publication by Lalmi et al., the synthesis 2D silicene
on the Ag(111) surface was claimed based on scanning tunneling microscopy (STM)
observations [175]. However, the silicene sheet determined by Lalmi et al. is strongly
compressed with a Si-Si distance of only 0.19 nm (± 0.01 nm), a value far smaller
compared to the value of 0.23 nm expected from the DFT calculations by Cheng et
al. [176] and our own study. Because no other complementary experimental results
have been presented, the conclusion of this silicene synthesis is still regarded to be
rather speculative. Moreover, the STM results of Lalmi et al. for the Si/Ag(111)
structure have not been reproduceable by other experimental groups [177, 178, 182].
Thus it is ﬁnally believed that the measurements presented by Lalmi et al. refer to
the clean Ag(111) surface itself because the pure Ag(111)-(1 × 1) surface can mimic a
honeycomb-like appearance in STM caused by a tip-induced contrast reversal [177],
which looks very similar to the STM images reported by Lalmi et al.
Recently, Vogt et al. reported the synthesis of epitaxial silicene sheets on the
Ag(111) substrate through the combination of STM and angular-resolved photoemission spectroscopy (ARPES) [182]. They proposed a (4×4) silicene structure, as shown
in Figure 6.4 (a). In this structure, a unit cell of the (3 × 3) silicene layer is adjusted
to match the (4 × 4) Ag(111) surface lattice. Thus the (4 × 4) notation is labeled
with respect to the Ag lattice for this type of structure. The DFT simulated image
of this proposed structure exhibits the same structural features as those observed in
the experimental STM image, shown in Figure 6.4 (b).
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Figure 6.4. (a) Top view and side view of the fully relaxed atomic geometries of the model for silicene on the Ag(111) surface; right side is
the enlarged image of the hexagonal silicene ring indicated by the white
circle in left. (b) Simulated STM image (left) for the structure shown in
(a) and the observed STM image (right) in the experiment. (c) ARPES
intensity map for the clean Ag surface (left) and after formation of the 2D
Si adlayer (right), taken along the Ag Γ̄-K̄ direction through the silicene
K̄ (hν = 126 eV). Right side is the Brillouin-zone (BZ) scheme of the
2D Si layer with respect to the Ag(111)-(1 × 1) surface. The red arrow
indicates the ARPES measurement direction. [182]
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According to the ARPES measurement of the silicene layer on the Ag (111) substrate, a linear dispersion of energy-momentum relation is observed in Figure 6.4 (c),
with a Fermi velocity of vF = 1.3×106 m/s, which is higher than the one found for
graphene [188]. Although there is a ﬁnite band gap shown in their measurement (Figure 6.4 (c)), they attributed it to the substrate-layer interaction and thus claimed to
ﬁnd a novel (4 × 4) silicene structure with a massless Dirac Fermion dispersion and
zero-gap nature.
Shortly, Chen et al. proposed another silicene structure [184]. To explain their
observation of silicene on the Ag(111) substrate by STM and spectroscopy studies
√
√
[184], they propose a ( 3 × 3) structure that has a double-side buckling. The
details of the structure is presented in Figure 6.5 (a) and (b), in which the red Si
atoms are buckled upward and the green ones are buckled downward. It has to be
pointed out that this name of

√

3×

√
3 is diﬀerent from the deﬁnition of the (4 × 4)

structure because here this structure is labeled with respect to the intrinsic silicene
(1 × 1) unit cell instead of the Ag substrate. We keep using these names to follow the
mainstream of experimental literatures in this ﬁeld.
√
√
Moreover, for the ( 3 × 3) structure, Chen et al. claim that its quasiparticles
behave as massless Dirac fermions because a linear energy-momentum dispersion is
derived from quasiparticle interferences (QPI) patterns, as shown in Figure 6.5 (c).
More results on silicene super structures have been published recently [183, 185–
√
√
187, 200, 201]. These works reported the ( 13 × 13) phase [185], the (4 × 4) phase,
√
√
√
[200] and the rhombic ( 3 × 3R30◦ ) phase [201] on the Ag(111) surface. A ( 3 ×
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Figure 6.5. (a) The
√ top
√ view and side view of the lattice geometry of the
double-buckled ( 3 × 3) silicene superstructure.√(b) A
√ larger schematic
model illuminating the honeycomb structure of ( 3 × 3) reconstructed
silicene. (c) Energy dispersion as a function of κ for silicene determined
from the wavelength of QPI patterns. The inset shows a schematic drawing of the overall band structure, with the relative location of EF , and the
data points [red (thick gray) line]. [184]
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√
3) phase on the ZrB2 substrate [183] was discovered as well. However, there is
a fundamental question that has not been solved yet, i.e., whether these silicene
structures still preserve the original Dirac-fermion characteristics, provided that their
structures are so diﬀerent to each other.
Unfortunately, very limited attempts have been focused on the electronic structures of these newly proposed silicene structures, which is necessary for guiding experimental measurements and understanding the electronic and optical properties of
these increasingly popular materials. In particular, the complicated buckling styles
may break the symmetry of the honeycomb lattices. According to the history of
graphene, the variation of structures and symmetries will not only change the Fermi
velocity but also possibly generate a ﬁnite band gap. This may prove to be a crucial advantage over graphene for broader applications, such as bipolar devices and
high-performance ﬁeld-eﬀect transistors (FETs).

6.5

Electronic Structures of Experimentally Proposed Silicene Structures
√ √
Here we choose two typical phases, the ( 3× 3) and (4×4) structures, proposed

by Vogt et al. [182] and Chen et al. [184] respectively. Our motivation is to reveal
the how these diﬀerent buckling styles modify the electronic structure of these novel
materials.
The atomistic conﬁgurations of these two structures are shown in Figure 6.6 (a)
and (b). The main diﬀerences between them are the size of the unit cell and the way
√
√
to buckle the lattices. For example, the silicon atoms in the ( 3 × 3) structure
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shown in Fig. 6.6 (a) are located in three horizontal planes while those in the (4 × 4)
structure shown in Fig. 6.6 (b) are located in two horizontal planes.

Figure 6.6. The ball-stick model of√
experimentally
proposed silicene struc√
tures. (a) buckled silicene with a ( 3 × 3) unit cell; (b) buckled silicene
with a (4 × 4) unit cell. The buckling distance is labeled by d. For each
structure, we present both the top view and side view. The unit cell is
illustrated by the shadow region. The diﬀerent colors of silicon atoms are
assigned according to their vertical positions.

It has to be pointed out that those suspended structures shown in Figs. 6.6 (a)
and (b) do not exactly mimic the experimental cases, in which the substrate may
be an essential factor [182, 184]. This is indicated by our DFT calculations and
other published works showing that these isolated structures are only metastable
[184]. Therefore, as what have been done before [194], our solution is to ﬁx the
buckling distance d and relax all other degrees of freedom, including force and stress.
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Our following calculations will show that the essential physical picture and main
conclusions shall not be aﬀected by this approximation.

√
√
Figure 6.7. (a) Band structures of the 3 × 3 silicene structures with
buckling distance (i) d = 0 Å, (ii) d = 0.48 Å, (iii) d = 0.71 Å, (iv) d =
1.17 Å. (b) Band structures of the 4 × 4 silicene structures with buckling
distance (i) d = 0 Å, (ii) d = 0.46 Å, (iii) d = 0.75 Å, (iv) d = 1.09 Å.
The top of valence band is always set to be zero.
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√
√
The band structures and its evolution to the buckling distance d of the ( 3 × 3)
silicene structure are shown in Fig. 6.7 (a). Initially, for the buckling distance d =
0 Å, the silicene is planar and the Dirac cone is at the Γ point due to the band
folding. However, when the buckling distance is increased, there appears a ﬁnite
band gap at the Γ point. As the buckling distance d further increases, the gap
increases and reaches about 0.21 eV when the buckling distance d = 0.71 Å, which is
the typical buckling value measured from experiments [172, 182, 183, 185]. Therefore,
we surprisingly conclude that the Dirac-fermion character is no longer preserved in
√
√
this ( 3 × 3) structure. This is qualitatively diﬀerent from the previously claimed
massless Dirac-fermion dispersion by Ref. [184]. Actually, we can obtain a well-deﬁned
eﬀective mass of the free carriers from the curvature of the band dispersion in Fig. 6.7
(a) (iii). For example, the nearly isotropic eﬀective mass of the light electron is 0.083
m0 and that of the hole is 0.079 m0 , which are typical values of semiconductors.
We further tune the buckling distance d while maintaining the supercell geometry
to obtain the evolution of the band gap, which is presented in Fig. 6.8 (a). From
another point of view, this is equivalent to tuning the strain condition of the layer
√
√
structure. For both LDA and GGA results, the band gap of such a ( 3 × 3)
structure increases similarly.
When the buckling distance is more than 0.8 Å, we see a transition of the band gap
from the direct one to the indirect one, which is reasonable because the band structure
shall approach that of tetrahedral silicon due to the stronger sp3 hybridization. The
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corresponding band structure is shown in Fig. 6.7 (a) (IV), in which the conduction
band minimum is shifted along the Γ − M direction.
To further conﬁrm this ﬁnite band-gap nature, we have performed the GW calcula√ √
tion on the ( 3 × 3) structure. For the purpose of justiﬁcation, one GW calculation
of a typical buckling distance shall be enough; as shown in Fig. 6.8 (a), the QP band
gap is around 0.5 eV for the d = 0.71 Å buckled case, which is almost a 140% enhancement from the DFT result because of the substantially depressed screening [124,149].
It must be addressed again that our referenced experiments use a metallic substrate,
which may reduce the self-energy correction due to the metallic screening and possible
charge transfer. However, all of these factors will not close the ﬁnite band gap and,
usually, the realistic QP band gap shall still be slightly larger than the DFT result
[191, 192].
We now turn to the band structures of the other important (4 × 4) silicene phase,
as shown in Fig. 6.7 (b). This time we observe a ﬁnite band gap again for the
nonzero buckling distance. When the buckling distance is d = 0.75 Å that is chosen
from an experimental study [182], the (4 × 4) structure is a typical direct-band-gap
semiconductor as shown in Fig. 6.7 (b)(iii). The evolution of the band gap with the
√
√
buckling distance d is presented in Fig. 6.8 (b) as well. Similar to the ( 3 × 3)
case, the band gap increases as we enlarge the buckling distance. When the buckling
distance is more than d = 0.8 Å, the similar direct-to-indirect band gap transition is
observed in Fig. 6.8 (b). The corresponding GW results are marked here, predicting
a larger QP band gap than the DFT results.
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Interestingly, when we consult the relevant experimental results, a ﬁnite band
gap was actually observed there, but it had been attributed to extrinsic factors,
such as the layer-substrate interaction [182] or substrate-induced symmetry breaking
[200]. However, our simulation shows that this ﬁnite band gap may be intrinsic if the
silicene sample possesses their claimed (4 × 4) structure. Moreover, if we compare the
experimentally observed band gap value by the ARPES to our ﬁrst-principles GW
result shown in Fig. 6.8 (b), they are very close to each other, around 0.6 eV [182].
This consistency does not necessarily mean that our simpliﬁed model exactly mimics
experimental conditions because many extrinsic factors have not been included in our
simulation. More work is needed to verify the quantitative band gap in silicene.

Figure 6.8. The√band√gap evolution as the variation of buckling distance
d for (a) the ( 3 × 3) silicene structure and (b) the (4 × 4) silicene
structure. The direct band gap values are connected by dash lines while
the indirect band gap values are connected by solid lines. The GW results
are marked by cross signs.
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After presenting the above ﬁrst-principles results, it is necessary to ﬁgure out
the physical reason for such a ﬁnite band-gap opening in these promising silicene
structures. According to past intensive studies on graphene, a necessary condition
for the massless Dirac cone with a zero-gap character is the inversion symmetry of
AB sublattices. However, for the structures shown in Figs. 6.6 (a) and (b), A and B
sublattices are no longer equivalent to each other, resulting in the broken inversion
symmetry and, thereafter, generating a ﬁnite band gap. A similar idea was noticed
before, e.g., the applied gating electric ﬁeld can break this symmetry and introduce
a ﬁnite band gap in simply buckled silicene and germanene. [193–195].

Figure 6.9. Top view of color contour plots of the charge distribution of
typical conduction and valence states at energy extrema around the band
gap for (a) the planar silicene when d = 0 and (b) the (4 × 4) silicene
structure when d = 0.75 Å.
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In order to better see this broken AB sublattice symmetry, we present the charge
distributions of valence and conduction states at energy extrema around the band
gap. As shown in Fig. 6.9 (a), for planar silicene, we observe the charge distributions
of both valence and conduction states are nearly identical for A and B sublattices.
However, for the (4 × 4) silicene structure, we can clearly see the inequivalent charge
distributions of A and B sublattices as shown in Fig. 6.9 (b) due to the broken
symmetry.
All the above calculations consider only the free-standing silicene structures. However, most experimentally achieved silicenes are on metallic substrates. To include
√
√
substrate eﬀects, we have additionally calculated the ( 3 × 3) and (4×4) silicene
structures on top of three Ag (111) substrate layers. Because of the Vdw-interaction
nature between silicene and the substrate, we employ the Vdw functional implemented in the Vienna ab initio simulation package (VASP) [197–199] to relax atomistic
structures and obtain the electronic structure. The silicene-substrate distance is chosen by minimizing the total energy of the system. For example, in Fig. 6.10 (b), the
optimized distance is found to be about 6.0 Å for the (4 × 4) silicene structure on the
Ag (111) surface.
Because the large number of atoms in such a big supercell results in an extremely
messy band structure, it is impossible to directly tell which bands are from silicene
or silver. Therefore, we present the projected density of states (PDOS) of silicon and
silver, respectively, to identify the band gap of silicene. In Fig. 6.11 (a1), for the
√
√
isolated ( 3 × 3) silicene, we see the band gap is around 0.20 eV. In Fig. 6.11 (a2),
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√ √
regarding this ( 3× 3) silicene on the Ag substrate, its PDOS of silicon is nearly the
same as the isolated case and the energy gap is around 0.15 eV, being slightly smaller
due to the layer-substrate interaction and corresponding minor structure changes.
Similarly, for the (4 × 4) silicene, the Ag substrate reduces the band gap slightly and
the PDOS illustrates that a gap of about 0.20 eV still exists, as shown in Figs. 6.11
(b1) and (b2).
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Figure 6.10. The total energy relation with the distance between the
(4 × 4) silicene and Ag (111) substrate (a) without Vdw interaction, and
(b) with Vdw interaction.

This Vdw calculation further conﬁrms that the recently proposed silicene structures have qualitatively diﬀerent electronic structures and band gaps from the widely
assumed massless Dirac-fermion dispersion by previous studies [182, 184]. The most
likely reason for this conﬂict between our simulation results and previous experimental conclusions may be due to the interpretations of atomistic structures from their
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Figure 6.11. (a1)
DOS
of
the
isolated
(
3× 3) silicene (d = 0.71 Å). (a2)
√
√
PDOS of the ( 3 × 3) silicene on the Ag(111) substrate. (b1) DOS of
the isolated (4 × 4) silicene (d = 0.75 Å). (b2) PDOS of the (4 × 4) silicene
on the Ag(111) substrate. The Fermi level is marked by the dashed line,
respectively.
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experimental data because many extrinsic factors can impact the STM image, misleading their explanations. On the other hand, our calculation does not include some
factors that may give rise to such unusual band structures, such as the SOC. Therefore, we expect further experimental and theoretical work to reveal new physics in
these novel silicene structures.
Finally we have to point out that the ﬁnite-gap nature of these recently proposed
silicene structures shall be of practical interest. As shown in Figs. 6.7 and 6.8, the
band gap and even the band topology can be tuned in a wide range by the buckling
distance d and the associated strain; this provides a precious degree of freedom to
control the electronic and optical properties of such materials, making them superior
to gapless graphene. According to previous studies [172,175,182,183,185], the lattice
structure and buckling distance are able to be varied by layer-substrate interactions.
Therefore, if future experiments can fabricate and conﬁrm more similar structures,
they will be of broad interest for the development of devices that employ a tunable
band gap.
During the reviewing process of our work by Applied Physics Letters, results
for a ﬁnite band gap of silicene sheets induced by broken symmetry were published
[200, 201]. Lin’s work [200] reported the (4 × 4) silicene on the Ag (111) surface loses
its Dirac fermion characteristics, and Chen’s work [201] reported a gap opening in
√
√
their rhombic ( 3 × 3R30◦ ) silicene on the Ag(111) surface. Their work conﬁrm
√
√
our prediction that the ( 3 × 3) and (4 × 4) silicene structures don’t preserve Dirac
fermions and have a gap opening. However, while Lin and Chen attribute them to the
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broken symmetry from the substrate, we conclude that they result from the broken
symmetry of the buckled silicene structures themselves.

6.6

Summary of this Chapter

We employ ﬁrst-principles simulations to study the electronic structure of various silicenes. Our results show that the band structure of silicene is sensitive to
the buckled atomistic structure. Unlike the planar and simply buckled ones, those
silicene structures proposed by recent experiments exhibit a ﬁnite band gap, making
them promising 2D semiconductors instead of zero-gap semimetals, as were previously assumed. This conclusion is further conﬁrmed by including the Vdw interaction
with the Ag substrate. On the other hand, this ﬁnite band gap can be tuned in a
wide range by strains, making these silicene structures superior to graphene for many
important semiconductor applications. Our predictions reinterpret key experimental
measurements and will motivate more reliable justiﬁcations.
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7. CONCLUSIONS

7.1

Conclusions of Projects

We have employed the ﬁrst-principles simulation to study the electronic structures,
lattice vibrational modes, and optical excitations of important reduced-dimensional
semiconductors, including the one-dimensional (1D) Si/Ge core-shell nanowires (NWs), the two-dimensional (2D) graphene derivatives and silicene.
First, we present how to engineer the band alignment of Si/Ge core-shell NWs.
Our calculations reveal that band alignments in Si/Ge core-shell NWs are signiﬁcantly
modiﬁed by the strain condition and quantum conﬁnement. By applying axial strain,
the valence band oﬀset can be eﬃciently tuned across a wide range and even be
diminished. We ﬁnd two mechanisms that contribute to the physical origins of the
strain eﬀects of band oﬀsets. Furthermore, varying the size of Si/Ge core-shell NWs
and corresponding quantum conﬁnement is shown to be eﬃcient for tuning both
valence and conduction band oﬀsets simultaneously. Our proposed approaches to
control band oﬀsets in nano-sized heterojunctions may be of practical interest for
nanoelectronic and photovoltaic applications.

163

Second, we study the lattice vibrational modes of Si/Ge core-shell NWs. Our calculations show that the internal strain induced by the lattice mismatch between core
and shell plays an important role in signiﬁcantly shifting the frequency of characteristic optical modes of core-shell NWs. In particular, our simulation demonstrates that
these frequency shifts can be detected by Raman-scattering experiments, giving rise
to a convenient and nondestructive way to obtain structural information of core-shell
materials. Meanwhile, another type of collective modes, the radial breathing modes
(RBM), is identiﬁed in Si-core/Ge-shell NWs and their frequency dependence is explained by an elastic media model. Our studied vibrational modes and their frequency
evolution are useful for thermoelectric applications based on core-shell nanostructures.
Third, we studied optical properties and exciton spectra of 2D semiconducting
carbon structures. The energy spectra and wavefunctions of excitons in the 2D
graphene derivatives, i.e., graphyne and graphane, are found to be strongly modiﬁed by anisotropic quantum conﬁnement, making them qualitatively diﬀerent from
the usual Rydberg series. We propose a one-parameter hydrogenic model to explain
the ab initio exciton spectra, and it yields a quantitatively good agreement with the
results from ﬁrst-principles calculations. Therefore, our model provides a convenient
way to extrapolate the electron-hole binding energy from optical spectroscopies of 2D
semiconductors without needing costly simulations. Meanwhile, the high optical absorbance and large spin singlet-triplet splitting make graphyne a promising candidate
for energy and biomedical applications.
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Lastly, we reported electronic structure calculations of 2D graphene-like systems,
i.e., silicene. For planar and simply buckled silicene structures, we conﬁrm their
zero-gap nature and show a signiﬁcant renormalization of their Fermi velocity by
including many-electron eﬀects. However, the other two more complicated buckled
silicene structures proposed by recent experiments exhibit a ﬁnite band gap, indicating
that they are gapped semiconductors instead of expected Dirac-fermion semimetals.
The ﬁnite band gap nature of the latter two structures is preserved even with the
Ag substrate included. The gap opening is explained by the inversion symmetry
breaking of the buckled structures. Moreover, our GW calculation reveals enhanced
many-electron eﬀects in these 2D structures. Finally the band gap of the latter two
structures can be tuned in a wide range by applying strain.

7.2

Future Work

Based on the above studies, there are several new projects that can be done as
future works.
For example, the investigation of excitons in bilayer 2D semiconductors could be
very interesting since the electron-hole pairs may be coupled not only within a single
layer but also between the layers. In bilayer hexagonal boron nitride (BN) or bilayer
graphene, we expect that the features of exciton spectra and selection rules of optical
transitions may be diﬀerent from what we observe in single-layer systems. Moreover,
diﬀerent ways of stacking bilayer structures can provide diﬀerent inter-layer coupling
and interactions, as people have observed in bilayer graphene.
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In particular, another unique degree of freedom is the twisting of bilayer structures. From our preliminary calculations of optical absorptions of bilayer BN, twistedstructures yield signiﬁcant diﬀerent optical spectra from those of the AA and AB
stacking cases. For instant, a new peak appears below the dominant peak. How to
understand these new properties induced by the twisting and the underlying physics
shall be a very interesting project.
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