Suppose (X, Y ) is a pair of sequence of independent and identically distributed samples from a binary symmetric source. Using linear random codes, Korner and Morton [1] showed that the modulotwo sum sequence Z = X ⊕ Y can be described to a common decoder at rates R x , R y , and R z bits iff R x + R z > H(Z) and R y + R z > H(Z) where H(Z) is the entropy of the random variable Z.
INTRODUCTION
Recently the so-called modulo-two adder source network of Korner and Marton [1] (see Fig. 1 ) has been studied in different contexts including distributed estimation [2] , source-channel coding [3] and computations over multiple-access channels [4] . Using linear random codes, Korner and Morton [1] showed that, in this network, the modulo-two (mod-2) sum sequence of two correlated sequences, Z = X ⊕ Y , generated by a binary symmetric source, can be described to a common decoder at rates R x , R y and R z bits if R x + R z > H(Z) and R y + R z > H(Z) where H(Z) is the entropy of the random variable Z.
This manuscript is motivated to prove that, in addition to linear random codes [4] [5] , unstructured random codes are also capable of achieving all rates in the Korner-Morton (KM) region. For this purpose, we first prove a theorem based on Sanov's theorem, stating that when individual sequences are generated independently and according to their marginal distributions, the probability of observing pairs with typical mod-2 sum is exponentially low with exponent proportional to the mutual information between the sequences. Using that theorem, an achievability proof based upon a distributed binning coding scheme is presented. The main idea in the proof is to relax the definition of error event, i.e. in the random binning scheme, an error is declared only when two or more distinct pairs with typical mod-2 sum are appeared in the same joint-bin.
PRELIMINARIES
Let (X, Y ), with X ∈ X n , Y ∈ Y n and X = Y = {0, 1} be n i.i.d samples from a memoryless binary symmetric source (BSS) source with parameter ρ, here referred to as BSS(ρ), with probability distribution Q(X, Y ) defined as follows:
Q(X, Y ) = [1] where 0 ≤ ρ < 1 2 . We define q 00 P r(X = 0, Y = 0) = Q(0, 0). Similarly for q 10 , q 01 , and q 11 .
Also, we define Q 0 (X, Y ) Q(X)Q(Y ) as a product distribution consisting of the product of the marginal distributions associated with the Q(X, Y ). Unless otherwise states, throughout the text, the probability distributions Q(X, Y ), Q(X), and Q(Y ) are associated with a BSS(ρ). Denote by N (a|x) the number of occurrences of the alphabet symbol a ∈ X in sequence x. The (marginal) type of the sequence x is defined as relative occurrence of the symbol a ∈ X in the sequence, i.e., T x (a) 1 n N (a|x). Similarly, denote by N ((a, b)|(x, y)) the number of occurrences of the alphabet symbols (a, b) ∈ X × Y in pair (x, y). The joint-type of the pair (x, y) is defined y) ). For brevity, we represent the type of a sequence or the joint type of a pair by type operators defined as T (x) T x (a) and T (x, y) T (x,y) (a, b), respectively. Note that the type operator defines a probability distribution (PD) (more accurately a probability mass function) on the discrete domain of a sequence or pair. The set of marginal or joint-types with denominator n are represented by P n 1 . For a random variables X ∈ X , the maximum number (cardinality) of types with denominator n is polynomial in n, e.g. |P n | ≤ (n + 1) |X | , hence the possibility of perfect transmission of the types to a decoder with "almost zero" rate [6] . We say that x or y are marginally typical iff their individual sample entropies are close to the true values, i.e. for any ǫ > 0:
where we use the notion a ⊜ b whenever, for any arbitrarily small ǫ > 0, we have |a − b| ≤ ǫ. This is equivalent to say that for the joint-type of (x, y) we have T (x, y) ∈ P n ∩ E xy where, for any ǫ > 0, the set E xy is defied as follows:
Here H(X) and H(Y ) are marginal entropies associated with Q(X, Y ). Also P (X, Y ) is any probability distribution on (X, Y ). Let z be a sequence obtained by the binary addition of samples in (x, y), i.e. Z = X ⊕ Y . The sequence Z consists of n i.i.d samples from a PD Q(Z) defined by Q(Z = 0) P r(Z = 0) = q 00 + q 11 and Q(Z = 1) P r(Z = 1) = q 01 + q 10 . We call z typical iff its sample entropy is close to the true value, i.e. for any ǫ > 0:
or equivalently iff its type T (z) is a member of the typical set E z , i.e. T (z) ∈ P n ∩ E z , where for any ǫ > 0, the set E z is defied as follows:
The PD P (Z) is defined based on the P (X, Y ) as follows:
Thus we say that a pair (x, y) has a typical mod-2 sum iff its joint-type is a member of the set:
where the set is defined for any ǫ > 0. We denote by A(X, Y ) the set of all jointly typical pairs with respect to Q(X, Y ). Similarly the set of all typical sequences with respect to the marginal distributions Q(X) and Q(Y ) are denoted by A(X) and A(Y ), respectively. Finally, we define A Z (X, Y ) as the set of all pairs for which the joint-type is a member of E z xy ∩ E xy :
Note that, by definition, the pairs are not necessarily jointly typical with respect to Q(X, Y ). The set A z xy consists of all pairs that are marginally typical and have typical mod-2 sum. We will study the average probability of this set for two different cases in the following.
Throughout the text, when necessary, we use the notation P r Q to emphasize that the probability (likelihood) is measured with respect to a distribution Q. For instance, we represent the average probability of a typical set A Z (X, Y ) (Eq. 6) under a probability distribution Q ′ as follows:
Let us now consider two extreme cases of interest. First assume that the pairs (x, y) are generated by a BSS(ρ). In this case, according to the asymptotic equipartition property [7] , almost surely (with probability arbitrarily close to 1) all such pairs are jointly typical with respect to Q(X, Y ) (obviously both individual sequences x and y are also marginally typical). Therefore, almost all pairs have typical mod-2 sum and so P r Q {A Z (X, Y )} ⊜ 1 (see definition (6)).
The more interesting case is when pairs are generated according to the product distribution Q 0 (X, Y ) = Q(X)Q(Y ). In this case, the event of observing pairs with typical mod-2 sum is rare (non-typical). The following theorem is concerned with measuring the average probability of observing such event.
Lemma 2.1: Let Q(X, Y ) be a given binary symmetric source.
to be the associated product distribution formed from the marginals of Q(X, Y ). The probability (under PD Q 0 ) of observing pairs with typical mod-2 sum is bounded from above as follows:
where
is the binary entropy function. Moreover, the probability distribution that achieves the equality is equal the joint distribution:
The proof is given in Appendix. Therefore, by using Sanov's theorem, it is proved that the probability of such events is exponentially low with the exponent proportional to the mutual information between X and Y . This result will be used in the distributed coding scheme presented in the following Section.
We now proceed to the main theorem statement.
THE MAIN THEOREM [1]
Let (x, y) be n i.i.d samples from a discrete memoryless binary symmetric source Q(X, Y ) with
. Also let z be the sequence defined by Z = X ⊕ Y , the binary addition of samples in (x, y), where z ∈ Z n . The sequences are encoded separately by three encoder
R y = n −1 log ||g||, and R z = n −1 log ||h||, respectively. The range of encoders, Π f , Π g , and Π h are arbitrary binary sets. For arbitrarily small ǫ > 0, a decoder function h :
reconstructs the sequence Z with the probability of error defined as
is achievable, i.e. there exists at least one triple of encoders (f, g, h) and a decoder d with probability converging to 1, by which one can construct the sequences of codes that provide transmission of the sequence Z to the receiver with probability of error converging to ǫ → 0 as n becomes sufficiently large.
As it is noted in [1] , the proof for the rate triple (0, 0, H(Z)) is obvious and an extension of Shannon's source coding theorem. The proof for triple (H(Z), H(Z), 0) using linear random codes as well as a proof of the converse was originally given in [1] . We provide a random coding proof for the direct part.
A. Random Coding Scheme
It is desired to prove that the triple rate (H(Z), H(Z), 0) is achievable. We assume that the encoder h(z) transmits the type of the sequence z to the decoder 2 . Therefore, in sequel, it is always assumed that the decoder has a perfect knowledge of H(Z) by which it is able to detect pairs with a typical mod-2 sum, i.e. (x, y) ∈ A Z (X, Y ).
2 It is known that the type of a sequence can be compressed and transmitted perfectly with arbitrarily small positive (zero) rate. In particular, since the number of types is polynomial in n, a code with a codebook of size in the order of log n (i.e. with an arbitrarily small rate) can transmit all the types perfectly. For more detail refer to [6] .
The random coding scheme is based on a distributed binning procedure 3 . Each source has access to a marginal distribution associated with Q(X, Y ). Thus, it randomly assigns all sequences generated according to its marginal distribution to a set of bins. The bins generated by both sources are then put together to form a set of joint-bins, also referred to as the codebook. Note that this is in contrast to the original binning scheme in which the codebook is constructed by pairs generated according to the joint distribution. The size of the codebook in distributed binning scheme is therefore about 2 n(H(X)+H(Y )) compared to almost 2 n(H(X,Y )) in the original binning scheme.
Later in the transmission stage, each encoder looks into all its (marginal) bins and transmits the address of the bin to which the sequence belongs. At the decoder, it is desired to locate a pair in the joint-bin (codebook) that carry mod-2 sum information carried by the received indices of the bins. For this purpose, the decoder selects a pair which is a member of the set A Z (X, Y ). An error will be declared if there are more than one such pair in a joint-bin. The main idea in the proof is to show that, if the rates are chosen properly, the probability of decoding two pairs with typical mod-2 sum goes to zero exponentially.
Distributed Binning:
The sources X and Y partition the space of X n into 2 nRx and the space of Y n into 2 nRy bins, respectively.
Random code generation and binning:
To form the codebook, the sequences x and y are randomly generated according to the marginal distributions Q(X) and Q(Y ), respectively. The source X randomly assigns every x ∈ X n to one of 2 nRx bins according to a uniform distribution on {1, 2, ..., 2 nRx }. Independently, the source Y randomly assigns the sequences y ∈ Y n generated by marginal distribution Q(Y ) to the 2 nRy bins {1, 2, ..., 2 nRy }. The assignment functions f and g are revealed to the encoders and the decoder. Encoding: For any given pair (x, y) generated by Q(X, Y ), the sender X (Y ) sends the index m x (m y ) of the bin to which x n (y n ) belongs, to the decoder. The sender Z sends the type of the mod-2 sum sequence (z = x ⊕ y) to the decoder. This transmission is possible by a rate-zero code, i.e. R z = ǫ, with arbitrarily small ǫ > 0. Decoding: Given the received bin index pair (m x , m y ) and the type of the mod-2 sequence z, i.e. T (z), the decoder d(m x , m y , T (z)) decodes pairs (x, y) with typical mod-2 sum. For this purpose, the decoder selects pairs in the joint-bin that are members of A Z (X, Y ). By definition, a pair is a member of this set iff both its sequences are (marginally) typical and the type of their mod-2 sum sequence is typical with respect to H(Z). This is equivalent to say that the joint type of the pair is a member of E z xy . The decoder can check this condition by testing that whether the joint type, T (x,y) , satisfies in the following relationship: T z (0) = T (x,y) (0, 0) + T (x,y) (1, 1) and T z (1) = T (x,y) (0, 1) + T (x,y) (1, 0).
Probability of error P e :
In conventional decoding (e.g. the Slepian-Wolf decoding [7] ) an error is declared if (x, y) is not in the joint-typical set (A(X, Y )) or if there is another jointly typical pair in the same bin. Here instead, in addition to the criterion that all sequences need to be marginally typical, we are interested in just those pairs that have typical mod-2 sum. An error is declared when no such a pair or more than one such pairs detected in the same joint-bin.
Achievability: The rate R is called achievable if there exists at least one triple of encoder (f, g, h)
and a decoder d with probability converging to 1 by which one can construct sequences of codes that provide transmission of the mod-2 sum sequence z = x ⊕ y to the receiver with probability of error converging to 0 as n becomes sufficiently large.
B. Proof of Achievability
For any pair (X, Y ) we define the following error events:
and
The error E 1 is declared when there exists at least two pairs in the same joint-bin for which either or both sequences are different but has typical mod-2 sum sequence. The total probability of error is given by the union of the events:
By the asymptotic equipartition property the probability of non-typical sequences is close to zero, i.e. P (E 0 ) → 0 and hence for n sufficiently large and arbitrary ǫ > 0, P (E 0 ) < ǫ. For all possible pairs (X, Y ) (consisting of two marginally typical sequences, the probability of error event (E 1 ) can be bound as follows (note that the summation is over all pairs of marginally typical sequences including those pairs that are not necessarily jointly typical):
where ǫ < 0 is an arbitrarily small constant. In (10) we used the fact that the probability of the event of existing a pair (x ′ , y ′ ) with either of its sequences different compared to the respective sequences in the pair (x, y) is not more than the sum of the probabilities of the events where only one of the sequences is different. In (11) we used the total probability property and the fact that when (x ′ , y)
is assumed to be a member of A Z (X, Y ), then by definition, x ′ is also typical and a member of the typical set A(X). Similarly for (y, y ′ ). The Eq. 12 is due to the uniform assignment of sequences to each bin explained in the encoding procedure. The inequality (13) is due to the asymptotic equipartition property. In (14) we used the definition of the average probability P r Q0 {A Z Q } given in (7) . In (15) we used the Lemma (2.1).
The bound in (16) goes to 0 if R x > H(X|Y ) + ǫ and R y > H(Y |X) + ǫ. Hence for sufficiently large n, P (E 1 ) < ǫ. Since the average probability of error is less than 2ǫ, there exists at least one code (f, g, h) with the probability of error less than ǫ for which the probability of error P e → 0. This guarantees that, asymptotically, no two pairs with typical mod-2 sum appear in the same joint-bin and therefore the rates are achievable.
DISCUSSION
One of the reason for achieving rates outside the Slepian-Wolf (SW) region [9] in the "mod-2 sum" source network is that here the mod-2 sum sequence may be considered as a realization of collaboration between the two parties X and Y . In particular, the sequence Z carries a dominant part of the pair's joint-type information to the decoder which is missing in distributed source coding networks like SW network 4 . This information is then used at the decoder to detect the pairs with typical mod-2 sum. Therefore, it seems that this network does not fit perfectly into the same category that the distributed source coding network, e.g. SW network, does. The success of the random coding scheme presented here relies on the fact that, for a BSS source, the probability that any typical pair has typical mod-2 sequence is exponentially low with the exponent proportional to the mutual information. This fact combined with a relaxed definition of error event, i.e. no error is declared necessarily when one or both sequences are not reconstructed perfectly, results in expanding the region of rates beyond the SW region. Intuitively, for a BSS source, there must be almost pairs for each typical mod-2 sum sequence. However, on the other hand, there are 2 n pairs with the same (typical) mod-2 sum sequence. The discrepancy between these two numbers seems to lie in the fact that, on average, every pair permutes for almost (2 2n−nH(Z) )/2 n = 2 nI(X;Y ) number of times 4 The joint type of a binary pair has three degrees of freedom including the number of 1's in each sequence as well as the number of places that the two sequences differ. The later is missing in the SW source network [8] between sets of pairs with the same typical mod-2 sum. Now suppose we uniformly assign 2
jointly-typical pairs among almost 2 nH(X|Y )+nH(Y |X) bins, e.g. 2 n(H(X|Y )+H(Y |X)+ǫ) , ǫ > 0. Then the probability of appearing distinct jointly typical pairs with typical mod-2 sum in each bin will be
−nǫ which vanishes with n exponentially 5 .
APPENDIX
We begin with Sanov's theorem from large deviations theory. Sanov's Theorem [7] : Let x = (x 1 , ..., x n ) be i.i.d from any distribution Q 0 (X). Let E x ⊆ P n be a set of probability distributions and A(X) be the set of sequences whose type is a member of E x , i.e.:
A(X) = {x :
Then the average probability (under Q 0 ) of A(X) is bounded as follows:
is the distribution in E x that is closest to Q 0 in relative entropy (Kullback Leibler (KL) distance). If in addition, the set E x is the closure of its interior, then:
Proof: See ( [7] , page 292). Sanov's theorem can be used to compute an upper-bound on the likelihood of observing sequences that are generated according to Q 0 but have type that is a member of a given set E x .
Using this theorem, we wish to calculate the probability (under the product distribution Q 0 = Q(X)Q(Y )) of seeing a pair (x, y) that has a typical mod-2 sum, i.e. is a member of A Z (X, Y ) (see Eq. 6). The pair (x, y) has a typical mod-2 sum iff its joint-type is a member of E z xy ∩ E xy , i.e. T (x, y) ∈ E z xy ∩ E xy (see Eq. 5). We first study these two constraint sets for a BSS. For BSS(ρ) we have Q(X) = Q(Y ) = 
which is satisfied for all probability distributions P (X, Y ). In other words, the marginal distributions pose no constraint on P (X, Y ). Also (see Eq. 5):
In [5] it is argued that the probability of occurring more than one pair with the same Z in a joint-bin is non-vanishing.
The flaw in that discussion is due to the fact that the set of all 2 2n pairs does not partition into disjoint sets of pairs with the same mod-2 sum.
where we defined p 00 P (0, 0). Similarly for p 11 , p 01 , and p 10 . Now, using Sanov's theorem, we upper bound the probability of the set A Z (X, Y ):
where P * ∈ E z xy is the distribution closets to Q 0 in relative entropy obtain by solving the following constraint optimization: For sufficiently large n we assume ǫ = 0. Using Lagrange multipliers, we construct the functional: By checking the Karush-Kuhn-Tucker (KKT) conditions ( [10] , page 243), it is easy to verify that this solution is unique. Moreover, it can be verified that substitution of the Lagrangian parameters satisfying the constraints (i.e. λ 0 = 0 and λ 1 = −1) results in:
corresponding to the PD of a BSS(ρ). In other words, the distribution in E z xy closest to the product distribution Q 0 (X, Y ) = Q(X)Q(Y ) that also maximizes the probability of pairs with typical mod-2 sum is the joint distribution Q(X, Y ). By substitution of P * in (21) the probability of A Z (X, Y ) is: and the proof is complete.
