Scheduling under controllable machining conditions has been studied for some time. Scheduling with tool changes, particularly due to tool wear, has just begun to receive attention. Though machining conditions impact tool wear and induce tool change, the two issues have not been considered together. We address for the first time the problem of scheduling a computer numerically controlled (CNC) machine subject to tool changes and controllable machining conditions; our objective is to minimize the total completion time of a given set of jobs. We establish an important result that helps us identify feasible settings of machining parameters such as feed rate and cutting speed. However, the problem at hand remains intractable, even when a single setting is used. In the general case, we are able to solve the problem exactly for up to 30 jobs using a mixed integer linear programming formulation. For larger problems, we turn to approximate solution via heuristics. We examine a number of different schemes. The best of these schemes are used in a problem space genetic algorithm; this produces quality solutions in a time-efficient manner, as is evidenced from an extensive computational study conducted by us. ᭧
Introduction
Flexibility is a key to the success of a modern manufacturing system, which is required to deliver diverse products with high quality and short lead times. This flexibility is often achieved through the use of a computer numerically controlled (CNC) machine and is limited only by how effectively resources such as pallets, fixtures and tools are allocated to this machine. Effective tool management, which accounts for a high percentage of the operating costs in an automated manufacturing environment, is of particular importance. Thus, a scheduling model that appropriately incorporates tool management issues can significantly improve the productivity of a flexible manufacturing system.
In this study, we address a single machine scheduling problem under controllable machining conditions and subject to tool changes. Recently, Akturk et al. [1] have focused on a scheduling problem with tool changes caused by wear, but they have assumed that the processing times of the jobs and the tool life are constants. However, by changing the machining conditions, it is possible to control these two values and obtain a better schedule.
The cutting speed and the feed rate are the typical machining parameters that constitute the machine settings. An increase in either one of them decreases the processing time of a job but simultaneously increases the tool usage (which in turn decreases the life of a cutting tool and causes an early tool change). Thus, from a scheduling point of view, there is a tradeoff here. Increased cutting speed or feed rate, while expediting the jobs in process, delays the subsequent jobs due to the more frequent tool changes induced by the increased tool usage. Hence, the machining conditions, cutting speed or feed rate, need to be adjusted properly for each job in order to optimize a scheduling objective that involves the job completion times. Considering the processing times and the tool usage rates of the jobs as consequences of the controllable machining conditions rather than constants, a better integration of tool management and scheduling is achieved.
The tool change time is generally long relative to processing times and the tool life is short relative to the planning horizon. Therefore, it makes sense to schedule the jobs with respect to a completion time-related scheduling objective. We focus here on minimizing the total job completion time, as has been done by Akturk et al. [1] .
The literatures on tool management and scheduling are unfortunately disjoint. Machining conditions optimization and tool replacement strategies are studied under tool management, whereas issues related to controllable processing times and machine availability are covered under scheduling. To the best of our knowledge, the interaction between these two streams has not been addressed by researchers thus far.
The optimization of the machining conditions for a single operation is a well-known problem, where the decision variables are usually the cutting speed and the feed rate. Petropoulos [2] has used geometric programming, whereas Khan et al. [3] have proposed local search algorithms for machining conditions optimization. These models consider only the contribution of machining time and tooling cost to the total operating cost and usually ignore the contribution of the nonmachining time components. Tool replacement, which also depends on machining conditions, is a typical example of a nonmachining activity. Note further that the machining conditions optimization models do not address scheduling at all.
A tool replacement strategy specifies a tool change schedule based on the economic service levels of the tools. Tang and Denardo [4] have studied the single machine case with given tool requirements, where the tool changes are required due to part mix. Their objective is to minimize the number of tool switches. Hertz et al. [5] have also considered minimizing tool switches on a flexible machine when scheduling different part types. They have proposed several heuristics for the tool loading problem. Despite the studies on tool loading, tools are usually changed more often because of tool wear than part mix, as reported by Gray et al. [6] . Note also that scheduling is not a concern here either.
Processing time control and its impact on sequencing decisions and operational performance have received limited attention in the scheduling literature. Trick [7] has focused on assigning single-operation jobs to identical machines while simultaneously controlling the processing speed of each machine. Zdrzalka [8] has dealt with the problem of scheduling jobs on a single machine in which each job has a release date, a delivery time and a controllable processing time. Karabati and Kouvelis [9] have solved the simultaneous scheduling and optimal processing-times selection problem in a flow line operated under a cyclic scheduling policy. Jansen and Mastrolilli [10] have proposed approximation schemes for parallel machine scheduling problems with controllable processing times. Finally, Shabtay and Kaspi [11] have studied a single machine weighted flow time problem subject to resource consumption and limited resource availability. Note that this line of research considers neither tool usage nor tool replacement.
Machine availability models in scheduling come closest to considering the tool replacement issue. Adiri et al. [12] have considered a flow time scheduling problem where a machine faces breakdowns at stochastic time epochs and the repair time is stochastic. The processing times are assumed constant and the jobs are assumed nonresumable. Lee and Liman [13] have studied the deterministic version of this problem considering only a single scheduled maintenance, whereas Liao and Chen [14] have considered the case where there are several maintenance intervals. Schmidt [15] has reviewed results on scheduling under availability constraints and analyzed the complexity of single and multiple machine problems under completion time and due date-related criteria. Note that this area of research does not address processing time control.
The purpose of this paper is to propose a model linking machining conditions control, tool replacement and job scheduling on a CNC machine. As pointed out earlier, this has not been done before. We present solution strategies to a scheduling problem where the job processing times and the tool usage are controlled by setting the cutting speed and/or the feed rate. There is a single production unit (the CNC machine), and the cutting tools are subject to wear and require replacement. Our objective, once again, is to minimize the total job completion time.
We first provide the notation used by us throughout the paper. We then discuss the issue of machining conditions control, proving an important result along the way, and show how one can identify a set of feasible settings for each job. Next, we give a mixed integer program (MIP), which assigns an optimal machine setting to each job and finds the optimal schedule of the jobs as well. We go on to propose single-pass heuristic algorithms and test their performance on a set of randomly generated problems. We also propose a problem space genetic algorithm (PSGA) to improve the solution quality. In PSGA, a base heuristic (which is called many times within the algorithm) needs to be defined. We use as base heuristics some of our single-pass heuristics that result in high performance at low CPU time.
Notation
The notation used throughout the paper is as follows:
, , speed, feed, depth of cut exponents for the tool C m , b, c, e specific coefficient and exponents of the machine power constraint C s , g, h, l specific coefficient and exponents of the surface roughness constraint C Taylor's tool life expression parameter C o operating cost of the CNC machine ($/min)
diameter of the generated surface for job i (in) L i length of the generated surface for job i (in) H maximum available machine power (hp) S i maximum allowable surface roughness for job i (( in) v ij cutting speed for setting j of job i (fpm) f ij feed rate for setting j of job i (ipr) U ij usage rate of job i using setting j P ij machining time of job i using setting j (min) T c tool change time (min) N number of the jobs S number of different settings generated for each job
Problem definition
We are given N jobs with a specified depth of cut, length and diameter of the generated surface along with maximum allowable surface roughness attributes. The problem is scheduling these jobs on a CNC machine in order to minimize the total completion time. When the tool life is over, the tool has to be changed. Since there is a constant tool change time, sometimes significant, and it affects the completion time, it is important to consider it in the schedule. The machining conditions of the CNC machine can be changed, and for each job it can be adjusted to different cutting speed and feed rate pair. However, there are some constraints for these settings. The speed and feed rate have to satisfy the machine power, surface finish and tool life constraints. After detecting the feasible region of speed and feed rate, we have to make two decisions, a feasible setting for each job, and the schedule of the jobs. For each job and tool pair, the constraints stated in Akturk and Avci [16] are We first relax the tool life constraint, and solve the relaxed problem. If the optimal solution of the relaxed problem satisfies the tool life constraint, then it is optimal for the overall problem. If it does not satisfy the constraint, then a new optimal solution should be found. The relationship between machine power and surface roughness constraints can be seen in Fig. 1 . The tool life constraint may be in one of four situations: redundant, crossing machine power constraint, crossing intersection point of these two constraints, or crossing surface roughness constraint.
Akturk and Avci [16] prove that at least one of the surface roughness and machine power constraints is binding at optimality. In this study, we also prove a useful theorem.
Theorem.
The surface roughness constraint must be tight at optimality.
Proof. The formulas of processing time and tool usage rate of a job are
When the machining power constraint is tight, the setting pair at the intersection gives the minimum processing time under the condition that b > c > 0 or b < c < 0. b and c cannot be negative since increasing speed or feed rate always require more machine power. Moreover, machine power is more sensitive to the changes in cutting speed than feed rate yielding b > c. In the other case where surface roughness constraint is binding, again the setting pair at the intersection gives the minimum processing time under the condition that h > 0, h > g or h < 0, h < g. g is always negative since cutting speed and surface roughness are inversely related. Additionally, increasing the feed rate increases the surface roughness, therefore h is a nonnegative coefficient. Consequently, the above inequality conditions are always satisfied. As a result, in both cases, minimum processing time is achieved by the settings at the intersection point. In order to get the minimum usage rate, both v and f values have to be at their lowest permissible values. As a result, the upper edge of the feasible surface roughness line gives minimum processing time and the lower edge gives minimum usage rate for the given job. Therefore, for any time-and cost-related objectives, the optimal pair is on this line. In other words, surface roughness must be binding at optimality.
Since the surface roughness constraint is a nonlinear function, we can generate discrete points on this function such that each point corresponds to an alternative machining conditions setting for each job, i.e. a feasible (v ij , f ij ) pair. Instead of specifying equally spaced discrete points, we can generate these settings for each job separately with respect to its machining parameters of
be the optimal solution that minimizes the machining time subject to the machining constraints stated above. Furthermore, we can assume that the contribution of each job to the total completion time objective is proportional to its usage rate, U ij , and its machining time, P ij . We can define the following surrogate measure to approximate this term as P ij + T c U ij . Let (v b , f b ) be the optimal solution that minimizes this surrogate measure over the same feasible region. Although we do not consider the cost-related measures in this study, the optimal (v c , f c ) setting that minimizes the manufacturing cost
can be found as discussed in Akturk and Avci [16] . Finally, let v l be the minimum allowable cutting speed value, and r = (v a − v l )/(S − 1) . We use the following procedure to generate S alternative cutting speed values for each job. According to our theorem, the corresponding feed rate can be calculated for a given cutting speed.
Step 1: Calculate the number of settings generated between v a and v b ,
Step 2: Calculate the interval of speed used between points v a and v b ,
Step 3: Calculate cutting speed of job j,
Step 4: Calculate the number of settings generated between v b and v c ,
Step 5: Calculate the interval of speed used between points v b and v c ,
Step 6: Calculate cutting speed of job j,
Step 7: Calculate cutting speed of job j,
MIP formulation
The following mathematical model can be used to assign a feasible setting to each job and schedule these jobs in order to minimize the total completion time.
where X ijk = 1 if job i under setting j is scheduled at position k, and 0 otherwise, R k = 1 if tool is replaced after position k, and 0 otherwise. The objective function is composed of two parts. The first part gives the aggregated completion times of the jobs without the tool change times, and the second part is the contribution of tool change times to the job completion times. The first constraint set guarantees that only one position is assigned to each job with a single setting. Similarly, the second set guarantees that only one job can assigned to each position. In the third and fourth constraint sets, we use the variable Y k to keep track of the remaining tool life in each tool k, i.e. Y 0 = 0 by definition. The fifth constraint prevents the total usage of the tool exceeding 1.
Proposed heuristic algorithms
Akturk et al. [1] proved the NP-hardness of their problem which is a sub-problem of ours. Therefore, no algorithm is likely to be proposed for solving our problem optimally in polynomial time. Hence, it is justifiable to try heuristic methods to solve our problem.
In order to ease the determination of job sequence, the following structural properties showed by Akturk et al. [1] will be used in the heuristic algorithms.
Let p i be the machining time of job i, t m be the aggregate machining times of all jobs on block m, and n m be the number of jobs on block m.
• If jobs i and j are within the same block, then i precedes j if p i < p j .
• Furthermore, for blocks m and r: m precedes r if (t m + T c )/n m (t r + T c )/n r .
The first property means that the jobs assigned to the same tool are sequenced in the shortest processing time (SPT) order at optimality. The second property shows that, in an optimal schedule, blocks are sequenced according to their average job times in ascending order.
We basically worked on dispatching rules and then built three-stage single-pass algorithms using these rules. In the first stage, the initial setting conditions of jobs are determined. They are set either to the setting pair giving the minimum machining time, setting 1, or different setting alternatives according to some job specific parameters. Then a dispatching rule, either developed by us or existing in the literature, is used in the second stage to find an initial schedule. Finally, in the third stage, the initial schedule is improved by distributing either tools or jobs one at a time. The illustration of these stages is given in Fig. 2 .
Stage 1: Setting assignment
The jobs with their D, L, d, S attributes are given as an input to the first stage, and after calculating v, f values for each job, the usage rate and machining time are calculated and given as the output. In this stage, we have two alternatives:
• The setting pair, (v 1 , f 1 ) giving the minimum machining time which is at the intersection point (see Fig. 1 ) is called as the first setting. The values of v 1 and f 1 differ from job to job due to different job attributes, but they are always at the intersection point as proved before. Assigning each job to their first setting pair initially will result in jobs with high usage rates but the lowest feasible machining times. This alternative leads to better results when the first part of the objective function is dominant. However, it may still work in the other case since we change the settings of jobs in the last stage to fit more jobs to the blocks. • Each job uses different rate of tool life per unit time. The jobs with a high depth of cut values will have high usage rates per unit time. Usage rate per unit time is calculated as
The unit usage rate of the job decreases when sliding down from the first setting to the lower settings. The reason is that the usage rate is lower and machining time is higher in lower settings. First, the jobs are sorted in ascending order of their unit usage rate and they are partitioned into four equal groups. The jobs in the first group are assigned to their first settings. The ones in the second group to their second settings, and so on. Consequently, we reduce the number of alternative settings, which in turn will decrease the computational requirements and guide the search process in stage 3 in areas most likely to contain good solutions. Of course, these settings can be changed in the later stages to improve the objective function.
Stage 2: Dispatching rule
In this stage, an initial schedule of the jobs with their usage rate and machining time attributes passed from the first stage is found by using some dispatching rules. The settings of the jobs will remain the same, only the distribution of jobs among the blocks will be dealt with.
• SPT: This rule orders the jobs in increasing order of their processing times. Whenever a machine is freed, the job with the lowest processing time is scheduled next. It gives an optimal sequence for the total completion time problem, 1// C j . However, when tool change times are taken into account, it may not perform as well since it minimizes the first part of the objective function only.
• FFD: When tool change times become more significant according to the machining times, the second part of the objective function dominates and the tool change problem gets closer to the bin packing problem. The first fit decreasing (FFD) rule first orders the jobs in decreasing order of their machining times (in longest processing time order). Then the jobs are assigned to tools in the order of first fit decreasing.
• FFD2: In this rule, we sort the jobs according to their usage rates initially. By this way, the jobs with higher usage rates are placed first. This algorithm tries to use the minimum number of tools, maintaining a balance in the tool usages. When T c value is very high and thus the second part of the objective is more dominant, it is expected that FFD2 would result in good solutions since the second part represents the bin-packing aspect of the problem.
• MFFD: SPT gives better results when the first part of the objective is dominant and the problem resembles to a classical scheduling problem. FFD2 (with usage rates) gives better results when the second part is dominant and the problem is similar to bin-packing problem. However our problem is neither a simple scheduling problem nor a bin-packing one. Therefore using a hybrid approach of these rules should be worthwhile. The first few jobs are placed on tools via SPT and the remaining ones are placed via FFD2. SPT maximizes the number of jobs using the first few tools. It can be beneficial to fill in these tools with the shortest jobs, so that the number of jobs being affected by the tool changes will be minimum. In this algorithm, we first order the jobs in SPT order until 30% of the jobs are placed. Then, the remaining jobs are placed via FFD2.
• SUU: Unit usage of a job is defined in the first stage. Placing the jobs having less usage rates per unit time to earlier tools will slow the wearing process of the tool. Therefore, the jobs are sorted in SUU order first and placed to tools following this order.
• U ×P : The jobs with low usage rates and low machining times are preferred to be processed at the beginning. This will cause using less number of tools for more jobs at the beginning of the schedule which will decrease the total completion time. Therefore, minimum U ×P is used as a dispatching rule to sort the jobs and the jobs are placed on tools in this sequence.
In this stage, six different alternatives are presented in order to create an initial schedule. The settings of the jobs assigned in stage 1 remain fixed, only the sequence of the jobs is determined. After placing all the jobs to the tools, the tool blocks and the jobs in these blocks are rearranged according to the two structural properties of optimality mentioned before. In the next stage, we seek to improve this initial schedule by changing both the sequence and the settings of the jobs.
Stage 3: Improvements
The rules stated above are static; the order of the jobs are determined once at the beginning via a dispatching rule. However, we can improve the objective function by changing the machining conditions of each job as stated earlier.
In this stage we propose two alternatives to be applied on the initial sequence found by stage 2. In both of them, the number of the tools to be used is tried to be reduced. Both algorithms stop when no improvements are observed any further.
• KNAP: In this algorithm, the tool blocks are tried to be eliminated from the initial schedule one by one in order to get a better solution. First, we select the tool that will be eliminated then the jobs on this tool are distributed to other tools. Clearly, these tools have no space, i.e. remaining tool life, for these new coming jobs. So, we have to change the settings of the jobs to lower values in order to fit them. Hence, we should find both the jobs whose settings will be changed and their new settings. In order to solve these problems, a mathematical formulation, which is similar to a knapsack formulation, is proposed to minimize the total completion time for each tool separately. For each tool k, change the settings of its jobs solving the knapsack formulation below in order to fit the distributed jobs to the tool.
. . , S,
where N k = Number of jobs in tool k including the inserted jobs, Z ij = 1 if the original setting assigned to job i is changed to the j th setting, and 0 otherwise. The objective is to minimize the total completion time within the tool. The first constraint set guarantees that for each job, only one setting is selected among S alternatives. The second constraint set prevents the total usage of tool k exceeding 1.
• 1by1: In this alternative, like in the first one, a tool is selected to be eliminated. But, instead of assigning all of the jobs to the other tool blocks at the same time, we distribute the jobs one at a time. Each time a job is selected from the tool to be eliminated, and assigned to another tool block by changing the setting of only one job (including the newly inserted job) on this tool. The computation time spent for this alternative is relatively small when compared to the first alternative, since we are not solving any linear programming formulations. The sensitivity of machining time of the job to the changes in usage rate gives the response of that job. First, we can define P in terms of U as follows:
This also gives the increase in machining time due to a unit decrease in usage rate. Since some of the coefficients are constant for every job, these can be eliminated and the response of job i is calculated as follows:
We select the job that has the minimum response value. The tool usage rate of the selected job is decreased (or equivalently its processing time is increased) as much as necessary to accommodate the newly inserted job. This algorithm focuses on distributing the jobs of the selected tool one by one and evaluating whether a better solution can be found in the intermediate steps. This seems reasonable although it may be thought that we cannot save from the tool change unless we remove all the jobs of the tool block. However, moving the job earlier in the sequence to another tool can decrease the completion time of the job. At a point before distributing all the jobs of the currently selected tool, the tools may get full and changing the setting of the jobs and inserting one more job will not improve the solution any more. In this case the algorithm has the flexibility to stop. We cannot find such solutions in the first alternative.
We explained the three stages of the single-pass heuristics. The representation of a heuristic procedure composed of these stages is done with a descriptor as stage 2 (stage 1, stage 3). For instance SUU(min,knap) means, assign the settings giving the minimum machining times to each job, use the "shortest unit usage" heuristic to find an initial schedule, and improve this schedule by eliminating tools one by one using a knapsack formulation. In order to comprehend the suggested three-stage algorithms, the whole steps of MFFD(dif,1by1) algorithm is presented below as an example.
Step 1: Determine alternative machining conditions settings for each job.
Step 1.1: Generate S alternative settings for each job. The default setting is the one giving the minimum machining time, which is proved to be at the intersection point in Fig. 1 .
Step 1.2: Calculate U/P ratio of each job at their default setting and sort the jobs in descending order of their unit usage rates.
Step 1.3: Partition the jobs in four equal groups and assign settings starting from the default one. If min option had been selected, then all jobs would have been assigned to their default settings.
Step 2: Find an initial schedule, i.e. assign jobs to tool blocks.
Step 2.1: Sort the jobs in the SPT order, and assign 30% of the jobs to the tools in this order.
Step 2.2: Resort the remaining jobs in the longest usage rate order, and assign to the tools according to the FFD rule.
Step 2.3: Arrange all tools and jobs on the tools according to the structural properties stated before and calculate the total completion time of the initial schedule.
Step 3: Improve the initial schedule by eliminating tool blocks.
Step 3.1: Select the tool having the minimum total usage of the initial schedule.
Step 3.2: Starting from the first job and following the sequence within the tool, select the job to be moved from this tool. Select the tool having the minimum total usage among the tools other than the pre-selected. On this tool, find the job that has the minimum Response i value, and decrease its tool usage rate as much as necessary to accommodate the newly inserted job. If there are no more jobs to be moved from the tool, eliminate this tool block and go to step 3.1 to select another tool. If knap alternative had been selected, we would assign the first job to the tool having the minimum total usage among the tools other than the pre-selected, and continue distributing the jobs to the tools in this fashion until all the jobs on the tool are assigned to other tools. For each tool k, we calculate the new settings of its jobs solving the knapsack formulation described above to fit the distributed jobs to each tool block, and go to step 3.1.
Step 3.3: Arrange this new sequence with respect to the structural properties and calculate the new total completion time objective. The same arrangement is also done in the knap case.
Step 3.4: If the new objective is better than the previous one, go to step 3.2 and select another job to be moved. If it is worse, there is still a likelihood of improvement by moving all remaining jobs and eliminating the tool. To test this possibility, go to the next step. If knap alternative had been selected, the stopping criterion would have been a worse solution. This means that eliminating one more tool will not improve the current solution.
Step 3.5: Distribute all of the remaining jobs on the tool as a last chance. If we cannot improve the objective function value, then report the best solution found so far. If not, go to step 3.1 to select the next tool to be eliminated. This step can be considered a look-ahead step since distributing the remaining jobs at once and eliminating the tool may decrease the objective function drastically by eliminating one instance of tool change. We cannot foresee such possibilities with incremental improvements.
The problem space genetic algorithm
To develop a PSGA for a problem, it is necessary to define a base heuristic and a neighborhood structure. At each iteration of the search, it is important to use a relatively fast base heuristic which provides a means to incorporate problem-specific knowledge into the search. The computational effort required at each iteration and the overall quality of the base heuristic influence the general effectiveness of the problem space approach. By perturbing the problem data, the neighborhood is constructed in the problem space and in the space of these perturbations, the search is done. To search the neighborhood for improvement, the genetic algorithm (GA) is used as a search algorithm. In problem space search, the chromosomes represent the perturbation vectors and genes represent the perturbation amount for a single job. The original problem data are perturbed and the problem with perturbed data is solved by using the base heuristic to obtain a solution. Although the heuristic is applied on the perturbed values, the objective is calculated with the original data values as expected. The new perturbation values are generated from the previous population by using the GA instead of a random generation. Asexual and sexual reproduction and mutation operators can be used in generations. For a more detailed discussion on PSGA, refer to Storer et al. [17] .
In this study, cutting speed is taken as the problem data to be perturbed. Since feed rate, machining time and usage rate values depend on the cutting speed, we can calculate the perturbed values of these attributes by using perturbed cutting speed data. A definition of PSGA parameters is given in Table 4 . We present below a single-start PSGA which proceeds until the number of generations reaches MAXGEN. However, in the multi-start PSGA, the algorithm restarts itself from the first step for NUMSTART times.
Step 1: Initially generate POPSIZE individuals. For each perturbation vector i (or chromosome) of the population, the number of genes is equal to the number of jobs. Each gene k corresponds to a perturbation amount for each job k that is selected randomly from a range of UN(− , ).
Step 2: For each member (chromosome) of the population, perturb the cutting speed of the jobs with this member and calculate the corresponding perturbed feed rate, machining time and usage rate values of the jobs. We also apply mutation to each chromosome. MUTPROB is the probability of mutation, and each gene has this probability to be mutated. If the gene is selected, then it is replaced by a newly generated random value taken in UN(− , ). Let v k be the cutting speed passed from stage 1, then the perturbed cutting speed will be v k + k . For each generation, insert these perturbed data as an input to the base heuristic and calculate the objective value of the solution using the original cutting speeds, v k . After finishing all members in the population, save the best and worst solutions. If the number of generations reaches the MAXGEN then stop and report the best solution, else go to step 3 to generate a new population.
Step 3: All of the dispatching rules discussed in stage 2 are a function of v k such that each perturbation vector could lead to a different sequence even for the same dispatching rule. Compute the fitness values of each member i. The fitness value shows the probability that the population member will be selected for breeding. Let C max be the maximum objective value in the population, and C i be the objective value of the ith member. Then, fitness of this member, f i , is calculated as
The parameter determines the selectivity of the algorithm. The selection probability of better solutions increase as increases. We use these fitness values in selections of asexual and sexual reproduction. %SEXUAL · POPSIZE number of members are generated by sexual reproduction while the remaining are of asexual.
Computational results
The single-pass algorithms and PSGA are coded in C language and compiled with Gnu C compiler. The MIP formulations for the original problem and the knapsack formulation used in the third stage of the single-pass heuristics are solved using the callable library routines of CPLEX MIP solver. There are four experimental factors that can affect the efficiency of the algorithms, which can be seen in Table 1 . The experimental design is a 2 4 full factorial design. In addition, we consider two different problem sizes, N being equal to 100 and 200 jobs. Moreover, we take five replications for each factor combination resulting in 160 different randomly generated runs.
H is the maximum available machine horse power. The increase in the value of H increases the feasible speed and feed rate values, and this increases usage rate more than decreasing the machining time. The number of tool changes increases due to an increase in usage rates. L i is the length of the generated surface for job i. High L means long jobs that have high usage rates and machining times. Owing to these jobs, the tool is changed more frequently, which increases the contribution of tool change time in the objective function value. S i is the maximum allowable surface roughness for job i. If the allowable roughness increases, lower cutting speed and higher feed rates can be used and this decreases the usage and machining time values causing a decrease in the number of tool changes. T c is the tool change time. When it increases, the second part of the objective function gains more importance. In order to observe the effect of tool change time compared to machining times, we relate the levels of T c with L, since L is the most important determinant of the magnitude of the machining times. The fixed parameters are D i = UN [1, 4] , d i = UN[0.05, 0.30], C o = 0.5, C t = 0.5, and S = 10.
Experimental results of single-pass heuristics
With three stages of the single-pass heuristics, there are 24 combinations. We took 12 of these combinations, each with 160 runs and a total of 1920 runs. All are solved on a Sparc station 10 under SunOS 5.4. In the initial trial runs, the ones using FFD and MFFD in stage 2 seemed to be more promising, and hence all combinations using FFD and MFFD are taken. The other dispatching rules, FFD2, SPT, SUU and U ×P are combined with "min" and "knap" alternatives of stage 1 and 3. The average of these runs is listed in Tables 2 and 3 showing the minimum, maximum and average results for 100 and 200 jobs, respectively.
In the "knap" alternative in stage 3, a knapsack formulation is solved many times using CPLEX, which increases the computation times. We plot these values for 100-jobs case as an example in Fig. 3 . As can be seen from this figure, SUU(min, knap) and SPT(min, knap) have worse objective function values and long CPU times. FFD2(min, knap) is relatively better but still require long runtimes. Selection of "1by1" decreases the computation time drastically. Moreover, the "dif" alternative is always better than "min" in terms of objective function values and CPU times. For both cases, MFFD(dif, knap) and MFFD(dif, 1by1) dominate all other alternatives. One is better in terms of solution quality and the other is better in terms of CPU time. In PSGA, the base heuristic is called many times; therefore, the one with low computation time is more likely to be selected. Also, the solution quality of base heuristic is effective in the performance of PSGA. As a result, the algorithms MFFD(dif, knap) and MFFD(dif, 1by1), which dominate others in terms of time and solution quality, are chosen as base heuristic alternatives in local search.
Local search parameters and results
To test the efficiency of the proposed PSGA, the required algorithm is coded in C language and runs are taken on a 400 Mhz UltraSPARC station. It was tested on a series of parameter settings to find the appropriate level for each parameter. These parameters and their tested values are given in Table 4 . Trial runs are taken for many parameter combinations. We decided on the levels of the parameters by comparing the objective function values and computation times via paired samples t-test statistics using SPSS 10. Since perturbation magnitude shows the deviation from the original data and original sequence, it is important to decide on this parameter. We took three different levels. = 40 gave good results but high CPU times when = 2, and = 80 gave both good results and low CPU times when = 4. When = 80, = 4 pair is compared with = 40, = 2 pair, the former was better in terms of both solution quality and CPU time. For two base heuristic selections, the fixed parameter values are given in Table 5 . Before comparing two base heuristics used in PSGA, their relative performance with respect to the optimal solution have to be examined. However, the MIP formulation using CPLEX can solve up to 30 jobs. In fact heuristics, especially local search heuristics, usually perform better for large problem sizes. Therefore, comparing for 30-job size may not be enough for our algorithm to prove itself. You can see this fact from Tables 6 and 7 . PSGA [1] and PSGA[K] stand for problem space genetic algorithms which use MFFD(dif, 1by1) and MFFD(dif, knap) as base heuristics, respectively. In Table 6 , each row is the average of five runs. In some combinations, results of local search are very close to optimal while in others it may deviate significantly. Although POPSIZE and MAXGEN values for the PSGA[K] are lower, i.e. less number of solution alternatives are searched, it gives better results in terms of solution quality. As we mentioned before, the base heuristic solution quality is effective in the performance of local search. The base heuristic used in this algorithm was the best one in terms of solution quality among the single-pass algorithms. The PSGA [1] 's computation times are significantly lower than both the optimal procedure and the PSGA[K] due to the fast base heuristic. As seen from these tables, CPU times of the optimal procedure are significantly higher than the PSGA [K] in which a knapsack formulation is solved many times.
The average results of the PSGA for both base heuristic alternatives are given in Table 8 . These results are also compared using paired samples t-test statistics (see Tables 9 and 10 ). For example, pairs 5 and 6 indicate the difference of two alternatives in terms of solution quality and computation times, respectively. In pairs 1 and 2, the evolution of the PSGA with MFFD(dif, 1by1) is observed. MFFD(dif) assigns settings to every job via "dif" and provides an initial schedule at the end of stage 2. MFFD(dif, 1by1) is the single-pass heuristic composed of all three stages. All steps of this evolution gives significant improvements as seen from these tables. In pairs 3 and 4, we report the evolution of the knap alternative, and again significant improvements are recorded. Pair 7 is the difference of two base heuristics and MFFD(dif, knap) gives better results as expected. This also proves the fact that base heuristic with high solution quality affects the performance of the local search. In the last pair, PSGA [1] is compared with a single-pass algorithm, MFFD(dif, knap). The reason is the computation times. PSGA [K] gives good results but in high computation times. It may be asked that, instead of using local search with a poor (in terms of solution quality) heuristic, using a strong result that has helped us identify the feasible settings for a job in terms of the cutting speed alone. Given the feasible settings for each job, we have proposed a MIP formulation for finding the optimal setting for each job and the optimal job schedule. As a practical solution strategy, we have then offered a number of single-pass heuristic algorithms that execute in three stages. Finally, we have given a PSGA, which uses one of the single-pass algorithms as its base heuristic, to improve upon the solution quality. Based on an extensive computational study, we have found that MFFD(dif,1by1) and MFFD(dif,knap) have had the best performance in terms of computation time and solution quality, respectively. We have, therefore, implemented them as the base heuristics in PSGA. The results have been encouraging.
