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The steady-state electronic transport across periodically driven systems can be efficiently ad-
dressed using Landauer-Bu¨ttiker formalism. The time-dependent nonequilibrium Green’s function
theory then may be adapted for developing direct and universal calculation schemes. Here we pro-
pose an alternative scheme to carry out the calculations. The idea is based on treating the transport
problem in frequency domain and designing Green’s functions for the corresponding Hamiltonians
rewritten in Floquet-Sambe formalism. We show that within our approach the expressions for time-
periodic currents and densities essentially replicate the well known formulas from time-independent
theory. The results are then simplified for easier implementation in numeric computations.
PACS numbers: 72.10.-d, 73.23.-b, 73.63.-b, 71.15.Mb
I. INTRODUCTION
Over the decades there has been considerable progress
in developing efficient methods for addressing steady-
state stationary transport in mesoscopic and molecular
devices. Numeric computations exploiting transport the-
ories embedded within a nonequilibrium Green’s function
formalism are by now routine in many areas of quantum
physics and chemistry. At present there exist several soft-
ware packages1–4 offering environments for implementing
calculations, with an enormous number of works having
been conducted in this field.
In contrast, numerical approaches for describing trans-
port under time-dependent drives are far less devel-
oped, even though the basic foundation towards effi-
cient algorithms for this task has already been laid5–8.
While transient and steady-state time-dependent trans-
port across various systems have been successfully stud-
ied directly from first principles9–12 or using tight-binding
theory13–15, the problem is in general very hard to handle
and typically requires massive computational power.
In this article we address long-time dynamics in period-
ically driven systems and propose a transparent method
for describing time-periodic steady-state transport, with
interactions treated self-consistently at a mean-field level.
The idea is to formulate the problem within frequency do-
main, also called Floquet-Sambe space, and combine it
with nonequilibrium Green’s function formalism. Similar
approaches have been taken in Refs. [16, 17], however,
here we pattern the calculations on time-independent
theory instead of exploiting time-dependent (Keldysh)
formalism and by this facilitate a very easy passage to
periodically driven transport. In fact, it is shown that
the expressions for multiterminal current and charge den-
sity essentially replicate well known time-independent
formulas. Importantly, we also focus on the computa-
tional aspects of the obtained expressions and exploit
periodicity of the Floquet-Sambe space to bring them
into numerically efficient form. It follows that by using
our construction existing numerical self-consistent algo-
rithms built for describing time-independent steady-state
Device region
Leads
FIG. 1: A schematic illustration of the setup: semi-infinite
leads (white) connected to a device region (blue). The arrows
represent couplings between the regions.
transport are directly adaptable for handling also peri-
odically driven systems. We provide a brief comparison
between these algorithms and also discuss the feasibil-
ity of extending our computational scheme to go beyond
the mean-field description by means of adapting concepts
from time-dependent Density Functional Theory.
The transport setup considered in this work consists of
a finite scattering region (also called device, transport or
central region) attached to an arbitrary number of semi-
infinite leads, Fig. 1. We do not impose any restrictions
on the form of the driving except that it is periodic in
time. The driving may be implemented as, for example, a
periodically varying external capacitive gate bias of the
transport region, a dipole-field interaction with a laser
field, ac applied voltages, or any combination between
them with the only requirement that their frequencies
are commensurable, i.e. all the drivings are periodic in
time with some fundamental frequency Ω.
The article is planned as follows. After a short in-
troduction to the Floquet-Sambe formalism, we intro-
duce the concept of a Green’s function defined within
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2frequency domain and describe its basic properties.
In Sec. III we turn to transport theory formulated within
this formalism and describe transport across the setup
composed of a device region connected to leads. In the
same section we discuss how one may incorporate interac-
tions into the theory by solving the time-dependent Pois-
son equation, with possible extension to time-dependent
Density Functional Theory. We compare the results
with analogous ones from time-independent formalism
in Sec. IV. We conclude our findings in the summary
section. The detailed derivations of all expressions for
currents and densities can be found in the Appendices.
II. GREEN’S FUNCTIONS WITHIN
FLOQUET-SAMBE FORMALISM
A. Floquet-Sambe Construction
The periodically driven Schro¨dinger equation can be
formally addressed using the Floquet theorem. It implies
the existence of a complete set of solutions of the form∣ψ(t)⟩ = e−iEt/h̵∣u(t)⟩ where E is a quasienergy defined
modulo h̵Ω = 2pih̵/T (T is the driving period) and ∣u(t)⟩ =∣u(t+T )⟩ are time-periodic modes. By plugging in these
modes to the Schro¨dinger equation one arrives at the
(H(t) − ih̵∂t) ∣u(t)⟩ = E∣u(t)⟩, (1)
where both H(t) and ∣u(t)⟩ are time-periodic with the
same period T . One can reformulate Eq. (1) in the ex-
tended Hilbert space H ⊗T (sometimes called Floquet-
Sambe space or frequency domain) consisting of all time-
periodic states18, typically denoted with ∣ ...⟫. The equa-
tion one then gets is an eigenvalue problem within the
extended Hilbert space, given by
H∣u⟫ = E∣u⟫, (2)
where the infinite-dimensional matrix H represents the
time-periodic Hamiltonian H(t) within this formalism.
Decomposed in a Fourier basis of all time-periodic states,
i.e a basis of the form ∣i,m⟫ = eimΩt∣i⟩ where the orthog-
onal set ∣i⟩ spans the conventional Hilbert space H , it
reads19
H =
⎛⎜⎜⎜⎜⎜⎝
⋱ ⋮ ⋮ ⋮ ⋰
... H(0) − h̵ΩI H(1) H(2) ...
... H(−1) H(0) H(1) ...
... H(−2) H(−1) H(0) + h̵ΩI ...⋰ ⋮ ⋮ ⋮ ⋱
⎞⎟⎟⎟⎟⎟⎠
, (3)
with entries ⟪i,m∣H∣j,m′⟫ = ⟨i∣H(m′−m) +mh̵ΩIδm,m′ ∣j⟩
where ⟨i∣H(n)∣j⟩ = 1/T ∫ T0 dt einΩt⟨i∣H(t)∣j⟩ and I is
identity operator. Here we will refer to the indices m
and m′ of any Floquet-Sambe matrix as Floquet-Sambe
row and column indices respectively. Note that (m, m′)
divide the Floquet-Sambe matrix into an infinite number
of Floquet-Sambe blocks, each of which acts on a vector
space of the same dimension as the conventional Hilbert
space H , see Eq. (3). The Floquet-Sambe blocks are
not independent: For any integer n the block (m, m′) is
equal to the block (m+n, m′+n) minus the diagonal ma-
trix nh̵ΩI in case m = m′, where I denotes the identity
matrix.
For not too strong drivings the Floquet-Sambe eigen-
states typically vanish rapidly with the Floquet-Sambe
index20 and this allows for very efficient numerical cal-
culations by simply truncating the infinite-dimensional
matrix H at some sufficiently large m and m′. For in-
stance, in a previous work21 it was enough to consider
just six values (m, m′ = −2, ...,3) to reach very good con-
vergence of the result, however, in practice even smaller
numbers may work and one should always optimize this
parameter.
B. Floquet-Sambe Green’s Function:
Definition and Basic Properties
The Floquet-Sambe equation (2), with H defined
in (3), has the same structure as the time-independent
Schro¨dinger equation but for a newly defined system. In
fact, it is equivalent to the time-independent Schro¨dinger
equation for an extended system consisting of particles
interacting with a quantized external field19. This simi-
larity with time-independent formalism suggests that by
using the Floquet-Sambe formalism one should be able to
straightforwardly generalize all the concepts of station-
ary transport theory to periodically driven systems. This
is the main message of the present work.
In analogy to time-independent Green’s function for-
malism, the retarded Green’s function G(ω) defined for
a time-dependent Hamiltonian in H ⊗ T satisfies the
equation
(ω+I −H)G(ω) = I, (4)
where I is an identity operator and H represents H(t)
rewritten within H ⊗ T , cf. Eq. (3). Here ω+ = ω + iη
with infinitesimal η > 0. It follows that the Floquet-
Sambe blocks of the Green’s function G(ω) satisfy the
relation: G(m+n,m′+n)(ω + nh̵Ω) = G(m,m′)(ω) with the
upper indices denoting the Floquet Sambe row and col-
umn indices. This can be easily retrieved from the peri-
odicity of the Floquet-Sambe Hamiltonian H, Eq. (3).
By design G(ω) contains all information on the peri-
odic drive and in this form the time-dependence is very
easy to handle. In the same way as the Floquet-Sambe
Hamiltonian H represents the time-periodic Hamilto-
nian H(t), the Floquet-Sambe Green’s function G(ω)
is simply a representation of the time-periodic retarded
Green’s function G(t, t′) within the extended Hilbert
space H ⊗T . The two Green’s functions are connected
3via the relation22,23
G(ω) =
⎛⎜⎜⎜⎜⎜⎝
⋱ ⋮ ⋮ ⋮ ⋰
... G(0, ω + h̵Ω) G(1, ω) G(2, ω − h̵Ω) ...
... G(−1, ω + h̵Ω) G(0, ω) G(1, ω − h̵Ω) ...
... G(−2, ω + h̵Ω) G(−1, ω) G(0, ω − h̵Ω) ...⋰ ⋮ ⋮ ⋮ ⋱
⎞⎟⎟⎟⎟⎟⎠
,
(5)
where G(n,ω) is the Fourier-transformed retarded
Green’s function G(t, t′) of time-dependent nonequilib-
rium formalism. For a quick consistency check we note
that Eq. (5) correctly reproduces the time-independent
limit when we set the driving to zero; the off-diagonal
terms just vanish in this case. In principle, any time-
periodic operator can be recast in Floquet-Sambe form,
one just has to Fourier transform the operator and com-
bine the obtained components into a matrix of the same
structure as in Eq. (5). This for example may be done
for lesser, G<(t, t′), and greater, G>(t, t′), Green’s func-
tions16,23, however, in this case the construction is in-
troduced in a rather artificial way and looses its intu-
itive meaning. Here we choose to focus on the retarded
Green’s function G(ω) only, defined in Eq. (4), and derive
all the quantities in terms of it. We show that the pro-
cedure essentially resembles familiar time-independent
derivations and is easily adaptable to well-established ap-
proaches developed for describing transport in stationary
systems.
A key element of any Green’s function formalism is the
Dyson equation allowing for effective handling of system
partitioning. Directly from the definition, the Green’s
function G(ω) satisfies the Floquet-Dyson equationG(ω) = G0(ω) + G0(ω)V G(ω), (6)
with arbitrary partitioning of the time-periodic Hamil-
tonian H = H0 + V and G0(ω) = [ω+I − H0]−1. The
Floquet-Dyson equation can also be derived using time-
dependent Green’s functionsG(t, t′)24–26, however, in the
form of Eq. (6), it reflects well the similarity between
time-independent and periodically driven theories, to be
highlighted here.
A formal solution to Eq. (4) can be expressed in terms
of a full set of eigenstates ∣k⟫ with eigenvalues Ek, i.e. a
set of states satisfying H∣k⟫ = Ek ∣k⟫. One finds
G(ω) =∑
k
∣k⟫⟪k∣
ω −Ek + iη . (7)
The eigenstates ∣k⟫ exhibit a high degree of redun-
dancy: the states ∣k⟫ and ∣k′⟫ with Ek−Ek′ = nh̵Ω (n ∈ Z)
represent the same physical state and can be expressed
in terms of each other. This affects the Green’s func-
tion G(ω) that contains lots of repetitive information, cf.
Eq. (5). The same argument also applies to the Floquet-
Sambe spectral function A(ω), defined as
A(ω) = i[G(ω) − G†(ω)] = 2pi∑
k
δ(ω −Ek)∣k⟫⟪k∣. (8)
As discussed later in this work, a careful treatment of
such redundancy is critical for avoiding overcounting in
calculations of various quantities, most notably currents
and densities.
III. TRANSPORT ACROSS PERIODICALLY
DRIVEN SYSTEM
A. Time-independent Transport: Review
To provide a background, we first discuss results from
time-independent transport theory. Although the the-
ory is well known, we here go into some detail so as to
facilitate the passage to Floquet-Sambe time-dependent
transport. Consider a setup commonly assumed within
Landauer-Bu¨ttiker formalism: a finite device region con-
nected to a number of semi-infinite leads (labeled by an
index l) biased by applied voltages Vl, see Fig. 1. Usually,
several surface atomic layers of the physical leads at the
interface to the device are included in the device region
so that the leads are treated as if composed entirely of
unperturbed space-periodic bulk. The equilibrium and
biased leads are assumed to be described by Hamiltoni-
ans Heql and Hl = Heql + eVl respectively, the (extended)
device region by Hd, and the tunneling between leads
and device by Hl,d. It is also considered that there is
no direct coupling between the leads, and that the spin
degree of freedom is included in the Hamiltonian.
The retarded Green’s function G(ω) fulfills the relation
(ω+I −H)G(ω) = I, (9)
where H is the full Hamiltonian, H =Hl +Hd +Hl,d, I is
the identity, and ω+ = ω+ iη with infinitesimal positive η.
Using simple block by block matrix multiplications one
easily derives the following formula for the device region’s
Green’s function:
Gd(ω) = [ω+Id −Hd −∑
l
Σl]−1 , (10)
with self-energies Σl = Hd,lGlHl,d. Here Gl is the l-th
lead Green’s function, i.e. Gl(ω) = [ω+Il − Hl]−1 =
Geql (ω − eVl) where Geql (ω) is the surface Green’s func-
tion of the unbiased lead. The self-energies Σl can be
obtained from the surface Green’s function of the semi-
infinite leads, i.e. the part ofGl(ω) corresponding to sites
close to the surface. In practice, the surface Green’s func-
tion can be found iteratively or by exploiting eigenstate
decomposition. In its turn, the device region’s Green’s
function Gd(ω) can be computed by direct inversion of
Eq. (10), or, more efficiently, by using recursive Green’s
function techniques27–29.
The retarded Green’s function Gd(ω) may be used for
computing key observables including steady-state cur-
rents and electron densities. The dc current Idcl in lead l
can be calculated exploiting the Landauer-Bu¨ttiker for-
mula with lead to lead transmissions expressed within
4a nonequilibrium Green’s function formalism30. There
are two common approaches for deriving this relation.
One of them expresses the current in terms of lesser
Green’s function and then transforms the expression us-
ing the Langreth rules31. Alternatively, one employs
the Lippmann-Schwinger equation for explicit calculation
of the Landauer-Bu¨ttiker scattering states1,32,33. This
latter approach just requires knowledge of the retarded
Green’s function and, as we shall see in the next sub-
section, is easily generalizable to time-periodic systems
through the Floquet-Sambe approach.
The procedure is straightforward: We express scatter-
ing states in terms of Gd(ω) and then populate them
according to the Landauer-Bu¨ttiker formalism, i.e. the
scattering states are considered to be in equilibrium with
the corresponding lead. It is assumed that each lead is
kept at a chemical potential µl, temperature Tl, and ap-
plied dc voltage Vl. The technical details are collected
in Appendix A. The final result is the already mentioned
Landauer-Bu¨ttiker formula30
Idcl = eh ∑l′≠l∫ ∞−∞ dω Tl′,l(ω) (fl(ω − eVl) − fl′(ω − eVl′)),
(11)
with transmissions given by Tl,l′ = Tr [G†dΓl′GdΓl]. Here
fl(ω) is a Fermi-Dirac distribution function with chemi-
cal potential µl of the l-th lead and Γl = i(Σl − Σ†l ) is a
so-called broadening function30. This expression is com-
putationally efficient: The integral can be evaluated by
integrating over only a narrow energy window where the
difference between the Fermi functions is not negligible.
A similar path can be followed for calculating the elec-
tron density ρ(x), important for including interactions
self-consistently. The density matrix of the device region
is expressed as follows1,2,33 (see Appendix A):
Dd = 1
2pi
∑
l
∫ ∞−∞ dωfl(ω − eVl)[GdΓlG†d](ω). (12)
The device region’s density ρd(x) is then obtained by
evaluating the density matrix at equal positions, ρd(x) =
Dd(x,x). Without loss of generality, here we switched
to the position basis ∣x⟩ instead of the general basis ∣i⟩
assumed previously.
The expressions for current and density matrix,
Eqs. (11) and (12), take into account only scattering
states, i.e. current carrying modes originating in one of
the leads, and completely ignore localized (bound) states.
These latter states do not directly contribute to the mea-
sured current, however, may affect it through interactions
and therefore have to be included into the formalism.
The occupation of bound states depends crucially on the
system’s dynamics before reaching the steady state. Gen-
erally speaking, this implies that the occupation function
of bound states has to be externally specified from the
experiment. However, these states are typically outside
of the narrow conduction window, Ebound < min(µl+eVl)
or Ebound > max(µl + eVl), and if we assume that the ap-
plied voltages were switched on slowly enough, then the
bound states are anticipated to be filled up according
to some equilibrium Fermi function feq(ω) with equilib-
rium chemical potential µeq. Bound states may then be
included into the formalism through realizing the proce-
dure outlined in Refs. [1, 2]. The idea here is to separate
the density matrix into two parts, equilibrium Deq and
nonequilibrium Dneq. The equilibrium part takes the fol-
lowing form:
Deqd = ∫ ∞−∞ dω feq(ω)∑k δ(ω −Ek)∣ud,Ek⟩⟨ud,Ek ∣= − i
2pi
∫ ∞−∞ dω feq(ω)[G†d(ω) −Gd(ω)].
(13)
This expression includes scattering as well as localized
states and populates them according to feq(ω). The
nonequilibrium part is calculated by simply subtracting
Eq. (13) from Eq. (12):
Dneqd = 12pi∑l ∫ ∞−∞ dω{fl(ω − eVl) − feq(ω)}[GdΓlG†d](ω).
(14)
In general, the integral in Eq. (12) is difficult to com-
pute numerically because it has to be evaluated on a very
fine grid (since the poles are very close to the real axis)
and, moreover, it is unbounded. On the other hand, the
computation of the contributions Deqd and D
neq
d is much
simpler: the equilibrium part can be calculated by a con-
tour integration and the nonequilibrium part is bounded
by two Fermi functions. A detailed discussion of these
computational approaches may be found in Refs. [1, 2].
Thus, even in the absence of bound states, the separation
of the total density matrix into equilibrium and nonequi-
librium components is vitally important. In the next sub-
section we will show - by using a Floquet-Sambe approach
- that a procedure similar to that for time-independent
transport, reviewed above, can be constructed for time-
periodic steady-state transport. This new approach has
the potential to significantly reduce the cost of numerical
computations.
B. Time-dependent Transport: Currents and
Densities
Following in the footsteps of the time-independent
Green’s function formalism, we will now develop anal-
ogous concepts and results within Floquet-Sambe space.
We take the same setup as in the previous section, see
Fig. 1, but now allow the terms to be generically periodic
in time: the leads are described by Hl(t), the (extended)
device region by Hd(t), and tunnelings by Hl,d(t). The
system is partitioned in such a way that there are no
direct coupling elements between the leads.
The time-dependence of the leads is assumed to come
only from time-periodic applied voltages Vl(t). The typ-
ical leads in experiments are good metals and Vl(t) may
5therefore be assumed to alter only the single-particle en-
ergies of incoming states and to have no effect on statis-
tics34,35. It follows that the time-dependent part V TDl (t)
of the applied voltage Vl(t) = V DCl + V TDl (t) can be
gauged out at the cost of introducing extra time-periodic
phases to the couplings Hl,d(t). The transformed cou-
plings are explicitly given by36,37
Hnewl,d (t) = exp [ ih̵ ∫ t0 dt′ eV TDl (t′)]Hl,d(t). (15)
Note that the phases remain periodic in time after the
transformation as long as the time-periodic V TDl (t) does
not include any dc voltage. By definition, any gauge
transformation does not affect any observables and there-
fore, without loss of generality, from now on we may as-
sume time-independent leads Hl(t) = Hl = Heql + eV DCl .
The full time-dependent Hamiltonian H(t) is then con-
verted to Floquet-Sambe form H, cf. Eq. (3).
By exploiting the ideas presented in Sec. II, we con-
struct the Green’s function G(ω) within Floquet-Sambe
space and then employ it for calculating steady-state
transport properties. Similarly to the time-independent
case, the Green’s function in the device region takes the
form
Gd = [ω+Id −Hd −∑
l
El]−1 , (16)
where, in obvious notation, self-energies are defined
through El =Hd,lGlHl,d. Here Gl(ω) = [ω+Il−Hl]−1 is the
l-th lead Green’s function given within Floquet-Sambe
formalism. Since all leads are assumed to be stationary,
recall that the time-dependent part of the applied volt-
ages has been gauged out using Eq. (15), the l-th lead
Green’s function Gl takes the form of a block-diagonal
matrix
Gl =
⎛⎜⎜⎜⎜⎜⎝
⋱ ⋮ ⋮ ⋮ ⋰
... Gl(ω + h̵Ω) 0 0 ...
... 0 Gl(ω) 0 ...
... 0 0 Gl(ω − h̵Ω) ...⋰ ⋮ ⋮ ⋮ ⋱
⎞⎟⎟⎟⎟⎟⎠
, (17)
with blocks G(m,m′)l (ω) = Gl(ω − mh̵Ω) δm,m′ where
Gl(ω) = [ω+I − Hl]−1 = Geql (ω − eV DCl ) is the conven-
tional Green’s function of time-independent lead l bi-
ased at V DCl . Thus, Gl(ω) can be straightforwardly con-
structed once Gl(ω) is known. Clearly, written in the
form of Eq. (16), the Green’s function Gd just replicates
the analogous equation for the time-independent Green’s
function Gd, implying that all methods developed for
computing it can also be applied here, including the
widely used recursive Green’s function techniques27–29.
The steady-state currents flowing across the system
can be addressed analogously to the stationary case:
We calculate the scattering states with the help of the
Lippmann-Schwinger equation and then populate them
accordingly. In general, the steady-state currents in pe-
riodically driven systems are also periodic in time and
therefore for complete analysis all Fourier components of
the time-periodic currents have to be calculated. In fact,
each of them can be expressed using the Floquet-Sambe
construction. Here, to make the results more transpar-
ent and easier to follow, we present only expressions for
the dc (rectified) current component and put the discus-
sion on other components in Appendix B. As shown in
the same appendix, the dc component I
(0)
l of the total
current passing through lead l can be expressed in the
following way:
I
(0)
l = eh ∑l′≠l∫ ∞−∞ dω (T (0)l,l′ (ω)fl(ω − eVl)
− T (0)l′,l (ω)fl′(ω − eVl′)), (18)
where T (0)l,l′ (ω) = Tr [G†dΓl′GdΓ (0)l ] and Γl′ =Hd,l′Al′Hl′,d,
with Al′ = i(Gl′ − G†l′) the Floquet-Sambe analogue of
the broadening function. Here we have also defined
a new operator Γ
(0)
l = Hd,l[K0Al]Hl,d with entries⟪j,m′∣K0∣i,m⟫ = δi,jδm,0 δm′,0. The newly introduced
operator K0 can be interpreted as follows: K0 is the
Floquet-Sambe zero matrix with its (m, m′) = (0,0)
block being replaced by the time-independent identity
matrix. This operator removes the state overcounting
present in the Floquet-Sambe spectral function Al, cf.
Sec. II. We note that our expression is in good agree-
ment with the one derived using a Floquet-Keldysh for-
malism36 but takes a more compact form and also gener-
alizes it to more general time-periodic transport systems.
The obtained result, Eq. (18), closely resembles the
analogous relation from the stationary case, cf. Eq. (11),
and highlights the similarity between time-independent
and Floquet-Sambe formalisms. There is one substantial
difference though: In Eq. (18) the Fermi functions are
not subtracted from each other and therefore in general
the integral has to be evaluated over an infinite (or very
large) ω-interval. In Appendix C we derive an alternative
but equivalent expression for the current I
(0)
l where this
problem is avoided:
I
(0)
l = eh∑l′ ∫ ∞−∞ dω (T (0)l,l′ (ω)fl(ω − eVl)−T (0)Fl,l′ (ω)),
(19)
with T (0)l,l′ = Tr [G†dΓl′GdΓ (0)l ] and T (0)Fl,l′ = [GdΓFl′ G†dΓ (0)l ].
The summation is over all leads l′ including l′ = l.
Here the operator ΓFl (ω) is an operator very similar
to the Floquet-Sambe broadening function Γl(ω) but
with one important difference: ΓFl (ω) = Hd,l[FlAl]Hl,d,
where ⟪i,m∣Fl(ω)∣j,m′⟫ = fl(ω − eVl −mh̵Ω)δi,jδm,m′ is
a representation of the Fermi-Dirac distribution function
fl(ω−eVl) within Floquet-Sambe space16,23. The matrixFl(ω) can be viewed as a block-diagonal matrix with each
Floquet-Sambe diagonal block (m, m) constructed by
multiplying the Fermi function fl(ω−eVl−mh̵Ω) with an
6identity matrix. The advantage of introducing ΓFl is that
the truncation of the Floquet-Sambe space comes with an
added bonus when performing the integration. While the
infinite-dimensional Fermi-Dirac matrix Fl(ω) is never
constant or vanishes with ω, once truncated it reduces
to identity (zero matrix) at sufficiently small (large) en-
ergies ω, i.e. at energies where fl(ω − eVl +mmaxh̵Ω) ≃ 1
or fl(ω − eVl −mmaxh̵Ω) ≃ 0 with the cutoff mmax. In
Appendix C we show that in these two cases
∑
l′ T (0)l,l′ fl(ω − eVl) ≃∑l′ T (0)Fl,l′ (20)
and therefore the integral in Eq. (19) has to be computed
just over the region where the truncated Fl(ω) differs
from zero or identity, i.e. evaluated over a finite interval
bounded by the applied voltages Vl and Floquet-Sambe
cutoff mmax. This significantly simplifies the computa-
tions.
In exact analogy to the time-independent case we may
also calculate the time-periodic density matrix D(t) us-
ing the Floquet-Sambe construction. The device region’s
density matrix rewritten within Floquet-Sambe space,
call it Dd, takes the form (see Appendix B)
Dd = 1
2pi
∑
l
∫ ∞−∞ dω[GdΓFl G†d](ω), (21)
where ΓFl (ω) = Hd,l[FlAl]Hl,d has been defined earlier.
It is here instructive to do a quick consistency check: In
the time-independent limit all matrices are diagonal in
the Floquet row and column indices and each Floquet
diagonal block correctly reduces to the time-independent
density matrix given in Eq. (12). The Floquet-Sambe
matrix elements of the Fourier transformed time-periodic
density ρd(x, t), call them %(m,m′)d (x), are then given by
%
(m,m′)
d (x) = ⟪x,m∣Dd∣x,m′⟫ where ∣x,m⟫ = eimΩt∣x⟩
represents the position basis within Floquet-Sambe
space.
We now outline a calculation scheme for the density
matrix Dd that is more computationally efficient than a
direct calculation through Eq. (21). In analogy to the
time-independent case, we aim to split the total density
matrix into two computationally easier parts. Within
Floquet-Sambe space the first part is defined as
DId = − i2pi ∫ ∞−∞ dω f0(ω)[G†d(ω) − Gd(ω)]= ∫ ∞−∞ dω f0(ω)∑k δ(ω −Ek)∣ud,Ek⟫⟪ud,Ek ∣,
(22)
with a Fermi function f0(ω) corresponding to some chem-
ical potential µ0. Even trough the matrix DId is defined
within Floquet-Sambe space, it does not represent a time-
periodic matrix in conventional Hilbert space since it
does not possess the structure of a Floquet-Sambe ma-
trix, see Sec. II. Nevertheless, it populates ∣ud,Ek⟫ ac-
cording to the Fermi function f0(ω), but now the steady
states with different quasienergies and corresponding to
the same physical state are populated differently. Note
that both scattering and bound steady states are present
in the summation of Eq. (22) and therefore included
in DId.
To obtain the second contribution to the total density
matrix, denote it by DIId , the scattering states are to be
subtracted from Eq. (21). It follows that
DIId = 12pi∑l ∫ ∞−∞ dω[Gd{ΓFl − f0Γl}G†d](ω). (23)
If there are no Floquet bound states present in the sys-
tem, the contributions DId and DIId together yield an ex-
act representation of the density matrix. Different from
Eq. (21), they are expected to be much easier to compute
numerically: The truncated DId can be computed by the
same contour integration as the equilibrium density Deqd
in the time-independent theory1,2. As a further advan-
tage, the integral representing DIId is bounded by two
Fermi functions, f0(ω) and the truncated Fl(ω). Thus,
such a decomposition is expected to be very useful for nu-
merical implementation. Note that the truncation spoils
the Floquet-Sambe periodicity of the density matrix Dd
in the Floquet index and therefore has to be restored by
hand after each iteration step.
Similar to the time-independent case, the expression
for density matrix, Eq. (21), does not take into account
Floquet bound states, i.e. localized time-periodic eigen-
modes of Floquet-Sambe Hamiltonian H. To the best of
our knowledge, there has so far been no systematic study
describing the effect of Floquet bound states on transient
or long-time transport across periodically driven systems.
We shall leave the details of this problem open, and here
only discuss it in very general terms. In general, to find
the steady-state occupations one has to solve a set of
rate equations describing energy exchange with a weakly
coupled thermal bath42,43. Within a time-independent
formalism the resulting state occupations are described
by a Boltzmann distribution independently of the form
of system-bath coupling44. This is not so for periodically
driven open systems. There is no generic steady-state
distribution describing a Floquet steady-state and it has
to be determined on a case-by-case basis. Nevertheless,
for weak driving the steady-state distribution is expected
to be close to the time-independent distribution45 where
all energies which appear in the Boltzmann weights are
replaced by corresponding quasienergies closest to the av-
erage energies. Thus, the bound states with average en-
ergy much below (above) the chemical potential can be
assumed to be occupied (empty) with a good accuracy
for not too strong driving fields.
Now recall that the bound states are accounted for
in DId and, in general, violate the quasienergy trans-
lational invariance there. However, the truncation of
the infinite-dimensional matrix Fl(ω) has an impor-
tant consequence: Well below the chemical potential,
in the region where f0(ω + mmaxh̵Ω) is approximately
unity (here mmax denotes a numerical cutoff), the steady
states ∣ud,Ek⟫ are all populated and therefore fulfill the
7quasienergy translational invariance. Thus, such modes
are properly accounted for. Clearly, average energies
of these modes also lie much below the chemical po-
tential. This implies that the bound states well below
(above) the chemical potential, i.e. in the region where
f0(ω+mmaxh̵Ω) is close to unity (f0(ω−mmaxh̵Ω) is van-
ishing), are populated (empty) and correctly reproduce
the limiting case discussed above. If the bound states are
populated in a different way or some of them have aver-
age energies close to the chemical potential a different
approach must be taken.
C. Time-dependent Transport: Self-consistent
treatment of Coulomb Interaction
The possibility to include Coulomb interaction is vi-
tal for any theory intended to capture time-periodic
transport properties. Periodically driven systems treated
within a non-interacting formalism violate two funda-
mental laws of electronic transport: conservation of cur-
rent and gauge invariance of the applied voltages38,39.
These issues are connected to the presence of displace-
ment currents arising across the system due to the time-
dependent nature of the drive. On the other hand, tak-
ing the electron-electron interaction into account within
a self-consistent theory resolves both problems38–41 and
here we discuss how one may design such a self-consistent
procedure by exploiting the Floquet-Sambe construction.
A minimal self-consistent treatment of electron-
electron interactions implies solving a time-dependent
Poisson equation and then modifying a single-particle
Schro¨dinger equation according to the obtained Coulomb
potential U(x, t). The time-dependent Poisson equation
reads as follows:∇ ⋅ ((x)∇U(x, t)) = −eρ(x, t), (24)
where (x) is in general a space-dependent dielectric con-
stant and eρ(x, t) is the electron charge density. The
boundary condition is taken such that U(x, t) equals the
applied voltage Vl(t) sufficiently deep in the l-th lead.
The Poisson equation can be Fourier transformed with
respect to time and rewritten in Floquet-Sambe space as∇ ⋅ ((x)∇U(x)) = −e%(x), (25)
with U(x) and %(x) taking the place of U(x, t) and ρ(x, t)
within Floquet-Sambe theory. Explicitly:
% =
⎛⎜⎜⎜⎜⎜⎝
⋱ ⋮ ⋮ ⋮ ⋰
... ρ(0) ρ(1) ρ(2) ...
... ρ(−1) ρ(0) ρ(1) ...
... ρ(−2) ρ(−1) ρ(0) ...⋰ ⋮ ⋮ ⋮ ⋱
⎞⎟⎟⎟⎟⎟⎠
,
U =
⎛⎜⎜⎜⎜⎜⎝
⋱ ⋮ ⋮ ⋮ ⋰
... U (0) U (1) U (2) ...
... U (−1) U (0) U (1) ...
... U (−2) U (−1) U (0) ...⋰ ⋮ ⋮ ⋮ ⋱
⎞⎟⎟⎟⎟⎟⎠
,
(26)
where ⟪x,m∣%∣x,m′⟫ = ρ(m′−m)(x) and ⟪x,m∣U ∣x,m′⟫ =
U (m′−m)(x) with ρ(n)(x) = 1/T ∫ T0 dt einΩtρ(x, t) and
U (n)(x) = 1/T ∫ T0 dt einΩtU(x, t) being Fourier compo-
nents of the time-periodic steady-state density and self-
consistent Coulomb potential respectively.
Equation (25) is a time-independent Poisson equation
but for matrix entries defined exploiting the Floquet-
Sambe matrix structure. Thus, as anticipated, all cal-
culations and algorithms developed for treating Coulomb
interactions in stationary systems can now be straightfor-
wardly adapted for handling time-periodic drives. Note
that in a practical calculation it is computationally more
efficient to solve the Poisson equation for separate Fourier
components of ρ(x, t) and then represent the result in
the form of U(x). This is because %(x) contains a lot
of repetitive information and it is necessary to stick to
the Floquet-Sambe form only when performing matrix
operations.
One always has to be aware that a complete electro-
dynamic theory has to include also a time-dependent
magnetic field in addition to the Coulomb poten-
tial. In principle, this can be done by solving the
time-periodic Schro¨dinger equation self-consistently with
Maxwell equations41, which, as a matter of fact, can be
represented in the Floquet-Sambe form in the same way
as the Poisson equation, Eq. (25). However, the result-
ing magnetic field is usually very small and has negligible
effect on the outcome. Thus we do not explicitly discuss
this issue here.
We finish this section with a brief discussion on the fea-
sibility to adapt the approach for going beyond the mean-
field treatment. As is well known, a Coulomb potential
by itself does not account for effects coming from ex-
change interaction or correlations. These effects are usu-
ally incorporated in a single-particle time-independent
picture by adapting concepts from density functional the-
ory (DFT)46,47. Conventional DFT states that exchange
and correlations can be included through an additional
potential in the Hamiltonian, the so-called exchange-
correlation (XC) functional HXC(x). This potential is
a unique functional of the electron density ρ(x) and can
therefore be handled self-consistently. The exact form of
this functional is unknown and it has to be guessed. Over
the years quite a few approximations of the XC func-
tional have been proposed and proved to be effective in
predicting transport properties of various mesoscopic de-
vices8,48, the simplest ones being the local density (LDA)
and generalized gradient (GGA) approximations.
Interactions within a time-dependent formalism can
be addressed with the help of time-dependent exten-
sion of the density functional theory (TDDFT) within
which the density and XC functional now acquire ex-
plicit time-dependence49. Even though Floquet variants
of DFT have been proven to be not correct in gen-
eral50–54, Floquet theory can still be useful for some
widely used approximations of the time-dependent XC
functional. Exploiting Floquet theory one can easily
handle, for instance, adiabatic approximations popu-
8lar within TDDFT, for example adiabatic local den-
sity (ALDA) and adiabatic generalized gradient (AGGA)
approximations. These approximations use functionals
from time-independent DFT and evaluate them at in-
stantaneous density49. This implies that for periodi-
cally driven systems such XC potentials can be brought
to Floquet-Sambe form by considering separate Fourier
components of the density. In this form time-dependent
XC potentials will simply reduce to time-independent
analogues but for objects within Floquet-Sambe space,
implying that existing algorithms from time-independent
DFT can be straightforwardly adapted.
IV. SELF-CONSISTENT PROCEDURE
In Fig. 2 we collect all the components discussed
so far and present a unified computational scheme de-
signed for describing transport in periodically driven
systems. For comparison, in the same figure we have
also included a well-known recipe for performing time-
independent transport calculations1,2. The similarity be-
tween two schemes, the one for time-independent prob-
lems, the other for time-periodic ones, should be appar-
ent. Nevertheless, there are a few modifications that one
has to carry out for “upgrading” time-independent cal-
culations to periodically driven ones. To a large extent,
the modifications lie in a redefinition of matrices within
frequency domain.
The computational scheme in Fig. 2 is divided into
three stages: Initialization (green), self-consistent pro-
cedure (blue), and calculation of transport properties
(yellow). In the first stage one constructs matrices de-
scribing the central region and the leads as well as the
auxiliary matrices used later in the procedure. When im-
plemented in a computer code, this part is run just once
and therefore it is expected to not require much compu-
tational time. The numerically most difficult part is the
self-consistent procedure. Nevertheless, once all objects
are constructed, the time-periodic and time-independent
algorithms become essentially the same and therefore can
be treated on the same footing. The matrices in the Flo-
quet case are, however, typically larger and with their
actual size depending on the cutoff used for truncating
Floquet-Sambe space. Luckily, it is usually sufficient to
use just a few Floquet blocks for reaching good accuracy
of the result with reasonable computational time. Lastly,
the calculation of time-periodic transmission and current
basically reduces to the well-known Landauer-Bu¨ttiker
expression within conventional time-independent Green’s
function formalism and by this it is relatively easy to im-
plement.
To conclude this section, let us emphasize a number of
aspects that are important to remember when executing
the procedure in Fig. 2. They can be roughly divided into
two categories: Conceptual and Computational. In the
Conceptual category we include theoretical limitations
of the method. Starting from the initialization stage we
Eqs. (12-14)
Eq. (10)
and
Eq. (11)
Eqs. (21-23)
Eq. (16)
and
Eqs. (18, 19)
Eq. (15)
Eqs. (3, 16-19, 26)
Eqs. (10, 11)
(I) Time-independent
(II) Periodically driven
FIG. 2: The recipes for calculating transport characteristics of
(I) time-independent and (II) periodically driven systems. In
different colors we mark distinct stages of the algorithm: Ini-
tialization (green), self-consistent procedure (blue), and cal-
culation of transport properties (yellow).
must remember that (i) the applied voltages are assumed
to affect only phases of the states and to have no effect
on their population. This is a widely used assumption
but is expected to be correct only if the leads are good
metals (which is often the case in experiments). (ii) The
driven frequency and magnitude considered in the trans-
port problem have to be comparable to the energy level
separations of the undriven uncoupled system. Other-
9wise, the calculation will reduce to two well known lim-
its, low and high frequency limits, and the introduced
approach will not be relevant as one would be able to
reduce the problem to the numerically much easier time-
independent scenario. Moreover, in the low-frequency
regime the Floquet-Sambe construction may be unprac-
tical because truncation of the space may require an un-
reachable number of Floquet blocks or not be valid at
all. The high-frequency limit may also be problematic
because in transport calculations we often consider just
part of the Hilbert space and high-frequency drives may
take the system outside of that subspace. For example,
in molecular electronics we often take into account just a
few out-most bands and neglect core electrons and highly
energetic levels. Lastly, (iii) the Floquet bound states
much below (above) the transport window are assumed
to be filled (empty). While such populations may not
always be formally correct for describing time-periodic
steady states, they are however expected to be reason-
ably accurate for not too strong drives. If the distribu-
tion is different, or there are bound states close to the
transport window, a different approach must be taken.
Now, we list some of the computational aspects of the
algorithm that are important to keep in mind for efficient
implementation. First of all, (i) in the initialization stage
one would need to calculate the Floquet-Sambe surface
Green’s functions of the leads Gl(ω) at complex-valued
points used for calculating the equilibrium part of the
density matrix DId, see Eq. (22). The complex contour C,
usually used for evaluating such integrals, can be found
for example in Refs. [1, 2]. This implies that according
to Eq. (17) one would actually need conventional surface
Green’s functions of the leads, Gl(ω), evaluated at points
ω ±mh̵Ω ∈ C with the integer m bounded by the trun-
cation limits of the Floquet-Sambe space. (ii) There is
a simple consistency check one may perform for verify-
ing the computation: By setting all time-periodic ampli-
tudes to zero, each Floquet-Sambe diagonal block (cor-
responding to some Floquet-Sambe indices m = m′) has
to exactly reproduce the time-independent result, and
by this all blocks must be equal. This has to be true
at every stage of the self-consistent procedure and there-
fore it is easily traceable. (iii) The truncation of the
Floquet-Sambe space spoils the periodicity of the den-
sity %d and it has to be always restored by hand after
each iteration step. It is also more efficient to solve the
Poisson equation for separate Fourier components of the
density rather than for the full matrix %d. (iv) The matri-
ces within Floquet-Sambe formalism are in general much
larger than in time-independent theory, even after trun-
cation, and it may be helpful to optimize the matrix op-
erations.
V. SUMMARY
In this article we have conducted a comprehen-
sive study on steady-state transport across periodically
driven systems, addressed within a Green’s function for-
malism combined with Floquet-Sambe theory. We have
shown that all expressions for currents and densities es-
sentially resemble the corresponding time-independent
analogues widely used in numeric codes and analytic
calculations. This important feature suggests that the
proposed approach should be very useful and allow for
direct transfer of computational algorithms and analyt-
ics developed for time-independent transport theory. In
short, one just needs to redefine the operators within the
Floquet-Sambe formalism, taking care of some straight-
forward complications coming from the periodic time-
dependence. We have also addressed the numerical as-
pects of the proposed computational scheme and sug-
gested simplified expressions for the currents and densi-
ties that are expected to be less costly to implement.
VI. ACKNOWLEDGEMENTS
We are grateful to Henrik Johannesson and Oleksii
Shevtsov for very useful and relevant discussions that
significantly improved the article. This work was sup-
ported by the Swedish Research Council through Grant
No. 621-2014-5972.
Appendix A: Time-independent currents and
density matrices
In this appendix we collect technical details on the
derivation of the expression for the dc current, Eq. (11),
and density matrix, Eq. (12). The basic idea is simple:
one first calculates scattering states and then uses them
for constructing the needed observables. Let us consider
a bare mode ∣l,Ek⟩ originating in lead l (eigenstate of Hl
with energy Ek and quantum numbers k) and express the
corresponding exact eigenmode of the full Hamiltonian∣uEk⟩ = ∣l,Ek⟩ + ∣δuEk⟩ using the Green’s function G(E),
defined in Eq. (9). By direct substitution into the
Schro¨dinger equation we find that in the device region the
mode is given by the relation ∣ud,Ek⟩ = Gd(Ek)Hd,l∣l,Ek⟩,
equivalent to the Lippmann-Schwinger equation. It fol-
lows that across lead l′ state ∣uEk⟩ carries dc current
ikl→l′ =i eh̵ [⟨ul′,Ek ∣Hl′,d∣ud,Ek⟩ − h.c.]= − e
h̵
⟨l,Ek ∣Hl,dG†dΓl′GdHd,l∣l,Ek⟩, (A1)
with Γl′ = i(Σl′ − Σ†l′), Σl′ = Hd,l′ Gl′ Hl′,d, and negative
electron charge e. The current is defined to be positive in
the direction pointing from lead l′ to the device region.
According to the Landauer-Bu¨ttiker formalism we as-
sume that the ∣uEk⟩ states are in equilibrium with a reser-
voir, implying the following expression for the current
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across l′ carried by modes originating in l:
Idcl→l′ = ∫ ∞−∞ dω fl(ω − eVl)∑k δ(ω −Ek)ikl→l′= − e
h
∫ ∞−∞ dω fl(ω − eVl)Tr [G†dΓl′GdΓl] (ω),
(A2)
where fl(ω − eVl) is a Fermi-Dirac distribution function
with chemical potential µl of reservoir l. To get rid of the
delta function we have used the definition of a spectral
function Al = i[Gl −G†l ] = 2pi∑k δ(ω −Ek)∣l,Ek⟩⟨l,Ek ∣.
By exploiting conservation of current and summing up
all current contributions one arrives at an expression for
the total dc current flowing at terminal l,
Idcl = eh ∑l′≠l∫ ∞−∞ dω (Tl,l′(ω) fl(ω − eVl)
− Tl′,l(ω)fl′(ω − eVl′)), (A3)
with Tl,l′ = Tr [G†dΓl′GdΓl]. This expression can be sim-
plified by noticing that ∑l′ Γl′ = i((G†d)−1 −G−1d + 2iηId)
with infinitesimal η > 0. It follows that ∑l′ Tl,l′ = ∑l′ Tl′,l
and therefore30
Idcl = eh ∑l′≠l∫ ∞−∞ dω Tl′,l(ω) (fl(ω − eVl) − fl′(ω − eVl′)).
(A4)
The density matrix in the device region, Dd, can be
found in a similar way,
Dd =∑
l
∫ ∞−∞ dω fl(ω − eVl)∑k δ(ω −Ek)∣ud,Ek⟩⟨ud,Ek ∣= 1
2pi
∑
l
∫ ∞−∞ dω fl(ω − eVl)[GdΓlG†d](ω).
(A5)
Appendix B: Time-periodic currents and density
matrices
Here we generalize the approach outlined in
Appendix A to periodically driven systems and de-
rive the corresponding expressions for currents and
density matrices within Floquet-Sambe theory. All
Fourier components of the time-periodic currents are
considered here, not just the dc (rectified) component
discussed in the main text.
Let us take a bare eigenstate ∣l,Ek⟫ of the time-
independent lead l (eigenstate of Hl with eigenvalue Ek
and set of quantum numbers k) and use it to find the de-
vice region’s part of the corresponding exact eigenmode∣ud,Ek⟫ = Gd(Ek)Hd,l∣l,Ek⟫. The steady-state current
flowing across periodically driven systems is in general
also time-periodic. Thus, the n-th Fourier component
of the current carried by ∣uEk⟫ to lead l′ through the
coupling Hl′,d(t) is given by
ik,nl→l′ = i eh̵ ∫ T0 dtT einΩt[⟨ul′,Ek(t)∣Hl′,d(t)∣ud,Ek(t)⟩ − h.c.]= i e
h̵
[⟪ul′,Ek ∣KnHl′,d∣ud,Ek⟫ − ⟪ud,Ek ∣Hd,l′Kn∣ul′,Ek⟫]= − i e
h̵
⟪l,Ek ∣Hl,dG†dHd,l′[KnGl′ − G†l′Kn]Hl′,dGdHd,l∣l,Ek⟫= − e
h̵
⟪l,Ek ∣Hl,dG†dΓl′(n)GdHd,l∣l,Ek⟫,
(B1)
where Γl′(n) = iHd,l′[KnGl′ − G†l′Kn]Hl′,d. Here we have
introduced a new operator Kn with matrix elements⟪i,m∣Kn∣j,m′⟫ = ∫ T0 dtT ⟨i∣ei(n+m′−m)Ωt∣j⟩ = δi,jδm−m′, n,
which defines the identity matrix within Floquet-Sambe
space shifted by n in the Floquet row index m. For n = 0
it is simply an identity matrix. As before the positive di-
rection of the current (ik,nl→l′ > 0) is defined to point from
lead l′ to the device region.
The leads are kept time-independent and therefore, ac-
cording to Landauer-Bu¨tiker formalism, the modes origi-
nating in them are in thermal equilibrium with the reser-
voirs (at chemical potentials µl). As a result, the n-th
Fourier component of the total current Il→l′(t) carried by
modes from lead l and passing across lead l′ to the device
region reads as
I
(n)
l→l′ = ∫ ∞−∞ dωfl(ω − eVl)∑k δ(ω −Ek)ik,nl→l′= − e
h
∫ ∞−∞ dωfl(ω − eVl)Tr [G†dΓl′(n)GdΓ (0)l ] (ω).
(B2)
Here Γ
(0)
l = Hd,l[K0Al]Hl,d where ⟪i,m∣K0∣j,m′⟫ =
δi,jδm,0δm′,0 and Al = i(Gl − G†l ) is the Floquet-Sambe
spectral function of the l-th lead, cf. Eq. (8). The delta
functions δm,0 and δm′,0 appear due to the state over-
counting in the definition of the Floquet-Sambe spectral
function Al: We have to sum over only distinct physi-
cal states, however, Al contains all eigenmodes including
redundant ones, cf. Sec. II.
The n-th Fourier component of the total current I
(n)
l
flowing across lead l is found by adding up all contribu-
tions. We need to be exceptionally careful here because
the time-periodic current is in general sensitive to the
position where it is calculated due to the displacement
currents in the system. Thus, the current I
(n)
l through
the link Hl,d(t) is given by
I
(n)
l =∑
l′≠l(I(n)l′→l − I(n)l→l′) + (dQ
d
l
dt
)(n)
= e
h
∑
l′≠l∫ ∞−∞ dω (T (n)l,l′ (ω)fl(ω − eVl)
−T (n)l′,l (ω)fl′(ω − eVl′)) + (dQdl (t)dt )(n),
(B3)
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where T (n)l,l′ (ω) = Tr [G†dΓl′(n)GdΓ (0)l ] and (dQdl (t)/dt)(n)
is the n-th Fourier component of time derivative of the
total charge in the device region carried by the modes
originating in lead l, i.e. states ∣ud,Ek⟫. The charge term
is discussed in the end of the appendix. Here we have ne-
glected by a contribution coming from the Floquet bound
states since it can be made negligible by making the de-
vice region larger. Note that localized states do not carry
any dc current and therefore the dc component is not
affected by the bound states even if the device region
is relatively small. Explicitly, the dc (rectified) current
component reads as
I
(0)
l = eh ∑l′≠l∫ ∞−∞ dω (T (0)l,l′ (ω)fl(ω − eVl)
−T (0)l′,l (ω)fl′(ω − eVl′)), (B4)
where T (0)l,l′ = Tr [G†dΓl′GdΓ (0)l ] represents the total trans-
mission from lead l to lead l′. Here Γl′ = i(El′ − E†l′) withEl′ =Hd,l′Gl′Hl′,d.
The time-periodic density matrix of the device region
Dd(t) can be found in a similar way. To make the calcu-
lation more transparent we here split it into two steps. In
the first step we simply rewrite Dd(t) in Floquet-Sambe
form, Dd, with matrix elements
⟪i,m∣Dd∣j,m′⟫ = ⟪i,m∣∑
l
Dld∣j,m′⟫ = ⟨i∣∑
l
D
l (m′−m)
d ∣j⟩
=∑
l
∫ dωfl(ω − eVl) ∑
k
δ(ω −Ek)∑
n
⟨i∣un−md,Ek⟩⟨un−m′d,Ek ∣j⟩,
(B5)
where Dld(t) is the time-periodic density matrix associ-
ated with the states originating in lead l. Here D
l (n)
d and∣und,Ek⟩ denote Fourier components of the corresponding
objects. At this stage it is important to remind our-
selves that the time-periodic modes ∣u(t)⟩ correspond-
ing to physical states ∣ψ(t)⟩ are not uniquely defined
(cf. Sec. II) and that the sum ∑k is only over physical
states. In the second step, we make use of the redun-
dancy in the representation of the physical states ∣ψ(t)⟩,
in particular of the property ∣ψk(t)⟩ = e−iEkt/h̵∣uEk(t)⟩ =
e−iEkt/h̵−inΩt∣uEk+nh̵Ω(t)⟩. This property allows us to re-
late Floquet components of time-periodic modes associ-
ated with the same physical state as ∣un+mEk ⟩ = ∣umEk+nh̵Ω⟩.
From Eq. (B5) we then obtain
⟪i,m∣Dd∣j,m′⟫=∑
l
∫ dωfl ∑
k,n
δ(ω −Ek)⟨i∣u−md,En
k
⟩⟨u−m′d,En
k
∣j⟩
= ⟪i,m∣ ⎡⎢⎢⎢⎢⎣ ∑l,k,n∫ dωfl δ(ω −Ek)∣ud,Enk ⟫⟪ud,Enk ∣
⎤⎥⎥⎥⎥⎦ ∣j,m′⟫
= ⟪i,m∣ ⎡⎢⎢⎢⎢⎣∑l,n∫ dωflGd(ωn)Hd,lAnl (ω)Hl,dG†d(ωn)
⎤⎥⎥⎥⎥⎦ ∣j,m′⟫= 1
2pi
⟪i,m∣ [∑
l
∫ ∞−∞ dω [GdΓFl G†d](ω)] ∣j,m′⟫.
(B6)
Here fl is a short notation for fl(ω − eVl), the state∣ud,En
k
⟫ denotes ∣ud,Ek⟫ shifted by n columns in Flo-
quet index, i.e ⟪i,m∣ud,En
k
⟫ = ⟪i,m − n∣ud,Ek⟫ with Enk =
Ek+nh̵Ω, ωn is short for ω+nh̵Ω, and the matrix elements⟪i,m∣Anl (ω)∣j,m′⟫ = ⟨j∣Al(ω)∣i⟩δn,mδn,m′ represent the l-
th lead spectral function placed into the Floquet-Sambe
zero matrix exactly on the n-th diagonal slot. The final
expression contains the operator ΓFl (ω) =Hd,l[AlFl]Hl,d
with ⟪i,m∣Fl(ω)∣j,m′⟫ = fl(ω−eVl−mh̵Ω)δm,m′ δi,j being
a representation of the Fermi-Dirac distribution function
fl(ω − eVl) within Floquet-Sambe space16,23.
The total charge Qdl (t) in the device region composed
of occupied states coming from lead l is found by comput-
ing the trace of the density matrix Qdl (t) = eTr[Dld(t)].
It follows that Qdl , the Floquet-Sambe analogue to Qdl (t),
is given by
⟪m∣Qdl ∣m′⟫ = e2piTr⟪i,m∣ [∫ ∞−∞ dω [GdΓFl G†d](ω)] ∣j,m′⟫,
(B7)
where the trace is taken over i and j indices. The deriva-
tive dQdl (t)/dt is obtained through ⟪m∣dQdl (t)/dt∣m′⟫ =⟪m∣ − iΩ(m′ −m)Qdl ∣m′⟫ = −iΩ⟪m∣(QdlM −MQdl )∣m′⟫
with ⟪m∣M∣m′⟫ =mδm,m′ . The n-th Fourier component
of dQdl (t)/dt, used in Eq. (B3), is then simply given by
the (m, m′) element of the matrix −iΩ[QdlM −MQdl ]
with m′ −m = n.
Appendix C: The simplified expression for the dc
component of the time-periodic current
The unbounded integration interval in Eq. (B4) sig-
nificantly complicates the computations: The calcula-
tion of the dc current is still expected to be manageable,
however, requires much more computational resources in
comparison to the time-independent case. In what fol-
lows we transform this equation into a more computa-
tionally friendly form, cf. Eq. (19). To proceed we first
decompose the expression for the total dc transmissionT (0)l,l′ = Tr [GdΓ (0)l G†dΓl′] into Floquet-Sambe blocks. It is
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done in the following way:
T (0)l,l′ =∑
m
T (0)ml,l′ I , (C1)
with
T (0)ml,l′ I = Tr[[Gd(ω)](m1,m2)H(m2,0)d,l [Al(ω)](0,0)H(0,m3)l,d
[G†d(ω)](m3,m4)H(m4,m5)d,l′ [Al′(ω)](m5,m5)H(m5,m1)l′,d ].
(C2)
Here the trace is taken over conventional basis states ∣i⟩,
the integer upper indices mα with α = 1, ...,5 la-
bel the corresponding Floquet-Sambe blocks, and m =(m1,m2,m3,m4,m5). The sum in Eq. (C1) is over all
integers mα, i.e. over all configurations m. Let us also
define the following quantity:
T (0)ml,l′ II = Tr[[G†d(ω)](m1,m2)H(m2,0)d,l [Al(ω)](0,0)H(0,m3)l,d
[Gd(ω)](m3,m4)H(m4,m5)d,l′ [Al′(ω)](m5,m5)H(m5,m1)l′,d ].
(C3)
We now use the periodicity of the Floqet-Sambe matrices,
cf. Sec. II, and shift down every term in Eq. (C3) by
m5 Floquet-Sambe rows and columns. By the Floquet-
Sambe periodic property this shift will not change the
matrices except by an additional shift ω → ω −m5h̵Ω in
all the quantities that are ω-dependent. Therefore, by
exploiting the cyclic property of the trace we get
T (0)ml,l′ II (ω) = T (0)ml′,l I (ω −m5h̵Ω), (C4)
where the upper indices are m = (m1,m2,m3,m4,m5)
and m = (m3 − m5,m4 − m5,m1 − m5,m2 − m5,−m5).
Note that all possible configurations of m repeat all
possible configurations of m. By combining Eqs. (B4,
C1-C3) we arrive at the following expression for the dc
current:
I
(0)
l = eh ∑l′,m∫ ∞−∞ dω (T (0)ml,l′ I (ω)fl(ω − eVl)
−T (0)ml′,l I (ω)fl′(ω − eVl′))
= e
h
∑
l′,m∫ ∞−∞ dω (T (0)ml,l′ I (ω)fl(ω − eVl)
−T (0)ml,l′ II (ω +m5h̵Ω)fl′(ω − eVl′))
= e
h
∑
l′,m∫ ∞−∞ dω (T (0)ml,l′ I (ω)fl(ω − eVl)
−T (0)ml,l′ II (ω)fl′(ω − eVl′ −m5h̵Ω)).
(C5)
By making use of the summation over all possible con-
figurationsm and the definition of ΓFl introduced in Ap-
pendix B, we retrieve the following Floquet-Sambe rep-
resentation of the dc current I
(0)
l :
I
(0)
l = eh∑l′ ∫ ∞−∞ dω (T (0)l,l′ (ω)fl(ω − eVl)−T (0)Fl,l′ (ω)),
(C6)
where the transmissions are T (0)l,l′ = Tr [G†dΓl′GdΓ (0)l ] andT (0)Fl,l′ = [GdΓFl′ G†dΓ (0)l ].
We notice that ∑l′ T (0)l,l′ fl(ω − eVl) ≃ ∑l′ T (0)Fl,l′ in
the energy region where ΓFl′ ≃ Γl′ for all l′, i.e. in
the interval where the Fermi function within the trun-
cated Floquet-Sambe space, Fl′ , is close to identity for
all l′. This equality directly follows from the defini-
tions of T (0)l,l′ and T (0)Fl,l′ combined with the identity∑l′ Γl′ = i((G†d)−1 − G−1d + 2iηId), where η is infinitesi-
mal and positive. Therefore, the integral in Eq. (C6) has
to be evaluated only over the energy region where the
Fermi-Dirac matrix Fl is neither close to identity nor to
zero matrix.
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