Abstract. Let µ be a probability measure on the Borelian σ-algebra of the unit circle. Then we associate a Schur function θ in the unit disk with µ and give characterizations of the case that µ is a Helson-Szegő measure in terms of the sequence of Schur parameters of θ. Furthermore, we state some connections of these characterizations with the backward shift.
1. Interrelated quadruples consisting of a probability measure, a normalized Carathéodory function, a Schur function and a sequence of contractive complex numbers
Let D := {ζ ∈ C : |ζ| < 1} and T := {t ∈ C : |t| = 1} be the unit disk and the unit circle in the complex plane C, respectively. The central object in this paper is the class M + (T) of all finite nonnegative measures on the Borelian σ-algebra B on T.
A measure µ ∈ M + (T) is called probabiltity measure if µ(T) = 1. We denote by M 1 + (T) the subset of all probability measures which belong to M + (T). Now we are going to introduce the subset of Helson-Szegő measures on T. For this reason, we denote by Pol the set of all trigonometric polynomials, i.e. the set of all functions f : T → C for which there exist a finite subset I of the set Z of all integers and a sequence (a k ) k∈I from C such that
If f ∈ Pol is given via (1.1), then the conjugationf of f is defined viã Obviously, β = Im [Φ(0)]. On the other hand, it can be easily checked that, for arbitrary µ ∈ M + (T) and β ∈ R, the function Φ which is defined by the right-hand side of (1. Consequently, it can be easily verified that via (1.5) a bijective correspondence between the classes S(D) and C 0 (D) is established. Let θ ∈ S. Following I. Schur [13] , we set θ 0 := θ and γ 0 := θ 0 (0). Obviously, |γ 0 | ≤ 1. If |γ 0 | < 1, then we consider the function θ 1 : D → C defined by
In view of the Lemma of H.A. Schwarz, we have θ 1 ∈ S. As above we set γ 1 := θ 1 (0) and if |γ 1 | < 1, we consider the function θ 2 : D → C defined by
Further, we continue this procedure inductively. Namely, if in the j-th step a function θ j occurs for which the complex number γ j := θ j (0) fulfills |γ j | < 1, we define θ j+1 : D → C by θ j+1 (ζ) := 1 ζ · θ j (ζ) − γ j 1 − γ j θ j (ζ) and continue this procedure in the prescribed way. Let N 0 be the set of all nonnegative integers, and, for each α ∈ R and β ∈ R ∪ {+∞}, let N α,β := {k ∈ N 0 : α ≤ k ≤ β}. Then two cases are possible:
(1) The procedure can be carried out without end, i.e. |γ j | < 1 for each j ∈ N 0 . (2) There exists an m ∈ N 0 such that |γ m | = 1 and, if m > 0, then |γ j | < 1 for each j ∈ N 0,m−1 . Thus, for each function θ ∈ S, a sequence (γ j ) ω j=0 is associated with θ. Here we have ω = ∞ (resp. ω = m) in the first (resp. second) case. From I. Schur's paper [13] it is known that the second case occurs if and only if θ is a finite Blaschke product of degree ω.
The above procedure is called Schur algorithm and the sequence (γ j ) ω j=0 obtained here is called the sequence of Schur parameters associated with the function θ, whereas for each j ∈ N 0,ω the function θ j is called the j-th Schur transform of θ. The symbol Γ stands for the set of all sequences of Schur parameters associated with functions belonging to S. The following two properties established by I. Schur in [13] determine the particular role which Schur parameters play in the study of functions of class S.
(a) Each sequence (γ j ) ∞ j=0 of complex numbers with |γ j | < 1 for each j ∈ N 0 belongs to Γ. Furthermore, for each n ∈ N 0 , a sequence (γ j ) n j=0 of complex numbers with |γ n | = 1 and |γ j | < 1 for each j ∈ N 0,n−1 belongs to Γ. (b) There is a one-to-one correspondence between the sets S and Γ. Thus, the Schur parameters are independent parameters which completely determine the functions of the class S.
In the result of the above considerations we obtain special ordered qudruples [µ, Φ, Θ, γ] consisting of a measure µ ∈ M 1 + (T), a function Φ ∈ C 0 (D), a function Θ ∈ S(D), and Schur parameters γ = (γ j ) ω j=0 ∈ Γ, which are interrelated in such way that each of these four objects uniquely determines the other three ones. For that reason, if one of the four objects is given, we will call the three others associated with it.
The main goal of this paper is to derive a criterion which gives an answer to the question when a measure µ ∈ M 1 + (T) is a Helson-Szegő measure (see Section 6) . For this reason, we will need the properties of Helson-Szegő measures listed below (see Theorem 1.2). For more information about Helson-Szegő measures, we refer the reader, e.g., to [9, Chapter 7] , [10, Chapter 5] .
Let f ∈ Pol be given by (1.1). Then we consider the Riesz projection P + f which is defined by
Let Pol + := Lin{t k : k ∈ N 0 } and Pol − := Lin{t −k : k ∈ N} where N is the set of all positive integers. Then, clearly, P + is the projection which projects the linear space Pol onto Pol + parallel to Pol − .
In view of a result due to Fatou (see, e.g., [12, Theorem 1 .18]), we will use the following notation: If h ∈ H 2 (D), then the symbol h stands for the radial boundary values of h, which exist for m-a.e. t ∈ T where m is the normalized Lebesgue measure on T. If z ∈ C, then the symbol z * stands for the complex conjugate of z.
Then the following statements are equivalent: (
We denote by Φ the function from C 0 (D) associated with µ. Using (1.4), assumption (iv) in Theorem 1.2, and Fatou's theorem we obtain
for m-a.e. t ∈ T. Thus,
In view of Re Φ(ζ) > 0 for each ζ ∈ D, the function Φ is outer. Hence, ln |Φ + 1| ∈ L 
where µ s stands for the singular part of µ with repect to m. Then the relation Re Φ = v holds m-a.e. on T. The identity (1.9) has now the form
for m-a.e. t ∈ T. From this and (1.7) now it follows a well-known result, namely, that ln v ∈ L 1 m (i.e., µ is a Szegő measure) if and only if ω = ∞ and γ ∈ l 2 . In particular, a Helson-Szegő measure is also a Szegő measure.
We note that our interest in describing the class of Helson-Szegő measures in terms of Schur parameters was initiated by conversations with L. B. Golinskii and A. Ya. Kheifets. During these discussions they turned our attention to the importance of this description for the solution of the inverse scattering problem (the heart of Faddeev-Marchenko theory), that is, to give necessary and sufficient conditions on a certain class of CMV matrices such that the restriction of this correspondence is one to one (see [6] and the related papers [8] and [11] ). Our approach to the description of Helson-Szegő measures differs from the one in [6] in that we investigate this question for CMV matrices in another basis (see [ 
2.
A unitary collogation associated with a Borelian probability measeure on the unit circle
The starting point of this section is the observation that a given Schur function Θ ∈ S(D) can be represented as characteristic function of some contraction in a Hilbert space. That means that there exists a separable complex Hilbert space H and bounded linear operators T : H → H, F : C → H, G : H → C, and S : C → C such that the block operator
is unitary and, moreover, that for each ζ ∈ D the equality
is fulfilled. Note that in (2.1) the complex plane C is considered as the onedimensional complex Hilbert space with the usual inner product
The unitarity of the operator U implies that the operator T is contractive (i.e. T ≤ 1). Thus, for all ζ ∈ D the operator I − ζT is boundedly invertible. The unitarity of the operator U means that the ordered tuple
is a unitary colligation. In view of (2.2), the function Θ is the characteristic operator function of the unitary colligation △. For a detailed treatment of unitary colligations and their characteristic functions we refer the reader to the landmark paper [2] . The following subspaces of H will play an important role in the sequel
By the symbol ∞ n=0 A n we mean the smallest closed subspace generated by the subsets A n of the corresponding spaces. The subspaces H F and H G are called the subspaces of controllability and observability, respectively. We note that the unitary operator U can be chosen such that
holds. In this case the unitary colligation △ is called simple. The simplicity of a unitary colligation means that there does not exist a nontrivial invariant subspace of H on which the operator T induces a unitary operator. Such kind of contractions T are called completely nonunitary. 
Proof. Let γ = (γ j ) ω j=0 ∈ Γ be the Schur parameter sequence of Θ. Then from Corollary 1.3 we infer that ω = ∞ and that γ ∈ l 2 . In this case it was proved in [3, Chapter 2] that both spaces (2.6) are nontrivial.
Because of (2.4) and (2.6) it follows that the subspace
is invariant with respect to T (resp. T * ). It can be shown (see [3, Theorem 1.6] ) that
are both unilateral shifts. More precisely, V T (resp. V T * ) is exactly the maximal unilateral shift contained in T (resp. T * ). This means that an arbitrary invariant subspace with respect to T (resp. T * ) on which T (resp. T * ) induces a unilateral shift is contained in
. Then our subsequent considerations are concerned with the investigation of the unitary operator U
Denote by τ the embedding operator of
µ is such that for each c ∈ C the image τ (c) of c is the constant function on T with value c. Denote by C T the subspace of L 2 µ which is generated by the constant functions and denote by 1 the constant function on T with value 1. Then obviously τ (C) = C T and τ (1) = 1.
We consider the subspace
and
is a simple unitary colligation the characteristic function Θ △µ of which coincides with the Schur function Θ associated with µ.
In view of Theorem 2.2, the operator T µ is a completely nonunitary contraction and if the function Φ is given by (1.4) with β = 0, then from (1.6) it follows
T). Then the simple unitary colligation given by (2.8) is called the unitary colligation associated with µ.
Let µ ∈ M 1 + (T) be a Szegő measure and let γ = (γ j ) ω j=0 ∈ Γ be the Schur parameter sequence associated with µ. Then Remark 1.4 shows that ω = ∞ and γ ∈ l 2 . Furthermore, we use for all integers n the setting e n : T → C defined by
Thus, we have e −n = (U × µ ) n 1, where U × µ is the operator defined by (2.7). We consider then the system {e 0 , e −1 , e −2 , . . .}. By the Gram-Schmidt orthogonalization method in the space L 2 µ we get a unique sequence (ϕ n ) ∞ n=0 of polynomials, where 10) such that the conditions
are satisfied. We note that the second condition in (2.11) is equivalent to
In particular, since µ(T) = 1 holds, from the construction of ϕ 0 we see that
We consider a simple unitary colligation △ µ of the type (2.8) associated with the measure µ. The controllability and observability spaces (2.4) associated with the unitary colligation △ µ have the forms
respectively. Let the sequence of functions (ϕ
(2.15)
In view of the formulas 
This system can be obtained in the result of the application of the Gram-Schmidt orthogonalization procedure to the sequence (2.15) taking into account the normalization condition (2.12).
Remark 2.5. Analogously to (2.17) we have the equation
If T is a contraction acting on some Hilbert space H, then we use the setting
where
is the closure of the range of the defect operator
So from Proposition 2.1 we obtain the known result that in this case the system (ϕ n ) ∞ n=0 is not complete in the space L 2 µ . In our case 3. On the connection between the Riesz projection P + and the projection P
We consider the unitary colligation ∆ µ of type (2.8) which is associated with the measure µ. Then the following statement is true.
Proof. For each n ∈ N 0 we consider particular subspaces of the space H µ , namely
and
Then from (2.15), (2.17), and (2.18) we obtain the relations
3)
Since µ is a Szegő measure, for each n ∈ N 0 we obtain
Suppose now that the Riesz projection
µ . Then, because of (3.6), the function h has the form
From (3.5) and (3.7) we obtain
and a 0 = a 0, F + a 0, G .
Observe that
On the other hand, we have 12) where, for each t ∈ T,
For a polynomial h F of the type (3.10) we set
Then from (3.10)-(3.14) we infer
where in view of (3.5) we see that
Inserting this expression into (3.15) we get
From this and (3.4) it follows that the boundedness of the projection P + in L 2 µ implies the boundedness of the projection P
and use for h the notations introduced in (3.8)-(3.10). Let
where f + := P + f . Then
This implies
P + f = P C T f + h G + h F ( 0 ) · 1 .
This means
The mapping h F → h F ( 0 ) is a linear functional on the set
Since µ is a Szegő measure, the Szegő-Kolmogorov-Krein Theorem (see, e.g. [12, Theorem 4 .31]) implies that this functional is bounded in L 2 µ on the set Pol ≤0 . Thus, there exists a constant C ∈ ( 0, +∞ ) such that
From (3.17) and (3.18) we get
Now considering the limit as n → ∞ and taking into account (3.4), we see that the boundedness of the projection P Let µ ∈ M 1 + ( T ) be a Szegő measure. As we did earlier, we consider the simple unitary colligation ∆ µ of type (2.8) which is associated with the measure µ. As was previously mentioned, we then have
µ . Along with the decomposition (3.9) we consider the decomposition
From the shape (3.5) of the subspace H (n) µ, F and the polynomial structure of the orthonormal basis ( ϕ n ) ∞ n=0 of the subspace H µ, F , it follows that h
Since h F (see (3.9) ) and h F belong to H (n)
µ, F , we get
i.e., we consider B µ, F as an operator acting between the spaces H µ, G and H Proof. Suppose first that B µ, F has a bounded inverse B
µ , in view of (4.1) and (4.2), we have
If n → ∞, this gives us the boundedness of the projection P 
Thus, from the shape (4.3) of the operator B µ, F , we infer that Let f ∈ Pol be given by (1.1). Along with the Riesz projection P + , we consider the projection P − , which is defined by:
Now equation (4.4) can be rewritten in the form
Obviously, P − = P + f , and
Thus, the boundedness of one of the projections P + and P − in L 2 µ implies the boundedness of the other one. It is readily checked that the change from the projection P + to P − is connected with changing the roles of the spaces H µ, G and H µ, F . Thus we obtain the following result, which is dual to Theorem 4.2. 
is boundedly invertible. Here the symbol P H ⊥ µ, G stand for the orthogonal projection
Matrix Representation of the Operator B µ, G in Terms of the Schur Parameters Associated With the Measure µ
Let µ ∈ M 1 + ( T ) be a Szegő measure. We consider the simple unitary colligation ∆ µ of the type (2.8) which is associated with the measure µ. In this case we have (see Section 2)
The operator B µ, G acts between the subspaces H µ, F and H ⊥ µ, G . According to the matrix description of the operator B µ, G we consider particular orthogonal bases in these subspaces. In the subspace H µ, F we have already considered one such basis, namely the basis consisting of the trigonometric polynomials ( ϕ n ) ∞ n=1 (see Theorem 2.4). Regarding the construction of an orthonormal basis in H ⊥ µ, G , we first complete the system ( ϕ n ) ∞ n=1 to an orthonormal basis in H µ . This procedure is described in more detail in [3] . We consider the orthogonal decomposition
Denote byL 0 the wandering subspace which generates the subspace associated with the unilateral shift V T * µ . Then (see Proposition 2.6) dimL 0 = 1 and, since V T * µ is an isometric operator, we have
Consequently,
There exists (see [3, Corollary 1.10]) a unique unit function ψ 1 ∈L 0 which fulfills
Because of (5.2), (5.3), and (5.4) it follows that the sequence (ψ k ) ∞ k=1 , where
is the unique orthonormal basis of the space H ⊥ µ,F which satisfies the conditions
or equivalently
According to the considerations in [3] we introduce the following notion. Note that the analytic structure of the system (ψ k ) ∞ k=1 is described in the paper [5] .
Obviously, the canonical orthonormal basis (5.8) in L 2 µ is uniquely determined by the conditions (2.11) and (5.6). Here the sequence (ϕ k ) ∞ k=0 is an orthonormal system of polynomials (depending on t * ). The orthonormal system (ψ k ) ∞ k=1 is built with the aid of the operator U × µ from the function ψ 1 (see (5.5)) in a similar way as the system (ϕ k ) ∞ k=0 was built from the function ϕ 0 (see (2.10) and (2.11)). The only difference is that the system [(U
is orthonormal, whereas in the general case the system (U
is not orthonormal. In this respect, the sequence (ψ k ) ∞ k=1 can be considered as a natural completion of the system of orthonormal polynomials (ϕ k ) ∞ k=0 to an orthonormal basis in L is an orthonormal basis in the space H µ . We will call it the canonical orthonormal basis in H µ .
It is well known (see, e.g., Brodskii [2] ) that one can consider simultaneously together with the simple unitary colligation (2.8) the adjoint unitary colligatioñ
which is also simple. Its characteristic function Θ△ µ is for each z ∈ D given by
We note that the unitary colligation (5.10) is associated with the operator (U × µ ) * . It can be easily checked that the action of (U
If we replace the operator U and additionally taking into account the normalization conditions
(b) The relations
It can be easily checked thatφ
According to the paper [3] we introduce the following notion. We note that ϕ 0 = ϕ * 0 = 1. Similarly as (2.16) the identity
can be verified. Thus,
In [3, Chapter 3] the unitary operator U was introduced which maps the elements of the canonical basis (5.8) onto the corresponding elements of the conjugate canonical basis (5.12). More precisely, we consider the operator
The operator U µ is related to the conjugation operator in
and if
From (5.16) it follows that
Then, obviously,
Clearly, the system ( ψ * n ) ∞ n=1 is an orthonormal basis in the space H ⊥ µ, G . This system will turn out to be the special orthonormal basis of the space H ⊥ µ, G mentioned at the beginning of this section. Thus, the matrix representation of the operator 
Thus, the matrix representation of the operator P H ⊥ µ, G considered as an operator acting between H µ and H ⊥ µ, G equipped with the orthonormal bases (5.9) and
From this and the shape (4.5) of the operator B µ, G , we obtain the following result. In [3, Corollary 3.7] the matrix L was expressed in terms of the Schur parameters associated with the measure µ. In order to write down this matrix we introduce the necessary notions and terminology used in [3] . The matrix L expressed in terms of the corresponding Schur parameter sequence will the denoted by L ( γ ).
Let 
Obviously, if γ ∈ Γl 2 , then the series (5.22) converges absolutely.
For each γ = (γ j ) ∞ j=0 ∈ Γl 2 , we set
In the space l 2 we define the coshift mapping W :
The following result is contained in [3, Theorem 3.6, Corollary 3.7]. 
is satisfied.
Proof. First suppose that γ ∈ Γl 2 and that there exists some positive constant C such that for each h ∈ l 2 the inequality (6.1) is satisfied. From the shape (5.26) of the operator L(γ) it follows immediately that ker L(γ) = {0}. Thus, Ran L * (γ) = l 2 . From (6.1) it follows that the operator L * (γ) is invertible and that the corresponding inverse operator L * (γ) −1 is bounded and satisfies
Thus Ran L * (γ) = l 2 and, consequently, the operator L * (γ) is boundedly invertible. Hence, Theorem 6.1 yields that µ is a Helson-Szegő measure. If µ is a Helson-Szegő measure, then Theorem 6.1 yields that L * (γ) is boundedly invertible. Hence, condition (6.1) is trivially satisfied.
In order to derive criteria in another way we need some statements on the operator L(γ) which were obtained in [3] .
The following result which originates from [3, Theorem 3.12 and Corollary 3.13] plays an important role in the study of the matrix L(γ). Namely, it describes the multiplicative structure of L(γ) and indicates connections to the backward shift.
Theorem 6.3. It holds that
The matrices introduced in (6.6) will play an important role in our investigations. Now we turn our attention to some properties of the matrices L n (γ), n ∈ N, which will later be of use. From Corollary 5.2 in [3] we get the following result.
∈ Γl 2 and let n ∈ N. Then the matrix L n (γ) defined by (6.6 ) is contractive.
We continue with some asymptotical considerations.
Proof. The choice of γ implies the convergence of the infinite product ∞ m=1 one can immediately see that the combination of (a) and (b) yields the assertion of (c).
The following result is given in [3, Lemma 5.3] .
Moreover, M n (γ) is a nonsingular matrix which fulfills
holds true.
Proof. Combine part (c) of Lemma 6.5 and (6.7). Now we state the next main result of this paper. For h = (z j ) ∞ j=1 ∈ l 2 and n ∈ N we set h n := (z 1 , . . . , z n ) ⊤ ∈ C n . 
Proof. In view of (6.11) and condition (c) in Lemma 6.5 the condition (6.12) is equivalent to the fact that for all h ∈ l 2 the inequality
is satisfied. This inequality is equivalent to the inequality (6.1).
Theorem 6.8 leads to an alternate proof of an interesting sufficient condition for a Szegő measure to be a Helson-Szegő measure (see Theorem 6.12). To prove this result we will still need some preparations.
Lemma 6.9. Let n ∈ N. Furthermore, let the nonsingular complex n × n matrix M and the vector η ∈ C n be chosen such that
holds. Then 1 − η 2 C n > 0 and the vector
Proof. The case η = 0 n×1 is trivial. Now suppose that η ∈ C n \{0 n×1 }. From (6.14) we get
C n is an eigenvalue of MM * with corresponding eigenvector η. Since M is nonsingular, the matrix MM * is positive Hermitian. Thus, we have 1 − η 2 C n > 0. Using (6.17) we infer
Taking into account (6.18) we can conclude
and therefore from (6.15) we have
Formulas (6.19), (6.15) and (6.21) show that η 2 C n is an eigenvalue of I n − M * M with corresponding eigenvector η. From (6.14) and η = 0 n×1 we get
So for each vector h we can conclude
are satisfied.
Proof. The matrix M n ( γ ) satisfies the conditions of Lemma 6.9. Here the vector η has the form (6.10). It remains only to mention that in this case we have
The above consideration lead us to an alternate proof for a nice sufficient criterion for the Helson-Szegő property of a measure µ ∈ M 1 + ( T ) which is expressed in terms of the modules of the associated Schur parameter sequence. Thus, the proof is complete.
Taking into account that the convergence of the infinite product (6.27) is equivalent to the strong Szegő condition It is based on a scattering formalism using CMV matrices (For a comprehensive exposition on CMV matrices, we refer the reader to Chapter 4 in the monograph Simon [14] .) The aim of our next considerations is to characterize the Helson-Szegő property of a measure µ ∈ M 1 + ( T ) in terms of some infinite series formed from its Schur parameter sequence. The following result provides the key information for the desired characterization. 
Repeating this procedure m − 1 times, we get
In view of part (c) of Lemma 6.4 and the shape (6.3) of the matrix M ( γ ) for finite vectors h ∈ ℓ 2 (i.e. h has the form h = col ( z 1 , z 2 , . . . z n , 0, 0, . . . ) for some n ∈ N) we obtain This implies that the series given by the right-hand side of the formula (6.32) weakly converges to A ( γ ). From the concrete form of this series, its strong convergence follows. Thus, the proof is complete.
The last main result of this paper is the following statement, which is an immediate consequence of Theorem 6.1 and Theorem 6.13. is satisfied, where the vectors ξ j ( γ ) , j ∈ N 0 , are given by (6.32).
We note that the inequality (6.33) can be considered as a rewriting of condition (6.12) in an additive form.
