Introduction
Motion estimation and tracking are key components in a large number of applications, ranging from the navigation of autonomous vehicles [1] to video data compression [2] . Much research effort have been spent addressing these areas, but designing general and robust solutions to the problems involved has proved difficult. This difficulty stems from the complicated relationship between the motion of objects in a 3-D scene and the apparent motion of brightness patterns in a sequence of 2-D projections of the scene. Information about the relative depths of objects is lost in the projection, and observed motion in the image plane can result from other phenomena than object motion in the scene, such as changes in the lighting conditions. Moreover, measuring the motion in a 2-D image sequence is in itself a non-trivial task, complicated by, for instance, the presence of observation noise, occlusions and temporal aliasing.
As in many areas of image analysis, a key issue when tackling motion is determining the appropriate size of local analysis window to be used. Although the use of a small window can lead to high resolution estimates of the underlying motion field, it is more likely to lead to estimates which are biased by the effects of noise and aperture effects due to insufficient gradient variation within the window. On the other hand, although larger windows can lead to more robust estimators in these respects, they bring with them the complication that the variation of underlying motion field is likely to be more complex than a simple translation, ie linear or quadratic [3] . Moreover, the optimal window size is unlikely to be the same across a given frame or across the sequence of frames -objects in a scene are generally of different size, occur at different depths and have different motions, all of which effects the choice of window.
The work described in this paper attempts to address this problem. It is based on two key elements: the use of an affine model to describe local motion variation within a sequence; and the incorporation of this local model into a multiresolution framework to describe the global motion field. Affine models provide greater flexibility in modelling local motion, being able to represent rotation, dilation and shear as well as translation, enabling larger window sizes to be used and hence the potential for more robust estimation. The use of a multiresolution framework allows the window size to be adapted to the underlying motions present in the scene, providing a mechanism for selecting the best set of local affine motion descriptors. The result is a piecewise-linear representation of the motion field in terms of a 'mosaic' of 'patches' of varying size moving with affine motion, corresponding to planar facets moving with rigid motion in 3-D -the so-called 2.5-D model [4] .
The approach has led to the development of algorithms for estimating motion between frames and tracking region elements over time. The algorithms are efficient and lead directly to concise descriptions of the motion field in terms of a relatively small number of mosaic elements. Experiments have shown that the estimator and tracking mechanism perform well on both synthetic and natural sequences. An overview of both algorithms is given in the following sections. The reader is referred to the relevant references for more details.
Affine Motion Estimation
For the motion estimation, we assume that the motion field between two frames can be considered in terms of a set of contiguous regions of different size defined within a quadtree tessellation, where the motion within each region can be described by a 6 parameter affine model [5, 6] . The estimation of the model parameters is two-fold: (i) for a given region pair, determine an estimate of the affine motion parameters and a certainty measure that the model fits the data; and (ii) determine an 'optimal' set of such regions which best describes the motion according to a trade-off between the number and size of the regions versus the accuracy and certainty of the resulting mosaic decomposition. These two components are described below.
Local motion estimation
The local affine estimator makes use of a generalised form of correlation implemented via the frequency domain [5, 6, 7] . It is based on the affine theorem for the 2-D Fourier transform (FT) [8] : given two continuous image frames related by an affine coordinate transformation, x k = x k,1 A ,1 , b, their 2-D FTs are related bŷ
where A T denotes the transpose of A and '' denotes the scalar product. In other words, due to the shift invariance of the magnitude spectra, information about the translation component b is carried in a phase shift between the two spectra. This enables the estimation of b to be decoupled from the estimation of the linear component A, thus significantly reducing the search space. The two components can be estimated using the following algorithm [9] (see Fig. 1a ): (i) determine the transformation relating the magnitude spectra; (ii) 'register' the spectra using the estimated transformation; and (iii) correlate by forming the conjugate product of the aligned spectra and performing an inverse FT. The peak position in the correlation field then gives an estimate of b and the peak value the required certainty (goodness-of-fit) measure.
The main problem in this algorithm is estimating the linear component A in order to align the spectra. A number of approaches have been proposed to do this, see [9] , although in the main these are restricted to a subspace of transformations such as rotation and dilation. We use an approach based on matching centroid pairs computed within angular segments of the magnitude spectra which enables full estimation of all four linear parameters, including shear. The method is robust, can be implemented efficiently using partial summations and performs well even for severe transformations [6, 7] .
Multiresolution searching
The above estimation algorithm is effective when applied to image regions of an appropriate size, ie within those which match the affine model. Moreover, adopting a region based approach means that the correspondence problem needs to be solved -determining which regions in the two images need to be correlated. Both of these criteria can be addressed by employing a multiresolution search procedure in which estimates obtained within large regions are used to predict the correspondence of smaller regions at the 'next level', with regions being 'selected' if the certainty measure is sufficiently high. This yields the multiresolution decomposition of the motion field defined in terms of a set of local affine estimates.
The search procedure operates with respect to a quadtree tessellation of one of the images (the reference image). Starting at some large region size (typically 64 64 pixels in the experiments), affine estimates and associated certainty measures are obtained for corresponding regions. These estimates then determine which regions each of four 'child regions' below are correlated with in the other frame. This search procedure continues down each 'branch' of the quadtree until the certainty measure at a given region is sufficiently high and the affine estimate is consistent with those of its child regions. The latter is tested by transforming each child spectrum according to the parent estimate and forming the inner product with the spectrum of its corresponding region in the other image [6, 5] .
Experiments
As an illustration of the performance of the motion estimation, Fig. 2 shows a textured image pair related by a spatially varying (affine) transformation, together with a sampled vector plot indicating the true and the estimated warp-field. Although the local warping is severe in places, the algorithm successfully estimates the transformation with high accuracy. Fig. 3 shows motion estimates from two frames of the Table Tennis sequence. This example shows clearly the ability of the scheme to provide a concise description of the motion field in terms of relatively few local affine estimates. Fig. 4a-b show two frames from a sequence in which a hand-held video camera is moving towards a notice board whilst being turned slightly. The camera motion can be clearly seen in the estimated motion field shown Fig. 4c and the accuracy of the estimates is confirmed by the quality reconstruction of one frame from the other shown in Fig. 4d .
Region Tracking
The aim of the region tracking is to track the evolution of the mosaic patches over time, ie to track the 3-D planar facets. As in other approaches to tracking the key issue is the representation to be used. The one adopted is based on a hierarchy of 2-D Gaussians, where each Gaussian (or G-blob) represents an approximation to one or a set of the planar patches in the mosaic. The use of Gaussians is deliberatethey are closed under affine transformation and hence evolve with the estimated affine motion of the planar patches. The tracking algorithm has two components [6, 10] : the determination of an initial mosaic and its G-blob representation; and a mechanism which enables the G-blobs to track their respective planar patches over time using the per frame motion estimates.
The G-blob representation
The G-blob representation consists of a set of 2-D Gaussians of unit height organised into a binary tree where each G-blob has associated with it a parameter vector describing its state in terms of average intensity of the underlying image region and its affine motion. The representation is hierarchical, where each node in the binary tree represents a least-squares optimal combination of its two child-nodes. The hierarchy is organised in such a way that large sets of connected surface patches are represented by single branches of the G-blob binary tree, as illustrated in Fig. 1b . In other words, a region segmentation is implicit in the representation. This approach also means that the image regions can be represented at multiple resolutions by choosing a maximum depth in the binary tree. The G-blob tree is initialised from the truncated quadtree representation of the instantaneous affine motion field in such a way that each G-blob is isotropic with its covariance corresponding to the size of the matching quadtree node.
Tracking G-blobs
The tracking process consists of two components:
1. Discrimination, where the initial G-blob representation is created using the first available motion quadtree so that branches in the binary tree corresponds to connected regions; 2. Pursuit, where each G-blob in the tree is tracked according to the corresponding underlying region. This has three components:
Prediction, where the next position of each G-blob is predicted by applying the current affine motion to each blob;
Matching, where each predicted G-blob is matched against the new measurements of instantaneous affine motion provided by the estimator;
Correction, where the predicted state of each G-blob is updated using the additional knowledge that the new measurement provides.
The discrimination stage is a bottom-up procedure where a blob is merged with its nearest neighbour, in terms of affine motion and grey-level, to form a new blob one step up in the tree, producing a rough segmentation of the blobs. Key blobs, referred to as roots can be identified in the tree by defining maximum allowed merging errors. These root-blobs can be thought of as representing the highest available scale for a single contiguous image region.
After the new state of each blob has been predicted, the blobs are matched to the new measurements. This is done using the same merging procedure used in the the discrimination phase-each new estimate is viewed as an isotropic blob, and each existing blob matches with the new measurement blob which gives the smallest merging error. This approach serves as a powerful outlier rejection scheme-several existing blobs can match with the same new measurement, and unmatched new measurements are simply ignored.
However, scale consistency cannot be guaranteed between the current state of a blob and the best new measurement. For this reason, each sub-tree is updated at the most appropriate scale between the root and leaf. In other words, if the parent blob has a lower merge error than its two child-blobs the update takes place at the parent level. The updating process itself is performed using a Kalman filter attached to the motion of the blob, modified to cope better with discontinuous trajectories [6, 10] .
Experiments
Fig . 5 shows a set of frames from the MPEG test sequence Table Tennis , with the associated G-blob representation overlaid. The motion attached to each G-blob is also shown. The representation was initialised using the truncated quadtree description of the motion between the first frame pair. This sequence is particularly difficult from a tracking point of view, in that the ball moves very rapidly between frames in a discontinuous trajectory. The G-blobs track the ball through all its bounces on the bat whilst the camera is zooming out and panning to the left [6] . This camera motion is clearly apparent from the shape evolution of the G-blobs.
Conclusions
This paper has summarised work on using multiresolution affine models to design efficient and robust motion estimation and tracking algorithms. The key element of the work is the use of representations which allow the analysis window to be adapted to the data, improving the robustness of the algorithms and yielding concise descriptions of the underlying motion field. Work is continuing to develop the approach. In particular, to look at ways of deriving information about 3-D structure and motion from the evolving G-blob representation, and to develop mechanisms for dealing with regions containing multiple motions [10, 11] . 
