Abstract-A highly asymmetric 250 nm n-channel MOSFET, with a 70-nm p + -implant placed at the source end of the channel (achievable by focused-ion-beam (FIB) implantation, so the device is named FIBMOS), has been simulated using a two-dimensional (2-D) coupled Monte Carlo-Poisson solver, in which quantum confinement effects have been taken into account by incorporating an effective potential scheme into the particle simulator. Although the device is a long-channel one, its performance is dictated by the highly doped p + -implant at the source end of the channel, and it is crucial to properly account for the quantum-confinement effects in transport, especially at the implant/oxide interface. We show that parameters such as threshold voltage and device transconductance are extremely sensitive to the proper treatment of quantization effects. On the other hand, the built-in electric field, due to the pronounced asymmetry caused by the presence of the p + -implant, drastically influences the carrier transport, and consequently, the device output characteristics, in particular the magnitude of the velocity overshoot effect and the low-field electron mobility.
I. INTRODUCTION

I
N THE design of ultra-small devices, one has to deal with two contradictory requirements: 1) the reduction of short-channel effects, which necessitates the use of high substrate doping densities and 2) hot-carrier reliability increase and substrate current reduction, which require a reduction of the in-plane electric fields and therefore, smaller substrate doping density. A device structure that satisfies both requirements must have asymmetric doping profiles, and there has been a vast amount of theoretical and experimental effort to predict optimal device structures that can operate reliably at higher drain voltages and do not exhibit pronounced short-channel effects. Some representative devices proposed are summarized in Fig. 1 and include lightly-doped drain (LDD) devices, gate overlapped LDD structure (GOLD), halo source GOLD drain (HS-GOLD) [1] and graded-channel MOS (GCMOS) devices [2] . The last device structure overcomes the incompatible requirements of short-channel effects and hot-carrier reliability. As such, it is a rather promising way, in terms of reliability and performance, for downward scaling without the need to further reduce the power supply. Further improvements in this device structure have been made with the use of focused-ion-beam (FIB) implantation [3] , which provides point-by-point control of the lateral dopant density at the source end of the channel, resulting in the so-called FIBMOS device structure (see Fig. 2 ). Device simulations, which employ hydrodynamic transport models [4] - [6] and direct solution of the Boltzmann transport equation (BTE) using the Monte Carlo particle-based simulations [7] - [9] have been employed to examine the benefits of the FIBMOS structure with respect to conventional MOSFET devices.
In this paper, we examine the influence of the quantum-mechanical space-quantization effects in the implant region of the FIBMOS on the device on-state performance. For this purpose, into a classical Monte Carlo particle-based simulator we incorporated an effective potential [10] , a simple and very efficient approach to approximating quantum effects due to the nonzero size of an electron wave packet. Using a particle-based simulator is very important for such a pronouncedly asymmetric device (Fig. 2) , as it is the only way to capture the velocity overshoot, which is present due to the high built-in electric fields. We present the simulation results for the electron sheet density, average displacement of the carriers, device transfer and output characteristics, and the carrier mobility. We discuss the interplay of asymmetry and quantization and its impact on the device-performance estimates. We conclude this work with a summary and future direction of research.
II. MONTE CARLO PARTICLE-BASED SIMULATOR
The Monte Carlo model, used in the transport portion of the simulator that is schematically shown in Fig. 3 , is based on the usual Si band-structure for three-dimensional (3-D) electrons in a set of nonparabolic -valleys with energy-dependent effective masses. The six conduction band valleys are included through three pairs: valley pair 1 pointing in the (100) direction, valley pair 2 in the (010) direction, and valley pair 3 in the (001) direction. The explicit inclusion of the longitudinal and transverse masses is important and this is done in the program using the Herring-Vogt transformation [11] . Intravalley scattering is limited to acoustic phonons. For the intervalley scattering, we include both -and -phonon processes. It is important to note that, by group symmetry considerations, the zeroth-order low-energy -and -phonon processes are forbidden. Nevertheless, three zeroth-order -phonons and three zeroth-order -phonons with various energies are usually assumed [12] . We have taken into account this selection rule and have considered two high-energy -and -phonons and two low-energy -and -phonons. The high-energy phonon scattering processes are included via the usual zeroth-order interaction term, and the two low-energy phonons are treated via a first-order process [13] . The first-order process is not really important for low-energy electrons but gives a significant contribution for high-energy electrons. The low-energy phonons are important in achieving a smooth velocity saturation curve, especially at low temperatures. The phonon energies and coupling constants in our model are determined so that the experimental temperature-dependent mobility and velocity-field characteristics are consistently recovered [14] . At present, impact ionization, Coulomb scattering and surface-roughness scattering are not included in the model. Impact ionization is neglected as, for the drain biases used in the simulation, electron energy [see Fig. 10 (a)] is typically insufficient to create an electron-hole pair. Coulomb scattering is of little importance throughout most of the channel, due to low doping, but might yield nontrivial corrections in the implant area. Also, since it is not quite clear how surface roughness scattering behaves in case of carriers displaced from the interface, we believe that any assumption that we might make about it is most likely to obscure the quantum confinement effects (see discussion in Section III).
In solving Poisson's equation, the Monte Carlo simulation is used to obtain charge distribution in the device. We use the Incomplete Lower-Upper decomposition method for the solution of the two-dimensional (2-D) Poisson equation. After solving for the potential, the electric fields are calculated and used in the free-flight portion of the Monte Carlo transport kernel. However, the charges obtained from the EMC simulation are usually distributed within the continuous mesh cell instead of on the discrete grid points. The particle mesh method (PM) is used to perform the switch between the continuum in a cell and discrete grid points at the corners of the cell. The procedures of PM coupling is outlined in the following.
• Assign the charges from within the continuous mesh cell onto the discrete grid points.
• Solve Poisson equation for potentials at those points.
• Calculate electric fields at those points from the potential profiles and obtain the electric fields for particles within the cell.
The charge assignment to each mesh-point depends on the particular scheme that is used. A proper scheme must ensure proper coupling between the charged particles and the Coulomb forces acting on the particles. Therefore, the charge assignment scheme must maintain zero self-forces and a good spatial accuracy of the forces. To achieve this, two major methods have been implemented in the present version of the code: the nearest-gridpoint (NGP) scheme and the cloud-in-cell (CIC) scheme. The CIC produces a smoother force interpolation, but introduces self-forces on nonuniform meshes. These issues have been dealt with extensively by Hockney and Eastwood [15] , and quite recently by Laux [16] .
The device current is determined by using two different, but consistent methods. First, by keeping track of the charges entering and exiting each terminal, the net number of charges over a period of the simulation can be used to calculate the terminal current. The method is quite noisy, due to the discrete nature of the electrons. In the second method, the sum of the electron velocities in a portion of the device is used to calculate the current. For this purpose, the device is divided into several sections along the -axis (along the semiconductor/oxide interface). The number of electrons, and their corresponding velocities, are added up for each section after each free-flight time step. The total -velocity in each section is then averaged over several time steps to determine the current for that section. The total device current is determined from the average of several sections, which gives a much smoother result than that based on counting the terminal charges. By breaking the device into sections, individual section currents can be compared to verify that the currents are uniform. In addition, sections near the source and drain regions may have a high -component in their velocity and should be excluded from the current calculations. Finally, by using several sections in the channel, the average energy and velocity of electrons along the channel is checked to ensure proper physical characteristics.
III. EFFECTIVE POTENTIAL APPROACH
The inclusion of one-particle quantum effects in the description of the inversion layer at the semiconductor/oxide interface of an MOS device involves solving the Schrödinger equation for the carriers in an approximately triangular potential well. As a result, one obtains bound states, which give rise to two major features: reduced sheet density and charge set-back. Namely, since the lowest bound state can be regarded as the new bottom of the conduction band, the spacing between the Fermi level and the conduction band edge is effectively increased, which results in reduced sheet charge density with respect to the case in which quantum effects are excluded. Moreover, the probability density in the lowest bound state now has a maximum away from the semiconductor/oxide interface, resulting in charge displacement from the oxide, and consequently, an effective increase in the oxide thickness.
An alternative to solving the Schrödinger wave equation is the use of quantum potentials. The idea of quantum potentials originates from the hydrodynamic formulation of quantum mechanics, first introduced by de Broglie and Madelung [17] - [19] , and later developed by Bohm [20] , [21] . In this picture, the wave function is written in complex form in terms of its amplitude (the density function) and phase . These are then substituted back into the Schrödinger equation to obtain the following coupled equations of motion for the density and phase (1) (2) where is the probability density. By identifying the velocity as , and the flux as , equation (1) where the density is related to the probability density as , Nbeing the total number of particles. The Bohm potential essentially represents a field through which the particle interacts with itself. It has been used, for example, in the study of wave packet tunneling through barriers [22] , where the effect of the quantum potential is shown to lower or smoothen barriers, and hence "allows" for the particles to leak through.
An alternative form of the quantum potential was proposed by Iafrate, Grubin and Ferry [23] , who derived a form of the quantum potential based on moments of the Wigner-Boltzmann equation, the kinetic equation describing the time evolution of the Wigner distribution function [24] . Their form, based on moments of the Wigner function in a pure state, and involving an expansion of order , is given by (4) which is sometimes referred to as the Wigner potential or as the density gradient correction. Later on, Ferry and Zhou derived a form for a smooth quantum potential [25] based on the effective classical partition function of Feynman and Kleinert [26] . More recently, Gardner and Ringhofer [27] derived a smooth quantum potential for hydrodynamic modeling, valid to all orders of , which involves a smoothing integration of the classical potential over space and temperature. There it was shown that, close to the equilibrium regime, the influence of the potential on the ensemble can be replaced by the classical influence of a smoothed nonlocal barrier potential. While this effective potential depends nonlocally on the density, it does not directly depend on its derivatives. Through this effective quantum potential, the influence of barriers on an electron is felt at quite some distance from the barrier. The smoothed effective quantum potential has been used successfully in quantum-hydrodynamic simulations of resonant tunneling effects in one-dimensional (1-D) double-barrier structures [28] .
In analogy to the smoothed potential representations discussed previously for the quantum hydrodynamic models, it is desirable to define a smooth quantum potential for use in quantum particle-based simulations. Ferry [10] has suggested an effective potential that emerges from the wave packet description of particle motion, where the extent of the wave packet spread is obtained from the range of wavevectors in the thermal-distribution function (characterized by an electron temperature). The effective potential, , is related to the self-consistent Hartree potential, , obtained from the Poisson equation, through an integral smoothing relation (5) where is a Gaussian with the standard deviation . As shown schematically in Fig. 3 , is then used to calculate the electric field that accelerates the carriers in the transport kernel of the simulator described in Section II. This is the approach used in the present simulation, and it actually reduces the infamous noise characteristic for particle-based simulator, due to the integral relation between and (5). Other quantum potentials, depending on derivatives of the density, may amplify the noise, and are best suited for hydrodynamic simulators. For an example of incorporating quantum potentials in Monte Carlo simulators, see [29] .
There is a mathematical connection between this effective potential and the quantum potential, which can be demonstrated by using a Taylor series expansion. For simplicity, we show this in one dimension; similar results apply in higher-dimensional systems. Expanding (5) in a Taylor series in one dimension yields (6) The second term cancels due to the symmetry of the Gaussian, so the third term becomes the leading correction. Thus (7) In nondegenerate semiconductors, the dependence of the density upon the potential is typically proportional to . Using this, we can substitute for the potential in (7), which yields (8) Within a factor of two, the second term is now recognized as the density gradient term, but is more commonly known as the Bohm potential discussed earlier.
When implementing the effective potential approach due to Ferry [10] , one of the questions that one would naturally ask is related to the actual value of the Gaussian smoothing parameter . Also, there has been a debate as to whether the smoothing parameter will depend upon the shape of the confining potential or the substrate doping density. For this purpose, we first apply the effective potential approach to a simple MOS capacitor structure in which the band-bending leads to triangular confinement. The oxide thickness of the MOS capacitors being simulated is 6 nm, and the substrate doping density equals 10 and 10 cm , respectively. The results of these simulations are shown in Fig. 4(a) and (b) , where we show the gate-voltage dependence of the inversion charge density, and the average distance of the carriers from the interface [30] . From the results shown in Fig. 4 , it is obvious that the use of a single Gaussian smoothing parameter nm along the growth direction, can quite accurately describe the reduction in the inversion layer electron density due to quantum-mechanical space-quantization effect. It also leads to accurate description of the displacement of the carriers away from the semiconductor-oxide interface, which, in turn, gives rise to the quantum capacitance, in series with the oxide capacitance.
The use of has a fairly low nominal computational cost (less than 10% increase in CPU time). However, the size of the smoothing parameter sets an upper limit on the mesh size, which leads to problems with undesirably many gridpoints in large devices, such as that considered in this paper. Restricting the application of to an area near the interface, where quantum confinement is important, and ignoring it elsewhere, somewhat alleviates this computational burden. However, it introduces a small artificial electric field at the boundaries of this area, which disrupts reaching self-consistency and is the main reason for the overall increase in computation time. 
IV. RESULTS AND DISCUSSION
A schematic of the 250 nm FIBMOS device we simulate is shown in Fig. 2 . The substrate doping equals 10 cm , source/drain doping is 10 cm , junction depth is 36 nm, and bulk depth equals 400 nm. The oxide thickness is 5 nm and the width of the device being simulated is 1.4 m. The width of the FIB region is 70 nm, the depth equals the junction depth, and the doping density is 1.6 10 cm .
In Fig. 5 , we show the conduction band edge, found in the device simulation, for the bias conditions V. From the result shown, one can see that the effective potential shifts the conduction band edge upwards. It, therefore, accounts for the so-called band-gap widening effect due to the quantum mechanical space-quantization in the triangular potential well near the Si-SiO interface. This upward shift of the conduction band edge leads to a reduction of the carrier density at the interface proper. Also, the electrons are moved away from the interface because of the additional perpendicular electric field in the vicinity of the Si-SiO interface. This latter observation is more clearly seen in the results shown in Figs. 6 and 7 , where we plot the electron density at the source end of the channel and the average displacement of the carriers from the semiconductor/oxide interface for the bias conditions from Fig. 5 . For example, for the case when we include in the model, there is a spread of about 5 nm of the channel electron density in the vicinity of the p -implant [ Fig. 6(a) ]. On the other hand, when is omitted from the model, the electron density spread in the vicinity of the p -implant reduces to 2-3 nm [ Fig. 6(b) ], which suggests stronger confinement of the carriers at the interface. As shown in Fig. 7 , the upward shift of the conduction band edge leads to approximately half an order of magnitude decrease in the sheet electron density, which is consistent with the quantum-mechanical simulations. The quantization of charge in the inversion layer produces an expected increase of the threshold voltage in the channel. This observation is more clearly seen from the results shown in Fig. 8 , where we plot the linear drain current as a function of the gate voltage , for a drain voltage of V. If we take as a criterion for determining the threshold voltage as being the gate voltage for which the drain current equals 10 A/ m, we obtain a shift of approximately 200 mV when space-quantization effects are included in the model. This result, taking into account the very high doping density of the p -implant, is consistent with some previous observations [31] .
The device output characteristics are shown in Fig. 9 for equal to 1.0 V and 1.2 V, with and without . There are three noteworthy features in this figure: with , the drive current is reduced, the threshold voltage ( ) is increased, and the transconductance is degraded. The inclusion of reduces the drain current , due to two factors: the reduced average carrier velocity and the reduced sheet density, the latter being predominant. Also, since the slope of the -curve in the linear region is proportional to -, we see that for a given the inclusion of increases , in agreement with the reduction in sheet density, as presented in Fig. 7. Finally, if for a given we analyze the current increase between equal to 1.0 V and 1.2 V, which is (roughly) proportional to transconductance, it is clear that transconductance is lower with included, as expected according to the charge set-back depicted in Fig. 6 .
In Fig. 10(a) , we show the average carrier energy of the carriers along the channel. The energy is calculated with respect to the conduction band edge defined by the self-consistent Hartree potential . Therefore, if the effective potential is included, an increase of the average electron energy of approximately 100 to 150 meV is observed, which corresponds to the upward shift of the conduction band edge defined by with respect to that defined by . Also, we find that the average carrier energy peaks at the p -implant region where the high doping density leads to very large electric fields. At the drain end of the channel, low in-plane fields and significant phonon scattering give rise to a reduction of the average electron energy. These trends are observable regardless of whether we included or omitted the effective potential in the theoretical model.
We observe the same trends in the average carrier velocity, shown in Fig. 10(b) , as for the average electron energy. Namely, the velocity overshoot effect is quite evident in the right portion of the p -implant region due to the large in-plane electric fields that give rise to fast acceleration of the carriers. Once the carriers enter the low-field region (the middle and the drain end of the channel), the average electron velocity initially decreases and then exhibits a very slight increase. Also noticeable is the fact that the inclusion of does not influence the magnitude of the velocity overshoot but has significant influence on the velocity at the drain-end of the channel. There, a reduction in the velocity is observed because of the in-plane electric field reduction due to the lateral smearing of the potential energy profile. The above effects are consistent with the drain current reduction discussed in conjunction with Fig. 9 .
The features in Fig. 10 indicate that the interplay of the asymmetry and quantum effects gives rise to novel transport features. Namely, the band-gap widening and charge set-back, analyzed earlier, are essentially equilibrium quantum features, as their magnitude is virtually the same for either zero or nonzero drain bias. However, it has been shown [32] by carefully achieving the same inversion conditions with and without the effective potential (equal sheet charge density, perpendicular electric field) and thereby virtually eliminating the differences due to the equilibrium effects of quantization, that quantum-mechanical lowering of low-field mobility exists, which is a purely nonequilibrium effect. In Fig. 11 , low-field mobility as a function of the applied drain bias is shown, with and without the effective potential, for different values of the perpendicular electric field. It is noteworthy that asymmetry of the device leads to ballistic features, as already seen in Fig. 10 ; however, these tend to be suppressed by the inclusion of quantum effects [32] . This implies that highly asymmetric devices may seem faster according to classical estimates, but proper inclusion of quantum effects in the mobility modeling will decide whether transport indeed is ballistic.
V. CONCLUSIONS
We employed an effective potential approach to take into account quantum-mechanical effects in a 250 nm FIBMOS device. We find that the quantum-mechanical space-quantization effect leads to a sheet charge density reduction and average displacement of carriers from the interface. This in turn affects the threshold voltage. We find a threshold voltage shift of about 200 mV when the effective potential is included in the model. The increase in the threshold voltage gives rise to the on-state current reduction of 30 to 40%, depending upon the gate voltage bias. Larger degradation is observed for larger gate voltage . Also, an increase in the average electron energy is observed, which is consistent with the decrease in the average drift velocity at the drain end of the channel. This latter observation is in agreement with the drastic reduction in the drain current and with the transconductance degradation, which are results of quantum-mechanically-induced degradation of the equivalent oxide capacitance (due to charge set-back) and of the low-field mobility.
