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Abstract
We establish combinatorial formulas for the index of a class of matrix Lie algebras whose matrix forms
are encoded by strict partial orderings.
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1 Introduction
The index of a Lie algebra is an important algebraic invariant which was first introduced by Dixmier in
1974 (see [6]). Topical research has concentrated on establishing combinatorial formulas for the index of Lie
algebras in certain combinatorially defined families. In particular, the primary focus has been on the families
of seaweed algebras (see [5]) and Lie poset algebras (see [4]).1 Each of these families of Lie algebras can be
reckoned as matrix algebras defined by a matrix form which is encoded by a combinatorial object. In the
case of seaweed algebras, matrix forms are encoded by pairs of compositions, while for Lie poset algebras,
the matrix form is encoded by posets (non-strict partial orderings). Here, our focus is the index theory of
matrix algebras whose matrix forms are encoded by strict partial orderings.
Formally, the index of a Lie algebra g is defined as
ind g = min
F∈g∗
dim(ker(BF )),
where BF is the skew-symmetric Kirillov form defined by BF (x, y) = F ([x, y]), for all x, y ∈ g. Of particular
interest are those Lie algebras which have index zero, and are called Frobenius.2
As noted, Lie poset algebras form a class of algebras whose index theory has been investigated. Such
algebras can be defined as the Lie algebras naturally arising from the incidence algebras of posets [17].
As a result, for each poset (P ,P) with P = {1, . . . , n}, one obtains a Lie algebra g(P) consisting of
|P| × |P| matrices whose i, j-entry can be nonzero if and only if i P j; the Lie bracket of g(P) is given
by [X,Y ] = XY − Y X , where juxtaposition denotes standard matrix multiplication. Removing diagonal
elements from g(P) results in a nilpotent subalgebra which, following [11], we denote by g≺(P) and refer to
as a “nilpotent Lie poset algebra.”3
Here, we consider the index theory of nilpotent Lie poset algebras. In particular, we establish a combi-
natorial formula for the index of nilpotent Lie poset algebras (see Section 3). It is worth mentioning that
1Similar combinatorial investigations have found success considering the extensions of seaweed and Lie poset algebras to the
classical families of Lie algebras. For seaweeds see [1, 2, 7, 10, 14, 15, 16] and for Lie poset algebras see [3, 4].
2Frobenius algebras are of special interest in deformation and quantum group theory stemming from their connection with
the classical Yang-Baxter equation (see [8, 9]).
3In [11], the authors consider the homology and cohomology of nilpotent Lie poset algebras – but not their index.
Panov [13] develops a mechanism for computing the index of nilpotent Lie poset algebras corresponding to
a disjoint sum of chains. He does not develop “closed-form” formulas as we do here.
We begin with poset preliminaries in Section 2 and conclude with an Epilogue in Section 4 where we
contrast the results here with recent results in the case of (solvable) Lie poset algebras.
2 Preliminaries
A finite poset (P ,P) consists of a finite set P = {1, . . . , n} together with a binary relation P which is
reflexive, anti-symmetric, and transitive. It is further assumed that if x P y for x, y ∈ P , then x ≤ y, where
≤ denotes the natural ordering on Z. When no confusion will arise, we simply denote a poset (P ,P) by P ,
and P by .
Let p1, p2 ∈ P . If p1  p2 and p1 6= p2, then we call p1  p2 a strict relation and write p1 ≺ p2. Let
Rel(P) denote the set of strict relations between elements of P , Ext(P) denote the set of minimal and
maximal elements of P , and RelE(P) denote the number of strict relations between the elements of Ext(P).
Example 1. Let P be the poset P = {1, 2, 3, 4, 5, 6} with 1, 2  3  4, 5, 6. We have
Rel(P) = {1 ≺ 3, 1 ≺ 4, 1 ≺ 5, 1 ≺ 6, 2 ≺ 3, 2 ≺ 4, 2 ≺ 5, 2 ≺ 6, 3 ≺ 4, 3 ≺ 5, 3 ≺ 6},
Ext(P) = {1, 2, 4, 5, 6}, and RelE(P) = {1 ≺ 4, 1 ≺ 5, 1 ≺ 6, 2 ≺ 4, 2 ≺ 5, 2 ≺ 6}.
If p1 ≺ p2 and there does not exist p ∈ P satisfying p1 ≺ p ≺ p2, then p1 ≺ p2 is a covering relation. Covering
relations are used to define a visual representation of P called the Hasse diagram – a graph whose vertices
correspond to elements of P and whose edges correspond to covering relations (see, for example, Figure 1).
A totally ordered subset S ⊂ P is called a chain. We define the height of a poset P to be one less than the
largest cardinality of a chain in P .
Example 2. Let P be the poset of Example 1. In Figure 1 we illustrate the Hasse diagram of P.
1
3
4 6
2
5
Figure 1: Hasse diagram of a poset
Let k be an algebraically closed field of characteristic zero, which we may take to be the complex
numbers. The nilpotent Lie poset algebra g≺(P) = g≺(P ,k) is the span over k of elements Epi,pj , for
pi, pj ∈ P satisfying pi ≺ pj , with Lie bracket [X,Y ] = XY − Y X , where Epi,pjEpk,pl = Epi,pl if pj = pk
and 0 otherwise. The algebra g≺(P) may be regarded as a subalgebra of the algebra of n×n strictly upper-
triangular matrices over k by replacing each basis element Epi,pj by the n× n matrix containing a 1 in the
i, j-entry and 0’s elsewhere. The product of elements Epi,pj becomes matrix multiplication.
Example 3. Let P be the poset given in Example 1. The matrix form of elements in g≺(P) is illustrated in
Figure 2, where the ∗’s denote potential non-zero entries.
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

1 2 3 4 5 6
1 0 0 ∗ ∗ ∗ ∗
2 0 0 ∗ ∗ ∗ ∗
3 0 0 0 ∗ ∗ ∗
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0


Figure 2: Matrix form of g≺(P), for P = {1, 2, 3, 4, 5, 6} with 1, 2  3  4, 5, 6
3 Combinatorial index formulas
In this section, we determine combinatorial formulas for the index of nilpotent Lie poset algebras.
It will be convenient to use an alternative characterization of the index. Let g be an arbitrary Lie algebra
with basis {x1, ..., xn}. The index of g can be expressed using the commutator matrix, ([xi, xj ])1≤i,j≤n, over
the quotient field R(g) of the symmetric algebra Sym(g) as follows (see [6]).
Theorem 1. The index of g is given by
ind g = n− rankR(g)([xi, xj ])1≤i,j≤n.
Example 4. Consider the Lie algebra g consisting of the upper triangular matrices in sl(2). A Chevalley
basis for g is given by {x1, x2}, where [x1, x2] = 2x2. The commutator matrix of g is illustrated in Figure 3.
Since the rank of this matrix is two, it follows from Theorem 1 that g is Frobenius.
[
0 2x2
−2x2 0
]
Figure 3: Commutator matrix
Remark 1. To ease notation, row and column labels of commutator matrices will be bolded and matrix
entries will be unbolded. Furthermore, we will refer to the row corresponding to x in a commutator matrix
– and by a slight abuse of notation, in any equivalent matrix – as row x.
Throughout this section, given a poset P , we set
C(g≺(P)) = ([xi, xj ])1≤i,j≤n, where {x1, . . . , xn} = {Epi,pj : pi, pj ∈ P , pi ≺ pj}.
Theorem 2. If P is a poset, then ind g≺(P) ≥ |RelE(P)|.
Proof. Basis elements of the form Epi,pj , for pi, pj ∈ Ext(P) satisfying pi ≺ pj , commute with all other
elements of g≺(P); that is, such elements correspond to zero rows in C(g≺(P)). The result follows.
Corollary 1. There are no Frobenius nilpotent Lie poset algebras.
Remark 2. Corollary 1 holds more generally. In particular, in [12] it is shown that no real or complex,
finite-dimensional nilpotent Lie algebra can be Frobenius.
Corollary 2. If P is a height-one poset, then ind g≺(P) = |RelE(P)|.
Proof. All basis elements of g≺(P) of the form Epi,pj satisfy pi, pj ∈ Ext(P). The result follows.
The first non-trivial result concerning the index of nilpotent Lie poset algebras corresponds to posets of
height two. Before establishing the corresponding index formula, the following notation will prove helpful in
the results that follow.
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Definition 1. If P is a poset and p ∈ P, then
D(P , p) = |{q ∈ P : q ≺ p}|,
U(P , p) = |{q ∈ P : p ≺ q}|,
B
p(P) = {Ep,b ∈ g
≺(P) : b is maximal in P and p ≺ b},
Bp(P) = {El,p ∈ g
≺(P) : l is minimal in P and l ≺ p},
UE(P , p) = |B
p(P)|, and
DE(P , p) = |Bp(P)|.
Theorem 3. If P is a height-two poset, then
ind g≺(P) = |Rel(P)| − 2
∑
p∈P\Ext(P)
min(D(P , p), U(P , p)).
Proof. Arrange for the row labels of C(g≺(P)) to be ordered as follows.
• First, for p ∈ P\Ext(P) in increasing order of p in Z, list the elements of each set Bp in increasing
lexicographic order of their indices in Z2.
• Next, for p ∈ P\Ext(P) in increasing order of p in Z, list the elements of each set Bp in increasing
lexicographic order of their indices in Z2.
• Finally, list basis elements of the form El,b, for l, b ∈ Ext(P) satisfying l ≺ b, in increasing lexicographic
order of (l, b) in Z2.
Similarly, arrange for the columns labels of C(g≺(P)) to be ordered as follows.
• First, for p ∈ P\Ext(P) in increasing order of p in Z, list the elements of each set Bp in increasing
lexicographic order of their indices in Z2.
• Next, for p ∈ P\Ext(P) in increasing order of p in Z, list the elements of each set Bp in increasing
lexicographic order of their indices in Z2.
• Finally, list basis elements of the form El,b, for l, b ∈ Ext(P) satisfying l ≺ b, in increasing lexicographic
order of (l, b) in Z2.
Assuming the given ordering of row and column labels, C(g≺(P)) is block diagonal with blocks Mp and
−MTp , where Mp (resp., −Mp) is defined by row labels coming from Bp (resp., B
p) and column labels
coming from Bp (resp., Bp). By definition, the entries of Mp (resp., −MTp ) are all distinct and nonzero.
Thus, the rank ofMp (resp., M
T
p ) must be maximal. Since Mp (resp., M
T
p ) has D(P , p) rows (resp., columns)
and U(P , p) columns (resp., rows), the rank of C(g≺(P)) is given by 2
∑
p∈P\Ext(P)min(D(P , p), U(P , p)).
Applying Theorem 1 establishes the result.
Example 5. Let P be the poset given in Example 1; that is, P = {1, 2, 3, 4, 5, 6} with 1, 2  3  4, 5, 6. The
commutator matrix C(g≺(P)) is illustrated in Figure 4, assuming the ordering of the row and column labels
as in the proof of Theorem 3. Further, note that since
|Rel(P)| = 11, P\Ext(P) = {3}, U(P , 3) = 3, D(P , 3) = 2, and min(U(P , 3), D(P , 3)) = 2,
applying Theorem 3 shows that ind g≺(P) = 11− 2(2) = 7.
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

E3,4 E3,5 E3,6 E1,3 E2,3 E1,4 E1,5 E1,6 E2,4 E2,5 E2,6
E1,3 E1,4 E1,5 E1,6 0 0 0 0 0 0 0 0
E2,3 E2,4 E2,5 E2,6 0 0 0 0 0 0 0 0
E3,4 0 0 0 −E1,4 −E2,4 0 0 0 0 0 0
E3,5 0 0 0 −E1,5 −E2,5 0 0 0 0 0 0
E3,6 0 0 0 −E1,6 −E2,6 0 0 0 0 0 0
E1,4 0 0 0 0 0 0 0 0 0 0 0
E1,5 0 0 0 0 0 0 0 0 0 0 0
E1,6 0 0 0 0 0 0 0 0 0 0 0
E2,4 0 0 0 0 0 0 0 0 0 0 0
E2,5 0 0 0 0 0 0 0 0 0 0 0
E2,6 0 0 0 0 0 0 0 0 0 0 0


Figure 4: C(g≺(P))
In Theorem 4 below, we determine a height-independent formula for the index of nilpotent Lie poset
algebras. This is done through the use of an inductive argument with Corollary 2 and Theorem 3 covering
the first two base cases. In the proof, given a height n poset P , we are able to recursively construct a height
n− 1 poset Pm for which rank C(g
≺(P)) = rank C(g≺(Pm)). Of particular importance in the argument is
the set of “middle” sections of maximal chains, which we make precise as follows: if P is a height-n poset,
then
Mn(P) = {{p1 ≺ . . . ≺ pn−1} ⊂ P : ∃ p0, pn ∈ P such that p0 ≺ p1 ≺ . . . ≺ pn−1 ≺ pn}.
Further, the construction of Pm from P is guided by row operations on the commutator matrix C(g≺(P))
which correspond to splitting a row r of C(g≺(P)) into two separate rows r1 and r2 satisfying r1 + r2 = r;
to aid discourse of such row operations, we make the following definition.
Definition 2. Let M be an n×n matrix with row and column labels L = {l1, . . . , ln}, and let r = (rl1 , . . . , rln)
be a row of M . We define the restriction of r to columns S ⊂ L to be the vector rS = (r′l1 , . . . , r
′
ln
) with
r′li = rli if li ∈ S, and r
′
li
= 0 otherwise.
Theorem 4. If P is a poset, then
ind g≺(P) = |Rel(P)| − 2
∑
p∈P\Ext(P)
min(D(P , p), U(P , p)). (1)
Proof. By induction on the height of P . The result holds for height-one and height-two posets, as shown in
Corollary 2 and Theorem 3, respectively. Assume the result holds for posets of height at most n− 1 ≥ 2, let
P be a poset of height n, and let
B(P) = {Epi,pj : pi, pj ∈ P , pi ≺ pj}.
Note then that there exists {p1 ≺ . . . ≺ pn−1} ∈ Mn(P). Further, the rows of C(g
≺(P)) labeled by elements
from the set Bpn−1(P) are equal to their restrictions to columns labeled by elements of B
pn−1(P). Similarly,
the rows of C(g≺(P)) labeled by elements from the set Bp1(P) are equal to their restrictions to columns
labeled by elements of Bp1(P). Now, denote byMpn−1 the submatrix of C(g
≺(P)) defined by rows labeled by
elements of Bpn−1(P) and columns labeled by elements of B
pn−1(P). Similarly, denote by Mp1 the submatrix
of C(g≺(P)) defined by rows labeled by elements of Bp1 (P) and columns labeled by elements of Bp1(P).
Thus, C(g≺(P)) contains the DE(P , pn−1)×UE(P , pn−1) submatrix Mpn−1 and the UE(P , p1)×DE(P , p1)
submatrix Mp1 ; moreover, each of Mpn−1 and Mp1 has all entries nonzero and pairwise unequal. The proof
now breaks into two cases.
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Case 1: DE(P , pn−1) ≥ UE(P , pn−1). Now note that the columns of C(g≺(P)) may be organized so that
the collection of rows indexed by elements from the set Bpn−1(P) takes the form
R =
[
Mpn−1 0 0 . . . 0
]
.
Since Mpn−1 occupies exactly the columns indexed by elements from the set B
pn−1(P) and has maximal
rank, (∗) the restriction of all rows in C(g≺(P)) to columns indexed by elements in Bpn−1(P) is spanned
by R. Also notice that the only rows with nonzero entries in columns labeled by elements of Bpn−1(P) are
Eq,pn−1, where q ∈ P satisfies q ≺ pn−1. Now, consider the subset of those rows Eq,pn−1 with q ≺ pn−1
and q ∈ P \ Ext(P). Such rows only have nonzero entries in columns with labels from the set Bpn−1(P)
and labels of the form Er,q, for r ∈ P satisfying r ≺ q ≺ pn−1. By (∗), the rank of C(g≺(P)) is unaltered
by splitting such rows into two rows, one corresponding to the restriction to columns labeled by Bpn−1(P)
(denote by Eqpn−1 ,pn−1), and the other corresponding to the restriction to columns labeled by elements of
B(P)\Bpn−1(P) (denote by Eq,p′
n−1
). Additionally, since row Eqpn−1 ,pn−1 is in the span of R, the rank
is unaffected by replacing labels Eq,r, for q ≺ pn−1 ≺ r, in row Eqpn−1 ,pn−1 with Eqpn−1 ,r. Further, as
there are no two nonzero equal entries in any row (resp., column) of C(g≺(P)), the rank is also not altered
by relabeling the entries −Er,pn−1 , for r ≺ q ≺ pn−1, of row Eq,p′n−1 by −Er,p′n−1 . Now, simply take the
transpose of C(g≺(P)), multiply by −1, and perform the same row operations; note, this is well-defined
since the rows altered/added in the above algorithm contribute entries of zero to the rows of interest in the
transpose. Removing zero rows and columns, the resulting matrix is C(g≺(P1)) (with zero rows and columns
removed), where the poset P1 is constructed from P as follows:
• for each q ∈ P \ Ext(P) satisfying q ≺ pn−1 remove the relation q ≺ pn−1 and add a new minimal
element qpn−1 ≺ pn−1; and
• add a new maximal element p′n−1 which satisfies q ≺ p
′
n−1, for all q ∈ P such that q ≺P pn−1.
By construction, rankC(g≺(P)) = rankC(g≺(P1)). Note also that P \ Ext(P) = P1 \ Ext(P1),
U(P , p) = U(P1, p) and D(P , p) = D(P1, p), for all p ∈ P\Ext(P), (2)
and |Mn(P1)| < |Mn(P)|.
Case 2: DE(P , pn−1) < UE(P , pn−1). In this case,
UE(P , p1) ≥ UE(P , pn−1) > DE(P , pn−1) ≥ DE(P , p1).
Note that the columns of C(g≺(P)) may be organized so that the collection of rows indexed by elements
from the set Bp1(P) takes the form
R′ =
[
Mp1 0 0 . . . 0
]
.
Since Mp1 occupies exactly the columns indexed by elements from the set Bp1(P) and has maximal rank,
(∗∗) the restriction of all rows in C(g≺(P)) to columns indexed by elements in Bp1(P) is spanned by R
′.
Also notice that the only rows with nonzero entries in columns labeled by elements of Bp1(P) are Ep1,q,
where q ∈ P satisfies p1 ≺ q. Now, consider the subset of those rows Ep1,q with p1 ≺ q and q ∈ P \Ext(P).
Such rows only have nonzero entries in columns with labels from the set Bp1(P) and labels of the form Eq,r,
for r ∈ P satisfying p1 ≺ q ≺ r. By (∗∗), the rank of C(g≺(P)) is unaltered by splitting such rows into
two rows, one corresponding to the restriction to columns labeled by Bp1 (P) (denote by Ep1,qp1 ), and the
other corresponding to the restriction to columns labeled by elements of B(P)\Bp1(P) (denote by Ep′1,q).
Additionally, since row Ep1,qp1 is in the span of R, the rank is unaffected by replacing labels −Er,q, for
r ≺ p1 ≺ q, in row Ep1,qp1 with −Er,qp1 . Further, as there are no two nonzero equal entries in any row
(resp., column) of C(g≺(P)), the rank is also not altered by relabeling the entries Ep1,r, for p1 ≺ q ≺ r, of
row Ep′
1
,q by Ep′
1
,r. Now, simply take the transpose of C(g
≺(P)), multiply by −1, and perform the same row
operations; note, this is well-defined since the rows altered/added in the above algorithm contribute entries
of zero to the rows of interest in the transpose. Removing zero rows and columns, the resulting matrix is
C(g≺(P1)) (with zero rows and columns removed), where the poset P1 is constructed from P as follows:
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• for each q ∈ P \ Ext(P) satisfying p1 ≺ q remove the relation p1 ≺ q and add a new maximal element
p1 ≺ qp1 ; and
• add a new minimal element p′1 which satisfies p
′
1 ≺ q, for all q ∈ P such that p1 ≺P q.
By construction, rankC(g≺(P)) = rankC(g≺(P1)). Note also that P \ Ext(P) = P1 \ Ext(P1),
U(P , p) = U(P1, p) and D(P , p) = D(P1, p), for all p ∈ P\Ext(P), (3)
and |Mn(P1)| < |Mn(P)|.
Since P is finite, one can perform the above operations inductively until one arrives at a poset Pm satisfying
Mn(Pm) = ∅; that is, Pm is of height < n. Further,
rank C(g≺(P)) = rank C(g≺(Pm)).
Considering P\Ext(P) = Pm\Ext(Pm), (2), and (3), the result follows.
Example 6. Let P = {1, 2, 3, 4, 5, 6, 7} with 1, 2 ≺ 3 ≺ 5 ≺ 6, 7 and 2 ≺ 4 ≺ 7. In Figure 5 we illustrate the
commutator matrix C(g≺(P)) with zero rows and columns removed.


E5,6 E5,7 E1,3 E2,3 E4,7 E2,4 E3,5 E1,5 E2,5 E3,6 E3,7
E1,5 E1,6 E1,7 0 0 0 0 0 0 0 0 0
E2,5 E2,6 E2,7 0 0 0 0 0 0 0 0 0
E3,6 0 0 −E1,6 −E2,6 0 0 0 0 0 0 0
E3,7 0 0 −E1,7 −E2,7 0 0 0 0 0 0 0
E3,5 E3,6 E3,7 −E1,5 −E2,5 0 0 0 0 0 0 0
E2,4 0 0 0 0 E2,7 0 0 0 0 0 0
E4,7 0 0 0 0 0 −E2,7 0 0 0 0 0
E5,6 0 0 0 0 0 0 −E3,6 −E1,6 −E2,6 0 0
E5,7 0 0 0 0 0 0 −E3,7 −E1,7 −E2,7 0 0
E1,3 0 0 0 0 0 0 E1,5 0 0 E1,6 E1,7
E2,3 0 0 0 0 0 0 E2,5 0 0 E2,6 E2,7


Figure 5: C(g≺(P))
In Figure 6 we illustrate the matrix resulting from the recursive procedure outlined in the proof of Theorem 4
with zero rows and columns removed; that is, the commutator matrix C(g≺(P1)) with zero rows and columns
removed.
7


E5,6 E5,7 E1,3 E2,3 E4,7 E2,4 E53,5 E3,5′ E1,5 E2,5 E3,6 E3,7
E1,5 E1,6 E1,7 0 0 0 0 0 0 0 0 0 0
E2,5 E2,6 E2,7 0 0 0 0 0 0 0 0 0 0
E3,6 0 0 −E1,6 −E2,6 0 0 0 0 0 0 0 0
E3,7 0 0 −E1,7 −E2,7 0 0 0 0 0 0 0 0
E53,5 E53,6 E53,7 0 0 0 0 0 0 0 0 0 0
E3,5′ 0 0 −E1,5′ −E2,5′ 0 0 0 0 0 0 0 0
E2,4 0 0 0 0 E2,7 0 0 0 0 0 0 0
E4,7 0 0 0 0 0 −E2,7 0 0 0 0 0 0
E5,6 0 0 0 0 0 0 −E53,6 0 −E1,6 −E2,6 0 0
E5,7 0 0 0 0 0 0 −E53,7 0 −E1,7 −E2,7 0 0
E1,3 0 0 0 0 0 0 0 E1,5′ 0 0 E1,6 E1,7
E2,3 0 0 0 0 0 0 0 E2,5′ 0 0 E2,6 E2,7


Figure 6: C(g≺(P1))
In Figure 7 we illustrate the Hasse diagram of P (left) and the Hasse diagram of the height-two poset P1
(right).
1 2
3
5
6 7
4
1 53
3 5
5′ 6 7
4
2
Figure 7: Height-three poset reduced to height-two poset
4 Epilogue
Equation (1) provides a height-independent combinatorial formula for the index of a nilpotent Lie poset
algebra. For the (solvable) Lie poset algebra case, the situation is more complicated. The best formula we
have is given by the following recent theorem.
Theorem ([4], 2019). If P is a poset of height at most two, then
ind g(P) = |RelE(P)| − |P|+ 2 · CP +
∑
p∈P\Ext(P)
UD(P , p),
where CP denotes the number of components in the Hasse diagram of P and
UD(P , p) =
{
|U(P , j)−D(P , p)|, U(P , p) 6= D(P , p);
2, otherwise.
Example 7. Let P be the poset given in Example 1; that is, P = {1, 2, 3, 4, 5, 6} with 1, 2  3  4, 5, 6. The
matrix form of elements in g(P) is illustrated in Figure 8, where the ∗’s denote potential non-zero entries.
We have that
|RelE(P)| = 6, |P| = 6, CP = 1, P\Ext(P) = {3}, U(P , 3) = 3, D(P , 3) = 2, and UD(P , 3) = 1.
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Thus, ind g(P) = 6− 6 + 2 + 1 = 3. Note that this differs from the index of the corresponding nilpotent Lie
poset algebra g≺(P), found in Example 4 to be 7.


1 2 3 4 5 6
1 ∗ 0 ∗ ∗ ∗ ∗
2 0 ∗ ∗ ∗ ∗ ∗
3 0 0 ∗ ∗ ∗ ∗
4 0 0 0 ∗ 0 0
5 0 0 0 0 ∗ 0
6 0 0 0 0 0 ∗


Figure 8: Matrix form of g(P)
In moving from the nilpotent to the solvable case, the only change is the addition of basis elements
corresponding to diagonal matrices. This modification is substantive – such diagonal elements appear to form
obstructions to applying an inductive argument, similar to that used here, to establish height-independent
index formulas.
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