Bayesian Context Trees: Modelling and exact inference for discrete time
  series by Kontoyiannis, Ioannis et al.
Bayesian context trees: modelling and exact inference
for discrete time series
Ioannis Kontoyiannis ∗ Lambros Mertzanis † Athina Panotopoulou ‡
Ioannis Papageorgiou § Maria Skoularidou ¶
July 30, 2020
Summary. We develop a new Bayesian modelling framework for the class of higher-order,
variable-memory Markov chains, and introduce an associated collection of methodological tools
for exact inference with discrete time series. We show that a version of the context tree weighting
algorithm can compute the prior predictive likelihood exactly (averaged over both models and
parameters), and two related algorithms are introduced, which identify the a posteriori most
likely models and compute their exact posterior probabilities. All three algorithms are determin-
istic and have linear-time complexity. A family of variable-dimension Markov chain Monte Carlo
samplers is also provided, facilitating further exploration of the posterior. The performance of
the proposed methods in model selection, Markov order estimation and prediction is illustrated
through simulation experiments and real-world applications with data from finance, genetics,
neuroscience, and animal communication.
Keywords. Discrete time series; Bayesian context tree; Model selection; Prediction; Exact
Bayesian inference; Markov order estimation; Bayes factors; Markov chain Monte Carlo; Context
tree weighting
∗Statistical Laboratory, Centre for Mathematical Sciences, University of Cambridge, Wilberforce Road, Cam-
bridge CB3 0WB, UK. Email: yiannis@maths.cam.ac.uk.
†Department of Electrical and Computer Engineering, University of Maryland, College Part, MD, USA. Email:
lambros@umd.edu.
‡Department of Computer Science, Dartmouth College, Hanover, HN, USA. Email: ath1na@bu.edu.
§Department of Engineering, University of Cambridge, Trumpington Street, Cambridge CB2 1PZ, UK. Email:
ip307@cam.ac.uk.
¶MRC-BSU, University of Cambridge, Cambridge, UK. Email: ms2407@cam.ac.uk.
Preliminary versions of some of the results in this work were presented in Kontoyiannis et al. (2012) and
Mertzanis et al. (2018).
ar
X
iv
:2
00
7.
14
90
0v
1 
 [s
tat
.M
E]
  2
9 J
ul 
20
20
Contents
1 Introduction 1
1.1 Outline of contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Further connections and comments . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Bayesian context trees 5
2.1 Variable-memory Markov chains . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Bayesian context trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Marginal likelihood and prior predictive likelihood . . . . . . . . . . . . . . . . . 7
3 Methodology 9
3.1 CTW: The context tree weighting algorithm . . . . . . . . . . . . . . . . . . . . . 9
3.2 BCT: The Bayesian context tree algorithm . . . . . . . . . . . . . . . . . . . . . . 10
3.3 k -BCT: The top-k Bayesian context trees algorithm . . . . . . . . . . . . . . . . . 10
3.4 Computation of posterior probabilities . . . . . . . . . . . . . . . . . . . . . . . . 11
3.5 MCMC samplers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.6 Sequential updates, prediction, and complexity . . . . . . . . . . . . . . . . . . . 13
3.7 Bibliographical remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4 Model selection 15
4.1 Simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Real data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5 Posterior exploration and estimation 23
6 Prediction 27
6.1 Simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.2 Real data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
7 Concluding remarks 32
Acknowledgments 33
References 33
Supplementary Material 37
A Proofs of Lemma 2.1 and Theorems 3.1 and 3.2 37
B The k-BCT algorithm 40
C Proof of Theorem 3.3 43
D Arbitrary Dirichlet parameters 45
E Model selection examples 47
E.1 Simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
E.2 Real data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
1 Introduction
Higher-order Markov chains are frequently the first and most natural modelling choice for discrete
time series with significant – apparent or suspected – temporal structure, especially when no
specific underlying data generating mechanism can be assumed. But the description of a full
Markov chain of order d with values in a set of size m, say, requires the specification of md(m−1)
parameters, which makes the use of full Markov chains problematic in practice: As has been often
noted (Raftery, 1985; Bu¨hlmann and Wyner, 1999; Sarkar and Dunson, 2016), the dimension
of the parameter space grows exponentially with the memory length, and the resulting model
class lacks modelling wealth and flexibility. This lack of flexibility severely hinders, among other
things, the important goal of balancing the bias-variance tradeoff between more complex models
that fit the data closely, and simpler models that generalize well.
To address these issues and to offer better solutions to a wealth of related scientific and
engineering problems that arise in connection with discrete time series, numerous approaches
have been developed since the mid-1980s.
The mixture transition distribution (MTD) models introduced by Raftery (1985) and later
generalized in Raftery and Tavare´ (1994); Berchtold and Raftery (2002), allow for more par-
simonious parametrizations of the transition distribution of some dth order Markov chains, as
mixtures of first order transition matrices corresponding to different lags. MTD models make it
possible to consider longer memory lengths d and to quantify the relative importance of different
lags, but the resulting model class is still structurally poor.
A much more flexible class of Markov chain models with variable memory are the tree sources
introduced in the celebrated work of Rissanen (1983a,b, 1986a). The gist of this approach is that
the length of the memory that determines the transition probability of the chain can depend on
the exact pattern of the most recently occurring symbols. Initially tree sources received a lot of
attention in the information-theoretic literature in connection with data compression (Weinberger
et al., 1994; Willems et al., 1995). One of their first applications outside information theory
was by Ron et al. (1996), who introduced the notion of a probabilistic suffix tree (PST) as an
effective structure for representing variable-memory chains. The PST point of view, along with
the associated model selection technique Learn-PSA, have been used for bioinformatics problems
and other machine learning tasks (Bejerano and Yona, 2001; Gabadinho and Ritschard, 2016).
In the statistics literature, tree-structured models were examined by Bu¨hlmann and Wyner
(1999); Bu¨hlmann (2000). Their variable-length Markov chains (VLMCs) and the associated
model selection tools are based, in part, on Rissanen’s tree sources and his context algorithm.
The VLMC approach has been successful in applications (Ma¨chler and Bu¨hlmann, 2004; Busch
et al., 2009) that include DNA modelling (Ben-Gal et al., 2005; Browning, 2006) and linguistics
(Galves et al., 2012; Abakuks, 2012).
Tree sources and VLMC models group together certain patterns of past symbols that lead to
the same conditional distribution for the chain, under the constraint that each such group consists
of all patterns of length d that share a common suffix. A more general class of parsimonious
Markov models, known as sparse Markov chains (SMC), arises when this constraint is removed.
Originally introduced as “minimal Markov models” by Garcıa and Gonza´lez-Lo´pez (2011), they
were later examined in more detail in Ja¨a¨skinen et al. (2014); Xiong et al. (2016); Garc´ıa and
Gonza´lez-Lo´pez (2017). But the lack of structure of this vast model class makes it difficult to
identify appropriate models in practice.
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A different interesting class of higher-order Markov models was more recently introduced by
Sarkar and Dunson (2016), who used conditional tensor factorization (CTF) to give parsimo-
nious representations of the full transition probability distribution (viewed as a high-dimensional
tensor) of a Markov chain. These representations are based on extensions of earlier ideas on
tensor factorization for categorical regression (Yang and Dunson, 2016). CTF effectively shrinks
the high-dimensional transition probability tensor to a lower-dimensional structure that can still
capture high-order dependence. Unlike MTD, CTF accommodates complex interactions between
the lags, and is accompanied by computational tools that allow for rich Bayesian inference.
In this work we revisit the class of variable-memory Markov models. We introduce a new
Bayesian framework for a version of these models, and we develop algorithmic tools that lead to
very effective and efficient exact inference (Bishop, 2006). Although our methods open the door
to a wide range of statistical and machine learning applications – including anomaly detection,
change-point estimation, and pattern analysis – here we focus primarily on the more fundamental
tasks of model selection, estimation, and sequential prediction.
1.1 Outline of contributions
In Section 2 we define a class of models for variable-memory Markov chains that admit natural
representations as context trees. Given a finite set A and a maximal memory length D ≥ 0, the
class T (D) contains all variable-memory models of Markov chains with values in A and memory
no longer than D. A new family of discrete prior distributions piD(T ;β) on models T ∈ T (D)
is introduced, indexed by a hyperparameter β ∈ (0, 1). Roughly speaking, piD penalizes larger
and more complex models by an exponential amount. Given a model T , we place independent
Dirichlet priors pi(θ|T ) on the associated parameters θ. We refer to the models in T (D) equipped
with this prior structure as Bayesian context trees (BCT).
Sections 3.1–3.3 contain our core methodological results, in the form of three exact inference
algorithms for BCTs. First we show that a version of the context tree weighting (CTW) algorithm
(Tjalkens et al., 1994; Willems et al., 1995) can be used to not only evaluate the marginal
likelihoods P (x|T ) = ∫ P (x|θ, T )pi(θ|T )dθ of observations x with respect to models T , which are
easy to obtain, but also the prior predictive likelihood P ∗D(x), averaged over all models,
P ∗D(x) :=
∑
T∈T (D)
piD(T ;β)P (x|T ) =
∑
T∈T (D)
piD(T ;β)
∫
P (x|θ, T )pi(θ|T )dθ.
The CTW algorithm computes P ∗D(x) exactly, and its complexity is only linear in the length
of the observed time series x. Given that, typically, the most basic obstacle to performing
effective Bayesian inference is the inability to obtain the normalizing factor P ∗D(x) of the posterior
distribution (Bernardo and Smith, 1994; Robert and Casella, 2004; Gelman et al., 2014), it is
clear that the exact nature of the results produced by the CTW algorithm should facilitate the
development of efficient methods for numerous core statistical tasks and related applications.
In Section 3.2 we describe the Bayesian context tree (BCT) algorithm, and we prove that it
identifies the maximum a posteriori probability (MAP) model. This is a generalization of the
“context tree maximizing” algorithm of Willems and Volf (1994); Willems et al. (2002). And in
Section 3.3 we show that a new algorithm, the k-BCT algorithm, can be used to identify the k
a posteriori most likely tree models, for any k ≥ 1. Despite the fact that the class T (D) is vast,
consisting of doubly-exponentially many models in the memory length D, the complexity of both
the BCT and k-BCT algorithms is only linear in D and in the length of the observations x. But
as a function of k, the complexity of k-BCT grows like km, where m is the number of possible
values of the time series x, so its practical applicability is limited to relatively small values of k.
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In order to enable broader exploration of the posterior distributions pi(T |x) and pi(θ, T |x), in
Section 3.5 we develop a new family of variable-dimension Markov chain Monte Carlo (MCMC)
algorithms, that obtain Metropolis-within-Gibbs samples from pi(θ, T |x). Their performance is
illustrated in Section 5 on model selection, parameter estimation, and Markov order estimation
problems, on simulated and real data examples.
In Section 4 we present extensive model selection results, comparing the performance of the
BCT framework with that of the corresponding VLMC and MTD methods, on both real and
simulated data. We find that the BCT algorithm consistently performs at least as well as VLMC
and MTD and usually gives a better fit on simulated data. Moreover, the k-BCT algorithm in
combination with the MCMC samplers of Section 3.5 identify a number of candidate models for
the observed data, also providing a quantitative measure of uncertainty for the selected models in
the form of posterior probabilities. Using the CTW algorithm, these posterior probabilities can be
computed exactly, as can the relevant Bayes factors and posterior odds for a variety of hypotheses
of interest. In terms of complexity, the BCT algorithm is found to be computationally much more
effective than MTD and VLMC. In fact, the linear complexity of CTW and BCT facilitates their
use in big-data applications, as illustrated, e.g., in the analysis of a neural spike train data set
of ≈ 4× 106 samples, with memory lengths up to D = 1500.
In Section 6 we compare the natural predictor induced by the BCT framework with the
predictors provided by the MTD, VLMC, SMC and CTF methodologies. The BCT predictor
is seen to have two significant advantages, which lead to superior performance. The first is
that the posterior predictive distribution can be computed exactly, as P ∗D(xn+1|x1, . . . , xn) =
P ∗D(x1, . . . , xn+1)/P
∗
D(x1, . . . , xn), via the CTW algorithm. This way, the induced predictor is
obtained by implicitly averaging over all models with respect to their exact posterior probabilities,
thus avoiding the need to perform approximate model averaging via simulation or other numerical
integration methods. The second advantage is that, because the CTW algorithm can be updated
sequentially, so can the BCT predictor, so that it continues to “learn” from the data even past
the training phase. Results on both simulated and real time series illustrate the performance of
the BCT predictor, confirming these observations.
1.2 Further connections and comments
Variable-memory models, like the Bayesian context trees considered in this work, describe a
flexible and rich class of higher-order Markov chains that admit parsimonious parametrizations
and allow for natural graphical representations of important structural dependencies. The shape
of the context tree can be easily interpreted and provides useful information about the regularities
present in the data (Bejerano and Yona, 2001; Ma¨chler and Bu¨hlmann, 2004). Because Bayesian
context trees are a vast model class, global model selection techniques based, e.g., on criteria like
AIC and BIC, cannot be applied directly. But efficient tools like the BCT algorithm presented
here make it possible to describe complex sequential data in a way that offers an effective balance
for the tradeoff between simplicity and expressivity (Garivier and Leonardi, 2011).
The Bayesian perspective adopted in this work is neither purely subjective, interpreting the
prior and posterior as subjective descriptions of uncertainty pre- and post-data, respectively, nor
purely objective, treating the resulting methods as simple black-box procedures (Chipman et al.,
2001). For example, we think of the MAP model as the most accurate, data-driven representation
of the regularities present in a given time series, but we also examine the frequentist properties of
the resulting inferential procedures (Theorems 4.1 and 6.1) and we evaluate them by simulation
experiments on hypothetical models (Sections 4.1, 5 and 6.1).
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Another point of view which naturally relates to the preset development is Rissanen’s cele-
brated Minimum Description Length (MDL) principle (Rissanen, 1987, 1989; Gru¨nwald, 2007).
The MDL principle provides a broad operational foundation for statistical inference, as well as
constructive tools and appealing metaphors for selecting prior distributions (Chipman et al.,
2001). In particular, MDL considerations underpin much of the original work on the CTW
algorithm (Tjalkens et al., 1994; Willems et al., 1995, 2002) and our own choice of priors in
Section 2.
A method commonly used for model comparison is the Bayesian information criterion (BIC),
derived by Schwarz (1978) as an asymptotic approximation to twice the logarithm of the Bayes
factor P (x|T )/P (x|T ′) between two models T, T ′ (Kass and Raftery, 1995). The form of the
BIC and its familiar “(1/2) log n-per-degree-of-freedom” log-likelihood penalty also shares deep
connections with the MDL principle, see, e.g., the discussions by Barron et al. (1998); Csisza´r and
Shields (2000). Further comments on this are given in Section 6 in connection with Theorem 6.1.
Finally, we note that there exist a number of alternative approaches to modelling discrete
time series. An important collection of tools is provided by hidden Markov models. HMMs are
a general and very broadly used model class, with a wide range of applications and a variety
of associated methodological procedures for learning and inference (Bishop, 2006; Cappe´ et al.,
2006). A more classical approach to discrete time series modelling is via discrete analogs of
linear models, often using multinomial logit or probit regression (Yee et al., 2010). Such a linear-
predictor approach is described in Zeger and Liang (1986), and a different parsimonious class
of models with an emphasis on binary time series is given in Fahrmeir and Kaufmann (1987).
A treatment of partial likelihood inference on generalized discrete linear models is presented
in Fokianos and Kedem (2003), and an extension of the traditional ARMA methodology to
integer autoregressive models for count time series is developed in Fokianos (2012).
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2 Bayesian context trees
The distribution of a full dth order Markov chain {Xn} with values in the finite state space, or
alphabet, A, is identified by its conditional distributions,
θs(a) := Pr(Xn = a|Xn−1 = xn−1, Xn−2 = xn−2, . . . , Xn−d = xn−d), a ∈ A,
for every context s = (xn−1, xn−2, . . . , xn−d) ∈ Ad of length d. If the alphabet A has size m, the
description of these conditional distributions requires the specification of (m− 1)md parameters.
But suppose, for example, that A = {0, 1, 2}, and that when the most recent symbol xn−1 is a
“1” the distribution of the next symbol is independent of the remaining values xn−2, ..., xn−d,
that is, the conditional probabilities,
Pr(Xn = a|Xn−1 = 1, Xn−2 = xn−2, . . . , Xn−d = xn−d),
only depend on a. An example of how the distribution of such a 5th order, variable-memory
Markov chain may be represented by a labeled tree is shown in Figure 1.
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Figure 1: The tree model and parameters of a 5th order variable-memory chain.
Each leaf of the tree corresponds to a string s containing between one and five symbols from A,
determined by the labels along the path from the root λ to that leaf. Whenever the string s
contains the same sequence of symbols as the most recent xi’s, the probability that the next
value of the chain will be “a” is θs(a), given by the distribution θs marked on that leaf, e.g.,
Pr(Xn = 2|Xn−1 = 0, Xn−2 = 1, Xn−3 = 1, . . .) = Pr(Xn = 2|Xn−1 = 0, Xn−2 = 1) = θ01(2).
Note that, since the tree model for this chain has 13 leaves, instead of the full 2 × 35 = 486
parameters, it suffices to only specify 2× 13 = 26.
2.1 Variable-memory Markov chains
Let {Xn} be a dth order Markov chain, for some d ≥ 0, with values in an alphabet A of size m ≥ 2.
Without loss of generality, we take A = {0, 1, . . . ,m−1} throughout. The model describing {Xn}
as a variable-memory chain will always be represented by a tree as in the example above.
Let T be an m-ary tree of depth no greater than d, which is proper, in that, if a node
in T is not a leaf, then it has exactly m children. This means that every length-d context
s := (x−1, x−2, . . . , x−d) ∈ Ad has a unique suffix (x−1, . . . , x−j) which is a leaf of T , for some
j ≤ d.
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Let C be the function that maps each context s ∈ Ad to a leaf of T . Viewing T as the
collection of its leaves, it is the range of C,
C : Ad → T ⊂
d⋃
i=0
Ai,
with the convention that A0 = {λ} contains only the empty string λ.
For indices i ≤ j, we write Xji for the vector of random variables (Xi, Xi+1, . . . , Xj) and
similarly xji ∈ Aj−i+1 for a string (xi, xi+1, . . . , xj) representing a particular realization of these
random variables. Then the Markov property for a variable-memory chain {Xn} with model T
takes the form:
P (xn1 |x0−d+1) := Pr(Xn1 = xn1 |X0−d+1 = x0−d+1) =
n∏
i=1
P (xi|xi−1i−d) =
n∏
i=1
P (xi|C(xi−1i−d)). (1)
The complete description of the distribution of {Xn}, in addition to the model T , requires the
specification of a set of parameters θ = {θs ; s ∈ T}: To every s ∈ T we associate a probability
vector,
θs := (θs(0), θs(1), . . . , θs(m− 1)),
where the θs(j) are nonnegative and sum to one. Then (1) can be written,
P (xn1 |x0−d+1) =
n∏
i=1
θC(xi−1i−d)
(xi),
or, alternatively,
P (xn1 |x0−d+1) =
∏
s∈T
∏
j∈A
θs(j)
as(j), (2)
where each element as(j) of the count vector as = (as(0), as(1), . . . , as(m− 1)) is,
as(j) := # times symbol j ∈ A follows context s in xn1 . (3)
2.2 Bayesian context trees
Throughout the paper, we consider every dth order, variable-memory chain {Xn} as described
by a (proper) tree model T with associated parameters θ = {θs ; s ∈ T}. Here we define a family
of prior distributions on (T, θ).
Model prior. For a maximal depth D ≥ 0 and an alphabet A = {0, 1, . . . ,m − 1} of size
m ≥ 2, let T (D) denote the collection of all (proper) tree models T on A with depth no greater
than D. Given an arbitrary β ∈ (0, 1), we define the prior distribution,
pi(T ) := piD(T ;β) := α
|T |−1β|T |−LD(T ), T ∈ T (D), (4)
where α := (1−β)1/(m−1), |T | denotes the number of leaves of T , and LD(T ) denotes the number
of leaves T has at depth D. The following lemma, proved in Section A of the supplementary
material, states that (4) does indeed define a probability distribution.
Lemma 2.1 For any D ≥ 0 and any β ∈ (0, 1): ∑T∈T (D) piD(T ;β) = 1.
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Prior on θ. Given a model T ∈ T (D), we place an independent Dirichlet prior with parameters
(1/2, 1/2, . . . , 1/2) on each θs so that, pi(θ|T ) =
∏
s∈T pi(θs), where,
pi(θs) = pi(θs(0), θs(1), . . . , θs(m− 1)) = Γ(m/2)
pim/2
m−1∏
j=0
θs(j)
− 1
2 ∝
m−1∏
j=0
θs(j)
− 1
2 . (5)
Although we take θs ∼ Dir(1/2, . . . , 1/2) throughout, the extension of all our results to arbitrary
Dirichlet parameters is straightforward as outlined in Section D of the supplementary material.
Finally, given the model T and associated parameters θ = {θs ; s ∈ T}, from (2) we have,
P (xn1 |x0−d+1, θ, T ) =
∏
s∈T
m−1∏
j=0
θs(j)
as(j), (6)
where as are the count vectors defined in (3). By convention, when we write
∑
s∈T or
∏
s∈T , we
take the corresponding sum or product over all the leaves s of the tree, not all its nodes. Also, in
order to avoid cumbersome notation, in what follows we often write x for the entire time series
xn1 and suppress the dependence on its initial context x
0
−d+1, so that, for example, we denote,
P (x, θ|T ) = P (xn1 , θ|x0−d+1, T ) = P (xn1 |x0−d+1, θ, T )pi(θ|T ).
Choice of β. The first factor, α|T |−1, in the definition of the model prior piD(T ;β) is the more
important and easier one to interpret, showing that larger models are penalized by an exponential
amount, while the second factor, β|T |−LD(T ), adds a less intuitive penalty to the leaves at depth
strictly smaller than D.
Consider two models S, T ∈ T (D) such that S is a subtree of T . If T is produced by adding
a single branch of m nodes to one of the leaves, s, say, of S, and s is at depth D − 2 or smaller,
then |T | = |S|+m− 1 and LD(T ) = LD(S), so that,
piD(T ;β)
piD(S;β)
= (1− β)βm−1,
which, as desired, is always less than one. But if T is produced from S by adding a branch of m
nodes to a node s at depth D − 1, then LD(T ) = LD(S) +m, and,
piD(T ;β)
piD(S;β)
=
1− β
β
.
This is strictly decreasing in β, and for β < 1/2 it is greater than one, while for β > 1/2 it is
smaller than 1.
Therefore, piD(T ;β) penalizes larger trees by an exponential amount as long as β ≥ 1/2,
and larger values of β make the penalization more severe. Also, for larger alphabet sizes,
α = (1− β)1/(m−1) becomes very close to 1 and the second factor dominates, an effect which
is unintuitive and less desirable. Therefore, in practice we will always take β ≈ 1 − 2−m+1, so
that α ≈ 1/2, unless there are specific reasons for a different choice.
2.3 Marginal likelihood and prior predictive likelihood
A useful property of the BCT framework is that the parameters θ can easily be integrated out, so
that the marginal likelihoods P (x|T ) can be expressed in closed form. This result, stated without
proof in Lemma 2.2, is based on a standard computation.
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Lemma 2.2 The marginal likelihood P (x|T ) of the observations x given a model T is,
P (x|T ) =
∫
P (x, θ|T )dθ =
∫
P (x|θ, T )pi(θ|T )dθ =
∏
s∈T
Pe(as),
where the count vectors as = (as(0), as(1), . . . , as(m − 1)) are defined in (3) and the estimated
probabilities Pe(as) are defined by,
Pe(as) :=
∏m−1
j=0 [(1/2)(3/2) · · · (as(j)− 1/2)]
(m/2)(m/2 + 1) · · · (m/2 +Ms − 1) , (7)
where Ms := as(0) +as(1) + · · ·+as(m−1), with the convention that any empty product is taken
to be equal to 1.
In terms of inference, one of the main objects of interest is the model posterior distribution,
pi(T |x) = P (x|T )pi(T )
P (x)
,
and the main obstacle in its computation is the appearance of the prior predictive likelihood term
P (x) (Gelman et al., 2014):
P (x) = P ∗D(x) :=
∑
T∈T (D)
pi(T )P (x|T ).
The difficulty in computing P ∗D(x) comes, in part, from the fact that the class T (D) of variable-
memory models is enormously rich, even for moderate (or even small) alphabet sizes m and
maximal depths D: The number |T (D)| of models in T (D) grows doubly exponentially in D: A
simple computation shows that,
|T (D)| ≥
D−1∑
d=0
2m
d −D. (8)
In Sections 3.1–3.3 we describe three exact inference algorithms for the class of Bayesian
context trees. We show that, perhaps somewhat surprisingly, P ∗D(x) can be computed exactly
and in a very efficient manner, and that the mode of the posterior pi(T |x) as well as the next few
most likely models can be explicitly identified.
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3 Methodology
This section contains our core methodological contributions, which form the basis for most of
the statistical and learning tasks that can be performed within the BCT framework.
The CTW algorithm is described in Section 3.1, and it is proved that it indeed computes the
prior predictive likelihood P ∗D(x) of a time series x. Section 3.2 introduces the BCT algorithm,
which identifies the maximum a posteriori probability (MAP) tree model T ∗1 given x. A more
general algorithm, k-BCT, is briefly described in Section 3.3; the k-BCT algorithm identifies not
just the mode T ∗1 of the posterior pi(T |x) on model space, but the k a posteriori most likely
tree models, T ∗1 , T ∗2 , . . . , T ∗k , for any k ≥ 1. Its full description is given in Section B of the
supplementary material. The C++ code implementing all three algorithms is available online
at: https://github.com/IoannisPapageorgiou/Bayesian-Suffix-Trees.
In Section 3.4 we discuss how the posterior probability pi(T |x) of any model T can be easily
computed, and we identify the full conditional density of the parameters, pi(θ|x, T ). In order to
explore the posterior distribution further, a family of variable-dimension MCMC samplers are
developed in Section 3.5. Finally, in Section 3.6 we describe how the CTW, BCT and k-BCT
algorithms can all be updated sequentially, and show that their complexity is only linear in the
length of the time series x. In particular, the fact that the CTW algorithm can be implemented
in a sequential fashion means that it can be effectively used for online prediction; cf. Section 6.
3.1 CTW: The context tree weighting algorithm
The CTW algorithm takes as input: The size of the alphabet m ≥ 2, the maximum context
depth D ≥ 0, a time series of observations xn1 together with the initial context x0−D+1, all taking
values in the alphabet A = {0, 1, . . . ,m− 1}, and the value of the prior parameter β ∈ (0, 1). It
executes the following steps:
(i) Build an m-ary tree, TMAX, whose leaves are all the contexts x
i−1
i−D, i = 1, 2 . . . , n, that
appear in the observations xn−D+1. If some node s of TMAX is at depth d < D and some
but not all of its children are in TMAX, then add all its remaining children as well, so that
TMAX is a proper tree.
(ii) Compute the count vector as as in (3), at every node s of the tree TMAX (not only at the
leaves), so that as will be the all-zero vector for the additional leaves included in the last
step of (i).
(iii) Compute the estimated probability Pe,s := Pe(as) given by (7), at each node s of the tree
TMAX, with the convention that Pe(as) = 1 when as is the all-zero count vector.
(iv) Write sj for the concatenation of context s and symbol j, corresponding to the jth child
of node s. Starting at the leaves and proceeding recursively towards the root, at each node
s of the tree TMAX compute the mixture (or weighted) probabilities:
Pw,s :=
{
Pe,s, if s is a leaf,
βPe,s + (1− β)
∏m−1
j=0 Pw,sj , otherwise.
(v) Output the mixture probability Pw,λ at the root λ.
Theorem 3.1 is proved in Section A of the supplementary material.
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Theorem 3.1 The mixture probability Pw,λ at the root λ computed by CTW is exactly the prior
predictive likelihood of the observations,
Pw,λ = P
∗
D(x) =
∑
T∈T (D)
piD(T ;β)
∫
θ
P (xn1 |x0−D+1, θ, T )pi(θ|T )dθ,
where the sum is over all proper context tree models of depth no greater than D.
3.2 BCT: The Bayesian context tree algorithm
The BCT algorithm takes the same input as CTW and executes the following steps:
(i) Build the m-ary tree TMAX and compute the count vectors as and the estimated probabil-
ities Pe,s = Pe(as) at all nodes s of TMAX, as in steps (i)–(iii) of CTW.
(ii) Starting at the leaves and proceeding recursively towards the root, at each node s of the
tree TMAX compute the maximal probabilities,
Pm,s :=

Pe,s, if s is a leaf at depth D,
β, if s is a leaf at depth < D,
max
{
βPe,s, (1− β)
∏m−1
j=0 Pm,sj
}
, otherwise.
(9)
(iii) Starting at the root and proceeding recursively with its descendants, for each node s: If
the maximum in (9) can be achieved by the first term, then prune all its descendants from
the tree TMAX; otherwise, repeat the same process at each of the m children of node s.
(iv) After all nodes have been exhausted in (iii), output the resulting tree T ∗1 and the maximal
probability at the root Pm,λ.
The following theorem is proved in Section A of the supplementary material.
Theorem 3.2 For all β ≥ 1/2, the tree T ∗1 produced by the BCT algorithm is the MAP tree
model (or one of the MAP tree models, in case the maximum below is not uniquely achieved),
pi(T ∗1 |x) = max
T∈T (D)
pi(T |x), (10)
and the maximal probability at the root satisfies,
Pm,λ = P (x|T ∗1 )piD(T ∗1 ;β) = P (x, T ∗1 ). (11)
3.3 k-BCT: The top-k Bayesian context trees algorithm
The k-BCT is one of the main novel contributions of this work. Although it is a conceptually a
natural generalization of BCT, its precise description is quite lengthy; it is given in Section B of
the supplementary material. Theorem 3.3 is proved in Section C of the supplementary material.
Theorem 3.3 For any β ≥ 1/2, the trees T ∗1 , T ∗2 , . . . , T ∗k produced by the k-BCT algorithm are
the k a posteriori most likely tree models: For each i = 1, 2, . . . , k,
pi(T ∗i |x) = max(i)
T∈T (D)
pi(T |x), (12)
where max
(i)
t∈T f(t) of a function f defined on a discrete set of arguments t ∈ T denotes the ith
largest value of f . Moreover, the ith maximal probability at the root satisfies,
P
(i)
m,λ = P (x|T ∗i )piD(T ∗1 ;β) = P (x, T ∗i ), i = 1, 2, . . . , k.
Once again we note that, if some of the maxima in (10) are not uniquely achieved, then T ∗1 , . . . , T ∗k
are one of the equivalent collections of k a posteriori most likely models.
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3.4 Computation of posterior probabilities
In addition to the prior predictive likelihood P ∗D(x) = Pw,λ computed by CTW, and the a pos-
teriori most likely models identified by the BCT and k-BCT algorithms, there are several other
useful quantities that can easily be obtained through the results of these algorithms.
For a fixed maximal depth D ≥ 0 and a fixed β ∈ [1/2, 1), let x denote a time series xn1 with
initial context x0−D+1.
Model posterior probabilities. For any model T ∈ T (D),
pi(T |x) = P (x|T )pi(T )
P ∗D(x)
=
pi(T )
∏
s∈T Pe(as)
Pw,λ
, (13)
where P ∗D(x) = Pw,λ is the prior predictive likelihood computed by CTW, and the numerator is
given as in Lemma 2.2. If a model T has a leaf s that is not included in the tree TMAX generated
by CTW, so that no corresponding count-vector as is available, we follow the convention of setting
as = (0, 0, . . . , 0) and Pe(as) = 1.
Bayes factors. For any pair of trees T, T ′,
P (x|T )
P (x|T ′) =
∏
s∈T,s6∈T ′ Pe(as)∏
s∈T ′,s 6∈T Pe(as)
.
Full conditional density of θ. Conditional on a model T and observations x, the distribution of
the parameters θ = {θs ; s ∈ T} is,
pi(θ|x, T ) ∝ P (x|θ, T )pi(θ|T ) ∝
∏
s∈T
m−1∏
j=0
θs(j)
as(j)
∏
s∈T
m−1∏
j=0
θs(j)
− 1
2
 ,
where we have used the definition of the prior on θ in (5) and the expression for the likelihood (6).
Therefore, the full conditional density pi(θ|x, T ) is the product of Dirichlet distributions,
pi(θ|x, T ) ∼
∏
s∈T
Dir(as(0) + 1/2, as(1) + 1/2, . . . , as(m− 1) + 1/2). (14)
3.5 MCMC samplers
The k-BCT algorithm can identify the k a posteriori most likely models, including in cases where
the posterior pi(T |x) is multimodal, but, as discussed in Section 3.6 below, its complexity grows
with k like km, which makes it impractical for large values of k. Next, we describe a family of
effective variable-dimension MCMC samplers that make it possible to explore pi(T |x) further,
and to sample from the posterior pi(θ, T |x) jointly on models and parameters.
The random walk (RW) sampler for pi(T |x) is a Metropolis-Hastings algorithm (Robert and
Casella, 2004) with a proposal distribution that, at each step, either adds or removes an m-tuple
of leaves from the current tree.
RW sampler. It takes as input: The size of the alphabet m ≥ 2, the maximum context
depth D ≥ 0, the value of the prior parameter β ∈ (0, 1), an initial model T (0) ∈ T (D), the
required number N ≥ 1 of MCMC iterations, and the tree TMAX together with the estimated
probabilities Pe,s at all nodes of TMAX, as computed by CTW. It executes the following steps at
each iteration t:
(i) Given T (t), propose a new tree T ′ as follows:
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(a) If T (t) is the empty tree Λ := {λ} consisting only of the the root node, let T ′ be the
complete tree at depth 1, Tc(1).
(b) If T (t) is the complete m-ary tree at depth D, Tc(D), choose uniformly at random one
of the internal nodes s at depth D− 1 and let T ′ be the same as T (t) but with the m
children of s removed.
(c) Otherwise, with probability 1/2 decide to propose a larger tree T ′, formed by choosing
uniformly at random one of the leaves of T (t) at depths ≤ D − 1 and adding its m
children to form T ′;
(d) Or, with probability 1/2 decide to propose a smaller tree T ′, formed by choosing
uniformly at random one of the internal nodes s of T (t) that only have m descendants
and removing the m leaves that stem from s, to form T ′.
(ii) In each of the above cases, either accept T ′ and set T (t+1) = T ′, or reject it and set T (t+1) =
T (t), with corresponding probabilities α(T (t), T ′) = min{1, r(T (t), T ′)} and 1−α(T (t)t, T ′),
respectively; the ratios r(T, T ′) are,
r(T, T ′) :=
pi(T ′|x)
pi(T |x) ×

1/2, in case (a);
mD−1/2, in case (b);
(|T | − LD(T ))/ND(T ′), in case (c), if T ′ 6= Tc(D);
2m−D+1, in case (c), if T ′ = Tc(D);
ND(T )/(|T ′| − LD(T ′)), in case (d), if T ′ 6= Λ;
2, in case (d), if T ′ = Λ,
where ND(T ) denotes the number of internal nodes in a tree T having only m descendants,
and the posterior odds pi(T ′|x)/pi(T |x) can be computed via (13).
(iii) If t + 1 = N , stop; otherwise, repeat steps (i) and (ii) with t + 1 and T (t+1) in place of t
and T (t), respectively.
The jump sampler for pi(T |X) is a modification of the RW sampler, which, in addition to
nearest neighbor moves, also allows for jumps to any one of the k most likely models. This
way we overcome the common difficulty of RW samplers to move between separated modes of
multimodal posterior distributions. The jump sampler incorporates the RW sampler’s proposal
distribution as one of its steps: Let q(T ′|T ) denote the proposal probabilities of the RW sampler,
so that q(T ′|T ) equals 1, m−D+1, 1/[2(|T | − LD(T ))] and 1/[2ND(T )], in each of its cases (ia),
(ib), (ic) and (id), respectively. We say that two models T, T ′ are neighbors if they differ by
exactly one branch of m children.
Jump sampler. It takes as input the same parameters as before, and also the value of a
jump parameter p ∈ (0, 1) and the collection T ∗ = {T ∗1 , . . . , T ∗k } of the top k trees computed by
k-BCT. It executes the following steps at each iteration t:
(i) Given T (t), propose a new tree T ′ as follows:
(a) With probability (1−p), propose a new tree T ′ as in steps (ia)–(id) of the RW sampler;
(b) Or, with probability p, propose a jump move: Let T ′ be one of the top k trees T ∗i ,
uniformly chosen from T ∗.
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(ii) Either accept the proposed T ′ and set T (t+1) = T ′, or reject it and set T (t+1) = T (t), with
corresponding probabilities α(T (t), T ′) = min{1, r(T (t), T ′)} and 1− α(T (t), T ′), where,
r(T, T ′) :=
pi(T ′|x)
pi(T |x) ×
{
(1−p)q(T |T ′)+pk−1I{T∈T ∗}
(1−p)q(T ′|T )+pk−1I{T ′∈T ∗} , if T, T
′ are neighbors,
I{T ∈ T ∗}, if T, T ′ are not neighbors,
and where I{·} denotes the indicator function of the event {·}.
(iii) If t + 1 = N , stop; otherwise, repeat steps (i) and (ii) with t + 1 and T (t+1) in place of t
and T (t), respectively.
Metropolis-within-Gibbs sampling. Being able to obtain MCMC samples {T (t)} for pi(T |x),
and knowing the full conditional density pi(θ|x, T ) of the parameters explicitly as in (14), it
is simple to obtain a corresponding sequence of Metropolis-within-Gibbs samples {(θ(t), T (t))}
for the posterior pi(θ, T |x) jointly on models and parameters. This can be done by drawing a
conditionally independent sample θ(t) ∼ pi(θ|x, T (t)) at each MCMC iteration step t.
3.6 Sequential updates, prediction, and complexity
As more observations become available, the results of all three exact inference algorithms in
Sections 3.1–3.3 can be updated sequentially. This facilitates their online use in applications
where it is important that data be processed sequentially rather than in large blocks.
For CTW, having computed P ∗D(x
n
1 |x0−D+1) and given an additional sample xn+1, the new
prior predictive likelihood P ∗D(x
n+1
1 |x0−D+1) can be obtained in O(D) operations by updating
steps (ii)–(iv) of CTW as follows. Let sD, sD−1, . . . , s0 be the contexts of lengths D,D−1, . . . , 0,
respectively, immediately preceding xn+1, so that in particular sD = x
n
n−D+1 and s0 = λ. Sup-
pose xn+1 = j; at each of the nodes sD, sD−1, . . . , s0 in the tree TMAX already constructed (in
that order, and only there):
(ii′) Update as(j) and Ms by increasing each of their values by 1.
(iii′) Update Pe,s = Pe(as) by multiplying its earlier value by (as(j)− 1/2)/(m/2 +Ms− 1), for
the updated values of as(j) and Ms.
(iv′) Re-compute the probability Pw,s.
The required result P ∗D(x
n+1
1 |x0−D+1) is the (updated) mixture probability Pw,λ at the root.
The corresponding update rules for BCT and k-BCT are analogous and easy to determine
and implement.
The ability to compute the prior predictive likelihood sequentially makes it easy to perform
online prediction. According to standard Bayesian methodology (Geisser, 1993; Bernardo and
Smith, 1994; Gelman et al., 2014), the canonical rule for predicting the next observation xn+1
given the past xn1 , is given by the posterior predictive distribution,
P ∗D(xn+1|xn1 ) =
∑
T
∫
θ
P (xn+1|xn1 , θ, T )pi(θ, T |xn1 ) dθ, (15)
where we suppress the dependence on the initial context x0−D+1 for brevity. Although it is
common that P ∗D(xn+1|xn1 ) can only be estimated (e.g., using MCMC sampling or approximate
model averaging), here its value can be computed exactly and sequentially by CTW, via,
P ∗D(xn+1|xn1 ) =
P ∗D(x
n+1
1 )
P ∗D(x
n
1 )
. (16)
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Applications of this methodology on both simulated and real data are given in Section 6.
Next we briefly discuss the implementation complexity of the three algorithms in Sections 3.1–
3.3, as a function of the parameters n,m,D, and k. The complexity of CTW is linear in each of
n,m and D, and in fact it is of order O(nmD). To see this, observe that in step (i), for each xi,
1 ≤ i ≤ n, a new node is created for each of the (D + 1) contexts of xi, of lengths 0, 1, . . . , D.
This requires O(nD) operations and produces the tree TMAX which has no more than nD + 1
nodes. The second and third steps, where the count-vectors as and the probabilities Pe(as) are
computed, can be integrated into the first one. For each i, when we visit each of the (D + 1)
contexts s of xi, we increase the corresponding counts as(xi) by one and update the values of
Pe(as), using a constant number of operations. Therefore, the additional complexity of steps (ii)
and (iii) is again O(nD). Lastly, to compute the mixture probabilities in step (iv), at each of
the (no more than nD + 1) nodes of TMAX we perform O(m) operations, so that the overall
complexity is O(nD) +O((nD + 1)m) = O(nmD) operations.
A similar argument shows that the complexity of the BCT algorithm is also O(nmD), and
that of k-BCT is O(nmkmD). Hence, the complexity increases dramatically as we require more
information about the area near the mode of the posterior pi(T |x) in model space. This, in part,
was the motivation for the MCMC algorithms described in Section 3.5.
From the above discussion and the description of the algorithms it is also easy to see that the
memory requirements of the CTW and BCT algorithms are of order O(nmD), and for k-BCT of
order O(nmDk).
3.7 Bibliographical remarks
The CTW algorithm was first introduced for data compression in 1993. It was originally described
for binary observations (m = 2) and only in the special case of β = 1/2 by Willems et al. (1993c).
The general version of CTW for chains on non-binary alphabets and arbitrary β was introduced
by Tjalkens et al. (1994), without reference to Bayesian inference. The connection between
CTW and the prior predictive likelihood P ∗D(x) established in Theorem 3.1 was given in the
restricted setting m = 2, β = 1/2 in the unpublished work Willems et al. (1993a), and the
outline of a corresponding argument in the case of general β (still only for binary time series)
was later described in Willems et al. (2002). The result of Theorem 3.1 at the level of generality
stated here is new, as is the class of prior distributions piD(T ;β).
A special case of the BCT algorithm, termed the context tree maximizing (CTM) algorithm,
was first introduced, again in the context of data compression, by Willems et al. (1993a); Willems
and Volf (1994, 1995), for binary observations (m = 2) and only in the special case of β = 1/2.
An extension for arbitrary β (still only for m = 2) was later given in Willems et al. (2002); the
general version of the BCT algorithm presented here is new. The fact that the BCT algorithm
identifies the MAP tree model was established in the restricted setting m = 2, β = 1/2 in Willems
et al. (1993a, 2000), and some generalizations (still restricted to m = 2) are discussed in Willems
et al. (2002). Theorem 3.2 at the level of generality stated here is new.
The k-BCT algorithm, Theorem 3.3, and the MCMC samplers in Section 3.5 are new.
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4 Model selection
Here, we compare the model selection performance of the BCT algorithms of Section 3 with
the VLMC and MTD approaches described in the Introduction. In the rest of this section we
give brief descriptions of how these three different techniques will be used. In Section 4.1 we
compare them on simulated data and discuss some preliminary conclusions. Section 4.2 contains
corresponding results on real data.
Bayesian context trees. The BCT framework provides a consistent foundation for learning
and evaluating appropriate models for a given data set x. The BCT and k-BCT algorithms can
be used to identify the k a posteriori most likely models T ∗i , i = 1, 2, . . . , k, for some reasonable
k, and we can further explore pi(T |x) using the MCMC samplers of Section 3.5. With the
interpretation of pi(T |x) as a measure of the “truth” of a model T (Chipman et al., 2001), the
posterior probability provides a quantitative confidence measure for the resulting models.
Let {Xn} be a variable-memory chain with model T ∈ T (D). The specific model T that
describes the chain is in general not unique. E.g., every independent and identically distributed
(i.i.d.) sequence {Xn} can also trivially be described as a first order Markov chain, and adding
m children to any leaf of T which is not at maximal depth and giving each of them the same
parameters as their parent, leaves the distribution of the chain unchanged. Naturally, the goal
in model selection is to identify the smallest model that can fully describe the distribution of the
chain. We call a model T ∈ T (D) minimal with respect to the parameter vector θ = {θs ; s ∈ T},
if T is either equal to Λ = {λ} or, if T 6= Λ, then every m-tuple of leaves {sj ; j = 0, 1, . . . ,m−1}
in T contains at least two with non-identical parameters, i.e., there are j 6= j′ such that θsj 6= θsj′ .
It is easy to see that every Dth order Markov chain {Xn} has a unique minimal model T ∗ ∈ T (D).
The following result, established by Willems et al. (1993a,b) in the context of the MDL
principle, offers a partial frequentist justification for the Bayesian BCT framework. It says that,
for binary chains, and in the special case β = 1/2, the MAP model T ∗(n) is eventually almost
surely (a.s.) equal to T ∗.
Theorem 4.1 Let {Xn} be an ergodic, variable-memory chain, with alphabet size m = 2 and
minimal model T ∗ ∈ T (D). For β = 1/2, the MAP model T ∗(n) based on the random sample
Xn−D+1 is eventually a.s. unique and in fact:
T ∗(n) = T ∗, eventually, a.s.
Variable-length Markov chains. The VLMC class (Bu¨hlmann and Wyner, 1999; Bu¨hlmann,
2000) consists of tree models very similar to those in the BCT class T (D), except for the fact
that VLMC trees are not necessarily proper. The associated VLMC model selection algorithm
also has similarities with the pruning procedure of the BCT algorithm: First a version of the
tree TMAX is constructed and the count vectors as are computed, as in the BCT, and then TMAX
is pruned, based on a cut-off parameter K that plays a role analogous to β, producing the final
model. Theoretical justifications for the resulting VLMC model are provided in Bu¨hlmann and
Wyner (1999), where general conditions for asymptotic consistency are established.
The VLMC results in our experiments below are obtained using the implementation in the R
package VLMC. In addition to the algorithm that uses the default value of the cut-off parameter K
(“default-VLMC”), we also examine the results obtained by optimizing the choice of K in order
to minimize the BIC or the AIC score (“best-BIC-VLMC” and “best-AIC-VLMC”).
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Mixture transition distribution models. The original ‘single-matrix’ version of the MTD
model (Raftery, 1985) is based on a different way of parsimoniously representing the Dth order
transition probabilities of a Markov chain, as a mixture of the form,
P (x0|x−1−D) =
D∑
d=1
λdQ(x0|x−d),
where (λ1, λ2, . . . , λD) are lag parameters and Q = (Q(j|i)) is a stochastic matrix. Numerical
methods for fitting this model via approximate maximum likelihood were developed by Raftery
and Tavare´ (1994), and a generalization, the multi-matrix MTD model, or MTDg, was introduced
by Berchtold (1996, 1998). The MTDg model is based on the more general representation,
P (x0|x−1−D) =
D∑
d=1
λdQ
(d)(x0|x−d),
where a different stochastic matrix Q(d) = (Q(d)(j|i)) is used for each lag d = 1, 2, . . . , D.
In our experiments below we use the MTD implementation in the R package march. For each
data set we run the MTD algorithm for a range of possible depths D, and choose the value of
D that maximizes the corresponding BIC or AIC score. We refer to the resulting models as
the best-BIC-MTD and best-AIC-MTD models. Similarly we obtain the best-BIC-MTDg and
best-AIC-MTDg models from the multi-matrix version.
Model comparison. A natural and logically consistent way to compare different models from
T (D) is to compare their posterior probabilities pi(T |x), but this is not possible for models
produced by different methods. In such cases, we follow the common practice of comparing their
AIC (Akaike, 1973) and BIC (Schwarz, 1978) scores. BIC is asymptotically consistent when
dealing with a fixed number of finite-dimensional parametric models (Hannan and Quinn, 1979;
Wei, 1992) whereas AIC is typically asymptotically efficient and minimax optimal in infinite-
dimensional, nonparametric settings (Shibata, 1980; Barron et al., 1999); see also Dziak et al.
(2019). This dichotomy suggests that, for our purposes, BIC is the more relevant criterion, as
confirmed by our findings in Section 4.1 and Section E.1 of the supplementary material.
4.1 Simulated data
We compare the performance of the three different model selection approaches described above
on a relatively short synthetic time series. Analogous comparisons on simulated data from two
more chains – one from the VLMC paper (Bu¨hlmann, 2000) and one from the MTD paper
(Berchtold and Raftery, 2002) – are carried out in Section E.1 of the supplementary material.
Consider the 5th order variable-memory chain {Xn} on the alphabet A = {0, 1, 2} of m = 3
letters, with model given by the tree T shown in Figure 1 of Section 2.2, and with parameters:
θ1 = (0.4, 0.4, 0.2), θ2 = (0.2, 0.4, 0.4), θ00 = (0.4, 0.2, 0.4), θ01 = (0.3, 0.6, 0.1), θ022 = (0.5, 0.3, 0.2),
θ0212 = (0.1, 0.3, 0.6), θ0211 = (0.05, 0.25, 0.7), θ0210 = (0.35, 0.55, 0.1), θ0202 = (0.1, 0.2, 0.7),
θ0201 = (0.8, 0.05, 0.15), θ02002 = (0.7, 0.2, 0.1), θ02001 = (0.1, 0.1, 0.8), θ02000 = (0.3, 0.45, 0.25).
With xn1 consisting of n = 10, 000 simulated observations (x1, x2, . . . , xn) and with a given
initial context x0−D+1 = (x−D+1, . . . , x0), the MAP model T
∗
1 obtained by the BCT algorithm
with depth D = 10 and β = 1−2−m+1 = 3/4 is the true underlying model with respect to which
the data were generated. Its posterior probability is pi(T ∗1 |x) ≈ 0.3946 while its prior probability
is pi(T ∗1 ) ≈ 5.8 × 10−6. Although it may seem quite unremarkable that the “correct” model is
identified based on a series of 10,000 samples, it is worth noting that, with D = 10, there are
more than 105900 different models in T (D).
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With n = 1, 000 samples, D = 10, and β = 1− 2−m+1 = 3/4, the five a posteriori most likely
models produced by the BCT algorithm are shown in Figure 2. The MAP model is a depth-4
subtree of the true underlying model, with prior probability pi(T ∗1 ) ≈ 2.9 × 10−4 and posterior
pi(T ∗1 |x) ≈ 0.2702. The true model appears as the 4th most likely tree, T ∗4 , with posterior
probability pi(T ∗4 |x) ≈ 0.0213. The sum of the posterior probabilities of the top 5 models is
approximately 0.4737.
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Figure 2: The first, second, third, and fifth a posteriori most likely models T ∗1 , T
∗
2 , T
∗
3 , T
∗
5 produced by k-BCT with
n = 1, 000 samples. The posterior odds pi(T ∗1 |x)/pi(T ∗i |x) with respect to the MAP model T ∗1 are approximately
2.369, 5.358, 12.69, and 15.24, for i = 2, 4, 5, respectively.
The default-VLMC model is the first tree shown in Figure 3; only about half of its nodes
appear in the true underlying model. It has a worse BIC score and a better AIC score than the
MAP model. The best-BIC-VLMC produces the small tree of depth 3 shown second in Figure 3,
which is a subtree of the true model; it has a good BIC score and a poor AIC score. In sharp
contrast, the best-AIC-VLMC produces a clearly overfitted model of depth 6, shown third in
Figure 3. Although it has a poor BIC score, it has a very good AIC score, as expected.
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Figure 3: The models produced by the default-VLMC, the best-BIC-VLMC and the best-AIC-VLMC methods,
with n = 1, 000 samples.
Finally, the best-BIC-MTD and the best-BIC-MTDg both give D = 0, whereas the the best-
AIC-MTD gives D = 3 and the best-AIC-MTDg gives D = 2. Their scores (both BIC and AIC)
are generally quite a bit worse than those of the MAP model or the models produced by VLMC.
Overall, the BCT and the best-BIC-VLMC algorithms achieve the best performance in terms
of scores, and they learn part of the true underlying tree. VLMC has a marginally better BIC
score whereas the BCT algorithm has a slightly better AIC score (by approximately 1% in both
cases). More importantly, the BCT MAP model T ∗1 has an additional full branch at depth 4 that
reveals more of the true underlying structure, and the k-BCT identifies the true model as T ∗4 .
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Discussion. In the results on simulated data above and in the two examples in Section E.1 of
the supplementary material, the BCT and k-BCT algorithms consistently give the most accurate
model fit, with the best-BIC version of VLMC often giving similar results. In terms of complexity,
the BCT algorithm is more efficient than either VLMC or MTD, typically by at least two orders
of magnitude, since it does not require any tuning. The BCT framework has the additional
advantage of identifying not just a single model, but the top k a posteriori most likely models,
together with their exact prior and posterior probabilities.
VLMC. The default and best-AIC versions of VLMC generally gave similar or identical mod-
els, usually much larger than the true underlying model, in rather typical examples of overfitting.
The best-BIC-VLMC was found to be much more accurate in revealing significant parts of the
true model, as expected in view of the earlier AIC-vs-BIC discussion. The resulting models were
smaller, which is consistent with the observation that optimizing the BIC score led to larger
values for the cut-off parameter K and more frequent pruning. For the best-AIC and best-BIC
versions, we executed VLMC approximately 500 times with different values of K ∈ [1, 10]. Al-
though a smaller range (2.8 ≤ K ≤ 6) was used by Ma¨chler and Bu¨hlmann (2004), we found it
often necessary to look further; e.g., for the financial data in Section E.2 of the supplementary
material the best value was found to be close to 10, and for the genetic data in Section 4.2 it
was larger than 20. In most cases, using fewer runs resulted in different models giving poor fits.
BCT. The MAP models produced by the BCT algorithm were usually similar to those
produced by the best-BIC-VLMC, they had good AIC and BIC scores, and they generally learned
the most accurate approximations of the underlying model among all methods considered. The
additional models obtained by k-BCT offered further indications of the type of structure present in
the data, and they were accompanied by posterior probabilities, indicating the level of “posterior
confidence” we may have in these models. Also, BCT and k-BCT only require a single run with
the default value of the hyperparameter β.
MTD. None of the MTD methods performed as well as the BCT or VLMC algorithms,
partly because they gave (by design) less flexible models. As their only output in terms of
the model is the Markov order D and the number of nonzero lag parameters λd, which can
only take a few discrete values, the best-BIC and best-AIC results were often same. MTDg
in most cases had worse scores than MTD, but even the MTD’s overall performance was not
competitive with that of BCT and VLMC. Finally, MTD had very high complexity, since the
implicit maximum likelihood computation is over a non-convex space defined by a large number
of non-linear constraints (Raftery and Tavare´, 1994). For this reason, it appears infeasible in
practice to use values for D significantly larger that D = 10.
4.2 Real data
In view of the above discussion, for the comparisons in the real-world data examples we only
consider the best-BIC versions of VLMC, MTD and MTDg. One more example with a financial
time series is given in Section E.2 of the supplementary material.
SARS-CoV-2 genome. The severe acute respiratory syndrome coronavirus 2, SARS-CoV-2,
is the novel coronavirus responsible for the Covid-19 global pandemic in 2019-20. Here we
examine the SARS-CoV-2 genome, available in the GenBank database (Clark et al., 2016) as the
sequence MN908947.3 identified in Wu et al. (2020). It consists of n = 29, 903 base pairs, and
we translate the four-letter DNA alphabet to {0, 1, 2, 3} via the map (A,C,G,T) 7→ (0, 1, 2, 3).
The top 3 models obtained by the k-BCT algorithm with D = 10, β = 1− 2−m+1 = 7/8 and
k = 3 are shown as the first three trees in Figure 4. The MAP model has posterior probability
pi(T ∗1 |x) ≈ 0.963 and prior pi(T ∗1 ) ≈ 4.3 × 10−5. The sum of the posterior probabilities of these
three models is ≈ 0.9994.
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Figure 4: First three trees: The a posteriori most likely models T ∗1 , T
∗
2 , T
∗
3 obtained by the k-BCT algorithm on
the SARS-CoV-2 genome. The posterior odds pi(T ∗1 |x)/pi(T ∗2 |x) and pi(T ∗1 |x)/pi(T ∗3 |x) are approximately 35.75 and
101.4, respectively. Last tree: The best-BIC-VLMC model for the SARS-CoV-2 genome; its AIC and BIC scores
are both within 0.1% of the corresponding scores of the BCT model T ∗1 .
The VLMC model is the depth-2 subtree of T ∗1 shown last in Figure 4. The optimization of
the cut-off parameter K required to find the best-BIC model, involved a rather laborious search,
resulting in the choice K = 22.14. Both MTD and MTDg give D = 1 as the optimal depth,
corresponding to a simple first order Markov chain.
The AIC and BIC scores of all models generated by all three approaches are within 0.3%
of each other. It is interesting that the MAP model has such high posterior probability, and
that k-BCT gives models of depth 3 with very high confidence. Although it is not possible to
otherwise verify the significance of the bigger depth of the BCT models T ∗i compared to those
produced by the other methods, it may be that the BCT finds evidence of the fact that DNA
naturally gets encoded into triplets of bases to form codons that specify particular amino acids.
Pewee birdsong. The twilight song of the wood pewee bird, studied extensively in Craig
(1943), can be described as a sequence consisting of an arrangement of musical phrases taken
from an alphabet of three specific, distinct phrases. The data in this section consist of a single
contiguous song by a wood pewee, of length n = 1327 phrases, first recorded by Craig (1943). It
was analysed by Raftery and Tavare´ (1994); Berchtold (2001) using MTD models, by Kharin and
Piatlitski (2011) using a different MTD-type model representation, and by Sarkar and Dunson
(2016) using CTF models; it is also contained in the R package march.
It is well known that the pewee birdsong contains significant variability but it is also fairly
structured, with specific repeating patterns. The most common of these, described by Saunders
(1944) as “the commonest and most pleasing sentence,” is the string s∗ = 0201, which dominates
the data set, appearing 266 times and occupying 1064 positions or a little over 80% of the data.
The MAP tree T ∗1 obtained by k-BCT with m = 3, β = 1−2−m+1 = 3/4, D = 10 and k = 5 is
shown in Figure 5. Its prior probability is pi(T ∗1 ) ≈ 4.1×10−5, and its posterior pi(T ∗1 |x) ≈ 0.1244.
Clearly the importance of s∗ = 0201 is captured in the MAP tree T ∗1 , which includes the
entire prefix 020 necessary to predict the appearance of s∗ = 0201. The VLMC produces an
interesting model, also shown in Figure 5, which is quite similar to T ∗1 . Although it does not
include the 020 context, it does include the context 02, which contains most of the predictive
power regarding s∗ = 0201: While s∗ appears 266 times in the data, the context s = 201 appears
267 times, therefore, we can “statistically” almost identify s∗ with s. Compared to the VLMC
model, the MAP tree T ∗1 has a marginally better AIC score and a slightly worse BIC score, but
it is clear that the two methods learn much of the same structure from the data.
The four a posteriori most likely models after T ∗1 are shown in Figure 6. They are all quite
similar to the MAP tree, each one differing from T ∗1 in only a single branch.
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Figure 5: Left: The MAP model T ∗1 for the pewee birdsong data. Right: The corresponding VLMC model.
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Figure 6: The four a posteriori most likely models T ∗i , i = 2, 3, 4, 5, after T
∗
1 , obtained by the k-BCT algorithm from
the pewee birdsong data. The corresponding posterior odds are pi(T ∗1 |x)/pi(T ∗2 |x) ≈ 5.727 and pi(T ∗1 |x)/pi(T ∗i |x) ≈
7.111, for i = 3, 4, 5. The sum of the posteriors of the top 5 models is ≈ 0.1985.
MTD gives D = 6 as the optimal depth, and MTDg gives D = 3. The resulting MTDg
model has better AIC and BIC scores than the one from MTD, but they are still much worse
(by 39% for AIC and 27% for BIC) than those of the MAP model. This confirms the findings
of both Raftery and Tavare´ (1994) and Berchtold (2001), where it was noted that the MTD
family of models is not appropriate for this data set, in large part due to the high significance of
individual patterns like s∗.
The top five models here carry less than 20% of the total posterior mass. Therefore, in order
to get a better sense of the posterior distribution on model space, we employed the RW MCMC
sampler described in Section 3.5 to produce N = 106 samples from pi(T |x). The acceptance
rate was 57.8%, a total of 274, 721 unique trees were visited, and the sum of their posterior
probabilities was 61.2%. The MCMC frequency of T ∗1 in Figure 7 indicates that the sampler
converged quite quickly.
The 100 most visited models have a total posterior probability of 38.3%. They all have
depths between 4 and 7, with 48 of them having depth 5. Together with the results of k-BCT
and VLMC, this suggests that there is significant fourth- and fifth-order structure in the data.
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Figure 7: MCMC frequency of T ∗1 . The five graphs plotted correspond to five independent repetitions of the
experiment with N = 3× 105 iterations; the horizontal line is the limiting frequency, pi(T ∗1 |x).
Neural spike trains. Next we consider a long binary time series x that consists of n =
3, 919, 361 bits, describing the spike train recorded from a single neuron in the V4 region of a
monkey’s brain. The recording was made during the experiment described in Gregoriou et al.
(2009, 2012), while the monkey was performing an attention task. The recorded signal was
discretized into one-millisecond bins (with xi = 1 if there was a spike in bin i and xi = 0
otherwise), corresponding to a trial lasting a little over 65 minutes. As we have not been able
to find implementations of VLMC or MTD that can operate on data sets of this length, in this
section we only present the results obtained by the BCT and k-BCT algorithms.
With D = 100, β = 1 − 2−m+1 = 1/2 and k = 5, the MAP model T ∗1 is shown in Figure 8.
It has depth 98 and, with the exception of two additional branches at depths 9 and 90, it
is very similar to a renewal model, qualitatively similar to the first chain in Section E.1 of
the supplementary material. Its prior probability is pi(T ∗1 ) ≈ 3.1 × 10−61 and its posterior
pi(T ∗1 |x) ≈ 2.1 × 10−8. Although this probability is small, we note that there are more than
7910
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possible models of depth no more than 100, cf. (8), and that this posterior is still larger
than the corresponding prior probability by more than 50 orders of magnitude. Therefore, the
observations x offer significant support for this model.
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Figure 8: The top k = 5 models obtained by k-BCT on the spike train data. The posterior odds pi(T ∗1 |x)/pi(T ∗i |x)
for i = 2, 3, 4, 5, are ≈ 1.2, 1.43, 1.52 and 1.53, respectively.
The next four a posteriori most likely models shown in Figure 8 are also very similar to simple
renewal models, offering a partial justification to the biological intuition behind the elementary
Poisson/renewal models commonly used in neuroscience (Rieke et al., 1999; Dayan and Abbott,
2001), and confirming relevant earlier findings (Gao et al., 2006, 2008). In other words, we have
learned from the data that the statistically most significant factor in determining whether a
neuron will fire, given its past history, is the time when it most recently fired before.
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Although the sum of the posterior probabilities of the top five models is less than 10−7, in
this case it would not make sense to employ an MCMC sampler to explore the posterior further.
The reason is that, given the very small values of the posterior probabilities of the top 5 models,
even with 106 MCMC samples visiting 106 distinct models, we would still only visit around 1%
of the support of the posterior, at best. On the other hand, increasing the value of k can give
a better idea of the shape of the posterior near its mode T ∗1 . With k = 50, k-BCT produced 50
trees, all of depth 98, and all of them being small variations of the renewal model T ∗4 : All the
resulting models T ∗i had between one and five additional branches at various depths. The sum
of their posterior probabilities is ≈ 4.1× 10−7.
As a final test of the scalability of the BCT algorithm on a large data set, we obtained the
MAP tree with maximum depth D = 1500. Interestingly, it is the same as the MAP tree for
D = 100, and with only a slightly smaller posterior probability of ≈ 1.6× 10−8.
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5 Posterior exploration and estimation
We present two examples that illustrate the utility of the MCMC samplers in Section 3.5 for
posterior exploration, and the application of the BCT methodology to parameter estimation and
Markov order estimation.
Example 5.1 (Daily changes in S&P 500) We consider the daily changes in Standard &
Poor’s index, from January 2, 1928 until October 7, 2016 (available at https://finance.yahoo.
com/quote/^GSPC/), quantized to m = 7 values: If the change between two successive trading
days, day (i − 1) and day i, is smaller than −3%, xi is set equal to 0; if the change is between
−3% and −2%, xi = 1; for changes in the intervals (−2%,−1%], (−1%,+1%], (1%, 2%], and
(2%, 3%], xi is set equal to 2, 3, 4 and 5, respectively; and for changes greater than 3%, xi = 6.
Based on the resulting n = 22900 points xi, the top k = 5 a posteriori most likely mod-
els obtained by the k-BCT algorithm with maximum tree depth D = 260 (corresponding to
approximately one calendar year’s trading days), are described in Figure 9.
6
5
4
3
1
2
0
Figure 9: The tree shown without the two dotted branches is the MAP model T ∗1 obtained from n = 22900
observations, with D = 260. Its posterior probability pi(T ∗1 |x) ≈ 0.0174 and its prior pi(T ∗1 ) ≈ 5.7 × 10−11. The
whole tree shown is the fifth a posteriori most likely model T ∗5 , and T
∗
2 , T
∗
3 and T
∗
4 were found to be small variations
around T ∗1 and T
∗
5 , all with depth 5. The corresponding posterior odds pi(T
∗
1 |x)/pi(T ∗i |x), for i = 2, 3, 4, 5, are
1.094, 1.367, 1.496 and 2.467, respectively.
The shape of the MAP model T ∗1 contains significant information. Since its maximal depth is
5, in order to determine the distribution of the next sample we never have to look more than five
days back – corresponding to a week of trading days. The smaller the changes in the most recent
S&P values, the further back we need to look in order to predict tomorrow’s value. For example,
if the difference between yesterday and today is larger than ±2%, we need look no further than
yesterday; if it is between 1% and 2%, we need to look at the day before yesterday as well; and
if it is smaller than ±1%, we need to look even further back, but no more than a week.
The sum of the posterior probabilities of the top k = 5 models is less than 6.5%. But with
n = 22900 data points, m = 7 and D = 260, the complexity of k-BCT becomes prohibitive for
values significantly larger than k = 5. In order to explore pi(T |x) further, we ran the RW sampler
with T (0) = T ∗1 for N = 106 iterations. The acceptance rate was ≈ 44.9%, and a total of 356531
different models were visited. The MCMC frequencies of the 25 most visited models shown in
Figure 10 indicate that the sampler has converged after N = 106 iterations.
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Figure 10: Left: MCMC histogram of the empirical frequencies of the 25 most frequently visited models, after
N = 106 iterations. The corresponding true posterior probabilities are marked with a red ‘x’. Right: Markov order
estimation: The five histograms show the empirical frequencies of the depths of the 1,000 most visited models
after 106 MCMC iterations, in five independent repetitions of the same experiment.
The MCMC output can also be used for Markov order estimation, by providing an approx-
imation to the posterior distribution on model depth. The empirical distributions of the model
depths obtained in five repetitions of the same experiment are shown in Figure 10.
Example 5.2 (A bimodal posterior) Consider a 3rd order chain {Xn} on the alphabet A =
{0, 1, 2, 3, 4, 5} with the property that each Xn depends on the past (Xn−1, Xn−2, Xn−3) only via
Xn−3. Specifically, suppose that, for i, j, a, b ∈ A,
Pr(Xn = j|Xn−1 = a,Xn−2 = b,Xn−3 = i) = Qij ,
where Q = (Qij) is the transition matrix:
0.5 0.2 0.1 0 0.05 0.15
0.4 0 0.4 0.2 0 0
0.3 0.1 0.23 0.12 0.05 0.2
0.05 0.1 0.05 0.05 0.03 0.72
0 0 1 0 0 0
0.1 0.2 0.3 0.2 0.05 0.15
 .
The model of {Xn} viewed as a variable-memory chain is clearly the complete tree of depth 3,
but the dependence of each Xn on its past is only meaningful if it can extend at least three time
steps back: The first and second most recent symbols are independent of Xn.
Therefore, it is not surprising that the MAP model identified by the k-BCT algorithm (with
k = 5, based on n = 1850 samples) is simply the root, T ∗1 = Λ = {λ}, with T ∗2 a complex tree
of depth 3 (with 54 leaves at depth 3) being a close second; their posterior probabilities are
pi(T ∗1 |x) ≈ 0.3512 and pi(T ∗1 |x) ≈ 0.2373, respectively. The next three a posteriori most likely
models T ∗3 , T ∗4 , T ∗5 were found to be small variations of T ∗2 , also of depth 3.
Running the RW sampler with T (0) = T ∗1 , we found that it never visited any of the other
top 5 models after 106 iterations, and similarly starting at T ∗2 it never visited T ∗1 . Although T ∗2
can theoretically be reached from T ∗1 in just 12 MCMC steps, most models between them have
extremely small posterior probabilities; e.g., the complete tree of depth one, Tc(1), which must
necessarily be visited in order to move between T ∗1 and T ∗2 , has pi(Tc(1)|x) ≈ 3.2× 10−19.
In contrast, the jump sampler with jump rate p = 1/2, made frequent jumps between T ∗1 and
{T ∗2 , T ∗3 , T ∗4 , T ∗5 }. Starting with T (0) = T ∗1 , after N = 105 MCMC iterations it appears to have
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explored the bulk of the posterior distribution, having visited all of the significant parts of its
support. The empirical frequencies of the top 5 models were very close to their actual posterior
probabilities (Figure 11), the total number of unique models visited was 39, and the sum of their
posterior probabilities was ≈ 99.8%.
Figure 11: Results of the jump sampler. The top plot shows the empirical frequency with which T ∗1 appears in
the MCMC sample, as a function of the number of MCMC iterations. The five graphs plotted correspond to five
independent repetitions of the experiment with 50, 000 iterations; the horizontal line is the limiting frequency,
pi(T ∗1 |x). The bottom plot shows corresponding results for T ∗5 .
In terms of Markov order estimation, although the MAP model T ∗1 has depth 0, the mode
of the posterior distribution of the depth parameter is 3: The N = 105 MCMC samples ob-
tained above consist entirely of models having depths either 0 or 3, with corresponding MCMC
frequencies of approximately 35.13% and 64.87%, respectively.
More generally, for any statistic F (θ, T ), we can obtain Metropolis-within-Gibbs samples
{(θ(t), T (t))} as described in Section 3.5, and use the values {F (θ(t), T (t))} to provide an ap-
proximation to the posterior pi(F |x). Standard Bayesian methods (Geisser, 1993; Bernardo and
Smith, 1994; Gelman et al., 2014) can then be applied to provide point estimates, credible sets,
and other relevant information.
For example, suppose we wish to estimate the parameter θs(j) = Pr(X0 = j|X−1−D = s), for
the specific context s = 020 and j = 5. The maximum likelihood estimate (MLE) is θˆMLEs (j) =
as(j)/Ms, and a commonly used Bayesian counterpart to the MLE, θˆ
MAP
s (j), is the mode of the
full conditional density pi(θs(j)|x, T ) in (14) of θs(j) given the data x and the MAP model T = T ∗1 .
Another Bayesian alternative to the MLE is the posterior mean, which can be approximated as,
θˆMCMCs (j) :=
1
N
N∑
t=1
θ(t)s (j),
and an estimator with smaller variance can also be obtained via Rao-Blackwellization (Gelfand
and Smith, 1990; Robert and Casella, 2004), using (14):
θˆRBs (j) :=
1
N
N∑
t=1
E
(
θs(j)
∣∣x, T (t)).
In this example, we obtain the values:
25
θˆMLEs (j) θˆ
MAP
s (j) θˆ
MCMC
s (j) θˆ
RB
s (j) true θs(j)
0.1290 0.1871 0.1512 0.1516 0.15
The estimates θˆMCMCs (j) and θˆ
RB
s (j) are based on N = 10
5 MCMC samples obtained by the
jump version of the Metropolis-within-Gibbs sampler, with jump rate p = 1/2. From the same
samples we get an estimate of the posterior distribution of θ020(5), shown in Figure 12.
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Figure 12: Left: Histogram of the N = 105 MCMC samples θ
(t)
s (j), with D = 3, β = 0.95, s = 020 and j = 5.
Right: Corresponding MCMC estimates. The top plot shows the ergodic averages θˆMCMCs (j) as a function of
the number of MCMC iterations. The five graphs plotted correspond to five independent repetitions with only
N = 1, 000 MCMC iterations each. The bottom plot shows corresponding results for θˆRBs (j).
Note that the values of the four estimates above are quite different, which is common, espe-
cially for small data sizes n. On the other hand, the fact that the Bayesian estimates are more
accurate than the MLE is by no means universal.
Finally, in Figure 12 we also show the results of five different MCMC experiments, indicating
that the ergodic averages in the estimators θˆMCMCs (j) and θˆ
RB
s (j) converge quickly, and that the
variance of θˆRBs (j) appears to be smaller, as expected.
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6 Prediction
Given a training sequence xt1 = (x1, x2, . . . , xt) of length t from a discrete time series x with
values in the alphabet A = {0, 1, . . . ,m − 1}, we wish to sequentially predict the next n values
of the test sequence xt+nt+1 = (xt+1, xt+2, . . . , xt+n). At each step i = 1, 2, . . . , n, given the past
samples xt+i−11 , the prediction of the next sample xt+i is expressed as a conditional distribution
Qˆi(z|xt+i−11 ), z ∈ A, and the performance of a predictor Q = {Qˆi ; i = 1, 2, . . . , n} is evaluated
by the normalized, cumulative log-loss.
In the remainder of this section we describe the four prediction methods that will be used be-
low, together with the natural predictor induced by the BCT framework discussed in Section 3.6.
In Sections 6.1 and 6.2 we report the results obtained by all five methods on simulated and real
data sets, and we discuss them in Section 6.3.
A common approach to prediction is to first use the training data to learn a model and
associated parameters, and then use the conditional distributions of this model as predictors.
Indeed, this is exactly the form of the predictors proposed by all methods, other than BCT,
described below.
Bayesian context trees. As outlined in Section 3.6, the canonical predictor within the
BCT framework is the one based on the posterior predictive distribution, Qˆi(xt+i|xt+i−11 ) =
P ∗D(xi+1|xi1), cf. (15), which can easily be computed sequentially via the CTW algorithm. By
averaging over all models, P ∗D(xi+1|xi1) incorporates the model uncertainty and it avoids the
problem of model selection by replacing it with model averaging.
When the data x are generated by a stationary, irreducible variable-memory chain, in the
special case β = 1/2 it is shown by Jiao et al. (2013) that the BCT predictor is consistent
with probability one, asymptotically in the size of the test data, for any finite training sequence.
Moreover, as the following discussion indicates, the BCT predictor essentially achieves the optimal
minimax regret with respect to log-loss. Theorem 6.1 gives a nonasymptotic lower bound, for
the special case of binary chains and β = 1/2; it was established in Willems et al. (1993b, 1995).
Theorem 6.1 For any binary, variable-memory chain model T ∈ T (D) and associated param-
eters θ = {θs ; s ∈ T}, for any data sequence xn1 of arbitrary length n, and any initial context
x0−D+1, the prior predictive likelihood for β = 1/2 satisfies,
logP ∗D(x
n
1 |x0−D+1) ≥ logP (xn1 |x0−D+1, θ, T )−
|T |
2
log n+ C, (17)
with an explicit constant C = C(T ), independent of n and θ.
The lower bound (17) is asymptotically tight up to and including the log n term, both in ex-
pectation and for individual sequences: Corresponding upper bounds follow from the fundamental
“converse” theorem by Rissanen (1984, 1986b), and from the general results by Weinberger et al.
(1994). These results clearly indicate that the BCT predictor indeed essentially achieves the
optimal minimax regret (Takeuchi and Barron, 2014).
Variable length Markov chains. For prediction using variable-length Markov chains we use
the prediction function in the R package VLMC. This selects a VLMC model based on the training
data, and then predicts future samples by the maximum likelihood parameters associated with
this model. Here we only show results for the best-BIC-VLMC model, as it was found to be the
most effective choice in practice; see also the relevant comments in Section 4.1. When the data x
are generated by a stationary and ergodic variable-memory chain, the results of Bu¨hlmann and
Wyner (1999) imply that the VLMC predictor is asymptotically consistent, but for consistency it
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is the size of the training data that needs to grow to infinity. Further methodology in connection
with VLMC prediction is developed in Bu¨hlmann (2000).
Mixture transition distribution. The MTD approach to prediction is again based on
first selecting a model and then performing prediction using an approximation to the maximum
likelihood parameters associated with that model. Among the four MTD versions discussed in
Section 4, we only report results obtained by the best-BIC-MTDg, since the performance of the
other three methods was either identical or inferior.
Sparse Markov chains. As described in the Introduction, SMCs are a generalization of the
BCT models in T (D): Each SMC model consists of a partition of the set of all contexts of depth
D into different states, such that all contexts in the same state induce the same conditional
distribution on the next symbol of the underlying chain. In Ja¨a¨skinen et al. (2014), a class of
priors for SMCs are defined, and algorithms for selecting approximate MAP versions of models
and parameters are developed in the subsequent work Xiong et al. (2016). In our experiments,
prediction is performed based on the resulting model and parameters obtained using the code
publicly available at https://www.helsinki.fi/bsg/filer/SMCD.zip.
Conditional tensor factorization. The CTF models of Sarkar and Dunson (2016), described
in the Introduction, use conditional tensor factorization to represent the full transition probability
tensor of a higher-order chain. In our experiments we use the CTF software publicly available
at https://github.com/david-dunson/bnphomc. Prediction is again performed in two steps.
First a model is selected via the results of an MCMC sampler on model space, and appropriate
parameters are chosen by an approximation to their posterior mean via Gibbs sampling. The
induced predictive distributions are then obtained from the selected model and parameters.
Throughout our experiments, we take the maximal depth to be D = 10 for BCT, MTD, SMC
and CTF. Following standard practice (Begleiter et al., 2004) in most cases we split the data
50-50 into a training set and a test set. One difficulty that occasionally arises with the VLMC
and MTD predictors is that they use maximum likelihood parameter estimates for their models,
which in some cases means that they assign zero conditional probability to certain symbols, and
which in turn results in poor performance and an infinite log-loss.
Finally we note that different versions of the CTW algorithm have been used for prediction
in earlier work, including Ron et al. (1996); Begleiter et al. (2004); Dimitrakakis (2010).
6.1 Simulated data
The experiments here are based on 1,000 samples simulated from the 5th order chain with
alphabet size m = 3 in Section 4.1. Figure 13 shows the log-loss achieved by all five predictors
as a function of the number of predicted samples in three different cases.
The results in the first plot are based on t = 100 training samples and n = 900 test samples.
The BCT is seen to perform consistently better than the other four methods, and the difference
between BCT and the second best method, CTF, increases as more data get predicted, reaching
a significant ≈ 3.7% by the end. This is in part due to the fact that the BCT predictor continues
to get updated past the training stage, whereas the models employed by the other four methods
based on only 100 training samples are too simple to be effective. SMC, VLMC and MTD all
produce the empty model corresponding to i.i.d. data, with VLMC and MTD also having the
same parameters, inducing the exact same predictors (hence shown as a single graph). CTF, on
the other hand, uses a first order Markov model, leading to slightly better performance.
The second plot shows the log-loss obtained with t = 500 training samples and n = 500 test
samples. The results are similar, however, the difference between BCT and the other methods
is now smaller. Since the training set is larger, the other four methods have a better chance to
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Figure 13: Prediction results on simulated data. First three plots: Log-loss achieved by each of the five methods, as
a function of the size of the test data. Bottom right: Log-loss achieved by BCT, VLMC, SMC and CTF on n = 500
test samples with t = 500 training samples, averaged over 100 independent repetitions of the same experiment.
One-standard-deviation error bars are also plotted for BCT and SMC near the end of the test data. The vertical
(log-loss) axis has the same range in all four plots.
capture more of the structure present in the data. The VLMC model is a simple tree of depth
two, and the CTF model also corresponds to a second order chain. MTD again produces an i.i.d.
model, and SMC, which is the closest to BCT, with a log-loss difference of ≈ 2.5%, identifies a
second order model with five states.
With t = 900 training and n = 100 test samples, BCT again appears to have the best
performance, although there are larger fluctuations due to the smaller test data size. The results
of SMC, VLMC and CTF are almost identical, and significantly better than MTD. SMC uses a
second order model with 4 states, the CTF model also has order 2, MTD selects the i.i.d. model,
and VLMC, which is closest to BCT by the end (by a 2.2% difference), produces a tree model of
depth 3 with 5 leaves.
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Finally, we examine the log-loss of these predictors averaged over 100 independent realizations
simulated from this chain, each time with a 50-50 split between training and test data. The last
plot in Figure 13 shows the results obtained by all methods except MTD, which was based on
an i.i.d. model every time. The average performance of BCT is better than that of the other
methods; after the first 10 samples or so, the log-loss of the BCT stays consistently approximately
1.6% lower than that of the second best method, SMC.
6.2 Real data
SARS-CoV-2 gene. Here we examine the spike (S) gene, in positions 21,563–25,384 of the
SARS-CoV-2 genome (Wu et al., 2020) described in Section 4.2. The importance of this gene
is that it codes for the surface glycoprotein whose function was identified in Yan et al. (2020);
Lan et al. (2020) as critical, in that it binds onto the Angiotensin Converting Enzyme 2 (ACE2)
receptor on human epithelial cells, giving the virus access to the cell and thus facilitating the
Covid-19 disease.
The data, consisting of a 3,822 bp-long gene sequence, was again split 50-50 into a training
set and test set. Figure 14 shows the prediction results obtained by all five methods. BCT
consistently achieves the smallest log-loss. On the training data, the MAP tree produced by
BCT corresponds to the full first order Markov model with posterior probability of ≈ 98%, while
on the entire data set the MAP tree has depth 2. The MAP model T ∗1 now has pi(T ∗1 |x) ≈ 49.5%,
while the first order chain which appears as T ∗2 has pi(T ∗2 |x) ≈ 48%. This ability of BCT to perform
sequential updates and adaptive model averaging explains, in part, its superior performance.
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Figure 14: Prediction results on real data. Left: SARS-CoV-2 gene (S), with t = 1911 training samples and
n = 1911 test samples. Right: Pewee birdsong data, with t = 1194 training samples and n = 133 test samples,
corresponding to a 90%-training/10%-testing split.
The second best method, CTF, uses a first order Markov model, as does MTD, which achieves
near-identical performance. SMC uses a first order model that groups {G,T} into a single state,
and VLMC similarly produces a tree of depth 1 that groups {A,G, T} into a single state.
Pewee birdsong. The data, discussed in Section 4.2, consists of 1,327 samples in a three-
letter alphabet. When half of it was used for training and the other half for testing, VLMC
and MTD both had an infinite log-loss after the 420th symbol in the test sequence; this was
mentioned earlier as a possible drawback of methods that use maximum likelihood estimates for
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the parameters. Among the methods that give a finite log-loss, BCT was found to have the best
performance. SMC produced a second order model with five states, and by the end of the test
data its log-loss was larger than that of the BCT by 13.2%. CTF used a fourth order model for
prediction, resulting in a log-loss larger than that of BCT by 1.2%.
In order to illustrate the relative performance of all five methods, in Figure 14 we report the
prediction results on the last 10% of the samples, after the first 90% have been used for training.
The BCT has smallest log-loss overall, approximately 4.8% lower than that of the second best
method, CTF, at the end of the experiment. The CTF and MTD predictors both use a fourth
order model, SMC finds a second order model with 5 states, and VLMC uses a simple tree model
of depth 4.
6.3 Discussion
The BCT predictor was found to have consistently better performance than the other four meth-
ods considered, achieving a log-loss that was between 1.2% and 4.8% better than that of the
second best method in each case. This is due, in part, to the fact that the BCT predictor is
based on averaging over all models and parameters with respect to their posterior distribution,
and that it allows for sequential updates beyond the training stage.
The method that performed the closest to BCT in most cases was CTF, which usually identi-
fied the same Markov order as the other methods. The VLMC and MTD predictors were found
to be consistently and significantly less effective than BCT, and as noted earlier they sometimes
assigned zero probability to the occurrence of certain symbols in the data, resulting in an infi-
nite log-loss. Another difficulty with CTF, VLMC and MTD is that they required much more
computational effort in the training stage.
The SMC predictor was found in most cases to have performance similar to VLMC. As the
context tree models in T (D) are a subset of all SMCs, the fact that BCT performs better than
SMC highlights the power of the full Bayesian BCT framework. In contrast, SMC uses a single
(and often poor) estimate of its MAP model, leading to much less satisfactory results.
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7 Concluding remarks
The Bayesian context trees framework introduced in this work was found to be effective for
several core statistical tasks in the analysis of discrete time series. Variable-memory Markov
chains are a rich class of models that capture important aspects of the higher-order temporal
structure naturally present in many types of real-world data, and the associated exact inference
algorithms in Sections 3.1–3.3 provide efficient tools for modelling, estimation and prediction.
These algorithms, along with the variable-dimensional MCMC samplers of Section 3.5, also
facilitate accurate posterior computations that offer a quantitative measure of uncertainty for
the estimated models and parameters. The resulting methods were found to outperform several
of the most commonly used approaches on both simulated and real-world data.
The exact nature of the algorithms in Sections 3.1–3.3, particularly the ability to compute the
prior predictive likelihood, opens the door to numerous other applications that are the object of
ongoing work, including anomaly detection, segmentation, and change-point detection. Similarly,
the low complexity of the algorithms opens the door to their effective use in problems involving
‘big data’. As has been noted in before connection with VLMCs, the main practical limitation
in the application of these tools is when the alphabet size is large.
While our focus has been exclusively on discrete-valued time series, the ideas and techniques
introduced in this work can be generalized to real- or vector-valued observations. Important
directions of ongoing relevant research include the extension of the exact inference algorithms
to various types of tree-structured autoregressive models, and the development of corresponding
tools for inference with hidden Bayesian context trees.
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Supplementary Material
A Proofs of Lemma 2.1 and Theorems 3.1 and 3.2
Throughout this section, for the sake of clarity of notation, we simply write piD(T ) for the model
prior piD(T ;β), without explicit reference to β.
Proof of Lemma 2.1. The proof is by induction. Note first that for D = 0, 1 the result is trivial
to check. Also observe that we can write any tree T which does not contain only the root node λ,
as the union T = ∪jTj of a collection of m subtrees T0, T1, . . . , Tm−1. Clearly we will then have,
|T | =
∑
j
|Tj |, and LD(T ) =
∑
j
LD−1(Tj). (18)
For the inductive step, suppose that the result holds for all depths less than or equal to some
d ≤ D−1. We will show that it holds for d+1 as well. Let Λ = {λ} denote the tree that consists
only of the root node λ. Using (18), we have,∑
T∈T (d+1)
pid+1(T ) = pid+1(Λ) +
∑
T∈T (d+1),T 6=Λ
α|T |−1β|T |−Ld+1(T )
= β +
∑
T0,T1,...,Tm−1∈T (d)
α
∑
j |Tj |−1β
∑
j |Tj |−
∑
j Ld(Tj) (19)
= β + αm−1
∑
T0,T1,...,Tm−1∈T (d)
∏
j
α|Tj |−1β|Tj |−Ld(Tj)
= β + αm−1
∏
j
∑
Tj∈T (d)
pid(Tj)
= β + αm−1 = 1, (20)
where (19) follows by (18), and (20) follows from the inductive hypothesis and the assumption
that β = 1− αm−1. 
Before giving the proof of Theorem 3.1, we note for later use the following simple properties of
the prior piD(T ). Recall that we write Λ = {λ} for the tree consisting of only the root node λ.
Lemma A.1 (i) If T ∈ T (D), T 6= Λ, is expressed as the union T = ∪jTj of the subtrees
Tj ∈ T (D − 1), then,
piD(T ) = a
m−1
m−1∏
j=0
piD−1(Tj), (21)
where αm−1 = 1− β.
(ii) If T ∈ T (D), t ∈ T is at depth d < D, S ∈ T (D − d) is nonempty, and T ∪ S consists of
the tree T with S added as a subtree rooted at t, then,
piD(T ∪ S) = β−1piD(T )piD−d(S).
Proof. The result of (i) immediately follows from the observation (18) in the proof of Lemma 2.1.
Similarly, (ii) follows from the simple observations that |T ∪S| = |T |+ |S| − 1 and LD(T ∪S) =
LD(T ) + LD−d(S), together with the definition of the prior. 
37
Proof of Theorem 3.1. First we note that, without loss of generality, we may assume that the
tree TMAX is the complete tree of depth D; if some node s of the complete tree is not in TMAX,
we simply assume that it has an all-zero count vector as.
The proof is again by induction. We adopt the notation of the proof of Lemma 2.1 and
observe that, in view of Lemma 2.2, it suffices to show that,
Pw,λ =
∑
T∈T (D)
piD(T )
∏
s∈T
Pe(as). (22)
We claim that the following more general statement holds: For any node s at depth d with
0 ≤ d ≤ D, we have,
Pw,s =
∑
U∈T (D−d)
piD−d(U)
∏
u∈U
Pe(asu), (23)
where su denotes the concatenation of contexts s and u. Clearly (23) implies (22) upon taking
s = λ, and (23) is trivially true for nodes s at depth D, since it reduces to the fact that Pw,s = Pe,s
for leaves s, by definition.
Suppose (23) holds for all nodes s at depth d for some fixed 0 < d ≤ D. Let s be a node at
depth d− 1; then, by the inductive hypothesis,
Pw,s = βPe(as) + (1− β)
m−1∏
j=0
Pw,sj
= βPe(as) + (1− β)
m−1∏
j=0
 ∑
Tj∈T (D−d)
piD−d(Tj)
∏
t∈Tj
Pe(asjt)
 ,
where sjt denotes the concatenation of context s, then symbol j, then context t, in that order.
Therefore,
Pw,s = βPe(as) + (1− β)
∑
T0,T1,...,Tm−1∈T (D−d)
m−1∏
j=0
piD−d(Tj) ∏
t∈Tj
Pe(asjt)

= βPe(as) +
1− β
αm−1
∑
T0,T1,...,Tm−1∈T (D−d)
piD−d+1(∪jTj)
m−1∏
j=0
∏
t∈Tj
Pe(asjt)
 ,
where for the last step we have used (21) from Lemma A.1. Concatenating every symbol j with
every leaf of the corresponding tree Tj , we end up with all the leaves of the larger tree ∪jTj .
Therefore,
Pw,s = βPe(as) +
1− β
αm−1
∑
T0,T1,...,Tm−1∈T (D−d)
piD−d+1(∪jTj)
∏
t∈∪jTj
Pe(ast),
and since 1− β = αm−1 and pid(Λ) = β for all d ≥ 1,
Pw,s = piD−d+1(Λ)Pe(as) +
∑
T0,T1,...,Tm−1∈T (D−d)
piD−d+1(∪jTj)
∏
t∈∪jTj
Pe(ast)
= piD−d+1(Λ)Pe(as) +
∑
T∈T (D−d+1),T 6=Λ
piD−d+1(T )
∏
t∈T
Pe(ast)
=
∑
T∈T (D−d+1)
piD−d+1(T )
∏
t∈T
Pe(ast).
This establishes (23) for all nodes s at depth d− 1, completing the inductive step and the proof
of the theorem. 
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Proof of Theorem 3.2. Again we observe that, without loss of generality, we may assume that
the tree TMAX is the complete tree of depth D; if some node s of the complete tree is not in TMAX,
we simply assume that it has an all-zero count vector as. It is easy to see that, for β ≥ 1/2,
these assumptions are equivalent to the ones in the description of the algorithm, giving the same
initial values to all leaves of TMAX.
The proof is once again by induction, and we adopt the same notation as in the proofs
of Lemma 2.1 and Theorem 3.1. First we will prove that,
Pm,λ = max
T∈T (D)
P (x, T ), (24)
which, in view of Lemma 2.2, is equivalent to,
Pm,λ = max
T∈T (D)
piD(T )
∏
s∈T
Pe(as). (25)
As in the proof of Theorem 3.1, we claim that the following more general statement holds: For
any node s at depth d with 0 ≤ d ≤ D, we have,
Pm,s = max
U∈T (D−d)
piD−d(U)
∏
u∈U
Pe(asu), (26)
where su denotes the concatenation of contexts s and u. Taking s = λ in (26) gives (25), and (26)
is trivially true for nodes s at depth D, since it reduces to the fact that Pm,s = Pe,s for leaves s,
by definition.
For the inductive step, we assume that (26) holds for all nodes s at depth d for some fixed
0 < d ≤ D, and consider a node s at depth d− 1. By the inductive hypothesis we have,
Pm,s = max
βPe(as), (1− β)
m−1∏
j=0
Pm,sj

= max
βPe(as), (1− β)
m−1∏
j=0
 max
Tj∈T (D−d)
piD−d(Tj)
∏
t∈Tj
Pe(asjt)

= max
βPe(as), (1− β) maxT0,T1,...,Tm−1∈T (D−d)
m−1∏
j=0
piD−d(Tj) ∏
t∈Tj
Pe(asjt)

= max
βPe(as), 1− βαm−1 maxT0,T1,...,Tm−1∈T (D−d)piD−d+1(∪jTj)
m−1∏
j=0
∏
t∈Tj
Pe(asjt)
 ,
where the last step follows by (21) from Lemma A.1. Arguing as in the proof of Theorem 3.1,
Pm,s = max
piD−d+1(Λ)Pe(as), maxT0,T1,...,Tm−1∈T (D−d)piD−d+1(∪jTj) ∏
t∈∪jTj
Pe(ast)

= max
{
piD−d+1(Λ)Pe(as), max
T∈T (D−d+1),T 6=Λ
piD−d+1(T )
∏
t∈T
Pe(ast)
}
= max
T∈T (D−d+1)
piD−d+1(T )
∏
t∈T
Pe(ast).
This establishes (26) for all nodes s at depth d− 1, completing the inductive step and hence also
proving (24) and (25).
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To complete the proof of the theorem, it now suffices to show that,
Pm,λ = P (x, T
∗
1 ), (27)
because this is exactly (11), and combined with (24) it implies,
max
T∈T (D)
P (x, T ) = P (x, T ∗1 ),
which, after dividing both sides by the prior predictive likelihood, P ∗D(x), gives (10). By
Lemma 2.2, (27) is equivalent to,
Pm,λ = piD(T
∗
1 )
∏
s∈T ∗1
Pe(as), (28)
and, once again, we will establish the following more general statement: For any node s at depth
d with 0 ≤ d ≤ D, we have,
Pm,s = max
{
βPe(as), (1− β)
m−1∏
j=0
Pm,sj
}
= piD−d(T (s))
∏
t∈T (s)
Pe(ast), (29)
where T (s) is the tree that the BCT algorithm would produce if it started its step (iii) at node
s. Taking s = λ in (29) gives (28), and (29) is again trivially true for leaves s at depth D, by
the definition of the maximal probabilities Pm,s.
Finally, for the inductive step, suppose (29) holds for all nodes at depth 0 < d ≤ D, and
let s be a node at depth d − 1. We consider two separate cases: (i) If the maximum in (29)
is achieved by the first term, then Pm,s = βPe,s and T (s) consists of s only, so that (29) holds
trivially; (ii) If the maximum in (29) is achieved by the second term, then T (s) = ∪jT (sj), and
using (21) from Lemma A.1 and the inductive hypothesis, we obtain:
Pm,s = (1− β)
m−1∏
j=0
Pm,sj
= (1− β)
m−1∏
j=0
piD−d(T (sj)) ∏
t∈T (sj)
Pe(asjt)

= piD−d+1(∪jT (sj))
m−1∏
j=0
∏
t∈T (sj)
Pe(asjt)
= piD−d+1(∪jT (sj))
∏
t∈∪jT (sj)
Pe(ast)
= piD−d+1(T (s))
∏
t∈T (s)
Pe(ast).
This establishes (29) and completes the proof of the theorem. 
B The k-BCT algorithm
The k-BCT algorithm takes the same input as CTW and BCT, together with the number k ≥ 1
of the k a posteriori most likely models to be determined.
For the sake of clarity of exposition, we first describe a less practical, idealized version of
k-BCT.
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Idealized k-BCT algorithm
(i) Let TMAX be the complete m-ary tree at depth D (this is the “idealized” part), and compute
the count vectors as and the estimated probabilities Pe,s = Pe(as) at all nodes s of TMAX
as in steps (ii) and (iii) of CTW.
(ii) Starting at the leaves and proceeding towards the root, at each node s compute a list of k
maximal probabilities P
(i)
m,s and k position vectors c
(i)
s = (c
(i)
s (0), c
(i)
s (1), . . . , c
(i)
s (m − 1)),
for i = 1, 2, . . . , k, where each c
(i)
s (j) is an integer between 0 and k, recursively, as follows.
(iia) At each leaf s, we let P
(1)
m,s = Pe,s and c
(1)
s = (0, 0, . . . , 0), where the all-zero vector c
(1)
s
indicates that P
(1)
m,s corresponds to the value of Pe,s and does not depend on the children
of s (since there are none). For i = 2, 3, . . . , k, we leave P (i) and c
(i)
s undefined.
(iib) At each node s having only m descendants (which are necessarily leaves), we compute
the two probability-position vector pairs βPe,s, (0, 0, . . . , 0) and (1 − β)
∏m−1
j=0 P
(1)
m,sj ,
(1, 1, . . . , 1) (where the all-1 vector indicates that the latter probability only depends
on the first maximal probability of each of the children), and sort them as P
(1)
m,s, c
(1)
s
and P
(2)
m,s, c
(2)
s in order of decreasing probability. For i = 3, 4, . . . , k, we leave P (i) and
c
(i)
s undefined.
(iic) A general internal node s has m children, where each child sj has a list of kj (for
some 1 ≤ kj ≤ k) probability-vector pairs P (i)m,sj , c(i)sj , 1 ≤ i ≤ kj . We compute
the probability βPe,s with associated position vector (0, 0, . . . , 0), and all possible
probability-position vector pairs,
(1− β)
m−1∏
j=0
P
(ij)
m,sj , (i0, i1, . . . , im−1), (30)
for all possible combinations of indices 1 ≤ ij ≤ kj for 0 ≤ j ≤ m − 1. We then sort
these k′ = 1+k0×k1×· · ·×km−1 probabilities in order of decreasing probability, and
rename the top k of them as P
(i)
m,s, for i = 1, 2, . . . , k, together with their associated
position vectors c
(i)
s . [Of course, if k′ < k, after sorting we leave the remaining k − k′
probability-position vector pairs undefined.]
(iii) Having determined all maximal probabilities P
(i)
m,s for all nodes s and 1 ≤ i ≤ k, we now
determine the “top k” trees T ∗1 , T ∗2 , . . . , T ∗k from the corresponding position vectors c
(i)
s .
For each i we repeat the following process, starting at the root and proceeding until all
available nodes of the tree TMAX have been exhausted.
(iiia) Depth d = 0. At the root node λ, we examine c
(i)
λ . If it is the all-zero vector, then T
∗
i
is the tree consisting of the root node only. Otherwise, we add to T ∗i the branch of m
children starting at the root, and proceed to examine each of the nodes corresponding
to the m children recursively.
(iiib) Depth d = 1. Reaching node s = j corresponding to the jth child of the root, means
that t = c
(i)
λ (j) is nonzero. We examine c
(t)
s : If it is the all-zero vector, then we prune
from T ∗i all the descendants of s and move to the next unexamined node; otherwise,
we add to T ∗i the branch of m children starting at s, and proceed to examine each of
the nodes corresponding to the m children recursively.
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(iiic) General depth 1 ≤ d ≤ D − 1. Reaching a node sj at depth d from its parent node
s means that we decided to visit sj because t = c
(u)
s (j) is nonzero for the appropriate
index u (corresponding to the position vector c
(u)
s that was examined at node s). We
examine c
(t)
sj : If it is the all-zero vector, then we prune from T
∗
i all the descendants
of sj and move to the next unexamined node; otherwise, we add to T ∗i the branch of
m children starting at sj, and proceed to examine each of the nodes corresponding to
the m children recursively.
(iiid) Depth d = D. Reaching a node s at depth D means we have reached a leaf of TMAX,
so we simply add s to T ∗i and proceed to the next unexamined node.
(iv) Output the k resulting trees T ∗i and the k maximal probabilities at the root, P
(i)
m,λ, i =
1, 2, . . . , k.
Next we describe a practical version of the algorithm, which only differs in the initialization step
of the maximal probabilities and the position vectors at the leaves of depth d < D.
Actual k-BCT algorithm
(i) Initially, perform two preprocessing steps:
(ia) Execute the first two steps (i) and (ii) of the idealized k-BCT algorithm on the com-
plete m-ary tree of depth D, with all the count vectors as assumed to be equal to
zero, as = (0, 0, . . . , 0) for all s. Since all nodes at the same depth are identical, this
process can be carried out effectively, by performing the relevant computations only
at a single node (instead of all md nodes) for each depth 0 ≤ d ≤ D.
(ib) Build the tree TMAX from the contexts of x
n
−D+1 and compute the count vectors as
and the probabilities Pe,s = Pe(as) at all nodes s of TMAX, as in steps (i)–(iii) of
CTW.
(ii) Starting at the leaves and proceeding towards the root, at each node s we compute a list of
k maximal probabilities P
(i)
m,s and k position vectors c
(i)
s = (c
(i)
s (0), c
(i)
s (1), . . . , c
(i)
s (m− 1)),
for i = 1, 2, . . . , k, recursively as follows.
(iia) At each leaf s at depth D, with a nonzero count vector as, let P
(1)
m,s = Pe,s and
c
(1)
s = (0, 0, . . . , 0). For i = 2, 3, . . . , k, we leave P (i) and c
(i)
s undefined.
(iib) Similarly, at each leaf s at depth D, with an all-zero count vector as, let P
(1)
m,s = Pe,s =
1, c
(1)
s = (0, 0, . . . , 0), and for i = 2, 3, . . . , k, leave P (i) and c
(i)
s undefined.
(iic) At each leaf s at depth d < D, we let the list of the maximal probabilities P
(i)
m,s and
position vectors c
(i)
s of s be those that are computed for a node at depth d in the
preprocessing stage (ia).
(iid) Continue with steps (iib) and (iic) as in the idealized version of k-BCT.
(iii) We perform the same steps as described in (iiia)–(iiid) of the idealized version, with the
following addition:
(iiie) While examining a node s at depth 0 < d < D in step (iiib) or (iiic) of the idealized
algorithm, we may reach a point where the algorithm dictates that we examine its m
children, when these children are not included in the tree TMAX. In that case, we add
them to TMAX, and we define their corresponding maximal probabilities and position
vectors according to the initialization described in step (iib) or (iic) above, depending
on whether d = D − 1 or d < D − 1, respectively.
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(iv) As in the idealized version, output the k resulting trees T ∗i and the k maximal probabilities
at the root, P
(i)
m,λ, i = 1, 2, . . . , k.
C Proof of Theorem 3.3
Before giving the proof of Theorem 3.3, we observe that it is easy (though somewhat tedious) to
verify that the two versions of the k-BCT algorithm described in Section 3.3 are equivalent, in
that they produce identical results as long as β ≥ 1/2. Therefore, for the sake of simplicity, the
proof below is given only for the idealized k-BCT algorithm.
We adopt the same notation as in Section A.
Proof of Theorem 3.3. The proof is again by induction, and we adopt the same notation as in
the proof of Theorem 3.2. First we will prove that, for all 1 ≤ i ≤ k,
P
(i)
m,λ = max
(i)
T∈T (D)
P (x, T ), (31)
which, in view of Lemma 2.2, is equivalent to,
P
(i)
m,λ = max
(i)
T∈T (D)
piD(T )
∏
s∈T
Pe(as). (32)
As in the proof of Theorem 3.2, we claim that the following more general statement holds: For
all i and any node s at depth d with 0 ≤ d ≤ D, we have,
P (i)m,s = max
(i)
U∈T (D−d)
piD−d(U)
∏
u∈U
Pe(asu), (33)
where su denotes the concatenation of contexts s and u. Taking s = λ in (33) gives (32),
and (33) is trivially true for nodes s at depth D, since at depth D we only consider i = 1 and
then P
(1)
m,s = Pe,s for leaves s, by definition.
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For the inductive step, we assume that (33) holds for all i and all nodes s at depth d for some
fixed 0 < d ≤ D, and consider a node s at depth d− 1. By the inductive hypothesis we have, in
the notation of (30), that P
(i)
m,s is equal to,
max(i)
 k0⋃
i0=1
k1⋃
i1=1
· · ·
km−1⋃
im−1=1
(1− β)
m−1∏
j=0
P
(ij)
m,sj
⋃ {βPe(as)}

= max(i)
 k0⋃
i0=1
k1⋃
i1=1
· · ·
km−1⋃
im−1=1
(1− β)
m−1∏
j=0
 max(ij)
Tj∈T (D−d)
piD−d(Tj)
∏
t∈Tj
Pe(asjt)
⋃ {βPe(as)}

= max(i)
 k0⋃
i0=1
k1⋃
i1=1
· · ·
km−1⋃
im−1=1(1− β) max(i0)T0∈T (D−d) max(i1)T1∈T (D−d) · · · max(im−1)Tm−1∈T (D−d)
m−1∏
j=0
piD−d(Tj) ∏
t∈Tj
Pe(asjt)

⋃ {
βPe(as)
}]
= max(i)
 k0⋃
i0=1
k1⋃
i1=1
· · ·
km−1⋃
im−1=1 max(i0)T0∈T (D−d) max(i1)T1∈T (D−d) · · · max(im−1)Tm−1∈T (D−d)piD−d+1(∪jTj)
m−1∏
j=0
∏
t∈Tj
Pe(asjt)

⋃ {
βPe(as)
}]
,
where the last step follows by (21) from Lemma A.1. Therefore, P
(i)
m,s is equal to,
max(i)
 k0⋃
i0=1
k1⋃
i1=1
· · ·
km−1⋃
im−1=1
 max(i0)T0∈T (D−d) · · · max(im−1)Tm−1∈T (D−d)piD−d+1(∪jTj) ∏
t∈∪jTj
Pe(ast)

⋃{
piD−d+1(Λ)Pe(as)
}]
= max(i)
[
k⋃
i′=1
{
max(i
′)
T∈T (D−d+1),T 6=Λ
piD−d+1(T )
∏
t∈T
Pe(ast)
}⋃{
piD−d+1(Λ)Pe(as)
}]
= max(i)
T∈T (D−d+1)
piD−d+1(T )
∏
t∈T
Pe(ast).
This establishes (33) for all i and all nodes s at depth d− 1, completing the inductive step and
hence also proving (31) and (32).
To complete the proof of the theorem, it now suffices to show that, for all 1 ≤ i ≤ k,
P
(i)
m,λ = P (x, T
∗
i ), (34)
because, combined with (31) this implies,
max(i)
T∈T (D)
P (x, T ) = P (x, T ∗i ),
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which, after dividing both sides by the prior predictive likelihood, gives (12). By Lemma 2.2, (34)
is equivalent to,
P
(i)
m,λ = piD(T
∗
i )
∏
s∈T ∗i
Pe(ast), (35)
and, once again, we will establish the following more general statement: For all i and any node
s at depth d with 0 ≤ d ≤ D, we have,
P (i)m,s = max
(i)
 k0⋃
i0=1
k1⋃
i1=1
· · ·
km−1⋃
im−1=1
(1− β)
m−1∏
j=0
P
(ij)
m,sj
⋃ {βPe(as)}
 (36)
= piD−d(T (i)(s))
∏
t∈T (i)(s)
Pe(ast), (37)
where T (i)(s) is the ith tree that k-BCT would produce if it started its step (iii) at node s.
Taking s = λ in (37) gives (35), and (37) is again trivially true for leaves s at depth D, by the
definition of the maximal probabilities Pm,s.
Finally, for the inductive step assume (37) holds for all nodes at depth 0 < d ≤ D, and let
s be a node at at depth d − 1. We consider two separate cases: (i) If the maximum in (36) is
achieved by the last term, then P
(i)
m,s = βPe,s and T
(i)(s) consists of s only, so that (37) holds
trivially; (ii) If the maximum in (36) is achieved by the collection of indices (i0, i1, . . . , im−1),
then T (i)(s) = ∪jT (ij)(sj), and using (21) from Lemma A.1 and the inductive hypothesis, we
obtain:
P (i)m,s = (1− β)
m−1∏
j=0
P
(ij)
m,sj(asj)
= (1− β)
m−1∏
j=0
piD−d(T (ij)(sj)) ∏
t∈T (ij)(sj)
Pe(asjt)

= piD−d+1(∪jT (ij)(sj))
m−1∏
j=0
∏
t∈T (ij)(sj)
Pe(asjt)
= piD−d+1(∪jT (ij)(sj))
∏
t∈∪jT (ij)(sj)
Pe(ast)
= piD−d+1(T (i)(s))
∏
t∈T (i)(s)
Pe(ast).
This establishes (37) and completes the proof of the theorem. 
D Arbitrary Dirichlet parameters
In some cases it may be desirable to consider a more general Dirichlet prior pi(θ|T ) on the
parameters θ associated with a given model T ∈ T (D). Instead of the Dir(1/2, 1/2, . . . , 1/2)
distribution defined in (5) we may place a different, general Dir(γs(0), γs(1), . . . , γs(m−1)) prior
on each context s ∈ T .
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For an arbitrary collection of hyperparameters γ = {γs = (γs(0), . . . , γs(m − 1)) ; s ∈ T},
with each γs(j) > 0, let pi(θ|T ) =
∏
s∈T pi(θs), with,
pi(θs) = pi(θs(0), θs(1), . . . , θs(m− 1)) = Γ(M
′
s)∏m−1
j=0 Γ(γs(j))
m−1∏
j=0
θs(j)
γs(j)−1 ∝
m−1∏
j=0
θs(j)
γs(j)−1,
where M ′s :=
∑m−1
j=0 γs(j), s ∈ T .
As in Section 2.3, the marginal likelihood P (x|T ) of a data string x given a model T ∈ T (D)
can be computed explicitly. Lemma D.1 below is the analog of Lemma 2.2 in this case.
Lemma D.1 The marginal likelihood P (x|T ) of the observations x given a model T is,
P (x|T ) =
∫
P (x, θ|T )dθ =
∫
P (x|θ, T )pi(θ|T )dθ =
∏
s∈T
Pe(as, γs),
where the count vectors as = (as(0), as(1), . . . , as(m − 1)) are defined in (3) as before and the
estimated probabilities Pe(as, γs) are now defined by,
Pe(as, γs) :=
Γ(M ′s)
Γ(Ms +M ′s)
m−1∏
j=0
Γ(as(j) + γs(j))
Γ(γs(j))
, (38)
where Ms := as(0) + as(1) + · · · + as(m − 1) and M ′s := γs(0) + γs(1) + · · · + γs(m − 1), again
with the convention that any empty product is taken to be equal to 1.
Now it is straightforward to modify the CTW, BCT and k-BCT algorithms, simply by replacing
the estimated probabilities Pe(as) of (7) by Pe(as, γs) as in (38). A careful inspection of the proofs
of Theorems 3.1, 3.2 and 3.3 shows that their results remain valid in this more general case.
Corollary D.2 Suppose that, for each model T ∈ T (D), the prior pi(θ|T ) on the parameters
θ = {θs ; s ∈ T} is the product of Dir(γs(0), γs(1), . . . , γs(m − 1)) distributions, for an arbi-
trary collection of hyperparameters γ. If the estimated probabilities Pe(as) of (7) are replaced
by Pe(as, γs) as in (38) in the CTW, BCT and k-BCT algorithms, then the results of Theo-
rems 3.1, 3.2 and 3.3 remain valid exactly as stated.
Similarly, all of the additional results in Section 3.4 remain valid as stated there, with the
exception of the expression for the full conditional density in (14). In the case of a general prior
pi(θ|T ) in terms of the hyperparameters γ, the same computation shows that here:
pi(θ|T, x) =
∏
s∈T
Dir
(
as(0) + γs(0), . . . , as(m− 1) + γs(m− 1)
)
.
Finally, we note that sequential updates, as outlined in Section 3.6, can be carried out for
the CTW, BCT, and k-BCT algorithms in this more general setting as well. The only change is
in the computation required to update Pe(as) in step (iii
′), where, in the general case, Pe(as, γs)
is updated by multiplying its earlier value by,
as(j) + γs(j)− 1
M ′s +Ms − 1
,
using the updated values of as and Ms.
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E Model selection examples
E.1 Simulated data
Renewal process. The binary variable-memory chain {Xn} with model and parameters
shown in Figure 15 was examined in the VLMC work of (Bu¨hlmann, 2000, p. 303). Note that
the distribution of the next symbol produced by the chain only depends on how far in the past
the most recent “0” appeared.
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(1/17, 16/17)
(8/9, 1/9)
(6/7, 1/7)
(1/17, 16/17)
(4/5, 1/5)
(1/7, 6/7)
(4/5, 1/5)
(1/15, 14/15)
(4/7, 3/7)
Figure 15: The model and parameters of the renewal-like binary chain.
• n = 200. With n = 200 samples x, the BCT algorithm with D = 10 and β = 1− 2−m+1 = 1/2
produces a MAP model T ∗1 which is the same as the true model pruned at depth 4; its prior
probability is pi(T ∗1 ) ≈ 0.002 and its posterior pi(T ∗1 |x) ≈ 0.0725. The next four of the top k = 5
models produced by the k-BCT algorithm are small variations of T ∗1 , of maximal depths 4 or 5.
The total posterior probability of the top 5 models is ≈ 0.1782.
The best-BIC-VLMC gives the same model as the BCT algorithm (with good AIC and BIC
scores), while the default-VLMC and best-AIC-VLMC both produce a tree of depth 8. It is the
same as the true model up to depth 4, but it also includes the depth-8 branch corresponding to
the context s = 01111001, which does not appear in the true model. It has a marginally better
AIC score than T ∗1 (by ≈ 1%), but a much worse BIC score, somewhat overfitting the data.
The best-BIC and best-AIC versions of MTD both give D = 2; and the best-BIC and best-
AIC versions of MTDg both give D = 4. In all four cases, the resulting AIC and BIC scores are
not competitive with those of the BCT and the best-BIC-VLMC algorithms.
• n = 1, 000. The results of the k-BCT algorithm (with k = 5, D = 10 and β = 1−2−m+1 = 1/2)
on a sample of length n = 1, 000, reproduce more of the true underlying structure; see Figure 16.
The MAP tree T ∗1 is the true model pruned at depth 6, and it has at least as good BIC and AIC
scores as all other methods.
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Figure 16: The top k = 5 models obtained by k-BCT with n = 1, 000 samples from the renewal-like chain. The prior
probability of T ∗1 is pi(T
∗
1 ) ≈ 1.2×10−4 and its posterior is pi(T ∗1 |x) ≈ 0.0799. The posterior odds pi(T ∗1 |x)/pi(T ∗i |x)
of the next four models are approximately 1.25, 1.98 2.48 and 4, for i = 2, 3, 4, 5, respectively. The total posterior
probability of the top 5 models is approximately 0.2336.
Despite the larger data length, the best-BIC-VLMC again gives the depth-4 version of the
true model, while the default-VLMC and best-AIC-VLMC produce larger trees of depth 11, very
similar between them but very different from the true model and the MAP tree – all of their
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leaves except one are not present in the true model. The long branches of depth 8-11 are clear
examples of overfitting, resulting in poor BIC scores. Despite this, even the AIC score of the
best-AIC-VLMC tree is within less than 0.1% of the AIC score of the MAP model.
The best-AIC-MTD and best-BIC-MTD both giveD = 5 as the optimal depth, while the best-
AIC-MTDg and best-BIC-MTDg both give D = 4. Once again, their scores are not competitive
with those of the MAP model and the VLMC results.
A third order binary chain. Here we examine data generated from the 3rd order variable-
memory chain in example V4 of the MTD paper (Berchtold and Raftery, 2002, p. 353). The
model and associated parameters are shown in Figure 17 (a).
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(0.4,0.6)
(a) (b)
Figure 17: (a) The model from which the data are generated for the third order binary chain. (b) The MAP model
produced by the BCT algorithm based on n = 200 samples.
• n = 200. The MAP model T ∗1 obtained by k-BCT (with D = 10, β = 1 − 2−m+1 = 1/2
and k = 5) from n = 200 simulated samples of this chain is shown in Figure 17 (b); its prior
probability is pi(T ∗1 ) ≈ 4.9× 10−4, and its posterior pi(T ∗1 |x) ≈ 0.0363. The top part of the true
tree is correctly identified, the lower part is cropped at 1, and there is an extra branch of depth
4 that is not in the true model. The next four a posteriori most likely models are shown in
Figure 18.
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Figure 18: The four a posteriori most likely models T ∗i after T
∗
1 obtained by the k-BCT algorithm on n = 200
samples from the third order binary chain. Notice that T ∗5 is empty tree Λ consisting of just the root node λ. The
posterior odds pi(T ∗1 |x)/pi(T ∗i |x) for i = 2, 3, 4, 5 are approximately 1.27, 1.33, 2.53 and 2.78, respectively, and the
sum of the posteriors of the top 5 models is ≈ 0.12.
The result of the best-BIC-VLMC is the same as T ∗2 . Both T ∗1 and T ∗2 have very good (and
very similar) AIC and BIC scores. The results of the default-VLMC and the best-AIC VLMC
are shown in Figure 19. They both have depth 6, and they bear little resemblance to the true
model. Their AIC scores are good but not significantly better than the scores of T ∗1 and T ∗2 .
Their BIC scores are rather poor, once again suggesting that the results of default-VLMC and
best-AIC-VLMC overfit the data.
The best-AIC-MTD and best-BIC-MTD both give D = 3, corresponding to a 3rd order chain
which is not terribly different from the true model. Its BIC score is about 0.4% better than that
of the MAP and the best-BIC-VLMC models, while its AIC is slightly worse than the other two.
The best-BIC-MTDg gave D = 0, and the best-AIC-MTDg gave D = 3. In both cases of MTDg,
the corresponding scores were not competitive with those of the other methods.
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Figure 19: The models produced by the default-VLMC (left) and the best-AIC-VLMC (right) from n = 200
samples of the third order binary chain.
• n = 1, 000. The MAP tree T ∗1 produced by k-BCT on n = 1, 000 samples (with D = 10,
β = 1 − 2−m+1 = 1/2 and k = 5) is the true underlying model; its prior probability is pi(T ∗1 ) ≈
1.2× 10−4 and its posterior pi(T ∗1 |x) ≈ 0.1065. The next four a posteriori most likely models are
shown in Figure 20.
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Figure 20: The four a posteriori most likely models T ∗i after T
∗
1 obtained by the k-BCT algorithm from n = 1, 000
samples of the third order binary chain. Their posterior odds pi(T ∗1 |x)/pi(T ∗i |x) for i = 2, 3, 4, 5 are approximately
2.52, 3.96, 4.66 and 5.47, respectively, and the sum of the posteriors of the top 5 models is ≈ 0.2179.
The best-BIC-VLMC produces the true model as well, while the default-VLMC and best-
AIC-VLMC produce very large trees of depth 18, which are not at all similar to the true model.
They have good AIC scores (although not much better than the MAP and best-BIC-VLMC
models), but their BIC scores are significantly worse.
The best-AIC-MTD and best-BIC-MTD give D = 3, which corresponds to a model with a
BIC about 0.2% higher than that of the true underlying tree. The best-AIC-MTDg and best-
BIC-MTDg also give D = 3, but the scores of the corresponding models are worse than those
produced by the other methods.
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E.2 Real data
Financial data. We consider the tick-by-tick price changes of the Facebook stock price during
a six-and-a-half-hour-long trading period on October 3, 2016. The price change is recorded every
time there is a trade; if the price goes down during the ith trade we set xi = 0, if it stays the
same we set xi = 1, and if it goes up xi = 2. This produces a ternary time series of length
n = 50, 745.
The MAP model T ∗1 produced by k-BCT with D = 20, β = 1 − 2−m+1 = 3/4 and k = 5 is
shown in Figure 21. Its prior is pi(T ∗1 ) ≈ 2.9 × 10−4, and its posterior is pi(T ∗1 |x) ≈ 0.416. Note
that T ∗1 admits an interpretation very similar to that of the models obtained for the other financial
data set we considered in Example 5.1 of Section 5: In order to determine the distribution of the
next value, look as far back as necessary until you see a price change, or until you have looked
four places back.
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0
Figure 21: The MAP model for the Facebook stock price data.
The second a posteriori most likely model T ∗2 (show on the top left of Figure 22) is the same
at T ∗1 but pruned at depth 3. Its posterior probability is pi(T ∗2 |x) ≈ 0.409, and its form together
with the fact that the sum of the posteriors of the top two models is over 82% reinforces the
above interpretation of the dependence structure in the data. The next three a posteriori most
likely models are also shown in Figure 22.
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Figure 22: The four a posteriori most likely models T ∗2 , T
∗
3 , T
∗
4 , T
∗
5 after T
∗
1 for the Facebook stock price data.
Their posterior odds pi(T ∗1 |x)/pi(T ∗i |x) are 1.017, 5.074, 5.161, 72.8, for i = 2, 3, 4, 5, respectively, and the sum of
the posterior probabilities of all five models is ≈ 0.993.
VLMC produces a model which is almost identical to the MAP tree, the only difference being
that VLMC gives the same parameter vectors θs to contexts s = 1111 and 1112. Their AIC and
BIC scores are also essentially identical.
Finally, MTD gives a model of depth D = 4, with AIC and BIC scores only slightly worse
than those of the MAP model, and MTDg gives D = 2 with the corresponding model having
poor AIC and BIC scores.
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