1. Introduction Stefanov and Vodev 11], 12], obtained a remarkable result which says that for scattering by compactly supported perturbations in odd dimensional Euclidean space, existence of localized quasimodes implies existence of resonances rapidly converging to the real axis. The purpose of this note is to extend this result to all dimensions and to a wide class of non-compactly supported perturbations. Our method also gives lower bounds for the number of resonances in small neighbourhoods of the real axis. In fact, any quasimode construction will immediately provide a linear lower bound. A ner analysis of quasimodes should provide examples for which our main theorem gives the optimal lower bounds, r n . A typical example is the Helmholtz resonator (see Fig.1 ) for which using the results of Babich-Buldyrev 1], Ralston 8], Lazutkin 4] and Popov 6] we obtain at least a linear growth of resonances in small neighbourhoods of the real axis. We could also consider metric perturbations { see 2] and references given there for construction of quasimodes for manifolds.
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The argument of Stefanov and Vodev is an application of the Phragm en-Lindel of principle and of an a priori bound on the meromorphic continuation of the resolvent, R( ): 
where j are resonances, that is, the poles of R( ), and M; N are su ciently large depending on the perturbation. The bound (1) was obtained by the second author 14] for obstacle scattering using the methods developed by Melrose 5] (see Proposition 5.2 of 11] and the remark on page 680 there) and was extended to more general perturbations using the methods of 13] in 11], 12]. In this paper we work in the semi-classical setting of \black box scattering" introduced by Sj ostrand and the second author in 10] and then extended by Sj ostrand in 9]. In the modi cation of the argument of Stefanov and Vodev we replace the Phragm en-Lindel of principle by a local application of the maximum principle adapted to the semi-classical setting. The global bound (1) is replaced by a local bound given in Lemma 1 below and coming essentially from the recent work of Sj ostrand on the local trace formula for resonances 9].
It is interesting to note that the global trace formula for resonances (established in successive generality by Bardos-Guillot-Ralston, Melrose, Sj ostrand-Zworski and S a Barreto-Zworski { see 9], 15] and references given there) can be proved using the minimum modulus theorem as in the proof of (1) { see 3], 15], while for the more generally valid local formula of 9], the local estimates of the type used here are needed.
Finally we remark that the results of Stefanov and Vodev, 11], 12], and the more recent results of Popov and Vodev 7] are also concerned with situations in which one cannot construct quasi-modes in the standard sense. By proceeding as in their papers and using the methods of this paper one could generalize their results to even dimensions and to suitable non-compactly supported perturbations. 
Preliminaries
We will work in the semi-classical category and we review here the framework of \black box" scattering from 9]. Thus, let H be a complex Hilbert space with an orthogonal decomposition H = H R0 L 2 (R n n B(0; R 0 )) where R 0 > 0 is xed and B(x; R) = fy 2 R n : jx ? yj < Rg. The corresponding orthogonal projections are denoted by uj B(0;R0) and uj R n nB(0;R0) or by 1l B(0;R0) u and 1l R n nB(0;R0) u respectively, where u 2 H. and equip D with the norm k(i + P(h))uk H ; then we require the projection map 1l R n nB(0;R0) : D ?! H 2 (R n n B(0; R 0 )) to be bounded uniformly with respect to h and to have a uniformly bounded right inverse. We also assume P(h) to satisfy the following conditions: 1. For the more standard case of an operator P which is independent of h (such as, for instance, a compact perturbation of the Laplacian) we only need to verify the assumptions for h = 1 and consider P(h) = h 2 P.
Then the poles of the meromorphic continuation of R( ) = (P ? 2 ) ?1 from the upper half plane to a conic neighbourhood of the real axis are related to the resonances of P(h): 2 = h ?2 z for the poles, z, of the continuation of (P(h) ? z) ?1 from Imz > 0. We will denote the set of poles of R( ), that is, of scattering poles, by R P .
Statement of the results
In the framework reviewed in the previous section we can now state our main result:
Theorem. Suppose P(h) satisfy the assumptions stated in Sec.2. If for all h h 0 , there exist a nite index set (h), sequences fE j (h)g j2 (h) E 0 ? h; E 0 + h] and fu j (h)g j2 (h) H with ku j (h)k H = 1 such that jE i (h) ? E j (h)j 15h k for all i; j 2 (h) with i 6 = j and for some xed constant k > 1 where ResP(h) denotes the set of resonances of P(h).
In other words the existence of well separated quasi-modes gives the existence of many resonances close to the quasi-modes. We also remark 1 that we can replace h k in the Theorem above by a positive function w(h) = O(h 1 ). The proof remains essentially unchanged provided that we require that S(h) satis es
Hence we can say that the resonances are very close to the quasimodes.
We will prove the theorem in the next section. Now, let us translate it to the classical setting where we can obtain lower bounds for the counting function of resonances in small neighbourhoods of the real axis. ; 0]) \ ResP(h j ) = ; for some l j 2 (h j ) Now, x 2 C 1 0 (R n ) with = 1 near K. Take any h 2 fh j g j 1 such that h < h(S) (h(S) as in Lemma 2) and l = l j . We have 
contradicting ku l (h)k H = 1 for all h h 0 and l 2 (h).
It remains now to prove Lemmas 1 and 2. Proof of Lemma 1. The essential step in the proof of this lemma comes almost directly from 9]. Here, we shall only give indications of how to extract it from there. To conform with the notation of that paper, we will not write the dependence of h explicitly in the following.
The estimate for the cut-o resolvent comes from estimates for the resolvent of the scaled operator. We recall from 10] and 9] that the operator P satisfying the assumptions above is deformed to a non-self-adjoint operator P acting on a Hilbert space H and with domain D H . The operator P ? z is Fredholm for z 2 S and its complex eigenvalues, which are independent of , are the resonances of P. A more precise statement is given in 1 below.
1. From the argument in the proof of Lemma 3.5 in 10], we have (P ? z) ?1 = (P ? z) ?1 for z 2 S Hence, we are reduced to estimating k(P ? z) ? for h su ciently small which concludes the proof. Proof of Lemma 2. We will apply the maximum principle to the product of F(z; h) with a suitable auxillary function. So, we divide the proof into two steps. The rst is a construction of auxillary functions. We claim that there existsh > 0 such that for any h 2 fh j g j 1 , h <h, we can nd a function f(z; h) de ned in a neighborhood of (h) satisfying the following 1. f(z; h) is holomorphic in (h) for some constant C > 0 ; when h is su ciently small. The second step is an application of the maximum principle in the domain (h) { see Fig.2 . For that let us put G(z; h) = e ?iz f(z; h)F(z; h) where = log(S(h)A exp(Ah ?n ] log 1 hS(h) )) S(h) ( This completes the proof of Lemma 2.
