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Abstract
A generalisation of a latent position network model known as the random dot product
graph model is considered. The resulting model may be of independent interest because it has
the unique property of representing a mixture of connectivity behaviours as the correspond-
ing convex combination in latent space. We show that, whether the normalised Laplacian or
adjacency matrix is used, the vector representations of nodes obtained by spectral embed-
ding provide strongly consistent latent position estimates with asymptotically Gaussian error.
Direct methodological consequences follow from the observation that the well-known mixed
membership and standard stochastic block models are special cases where the latent positions
live respectively inside or on the vertices of a simplex. Estimation via spectral embedding can
therefore be achieved by respectively estimating this simplicial support, or fitting a Gaussian
mixture model. In the latter case, the use of K-means, as has been previously recommended,
is suboptimal and for identifiability reasons unsound. Empirical improvements in link predic-
tion, as well as the potential to uncover much richer latent structure (than available under the
mixed membership or standard stochastic block models) are demonstrated in a cyber-security
example.
1 Introduction
While graphs are long-established objects of study in Mathematics and Computer Science, the
contemporary proliferation of observable networks has made their analysis relevant in almost every
branch of academia, government and industry. Yet, instead of being straightforward, translating
graph theory into principled statistical procedures has produced challenges requiring a number of
new insights.
An example pertinent to this paper is the spectral clustering algorithm (Von Luxburg, 2007).
Broadly speaking, given an undirected graph, this algorithm first computes the spectral decompo-
sition of the corresponding adjacency or normalised Laplacian matrix. Next, the graph is spectrally
embedded into Rd by picking out the d main eigenvectors — in our case scaled according to their
corresponding eigenvalue — to obtain a d-dimensional vector representation of each node. Finally,
these points are input into a clustering algorithm such as K-means (Steinhaus, 1956) to obtain
communities. The most popular justification for this algorithm, put forward by Shi and Malik
(2000) based on earlier work by Donath and Hoffman (1973); Fiedler (1973), is of solving a convex
relaxation of the normalised cut problem. A more principled statistical justification was finally
found by Rohe et al. (2011), see also Lei and Rinaldo (2015), showing that the spectral clustering
algorithm provides a consistent estimate for the stochastic block model. Their proof however re-
quired a simple but substantial modification of the algorithm — to use eigenvectors from both the
high and the low ends of the spectrum — of great relevance here.
The present paper provides a finer understanding of spectral embedding as a standalone pro-
cedure, i.e. without the subsequent clustering step, in terms of a statistical model. We employ a
latent position model structure (Hoff et al., 2002), meaning that each node i is mapped to a vector
Xi in some space, and two nodes i and j connect with probability given by a function, f(Xi, Xj),
sometimes called a kernel. Aside from its connection to spectral embedding, our proposal can
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be motivated as making the following geometric interpretation of latent space possible: that a
probabilistic mixture of connectivity behaviours should be represented as the corresponding convex
combination of latent positions. We find that the only way to achieve this in Rd, up to affine
transformation, is to let f(x, y) = x>Ip,qy, where Ip,q = diag(1, . . . , 1,−1, . . . ,−1), with p ones
followed by q minus ones on its diagonal, and where p ≥ 1 and q ≥ 0 are two integers satisfying
p + q = d. A generalised random dot product graph (GRPDG) model is a latent position model
with this choice of kernel.
The vector representations of nodes obtained by spectral embedding can be interpreted as es-
timates of the latent positions of a GRDPG. We will show that, subject to an unidentifiable
transformation described below, the error of any individual latent position estimate obtained by
spectral embedding is asymptotically Gaussian with elliptical contours (a central limit theorem),
and the maximum error over the full node set is bounded with high probability (a strong con-
sistency theorem). This has immediate methodological consequences on the estimation of both
the mixed membership (Airoldi et al., 2008) and standard stochastic block models (Holland et al.,
1983), two currently popular network models. This is because either can be written as a GRDPG
model via a judicious choice of vectors v1, . . . , vK ∈ Rd representing the K communities, for some
d ≤ K. Under the stochastic block model, each latent position is equal to one of these vectors
(reflecting the node’s community membership), whereas under mixed membership each lives inside
their convex hull (reflecting the node’s mixed membership). Community identification via spectral
embedding therefore reduces to a clustering problem under the standard stochastic block model,
and a support estimation problem under mixed membership. Our central limit theorem shows that,
under the stochastic block model, fitting a Gaussian mixture model with K elliptical components
should be preferred over applying K-means, as is commonly recommended in the spectral cluster-
ing algorithm. Our strong consistency theorem serves to prove that, under the mixed membership
stochastic block model, the minimum volume enclosing convex K-polytope provides a consistent
estimate of the support. It is thereafter straightforward to obtain consistent estimates for the full
parameter set of either model.
The strong consistency and central limit theorems hold after the spectrally embedded nodes
are jointly transformed according to an unidentifiable matrix Q in the indefinite orthogonal group
O(p, q) = {M ∈ Rd×d : MIp,qM> = Ip,q}. The presence of this matrix creates the initially
perturbing complication that inter-point distance is not identifiable in general. The application
of distance-based inference procedures including K-means to the spectrally embedded nodes of
a GRDPG is unsound, since two equivalent point clouds, i.e. equal up to indefinite orthogonal
transformation, could yield different conclusions. This might at first glance also cast doubt over
the use of the Gaussian clustering and minimum volume enclosing procedures suggested above.
All such concerns are dispelled, mainly by appealing to simple statistical insights on the effect
of this (full-rank) linear transformation on volumes and Gaussian contours, ultimately leaving all
inferentially relevant quantities invariant. A more technical point is to ensure that the matrix Q
does not blow up, and we show that its spectral norm is bounded with high probability. There are
therefore in effect two arguments against using K-means within the spectral clustering algorithm:
first, the clusters are asymptotically Gaussian with elliptical and not circular contours; second,
if we accept that the specific point configuration obtained by spectral embedding is not special
among equivalent point clouds for producing higher quality clusters, the algorithm is in a sense
giving an arbitrary answer.
1.1 Related models
Hoff et al. (2002) considered a number of latent position models corresponding to different kernels,
including perhaps the most natural choice based on distance, f(x, y) = logistic (−‖x− y‖). Hoff
(2008) later considered the kernel f(x, y) = x>Λy, where Λ ∈ Rd×d is a diagonal matrix, showing
that this so-called eigenmodel generalises the stochastic block model and in a weak sense the
afore-mentioned distance-based model. The eigenmodel can be made identical to the GRDPG
model by rescaling the axes. Our apparently new results on spectral embedding and reproducing
mixtures of connectivity behaviours (including mixed community membership) in latent space are
therefore highly relevant. When estimation is discussed, including the matter of identifiability,
the eigenmodel and our proposal diverge. Hoff (2009) restricts X1, . . . , Xn so that [X1| . . . |Xn]>
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is orthonormal. Next, within a Bayesian treatment, this matrix is assumed a priori to follow
a uniform distribution on the Rn×d Stiefel manifold. In our estimation setup, X1, . . . , Xn are
independent and identically distributed (i.i.d.) according to an unknown but estimable distribution.
Our model is named after the Random Dot Product Graph (RDPG) (Nickel, 2006; Young and
Scheinerman, 2007; Athreya et al., 2016) where p = d and q = 0, yielding the standard Euclidean
inner product. What the GRDPG model adds is the possibility of modelling disassortative con-
nectivity behaviour (Khor, 2010), e.g. where ‘opposites attract’. It is worth noting more generally
that in community- and latent-position-based approaches to network data analysis, the possible
presence of disassortative connectivity behaviour is often implicitly ruled out, e.g. within the
distance-based latent position model mentioned above, the highly referenced tutorial on spectral
clustering (Von Luxburg, 2007), and the notion of modularity (Newman, 2006). Yet, in our (col-
lectively diverse) experience of real networks, disassortativity is not rare and is often spmewhat
recklessly overlooked. The presence of a single significant negative eigenvalue in the spectrum of
the adjacency matrix is reason to reject the RDPG model in favour of the GRDPG, but in fact real
networks abound where the number of positive and negative eigenvalues are of the same order, as
many simple theoretical arguments about the spectrum of a random matrix would predict. Rea-
sons why disassortativity occurs and consequent opportunities for improvements in link prediction
are later demonstrated in a cyber-security example (Section 5).
In a contemporaneously written paper, Lei (2018) proposes the kernel f(x, y) = 〈x1, y1〉1 −
〈x2, y2〉2, where x = (x1, x2) and y = (y1, y2) live on the direct sum of two Hilbert spaces with
respective inner products 〈·, ·〉1 and 〈·, ·〉2. The GRDPG model is a special case where the Hilbert
spaces are Rp and Rq, equipped with the usual inner product. Adjacency spectral embedding, as
defined here (Definition 1), is there shown to provide consistent latent position estimates according
to a form of Wasserstein distance. Our suggested methodological improvements for inference based
on spectral embedding rely heavily on our strong consistency and central limit theorems, neither
of which appears to be implied.
If the latent positions of the GRDPG are independent and identically distributed (i.i.d.), as will
be assumed when we discuss estimation via spectral embedding, the model also admits an Aldous-
Hoover representation (Aldous, 1981; Hoover, 1979), whereby each node is instead independently
assigned a uniform latent position on the unit interval, and connections occur conditionally inde-
pendently according to an appropriately modified kernel g : [0, 1]2 → [0, 1], which is often called a
graphon (Lova´sz, 2012). Conversely, under continuity assumptions on g, any Aldous-Hoover graph
model can be approximated up to any precision by a GRDPG model with sufficiently large d.
This is not true of the RDPG or distance-based latent position models mentioned above, generally
speaking, when g is not positive definite.
1.2 Relation to prior work
A central limit theorem was earlier derived for the spectrally embedded nodes of an RDPG obtained
from both the adjacency (Athreya et al., 2016) and Laplacian (Tang and Priebe, 2016) matrices,
and strong consistency results, phrased in terms of a certain two-to-infinity norm, are available in
Lyzinski et al. (2017); Cape et al. (2017, 2018).
Broadly speaking, extending prior results on adjacency spectral embedding from the RDPG
to the GRDPG requires new methods of analysis, that together represent the main technical
contribution of this paper (mainly Theorems 5 and 7). Further extending results to the case
of Laplacian spectral embedding, while mathematically involved, follows mutatis mutandis the
machinery developed in Tang and Priebe (2016). Analogous Laplacian-based results (Theorems 6
and 8) are therefore stated without proof.
We will therefore discuss primarily adjacency spectral embedding, which has the added benefit
of allowing us to treat estimation of the mixed membership and standard stochastic block models
as two alternative statistical analysis procedures, respectively support estimation and clustering,
applicable to the same spectrally embedded nodes. Our discussion surrounding the stochastic block
model, particularly relating to the importance of fitting a Gaussian mixture model over K-means,
is just as valid when the nodes are embedded using the Laplacian.
The connection between the mixed membership stochastic block model and RDPG was iden-
tified by Rubin-Delanchy et al. (2017) and used to prove that adjacency spectral embedding,
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followed by fitting the minimum volume enclosing convex K-polytope, leads to a consistent esti-
mate of the mixed membership stochastic blockmodel when the inter-community link probability
matrix is non-negative definite. The (very common) non-definite case requires a two-to-infinity
norm bound for the GRDPG as well as a bound on the spectral norm of Q, both derived here.
With those two points established, the consistency of the enclosing polytope and resulting mixed
membership stochastic block model parameter estimates follow by arguments analogous to those
of Rubin-Delanchy et al. (2017).
The rest of this article is organised as follows. Section 2 provides some pedagogical examples
of the implications of our theory, using two simple network model examples. Next, in Section 3,
we define the generalised random dot product graph, and discuss several of its properties including
special cases of interest, the representation of mixtures of connectivity behaviour as convex com-
binations in latent space, and identifiability. Section 4 presents asymptotic theory supporting the
interpretation of spectral embedding as estimating the latent positions of a GRDPG, and method-
ological implications on the estimation of the mixed membership and standard stochastic block
models. Section 5 provides a real data example from a cyber-security application, and Section 6
concludes.
2 Methodological applications
The spectral embedding procedures considered in this paper are:
Definition 1 (Adjacency and Laplacian spectral embeddings). Given an undirected graph with
(symmetric) adjacency matrix A ∈ {0, 1}n×n, consider the spectral decomposition A = UˆSˆUˆ> +
Uˆ⊥Sˆ⊥Uˆ
>
⊥, where Sˆ is a d×d diagonal matrix containing the d largest eigenvalues of A in magnitude,
and Uˆ ∈ Rn×d contains the corresponding orthonormal eigenvectors. Define the adjacency spectral
embedding of the graph into Rd by Xˆ = [Xˆ1| . . . |Xˆn]> = Uˆ|Sˆ|1/2.
Similarly, let L = D−1/2AD−1/2 ∈ Rn×n denote the (normalised) Laplacian of the graph, where
D ∈ Rn×n is the degree matrix, a diagonal matrix where for i = 1, . . . , n the entry Dii =
∑
j Aij
contains the degree of the ith node. Now consider the spectral decomposition L = U˘S˘U˘
>
+
U˘⊥S˘⊥U˘
>
⊥, where S˘ is a d×d diagonal matrix containing the largest eigenvalues of L in magnitude,
and U˘ ∈ Rn×d contains the corresponding orthonormal eigenvectors. Define the Laplacian spectral
embedding of the graph into Rd by X˘ = [X˘1| . . . |X˘n]> = U˘|S˘|1/2.
In the above and hereafter, |M| and Ma denote the element-wise absolute value and power of
a diagonal matrix M.
The interpretation of these spectral embedding procedures as estimating the latent positions of
a GRDPG model is the subject of this paper. Methodological implications are now illustrated using
two very simple network model examples. The object of each is to motivate a different theoretical
aim: in the first, to prove a central limit theorem on individual latent position estimates, and in
the second, to bound the maximum error over the full set. Ultimately this leads to two algorithms,
which are presented and analysed in more generality in Section 4.
2.1 A two-community stochastic block model
We first consider an undirected random graph from a two-community stochastic block model on
n = 2000 nodes. Every node is independently assigned to the first or second community, with
probabilities 0.2 and 0.8 respectively. With this assignment held fixed, an edge between the ith and
jth node occurs independently with probability B(1)zizj , where zi, zj ∈ {1, 2} denote the communities
of the two corresponding nodes, and
B(1) =
[
0.02 0.03
0.03 0.01
]
,
which has one positive and one negative eigenvalue. The adjacency matrix of this graph is a
symmetric matrix A ∈ {0, 1}n×n, where Aij = 1 if there is an edge between the ith and jth node,
and is zero otherwise. The point cloud shown in Figure 1a) was generated by adjacency spectral
4
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a) Raw embedding (S)
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c) Theoretical clusters
d) Raw embedding (MM)
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Figure 1: Spectral embedding and analysis of simulated graphs from the mixed membership (MM
— right) and standard (S — left) stochastic block models. Detailed discussion in Section 2.
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embedding a simulated graph from the stochastic block model described above into R2. The effect
of this procedure is to map the ith node of the graph to a two-dimensional vector, denoted Xˆi,
given by the tranpose of the ith row of Xˆ.
While the points appear to separate into two clusters, the distribution of each is visibly non-
circular. The implication is that applying K-means could give spurious results, and an obvious
potential improvement would be to instead fit a mixture of two (non-circular) Gaussian distribu-
tions. This is implemented in Figure 1b) using the MCLUST algorithm (Fraley and Raftery, 1999).
The estimated cluster assignment of each point is indicated by colouring. The empirical cluster
centres are shown as small circles and corresponding empirical 95% level curves in dashed lines.
What we will discover is that the clusters are approximately Gaussian, but the precise sense
in which this is true is quite subtle, and gives additional reason to be wary of K-means. Choose
v1, v2 ∈ R2 to satisfy v>k I1,1vl = B(1)kl , for k, l ∈ {1, 2}, so that knowledge of v1, v2 implies
knowledge of B(1), but not vice-versa. Without loss of generality, restrict attention to the first
m > 0 nodes. In the next statement, the community membership of those nodes is held fixed while
the number nodes, n, goes to infinity.
The sense in which the clusters are ‘approximately Gaussian’ is that there exists a sequence of
random matrices Qn in the indefinite orthogonal groupO(1, 1), such that the vectors QnXˆ1, . . . ,QnXˆm
are asymptotically independent and Gaussian as n→∞, and each QnXˆi has mean vzi and covari-
ance n−1/2Σ(vzi), for i ≤ m. The function Σ(·), if somewhat complicated, is easily computable
given v1, v2 and the community membership probabilities. This central limit theorem, formally
given in Theorem 7, is illustrated in Figure 1c). There is, incidentally, a non-obvious way of
generating Qn given A and v1, v2. In this example,
Qn ≈
[
1.05 −0.32
0.32 −1.05
]
,
which, as in general, is not distance preserving. Analogous plots such as Figure 1 of Tang and
Priebe (2016) had relied on finding an orthogonal matrix Wn by Procrustes super-imposition,
a technique not available here. In Figure 1c) the points, empirical centres (small circles) and
empirical level curves (dashed lines) have been transformed according to Qn, for comparison with
the asymptotic centres (crosses) and 95% level curves (solid lines) predicted by the theory.
The important complication that is added by the presence of this indefinite orthogonal trans-
formation in the central limit theorem is that Qn is unidentifiable and materially affects interpoint
distances (see Figure 3). Translating theory into methodology therefore runs into the following
apparent issue. Asymptotics aside, instead of observing two Gaussian clusters centered about v1
and v2, the two clusters are observed only after they have together been distorted by a transfor-
mation Q−1n that, when only A is observed, cannot be identified and therefore undone. How can
we then meaningfully cluster the points?
The issue is resolved with a simple observation: if fitting a Gaussian mixture model with
components of varying volume, shape, and orientation, this linear pre-transformation of the data
is (in principle) immaterial.
This is because under a Gaussian mixture model the value of likelihood is unchanged if, while
the component weights are held fixed, the data, component means and covariances are respectively
transformed as X →MX, µ→Mµ, Γ→MΓMT , where M is a matrix, such as Qn or indeed any
element of O(p, q), satisfying |det(M)| = 1. Fitting a two-component Gaussian mixture model to
the data by maximum likelihood therefore results in cluster mean vector estimates Q−1n vˆ1,Q
−1
n vˆ2,
where vˆ1, vˆ2 are the mean vectors that would have been estimated had we instead been able to fit the
model to QnXˆ1, . . . ,QnXˆm. But Q
−1
n ∈ O(1, 1), and so (Q−1n vˆk)>I1,1(Q−1n vˆl) = vˆ>k I1,1vˆl for k, l ∈
{1, 2}, so that the pairs Q−1n vˆ1,Q−1n vˆ2 and vˆ1, vˆ2 provide equivalent estimates of B(1). Similarly,
estimated component memberships (giving the nodes’ estimated community memberships) are also
invariant. In practice, regularisation parameters in the clustering method may give results that are
not invariant to indefinite transformation, but such effects should be small for large n, especially
taken alongside an additional result, in Lemma 9, that the spectral norm of Qn is with high
probability bounded. The use of K-means, on top of being suboptimal, is also unsound since its
output is dependent on what is arguably an arbitrary choice of point configuration.
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2.2 A three-community mixed membership stochastic block model
We now simulate an undirected graph from a three-community mixed membership stochastic block
model on n = 5000 nodes. Every node is first independently assigned a 3-dimensional probabil-
ity vector pii ∼ Dirichlet(1, 0.5, 0.5), for i = 1, . . . , n, representing its community membership
preferences. With this assignment held fixed, an edge between the ith and jth node now occurs in-
dependently with probability B(2)zi→jzj→i , where zi→j
ind∼ multinomial(pii), zj→i ind∼ multinomial(pij)
and
B(2) =
 0.6 0.9 0.90.9 0.6 0.9
0.9 0.9 0.3
 ,
which has one positive and two negative eigenvalues. The point cloud shown in Figure 1d) was
generated by adjacency spectral embedding a simulated graph from this model into R3. As before,
the ith node of the graph is mapped to a vector, denoted Xˆi, given by the tranpose of the ith row
of Xˆ.
Again the point cloud shows a significant pattern, this time resembling a ‘noisy simplex’. The
positioning of a point within the simplex might be expected to reflect the corresponding node’s
community membership preferences, with the simplex vertices representing communities, and this
intuition is now made formal.
Choose v1, v2, v3 ∈ R3 to satisfy v>k I1,2vl = B(2)kl , for k, l ∈ {1, 2, 3}, and assign to the ith node
the latent position Xi =
∑3
k=1 piikvi, for i = 1, . . . , n. Analogously to Section 2.1, hold pi1, . . . , pim
fixed while the number nodes, n, goes to infinity. When applied to this model, our central limit
theorem (Theorem 7) guarantees the existence of a sequence of random matrices Qn ∈ O(1, 2), such
that the vectors QnXˆ1, . . . ,QnXˆm are asymptotically independent and Gaussian, where QnXˆi has
mean Xi and covariance n
−1/2Σ(Xi), for i ≤ m. Those transformed points are shown in Figure 1d),
with the simplex about v1, v2, v3, i.e. the support of Xi, shown as a solid line.
While useful for intepretation, the central limit theorem does not in this case provide an obvious
practical estimation procedure. For example, recycling an earlier idea (Rubin-Delanchy et al.,
2017), we might have hoped to estimate v1, v2, v3 (and therefore B
(2)) by fitting the minimum
volume 2-simplex (MVS) enclosing the two principal components (PC) of the points. The resulting
simplex is shown in Figure 1e) in dashed lines. By the theory developed in Rubin-Delanchy et al.
(2017), it would converge and allow consistent parameter estimation if B(2) was positive definite.
In fact, the procedure remains consistent in the present indefinite case, but extending the proof
involves two non-trivial challenges. Since, technicalities aside, the simplex enclosing X1, . . . , Xn
clearly converges to the v1-v2-v3 simplex, the first challenge is to control the asymptotic worst-case
deviation of any of the latent position estimates from its true value, rather than the fixed finite
subset considered in the central limit theorem. This is guaranteed by a second, strong consistency
result, given Theorem 5, showing that maxi‖QnXˆi − Xi‖ → 0, in Euclidean norm, with high
probability.
The argument presented in Rubin-Delanchy et al. (2017) would then prove that this estimation
procedure was consistent if it was instead applied to the (unobservable) QnXˆ1, . . . ,QnXˆn. The
second challenge is to determine whether the consistency properties of the actual procedure, i.e.
applied to Xˆ1, . . . , Xˆn, are affected by the indefinite transformation. The minimum volume simplex
fitting step is unaffected because |det(Qn)| = 1, so that all relevant volumes are unchanged. Less
trivially, the principal components are also estimated consistently because the spectral norm of
Qn is bounded (Lemma 9).
3 The generalised random dot product graph
The theory supporting the discussion of Section 2 is based on the following latent position network
model. In the remainder of this article, the variable d will always refer to a positive integer
indicating dimension, and p ≥ 1, q ≥ 0 two integers such that p+ q = d.
Definition 2 (Generalised random dot product graph model). Let X be a subset of Rd such
that x>Ip,qy ∈ [0, 1] for all x, y ∈ X , and F a joint distribution on Xn. We say that (X,A) ∼
GRDPG(F), with signature (p, q), if the following hold. First, let (X1, . . . , Xn) ∼ F with X =
7
[X1| . . . |Xn]> ∈ Rn×d. Then, A ∈ {0, 1}n×n is a symmetric hollow matrix such that, conditional
on X1, . . . , Xn, for all i < j,
Aij
ind∼ Bernoulli (X>i Ip,qXj) . (1)
The graphs generated by this model are undirected with no self-loops. Allowing the latter,
i.e. letting i ≤ j above, makes no difference to the asymptotic theory. The extension to directed
graphs, however, is a larger endeavour not attempted here.
As we next show, the mixed membership and standard stochastic block models are special cases
of Definition 2.
3.1 Special case 1: the stochastic block model
Generalising the example of Section 2.1 to K ∈ N communities, an undirected graph with ad-
jacency matrix A follows a stochastic block model if there is a partition of the nodes into K
communities, conditional upon which Aij
ind∼ Bernoulli(Bzizj ), for i < j, where B ∈ [0, 1]K×K and
zi ∈ {1, . . . ,K} is an index denoting the community of the ith node.
To represent this as a GRDPG model, let p ≥ 1, q ≥ 0 denote the number of strictly positive
and strictly negative eigenvalues of B respectively, put d = p+ q, and choose v1, . . . , vK ∈ Rd such
that v>k Ip,qvl = Bkl, for k, l ∈ {1, . . . ,K}. One choice is to use the K rows of UB|ΣB|1/2, where
B ≡ UBΣBU>B is the spectral decomposition of B. It will help to remember that p + q = d =
rank(B) ≤ K.
If F is then restricted so that with probability one Xi ∈ {v1, . . . , vK}, for i = 1, . . . , n, we
have a stochastic block model. For example, in the two-community model of Section 2.1, we have
Xi
i.i.d∼ 0.2δv1 + 0.8δv2 , where δx denotes the probability distribution placing all mass on x.
3.2 Special case 2: the mixed membership stochastic block model
Now, instead of fixing communities, assign (at random or otherwise) to the ith node a probability
vector pii ∈ SK−1 where Sm denotes the standard m-simplex. Conditional on this assignment, let
Aij
ind∼ Bernoulli (Bzi→jzj→i) ,
where
zi→j
ind∼ multinomial(pii) and zj→i ind∼ multinomial(pij),
for i < j. The resulting graph is said to follow a mixed membership stochastic block model.
Averaging over zi→j and zj→i, we can equivalently write that, conditional on pi1, . . . , pin,
Aij
ind∼ Bernoulli (pi>i Bpij) .
But if p, q and v1, . . . , vK are as defined previously, then pi
>
i Bpij = (
∑K
k=1 piikv
>
k )Ip,q(
∑K
k=1 pijkvk) =
X>i Ip,qXj , where Xi =
∑
piikvk, for i = 1, . . . , n. Therefore, conditional on X1, . . . , Xn, Equation
(1) holds, and the graph follows a GRDPG(F) model, with F implicitly determined by construc-
tion of X1, . . . , Xn and supported within the convex hull of v1, . . . , vK . If B is full-rank (d = K),
this support is a (K − 1)-simplex.
The GRDPG model therefore gives the mixed membership and standard stochastic block models
a natural spatial representation whereby v1, . . . , vK represent communities, and latent positions in
between them represent nodes with mixed membership. This is illustrated in Figure 2.
Originally, Airoldi et al. (2008) set pi1, . . . , pin
i.i.d.∼ Dirichlet(α) for some α ∈ RK+ , just as in
Section 2.2. The corresponding latent positions X1, . . . , Xn are then a) also i.i.d., and b) fully
supported on the convex hull of v1, . . . , vK . The proof of consistency of our spectral estimation
procedure, given in Algorithm 2 (Section 4) and illustrated in Figure 1e), relies on these two points
only, allowing other distributions than Dirichlet.
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v1
v2
v3
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Figure 2: Illustration of the mixed membership (MM) and standard (S) stochastic block models
as special cases of the GRDPG model (Definition 2), with d = K = 3. The points v1, . . . , vK
represent communities. Under mixed membership, if the ith node has a community membership
probability vector pii, then its position in latent space, Xi, is the corresponding convex combination
of v1, . . . , vK . Under the standard stochastic block model, the ith node is assigned to a single
community so that Xi ∈ {v1, . . . , vK}.
3.3 Uniqueness
There are a number of reasonable alternative latent position models which, broadly described,
assign the nodes to elements X1, . . . , Xn of a set X and, with this assignment held fixed, set
Aij
ind∼ Bernoulli {f(Xi, Xj)} ,
for i < j, where f : X 2 → [0, 1] is some symmetric function. For example, Hoff et al. (2002)
considered the choice f(x, y) = logistic (−‖x− y‖). What is special about the GRDPG?
One argument for considering the GRDPG as a practical model, and not only a theoretical
device for studying spectral embedding, is that it provides essentially the only way of faithfully
reproducing mixtures of connectivity behaviour as convex combinations in latent space. This idea
is now made formal.
Property 3 (Reproducing mixtures of connectivity behaviour). Suppose that X is a convex subset
of a real vector space, and that S is a subset of X whose convex hull is X . We say that a symmetric
function f : X 2 → [0, 1] reproduces mixtures of connectivity behaviours from S if, whenever
x =
∑
r αrur, where ur ∈ S, 0 ≤ αr ≤ 1 and
∑
αr = 1, we have
f(x, y) =
∑
r
αrf(ur, y),
for any y in X .
This property helps interpretation of latent space. For example, suppose X1, . . . , X4 ∈ S, and
X1 = 1/2X2 + 1/2X3. In a latent position model where f satisfies the above, we can either think
of A14 as being directly generated through A14
ind∼ Bernoulli {f(X1, X4)}, or by first flipping a
coin, and generating an edge with probability f(X2, X4) if it comes up heads, or with probability
f(X3, X4) otherwise.
In choosing a latent position model to represent the mixed membership stochastic block model,
it would be natural to restrict attention to kernels satisfying Property 3, since they allow the simplex
representation illustrated in Figure 2, with vertices S = {v1, . . . , vK} representing communities and
latent positions within it reflecting the nodes’ community membership preferences.
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We now find that in finite dimension, any such choice amounts to a GRDPG model in at most
one extra dimension:
Theorem 4. Suppose X is a subset of Rl, for some l ∈ N. The function f reproduces mixtures of
connectivity behaviours if and only if there exist integers p ≥ 1, q ≥ 0, d = p+ q ≤ l+ 1, a matrix
T ∈ Rd×l, and a vector ν ∈ Rd so that f(x, y) = (Tx+ ν)>Ip,q(Ty + ν), for all x, y ∈ X .
The mixed membership stochastic block model is an example where this additional dimension
is required: in Figure 2 the model is represented as a GRDPG model in d = 3 dimensions, but
the latent positions live on a 2-dimensional subset. The proof of Theorem 4 is relegated to the
appendix.
3.4 Identifiability
In the definition of the GRDPG, it is clear that the conditional distribution of A given X1, . . . , Xn
would be unchanged if each Xi was replaced by MXi, for any M ∈ O(p, q). The vectors X1, . . . , Xn
are therefore identifiable from A only up to such transformation.
The property of identifiability up to orthogonal transformation is encountered in many statisti-
cal applications and corresponds to the case q = 0. This unidentifiability property will often turn
out to be irrelevant because in this case inter-point distances are invariant. This ceases to be true
when q > 0.
Figure 3 illustrates the distance distorting effect of indefinite orthogonal transformations on the
latent positions of a GRDPG with signature (1, 2). The group O(1, 2) contains rotation matrices
rt =
 1 0 00 cos t − sin t
0 sin t cos t
 ,
but also hyperbolic rotations
ρθ =
 cosh θ sinh θ 0sinh θ cosh θ 0
0 0 1
 ,
as can be verified analytically. A rotation rpi/3 is applied to the points to get from the top-left to
the top-right figure. Hyperbolic rotations ρθ (θ = 1.3, chosen arbitrarily) and ρ−θ take the points
from the top-left to the bottom-left and from the top-right to the bottom-right figures, respectively.
The colour of each point is preserved across the figures.
While the shapes on the bottom row look symmetric, the inter-point distances are in fact
materially altered. On the left, the blue vertex is closer to the green; on the right it is closer to
the red; whereas all three vertices are equidistant in the top row.
This inter-point distance non-identifiability implies that, for example, when using spectral em-
bedding to estimate latent positions for subsequent inference, distance-based inference procedures
such as classical K-means are to be avoided.
4 Estimation via spectral embedding
This section describes the asymptotic statistical properties of GRDPG latent position estimates
obtained via spectral embedding. When restricted to special cases that are of current popular
interest, these results suggest and formally justify the use of the following algorithms.
Algorithm 1 Spectral estimation of the stochastic block model (spectral clustering)
1: input adjacency matrix A, dimension d, number of communities K ≥ d
2: compute spectral embedding Xˆ1, . . . , Xˆn of the graph into Rd (see Definition 1)
3: fit a Gaussian mixture model (ellipsoidal, varying volume, shape, and orientation) with K
components
4: return cluster centres vˆ1, . . . , vˆK and node memberships zˆ1, . . . , zˆn
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Figure 3: Identifiability of the latent positions of a GRDPG with signature (1, 2). In each figure,
the three coloured points represent latent positions X1, X2 and X3. Transformations in the group
O(1, 2) include some rotations (e.g. that used to go from the top-left to top-right triangle), but
also hyberbolic rotations (e.g. the two shown going from top-left to bottom-left and top-right to
bottom-right). There are therefore group elements which change inter-point distances. On the
left, the blue position is closer to the green, whereas on the right it is closer to the red; all three
positions are equidistant in the top row. Further details in main text.
To accomplish step 3 we have been employing the MCLUST algorithm (Fraley and Raftery,
1999), which has a user-friendly R package. In step 1, either adjacency or Laplacian spectral
embedding can be used (see Definition 1). If the latter, the resulting node memberships can be
interpreted as alternative estimates of z1, . . . , zn but note that the output cluster centres do not
estimate v1, . . . , vK directly. Where this algorithm differs most significantly from Rohe et al. (2011)
is in the use of a Gaussian mixture model over K-means.
Algorithm 2 Spectral estimation of the mixed membership stochastic block model
1: input adjacency matrix A, dimension d, number of communities K ≥ d
2: compute adjacency spectral embedding Xˆ1, . . . , Xˆn of the graph into Rd (see Definition 1)
3: compute the (d − 1) principal components, giving transformed points X˜1, . . . , X˜n, and fit the
minimum volume enclosing convex K-polytope, with vertices v˜1, . . . , v˜K
4: obtain convex combinations X˜i =
∑K
k=1 pˆiilv˜k, for i = 1, . . . , n
5: return vertices vˆ1, . . . , vˆK of the reconstructed convex K-polytope in Rd, and community
membership probability vectors pˆi1, . . . , pˆin
To fit the minimum volume enclosing convex K-polytope in step 3, we have been using the
hyperplane-based algorithm by Lin et al. (2016) and are grateful to the authors for providing code.
4.1 Asymptotics
Let ξ be a random vector distributed as F , where F is some distribution supported on X with an
invertible second moment matrix ∆ = E(ξξ>) ∈ Rd×d. Here d is viewed as fixed and constant,
so for simplicity we suppress d-dependent factors in the statements of our theorems. Our proofs,
however, keep track of d.
We will characterise the asymptotic latent position estimation error under the assumption that
for each n the latent positions X
(n)
1 = ρ
1/2
n ξ
(n)
1 , . . . , X
(n)
n = ρ
1/2
n ξ
(n)
n are independent replicates of
the random vector ρ
1/2
n ξ, where either ρn = 1 or ρn → 0. The generic joint distribution F occurring
in Definition 2 is therefore assumed to factorise into a product, denoted Fnρ , of n identical marginal
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distributions that are equal to F up to scaling. Since the average degree of the graph grows as nρn,
the cases ρn = 1 and ρn → 0 can be thought to respectively produce dense and sparse regimes and
ρn is called a sparsity factor.
Remark 1 (Probabilistic convention). For ease of presentation, many bounds in this paper are
said to hold “with high probability”. We say that a random variable Y ∈ R is OP(f(n)) if, for any
positive constant c > 0 there exists an integer n0 and a constant C > 0 (both of which possibly
depend on c) such that for all n ≥ n0, |Y | ≤ Cf(n) with probability at least 1− n−c. In addition,
we write that the random variable Y ∈ R is oP(f(n)) if for any positive constant c > 0 and any
 > 0 there exists an n0 such that for all n ≥ n0, |Y | ≤ f(n) with probability at least 1 − n−c.
This notational convention is upheld when, for example, we specify the norm of a random vector
or of a random matrix.
Theorem 5 (Adjacency spectral embedding two-to-infinity norm bound). Consider the gener-
alised random dot product graph (A(n),X(n)) ∼ GRDPG(Fnρ ) with signature (p, q). There exists a
universal constant c > 0 such that, provided the sparsity factor satisfies nρn = ω{(log n)4c}, there
exists a random matrix Qn ∈ O(p, q) such that
max
i∈{1,...,n}
‖QnXˆ(n)i −X(n)i ‖ = OP
(
(logn)c
n1/2
)
. (2)
Theorem 6 (Laplacian spectral embedding two-to-infinity norm bound). Consider the generalised
random dot product graph (A(n),X(n)) ∼ GRDPG(Fnρ ) with signature (p, q). There exists a uni-
versal constant c > 0 such that, provided the sparsity factor satisfies nρn = ω{(log n)4c}, there
exists a random matrix Q˜n ∈ O(p, q) such that
max
i∈{1,...,n}
∥∥∥∥∥Q˜nX˘(n)i − X(n)i√∑
j X
(n)
i
>
Ip,qX
(n)
j
∥∥∥∥∥ = OP ( (logn)cnρ1/2n ) . (3)
Let Φ(z,Σ) denote the multivariate normal cumulative distribution function with mean zero
and covariance matrix Σ, evaluated at the vector z.
Theorem 7 (Adjacency spectral embedding central limit theorem). Consider the sequence of
generalised random dot product graphs (A(n),X(n)) ∼ GRDPG(Fnρ ) with signature (p, q), where
ρn satisfies nρn = ω{(log n)4c} for the universal constant c > 0 as in Theorem 5. For any integer
m > 0, choose points x1, . . . , xm ∈ X in the support of F , and points q1, . . . , qm ∈ Rd. There exists
a sequence of random matrices Qn ∈ O(p, q) so that
P
{
m⋂
i=1
n1/2
(
QnXˆ
(n)
i −X(n)i
)
≤ qi | ξ(n)1 = x1, . . . , ξ(n)m = xm
}
→
m∏
i=1
Φ{qi,Σ(xi)}, (4)
where
Σ(x) =
{
Ip,q∆
−1E[(x>Ip,qξ)(1− x>Ip,qξ)ξξ>]∆−1Ip,q if ρn = 1,
Ip,q∆
−1E[(x>Ip,qξ)ξξ>]∆−1Ip,q if ρn → 0.
Theorem 8 (Laplacian spectral embedding central limit theorem). Consider the sequence of gen-
eralised random dot product graphs (A(n),X(n)) ∼ GRDPG(Fnρ ) with signature (p, q), where ρn
satisfies nρn = ω{(log n)4c} for the universal constant c > 0 as in Theorem 6. For any integer
m > 0, choose points x1, . . . , xm ∈ X in the support of F , and points q1, . . . , qm ∈ Rd. There exists
a sequence of random matrices Q˜n ∈ O(p, q) so that
P
{
m⋂
i=1
nρ1/2n
(
Q˜nX˘
(n)
i − X
(n)
i√∑
j X
(n)
i
>
Ip,qX
(n)
j
)
≤ qi | ξ(n)1 = x1, . . . , ξ(n)m = xm
}
→
m∏
i=1
Φ{qi, Σ˜(xi)},
where
Σ˜(x) =

Ip,q∆˜
−1E
{(
x>Ip,qξ(1−x>Ip,qξ)
x>Ip,qµ
)(
ξ
µ>Ip,qξ
− ∆˜Ip,qx
2µ>Ip,qx
)(
ξ
µ>Ip,qξ
− ∆˜Ip,qx
2µ>Ip,qx
)>}
∆˜−1Ip,q, if ρn = 1,
Ip,q∆˜
−1E
{(
x>Ip,qξ
x>Ip,qµ
)(
ξ
µ>Ip,qξ
− ∆˜Ip,qx
2µ>Ip,qx
)(
ξ
µ>Ip,qξ
− ∆˜Ip,qx
2µ>Ip,qx
)>}
∆˜−1Ip,q if ρn → 0,
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and µ = E(ξ), ∆˜ = E
(
ξξ>
µ>Ip,qξ
)
.
Remark 2 (GRDPG proof overview). Theorems 5 and 7 are proved in succession within a unified
framework. Within the proof, we consider the edge probability matrix P = XIp,qX
> and its
(low-rank) spectral decomposition representation given by P = USU>, where U ∈ Rn×d has
orthonormal columns and S ∈ Rd×d is a diagonal matrix of eigenvalues. By the underlying GRDPG
model unidentifiability with respect to indefinite orthogonal transformations, there exists QX ∈
O(p, q) such that X = U|S|1/2QX. The proof of Theorem 5 begins with a collection of matrix
perturbation decompositions which eventually yield the relation
Uˆ|Sˆ|1/2 = U|S|1/2W? + (A−P)U|S|−1/2W?Ip,q + R
for some specified transformation W? ∈ O(d)
⋂
O(p, q) and residual matrix R ∈ Rn×d, where
O(d) denotes the orthogonal group in dimension d. Appropriately manipulating the above display
equation subsequently yields the important identity
n1/2(XˆW>? QX −X) = n1/2(A−P)X(X>X)−1Ip,q + n1/2RW>? QX,
such that the matrix Qn that appears in Theorems 5 and 7 is in fact Qn = Q
>
XW? ∈ O(p, q).
Theorem 5 is then established by bounding the maximum Euclidean row norm (equivalently, the
two-to-infinity norm (Cape et al., 2017)) of the right-hand side of the above display equation
sufficiently tightly. Theorem 7 is established with respect to the same transformation Qn by
showing that, conditional on the ith latent position, i.e., ith row of X, the classical multivariate
central limit theorem can be invoked for the ith row of the matrix n1/2(A − P)X(X>X)−1Ip,q,
whereas the remaining residual term satisfies ‖n1/2RW>? QX‖2→∞ → 0 in probability as n→∞.
The technical tools involved include a careful matrix perturbation analysis involving an infinite
matrix series expansion of Uˆ via Eq. (11), probabilistic concentration bounds for (A−P)kU, 1 ≤
k ≤ log n, delicately passing between norms, and indefinite orthogonal matrix group considerations.
The joint proof of Theorems 5 and 7 captures the novel techniques and necessary additional
considerations for moving beyond random dot product graphs considered in previous work to
generalised random dot product graphs. The proofs of Theorem 6 and Theorem 8 (for Laplacian
spectral embedding), while laborious, follow mutatis mutandis by applying the aforementioned
proof considerations within the earlier work and context of the Laplacian spectral embedding limit
theorems proven in Tang and Priebe (2016). For this reason, we elect to state those theorems
without proof.
The condition QnIp,qQ
>
n = Ip,q implies that ‖Qn‖2 ≥ 1. Moreover, it is possible to construct
sequences of matrices Qn ∈ O(p, q) such that ‖Qn‖ → ∞ as n→∞. In light of this, the following
technical lemma is needed to ensure that the indefinite orthogonal transformation of interest is
well-behaved, i.e., does not grow arbitrarily in spectral norm.
Lemma 9. Let (A(n),X(n)) ∼ GRDPG(Fnρ ) be a generalised random dot product graph with
signature (p, q) and sparsity factor satisfying ρn > 0, and define U and S as above. The matrix
QX ∈ O(p, q) satisfying X = U|S|1/2QX has bounded spectral norm ‖QX‖ almost surely
Proof of Lemma 9. The matrices S and XIp,qX
> have common spectrum by definition which
is further equivalent to the spectrum of X>XIp,q, since for any conformable matrices M1,M2,
spec(M1M2) = spec(M2M1), excluding zero-valued eigenvalues. By the law of large numbers,
(nρn)
−1(X>X)→ E(ξξ>) almost surely, and so (nρn)−1(X>XIp,q)→ E(ξξ>)Ip,q. It follows that
both (nρn)
−1‖X>X‖ and (nρn)−1mini|Sii| converge to positive constants almost surely as n→∞.
Now for QX as in the hypothesis, with respect to Loewner order Q
>
X(mini|Sii|I)QX ≤ Q>X|S|QX,
where Q>X|S|QX = X>X. Hence, mini|Sii|‖QX‖2 = ‖Q>X(mini|Sii|)QX‖ ≤ ‖X>X‖, from which
the claim follows.
As stated in Remark 2, the matrix Qn appearing in Theorems 5, and 7 satisfies Qn = Q
>
XW∗.
Because W∗ is orthogonal, ‖Qn‖ = ‖QX‖, and thus ‖Qn‖ is bounded as n→∞.
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4.2 Implications for estimating the mixed membership and standard
stochastic block models
4.2.1 Stochastic block model
Consider aK-community stochastic block model whose community structure is generated by letting
z1, . . . , zn
i.i.d.∼ multinomial{w1, . . . , wK}, where w1, . . . , wK are fixed and unknown. The model
can then be represented as a GRDPG model with i.i.d. latent positions, i.e., with a distribution
function F that factorises as needed for the results of Section 4.1 to hold. The parameters p ≥
1, q ≥ 0, d = p + q and v1, . . . , vK ∈ Rd of the GRDPG representation of this stochastic block
model are defined in Section 3.1
The implication of Theorem 7 is that spectrally embedding the observed adjacency matrix pro-
duces a point cloud that is asymptotically distributed as some joint linear transformation (given
by the matrix Q−1n ) of i.i.d. vectors from a Gaussian mixture model on Rd. This transformation
being data-dependent, the observed points do not themselves represent a realisation from a Gaus-
sian mixture mode. However, as discussed in Section 2.1, inference can approximately proceed as
if they were. Theorem 8 allows an analogous statement for Laplacian spectral embedding. These
results ultimately motivate the use of Algorithm 1.
4.2.2 Mixed membership stochastic block model
Consider aK-community mixed membership stochastic block model where pi1, . . . , pin
i.i.d.∼ Dirichlet(α)
for some α ∈ RK+ , as in Airoldi et al. (2008), or any other distribution with support on the sim-
plex SK−1. Again, a GRDPG model representation with i.i.d. latent positions is possible, with
parameters p ≥ 1, q ≥ 0, d = p+ q and v1, . . . , vK ∈ Rd given in Section 3.1.
The implication of Theorem 5 is that spectrally embedding the adjacency matrix produces a
point cloud whose outline asymptotically converges to some linear transformation of the convex
hull of v1, . . . , vK . This is because X1, . . . , Xn are fully supported on the hull, and there is some
Qn ∈ O(p, q) such that the distance of any QnXˆi to its true value Xi is of order (log n)c/n1/2 → 0
with high probability.
Because the spectral norm of Qn is bounded, the d − 1 principal components of Xˆ1, . . . , Xˆn
converge to those of Q−1n X1, . . . ,Q
−1
n Xn. A technical argument, following the same lines as Rubin-
Delanchy et al. (2017), then shows that the (reconstructed) minimum volume enclosing polytope
of Algorithm 2 converges to the convex hull of Q−1n v1, . . . ,Q
−1
n vK in set difference, and therefore
Haussdorf distance.
Assuming the points are convex independent (none is in the convex hull of the others), by the
convergence in Haussdorf distance we obtain vertices vˆ1, . . . , vˆK converging to Q
−1
n v1, . . . ,Q
−1
n vK
up to permutation. Inferentially relevant quantities are approximately invariant to the value of
Qn, including the community membership probability vectors pˆi1, . . . , pˆin or the indefinite inner
product vˆ>k Ip,qvˆl = Bˆkl → Bkl, for k, l ∈ {1, . . . ,K} (up to permutation). We have informally
proven the consistency of Algorithm 2.
5 Real data example: link prediction on a computer net-
work
Cyber-security applications often involve data with a network structure, for example, data relating
to computer network traffic (Neil et al., 2013a), the underground economy (Li and Chen, 2014),
and the internet-of-things (Hewlett Packard Enterprise research study, 2015). In the first example,
a concrete reason to seek to develop an accurate network model is to help identify intrusions on
the basis of anomalous links (Neil et al., 2013b; Heard and Rubin-Delanchy, 2016).
Figure 4 shows, side by side, graphs of the communications made between computers on the
Los Alamos National Laboratory network (Kent, 2016), over a single minute on the left, and five
minutes on the right. The graphs were extracted from the “network flow events” dataset, by
mapping each IP address to a node, and recording an edge if the corresponding two IP addresses
are observed to communicate at least once over the specified period.
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Figure 4: Los Alamos National Laboratory computer network. Graphs of the communications
made between different IP addresses over the first minute (left) and first five minutes (right).
Further details in main text.
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Figure 5: Eigenvalues of the adjacency matrix of the five-minute connection graph of computers
on the Los Alamos National Laboratory network.
Neither graph contains a single triangle. This is a symptom of a broader property, known as
disassortivity (Khor, 2010), that similar nodes are relatively unlikely to connect. The observed
behaviour is due to a number of factors, including the common server/client networking model,
and the physical location of routers (where collection happens) (Rubin-Delanchy et al., 2016). The
mixed membership and standard stochastic block model show disassortative connectivity behaviour
when the diagonal elements of B are relatively low, causing negative eigenvalues of large magnitude.
This translates to highly negative eigenvalues in the adjacency matrix of the data, as are observed,
see Figure 5. The RDPG model does not allow modelling of disassortative connectivity patterns.
The modelling improvement offered by the GRDPG model over the RDPG model is now demon-
strated empirically, through out-of-sample link prediction. For the observed 5-minute graph, we
estimate the GRDPG latent positions via adjacency spectral embedding, as in Definition 1, and the
RDPG latent positions using an analogous procedure that retains instead only the largest eigen-
values and corresponding eigenvectors. In both cases, we choose d = 10 (admittedly arbitrarily)
as the embedding dimension.
To compare the models, we then attempt to predict which new edges will occur in the next
five-minute window, disregarding those involving new nodes. Figure 6 shows the receiver operating
characteristic curves for each model, treating the prediction task as a classification problem where
the presence or absence of an edge is encoded as an instance of the positive or negative class,
respectively, and predicted by thresholding the inner product (RDPG) or indefinite inner product
(GRDPG) of the relevant pair of estimated latent positions. For this prediction problem at least,
the GRDPG model is far superior.
What does the GRDPG model add over the mixed membership or standard stochastic block
models? For large networks, we find the latter models over-simplistic. To illustrate this, we
construct the full graph of connections between computers on the Los Alamos National Laboratory
network, comprising roughly 12 thousand nodes and one hundred thousand edges. As before, the
nodes are spectrally embedded into R10, and these are now visualised in 2-D using t-distributed
stochastic neighbour embedding (Maaten and Hinton, 2008) in Figure 7. Each communication
has an associated port number indicating the type of service being used, for example port 80
15
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Figure 6: Receiver Operating Characteristic curves for the RDPG and GRDPG for new link
prediction on the Los Alamos National Laboratory computer network. Further details in main
text.
corresponds to web activity, and we use this independent information to colour the nodes according
to their most commonly employed port. The embedding, obtained using only connectivity data, is
clearly very highly associated with this information. To model this point cloud as either a (finite)
mixture of Gaussian clusters or as Dirichlet distributed vectors on a simplex would evidently miss
important structure in the data.
6 Conclusion
This paper presents the generalised random dot product graph, a latent position model which
includes the stochastic block model, mixed membership stochastic block model and, of course, the
random dot product graph as special cases. In a sense made precise in the paper, it is the only
latent position model that reproduces a mixture of connectivity behaviours as the corresponding
convex combination in Rd, allowing for a simple interpretation of the latent positions. The key
feature that is added by the generalisation is the possibility of modelling disassortative connectivity
behaviour, e.g. where ‘opposites attract’.
Our view is that this model provides the appropriate statistical framework for interpreting
spectral embedding. This is substantiated in several theoretical results that together show that
the vector representations of nodes obtained by spectral embedding provide strongly consistent
latent position estimates with asymptotically Gaussian error. A byproduct of this theory is to add
insight and methodological improvements to the estimation of community structure in networks,
and practical applications are demonstrated in a cyber-security example.
A Proof of Theorem 4
Let aff(C) denote the affine hull of a set C ⊆ Rd,
aff(C) =
{
n∑
i=1
αiui;n ∈ N, ui ∈ C,αi ∈ R,
n∑
i=1
αi = 1
}
.
We say that a function g : Rd × Rd → R is a bi-affine form if it is an affine function when either
argument is fixed, i.e. g{λx1 + (1 − λ)x2, y} = λg(x1, y) + (1 − λ)g(x2, y) and g{x, λy1 + (1 −
λ)y2} = λg(x, y1) + (1− λ)g(x, y2), for any x, y, x1, x2, y1, y2 ∈ Rd, λ ∈ R. We say that a function
h : Rd × Rd → R is a bilinear form if it is bi-affine and h(x, y) = 0 if either argument is zero.
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Figure 7: Visualisation of the full connection graph of computers on the Los Alamos National Lab-
oratory network, using adjacency spectral embedding (d = 10) followed by t-distributed stochastic
neighbour embedding. Colours indicate port preference, showing association with (and therefore
validation of) the structure observed in the embedding. Further details in main text.
The proof of Theorem 4 is a direct consequence of the following two lemmas.
Lemma 10. Suppose X is a convex subset of Rl, for some l ∈ N. Then f reproduces mixtures
of connectivity behaviour on S if and only if it can be extended to a symmetric bi-affine form
g : aff(X )× aff(X )→ R.
Lemma 11. Suppose g : aff(X )× aff(X )→ R is a bi-affine form. Let ` = dim{aff(X )} ≤ l. Then
there exist a matrix R ∈ R(`+1)×l, a vector µ ∈ R`+1, and a bilinear form h : R(`+1) ×R(`+1) → R
such that g(x, y) = h(Rx+ µ,Ry + µ), for all x, y ∈ aff(X ).
As is well-known, because h is a symmetric bilinear form on a finite-dimensional real vector
space, it can be written h(x, y) = x>Jy where J ∈ R(`+1)×(`+1) is a symmetric matrix. Write
J = VdSdV
>
d where Vd ∈ R(`+1)×d has orthonormal columns, Sd ∈ Rd×d is diagonal and has
p ≥ 0 positive followed by q ≥ 0 negative eigenvalues on its diagonal, and d = p + q = rank(J).
Next, define M = Vd|Sd|1/2. Then,
f(x, y) = g(x, y) = h(Rx+ µ,Ry + µ)
= {M(Rx+ µ)}> Ip,q {M(Ry + µ)} = (Tx+ ν)>Ip,q(Ty + ν),
where T = MR and ν = Mµ. Since f(x, x) ≥ 0 on X × X , we must have p > 0 unless f is
uniformly zero over X × X .
Proof of Lemma 10. The “if” part of the proof is straightforward. Here, we prove the “only if”.
By definition, any x, y ∈ aff(X ) = aff(S) can be written x = ∑αrur, y = ∑βrvr where ur, vr ∈ S,
αr, βr ∈ R, and
∑
αr =
∑
βr = 1. For any such x, y, we define g(x, y) =
∑
r,s αrβsf(ur, vs).
Suppose that
∑
αrur =
∑
γrtr,
∑
βrvr =
∑
δrwr where tr, wr ∈ S, γr, δr,∈ R, and
∑
γr =∑
δr = 1. Rearrange the first equality to
∑
α′ru
′
r =
∑
γ′rt
′
r by moving any αrur term where αr < 0
to the right — so that the corresponding new coefficient is α′s = −αr, for some s — and any γrtr
term where γr < 0 to the left, so that the corresponding new coefficient is γ
′
s = −γr, for some s.
Both linear combinations now involve only non-negative scalars. Furthermore,
∑
αr =
∑
γr (= 1)
implies
∑
α′r =
∑
γ′r = c, for some c ≥ 0.
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Then,
∑
(α′r/c)u
′
r =
∑
(γ′r/c)t
′
r are two convex combinations, therefore,∑
(α′r/c)f(u
′
r, v) = f
{∑
(α′r/c)u
′
r, v
}
= f
{∑
(γ′r/c)t
′
r, v
}
=
∑
(γ′r/c)f(t
′
r, v),
for any v ∈ S, so that ∑αrf(ur, v) = ∑ γrf(tr, v). Therefore,
∑
r,s
αrβsf(ur, vs) =
∑
s
βs
{∑
r
γrf(tr, vs)
}
=
∑
r
γr
{∑
s
βsf(vs, tr)
}
=
∑
r,s
γrδsf(tr, ws),
so that g is well-defined. The function g is symmetric and it is also clear that g{λx1+(1−λ)x2, y} =
λg(x1, y) + (1− λ)g(x2, y) for any λ ∈ R, making it bi-affine by symmetry.
The proof technique now used is known as the homogenisation trick in geometry (Gallier, 2000).
Proof of Lemma 11. Let x0, x1, . . . , x` ∈ Rl be an affine basis of aff(X ). Then there exists an affine
transformation x→ Rx+µ, mapping x0 to z0 = (0, . . . , 0, 1) ∈ R`+1, x1 to z1 = (1, 0, . . . , 0, 1), and
so forth, finally mapping x` to z` = (0, . . . , 0, 1, 1), where R ∈ R(`+1)×l and µ ∈ R`+1. The vectors
z0, . . . , z` form a basis of R`+1, so that if we set h(zi, zj) = g(xi, xj) for 0 ≤ i, j ≤ `, then the value
h is well-defined over R(`+1) × R(`+1) by bilinearity and basis expansion. Since any x, y ∈ aff(X )
can be written x =
∑`
r=0 αrxr, y =
∑`
r=0 βrxr where αr, βr ∈ R, and
∑
αr =
∑
βr = 1, we have
g(x, y) =
∑
r,s
αrβsg(xr, xs) =
∑
r,s
αrβsh(zr, zs)
= h
(∑
αrzr,
∑
βrzr
)
= h(Rx+ µ,Ry + µ).
B Proof of Theorems 5 and 7
B.1 Preliminaries
This proof synthesizes and adapts both the proof architecture and machinery developed in the
papers Tang et al. (2017); Cape et al. (2017, 2018). We invoke the probabilistic concentration
phenomena for GRDPGs presented in Lemma 7 of Tang and Priebe (2016) as well as an eigenvector
matrix series decomposition concisely analyzed in Cape et al. (2018). This proof is not, however,
a trivial corollary of earlier results, for it requires additional technical considerations and insight.
We recall the setting of Theorems 5 and 7 wherein the rows of X(n) are independent replicates of
the random vector ρ
1/2
n ξ, ξ ∼ F , and for i < j the ij-th entries of A(n) are independent Bernoulli
random variables with mean (X
(n)
i )
>Ip,qX
(n)
j . Here we shall allow self-loops for mathematical
convenience since (dis)allowing self-loops is immaterial with respect to the asymptotic theory we
pursue. For ease of exposition, we shall subsequently drop the index n from the matrices X(n) and
A(n).
Now for P = XIp,qX
>, denote the low-rank spectral decomposition of P by P = USU>, where
U ∈ On,d and S ∈ Rd×d. Write U ≡ [U(+)|U(−)] with U(+) ∈ On,p and U(−) ∈ On,q to indicate
the orthonormal eigenvectors corresponding to the p positive and q negative non-zero eigenvalues of
P, written in block-diagonal matrix form as S = S(+)
⊕
S(−) ∈ R(p+q)×(p+q) ≡ Rd×d. Denote the
full spectral decomposition of A by A = UˆSˆUˆ
>
+ Uˆ⊥Sˆ⊥Uˆ
>
⊥, where Uˆ ∈ On,d denotes the matrix
of leading (orthonormal) eigenvectors of A and Sˆ ∈ Rd×d denotes the diagonal matrix containing
the d largest-in-magnitude eigenvalues of A. Here, the matrix UˆSˆUˆ
>
corresponds to the best
canonical rank d representation of A. Also above, write Uˆ ≡ [Uˆ(+)|Uˆ(−)] such that the columns
of Uˆ(+) and Uˆ(−) consist of orthonormal eigenvectors corresponding to the largest p positive and
q negative non-zero eigenvalues of A, respectively.
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We remark at the onset that for the GRDPG model, asymptotically almost surely ‖U‖2→∞ =
O(n−1/2) and |Sii|, |Sˆii| = Θ((nρn)) for each i = 1, . . . , d. Simultaneously, ‖A−P‖ = OP((nρn)1/2)
(regarding the latter, see for example Lu and Peng (2013); Lei and Rinaldo (2015)).
Before going into the details of the proof, we first show that U>Uˆ is sufficiently close to an
orthogonal matrix W∗ with block diagonal structure that is simultaneously an element of O(p, q).
To this end, the matrix U>Uˆ can be written in block form as
U>Uˆ =
[
U>(+)Uˆ(+) U
>
(+)Uˆ(−)
U>(−)Uˆ(+) U
>
(−)Uˆ(−)
]
∈ Rd×d, (5)
where U>(+)Uˆ(+) ∈ Rp×p, U>(+)Uˆ(−) ∈ Rp×q, U>(−)Uˆ(+) ∈ Rq×p, and U>(−)Uˆ(−) ∈ Rq×q.
Write the singular value decomposition of U>(+)Uˆ(+) ∈ Rp×p as U>(+)Uˆ(+) ≡W(+),1Σ(+)W>(+),2,
and define the orthogonal matrix W?(+) := W(+),1W
>
(+),2 ∈ Op. Similarly, let W?(−) ∈ Oq denote
the orthogonal (product) matrix corresponding to U>(−)Uˆ(−). Now let W? denote the structured
orthogonal matrix
W? =
[
W?(+) 0
0 W?(−)
]
∈ Od. (6)
Observe that W?Ip,qW
>
? = Ip,q, hence simultaneously W? ∈ O(p, q). Via the triangle inequality,
the spectral norm quantity ‖U>Uˆ−W?‖ is bounded above by four times the largest spectral norm
of its blocks. The main diagonal blocks can be analyzed in a straightforward manner via canonical
angles and satisfy
‖U>(+)Uˆ(+) −W?(+)‖, ‖U>(−)Uˆ(−) −W?(−)‖ = OP((nρn)−1). (7)
More specifically, let σ1, σ2, . . . , σp be the singular values of U
>
(+)Uˆ(+). Then σi = cos(θi) where
θi are the principal angles between the subspaces spanned by U(+) and Uˆ(+). The definition of
W(+) implies
‖U>(+)Uˆ(+)−W?(+)‖F = ‖Σ(+)−I‖F =
( p∑
i=1
(1−σi)2
)1/2
≤
p∑
i=1
(1−σ2i ) = ‖U(+)U>(+)−Uˆ(+)Uˆ
>
(+)‖2F .
By the Davis-Kahan sin Θ theorem (see e.g. Section VII.3 of Bhatia (1997) or Yu et al. (2015)),
we have
‖U>(+)Uˆ(+) −W?(+)‖F ≤ ‖U(+)U>(+) − Uˆ(+)Uˆ
>
(+)‖2F ≤
C‖A−P‖2
λp(P)2
= OP((nρn)
−1),
where λp(P) is the smallest positive eigenvalue of P. The bound ‖U>(−)Uˆ(−)−W?(−)‖ = OP((nρn)−1)
is derived similarly.
We now bound the quantities ‖U>(+)Uˆ(−)‖. Let ui,(+) and uˆj,(−) be arbitrary columns of
U(+) and Uˆ(−), respectively. Note that the ij-th entry of U
>
(+)Uˆ(−) is (ui,(+))
>uˆj,(−) and that
λi,(+)(ui,(+))
>uˆj,(−) = (ui,(+))>Puˆj,(−), λˆj,(−)(ui,(+))>uˆj,(−) = (ui,(+))>Auˆj,(−) where λi,(+)
(resp. λˆj,(−)) is the i-th (resp. j-th) largest in modulus positive eigenvalue (resp. negative eigen-
value) of P (resp. A). We therefore have
(u
(+)
i )
>uˆ(−)j = (λˆj,(−) − λi,(+))−1(ui,(+))>(A−P)uˆj,(−)
= (λˆj,(−) − λi,(+))−1(ui,(+))>(A−P)U(−)U>(−)uˆj,(−)
+ (λˆj,(−) − λi,(+))−1(ui,(+))>(A−P)(I−U(−)U>(−))uˆj,(−).
The term (ui,(+))
>(A−P)U(−) is a vector in Rq, and conditional on P, each element of (ui,(+))>(A−
P)U(−) can be written as a sum of independent random variables. Hence, by Hoeffding’s in-
equality, ‖(ui,(+))>(A − P)U(−)‖ = OP(log n). Furthermore, by the Davis-Kahan theorem,
‖(I−U(−)U>(−))uˆj,(−)‖ = OP((nρn)−1/2). We therefore have
‖(λˆj,(−) − λi,(+))−1(ui,(+))>(A−P)U(−)U>(−)uˆj,(−)‖ = OP((nρ−1n ) log n); (8)
‖(λˆj,(−) − λi,(+))−1(ui,(+))>(A−P)(I−U(−)U>(−))uˆj,(−)‖ = OP((nρn)−1). (9)
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Equations (8) and (9) together imply
‖U>(+)Uˆ(−)‖ = OP((nρn)−1(log n)), (10)
thus ‖U>Uˆ−W?‖ = OP((nρn)−1(log n)).
B.2 Proof details
We now proceed with the proof of Theorem 5 and Theorem 7. The matrix relation UˆSˆ = AUˆ =
(P + (A−P))Uˆ yields the matrix equation UˆSˆ− (A−P)Uˆ = PUˆ. The spectra of Sˆ and A−P
are disjoint asymptotically almost surely, so Uˆ can be written as a matrix series of the form (see
e.g. Theorem VII.2.1 and Theorem VII.2.2 of Bhatia (1997))
Uˆ =
∞∑
k=0
(A−P)kPUˆSˆ−(k+1) =
∞∑
k=0
(A−P)kUSU>UˆSˆ−(k+1). (11)
By scaling the matrix Uˆ by |Sˆ|1/2, observing that Sˆ = Ip,q|Sˆ|, and applying a well-thought-out
“plus zero” trick, we arrive at the decomposition
Uˆ|Sˆ|1/2 =
∞∑
k=0
(A−P)kUSU>UˆIk+1p,q |Sˆ|−k−1/2
=
∞∑
k=0
(A−P)kUIp,q|S|−k+1/2W?Ik+1p,q
+
∞∑
k=0
(A−P)kUIp,q|S|−k+1/2(U>Uˆ−W?)Ik+1p,q
+
∞∑
k=0
(A−P)kUS(U>UˆIk+1p,q |Sˆ|−k−1/2 − |S|−k−1/2U>UˆIk+1p,q )
:= V1 + V2 + V3.
B.2.1 The matrix V1
Diagonal matrices commute, as do the matrices Ip,q and W?, so V1 can be written as
V1 ≡
∞∑
k=0
(A−P)kU|S|−k+1/2W?Ik+2p,q = U|S|1/2W? + (A−P)U|S|−1/2W?Ip,q + RV1 , (12)
where RV1 =
∑∞
k=2(A−P)kU|S|−k+1/2W?Ik+2p,q . We now use the following slight restatement of
Lemma 7.10 from Erdo˝s et al. (2013). This result was also noted in Mao et al. (2017).
Lemma 12. Assume the setting and notations in Theorem 5. Let uj be the j-th column of U for
j = 1, 2, . . . , d. Then there exists a (universal) constant c > 0 such that for all k ≤ log n
‖(A−P)kU‖2→∞ ≤ d1/2 max
j∈[d]
‖(A−P)kuj‖∞ = OP
( (nρn)k/2 logkc(n)
n1/2
)
.
Thus, for c > 0 as above,
‖RV1‖2→∞ ≤
logn∑
k=2
‖(A−P)kU‖2→∞‖|S|−1‖k−1/2 +
∑
k>logn
‖A−P‖k‖|S|−1‖k−1/2
=
logn∑
k=2
OP
(
d1/2(logn)kc
n1/2(nρn)k/2−1/2
)
+
∑
k>logn
OP
(
(nρn)
−k/2+1/2
)
= OP
(
d1/2(logn)2c
n1/2(nρn)1/2
)
+OP
(
(nρn)
−(logn)/2
)
= OP
(
d1/2(logn)2c
n1/2(nρn)1/2
)
+OP
(
1
n1/2(nρn)1/2
)
.
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Moving forward, we set forth to make precise the sense in which
Uˆ|Sˆ|1/2 = U|S|1/2W? + (A−P)U|S|−1/2W?Ip,q + RV1 + V2 + V3
≈ U|S|1/2W? + (A−P)U|S|−1/2W?Ip,q.
B.2.2 The matrix V2
For the matrix V2 :=
∑∞
k=0(A − P)kUIp,q|S|−k+1/2(U>Uˆ −W?)Ik+1p,q , it is sufficient to observe
that by properties of two-to-infinity norm and the bounds established above,
‖V2‖2→∞ ≤ ‖U‖2→∞‖|S|1/2‖‖U>Uˆ−W?‖+ ‖(A−P)U‖2→∞‖|S|−1‖1/2‖U>Uˆ−W?‖+ ‖RV2‖2→∞
= OP
(
logn
n1/2(nρn)1/2
)
+OP
(
d1/2(logn)c+1
n1/2(nρn)
)
+ oP(‖RV1‖2→∞)
= OP
(
d1/2(logn)2c
n1/2(nρn)1/2
)
.
B.2.3 The matrix V3
The matrix V3 is given by V3 =
∑∞
k=0(A − P)kUS(U>UˆIk+1p,q |Sˆ|−k−1/2 − |S|−k−1/2U>UˆIk+1p,q ).
For each k = 0, 1, 2, . . . , define the matrix Mk := (U
>UˆIk+1p,q |Sˆ|−k−1/2 − |S|−k−1/2U>UˆIk+1p,q ).
Entry ij of the matrix Mk can be written as
(Mk)ij = 〈ui, uˆj〉(Ik+1p,q )jj
[
|Sˆjj |−k−1/2 − |Sii|−k−1/2
]
= 〈ui, uˆj〉(Ik+1p,q )jj
[
|Sˆjj |−2k−1 − |Sii|−2k−1
] [
|Sˆjj |−k−1/2 + |Sii|−k−1/2
]−1
= −〈ui, uˆj〉(Ik+1p,q )jj
[
|Sˆjj |2k+1 − |Sii|2k+1
] [
|Sˆjj |−k−1/2 + |Sii|−k−1/2
]−1
|Sˆjj |−2k−1|Sii|−2k−1
= −〈ui, uˆj〉(Ik+1p,q )jj
[
|Sˆjj | − |Sii|
] [ 2k∑
l=0
|Sˆjj |l|Sii|2k−l
] [
|Sˆjj |−k−1/2 + |Sii|−k−1/2
]−1
|Sˆjj |−2k−1|Sii|−2k−1.
For each k, further define a matrix Hk ∈ Rd×d entrywise as
(Hk)ij :=
[
2k∑
l=0
|Sˆjj |l|Sii|2k−l
] [
|Sˆjj |−k−1/2 + |Sii|−k−1/2
]−1
|Sˆjj |−2k−1|Sii|−2k−1, (13)
where it follows that
(Hk)ij = OP((k + 1)(nρn)
−k−3/2). (14)
Letting ◦ denote the Hadamard matrix product, we arrive at the decomposition
Mk = −Hk ◦ (U>UˆIk+1p,q |Sˆ| − |S|U>UˆIk+1p,q ). (15)
The matrices U>Uˆ and Ip,q approximately commute. More precisely,(
Ip,qU
>Uˆ−U>UˆIp,q
)
=
[
0 2U>(+)Uˆ(−)
−2U>(−)Uˆ(+) 0
]
∈ Rd×d, (16)
so by Eq. (10), the spectral norm of this matrix difference behaves as OP((nρn)−1(log n)). This
approximate commutativity is important in light of further decomposing the matrix Mk as
Mk = −Hk ◦ (U>UˆIk+1p,q |Sˆ| − |S|U>UˆIk+1p,q )
= −Hk ◦
((
U>UˆIp,q|Sˆ|Ikp,q − |S|Ip,qU>UˆIkp,q
)
+ |S|
(
Ip,qU
>Uˆ−U>UˆIp,q
)
Ikp,q
)
= −Hk ◦
((
U>UˆSˆ− SU>Uˆ
)
Ikp,q + |S|
(
Ip,qU
>Uˆ−U>UˆIp,q
)
Ikp,q
)
.
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We note that U>UˆSˆ−SU>Uˆ = U>(A−P)Uˆ = U>(A−P)UU>Uˆ+U>(A−P)(I−UU>)Uˆ and
once again, by Hoeffding’s inequality and the Davis-Kahan theorem, we have ‖U>UˆSˆ−SU>Uˆ‖ =
OP(log n), so Mk can be bounded as
‖Mk‖ ≤ ‖Hk‖‖(U>UˆSˆ− SU>Uˆ)Ikp,q + |S|(Ip,qU>Uˆ−U>UˆIp,q)Ikp,q‖
≤ d‖Hk‖max
[
‖U>UˆSˆ− SU>Uˆ‖+ ‖|S|‖‖Ip,qU>Uˆ−U>UˆIp,q‖
]
= OP(d(k + 1)(nρn)
−k−3/2)
[
OP(log n) +OP((nρn)× (nρn)−1(log n))
]
= OP(d(k + 1)(log n)(nρn)
−k−3/2).
Hence, for the matrix V3,
‖V3‖2→∞ ≤ ‖USM0‖2→∞ + ‖(A−P)USM1‖2→∞ +
∞∑
k=2
‖(A−P)kUSMk‖2→∞,
where
‖USM0‖2→∞ ≤ ‖U‖2→∞‖S‖M0‖ = OP
(
d(logn)
n1/2(nρn)1/2
)
,
‖(A−P)USM1‖2→∞ ≤ ‖(A−P)U‖2→∞‖S‖‖M1‖ = OP
(
d3/2(logn)c+1
n1/2(nρn)
)
,
and
∞∑
k=2
‖(A−P)kUSMk‖2→∞ ≤
logn∑
k=2
‖(A−P)kUSMk‖2→∞ +
∑
k>logn
‖(A−P)kUSMk‖2→∞
≤
(
d(logn)2
nρn
) logn∑
k=2
OP
(
d1/2(logn)kc
n1/2(nρn)k/2−1/2
)
+
(
d(logn)
nρn
) ∑
k>logn
OP(k(nρn)
−k/2+1/2)
=
(
d(logn)2
nρn
)
OP
(
d1/2(logn)2c
n1/2(nρn)1/2
)
+
(
d(logn)
nρn
)
OP
(
(log n)(nρn)
−(logn)/2
)
=
(
d(logn)2
nρn
)
OP
(
d1/2(logn)2c
n1/2(nρn)1/2
)
+
(
d(logn)2
nρn
)
OP
(
1
n1/2(nρn)1/2
)
.
Note that Lemma 12 and the above analyses still hold by replacing the constant c > 0 with
max{c, 1/2}, so (nρn) = ω(d(log n)4c) for c ≥ 1/2 implies (nρn) = ω(d(log n)2). It follows that
‖V3‖2→∞ = OP
(
d1/2(logn)2c
n1/2(nρn)1/2
)
.
B.2.4 First and second-order characterization
In summary, so far we have shown that
Uˆ|Sˆ|1/2 = U|S|1/2W? + (A−P)U|S|−1/2W?Ip,q + R, (17)
for some (residual) matrix R ∈ Rn×d satisfying ‖R‖2→∞ = OP
(
d1/2(logn)2c
n1/2(nρn)1/2
)
.
Now let QX be such that X = U|S|1/2QX. Rearranging the terms in Eq. (17) and multiplying
first by W>? followed by QX yields
Uˆ|Sˆ|1/2W>? QX −U|S|1/2QX = (A−P)U|S|−1/2Ip,qQX + RW>? QX
= (A−P)U|S|1/2QXQ−1X |S|−1Ip,qQX + RW>? QX
= (A−P)XQ−1X |S|−1Ip,qQX + RW>? QX
= (A−P)XQ−1X |S|−1Ip,qQXIp,qIp,q + RW>? QX
= (A−P)XQ−1X |S|−1(Q−1X )>Ip,q + RW>? QX
= (A−P)X(Q>X|S|QX)−1Ip,q + RW>? QX.
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Both Xˆ = Uˆ|Sˆ|1/2 and Q>X|S|QX = X>X, yielding the crucial equivalence
XˆW>? QX −X = (A−P)X(X>X)−1Ip,q + RW>? QX. (18)
Theorem 5 holds by observing that
‖RW>? QX‖2→∞ = OP
(
d1/2(logn)2c
n1/2(nρn)1/2
)
and
‖(A−P)X(Q>X|S|QX)−1Ip,q‖2→∞ = ‖(A−P)U|S|−1/2Ip,qQX‖2→∞ = OP
(
d1/2(logn)c
n1/2
)
,
where Lemma 9 was implicitly invoked.
For the purpose of establishing Theorem 7, the i-th row of Eq. 18, when scaled by n1/2, can be
written as
n1/2(Q>XW?Xˆi −Xi) = n1/2Ip,q(X>X)−1((A−P)X)i + n1/2Q>XW?Ri,
where the vector n1/2Ip,q(X
>X)−1((A−P)X)i can be expanded as
Ip,q(n
−1X>X)−1
n−1/2∑
j
(Aij −Pij)Xj
 = Ip,q(n−1ρ−1n X>X)−1
(nρn)−1/2∑
j
(Aij −Pij)ξj

by recalling that Xi = ρ
1/2
n ξi. The law of large numbers and the continuous mapping theorem
together yield (n−1ρ−1n X
>X)−1 → E(ξξ)−1 ≡ ∆−1 almost surely. In addition, the classical
multivariate central limit theorem gives the (conditional) convergence in distribution(
(nρn)
−1/2∑
j
(Aij −Pij)ξj
∣∣∣ξi = xi)→ Nd(0,Γρn(xi)), (19)
with explicit covariance matrix given by Γρn(xi) = E
{
(x>i Ip,qξ)(1− ρnx>i Ip,qξ)ξξ>
}
. In addition,
by combining Lemma 9 with our earlier analysis, it follows that the (transformed) residual matrix
satisfies
‖n1/2Q>XW?Ri‖2→∞ ≤ n1/2‖QX‖‖W?‖‖R‖2→∞ = OP
(
d1/2(logn)2c
(nρn)1/2
)
p→ 0.
The above observations together with an application of Slutsky’s theorem yield
P
{
n1/2(QnXˆi −Xi) ≤ z | Xi = ρ1/2n x
}
→ Φ(z,Σρn(x)) (20)
for Qn := Q
>
XnW?,n and Σρn(x) = Ip,q∆
−1Γρn(x)∆
−1Ip,q. Application of the Crame´r-Wold
device yields Equation (4), concluding the proof.
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