Summary -As demonstrated in several validation studies, the dermal phototoxic potential of chemicals in humans can be effectively assessed by in vitro methods. The core of these methods is to monitor dose-response curves of a chemical in the absence and presence of light, to quantify the difference between these two curves by appropriate measures (either the photo-irritancy factor [PIF], or the mean photo effect [MPE]), and to use these measures as predictors of in vivo phototoxicity. We present new concentration-response analysis software for in vitro phototoxicity testing, which runs on current personal computers, and takes into account all the limitations identified when using a former program. We also demonstrate the validity and robustness of this new software by applying it retrospectively to all data available from two phases of the EU/COLIPA validation trial for the 3T3 neutral red update in vitro phototoxicity test. Some frequently raised questions pertaining to the use of prediction models in phototoxicity testing are addressed, including: the necessity of using prediction models based on a cut-off; whether it is justifiable to use sharp prediction cut-off values; whether there is a biostatistical justification for the highest concentration of the test chemical; and whether repeated testing of a chemical is required.
The dermal phototoxicity of a chemical is defined as a toxic response that is elicited after exposure of skin to the chemical or systemic administration of the chemical, and subsequent exposure to light. As demonstrated in several validation studies (1) (2) (3) , the phototoxic potential of chemicals can be effectively assessed by in vitro methods. In 1996, an OECD workshop recommended an in vitro tier-testing approach for phototoxicity assessment (4) . In 2000, the Commission of the European Communities put into force Directive 2000/33/EC, which introduces the in vitro 3T3 neutral red uptake (NRU) phototoxicity test as a validated replacement for testing methods involving the use of laboratory animals. The essence of the in vitro 3T3 NRU phototoxicity test is to compare the cytotoxicity of a chemical when tested in the presence and absence of exposure to a non-cytotoxic dose of UVA/visible light. Cytotoxicity is expressed as the concentration-dependent reduction of the uptake of the vital dye neutral red (5) , 24 hours after treatment with the chemical.
Two prediction models have been proposed, which differ in the definitions of the measure used to quantify the difference between the concentration-response curves recorded in the presence (+UV) and absence (-UV) of light.
Prediction model 1
The photo-irritancy factor (PIF) relates the halfeffective concentration value EC50(-UV) 1 of the curve for darkness, to the half-effective concentration value EC50(+UV) of the curve in the presence of light, by means of the following formula:
EC50(-UV) PIF = (Equation 1) EC50(+UV)
Depending on whether the PIF value is larger or smaller than a properly chosen cut-off value (PIF c Monbijoustrasse 2, 10117 Berlin, Germany to cope with situations where no half-effective concentration values can be derived from the corresponding concentration-response curve: a) if no EC50 value can be derived from one of the two curves, the corresponding EC50 value in Equation 1 is replaced by the highest concentration tested, and the chemical is classified as phototoxic if this modified PIF value is larger than unity; b) if no EC50 value exists for both curves, the chemical is considered non-phototoxic.
Prediction model 2
A second measure of the difference between the dark curve and light curve, the so-called mean photo effect (MPE), was proposed by Holzhütter (6) . It aims to overcome the obvious limitations in the application of the PIF, by comparing the two curves at arbitrary doses. The MPE is defined as a weighted average across a set of individual photoeffect values.
In Equation 2, the photo effect (PE C ) at an arbitrary concentration C is defined as the product of the response effect (RE C ) and the dose effect (DE C ), i.e. PE C = RE C × DE C . The definition is illustrated in Figure 1 . The response effect is the difference between the responses observed in the absence and presence o f light, i.e. RE C = R C (-UV) -R C (+UV). The dose effect is given by the formula: C/C* -1 DE C = | C/C* + 1 | where C* represents the equivalence concentration to C, i.e. the concentration at which the +UV response equals the -UV response at concentration C. If C* cannot be determined because the response values of the +UV curve are systematically higher or lower than RE C , the dose effect is set to 1. The weighting factors w i are given by the highest response value, i.e. w i = Max{R i (-UV), R i (+UV)}.
The discrete concentration values C i , used for the calculation of MPE according to Equation 2 , are distributed such that the same number of data points fall into the concentration intervals defined by the concentration values used in the experiment. The calculation of the MPE is restricted to the maximum concentration value at which at least one of the two curves still exhibits a response value of at least 10%. If this maximum concentration is higher than the highest concentration used in the +UV experiment, the residual part of the +UV curve is set to the response value 0. The MPE-based prediction model of in vivo phototoxicity classifies a chemical as "phototoxic" if the MPE value is larger than a cut-off value, otherwise the chemical is classified as "non-phototoxic". Both measures of curve difference, PIF and MPE, represent statistical estimates that have to be derived from the observed concentration-response relations. To facilitate this work, and to harmonise the process of data analysis among various laboratories, in 1996 we developed a computer program, NRU-PIT2. It calculates the statistical distribution of PIF and MPE values for given pairs of +UV and -UV concentration-response data. Based on these distributions, and at given cut-off values, the program calculates the probability (p-value) that a test chemical is phototoxic. The NRU-PIT2 software is a hybrid program, composed of a 16-bit Visual Basic™ dialogue shell, and a fitting module written in Turbo Pascal™, which we adopted from our program SIMFIT (7) . Its use is restricted to the nowobsolete Windows 3™ group of operating systems. Moreover, intensive use of this program during several international validation studies, as well as in in-house applications, has revealed some weak spots, both in the handling of the program and in the implementation of the MPE-based prediction model. Therefore, we have developed a new computer program, PHOTOTOX, which was written in C++, and runs on Windows 95™ or higher operating systems. The major functions of the program are described below, the substantial changes made in comparison with NRU-PIT2 are discussed, and the overall performance of the new program is assessed. To this end, we have applied the new software to all data compiled for the 3T3 NRU assay during two international studies (2, 3) , as well as for the keratinocyte NRU assay (8) , which was initially used to determine the cut-off value for the MPE-based prediction model (6) . The main objective of this re-analysis was to make sure that the modifications made in the new software do not compromise the results obtained with the old program, NRU-PIT2.
We have also addressed some problems that specifically arose from comments on OECD 
Materials and Methods: Software Design
The main functions of PHOTOTOX are depicted in Figure 2 . The major changes made in comparison with the old program NRU-PIT2 are shown in grey boxes.
Data input
The program accepts three modes of data input: a) import of absorbance values from a 96-well plate for arbitrary plate layouts (i.e. arrangement of blanks, controls and wells containing the test chemical), and transformation of these values into dose-response data; b) direct entry of doseresponse data as a 2-column data sheet; and c) import of *.ddd-files generated by the old software NRU-PIT2.
Bootstrapping
This program module performs a bootstrap resampling of the original concentration-response data (9, 10) , which results in a set of new computer-generated concentration-response data, which can be considered as equally probable realisations of the "true" concentration-response data hidden in the experimental observations.
Curve fitting
The central module of the software is a conjugatedgradient minimiser that performs fitting of a continuous model function to the original or bootstrap-resampled sets of discrete concentration-response data. The mathematical concentration-response model used belongs to the large class of polynomials. Nevertheless it has a semi-empirical background, in that it refers to a multi-state compartment system, which upon addition of the test chemical is thought to be driven from its native state (with a response value of 100%) through a series of non-native states with altered response values (11) . If the number of compartments is chosen correctly, the model is flexible enough to cope with complicated curve shapes, exhibiting, for example, plateaus or extreme points. A typical shortcoming of polynomial models, however, is their general tendency to exhibit artificial oscillations. Therefore, model fitting to the data is combined with a damping procedure (constraint minimisation). To avoid damping out of real extreme points, curve fitting is preceded by an analysis of extreme points.
In NRU-PIT2, an extreme point was defined by a set of three consecutive response values R i-1 , R i , R i+1 obeying the condition that the middle value is significantly larger (smaller) than the two neighbouring values. In mathematical terms R i is a maximum if R i-1 < R i and R i+1 < Ri, and Ri is a minimum if R i-1 > R i and R i+1 > R i . When this definition was used, the program failed to detect smooth extreme points in flat curves. Therefore, we now define an extreme point by a set of consecutive response values R i , R i+1 , … , R i+k (k ≥ 0), which meet the following two conditions: a) the differences between consecutive points are statistically not significant, i.e. R i ≈ R i+1 ≈ … ≈ R i+k ; and b) the first and the last response value of this set, R i and R i+k , are both significantly smaller (maximum) or larger (minimum) than their left and right neighbours, i.e.:
Based on the fitted model, the software offers the possibility of calculating the mean value and variance of the effective dose ECx at which the response reaches x% (0 < x < 100) of the initial value. The default value of the residual response is x = 50% yielding the common EC50 value used in the calculation of a PIF. This feature makes the program a valuable tool for dose-response analysis beyond phototoxicity testing. ECx mean values and variances of all doseresponse curves contained in the project are tabulated in an extra report sheet. They are automatically updated if the user changes the residual response level x. The default value is x = 50%.
PIF/MPE calculation
Curve fits to the original and bootstrapped data sets provide a bundle of concentration-response curves for a single (+UV or -UV) experiment (Figure 3a) . In NRU-PIT2, 20 different concentration values were distributed equidistantly along the whole dose interval defined through the highest concentration value common to both data sets under comparison. This choice of the concentration grid has two drawbacks: a) it gives a higher weight to the high-concentration parts of the two curves, if the test concentrations are increased in a geometric series (as in most experiments); and b) it restricts the calculation of the MPE to the concentration interval shared by both experiments. In the new program, the calculation of the MPE is performed across a concentration interval that is defined through the highest concentration value (C max ) up to which at least one curve exhibits a response value of 10% or higher. If C max is not reached in one of the two paired experiments (usually in the +UV experiment, because the response values have already dropped to zero at smaller concentrations), the missing responses up to C max are considered insignificant, and are therefore set to 0.
B
The concentration grid is now chosen so that the same numbers of points fall into each concentration interval (defined by the concentration values used in the experiment). In PHOTOTOX, the total number of grid points is 50. For example, in Figure 3 
PIF/MPE-based classification of phototoxicity
The probability (p-value) of a chemical exhibiting a phototoxic potential in a single ±UV experiment is defined by:
) n > + n 0 + n < where n > , n < and n 0 denote, respectively, the number of PIF/MPE values within the bootstrap ensemble which are either larger than the cut-off value indicative for phototoxicity (i.e. the toxicity of the chemical is significantly increased in the presence of light), smaller than the cut-off value indicative for a photo-protective effect (i.e. the toxicity of the chemical is significantly decreased in the presence of light), or do not meet the previous two conditions.
A
Note that, in the definition of the phototoxicity probability used in NRU-PIT2, the num- ber of cases indicating a photo-protective effect (n < ) has not been considered in the numerator of expression (Equation 3), i.e. the p-value was computed as the relative number of bootstrap pairs yielding a PIF or MPE value larger than a given cut-off value. Such a classification scheme results in a systematic bias toward higher probability values, because all curve pairs indicating the presence of a phototoxic potential enlarge the pvalue, whereas all curve pairs indicating the presence of a photo-protective effect, do not reduce the p-value. At the extreme, positive p-values could be produced by chance, even if the mean dose-response data for both experiments were identical, but large errors in the measured response data gave rise to single values of PE or PIF (derived from single curve pairs) exceeding the cut-off value.
B
Because of the low calculation speed of NRU-PIT2, each bootstrap curve of the +UV experiment was paired with only a single (arbitrarily chosen) curve of the -UV experiment. In contrast, the new program provides more-reliable statistical estimates, by including all possible pairs of bootstrap curves. For example, if ten bootstrap curves are generated for each experiment, 100 curve pairs are included in the computation of classification probabilities (see below). Averaging across the p-values obtained in several independent experiments (runs) provides a mean pvalue for both prediction models, which can be employed for decision making.
Concentration-dependent photo effect
The
Results: Software Validation

Database
As outlined above, the new program PHOTOTOX comprises a number of modifications of the calculation procedure for MPE and of the curve-fitting to the data, in comparison with the old program NRU-PIT2. To investigate the consequences of these modifications for numerical PIF and MPE values and the related in vivo classifications of phototoxicity, we have re-analysed the experimental data gathered for the 3T3 NRU phototoxicity test during two international studies (2, 3) and for the keratinocyte NRU phototoxicity test (8; see Table 1 ). The latter database was used to define the cut-off value for the MPE-based prediction model in our previous work (6) . Compiling the original measurements gathered in the first international study (2), we encountered technical difficulties in extracting data from compressed files from one laboratory. Therefore, these data could not be used in the reanalysis. Moreover, we did not include the data for one chemical tested in two studies (2) and (8) tioned below, the results will refer to the database shown in Table 1 .
Comparing the old and the new software
We have checked whether the changes in the software give rise to significantly different in vivo classifications of phototoxicity compared with those obtained with the old software NRU-PIT2. As can be seen in 
Results: Biostatistical Issues Related to the Use of Prediction Models
The following results were obtained in attempts to respond to typical questions raised by users of the program, and in helping them to minimise the number of misclassifications in future applications of the software. Figure 5 shows the percentage of total misclassifications, false-negative classifications and false-positive classifications at varying cut-off values of PIF and MPE. Putting together the classifications obtained for the three databases, a minimum of misclassifications is achieved when choosing PIF cutoff = 2 and MPE cut-off = 0.12. Hitherto, for the PIF, a cut-off value of 5 was stipulated in several international studies, and was also recommended in the Standard Operating Procedures (SOPs) of the 3T3 NRU phototoxicity test. This cut-off value was pro- 
Optimal cut-off values for PIF and MPE
MPE = mean photo effect; PIF = photo-irritancy factor.
In vitro phototoxicity testing (1), and has not been submitted to critical revision since then. In the light of all the relevant data now available, a cut-off value of about 2 seems more appropriate. The optimal cut-off value of 0.12 determined for the MPE is very close to the previous cut-off value of 0.1, which was proposed by Holzhütter (6) , on the basis of data obtained by a keratinocyte NRU phototoxicity test (8) . We conclude that there is no necessity to alter this historical cut-off value for the MPE.
Is a statistically significant difference between EC50(-UV) and EC50(+UV) a reliable indicator of a phototoxic effect?
We analysed whether a statistically significant difference between EC50(-UV) and EC50(+UV) is a reliable indicator for the phototoxic potential of a chemical. To this end, we applied Student's t test, according to which the two EC50 values have to be considered different at the level of confidence (1 -α), if the test quantity:
is larger than a critical table value t c , which depends upon the chosen error probability α. In Equation 4 , σ (±) denotes the variance of the corresponding EC50 value, and n is the number of individual replicates of EC50 used to calculate its mean value and variance. In our calculations, we have used n = 20 replicates derived from bootstrap curves. Where one of the EC50 values was missing, the classification scheme for the PIF (see above) was used. Table 3 depicts the outcome of the t-test for all pairs of ±UV curves. At two common confidence levels of α = 0.05 (5% error probability) and α = 0.001 (0.1% error probability), most of the related EC50(±UV) values are assessed to be different from each other. This is because the variance of the EC50 value is usually very small, so that a slight difference between EC50(-UV) and EC50(+UV) produces a large t-value. As a consequence, most of the in vivo non-toxic chemicals would be misclassified as "phototoxic", if such classification was based solely on a statistically significant difference between EC50(-UV) and EC50(+UV) (see Figure 6 for an example). Because it might be argued that the table statistics t c for Student's t test at α = 0.05 and α = 0.001 were still too small for effectively discriminating equal EC50 values from different ones, we have systematically searched for an optimal value of t c which minimises the misclassification rate. This resulted in an optimal value of t c = 37, which corresponds to an error probability of α = 9.5 × 10 -19 ! Apart from the credibility of such an extreme statistical figure, the minimal misclassification rate is still 14%, i.e. significantly above the misclassification rates reached with the PIF or the MPE. Hence, a statistically significant difference between EC50(-UV) and EC50(+UV) is not sufficient for the identification of a phototoxic potential.
Parallel use of the PIF and the MPE?
Considering the rather complicated mathematical structure of the MPE, it has been frequently asked 
EC(+UV) = half-effective concentration in the presence of UV/visible radiation; EC(-UV) = half-effective concentration in the absence of UV/visible radiation.
whether the parallel use of two different measures, the PIF and the MPE, is really required. To this end, we have analysed the extent to which two measures are redundant, i.e. the extent to which they have led to identical classifications (see Table  4 ). If the classification is made for all 635 runs of the database, the PIF and the MPE provide nearly identical portions of false classifications (9.1% and According to the PIF-based prediction model, this automatically entails the classification "non-phototoxic", whereas the MPE value is larger than the cut-off value, and thus leads to the classification "phototoxic". Here, a repeat experiment could clarify whether the difference between the +UV and -UV curve was reproducible.
-Case 2: Only the +UV curve drops below 50%, and the estimated EC50(+UV) value is close to the maximum dose used in the -UV experiment. In this case, the PIF-based prediction model inevitably classifies the substance as "phototoxic", whereas the MPE value is smaller than the cut-off value, because the discrepancy between the curves occurs only over a rather narrow concentration range. Here, the dose range for the repeat experiment should be carefully chosen. If the initial dose range is found to be definitely too narrow, it should be extended to increase the chance of getting an EC50(-UV) estimate. If, however, the EC50(+UV) value is found to be in a dose range above the non-physiological threshold of 1000µg/ml, it would be advisable to reduce the highest dose tested (see also Case 1).
How many independent experiments (runs)?
In previous validation studies, the final classification was achieved by taking the mean PIF and MPE values of two independent experiments (runs) and comparing them with the corresponding cut-off values. The question arises whether the classifications based on two runs are significantly better than those based on only a single run. Table 5 shows the number of cases where the classification of the in vivo phototoxic potential was either correct in all runs, in conflict, or incorrect in all runs. There are 15/322 = 4.7% cases of conflicting runs for the PIF, and 20/322 = 6.2% cases of conflicting runs for the MPE, i.e. by using the PIF or the MPE, the likelihood that a second run will confirm the classification result of the first run is about 95%. Intriguingly, the misclassification rates obtained on the basis of individual runs (9.1% PIF and 9.0% MPE, see Table 4 ) are very close to those obtained by averaging across runs (9.3% and 8.1%, see Table  2 ). This means that making the final decision by merely averaging across the probability values of two conflicting runs does not improve the quality of the classifications. However, the benefit of performing a second run is to increase the confidence in the classification result. If only those classifications are accepted in which both the PIF and the MPE provided consistent classifications in two runs (= 271 + 12 cases in Table  5 ), the misclassification rate is reduced to 4.2%. Again, 39 "unclear" classifications remain, which have to be submitted to further testing. It has to be noted that the chance of arriving at the correct classification in further testing increases considerably, if the external conditions of the experiment (such as treatment of cells, use of solvents, and variation of the dose range) are deliberately varied to a reasonable extent. This is clearly seen from Table 6 , which presents the overall classifications obtained by lumping together the results of all the participating laboratories in a study. Depending on whether the classification is made by comparing the mean PIF or MPE values with the corresponding cut-off value (as carried out in previous statistical analyses of phase II and III), or in a biostatistically more reliable manner by using the p-value (see "PIF/MPE-based classification of phototoxicity", above) there remain only 3 or 1 (!) misclassifications. Based on mean p-values for the 29 chemicals of the phase II study, an ambiguous classification remains only for the chemical furosemide 1 for both prediction models (p-value = 0.43 for PIF, p-value = 0.54 for MPE). The remaining 28 chemicals are correctly classified. For the 20 chemicals of the phase III study, conflicting p-values remain only for the in vivo non-phototoxic chemical terephthalylidene dicamphorsulphonic acid/salts (p-value = 0.63 for PIF, p-value = 0.09 for MPE). Altogether, only one chemical (furosemide) would be misclassified by averaging across the results of independent laboratories Confining the highest dose tested to an upper limit?
The new software was applied to elucidate the influence of the highest test concentration used on the quality of predictions. In this case, the analysis was confined to an internal study on UV-filter chemicals, because this was the only study organised by the management team to ensure a consistent use of solvents by the participating laboratories. The dose interval for the calculation of PIF and MPE values was restricted to maximal concentrations of 100µg/ml and 1000µg/ml, respectively. For both limitations, the rate of false-positive classifications (MPE 1.4%, PIF 0.5%) was significantly lower than the rate of false-positive classifications obtained without dose limitations (MPE 5.2%, PIF 9.3%).
The rate of false-negative classifications (MPE 2.7%, PIF: 2.9%) was not affected by variations in the highest test dose. Hence, testing at doses higher than 1000µg/ml seems to increase the risk of falsepositive classifications.
