Methodology is proposed for the design of sequential methods when data are obtained by gauging articles into groups. Exact expressions are obtained for the operating characteristics and average sampling number of Wald Sequential Probability Ratio Tests (SPRTs), and for the average run length of Cumulative Sum (CUSUM) schemes based on grouped data.
. Introduction
It is not always possible or practical to use variables or precise measurement data in quality control. The widespread occurrence of binomial pass/fail attribute data in industry attests to the economic advantages of collecting go no-go data over exact measurements.
Variables data provide more information, but gauging, or classifying observations into one of a number of groups based on a critical dimension, is often preferred since it takes less skill, is faster, less costly, and is a tradition in certain industries (Schilling, 1982 , Ladany, 1976 . Gauging observations results in grouped data, with binomial attribute data representing the special case of 2 groups. For more information on grouped data see Haitovsky (1982) . Stevens (1948) , Mace (1952) and Ott and Mundel (1954) attempt to bridge the gap in efficiency between variables and binomial attributes procedures by using go no-go gauges set at artificial levels. The classification of units as conforming or nonconforming is inefficient when the proportion of nonconforming units is small. The sample size required for an attributes plan to achieve any given operating characteristics is inversely related to the size of the proportion nonconforming it is required to detect. As a result, a gauge limit that classifies a higher proportion of items as nonconforming (pseudononconforming) will be statistically more efficient, and offer more information about the characteristic of interest. The focus of much of this research has been the testing or control of the mean of a normal distribution.
Others have striven for greater efficiency by using three groups instead of two. Beja and Ladany (1974) proposed using three attributes to test for one sided shifts in the mean of a normal distribution when the process dispersion is known. Ladany and SinuaryStern (1985) discuss the curtailment of artificial attribute sampling plans with two or three groups. The first to consider the general k-group case were Wesolowsky (1994, 1995) who developed methodology for one-sided and two-sided acceptance sampling plans, acceptance control charts and Shewhart type control charts.
In the realm of sequential quality control methods less work has been done. Schneider and O'Cinneide (1987) proposed a Cumulative Sum (CUSUM) scheme for monitoring the mean of a normal distribution with a single compressed limit gauge. They determine solutions based on the normal approximation to the binomial. Geyer, Steiner and Wesolowsky (1995) extended this CUSUM to the use of two compressed limit gauges placed symmetrically about the midpoint between the target mean and the mean that the chart is intended to detect. The Geyer et al. (1995) solutions are exact and are derived through the theory of the random walk.
In this article we derive Sequential Probability Ratio Tests (SPRTs) and CUSUM procedures based on group data with any number of groups. Section 2 introduces the proposed integer scoring procedure based on the likelihood ratio. In Section 3 we consider the design and implementation of grouped data SPRTs for testing simple hypotheses about a parameter of interest when data are grouped and the probability distribution of the quality characteristic is known. Using the theory of sequential analysis (Wald, 1947) we derive exact expressions for the Operating Characteristics (OC) and the Average Sampling Number (ASN).
The design and implementation of grouped data CUSUM quality control schemes is discussed in Section 4. Following Page (1954) , we consider the proposed grouped data CUSUM as a sequence of grouped data SPRTs and derive the Average Run Length (ARL) using the properties of the individual SPRTs. We also give results applicable when using the Fast Initial Response (FIR) feature recommended by Lucas and Crosier (1982) .
Sections 5 and 6 turn to practical considerations that arise when applying this methodology. In Section 5, we consider monitoring the mean of a normal distribution with known standard deviation, and discuss the choice of gauge limits, and the performance of grouped data CUSUMs relative to traditional variables based CUSUMs. Section 6 4 presents a step by step design procedure and an example concerning the production of metal fasteners in a progressive die environment. For simplicity, the analysis in Sections 2-6 assumes a unit sequential implementation of the procedures. Section 7 shows that adapting the procedure to samples of size n is relatively straightforward.
Grouped data SPRT and CUSUM procedures bridge the gap between the efficiency of binomial attribute and compressed limit sequential procedures and that of variables based sequential methods.
. A Sequential Scoring Procedure for Grouped Data
Whenever data are grouped, the need arises to assign the grouped observations a numerical value based on their grouping. For go no/go gauges, observations are usually treated singly as Bernoulli random variables, being either conforming or nonconforming.
When observations are grouped into multiple intervals, the likelihood ratio suggests a scoring system. The likelihood ratio is utilized since it has great prominence as a measure of statistical evidence in traditional hypothesis testing, sequential sampling, and in the development of CUSUM control charts. The Neyman-Pearson lemma implies that the likelihood ratio test is the most powerful test for comparing simple hypotheses. Wald (1947) showed that a similar optimality property applies to the use of the likelihood ratio in sequential sampling: the Sequential Probability Ratio Test (SPRT) minimizes the ASN under H 0 and H 1 among all sequential tests for given error probabilities. More recently, Moustakides (1986) proved that the CUSUM procedure based on the likelihood ratio minimizes the Average Run Length (ARL) under H 1 for a given ARL under H 0 .
For the simple hypothesis test H 0 :θ = θ 0 versus H 1 :θ = θ 1 , the likelihood ratio is given by the ratio of the likelihood of the data under H 1 to the likelihood of the data under H 0 . When observations are grouped into k intervals, the likelihood ratio is a ratio of multinomial likelihoods, where the group probabilities depend upon the parameter specifications in the underlying probability distributions under H 0 and H 1 . Specifically, let the random variable X have probability distribution f (x;θ ) and cumulative distribution function F(x;θ ). Let t 1 < t 2 < ... < t k −1 denote the k − 1 endpoints or gauge limits of the k grouping intervals. We assume for the moment that the k − 1 gauge limits are given. In many applications the grouping criteria are predetermined since they are based on some standard classification device or procedure. In Section 5 this assumption is relaxed and the optimal placement of group limits for detecting shifts in a normal mean is discussed.
Defining t 0 = −∞ and t k = ∞, the probability that an observation falls into the jth interval is denoted by
the dependence of π j on θ being understood. The contribution to the log-likelihood ratio of an observation that falls into the jth interval is thus given by the weight
Using the analysis presented in Sections 3 and 4 the properties of sequential procedures based on integer scores can be found. Thus, for implementation, group scores are obtained by first scaling and then rounding off the likelihood ratio weights. Let
denote the group score applied to any observation in the jth group, where q is the chosen scaling factor. Define w = w 1 , w 2 , K, w k ( ). We assume that all w j scores are unique; if two or more groups lead to the same score either the scaling factor should be increased or groups should be combined.
Due to the rounding of log-likelihood ratio weights, the resulting schemes are only approximately based upon the optimal sequential probability ratio. However, the properties of the resulting random walk can be made arbitrarily close to optimal by increasing the scaling factor. In subsequent sections we utilize the fact that so long as the number of 6 groups is greater than or equal to two, and θ 0 ≠ θ 1 , at least one individual score is positive and at least one is negative. This implies max w ( ) > 0 and min w ( ) < 0 and ensures that the SPRTs and CUSUM schemes are capable of concluding either in favor of the null or the alternative hypothesis.
A tradeoff is involved in the appropriate choice of the scaling factor q. The solution approach, presented in Sections 3 and 4, requires integer scores and is less computationally intensive to design (and easier to implement) when the scores are as close to zero as possible. However, we wish to stay as close as possible to the optimal relative weights suggested by the likelihood ratio. We have found that, in most cases, choosing a scaling factor so that the spread in the sample scores ( max w 
. Sequential Probability Ratio Tests with Grouped Data
Consider a sequential test of H 0 :θ = θ 0 versus H 1 :θ = θ 1 where each unit is assigned a sample score s, where s i = w j , as given by (2.3), if the ith unit is classified into group j. Choosing absorbing barriers at lnB and lnA, the sampling terminates on the Nth trial, where N is the smallest integer for which either
where 0 < B < 1 < A < . S is the value of the SPRT at termination. If S ≥ ln A we conclude the parameter has shifted to θ 1 , whereas if S ≤ ln B we decide in favor of θ 0 .
Since the observations are all independent and identically distributed, the sequence S = s 1 + ... + s N can be viewed as a random walk with step sizes w between absorbing barriers lnB and lnA. Since the step sizes can take on only a finite number of integer values, we may use the theory of sequential analysis (Wald, 1947) to derive the operating characteristics and average sampling number.
To determine the OCs and ASN of this SPRT we first derive the probability [ ] be the largest integer smaller than or equal to lnB. Then the probability that the random walk terminates with
and thus accepts the null hypothesis, is given by
where c
} . This expression allows the determination of the OC curve of the sequential test.
Using the probability distribution of S , and Wald's equations, we may derive the ASN of the sequential test, denoted E N ( ). By Wald's first equation (Wald, 1947 (A:69) ) 
given by Equations (3.1) and (3.2) or (3.3).
. CUSUM Control Charts with Grouped Data
CUSUM charts consist of plotting (Page, 1954) . It is easy to show that the ARL of a CUSUM chart is given by 
. Optimal Gauge Limit Placement
In practice, the placement of group or gauge limits is often predetermined through the use of standard gauges. However, in some circumstances design of the step gauge is possible and we may wish to determine the optimal gauge limits. In any event, it is of interest to compare the efficiency of utilizing grouped data relative to the traditional variables based approaches. Clearly, grouped data will be less efficient since some information is lost due to the grouping. As will be shown, however, this loss of information is small for well chosen group limits, and, as a result, may be more than compensated for by lower data collection costs.
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The methodology presented in Sections 2-4 is applicable for hypothesis tests involving any parameters from any distribution so long as H 0 and H 1 completely specify the distribution. However, the efficiency of the method and optimal group limits depend on the underlying distribution of the quality characteristic of interest. We derive optimal gauge limits for SPRT and CUSUM procedures for detecting mean shifts of a normal distribution with known standard deviation. We assume, without the loss of generality, that in-control, the process has mean µ 0 = 0 and standard deviation σ = 1.
The goal of our SPRT is to distinguish between µ 0 and µ 1 . As a result, we may maximize the SPRT's ability to differentiate between the two parameter values by determining the gauge limits that maximize the difference between the expected loglikelihood ratio weight (2.2) under µ 0 and under µ 1 . With this goal in mind, we solve the following maximization problem:
where l is a random variable equal to l j with probability π j for j = 1,2,K, k . We use l rather than s, as defined in Section 3, to ensure that the optimal gauge limits do not depend on the scaling factor used. Strictly speaking the above optimization problem is appropriate only if we are equally interested in the parameter values µ 0 and µ 1 . If not, we should consider a weighted difference of the expected log-likelihood ratio. However, the solution of (5.1) will provide guidance as to the best gauge limits in any event.
This maximization problem is solved using the Nelder-Mead simplex algorithm (Press et al., 1988) . Results for various parameter values are given in Table 1 . To save space the optimal solutions in Table 1 are given in terms of ∆t , where given µ 0 , µ 1 and σ the optimal gauge limits are t = µ 0 + µ 1 ( ) 2 + σ ∆ t . For example, when µ 0 = 12, µ 1 = 15 and σ = 2, and the number of groups equals four we get optimal gauge limits (11.26, 13.5, 15.74). The effect of µ 1 − µ 0 on the optimal gauge limits written in terms of ∆t is small. Thus, from Table 1 , close to optimal gauge limits can be determined for most situations. Table 2 by µ 1 yields near optimal gauge limits.
Not surprisingly the optimal gauge limits for CUSUM charts are different from the optimal limits for SPRTs. It is of interest to evaluate the loss in efficiency that must be expected when articles are gauged into groups rather than measured precisely. A direct comparison of the grouped data CUSUM and the traditional variables based approach is difficult due to the discrete nature of any scheme that utilizes categorical data. However, using interpolation, as given by (5.2), a comparison can be made. Using the solution approach suggested by Brook and Evans (1972) for a variables CUSUM when H 0 : µ 0 = 0 , H 1 : µ 1 = 1, with σ = 1 and h = 5 we obtain ARLs of 904.81 and 10.39 at the null and alternate mean values. We consider grouped data CUSUMs with two to six groups. The log-likelihood ratio weights presented in Table 3 are derived using the optimal gauge limits suggested in Table 2 . The group scores are given by (2.3) with q = 50 l k − l 1 ( ), where k equals the number of groups. To conduct the comparison we set ARL 0 = 904.81 and find h − and h + . Equation ( ) . Table 4 shows that the ARL properties improve significantly as the number of groups increases. 
. Design of Grouped Data SPRTs and CUSUM Procedures
To assist the practitioner implement grouped data SPRTs or CUSUMs to test H 0 : Grouped Data SPRT Design Algorithm S1. Determine, based on application, the null and alternate parameter values θ 0 and θ 1 , and the maximum desired type I and II error rates α and β respectively.
S2
. Set group limits ( t i ' s) either at optimal values as discussed in Section 5, or at predetermined values based on the application.
S3.
Use Equation (2.2) to calculate the log-likelihood ratio weight for each group.
S4.
Derive integer group scores using (2.3). If the application allows use
Common factors in the resultant scores can be removed without affecting the efficiency of the procedure. 
S7.
Using ξ j and Equation (3.1) calculate P accept at θ = θ 0 and θ = θ 1 . Denote the actual error rates obtained by α a = 1 − P accept θ 0 ( ) and β a = P accept θ 1 ( ). C6. Adjust h as follows:
close to ARL 0 and a larger value if not.
Consider the following example to illustrate the solution procedure. We first design an appropriate SPRT. In control the process of interest is normal with mean µ 0 = 74.3 and standard deviation σ = 1.3, and we wish to detect mean shifts to µ 1 = 75.6 (i.e. mean shifts of one standard deviation unit). Using a standardized gauge the group limits are t = (74, 75, 76) . This implies group probabilities of (0.4087, 0.2961, 0.1997, 0.0955) and (0.1092, 0.2130, 0.2986, 0.3792) under H 0 and H 1 respectively. The log-likelihood ratios (2.2) are thus (-1.3200, -0.3294, 0.4096, 1.3791) . Based on the application, the error rates α and β should both be less than 0.1. This completes Steps S1-S3. Scaling the weights as recommended in Step S4 yields scores −24, − 6, 8, 26 ( ) . These scores have a common factor of two, thus without any loss in efficiency, we use w = −12, − 3, 4, 13
Since the scaling factor needed to yield w is q = 9.26 the recommended initial estimates for the absorbing barriers using the scaled Wald approximations are -21 and 21. Table 5 shows the results of the iteration S6-S9. The best solution occurred at iteration 8. Based To illustrate the design of a CUSUM, consider the example given in Steiner et al. (1994) . That example concerned the manufacture of metal fasteners in a progressive die units. Thus, the ARLs of this fixed sample size chart, in terms of the number of units examined before a signal, are 5400 = 27 .005 and 27.1 units when the process is "incontrol" and "out-of-control" respectively. Since this example involves detection of a fairly small mean shift a CUSUM chart is expected to outperform a Shewhart type control chart.
Assuming we wish to do at least as well as the fixed sample size approach, set ARL 0 = 5400.
Step C2 yields group weights (-1.7492, -0.9553, -0.4503, 0, 0.4503, 0.9553, 1.7492) , and corresponding group scores w = (-25, -14, -6, 0, 6, 14, 25) .
From previous experience h = 76 was taken as an initial guess. The results of iterating through steps C3-C6 is shown in Table 6 . Since the first iterations yielded ARL µ 0 ( ) values significantly less than 5400, h was incremented by five units at a time for the first 4
iterations. The best solution is h = 98 with ARL µ 0 ( ) = 5646 and ARL µ 1 ( ) = 14.6. This grouped data CUSUM has approximately the same performance as the fixed sample size approach at the null, but is dramatically better at the alternate mean. 
. Extension to Samples of Size n
In this article we have focused on the unit sequential implementation of grouped data SPRTs and CUSUMs. However, the same methodology is appropriate when using larger samples. For a sample of size n, where n j observations are classified into the jth group, the sample weight, defined as the sum of the individual log-likelihood ratios, is Fortunately, we need only consider moderate sample sizes and numbers of groups. If the sample size is large, a normal approximation solution is appropriate, and if the number of groups is large, the problem can be accurately approximated by assuming variables data.
To derive solutions for samples of size n, make the following substitutions in the analysis of the previous sections: k = m , w i = z i and π i = p i . Note that if the desired sample size is large then the scaling factor q may need to be reduced since the spread in the sample scores is now n max w ( )− min w ( ) [ ] , and that N refers to the number of samples until absorption whereas n is the sample size.
. Summary
We propose an integer scoring procedure for sequential tests with grouped data.
Group scores are integer approximations of the parametric multinomial likelihood ratio.
We show how to derive false alarm rates, power, average sampling number and average run length of grouped data SPRTs and CUSUM procedures.
Step-by-step algorithms to determine design parameters are presented. The resulting SPRTs and CUSUM procedures are easily implemented on the shop floor. Optimal grouping criterion for the normal mean case are also discussed. Grouped data are a natural compromise between the low data collection and implementation costs of binomial (2-group) data and the high information content of variables ( ∞-group) data.
