Communication games are collaborative information processing tasks involving a number of players with limited communication. Such games are useful tools for studying physical theories. A physical theory exhibits preparation contextuality whenever observed behaviour cannot be explained by a preparation noncontextual model. Here we show that there is a fundamental connection between the performance in communication games and the degree of preparation (non)contextuality. For this purpose, we present a general framework that allows us to construct communication games such that the game performance corresponds to a measure of preparation (non)contextuality. We illustrate the power of this framework by deriving several tests of preparation contextuality, using it to explain previous results, and solve one open problem. Specifically, we provide a simple explanation for the quantum preparation contextuality found by [A. Ambainis et al. arXiv:1607.05490] and construct a communication game that reveals the preparation contextuality of the maximally mixed quantum state in any dimension.
Introduction.-Communication games are tools by which one can study fundamental limiting features of physical theories in terms of their ability to process information. In these games, a number of parties intend to jointly solve a task despite the amount and type of communication being constrained by some rules. Therefore, the partnership can only solve the task with some probability. The probability of solving the task depends on the physical theory by which the partnership is assumed to operate. For this reason, communication games are often used to study the limitations of physical theories [1] [2] [3] , in particular the relation between quantum theory and classical theories. Therefore, these games provide tools for identifying and quantifying quantum supremacy [4] [5] [6] [7] [8] [9] .
In a specific game, called parity-oblivious multiplexing [10] , a party Alice holds two bits and another party Bob attempts to gain knowledge on one of these bits. Alice does not know which bit Bob is interested in, but she may send him some information as long as that information reveals nothing about the parity of her two bits. Interestingly, it has been shown that whenever a physical theory manages to outperform the optimal classical strategy in this game, the system must exhibit preparation contextuality [10] . Preparation noncontextuality is the assumption that, for a given operational theory, if two preparations of a system cannot be distinguished by any measurement allowed in that theory, then the hidden variables which govern the outcome of a measurement applied to each preparation respectively must have the same distribution [11] . That is, if in principle no difference can be observed between two preparations, then there is no difference in the physics of these preparations. Preparation noncontextuality (and also the analog concept of measurement noncontextuality [11] ), have been applied in several interesting ways [10, [12] [13] [14] [15] . Thus, the above motivates a much broader question: is there a general connection between outperforming classical limitations in communication games and preparation contextuality?
It is interesting to point out that the optimal quantum performance in parity-oblivious multiplexing is no different than what is found for the standard 2 → 1 random access code [16, 17] in which the parity-oblivious constraint is relaxed to Alice sending at most one bit of information to Bob. Therefore, parity-oblivious multiplexing can be regarded as a 2 → 1 random access code with an additional parity-oblivious constraint, which happens to be satisfied by the optimal quantum protocol for the 2 → 1 random access code. Nevertheless, the additional parityoblivious constraint is the reason that parity-oblivious multiplexing can be linked to preparation contextuality, whilst the 2 → 1 random access code cannot.
Recent work [12] has generalized parity-oblivious multiplexing from two binary to two d-valued inputs for Alice in which outperforming the best classical strategy for a specific d certifies that the system exhibits preparation contextuality. Again, these games can be seen as random access codes like those in Ref. [18] with an additional parity-oblivious constraint. Interestingly, it was shown that for d = 3, 4, 5 the optimal (known) quantum performance is lower than the analog random access code i.e., the parity-oblivious constraint has a non-trivial affect on the quantum performance. However: the reason why the parity-obliviouness has an impact on the quantum performance only when d ≥ 3, and why this impact appears for games linked to preparation contextuality are interesting open problems.
Here, we will present a general framework for constructing communication games in such a way that the performance in a game corresponds to the value of the operator in a preparation noncontextuality inequality, i.e., an inequality satisfied by all preparation noncontextual models, the violation of which implies that the system manifests preparation contextuality. We will apply our framework to study preparation contextuality as obtained by means of quantum theory in several examples. We will use this framework to explain, qualitatively and quantitatively, why and how parity obliviousness only affects the quantum performance in the games of Refs. [10, 12] when d ≥ 3. We also use this framework to solve an open problem in this field, namely, demonstrating the preparation contextuality of the maximally mixed quantum state in any dimension [11, 12] . For that, we identify a family of communication games which reveals this preparation contextuality.
Bipartite communication games.-In a two-player communication game, a party Alice (Bob) holds a set of data denoted x ∈ I A (y ∈ I B ) sampled with a probability distribution p A (x) (p B (y)) over the space I A (I B ).
Alice will encode x into a information-carrying resource (a preparation) which is sent to Bob who attempts to decode it according to a measurement labeled y. This yields an outcome b from which Bob aims to compute some task-functions {T k (x, y)} N k=1 for his chosen y. We require that the task-functions are such that ∀x∀y :
Bob can at most compute one task-function for a given outcome b. Depending on which task-function (if any) Bob manages to compute with b, the partnership receives a payoff $ k (x, y). For simplicity and without loss of generality one can normalize the payoffs such that |$ k (x, y)| ≤ 1. The average payoff earned by the partnership is written
(1) which we call the performance of the game.
So far, Alice could just send Bob her entire data set x from which he could trivially compute the most rewarding T k and achieve maximal performance in the game. Therefore, we must impose some set of communication constraints which, at the very least, should forbid trivial strategies and ensure that the communication game is nontrivial.
Link to preparation noncontextuality inequalities.-A model is said to be preparation noncontextual [11] if
where λ is the hidden variable, P and P ′ are two preparations and M is a measurement. That is, if there is no measurement M that can distinguish between P and P ′ , then they are assumed to be associated to the same hidden variable distribution.
We will now show that one can systematically choose suitable communication constraints for communication games, in such a way that the premise of Eq. (2) is satisfied and that the assumption of preparation noncontextuality leads to a preparation noncontextuality inequality in which the performance of the game is the operator. Partition I A in L different ways, each into D sets labeled S j i with i ∈ {1, . . . , D} and j ∈ {1, . . . , L}. That is; ∀j :
′ . Now, choose communication constraints as follows: impose an obliviousness constraint ∀y∀b :
Here
serves as a normalization. Thus, no matter the performed measurement and observed outcome; Bob gains no information, as compared to what he knew before communication, about to which set S j i the data x of Alice belongs. To see that this in fact leads to the premise of the preparation noncontextuality assumption in Eq. (2), we apply Bayes' rule to the above summands: p(x|b, y) = p(b|x, y)p(x|y)/p(b|y). Using that preparations are independent of how they are to be measured, we can write the obliviousness constraint in Eq.(3) as ∀y∀b :
We note that
is the probability distribution of the preparations normalized over the set S j i . Therefore, each side of Eq.(4) can be regarded as a convex combination. Now, note that the probability that the outcome b for a given measurement was obtained from a preparation associated to S j i is the convex mixing of its constitutes:
. This is exactly the premise of the preparation noncontextuality statement in Eq. (2). Thus, a preparation noncontextual hidden variable model would require
means that even with the knowledge of the hidden variable the obliviousness constraint still holds.
The obliviousness constraint limits the composition of Alice's preparations. For such tasks, there exists a computable optimal preparation noncontextual hidden variable performance p pnchv obtained by maximizing $ x,y over all deterministic strategies that respect the obliviousness constraint in Eq.(3). Hence,
is a preparation noncontextuality inequality.
Clearly, there is a plethora of ways in which one can choose the communication constraints for a given communication game so that the performance corresponds to a preparation noncontextuality inequality. For the same reasons it is hard to know e.g., which Bell inequalities that can be violated by quantum theory, or which nonlocal computation tasks that admit a quantum advantage, or which functions that allow for a quantum reduction of complexity, it is also hard to know which of our preparation noncontextuality inequalities that can be violated. However, just as with Bell inequalities, nonlocal computation, and communication complexity reduction, we can find many cases in which our preparation noncontextuality inequalities are nontrivial.
In what follows, we will illustrate the application of our method by giving examples of communication games from which we construct preparation noncontextuality inequalities. Then, we will study their quantum violations from different perspectives.
Example 1.-We consider a broad family of communication games, known as random access codes, in which Alice holds x = x 1 . . .
n , and Bob holds y ∈ {1, . . . , n} with p B (y) = 1/n. We require only a single task-function, namely T = x y with an associated payoff $ = 1. We partition I A : for every j = j 1 . . . j n ∈ {0, 1} n with n r=1 j r ≥ 2, partition I A into S (6) The right-hand-side is the preparation noncontextual bound. To compute this, note that the obliviousness constraint is invariant under permutations of the order of the elements x 1 . . . x n in Alice's string x, and if we send more than one entry of the string x the obliviousness constraint is violated. Therefore, we can without loss of generality imagine that Alice always sends her first entry x 1 to Bob. Hence, if y = 1 Bob always finds b = x y , whereas if y = 1 he will have to guess, succeeding with probability 1/d. This returns the bound in Eq.(6).
Notice the following: i) if we set d = 2 we recover all the preparation noncontextuality inequalities derived in Ref. [10] , and ii) if we set n = 2 we obtain all the preparation noncontextuality inequalities derived in Ref. [12] . However, one we may consider choices of (n, d) beyond the above special cases. For instance, we have numerically optimized the the case of (n, d) = (3, 3) in a quantum model and obtained $ Explaining the preparation contextuality under parityobliviousness in Refs. [10, 12] -Previously, we mentioned that in parity-oblivious multiplexing, corresponding to us setting (n, d) = (2, 2), the quantum performance as compared to the associated 2 → 1 random access code is unaffected by the additional parity-oblivious requirement (the obliviousness constraint). However, when d ≥ 3 this is no longer the case, as compared to the associated random access code with two d-valued inputs [18] . We shall now give a simple explanation which quantitatively and qualitatively illustrates why d = 2 upholds this difference to d ≥ 3.
First, notice that when we set n = 2 the preparation noncontextual bound in Eq.(6) becomes p nchv = 1/2(1 + 1/d), which coincides with the classical bound of the associated random access code with two d-valued inputs in Ref. [18] . Random access codes with n = 2 have a realization based on entanglement powered by the violation of a Bell inequality in which Alice (Bob) has d (2) settings with d outcomes [19] . For d = 3, 4, 5 the maximal known violations of these inequalities are obtained from measurements on a maximally entangled state of local dimension d. Therefore, the local measurement l of Alice necessarily renders, with uniform probability, the local state ρ B of Bob in one of the d states constituting an orthonormal basis of local Hilbert space. The corresponding probability-weighted average of these states is the maximally mixed state, regardless of Alice's measurement. For a given setting l, let us associate the set of possible post-measurement states of Bob, {ρ
, to the set of states in the communication game with parity l, {ρ x } par(x)=l . Then, we can directly map the violations of the Bell inequalities in Ref. [19] to valid quantum performances in the communication game whilst respecting parity-obliviousness: ∀i, i ′ : x∈Si ρ x = x∈S i ′ ρ x . This falls well in line with the optimizations performed for d = 3, 4, 5 in [12] returning that the optimal quantum performance is found for x∈Si ρ x = 1. Indeed, the known maximal violations of the Bell inequalities tailored to random access codes do coincide very accurately with the results of Ref. [12] for d = 3, 4. For d = 5 the violation of the Bell inequality is even slightly larger than what was obtained in Ref. [12] , which means that quantum preparation contextuality is in fact slightly stronger than originally believed.
In contrast, when we set d = 2, the Bell inequality in Ref. [19] reduces to the CHSH-inequality, for which the Tsirelson bound is p Q = 1/2 1 + 1/ √ 2 [20] . This is the same as the quantum performance of the 2 → 1 random access code with quantum communication. Therefore, we would not expect parity-obliviousness to have any influence on maximal quantum preparation contextuality in parity-oblivious multiplexing.
Example 2.-Consider the following game presented in Ref. [21] : Alice holds x = x 0 x 1 ∈ {0, . . . , d − 1} × {0, 1} = I A with p A (x) = 1/2d, and Bob holds y ∈ {0, 1} with p B (y) = 1/2. There are 2⌊ 
The classical bound can be achieved by Alice always sending x 0 to Bob, and Bob always outputting b = x 0 . It was shown in Ref. [21] that every violation of the CGLMP inequalities [22] , which constitute facets of the local polytope in Bell scenarios with two settings and d outcomes, directly translates into a violation of the classical bound of this communication game.
We aim to re-construct this game so that $ x,y becomes a measure of preparation contextuality. For this purpose, let us make a partition of Alice's data space I A into S i = {x|x 1 = i} for i = 0, 1, and impose the associated obliviousness constraint reading
It is evident that more than log d bits of communicated information about x will violate the obliviousness constraint since that will involve sending some information about x 1 . Therefore, since the above mentioned classical strategy clearly respects the obliviousness constraint, it follows that Eq. (7) is a valid preparation noncontextuality inequality when Alice's preparations respect the stated obliviousness constraint.
We shall now show that maximal violations of the CGLMP inequalities directly correspond to an analog violation of the preparation noncontextuality inequality, Eq. [23] . Depending on her outcome she renders Bob's system in some state with some probability. The marginal probability distribution of Alice is in fact uniform as it is easily shown that ∀x 0 ∀x 1 tr A x1 x0 ⊗ 1ρ AB = 1/d. Thus, we choose Alice's state preparations ρ x0x1 as the local state of Bob for each given measurement x 1 and each outcome x 0 of Alice:
The obliviousness constraint is trivially satisfied since
using that x0 A x1 x0 = 1. Therefore, it follows immediately that if Bob performs the measurements used to maximally violate the CGLMP inequalities, the violation of that inequality directly maps into an analog quantum performance in Eq. (7), violating the preparation noncontextual bound, which respects the obliviousness constraint and is therefore a manifestation of preparation contextuality. In Appendix A we explicitly calculate the quantum performance.
Maximally mixed quantum states are preparation contextual.-Spekkens showed the preparation contextuality of the maximally mixed qubit state [11] , and a similar proof for arbitrary mixed qubit states was given in Ref. [24] . By use of communication games, the preparation contextuality of the maximally mixed quantum state of dimension d = 3, 4, 5 was shown in Ref. [12] , and the extension to any d was left as the main open problem. We will now use the above discussed communication game to solve this open problem.
Let us choose all γ k = 1 so that |ψ becomes the maximally entangled state. We keep the same measurements as above, i.e., those used to maximally violate the CGLMP inequalities. Then, it follows from Eq.(9) that the preparations of Alice averaged over S 0 and S 1 are nothing but the maximally mixed state. Hence, for every violation of the CGLMP inequalities with the given measurements and a shared maximally entangled state, there is an analog violation of our preparation noncontextuality inequality in Eq.(7). Since it is known that such violations of the CGLMP inequalities exist for all d [22] it follows that our communication game reveals the preparation contextuality of the maximally mixed quantum state of any dimension. We duly note that in the same spirit, by changing the shared entangled state between Alice and Bob, our communication games can be used to reveal the preparation contextuality of many nonmaximally mixed quantum states in any dimension. The quantum performance achieved for the maximally mixed states is calculated in Appendix B.
Conclusions.-We have presented a general framework for imposing a communication constraint on arbitrary bipartite communication games so that they can be mapped to measures of preparation (non)contextuality. We provided a simple explanation of the results of Refs. [10, 12] by establishing a link to Bell inequalities, and also presented a game that can be used to reveal the preparation contextuality of the maximally mixed quantum state in any dimension.
There are several key open problems and directions of future research of which we mention a few: 1) Do communication games with communication constraints that do not respect any obliviousness constraint (and hence do not map to preparation noncontextuality inequalities) admit a connection to some fundamental physical assumption in the same spirit as presented here for games respecting an obliviousness constraint? 2) If a communication game involves more than two players, can a general connection similar to the one outlined here be established between the performance of the game and the operator in a preparation and transformation noncontextuality inequality? 3) We used Bell inequalities to explain the results of Refs. [10, 12] . This may suggest there is a deeper connection between general Bell inequality violations and preparation contextuality, which would be interesting to explore. We duly note that the particular case of the CHSH inequality and parity-oblivious multiplexing has been considered in Ref. [3] . 4) Our games require the obliviousness constraint to be satisfied by the sender, whilst making no assumptions on the measurements of the receiver. Therefore, it would be interesting if one can find one-sided device independent quantum information applications powered by preparation contextuality. Then, by construction, we will achieve a quantum performance analogous to the violations of the CGLMP inequalities. We explicitly compute this.
The preparations of Alice defined in Eq. (8) can be expanded to the form
where we have additionally let x 0 → x 0 − 1 whenever x 1 = 1. That is no more than a simple relabeling of Alice. The probability distribution of Bob's outcome is p(b|x 0 , x 1 , y) = 1
γ k γ j ω (k−j)(x0−b+αx 1 +βy−δx 1 ,1) .
(11) For the probabilities of our interest, as specified in Eq. (7), put b = T q r . The resulting distribution does not depend
