Abstract. We propose a method for localizing and recognizing brand logos in natural images. The task is extremely challenging, due to the various changes in the appearance of the logos. We construct class templates by matching features between examples of the same class to build homographies. An interconnections graph is developed for each class and the representative points are added to the class model. Finally, each class is depicted by the reunion of the suitable keypoints and descriptors, thus leading to a high precision of the proposed logo recognition system. Results show that we outperform the state of the art systems on the challenging Flickr-32 database.
Introduction
A logo is a graphic entity containing colors, shapes, textures, and perhaps text as well, organized in some spatial layout format. Logo localization and recognition is a subproblem of object detection and recognition and a challenging pattern recognition task. Being of interest for the marketing industry (e.g. to measure the impact of an advertising campaign), trademark registration or vehicle tracking, logo recognition has gained consistent attention in the last few years. Yet, the problem of integrated recognition (i.e. detection/localization + recognition) still remains unresolved. As the number of brands having personalized logos increases every day, such recognition systems require robust processing capabilities to support high numbers of classes.
The challenges of a logo detection system are due to perspective deformations, varying background, possible occlusions, scaling variability (from high resolutions of 1000×1000 to 20×20). Furthermore, although the objects are almost planar, there are situations when the pattern suffers from warping. Finally, the main difference to near-duplicate retrieval approaches is the high intra-class variability, as a certain brand logo can have variations in the used colors or even in shape. Examples that illustrate some of the mentioned issues are in figure 1. State of the art. The algorithms from the generic class of object recognition can be divided in two categories: generative [1] , [2] . and discriminative [3] , [4] . Discriminative techniques use the information concerning all the existing classes and train classifiers to distinguish between them. They are distressed by missing data and prior knowledge. Generative algorithms create object class models using, separately, the data of each class, being more suitable to high intra-class variation as is the case of logo recognition. The proposed method falls in the generative category.
To deal with extreme viewpoint changes, Schneiderman et al. [2] or Bernstein and Amit [5] used the aspect graphs for simulating the perspective point variation in mixture models, idea which is developed in the current work. Yet, they construct multiple models per class, while we use a single model.
Next, into the specific problem of the logo recognition, we note two main directions: general logo recognition and specific domain recognition such as vehicle logo. The first approaches [6] , [7] , [8] concerning generic logo recognition were limited in handling large image collections. Later methods [9] did recognize logos by performing frequent item-set mining to discover association rules in spatial pyramids of visual words. Revaud et al. [10] use a bag-of-words (BoW) based approach coupled with learned weights to penalize inter-class appearances, while Romberg et al. [11] enhanced the BoW system by embedding spatial knowledge into the cascaded index. Romberg and Lienhart, [12] , extended the BoW by bundling on the min-hashing of SIFT-based visual words. However, most work done in this direction has the purpose of image retrieval, which is more permissive as compared to localization (aimed here), since the actual location is not reported. For vehicle logo detection, the problem of localization is handled [13] , but on small databases with few classes.
Database For a realistic evaluation of the proposed method, we chose the Flickr Logos-32 database [11] , which was formed by careful selecting images from collections of photos in a real word environment, depicting brand logos. The testing/ training scheme is the same as in the case of Romberg et al. [11] : 30 images per class for training and 30 images per class for testing phase for a total of 32 classes. For the training phase, we used only the crops of the logos in the images, while for the test part, we scan the entire images.
We chose FlickrLogos-32 over the BelgaLogos dataset [7] , as the latter was originally used for logo retrieval rather than for classification and it only defines a small number of images per class with limited variability. Taking into account the average object size, when compared to other databases for object detection, FlickrLogos-32 can be considered a small-object dataset.
Class description by class model
The proposed method builds a class model by starting with SIFT features extraction from the training logo crops. The features are then matched and, using random sample consensus, a homography transform is found to stitch each 2 images of the same class in the training set. This pairing in fact builds a graph of the interconnections of images. The image with most links will represent its class and the entire model will be built on top of it. Using the graph and the homopraphies found, all the images are projected on the plane of the central one. Using a quality map for each matching, the suitable keypoints and features are chosen to be part of the model that is further used in detection and recognition.
Feature extraction To learn the logo classes, the most relevant features are extracted using the Scale-invariant feature transform (SIFT) [14] algorithm: the Difference-of-Gausssians (DoG) locator of keypoints and the description of the keypoints' vicinity by the SIFT local features. We used the following adaptation: the edge threshold that eliminates peaks of the DoG scale space was increased (from 10 to 100 -value empirically found) to enforce a high number of features from the logo area.
To thwart the very small size of some logos, we increased the number of features extracted, by upscaling the small images at 200 pixels while keeping the aspect ratio. A similar idea is in [10] , but we differ by the fact we did not enlarge all the images, to keep the running time low.
Image matching In this stage we develop the process of image stitching for finding correspondences between the features of each two training images from every class. The basic image stitching algorithm uses the VLFeat open source code. Given the features from two input images, we match them with the algorithm from [15] , which rejects the correspondences that are too ambiguous.
Once the features are matched, the correspondences of their locations should indicate the transform that projects the second image onto the plane of the first one. This transform, called the homography transform and denoted by H, has the role of moving a point (a, b) from the plane of the first image to the coordinates (x, y) on the plane of the second image:
Since each point correspondence provides 2 equations, 4 correspondences suffice in solving the 8 degrees of freedom of H. Often, more than 4 correspondences are available for a more robust solution.
To address the problem of outliers, the RANSAC (random sample consensus) algorithm is employed to estimate H [15] . For each 4 feature correspondences, the homography H between them is found with the direct linear transformation (DLT) [16] . This is repeated n times and the solution with most inliers is selected: the winner is the case when the projections are consistent with H within a tolerance of pixels. Our experiments proved that at least 20 pairs of points should be matched in order to obtain a correct homography.
The algorithm should iterate enough to maximize the chance to find the best match. Given the probability p i that a feature match is correct between a pair of matching images (the inlier probability), the probability of finding the correct transformation p(H Correct ) after n trials is:
We modify the algorithm by significantly augmenting the number of trials to 200,000 iterations, compared to 500 used in [15] as logos are smaller, possibly occluded and with fewer keypoints than panoramas. If the number of inliers is high, then the homography is quickly found and, to limit the calculus, we introduced a stopping criteria based on obtaining a score above a threshold for the homography.
In the test phase, this same algorithm is used to match the test images to the class models and often no matches are found. Here, also to limit the time, if the initial number of matching pairs is below 20, then the algorithm decides that there is no chance of finding a suitable homography and exits.
The interconnections graph To sum up, the training process consists in estimating the homography between each 2 training crops of logos of the same class with RANSAC. Thus for n crops images per class, n(n − 1)/2 image pairs are matched. Due to occlusions, inverted colors, or large variations or distortions in shape, not all the pairs of images have enough matching points to output an appropriate homography. In the end, the output of the matching procedure is a graph if only some nodes (images) are connected, similar to the idea in [11] .
Each class will finally have a graph expressing the doable connections between its training images and most likely a core image (i.e. the one most connected to the others). The model of the class will be built on it, since it is clearly the most representative image in the class. We illustrate this in figure 2 by showing an example with a high number of image connections.
The class model Each link between two images indicates different keypoints that are being used in the matching, since each image in particular has its own representative features. For example figure 3 proves that in the first case some keypoints are selected, while in the second, others are highlighted in the matching process. The consequence is that if only one of the images in the training set is used to represent the class, many important features can be lost. The main idea of the training stage is to conglomerate all the representative keypoints and their corresponding descriptors. We choose the central image to be the one on which this aggregation takes place, since it is obviously the best to represent the class. Using the homographies found, all the images are projected on the plane of the central image. The projected locations of the important keypoints from these images are computed and, in the end, the model of the class will be the central image described by the reunion of all the suitable points and descriptors in the class. Figure 3 shows the result of the aggregation of the keypoints from the two images, proving that each matching process reveals different pairs of keypoints that must be merged in order to obtain the best representation of the logo.
The merging is an easy task if the images are directly connected to the core image. This part of the training stage resembles [13] , with the difference that there, the most representative image is manually selected. Moreover, they consider a smaller database where all the images connect to the chosen one. Contrary, we take into account also the case of the images that have no direct link to the central image by considering the path from that image to the central one. For example, in figure 2 images 1 and n are connected through images 2, 3, . . . n − 1. The homography between image 1 and n is the composition of the homographies of the images connecting them: 
To select the shortest path (as it introduces fewest errors), from the many possible ones existing between two images, we use the Djikstra algorithm on the image connections graph. Given the corresponding coordinates of the points between any training image to the core image, we select the most representative keypoints for further use by computing the quality of match.
The quality map The quality of matching is retrieved by means of quality map, which is built for each pair of images stitched. The map values are directly related to the correctness of the matching in that area. This procedure is similar to shape matching score from [17] : given a training set of shapes the joint distribution is computed; given an actual pair, the score is retrieved by back projecting the joint distribution.
A pixel having a good quality value is a point that represents a suitable connection between the images and is not an occlusion or distortion of the shape. Figure 4 describes the matching process and the overlaid images after applying the homography. Quantization of descriptors To keep the descriptor invariant to perspective transform, the original SIFT descriptor is stored. The final descriptor is formed by the merged keypoint vector and the merged descriptor vector of the core image, as it is more robust to perspective and more comprehensive than the central image as a model. This fact is illustrated by figure 5 .
Some of the positions found originate from the same interest points of the logo and, thus, become adjacent on the model image. Evidently, their descriptors are extremely similar. This requires a quantization step that keeps the unique keypoints and features describing the image. The quantization has the purpose of reducing the testing computation time. 3 Implementation and results
Testing
The purpose of testing is to locate logos and classify them. Given a model for each class, the testing phase tries to match the current image to be tested against all the class models. The matching is done just as in the training phase, using SIFT feature matching and RANSAC search for the correct homography. Since now the logos are part of natural images, with large areas of non-uniform background yielding a considerable number of keypoints, the ratio of outliers versus inliers is higher than in training phase, where we used only the logo crops. This motivates the use of a high number of iterations in the RANSAC stage. The same type of quality map is built for each matching result and its average is used as an indicator of the quality of the image stitching. If the score is high enough, the decision is taken that the logo is present. The system will indicate its position and the corresponding homography that stitches the model of the logo class to the test image. An example of detection after matching a high number of keypoints is in figure 7 (a) . If after being confronted to all the class models, no score is large enough, then the test image will be classified as "no-logo". The training phase has taught us that small sized logos do not present enough features to be correctly represented and then classified. Thus, the test images might contain also very small logos. Since there is no information about their sizes or locations, we doubled the size of test images before trying the matching. Figure 6 shows a case when the detection fails as the logo in the test image is extremely small. (b) presents the solution of the problem by enlarging the test image.
Results. Comparison with state of the art
We have obtained 100% classification rate for 13 classes and over 90% for 20 classes and respectively 84,06% for the entire dataset. A true detection is if the found logo is present in that image. The localization is correct if the intersectionover-union, (i.e. Jaccard index), is above 50% [18] . The results are better described by the confusion matrix presented in figure 6 (c). Again we have used the same scenario as Romberg et al. [11] . Comparative results may be seen in table 1. To show the benefits of the proposed homography based construction, we considered the central image as class model as discussed in [13] for vehicle logo recognition. Examples of the method detecting logos in extreme situations, such as small sizes, highly occluded or very blurred are in figure 7 .
