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Abstract
We consider combined power-type nonlinear scalar field equations with the Sobolev
critical exponent. In [3], it was shown that if the frequency parameter is sufficiently
small, then the positive ground state is nondegenerate and linearly unstable, together
with an application to a study of global dynamics for nonlinear Schro¨dinger equa-
tions. In this paper, we prove the nondegeneracy and linear instability of the ground
state frequency for sufficiently large frequency parameters. Moreover, we show that
the derivative of the mass of ground state with respect to the frequency is negative.
1 Introduction
In this paper, we study the linear instability and the nondegeneracy of ground state to
the scalar field equation of the form
ωu−∆u− |u|p−1u− |u| 4d−2u = 0 in Rd, (1.1)
where d ≥ 3, ω > 0 and 1 < p < d+2d−2 . These subjects (linear instability/nondegeneracy)
are related to the study of the “global dynamics around ground state” for the corre-
sponding evolution equations (see [3, 27, 28]); evolution equations corresponding to (1.1)
are the nonlinear Schro¨dinger equation
i
∂ψ
∂t
+∆ψ + |ψ|p−1ψ + |ψ| 4d−2ψ = 0 in Rd × R, (1.2)
and the nonlinear Klein-Gordon equation
∂2ψ
∂t2
−∆ψ + ψ − |ψ|p−1ψ − |ψ| 4d−2ψ = 0 in Rd × R. (1.3)
Furthermore, for various equations, the linear instability and nondegeneracy of ground
state has been studied in connection with standing waves (see, e.g., [9, 11, 12, 14, 17, 23,
24, 31] for the linear instability and [15, 18, 20, 22, 32] for the nondegeneracy). Here, by
a standing wave, we mean a solution of the form ψ(t, x) = eiωtu(x) for some ω > 0 and
some function u on Rd.
We shall make clear what the ground state means. To this end, we introduce a
functional Sω as
Sω(u) := ω
2
‖u‖2L2 +
1
2
‖∇u‖2L2 −
1
p+ 1
‖u‖p+1
Lp+1
− 1
2∗
‖u‖2∗L2∗ , (1.4)
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where
2∗ :=
2d
d− 2 . (1.5)
This functional Sω is called the action associated with (1.1). Then, by a ground state,
we mean the least action solution among all nontrivial solutions to (1.1) in H1(Rd).
For most of the scalar field equations, a ground state can be obtained as a minimizer
of some variational (minimization) problem of the associate action. Furthermore, the
variational value introduces an invariant set. The study of solutions in such an invariant
set has been studied by many researchers (see [1, 2, 3, 6, 7, 8, 19, 25, 26, 27, 28]).
Now, we refer to the the existence of ground state to our equation (1.1). The following
result is known (see, e.g., Proposition 1.1 in [4]):
Proposition 1.1. Assume either d = 3 and 3 < p < 5, or else d ≥ 4 and 1 < p < d+2d−2 .
Then, for any ω > 0 there exists a ground state to (1.1).
Remark 1.1. When d = 3 and 1 < p ≤ 3, we can prove the existence of ground state for
small frequencies (see, e.g., [3]): More precisely, there exists ω0 > 0 such that for any
0 < ω < ω0, the equation (1.1) admits a ground state. We do not know the existence of
ground state to (1.1) for a large ω in three dimensions.
The standard theory for semilinear elliptic equation gives us the following information
on the ground state (see [3, 10, 21]):
Lemma 1.2. Assume d ≥ 3 and 1 < p < d+2d−2 . Then, for any ω > 0, the following
holds as long as a ground state exists: any ground state Qω to (1.1) is of class C
2 on
R
d, and there exist y ∈ Rd, θ ∈ R and a positive ground state Φω to (1.1) such that
Qω(x) = e
iθΦω(x − y) for all x ∈ Rd. Furthermore, any positive ground state Φω is
strictly decreasing in the radial direction, and there exist C(ω) > 0 and δ(ω) > 0 such
that
|Φω(x)|+ |∇Φω(x)| ≤ C(ω)e−δ(ω)|x|. (1.6)
We refer to the uniqueness of ground state to (1.1) in a remark:
Remark 1.2. (i) Assume 3 ≤ d ≤ 6 and 4d−2 ≤ p < d+2d−2 . Then, we can verify that the
result of Pucci and Serrin [29] is applicable (see [4, Appendix C]), and find that a positive
solution to (1.1) is unique.
(ii) Assume d ≥ 5 and 1 < p < d+2d−2 . Then in [4], it was proved that there exists ω1 > 0
such that for any ω > ω1, the positive radial ground state to (1.1) is unique.
(iii) Assume d = 3 and 3 < p < 5. Then, it follows from the result by Coles and Gustafson
[6] that for any sufficiently large ω > 0, the positive ground state to (1.1) is unique.
We find from Lemma 19 and Lemma 20 of [30] that the mapping ω ∈ (ω3,∞) 7→
Φω ∈ H1(Rd) is continuously differentiable, where Φω is the unique positive ground sate
to (1.1).
In order to state our results, we need to introduce several notation:
• We use ω1 to denote the frequency such that for any ω > ω1, a positive ground state
to (1.1) is unique .
• We use Φω to denote a positive ground state to (1.1).
• The symbol Lω denotes the linearized operator around Φω from H2(Rd) to L2(Rd),
namely for any u ∈ H2(Rd),
Lωu = ωu−∆u− p+ 1
2
Φp−1ω u−
p− 1
2
Φp−1ω u−
d
d− 2Φ
4
d−2
ω u− 4
d− 2Φ
4
d−2
ω u. (1.7)
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• We introduce two operators Lω,+ and Lω,− as
Lω,+ := ω −∆− pΦp−1ω −
d+ 2
d− 2Φ
4
d−2
ω , (1.8)
Lω,− := ω −∆−Φp−1ω − Φ
4
d−2
ω . (1.9)
In the study of global dynamics around the ground state for (1.2), fine properties of
the ground state are needed. On the other hand, the existence of the Sobolev critical
exponent and the failure of scale invariance make the study of ground state complicated.
A significance of this paper is that we deal with the equation (1.1) having both such
difficulties.
First, we refer to the linearized operator. It is worthwhile noting that the operator
Lω multiplied by the imaginary unit i, namely iLω, plays an important role in the
study of dynamics around ground state for the nonlinear Schro¨dinger equation (1.2) (see
[3, 8, 26, 27]). We say that the standing wave eiωt for (1.2) is linearly unstable if the
linearized operator −iLω has an eigenvalue with positive real part. One of our main
results is related to the linear instability of ground state:
Theorem 1.1. Assume d = 3 and 3 < p < 5; or d = 4 and 2 ≤ p < 3; or d ≥ 5 and
1 < p < d+2d−2 . Then, there exists ω2 > ω1 such that for any ω > ω2, the operator −iLω
has a positive eigenvalue as an operator in L2real(R
d).
We give a proof of Theorem 1.1 in Section 3.
The second main result relates to the nondegeneracy of ground state. Here, let us
recall that Φω is said to be nondegenerate in H
1
rad(R
d) if the linear problem Lω,+u = 0
has no nontrivial solution in H1rad(R
d), namely, KerLω,+
∣∣
H1rad(R
d)
= {0}.
Theorem 1.2. Assume that d = 3 and 3 < p < 5. Then, there exists ω3 > 0 such that
for any ω > ω3, the positive ground state to (1.1) is nondegenerate in H
1
rad(R
d).
Remark 1.3. In Theorem 1.1 of [4], it was proved that if d ≥ 5 and 1 < p < d+2d−2 , then
there exists ω3 > 0 such that for any ω > ω3, the positive ground state Φω to (1.1) is
nondegenerate. When d = 4, the nondegeneracy of ground state to (1.1) is still open.
The proof is basically the same as the one of Theorem 1.1 in [4]. The main difference
between our Theorem 1.2 and Theorem 1.1 in [4] is the integrability of the Talenti function
(see (1.16) below). More precisely, in [4], the case d ≥ 5 is only dealt with, and the fact
thatW ∈ L2(Rd) was essential. On the other hand, in our case d = 3, the Talenti function
is not in L2(R3), which gives rise to some difficulty in an application of the argument
of [4]. To overcome this difficulty, we employ the resolvent expansion (see Lemma 4.2
below). We give a proof of Theorem 1.2 in Section 4.
The last main result of this paper relates to the sufficient condition of instability for
standing waves obtained by Grillakis, Shatah and Strauss [13]. More precisely, they gave
a sufficient condition of the orbital stability for standing waves to a general Hamiltonian
system under some assumption of the linearized operator. For nonlinear Schro¨dinger
equations, the condition is described by the derivative of the mass of standing wave
with respect to the frequency parameter; the positivity and the negativity imply the
stability and the instability, respectively. Moreover, the derivative of the mass also plays
an important role in “symplectic decomposition” which is used in the analysis of the
solutions near the standing wave (see, e.g., (2.17) and (2.18) in [28]).
We state the last main result of this paper:
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Theorem 1.3. Assume d = 3 and 3 < p < 5; or d ≥ 5 and 1 < p < d+2d−2 . Then, there
exists ω4 > ω3 (ω3 is the constant give in Theorem 1.2) such that for any ω ∈ (ω3,∞),
d
dω
‖Φω‖2L2 < 0. (1.10)
Note here that for the single power equation
−∆u+ ωu− |u|p−1u = 0, (1.11)
the ground state is obtained as the scaling of the one for ω = 1: This is due to the scale
invariance of the equation. Thus, it is easy to compute the derivative of the mass with
respect to ω. On the other hand, when the scale invariance of an equation is lost, it
would be much harder to find the derivative of the mass even for the combined power-
type equation (1.1). An idea used in [3] is a perturbation argument comparing (1.1)
with (1.11). It works well when ω is sufficiently small. However, the limiting equation as
ω →∞ is (1.16) below, and the ground state to (1.16) (known as the Talenti function) is
no longer in L2(Rd) for d = 3, 4. Thus, we cannot apply the same argument as [3] to the
case where ω is large. To overcome this difficulty, we give an argument combining the
ones in [11, 13] and the nondegeneracy of ground state (Theorem 1.2 an Remark 1.3):
Due to the nondegeneracy, we cannot deal with the four dimensions. We give a proof of
Theorem 1.3 in Section 5.
Finally, we remark that for any sufficiently small frequencies, the “9-set theory” for
(1.2) is proved in [3]. Combining the arguments in [3] and Theorem 1.1 through Theorem
1.3 in this paper, we could obtain the 9-set theory for a sufficiently large frequencies: The
result will be given elsewhere.
In addition to the above notation, we introduce another one:
• L2real(Rd) denotes the set of functions in L2(Rd) equipped with the following inner
product:
〈u, v〉 := ℜ
∫
Rd
u(x)v(x) dx u, v ∈ L2(Rd). (1.12)
• We use the convention that if u ∈ H−1(Rd) and v ∈ H1(Rd), then 〈u, v〉 denotes the
duality pairing of H1(Rd) and H−1(Rd), namely
〈u, v〉 = ℜ
∫
Rd
(1−∆)− 12u(x)(1−∆) 12 v(x) dx. (1.13)
• We define
Mω := Φω(0), (1.14)
Φ˜ω(x) :=M
−1
ω Φω(M
− 2
d−2
ω x) (1.15)
• We use W to denote the Talenti function with W (0) = 1, namely
W (x) :=
(
1 +
|x|2
d(d− 2)
)− d−2
2
(1.16)
• The linearized operator around W is denoted by L+:
L+ := −∆− d+ 2
d− 2W
4
d−2 (1.17)
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•
ΛW :=
d− 2
2
W + x · ∇W (1.18)
• We use BR to denote the closed ball in Rd of the center 0 and a radius R:
BR := {x ∈ Rd : |x| ≤ R}. (1.19)
• For given positive quantities a and b, the notation a . b means the inequality a ≤ Cb
for some positive constant; the constant C depends only on d and p, unless otherwise
noted.
2 Basic properties of ground state
In this section, we give basic properties of the ground state Φω.
When ω is large, it would be natural to compare the equation (1.1) with
∆u+ |u| 4d−2u = 0. (2.1)
Note here that the Talenti function W is a solution to (2.1) in H˙1(Rd). Moreover, it is
known (see, e.g, [4]) that we need to consider the rescaling Φ˜ω (see (1.15)), in stead of
Φω, for such a comparison. In particular, we easily see from Lemma 1.2 that
‖Φ˜ω‖L∞ = Φ˜ω(0) = 1 = ‖W‖L∞ =W (0). (2.2)
We also verify that Φ˜ω satisfies
−∆Φ˜ + αωΦ˜− βωΦ˜p − Φ˜
d+2
d−2 = 0, (2.3)
where
αω := ωM
− 4
d−2
ω , βω :=M
p−1− 4
d−2
ω . (2.4)
The following result given in Lemma 2.3 of [4] tells us the asymptotic behavior of Mω,
αω and βω as ω →∞:
Lemma 2.1. Assume d = 3 and 3 < p < 5; or d = 4 and 2 ≤ p < 3; or d ≥ 5 and
1 < p < d+2d−2 . Then
lim
ω→∞
Mω =∞, (2.5)
lim
ω→∞
αω = lim
ω→∞
βω = 0. (2.6)
We expect from (2.2), (2.3) and Lemma 2.1 that Φ˜ω converges to W as ω →∞. This
is true and given in Proposition 2.1 of [4]:
Lemma 2.2. Assume d = 3 and 3 < p < 5; or d = 4 and 2 ≤ p < 3; or d ≥ 5 and
1 < p < d+2d−2 . Then, it holds that
lim
ω→∞
∥∥Φ˜ω −W∥∥H˙1 = 0. (2.7)
We also have the following uniform decay estimate (Proposition 3.1 of [4]):
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Lemma 2.3. Assume d = 3 and 3 < p < 5, or d ≥ 4 and 1 < p < d+2d−2 . Then, there
exist ωdec > 0 and Cdec > 0 such that for any ω > ωdec and any x ∈ Rd,
Φ˜ω(x) ≤ Cdec (1 + |x|)−(d−2) . (2.8)
We can derive the following convergence result from Lemma 2.2 and Lemma 2.3 (see
Corollary 3.1 of [4]):
Corollary 2.1. Assume d = 3 and 3 < p < 5; or d = 4 and 2 ≤ p < 3; or d ≥ 5 and
1 < p < d+2d−2 . Then, for any q >
d
d−2 , it holds that
lim
ω→∞
‖Φ˜ω −W‖Lq = 0. (2.9)
3 Proof of Theorem 1.1
In this section, we give a proof of Theorem 1.1, namely we show the existence of positive
eigenvalue of −iL.
We introduce notation used in this section:
Notation We use C(ω) to denote several large positive constant depending only on d, p
and ω which may vary from line to line. Moreover, c(ω) means 1/C(ω).
We remark that the operator −iLω is not self-adjoint in L2real(Rd). On the other
hand, the operators Lω,+ and Lω,− (see (1.8) and (1.9)) are self-adjoint in L
2
real(R
d). We
have the relationship
Lωu = Lω,+ℜ[u] + iLω,−ℑ[u]. (3.1)
In order to prove Theorem 1.1, we need the following lemma:
Lemma 3.1. Assume d = 3 and 3 < p < 5; or d ≥ 4 and 1 < p < d+2d−2 . Then, for any
ω > 0, the operator Lω,− is non-negative, and
KerLω,− = span{Φω}. (3.2)
Furthermore, there exists c(ω) > 0 depending only on d, p and ω such that for any
nontrivial function u ∈ H1(Rd) with (u,Φω)L2
real
= 0,
〈Lω,−u, u〉 ≥ c(ω)‖u‖2H1 . (3.3)
Lemma 3.1 can be proved by using Lemma 8.1 of [5], the positivity of Φω, Lω,−Φω = 0,
lim|x|→∞Φω(x) = 0 and Weyl’s essential spectrum theorem.
We see from Lemma 3.1 that Lω,− has a unique square roof L
1
2
ω,− with domainH
1(Rd).
We introduce operators related to the rescaled equation (1.1):
L˜ω,+ := −∆+ αω − pβωΦ˜p−1ω −
d+ 2
d− 2Φ˜
4
d−2
ω , (3.4)
L˜ω,− := −∆+ αω − βωΦ˜p−1ω − Φ˜
4
d−2
ω . (3.5)
Furthermore, we define L˜ω to be that for any u ∈ H2(Rd),
L˜ωu = L˜ω,+ℜ[u] + iL˜ω,−ℑ[u]. (3.6)
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Note that if we have the relationship f(x) = Mω f˜(M
2
d−2
ω x) between functions f and f˜ ,
then
Lωf(x) =M
d+2
d−2
ω L˜ωf˜(M
2
d−2
ω x). (3.7)
Moreover, Lemma 3.1 implies that L˜ω,− is non-negative,
Ker L˜ω,− = span {Φ˜ω}, (3.8)
〈L˜ω,−v, v〉 ≥ c(ω)‖v‖2H1 for all v ∈ H1(Rd) with 〈v, Φ˜ω〉 = 0. (3.9)
Now, we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. It suffices to prove that there exists a nontrivial real-valued func-
tion f ∈ H4(Rd) and µ > 0 such that
L˜
1
2
ω,−L˜ω,+L˜
1
2
ω,−f = −µ2f. (3.10)
Indeed, putting
g := L˜
1
2
ω,−f − i
1
µ
L˜ω,+L˜
1
2
ω,−f, (3.11)
and using (3.10), we obtain
−iL˜ωg = −iL˜ω,+L˜
1
2
ω,−f−
1
µ
L˜ω,−L˜ω,+L˜
1
2
ω,−f = µ
(
−i 1
µ
L˜ω,+L˜
1
2
ω,−f+L˜
1
2
ω,−f
)
= µg, (3.12)
which together with (3.7) yields the desired result. Note here that (3.10) tells us that
L˜
1
2
ω,−f is nontrivial and therefore so is g.
We shall prove (3.10). To this end, we introduce
νω := inf
{ 〈L˜ 12ω,−L˜ω,+L˜ 12ω,−f, f〉
‖f‖2
L2
: f ∈ H4(Rd), 〈f, Φ˜ω〉 = 0
}
. (3.13)
We can verify that the minimizer for the problem (3.13) becomes an eigenfunction of
the operator L˜
1
2
ω,−L˜ω,+L˜
1
2
ω,− associated with νω (see, e.g., the proof of Proposition 4.1 of
[3]). Hence, what we need to prove is that: νω ∈ (−∞, 0); and the problem (3.13) has a
minimizer.
First, we shall show
νω ∈ (−∞, 0). (3.14)
Let {fn} be a minimizing sequence for νω. Note that νω is bounded from above; for
instance,
νω ≤
〈L˜
1
2
ω,−L˜ω,+L˜
1
2
ω,−f1, f1〉
‖f1‖2L2
≤ C(ω). (3.15)
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Moreover, we can verify that for any n ≥ 1,
〈L˜
1
2
ω,−L˜ω,+L˜
1
2
ω,−fn, fn〉
‖fn‖2L2
=
〈L˜ω,+L˜1/2ω,−fn, L˜1/2ω,−fn〉
‖fn‖2L2
=
〈L˜ω,−L˜1/2ω,−fn, L˜1/2ω,−fn〉
‖fn‖2L2
− (p− 1)〈Φ˜
p−1
ω L˜
1/2
ω,−fn, L˜
1/2
ω,−fn〉
‖fn‖2L2
− 4
d− 2
〈Φ˜
4
d−2
ω L˜
1/2
ω,−fn, L˜
1/2
ω,−fn〉
‖fn‖2L2
≥ ‖L˜ω,−fn‖
2
L2
‖fn‖2L2
− (p − 1)‖Φ˜ω‖p−1L∞
〈L˜ω,−fn, fn〉
‖fn‖2L2
− 4
d− 2‖Φ˜ω‖
4
d−2
L∞
〈L˜ω,−fn, fn〉
‖fn‖2L2
≥ 1
2
‖L˜ω,−fn‖2L2
‖fn‖2L2
− C(ω).
(3.16)
Hence, (3.16) together with (3.15) shows that for any n ≥ 1,
‖L˜ω,−fn‖L2
‖fn‖L2
≤ C(ω). (3.17)
A computation similar to (3.16) also shows that
〈L˜
1
2
ω,−L˜ω,+L˜
1
2
ω,−fn, fn〉
‖fn‖2L2
≥ ‖L˜ω,−fn‖
2
L2
‖fn‖2L2
− (p− 1)‖Φ˜ω‖p−1L∞
〈L˜ω,−fn, fn〉
‖fn‖2L2
− 4
d− 2‖Φ˜ω‖
4
d−2
L∞
〈L˜ω,−fn, fn〉
‖fn‖2L2
≥ −C(ω)‖L˜ω,−fn‖L2‖fn‖L2
.
(3.18)
Thus, this together with (3.16) shows νω > −∞. In order to prove νω < 0, we use a
function Z ∈ H2(Rd) with the following property:
〈Z,W 〉 = 0, (3.19)
−E := 〈L+Z,Z〉 < 0. (3.20)
The existence of such a function is proved by Duyckaerts and Merle (see (7.16) of [8]).
Furthermore, fix a smooth even function χ on R such that χ(r) = 1 for 0 ≤ r ≤ 1 and
χ(r) = 0 for r ≥ 2, and define
ZR(x) := χ
( |x|
R
)
Z(x). (3.21)
Let ε > 0 be a small constant to be specified later, and let R(ε) > 0 be a constant such
that ∣∣〈ZR(ε),W 〉∣∣ ≤ ε, (3.22)
〈L+ZR(ε), ZR(ε)〉 < −
E
2
. (3.23)
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Then, we define
gω,ε := κω,εΦ˜ω + ZR(ε), (3.24)
where κω,ε is chosen so that 〈gω,ε, Φ˜ω〉 = 0, namely
κω,ε := −
〈Φ˜ω, ZR(ε)〉
‖Φ˜ω‖2L2
. (3.25)
Notice from (3.8) that (L˜ω,−)
−1gω,ε is well-defined. Thus, it suffices for νω < 0 to show
lim
ω→∞
〈L˜ω,+gω,ε, gω,ε〉 ≤ − E
100
. (3.26)
Let us prove (3.26). Observe that
〈L˜ω,+gω,ε, gω,ε〉
= κ2ω,ε〈L˜ω,+Φ˜ω, Φ˜ω〉+ 2κω,ε〈L˜ω,+Φ˜ω,ε, ZR(ε)〉+ 〈L˜ω,+ZR(ε), ZR(ε)〉.
(3.27)
We consider the first term on the right-hand side of (3.27). Note that
L˜ω,+Φ˜ω = −(p− 1)βωΦ˜pω −
4
d− 2Φ˜
d+2
d−2
ω . (3.28)
Hence, we see that
κ2ω,ε〈L˜ω,+Φ˜ω, Φ˜ω〉 = −κ2ω,ε(p− 1)βω‖Φ˜ω‖p+1Lp+1 − κ2ω,ε
4
d− 2‖Φ˜ω‖
2∗
L2∗
< 0. (3.29)
We move on to the second and the third terms on the right-hand side of (3.27). Notice
from the (3.22), Lemma 2.2 and the compact embedding H˙1(BR(ε)) →֒ L2(BR(ε)) that
for any sufficiently large ω depending on ε,∣∣〈Φ˜ω, ZR(ε)〉∣∣ ≤ ∣∣〈W,ZR(ε)〉∣∣+ ∣∣〈Φ˜ω −W,ZR(ε)〉∣∣ ≤ 2ε. (3.30)
Furthermore, it follows from (3.30), Lemma 2.2 and the compact embedding H˙1(B1) →֒
L2(B1) that for any sufficiently large ω depending on ε,
|κω,ε| ≤ 2ε‖Φ˜ω‖2L2(B1)
≤ 2ε‖W‖2
L2(B1)
. (3.31)
Then, we see from Lemmas 2.1 2.3, (3.31) and Ho¨lder inequality that
lim
ω→∞
2κω
∣∣〈L˜ω,+Φ˜ω, ZR(ε)〉∣∣ ≤ 2(p− 1) lim
ω→∞
∣∣κω,εβω〈Φ˜pω, ZR(ε)〉∣∣
+
8
d− 2 limω→∞
∣∣κω,ε〈Φ˜ d+2d−2ω , ZR(ε)〉∣∣
. ε‖W‖
d+2
d−2
L2∗
‖Z‖L2∗ . ε.
(3.32)
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We also see from (3.23) and Lemma 2.1 that
lim
ω→∞
〈L˜ω,+ZR(ε), ZR(ε)〉
= 〈L+ZR(ε), ZR(ε)〉+ lim
ω→∞
αω‖ZR(ε)‖2L2
− p lim
ω→∞
βω〈Φ˜p−1ω ZR(ε), ZR(ε)〉 −
d+ 2
d− 2 limω→∞〈(Φ˜
4
d−2
ω −W
4
d−2 )ZR(ε), ZR(ε)〉
≤ −E
2
.
(3.33)
Putting (3.27), (3.29), (3.32) and (3.33) together, we obtain
lim
ω→∞
〈L˜ω,+gω,ε, gω,ε〉 ≤ Cε− E
2
. (3.34)
Thus, taking ε≪ E, we obtain the desired estimate (3.26): hence (3.14) is true.
Finally, we shall prove the existence of minimizer for the problem (3.13). Let {fn}
be a minimizing sequence for νω: hence,
〈fn, Φ˜ω〉 = 0 for all n ≥ 1, (3.35)
lim
n→∞
〈L˜
1
2
ω,−L˜ω,+L˜
1
2
ω,−fn, fn〉
‖fn‖2L2
= νω. (3.36)
Furthermore, we put
gn :=
fn
‖fn‖L2
. (3.37)
Note that
〈gn, Φ˜ω〉 ≡ 0, (3.38)
‖gn‖L2 ≡ 1, (3.39)
lim
n→∞
〈L˜
1
2
ω,−L˜ω,+L˜
1
2
ω,−gn, gn〉 = νω. (3.40)
Since ‖L˜
1
2
ω,−Φ˜ω‖2L2 = 〈L˜ω,−Φ˜ω, Φ˜ω〉 = 0, we also have
〈L˜
1
2
ω,−gn, Φ˜ω〉 = 0. (3.41)
We see from (3.9), (3.35), the Cauchy-Schwartz estimate and (3.17) that for any n ≥ 1,
‖gn‖2H1 =
‖fn‖2H1
‖fn‖2L2
≤ C(ω). (3.42)
Then, we see from (3.9), (3.41), (3.40), (3.39), (2.2) and νω < 0 that for any sufficiently
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large n ≥ 1,
‖L˜
1
2
ω,−gn‖2H1 ≤ C(ω)〈L˜ω,−L˜
1
2
ω,−gn, L˜
1
2
ω,−gn〉
= C(ω)〈L˜ω,+L˜
1
2
ω,−gn, L˜
1
2
ω,−gn〉+ C(ω)(p− 1)βn〈Φ˜p−1ω L˜
1
2
ω,−gn, L˜
1
2
ω,−gn〉
+ C(ω)
4
d− 2〈Φ˜
4
d−2
ω L˜
1
2
ω,−gn, L˜
1
2
ω,−gn〉
≤ 1
2
C(ω)νω +C(ω)βω‖Φ˜ω‖p−1L∞ ‖L˜
1
2
ω,−gn‖2L2 + C(ω)‖Φ˜ω‖
4
d−2
L∞ ‖L˜
1
2
ω,−gn‖2L2 ≤ C(ω).
(3.43)
The standard compactness theory together with (3.42) and (3.43) shows that there
exist some subsequence of {gn} (still denoted by the same symbol) and functions g∞ ∈
H1(Rd) and h∞ ∈ H1(Rd) such that
lim
n→∞
gn = g∞ weakly in H
1(Rd), (3.44)
lim
n→∞
(L˜ω,−)
1
2 gn = h∞ weakly in H
1(Rd). (3.45)
The weak convergence (3.45) together with (3.41) shows
〈h∞, Φ˜ω〉 = 0. (3.46)
Hence, (L˜ω,−)
− 1
2h∞ = (L˜ω,−)
1
2 (L˜ω,−)
−1h∞ is well-defined. Furthermore, the uniqueness
of weak limit implies
g∞ = (L˜ω,−)
− 1
2h∞. (3.47)
We see from (3.47) and the lower semicontinuity of the weak limit that
〈L˜ω,+L˜
1
2
ω,−g∞, L˜
1
2
ω,−g∞〉 = 〈L˜ω,+h∞, h∞〉
= ‖∇h∞‖2L2 + αω‖h∞‖2L2 − pβω
∫
Rd
Φ˜p−1ω h
2
∞ −
d+ 2
d− 2
∫
Rd
Φ˜p−1ω h
2
∞
≤ lim inf
n→∞
{‖∇L˜ 12ω,−gn‖2L2 + αω‖L˜ 12ω,−gn‖2L2}
− lim
n→∞
{
pβω
∫
Rd
Φ˜p−1ω (L˜
1
2
ω,−gn)
2 +
d+ 2
d− 2
∫
Rd
Φ˜p−1ω (L˜
1
2
ω,−gn)
2
}
= lim inf
n→∞
〈L˜ω,+L˜
1
2
ω,−gn, L˜
1
2
ω,−gn〉
(3.48)
Furthermore, this together with (3.39) and (3.40) shows
〈L˜ω,+L˜
1
2
ω,−g∞, L˜
1
2
ω,−g∞〉 ≤ νω. (3.49)
Thus, we find that the existence of minimizer follows from
‖g∞‖2L2 = 1. (3.50)
Let us prove this. We see from (3.47), the lower semicontinuity of weak limit, (3.45) and
(3.39) that
‖g∞‖L2 ≤ lim inf
n→∞
‖gn‖L2 = 1. (3.51)
11
Suppose the contrary that
‖g∞‖L2 < 1. (3.52)
Note here that if follows from (3.49) and νω < 0 that g∞ must be non-trivial. Put
λ∞ := ‖g∞‖−1L2 , so that, by the hypothesis (3.52), λ∞ > 1 and
‖λ∞g∞‖L2 = 1. (3.53)
Note here that the weak convergence (3.44) together with (3.38) implies
〈g∞, Φ˜ω〉 = 0. (3.54)
Hence, it follows from the definition of νω (see (3.13)) and (3.53) that
νω ≤ 〈(L˜ω,−)
1
2 L˜ω,+(L˜ω,−)
1
2 (λ∞g∞), (λ∞g∞)〉
= λ2∞〈(L˜ω,−)
1
2 L˜ω,+(L˜ω,−)
1
2 g∞, g∞〉.
(3.55)
On the other hand, it follows from (3.49), νω < 0 and λ∞ > 1 that
〈L˜ω,+L˜
1
2
ω,−g∞, L˜
1
2
ω,−g∞〉 ≤ νω < λ−2∞ νω, (3.56)
which contradicts (3.55). Thus, we have derived (3.51).
4 Proof of Theorem 1.2
In this section, we prove Theorem 1.2, namely the nondegeneracy of Φω in H
1
rad(R
d) for
all sufficiently large ω.
As well as [6], we consider the equation of the form
−∆Ψ+ αΨ− ε|Ψ|p−1Ψ− |Ψ| 4d−2Ψ = 0 in Rd, (4.1)
where d ≥ 3, α > 0, ε > 0, and 1 < p < 5. The action associated with (4.1), say Sα,ε, is
given by
Sα,ε(u) := 1
2
‖∇u‖2L2 +
α
2
‖u‖2L2 −
ε
p+ 1
‖u‖p+1
Lp+1
− 1
2∗
‖u‖2∗L2∗ . (4.2)
A unique existence result of ground state to (4.1) was obtained by Coles and Gustafson
(see Theorem 1.2 and Theorem 1.7 of [6]):
Theorem 4.1. Assume that d = 3 and 3 < p < 5. Then, there exists ε0 > 0 with the
following property: for each 0 < ε < ε0, there exist a constant α(ε) > 0 such that:
α(ε) = C1ε
2 +O(ε2+
1
2 ) (4.3)
where
C1 :=
〈ΛW,W p〉2
36π2
, (4.4)
and the equation (4.1) with α = α(ε) has a unique positive radial solution Ψα(ε) ∈ H1(Rd).
Furthermore, the solution Ψα(ε) satisfies
‖Ψα(ε) −W‖H˙1 . ε
1
2 , (4.5)
‖Ψα(ε) −W‖Lr . ε1−
3
r for all 3 < r ≤ ∞, (4.6)
where the implicit constant in (4.6) depends on r as well as d and p.
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Remark 4.1. Except for the uniqueness, the claims are true for all 2 < p < 5 (see
Theorem 1.2 of [6]).
Now, let ε ∈ (0, ε0), and let α(ε) and Ψε be respectively a constant given in Theorem
4.1 and the unique solution to (4.1) with α = α(ε). Furthermore, we set
ω(ε) := α(ε)ε
− 4
2∗−(p+1) , Mε := ε
− 1
2∗−(p+1) , Φω(ε) :=MεΨα(ε)(M
2
d−2
ε ·). (4.7)
Observe that Φω(ε) becomes a solution to (1.1) with ω = ω(ε) and for any 3 < p < 5,
lim
ε→0
ω(ε) =∞. (4.8)
Thus, Theorem 1.2 follows from the following theorem:
Theorem 4.2. Assume that d = 3 and 3 < p < 5. Then, there exists ε1 ∈ (0, ε0)
(ε0 denotes the constant given in Theorem 4.1) such that Ψα(ε) is nondegenerate for all
0 < ε < ε1.
In order to prove Theorem 4.2, we need some preparation. Let us begin by recalling
the explicit representation of the resolvent R0(ζ) := (−∆−ζ)−1 (see Section 6.23 of [21]):
for any λ > 0 and any function u on R3,
R0(−λ2)u(x) =
∫
R3
e−λ|x−y|
4π|x− y|u(y) dy. (4.9)
Using this formula (4.9) and the weak Young inequality (see Lieb and Loss [21, page 107]
and Coles and Gustafson [6, Section 2.2]), we can obtain the following lemma:
Lemma 4.1. Assume d = 3. Then, for any λ > 0 and any 1 ≤ s ≤ q ≤ ∞ with
3(1/s − 1/q) < 2,
‖R0(−λ2)‖Ls→Lq . λ3(
1
s
− 1
q
)−2
. (4.10)
Next, let us recall the following result by Jensen and Kato (see Lemma 2.2 and Lemma
4.3 of [16]):
Lemma 4.2. Assume d = 3. Let 3/2 < s < 5/2, and let B denote either B(H1−s(R3),H1−s(R3))
or B(L2−s(R
3), L2−s(R
3)), where H1−s(R
3) and L2−s(R
3) are the weighted Sobolev spaces
endowed with the following norms:
‖u‖H1
−s
:= ‖(1 + |x|2)− s2u‖H1 , ‖u‖L2
−s
:= ‖(1 + |x|2)− s2u‖L2 . (4.11)
Then, we have the following expansion as λ→ 0:
(1− 5R0(−λ2)W 4)−1 = 5
3π
λ−1〈W 4ΛW, · 〉ΛW +O(1) in B. (4.12)
Using Lemma 4.2, Coles and Gustafson obtained the following estimate (see Lemma
2.4 of [6]):
Lemma 4.3. For any 3 < r ≤ ∞ and any function f ∈ Lr(R3) satisfying 〈W 4ΛW,f〉 =
0, we have
‖(1− 5R0(−λ2)W 4)−1f‖Lr . ‖f‖Lr , (4.13)
where the implicit constant depends only on r.
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We are now in a position to prove Theorem 4.2.
Proof of Theorem 4.2. Suppose the contrary that the claim was false. Then, we could
take a sequence {εn} in (0, 1) with the following properties:
lim
n→∞
εn = 0, (4.14)
and for each n ≥ 1, there exists a nontrivial real-valued radial function vn ∈ H1rad(R3)
such that
‖∇vn‖L2 = 1, (4.15)
−∆vn + αnvn =
{
pεnΨ
p−1
n + 5Ψ
4
n
}
vn in R
3, (4.16)
where αn and Ψn are abbreviations to α(εn) and Ψα(εn), respectively. Notice from (4.3)
and (4.14) that
lim
n→∞
αn = 0. (4.17)
Furthermore, since {vn} is bounded in H˙1rad(R3) (see (4.15)), passing to a subsequence,
we may assume that there exists a radial function v∞ ∈ H˙1rad(R3) such that
lim
n→∞
vn = v∞ weakly in H˙
1(R3). (4.18)
We see from (4.3), (4.14), (4.16) and (4.18) that
L+v∞ = 0, (4.19)
where L+ is the linearized operator around W (see (1.16)). Furthermore, it follows from
KerL+|H˙1rad = span{ΛW} that there exists κ ∈ R such that
v∞ = κΛW. (4.20)
We shall show that κ 6= 0. Multiply (4.16) by vn and integrate the resulting equation to
obtain
1 = ‖∇vn‖2L2 ≤ ‖∇vn‖2L2 + αn‖vn‖2L2 ≤ pεn
∫
R3
Ψp−1n |vn|2dx+ 5
∫
R3
Ψ4n|vn|2dx. (4.21)
Here, suppose the contrary that κ = 0. Then, it follows from (4.18) and Lemma 2.3
(together with the relationship Ψn = Φ˜ω(εn)) that
lim
n→∞
εn
∫
R3
Ψp−1n |vn|2dx = limn→∞
∫
R3
Ψ4n|vn|2dx = 0, (4.22)
which contradicts (4.21). Thus, we have shown that κ 6= 0.
Next, we consider wn(x) := x · ∇Ψn(x). We can verify that wn satisfies
−∆wn + αnwn =
{
pεnΨ
p−1
n + 5Ψ
4
n
}
wn + 2
{− αnΨn + εnΨpn +Ψ5n}. (4.23)
Furthermore, multiplying (4.16) by wn and (4.23) by vn, and integrating the resulting
equations, we find that ∫
R3
{ −αnΨn + εnΨpn +Ψ5n } vn dx = 0. (4.24)
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Recall here that Ψn satisfies
−∆Ψn + αnΨn = εnΨpn +Ψ5n in R3. (4.25)
Multiplying (4.25) by vn and (4.16) by Ψn, we also find that∫
R3
{
εnΨ
p
n +Ψ
5
n
}
vn ddx =
∫
R3
∇Ψn · ∇vn + αnΨnvn ddx
=
∫
R3
{
pεnΨ
p−1
n + 5Ψ
4
n
}
vnΨn dx,
(4.26)
which implies
〈Ψ5n, vn〉 = −
(p− 1)
4
∫
R3
εnΨ
p
nvn dx. (4.27)
Plugging this into (4.24), we obtain
√
αn〈Ψn, vn〉 = 5− p
4
εn√
αn
∫
R3
Ψpnvn dx. (4.28)
We consider the right-hand side of (4.28). We see from (4.3), (4.6), (4.20) and an ele-
mentary computation that
lim
n→∞
εn√
αn
〈Ψpn, vn〉 =
κ√
C1
∫
R3
W pΛWdx =
κ√
C1
(
1
2
− 3
p+ 1
)
‖W‖p+1
Lp+1
. (4.29)
Next, we consider the left-hand side of (4.28). We shall show that
lim
n→∞
√
αn〈Ψn, vn〉 = 0. (4.30)
Note that (4.28) together with (4.30) and (4.29) yields a contradiction. Thus, all we have
to do is to prove (4.30).
Let us prove (4.30). Rewrite the equation (4.16) as follows:
(−∆+ αn − 5W 4)vn = pεnΨp−1n vn + 5(Ψ4n −W 4)vn. (4.31)
We further rewrite the equation (4.31) in the form
vn = (1− 5R(−αn)W 4)−1R(−αn)
[
pεnΨ
p−1
n vn + 5(Ψ
4
n −W 4)vn
]
. (4.32)
Next, we decompose Ψn as follows:
Ψn = knW
4ΛW + gn, (4.33)
where
kn :=
〈Ψn,W 4ΛW 〉
‖W 4ΛW‖2
L2
. (4.34)
Note that
〈gn,W 4ΛW 〉 = 0. (4.35)
Moreover, it follows from (4.6) in Theorem 4.1 that
|kn| ≤ ‖Ψn‖L
∞‖W 4ΛW‖L1
‖W 4ΛW‖2
L2
. 1. (4.36)
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We consider the first term in the decomposition (4.33). Using Ho¨lder’s inequality,
(4.36), (4.15) and (4.17), we see that
lim
n→∞
√
αn|〈knW 4ΛW,vn〉| ≤ lim
n→∞
√
αn|kn|‖W 4ΛW‖
L
6
5
‖vn‖L6 = 0. (4.37)
Next, we consider the second term in (4.33). We see from (4.32) and Lemma 4.3 that for
any r > 3,
√
αn|〈gn, vn〉|
=
√
αn|〈gn, (1− 5R(−αn)W 4)−1R(−αn)
[
pεnΨ
p−1
n vn + 5(Ψ
4
n −W 4)vn
]〉|
=
√
αn|〈(1 − 5R(−αn)W 4)−1gn, R(−αn)
[
pεnΨ
p−1
n vn + 5(Ψ
4
n −W 4)vn
]〉|
.
√
αn‖(1 − 5R(−αn)W 4)−1gn‖Lr‖R(−αn)
[
(εnΨ
p−1
n vn + (Ψ
4
n −W 4)vn
]‖Lq
.
√
αn‖gn‖Lr
{
εn‖R(−αn)
[
Ψp−1n vn
]‖Lq + ‖R(−αn)[(Ψ4n −W 4)vn)]‖Lq },
(4.38)
where q is the Ho¨lder conjugate of r, namely 1/q = 1 − 1/r. Fix a number s > 0 such
that 6/(2p − 1) < s < 3/2, which is possible since p > 3. Furthermore, choose r > 0 so
that s < q = rr−1 < 3/2. Then, it follows from Lemma 4.1 and (4.6) that
√
αnεn‖R(−αn)
[
Ψp−1n vn
]‖Lq . α 32 ( 1s− 1q )n ‖Ψp−1n vn‖Ls
. α
3
2
( 1
s
− 1
q
)
n ‖Ψn‖p−1
L
6s(p−1)
6−s
‖vn‖L6 .
(4.39)
Since 6s(p− 1)/(6− s) > 3, this estimate (4.39) together with (4.6) in Theorem 4.1 and
(4.15) yields that
√
αnεn‖R(−αn)Ψp−1n vn‖Lq . α
3
2
( 1
s
− 1
q
)
n . (4.40)
On the other hand, it follows from Lemma 4.1 and (4.6) that
√
αn‖R(−αn)
[
(Ψ4n −W 4)vn
]‖Lq
. α
3
2
(1− 1
q
)− 1
2
n ‖(Ψ4n −W 4)vn‖L1
. α
1− 3
2q
n
(‖W 3(Ψn −W )vn‖L1 + ‖(Ψn −W )4vn‖L1)
. α
1− 3
2q
n (‖Ψn −W‖L∞‖W‖3
L
18
5
‖vn‖L6 + ‖Ψn −W‖4
L
24
5
‖vn‖L6)
. α
3
2
− 3
2q
n ‖vn‖L6 . α
3
2
(1− 1
q
)
n .
(4.41)
Putting (4.38), (4.40) and (4.41) together, we obtain
lim
n→∞
√
αn|〈gn, vn〉| . lim
n→∞
{
α
3
2
( 1
s
− 1
q
)
n + α
3
2
(1− 1
q
)
n
}
= 0. (4.42)
Furthermore, we find from (4.37) and (4.42) that
lim
n→∞
√
αn〈Ψn, vn〉 = lim
n→∞
√
αn〈knW 4ΛW,vn〉+ lim
n→∞
√
αn〈gn, vn〉 = 0. (4.43)
Thus, we have proved (4.30) and completed the proof of Theorem 1.2.
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5 Proof of Theorem 1.3
In this section, we give a proof of Theorem 1.3. We assume ω > max{ω2, ω3}. Hence, by
Theorem 1.1 and Theorem 1.2, −iLω has a positive eigenvalue µ > 0 as an operator in
L2real(R
d), and Φω is nondegenerate in H
1
rad(R
d).
Let U+ be an eigenfunction associated with the positive eigenvalue µ, and put
U− := U+. (5.1)
Then, it is easy to verify that
− iLωU− = −µU−. (5.2)
Hence, U− is an eigenfunction of −iLω associated with −µ.
Note that Weyl’s essential spectrum theorem together with (1.6) shows that for any
ω > 0,
σess(Lω,+) = [ω,∞). (5.3)
Moreover, since Φω is a positive solution to (1.1), we see that
〈Lω,+Φω,Φω〉 = −(p− 1)‖Φω‖p+1Lp+1 −
4
d− 2‖Φω‖
2∗
L2∗
< 0. (5.4)
We can verify that for any f ∈ H1(Rd),
∣∣〈Lω,+f, f〉H−1,H1∣∣+ ∣∣〈Lω,−f, f〉H−1,H1∣∣ . (ω + ‖Φω‖p−1Lp+1 + ‖Φω‖ 4d−2L2∗ )‖f‖2H1 . (5.5)
We can derive the information on the negative eigenvalue of Lω,+ in a way similar to
Lemma 2.3 in [27]:
Lemma 5.1. The linear operator Lω,+ has only one negative eigenvalue which is simple
and 0 is not an eigenvalue as an operator in L2rad(R
d).
Under some condition of orthogonality, the operators Lω,+ and Lω,− give us norms
equivalent to the one of H1(Rd):
Lemma 5.2. There exists ω5 > 0 such that if ω > ω5, µ is a positive eigenvalue of iLω
and U+ is an eigenfunction associated with µ, then we have the following:
(i) For any real-valued radial function g ∈ H1(Rd) with 〈g,ℑ[U+]〉 = 0,
〈Lω,+g, g〉H−1,H1 ∼ ‖g‖2H1 , (5.6)
where the implicit constant may depend on ω.
(ii) For any real-valued radial function g ∈ H1(Rd) with 〈g, ∂ωΦω〉 = 0,
〈Lω,−g, g〉H−1,H1 ∼ ‖g‖2H1 , (5.7)
where the implicit constant may depend on ω.
The proof of Lemma 5.2 is similar to the one of Lemma B.5 in [3] (see also Lemma
2.2 of [28]).
We prove Theorem 1.3 by using the argument in the linear stability theory (cf. [11]).
To this end, let Pω,− denotes the orthogonal projection onto (KerLω,−)
⊥ and Rω the
operator defined by
Rω := Pω,−Lω,+Pω,−. (5.8)
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Since KerLω,− = span{Φω} (see Lemma 3.1), we find that for any u ∈ H1(Rd),
Pω,−u = u− (u,Φω)L2
Φω
‖Φω‖2L2
. (5.9)
Furthermore, let N(Rω) denote the number of negative eigenvalues of Rω, and I(−iLω)
the number of positive eigenvalues of −iLω. Since Lω,− is non-negative (see Lemma 3.1),
there is no negative eigenvalue of Lω,−, and therefore Corollary 1.1 of [11] together with
Theorem 1.1 implies that
N(Rω) = I(−iLω) ≥ 1. (5.10)
Now, we are in a position to prove Theorem 1.3:
Proof of Theorem 1.3. We prove the claim by contradiction. Hence, suppose the contrary
that for any ν > ω2, there exists ω(ν) > ν such that
d
dω
M(Φω)
∣∣∣
ω=ω(ν)
≥ 0. (5.11)
Under this hypothesis, we show that there exists ω > ω2 such that for any f ∈ (KerLω,−)⊥,
0 ≤ 〈Lω,+f, f〉. (5.12)
Note that (5.12) implies N(Rω) = 0 and therefore we arrive at a contradiction (see
(5.10)). Thus, (5.12) proves Theorem 1.3.
We shall prove (5.12). To this end, we employ an argument similar to [13].
Let ν > ω2 be a frequency to be specified later. Then, it follows from the hypothesis
(5.11) that there exists ω > ν such that
0 ≤ 〈Φω, ∂ωΦω〉. (5.13)
We see from the nondegeneracy of Φω (see Theorem 1.2 and Remark 1.3) that Lω,+ is
one-to-one as an operator in L2rad(R
d). Moreover, it follows from Lemma 5.1 that there
exists a unique negative eigenvalue −eω of Lω,+ and an L2-normalized eigenfunction vω
associated with −eω. Let f ∈ (KerLω,−)⊥, and consider the following decompositions:
f = a1vω + w1 with 〈vω, w1〉 = 0, (5.14)
∂ωΦω = a2vω + w2 with 〈vω, w2〉 = 0. (5.15)
Note that by Lemma 3.1,
〈f,Φω〉 = 0. (5.16)
Moreover, differential of the both sides of Lω,−Φω = 0 with respect to ω yields
Lω,+(∂ωΦω) = −Φω. (5.17)
Now, we see from (5.16), (5.17), (5.14), (5.15) and Lω,+vω = −eωvω that
0 = 〈f,Φω〉 = −〈f, Lω,+∂ωΦω〉 = −〈Lω,+f, ∂ωΦω〉
= 〈a1eωvω − Lω,+w1, a2vω + w2〉 = a1a2eω − 〈Lω,+w1, w2〉.
(5.18)
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Thus, we have obtained
〈Lω,+w1, w2〉 = a1a2eω. (5.19)
On the other hand, it follows from (5.13), (5.17), (5.15) and Lω,+vω = −eωvω that
0 ≤ 〈Φω, ∂ωΦω〉 = −〈Lω,+∂ωΦω, ∂ωΦω〉
= −〈a2(−eωvω) + Lω,+w2, a2vω + w2〉 = a22eω − 〈Lω,+w2, w2〉,
(5.20)
so that
〈Lω,+w2, w2〉 ≤ a22eω. (5.21)
Furthermore, we see from the Cauchy-Schwartz inequality, (5.19) and (5.21) that
〈Lω,+f, f〉 = 〈−a1e1vω + Lω,+w1, a1vω + w1〉
= −a21eω + 〈Lω,+w1, w1〉 = −a21eω +
‖L
1
2
ω,+w1‖2L2‖L
1
2
ω,+w2‖2L2
‖L
1
2
ω,+w2‖2L2
≥ −a21eω +
〈L
1
2
ω,+w1, L
1
2
ω,+w2〉2
〈Lω,+w2, w2〉 ≥ −a
2
1eω + a
2
1eω = 0.
(5.22)
Thus, we have proved (5.12) and completed the proof.
Acknowledgement
This work was done while H.K. was visiting at University of Victoria. H.K. thanks all
members of the Department of Mathematics and Statistics for their warm hospitality. S.I.
was supported by NSERC grant (371637-2014). H.K. was supported by JSPS KAKENHI
Grant Number JP17K14223.
References
[1] Akahori, T., Ibrahim, S., Kikuchi, H. and Nawa, H., Existence of a ground state
and Blow-up problem for a nonlinear Schro¨dinger equation with critical growth,
Differential Integral Equations 25 (2012), 383–402.
[2] Akahori, T., Ibrahim S., Kikuchi, H. and Nawa, H., Existence of a ground state
and scattering for a nonlinear Schro¨dinger equation with critical growth. Selecta
Mathematica (2013), 545–609.
[3] Akahori, T., Ibrahim, S., Kikuchi, H. and Nawa, H., Global dynamics for a nonlin-
ear Schro¨dinger equation above a ground state with small frequency. to appear in
Memoir of AMS. (arXiv:1510.08034).
[4] Akahori, T. Ibrahim, S. Ikoma, N., Kikuchi, H. and Nawa, H., Uniqueness and non-
degeneracy of ground states to nonlinear scalar field equations involving the Sobolev
critical exponent in their nonlinearities for high frequencies, arXiv:1801.0969.
[5] Cazenave, T., Semilinear Schro¨dinger equations. Courant Lecture Notes in Mathe-
matics, 10. New York university, Courant Institute of Mathematical Sciences, New
York (2003) .
19
[6] Coles, M. and Gustafson, S., Solitary Waves and Dynamics for Subcritical Pertur-
bations of Energy Critical NLS, to appear in D.I.E., arXiv:1707.07219.
[7] Duyckaerts, T., Holmer, J. and Roudenko, S., Scattering for the non-radial 3D cubic
nonlinear Schro¨dinger equation. Math. Res. Lett. 15 (2008), 1233–1250.
[8] Duyckaerts, T. and Merle, F., Dynamic of threshold solutions for energy-critical
NLS. Geom. Funct. Anal. 18 (2009), 1787–1840.
[9] Georgiev, V. and Ohta, M., Nonlinear instability of linearly unstable standing waves
for nonlinear Schro¨dinger equations. J. Math. Soc. Japan 64 (2012), 533–548.
[10] Gidas, B., Ni, W.M. and Nirenberg, L., Symmetry of positive solutions of nonlinear
elliptic equations in RN , Math. Anal. Appl. (1981), 369–402.
[11] Grillakis, M., Linearized instability for nonlinear Schro¨dinger and Klein-Gordon
equations. Comm. Pure Appl. Math. 41 (1988), 747–774.
[12] Grillakis, M., Analysis of the linearization around a critical point of an infinite-
dimensional Hamiltonian system. Comm. Pure Appl. Math. 43 (1990), 299–333.
[13] Grillakis, M., Shatah, J. and Strauss, W., Stability theory of solitary waves in the
presence of symmetry. I. J. Funct. Anal. 74 (1987), 160–197.
[14] Grillakis, M., Shatah, J. and Strauss, W., Stability theory of solitary waves in the
presence of symmetry. II. J. Funct. Anal. 94 (1990), 308–348.
[15] Grossi, M., A nondegeneracy result for a nonlinear elliptic equation. NoDEA Non-
linear Differential Equations Appl. 12 (2005), 227–241.
[16] Jensen, A. and Kato, T., Spectral properties of Schro¨dinger operators and time-
decay of the wave functions. Duke Math. J. 46 (1979), 583–611.
[17] Jones, C. K. R. T., An instability mechanism for radially symmetric standing waves
of a nonlinear Schro¨dinger equation. J. Differential Equations 71 (1988), 34–62.
[18] Kabeya, Y. and Tanaka, K., Uniqueness of positive radial solutions of semilinear
elliptic equations in RN and Sere’s non-degeneracy condition. Comm. Partial Dif-
ferential Equations 24 (1999), 563–598.
[19] Kenig, C.E. and Merle, F., Global well-posedness, scattering and blow-up for the
energy-critical, focusing, non-linear Schro¨dinger equation in the radial case. Invent.
Math. 166 (2006), 645–675.
[20] Killip, R., Oh, T., Pocovnicu, O. and Visan, M., Solitons and scattering for the
cubic-quintic nonlinear Schro¨dinger equation on R3. Arch. Ration. Mech. Anal. 225
(2017), 469–548.
[21] Lieb, E.H. and Loss, M., ANALYSIS, second edition, American Mathematical Soci-
ety (2001).
[22] Maris, M., Existence of nonstationary bubbles in higher dimensions. J. Math. Pures
Appl. 81 (2002), 1207–1239.
20
[23] Mizumachi, T., A remark on linearly unstable standing wave solutions to NLS.
Nonlinear Anal. 64 (2006), 657–676.
[24] Mizumachi, T., Instability of vortex solitons for 2D focusing NLS. Adv. Differential
Equations 12 (2007), 241–264.
[25] Miao, C., Xu, G. and Zhao, L., The dynamics of the 3D radial NLS with the com-
bined terms. Commun. Math. Phys. 318 (2013), 767–808.
[26] Nakanishi, K. and Roy, T., Global dynamics above the ground state for the energy-
critical Schro¨dinger equation with radial data. Commun. Pure Appl. Anal. 15 (2016),
2023–2058.
[27] Nakanishi, K. and Schlag, W., Global dynamics above the ground state energy for
the focusing nonlinear Klein-Gordon equation. Journal of Differential Equations 250
(2011), 2299–2333.
[28] Nakanishi, K. and Schlag, W., Global dynamics above the ground state energy for
the cubic NLS equation in 3D. Calc. Var. and PDE 44 (2012), 1–45.
[29] Pucci, P. and Serrin, J., Uniqueness of ground states for quasilinear elliptic operators.
Indiana Univ. Math. J. 47 (1998), 501–528.
[30] Shatah, J. and Strauss, W., Instability of nonlinear bound states. Comm. Math.
Phys. 100 (1985), 173–190.
[31] Shatah, J. and Strauss, W., Spectral condition for instability. Contemp. Math. 255
(2000), 189–198.
[32] Weinstein, M., Modulational stability of ground states of nonlinear Schro¨dinger
equations. SIAM Math. ANAL. 16 (1985), 472–491.
21
