Tempered Stable Distributions: Properties And Extensions by Grabchak, Michael
TEMPERED STABLE DISTRIBUTIONS:
PROPERTIES AND EXTENSIONS
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulﬁllment of the Requirements for the Degree of
Doctor of Philosophy
by
Michael Grabchak
August 2011
c© 2011 Michael Grabchak
ALL RIGHTS RESERVED
TEMPERED STABLE DISTRIBUTIONS:
PROPERTIES AND EXTENSIONS
Michael Grabchak, Ph.D.
Cornell University 2011
It has been observed that data often appears to be well approximated by inﬁnite
variance stable distributions in some central region, but the tails of the distribu-
tion are actually lighter. Tempered stable distributions, which were introduced in
[Ros07], are a rich class of models that attempt to capture this type of behavior.
We will deﬁne certain generalizations of these models, which allow for more ﬂexible
structure.
We will then derive a number of important results about them. In particular,
we will give necessary and suﬃcient conditions for when they have regularly varying
tails. We will also classify the possible weak limits of sequences of tempered stable
distributions, and give necessary and suﬃcient conditions for convergence. These
two properties will help us to categorize the long and short time behavior of their
corresponding Lévy processes.
We also attempt to explain why such models appear in applications. The use of
stable distributions is justiﬁed by the central limit theorem, which says that stable
distributions are the only possible limits of scaled and shifted sums of iid random
variables. While this does not apply to tempered stable distributions, we will show
that they may provide a good approximation to such sums for large, but not too
large, aggregation levels. We base this explanation on the prelimit theorems of
[KRS99] and [KRS00]. We then generalize them to d-dimensions.
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NOTATION
Let Rd be the space of d-dimensional column vectors of real numbers. For any
a ∈ R, we will write ad = (a, . . . , a)T ∈ Rd. Likewise we will write ad×d for the d×d
matrix where all of the entries are a. Let 〈·, ·〉 denote the usual inner product on Rd.
Thus if x = (x1, x2, . . . , xd)
T , y = (y1, y2, . . . , yd)
T ∈ Rd then 〈x, y〉 = ∑di=1 xiyi.
This induces the norm |x| = 〈x, x〉1/2 =
√∑d
i=1 x
2
i , which itself induces the metric
d(x, y) = |x − y|. Let Rd0 = Rd \ {0} and let Sd−1 = {x ∈ Rd : |x| = 1}. As
usual, let i =
√−1. We will use the relations 1/0 = ∞ and 1/∞ = 0. If (An) is
a sequence of matrices, then, by limAn, lim supAn, and lim inf An, we will mean
that the lim, lim sup, or lim inf is taken componentwise.
If E is a metric space, f, g are real valued functions on E, c ∈ R, and a ∈ E,
we will use the notation
f(t) ∼ cg(t) as t→ a
to mean limt→a
f(t)
g(t)
= c. In particular, f(t) ∼ 0g(t) as t→ a means limt→a f(t)g(t) = 0.
If E is a topological space we will denote the class of Borel sets on E by B(E).
If µ is a probability measure, we denote its characteristic function by µˆ(z) =∫
Rd e
i〈x,z〉µ(dx). If µˆ(z) 6= 0 for all z ∈ Rd then, by Lemma 7.6 in [Sat99], there is
a unique continuous function Cµ(z) such that µˆ(z) = exp{Cµ(z)}. This function
is called the cumulant generating function. When X ∼ µ we will sometimes
write CX ≡ Cµ.
For the notation RV cρ , RV
c
ρ (σ), and LRV
c
ρ (B) see Appendix B, for f
← see
(B.2) and (B.5), for ID(A,M, b), ID0(A,M, b0), and ID
1(A,M, b1) see Appendix
C, for Sα(σ, b) and N(b, A) see Appendix C.1, for M
β see Appendix C.2, for ∂A
see Appendix A.2, and for R¯d and R¯d0 see Appendix A.4.
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CHAPTER 1
INTRODUCTION
Tempered stable distributions are a rich class of stochastic models that are
interesting from both theoretical and applied perspectives. These models look
like stable distributions in some central region, but they have lighter tails. There
are a number of situations where such models appear to be appropriate. And, in
fact, certain special cases have been used in ﬁnance [CGMY02], [CT04], biostatis-
tics [Hou86], [All92], [PRM08], computer science [TG09], and physics [Kop95],
[ZBR10].
The idea of using models that are stable-like in the center but possess lighter
tails seems to have originated in the physics literature with the inﬂuential paper
of Mantegna and Stanley [MS94]. There they introduce truncated Lévy ﬂights1.
These models start with a stable distribution and then truncate its tails. More
formally, let f(x) be the density of an inﬁnite variance α-stable distribution, and
let T > 0 be a truncation level. We deﬁne the truncated Lévy ﬂight (TLF)
with truncation level T as a probability distribution with the density
fT (x) = cTf(x)1|x|≤T , (1.1)
where cT is a normalizing constant. If T is very large, then the two models may
be statistically indistinguishable, even for very large datasets. However, the tail
behavior of these models is vastly diﬀerent. The stable distribution has an inﬁnite
variance, while the TLF has all moments ﬁnite.
Although these models are interesting and have been used in a variety of appli-
cations, they have a number of limitations. The two most important ones are that
they are not inﬁnitely divisible and that the truncation level may appear arbitrary.
The lack of inﬁnite divisibility may not seem like much of a problem. However,
1Lévy ﬂights is a physics term for inﬁnite variance stable distributions.
1
many models rely on the fact that stable distributions are inﬁnitely divisible. In
particular, it is common to use stable Lévy processes. However, we cannot deﬁne
Lévy processes with marginals that are not inﬁnitely divisible. The second issue
has major ramiﬁcations for risk estimation. The problem is that, even if the data
comes from such a truncated distribution, it is virtually impossible to estimate the
parameter T . However, diﬀerent values of T give very diﬀerent estimates of risk.
Aside for these considerations, it is generally desirable to allow for more ﬂexible
tail behavior than what is given by this model.
With issues such as these in mind, Koponen [Kop95] suggested a diﬀerent ap-
proach to modifying the tails of stable distributions to make them lighter. His idea
begins with observing that an inﬁnite variance α-stable distribution is inﬁnitely
divisible with no Gaussian part and a Lévy measure given by
M(dx) = 1x<0c−|x|−1−αdx+ 1x>0c+x−1−αdx, (1.2)
where c−, c+ ≥ 0. Noting that the tails of the Lévy measure are intimately related
to the tails of the distribution, his approach is to modify the tails of the Lévy mea-
sure to make them lighter and yet to keep the Lévy measure virtually unchanged
in some central region. Thus he introduced an inﬁnitely divisible distribution with
a Lévy measure given by
M(dx) = 1x<0c−|x|−1−αe−|x|/`−dx+ 1x>0c+x−1−αe−x/`+dx, (1.3)
where c−, c+, `−, `+ ≥ 0. Clearly, if `− and `+ are large then the Lévy measure
will be close to that of the corresponding α-stable distribution in the center and
potentially quite far into the tails, but ultimately its tails will decay exponentially
fast. This leads to exponential decay in the tails of the corresponding probability
measure as well.
Inﬁnitely divisible distributions with no Gaussian part and a Lévy measure
given by (1.3) have since come to be known as smoothly truncated Lévy ﬂights
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(STLF). However, these models have also been called CGMY, KoBoL, and tem-
pered stable. We will reserve the later term for a more general class of models and
refer to these simply as STLFs.
It should be mentioned that some special cases of STLFs had previously ap-
peared in the literature. These include the inverse Gaussian (see e.g. [CF89]) and
some of its extensions given in [Hou86] and [All92]. However, in these cases, the
distributions were not introduced from the perspective of modifying the tails of a
stable distribution, but from other considerations.
Despite the usefulness of STLFs, they have a number of limitations. For one
thing they have exponential tails. While this is useful in many situations, there
are times when we would like more ﬂexibility. In particular, there is some evidence
that the distributions of ﬁnancial returns have regularly varying tails (see e.g.
[CT04]), yet this type of behavior cannot be captured by STLFs. Moreover, it is
not immediately clear how to generalize them to d-dimensions, and they are not
closed under convolution.
To deal with these limitations Rosi«ski [Ros02] introduced what are now called
proper tempered stable distributions. A slightly more general class of tempered
stable distributions was later introduced in [Ros07]. Tempered stable distributions
which are not proper may lose the property of looking stable-like in some central
region, but they serve to make the class larger and more ﬂexible.
The idea comes from considering the sum of n STLFs. Let X1, . . . , Xn be
independent random variables such that the distribution of Xi is that of a STLF
with a Lévy measure given by (1.3) with parameters ci+, c
i
−, `
i
−, `
i
+. The distribution
of the sum
∑n
i=1Xi is inﬁnitely divisible with no Gaussian part and a Lévy measure
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given by
M(dx) = 1x<0|x|−1−α
(
n∑
i=1
ci−e
−|x|/`i−
)
dx+ 1x>0x
−1−α
(
n∑
i=1
ci+e
−x/`i+
)
dx
= 1x<0|x|−1−α
∫ ∞
0
e−|x|tQ(dt| − 1)dx+ 1x>0x−1−α
∫ ∞
0
e−xtQ(dt|1)dx,
where Q(dt| − 1) = ∑ni=1 ci−δ1/`i−(dt) and Q(dt|1) = ∑ni=1 ci+δ1/`i+(dt). Clearly, we
can consider more general measures Q(dt| − 1) and Q(dt|1). Moreover, this easily
extends to d-dimensions by allowing a diﬀerent measure Q(·|u) for each u ∈ Sd−1.
This motivates the following deﬁnition from [Ros07].
Deﬁnition 1.1. Fix α ∈ (0, 2) and let σ be a ﬁnite measure on Sd−1. A probability
measure µ on Rd is called tempered α-stable if it is inﬁnitely divisible without
Gaussian part and has Lévy measure M that can be written as
M(B) =
∫
Sd−1
∫ ∞
0
1B(ru)q(r, u)r
−1−αdrσ(du), B ∈ B(Rd), (1.4)
where q : (0,∞)×Sd−1 7→ (0,∞) is a Borel function such that q(·, u) is completely
monotone with limr→∞ q(r, u) = 0 for each u ∈ Sd−1. µ is called a proper tem-
pered α-stable distribution if, in addition to the above, limr↓0 q(r, u) = 1 for each
u ∈ Sd−1. The function q is called the tempering function.
To see that these are the models that we had previously described note that,
by Bernstein's Theorem (Theorem 1a in Section XIII.4 of [Fel71]), the complete
monotonicity of q(·, u) implies that there is a family of measures {Q(·|u)}u∈Sd−1
such that
q(r, u) =
∫ ∞
0
e−rtQ(dt|u). (1.5)
Clearly, the class of tempered α-stable distributions is semiparametric. A number
of interesting parametrizations are explored in [TW06].
While tempered stable distributions are much more general than STLFs, they
nevertheless place a lot of structure on the tempering function. A number of other
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forms for the tempering function have been suggested in the literature (see [RS10]
and the references therein). These lead to various generalizations. To place all of
these into a common framework, [RS10] introduced generalized tempered stable
distributions. These attempt to remove as much structure as possible, without
losing stable-like behavior in some central region. They are deﬁned in [RS10] as
follows.
Deﬁnition 1.2. Fix α ∈ (0, 2) and let σ be a ﬁnite Borel measure on Sd−1. An
inﬁnitely divisible distribution µ on Rd is said to be generalized tempered α-
stable if µ has no Gaussian part and its Lévy measure can be represented as (1.4),
where the tempering function q : (0,∞)× Sd−1 7→ (0,∞) is a Borel function such
that for some nonnegative function g ∈ L1(Sd−1,B(Sd−1), σ)
lim
r↓0
‖q(r, ·)− g(·)‖L1(Sd−1,B(Sd−1),σ) = 0.
The function g is called the limiting function.
Proper tempered α-stable distributions are generalized tempered stable, while
nonproper ones are not. Many interesting properties of these models are given
in [RS10]. Perhaps the most important is that a Lévy process with generalized
tempered stable marginals behaves like a stable process in a short time frame, but
if it has a ﬁnite variance, then in a long time frame it approximates a Brownian
motion.
Another extension of tempered stable distributions that will be important for
us are the tempered inﬁnitely divisible distributions and proper tempered
inﬁnitely divisible distributions of [BRKF11]. These are deﬁned analogously
to tempered stable and proper tempered stable distributions, except that now in-
stead of the tempering function being completely monotone, the function q(r1/2, u),
as a function of r, is completely monotone for each u ∈ Sd−1. This allows for more
ﬂexible and lighter tails than those of tempered α-stable distributions
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We will consider some further extensions of tempered stable distributions and
derive some of their properties. In Chapter 2, we will introduce p-tempered α-stable
distributions. These are deﬁned analogously to tempered stable and tempered
inﬁnitely divisible distributions, but assuming that the function q(r1/p, u), as a
function of r, is completely monotone for each u ∈ Sd−1. Moreover, it turns out
that we can deﬁne such distributions for any α < 2. However, the case when α < 0
has not been studied in much detail. Aside for certain integral representations
given in [MN09], little has been done in general. Nevertheless, these appear to
be useful and certain special cases have found a number of applications, see e.g.
[All92], [CGMY02], and [CT04].
We derive a number of results about p-tempered α-stable distributions. One of
the most important will be to categorize the long and short time behavior of their
Lévy processes. Formally, ﬁx c ∈ {0,∞} and let {Xt : t ≥ 0} be a d-dimensional
Lévy process. We want to derive necessary and suﬃcient conditions under which
there exists a function at > 0 such that
atXt
d→ Y as t→ c (1.6)
for some random vector Y with a distribution not concentrated at a point. When
c = 0 we will call this short time behavior of the Lévy process and when c =∞
we will call it long time behavior of the Lévy process.
An important consequence of long and short time behavior is that it can be
extended to convergence at the level of processes. Speciﬁcally, by Theorem 15.17
in [Kal02] (1.6) implies that if Xh = {Xth : t ≥ 0} then there exist processes
X˜h
d
= Xh such that for all t ≥ 0
lim
h→c
sup
s≤t
|ahX˜hs − Ys| p→ 0, (1.7)
where {Yt : t ≥ 0} is a Lévy process with Y1 d= Y . Thus, in a sense, long time
6
behavior corresponds to what the process looks like when we zoom out and short
time behavior corresponds to what the process looks like when we zoom in on it.
In Section 4.2 we will derive long and short time behavior for p-tempered α-
stable Lévy processes. For completeness, in Appendix D.2 we will give necessary
and suﬃcient conditions for long and short time behavior of general Lévy processes.
In this case, long time behavior is well known, but short time behavior does not
appear to have been studied in the multivariate setting before.
Another important property, which does not seem to have been analyzed before
will be given in Section 2.4. There we will give necessary and suﬃcient conditions
for the tails of p-tempered α-stable distributions to be regularly varying.
One limitation of p-tempered α-stable distributions is that they are not closed
under weak convergence. In Chapter 3 we will introduce extended p-tempered
α-stable distributions. This is the smallest class that contains all p-tempered α-
stable distributions and is closed under weak convergence. We will give an explicit
form for their Lévy measures and give necessary and suﬃcient conditions for weak
convergence of sequences in this class.
Our entire discussion suggests the following important question. Why would
distributions that are stable-like in some central region, but possessing lighter
tails come up in applications? The main explanation for why stable distributions
appear in applications is the generalized central limit theorem, which says that
stable distributions (including the Gaussian) are the only possible limits of scaled
and shifted sums of iid random vectors. Of course, this does not apply to tempered
stable distributions. However, it turns out that even if the distribution of a random
vector has light tails and is in the domain of attraction of the Gaussian, for large
(but not too large) sums of iid copies of this random vector, the distribution of
the sum may be well approximated by a stable distribution in some central region,
7
although it, necessarily, has lighter tails. This result was ﬁrst quantiﬁed by the
prelimit theorems of [KRS99] and [KRS00]. In Chapter 5 we give a generalization
of their results to d-dimensions.
Finally, in the appendix we collect some important results about weak and
vague convergence, regular variation, and inﬁnitely divisible distributions and their
associated Lévy processes. We will use these results throughout. While most of
them are well known, a number of them appear to be new. In particular, the
concept of β-duals (introduced in Appendix C.2), their properties, and their use
to derive short time behavior of Lévy processes does not seem to have been explored
before.
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CHAPTER 2
TEMPERED STABLE DISTRIBUTIONS
Tempered stable distributions will be deﬁned as a subclass of inﬁnitely divisible
distribution. Recall that a probability measure µ is called inﬁnitely divisible if
for any n there is a probability measure µn such that ifX ∼ µ andX1, . . . , Xn iid∼ µn
then X
d
= X1 + · · · + Xn. The characteristic function of an inﬁnitely divisible
distribution µ on Rd never vanishes and is given by µˆ(z) = exp{Cµ(z)} where
Cµ(z) = −1
2
〈z, Az〉+ i〈b, z〉+
∫
Rd
(
ei〈z,x〉 − 1− i 〈z, x〉
1 + |x|2
)
M(dx), (2.1)
A is a symmetric nonnegative-deﬁnite d× d matrix, b ∈ Rd, and M satisﬁes
M({0d}) = 0 and
∫
Rd
(|x|2 ∧ 1)M(dx) <∞. (2.2)
We call A theGaussian part andM the Lévy measure. In fact, we will call any
measure that satisﬁes (2.2) a Lévy measure. According to Theorem 8.1 in [Sat99],
the measure µ is uniquely identiﬁed by the Lévy triplet (A,M, b). We will write
µ = ID(A,M, b). For more details see Appendix C.
Fix α ∈ (0, 2). Let Mασ be the Lévy measure of an α-stable distribution with
spectral measure σ. By (C.20) it is given by
Mασ (B) =
∫
Sd−1
∫ ∞
0
1B(ru)r
−α−1drσ(du), B ∈ B(Rd). (2.3)
Let q : (0,∞) × Sd−1 7→ (0,∞) be a Borel function. For all u ∈ Sd−1 assume
that q(·, u) is completely monotone with limr→∞ q(r, u) = 0 . By the complete
monotonicity of q(·, u) we mean that
(−1)n ∂
n
∂rn
q(r, u) > 0 for all n ∈ N, r > 0, u ∈ Sd−1.
In particular this means that, for a ﬁxed u ∈ Sd−1, q(·, u) is strictly decreasing and
convex. Fix p > 0 and let
qp(r, u) = q(r
p, u). (2.4)
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Deﬁne the Borel measure
M(B) =
∫
Sd−1
∫ ∞
0
1B(ru)qp(r, u)r
−α−1drσ(du), B ∈ B(Rd). (2.5)
Since q(·, u) is completely monotone, by Bernstein's Theorem (Theorem 1a in
section XIII.4 of [Fel71]),
qp(r, u) =
∫ ∞
0
e−r
psQ(ds|u) (2.6)
for some measurable family {Q(·|u)}u∈Sd−1 of measures on (0,∞). For a guarantee
that the family can be taken to be measurable see Remark 3.2 in [BNMS06]. It
turns out that for any α < 2, if {Q(·|u)}u∈Sd−1 satisﬁes certain conditions, (2.5)
deﬁnes a Lévy measure. These conditions will be given in Corollary 2.4 below.
This leads to the following deﬁnition.
Deﬁnition 2.1. Fix α < 2, p > 0. An inﬁnitely divisible probability measure
µ is called a p-tempered α-stable distribution if it has no Gaussian part and
its Lévy measure is given by (2.5). If, in addition, limr↓0 qp(r, u) = 1 for every
u ∈ Sd−1 then µ is called a proper p-tempered α-stable distribution.
Note that the condition qp(0+, u) = 1 for every u ∈ Sd−1 is equivalent to the
condition that {Q(·|u)}u∈Sd−1 is a family of probability measures.
When p = 1 and α ∈ (0, 2) Deﬁnition 2.1 coincides with Rosi«ski's [Ros07] def-
initions of tempered α-stable and proper tempered α-stable distributions. When
p = 2 and α ∈ [0, 2) it coincides with the deﬁnitions of tempered inﬁnitely divisible
and proper tempered inﬁnitely divisible distributions presented in [BRKF11]. If we
allow for the distributions to have a Gaussian part, then we would have the class
Jα,p in the notation of [MN09]. This, in turn, contains important subclasses includ-
ing the Thorin class (when p = 1 and α = 0) and the Goldie-Steutel-Bondesson
class (when p = 1 and α = −1). For more information about these classes see
[BNMS06] and the references therein.
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Note that, for proper p-tempered α-stable distributions, |qp(r, u)−1| ≤ 2. Thus
by dominated convergence
lim
r↓0
∫
Sd−1
|qp(r, u)− 1|σ(du) = 0.
By Deﬁnition 1.2, we get the following result.
Lemma 2.2. Fix α ∈ (0, 2) and p > 0. All proper p-tempered α-stable distributions
are generalized tempered α-stable with tempering function qp and limiting function
g ≡ 1.
Following [Ros07], we will reparametrize the measure M into a form that is
easier to work with. Let Q be a measure on Rd given by
Q(A) =
∫
Sd−1
∫ ∞
0
1A(ru)Q(dr|u)σ(du), A ∈ B(Rd). (2.7)
Note that Q({0d}) = 0. Deﬁne a measure R on Rd by
R(A) =
∫
Rd
1A
(
x
|x|1+1/p
)
|x|α/pQ(dx), A ∈ B(Rd). (2.8)
Note that R({0d}) = 0. To get the inverse transformation we have
Q(A) =
∫
Rd
1A
(
x
|x|p+1
)
|x|αR(dx), A ∈ B(Rd). (2.9)
From this we get
Q(Rd) =
∫
Rd
|x|αR(dx). (2.10)
All of this leads to the following theorem.
Theorem 2.3. 1. Let M be given by (2.5) and let R be given by (2.8). We can
write
M(A) =
∫
Rd
∫ ∞
0
1A(tx)t
−1−αe−t
p
dtR(dx), A ∈ B(Rd), (2.11)
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or equivalently,
M(A) = p−1
∫
Rd
∫ ∞
0
1A(t
1/px)t−1−α/pe−tdtR(dx), A ∈ B(Rd). (2.12)
2. Fix p > 0. Let M be given by (2.11). It is the Lévy measure of some inﬁnitely
divisible distribution if and only if either R(Rd) = 0 or the following hold: α < 2,
R({0d}) = 0, (2.13)
and ∫ (|x|2 ∧ |x|α)R(dx) <∞ if α ∈ (0, 2),∫ (|x|2 ∧ [1 + log+ |x|])R(dx) <∞ if α = 0, (2.14)∫ (|x|2 ∧ 1)R(dx) <∞ if α < 0.
Moreover, when R satisﬁes these conditions,M is the Lévy measure of a p-tempered
α-stable distribution and it uniquely determines R.
3. Let M be given by (2.11) with R satisfying (2.13) and (2.14). M is the Lévy
measure of a proper p-tempered α-stable distribution if and only if
∫
Rd |x|αR(dx) <
∞.
Note that for all α < 2 (2.14) implies the necessity of
∫
(|x|2 ∧ |x|α)R(dx) <∞
and
∫
(|x|2 ∧ 1)R(dx) < ∞. In particular, this means that R ∈ M0 the class of
Lévy measures on Rd (see Appendix C.2 for the notation). Moreover, for α ∈ (0, 2),
R satisﬁes the assumptions of (2.14) if and only if R ∈ Mα. Before proving
Theorem 2.3, we will translate the integrability conditions on R into integrability
conditions on Q(·|u) and σ.
Corollary 2.4. Fix p > 0. Let M be given by (2.5). Then M is a Lévy measure
if and only if either ∫
Sd−1
∫ ∞
0
Q(dt|u)σ(du) = 0
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or α < 2 and ∫
Sd−1
∫ ∞
0
(
t−(2−α)/p ∧ 1)Q(dt|u)σ(du) <∞ α ∈ (0, 2)∫
Sd−1
∫ ∞
0
(
t−2/p ∧ [1 + log+(t−1/p)])Q(dt|u)σ(du) <∞ α = 0∫
Sd−1
∫ ∞
0
(
t−(2−α)/p ∧ tα/p)Q(dt|u)σ(du) <∞ α < 0.
Note that, by Theorem 15.2 in [Bil95], these conditions guarantee that for any
p > 0,
∫
e−r
psQ(ds|u) <∞ for σ almost every u. Now to prove Theorem 2.3.
Proof of Theorem 2.3. First we show Part 1. By (2.5) we have
M(A) =
∫
Sd−1
∫ ∞
0
1A(ru)r
−α−1qp(r, u)drσ(du)
=
∫
Sd−1
∫ ∞
0
∫ ∞
0
1A(ru)r
−α−1e−r
psdrQ(ds|u)σ(du)
=
∫
Sd−1
∫ ∞
0
∫ ∞
0
1A(ts
−1/pu)t−1−αe−t
p
dtsα/pQ(ds|u)σ(du)
=
∫
Rd
∫ ∞
0
1A
(
t
x
|x|1+1/p
)
t−1−αe−t
p
dt|x|α/pQ(dx)
=
∫
Rd
∫ ∞
0
1A(tx)t
−1−αe−t
p
dtR(dx),
where the third equality follows by the substitution t = rs1/p, and the last equality
follows by (2.9). The substitution u = tp gives (2.12).
Now to show Part 2. By (2.2), M is a Lévy measure if and only if M({0}) = 0
and
∫
(|x|2∧ 1)M(dx) <∞. Assume R(Rd) > 0, since the other case is trivial. We
have
M({0d}) =
∫
Rd
∫ ∞
0
1{0d}(tx)t
−α−1e−t
p
dtR(dx) =
∫
{0d}
∫ ∞
0
t−1−αe−t
p
dtR(dx),
which is equal to zero if and only if R({0d}) = 0. It remains to show the equivalence
of the integrability conditions.
We begin by showing necessity. Thus, assume that
∫
(|x|2∧1)M(dx) <∞. Fix
13
 > 0. We have
∞ >
∫
|x|≤1
|x|2M(dx) =
∫
Rd
|x|2
∫ |x|−1
0
t1−αe−t
p
dtR(dx)
≥
∫
|x|≤1/
|x|2
∫ 
0
t1−αe−t
p
dtR(dx) ≥ e−p
∫
|x|≤1/
|x|2R(dx)
∫ 
0
t1−αdt.
Since R(Rd) > 0, for this be ﬁnite for all  > 0 it is necessary that α < 2. Taking
 = 1 gives the necessity of
∫
|x|≤1 |x|2R(dx) <∞.
Note that
∞ >
∫
|x|≥1
M(dx) =
∫
Rd
∫ ∞
|x|−1
t−1−αe−t
p
dtR(dx)
≥
∫
|x|≥1
∫ ∞
|x|−1
t−1−αe−t
p
dtR(dx)
≥
∫ ∞
1
t−1−αe−t
p
dt
∫
|x|≥1
R(dx) + e−1
∫
|x|≥1
∫ 1
|x|−1
t−1−αdtR(dx).
This implies the necessity of
∫
|x|≥1R(dx) <∞ and
∫
|x|≥1
∫ 1
|x|−1 t
−1−αdtR(dx) <∞.
When α < 0 we are done. When α = 0 we have∫
|x|≥1
∫ 1
|x|−1
t−1−αdtR(dx) =
∫
|x|≥1
log |x|R(dx).
When α ∈ (0, 2) we have∫
|x|≥1
∫ 1
|x|−1
t−1−αdtR(dx) =
1
α
∫
|x|≥1
(|x|α − 1)R(dx),
which together with the necessity of
∫
|x|≥1R(dx) <∞ gives (2.14).
We will now show suﬃciency, so assume that R satisﬁes (2.14). We have∫
|x|≤1
|x|2M(dx) =
∫
Rd
|x|2
∫ |x|−1
0
t1−αe−t
p
dtR(dx)
≤
∫
|x|≤1
|x|2R(dx)
∫ ∞
0
t1−αe−t
p
dt
+
∫
|x|>1
|x|2
∫ |x|−1
0
t1−αdtR(dx)
= p−1Γ
(
2− α
p
)∫
|x|≤1
|x|2R(dx) + (2− α)−1
∫
|x|>1
|x|αR(dx).
14
Note that for
∫
|x|>1 |x|αR(dx) to be ﬁnite it is suﬃcient that
∫
|x|>1R(dx) < ∞
when α < 0 and
∫
|x|>1 log |x|R(dx) <∞ when α = 0.
Let D = supt≥1 t
2−αe−t
p
. Consider∫
|x|≥1
M(dx) =
∫
Rd
∫ ∞
|x|−1
t−1−αe−t
p
dtR(dx)
≤ D
∫
|x|≤1
∫ ∞
|x|−1
t−3dtR(dx) +
∫
|x|>1
∫ ∞
|x|−1
t−1−αe−t
p
dtR(dx).
The ﬁrst integral in the above equals .5D
∫
|x|≤1 |x|2R(dx), which is assumed ﬁnite.
The second integral can be written as∫
|x|>1
∫ 1
|x|−1
t−1−αe−t
p
dtR(dx) +
∫ ∞
1
t−1−αe−t
p
dt
∫
|x|>1
R(dx)
Of these, the second integral is ﬁnite when
∫
|x|>1R(dx) <∞. The ﬁrst is bounded
by
∫
|x|>1
|x|α−1
α
R(dx) when α 6= 0 and by ∫|x|>1 log |x|R(dx), when α = 0.
Now assume that R satisﬁes (2.13) and (2.14) and M is given by (2.11). We
will show that this implies that M is the Lévy measure of a p-tempered α-stable
distribution. Deﬁne Q by (2.9). We can get R back from Q by (2.8). Note that Q
satisﬁes the conditions of Proposition C.3, thus it has a polar decomposition. We
can write Q(dt, du) = Q(dt|u)σ(du) for some ﬁnite measure σ on Sd−1 and some
measurable family of Borel measures {Q(dt|u)}u∈Sd−1 on (0,∞).
For A ∈ B(Rd) we have
M(A) =
∫
Rd
∫ ∞
0
1A(xt)t
−1−αe−t
p
dtR(dx)
=
∫
Rd
∫ ∞
0
1A(tx|x|−1−1/p)t−1−αe−tpdt|x|α/pQ(dx)
=
∫
Sd−1
∫ ∞
0
∫ ∞
0
1A(tur
−1/p)t−1−αe−t
p
dtrα/pQ(dr|u)σ(du)
=
∫
Sd−1
∫ ∞
0
∫ ∞
0
1A(us)s
−1−αe−s
prdsQ(dr|u)σ(du)
=
∫
Sd−1
∫ ∞
0
1A(us)qp(s, u)s
−1−αdsσ(du), (2.15)
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where qp(s, u) =
∫∞
0
e−s
prQ(dr|u), which is completely monotone in rp by Bern-
stein's theorem.
Now to show the uniqueness of R. Assume that two measures R1 and R2 satisfy
(2.11), (2.13), and (2.14). Deﬁne measures Qi by (2.9). By Proposition C.3, there
is a polar decomposition of Qi. Moreover by (2.15) and the uniqueness part of
Proposition C.3, we can represent Qi in polar coordinates as
Qi(ds, du) = Qi(ds|u)σ(du), i = 1, 2,
where {Qi(·|u)}u∈Sd−1 are measurable families of Borel measures on (0,∞). By the
discussion following Corollary 2.4, for σ almost every u and all r > 0 the Laplace
transform
qi1(r, u) =
∫ ∞
0
e−rsQi(ds|u)
is ﬁnite and by Bernstein's theorem, it deﬁnes completely monotone functions
qi1(r, u), i = 1, 2. By (2.15)
M(A) =
∫
Sd−1
∫ ∞
0
1A(us)s
−1−αqip(s, u)dsσ(du), A ∈ B(Rd), i = 1, 2,
where qip(r, u) = q
i
1(r
p, u) for i = 1, 2 and r > 0. By Theorem 16.10 in [Bil95] and
the continuity in r of qip(r, u), i = 1, 2 this implies that
q1p(r, u) = q
2
p(r, u), r > 0
σ almost everywhere. Since Laplace transforms uniquely determine measures
Q1(·|u) = Q2(·|u) for σ almost all u. Hence Q1 = Q2, and by (2.8) R1 = R2.
Now for Part 3. Let Q be given by (2.9). As we have seen, Q has a polar
decomposition of the form Q(dr, du) = Q(dr|u)σ(du). We can take the measures
Q(·|u) to be probability measures if and only if Q is ﬁnite. From here the result
follows by (2.10).
16
Deﬁnition 2.5. We will refer to the R measure in (2.11) as the Rosi«ski mea-
sure.
Deﬁnition 2.6. Fix α < 2, p > 0. The class of p-tempered α-stable distributions
will be denoted by TSpα. If µ ∈ TSpα then µ = ID(0d×d,M, b), where M is given by
(2.5). We will use the notation TSpα(R, b) to denote this distribution.
When we write µ = TSpα(R, b), we will implicitly assume that R satisﬁes the
assumptions in Theorem 2.3. The following proposition will be our basic result
relating a p-tempered α-stable distribution to the α-stable distribution that is
being tempered.
Proposition 2.7. Fix α < 2 and p > 0. Let M be the Lévy measure of a proper
p-tempered α-stable distribution with Rosi«ski measure R. M can be represented
by (2.5) with
σ(B) =
∫
Rd
1B
(
x
|x|
)
|x|αR(dx), B ∈ B(Sd−1).
If, in addition, α ∈ (0, 2) and Mασ is the Lévy measure of an α-stable distribution
with spectral measure σ then
Mασ (B) =
∫
Rd
∫ ∞
0
1B (tx) t
−α−1dtR(dx), B ∈ B(Rd).
Proof. For the ﬁrst part we have∫
Rd
1B
(
x
|x|
)
|x|αR(dx) =
∫
Rd
1B
(
x
|x|
)
Q(dx)
=
∫
B
∫ ∞
0
Q(ds|u)σ(du) = σ(B).
The second part follows from the ﬁrst by
Mασ (B) =
∫
Sd−1
∫ ∞
0
1B(su)s
−α−1dsσ(du)
=
∫
Rd
∫ ∞
0
1B(sx/|x|)s−1−αds|x|αR(dx)
=
∫
Rd
∫ ∞
0
1B(tx)t
−α−1dtR(dx),
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where the third equality follows by the substitution t = s/|x|.
Proposition 2.8. Fix α < 2 and p > 0. Let M and R be related by (2.11) and
assume that R satisﬁes (2.13) and (2.14). Assume that R(Rd) > 0. For q ∈ (0, 2)∫
|x|≤1
|x|qM(dx) <∞⇐⇒ α < q and
∫
|x|≤1
|x|qR(dx) <∞. (2.16)
The proof of this result is similar to that of Proposition 2.8 in [Ros07].
Proof. First assume that
∫
|x|≤1 |x|qM(dx) <∞, and choose r > 0 such thatR(|x| ≤
r) > 0. We have
∞ >
∫
|x|≤1
|x|qM(dx) ≥
∫
|x|≤r
|x|q
∫ |x|−1
0
tq−1−αe−t
p
dtR(dx)
≥ e−r−p
∫
|x|≤r
|x|qR(dx)
∫ r−1
0
tq−1−αdt.
Now for the other direction. If α < q and
∫
|x|≤1 |x|qR(dx) <∞, then∫
|x|≤1
|x|qM(dx) =
∫
Rd
|x|q
∫ |x|−1
0
tq−1−αe−t
p
dtR(dx)
≤
∫
|x|≤1
|x|qR(dx)
∫ ∞
0
tq−1−αe−t
p
dt+
∫
|x|>1
|x|q
∫ |x|−1
0
tq−1−αdtR(dx)
≤
∫
|x|≤1
|x|qR(dx)
∫ ∞
0
tq−1−αe−t
p
dt+ (q − α)−1
∫
|x|>1
|x|αR(dx),
which is ﬁnite.
We will now give conditions for when p-tempered α-stable distributions are
stable, when they are selfdecomposable, and when they are compound Poisson.
Proposition 2.9. Fix α < 2, p > 0, and β ∈ (0 ∨ α, 2). Let µ = TSpα(R, b) and
let σ be a ﬁnite measure on Sd−1. Then µ = Sβ(σ, b) if and only if
R(A) = K−1
∫
Sd−1
∫ ∞
0
1A(rξ)r
−1−βdrσ(dξ) (2.17)
where K =
∫∞
0
tβ−α−1e−t
p
dt.
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Note that when σ 6= 0∫
Rd
|x|αR(dx) = K−1σ(Sd−1)
∫ ∞
0
r−(β−α)−1dr =∞.
Thus no stable distributions are proper p-tempered α-stable.
Proof. Note that R({0d}) = 0 and for any γ ∈ [0, β)∫
Rd
(|x|2 ∧ |x|γ)R(dx) = K−1σ(Sd−1)∫ ∞
0
(r1−β ∧ rγ−β−1)dr <∞.
Thus R satisﬁes the conditions given in Theorem 2.3. If R is of the given form and
M is the Lévy measure of µ then
M(A) = K−1
∫
Sd−1
∫ ∞
0
∫ ∞
0
1A(rtξ)t
−1−αe−t
p
dtr−1−βdrσ(dξ)
= K−1
∫ ∞
0
tβ−α−1e−t
p
dt
∫
Sd−1
∫ ∞
0
1A(rξ)r
−1−βdrσ(dξ)
=
∫
Sd−1
∫ ∞
0
1A(rξ)r
−1−βdrσ(dξ).
The converse follows by the fact that R uniquely determines the Lévy measure of
a p-tempered α-stable distribution.
To characterize when tempered stable distribution are selfdecomposable, we
ﬁrst recall the following well known result (see e.g. Theorem 15.10 in [Sat99]).
Lemma 2.10. A probability measure µ is selfdecomposable if and only if µ =
ID(A,M, b) and we can write
M(B) =
∫
Sd−1
∫ ∞
0
1B(rη)kη(r)r
−1drσ(dη), B ∈ B(Rd), (2.18)
where σ is a ﬁnite Borel measure on Sd−1 and kη(r) is a nonnegative function
measurable in η ∈ Sd−1, decreasing in r > 0, and with limr→∞ kη(r) = 0.
Proposition 2.11. Fix p > 0.
1. For α ∈ [0, 2) the class TSpα is contained in the class of selfdecomposable distri-
butions.
2. For α < 0 the class TSpα contains distributions that are not selfdecomposable.
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Proof. The ﬁrst part follows immediately from Lemma 2.10 and (2.5). For the
second part, note that by (2.5), for any α < 0, p > 0 and ﬁnite Borel measure σ
on Sd−1 there is a measure µ ∈ TSpα with a Lévy measure given by
M(A) =
∫
Sd−1
∫ ∞
0
1A(ut)t
−1−αe−t
p
dtσ(du), A ∈ B(Rd).
By Lemma 2.10 for µ to be a selfdecomposable distribution it is necessary that the
function f(t) = e−t
p
t−α is decreasing. However, using basic calculus, it is easy to
see that the function is actually increasing when t < (|α|/p)1/p.
For α ∈ [0, 2) p-tempered α-stable distributions inherit several important prop-
erties of selfdecomposable distributions. By Theorem 27.13 in [Sat99], any non-
degenerate selfdecomposable distribution is absolutely continuous with respect to
Lebesgue measure. Moreover, by Theorem 53.1 in [Sat99], when d = 1, they are
unimodal.
Recall that a probability measure µ is called compound Poisson if its charac-
teristic function can be written as
µˆ(z) = exp
{∫
Rd
(
ei〈z,x〉 − 1)M(dx)} , (2.19)
where M is a ﬁnite Lévy measure. To classify when tempered stable distributions
are compound Poisson we begin with a lemma.
Lemma 2.12. Let M be given by (2.11). M is ﬁnite if and only if either R = 0
or α < 0 and R is a ﬁnite measure.
Proof. Observing that
R(Rd)e−1
∫ 1
0
t−1−αdt ≤
∫
Rd
∫ ∞
0
e−t
p
t−1−αdtR(dx)
≤ R(Rd)
(∫ 1
0
t−1−αdt+
∫ ∞
1
e−t
p
t−1−αdt
)
gives the result.
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This implies the following.
Proposition 2.13. If µ = TSpα(R, b), then µ is compound Poisson if and only if
either R(Rd) = 0 or α < 0, R is a ﬁnite measure, and b =
∫
Rd
x
1+|x|2R(dx).
2.1 Identiﬁability
Following the idea of Corollaries 2.5 and 2.6 in [Ros07], we will show that for
a ﬁxed p > 0, in the subclass of proper p-tempered α-stable distribution, the
parametrization (α,R) of the Lévy measure is identiﬁable. We will then show
that within the class of all p-tempered α-stable distribution, the parametrization
(p, α,R) is not identiﬁable. Finally, we will categorize the relationship between
classes with diﬀerent values of p and α.
Proposition 2.14. Fix α < 2, p > 0, and let M be given by (2.11).
i) The map s 7→ sαM(|x| > s) is decreasing and lims→∞ sαM(|x| > s) = 0.
ii) If α ∈ (0, 2) then
lim
s↓0
sαM(|x| > s) = 1
α
∫
Rd
|x|αR(dx)
and if α ≤ 0 then
lim
s↓0
sαM(|x| > s) =∞.
iii) If α < 0 then
lim
s↓0
sαM(|x| < s) = 1|α|
∫
Rd
|x|αR(dx)
and if α ∈ [0, 2) then for all s > 0
M(|x| < s) =∞.
Note that for a ﬁxed p > 0, this implies that in the class of proper p-tempered
α-stable distributions both lims↓0 sαM(|x| > s) = ∞ and M(|x| < s) = ∞ if and
only if α = 0.
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Proof. We begin with the ﬁrst two parts. We have
sαM(|x| > s) = sα
∫
Rd
∫ ∞
s|x|−1
t−1−αe−t
p
dtR(dx)
=
∫
Rd
∫ ∞
|x|−1
u−1−αe−(su)
p
duR(dx).
Thus the map s 7→ sαM(|x| > s) is decreasing. For large enough s, the integrand
in the above is bounded by u−1−αe−u
p
, which is integrable since∫
Rd
∫ ∞
|x|−1
u−1−αe−u
p
duR(dx) =
∫
|x|>1
M(dx) <∞,
thus by dominated convergence lims→∞ sαM(|x| > s) = 0.
By monotone convergence we have
lim
s↓0
sαM(|x| > s) = lim
s↓0
∫
Rd
∫ ∞
|x|−1
u−1−αe−(su)
p
duR(dx)
=
∫
Rd
∫ ∞
|x|−1
u−1−αduR(dx).
Thus if α ∈ (0, 2) then
lim
s↓0
sαM(|x| > s) = 1
α
∫
Rd
|x|αR(dx)
and if α ≤ 0 then
lim
s↓0
sαM(|x| > s) =∞.
Now for the third part. If α ∈ [0, 2) then for all s > 0
M(|x| < s) =
∫
Rd
∫ s|x|−1
0
t−1−αe−t
p
dtR(dx)
≥
∫
Rd
e−(s/|x|)
p
∫ s|x|−1
0
t−1−αdtR(dx) =∞.
If α < 0 then for all s > 0
sαM(|x| < s) = sα
∫
Rd
∫ s|x|−1
0
t−1−αe−t
p
dtR(dx)
=
∫
Rd
∫ |x|−1
0
u−1−αe−(su)
p
duR(dx).
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Thus by monotone convergence
lim
s↓0
sαM(|x| > s) = lim
s↓0
∫
Rd
∫ |x|−1
0
u−1−αe−(su)
p
duR(dx)
=
∫
Rd
∫ |x|−1
0
u−1−αduR(dx)
=
1
|α|
∫
Rd
|x|αR(dx).
This completes the proof.
By Theorem 2.3 we know that R is uniquely determined by M . Combining
this fact with the previous result gives the following.
Proposition 2.15. Fix p > 0. In the subclass of proper p-tempered stable distri-
butions, the parametrization (R,α) is identiﬁable.
However, in general, the parameters α and p are not identiﬁable. This will
become apparent from the following results.
Proposition 2.16. Fix α < 2, β ∈ (α, 2), and let K = ∫∞
0
sβ−α−1e−s
p
ds. If
µ = TSpβ(R, b) and
R′(A) = K−1
∫
Rd
∫ 1
0
1A(ux)u
−β−1 (1− up)(β−α)/p−1 duR(dx) (2.20)
then R′ is the Rosi«ski measure of a p-tempered α-stable distribution and µ =
TSpα(R
′, b).
Proof. First we will show that R′ is the Rosi«ski measure of some p-tempered
α-stable distribution. Let C = maxu∈[0,.5] (1− up)(β−α)/p−1. Observe that∫ 1
0
u1−β(1− up)(β−α)/p−1du <∞.
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We have
K
∫
|x|≤1
|x|2R′(dx) =
∫
Rd
|x|2
∫ 1
0
1|x|u≤1u1−β(1− up)(β−α)/p−1duR(dx)
=
∫
|x|≤2
|x|2
∫ 1
0
1|x|u≤1u1−β(1− up)(β−α)/p−1duR(dx)
+
∫
|x|>2
|x|2
∫ |x|−1
0
u1−β(1− up)(β−α)/p−1duR(dx)
≤
∫
|x|≤2
|x|2R(dx)
∫ 1
0
u1−β(1− up)(β−α)/p−1du
+C
∫
|x|>2
|x|2
∫ |x|−1
0
u1−βduR(dx)
=
∫
|x|≤2
|x|2R(dx)
∫ 1
0
u1−β(1− up)(β−α)/p−1du
+
C
2− β
∫
|x|≥2
|x|βR(dx) <∞.
When α ∈ (0, 2) we have
K
∫
|x|>1
|x|αR′(dx) =
∫
|x|>1
|x|α
∫ 1
|x|−1
uα−1−β(1− up)(β−α)/p−1duR(dx)
=
∫
|x|≥2
|x|α
∫ 1/2
|x|−1
uα−1−β(1− up)(β−α)/p−1duR(dx)
+
∫
|x|≥2
|x|α
∫ 1
1/2
uα−1−β(1− up)(β−α)/p−1duR(dx)
+
∫
2>|x|>1
|x|α
∫ 1
|x|−1
uα−1−β(1− up)(β−α)/p−1duR(dx)
≤ C
∫
|x|≥2
|x|α
∫ ∞
|x|−1
uα−1−βduR(dx)
+
∫
|x|>1
|x|βR(dx)
∫ 1
1/2
uα−1−β(1− up)(β−α)/p−1du
=
C
β − α
∫
|x|≥2
|x|βR(dx)
+
∫
|x|>1
|x|βR(dx)
∫ 1
1/2
uα−1−β(1− up)(β−α)/p−1du <∞.
For δ > 0 let Cδ be a constant such that for all u > 0, log(u) ≤ Cδuδ (exists by
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4.1.37 in [AS72]). Now if α = 0 and  ∈ (0, β) we have
K
∫
|x|>1
log |x|R′(dx) ≤ KC
∫
|x|>1
|x|R′(dx)
= C
∫
|x|>1
|x|
∫ 1
|x|−1
u−1−β(1− up)β/p−1duR(dx)
≤ C
∫
|x|>1
|x|
∫ 1
|x|−1
u−1−β(1− up)(β−)/p−1duR(dx)
= C
C
β − 
∫
|x|≥2
|x|βR(dx)
+C
∫
|x|>1
|x|βR(dx)
∫ 1
1/2
u−1−β(1− up)(β−)/p−1du <∞,
where the last line follows as in the previous case.
When α < 0 we have
K
∫
|x|>1
R′(dx) =
∫
|x|>1
∫ 1
|x|−1
u−1−β(1− up)(β−α)/p−1duR(dx)
≤
∫
|x|>2
∫ 1/2
|x|−1
u−1−β(1− up)(β−α)/p−1duR(dx)
+
∫
|x|>1
R(dx)
∫ 1
1/2
u−1−β(1− up)(β−α)/p−1du
≤ C
∫
|x|>2
∫ 1
|x|−1
u−1−βduR(dx)
+
∫
|x|>1
R(dx)
∫ 1
1/2
u−1−β(1− up)(β−α)/p−1du.
Here the second integral is ﬁnite and the ﬁrst equals
C
β
∫
|x|>2
(|x|β − 1)R(dx),
when β 6= 0 and ∫
|x|>2
log |x|R(dx),
when β = 0. Thus the integral is ﬁnite.
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Now to show the result. Let
M(A) =
∫
Rd
∫ ∞
0
1A(tx)t
−1−αe−t
p
dtR′(dx)
= K−1
∫
Rd
∫ ∞
0
∫ 1
0
1A(utx)t
−1−αe−t
p
u−β−1 (1− up)(β−α)/p−1 dudtR(dx)
= K−1
∫
Rd
∫ ∞
0
∫ t
0
1A(vx)t
β−α−1e−t
p
v−β−1 (1− vp/tp)(β−α)/p−1 dvdtR(dx)
= K−1
∫
Rd
∫ ∞
0
∫ ∞
v
1A(vx)t
p−1e−t
p
v−β−1 (tp − vp)(β−α)/p−1 dtdvR(dx)
= K−1
∫
Rd
∫ ∞
0
1A(vx)e
−vpv−β−1dvR(dx)
∫ ∞
0
e−s
p
sβ−α−1ds
=
∫
Rd
∫ ∞
0
1A(vx)e
−vpv−β−1dvR(dx),
where the third line follows by the substitution v = ut and the ﬁfth by the substi-
tution sp = tp − vp.
To prove a similar result for the parameter p, we need to set up some notation.
For r ∈ (0, 1), let fr be the density of the r-stable distribution such that∫ ∞
0
e−txfr(x)dx = e−t
r
. (2.21)
Thus for 0 < p < q <∞ ∫ ∞
0
e−t
qxfp/q(x)dx = e
−tp . (2.22)
For all r ∈ (0, 1), such a density exists by Proposition 1.2.12 in [ST94]. However,
the only case where an explicit formula is known is
f.5(s) = (2
√
pi)−1e−1/(4s)s−3/21[s>0] (2.23)
(see 29.3.82 in [AS72]). By Theorem 5.4.1 in [UZ99]
fr(x) ∼ ax(r−2)/(2−2r) exp{−bx−r/(1−r)} as x→ 0 (2.24)
where a = (2pi(1− r))−1/2 r1/(2−2r) and b = (1 − r)rr/(1−r). This implies that if
X ∼ fr and β ≥ 0 then
E|X|−β <∞. (2.25)
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Proposition 2.17. Fix α < 2, 0 < p < q. If µ = TSpα(R, b) and
R′(A) =
∫
Rd
∫ ∞
0
1A(s
−1/qx)sα/qfp/q(s)dsR(dx) (2.26)
then R′ is the Rosi«ski measure of a q-tempered α-stable distribution and µ =
TSqα(R
′, b). Moreover, µ is a proper p-tempered α-stable distribution if and only if
it is a proper q-tempered α-stable distribution.
Proof. First we will show that R′ is, in fact, the Rosi«ski measure of a q-tempered
α-stable distribution. We have∫
|x|≤1
|x|2R′(dx) =
∫
Rd
|x|2
∫ ∞
|x|q
s−(2−α)/qfp/q(s)dsR(dx)
≤
∫
|x|≤1
|x|2R(dx)
∫ ∞
0
s−(2−α)/qfp/q(s)ds
+
∫
|x|>1
|x|αR(dx)
∫ ∞
0
fp/q(s)ds <∞.
When α ∈ (0, 2)∫
|x|>1
|x|αR′(dx) =
∫
Rd
|x|α
∫ |x|q
0
fp/q(s)dsR(dx)
≤
∫
|x|≥1
|x|αR(dx)
∫ ∞
0
fp/q(s)ds
+
∫
|x|<1
|x|2R(dx)
∫ ∞
0
s−(2−α)/qfp/q(s)ds <∞.
When α = 0∫
|x|>1
log |x|R′(dx) =
∫
Rd
∫ |x|q
0
log |xs−1/q|fp/q(s)dsR(dx)
≤
∫
|x|≤1
|x|
∫ |x|q
0
s−1/qfp/q(s)dsR(dx)
+
∫
|x|>1
∫ |x|q
0
(
log |x|+ s−1/q) fp/q(s)dsR(dx)
≤
∫
|x|≤1
|x|2R(dx)
∫ ∞
0
s−2/qfp/q(s)ds
+
∫
|x|>1
log |x|R(dx)
∫ ∞
0
fp/q(s)ds
+
∫
|x|>1
R(dx)
∫ ∞
0
s−1/qfp/q(s)ds <∞,
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where the second line follows by 4.1.33 in [AS72]. When α < 0∫
|x|>1
R′(dx) =
∫
Rd
∫ |x|q
0
sα/qfp/q(s)dsR(dx)
=
∫
|x|<1
∫ |x|q
0
s−|α|/qfp/q(s)dsR(dx)
+
∫
|x|≥1
∫ |x|q
0
s−|α|/qfp/q(s)dsR(dx)
≤
∫
|x|<1
|x|2R(dx)
∫ ∞
0
s−(|α|+2)/qfp/q(s)ds
+
∫
|x|≥1
R(dx)
∫ ∞
0
s−|α|/qfp/q(s)ds <∞.
Let M ′ be the Lévy measure of TSqα(R
′, b). We have
M ′(A) =
∫
Rd
∫ ∞
0
1A(tx)t
−1−αe−t
q
dtR′(dx)
=
∫
Rd
∫ ∞
0
∫ ∞
0
1A(s
−1/qtx)t−1−αe−t
q
dtsα/qfp/q(s)dsR(dx)
=
∫
Rd
∫ ∞
0
1A(vx)v
−1−α
∫ ∞
0
e−v
qsfp/q(s)dsdvR(dx)
=
∫
Rd
∫ ∞
0
1A(vx)v
−1−αe−v
p
dvR(dx),
where the third line follows by the substitution v = s−1/qt.
Now observe that∫
Rd
|x|αR′(dx) =
∫
Rd
|x|α
∫ ∞
0
s−α/qsα/qfp/q(s)dsR(dx)
=
∫
Rd
|x|αR(dx).
Thus,
∫ |x|αR(dx) <∞ if and only if ∫ |x|αR′(dx) <∞ and the last statement of
the proposition holds by Part 3 of Theorem 2.3.
Corollary 2.18. Fix α < 2 and p > 0. Let µ ∈ TSpα.
1. For any q ≥ p, µ ∈ TSqα.
2. For any β ≤ α, µ ∈ TSpβ.
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2.2 Moments
In this section we will give necessary and suﬃcient conditions for the ﬁniteness of
various moments. We will then give explicit formulas for the nth cumulants when
they exist. For simplicity, throughout this section, we will use the notation M to
refer to the Lévy measure of a p-tempered α-stable distribution.
Theorem 2.19. Fix α ∈ (0, 2) and p > 0. If µ = TSpα(R, b) then
(i)
∫
Rd |x|qµ(dx) <∞ when 0 ≤ q < α;
(ii)
∫
Rd |x|qµ(dx) <∞⇐⇒
∫
|x|>1 |x|qR(dx) <∞ when q > α;
(iii)
∫
Rd |x|αµ(dx) <∞⇐⇒
∫
|x|>1 |x|α log |x|R(dx) <∞;
(iv) if p ∈ (0, 1] and θ > 0 then∫
Rd
eθ|x|
p
µ(dx) <∞⇐⇒ R({|x| > θ−1/p}) = 0.
This result and its proof are based on Proposition 2.7 in [Ros07].
Proof. By Proposition C.4, the moment conditions on µ are equivalent to the
moment conditions on M restricted to the set {|x| > 1}. Using (2.12) we have∫
|x|>1
|x|qM(dx) = p−1
∫
|x|≤1
|x|q
∫ ∞
|x|−p
t(q−α)/p−1e−tdtR(dx)
+p−1
∫
|x|>1
|x|q
∫ ∞
|x|−p
t(q−α)/p−1e−tdtR(dx) =: p−1(I1 + I2).
Let C := supt≥1 t
(2+q−α)/pe−t.
I1 ≤ C
∫
|x|≤1
|x|q
∫ ∞
|x|−p
t−2/p−1dtR(dx) =
p
2
C
∫
|x|≤1
|x|q+2R(dx)
≤ pC
∫
|x|≤1
|x|2R(dx) <∞.
So the ﬁniteness of
∫
|x|>1 |x|qM(dx) is decided by I2.
If q < α then
I2 ≤
∫
|x|>1
|x|q
∫ ∞
|x|−p
t(q−α)/p−1dtR(dx) =
p
α− q
∫
|x|>1
|x|αR(dx) <∞,
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this proves (i).
If q > α, then (ii) follows by(∫ ∞
1
t(q−α)/p−1e−tdt
)∫
|x|>1
|x|qR(dx) ≤ I2 ≤ Γ
(
q − α
p
)∫
|x|>1
|x|qR(dx).
To show (iii) assume q = α,
I2 ≤
∫
|x|>1
|x|α
∫ 1
|x|−p
t−1dtR(dx) +
∫
|x|>1
|x|α
∫ ∞
1
e−tdtR(dx)
=
∫
|x|>1
|x|α (p log |x|+ e−1)R(dx) (2.27)
and
I2 ≥
∫
|x|>1
|x|α
∫ 1
|x|−p
t−1e−1dtR(dx) = pe−1
∫
|x|>1
|x|α log |x|R(dx).
Now to show (iv). Assume R({|x| > θ−1/p}) = 0. By (2.11) we have∫
|x|>1
eθ|x|
p
M(dx) =
∫
|x|≤θ−1/p
∫ ∞
|x|−1
e(θ|x|
p−1)tpt−1−αdtR(dx)
≤
∫
|x|<(2θ)−1/p
∫ ∞
|x|−1
e−t
p/2t2−αt−3dtR(dx)
+
∫
(2θ)−1/p≤|x|≤θ−1/p
∫ ∞
|x|−1
t−1−αdtR(dx)
≤ C
∫
|x|<(2θ)−1/p
∫ ∞
|x|−1
t−3dtR(dx) +
1
α
∫
|x|≥(2θ)−1/p
|x|αR(dx)
≤ 1
2
C
∫
|x|<(2θ)−1/p
|x|2R(dx) + 1
α
∫
|x|≥(2θ)−1/p
|x|αR(dx) <∞,
where C := supt≥(2θ)1/p t
2−αe−t
p/2.
Conversely, if R({|x| > θ−1/p}) > 0 then there is some  > 0 such thatR({|x|p >
θ−1 + }) > 0. So∫
|x|>1
eθ|x|
p
M(dx) =
∫
Rd
∫ ∞
|x|−1
e(θ|x|
p−1)tpt−1−αdtR(dx)
≥
∫
|x|p>θ−1+
∫ ∞
|x|−1
eθt
p
t−1−αdtR(dx) =∞,
as required.
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We will now consider the case when α ≤ 0.
Theorem 2.20. Fix α ≤ 0 and p > 0. If µ = TSpα(R, b) then
(i) if q ≥ 0, then ∫Rd |x|qµ(dx) <∞⇐⇒ ∫|x|>1 |x|qR(dx) <∞;
(ii) if p ∈ (0, 1], α < 0 and θ > 0, then ∫Rd eθ|x|pµ(dx) < ∞ ⇐⇒ R({|x| ≥
θ−1/p}) = 0 and ∫
0<|x|−p−θ<1(|x|−p − θ)α/p|x|αR(dx) <∞;
(iii) if p ∈ (0, 1], α = 0, and θ > 0 then ∫Rd eθ|x|pµ(dx) < ∞ ⇐⇒ R({|x| ≥
θ−1/p}) = 0 and ∫
0<|x|−p−θ<1 |log(1− |x|pθ)|R(dx) <∞.
Note that in (ii) and (iii) we have the condition, R({|x| ≥ θ−1/p}) = 0, whereas
in Theorem 2.19 part (iv) we have a similar condition, but with strict inequality.
Note also that the set {0 < |x|−p−θ < 1} = {(1+θ)−1/p < |x| < θ−1/p}. The latter
form is somewhat more appealing, but it loses the emphasis on why the integrals
may diverge.
Proof. The proof of (i) is similar to the proof of Theorem 2.19 (ii). Let α ≤ 0, we
have ∫
|x|>1
eθ|x|
p
M(dx) =
∫
Rd
∫ ∞
|x|−1
e(θ|x|
p−1)tpt−α−1dtR(dx)
≥
∫
|x|p≥θ−1
R(dx)
∫ ∞
θ1/p
t−α−1dt.
This shows the necessity of R({|x| ≥ θ−1/p}) = 0 in both Parts (ii) and (iii). We
will henceforth assume that this property holds both when showing necessity and
suﬃciency. We have∫
|x|>1
eθ|x|
p
M(dx) =
∫
|x|<θ−1/p
∫ ∞
|x|−1
e(θ|x|
p−1)tpt−1−αdtR(dx)
= p−1
∫
0<|x|−p−θ
(1− θ|x|p)α/p
∫ ∞
|x|−p−θ
e−uu−1−α/pduR(dx).
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This can be divided into two parts
p−1
∫
1≤|x|−p−θ
(1− θ|x|p)α/p
∫ ∞
|x|−p−θ
e−uu−1−α/pduR(dx)
+p−1
∫
0<|x|−p−θ<1
(1− θ|x|p)α/p
∫ ∞
|x|−p−θ
e−uu−1−α/pduR(dx) =: p−1(I1 + I2).
Let C1 := supu>1 e
−uu−1−α/p(u+ θ)(2−α)/p+1. We have,
I1 ≤
∫
1≤|x|−p−θ
|x|α
∫ ∞
|x|−p−θ
e−uu−1−α/pduR(dx)
≤ C1
∫
1≤|x|−p−θ
|x|α
∫ ∞
|x|−p−θ
(u+ θ)(α−2)/p−1duR(dx)
= C1
p
2− α
∫
|x|≤(1+θ)−1/p
|x|2R(dx) <∞.
Thus ﬁniteness is determined by I2.
If α < 0 and 0 < |x|−p − θ < 1, we have∫ ∞
1
e−uu−1−α/pdu ≤
∫ ∞
|x|−p−θ
e−uu−1−α/pdu ≤ Γ(−α/p).
Thus I2 is ﬁnite if and only if∫
0<|x|−p−θ<1
(|x|−p − θ)α/p|x|αR(dx) =
∫
0<|x|−p−θ<1
(1− θ|x|p)α/pR(dx) <∞.
If α = 0 then for 0 < |x|−p − θ < 1, we have∫ ∞
|x|−p−θ
e−uu−1du =
∫ ∞
1
e−uu−1du+
∫ 1
|x|−p−θ
e−uu−1du,
where the ﬁrst integral is ﬁnite. For the second one, we have∫ 1
|x|−p−θ
e−uu−1du ≤
∫ 1
|x|−p−θ
u−1du = − log(|x|−p − θ),
and ∫ 1
|x|−p−θ
e−uu−1du ≥ e−1
∫ 1
|x|−p−θ
u−1du = −e−1 log(|x|−p − θ).
Thus, in this case, the ﬁniteness of I2 is equivalent to the ﬁniteness of
−
∫
0<|x|−p−θ<1
log(|x|−p − θ)R(dx) =
∫
0<|x|−p−θ<1
∣∣log(|x|−p − θ)∣∣R(dx).
This completes the proof.
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Theorem 2.21. Fix α < 2 and p > 0. If µ = TSpα(R, b) then
(i) If 0 < q < p, and q ≤ 1 then for any θ > 0∫
Rd
eθ|x|
q
µ(dx) <∞⇐⇒
∫
|x|>1
∫ (θ|x|q)1/(p−q)
|x|−1
eθ|x|
qtq−tpt−1−αdtR(dx) <∞. (2.28)
A suﬃcient condition for the ﬁniteness of
∫
Rd e
θ|x|qµ(dx) is∫
|x|>1
e(θ|x|
q)p/(p−q) |x|−(1+α)q/(p−q)R(dx) <∞. (2.29)
(ii) If R 6= 0 then ∫Rd eθ|x| log |x|µ(dx) =∞ for every θ > 0.
For the case where α ∈ (0, 2), p = 2, and q = 1, the suﬃcient condition in
(2.29) is given in [BRKF11].
Note that the condition in (2.29) immediately implies the following. Assume
that 0 < q < p and q ≤ 1. If R({|x| > a}) = 0 for some a ∈ [0,∞) then∫
Rd e
θ|x|qµ(dx) < ∞ for every θ ∈ R. However by Theorem 2.19 and Theorem
2.20, for R 6= 0 it is impossible for ∫Rd eθ|x|pµ(dx) to be ﬁnite for every θ ∈ R.
In particular, this means that for
∫
Rd e
θ|x|µ(dx) to be ﬁnite for every θ ∈ R it is
necessary to have p > 1.
Proof. We begin with Part (i). By Proposition C.4, the problem is equivalent to
the ﬁniteness of∫
|x|>1
eθ|x|
q
M(dx) =
∫
Rd
∫ ∞
|x|−1
eθ|x|
qtq−tpt−1−αdtR(dx)
=
∫
|x|≤1
∫ ∞
|x|−1
eθ|x|
qtq−tpt−1−αdtR(dx)
+
∫
|x|>1
∫ (θ|x|q)1/(p−q)
|x|−1
eθ|x|
qtq−tpt−1−αdtR(dx)
+
∫
|x|>1
∫ ∞
(θ|x|q)1/(p−q)
eθ|x|
qtq−tpt−1−αdtR(dx) =: I1 + I2 + I3.
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For the ﬁrst integral, we have
I1 =
∫
|x|≤1
∫ ∞
|x|−1
eθ|x|
qtq−tpt1−αt−2dtR(dx)
≤
∫
|x|≤1
|x|2
∫ ∞
|x|−1
eθ|x|
qtq−tpt1−αdtR(dx)
≤
∫
|x|≤1
|x|2R(dx)
∫ ∞
1
e(θt
q−p−1)tpt1−αdt,
which is ﬁnite since q < p. For the third integral we have
I3 =
∫
|x|>1
∫ ∞
(θ|x|q)1/(p−q)
e(θ|x|
qtq−p−1)tpt−1−αdtR(dx)
=
1
(p− q)
∫
|x|>1
(θ|x|q)−α/(p−q)
∫ ∞
1
e−(1−1/u)(uθ|x|
q)p/(p−q)u−1−α/(p−q)duR(dx),
where the second line follows by the substitution u = tp−q/(θ|x|q). If α ∈ [0, 2)
then this implies that
I3 ≤ θ
−α/(p−q)
(p− q)
∫
|x|>1
R(dx)
∫ ∞
1
e−(1−1/u)(uθ)
p/(p−q)
u−1−α/(p−q)du <∞.
If α < 0 let C = sups≥0 e
−ss(1−α)/p <∞. We have
I3 ≤ C
(p− q)
∫
|x|>1
(θ|x|q)−α/(p−q) ×
×
∫ ∞
1
[
(1− 1/u)(uθ|x|q)p/(p−q)](α−1)/p u−1−α/(p−q)duR(dx)
≤ C
(p− q)
∫
|x|>1
(θ|x|q)−α/(p−q)(θ|x|q)(α−1)/(p−q)R(dx)
∫ ∞
1
u−1−1/(p−q)du
= C
∫
|x|>1
(θ|x|q)−1/(p−q)R(dx) ≤ Cθ−1/(p−q)
∫
|x|>1
R(dx) <∞.
Thus everything is determined by I2. For the suﬃcient condition we need to bound
I2. We have ∫ .5(θ|x|q)1/(p−q)
|x|−1
eθ|x|
qtq−tpt2−αt−3dt
≤ e(.5)q(θ|x|q)p/(p−q)(.5)2−α(θ|x|q)(2−α)/(p−q)
∫ ∞
|x|−1
t−3dt
=
θ(2−α)/(p−q)
23−α
e(.5)
q(θ|x|q)p/(p−q)|x|q(2−α)/(p−q)+2,
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and ∫ (θ|x|q)1/(p−q)
.5(θ|x|q)1/(p−q)
eθ|x|
qtq−tpt−1−αdt
≤ (.5)−(|α|+1)e(θ|x|q)p/(p−q) (θ|x|q)−(1+α)/(p−q)
∫ ∞
0
e−t
p
dt.
Since for large enough |x|
e(.5)
q(θ|x|q)p/(p−q)|x|q(2−α)/(p−q)+2 ≤ e(θ|x|q)p/(p−q)|x|−(1+α)q/(p−q)
the result follows.
Now for Part (ii). For any b > 0, let Tb = {|x| > b}. Since R 6= 0 and
R({0}) = 0, there exists an  > 0 such that R(T) > 0 hence for any b > 0
M(Tb) =
∫
Rd
∫ ∞
0
1t|x|>be−t
p
t−1−αdtR(dx)
≥
∫
|x|>
∫ ∞
b|x|−1
e−t
p
t−1−αdtR(dx)
≥
∫
|x|>
∫ ∞
b−1
e−t
p
t−1−αdtR(dx)
= R(T)
∫ ∞
b−1
e−t
p
t−1−αdt > 0.
Thus by Theorem 26.1 in [Sat99], the result follows.
Now that we know which moments are ﬁnite, we can ﬁnd the form of the
cumulants. For proper 1-tempered α-stable distributions with α ∈ (0, 2) this was
given in [TW06]. However, our proof is diﬀerent and we correct a mistake in their
formula for c1. We begin by ﬁrst proving the result for general inﬁnitely divisible
distributions.
First we establish some notation. For x ∈ Rd and n ≥ 1 deﬁne the dn-
dimensional vector x⊗n recursively by x⊗1 = x and x⊗n = x ⊗ x⊗(n−1), where
⊗ is the Kronecker product. Let A be an m × n matrix and aj its jth column.
Deﬁne
Vec(A) := [aT1 , . . . , a
T
n ]
T , (2.30)
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which is an element of Rnm. For more information on Kronecker products and the
Vec operator consult [MN88].
Let φ : Rd 7→ Rm. Let Jφ(u) be the Jacobian matrix of φ evaluated at u ∈ Rd.
When it exists, recursively deﬁne
D⊗1u φ(u) = Vec(J
T
φ (u))
and
D⊗nu φ = D
⊗1
u
(
D⊗(n−1)u φ
)
.
Note that D⊗nu φ is a function mapping Rd into Rmd
n
. Let µ be a probability
measure such that µˆ(z) 6= 0 for all z ∈ Rd. The kth cumulant is deﬁned to be
ck = (−i)kD⊗kz Cµ
∣∣∣
z=0d
, (2.31)
when it exists, and it is undeﬁned otherwise. This explains why Cµ is called the
cumulant generating function. Note that if X ∼ µ then c1 = EX and c2 =
Vec [Cov(X)]. For more information consult [Ter03] or [TW06].
Let X ∼ ID(A,M, b) and assume that for some N ≥ 1, E|X|N < ∞. By
Proposition C.4, this means that∫
|x|>1
|x|NM(dx) <∞, (2.32)
and the cumulant generating function can be written as
CX(z) = −〈z, Az〉
2
+
∫
Rd
(
ei〈x,z〉 − 1− i〈x, z〉)M(dx) + i〈z, b1〉, (2.33)
where b1 is given by (C.11). Themth cumulant is the vector of allmth order partial
derivatives of this function with respect to the components of z = (z1, . . . , zd)
T
evaluated at z = 0d. We will ﬁrst consider the integrand. Let
f(z, x) = ei〈x,z〉 − 1− i〈x, z〉.
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Let j1, j2, ... be a sequence of elements in {1, 2, ..., d}. We have
∂
∂zj1
f(z, x) = ixj1
[
ei〈x,z〉 − 1]
and by induction, for n ≥ 2
∂n
∂zjn · · · ∂zj1
f(z, x) = inei〈x,z〉
n∏
k=1
xjk .
Note that we are only interested in z near 0d, so assume that |z| ≤ 1. Using Lemma
C.2 and the Cauchy-Schwartz inequality, we have∣∣∣∣ ∂∂zj f(z, x)
∣∣∣∣ ≤ |x| (|〈x, z〉| ∧ 2) ≤ |x| ((|x||z|) ∧ 2) ≤ |x| (|x| ∧ 2) = |x|2 ∧ (2|x|),
which is integrable under assumption (2.32). Similarly, if n ≤ N then∣∣∣∣ ∂n∂zjn · · · ∂zj1 f(z, x)
∣∣∣∣ ≤ |x|n,
which is integrable under assumption (2.32). Let A = (aij). By Theorem 16.8 in
[Bil95],
∂
∂zj1
CX(z) = −
d∑
m=1
aj1mzm + i
∫
Rd
xj1
(
ei〈x,z〉 − 1)M(dx) + ibj11
where bj11 is the j1 element of b1 and
∂2
∂zj2∂zj1
CX(z) = −aj1j2 −
∫
Rd
xj1xj2e
i〈x,z〉M(dx)
and for N ≥ n ≥ 3
∂n
∂zjn · · · ∂zj1
CX(z) = i
n
∫
Rd
(
n∏
m=1
xjm
)
ei〈x,z〉M(dx).
Evaluating the above at z = 0d and multiplying by (−i)n gives the following result.
Proposition 2.22. Let X ∼ ID1(A,M, b1) with M satisfying (2.32) for some
N ≥ 1, then for any 1 ≤ n ≤ N , the nth cumulant cn exists. Moreover, c1 = b1,
c2 = Vec(A) +
∫
Rd x
⊗2M(dx), and for all 3 ≤ n ≤ N cn =
∫
Rd x
⊗nM(dx).
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Now, by plugging in the form of the Lévy measure of a p-tempered α-stable
distributions given in (2.11) we get the following result.
Proposition 2.23. Fix p > 0 and α < 2. If X ∼ TSpα(R, b) and
∫
|x|>1 |x|NR(dx) <
∞ for some N ≥ 1 then for any 1 ≤ n ≤ N the nth cumulant cn exists. Moreover,
c1 = b1 = b+
∫
Rd
∫ ∞
0
x
|x|2
1 + |x|2t2 t
2−αe−tdtR(dx)
and for all 2 ≤ n ≤ N , cn = p−1Γ
(
n−α
p
) ∫
Rd x
⊗nR(dx).
2.3 Characteristic Functions
In this section we will give more explicit forms for the characteristic functions
of certain p-tempered α-stable distributions. In light of Theorem 2.19, whenever
α ∈ (1, 2) we can use Parametrization 1 (see (C.10)). Similarly, in light of Propo-
sition 2.8 and Part 3 of Theorem 2.3, when α < 1 and the p-tempered α-stable
distribution is proper, we can use Parametrization 0 (see (C.7)). We will now give
a simpler form of the characteristic function in the case when p = 1. For the case
α ∈ (0, 2) this is Theorem 2.9 in [Ros07].
Theorem 2.24. Fix α < 2, p = 1, and let µ = TS1α(R, b).
1. If
∫
|x|>1 |x|R(dx) <∞, and
b1 = b+
∫
Rd
∫ ∞
0
x
|x|2
1 + |x|2t2 t
2−αe−tdxR(dx)
then the characteristic function is given by
µˆ(z) = exp
{∫
Rd
ψα(〈z, x〉)R(dx) + i〈z, b1〉
}
, (2.34)
where
ψα(s) =

Γ(−α)[(1− is)α − 1 + iαs] α 6= 0, 1
− log(1− is)− is α = 0
(1− is) log(1− is) + is α = 1
. (2.35)
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In particular the characteristic function can be written in the form (2.34) when
1 < α < 2, or
α = 1 and
∫
|x|>1
|x| log |x|R(dx) <∞, (2.36)
or
α < 1 and
∫
Rd
|x|R(dx) <∞. (2.37)
2. If α < 1,
∫
|x|≤1 |x|R(dx) <∞, and
b0 = b−
∫
Rd
∫ ∞
0
x
1 + |x|2t2 t
−αe−tdtR(dx)
then the characteristic function is given by
µˆ(z) = exp
{
ψ0α(〈z, x〉)R(dx) + i〈z, b0〉
}
, (2.38)
where
ψ0α(s) =
 Γ(−α)[(1− is)
α − 1] α 6= 0
− log(1− is) α = 0
. (2.39)
In particular if µ is a proper TS1α distribution with α < 1, its characteristic function
can be written in the form (2.38).
By Theorem 2.19 and Theorem 2.20 the condition
∫
|x|>1 |x|R(dx) <∞ is equiv-
alent to the condition
∫
Rd |x|µ(dx) <∞ and in this case we have b1 =
∫
Rd xµ(dx).
In Case 2 b0 is the drift vector. Another situation where a relatively nice form
for the characteristic function is known is when p = 2 and α ∈ [0, 2). In this
case [BRKF11] gives a form for the characteristic function in terms of conﬂuent
hypergeometric functions.
Before proceeding to the proof, we should say a few things about the complex
functions that we are using. Throughout we will use the principle branch of the
complex logarithm. In this case, if z ∈ C with <z > 0 then
log(z) = log |z|+ i arctan(=z/<z), (2.40)
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where arctan refers to the branch of the arctangent whose image is
(−pi
2
, pi
2
)
. In
particular log(1− is) = 1
2
log(1 + s2)− i arctan(s). Likewise, if z ∈ C with <z > 0
and γ ∈ R then zγ = exp{γ log z} = exp{γ [log |z|+ i arctan(=z/<z)]}. For details
about branches see e.g. [Fis99].
Proof. When α ∈ (0, 2) this is Theorem 2.9 in [Ros07]. Thus we will assume that
α ≤ 0. We will need the fact that when α < 0 and w ∈ C with <(w) > 0 then∫ ∞
0
e−wtt−α−1dt = wαΓ(−α). (2.41)
(see 6.1.1 in [AS72]).
We start with the case
∫
|x|>1 |x|R(dx) <∞, which by Theorem 2.20 is equiva-
lent to
∫
Rd |x|µ(dx) <∞, which implies that we can use Parametrization 1. Thus
the characteristic function can be written as
µˆ(z) = exp
{∫
Rd
∫ ∞
0
(
ei〈x,z〉t − 1− i〈x, z〉t) t−1−αe−tdtR(dx) + i〈z, b1〉} .
For simplicity of notation, let s = 〈x, z〉. Using (2.41) for α < 0 we have∫ ∞
0
(eist − 1− ist)e−tt−α−1dt =
∫ ∞
0
(e−(1−is)t − e−t − ise−tt)t−α−1dt
= Γ(−α)[(1− is)α − 1 + iαs].
Now for the case when α = 0. Using L'Hospital's rule and the fact that
Γ(−x) = −pi
Γ(x+1) sin(pix)
we get
lim
α→0
Γ(−α)[(1− is)α − 1 + iαs] = lim
α→0
−pi[(1− is)α − 1 + iαs]
Γ(α + 1) sin(piα)
= lim
α→0
−[(1− is)α log(1− is) + is]
cos(piα)
= − log(1− is)− is.
Let α < 0. If t ∈ (0, 1) then
|(eist − 1− ist)t−α−1e−t| ≤ | cos(st)− 1 + i sin(st)− ist|
t
=
√
2− 2 cos(st) + s2t2 − 2st sin(st)
t
.
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To see that this is integrable on t ∈ (0, 1), note that by L'Hospital's rule
lim
t↓0
2− 2 cos(st) + s2t2 − 2st sin(st)
t2
= lim
t↓0
s2t− s2t cos(st)
t
= 0.
Now, if t ≥ 1, by Lemma C.2 we have
|(eist − 1− ist)t−α−1e−t| ≤ s2t1−αe−t,
which is integrable over t ∈ [1,∞). Now by dominated convergence∫ ∞
0
(
eit〈x,z〉 − 1− it〈x, z〉) e−tt−1dt = ∫ ∞
0
lim
α↗0
(
eit〈x,z〉 − 1− it〈x, z〉) e−tt−α−1dt
= lim
α↗0
∫ ∞
0
(
eit〈x,z〉 − 1− it〈x, z〉) e−tt−α−1dt
= lim
α↗0
Γ(−α)[(1− i〈x, z〉)α − 1 + it〈x, z〉]
= − log(1− i〈x, z〉)− i〈x, z〉,
as required.
When
∫
|x|≤1 |x|R(dx) < ∞, by Proposition 2.8, we can use Parametrization 0
and the characteristic function can be written as
µˆ(z) = exp
{∫
Rd
(
ei〈x,z〉 − 1)M(dx) + i〈z, b0〉} .
Showing that
∫
Rd
(
ei〈x,z〉 − 1)M(dx) has the required form is similar to the previous
part.
In the proof we can use L'Hospital's rule because the denominator is real.
However, in general, L'hopital's rule may fail for complex valued functions of real
numbers, see [Car58].
2.4 Regular Variation
In this section we will derive necessary and suﬃcient conditions for tempered stable
distributions to have regularly varying tails. This is important both from an ap-
plied and a theoretical perspective. In applications there are many situation when
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we assume that the tails are regularly varying. For example there is some evidence
to suggest that ﬁnancial returns have regularly varying tails, see e.g. [CT04]. On
the theoretical side, this will help us in Section 4.2, when we classify long and short
time behavior of tempered stable Lévy processes.
Fix α < 2 and p > 0. Let µ ∈ TSpα and let X ∼ µ. When α ∈ (0, 2) Theorem
2.19 implies that E|X|% <∞ for all % ∈ [0, α). Thus, by Proposition B.7, µ cannot
have regularly varying tails with index % ∈ (−α, 0]. However, depending on R, it
can have regularly varying tails with index % ≤ −α. For the case when α ≤ 0 a
p-tempered α-stable distribution may have regularly varying tails with tail index
% for any % ≤ 0. In this section we will categorize when a p-tempered α-stable
distribution have regularly varying tails with index % < (−α) ∧ 0. The case when
α ∈ (0, 2) and % = −α will be treated later (see Corollary 4.9). First we introduce
some notation.
Let k : (0,∞) 7→ R. We deﬁne the Mellin transform of k by
kˆ(z) =
∫ ∞
0
uz−1k(1/u)du (2.42)
for all z ∈ C for which the integral converges. We will need the following result.
Proposition 2.25. Let −∞ < γ < % < τ <∞, ` ∈ RV ∞0 , and c ∈ R. Let k be a
continuous and non-negative function on (0,∞) such that
∞∑
n=−∞
max{e−γn, e−τn} sup
en≤x≤en+1
k(x) <∞ (2.43)
and
kˆ(z) 6= 0 when <z = %. (2.44)
Let U be a monotone, right continuous function on (0,∞) and
lim sup
r↓0
|U(r)|
rγ
<∞. (2.45)
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Then ∫ ∞
0
k(x/t)dU(t) ∼ c%kˆ(%)x%`(x) as x→∞ (2.46)
if and only if
U(x) ∼ cx%`(x) as x→∞. (2.47)
Proof. This combines Theorems 4.4.2 and 4.9.1 in [BGT87].
We will now apply this result to our situation. Fix α ∈ (0, 2), p > 0, and
let σ be a ﬁnite nonzero measure on Sd−1. Let R be the Rosi«ski measure of a
p-tempered α-stable distribution and let M be the corresponding Lévy measure.
For all D ∈ B(Sd−1) with σ(∂D) = 0 deﬁne for r > 0
MD(r) = M(|x| > r, x/|x| ∈ D)
and
RD(r) = R(|x| > r, x/|x| ∈ D).
Note that for any integrable function f : R→ R∫
x/|x|∈D
f(|x|)R(dx) = −
∫ ∞
0
f(x)dRD(x).
Lemma 2.26. If % < (−α) ∧ 0 and ` ∈ RV ∞0 then
MD(r) ∼ σ(D)r%`(r) as r →∞
if and only if
RD(r) ∼ σ(D) p
Γ
(
|ρ|−α
p
)r%`(r) as r →∞.
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Proof. For simplicity, let β = (−α) ∧ 0. Note that
MD(r) =
∫
x/|x|∈D
∫ ∞
r|x|−1
t−1−αe−t
p
dtR(dx)
= −
∫ ∞
0
∫ ∞
r/x
t−1−αe−t
p
dtdRD(x)
= −
∫ ∞
0
k(r/x)RD(dx),
where
k(s) =
∫ ∞
s
t−α−1e−t
p
dt = p−1
∫ ∞
sp
t−α/p−1e−tdt.
Note that, for <z < β
kˆ(z) =
∫ ∞
0
uz−1k(1/u)du =
∫ ∞
0
uz−1
∫ ∞
1/u
t−1−αe−t
p
dtdu
=
∫ ∞
0
uz+α−1
∫ ∞
1
t−1−αe−(t/u)
p
dtdu
=
∫ ∞
0
u−z−α−1e−u
p
du
∫ ∞
1
tz−1dt = − 1
pz
Γ
(−z − α
p
)
.
It remains to show that the assumptions of Proposition 2.25 hold. It is easy to
see that k is a continuous and non-negative function on (0,∞) and that kˆ(z) has
no zeros. Let τ ∈ (%, β) and let γ < % ∧ (−2). Let C = supt≥1 t−α/p−1e−t/2. We
have
p
∞∑
n=0
max{e−γn, e−τn} sup
en≤x≤en+1
k(x) =
∞∑
n=0
e|γ|n
∫ ∞
enp
t−α/p−1e−t/2e−t/2dt
≤ C
∞∑
n=0
e|γ|n
∫ ∞
enp
e−t/2dt = 2C
∞∑
n=0
e|γ|ne−e
np/2 <∞.
We also have
p
−1∑
n=−∞
max{e−γn, e−τn} sup
en≤x≤en+1
k(x) =
∞∑
n=1
e−|τ |n
∫ ∞
e−np
t−α/p−1e−tdt.
If α < 0 then this is bounded by∫ ∞
0
t−α/p−1e−tdt
∞∑
n=1
e−|τ |n <∞.
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If α = 0 then it is bounded by
∞∑
n=1
e−|τ |n
(∫ 1
e−np
t−1dt+
∫ ∞
1
e−tdt
)
=
∞∑
n=1
e−|τ |n
(
np+ e−1
)
<∞.
If α ∈ (0, 2) then it is bounded by
∞∑
n=1
e−|τ |n
∫ ∞
e−np
t−α/p−1dt =
p
α
∞∑
n=1
e−|τ |n+αn =
p
α
∞∑
n=1
e−(|τ |−α)n <∞.
Recall that γ < −2. Note that −RD(r) is a right continuous, monotonely
increasing function on (0,∞) with
lim sup
r↓0
| −RD(r)|
rγ
≤ lim sup
r↓0
r2
∫
|x|>r
R(dx)
≤ lim sup
r↓0
∫
1>|x|>r
|x|2R(dr) + lim sup
r↓0
r2R (|x| ≥ 1)
≤
∫
|x|<1
|x|2R(dr) <∞.
This completes the proof.
Theorem 2.27. Fix α < 2, p > 0. Let µ be TSpα(R, b). LetM be the Lévy measure
of µ. If % < (−α) ∧ 0
µ ∈ RV ∞% (σ)⇐⇒M ∈ RV ∞% (σ)⇐⇒ R ∈ RV ∞% (σ). (2.48)
Moreover, ifM ∈ RV ∞% (σ) then for all D ∈ B(Sd−1) with σ(∂D) = 0 and σ(D) > 0
lim
r→∞
R (|x| > r, x/|x| ∈ D)
M (|x| > r, x/|x| ∈ D) =
p
Γ
(
|%|−α
p
) .
In the case when α ∈ (0, 2), necessary and suﬃcient conditions for regular
variation with index −α of the tails of a p-tempered α-stable distribution will be
given in Corollary 4.9.
Proof. The relationship between M and R follows from Lemma 2.26 and (B.15).
The relationship between the regular variation of µ and M is well know, see for
example [HL06a].
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We will now show a related result, which will be useful for ﬁnding necessary
and suﬃcient conditions for long time behavior of tempered stable distributions to
be Gaussian. We begin with a lemma.
Lemma 2.28. Fix β ∈ R, p > 0, and let k(t) = tβe−tp. Then for all z with <z < β
kˆ(z) = p−1Γ
(
β − z
p
)
and for any −∞ < γ < % < τ < β <∞, k satisﬁes (2.43) and (2.44).
Proof. For z with <z < β
kˆ(z) =
∫ ∞
0
uz−1k(1/u)du =
∫ ∞
0
uz−1−βe−1/u
p
du
= p−1
∫ ∞
0
v
β−z
p
−1e−vdv = p−1Γ
(
β − z
p
)
.
Since this is never equal to zero (2.44) holds.
For any γ < % < τ < β (2.43) holds because
∞∑
n=1
max{e−γn, e−τn} sup
en≤t≤en+1
k(t) =
∞∑
n=1
e−γn sup
en≤t≤en+1
tβe−t
p
≤
∞∑
n=1
e−γne|β|(n+1)e−e
np
=
∞∑
n=1
e(|β|−γ)n+|β|e−e
np
<∞
and
−1∑
n=−∞
max{e−γn, e−τn} sup
en≤t≤en+1
k(x) ≤
∞∑
n=1
eτn sup
e−n≤t≤e−n+1
tβ
≤
∞∑
n=1
eτne−nβ+|β| =
∞∑
n=1
e−(β−τ)n+|β| <∞.
This completes the proof.
Proposition 2.29. Fix α < 2, p > 0, and C ∈ L(Rd) with trC > 0. Let R be
the Rosi«ski measure of a p-tempered α-stable distributions. Let M be the Lévy
measure of this distribution. Deﬁne
At =
∫
|x|≤t
xxTM(dx)
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and
Bt =
∫
|x|≤t
xxTR(dx).
Then A ∈ LRV ∞0 (C) if and only if B ∈ LRV ∞0 (C). Moreover, when this holds
lim
t→∞
trAt
trBt
= p−1Γ
(
2− α
p
)
.
Proof. For z ∈ Rd, let
f z(s) =
∫
|x|≤s
〈x, z〉2M(dx), (2.49)
gz(s) =
∫
|x|≤s
〈x, z〉2R(dx), and (2.50)
Gz(s) =
∫ s
0
gz(t)dt. (2.51)
Note that
f z(s) =
∫ ∞
0
gz(s/t)t1−αe−t
p
dt = s−1
∫ ∞
0
gz(u)(s/u)3−αe−(s/u)
p
du
= s−1
∫ ∞
0
k(s/u)dGz(u),
where
k(s) = s3−αe−s
p
.
We will now use Proposition 2.25 to show that f z ∈ RV ∞0 if and only if Gz ∈
RV ∞1 . First we need to verify that the assumptions hold. Since 3−α > 1, Lemma
2.28 implies that k satisﬁes the required conditions, and
lim
s↓0
|Gz(s)| ≤ lim
s↓0
s
∫
|x|≤s
〈x, z〉2R(dx) = 0,
implies that so does Gz. Thus there are constants cz and a slowly varying function
` with
sf z(s) ∼ czs`(s) as s→∞ (2.52)
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if and only if
Gz(s) ∼ czs`(s) p
Γ
(
2−α
p
) as s→∞. (2.53)
Since gz is a monotonely increasing function, by Karamata's Theorem and the
Monotone Density Theorem (Theorems 1.5.11 and 1.7.2 in [BGT87]) (2.53) holds
if and only if
gz(s) ∼ cz`(s) p
Γ
(
2−α
p
) as s→∞. (2.54)
From here the result holds to Proposition B.13. When the above holds we have
lim
t→∞
trAt
trBt
= p−1Γ
(
2− α
p
)
,
as required.
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CHAPTER 3
LIMITS OF SEQUENCES OF TEMPERED STABLE
DISTRIBUTIONS
In this chapter we will discuss the possible weak limits of p-tempered α-stable
distributions for ﬁxed α < 2, p > 0. It turns out that the class TSpα is not closed
under weak convergence. We will introduce the smallest class that contains TSpα
and is closed under weak convergence. Moreover, this class is closed under taking
ﬁnite convolutions. We will call this the class of extended p-tempered α-stable
distributions (ETSpα). In Section 3.1 we will deﬁne this class for α ∈ (0, 2) and
give a limit theorem for convergence. In Section 3.2 we will extend these results
to α ≤ 0. In the remaining sections we will give some extensions and applications.
Throughout this chapter it will be very important that we use the compactiﬁcation
of Rd deﬁned in Appendix A.4.
3.1 Sequences with α ∈ (0, 2)
First, recall that, by (2.5), the Lévy measure of a p-tempered α-stable distribution
can be given by
M(A) =
∫
Sd−1
∫ ∞
0
1A(ru)qp(r, u)r
−1−αdrσ(du), A ∈ B(Rd), (3.1)
where σ is a ﬁnite measure on Sd−1 and qp(r, u) is jointly measurable in r and u
and
qp(r, u) =
∫ ∞
0
e−r
ptQ(dt|u), (3.2)
for some measurable family {Q(·|u)}u∈Sd−1 of Borel measures on (0,∞) satisfying
certain integrability conditions. We will now extend this class slightly.
Deﬁnition 3.1. Fix α ∈ (0, 2) and p > 0. The class of extended p-tempered
α-stable distributions is the class of inﬁnitely divisible distributions that may
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have a Gaussian part and where the Lévy measure is given by (3.1) with qp(r, u)
deﬁned by (3.2) as before, but now allowing the family of measures {Q(·|u)}u∈Sd−1
to have a point mass at 0. We denote this class by ETSpα.
We can write the Lévy measure as
M(A) =
∫
Sd−1
∫ ∞
0
1A(ru)
∫
[0,∞)
e−r
psQ(ds|u)r−1−αdrσ(du)
=
∫
Sd−1
∫ ∞
0
1A(ru)r
−1−αdrQ({0}|u)σ(du)
+
∫
Rd
∫ ∞
0
1A(rx)r
−1−αe−r
p
drR(dx), A ∈ B(Rd)
where R is the Rosi«ski measure deﬁned as before. Again, R must satisfy the
conditions given in Theorem 2.3. Note that a distribution is in ETSpα if and only
if it can be written as the convolution of a Gaussian distribution, an α-stable
distribution, and an element of TSpα.
We will now put the Lévy measure into a form that is easier to work with. To
do this we will deﬁne a measure on R¯d. It is important to emphasize that, in this
context, by R¯d we are referring to the construction given in Appendix A.4. Deﬁne
a measure ν on R¯d by ν({0d}) = 0,
ν(dx) =
(|x|2 ∧ |x|α)R(dx) for x ∈ Rd0, (3.3)
and
∫
Id−1 1A(x)ν(dx) =
∫
Sd−1 1A(u∞)Q({0}|u)σ(du). Thus, for A ∈ B(R¯d)
ν(A) =
∫
Rd0
1A(x)
(|x|2 ∧ |x|α)R(dx) + ∫
Sd−1
1A(x∞)Q({0}|x)σ(dx). (3.4)
Note that this is a ﬁnite measure. We will call it the extended Rosi«ski mea-
sure. If µ ∈ ETSpα and it has Lévy measure M , then for any measurable function
50
f , which is integrable with respect to M , we have∫
Rd
f(x)M(dx) =
∫
Sd−1
∫ ∞
0
f(tx)t−1−αdtQ({0}|x)σ(dx)
+
∫
Rd
∫ ∞
0
f(tx)t−1−αe−t
p
dtR(dx)
=
∫
Id−1
∫ ∞
0
f(tξ(x))t−1−αe−(t/|x|)
p
dtν(dx)
+
∫
Rd
∫ ∞
0
f(tξ(x))t−1−αe−(t/|x|)
p
dt|x|αR(dx)
=
∫
R¯d
∫ ∞
0
f(tξ(x))t−1−α
e−(t/|x|)
p
1 ∧ |x|2−αdtν(dx).
In the above, and throughout, we adopt the convention that if x ∈ Id−1 then
|x|−1 = 0. From the extended Rosi«ski measure ν we can get back the Rosi«ski
measure R by
R(dx) = 1Rd(x)
1
|x|α ∧ |x|2ν(dx).
Proposition 3.2. For a ﬁxed α ∈ (0, 2) and p > 0, the extended Rosi«ski mea-
sure ν uniquely determines the Lévy measure of an extended p-tempered α-stable
distribution.
Proof. This follows from the fact that ν uniquely determines R and Q({0}|x)σ(dx).
By Theorem 2.3 and Remark 14.4 in [Sat99], these measures uniquely determine
the Lévy measures of the p-tempered α-stable and α-stable parts.
We will denote a distribution in ETSpα by ETS
p
α(A, ν, b), where A is the Gaus-
sian part, ν is the extended Rosi«ski measure, and b is the shift. We can now state
the main result of this section.
Theorem 3.3. Fix α ∈ (0, 2) and p > 0. Let µn = ETSpα(An, νn, bn). If µn w→ µ
for some probability measure µ, then µ = ETSpα(A, ν, b). Moreover, µn
w→ µ if and
only if the following conditions hold:
1. νn
v→ ν on R¯d0,
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2. bn → b, and
3.
lim
↓0
lim sup
n→∞
(An +H

n) = lim
↓0
lim inf
n→∞
(An +H

n) = A, (3.5)
where
Hn =
∫
|x|<√
xxT
|x|2
∫ |x|−1
0
t1−αe−t
p
dtνn(dx). (3.6)
To see that the extended Rosi«ski measure may contribute to the Gaussian part,
see Proposition 3.12 below. On the other hand, the extended Rosi«ski measure
does not contribute to the Gaussian part if and only if
lim
↓0
lim sup
n→∞
trHn = 0. (3.7)
Note that
trHn =
∫
|x|<√
∫ |x|−1
0
t1−αe−t
p
dtνn(dx)
and for  ∈ (0, 1)∫
|x|<
νn(dx)
∫ 1
0
t1−αe−t
p
dt ≤
∫
|x|<√
∫ |x|−1
0
t1−αe−t
p
dtνn(dx)
≤
∫
|x|<√
νn(dx)
∫ ∞
0
t1−αe−t
p
dt.
Thus (3.7) holds if and only if
lim
↓0
lim sup
n→∞
∫
|x|<
νn(dx) = 0. (3.8)
Similarly the limit has no α-stable part if and only if
lim
N→∞
lim sup
n→∞
∫
|x|≥N
νn(dx) = 0. (3.9)
Before proceeding to the proof, we will give several examples to show that the
conditions of Theorem 3.3 are independent of each other. First, we need some
notation. Let Id×d be the d× d identity matrix and let e1 = (1, 0, . . . , 0)T ∈ Rd.
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Example 1. Let An = 0d×d, νn = 0, and bn = nd. This satisﬁes Condition 1 (with
ν = ν1) and Condition 3 (with A = 0d×d). However, Condition 2 does not hold
and µn does not converge weakly.
Example 2. Let An = 0d×d, bn = 0, and νn = δe1 when n is even and νn = 0 when
n is odd. This satisﬁes Condition 2 (with b = 0) and Condition 3 (with A = 0d×d).
However, Condition 1 does not hold, and again µn does not converge weakly.
Example 3. Let An = nId×d, bn = 0d, and νn = 0. This satisﬁes Condition 1
(with ν = ν1) and Condition 2 (with b = 0d), but not Condition 3. It is again easy
to see that µn does not converge weakly.
The next example will show that we do, in fact, need both parts of the third
condition.
Example 4. Let An = 0d×d, bn = 0d, and νn = δe1/n when n is even and νn = 0
when n is odd. This satisﬁes Condition 1 (with ν being the zero measure) and
Condition 2 (with b = 0d). However, when n is odd, H

n = 0d×d, whereas when n
is even and n2 > −1
Hn = e1e
T
1
∫ n
0
t1−αe−t
p
dt→ e1eT1
∫ ∞
0
t1−αe−t
p
dt 6= 0d×d,
where the limit is taken as n→∞ along the odd integers.
To facilitate the proof of Theorem 3.3, we begin with several lemmas.
Lemma 3.4. Fix α < 2, p > 0. If |s| ≤ 1 then ∫∞
0
(cos (ts)− 1) t−1−αe−tpdt ≤
−11
24
s2
∫ 1
0
t1−αe−t
p
dt.
Proof. We have∫ ∞
0
(cos (ts)− 1) t−1−αe−tpdt ≤
∫ 1
0
(cos (ts)− 1) t−1−αe−tpdt
≤
∫ 1
0
(
s4t4
24
− s
2t2
2
)
t−1−αe−t
p
dt =
∫ 1
0
(
s4t2
24
− s
2
2
)
t1−αe−t
p
dt
≤ −11
24
s2
∫ 1
0
t1−αe−t
p
dt,
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where the second inequality follows by the Taylor expansion of cosine and the
remainder theorem for alternating series.
Lemma 3.5. Let the sequence {µn} be as in Theorem 3.3.
1. If µn
w→ µ for some probability measure µ then sup νn(R¯d) <∞.
2. If νn
v→ ν on R¯d0 for some ﬁnite measure ν then for any δ > 0 we have
sup νn(|x| ≥ δ) <∞.
3. If (3.5) holds with some matrix A then for any δ > 0 sup νn(|x| < δ) <∞.
Proof. The second part follows immediately from Proposition A.8. Now for the
ﬁrst part. Assume that µn
w→ µ. By Lemma 3.4, for |z| ≤ 1
|µˆn(z)| ≤
∣∣∣∣exp{∫
Rd
∫ ∞
0
(
eit〈x,z〉 − 1− i t〈x, z〉
1 + |x|2
)
t−1−αe−t
p
dtRn(dx)
}∣∣∣∣
≤ exp
{∫
|x|≤1
∫ ∞
0
(cos (t〈x, z〉)− 1) t−1−αe−tpdtRn(dx)
}
≤ exp
{
−11
24
∫ 1
0
t1−αe−t
p
dt
∫
|x|≤1
〈x, z〉2Rn(dx)
}
,
where the ﬁrst inequality follows by the fact that we can write µn as a convolution
of a Gaussian, an α-stable, and an element of TSpα. By Proposition 2.5 in [Sat99]
|µˆn(z)| → |µˆ(z)| uniformly on compact sets, and for some b > 0, |µˆ(z)| > b on a
neighborhood of zero. Thus on this neighborhood we have
b < exp
{
−11
24
∫ 1
0
t1−αe−t
p
dt
∫
|x|≤1
〈x, z〉2Rn(dx)
}
,
for large enough n. This implies that for every z ∈ Rd
sup
n
∫
|x|≤1
〈x, z〉2Rn(dx) <∞,
and hence sup νn (|x| ≤ 1) <∞.
By Proposition C.5, µ is inﬁnitely divisible. Let Mn be the Lévy measure of
µn and M the Lévy measure of µ. Let f1 be a non-negative, continuous, bounded,
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real-valued function vanishing on a neighborhood of zero such that f1(y) = 1 for
|y| ≥ 1. We have∫
Rd
f1(x)Mn(dx) =
∫
R¯d
∫ ∞
0
f1(ξ(x)t)t
−1−α e
−(t/|x|)p
1 ∧ |x|2−αdtνn(dx)
≥
∫
|x|≥1
∫ ∞
1
t−1−αe−(t/|x|)
p
dtνn(dx)
≥
∫
|x|=∞
∫ ∞
1
t−1−αdtνn(dx)
+
∫
∞>|x|≥1
∫ 2
1
t−1−αe−(t/|x|)
p
dtνn(dx)
≥ α−1νn (|x| =∞) + e−2p 2
α − 1
α2α
νn(∞ > |x| ≥ 1)
≥ e−2p 2
α − 1
α2α
νn(|x| ≥ 1). (3.10)
By Proposition C.5, the left hand side converges to
∫
Rd f1(x)M(dx). Thus if
lim supn→∞ νn(|x| ≥ 1) = ∞ then
∫
|x|>1M(dx) = ∞, contradicting the fact that
M is a Lévy measure. Hence sup νn
(
R¯d
)
<∞.
For the third part, ﬁx δ > 0, let  = δ2, and assume that (3.5) holds. Note that
for any z ∈ Rd, |〈z,Hnz〉| < ∞. Thus, since 〈z, xxT z〉 = 〈x, z〉2, this means that
for any z ∈ Rd
∞ > lim sup
n→∞
∫
|x|<√
〈ξ(x), z〉2
∫ |x|−1
0
t1−αe−t
p
dtνn(dx)
≥ lim sup
n→∞
∫ √
0
t1−αe−t
p
dt
∫
|x|<√
〈ξ(x), z〉2νn(dx).
This implies that lim supn→∞
∫
|x|≤√ νn(dx) <∞, which completes the proof.
Lemma 3.6. Let the sequence {µn} be as in Theorem 3.3, and let Mn be the Lévy
measure of µn. If supn νn(R¯d) <∞ then
lim
↓0
lim sup
n→∞
(
An +
∫
|x|≤
xxTMn(dx)
)
= lim
↓0
lim sup
n→∞
(
An +
∫
|x|<√
xxT
|x|2
∫ |x|−1
0
t1−αe−t
p
dtνn(dx)
)
,
and the result remains true if we replace lim sup by lim inf.
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Proof. We have∫
|x|≤
xxTMn(dx) =
∫
Id−1
∫ 
0
ξ(x)[ξ(x)]T t1−αdtνn(dx)
+
∫
∞>|x|≥1
∫ |x|−1
0
xxT t1−αe−t
p
dt|x|−ανn(dx)
+
∫
1>|x|≥√
∫ |x|−1
0
xxT t1−αe−t
p
dt|x|−2νn(dx)
+
∫
|x|<√
∫ |x|−1
0
xxT t1−αe−t
p
dt|x|−2νn(dx)
=: In,1 + I
n,
2 + I
n,
3 + I
n,
4 .
Since supn νn(R¯d) <∞, there is a C such that νn(R¯d) < C for all n. Let In,m (i, j)
be the (i, j)th component of In,m for m = 1, 2, 3, 4. Note that if x = (x1, . . . , xd)
T
then |xi| ≤ |x| for i = 1, . . . , d. We have
lim
↓0
lim sup
n→∞
|In,1 (i, j)| ≤ lim
↓0
lim sup
n→∞
νn(Id−1)
2−α
2− α
≤ lim
↓0
C
2−α
2− α = 0,
and
lim
↓0
lim sup
n→∞
|In,2 (i, j)| ≤ lim
↓0
lim sup
n→∞
∫
∞>|x|≥1
|x|2−α
∫ |x|−1
0
t1−αdtνn(dx)
≤ lim
↓0
C
2−α
2− α = 0
and
lim
↓0
lim sup
n→∞
|In,3 (i, j)| ≤ lim
↓0
lim sup
n→∞
∫
1>|x|≥√
∫ |x|−1
0
t1−αdtνn(dx)
≤ lim
↓0
lim sup
n→∞
∫
1>|x|≥√
∫ √
0
t1−αdtνn(dx)
≤ lim
↓0
C
1−α/2
2− α = 0.
The fact that if lim↓0 lim supn→∞ |an| = 0 then
lim
↓0
lim sup
n→∞
(an + b

n) = lim
↓0
lim sup
n→∞
bn and lim
↓0
lim inf
n→∞
(an + b

n) = lim
↓0
lim inf
n→∞
bn
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completes the proof.
Proof of Theorem 3.3. Let Mn be the Lévy measure of µn.
Assume that µn
w→ µ. By Proposition C.5 µ is inﬁnitely divisible with some
Lévy triplet (A,M, b) and bn → b, Mn v→M on R¯d0, and
A = lim
↓0
lim sup
n→∞
(
An +
∫
|x|<
xxTMn(dx)
)
= lim
↓0
lim inf
n→∞
(
An +
∫
|x|<
xxTMn(dx)
)
.
Combining this with Lemma 3.5 and Lemma 3.6 gives (3.5).
It remains to show that there is a extended Rosi«ski measure ν such that
µ = ETSpα(A, ν, b) and νn
v→ ν on R¯d0. By Lemma 3.5, sup νn(R¯d) < ∞. Thus by
Proposition A.10 there is a vaguely convergent on R¯d subsequence {νnj} of {νn}.
Let ν˜ be the vague limit of this subsequence. Let f be any non-negative, bounded,
continuous function on R¯d such that, for some  > 0, f(x) = 0 when |x| ≤ . For
x ∈ R¯d let
gα(x) =
∫ ∞

f(ξ(x)t)t−1−α
e−(t/|x|)
p
1 ∧ |x|2−αdt. (3.11)
Since f(ξ(x)t) e
−(t/|x|)p
1∧|x|2−α is uniformly bounded and
∫∞

t−1−αdt < ∞, gα is bounded
and by dominated convergence it is continuous on R¯d. Thus∫
Rd
f(x)M(dx) = lim
j→∞
∫
Rd
f(x)Mnj(dx)
= lim
j→∞
∫
R¯d
gα(x)νnj(dx) =
∫
R¯d
gα(x)ν˜(dx),
where the ﬁrst equality follows by the fact that Mn
v→ M on R¯d0. Thus for all
A ∈ B(Rd)
M(A) =
∫
R¯d
∫ ∞
0
1A(ξ(x)t)t
−1−α e
−(t/|x|)p
1 ∧ |x|2−αdtν˜(dx)
=
∫
R¯d
∫ ∞
0
1A(ξ(x)t)t
−1−α e
−(t/|x|)p
1 ∧ |x|2−αdtν(dx), (3.12)
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where ν|R¯d0
= ν˜|R¯d0
and ν({0d}) = 0. The second line follows by the fact that
lim
x→0
e−(t/|x|)
p
1 ∧ |x|2−α = 0.
Since Lévy measures are unique, this proves that the class ETSpα is closed un-
der weak convergence. Moreover, since ν uniquely determines the Lévy measure,
Proposition A.10 implies that νn
v→ ν on R¯d0.
Now for the other direction. Let M be the Lévy measure of µ. Assume that
bn → b, (3.5) holds, and νn v→ ν on R¯d0. Combining (3.5) with Lemmas 3.5 and
3.6 gives (C.16). It remains to show that Mn
v→ M on R¯d0. Let f be a bounded,
continuous function of R¯d0. Then∫
Rd
f(x)Mn(dx) =
∫
R¯d
∫ ∞
0
f(ξ(x)t)t−1−α
e−(t/|x|)
p
1 ∧ |x|2−αdtνn(dx)
→
∫
R¯d
∫ ∞
0
f(ξ(x)t)t−1−α
e−(t/|x|)
p
1 ∧ |x|2−αdtν(dx)
=
∫
Rd
f(x)M(dx),
where the convergence follows by arguments similar to the other direction. This
completes the proof.
We will now give a version of the theorem for convergence within the subclass
TSpα. We begin with a lemma.
Lemma 3.7. LetMn be a sequence of Radon measures on R¯d0 such thatMn(Id−1) =
0. Then Mn
v→M1 on R¯d0 if and only if Mn v→M1 on Rd0 and
lim
N→∞
lim sup
n→∞
Mn(|x| > N) = 0. (3.13)
Proof. Let (am) be a sequence of positive real numbers monotonely increasing to
inﬁnity such thatM1(|x| = am) = 0. First assume thatMn v→M1 on R¯d0. It follows
that Mn
v→M1 on Rd0, and by Proposition A.8
lim
m→∞
lim sup
n→∞
Mn(|x| ≥ am) ≤ lim
m→∞
M1(|x| ≥ am) = 0,
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where the last equality follows by the fact that M1 is a ﬁnite measure with
M1(Id−1) = 0. Thus (3.13) holds.
Now assume that Mn
v→ M1 on Rd0 and (3.13) holds. Let B be a relatively
compact Borel subset of R¯d0 and a continuity set of M1. Using Proposition A.8 we
have
lim
n→∞
Mn(B) = lim
m→∞
lim
n→∞
[Mn(B ∩ [|x| < am]) +Mn(B ∩ [|x| ≥ am])]
= M1(B ∩ [|x| <∞]) = M1(B),
where the second line follows by (3.13).
Corollary 3.8. Fix α ∈ (0, 2), p > 0, let µn = TSpα(Rn, bn), and let µ = TSpα(R, b).
Then µn
w→ µ if and only if Rn v→ R on Rd0, bn → b,
lim
N→∞
lim sup
n→∞
∫
|x|≥N
|x|αRn(dx) = 0, (3.14)
and
lim
↓0
lim sup
n→∞
∫
|x|<
|x|2Rn(dx) = 0. (3.15)
Note that we only need Rn
v→ R on Rd0 not Rn v→ R on R¯d0. Of course topolog-
ically, these two types of convergence are very diﬀerent. However, it is easy to see
that the second type always implies the ﬁrst, but not the other way around.
Proof. By Theorem 3.3 µn
w→ µ if and only if bn → b,(|x|2 ∧ |x|α)Rn(dx) v→ (|x|2 ∧ |x|α)R(dx) on R¯d0,
and
lim
↓0
lim sup
n→∞
∫
|x|≤√
xxT
∫ |x|−1
0
t1−αe−t
p
dtR(dx) = 0d×d.
By (3.8) the last part is equivalent to (3.15). Thus it suﬃces to show that
(|x|2 ∧ |x|α)Rn(dx) v→ (|x|2 ∧ |x|α)R(dx) on R¯d0 if and only if Rn v→ R on Rd0
and (3.14) holds. This follows by Lemma 3.7.
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3.2 Sequences with α ≤ 0
We will now give a version of Theorem 3.3 for the case when α ≤ 0. As before, we
will need to extend the class slightly. However, in this case, we only need to add
a Gaussian part.
Deﬁnition 3.9. Fix p > 0 and α ≤ 0. The class of extended p-tempered α-
stable distributions is the class of inﬁnitely divisible distributions that may have
a Gaussian part and where the Lévy measure is given by (3.1). We denote this
class by ETSpα.
Clearly, the class ETSpα is the class TS
p
α, but allowing for a Gaussian part. As
with p-tempered α-stable distributions, the Lévy measure can be written in terms
of the Rosi«ski measure R as in (2.11). However, for the purposes of this section
it will be more useful to use a transformed version of this measure. For α ≤ 0 we
deﬁne the extended Rosi«ski measure ν as follows ν
(
Id−1
)
= ν({0d}) = 0 and
for x ∈ Rd0
ν(dx) =

(|x|2 ∧ [1 + log+ |x|])R(dx) if α = 0
(|x|2 ∧ 1)R(dx) if α < 0
. (3.16)
Thus, for A ∈ B(R¯d)
ν(A) =

∫
Rd0
1A(x)
(|x|2 ∧ [1 + log+ |x|])R(dx) if α = 0∫
Rd0
1A(x) (|x|2 ∧ 1)R(dx) if α < 0
.
Note that this is a ﬁnite measure. Let µ is a extended p-tempered α-stable dis-
tribution with Lévy measure M , and let f be any measurable function, which is
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integrable with respect to M . If α = 0 we have∫
Rd
f(x)M(dx) =
∫
Rd
∫ ∞
0
f(tx)t−1e−t
p
dtR(dx)
=
∫
Rd
∫ ∞
0
f(tξ(x))t−1e−(t/|x|)
p
dtR(dx)
=
∫
R¯d
∫ ∞
0
f(tξ(x))t−1
e−(t/|x|)
p
|x|2 ∧ [1 + log+ |x|]dtν(dx)
Similarly, if α < 0 we have∫
Rd
f(x)M(dx) =
∫
R¯d
∫ ∞
0
f(tξ(x))t−1−α
e−(t/|x|)
p
|x|2−α ∧ |x|−αdtν(dx).
From the extended Rosi«ski measure ν we can get back the Rosi«ski measure
R by
R(dx) =

(|x|2 ∧ [1 + log+ |x|])−1 ν(dx) if α = 0
(|x|2 ∧ 1)−1 ν(dx) if α < 0
. (3.17)
Proposition 3.10. For p > 0 and α ≤ 0. The extended Rosi«ski measure ν
uniquely determines the Lévy measure of a extended p-tempered α-stable distribu-
tion.
Proof. By Theorem 2.3 the Rosi«ski measure uniquely determines the Lévy mea-
sure of a p-tempered α-stable distribution. Thus, the result follows from the fact
that there is a one-to-one relationship between R and ν.
We will denote a particular element of ETSpα by ETS
p
α(A, ν, b), where A is the
Gaussian part, ν is the extended Rosi«ski measure, and b is the shift. We will now
give a result analogous to Theorem 3.3.
Theorem 3.11. Fix p > 0 and α ≤ 0 Let µn = ETSpα(An, νn, bn). If µn w→ µ for
some probability measure µ, then µ = ETSpα(A, ν, b). Moreover, µn
w→ µ if and
only if the following conditions hold:
1. νn
v→ ν on R¯d0,
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2. bn → b, and
3.
lim
↓0
lim sup
n→∞
(An +H

n) = lim
↓0
lim inf
n→∞
(An +H

n) = A, (3.18)
where
Hn =
∫
|x|<√
xxT
|x|2
∫ |x|−1
0
t1−αe−t
p
dtνn(dx). (3.19)
Note that by Lemma 3.7, Part 1 in the above is equivalent to the following
conditions
Rn
v→ R on Rd0 (3.20)
lim
N→∞
lim sup
n→∞
Rn(|x| > N) = 0 when α < 0 (3.21)
lim
N→∞
lim sup
n→∞
∫
|x|>N
log |x|Rn(dx) = 0 when α = 0, (3.22)
where we get R from ν by (3.17).
The proof is similar to the proof of Theorem 3.3, we will only highlight the
diﬀerences.
Proof of Theorem 3.11 when α = 0. In Lemma 3.5, we can replace (3.10) with∫
Rd
f1(x)Mn(dx) =
∫
Rd
∫ ∞
0
f1(xt)t
−1e−t
p
dtRn(dx)
≥
∫
|x|≥1
∫ e
|x|−1
t−1e−t
p
dtRn(dx)
≥ e−ep
∫
|x|≥1
∫ e
|x|−1
t−1dtRn(dx)
= e−e
p
∫
|x|≥1
(1 + log |x|)Rn(dx) = e−epνn (|x| ≥ 1) .
Then in Lemma 3.6 we have In,1 = 0d×d and
In,2 =
∫
∞>|x|≥1
∫ |x|−1
0
xxT te−t
p
dt (1 + log |x|)−1 νn(dx).
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We have
lim
↓0
lim sup
n→∞
|In,2 (i, j)| ≤ lim
↓0
lim sup
n→∞
∫
∞>|x|≥1
|x|2
∫ |x|−1
0
tdtνn(dx)
= lim
↓0
lim sup
n→∞
.52νn(|x| ≥ 1) = 0.
Then in (3.11), we deﬁne
g0(x) =
∫ ∞
|x|−1
f (xt) t−1
e−t
p
|x|2 ∧ [1 + log+ |x|]dt.
By Proposition A.13 to guarantee that
∫
Rd g0(x)νnj(dx) →
∫
Rd g0(x)ν˜(dx), it suf-
ﬁces to show that g0(x) is bounded and continuous on Rd. Let N be an upper
bound on f . If |x| ≤ 1 then
1[t≥|x|−1]f(xt)t
−1e−t
p |x|−2 ≤ 1[t≥0]N−2te−tp ,
which is integrable with respect to t. Now assume that |x| ≥ 1 and ﬁx δ ∈ (0, |x|).
If x′ is such that |x′ − x| < δ then
1[t≥|x′|−1]f(x
′t)t−1e−t
p
[1 + log |x′|]−1 ≤ 1[t≥(|x|+δ)−1]Nt−1e−tp ,
which is integrable with respect to t. Thus, by dominated convergence (Theorem
16.8 in [Bil95]) g0 is continuous on Rd. Now to show that g0(x) is bounded. When
|x| ≤ 1 then, as before
g0(x) ≤ N−2
∫ ∞
0
te−t
p
dt <∞.
If |x| > 1
g0(x) ≤ N [1 + log |x|]−1
∫ ∞
|x|−1
t−1e−t
p
dt
≤ N [1 + log |x|]−1
∫ e
|x|−1
t−1dt+N
∫ ∞
e
t−1e−t
p
dt
= N +N
∫ ∞
e
t−1e−t
p
dt.
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Observing that
lim
x→0
e−(t/|x|)
p
|x|2 ∧ [1 + log+ |x|] = 0,
and performing a change of variables, we can replace (3.12) with
M(A) =
∫
R¯d
∫ ∞
0
1A(ξ(x)t)t
−1 e
−(t/|x|)p
|x|2 ∧ [1 + log+ |x|]dtν˜(dx)
=
∫
R¯d
∫ ∞
0
1A(ξ(x)t)t
−1 e
−(t/|x|)p
|x|2 ∧ [1 + log+ |x|]dtν(dx).
This completes the changes.
Proof of Theorem 3.11 when α < 0. In Lemma 3.5, we can replace (3.10) with∫
Rd
f1(x)Mn(dx) =
∫
Rd
∫ ∞
0
f1(xt)t
−1−αe−t
p
dt
1
1 ∧ |x|2νn(dx)
≥ νn(|x| ≥ 1)
∫ ∞
1
t−1−αe−t
p
dt.
Then in Lemma 3.6 we have In,1 = 0d×d and
In,2 =
∫
|x|≥1
xxT
∫ |x|−1
0
t1−αe−t
p
dtνn(dx).
We have
lim
↓0
lim sup
n→∞
|In,2 (i, j)| ≤ lim
↓0
lim sup
n→∞
∫
|x|≥1
|x|2
∫ /|x|
0
t1−αdtνn(dx)
≤ lim
↓0
lim sup
n→∞
2−α
2− α
∫
|x|≥1
|x|ανn(dx)
= lim
↓0
lim sup
n→∞
C
2−α
2− α = 0.
Then in (3.11), we deﬁne
gα(x) =
∫ ∞
|x|−1
f(xt)t−1−α
e−t
p
|x|2 ∧ 1dt.
To guarantee that
∫
Rd g0(x)νnj(dx) →
∫
Rd g0(x)ν˜(dx) we need to show that g0(x)
is bounded and continuous. Let N be the upper bound on f . Note that if |x| ≥ 1
we have
f(xt)t−1−α
e−t
p
|x|2 ∧ 11t>|x|−1 ≤ Nt
−1−αe−t
p
,
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which is integrable on [0,∞). If |x| < 1 we have
f(xt)t−1−α
e−t
p
|x|2 ∧ 11t>|x|−1 ≤ Nt
−2t1−α
e−t
p
|x|2 1t>|x|−1 ≤M
−2t1−αe−t
p
,
which is integrable on [0,∞). Thus gα is bounded, and by dominated convergence
it is continuous on R¯d.
Observing that
lim
x→0
e−(t/|x|)
p
|x|2−α ∧ |x|−α = 0,
and performing a change of variables, we can replace (3.12) with
M(A) =
∫
R¯d
∫ ∞
0
1A(ξ(x)t)t
−1−α e
−(t/|x|)p
|x|2−α ∧ |x|−αdtν˜(dx)
=
∫
R¯d
∫ ∞
0
1A(ξ(x)t)t
−1−α e
−(t/|x|)p
|x|2−α ∧ |x|−αdtν(dx).
This completes the changes.
3.3 Closure Properties
In this section we will show that ETSpα is, in fact, the smallest class that contains
TSpα and is closed under weak convergence.
Proposition 3.12. Fix α < 2 and p > 0.
1. If µ = N(0d, A) then there is a sequence {µn} in TSpα such that µn w→ µ.
2. If α ∈ (0, 2) and µ = Sα(σ, 0d) then there is a sequence {µn} in TSpα such that
µn
w→ µ.
3. The class ETSpα is the smallest class that contains TS
p
α and is closed under
weak convergence. Moreover, this class is closed under ﬁnite convolution.
Proof. First observe that by using L'Hospital's rule twice we get
lim
s→0
ei〈x,z〉rs − 1− i〈x,z〉sr
1+|xr|2s2
s2
= −1
2
〈x, z〉2r2.
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Now, let R = N(0d, cA), where c =
[∫∞
0
r1−αe−r
p
dr
]−1
. Let X = (X1, . . . , Xd)
T ∼
R, and let Rn(A) = n
2
∫
Rd 1A(xn
−1)R(dx). This satisﬁes the assumptions of a
Rosi«ski measure. Let µn ∼ TSpα(Rn, 0d). We have
Cµn(z) =
∫
Rd
∫ ∞
0
(
ei〈x,z〉r − 1− i〈x, z〉r
1 + |x|2r2
)
r−1−αe−r
p
drRn(dx)
= n2
∫
Rd
∫ ∞
0
(
ei〈x,z〉r/n − 1− i〈x, z〉r/n
1 + |x/n|2r2
)
r−1−αe−r
p
drR(dx)
→ −1
2
∫
Rd
〈x, z〉2R(dx)
∫ ∞
0
r1−αe−r
p
dr
= −1
2
∫
Rd
〈x, z〉2R(dx)c−1
= −1
2
d∑
i=1
d∑
j=2
zizjE[XiXj]c
−1 = −1
2
〈z, Az〉,
where the fourth line follows by dominated convergence and the fact that
n2
∣∣∣∣ei〈x,z〉r/n − 1− i〈x, z〉r/n1 + |x/n|2r2
∣∣∣∣
=
n2
1 + |x/n|2r2
∣∣ei〈x,z〉r/n − 1− i〈x, z〉r/n+ |x/n|2r2 (ei〈x,z〉r/n − 1)∣∣
≤ n2 (.5〈x, z〉2r2/n2 + 2|x/n|2r2)
≤ .5|x|2|z|2r2 + 2|x|2r2 = (.5|z|2 + 2)|x|2r2
and
(.5|z|2 + 2)
∫
Rd
|x|2
∫ ∞
0
r1−αe−r
p
drR(dx) <∞.
Now for the second part. Let
R(A) =
∫
Sd−1
∫ ∞
0
1A(ut)e
−tt−αdtσ(du), A ∈ B(Rd).
It is easy to show that R satisﬁes the assumptions of a Rosi«ski measure and that
σ(A) =
∫
Rd
1A
(
x
|x|
)
|x|αR(dx), A ∈ B(Sd−1).
Let
Rn(A) = n
−α
∫
Rd
1A(xn)R(dx), A ∈ B(Rd),
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and let µn and Mn be the corresponding probability and Lévy measures. We have
Cµn(z) =
∫
Rd
∫ ∞
0
(
ei〈x,z〉r − 1− i〈x, z〉r
1 + |x|2r2
)
r−1−αe−r
p
drRn(dx)
= n−α
∫
Rd
∫ ∞
0
(
ei〈x,z〉rn − 1− i〈x, z〉rn
1 + |xn|2r2
)
r−1−αe−r
p
drR(dx)
=
∫
Rd
∫ ∞
0
(
ei〈x,z〉t/|x| − 1− i〈x, z〉t/|x|
1 + t2
)
t−1−αe−(t|x|
−1n−1)pdt|x|αR(dx)
→
∫
Rd
∫ ∞
0
(
ei〈x,z〉t/|x| − 1− i〈x, z〉t/|x|
1 + t2
)
t−1−αdt|x|αR(dx)
=
∫
Sd−1
∫ ∞
0
(
ei〈u,z〉t − 1− i〈u, z〉t
1 + t2
)
t−1−αdtσ(du),
where the fourth line follows by the substitution t = rn|x| and the ﬁfth line by
dominated convergence.
The third part is an immediate consequence of the ﬁrst two.
Deﬁnition 3.13. For α < 2, p > 0. A random vector is called an elementary
p-tempered α-stable random vector on Rd if it can be written as Ux, where
x ∈ Rd0 is a nonrandom vector and U ∼ ID(0,M, b) is an inﬁnitely divisible random
variable on R with b ∈ R and M(dt) = c1[t>0]t−1−αe−tpdt, for some c > 0.
For λ ∈ R, we have
EeiλU = exp
{
c
∫ ∞
0
(
eiλt − 1− iλt
1 + t2
)
t−1−αe−t
p
dt+ iλb
}
thus for z ∈ Rd
Eei〈z,Ux〉 = exp
{
c
∫ ∞
0
(
ei〈z,x〉t − 1− i〈z, x〉t
1 + t2
)
t−1−αe−t
p
dt+ i〈z, xb〉
}
= exp
{∫
Rd
∫ ∞
0
(
ei〈y,z〉t − 1− i〈y, z〉t
1 + t2
)
t−1−αe−t
p
dtR(dy) + i〈z, xb〉
}
where R(dy) = cδx(dy). Clearly, a random vector is the ﬁnite sum of elementary
p-tempered α-stable random vectors if and only if its distribution is an element
of TSpα with Rosi«ski measure R having a ﬁnite support with no point mass at 0.
Equivalently, this is true for the extended Rosi«ski measure ν.
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Theorem 3.14. Fix α < 2, p > 0. The class ETSpα is the smallest class of
distributions closed under convolution and weak convergence and containing all
elementary p-tempered α-stable distributions. In fact, µ ∈ ETSpα if and only if
there are µn, n = 1, 2, . . . with µn
w→ µ such that each µn is the distribution of
the sum of a ﬁnite number of independent elementary p-tempered α-stable random
vectors.
For the case when p = 1 and α ∈ {−1, 0} this was shown in Theorem F
of [BNMS06]. There the results was shown using certain integral representations.
Similar representations for the case α < 2 and p > 0 are given in [MN09]. However,
in the case when α ∈ (0, 2) the properties of the representation are diﬀerent. Thus
it appears that a proof analogous to that of [BNMS06] can only be constructed
when α ≤ 0. We use a diﬀerent approach, which works for all α < 2.
Proof. In light of Proposition 3.12, it suﬃces to show that we can approximate
any distribution in TSpα. Let µ = TS
p
α(R, b) and let ν be its extended Rosi«ski
measure. By Proposition A.11 there is a sequence (νn) of measures on R¯d with
a ﬁnite support such that νn({0d}) = 0, νn(Id−1) = 0, and νn v→ ν on R¯d. Let
µn = ETS
p
α(0d×d, νn, b). Note that
lim
↓0
lim sup
n→∞
∫
|x|<
|x|2Rn(dx) ≤ lim
↓0
lim sup
n→∞
νn (|x| ≤ ) ≤ lim
↓0
ν (|x| ≤ ) = 0,
where the second inequality follows by Proposition A.8. Thus, µn
w→ µ by Theorem
3.3 when α ∈ (0, 2) and by Theorem 3.11 when α ≤ 0.
Corollary 3.15. ETSpα is the smallest class of distributions closed under convolu-
tion and convergence and containing all proper p-tempered α-stable distributions.
Proof. This follows immediately from Theorem 3.14 and the fact that all elemen-
tary p-tempered α-stable distributions are proper.
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3.4 Duality
In this section we will introduce dual Rosi«ski measures. The idea is analogous to
the dual Lévy measures deﬁned in Appendix C.2. Fix p > 0 and α ∈ (−∞, 2)\{0}.
Throughout this section we will assume that α 6= 0 because there is no natural
deﬁnition of a dual Rosi«ski measure in this case. Let R be the Rosi«ski measure
of a p-tempered α-stable distribution. In particular R is a Lévy measure and in
fact R ∈Mγ, where
γ = α ∨ 0. (3.23)
Thus it has a γ-dual Lévy measure given by
Rγ(A) =
∫
Rd
1A
(
x
|x|2
)
|x|2+γR(dx), A ∈ B(Rd). (3.24)
Note that Rγ is itself the Rosi«ski measure of some p-tempered α-stable distribu-
tion. We will call Rγ the dual Rosi«ski measure of R, and, for simplicity, we
will denote it by R∗. It is important to note that if M is the Lévy measure of
TSpα(R, b) then the dual of M is not the Lévy measure of TS
p
α(R
∗, b).
Since R∗ is the γ-dual Lévy measure of R, all of the properties from Section
C.2 carry over. In particular
(R∗)∗ = R (3.25)
and for α ∈ (0, 2)∫
Rd
|x|2R(dx) <∞⇐⇒
∫
Rd
|x|αR∗(dx) <∞. (3.26)
Thus the dual of a ﬁnite variance p-tempered α-stable distribution with α ∈ (0, 2)
is proper and vice versa. Moreover, in this case, the dual of a proper p-tempered
α-stable distribution with a ﬁnite variance is a proper p-tempered α-stable distri-
bution with a ﬁnite variance.
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We will also need to deﬁne the dual of the extended Rosi«ski measure. Let
µ = TSpα(R, b) and deﬁne the dual extended Rosi«ski measure as
ν∗(A) =
∫
Rd
1A (x)
(|x|γ ∧ |x|2)R∗(dx) = ∫
Rd
1A
(
x
|x|2
)
ν(dx), (3.27)
where ν(dx) = (|x|γ ∧ |x|2)R(dx). Note that we have not deﬁned the dual extended
Rosi«ski measure for all elements of ETSpα. For the others there is no natural
deﬁnition. Our main use of duals will be for proving limit theorems. These will
follow from the following proposition.
Proposition 3.16. Fix α ∈ (−∞, 2) \ {0}, p > 0. If Xn ∼ TSpα(Rn, 0d) and
X∗n ∼ TSpα(R∗n, 0d) then
Xn
d→ X1 ⇐⇒ X∗n d→ X∗1 .
Proof. By (3.25), it suﬃces to show only one direction. Assume that Xn
d→ X1
holds. We have Rn
v→ R1 on Rd0,
lim
N→∞
lim sup
n→∞
∫
|x|>N
|x|γRn(dx) = 0, (3.28)
and
lim
↓0
lim sup
n→∞
∫
|x|<
|x|2Rn(dx) = 0. (3.29)
For α ∈ (0, 2) this follows from Corollary 3.8, and for α < 0 it follows from Theorem
3.11.
Let f be a continuous function mapping Rd into R such that f vanishes on a
neighborhood of 0 and on a neighborhood of∞. Note that this implies that g(x) =
f
(
x
|x|2
)
|x|γ+2 is also a continuous function mapping Rd into R and vanishing on
a neighborhood of 0 and on a neighborhood of ∞. We have
lim
n→∞
∫
Rd
f(x)R∗n(dx) = lim
n→∞
∫
Rd
f
(
x
|x|2
)
|x|γ+2Rn(dx)
=
∫
Rd
f
(
x
|x|2
)
|x|γ+2R1(dx) =
∫
Rd
f (x)R∗1(dx).
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By (3.29), we have
lim
N→∞
lim sup
n→∞
∫
|x|≥N
|x|γR∗n(dx) = lim
N→∞
lim sup
n→∞
∫
|x|≤1/N
|x|2Rn(dx) = 0
and by (3.28) we have
lim
↓0
lim sup
n→∞
∫
|x|<
|x|2R∗n(dx) = lim
↓0
lim sup
n→∞
∫
|x|>1/
|x|γRn(dx) = 0.
From here, the result follows by Corollary 3.8 for α ∈ (0, 2) and by Theorem 3.11
for α < 0.
Lemma 3.17. Fix α ∈ (0, 2), p > 0. Let ν, ν1, ν2, . . . be a sequence of extended
Rosi«ski measures of distributions in ETSpα such that νn(Id−1) = 0 and ν(Id−1) ≥ 0.
If νn
v→ ν on R¯d0 then
lim
↓0
lim
n→∞
∫
|x|<√
ξ(x) [ξ(x)]T
∫ |x|−1
0
t1−αe−t
p
dtν∗n(dx)
= K
∫
Id−1
ξ(x) [ξ(x)]T ν(dx), (3.30)
where K =
∫∞
0
t1−αe−t
p
dt.
Proof. It suﬃces to show that for all z ∈ Rd
lim
↓0
lim
n→∞
∫
|x|<√
〈ξ(x), z〉2
∫ |x|−1
0
t1−αe−t
p
dtν∗n(dx) = K
∫
Id−1
〈ξ(x), z〉2ν(dx).
Let
f(x) = 〈ξ(x), z〉2
∫ |x|−1
0
t1−αe−t
p
dt.
Thus for x ∈ Rd0
f
(
x
|x|2
)
= 〈ξ(x), z〉2
∫ |x|
0
t1−αe−t
p
dt.
Deﬁne
g(x) =

0 if x = 0
f
(
x
|x|2
)
if x ∈ Rd0
〈ξ(x), z〉2K if x ∈ Id−1
.
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Note that g is a bounded and continuous function. For  > 0, we have
lim
n→∞
∫
|x|<√
f(x)ν
∗
n(dx) = lim
n→∞
∫
|x|>1/√
g (x) νn(dx)
=
∫
|x|>1/√
g (x) ν(dx),
where the second equality follows by Proposition A.8 and the fact that g is
bounded and continuous. Now observe that
lim sup
↓0
∫
|x|>1/√
g (x) ν(dx) ≤ lim
↓0
K
∫
|x|>1/√
〈ξ(x), z〉2ν(dx)
= K
∫
Id−1
〈ξ(x), z〉2ν(dx)
and
lim inf
↓0
∫
|x|>1/√
g (x) ν(dx) ≥ lim
↓0
∫
|x|>1/2
g (x) ν(dx) (3.31)
≥ lim
↓0
∫ 1/
0
t1−αe−t
p
dt
∫
|x|>1/2
〈ξ(x), z〉2ν(dx)
= K
∫
Id−1
〈ξ(x), z〉2ν(dx).
This completes the proof.
For β ∈ (γ, 2), the distribution Sβ(σ, b) ∈ TSpα and it has Rosi«ski measure B
given by (2.17). It is easy to see that
B∗(A) = K−1
∫
Sd−1
∫ ∞
0
1A(ur)r
−(α+2−β)−1drσ(du),
where K =
∫∞
0
tβ−γ−1e−t
p
dt. Note that (γ+ 2− β) ∈ (γ, 2) and B∗ is the Rosi«ski
measure of Sγ+2−β(σ, b). Thus Proposition 3.16 implies that if a sequence in TSpα
converges weakly to Sβ(σ, b) then the sequence in TS
p
α with the dual Rosi«ski
measures converges to Sγ+2−β(σ, b).
Now focus on the case when α ∈ (0, 2). The distribution Sα(σ, b) is not an
element of TSpα. Nevertheless, by Lemma 3.17, if a sequence in TS
p
α converges
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to Sα(σ, b) then the sequence with the dual Rosi«ski measures converges to a
Gaussian. We summarize these results below.
Corollary 3.18. Fix α ∈ (−∞, 2) \ {0}, p > 0. Let Xn ∼ TSpα(Rn, 0d) and let
X∗n ∼ TSpα(R∗n, 0d).
1. If β ∈ (γ, 2), X ∼ Sβ(σ, 0d), and X∗ ∼ S2+γ−β(σ, 0d) then
Xn
d→ X ⇐⇒ X∗n d→ X∗.
2. If α ∈ (0, 2) and X ∼ Sα(σ, 0d) then
Xn
d→ X =⇒ X∗n d→ X∗,
where X∗ ∼ N(0d, A) with
A =
∫ ∞
0
t1−αe−t
p
dt
∫
Sd−1
uuTσ(du).
Note that, in the second part, the arrow is only in one direction. The following
is a counter example to the reverse implication. For another counterexample see
Example 6 in Section 4.2.
Example 5 Let d = 1, α ∈ (0, 2), p > 0, and νn = δ(−1)n/n. We have
lim
↓0
lim
n→∞
∫
|x|<√
∫ |x|−1
0
t1−αe−t
p
dtν∗n(dx) = lim
↓0
lim
n→∞
∫ n
0
t1−αe−t
p
dt
=
∫ ∞
0
t1−αe−t
p
dt.
Thus by Theorem 3.3 the sequence ETSpα(0, νn, 0) converges weakly to the dis-
tribution N(0,
∫∞
0
t1−αe−t
p
dt). However, ν∗n = δ(−1)nn. Thus ν
∗
2n([1,∞]) = 1 and
ν∗2n+1([1,∞]) = 0. Hence, by Proposition A.8, ν∗n cannot converge vaguely on R¯0.
Thus by Theorem 3.3 the sequence ETSpα(0, ν
∗
n, 0) does not converge weakly.
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CHAPTER 4
TEMPERED STABLE LÉVY PROCESSES
4.1 Path Properties
Fix α < 2 and p > 0. We will call a Lévy process {Xt : t ≥ 0} in Rd where
X1 ∼ TSpα(R, b) a p-tempered α-stable Lévy process. A proper p-tempered
α-stable Lévy process will be deﬁned analogously. In this section, we will discuss
some properties of such processes. Many of these properties make use of the càdlàg
property of Lévy processes. Thus, the results in this section are not for Lévy
processes in law. See Deﬁnition D.1 and the discussion at the end of Appendix D
for details.
Proposition 4.1. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ TSpα(R, b).
Assume that R(Rd) > 0.
1) The paths of {Xt : t ≥ 0} are discontinuous a. s.
2) The paths of {Xt : t ≥ 0} are piecewise constant a. s. if and only if α < 0, R is
a ﬁnite measure, and b = x
1+|x|2 .
3) If α < 0 and R is a ﬁnite measure, then, almost surely, jumping times are
inﬁnitely many and countable in increasing order, and the ﬁrst jumping time has
an exponential distribution with mean 1/a, where a = R(Rd)
∫∞
0
e−t
p
t−1−αdt.
4). If α ≥ 0 or R is an inﬁnite measure, then, almost surely, jumping times are
countable and dense in [0,∞).
Proof. 1) follows by Theorem 21.1 in [Sat99]. 2) follows by Theorem 21.2 in [Sat99]
and Proposition 2.13. 3) and 4) follow by Theorem 21.3 in [Sat99] and Lemma
2.12.
We will now discuss when the variation of a p-tempered α-stable Lévy process
is ﬁnite.
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Deﬁnition 4.2. Let −∞ < a < b < ∞. Let f : [a, b] → Rd be a cádlág function.
For every q > 0 we deﬁne
Vq(f ; a, b) = sup
n∑
j=1
|f(ti)− f(ti−1)|q,
where the supremum is taken over all ﬁnite partitions a = t0 < t1 < · · · < tn−1 <
tn = b of the interval [a, b].
1. If Vq(f ; a, b) <∞ we say that f has ﬁnite q-variation on [a, b].
2. If f is deﬁned on all of R, it is said to have ﬁnite q-variation if it has ﬁnite
q-variation on each compact interval.
3. A stochastic process {Xt(ω) : t ≥ 0, ω ∈ Ω} is said to be of ﬁnite q-variation
if the paths are of ﬁnite q-variation for almost all ω ∈ Ω. When q = 1 we just say
that the process has ﬁnite variation.
Finiteness of q-variation gives some useful results about possible deﬁnitions of
stochastic integrals. It is well known that if a function (or a stochastic process)
has ﬁnite 1-variation, then one can deﬁne a Stieljes integral with respect to it for a
large class of functions. When the 1-variation is inﬁnite, under some assumptions
about the ﬁniteness of q-variation for some q > 0 of the integrand and integrator,
we can deﬁne generalizations of Stieljes integrals, see [DN98] for details.
We now list some well known path properties of Lévy processes, and specialize
them to the case of p-tempered α-stable Lévy processes.
Theorem 4.3. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ ID(0d×d,M, b).
When
∫
|x|≤1 |x|M(dx) < ∞ further assume that b0 = 0 (where b0 is deﬁned by
(C.8)). If
β = inf
{
γ > 0 :
∫
|x|≤1
|x|γM(dx) <∞
}
.
then β ∈ [0, 2], and
1. if γ < β then
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i) lim sup
t→0
t−1/γ|Xt| =∞ with probability 1 and
ii) Vγ(X(·); 0, 1) =∞ with probability 1;
2. if γ > β then
i) lim
t→0
t−1/γXt → 0 as with probability 1 and
ii) Vγ(X(·); 0, 1) <∞ with probability 1;
3. for α < 2 and p > 0, if X1 ∼ TSpα(R, b), then β = (α ∨ r), where r =
inf
{
γ > 0 :
∫
|x|≤1 |x|γR(dx) <∞
}
.
In Parts 1 i) and 2 i) we can replace Xt by sup0≤s≤t |Xs| see (3.4) in [Pru81].
Proof. The fact that β ∈ [0, 2] follows by the deﬁnition of a Lévy measure. 1 i)
and ii) are Theorems 3.3 and 4.1 in [BG61]. 2 i) is Theorem 3.1 in [BG61]. 2 ii)
follows from Theorem 4.2 in [BG61], Theorem 2 in [Mon72] and the discussion on
page 1214 in [Mon72]. Part 3 follows immediately from Proposition 2.8.
The theorem implies that, when α ∈ (0, 2), for proper p-tempered α-stable
distributions, β = α. Note that according to page 494 of [BG61], β = α for α-
stable Lévy processes as well. For the case of ﬁnite variation, there is more that
can be said.
Proposition 4.4. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ TSpα(R, b).
1) If α ∈ [1, 2) or ∫|x|≤1 |x|R(dx) = ∞, then, almost surely, Xt has inﬁnite varia-
tion on (0, t] for any t ∈ (0,∞).
2) If α < 1 and
∫
|x|≤1 |x|R(dx) <∞, then, almost surely, Xt has ﬁnite variation on
(0, t] for any t ∈ (0,∞). The variation function Vt(ω) of Xt(ω) is a subordinator
with
E[e−uVt ] = exp
{
t
(∫
Rd
∫ ∞
0
(
e−ur|x| − 1) e−rpr−1−αdrR(dx)− u|b0|)} , u ≥ 0,
where b0 is given by (C.8)
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Proof. For general Lévy processes with Lévy measure M , Theorem 21.9 in [Sat99]
says that the variation is inﬁnite if and only if
∫
|x|≤1 |x|M(dx) <∞. For p-tempered
α-stable distributions this conditions is equivalent to α < 1 and
∫
|x|≤1 |x|R(dx) <
∞ by Proposition 2.8. In the case of ﬁnite variation, for general Lévy processes the
Laplace transform of the variation function is given by Theorem 21.9 in [Sat99].
The form here follows by (2.11).
In particular this implies that a p-tempered α-stable Lévy process has ﬁnite
variation if and only if α < 1 and
∫
|x|≤1 |x|R(dx) < ∞. In light of Theorem 2.3,
proper p-tempered α-stable Lévy processes with α < 1 have ﬁnite variation.
By Lemma 2.2 for α ∈ (0, 2) and p > 0 proper p-tempered α-stable distributions
are generalized tempered stable with tempering function qp and limiting function
g ≡ 1. Thus they inherit properties of those models.
Since, for proper p-tempered α-stable distributions qp(r, u) ≤ 1 for all r ≥ 0
and u ∈ Sd−1, we can use Theorem 5.5 in [RS10] to get a series representation of
the corresponding Lévy processes. This representation depends on two functions,
which in this case will be h(x) ≡ 1 and ρ−1(x) = (αx)−1/α. We also get conditions
for absolute continuity with respect to an α-stable Lévy process. This follows from
Theorem 4.1 in [RS10]. First we need more details about the probability space. In
this we follow [RS10].
Let Ω = D([0,∞),Rd) be the space of càdlàg mappings ω from [0,∞) into
Rd. A process {Xt : t ≥ 0} on Rd is said to be canonical if Xt(ω) = ω(t),
t ≥ 0, ω ∈ Ω, and Ω is equipped with the σ-algebra F = σ{Xs : s ≥ 0} and
the right-continuous natural ﬁltration Ft =
⋂
s>t σ{Xu : u ≤ s}, t ≥ 0. The
canonical process is completely determined by a probability measure P on (Ω,F).
Let ∆Xt = Xt −Xt− and let P|Ft denote the restriction of P to the σ-algebra Ft.
Theorem 4.5. Fix α ∈ (0, 2), p > 0. In the above setting, consider two probability
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measures P0 and P on (Ω,F). Let {Xt : t ≥ 0} be the canonical process. Assume
that under P , X1 ∼ TSpα(R, b) and under P0, X1 ∼ Sα(σ, a). Assume that R is
related to σ by Proposition 2.7. Then
(i) P0|Ft and P|Ft are mutually absolutely continuous for every t > 0 if and only if∫
Sd−1
∫ 1
0
[1− qp(r, u)]2r−α−1drσ(du) <∞ (4.1)
and
b− a =
∫
Rd
∫ ∞
0
x
1 + |x|2t2 t
−α(e−t
p − 1)dtR(dx). (4.2)
(ii) If P0|Ft and P|Ft are not mutually absolutely continuous for some t > 0, then
they are singular for all t > 0.
(iii) If (4.1) and (4.2) hold, then for every t > 0
dP|Ft
dP0|Ft
= eUt , P0-a.s. (4.3)
where {Ut : t ≥ 0} is a Lévy process on Rd deﬁned on the probability space
(Ω,F , P0). It is given by
Ut = lim
↓0
 ∑{s∈(0,t]:|∆Xs|> log qp
(
|∆X(s)|, ∆X(s)|∆X(s)|
)
+t
∫
Sd−1
∫ ∞

[1− qp(r, u)]r−α−1drσ(du)
}
.
Convergence in the above is uniform in t on any bounded interval, P0-a.s. The Lévy
measure ν of the distribution of U1 is concentrated on (−∞, 0) and is determined
by ∫ 0
−∞
F (s)ν(ds) =
∫
Sd−1
∫ ∞
0
F (log qp(r, u))r
−α−1drσ(du)
for every Borel function F . The characteristic function of U1 is given by
EP0eiθU1 = exp
{
iθγU +
∫ 0
−∞
[
eiθv − 1− iθv1[−1,0)(v)
]
ν(dv)
}
, (4.4)
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where
γU = −
∫ 0
−∞
(
ev − 1− v1[−1,0)(v)
)
ν(dv)
We have EP0 [eUt ] = EP [e−Ut ] = 1.
Proof. For generalized tempered α-stable distributions analogues of Parts (i) and
(ii) are given in Theorem 4.1 of [RS10]. To specialize them to proper p-tempered
α-stable distributions, it suﬃces to plug the tempering function qp and limiting
function g = 1 into the formula and perform a change of variables. In [RS10] the
analogue of (4.1) is actually∫
Sd−1
∫ 1
0
(1− [qp(r, u)]1/2)2r−α−1drσ(du) <∞.
However, this is equivalent to (4.1) by the fact that for x ∈ [0, 1]
.25(1− x)2 ≤ (1−√x)2 ≤ (1− x)2.
For any Lévy process, an analogue of Part (iii) is given in Theorem 33.2 of [Sat99].
To specialize it to p-tempered α-stable distributions we again need to plug in the
correct form for the Lévy measure.
We will show that (4.1) implies that the norm of the integral in (4.2) is ﬁnite.
Observe that by Hölder's inequality∫
Sd−1
∫ 1
0
r[1− qp(r, u)]r−α−1drσ(du)
≤
(∫
Sd−1
∫ 1
0
r2r−α−1drσ(du)
)1/2(∫
Sd−1
∫ 1
0
[1− qp(r, u)]2r−α−1drσ(du)
)1/2
=
(
σ(Sd−1)
2− α
)1/2(∫
Sd−1
∫ 1
0
[1− qp(r, u)]2r−α−1drσ(du)
)1/2
.
Thus if (4.1) holds, then by (2.7) and (2.9)∫
Rd
∫ |x|−1
0
(1− e−tp)t−αdt|x|R(dx)
=
∫
Sd−1
∫ 1
0
r[1− qp(r, u)]r−α−1drσ(du) <∞. (4.5)
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From here it follows that∫
Rd
∫ ∞
0
|x|
1 + |x|2t2
(
1− e−tp) t−αdtR(dx)
=
∫
Rd
∫ |x|−1
0
|x|
1 + |x|2t2
(
1− e−tp) t−αdtR(dx)
+
∫
Rd
∫ ∞
|x|−1
|x|
1 + |x|2t2
(
1− e−tp) t−αdtR(dx)
≤
∫
Rd
∫ |x|−1
0
(
1− e−tp) t−αdt|x|R(dx) + ∫
Rd
∫ ∞
|x|−1
|x|
1 + |x|2t2 t
−αdtR(dx)
=
∫
Rd
∫ |x|−1
0
(
1− e−tp) t−αdt|x|R(dx) + ∫
Rd
|x|αR(dx)
∫ ∞
1
t−α
1 + t2
dt <∞.
Further, from (4.5), we can show that a necessary condition for (4.1) to hold is∫
|x|≤1 |x|R(dx) <∞ and p > α− 1. Of course this always holds for α ∈ (0, 1]. By
(4.5) we have
∞ >
∫
Rd
∫ |x|−1
0
(1− e−tp)u−αdu|x|R(dx) ≥
∫
|x|≤1
|x|R(dx)
∫ 1
0
t−α(1− e−tp)dt,
and since e−t
p ≤ 1− tp + t2p/2∫ 1
0
t−α(1− e−tp)dt ≥
∫ 1
0
t−α(tp − t2p/2)dt
=
∫ 1
0
tp−α(1− tp/2)dt = .5
∫ 1
0
tp−αdt,
which is inﬁnite when p ≤ α− 1.
4.2 Long and Short Time Behavior for TSpα Distributions
In Appendix D.2 we characterize the long and short time behavior of Lévy pro-
cesses. In this section we will specialize those results to the p-tempered α-stable
case. Thus for c ∈ {0,∞} we will give necessary and suﬃcient conditions for when
there exists a random vector Y whose distributions is not concentrated at a point
and a function at > 0 such that atXt
d→ Y as t → c. Note that the Rosi«ski
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measure of atXt is given by
Rt(A) = t
∫
Rd
1A(atx)R(dx), A ∈ B
(
Rd
)
. (4.6)
4.2.1 Long Time Behavior
We begin with the case where the limit is not Gaussian.
Theorem 4.6. Fix α < 2, p > 0, and β ∈ (α ∨ 0, 2). Let {Xt : t ≥ 0} be a Lévy
process with X1 ∼ TSpα(R, 0d) and let Y ∼ Sβ(σ, 0d) with σ 6= 0. There exists a
function at such that
atXt
d→ Y as t→∞ (4.7)
if and only if R ∈ RV ∞−β(σ). Moreover, in this case a ∈ RV ∞−1/β and
at ∼ s1/β/V ←(t) as t→∞, (4.8)
where s = p
αΓ(β−αp )
σ(Sd−1) and V (t) = 1/R (|x| > t).
Proof. Let M be the Lévy measure of TSpα(R, 0d). By Theorem D.6, (4.7) holds if
and only ifM ∈ RV ∞−β(σ). By Theorem 2.27, this holds if and only if R ∈ RV ∞−β(σ).
The form of at follows from Theorem D.6, Theorem 2.27, and Proposition B.2.
We will now consider the case where the limiting distribution is Gaussian.
Theorem 4.7. Fix α < 2, p > 0, and let B be a nonnegative deﬁnite matrix with
B 6= 0d×d. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ TSpα(R, 0d) and deﬁne
At =
∫
|x|≤t
xxTR(dx). (4.9)
Then
atXt
d→ Y as t→∞ (4.10)
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with Y ∼ N(0d, B) if and only if A ∈ LRV ∞0 (B). Moreover, in this case a ∈
RV ∞−1/2 and
at ∼ K−1/2/g←(t) as t→∞, (4.11)
where g(t) = t2/
∫
|x|≤t |x|2R(dx) and
K =
∫ ∞
0
t1−αe−t
p
dt = p−1Γ
(
2− α
p
)
. (4.12)
Proof. Let M be the Lévy measure of X1 and let
Ct =
∫
|x|≤t
xxTM(dx).
By Theorem D.11, (4.10) holds if and only if C ∈ LRV ∞0 (B). When it holds,
at ∈ RV ∞−1/2 with at ∼ 1/h←(t) where h(t) = t2/
∫
|x|≤t |x|2M(dx) = t2/trCt. By
Proposition 2.29, C ∈ LRV ∞0 (B) if and only if B ∈ LRV ∞0 (B). Moreover, in this
case trCt ∼ KtrAt as t → ∞. Thus h(t) ∼ K−1g(t) as t → ∞ and h←(t) ∼
K1/2g←(t) as t→∞. Hence (4.11) holds.
We now turn to the case when α ∈ (0, 2) and the limiting stable distribution
has the same index of stability as the one being tempered. Note that an α-stable
distribution with spectral measure σ is an element of ETSpα with extended Rosi«ski
measure given by
ν(A) =
∫
Sd−1
1A(∞x)σ(dx), A ∈ B(R¯d).
In particular, this means that ν(Rd) = 0.
Proposition 4.8. Fix α ∈ (0, 2). Let {Xt : t ≥ 0} be a Lévy process with X1 ∼
ETSpα(0d×d, ν, 0d) where ν(Id−1) = 0 and let Y ∼ Sα(σ, 0d) with σ 6= 0. Then
atXt
d→ Y as t→∞ (4.13)
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if and only if ν ∈ RV ∞0 (σ). Moreover, when this holds, a ∈ RV ∞−1/α with
at ∼ 1/V ←(t), (4.14)
where V (t) = σ(Sd−1)tα/ν(|x| > t).
Proof. By Proposition B.8 ν ∈ RV ∞0 (σ) if and only if there is a function at with
lim
t→∞
taαt ν (|x| > s/at, ξ(x) ∈ D) = σ(D). (4.15)
When this holds a ∈ RV ∞−1/α and at is as in (4.14). Thus, it suﬃces to show that
(4.13) holds if and only if (4.15) holds. Let R be the Rosi«ski measure of the
distribution of X1, let ν
′ be the extended Rosi«ski measure of Y , and let νt is the
extended Rosi«ski measure of atXt.
First assume that (4.13) holds. Lemma D.4 implies that limt→∞ at = 0. By
Theorem 3.3 νt
v→ ν ′ on R¯d0. Let D ∈ B(Sd−1) such that σ (∂D) = 0. For
s ∈ (0,∞), let AsD = {|x| > s, ξ(x) ∈ D}. We have ν ′(∂AsD) = 0. Thus by
Proposition A.8
lim
t→∞
νt(A
s
D) = ν
′(AsD) = ν
′(∞D) = σ(D). (4.16)
When s ≥ 1 and t is large enough
νt(A
s
D) = ta
α
t
∫
|x|>s/at
1D(ξ(x))|x|αR(dx) = taαt ν (|x| > s/at, ξ(x) ∈ D) .
Thus, by (4.16) for s ≥ 1 (4.15) holds. When s ∈ (0, 1) and t is large we have
taαt ν (|x| > s/at, ξ(x) ∈ D) = taαt ν (|x| > 1/at, ξ(x) ∈ D)
+taαt ν (1/at ≥ |x| > s/at, ξ(x) ∈ D) .
We will show that the second part goes to 0 when t gets large. Once we show this,
by the case when s = 1, we will have
lim
t→∞
taαt ν (|x| > s/at, ξ(x) ∈ D) = lim
t→∞
taαt ν (|x| > 1/at, ξ(x) ∈ D) = σ(D).
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To show that the other part goes to 0 note that for large enough t, s/at > 1
taαt ν (1/at ≥ |x| > s/at, ξ(x) ∈ D) ≤ taαt ν (1/at ≥ |x| > s/at)
= taαt
∫
1/at≥|x|>s/at
|x|αR(dx) ≤ tsα−2
∫
1≥|x|at>s
(at|x|)2R(dx)
= sα−2
∫
1≥|x|>s
νt(dx) = s
α−2νt(1 ≥ |x| > s) →
t→∞
sα−2ν ′(1 ≥ |x| > s) = 0.
Thus (4.15) holds.
Now assume (4.15) holds. Recall that this means that ν ∈ RV ∞0 (σ). By Lemma
A.12, this means that νt
v→ ν ′ on R¯d0 as t → ∞. By Theorem 3.3 it remains to
check that the limit has no Gaussian part. By (3.8), it suﬃces to show that
lim sup
t→∞
νt(|x| < 1) = 0.
Since limt→∞ at = 0, for large enough t, 1/at > 1. Thus
lim
t→∞
νt(|x| < 1) = lim
t→∞
ta2t
∫
|x|<1/at
|x|2R(dx)
= σ(Sd−1) lim
t→∞
a2t
∫
|x|<1/at |x|2R(dx)
aαt ν(|x| > 1/at)
= σ(Sd−1) lim
t→∞
∫
|x|<1/at |x|2R(dx)
(1/at)2−α
∫
|x|>1/at |x|αR(dx)
= 0.
To see that the last equality holds we use the fact that (B.14) implies that the
function ν(|x| > ·) ∈ RV ∞0 thus the equality holds by Corollary B.5. From here
the result follows.
By Theorem D.6, (4.13) holds for some random vector Y ∼ Sα(σ, 0d) with
σ(Sd−1) > 0 if and only if the Lévy measure of X1 is regularly varying with index
−α. Thus Proposition 4.8 implies the following result.
Corollary 4.9. Fix α ∈ (0, 2), p > 0. Let µ = TSpα(R, b). Let M be the Lévy
measure of µ. If ν(dx) = (|x|α ∧ |x|2)R(dx) then
µ ∈ RV ∞−α(σ)⇐⇒M ∈ RV ∞−α(σ)⇐⇒ ν ∈ RV ∞0 (σ). (4.17)
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4.2.2 Short Time Behavior
In this section we will categorize the short time behavior of p-tempered α-stable
Lévy processes. Our approach will be similar to how we showed short time behavior
for general Lévy processes in Appendix D.2.1. However, now instead of using the
dual Lévy measure, we will use the dual Rosi«ski measure.
Theorem 4.10. Fix p > 0, α ∈ (−∞, 2) \ {0} and deﬁne γ = α∨ 0. Let σ 6= 0 be
a ﬁnite measure on Sd−1, let {Xt : t ≥ 0} be a Lévy process with X1 ∼ TSpα(R, 0d),
and let {X∗t : t ≥ 0} be a Lévy process with X∗1 ∼ TSpα(R∗, 0d).
1. Fix β ∈ (γ, 2). Let Y ∼ Sβ(σ, 0d). There is a function at such that
atXt
d→ Y as t→∞ (4.18)
if and only if
btX
∗
t
d→ Y ∗ as t ↓ 0 (4.19)
where Y ∗ ∼ S2+γ−β(σ, 0d), bt ∼ 1/ah−1(1/t), and h is some strictly monotonely
increasing function with h(t) ∼ t−1a−2−γt as t→∞.
2. If α ∈ (0, 2) let Y ∼ Sα(σ, 0d). If there is a function at such that (4.18)
holds then (4.19) holds with Y ∗ ∼ N(0d, A) where A = K
∫
Sd−1 xx
Tσ(dx), bt ∼
1/ah−1(1/t), K is as in (4.12), and h(t) is some strictly monotonely increasing
function with h(t) ∼ t−1a−2−αt as t→∞.
Theorem 4.6 implies that a ∈ RV ∞−1/β thus, by Proposition B.2 a function h of
the required form exists. Note that h ∈ RV ∞(2+γ−β)/β thus h−1 ∈ RV ∞β/(2+γ−β) and
ah−1(t) ∈ RV ∞−1/(2+γ−β). Thus bt ∼ 1/ah−1(1/t) ∈ RV 0−1/(2+γ−β).
Proof. Assume that β ∈ [α, 2) when α ∈ (0, 2) or β ∈ (0, 2) when α < 0. Note that,
by Slutzky's Theorem, it suﬃces to consider that case when at = [th(t)]
−1/(2+γ)
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and bt = 1/ah−1(1/t). For any B ∈ B(Rd) let
R1t (B) = t
∫
Rd
1B(xat)R(dx) and R
2
t (B) = t
∫
Rd
1B(xbt)R
∗(dx)
be the Rosi«ski measures of atXt and btX
∗
t respectively.
Assume that (4.18) holds. We have
(
R1t
)∗
(B) =
∫
Rd
1B
(
x
|x|2
)
|x|2+γR1t (dx)
= ta2+γt
∫
Rd
1B
(
x
|x|2a
−1
t
)
|x|2+γR(dx)
= ta2+γt
∫
Rd
1B
(
xa−1t
)
R∗(dx).
Note that this is the Rosi«ski measure of a−1t X
∗
ta2+γt
. Thus, by Corollary 3.18 this
implies that
a−1t X
∗
ta2+γt
d→ Y ∗ as t→∞.
We have
lim
t→∞
a−1t X
∗
ta2+γt
= lim
t↓0
a−11/tX
∗
t−1a2+γ
1/t
= lim
t↓0
a−11/tX
∗
1/h(1/t)
= lim
u↓0
a−1h−1(1/u)X
∗
u = lim
u↓0
buX
∗
u,
where the second line follows by the substitution u = 1/h(1/t).
Now assume that β 6= α and (4.19) holds. As before we have
(
R2t
)∗
(B) = tb2+γt
∫
Rd
1B
(
xb−1t
)
R(dx),
and by Corollary 3.18 this implies that
b−1t Xtb2+γt
d→ Y as t ↓ 0.
We have
lim
t↓0
b−1t Xtb2+γt = limt→∞
b−11/tXt−1b2+γ
1/t
= lim
t→∞
ah−1(t)Xt−1a−2−γ
h−1(t)
= lim
t→∞
ah−1(t)Xh−1(t) = lim
u→∞
auXu,
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where the third equality follows by the fact that t = h (h−1(t)) = 1
h−1(t)a2+γ
h−1(t)
and
the fourth by the substitution u = h−1(t).
We will now give an example to show that the converse of Part 2 in Theorem
4.10 does not hold, in the sense that Gaussian long time behavior does not imply
α-stable short time behavior. This also provides another counterexample to the
converse of the second part of Corollary 3.18.
Example 6. Let d = 1. Fix α ∈ (0, 2) and p > 0. Let {Xt : t ≥ 0} be a
Lévy process with X1 ∼ TSpα(R, 0) and let {X∗t : t ≥ 0} be a Lévy process with
X∗1 ∼ TSpα(R∗, 0). Assume that R 6= 0 and deﬁne
F (t) =
∫
|x|≤t
x2R(dx).
Assume that F ∈ RV ∞0 . By Theorem 4.7 this means that there is a function at > 0
such that atXt → Y for some Gaussian random vector Y not concentrated at a
point. For large enough t deﬁne
G(t) =
∫
0≤x≤t x
2R(dx)∫
|x|≤t x
2R(dx)
,
and assume that there exist two sequences (bn) and (cn) increasing to inﬁnity such
that there are b, c ∈ (0,∞), b 6= c and
lim
n→∞
G(bn) = b and lim
n→∞
G(cn) = c. (4.20)
This holds for instance when R is given by
R(A) =
∫ ∞
eepi
1A(−t)2− cos(log(log t))− sin(log(log t))
t3
dt
+
∫ ∞
eepi
1A(t)
2 + cos(log(log t)) + sin(log(log t))
t3
dt, A ∈ B(R).
In this case
F (t) =
 0 if t ≤ e
epi
4(log t− epi) if t > eepi
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and
G(t) =
[log t][2 + sin(log(log t))]− 2epi
4(log t− epi) , t > e
epi .
Note that
G(t) ∼ 2 + sin(log(log t))
4
as t→∞.
With the sequences (bn) = (e
epin) and (cn) = (e
e(2n+.5)pi) we have
lim
n→∞
G(bn) = 1/2 and lim
n→∞
G(cn) = 3/4.
We will now show that the short time behavior is not α-stable. Assume for
the sake of contradiction that it is. By Proposition 4.13 (below) this means that
there is a ﬁnite Borel measure σ 6= 0 on S0 such that ν1 ∈ RV 00 (σ) where ν1(dx) =
|x|αR∗(dx). This means that
σ({1})
σ(S0)
= lim
t↓0
ν1(x > t)
ν1(|x| > t) = limt↓0
∫
x≥t x
αR(dx)∫
|x|≥t x
αR(dx)
= lim
t↓0
∫
0≤x≤1/t x
2R(dx)∫
|x|≤1/t x
2R(dx)
= lim
t↓0
G(1/t).
The contradiction follows from (4.20), which shows that this limit does not actually
exist.
From Theorem 4.10 we easily get the following.
Corollary 4.11. Fix α ∈ (−∞, 2) \ {0}, p > 0, β ∈ (α, 2), and let σ be a
ﬁnite, nonzero Borel measure on Sd−1. Let {Xt : t ≥ 0} be a Lévy Process with
X1 ∼ TSpα(R, 0d) and let Y be a β-stable random vector with spectral measure σ.
There exists a function at > 0 such that
atXt
d→ Y as t ↓ 0 (4.21)
if and only if R ∈ RV 0−β(σ). Moreover, in this case, a ∈ RV 0−1/β and
at ∼ s−1/βV ←(1/t) as t ↓ 0, (4.22)
where s = α/σ(Sd−1) and V (t) = R (|x| > 1/t).
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Proof. By Theorem 4.10 short time behavior of {Xt : t ≥ 0} equivalent to long
time behavior of the process {X∗t : t ≥ 0} where X∗1 ∼ TSpα(R∗, 0d). By Theorem
4.6 this is equivalent to regular variation of the tails of R∗. This is equivalent to
the regular variation at 0 of R by Proposition C.13. The form of at follows from
Proposition B.10.
We will now give necessary and suﬃcient conditions for the short time behavior
to be Gaussian.
Theorem 4.12. Fix α ∈ (−∞, 2) \ {0}, p > 0 and let B 6= 0d×d be a nonnegative
deﬁnite matrix. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ TSpα(R, 0d). Deﬁne
At =
∫
|x|≤t
xxTR(dx). (4.23)
There exists a function at such that
atXt
d→ Y as t ↓ 0 (4.24)
where Y ∼ N(0d, B) if and only if A ∈ LRV 00 (B). Moreover, when this holds,
a ∈ RV 0−1/2 and
at ∼ 1/h←(t) as t ↓ 0, (4.25)
where
h(t) = t2/trAt. (4.26)
Proof. Let Rt be the Rosi«ski measure of atXt. First assume that A ∈ LRV 00 (B).
Let h be deﬁned by (4.26) and at by (4.25). This implies that h ∈ RV 02 and
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a ∈ RV 0−1/2. We have
lim
t↓0
∫
|x|≤
xxTRt(dx) = lim
t↓0
ta2t
∫
|x|≤/at
xxTR(dx)
= lim
t↓0
a2t
∫
|x|≤/at
xxTR(dx)h(1/at)
= lim
t↓0
a2t
∫
|x|≤/at
xxTR(dx)h(/at)
h(1/at)
h(/at)
= lim
t↓0
a2t
∫
|x|≤/at xx
TR(dx)
−2a2t
∫
|x|≤/at |x|2R(dx)
−2
= lim
t↓0
∫
|x|≤/at xx
TR(dx)∫
|x|≤/at |x|2R(dx)
= B.
Lemma D.10 guarantees that Rt
v→ 0 on R¯d and
lim
s→∞
lim
t→0
∫
|x|>s
|x|γRt(dx) = 0,
where γ = α ∨ 0. From here the result holds by Theorem 3.3 and (3.14) when
α ∈ (0, 2) and from Theorem 3.11 and (3.21) when α < 0.
Now assume that (4.24) holds. Lemma D.4 implies that limt↓0 at = ∞, and
Theorem 3.3 and Theorem 3.11 imply that Rt
v→ 0 on R¯d0 as t ↓ 0. Thus by
Lemma D.9, for any  > 0
lim sup
t↓0
ta2t
∫
|x|≤/at
xxTR(dx) = lim sup
t↓0
ta2t
∫
|x|≤1/at
xxTR(dx)
and similarly for the liminf. Theorem 3.3 and Theorem 3.11 imply that for all
s > 0
lim
t↓0
ta2t
∫
|x|≤s/at
xxTR(dx) = B
and thus
lim
t↓0
ta2t
∫
|x|≤s/at
|x|2R(dx) = trB.
Let U(t) =
∫
|x|≤t |x|2R(dx). By Lemma D.4 we can use Proposition B.2 to get
U ∈ RV 00 . This implies that
lim
t↓0
∫
|x|≤t xx
TR(dx)∫
|x|≤t |x|2R(dx)
= lim
t↓0
ta2t
∫
|x|≤1/at xx
TR(dx)
ta2t
∫
|x|≤1/at |x|2R(dx)
=
B
trB
,
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and hence A ∈ LRV 00 (B).
We will now derive necessary and suﬃcient conditions for short time behavior
in the case when α ∈ (0, 2) and the limiting distribution is α-stable.
Proposition 4.13. Fix α ∈ (0, 2), p > 0, and let σ be a ﬁnite Borel measure on
Sd−1 with σ 6= 0. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ TSpα(R, 0d). Let
Y ∼ Sα(σ, 0d). There exists a positive function at such that
atXt
d→ Y as t ↓ 0 (4.27)
if and only if ν1 ∈ RV 00 (σ), where ν1(dx) = |x|αR(dx). Moreover, when this holds,
at ∼ V ←(1/t) as t ↓ 0, (4.28)
where V (t) = t
α
σ(Sd−1)ν
1(|x| > 1/t) and a ∈ RV 0−1/α.
Note that by Proposition B.10 this implies that the spectral measure of Y is
given by
σ(D) = lim
t↓0
taαν1(|x| > 1/at, ξ(x) ∈ D), B ∈ B(Sd−1). (4.29)
In particular, if ν1 is a ﬁnite measure (which, by Theorem 2.3, holds if and only if
X1 has a proper p-tempered α-stable distribution) then
V (t) ∼ tα ν
1(Rd)
σ(Sd−1)
as t→∞
thus by Proposition B.2
at ∼ t−1/α
(
ν1(Rd)
σ(Sd−1)
)−1/α
as t→∞
and hence
σ(D) =
σ(Sd−1)
ν1(Rd)
ν1(ξ(x) ∈ D), D ∈ B(Sd−1). (4.30)
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This implies that if X1 has a proper p-tempered α-stable distribution and Y ∼
Sα(σ1, 0) where
σ1(D) = ν
1(ξ(x) ∈ D) =
∫
Rd
1D
(
x
|x|
)
|x|αR(dx), D ∈ B(Sd−1) (4.31)
then
lim
t↓0
t−1/αXt
d→ Y. (4.32)
By Proposition 2.7, the measure in (4.31) is the spectral measure of the stable
distribution that we are tempering. This is not surprising, in fact, a result anal-
ogous to (4.32) is true for all generalized tempered stable distributions, as shown
in Theorem 3.1 of [RS10].
Proof. Let ν be the extended Rosi«ski measure of X1, let ν
′ be the extended
Rosi«ski measure of Y , and let Rt and νt be, respectively,the Rosi«ski measure
and the extended Rosi«ski measure of atXt.
First assume that (4.27) holds. By Lemma D.4, limt→∞ at = ∞, and by The-
orem 3.3, νt
v→ ν ′ on R¯d0 as t ↓ 0. Let D ∈ B(Sd−1) such that σ (∂D) = 0. For
s ∈ (0,∞), let AsD = {|x| > s, ξ(x) ∈ D}. We have ν ′(∂AsD) = 0. Thus by
Proposition A.8
lim
t↓0
νt(A
s
D) = ν
′(AsD) = ν
′(∞D) = σ(D).
When s ≥ 1
νt(A
s
D) = ta
α
t
∫
|x|>s/at
1D(ξ(x))|x|αR(dx) = taαt ν1 (|x| > s/at, ξ(x) ∈ D) .
When s ∈ (0, 1)
νt(A
s
D) = ta
α
t ν
1 (|x| > 1/at, ξ(x) ∈ D) + νt(1 ≥ |x| > s, ξ(x) ∈ D).
We have
lim
t↓0
νt(1 ≥ |x| > s, ξ(x) ∈ D) = ν ′(1 ≥ |x| > t, ξ(x) ∈ D) = 0.
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Thus for all s > 0.
lim
t↓0
taαt ν
1(|x| > s/at, ξ(x) ∈ D) = lim
t↓0
νt(A
s
D) = σ(D).
Hence (B.20) holds and by Proposition B.10 the function at is as given in (4.28)
and ν1 ∈ RV 00 (σ).
Now assume that ν1(dx) ∈ RV 00 (σ). By Proposition B.10, the function a as
given in (4.28) satisﬁes a ∈ RV 0−1/α and for any D ∈ B(Sd−1) with σ(∂D) = 0 and
any s > 0
lim
t↓0
taαt ν
1(|x| > s/at, ξ(x) ∈ D) = σ(D).
Thus, for s ∈ (0, 1)
lim
t↓0
taαt ν
1(1/at ≥ |x| > s/at, ξ(x) ∈ D) = 0
and hence
lim
t↓0
ta2tν(1/at ≥ |x| > s/at, ξ(x) ∈ D)
≤ lim
t↓0
taαt ν
1(1/at ≥ |x| > s/at, ξ(x) ∈ D) = 0.
This implies that for all s > 0
lim
t↓0
νt(A
s
D) = lim
t↓0
taαν1(|x| > s/at, ξ(x) ∈ D) = σ(D),
and by Lemma A.12 it follows that νt
v→ ν ′ on R¯d0 as t ↓ 0. It remains to show
that the limit has no Gaussian part. By (3.8), it suﬃces to show that
lim
t↓0
νt{|x| < 1} = 0.
By the asymptotic form of at we have
lim
t↓0
νt{|x| < 1} = lim
t↓0
ta2t
∫
|x|<1/at
|x|2R(dx) = σ(Sd−1) lim
t↓0
a2t
∫
|x|<1/at |x|2R(dx)
aαt ν
1(|x| > 1/at)
= σ(Sd−1) lim
t↓0
∫
|x|<1/at |x|2R(dx)
(1/at)2−α
∫
|x|>1/at |x|αR(dx)
= 0,
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where the last equality follows by Corollary B.5. From here the result follows by
Theorem 3.3.
Fix α ∈ (0, 2) and p > 0. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼
TSpα(R, 0d). Let ν(dx) = (|x|2 ∧ |x|α)R(dx) and ν1(dx) = |x|αR(dx). If X1 has a
proper p-tempered α-stable distribution (or equivalently if ν1 is a ﬁnite measure)
then necessarily ν1 ∈ RV 00 (σ1) where σ1 is given by (4.31) and in a short time frame
the Lévy process behaves like a random vector with the distribution Sα(σ1, 0d). On
the other hand, by Theorem 4.8 if ν ∈ RV ∞0 (σ2) then in a long time frame the
Lévy process behaves like an α-stable random vector with spectral measure
σ2(B) = lim
r→∞
∫
|x|>r 1B
(
x
|x|
)
|x|αR(dx)∫
|x|>r |x|αR(dx)
. (4.33)
It is easy to see that σ2 is absolutely continuous with respect to σ1. However, σ1
need not be absolutely continuous with respect to σ2. To see this, consider the
measure
R(B) =
∫ −1
−∞
1B(x)
1
|x|2+αdx+
∫ ∞
2
1B(x)
1
x1+α (log x)2
dx, B ∈ B(Rd).
We have ∫
R
|x|αR(dx) =
∫ −1
−∞
1
x2
dx+
∫ ∞
2
1
x (log x)2
dx = 1 +
1
log 2
<∞.
To see that the measure (|x|2 ∧ |x|α)R(dx) is slowly varying observe that
lim
r→∞
∫
x>r
xαR(dx)∫
|x|>r |x|αR(dx)
= lim
r→∞
1/ log r
1/r + 1/ log r
= 1
and
lim
r→∞
∫
x<−r |x|αR(dx)∫
|x|>r |x|αR(dx)
= lim
r→∞
1/r
1/r + 1/ log r
= 0.
Thus, we have σ2({−1}) = 0 but
σ1({−1}) =
∫
x<−1
|x|αR(dx) = 1.
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CHAPTER 5
MULTIVARIATE PRELIMIT THEOREMS
In Theorem C.7 we state the (generalized) central limit theorem for iid random
vectors. In applications, this theorem is important because it implies the following
approximation. If X1, X2, . . . are iid random vectors in the domain of attraction
of a stable random vector Y , then, for large enough n, we have
Sn = X1 + · · ·+Xn d≈ a−1n Y + bn, (5.1)
where an > 0 and bn ∈ Rd are the normalizing constants. However, unless we know
a lot about the distribution of X1, we have no way of knowing when n is large
enough or what the distribution of Y is. In fact, we cannot even know its index of
stability. By the CLT, to know the index of stability we need to know a lot about
the tails of the distribution of X1. But, as Klebanov, Rachev, and Székely point
out in [KRS99], [f]initely many empirical observations can never justify any tail
behavior.... To remedy this, they introduce a central prelimit theorem, which
does not depend on the tails but on the central part of the distribution. Since it
does not depend on the tails, it cannot tell what the limiting stable distribution
will be. However, they show that the distribution of Sn may be well approximated
by a particular stable distribution for large (but not too large) values of n before
ultimately converging to a potentially diﬀerent stable distribution. Their results
are given in [KRS99] and [KRS00]. In this chapter, we will generalize their results
to d-dimensions.
It is important to note that, since the prelimit theorem does not consider the
tail behavior of X1, the stable distribution approximating the distribution of Sn
may have very diﬀerent tail behavior from that of Sn. In particular, if Sn is well
approximated by a stable distribution with heavier tails than those of Sn, then a
tempered stable distribution may do an even better job as it would not only be a
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good approximation of the distribution in some central region, but it would also
provide a better ﬁt to the tails. In this way, the prelimit theorem helps to explain
why tempered stable distributions appear to work well in a variety of applications.
5.1 Theoretical Results
In this section we will state our theoretical results. The proofs will be postponed
until Section 5.3. We begin by setting up the notation. Let X be a d-dimensional
random vector. We will denote its characteristic function by µˆX(z) and its distri-
bution function by FX(x).
The convolution of two measurable functions f and g is deﬁned by
f ∗ g(x) =
∫
Rd
g(x− y)f(y)dy (5.2)
at any point x ∈ Rd where the integral exists. Similarly, when F is a (signed)
measure and g is a measurable function, then the convolution of F and g is deﬁned
by
F ? g(x) =
∫
Rd
g(x− y)F (dy) (5.3)
at every point x ∈ Rd where the integral exists. If we choose g = H, a cdf, then
F ? H can also be viewed as a convolution of two measures. Note that if F has
density f with respect to the d-dimensional Lebesgue measure, then F ? g = f ∗ g.
A function f on Rd is said to satisfy the Lipschitz condition with coeﬃcient
M if
|f(x)− f(y)| ≤M |x− y| (5.4)
for every x, y ∈ Rd. We will use the notation f ∈ LipM to denote this. Note that
if h is diﬀerentiable and if M := supx∈Rd |∇h(x)| < ∞, then by the multivariate
analogue of the mean value theorem (Theorem 12.9 in [Apo74]) we have
|h(x)− h(y)| = |〈∇h(θ), x− y〉| ≤M |x− y|,
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where θ is some point on the line segment connecting x and y. Thus h ∈ LipM .
A useful distance on the space of probability measures on Rd can be deﬁned as
follows. Let c, γ ≥ 0. For d-dimensional random vectors X and Y we set
dc,γ(X, Y ) = sup
|z|≥c
|µˆX(z)− µˆY (z)|
|z|γ . (5.5)
Note that this measures the distance between two probability laws and not two
random variables, thus the notation dc,γ(FX , FY ) would be more precise. However,
we will use, as is common, the notation given in (5.5).
If Y is a strictly α-stable random vector then by (C.19) for every n
Y
d
=
Y1 + Y2 + · · ·+ Yn
n1/α
,
where Y1, . . . , Yn are iid copies of Y . Let X1, X2, . . . be iid random variables, and
let
Sn =
X1 +X2 + · · ·+Xn
n1/α
.
Following [KRS99], we observe that
d0,γ(Sn, Y ) = sup
z∈Rd
∣∣µˆnX1(z/n1/α)− µˆnY (z/n1/α)∣∣
|z|γ
≤ n sup
z∈Rd
∣∣µˆX1(z/n1/α)− µˆY (z/n1/α)∣∣
|z|γ =
1
nγ/α−1
d0,γ(X1, Y ),
where the inequality in the second line follows by the fact that (zn − yn) = (z −
y)
∑n
i=1 y
i−1zn−i, and the equality in that line follows by the substitution u =
z/n1/α. Thus, if d0,γ(X1, Y ) < ∞ for some γ > α then X1 is in the domain of
normal attraction of Y .
Let h be a probability density on Rd. We deﬁne another distance on the space
of probability laws on Rd by setting, for two d-dimensional random vectors X and
Y ,
Kh(X, Y ) = sup
x∈Rd
|FX ? h(x)− FY ? h(x)|. (5.6)
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We will now state conditions under which this distance metrizes weak convergence.
The proof will be given in Section 5.3.
Lemma 5.1. If h satisﬁes a Lipschitz condition and the corresponding character-
istic function does not vanish then Kh metrizes weak convergence on Rd.
We now state our main theorem.
Theorem 5.2. Fix α ∈ (0, 2]. Let h be a probability density on Rd. Assume that
h ∈ LipMh for some Mh > 0. Let X1, X2, . . . be iid d-dimensional random vectors,
and let Sn = n
−1/α∑n
j=1 Xj. Let Y be a strictly α-stable d-dimensional random
vector. For any γ > α, we have
Kh(Sn, Y ) ≤ inf
a,∆>0
{
d∆n−1/α,γ(X1, Y )
nγ/α−1
2γ+1(a
√
d)γ+d
pid/2Γ(d/2)(γ + d)
+
2
pid
[∆ ∧ (2a)]d +Mh12d
pia
}
. (5.7)
We can simplify this bound by applying the inequality [∆ ∧ (2a)] ≤ ∆ and
analytically optimizing over a. Thus, under the conditions of Theorem 5.2, we
have
Kh(Sn, Y ) ≤ inf
∆>0
{
2
pid
∆d+
γ + d+ 1
γ + d
(
(12Mh)
γ+d2γ+1d3(γ+d)/2
Γ(d/2)pi3d/2+γ
d∆n−1/α,γ(X1, Y )
nγ/α−1
)1/(γ+d+1)}
. (5.8)
We can think of the quantitative bounds presented in the theorem in the fol-
lowing way. Suppose that the random vector X is such that, for some γ > α, the
distance dc,γ(X, Y ) remains not too big even for certain reasonably small values
of c > 0. In that case one can choose a > 0 large, ∆ > 0 small, and have the upper
bound on the distance between the distribution of Sn and that of the α-stable
random vector small for fairly large values of n.
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5.2 Extensions
We will consider two extensions. The ﬁrst is to random summation and the second
to the case when the random vectors are only conditionally iid.
5.2.1 Random Summation
Our results can be formulated in the somewhat more general framework of random
summation. The papers [KRS99] and [KRS00] give a version of the prelimit theo-
rem for random sums. Following their approach, we give a version of the prelimit
theorem for random summation in d-dimensions.
Let Θ ⊂ (0, 1) such that there is a sequence {θn} in Θ with θn → 0. Let
N = {νθ : θ ∈ Θ} be a collection of probability measures on N. Throughout
assume that Nθ ∼ νθ and
ENθ =
1
θ
.
Deﬁnition 5.3. Fix α ∈ (0, 2] and let X1, X2, . . . iid∼ µ. If for every θ ∈ Θ
X1
d
= θ1/α
Nθ∑
i=1
Xi (5.9)
then we say that µ has an N -strictly α-stable distribution.
Note that when Θ = {1/n : n ∈ N} and νθ = δ1/θ, the deﬁnition reduces to
the usual deﬁnition of strictly α-stable distributions. Another important example
is when Θ = (0, 1) and for each θ ∈ Θ, νθ is a geometric distribution with mean
1/θ. In this case N -strictly α-stable distributions are called strictly geo-stable.
See [KMRV00] and the references therein for more details. N -strictly α-stable
distribution are usually studied within the more general context of random inﬁnite
divisibility. This is developed in [Bun96], [GK96], and [KR96].
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Suﬃcient conditions on N to guarantee the existence of N -strictly α-stable dis-
tributions are given in [KMM87], [Bun96], [GK96], and [KR96]. For completeness,
we give a suﬃcient condition that combines results from [KMM87] and [KR96].
Let Pθ be the generating function of νθ. By this we mean that
Pθ(s) = Es
Nθ , s ∈ [0, 1].
Let P be the smallest class of functions that is closed under composition and
is generated by the family {Pθ : θ ∈ Θ}. Note that P with the operation of
composition forms a semigroup. In [KR96] it is shown that if P commutes then
there exists a function φ such that for every θ ∈ Θ and every s ∈ [0, 1]
Pθ(s) = φ
(
1
θ
φ−1(s)
)
. (5.10)
If P commutes and
{1/n : n ∈ N} ⊂ Θ (5.11)
then a probability measure µ is N -strictly α-stable if and only if its characteristic
function is of the form
φ (−Cα(z)) , (5.12)
where Cα is the cumulant generating function of a strictly α-stable distribution.
In this case, we call the strictly α-stable distribution with characteristic function
eCα(z), the corresponding strictly α-stable distribution.
By analogy with domains of attraction, we deﬁne the domain of N -attraction
as follows. The domain of N -attraction of a probability measure µ is the class
of all probability measures µ′ such that if Y ∼ µ and X1, X2, . . . iid∼ µ′ then for each
θ ∈ Θ there are aθ > 0 and bθ ∈ Rd such that
aθ
Nθ∑
n=1
Xn − bθ d→ Y. (5.13)
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The domain of N -attraction of an N -strictly α-stable distribution is nonempty,
and when P commutes and (5.11) holds, it is the same as the domain of attraction
of the corresponding strictly α-stable distribution.
We now formulate a version of Theorem 5.2 for the case of random summation.
Proposition 5.4. Let X1, X2, . . . be iid random vectors independent of Nθ and set
Sθ = θ
1/α
Nθ∑
i=1
Xi.
Fix α ∈ (0, 2] and let Y be a N -strictly α-stable distributions. If h is a probability
density on Rd such that h ∈ LipMh for some Mh > 0 then for any γ > α
Kh(Sθ, Y ) ≤ inf
a,∆>0
{
θγ/α−1d∆θ−1/α,γ(X1, Y )
2γ+1(a
√
d)γ+d
pid/2Γ(d/2)(γ + d)
+
2
pid
[∆ ∧ (2a)]d +Mh12d
pia
}
. (5.14)
5.2.2 Conditional Independence
Fix n ∈ N. Let (Θ,T, ρ) be a probability space. Let {µθ : θ ∈ Θ} be a family of
probability measures on (Rd,B(Rd)) such that µθ(B) is a measurable function in θ
for every B ∈ B(Rd). Let µ×nθ be the product measure of µθ with itself n times. By
a standard application of Dynkin's pi-λ Theorem (Theorem 3.2 in [Bil95]) µ×nθ (B)
is a measurable function in θ for every B ∈ B(Rd). Deﬁne
µ(B) =
∫
Θ
µ×nθ (B)ρ(dθ), B ∈ B(Rdn). (5.15)
Thus for any B1, . . . , Bn ∈ B(Rd) we have
µ(B1 × · · · ×Bn) =
∫
Θ
Πni=1µθ(Bi)ρ(dθ). (5.16)
Note that if (XT1 , . . . , X
T
n )
T ∼ µ and Tn = X1 + · · ·+Xn then
µˆTn(z) =
∫
Θ
µˆnθ (z)ρ(dx), z ∈ Rd. (5.17)
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The random vectors X1, . . . , Xn are called conditionally iid or mixed iid. For
more about such random vectors and their relation to exchangeable and con-
tractable sequences see Chapter 11 in [Kal02].
Let ν be an arbitrary probability measure on (Rd,B(Rd)) and deﬁne, for γ > 0
and c ≥ 0, the distance
dc,γ(µ, ν; ρ) = sup
|z|>c
∫ |µˆθ(z)− νˆ(z)| ρ(dθ)
|z|γ .
Proposition 5.5. Let X1, . . . , Xn be random vectors on Rd with (XT1 , . . . , XTn )T ∼
µ. Fix α ∈ (0, 2], γ > α and let
Sn = n
−1/α
n∑
k=1
Xk.
Let Y be a strictly α-stable distributions. If h is a probability density on Rd such
that h ∈ LipMh for some Mh > 0 then for any γ > α we have
Kh(Sn, Y ) ≤ inf
a,∆>0
{
d∆n−1/α,γ(µ, µY ; ρ)
nγ/α−1
2γ+1(a
√
d)γ+d
pid/2Γ(d/2)(γ + d)
+
2
pid
[∆ ∧ (2a)]d +Mh12d
pia
}
. (5.18)
5.3 Proofs
We start by listing, for ease of reference, several well know properties of convo-
lutions and Fourier transforms. To simplify the notation, we will write Lp for
Lp(Rd,B(Rd), λd), where λd is Lebesgue measure on Rd. By ‖ · ‖ we will denote
the norm in Lp. The Fourier transform of a function f ∈ L2 is denoted by f˜ ,
and is deﬁned by
f˜(z) = l.i.m.
N→∞
∫
|x|≤N
ei〈x,z〉f(x)dx, (5.19)
where l.i.m. is understood to be the limit in L2. In the case where f ∈ L1 ∩ L2
then (by e.g. Theorem 7.2 in [Bar95]) f˜(z) =
∫
Rd e
i〈x,z〉f(x)dx Lebesgue almost
everywhere.
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Theorem 5.6. 1. Let 1 ≤ p, q, r ≤ ∞ such that 1 + 1/r = 1/p + 1/q. If f ∈ Lp
and g ∈ Lq, then f ∗ g exists for Lebesgue almost every x, it is an element of Lr,
and it satisﬁes Young's Inequality: ‖f ∗g‖r ≤ ‖f‖p‖g‖q. If r =∞ then f ∗g exists
for all x.
2. Let p ≥ 1 and g ∈ Lp. If F is a ﬁnite signed measure, then F ? g is deﬁned for
Lebesgue almost every x and F ? g ∈ Lp.
3. Let f, g ∈ L2. Then f˜ ∗ g = f˜ g˜.
4. Let f, g ∈ L2. Then f ∗ g(x) = (2pi)−d(˜f˜ g˜)(−x) for Lebesgue almost every x.
5. Let f ∈ L2. If f˜ ∈ L1 ∩ L2 then f ∈ L∞ ∩ L2 and ‖f‖∞ ≤ (2pi)−d‖f˜‖1.
Proof. See Propositions 8.6-8.9 in [Fol99] for Part 1. Part 2 is in Proposition 3.9.9
in [Bog07]. The rest of the statements are in Proposition 6.8.1 and Theorem 6.8.1
in [Sta05].
Proposition 5.7. Let h be a probability density on Rd. Assume that h ∈ LipMh
for some Mh > 0. Let X, Y be d-dimensional random vectors. For any γ > 0, we
have
Kh(X, Y ) ≤ inf
a,∆>0
{
d∆,γ(X, Y )
2γ+1(a
√
d)γ+d
pid/2Γ(d/2)(γ + d)
+
2
pid
[∆ ∧ (2a)]d +Mh12d
pia
}
. (5.20)
Proof. Suppose that, for a > 0, Va is a measurable function on Rd with the follow-
ing properties. Deﬁne Ba(x) := |x|Va(x), x ∈ Rd. Assume that Va, V˜a, Ba ∈ L1,
|V˜a| ≤M , V˜a(0) = 1, and V˜a(x) = 0 for x /∈ [−2a, 2a]d. We will show that we have
a bound
Kh(X, Y ) ≤ inf
a,∆>0
{
d∆,γ(X, Y )
M2γ+1(a
√
d)γ+d
pid/2Γ(d/2)(γ + d)
+
2M
pid
[∆ ∧ (2a)]d + 2Mh
∫
Rd
|t||Va(t)|dt
}
. (5.21)
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The proof will then be completed by choosing an appropriate function Va.
Notice that for every x ∈ Rd,
|FX ? h(x)− FY ? h(x)| ≤ |FX ? h(x)− (FX ? h) ∗ Va(x)|
+ |FY ? h(x)− (FY ? h) ∗ Va(x)|
+
∣∣∣((FX ? h) ∗ Va(x)− (FX ? h) ∗ I ∗ Va(x))
−
(
(FY ? h) ∗ Va(x)− (FY ? h) ∗ I ∗ Va(x)
)∣∣∣
+
∣∣∣(FX ? h) ∗ I ∗ Va(x)− (FY ? h) ∗ I ∗ Va(x))∣∣∣ := 4∑
j=1
Tj(x), (5.22)
where for ∆ > 0,
I(x) =
d∏
j=1
sin(∆xj)
pixj
, x = (x1, . . . , xd)
T ∈ Rd.
Note that I is an L2 function and its Fourier transform is given by I˜(z) =
1[−∆,∆]d(z) =
∏d
j=1 1[−∆,∆](zj). All the convolutions in (5.22) are well deﬁned
by parts 1 and 2 of Theorem 5.6.
Note that
∫
Rd Va(x)dx = V˜a(0) = 1. If G ∈ LipM then
|G(x)−G ∗ Va(x)| ≤
∫
Rd
|G(x)−G(x− t)| |Va(t)|dt
≤ M
∫
Rd
|t||Va(t)|dt. (5.23)
Since h ∈ LipMh , so are FX ? h and FY ? h. We conclude that
Tj(x) ≤Mh
∫
Rd
|t||Va(t)|dt, j = 1, 2 . (5.24)
Further, by Part 5 of Theorem 5.6, Va ∈ Lp for all 1 ≤ p ≤ ∞, and, clearly, so is
the function (FX − FY ) ? h. By Part 1 of Theorem 5.6, the same is true for the
convolution [(FX − FY ) ? h] ∗ Va. Denote by Z is a random vector with density h,
independent, where appropriate, of X and Y . By Parts 3 and 5 of Theorem 5.6
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we obtain
T4(x) ≤ ‖[(FX − FY ) ? h] ∗ Va ∗ I‖∞ ≤ (2pi)−d‖[µˆX+Z − µˆY+Z ]V˜aI˜‖1
≤ 2M
pid
[∆ ∧ (2a)]d. (5.25)
This leaves only one term to consider in (5.22). By parts (3) and (4) of Theorem
5.6 we have
T3(x) = (2pi)
−d
∣∣∣∣∫
Rd
(1− I˜(z)) (µˆX(z)− µˆY (z)) h˜(z)V˜a(z)e−i〈z,x〉dz
∣∣∣∣ .
Note that for every z ∈ Rd and ∆ > 0∣∣∣(1− I˜(z))µˆX(z)− (1− I˜(z))µˆY (z)∣∣∣ ≤ |z|γ sup
|t|>∆
|µˆX(t)− µˆY (t)|
|t|γ
= |z|γd∆,γ(X, Y ).
Therefore,
T3(x) ≤ (2pi)−d
∫
Rd
∣∣∣(1− I˜(z))[µˆX(z)− µˆY (z)]h˜(z)V˜a(z)∣∣∣ dz
≤ (2pi)−dd∆,γ(X, Y )
∫
R
|z|γ|V˜a(z)|dz (5.26)
≤ M(2pi)−dd∆,γ(X, Y )
∫
[−2a,2a]d
|z|γdz
≤ M(2pi)−dd∆,γ(X, Y )
∫
|z|≤2a√d
|z|γdz
= M(2pi)−dd∆,γ(X, Y )
∫
Sd−1
∫ 2a√d
0
rγdrΛSd−1(dξ)
= Md∆,γ(X, Y )
21+γ(a
√
d)γ+d
pid/2Γ(d/2)(γ + d)
,
where ΛSd−1 is Lebesgue measure on Sd−1. The last line follows by the fact that
ΛSd−1(Sd−1) = 2pi
d/2
Γ(d/2)
(see Section 5.2 in [Str99]). Now (5.21) follows from (5.22),
(5.24), (5.25) and (5.26).
Let W (x) = 12 sin
4(x/2)
pix4
, x ∈ R. This is called the Jackson-de la Vallée-Poussin
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kernel. Its Fourier transform is given by
W˜ (x) =

1− 3x2
2
+ 3|x|
3
4
|x| ≤ 1
1
4
(2− |x|)3 1 ≤ |x| ≤ 2
0 |x| ≥ 2
,
see page 119 in [Ach92]. For a > 0, letWa(x) = aW (xa), so that W˜a(x) = W˜ (x/a),
and deﬁne for x = (x1, . . . , xd)
T ∈ Rd,
Va(x) =
d∏
j=1
Wa(xj).
Then also
V˜a(z) =
d∏
j=1
W˜a(zj)
for z = (z1, . . . , zd)
T ∈ Rd.
Let Ba(x) = |x|Va(x). Note that V˜a(z) ≤ 1, Va, V˜a, Ba ∈ L1, and V˜ (0) = 1.
Therefore, the function Va satisﬁes the assumptions imposed in the beginning of
the proof. Further, we have∫
Rd
|x| |Va(x)| dx =
(
12
pi
)d
21−3d
a
∫
Rd
|x|
d∏
j=1
sin4(xi)
x4i
dx ≤ 6d
pia
. (5.27)
This follows easily from the facts that |x| ≤ ∑di=1 |xi|, ∫∞0 sin4 xx4 dx = pi/3 (see
[GR00] 3.821), and∫ ∞
0
sin4 v
v3
dv =
∫ 1
0
sin4 v
v3
dv +
∫ ∞
1
sin4 v
v3
dv ≤
∫ 1
0
vdv +
∫ ∞
1
1
v3
dv = 1.
This completes the proof.
Now, to prove the Theorem and the various extensions it suﬃces to give bounds
on d∆,γ(X, Y ), when X is replaced by Sn or Sθ and Y follows a strictly stable or
strictly N -stable distribution.
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In the context of Theorem 5.2, by the strict stability of Y , we have
d∆,γ(Sn, Y ) = sup
|z|≥∆
|µˆnX1(z/n1/α)− µˆnY (z/n1/α)|
|z|γ
≤ n sup
|z|≥∆
|µˆX1(z/n1/α)− µˆY (z/n1/α)|
|z|γ
= n−(γ/α−1) sup
|z|≥∆n−1/α
|µˆX1(z)− µˆY (z)|
|z|γ
= n−(γ/α−1)d∆n−1/α,γ(X1, Y )
From here, (5.7) follows by Proposition 5.7.
In the context of Section 5.2.1, we have
|µˆSθ(z)− µˆY (z)| =
∣∣∣∣∣E
[
exp
{
iθ1/α〈z,
Nθ∑
i=1
Xi〉
}
− exp
{
iθ1/α〈z,
Nθ∑
i=1
Yi〉
}]∣∣∣∣∣
=
∞∑
n=1
|µˆnX1(θ1/αz)− µˆnY (θ1/αz)|P (Nθ = n)
≤ |µˆX1(θ1/αz)− µˆY (θ1/αz)|
∞∑
n=1
nP (Nθ = n)
≤ |µˆX1(θ1/αz)− µˆY (θ1/αz)|ENθ.
Thus
d∆,γ(Sθ, Y ) ≤ θ−1 sup
|x|>∆
|µˆX1(θ−1/αz)− µˆY (θ−1/αz)|
|z|γ
= θγ/α−1 sup
|x|>∆θ−1/α
|µˆX1(z)− µˆY (z)|
|z|γ
= θγ/α−1d∆θ−1/α,γ(X1, Y ).
From here, (5.14) follows by Proposition 5.7.
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In the context of Section 5.2.2, we have
da,∆(Sn, Y ) = sup
|z|>∆
|µˆSn(z)− µˆY (z)|
|z|γ
= sup
|z|>∆
∣∣∫ µˆnθ (zn−1/α)ρ(dθ)− µˆnY (zn−1/α)∣∣
|z|γ
= n−γ/α sup
|z|>∆n−1/α
∣∣∫ µˆnθ (z)ρ(dW )− µˆnY (z)∣∣
|z|γ
≤ n−γ/α sup
|z|>∆n−1/α
∫ |µˆnθ (z)− µˆnY (z)| ρ(dW )
|z|γ
≤ n−(γ/α−1) sup
|z|>∆n−1/α
∫ |µˆθ(z)− µˆY (z)| ρ(dW )
|z|γ
= n−(γ/α−1)d∆n−1/α,γ(µ, µY ;µ).
From here, (5.18) follows by Proposition 5.7.
We will now show that, under the required conditions, Kh does, in fact, metrize
weak convergence.
Proof of Lemma 5.1. Let h be the pdf of a probability distribution, and assume
that h ∈ LipMh and h˜(z) 6= 0 for all z ∈ Rd. Let µ, µ1, µ2, . . . be a sequence of
probability measures on Rd.
First assume that
lim
n→∞
sup
x∈Rd
∣∣∣∣∫
Rd
h(x− y)µn(dy)−
∫
Rd
h(x− y)µ(dy)
∣∣∣∣ = 0.
Note that
∫
Rd h(x − y)µn(dy) and
∫
Rd h(x − y)µ(dy) are densities with respect to
Lebesgue measure. By Scheﬀé's theorem (Theorem 16.12 in [Bil95]) and Proposi-
tion 2.5 in [Sat99] for all z ∈ Rd, µˆn(z)h˜(z) → µˆ(z)h˜(z), and so µˆn(z) → µˆ(z) for
all z ∈ Rd. This implies that µn w→ µ.
Conversely, assume that µn
w→ µ. Note that since h is a continuous density,
it is bounded by some constant B. Fix  > 0. There is a T > 0 such that
µ(|x| = T ) = 0 and µ(|x| > T ) < /(4B). Thus, by the Portmanteau Theorem,
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for all n large enough µn(|x| > T ) < /(4B). Note also that there is an R > 0
such that for all x, y ∈ Rd with |x| > R and |y| ≤ T we have h(x− y) < /4. This
implies that for n large enough
sup
|x|>R
∣∣∣∣∫
Rd
h(x− y)µn(dy)−
∫
Rd
h(x− y)µ(dy)
∣∣∣∣
≤ sup
|x|>R
[∫
|y|≤T
h(x− y)µn(dy) +
∫
|y|>T
h(x− y)µn(dy)
+
∫
|x|≤T
h(x− y)µ(dy) +
∫
|x|>T
h(x− y)µ(dy)
]
≤ /4 +Bµn(|y| > T ) + /4 +Bµ(|y| > T ) < .
Now for every x with |x| ≤ R let Ux = {y ∈ Rd : |x − y| < /(3Mh)}. Since
the set {Ux}|x|≤R is an open cover of the compact set |x| ≤ R there is a ﬁnite
subcover. Let this be {Uxi : i = 1, . . . ,m}. Since h is a bounded, continuous
function,
∫
Rd h(x− y)µn(dy)→
∫
Rd h(x− y)µ(dy) for every x ∈ Rd. Thus there is
an n large enough such that for each i∣∣∣∣∫
Rd
h(xi − y)µn(dy)−
∫
Rd
h(xi − y)µ(dy)
∣∣∣∣ < /3.
For such n we have
sup
|x|≤R
∣∣∣∣∫
Rd
h(x− y)µn(dy)−
∫
Rd
h(x− y)µ(dy)
∣∣∣∣
≤ max
i=1,...,m
sup
x∈Uxi
{∣∣∣∣∫
Rd
h(x− y)µn(dy)−
∫
Rd
h(xi − y)µn(dy)
∣∣∣∣
+
∣∣∣∣∫
Rd
h(xi − y)µn(dy)−
∫
Rd
h(xi − y)µ(dy)
∣∣∣∣
+
∣∣∣∣∫
Rd
h(xi − y)µ(dy)−
∫
Rd
h(x− y)µ(dy)
∣∣∣∣}
≤ max
i=1,...,m
sup
x∈Uxi
{Mh|x− xi|+ /3 +Mh|x− xi|} < .
This completes the proof.
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APPENDIX A
CONVERGENCE OF MEASURES
In this appendix we state, for ease of reference, some basic results about weak
convergence of probability measures on Rd and vague convergence of Radon mea-
sures on certain topological spaces. For this last part we will need some topology,
thus we give some basic deﬁnitions in Appendix A.2. We begin with weak conver-
gence.
A.1 Weak Convergence of Probability Measures on Rd
In this section we will list some important properties of weak convergence on Rd.
A standard reference is [Bil99]. We begin with the deﬁnition.
Deﬁnition A.1. Let µ, µ1, µ2, . . . be a sequence of probability measures on Rd. If
for all continuous and bounded real valued functions f
lim
n→∞
∫
Rd
f(x)µn(dx) =
∫
Rd
f(x)µ(dx)
then we say that the sequence {µn} converges weakly on Rd to µ and write
µn
w→ µ. Equivalently, if Xn ∼ µn and X ∼ µ then, when this holds, we say
that the sequence (Xn) converges in distribution to X and write Xn
d→ X or
limn→∞Xn
d
= X.
It is well known that if (Xn) is a sequence of random vectors and a ∈ Rd is a
constant then Xn
d→ a if and only if Xn p→ a (see for example Theorem 25.3 in
[Bil95]). We will now state a number of useful results about weak convergence on
Rd. We will consider these results to be so fundamental to the theory that we will
often use them without reference.
Proposition A.2. 1.(Portmanteau Theorem) Let µ, µ1, µ2, . . . be probability mea-
sures on (Rd,B(Rd)). The following are equivalent:
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i) µn
w→ µ;
ii) limn→∞
∫
Rd f(x)µn(dx) =
∫
Rd f(x)µ(dx) for all bounded, uniformly continu-
ous functions f ;
iii) µn(B)→ µ(B) for all B ∈ B(Rd) with µ(∂B) = 0;
iv) lim supn→∞ µn(K) ≤ µ(K) for all closed sets K;
v) lim infn→∞ µn(G) ≥ µ(G) for all open sets G.
2.(Cramér-Wold device) Let X,X1, X2, . . . be random vectors. Then Xn
d→ X if
and only if 〈z,Xn〉 d→ 〈z,X〉 for all z ∈ Rd.
3.(Continuous Mapping Theorem) Let X,X1, X2, . . . be random vectors and let µ
be the law of X. Let g be a Borel function mapping Rd into Rk and let D be the
set of discontinuities of g. If Xn
d→ X and µ(D) = 0 then
g(Xn)
d→ g(X).
4. Let (Xn) and (Yn) be independent sequences of random vectors. If there exist
random vectors X and Y independent of each other such that Xn
d→ X and Yn d→ Y
then
Xn + Yn
d→ X + Y.
5. (Slutzky's Theorem) Fix b ∈ Rd and c ∈ R. Let (Xn) be a sequence of random
vector such that Xn
d→ X for some random vector X. If (Yn) is a sequence of
random vectors with Yn
p→ b then
Xn + Yn
d→ X + b.
If (Zn) is a sequence of random variables with Zn
p→ c then
ZnXn
d→ cX
and if c 6= 0
Xn/Zn
d→ X/c.
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6. (Convergence of Types) Let Z and W be non-constant random vectors. Let
(Zn) be a sequence of random vectors, bn > 0, and cn ∈ Rd. If Zn d→ Z and
bnZn + cn
d→ W then bn → b, cn → c for some b ∈ (0,∞) and c ∈ Rd and
bZ + c
d
= W .
Proof. Part 1 is Theorem 2.1 in [Bil99]. Part 2 is Corollary 5.5 in [Kal02]. Part 3
is Theorem 1.10 in [Sha03]. Part 4 is an immediate consequence of Part 3. Part 5
is Theorem 1.11 in [Sha03]. Finally, Part 6 is Lemma 13.10 in [Sat99].
A.2 Deﬁnitions From Topology
In this section we will deﬁne some basic concepts from topology, which will be
useful for discussing vague convergence in Appendix A.3. We begin by deﬁning a
topological space.
Deﬁnition A.3. Let E be a set. If τ is a collection of subsets of E such that
1. ∅, E ∈ τ ,
2. τ is closed under ﬁnite intersections,
3. τ is closed under arbitrary unions,
then τ is called a topology, (E, τ) is called a topological space, and the sets in
τ are called open sets. The complement of an open set is called a closed set. If,
in addition, for any a, b ∈ E with a 6= b there are A,B ∈ τ with a ∈ A, b ∈ B, and
A ∩B = ∅ then we say that the space is Hausdorﬀ.
When we ﬁx a particular topology, we will just write E instead of (E, τ). If a
set E is equipped with a metric d, then the metric induces a topology on E. This
is the smallest topology containing sets of the form
{y ∈ E : d(x, y) < r}, r > 0, x ∈ E.
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For any topological space (E, τ), the class of Borel sets on E is the smallest
σ-algebra generated by τ . We will use the notation B(E) to denote this class. If
A ⊂ E then the interior of A is deﬁned as the union of all open sets contained in
A, and the closure of A is deﬁned as the intersection of all closed sets containing
A. We write A◦ for the interior of A and A¯ for the closure of A. Note that
A◦ ⊂ A ⊂ A¯. We write ∂A = A¯ \A◦ to denote the boundary of A. Now, we will
deﬁne compact sets.
Deﬁnition A.4. Let (E, τ) be a Hausdorﬀ space and let A ⊂ E. If for any
collection τ0 ⊂ τ with A ⊂
⋃
τ0 there is a ﬁnite subcollection τ1 ⊂ τ0 such that
A ⊂ ⋃ τ1 then A is called a compact set. If A is such that its closure is compact
then A is called relatively compact.
For more on topological spaces see [Mun00] or Chapter 7 in [Bau81].
A.3 Vague Convergence
Let (E, τ) be a locally compact Hausdorﬀ space with a countable basis. By locally
compact we mean that every x ∈ E is contained in a relatively compact open
set, and by countable basis we mean that there exists a countable collection of
open sets {Gn} such that every open set G can be written as a ﬁnite or countable
union of elements of {Gn}. By Theorem 7.6.1 in [Bau81] this implies that (E, τ) is
a Polish space. Thus there exists a metric ρ which generates τ and, in this metric,
E is a complete and separable metric space. A measure on (E,B(E)) is called a
Radon measure if it is ﬁnite on any compact subset of E. Let M(E) denote the
set of Radon measures on (E,B(E)).
Deﬁnition A.5. Let µ, µ1, µ2, . . . be a sequence in M(E). We say that {µn}
converges vaguely to µ and write µn
v→ µ if for all continuous, real valued
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functions f on E with compact support
lim
n→∞
∫
E
f(x)µn(dx) =
∫
E
f(x)µ(dx).
Proposition A.6. Vague convergence on M(E) is metrizable as a complete, sep-
arable metric space.
Proof. This is Proposition 3.17 in [Res87].
In discussing vague convergence, the following deﬁnition will be useful.
Deﬁnition A.7. A set B ∈ B(E) is a continuity set of a measure µ if µ(∂B) =
0.
We will now give some equivalent formulations of vague convergence. The
equivalence of the ﬁrst three parts in the next result, is called the Portmanteau
Theorem for vague convergence.
Proposition A.8. Let µ, µ1, µ2, . . . be a sequence in M(E). The following are
equivalent:
1. µn
v→ µ;
2. µn(B)→ µ(B) for all relatively compact continuity sets B of µ;
3. lim supn→∞ µn(K) ≤ µ(K) and lim infn→∞ µn(G) ≥ µ(G) for all compact sets
K and all open, relatively compact sets G;
4. for all relatively compact continuity sets B of µ and all measurable functions f ,
which are continuous and bounded on B,
∫
B
f(x)µn(dx)→
∫
B
f(x)µ(dx).
Proof. The equivalence of Parts 1, 2, and 3 is given in Proposition 3.12 in [Res87].
The equivalence between Parts 1 and 2 implies that µn
v→ µ if and only if for any
relatively compact set B with µ(∂B) = 0, µ|B
v→ µ|B . Thus, Part 4 is equivalent
to Part 1.
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Part 2 of the above proposition shows that vague convergence is equivalent to
convergence of the measures on relatively compact continuity sets of the limiting
measure. The following result shows that it suﬃces to show convergence on certain
smaller classes of sets. We call these convergence determining sets.
Proposition A.9. Let µ, µ1, µ2, . . . be ﬁnite measures and let A ⊂ B(E) be a
class of relatively compact open sets satisfying:
1) A is closed under ﬁnite intersections, and
2) any relatively compact open set is a countable union of elements of A.
If
lim
n→∞
µn(A) = µ(A)
for every A ∈ A, then µn v→ µ.
Proof. If A satisﬁes the additional assumption:
3) For any compact set V , there exist A1, . . . , Am ∈ A such that V ⊂
⋃m
i=1Ai
then, for the case where E = Rd, this is Lemma 2.6.2 in [Cup75]. Little in the
proof changes for our more general situation.
However, 3) is not needed since it is implied by 2). Let V be a compact set in
B(E). Since E is locally compact, V can be covered by relatively compact open
sets. Thus, by 2) there is an open cover of V made up of elements of A, and since
V is compact there is a ﬁnite subcover.
We have seen several ways to show vague convergence of a sequence of measures
to a particular measure. We will now give a result on how to show that a sequence
has a vague limit.
Proposition A.10. Let {µn} be a sequence in M(E) such that supµn(B) < ∞
for every relatively compact B ∈ B(E). The following hold:
1. The set {µn : n ∈ N} is relatively compact.
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2. There exists a subsequence {µnk}, which converges vaguely to some measure µ.
3. If there is a measure µ such that for every vaguely convergent subsequence
{µnk}, we have µnk v→ µ as k →∞, then µn v→ µ.
A version of this result for the case where E = Rd is given in Theorem 2.6.1
and Corollary 2.6.1 of [Cup75].
Proof. The ﬁrst part follows immediately from Proposition 3.16 in [Res87]. Theo-
rem 28.2 in [Mun00] says that Part 1 is equivalent to Part 2 in a metrizable space.
Since, by Proposition A.6, M(E) is metrizable, Part 2 holds. Once we know that
there is a vaguely convergent subsequence, Part 3 is immediate.
Proposition A.11. If Λ ∈ M(E) then there is a sequence {Λn} in M(E) such
that Λn has a ﬁnite support for each n and Λn
v→ Λ.
Proof. This is a version of Theorem 7.7.3 in [Bau81].
A.4 Vague Convergence in R¯d0
Most of the time, we will not need the generality of the previous section. Instead
we will conﬁne ourselves to vague convergence of Radon measures on either Rd,
Rd0, or certain compactiﬁcations at inﬁnity of these sets. These compactiﬁcations
will be denoted R¯d and R¯d0. There are many nonequivalent ways to deﬁne such
compactiﬁcations. Often, when we deal with measures that place no mass on
R¯d \ Rd, the precise deﬁnition of R¯d will not matter. However, in other cases, we
will need to know exactly what is meant by R¯d. In this section we will deﬁne R¯d
and R¯d0 in a way that will be needed in Chapter 3. We will then discuss vague
convergence on R¯d0.
Recall that if x ∈ Rd0 then x = |x| x|x| , thus we can identify every element of Rd0
with an element of (0,∞) × Sd−1. Let R¯d0 = (0,∞] × Sd−1 and R¯d = R¯d0 ∪ {0d}.
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We will write Id−1 = {∞} × Sd−1. Since we can identify any element of Rd with
an element in R¯d \ Id−1, we will generally write one to refer to the other. Also, for
simplicity, we will sometimes write ∞u for the tuple (∞, u), and when B ⊂ Sd−1
we will write ∞B for {∞} ×B. With this notation, we have R¯d = Rd ∪ Id−1. We
will also need the following functions. Let ξ : R¯d 7→ Sd−1∪{0d} and ϑ : R¯d 7→ [0,∞]
be deﬁned as follows. Let ξ(0d) = ϑ(0d) = 0 and for x 6= 0d we have x = (r, u)
for r ∈ (0,∞] and u ∈ Sd−1, let ξ(x) = u and ϑ(x) = r. Sometimes we will write
|x| := ϑ(x).
Let
R¯+→ and Rd→ denote, respectively, the usual convergence on [0,∞] and on Rd.
Let x, x1, x2, · · · ∈ R¯d0. We will write
lim
n→∞
xn = x
when ϑ(xn)
R¯+→ ϑ(x) and ξ(xn) R
d→ ξ(x). Let τ0 be the set of subsets on R¯d0 such
that A ∈ τ0 if and only if for any x ∈ A and any sequence (xn) in R¯d0 with
limn→∞ xn = x there is an N large enough such that for all n ≥ N , xn ∈ A. It
is straightforward to show that τ0 is a topology. Moreover, it is not diﬃcult to
see that the topological space
(
R¯d0, τ0
)
is a locally compact Hausdorﬀ space with a
countable basis. The compact sets are closed sets that are bounded away from 0d.
Note that if x, x1, x2, · · · ∈ R¯d0 \ Id−1 then limn→∞ xn = x if and only if xn R
d→ x.
In a similar way we can deﬁne a topology on R¯d. We deﬁne convergence to a
point in R¯d \ {0d} as before. For convergence to 0d we write
lim
n→∞
xn = 0d
when ϑ(xn)
R¯+→ 0. From here we deﬁne a topology τ in an analogous way to the
previous case. The topological space
(
R¯d, τ
)
is also a locally compact Hausdorﬀ
space with a countable basis. Here, the compact sets are closed sets.
We will now give some results about vague convergence on R¯d0. We begin with
an important example of convergence determining sets.
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Lemma A.12. Let (µn) be a sequence of Radon measures on R¯d0. Let µ be a
measure on R¯d0 such that µ(|x| = a) = 0 for every 0 < a <∞ and
µ(A) =
∫
Sd−1
∫
(0,∞]
1A(xu)ν(dx)σ(du)
for some ﬁnite measure σ and some measure ν ﬁnite outside any neighborhood of
0. Then µn
v→ µ on R¯d0 if and only if
µn (|x| > t, ξ(x) ∈ D)→ µ (|x| > t, ξ(x) ∈ D) (A.1)
for every t > 0 and every D ∈ B(Sd−1) with σ(∂D) = 0.
Proof. Clearly, if µn
v→ µ on R¯d0 then (A.1) holds. Now assume that (A.1) holds.
Let A be the class of measurable sets such that A ∈ A if and only if A is bounded
away from 0d and µn(A)→ µ(A). If A,B ∈ A and A ⊂ B then
µn(B \ A) = µn(B)− µn(A)→ µ(B)− µ(A) = µ(B \ A),
thus B \ A ∈ A. By assumption sets of the form
{
x ∈ R¯d : |x| > t, ξ(x) ∈ D} (A.2)
for D ∈ B(Sd−1) with σ(∂D) = 0 and t > 0 are elements of A. Thus so are sets of
the form
{
x ∈ R¯d : a ≥ |x| > b, ξ(x) ∈ D} ,
where D ∈ B(Sd−1) with σ(∂D) = 0 and 0 < b < a ≤ ∞. Moreover, by continuity
from above
lim sup
n→∞
µn (|x| = t, ξ(x) ∈ D) ≤ lim
↓0
lim sup
n→∞
µn (t ≥ |x| > t− , ξ(x) ∈ D)
= lim
↓0
µ (t ≥ |x| > t− , ξ(x) ∈ D) = 0.
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This means that all sets of the form
{
x ∈ R¯d : a > |x| > b, ξ(x) ∈ D} , (A.3)
where D ∈ B(Sd−1) with σ(∂D) = 0 and 0 < b < a ≤ ∞ are elements of A.
Let A′ be the class of sets of the form (A.2) and (A.3) where D is an open set
in B(Sd−1) with σ(∂D) = 0. We will show that A′ satisﬁes the assumptions of
Proposition A.9. It is immediate that A′ is a collection of open sets which satisﬁes
Assumption 1). Assumption 2) follows from the fact that the space is separable
and into any neighborhood we can ﬁt sets from A′. Thus, since for any A ∈ A′
µn(A)→ µ(A) the result holds by Proposition A.9.
Next, we will show a useful characterization of vague convergence on R¯d0 for the
special case when none of the measures place mass on R¯d \Rd. First we need some
notation. Let C# be the class of bounded continuous Borel functions mapping Rd
into R, and let C#0 be the subclass of C# containing function that vanish on a
neighborhood of zero.
Proposition A.13. Let Mn for n = 0, 1, 2, . . . be a sequence of Borel measures
on R¯d such that Mn(R¯d \ Rd) = 0 for all n.
1. If, for all  > 0, Mn(|x| > ) < ∞ then Mn v→ M0 on R¯d0 if and only if∫
Rd f(x)Mn(dx)→
∫
Rd f(x)M0(dx) for all f ∈ C#0 .
2. IfMn are ﬁnite measures, thenMn
v→M0 on R¯d if and only if
∫
Rd f(x)Mn(dx)→∫
Rd f(x)M0(dx) for all f ∈ C#.
Note that both in Parts 1 and 2 above, the assumptions on the measures Mn
imply that they are Radon measures on R¯d0. This result implies that we do not
need to worry about continuity of f at inﬁnity, in fact we do not even need the
limit to exist there. Note that for the proof we will only assumes that R¯d and R¯d0
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are compactiﬁcations of Rd and Rd0 and not the precise forms that we previously
deﬁned.
Proof. We will only prove the ﬁrst part since the proof of the second part is similar.
First, assume that Mn
v→ M0 on R¯d0. Let H = {T ∈ (0,∞) : M0(|x| = T ) = 0}
and ﬁx f ∈ C#0 . This means that there is a K such that |f(x)| ≤ K for all x and
there is an  ∈ H such that f(x) = 0 if |x| < .
First assume that f(x) ≥ 0 for all x. By Part 4 of Proposition A.8, if T ∈ H
lim
n→∞
∫
≤|x|≤T
f(x)Mn(dx) =
∫
≤|x|≤T
f(x)M0(dx).
Thus
lim inf
n→∞
∫
Rd
f(x)Mn(dx) ≥ lim
H3T↑∞
lim
n→∞
∫
≤|x|≤T
f(x)Mn(dx)
= lim
H3T↑∞
∫
≤|x|≤T
f(x)M0(dx)
=
∫
Rd
f(x)M0(dx),
where the last equality follows by dominated convergence. Since M0(R¯d \Rd) = 0,
for any δ > 0 there is a Tδ ∈ H such that M0(|x| ≥ Tδ) ≤ δ/K. Thus∫
Rd
f(x)Mn(dx) ≤
∫
≤|x|≤Tδ
f(x)Mn(dx) +KMn(|x| > Tδ)
→
∫
≤|x|≤Tδ
f(x)M0(dx) +KM0(|x| > Tδ)
≤
∫
Rd
f(x)M0(dx) + δ. (A.4)
Since this holds for all δ > 0, lim supn→∞
∫
Rd f(x)Mn(dx) ≤
∫
Rd f(x)M0(dx).
Hence
lim
n→∞
∫
Rd
f(x)Mn(dx) =
∫
Rd
f(x)M0(dx).
Extension to the case when f may be negative is immediate. The other direction
follows from the deﬁnition of vague convergence.
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APPENDIX B
REGULAR VARIATION
Regularly varying functions are functions that have power-like behavior. Stan-
dard references are [Fel71], [BGT87], and [Res87]. First we will deﬁne regularly
varying functions and state some of their properties. Next we will consider gen-
eralizations to regularly varying measures and regularly varying matrix valued
functions.
B.1 Regularly Varying Functions
Deﬁnition B.1. Fix a ∈ {0,∞}. A positive Borel function f deﬁned on a neigh-
borhood of a is called regularly varying at a if there exists some ρ ∈ R such
that
lim
x→a
f(tx)
f(x)
= tρ.
The parameter ρ is called the index of regular variation. We will write f ∈
RV aρ .
If f ∈ RV ∞ρ then there is an ` ∈ RV ∞0 such that f(x) = xρ`(x). If g(x) =
f(1/x) then
f ∈ RV ∞ρ ⇐⇒ g ∈ RV 0−ρ. (B.1)
If f ∈ RV ∞ρ then f is deﬁned and locally bounded on [X,∞) for some X > 0. If
ρ > 0 deﬁne
f←(x) = inf {y > X : f(y) > x} . (B.2)
By page 28 in [BGT87],
f← ∈ RV ∞1/ρ (B.3)
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and f← is an asymptotic inverse of f in the sense that
f(f←(x)) ∼ f←(f(x)) ∼ x as x→∞. (B.4)
In fact, a function g is an asymptotic inverse of f if and only if g(x) ∼ f←(x) as
x → ∞. We will also need an asymptotic inverse for regular variation at 0. Let
f ∈ RV 0ρ with ρ > 0 and h(x) = 1/f(1/x). In this case h ∈ RV ∞ρ and we can
deﬁne
f←(x) = 1/h←(1/x). (B.5)
Note that
f← ∈ RV 01/ρ, (B.6)
and it is easy to see that f← is the asymptotic inverse of f in the sense that
f(f←(x)) ∼ f←(f(x)) ∼ x as x ↓ 0. (B.7)
The following lemma summarizes some important properties of regularly varying
functions.
Proposition B.2. Fix ρ ∈ R and X ≥ 0. Let f, g : [X,∞) 7→ [0,∞).
1. If f ∈ RV ∞ρ then
lim
t→∞
f(t) =
 0 if ρ < 0∞ if ρ > 0 .
2. If f ∈ RV ∞ρ1 , g ∈ RV ∞ρ2 , and limx→∞ g(x) =∞, then
f ◦ g ∈ RV ∞ρ1ρ2 .
3. If ρ 6= 0 and f ∈ RV ∞ρ then there is a diﬀerentiable, strictly monotone function
h such that f(x) ∼ h(x) as x→∞.
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4. Let f ∈ RV ∞ρ and let h, g be functions increasing to ∞. If c > 0 and g(x) ∼
ch(x) as x→∞ then f(g(x)) ∼ cρf(h(x)) as x→∞.
5. If c > 0, ρ > 0, and f, g ∈ RV ∞ρ then
f(t) ∼ cg(t) as t→∞
if and only if
f←(t) ∼ c−1/ρg←(t) as t→∞.
6. If f is a monotone function and there are sequences of positive numbers λn and
bn such that bn →∞, limn→∞ λn/λn+1 = 1, and if for all x > 0
lim
n→∞
λnf(bnx) =: χ(x) (B.8)
exists and is positive and ﬁnite then there is a ρ ∈ R such that χ(x)/χ(1) = xρ
and f ∈ RV ∞ρ .
By (B.1), it follows that if (B.8) holds with bn → 0 then there is a ρ ∈ R such
that χ(x)/χ(1) = xρ and f ∈ RV 0ρ .
Proof. See Propositions 2.3 and 2.6 in [Res07].
Proposition B.3. Let f ∈ RV ∞ρ for some ρ ∈ R.
1. If ρ > 0 then there exists a function as increasing to∞ such that lims→∞ f(tas)s =
tρ. Moreover, this holds for a function as if and only if as ∼ f←(s). In this case
a ∈ RV ∞1/ρ.
2. If ρ < 0 then there exists a function as increasing to∞ such that lims→∞ sf(tas) =
tρ. Moreover, this holds for a function as if and only if as ∼ g←(s), where
g(s) = 1/f(s). In this case a ∈ RV ∞1/|ρ|.
Proof. We begin with Part 1. Let as = f
←(s). By (B.3) a ∈ RV ∞1/ρ and by
Proposition B.2 it increases to ∞. Observe that
tρ = lim
s→∞
f(tas)
f(as)
= lim
s→∞
f(tas)
s
s
f(as)
= lim
s→∞
f(tas)
s
.
123
Now let bs be a function increasing to ∞ such that lims→∞ f(tbs)s = tρ. Since f← is
regularly varying, by Part 4 of Proposition B.2 we have
lim
s→∞
bs
f←(s)
= lim
s→∞
f←(f(bs))
f←(s)
= lim
s→∞
f←(s)
f←(s)
= 1.
For Part 2, note that g ∈ RV ∞|ρ| . From here, the result follows immediately from
Part 1.
The following result will be useful in the sequel.
Proposition B.4. Fix γ > η. Suppose that µ is a Borel measure on [0,∞] such
that 0 <
∫∞
0
(yγ ∧ yη)µ(dy) <∞. Let
Uγ(x) =
∫ x
0
yγµ(dy)
and
Vη(x) =
∫ ∞
x
yηµ(dy).
1. If Uγ ∈ RV ∞ρ for some ρ ∈ R, then ρ = γ − α for some α ∈ [η, γ] and
lim
x→∞
xγ−ηVη(x)
Uγ(x)
=
γ − α
α− η , (B.9)
where we interpret the right side as inﬁnity when α = η.
2. If Vη ∈ RV ∞ρ for some ρ > η− γ, then ρ = η−α for some α ∈ [η, γ) and (B.9)
holds.
3. If (B.9) holds with some α ∈ (η, γ), then there exists an L ∈ RV ∞0 such that
Uγ(x) ∼ (α− η)xγ−αL(x) and Vη(x) ∼ (γ − α)xη−αL(x),
as x→∞.
4. If (B.9) holds with α = γ then Uγ ∈ RV ∞0 . If (B.9) holds with α = η then
Vη ∈ RV ∞0 .
5. If Vη ∈ RV 0ρ for some ρ ∈ R, then ρ = η − α for some α ∈ [η, γ] and
lim
x↓0
xγ−ηVη(x)
Uγ(x)
=
γ − α
α− η , (B.10)
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where we interpret the right side as inﬁnity when α = η.
6. If Uγ ∈ RV 0ρ for some ρ < γ−η, then ρ = γ−α for some α ∈ (η, γ] and (B.10)
holds.
7. If (B.10) holds with some α ∈ (η, γ), then there exists an L ∈ RV 00 such that
Vη(x) ∼ (γ − α)xη−αL(x) and Uγ(x) ∼ (α− η)xγ−αL(x),
as x ↓ 0.
8. If (B.10) holds with α = γ then Uγ ∈ RV 00 . If (B.10) holds with α = η then
Vη ∈ RV 00 .
Proof. We begin by considering Parts 1-4. When µ is a ﬁnite measure this result
is given in Theorem 5.3.11 in [MS01] and Theorem 2 in Section VIII.9 of [Fel71].
Now assume that µ is not ﬁnite, but it satisﬁes the required integrability con-
ditions. Deﬁne the measure
µ′(A) =
∫ ∞
1
1A(y)y
ηµ(dy) + δ1(A)
∫ 1
0
yγµ(dy).
For x > 1 we have
Uγ(x) =
∫ x
0
yγ−ηµ′(dy)
and
Vη(x) =
∫ ∞
x
µ′(dy).
Since µ′ is a ﬁnite measure, the result follows from the ﬁnite case.
Now for parts 5-8. Let T (y) = 1/y and deﬁne the measure µT−1 by
(µT−1)(A) = µ(T−1A).
Let V˜−γ(x) = Uγ(1/x) and let U˜−η(x) = Vη(1/x). By the change of variables
formula (Theorem 16.13 in [Bil95]) we have
V˜−γ(x) = Uγ(1/x) =
∫ 1/x
0
yγµ(dy) =
∫ ∞
x
u−γ(µT−1)(du)
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and
U˜−η(x) = Vη(1/x) =
∫ ∞
1/x
yηµ(dy) =
∫ x
0
u−η(µT−1)(du).
Similarly, by the change of variables formula, 0 <
∫∞
0
(y−η ∧ y−γ)(µT−1)(dy) <∞.
From here the result follows from Parts 1-4.
By a change of variables we get the following extension.
Corollary B.5. Fix γ > η. Let F map Rd into R. Let M be a Borel measure on
R¯d such that 0 <
∫
(|F (y)|γ ∧ |F (y)|η)M(dy) <∞. Deﬁne
Uγ(x) =
∫
|F (y)|≤x
|F (y)|γM(dy)
and
Vη(x) =
∫
|F (y)|≥x
|F (y)|ηM(dy).
The results of Proposition B.4 hold when Uγ and Vη are deﬁned in this way.
B.2 Regularly Varying Measures
We will now deﬁne regularly varying measures. General information can be found
in [MS01], [HL06b], and [Res07]. Assume that R is a measure on (Rd,B(Rd)) such
that for some X > 0
R({x ∈ Rd : |x| > X}) <∞ (B.11)
and for all r > 0
R({x ∈ Rd : |x| > r}) > 0. (B.12)
In particular, these conditions hold for any Lévy measure with an unbounded
support.
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Deﬁnition B.6. Fix ρ ≤ 0. A measure Borel R on Rd satisfying (B.11) and (B.12)
is said to be regularly varying at ∞ with index ρ if there is a ﬁnite, non-zero
measure σ on (Sd−1,B(Sd−1)) such that for all D ∈ B(Sd−1) with σ(∂D) = 0
lim
r→∞
R
(
|x| > rt, x|x| ∈ D
)
R(|x| > r) = t
ρ σ(D)
σ(Sd−1)
.
When this holds we will write R ∈ RV ∞ρ (σ).
This is often called regular variation of the tails of R. Clearly, the measure
σ is unique only up to a multiplicative constant. For D ∈ B(Sd) deﬁne
UD(t) = R(|x| > t, x/|x| ∈ D). (B.13)
When σ(D) > 0, σ(∂D) = 0, and R ∈ RV ∞ρ (σ)
lim
r→∞
UD(rt)
UD(r)
= lim
r→∞
UD(rt)
USd−1(r)
USd−1(r)
UD(r)
= tρ
σ(D)
σ(Sd−1)
σ(Sd−1)
σ(D)
= tρ.
Thus, under the given conditions
UD ∈ RV ∞ρ . (B.14)
Moreover, R ∈ RV ∞ρ (σ) if and only if there is an ` ∈ RV ∞0 such that for all
D ∈ B(Sd) with σ(∂D) = 0
UD(t) ∼ σ(D)tρ`(t) as t→∞. (B.15)
Proposition B.7. Let R be a measure satisfying (B.11) with some X > 0 and let
R ∈ RV ∞ρ (σ) for ρ ≤ 0 and some ﬁnite measure σ. Then
∫
|x|≥X
|x|γR(dx)
 <∞ if γ < |ρ|=∞ if γ > |ρ| .
The proof of this result is based on the proof of Lemma 2.1 in [BDM02].
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Proof. When γ ≤ 0 the result is immediate. Assume that γ > 0. By Fubini's
Theorem∫
|x|≥X
|x|γR(dx) =
∫
|x|≥X
∫ |x|
0
γuγ−1duR(dx)
=
∫ X
0
γuγ−1du
∫
|x|≥X
R(dx) +
∫ ∞
X
γuγ−1
∫
|x|≥u
R(dx)du
= XγR(|x| ≥ X) +
∫ ∞
X
γuγ−1R(|x| ≥ u)du = I1 + I2.
Clearly, I1 < ∞. By (B.14) R(|x| ≥ u) = uρ`(u), where ` is some slowly varying
function. By Proposition 1.5.10 in [BGT87]), if γ < |ρ| then I2 <∞. Now assume
that γ > |ρ|. Fix  ∈ (0, γ − |ρ|). By Proposition 1.3.6 in [BGT87], there is an
X ′ > X such that for all x > X ′, x`(x) > 1. Thus,
I2 ≥
∫ ∞
X′
γuγ−1−|ρ|−u`(u)du ≥
∫ ∞
X′
γuγ−1−|ρ|−du =∞.
This completes the proof.
Proposition B.8. Let σ be a ﬁnite, non-zero measure on (Sd−1,B(Sd−1)). Fix
% ≤ 0, c > 0, and let R be a measure on Rd satisfying (B.11) and (B.12).
1. If R ∈ RV ∞% (σ), p ≥ 0, and % < p then there exists is a function as with
lims→∞ as =∞ such that
lim
s→∞
sa−ps R
(
|x| > ast, x|x| ∈ D
)
= cσ(D)t% (B.16)
for all D ∈ B(Sd−1) with σ(∂D) = 0.
2. If there is a function as with lims→∞ as = ∞ such that (B.16) holds for some
p ≥ 0 then R ∈ RV ∞% (σ).
3. If R ∈ RV ∞% (σ), p ≥ 0, and % < p then (B.16) holds for some function as if
and only if as ∼ V ←(s) where V (t) = cσ(Sd−1)tp/R(|x| > t). Moreover, in this
case, a ∈ RV1/(p+|%|).
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Let r = cσ(Sd−1) and U(t) = tp/R(|x| > t). In this case V (t) = rU(t). If
R ∈ RV ∞% (σ) for some % ≤ 0 and p + |%| > 0 then by Proposition B.2 V ←(t) =
r−1/(p+|%|)U←(t). Thus, in the third part, we can write as ∼ r−1/(p+|%|)U←(s).
Proof. Let D ∈ B(Sd−1) such that σ(∂D) = 0 and let r = cσ(Sd−1).
First assume that R ∈ RV ∞% (σ). For t > X, let V (t) = rtp/R(|x| > t), and let
as = V
←(s). Note that lims→∞ as =∞. We have
t%
σ(D)
σ(Sd−1)
= lim
q→∞
R
(
|x| > qt, x|x| ∈ D
)
R(|x| > q)
= lim
s→∞
r−1a−ps R
(
|x| > ast, x|x| ∈ D
)
r−1a−ps R(|x| > as)
= lim
s→∞
V (as)r
−1a−ps R
(
|x| > ast, x|x| ∈ D
)
= lim
s→∞
s
cσ(Sd−1)
a−ps R
(
|x| > ast, x|x| ∈ D
)
.
Now assume that (B.16) holds for some p ≥ 0 and some function as satisfying
lims→∞ as =∞. We have
lim
s→∞
R
(
|x| > st, x|x| ∈ D
)
R(|x| > s) = lims→∞
sa−ps R
(
|x| > ast, x|x| ∈ D
)
sa−ps R(|x| > as)
=
σ(D)
σ(Sd−1)
t%.
The third part follows by Proposition B.3.
We can also deﬁne regularly varying measures at 0. We will need slightly
diﬀerent assumptions. Assume that R is a measure on (Rd,B(Rd)) such that for
all s > 0
R({x ∈ Rd : |x| > s}) <∞ (B.17)
and for some r > 0
R({x ∈ Rd : |x| > r}) > 0. (B.18)
In particular, these conditions hold for nonzero Lévy measures.
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Deﬁnition B.9. Fix ρ ≤ 0. A Borel measure R on Rd satisfying (B.17) and (B.18)
is said to be regularly varying at 0 with index ρ if there is a ﬁnite, non-zero
measure σ on (Sd−1,B(Sd−1)) such that for all D ∈ B(Sd−1) with σ(∂D) = 0
lim
r↓0
R
(
|x| > rt, x|x| ∈ D
)
R(|x| > r) = t
ρ σ(D)
σ(Sd−1)
.
When this holds we will write R ∈ RV 0ρ (σ).
For D ∈ B(Sd−1) with σ(∂D) = 0 deﬁne UD(t) = R(|x| > t, x/|x| ∈ D). As
before, we can show that if σ(D) > 0 and R ∈ RV 0ρ (σ) then UD ∈ RV 0ρ . Moreover,
R ∈ RV 0ρ (σ) if and only if there is an ` ∈ RV 00 such that for all D ∈ B(Sd−1) with
σ(∂D) = 0
UD(t) ∼ σ(D)tρ`(t) as t ↓ 0. (B.19)
We now give a version of Proposition B.8 for measures that are regularly varying
at 0.
Proposition B.10. Let σ be a ﬁnite, non-zero measure on (Sd−1,B(Sd−1)). Fix
% ≤ 0, c > 0, and let R be a measure on Rd satisfying (B.17) and (B.18).
1. If R ∈ RV 0% (σ), p ≥ 0, and % < p then there exists is a function at with
limt↓0 at =∞ such that
lim
t↓0
taptR
(
|x| > u/at, x|x| ∈ D
)
= cσ(D)u% (B.20)
for all D ∈ B(Sd−1) with σ(∂D) = 0.
2. If there is a function at with limt↓0 at = ∞ such that (B.20) holds for some
p ≥ 0 then R ∈ RV 0% (σ).
3. If R ∈ RV 0% (σ), p ≥ 0, and % < p then (B.20) holds for some function at if and
only if at ∼ V ←(1/t) as t ↓ 0 where V (t) = tpcσ(Sd−1)R(|x| > 1/t). Moreover, in this
case, at ∈ RV 0−1/(p+|%|).
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Proof. Let D ∈ B(Sd−1) such that σ(∂D) = 0 and let s = cσ(Sd−1).
First assume that R ∈ RV 0% (σ). For t > r (where r is as in (B.18)), let
V (t) = s−1tpR(|x| > 1/t), and let at = V ←(1/t). Note that limt↓0 at = ∞. We
have
t%
σ(D)
σ(Sd−1)
= lim
v↓0
R
(
|x| > vt, x|x| ∈ D
)
R(|x| > v)
= lim
u↓0
s−1apuR
(
|x| > t/au, x|x| ∈ D
)
s−1apuR(|x| > 1/au)
= lim
u↓0
s−1apuR
(
|x| > t/au, x|x| ∈ D
)
V (au)
= lim
u↓0
u
cσ(Sd−1)
apuR
(
|x| > t/au, x|x| ∈ D
)
.
Now assume that (B.20) holds for some p ≥ 0 and some function at with limt↓0 at =
∞. We have
lim
v↓0
R(|x| > uv, x/|x| ∈ D)
R(|x| > v) = limt↓0
taptR(|x| > u/at, x/|x| ∈ D)
taptR(|x| > 1/at)
= u%
σ(D)
σ(Sd−1)
.
The third part follows by Proposition B.3.
B.3 Regularly Varying Matrix Valued Functions
Let L(Rd) be the set of d × d matrices. We deﬁne convergence on this set as
pointwise convergence of the components. This is equivalent to convergence in the
operator norm (see Proposition 2.1.8 in [MS01])
Deﬁnition B.11. Fix c ∈ {0,∞} and ρ ∈ R. Let A : [0,∞) 7→ L(Rd). We
say that At is a regularly varying at c matrix valued function with index
of regular variation ρ if there is a positive function f ∈ RV cρ and a matrix
B ∈ L(Rd) with B 6= 0d×d such that
lim
t→c
At
f(t)
= B. (B.21)
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When trB > 0 then for t close enough to c we have trAt > 0 and we can take
f(t) = trAt. Similarly, if B is nonnegative-deﬁnite then there is a z ∈ Rd with
〈z, Bz〉 > 0. This implies that for t close enough to c 〈z, Atz〉 > 0 and we can take
f(t) = 〈z, Atz〉.
Deﬁnition B.12. Fix c ∈ {0,∞} and ρ ∈ R. Let A : [0,∞) 7→ L(Rd), let B be a
matrix with trB > 0, and let f(t) = trAt. If f ∈ RV cρ and for some k > 0
lim
t→c
At
trAt
= kB (B.22)
we will write A ∈ LRV cρ (B).
In particular we will be interested in matrix-valued function of the form
At =
∫
|x|≤t
xxTM(dx)
for some Borel measure M on Rd. In this case
trAt =
∫
|x|≤t
|x|2M(dx).
The following is a useful criterion for this situation.
Proposition B.13. Fix c ∈ {0,∞} and ρ ∈ R. Let µ be a Borel measure on
Rd such that µ 6= 0 and for every t > 0 ∫|x|≤t |x|2µ(dx) < ∞. Deﬁne At =∫
|x|≤t xx
Tµ(dx). There exists a B ∈ L(Rd) such that At ∈ LRV cρ (B) if and only if
there exists an ` ∈ RV c0 such that for all z ∈ Rd there is a κz ∈ R with
〈z, Atz〉 ∼ κztρ`(t) as t→ c, (B.23)
and there is a z∗ ∈ Rd such that κz∗ 6= 0.
Proof. First assume that At ∈ LRV cρ (B). If z ∈ Rd then
lim
t→c
〈z, Atz〉
trAt
= 〈z,Bz〉.
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Hence (B.23) holds with κz = 〈z,Bz〉 and `(t) = tr(At)/tρ. The fact that trB > 0
guarantees the existence of a z∗ of the given form.
Now assume that there exists an ` ∈ RV c0 such that for all z ∈ Rd there is
a κz ∈ R for which (B.23) holds, and there is a z∗ ∈ Rd with κz∗ 6= 0. Let
A′t = At/ [t
ρ`(t)]. By (B.23) for every z ∈ Rd we have limt→c〈z, A′tz〉 = kz. Thus
by Corollary 2.1.9 of [MS01] there is a B ∈ L(Rd) such that limt→cA′t = B and
κz = 〈z,Bz〉. This implies that
trAt ∼ tr(B)tρ`(t) as t→ c.
The fact that 〈z∗, Bz∗〉 6= 0 implies that B 6= 0d×d. Let At = (aijt ) and B = (bij).
We have
|bij| = lim
t→c
|aijt |
tρ`(t)
≤ lim
t→c
trAt
tρ`(t)
= trB.
Thus trB > 0 and A ∈ LRV cρ (B).
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APPENDIX C
INFINITELY DIVISIBLE DISTRIBUTIONS
In this appendix we give some basic properties of inﬁnitely divisible distribu-
tions on Rd. A general reference is [Sat99].
Deﬁnition C.1. A probability measure µ is called inﬁnitely divisible if for any
positive integer n, there is a probability measure µn on Rd such that if X ∼ µ and
Y
(n)
1 , . . . , Y
(n)
n
iid∼ µn then
X
d
=
n∑
i=1
Y
(n)
i .
We will denote the class of inﬁnitely divisible distributions by ID.
The characteristic function of an inﬁnitely divisible distribution µ on Rd never
vanishes (see Lemma 7.5 in [Sat99]) and is given by µˆ(z) = exp{Cµ(z)} where
Cµ(z) = −1
2
〈z, Az〉+ i〈b, z〉+
∫
Rd
(
ei〈z,x〉 − 1− i 〈z, x〉
1 + |x|2
)
M(dx), (C.1)
A is a symmetric nonnegative-deﬁnite d× d matrix, b ∈ Rd, and M satisﬁes
M({0d}) = 0 and
∫
Rd
(|x|2 ∧ 1)M(dx) <∞. (C.2)
We call A the Gaussian part and M the Lévy measure. In fact, we will call
any measure that satisﬁes (C.2) a Lévy measure. According to Theorem 8.1 in
[Sat99], the measure µ is uniquely identiﬁed by the Lévy triplet (A,M, b). We
will write
µ = ID(A,M, b). (C.3)
More generally, if f : Rd 7→ R is a measurable function such that for all z ∈ Rd∫
Rd
∣∣ei〈z,x〉 − 1− i〈x, z〉f(x)∣∣M(dx) <∞, (C.4)
we can write
Cµ(z) = −1
2
〈z, Az〉+ i〈bf , z〉+
∫
Rd
(
ei〈z,x〉 − 1− i〈z, x〉f(x))M(dx), (C.5)
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where
bf = b+
∫
Rd
x
(
f(x)− 1
1 + |x|2
)
M(dx). (C.6)
Although we will usually assume the parametrization given in (C.1), there are
cases where other parametrizations will be useful. When
∫
|x|≤1 |x|M(dx) <∞, we
can use Parametrization 0 with
Cµ(z) = −1
2
〈z, Az〉+ i〈b0, z〉+
∫
Rd
(
ei〈z,x〉 − 1)M(dx), (C.7)
where
b0 = b−
∫
Rd
x
1 + |x|2M(dx). (C.8)
In this case we will write
µ = ID0(A,M, b0). (C.9)
When
∫
|x|>1 |x|M(dx) < ∞ (which by Proposition C.4 below is equivalent to∫
Rd |x|µ(dx) <∞), we can use Parametrization 1 with
Cµ(z) = −1
2
〈z, Az〉+ i〈b1, z〉+
∫
Rd
(
ei〈z,x〉 − 1− i〈z, x〉)M(dx), (C.10)
where
b1 = b+
∫
Rd
x
|x|2
1 + |x|2M(dx). (C.11)
In this case we will write
µ = ID1(A,M, b1). (C.12)
When dealing with characteristic functions of inﬁnitely divisible distributions,
the following well known (see for example (26.4) in [Bil95]) technical result is often
useful.
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Lemma C.2. If x ∈ R then for n ≥ 0,∣∣∣∣∣eix −
n∑
k=0
(ix)k
k!
∣∣∣∣∣ ≤ min
{ |x|n+1
(n+ 1)!
,
2|x|n
n!
}
.
It is often convenient to work with the polar decomposition of the Lévy mea-
sure. Its existence is given by the following result. We will, in fact, need a polar
decomposition of measures that satisfy somewhat more complicated integrability
conditions, thus we give the result in a slightly more general form. For Lévy
measures, in the following proposition take f1 ≡ 1 and f2(x) = x2.
Proposition C.3. LetM be a Borel measure on Rd withM 6= 0 andM({0d}) = 0.
Assume that there are continuous, nonnegative valued functions f1, f2 on R with
f1(x) ∧ f2(x) > 0 for all x 6= 0 such that
∫
Rd [f1(|x|) ∧ f2(|x|)]M(dx) <∞. There
exists a Borel probability measure σ and a family {Mξ : ξ ∈ Sd−1} of Borel measures
on (0,∞) such that
Mξ(B) is measurable in ξ for B ∈ B((0,∞)), (C.13)
0 < Mξ((0,∞)) ≤ ∞ for each ξ ∈ Sd−1, (C.14)
and
ν(B) =
∫
Sd−1
∫ ∞
0
1B(rξ)Mξ(dr)σ(dξ) for all B ∈ B(Rd). (C.15)
Here σ and {Mξ} are uniquely determined by M in the following sense: if σ, {Mξ}
and σ′, {M ′ξ} both have the above properties then there is a Borel function c(ξ) on
Sd−1 such that
0 < c(ξ) <∞,
σ′(dξ) = c(ξ)σ(dξ),
c(ξ)M ′ξ(dr) = Mξ(dr), for σ almost every ξ ∈ Sd−1.
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Proof. For Lévy measures, this is Lemma 2.1 in [BNMS06]. The proof remains
essentially unchanged in our slightly more general situation.
We will now categorize when the moments of inﬁnitely divisible distributions
are ﬁnite.
Proposition C.4. Let X ∼ ID(A,M, b). For α, β ≥ 0 and p ∈ [0, 1]
E
[|X|αeβ|X|p] <∞ ⇐⇒ ∫
|x|>1
|x|αeβ|x|pM(dx) <∞.
Proof. This is Corollary 25.8 in [Sat99].
Next, we categorize the possible weak limits of sequences of inﬁnitely divisible
distributions.
Proposition C.5. Let {µn} be a sequence of inﬁnitely divisible distributions such
that µn = ID(An,Mn, bn). If µn
w→ µ then µ = ID(A,M, b). Moreover, µn w→ µ if
and only if Mn
v→M on R¯d0, bn → b, and
lim
↓0
lim sup
n→∞
(An + A

n) = lim
↓0
lim inf
n→∞
(An + A

n) = A, (C.16)
where
An =
∫
|x|≤
xxTMn(dx). (C.17)
Proof. This follows from Theorem 8.7 in [Sat99] and Proposition A.13.
Note that the Lévy measure does not contribute to A if and only if
lim
↓0
lim sup
n→∞
∫
|x|<
|x|2Mn(dx) = lim
↓0
lim sup
n→∞
trAn = 0. (C.18)
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C.1 Stable Distributions
In this section we will discuss the class of stable distributions. This is an important
subclass of inﬁnitely divisible distributions. A standard reference is [ST94].
Deﬁnition C.6. Let µ be a probability measure on Rd and let X1, . . . , Xn
iid∼ µ. µ
is called stable if for any n there are an > 0 and bn ∈ Rd such that
X1 + · · ·+Xn d= anX1 + dn, (C.19)
If for every n dn = 0d then the distribution is called strictly stable.
It turns out that an = n
−1/α for some α ∈ (0, 2]. We call this parameter
the index of stability, and we refer to any stable distribution with index α as
α-stable. Note that for all x ∈ Rd0 the distribution δx is strictly 1-stable. The
distribution δ0d is strictly stable for every α.
Fix α ∈ (0, 2]. Let µ be an α-stable distribution. If α = 2 then, by Theorem
14.1 in [Sat99], µ = ID(A, 0, b). In this case, we will sometimes write µ = N(b, A).
If α ∈ (0, 2) then, by Theorems 14.1 in [Sat99], µ = ID(0d×d,Mασ , b) where
Mασ (A) =
∫
Sd−1
∫ ∞
0
1A(ur)r
−1−αdrσ(du), A ∈ B (Rd) , (C.20)
for some ﬁnite Borel measure σ on Sd−1. In this case we will sometimes write
µ = Sα(σ, b). We call σ the spectral measure of the stable distribution. By
Remark 14.4 in [Sat99], the parameters α and σ uniquely determine Mασ .
One reason for the importance of stable distributions is that they are the only
possible limits of scaled and shifted sums of iid random vectors. More speciﬁcally,
let X1, X2, . . .
iid∼ µ and deﬁne
Sn =
n∑
i=1
Xi. (C.21)
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If there exists a probability measure ν and sequences an > 0 and bn ∈ Rd such
that when Y ∼ ν
an (Sn − bn) d→ Y (C.22)
then ν is a stable distribution. When this holds we say that µ (or equivalently
X1) is in the domain of attraction of ν (or equivalently of Y ). If we can take
an = n
−1/α (where α is the index of stability of ν) then we say that µ (or X1) is in
the domain of normal attraction of ν (or Y ). The problem of categorizing the
domains of attraction of stable distributions is solved by the so called (generalized)
central limit theorem (CLT). When ν is full this is given in [Fel71] for the case
d = 1 and in [Rva62] and [MS01] for other d. We now state the result.
Theorem C.7. Let µ be a probability measure on Rd.
1. Let At =
∫
|x|≤t xx
Tµ(dx). µ is in the domain of attraction of a nondegenerate
Gaussian distribution with covariance matrix A if and only if At ∈ RV ∞0 (A).
2. Fix α ∈ (0, 2). µ is in the domain of attraction of a nondegenerate α-stable law
with spectral measure σ if and only if µ ∈ RV ∞−α(σ).
Proof. In a slightly diﬀerent form, Part 1 is given in Theorem 4.1 in [Rva62].
Equivalence with this form follows by Corollary B.5 and Proposition B.13. Part 2
is Theorem 8.2.18 in [MS01].
C.2 Duality
In this section we will deﬁne dual Lévy measures and discuss some of their proper-
ties. The dual Lévy measure, in a sense, inverts the Lévy measure, interchanging
its behavior near zero and near inﬁnity. The deﬁnition was ﬁrst introduced in the
context of integration with respect to additive processes in [Sat07]. Here we refer
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to the dual as the 0-dual, and extend the deﬁnition to more general β-duals. We
will then use them to prove various limiting results. Most of the results in this
section appear to be new.
We begin by setting up some notation. For β ≥ 0, let Mβ be the class of Lévy
measures M such that
∫
|x|>1 |x|βM(dx) < ∞. In particular, M0 is the class of all
Lévy measures.
Deﬁnition C.8. Fix β ∈ [0, 2]. If M ∈ Mβ we will call the measure Mβ its
β-dual Lévy measure if Mβ({0d}) = 0 and for any Borel subset A ∈ B(Rd)
Mβ(A) =
∫
Rd
1A
(
x
|x|2
)
|x|2+βM(dx).
We will sometimes refer to the 0-dual of a Lévy measure simply as the dual
Lévy measure. When discussing β-duals, we will implicitly assume that M ∈
Mβ. To see that Mβ ∈Mβ observe that∫
Rd
(|x|2 ∧ |x|β)Mβ(dx) = ∫
Rd
(|x|−2 ∧ |x|−β) |x|2+βM(dx)
=
∫
Rd
(|x|2 ∧ |x|β)M(dx) <∞.
Moreover it is easy to see that
(Mβ)β = M. (C.23)
We have ∫
Rd
|x|2M(dx) <∞⇐⇒
∫
Rd
|x|βMβ(dx) <∞, (C.24)
and in particular ∫
Rd
|x|2M(dx) <∞⇐⇒M0(Rd) <∞. (C.25)
We will now relate convergence of a sequence of Lévy measures to convergence
of the sequence of their duals. We will then extend this to convergence of the
corresponding distributions.
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Lemma C.9. Fix β ∈ [0, 2]. Let M,M1,M2, · · · ∈Mβ. We have:
1. Mn
v→M on R¯d0 if and only if Mβn v→Mβ on Rd.
2. If Mn
v→M on R¯d0 and
lim
↓0
lim sup
n→∞
∫
|x|≤
|x|2+βMn(dx) = 0
then Mβn
v→Mβ on R¯d.
Proof. We begin with Part 1. Let f : R¯d 7→ R be a continuous function vanishing
on a neighborhood of zero. The function g(x) = f
(
x
|x|2
)
|x|2+β is a continuous and
bounded mapping of R¯d into R, vanishing on a neighborhood of inﬁnity. Thus, if
Mβn
v→Mβ on Rd then
lim
n→∞
∫
Rd
f(x)Mn(dx) = lim
n→∞
∫
Rd
g(x)Mβn (dx)
=
∫
Rd
g(x)Mβ(dx) =
∫
Rd
f(x)M(dx).
Thus Mn
v→M on R¯d0. The other direction of Part 1 is similar.
Now for Part 2. Let f : R¯d 7→ R be a continuous function. Since f is continuous
on a compact set, it is bounded and thus
lim
↓0
lim sup
n→∞
∫
|x|<
f
(
x
|x|2
)
|x|2+βMn(dx) = 0.
Let (m) is a sequence decreasing to 0 such that M(|x| = m) = 0 for all m. We
have
lim sup
n→∞
∫
Rd
f(x)Mβn (dx) = lim sup
n→∞
∫
Rd
f
(
x
|x|2
)
|x|2+βMn(dx)
= lim
m→∞
lim sup
n→∞
(∫
|x|≥m
f
(
x
|x|2
)
|x|2+βMn(dx)
+
∫
|x|<m
f
(
x
|x|2
)
|x|2+βMn(dx)
)
≤ lim
m→∞
∫
|x|≥m
f
(
x
|x|2
)
|x|2+βM(dx) =
∫
Rd
f(x)Mβ(dx),
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where the last line follows by the fourth part of Proposition A.8 and the ﬁnal
equality follows by dominated convergence. By a similar argument we can show
that
lim inf
n→∞
∫
Rd
f(x)Mβn (dx) ≥
∫
Rd
f(x)Mβ(dx).
This completes the proof.
This can be readily extended to convergence of inﬁnitely divisible distributions.
Proposition C.10. Fix β ∈ [0, 2]. Let M,M1,M2, · · · ∈ Mβ. Assume that for
every n Xn ∼ ID(0d×d,Mn, 0d), Xβn ∼ ID(0d×d,Mβn , 0d), Y ∼ ID(0d×d,M, 0d),
and Y β ∼ ID(0d×d,Mβ, 0d) then
Xn
d→ Y and lim
N→∞
lim sup
n→∞
∫
|x|>N
|x|βMn(dx) = 0
if and only if
Xβn
d→ Y βand lim
N→∞
lim sup
n→∞
∫
|x|>N
|x|βMβn (dx) = 0.
Proof. By (C.23), it suﬃces to show only one direction. Assume that Xn
d→ Y .
By Proposition C.5, this implies that Mn
v→M on R¯d0 and by (C.18)
lim
N→∞
lim sup
n→∞
∫
|x|>N
|x|βMβn (dx) = lim
N→∞
lim sup
n→∞
∫
|x|<1/N
|x|2Mn(dx) = 0
and
lim
↓0
lim sup
n→∞
∫
|x|<
|x|2+βMn(dx) ≤ lim
↓0
lim sup
n→∞
∫
|x|<
|x|2Mn(dx) = 0.
Thus, by Lemma C.9 Mβn
v→Mβ on R¯d0. Note also that
lim
↓0
lim sup
n→∞
∫
|x|<
|x|2Mβn (dx) = lim
↓0
lim sup
n→∞
∫
|x|>1/
|x|βMn(dx) = 0.
From here the result follows by Proposition C.5.
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Note that when β = 0, Xn
d→ Y implies that
lim
N→∞
lim sup
n→∞
∫
|x|>N
|x|βMn(dx) = lim
N→∞
lim sup
n→∞
Mn (|x| > N) = 0.
Thus, we immediately get the following.
Corollary C.11. If for every n Xn ∼ ID(0d×d,Mn, 0d), X0n ∼ ID(0d×d,M0n, 0d),
Y ∼ ID(0d×d,M, 0d), and Y 0 ∼ ID(0d×d,M0, 0d) then
Xn
d→ Y ⇐⇒ X0n d→ Y 0.
For α ∈ (0, 2), the Lévy measure of an α-stable distribution with spectral
measure σ is Mασ and given by (C.20). We have
(Mασ )
0 (A) =
∫
Sd−1
∫ ∞
0
1A(ur
−1)r−1−αr2drσ(du)
=
∫
Sd−1
∫ ∞
0
1A(ur)r
−1−(2−α)drσ(du).
Note that α ∈ (0, 2) when (2 − α) ∈ (0, 2) and (Mασ )0 is the Lévy measure of
a (2 − α)-stable distribution. This fact, combined with Corollary C.11 gives the
following result.
Corollary C.12. Fix α ∈ (0, 2). For every n let Xn ∼ ID(0d×d,Mn, 0d) and
X0n ∼ ID(0d×d,M0n, 0d). If Xn d→ X, where X is an α-stable random vector with
spectral measure σ, then X0n
d→ X0, where X0 is a (2 − α)-stable random vector
with spectral measure σ.
We conclude our discussion of dual Lévy measures with a duality result for
regular variation.
Proposition C.13. Fix β ∈ [0, 2]. Let M ∈ Mβ and let σ 6= 0 be a ﬁnite Borel
measure on Sd−1. If ρ ∈ (−2− β, 0) then
Mβ ∈ RV ∞ρ (σ)⇐⇒M ∈ RV 0−(ρ+2+β)(σ). (C.26)
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Moreover if ` ∈ RV ∞0 and D ∈ B(Sd−1) with σ(∂D) = 0 then
Mβ(|x| > t, x/|x| ∈ D) ∼ σ(D)tρ`(t) as t→∞ (C.27)
if and only if
M(|x| > t, x/|x| ∈ D) ∼ |ρ|
ρ+ 2 + β
σ(D)t−ρ−2−β`(1/t) as t ↓ 0. (C.28)
Note that when ρ ∈ (−2− β, 0) then −ρ− 2− β ∈ (−2− β, 0).
Proof. Fix ρ ∈ (−2−β, 0) and let σ 6= 0 be a ﬁnite Borel measure on Sd−1. Deﬁne
M1(A) =
∫
Rd
1A
(
x
|x|2
)
M(dx).
We have
M(A) =
∫
Rd
1A
(
x
|x|2
)
M1(dx) and Mβ(A) =
∫
Rd
1A(x)|x|−2−βM1(dx).
Note that
M1(|x| < 1) = M(|x| > 1) <∞.
For every D ∈ B(Sd−1) with σ(∂D) = 0, let VD(t) = M
(
|x| > 1/t, x|x| ∈ D
)
and
V βD(t) = M
β
(
|x| > t, x|x| ∈ D
)
. Note that the equivalence of (C.27) and (C.28)
implies the equivalence in (C.26). Thus, it suﬃces to only show the ﬁrst equiva-
lence.
Assume that (C.27) holds. This means that there is an ` ∈ RV ∞0 such that for
D ∈ B(Sd−1) with σ(∂D) = 0
V βD(t) ∼ σ(D)tρ`(t) as t→∞.
If σ(D) > 0 then V βD ∈ RV ∞ρ and
V βD(t) = M
β
(
|x| > t, x|x| ∈ D
)
=
∫
[|x|>t, x|x|∈D]
|x|−2−βM1(dx).
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Thus, by Corollary B.5 since
VD(t) = M
(
|x| > 1/t, x|x| ∈ D
)
=
∫
[|x|<t, x|x|∈D]
M1(dx),
VD ∈ RV ∞ρ+2+β and
VD(t) ∼ |ρ|
2 + β + ρ
σ(D)tρ+2+ρ`(t) as t→∞.
If σ(D) = 0 then for A ∈ B(Rd) deﬁne M1D(A) =
∫
A
1D
(
x
|x|
)
M1(dx) and
M1 (A) = M
1(A) for any  > 0. We have∫
|x|>t
|x|−2−β (M1D +M1 ) (dx) ∼ σ(Sd−1)tρ`(t) as t→∞.
As before, by Corollary B.5, this implies that
VD(t) + VSd−1(t) ∼ σ(Sd−1)
|ρ|
2 + β + ρ
tρ+2+β`(t) as t→∞.
Thus
lim
t→∞
VD(t)
tρ+2+β`(t)
≤ lim
↓0
lim
t→∞
VD(t) + VSd−1(t)
tρ+2+β`(t)
= lim
↓0
σ(Sd−1)
|ρ|
2 + β + ρ
= 0.
Hence, for all D ∈ B(Sd−1) with σ(∂D) = 0, (C.28) holds. The other direction is
similar.
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APPENDIX D
LÉVY PROCESSES
D.1 Deﬁnition and Basic Results
Lévy processes are stochastic processes that generalize Brownian motion to allow
for other inﬁnitely divisible marginal distributions. A standard reference is [Sat99].
Deﬁnition D.1. A stochastic process {Xt : t ≥ 0} on Rd deﬁned on (Ω,F , P ) is
called a Lévy Process if the following conditions are satisﬁed.
1. For any choice of n ≥ 1 and 0 ≤ t0 < t1 < · · · < tn, the random variables
Xt0 , Xt1−Xt0 , . . . , Xtn−Xtn−1 are independent (independent increments property).
2. X0 = 0 a.s.
3. The distribution of Xs+t − Xs does not depend on s (stationary increments
property).
4. For every t ≥ 0 and  > 0 lims→t P (|Xs −Xt| > ) = 0 (stochastic continuity).
5. There is Ω0 ∈ F with P (Ω0) = 1 such that for every ω ∈ Ω0, Xt(ω) is right-
continuous in t ≥ 0 and has left limits in t > 0 (càdlàg paths property).
A process that only satisﬁes conditions 1-4 is called a Lévy process in law.
Proposition D.2. 1. If {Xt : t ≥ 0} is a Lévy processes in law on Rd then for any
t ≥ 0 the distribution µt of Xt is inﬁnitely divisible. Moreover µˆt(z) = [µˆ1(z)]t.
2. Conversely, if µ is an inﬁnitely divisible distribution on Rd, then there is a Lévy
process in law {Xt : t ≥ 0} where X1 ∼ µ.
3. If {Xt : t ≥ 0} and {X ′t : t ≥ 0} are Lévy processes in law on Rd such that
X1
d
= X ′1 then {Xt : t ≥ 0} and {X ′t : t ≥ 0} have the same ﬁnite dimensional
distributions.
4. If {Xt : t ≥ 0} is a Lévy process in law on Rd deﬁned on (Ω,F , P ) then
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there exists a Lévy process {X ′t : t ≥ 0} on Rd deﬁned on (Ω,F , P ) such that
P (Xt = X
′
t) = 1 for all t ≥ 0.
Proof. Parts 1-3 are Theorem 7.10 and Part 4 is Theorem 11.5 in [Sat99].
Throughout, we will focus on Lévy processes and not Lévy processes in law.
However, we will rarely need the càdlàg paths property. Thus, in many cases one
can read Lévy process in law for Lévy process. An important exception is
Section 4.1, where the assumption of càdlàg paths is necessary for several of the
results.
D.2 Long and Short Time Behavior of Lévy Processes
In this section we will categorize the long and short time behavior of Lévy processes
(see (1.6) for the deﬁnitions). In Proposition D.5 we will show that long time
behavior is equivalent to ﬁnding the limits of scaled partial sums of iid copies of
X1. Thus a characterization of long time behavior is supplied by the central limit
theorem. This is stated in Theorem C.7 for the case when the limiting distribution
is nondegenerate. The general version seems to be well known but we could not
track down a reference. For completeness and because of the importance of this
result, we will give selfcontained proofs. Short time behavior in 1-dimension is
given in [MM08]. For generalized tempered stable distributions in d-dimensions it
is given in [RS10]. We will give this result in general. Before proceeding, we give
a few preliminary results.
Lemma D.3. Fix c ∈ {0,∞}. Let {Xt : t ≥ 0} be a Lévy process and let Y be a
random vector whose distribution is not concentrated at a point. If there exists a
function at > 0 such that
atXt
d→ Y as t→ c
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then Y has a stable distribution.
Proof. Let N be a ﬁxed integer. Let Y 1, Y 2, . . . , Y N be iid copies of Y and let
{Xnt : t ≥ 0} be independent Lévy processes with Xn1 d= X1 . We have
lim
t→c
aNtXNt
d
= Y
and
lim
t→c
atXNt = lim
t→c
at
N∑
n=1
(
Xnt −X(n−1)t
) d
= lim
t→c
N∑
n=1
atX
n
t
d
=
N∑
n=1
Y n.
Since Y is not concentrated at a point, neither is
∑N
n=1 Y
n
i , and by the Convergence
of Types Theorem (Proposition A.2) there is a constant aN > 0 such that
N∑
n=1
Y n
d
= aNY.
From here the result follows by Deﬁnition C.6.
Now we will give some properties of the scaling function at.
Lemma D.4. Let {Xt : t ≥ 0} be a Lévy process, let Y a random vector such that
P (Y = 0d) < 1, and let at be a positive function.
1. If limt↓0 atXt
d
= Y then limt↓0 at =∞ and a1/t ∼ a1/(t+1) as t→∞.
2. If limt→∞ atXt
d
= Y then limt→∞ at = 0 and at ∼ at+1 as t→∞.
Proof. We will prove the ﬁrst part by contradiction. Let ` := lim inft↓0 at. Assume
that ` < ∞. This means that there is a sequence of real numbers (tn) converging
to 0 such that limn→∞ atn = `. Thus, since Xt
p→ 0d as t ↓ 0, by Slutzky's Theorem
lim
n→∞
atnXtn
d
= `0d = 0d.
This contradicts the assumption that P (Y = 0d) < 1. For z ∈ Rd let CX1(z) be
the cumulant generating function of X1. The characteristic function of a1/tX1/t is
exp
(
1
t
CX1(a1/tz)
)
. If µˆY (z) is the characteristic function of Y then
µˆY (z) = lim
t→∞
exp
(
1
t
CX1(a1/tz)
)
= lim
t→∞
exp
(
1
t+ 1
CX1(a1/tz)
)
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where exp
(
1
t+1
CX1(a1/tz)
)
is the characteristic function of a1/tX1/(t+1). From here
the result follows from Slutzky's Theorem.
Now for the second part. Let X1 ∼ ID(A,M, b) and let Y ∼ ID(A′,M ′, b′).
The Lévy measure of atXt is Mt(·) = tM(·/at). By Proposition C.5 for any s > 0
we have
lim
t→∞
tM(|x| > s/at) = lim
t→∞
Mt(|x| > s) = M ′(|x| > s).
By Lemma D.3 Y is stable thus, if M ′ 6= 0 then M ′(|x| > s) > 0 for every s > 0.
This implies that limt→∞ at = 0. If M ′ = 0 then, again by Proposition C.5,
lim
t→∞
ta2tA = A
′ and lim
t→∞
tatb = b
′.
In this case, we have either A′ 6= 0d×d or b′ 6= 0d, and the above implies that at → 0.
Now let X ′ d= X1 be independent of {Xt : t ≥ 0}. By Slutzky's Theorem, we have
Y
d
= lim
t→∞
at+1Xt+1
d
= lim
t→∞
(at+1Xt + at+1X
′) d= lim
t→∞
at+1Xt.
From here the result follows by another application of Slutzky's Theorem.
Now we will show that long time behavior is equivalent to only considering
limits along the natural numbers.
Proposition D.5. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ ID(0d×d,M, 0d).
Let Y be an α-stable random vector with α ∈ (0, 2], whose distribution is not
concentrated at a point. There exists a sequence (bn) with
bnXn
d→ Y (D.1)
if and only if there exists a function at such that
atXt
d→ Y as t→∞ (D.2)
holds. Moreover this holds if and only if at ∼ bbtc as t→∞.
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Note that since Lévy processes have independent and stationary increments,
Xn
d
=
∑n
i=1X
i, where X1, X2, . . . are iid copies of X1. Thus, categorizing the long
time behavior of Lévy processes is equivalent to ﬁnding the limits of scaled sums
of independent random vectors.
Proof. It is immediate that (D.2) implies that (D.1) holds with at ∼ bbtc as t→∞.
Now assume that (D.1) holds for some sequence (bn). Let at ∼ bbtc as t→∞. We
have
atXt = bbtcXbtc + at
(
Xt −Xbtc
)
+
(
at/bbtc − 1
)
bbtcXbtc.
Since at ∼ bbtc as t→∞ and bbtcXbtc d→ Y as t→∞, by Slutzky's Theorem
lim
t→∞
(
at/bbtc − 1
)
bbtcXbtc = 0d.
Now observe that
at
∣∣Xt −Xbtc∣∣ d= at ∣∣Xt−btc −X0∣∣ a.s.= at|Xt−btc| ≤ at sup
s∈[0,1]
|Xs|.
Since limt→∞ at = 0, by Slutzky's Theorem at sups∈[0,1] |Xs| d→ 0 and thus so
does at
(
Xt −Xbtc
)
. Now, since bbtcXbtc
d→ Y , the result holds by using Slutzky's
Theorem once again.
In the next following section we will characterize the long and short time be-
havior of a Lévy processes {Xt : t ≥ 0} with X1 ∼ ID(0d×d,M, 0d). In Section
D.2.2 we will consider the case when the Gaussian part may be nonzero.
D.2.1 For Lévy Processes With No Gaussian Part
Let {Xt : t ≥ 0} be a Lévy processes with X1 ∼ ID(0d×d,M, 0d) and let at > 0.
Note that the Lévy measure of atXt is given by
Mt(A) = t
∫
Rd
1A(atx)M(dx), A ∈ B
(
Rd
)
. (D.3)
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We begin with the case when the limiting distribution is inﬁnite variance α-
stable for some α ∈ (0, 2). The Lévy measure of an α-stable distribution with
spectral measure σ 6= 0 is given by Mασ as deﬁned in (C.20). Note that, by
Proposition C.5, for the long (or short) time behavior of µ to be α-stable it is
necessary that
Mt
v→Mασ on R¯d0 as t→ c
where c = ∞ (or c = 0). We will show that this is also suﬃcient and that it is
equivalent to regular variation of M .
Theorem D.6. Fix α ∈ (0, 2) and let σ 6= 0 be a ﬁnite Borel measure on Sd−1. Let
{Xt : t ≥ 0} be a Lévy Process with X1 ∼ ID(0d×d,M, 0d) and let Y ∼ Sα(σ, 0d).
There exists a function at > 0 such that
atXt
d→ Y as t→∞ (D.4)
if and only if M ∈ RV ∞−α(σ). Moreover, in this case a ∈ RV ∞−1/α and
at ∼ s1/α/V ←(t), (D.5)
where s = α−1σ(Sd−1) and V (t) = 1/M (|x| > t).
Proof. LetMt be deﬁned by (D.3). If (D.4) holds then by Lemma D.4 limt→∞ at =
0 and by Proposition C.5 Mt
v→ Mασ on R¯d0 as t → ∞. Note that for all b ≥ 0
Mασ (|x| = b) = 0. Thus for any D ∈ B(Sd−1) with σ(∂D) = 0
lim
t→∞
tM
(
|x| > b/at, x|x| ∈ D
)
= lim
t→∞
Mt
(
|x| > b, x|x| ∈ D
)
= Mασ
(
|x| > b, x|x| ∈ D
)
=
∫
D
∫ ∞
b
r−1−αdrσ(du) = α−1σ(D)b−α.
Thus, by Proposition B.8, M ∈ RV ∞−α(σ) and at is in RV ∞−1/α and it satisﬁes (D.5).
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Conversely, assume that M ∈ RV ∞−α(σ). Let Mt be as in (D.3) and at as in
(D.5). By Proposition B.8, for any b > 0 and D ∈ B(Sd−1) with σ(∂D) = 0
lim
t→∞
Mt
(
|x| > b, x|x| ∈ D
)
= lim
t→∞
tM
(
|x| > b/at, x|x| ∈ D
)
= α−1σ(D)b−α =
∫
D
∫ ∞
b
r−1−αdrσ(du) = Mασ
(
|x| > b, x|x| ∈ D
)
.
Since for all b ≥ 0, Mασ (|x| = b) = 0 we can use Lemma A.12 to get Mt v→ Mασ on
R¯d0 as t→∞. From here it suﬃces to show that (C.18) holds.
Set bt = a
−1
t s
1/α. Note at ∈ RV ∞−1/α and thus limt→∞ bt = ∞. Since M is
regularly varying with index −α by Corollary B.5 if f(t) = ∫|x|≤t |x|2M(dx) then
f ∈ RV ∞2−α and
lim sup
t→∞
ta2t
∫
|x|≤/at
|x|2M(dx) = lim sup
t→∞
f(/at)
a−2t M(|x| > bt)
= lim sup
t→∞
f(s−1/αbt)
s−2/αb2tM(|x| > bt)
= lim sup
t→∞
f(s−1/αbt)
f(bt)
s2/α
f(bt)
b2tM(|x| > bt)
= 2−αs
α
2− α.
Taking  ↓ 0 shows that (C.18) holds.
We will now use duality to derive short time behavior.
Theorem D.7. Fix α ∈ (0, 2). Let {Xt : t > 0} be a Lévy Process with X1 ∼
ID(0d×d,M, 0d) and let {X0t : t > 0} be a Lévy Process with X01 ∼ ID(0d×d,M0, 0d).
Let X ∼ Sα(σ, 0d). There is a function at such that
atXt
d→ X as t→∞ (D.6)
if and only if there exists a function bt with
btX
0
t
d→ X0 as t ↓ 0 (D.7)
where X0 ∼ S2−α(σ, 0d). Moreover, this holds if and only if bt ∼ 1/ah−1(1/t) as
t ↓ 0 where h(t) is any strictly monotonely increasing function with h(t) ∼ t−1a−2t
as t→∞.
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From Theorem D.6 it follows that a ∈ RV ∞−1/α and thus by Proposition B.2
a function h of the required form exists. Note that h ∈ RV ∞(2−α)/α thus h−1 ∈
RV ∞α/(2−α) and ah−1(t) ∈ RV ∞−1/(2−α). Thus since bt ∼ 1/ah−1(1/t) as t ↓ 0 we have
b ∈ RV 0−1/(2−α).
Proof. Note that by Slutzky's Theorem, it suﬃces to show that the result holds
when at = [th(t)]
−1/2 and bt = 1/ah−1(1/t). For any B ∈ B(Rd) deﬁne
M1t (B) = t
∫
Rd
1B(xat)M(dx) and M
2
t (B) = t
∫
Rd
1B(xbt)M
0(dx).
These are, respectively, the Lévy measures of atXt and btX
0
t .
Assume that (D.6) holds. We have
(
M1t
)0
(B) =
∫
Rd
1B
(
x
|x|2
)
|x|2M1t (dx)
= ta2t
∫
Rd
1B
(
x
|x|2a
−1
t
)
|x|2M(dx)
= ta2t
∫
Rd
1B
(
xa−1t
)
M0(dx).
Thus, by Corollary C.12 this implies that
a−1t X
0
ta2t
d→ X0 as t→∞.
The result holds since
lim
t→∞
a−1t X
0
ta2t
= lim
t↓0
a−11/tX
0
t−1a2
1/t
= lim
t↓0
a−11/tX
0
1/h(1/t)
= lim
u↓0
a−1h−1(1/u)X
0
u = lim
u↓0
buX
0
u,
where the second line follows by the substitution u = 1/h(1/t).
Conversely, assume that (D.7) holds. As before we have
(
M2t
)0
(B) = tb2t
∫
Rd
1B
(
xb−1t
)
M(dx)
and by Corollary C.12 this implies that
b−1t Xtb2t
d→ X as t ↓ 0.
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The result follows from the fact that
lim
t↓0
b−1t Xtb2t = limt→∞
b−11/tXt−1b21/t = limt→∞
ah−1(t)Xt−1a−2
h−1(t)
= lim
t→∞
ah−1(t)Xh−1(t) = lim
u→∞
auXu,
where the third equality follows by the fact that t = h (h−1(t)) = 1
h−1(t)a2
h−1(t)
and
the fourth by the substitution u = h−1(t).
Corollary D.8. Fix α ∈ (0, 2) and let σ be a ﬁnite, nonzero Borel measure on
Sd−1. Let {Xt : t ≥ 0} be a Lévy Process with X1 ∼ ID(0d×d,M, 0d) and let
Y ∼ Sα(σ, 0d). There exists a function at > 0 such that
atXt
d→ Y as t ↓ 0 (D.8)
if and only if M ∈ RV 0−α(σ). Moreover, in this case, a ∈ RV 0−1/α and
at ∼ s−1/αV ←(1/t) as t ↓ 0, (D.9)
where s = α/σ(Sd−1) and V (t) = M (|x| > 1/t).
Proof. This is an immediate consequence of Theorem D.7, Theorem D.6, and
Proposition C.13. The form of at follows from Proposition B.10.
We will now consider the case when the limiting distribution is Gaussian. We
begin with two lemmas.
Lemma D.9. Fix δ, δ′,  ∈ (0,∞) and let Mn be a sequence of Lévy measures on
Rd. If Mn
v→ 0 on Rd0 then
lim
n→∞
(∫
|x|<δ
xxTMn(dx)−
∫
|x|<δ′
xxTMn(dx)
)
= 0d×d. (D.10)
Note that, in the above, we only need convergence of Mn on Rd0 not R¯d0. In
other words, in Deﬁnition A.5 it suﬃces to consider only functions that vanish
both on a neighborhood of zero and on a neighborhood of inﬁnity.
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Proof. Without loss of generality assume that δ < δ′. For all z ∈ Rd we have∣∣∣∣∫|x|<δ〈x, z〉2Mn(dx)−
∫
|x|<δ′
〈x, z〉2Mn(dx)
∣∣∣∣ = ∫
δ≤|x|<δ′
〈x, z〉2Mn(dx)
≤ |z|2
∫
δ≤|x|<δ′
|x|2Mn(dx) ≤ |z|2(δ′)2Mn (δ ≤ |x| < δ′)→ 0,
where the convergence follows by Proposition A.8.
Lemma D.10. Fix c ∈ {0,∞}. Let M be a Lévy measure on Rd and let α ∈ [0, 2)
be such that
∫
|x|>1 |x|αM(dx) <∞. Let B be a matrix with trB > 0, and
At =
∫
|x|≤t
xxTM(dx).
Assume that A ∈ LRV c0 (B). Let at ∼ 1/h←(t) as t → c, where h(t) = 1/g(t) and
g(t) = t−2
∫
|x|≤t |x|2M(dx). If
Mt(D) = t
∫
Rd
1D(atx)M(dx), D ∈ B(Rd),
then for all s > 0
lim
t→c
∫
|x|>s
|x|αMt(dx) = 0.
In particular, Mt
v→ 0 on R¯d0 as t→ c.
Note that A ∈ LRV c0 (B) implies that
∫
|x|≤t |x|2M(dx) = trAt is an element of
RV c0 . Thus g ∈ RV c−2 and h ∈ RV c2 . The proof of this lemma is similar to that of
Lemma 8.1.2 in [MS01].
Proof. Note that A ∈ LRV c0 (B) implies that a ∈ RV c−1/2. Deﬁne
Vα(s) =
∫
|x|>s
|x|αM(dx) and U2(s) =
∫
|x|≤s
|x|2M(dx) = trA(s).
Note that U2 ∈ RV c0 and limt→c at = 1/c. Thus, by Corollary B.5, for all s ≥ 0
lim
t→c
∫
|x|>s |x|αMt(dx)∫
|x|≤s |x|2Mt(dx)
= lim
t→c
a
−(2−α)
t
∫
|x|>s/at |x|αM(dx)∫
|x|≤s/at |x|2M(dx)
= lim
t→c
a
−(2−α)
t Vα(s/at)
U2(s/at)
= 0.
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Since g ∈ RV c−2 we have
lim
t→c
tg(s/at)s
2 = lim
t→c
g(s/at)
g(1/at)
s2 = 1
and thus
lim
t→c
∫
|x|>s
|x|αMt(dx) = lim
t→c
taαt
∫
|x|>s/at
|x|αM(dx) = lim
t→c
taαt Vα(s/at)
= lim
t→c
a
−(2−α)
t Vα(s/at)
U2(s/at)
ta2tU2(s/at) = lim
t→c
a
−(2−α)
t Vα(s/at)
U2(s/at)
tg(s/at)s
2 = 0.
This completes the proof.
Theorem D.11. Fix c ∈ {0,∞}. Let B be a symmetric nonnegative-deﬁnite ma-
trix with B 6= 0d×d. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ ID(0d×d,M, 0d)
such that M 6= 0. Deﬁne
At =
∫
|x|≤t
xxTM(dx). (D.11)
There exists a function at and a random vector Y ∼ N(B, 0d) such that
atXt
d→ Y as t→ c (D.12)
if and only if A ∈ LRV c0 (B). Moreover, when this holds a ∈ RV c−1/2 and
at ∼ 1/h←(t) as t→ c, (D.13)
where h(t) = 1/g(t) and
g(t) = t−2
∫
|x|≤t
|x|2M(dx). (D.14)
Remark 1: When (D.12) holds with at as in (D.13) then
lim
t→c
∫
|x|≤t xx
TM(dx)∫
|x|≤t |x|2M(dx)
= B.
Remark 2: When c = ∞ and ∫Rd |x|2M(dx) < ∞ then (D.12) holds with at =
t−1/2 and, in this case, the limiting covariance matrix is
∫
Rd xx
TM(dx).
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Proof. Let Mt be the Lévy measure of atXt, as given by (D.3). First assume that
A ∈ LRV c0 (B). Let g be deﬁned by (D.14) and at by (D.13). This implies that
g ∈ RV c−2 and a ∈ RV c−1/2. We have
lim
t→c
∫
|x|≤
xxTMt(dx) = lim
t→c
ta2t
∫
|x|≤/at
xxTM(dx)
= lim
t→c
a2t
∫
|x|≤/at xx
TM(dx)
g(1/at)
= lim
t→c
a2t
∫
|x|≤/at xx
TM(dx)
g(/at)
g(/at)
g(1/at)
= lim
t→c
a2t
∫
|x|≤/at xx
TM(dx)
−2a2t
∫
|x|≤/at |x|2M(dx)
g(/at)
g(1/at)
= lim
t→c
∫
|x|≤/at xx
TM(dx)
−2
∫
|x|≤/at |x|2M(dx)
−2 = B.
From here the result follows by Lemma D.10 and Proposition C.5.
Now assume that (D.12) holds. Lemma D.4 implies that limt→c at = 1/c, and
Proposition C.5 implies that Mt
v→ 0 on R¯d0 as t → c. Thus by Lemma D.9, for
any  > 0
lim sup
t→c
ta2t
∫
|x|≤/at
xxTM(dx) = lim sup
t→c
ta2t
∫
|x|≤1/at
xxTM(dx)
and similarly for the liminf. Proposition C.5 implies that for all s > 0
lim
t→c
ta2t
∫
|x|≤s/at
xxTM(dx) = B
and thus
lim
t→c
ta2t
∫
|x|≤s/at
|x|2M(dx) = trB.
Let U(t) =
∫
|x|≤t |x|2M(dx). By Lemma D.4 we can use Proposition B.2 to get
U ∈ RV c0 . This implies that
lim
t→c
∫
|x|≤t xx
TM(dx)∫
|x|≤t |x|2M(dx)
= lim
t→c
ta2t
∫
|x|≤1/at xx
TM(dx)
ta2t
∫
|x|≤1/at |x|2M(dx)
=
B
trB
,
and hence A ∈ LRV c0 (B).
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Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ ID(0d×d,M, 0d), and for
α ∈ (0, 2) let Y ∼ Sα(σ, 0d). We have seen that there exists a function at such that
atXt
d→ Y as t → ∞ if and only if M0 ∈ RV 02−α(σ). This leads to the question
whether some form of slow variation of M0 will be equivalent to the long time
behavior being Gaussian. We have
At =
∫
|x|≤t
xxTM(dx) =
∫
1/t≤|x|
(
x
|x|
)(
x
|x|
)T
M0(dx) =: A01/t.
Thus, there exists a nonnegative deﬁnite matrix B with A ∈ LRV ∞0 (B) if and only
if A0 ∈ LRV 00 (B). Moreover, taking traces we get
f(t) :=
∫
|x|≤t
|x|2M(dx) =
∫
1/t≤|x|
M0(dx).
The left side is in RV ∞0 if and only if the right side is, which happens if and only
if the measure on [0,∞)
Mabs(A) =
∫
Rd
1A(|x|)M0(dx), A ∈ B([0,∞))
is slowly varying at 0. For the long time behavior to be Gaussian it is necessary
for f ∈ RV ∞0 . Moreover, in one dimension it is also suﬃcient. Thus, in the one
dimensional case, for the long time behavior to be Gaussian it is necessary and
suﬃcient for Mabs to be slowly varying at 0. However, this is not true in higher
dimensions.
D.2.2 For General Lévy Processes
In this section we will characterize long and short time behavior for the case when
the Lévy process has a Gaussian part. We begin with a two lemmas.
Lemma D.12. Fix c ∈ {0,∞}. Let A 6= 0d×d be a symmetric nonnegative deﬁnite
matrix. Let {Xt : t ≥ 0} be a Lévy process with X1 ∼ ID(A, 0, 0d). Let Y be a
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stable random vector not concentrated at a point. There exists a function at > 0
such that
atXt
d→ Y as t→ c (D.15)
if and only if
at ∼ kt−1/2 as t→ c (D.16)
for some k ∈ (0,∞). In this case Y ∼ ID(k2A, 0, 0d).
Proof. Let at be as in (D.16). By the self-similarity of Brownian motion (see
Section 13 in [Sat99]) we have
lim
t→∞
atXt
d
= lim
t→∞
kt−1/2t1/2X1
d
= kX1.
Now let at be any function such that (D.15) holds. We have
Y
d
= lim
t→c
atXt = lim
t→c
at
t−1/2
t−1/2Xt
d
= lim
t→c
at
t−1/2
X1.
Since convergence in distribution implies convergence of cumulant generating func-
tions (see Lemma 7.7 in [Sat99]), there is a k ∈ R such that at ∼ kt−1/2 as t→ c.
Since Y is not concentrated at a point k 6= 0, and the result holds.
Lemma D.13. If {Xt : t ≥ 0} is a Lévy process with X1 ∼ ID(0d×d,M, 0d) then
t−1/2Xt
p→ 0d as t ↓ 0.
Proof. Let Mt be the Lévy measure of t
−1/2Xt. For any ` > 0
lim
t↓0
Mt(|x| > `) = lim
t↓0
tM(|x| > `t1/2)
= lim
↓0
lim
t↓0
[
t
∫
>|x|>`t1/2
M(dx) + t
∫
|x|≥
M(dx)
]
≤ lim
↓0
lim
t↓0
[
`−2
∫
>|x|
|x|2M(dx) + t
∫
≤|x|
M(dx)
]
= lim
↓0
`−2
∫
>|x|
|x|2M(dx) = 0,
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and
lim
↓0
lim
t↓0
t
∫
|x|≤t1/2
|x|2M(dx) = 0.
Thus the result follows by Proposition C.5.
Theorem D.14. Let {Xt : t ≥ 0} be a Lévy process with P (X1 = 0d) < 1 and
X1 ∼ ID(A,M, 0d), let {Yt : t ≥ 0} is a Lévy process with Y1 ∼ ID(0d×d,M, 0d),
and let Z be a random vector not concentrated at a point. If c ∈ {0,∞} then there
is at > 0 with
atXt
d→ Z as t→ c (D.17)
if and only if any of the following hold.
1. c = ∞, E|X1|2 < ∞, and for some k 6= 0 at ∼ kt−1/2 as t → ∞. Moreover, in
this case Z ∼ N(0d, B) with
B = k2
(
A+
∫
Rs
xxTM(dx)
)
.
2. c =∞, E|X1|2 =∞, and atYt d→ Z as t→∞.
3. c = 0, A 6= 0d×d and at ∼ kt−1/2 as t ↓ 0, moreover, in this case Z ∼ N(0d, k2A).
4. c = 0, A = 0d×d and atYt
d→ Z as t ↓ 0.
Note that this implies that if {Xt : t ≥ 0} is a Lévy process with X1 ∼
ID(A,M, b), then the results holds for the Lévy process {(Xt − tb) : t ≥ 0}.
Proof. Part 1 follows immediately from Lemma D.12, Theorem D.11, and Remark
2 following that theorem. Part 3 follows from Lemma D.12 and Part 1 of Lemma
D.13. Part 4 is immediate. It remains to show Part 2.
Let {Wt : t ≥ 0} be a Lévy process independent of {Yt : t ≥ 0} with W1 ∼
ID(A, 0, 0d). Let at be such that atYt
d→ Z as t → ∞. We will ﬁrst consider the
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case when Z is α-stable for α ∈ (0, 2). In this case, by Theorem D.6 a ∈ RV ∞−1/α
and thus limt→∞ att−1/2 = 0. We have
lim
t→∞
atXt
d
= lim
t→∞
(atYt + atWt)
d
= lim
t→∞
(
atYt +
at
t−1/2
t−1/2Wt
)
d
= Z + 0W1 = Z.
If α = 2, we can use essentially the same argument. Let
`(t) =
[∫
|x|<√t
|x|2M(dx)
]−1
.
By Theorem D.11 ` ∈ RV ∞0 and for some k 6= 0 we have at ∼ k/h←(t), where
h(t) = t2`(t2). By Theorem 1.5.13 and Proposition 1.5.15 in [BGT87], there is a
function `# such that
h←(t) ∼ t1/2`#(t)
and limt→∞ `(t)
[
`#(t`(t))
]2
= 1. Since ` is slowly varying and limt→∞ `(t) = 0 this
implies that limt→∞ `#(t) =∞ and thus
lim
t→∞
at
t−1/2
= lim
t→∞
t−1/2/`#(t)
t−1/2
= lim
t→∞
1
`#(t)
= 0.
From here the result follows as before.
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