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ABSTRACT 
In 1975 Chen and Gentleman suggested a Sblock SOR method for solving 
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where A, is square and nonsingular. In many cases A, is obvious from the nature of 
the problem. This combined direct-iterative method was discussed further and applied 
to angle adjustment problems in geodesy, where A, is easily formed and is large and 
sparse, by Plemmons in 1979. Recently, Niethammer, de Pillis, and Varga have 
rekindled interest in this method by correcting and extending the SOR convergence 
interval. The purpose of our paper is to discuss an alternative formulation of the 
problem leading to a %block SOR method. For this formulation it is shown that the 
resulting direct-iterative method always converges for sufficiently small SOR parame- 
ter, in contrast to the 3-block formulation. Formulas for the optimum SOR parameter 
and the resulting asymptotic convergence factor, based upon llA2A;‘//2, are given. 
Furthermore, it is shown that this 2-cyclic block SOR method always gives better 
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convergence results than the S-cyclic one for the same amount of work per iteration. 
The direct part of the algorithm requires only a sparse-matrix factorization of A,. Our 
purpose here is to establish theoretical convergence results, in line with the purpose of 
the recent paper by Niethammer, de Pillis, and Varga. Practical considerations of 
choosing A, in certain applications and of estimating the resulting IIA,A,’ )I2 will be 
addressed elsewhere. 
1. INTRODUCTION 
The topic addressed here is the widely studied and applied linear least- 
squares problem. In very many applications one wishes to compute the 
least-squares solution to an overdetermined system of linear equations 
Ax=b (1.1) 
where A is an m x n real matrix with full column rank n, and b is a real 
m-vector. The least-squares solution to (1.1) is then the unique n-vector y 
such that 
(lb - Ay]], = min]]b - Ax]], for all x. (1.2) 
For a thorough discussion of direct methods for computing y the reader is 
referred to Chapter 6 in [6]. A survey of recent sparse-matrix direct methods 
is given in [lo], and iterative methods are surveyed in [4]. 
Our interest is in the large sparse case. As emphasized at the recent 
Purdue workshop on large-scale least-squares problems and supercomputers, 
in which one of the authors participated, better ways of handling sparsity, 
data, and memory space must be developed. Some of these large least-squares 
problems are integral parts of national scientific programs such as geodetic 
adjustments and long-line-base and gravity models. Others play a supporting 
role in important areas such as PDE computations, digital terrain modeling, 
photogrammetry, and structural analysis. Still other applications involve in- 
tegral parts of the developing frontiers of significant scientific research 
programs including areas such as molecular structures, tomography, and 
pattern recognition. (For more details and references see [18].) 
In this paper we describe a combined direct-iterative method for solving 
large-scale least-squares problems. For that purpose an equivalent formulation 
of the least-squares problem will be used. Here one wishes to determine an 
n-vector y and an m-vector r such that 
b= Ay+r, ATr = 0. (I-3) 
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Suppose by some means A is assembled into the form 
where A, is square of order n and nonsingular. In many large sparse 
problems it may be possible to choose A, when the data are collected (e.g., in 
geodetic computations [17, 71). I n other situations A, might be found in 
constructing A (e.g., in the force method for structural analysis [12]), or a 
choice for A, might result directly from the nature of the problem. However, 
we do not address here the general problem of choosing the matrix A, (see 
Section 4). 
Now suppose that b and r are partitioned conformally with A into 
b= [;;I. r= [;;I 
so that b, and ri are n-vectors. Then y and r satisfy (1.3) if and only if 
A,y + rl = b,, 
A,y + 52 = b,, 
Air2 + A;r, = 0. 
Thus (1.3) can be expressed as the following system of m + n linear equations 
in m + n unknowns: 
as given by Chen [l]. Throughout the remainder of this paper the 3block 
coefficient matrix of (1.4) will be denoted by C,, namely 
(1.5) 
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As pointed out by Chen [l], a very natural 3-block SOR iterative method 
can be applied to the solution of (1.4). Let D3, L,, and U, denote the 3-block 
matrices 
0 0 -z 
u,:= [ 0 0 0 I (1.6) 
00 0 
The 3-block Jacobi iteration matrix for (1.5) will be denoted by Js and is given 
J3: = 
0 0 -A;’ 
- A2 0 0 
0 - (A,A;~)~ 0 
(1.7) 
The spectrum of 1s is important in discussing SOR convergence. 
Letting 
(1.8) 




where o is the SOR parameter and 2:” is given by 
~~~‘=(03-oL3)-1[(l-w)D3+ou3]. (1.10) 
We do not recommend the use of the 3-block SOR method, since the 2block 
SOR method will be shown in Section 2 to be superior. 
The convergence properties of (1.9) have been investigated by Chen [I], 
by Plemmons [17], and by Niethammer, de Pillis, and Varga [15]; last 
treatment includes a correction to an upper bound given for o by Plemmons. 
These convergence results can be summarized as follows. 
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THEOREM 1. Consider the 3-b&k SOR method (1.9) applied to (1.4), 
and define the parameter (Y : = ]J A, A; ‘(1s. Then the method (1.9) converges 
for w in some interval if and only if 
a < 33’2 = 5.196152. (1.11) 
In particular, if ff < 23’2 = 2.828427, then (1.9) converges for all 
2 o<w<- 
1+ a2’3 ’ 
and if 23’2 q ff < 33/2, then (1.9) converges fm all 
a2/3 _ 2 2 
-----<~<t:=--- 
a2/3 _ 1 1+ LY2’3 
and diverges for all other values of w. Furth ermore, if a<3 3/2, then the 
optimum SOR relaxation factor wp) = o(a) is given by 
_~)=~[(l+J~)1’3+~l-~~)1’3], (1.12) 
and the spectral radius of the resulting iteration matrix T$) is given by 
(1.13) 
Proof. The proof can essentially be found in [15] by Niethammer, 
de Pillis, and Varga. It is based upon the observation by Chen [l] and 
Plemmons [17] that the 3block Jacobi matrix J3 in (1.7) is consistently 
ordered cyclic of index 3 (cf. Varga [19] or [20, p. 1011). Here the eigenvalues 
of Jaa are those of -(A2A;‘)T(A2A;‘), and thus the eigenvalues of J3 he in 
[ - c?‘~,O], where a = J(A,A;‘II,. n 
The unfortunate problem with this 3-block SOR method is that con- 
vergence results [i.e., p(ZUf’) < l] if and only if A, and A, in (1.1) satisfy 
l(A,A;‘ll: < 27, 
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a situation which can seldom be expected to hold for practical large-scale 
least-squares problems. Yet the concept here does have some attractive 
features. The basic algorithm (1.9) can be thought of as a combined direct- 
iterative method. For the direct part, only a sparse-matrix factorization of the 
matrix A, is necessary. Here there are well-established algorithms and 
software available (e.g., [2, 51). Secondly, the iterative aspect of (1.9) has the 
advantage of reducing the fast-storage requirements in solving (1.2). This 
makes such an algorithm very attractive when we are dealing with large-scale 
least-squares problems of the magnitudes discussed in [18]. 
In Section 2 we show that a repartitioning of the matrix C, in (1.5) leads 
to a 2-block SOR scheme that always converges for sufficiently small w, 
regardless of the magnitude of (J A,A; ‘)(a. Also, formulas for the optimum 
SOR parameter and the resulting asymptotic convergence factor are given. 
Furthermore, it is shown that our 2-block formulation always leads to faster 
asymptotic convergence than the 3-block formulation. These results are 
summarized and some directions for future work are outlined in the final 
section. 
2. THE BBLOCK METHOD 
The coefficient matrix of the system of linear equations (1.4) can be 
partitioned into 2 X2 blocks in two obvious ways for our purpose, each 
leading to similar convergence results. We choose the partitioning into the 
matrix C,, given by 
(2.1) 
We consider then, a 2block SOR iterative scheme applied to the solution to 
(1.4). Let D2, L,, and Us denote the 2block matrices 
D,: = 
-A, 0; 0 0 0 0 
4 II 0 0 0 ------I__- 
0 0 ; A; -A; 0 
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The important 2-block Jacobi iteration matrix in this case becomes 
Jz: = D,-‘(L, + U,) = [ -::“’ i :.]IB “, i 
r 
0 0 




It is clear that the spectrum of /s is pure imaginary, a fact that will be critical 
in the proof of our convergence theorem later. Taking .z and d as defined in 
(1.8), the 2-block SOR method applied to (1.4) can be expressed in the form 
Z(k+l)= _y;2’z(k’+(D2- w~,) -Id, (2.4) 
where 
~~"'=(02-wL~)-1[(1-w)D,+u,]. (2.5) 
We observe first that 2-block SOR method given here requires no more 
work each iteration than the 3-block method, after a preliminary sparse-matrix 
factorization of A,. Essentially, each method requires the solution of a block 
triangular system of linear equations at each step. For the 3block method, the 
coefficient matrix has the form 
while for the 2-block method the coefficient matrix has 
form 
which establishes our point. 
the corresponding 
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The convergence properties of our 2block SOR method are given in the 
following theorem, which is stated in a form similar to Theorem 1 for 
comparison purposes. It will follow that, in contrast to the 3-block method, 
the e-block method always converges for sufficiently small w depending upon 
IIA,A,‘lI,. 
THEOREM 2. Consider the e-block SOR method (2.4) applied to (1.4), 
and define the parameter a: = ]]A,A;1]]2. Then the method (2.4) converges 
for all w in the interval 
O<o<L 
1+cx’ (2.6) 
Furthermore, the optimum SOR relaxation parameter w(b) = o(a) is given 
by 
(2) = 
wb &,17 (2.7) 
and the spectral radius of the resulting iteration matrix .Y+, is given by 
(2.8) 
Proof The proof follows from a simple application of the results in 
Section 6.4 of Young [21] on SOR convergence when the eigenvalues of the 
Jacobi iteration matrix are complex. Alternatively, we could have applied the 
results of Niethammer and Varga [13, 141 on k-step iterative methods here. 
First, we observe that for J2 given by (2.3), 
122 = diag[O, - ( A,A;‘)( ~,~;i)r, - (A,A$(A,A;~)]. 
Thus since - (A,A; ‘)r( A,A; ‘) is negative semidefinite, the eigenvalues of 
J2 are all pure imaginary, and moreover p(J2)= ](A,A;‘]], = (Y. Then (2.6) 
follows from an adaptation of Young’s Theorem 4.1, [1971, p. 1911. For let w 
be chosen so that 0 < o < 2/( 1 + a), and let E, = 2/( 1 + a) - w. Choose 
D = 2~+41+4 201+ Ew( 1+ a) 
w 2-&,(1+(Y) = 0(1+(Y) . 




_-(y= &-4+41+L(1+4 >o 
w(1+ o) 
Thus, for each w E (0,2/(1+ CX)), there exists 0, such that 0, > (Y and such 
that p(Zc2)) < 1 where g(2) 
Young’s n&ation: 
w is given by (2.5). This establishes (2.6) in 
Finally, we obtain (2.7) and (2.8) immediately from Young’s equations 
(4.17) [21, p. 1951, since in our case the eigenvahres of J2 are pure imaginary. 
Next, we make the following observations. Throughout our discussion 
p(J2)= ]]A2A;‘]]2 remains arbitrary; that is, ]]A2A;‘]]2 does not have to be 
bounded above in order for convergence to be obtained for the 2-block SOR 
method. Also note that the optimum relaxation parameter wF) lies in the 
interval (0, 11, and that wf) approaches zero and p(ZUc2,) approaches one as 
(1 A 2A; ‘11 2 approaches infinity. Thus, as was the case with the 3-block SOR 
method, one prefers to choose A, so that ]jA,A;‘J], is small. 
We conclude this section by observing that if A, # 0, the 2block SOR 
method always converges asymptotically faster than the 3block method. This 
is established by comparing p(~?~f,) and p(-Ep,,~,) for a given nonsingular A, 
in (1.4). In the process, parts of Theorems 1 and2 are summarized. As before, 
we set 
a: = JIA2A;1112. 
THEOREM 3. The spectral radii p(9$) and p(Z+) for the %block and 
3biixk optimal SOR methods for (1.4) satisfy 
P(%$)) < 1 fmall a>O, (2.9) 
P(=%f) < 1 if and only if 0 6 a < 33’2 (2.10) 
and 
PPQ)) < P(Kf)) for all a> 0. (2.11) 
Proof. The inequalities (2.9) and (2.10) are parts of Theorems 1 and 2, 
respectively, and (2.10) is in Niethammer, de Pillis, and Varga [ 151. To 
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establish (2.11), with p(Y,,t,) given by (1.13) and p(P,,f,) given by (2.Q we 
show that 
[&+lls<2- 6 (&-S + cx)2’3 + 1+ (Jl+o12 - q3 
(2.12) 
for all (Y > 0. For this purpose, we rewrite (2.12) as 
(2.13) 
The establishment of (2.13) was accomplished with the help of Hadjidimos 
[B]. Letting 
x’ = (Jls.(y2+a()2’3+1 
. (lhT-iF+ (Yy3 ’ 
(2.14) 
the left-hand side of (2.13) becomes 
:(x3 - 3x)2 - 1 
[1+g(X3_3x)]2 + X26-1. 
But this expression is less than 2 if and only if 
2(x - 1)(x - 2)(x + 1) - (ZX + l)“(~ - 2) -6(x - 1)(x +2) > 0, 
which holds if and only if 
(X - 2)(X2- 3)(x +3) > 0. (2.15) 
But x given by (2.14) satisfies x > 2, and thus (2.15) and, accordingly, (2.13) 
hold, completing the proof. I 
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With some further elementary analysis, it can be shown that p(pag,) - 
p(~?~c;,) is a small, but increasing, function of (Y on [O,33’2]. 
4. SUMMARY 
We have shown that the 2block SOR method (2.4) applied to the 
least-squares problem (1.2) always converges for the SOR parameter w 
sufficiently small, i.e., the optimum wf) always exists where p(_E”we~) < 1. The 
least-squares vector y and residual vector r are recovered from (1.4). Even 
when the S-block SOR method converges, the e-block method always con- 
verges asymptotically faster, and with the same amount of work per iteration. 
However, a favorable convergence rate depends directly on the smallness of 
llA,A,‘II,~ where A is partitioned or permuted into 
A, 
[ I A, 
, with A, nonsin- 
gular. 
We conclude the paper by outlining some problems remaining to be 
addressed. 
(1) An implementation of the 2block method for the least-squares prob- 
lem needs to be made, perhaps involving equality constraints and weighting. 
Chebyshev acceleration of the 2-block Gauss-Seidel method could be con- 
sidered. Similar implementations of the 3block method were discussed by 
Chen [l] and later by Plemmons [17], in the context of geodetic computa- 
tions. 
(2) For a given A,, numerical methods for estimating (Y= ]]A,A;‘(], 
could be investigated. A good estimation of IY is necessary to estimate a’$), 
and it can be shown that it is better to slightly underestimate than to 
overestimate wf). 
(3) Applications of these combined direct-iterative methods to certain 
large sparse least-squares problems could be addressed, where various choices 
of A, need to be considered. Some candidates include geodetic adjustments 
(e.g., [7]), photogrammetric computations (e.g., [16]), and phase 2 of the force 
method in structural analysis (e.g., [ll]), where I is one possible choice for 
A,* 
(4) Finally, the adaptation of these methods to quadratic programming 
problems with linear equality constraints could be studied. One direct-itera- 
tive method for such problems has recently been suggested by Dyn and 
Ferguson [3]. An adaptation of our 2block method could prove fruitful for the 
force method in structural analysis (e.g., [12]) and for the dual-variable 
method in the solution of the Navier-Stokes equations (e.g., [9]). 
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