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Abstract 
This Thesis is about the application of coupled multigrid solvers to the numeri- 
cal simulation of viscous incompressible fluids. In the centre of discussion is the 
adaptivity between a one-dimensional solver and a two-dimensional one. 
The methodology used has proved highly successful for single-and multi-phase 
laminar flows, leading to solution algorithms that are robust, efficient and accu- 
rate. The solvers presented here required a considerable number of algorithmic 
developments. Some of them have demanded the use of some well-known software 
packages. 
The Thesis outline is as follows: firstly, the modelling of transient single-phase 
and multi-phase flows is reviewed, together with a brief overview of the numerical 
schemes and multigrid methods used in the solvers. Secondly, the Navier-Stokes 
governing equations are presented and the space discretization formulas based on 
a control volume are formulated. After having specified the solution algorithms we 
present results for each solver for a set of test cases of varying complexity. Com- 
parison with our reference commercial code is outlined, showing good agreement 
in the results. 
Interpolation transfer operators used in the interface between the one-dimensional 
solver and the two-dimensional one are addressed. The coupled solvers are then 
applied on the numerical simulation of the transient flows on two complex multi- 
domain problems. Comparison results with the two-dimensional solvers have been 
performed. 
The question of performance and accuracy is addressed in detail, both in terms 
of robustness and speed of convergence. Good accelerations are obtained using the 
coupled solver. The CPU-time spent to reach the expected steady-state solution is 
about ten to thirty five percent of the equivalent two-dimensional solver. 
Considerable gains in memory usage have been achieved. The robustness has 
been easily verified in the comparison process with the two-dimensional transient 
solvers. Analytic solutions have been formulated and discussed. 
However some dependence on the Reynolds numbers has been observed. This 
was due to the geometric constraints of the complex test cases and the change of 
some fluid properties. 
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Chapter 1 
Introduction 
The understanding of the physics of fluid flow is crucial for many applications in 
science and engineering. Several models of varying complexity have been devel- 
oped. The process of choosing a model depends mainly in the particular problem 
under study. The phenomena of interest are described by governing equations, 
which are partial differential equations. The solution of such equations is very dif- 
ficult since it requires considerable experience at least in three distinct disciplines: 
physics[l, 2], mathematics'[3,4] and numerical analysis[5,6]. This fact originated 
the development of the Computational Fluid Dynamics field (see, for instance, 
[7,8,9]). Many fundamental issues have been solved. However, progress is ongo- 
ing. Although we have nowadays more computing power available, the question of 
performance can not be neglected. This is particular important when we compare 
solution algorithms for solving a problem. 
A possible approach for solving problems of complex geometries is to decompose 
the entire domain in several domains, which can be treated by different solvers. 
This implies that transfer mechanisms between the solvers must be implemented, 
ensuring the consistency of the solution over the entire domain. The key idea can 
be to divide the entire domain of the problem in a way that we can treat each region 
of the problem with different dimensional solvers. This is the basis of what we call 
D-adaptivity for coupled fluid flow solvers. An example where such methodology 
can be thought of is the simulation of fluid flow through a contraction. Experiments 
suggest that in this kind of problem we can decompose the overall domain in one 
domain where the fluid flow can be treated by a one-dimensional solver, another 
domain where a two-dimensional solver must be used and finally a region where it is 
possible to come back to the one-dimensional solver. Naturally, it is expected that 
the time taken to reach the solution by this D-adaptive solver be less than the 
time spent by a two-dimensional solver when solving the same problem. However, 
the cost is the less accurate solution for the problem. This is due to the interpolation 
errors that occur when transferring the relevant information between the solvers. 
The relevance of a D-adaptive solver is even more evident when the overall 
domain of the problem is very large. Furthermore, the simulation of fluid flow 
in very long pipes is impossible to be done by a single two or three-dimensional 
solver. So the decomposition of the domain has to be taken. Another example 
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where the D-adaptivity can be implemented is the simulation of fluid flow through 
a T-junction with two inlets. In this problem it is still possible to decompose the 
overall domain in several domains in order to apply different dimensional solvers 
to each one. 
This thesis covers the simulation of transient laminar incompressible single-and 
multi-phase flows in pipes. In the first case, a single substance is flowing. This 
may be a pure element or a homogeneous mixture such as air. In the second case, 
several fluids or conceptually similar materials are flowing at the same time. The 
main objective of this project was to create a D-adaptive solver that could be 
used in the simulation of such flows. The key idea was to couple a one-dimensional 
solver with a two-dimensional one. The main issue was to establish a set of rules 
that could be used in the dimensional changing interface. Obtaining a good coupled 
solver is not a trivial task. It should be[10]: 
Accurate the discrete solution is as close to the solution of the continuous equa- 
tions, as computational cost will allow. 
Efficient the computational cost of the solution is proportional to the amount of 
physical change in the solution[11]. 
Robust it successfully simulates a wide range of flows without relying on user 
expertise and/or experimentation because the domain of convergence is good. 
Self-adaptive the information on the solution obtained as the algorithm proceeds 
can be used to direct the computational effort without external intervention 
from the user. 
For steady flows one such solver can be constructed using quasi-Newton cou- 
pled solvers associated with multigrid methods. This class of methods has been 
developed in recent years to correct a fundamental weakness of traditional solution 
algorithms for fluid flows: the slowing of convergence due to the iteration of each 
equation independently from the others. Newton solvers are a possible solution 
to this problem. The global system of non-linear equations is solved by Newton's 
method so that the coupling between the variables can take place. However, large 
linear systems are generated so that the computational cost can be heavy unless 
the sparseness of the Jacobian matrices can be exploited. Even if the sparseness 
is exploited to the full, these methods require a large amount of computing power. 
This variant is sometimes referred to as full quasi-Newton. However in local quasi- 
Newton solvers, the global non-linear system is solved cell by cell so that only 
local Jacobians are needed. So the correction systems are very small and can be 
solved using direct methods such as Gaussian elimination. Local quasi-Newton 
methods are often combined with multigrid methods, which provide significant ac- 
celeration. So multigrid complements the quasi-Newton solver by quickly resolving 
the long wavelengths of the error. Quasi-Newton coupled multigrid solvers are op- 
timal order-wise, meaning that their complexity is of the order of the number of 
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unknowns. Hence if N is the number of unknowns of the discrete equations their 
complexity is 0(N). 
The variant of multigrid implemented is the Full Approximation Storage method. 
It has two advantages: firstly, it is directly applicable to non-linear problems and 
secondly, it automatically provides estimates for the truncation error of the solution. 
With this information grid refinement can be implemented where appropriate. So, 
error control can be achieved automatically. Moreover, Full Approximation Stor- 
age and more generally multi-level methods provide an environment for adaptive 
computations, since adaptation can be easily implemented by prolongation on sub- 
domains. 
The methodology outlined above have been implemented in the computer codes 
Pamg and Pamg-multiphase which are described in [12,13,14,15] and [10]. These 
codes solve two-dimensional Navier-Stokes equations for single- and multi-phase 
viscous incompressible fluids for Cartesian geometries. 
Given this general perspective, one of our first goals was to develop two transient 
solvers to simulate single-and multi-phase flows. Pamg and Pamg-multiphase have 
been the starting codes leading to the correspondent transient solvers. New issues 
have emerged: 
" The system of equations to solve is much more non-linear due to the existence 
of the time dependent unknowns. This originate additional terms in the 
coefficients of the system of equations to solve. 
" The convergence of the solution to the steady case solution originates singular 
Jacobian matrixes which have to be handled. 
" The increase on the amount of CPU-time spent to solve the systems is an 
additional factor to keep in mind when choosing the test-cases. 
Having modified these two solvers to include an implicit scheme on time, the in- 
vestigation on the robustness, efficiency and accuracy has been addressed with the 
simulation of single-and multi-phase flows on complex geometries. 
The next step, has been the building architecture plan of the D-adaptive 
solver. The one-dimensional solver chosen has been the Eulerian Multiphase 
Adaptive Pipeline Solver Emaps. A complete description of this solver can be found 
in references [16,17]. The final goal was to develop and validate the D-adaptive 
solver. The main issues to deal with are: 
" The establishment of the correct interpolation formulas when changing from 
the one-dimensional to the two-dimensional environment, and vice-versa. 
" The decision process of creating the dimensional interface. 
" The correct validation process so that it can be classified as a good solver in 
the definition outlined above. 
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In Chapter Two the physical modelling and the numerical simulation of tran- 
sient single-and multi-phase flows are examined. The mathematical basis for the 
different numerical techniques implemented in the transient solvers are presented. 
An incursion on the multigrid methods used is also outlined. The known kinds of 
adaptivity are briefly referenced. This literature review does not aim to be exhaus- 
tive. In fact, it highlights the most important issues in the simulation of transient 
fluid flows and explains why the transient Pamg codes and D-adaptive solver 
perform well as solvers for fluid flows. 
The governing equations with the corresponding discretization are the main 
focus of Chapter Three. The use of staggered grids and the hybrid schemes are 
discussed and the discretization process is described in detail. 
Chapter Four describes the solution algorithms implemented in the two tran- 
sient solvers and in the D-adaptive solver. The focus is on the new developments 
necessary to extend the steady codes Pamg and Pamg-multiphase to transient capa- 
bility. The implementation of the transient Pamg Single-phase and transient 
Pamg Multi-phase has required a careful consideration of many issues, namely 
" The use of Newtons' method in order to accelerate the converging process. 
" the use of two automatic differentiation packages[18,19]and [20]. 
" the treatment of the non-linearity by line-searching to obtain accurate local 
Jacobians. 
" the implementation of a reinitialization process for the initial guess at each 
time step. 
The D-adaptive solver originated some new novel features: 
" the definition of interpolation formulas for velocities and volume fractions. 
9 the establishment of rules for implementing the dimensional interface. 
To the author's knowledge, these new features are original in this context. 
In Chapter Five the validation process of the transient Pamg Single-phase 
and transient Pamg Multi-phase is presented. Some test flow problems of vary- 
ing degrees of complexity are outlined. The objective is to establish that the solvers 
give the correct solutions for each of the test cases studied. Comparisons were 
drawn not with experiments but with the commercial CFD package CFX 4.3(see 
for instance [21]), 
, and whenever available with the analytic solutions. 
Chapter Six is where the D-adaptive solver is validated. The interface treat- 
ment on the D-adaptive solver is outlined with the interpolation formulas pre- 
sented. Particular emphasis is placed on the asymptotics derived for the one- 
dimensional Navier-Stokes equations. The methodology for the treatment of the 
dimensional interfaces on the D-adaptive solver is discussed. Particularly dif- 
ficult domains and constraints are explained. The asymptotic expansion of the 
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velocities and volume fractions is compared with the computational results for a 
two-dimensional flow on a channel. Good agreement is observed, demonstrating 
the correctness of the formulation. Similar asymptotic expansion of the velocities 
and volume fraction has been formulated in cylindrical coordinates. These expres- 
sions are validated with the results for a two-dimensional flow through a pipe. The 
validation of the D-adaptive solver is established in two complex multidomains. 
The benefits on the CPU-time and amount of work are demonstrated with the 
simulation by the two-dimensional solver transient Pamg Multi-phase and CFX 
4.3 of a fluid flow throw the geometries of the same test cases. 
The main conclusions of this thesis are outlined in Chapter Seven. The method- 
ology adopted for treating the coupling between the one-dimensional solver with 
the two-dimensional one, originating the D-adaptive solver has been the prin- 
cipal achievement of this project. However, other important conclusions can not 
be neglected. The two new transient versions of the originally steady codes Pamg 
and Pamg-multiphase have been extremely important since they have been de- 
cisive for the steps after. Moreover, the new features that have been developed 
were implemented in the final solver. Some extra work can be outlined to con- 
tinue this project. Particularly important can be the design of a new coarse solver 
for the transient Pamg Single-phase and transient Pamg Multi-phase which 
can decrease drastically the computing time, particularly for longer transient sim- 
ulations. A comparison work on the two automatic differentiation packages, used 
during this project would be useful for later developments in several fields. Finally 
the generalisation of the key ideas presented, to other solvers can be extremely 
important and enlarge the scope of this thesis. 
The principal objectives for writing this thesis have been: firstly, to present the 
new algorithm for solving the time dependent Navier-Stokes equations, secondly 
to demonstrate that the D-adaptive solver simulates correctly the laminar in- 
compressible fluid flows on pipes and thirdly to demonstrate the potential of such 
approach on the simulation of such flows. The presentation of numerical results 
takes a relative weight and actually gives a rather distorted image of the work, 
which has been carried out during the course of this project. The most delicate 
aspect, has been the development of the software. The necessity of working with 
several computer codes and packages and the management of several test cases at 
the same time, has been an extra difficulty. 
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Chapter 2 
Literature Review 
2.1 Introduction 
In this chapter a literature review of multi-phase flows, numerical schemes, multi- 
grid methods and adaptivity is presented. The focus will be on the time dependent 
multi-phase flows, which have been the main concern in this thesis. However, the 
numerical analysis of several numerical schemes has taken an important part in the 
design of the transient solvers. Multigrid methods, which represent an important 
field for Computational Fluid Dynamics, are also outlined. Finally an overview of 
adaptivity is presented. 
Section 2.2 reviews the multi-phase flow models. Particular attention is taken 
to the derivation of the multi-fluid equations. However, modelling questions, which 
are of crucial importance to the study of multi-phase flows, are not within the scope 
of this thesis. 
The numerical simulation of multi-phase flows is discussed in Section 2.3 The 
Navier-Stokes equations are analysed in terms of the challenges that they pose and 
the constraints that they carry. A brief overview of the Drift-Flux Model is also 
addressed. Moreover, examples of the many schemes available for the solution of 
multi-phase flows are described. 
Next, the mathematical foundations of the different numerical schemes, which 
have been proposed for the solution algorithms, are outline in Section 2.4. For a 
particular case study, implicit, explicit and 9 methods are outlined. 
Multigrid methods are the subject of Section 2.5. Starting with a historical 
introduction we go forward to two-level and Full Approximation Storage Schemes. 
Multigrid cycling strategies are also reviewed. 
Section 2.6 presents a review of the known definitions of adaptivity. Some 
theoretical and experimental work is referenced. The main objective is to launch, 
in a comparative way, the fundamentals for the dimensional adaptivity, which is 
the core of the present thesis. 
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2.2 Basic Flow Models 
2.2.1 Multi-Fluid Model 
The multi-fluid model is a successful attempt at providing a general framework for 
the mathematical description of multi-phase equations. Its generalization to the 
description of multi-phase flows is based on the example of single-phase flow. These 
are governed by Navier-Stokes equations (see references[2,22]) which express the 
conservation of mass, momentum and energy in an Eulerian framework. The multi- 
fluid equations, like Navier-Stokes equations, express the conservation of mass, 
momentum and energy using the principles of continuum mechanics. However, 
the multi-fluid equations do not provide a complete description of a multi-phase 
flow. They need to be supplied with additional information about the way the 
phases interact with each other and with themselves. This particular difference, 
when comparing to the single-flow regime, is crucial for the multi-phase modelling, 
increasing significantly the complexity of the numerical simulation of multi-phase 
flows. 
The correctness of the multi-fluid model is not absolutely established. The 
simplifications and approximations that have to be done to get a set of workable 
equations ignore many details of the flow. 
In the basic model, each phase can be described by partial differential equations 
expressing the conservation of mass, momentum and energy for single-phase flows. 
The phases are separated by interfaces and at each point which is not on an inter- 
face, only the set of governing equations that corresponds to the phase that covers 
the point, applies. 
This is normally known as the microscopic level of description. Normally it is 
too complex for numerical simulation, and the extra information that it provides 
is not necessary to model the physics. So multi-fluid equations are derived by 
averaging the microscopic equations. This process introduces the concept of inter- 
penetrating continua, which basically postulates that all phases are assumed to 
be present at each location. Hence conservation laws for mass, momentum and 
energy are derived for each phase. An extra dependent variable is introduced to 
characterise each phase in this model: the volume fraction, which is the proportion 
of volume occupied around each point by a given phase. 
Multi-fluid equations, although similar for each phase to the Navier-Stokes equa- 
tions, are mathematically much more complex because: 
" the introduction of the volume fraction as a factor in each term 
introduces a higher degree of non-linearity of the system of equa- 
tions. 
" the presence of physical constraints on the realisable solutions due 
to the mandatory variation of the volume fractions (between zero 
and one). 
" the existence of inter-phase transfer terms. 
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2.2.2 Derivation of the Multi-Fluid Equations 
Since this study is only about incompressible fluids, the focus is only on the conser- 
vation of mass and momentum. So we do not consider the conservation of energy. 
The main stages of the derivation process are presented here in a similar manner 
as [23], for a two-phase flow. However, it can be easily extended to multi-phase 
flows. At a microscopic level of description, a two-phase flow is a set of two mutually 
exclusive regions in which a single-phase flow occurs. So, single-phase governing 
equations are assumed to apply at each point. However, at the phase interfaces 
jump conditions are applied. 
The equations of motion for each phase are: 
" Conservation of mass: 
Op + V. pv =0 (2.1) 
" Conservation of linear momentum: 
apv 
+ V. p(vov) = V. T +pf (2.2) at 
" Conservation of angular momentum: 
T=TT (2.3) 
Here p denotes the density, v the velocity, T the stress tensor, and f the body force 
density. 
At the interface, the jump conditions are 
jump condition for mass 
IIP(V - Vint). nhI =0 
(2.4) 
jump condition for momentum 
ipv(v - vint). n - T. njH = ffKn (2.5) 
Where vi, zt is the velocity of the interface, a is the surface tension, i the average 
curvature of the interface, and n is the unit normal, oriented in such a way that if 
11f 11 =fO- fa then n points from phase a to phase ß. 
Let <> denote an averaging process, so that if f (x, t) is an exact microscopic 
field the <f> (x, y) is the corresponding averaged field. Some common aver- 
aging operator can be found in [23, see pages 268-2691. The averaging operators 
are assumed to satisfy Reynolds' rules, Leibnitz's rule and Gauss' rule[23, see the 
definitions in page 269]. 
Introducing the phase function Xa(x, t) defined as 
X, (X7 0-1 
if x is in phase a at time t (2.6) 
0 otherwise 
Noting that 
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Xa8t 
-ä -XceP - paäa -8 aP+PVint. 
VXa 
and 
X, V. pv = V. (Xapv) - pv. VXa 
we have 
a< 
Xap > +V. < Xo pv >=< [P(v - vint)]a. V Xa > (2.7) at 
Similar treatment for the momentum equations yields: 
a 
<Xapv>+V. <Xapv®v>=V. <XaT>+<X pf>+ at 
LP(v - Vint) - 
Tja. VX, > (2.8) 
The terms 
[%}(V 
- vint)]a. 
VXa > is 
and 
[p(v 
- Vit) _" 
T],,. VXa >- Ma 
are the interfacial source terms. 
It can be shown, using the jump conditions (2.4) and (2.5), that: 
2 
Era=o 
a=1 
and 
Ma Mm 
a=1 
The first relationship expresses the fact that the total mass in the system is 
conserved, while the second means that momentum balances must take into account 
inter-facial forces and particularly, the surface tension. 
The volume fraction (also called volumetric concentration or relative resistance 
time) of phase a is defined by: 
Ta=C}ýa i 
The phasic average of the variable 0 is defined by 
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X <aý> 
r,, 
and the mass-weighted average of the variable 0 is defined by 
<Xapy)> 
'ý' rap. 
It is convenient to write the stresses is in terms of the pressures plus extra stresses 
getting: 
Ia= 
-Iacj+ a 
where Ta is the stress tensor 
Similarly, the inter-facial momentum transfer term Ma is usually separated into 
various parts: 
Ma = rava, int - pa, intV ra + 
Ma 
where Mä is the inter-facial force density, pa, int is the inter-facial pressure for phase 
a and v,,, i, zt is the inter-facial velocity for phase c e. 
So the averaged equations (2.7) and (2.8) become: 
? 
at 
+ V. (7'ai 
a) = 
ra (2.9) 
rP ya 
+V. (raPaVa ® Va) = -r 
j+ Ma 
Noting that different averaging have been applied to different quantities and 
the body force has been neglected. 
A simplified version of the multi-fluid equations can be found in [24]. For each 
phase, and for incompressible flows, it takes the following form: 
" Continuity Equation : 
Orapa 
at + 
V. ToPaVa = Fa (2.11) 
" Momentum Equation: 
Ö7'apaVa 
rrapava 0 vaý = -ýaýpa + ý. 7a(Ta + Taý + 
at 
l 
raW ag 
+ va, intra + Mint, a -V ra "T int - 
(2.12) 
Where F, is the mass transfer to phase a, Mint, a is the interfacial drag, Ta and 
Tt, are the laminar and turbulent shear stress tensors. 
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The Homogeneous Model 
In this model, the momentum equations are summed over all phases to give a single 
momentum transport equation of the form: 
a(pv)+V. 
(p(v0v)-yT)=-Vp+Pf (2J3) 
at 
Where p and it are the density and viscosity of the mixture: 
M 
rp., 
a=1 
M 
µ= raPa 
a=1 
The continuity equations remain distinct, allowing the volume fractions to be 
determined. The energy equations if present can also be added together as the 
momentum equations. See [25] for a more complete cover of this homogeneous 
model. 
Normally the homogeneous model is applicable if the flow is strongly stratified 
under the influence of the gravity or if the velocities and energy for each phase 
equalise very quickly, due to large momentum and energy transfer terms. 
The Drift Flux Model 
In this model a total momentum equation is considered, together with a mass 
conservation equation for each phase. 
The principal advantages of this model [26, page 744] are: 
" the equations are in conservative form, which makes it easier to 
discretize by finite volume methods; 
" the interfacial friction term is cancelled out in the momentum equa- 
tion, although it appears in an additional algebraic relation called 
the slip law; 
" one does not have to work a third boundary condition at the inlet; 
" it is generally hyperbolic, depending on the form of the slip law. 
Following [27] we have the following governing equations for a two-phase flow: 
a 
(Paraxj + P, ßr, QIJj) +a (Pravx3 + Pßrßvßy3) =0j=1... N at ax (2.14) 
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0 (Para` 
c, + pßrßvß) +a 
19X 
(Parav + pßrßv2 + P) = Tw - pg sin 
B 
at a 
(2.15) 
Where ra and rp are the volume fractions, va and vQ are the velocities, 
xj (resp. yj) are the mass fraction of component j in phase a (resp. ß), 
p is the pressure, p= pares + p1r1 is the mixture density, g is the gravity 
acceleration and T' is the wall friction. 
To close the system, normally are used the following equations: 
0 
ra + rß = 1, xj = 1, yd, = 1. (2.16) 
j=j=1,2 
" Thermodynamic closure laws: they give the fluid and component 
properties F(P, T, cj(j_1... 2)), where c3 - is the jth component mass 
fraction. 
9 Hydrodynamic closure law: it can be written formally as: 
0 (VM, xß, F(P, T, cj, '(j* = 1... 2), SV, x) =0 (2.17) 
where VM = (parava + porpvß)/p is the center of mass velocity, 
x, ß = p/rß/p is the beta mass fraction, and 8V = vß - va is the 
slip velocity between the two phases. 
The equations (2.14) and (2.15) can be written in the following conservative 
form: 
aW 
(x, t) +a F(x, W (x, t)) = Q(x, W (x, t)) (2.18) at ax 
Where Wt = (paraxj + pßTQyj, j=1... 2, paraVa + pßrpvp). Given Wand x, F and 
Q can be computed solving the closure laws but there is no analytical expression 
of F(x, W) and Q(x, W). The dependence of F with respect to x comes from the 
fact that the hydrodynamic closure law (2.17) depends on x. 
Since there is no analytical expression for F(x, W), it is difficult to study the 
properties of the System (2.18). Numerical tests[27] show that, for usual values of 
W, the eigenvalues are real: Al < \2 < ".. < 
AN < AN+1 with Al < 0, air+l > 0. 
The system is then hyperbolic and non-linear. 
Another important characteristic of the model from the numerical point of view 
is that the first and last eigenvalues are 10-100 time bigger than the other ones. 
From a physical point of view, this large eigenvalues are associated with "pres- 
sure waves" and can therefore be very large, whereas the others are associated to 
"composition fraction waves" and are of the order of the fluid velocities. 
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2.3 Numerical Simulation of Multi-Phase Flows 
The numerical simulation of multi-phase flows has been object of study in many 
books and papers. See for instance reference [6] for a detailed description. In the 
case of multiphase flows, three fundamental issues need to be addressed: 
1. The governing equations can be ill-posed (see for instance[23], com- 
plemented with[3]). This means that the Jacobian of the flux func- 
tion, with respect to the conservative variables, can have complex 
eigenvalues for certain regions of phase space. In this case their 
numerical solutions will therefore tend to exhibit non-physical os- 
cillations, since the amplitude of all error modes increases with 
time over the entire range of frequencies. To handle this problem, 
usually a sufficient amount of numerical diffusion is added by mak- 
ing use of upwind diferencing. However, this can blur the solution 
features since the schemes are then first order accurate in space. 
So, the reformulation of the multi-fluid models to eliminate the 
ill-posedness of the equations is an important topic of research. 
2. Normally, the flux function is not available and so the conservative 
form of the governing equations can not be rewritten. This difficult 
the implementation of numerical schemes, since most of them are 
only available for the conservative form of equations. 
3. In many multi-phase flows, phenomena of interest propagate at a 
very small velocity, when compared to the speed of sound. Explicit 
methods (see Section 2.4), which are the simplest way of providing 
accurate numerical solutions, are therefore penalised due to their 
stability limit. So, a large number of very small explicit steps 
are necessary to model such a slow phenomenon. In this case, 
implicit methods are an important alternative. The adequate im- 
plicit/explicit methods choice is also an important area of research. 
Semi-implicit methods [28] have been a possible approach to re- 
move the stability constraints. The convective terms are treated 
explicitly, while the inter-phase coupling and the pressure terms, 
which are responsible for the CFL (Courant, Friedrichs and Lewy) 
limitation (see for instance[4]) are treated implicitly. 
Having discussed some of the issues in the simulation of multi-phase flows, we 
now present some representative algorithms, developed with different techniques. 
The Simple Algorithm 
The acronym SIMPLE stems from semi-implicit method for pressure-linked equa- 
tions. A SIMPLE algorithm, in its original step-by-step procedure, can be described 
as follow [29] : 
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1. Given approximations u', vn and pn of the velocity and pressure 
field, solve the momentum equations implicitly to obtain a new 
approximate velocity solution u* and v*. 
= 2. Compute a pressure correction Ap so that the velocity fields u'+1 
U* + U(cor) and vn+1 = v* + v(c°r) satisfy the continuity equation. 
U(cor) and v(c0r) are the velocity corrections associated with the 
pressure correction. Once . 
gyp is know, U(cor) and V(c°r) can be 
computed. 
3. Update the velocities: un+l u* + U(cor) and vn+l = v* + v(COr) 
4. Update the pressures: pn+l pn + L\p. 
5. With this new pressure values, repeat steps 1 to 5 until convergence 
is achieved. 
So SIMPLE is an example of a segregated solver. It computes the velocities and 
the pressures separately relying on global linearisations. 
IPSA - Inter Phase Slip Algorithm 
The IPSA method is a well-known implicit method for the solution of transient 
multi-fluid equations. Like SIMPLE it is a segregated solver. Basically is an exten- 
sion of the SIMPLE algorithm to multi-phase flows. It is used in the commercial 
codes CFX 4.3[21] and fluent[30]. The original IPSA-PEA method as used in 
fluent[30] is described as: 
" The equations are solved on a staggered grid and discretised using 
a finite volume approach. 
" Given an approximate solution on each cell, each equation is solved 
in turn to give a correction for a particular value. Volume frac- 
tions and velocity corrections are obtained from the continuity and 
momentum equations. Finally the pressure correction is computed 
from the overall continuity equation, which is obtained by adding 
all the continuity equations together. This overall equation is ma- 
nipulated to obtain a linear relationship between the pressure cor- 
rection at one point and its nearest neighbours. This relationship 
uses the differential coefficients of velocity variations with pressure 
obtained from the momentum equations. If the energy is included, 
then the corresponding equations lead to enthalpy corrections. 
" Partial Elimination Algorithm (PEA) is introduced to take into 
account the strong local coupling between the phases and so ac- 
celerating convergence. It consists of algebraic manipulations of 
the momentum equations so that the velocities for each phase are 
eliminated from the momentum equations for each phase. 
9 In a single IPSA cycle, values are corrected following the order: 
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1. enthalpy; 
2. volume fractions; 
3. velocities; 
4. pressure. 
Coupled Solvers for the Navier-Stokes Equations 
One fundamental difficulty, which one meets when solving the transient Navier- 
Stokes equations for fluid flows, is that there is a strong coupling between the 
pressure field and the velocity fields via the continuity equation. The SIMPLE 
family solvers linearize the equations over the domain to obtain a relationship 
between pressure corrections and velocity corrections. However, this linearisation 
is often of poor quality and consequently the convergence rate of the method is 
slow. 
Another important issue is that some of the derivatives, which form the entries 
of the Jacobian, can take large values. In such situations, segregated solvers tend 
to over-correct some values, since the flow variables are closely coupled together 
and information about the Jacobians is not incorporated. For instance a correction 
from one equation and its effect on the other equations is ignored, if the derivative 
take a large value. We can resume this behaviour saying that the correction to one 
equation throws the others off balance. To minimise this problem the computa- 
tions are under-relaxed so that the correction steps are reduced. However the cost 
associated to this procedure is that the convergence rates often degrade. 
To overcome these difficulties the coupled solvers methodology open a new 
approach[31,32,33]. Usually the equations are discretised on a staggered grid 
using a finite volume approach. The momentum and continuity equations, written 
on a group of cells, are solved simultaneously by Newton's method. These equa- 
tions form a non-linear subsystem for the vector of unknowns written on the group 
of cells. However it is necessary to have an approximation of the Jacobian in order 
to apply Newton's method. 
If the equations for the entire domain are solved simultaneously, the Jacobian 
matrices are large and their degree of sparseness is important for performance. 
However, another approach can be though of. The idea is to couple the system 
written on a single cell of the computational domain[31,15]. In this case, only 
local coupling is used and the subsystems are much smaller, 5x5 for a single-phase 
two-dimensional Navier-Stokes solver. So, an iterative process based on that block 
of equations of each subsystem is used to solve the complete set of equations of the 
entire system. These are normally solved in a Gauss-Seidel manner. This smoothers 
usually known as Vanka-type smoothers[34], have been object of study in several 
papers (see for instance [35,36] ). The performance of Paing suggests that it is the 
local coupling, which is crucial for convergence rates and robustness (see[15]). 
More recent work has been done on solving the coupled systems in a line- 
wise fashion[3 7]. The coupled method is implemented in a way that the variables 
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belonging to entire lines of cells are updated simultaneously. Some variations on 
the order of updating the variables originate differently implemented algorithms. 
The SCGS/LS[38] solves only for the pressure along gridlines and this appeared to 
be more efficient than the cell-wise approach for the driven cavity problem. The 
SCAL(Symmetrically Coupled Alternating Line)[39] and the CLGS(Collective line 
Gauss Seidel) [40] algorithms are other possible implementations. SCAL differs from 
CLGS in the sweeping pattern used to produce updates. Alternating zebra in the 
former and line-Gauss-Seidel in the latter. 
In several implementations, the basic coupled solver is usually applied with a 
multigrid method. This combination forms an efficient iterative solver. However, 
two important issues must be solved: 
" The linearisation must be of sufficiently good quality to rapidly 
eliminate the high frequencies of the error. Otherwise it will not 
perform well as a multigrid smoother. 
" The coarse grid correction has to be efficiently computed. In fact, 
the multigrid method accelerates the convergence of the single grid 
solver since it provides a framework in which the global coupling 
can be quickly taken into account, using the coarse grid computa- 
tions. 
2.4 Numerical Schemes 
2.4.1 Introduction 
In this section we shall be concerned with the numerical solution of partial differ- 
ential equations. The focus will be on some algorithms that can be used for solving 
a model problem. Choosing a very simple model we start with an explicit differ- 
ence method, which is very straightforward in use, and establish the main issues 
that it rises. As we shall show, however, the numerical solution becomes unstable 
unless the time step is severely restricted. So we shall go on to consider other, 
more elaborate numerical methods which can avoid the time step restriction. This 
subject is covered in detail in several books and articles. For a complete overview of 
each method see references[4,5,41]. Other literature covers particular applications. 
For a study of implicit, explicit operators for the upwind differencing method on 
the Euler and Navier-Stokes equations (see [42]). More recent work is for instance 
reference [35] . 
2.4.2 Explicit Scheme. Truncation Error 
Many problems in science and engineering are modelled by special cases of the 
linear parabolic equation[4], in the unknown u(x, t): 
e(Jx, t) 
äu 
=a (a (x, t) 
äu) 
+ b(x, t) 
äu 
+ e(x, t)u + d(x, t) (2.19) 
01 ax ax ax 
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where e and a are strictly positive. Let u(x, 0) = u°(x), where u°(x) is a given 
function, be the initial condition. The solution of the problem will be required to 
satisfy Equation (2.19) for t>0 and x in an open region R. which can be the whole 
real line, the half-line x>0, or an interval such as (0,1). Supposing that we have 
Dirichlet boundary conditions (i. e. the solution is given to be zero at each end of 
the range, for all values of t), and after changing to dimensionless variables this 
problem becomes: find u(x, t) defined for xE[0,1] and t>0 such that 
ut=UXX fort>0,0 <x<1, 
u(O, t)=u(l, t)=0 fort> O, 
u(x, 0)=u°(x) for0 <x <1. 
where the common subscript notation denote partial derivatives. 
(2.20) 
(2.21) 
(2.22) 
To approximate Equation (2.20) by finite differences we divide the domain Rx 
[0, tF] by a set of lines parallel to the x- axis and t- axis to form a grid mesh. 
For simplicity only, we assume that the grid mesh is uniform, meaning that the set 
of lines is equally spaced. Writing Ax and At for the line spacings, the crossing 
points 
(xj = jOx, t, = nL\t), j=0,1, ..., J, n= 01 1) ...., 
(2.23) 
where 
Ax 1/J (2.24) 
are called the grid points or mesh points. We are looking for approximations 
UJ u(x, t) (2.25) 
of the solution at these grid points. For Equation (2.20) the simplest difference 
scheme based at the mesh point (xj, t, z) uses a 
forward difference for the time 
derivative; this gives 
u(xj, t, +1) - u(xj, 
tn) 
_ 
au 
tn) 
At , atýý, 
(2.26) 
for any function u with a continuous t- derivative. The scheme uses a centred 
second difference for the second order space derivative: 
u(xj+1, tn) - 
2u(xj, tn) + u(xj-1, tn) a2u 
(0x)2 ÖX2 
(Xi7 tn) (2.27) 
Equating the left-hand sides of these two equations we get 
n+i = th -ý v(Uýi - 2Uý + Uý 1) (2.28 
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t 
n+1 
72 
0 I x 
Figure 2.1: An explicit scheme. t, z+l is calculated 
from t7) 
where 
At 
(Ox)2 
(2.29) 
The pattern of grid points involved in Equation (2.28) is shown in Figure 2.1. 
At each time level t,. z+, can 
be independently calculated from values at time level 
tn. For this reason this is called an explicit difference scheme. 
Before proceeding let us remember some definitions and notation. Defining the 
finite differences in the same way in the two variables t and x, there are three kinds 
of finite differences: 
" Forward differences 
O+tu(x, t) = u(x, t+ Lit) - u(x, t), (2.30) 
O+xu(x, t) = u(x + Ox, t) - u(x, t). (2.31) 
" Backward differences 
A_tu(x, t) = u(x, t) - u(x, t- At), (2.32) 
z_, u(x, t) = u(x, t) - u(x - Ox, t). (2.33) 
" Central differences 
6tu(x, t) = u(x, t+1 At) - u(x, t-1 ot), (2.34) 22 
8xu(x, t) = u(x +1 Ax, t) - u(x -1 Ox, t). (2.35) 22 
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We can now define the truncation error of Equation (2.28). Using the equivalent 
formula: 
ZIA +1 - U7 
_ 
U3+1 - 2P'+ U1 
At - (Ox)2 
(2.36) 
The truncation error is then the difference between the two sides of the equation, 
when the approximation Uý is replaced throughout by the exact solution u(xj, t, ) 
of the differential equation. We can define the truncation error 7-(x, t) by: 
7(x, t) _ 
A+tu(X, t) 
- 
8xu(x, t) (2.37) 
At (7\X)2 
so that 
T(X, t) _ (Ut - uxX) + (1 uttAt -1 uIVxxX(Ax2) + ... =1 uttAt - 
(2.38) 
2 12 2 
12 
12 uxXx. V 
(Ox) + ... 
where the leading terms are called the principal part of the truncation error, and 
u satisfies the differential equation. It is often convenient to truncate the infinite 
Taylor series, introducing a remainder term, for example 
u(x, t+ At) = u(x, t) + utOt +1 utt(Ot)2 +1 uttt(, At)3 + (2.39) 26 
u(x, t) + utAt +I utt(x, 7 
)(At)2, 
2 
where rjc (t, t+ At). 
Doing the same thing for the x expansion the truncation error becomes 
T(X, t) =1 utt(X, ij)CAt -1 UXXXX(ýI t)(Ox)2 (2.40) 2 lý 
where ýE (x - Ax, x+ Ax), from which it follows that 
T(x, t) C1 MttOt +1 Mxxxx(LAx)2 (2.41) 2 12 
or 
{ T(x, t) {<1 Lit[Mtt +1 MXXXX] (2.42) 2 6v 
where ? lltt is a bound for I utt j and M... is a bound for I uxxxx I. 
This equation tells us that for a fixed ratio v, IT I will behave asymptotically 
like O(At) as At -+ 0. Except for special values of v this will be the highest power 
of -At 
for which such a statement could be made, so that the scheme is first order 
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accurate. However, since u satisfies ut = uxx everywhere, we also have utt = uxxxx 
and hence 
T(x, t) =I (1 -l )UXXXXAt + O((Ot)2). 2 6v 
So for v=6 the scheme is second order accurate. However this is a rather special 
case. The explicit scheme is convergent if 
v< 
1. 
(2.44) 
2 
(proof of this can be found in [4, pages 15-17]). 
2.4.3 Implicit Scheme 
The stability limit Equation (2.44) which is equivalent to 
can be very restrictive. In fact it implies that many time steps will be necessary 
to reach a solution over a reasonably large time interval. Moreover, if we have to 
reduce Ox to improve the accuracy of the solution, the amount of work involved 
will increase very quickly, since we shall have to reduce At as well. 
'At < 
1(0x)2 
(2.45) 
2 
(2.43) 
For the reasons outlined above, we can in Equation (2.36) replace the forward 
time difference by the backward time difference(the space difference remaining the 
same), and get the implicit scheme: 
Un +1 
At 
Un+1 
- 
2Un+1 + Un 
+1 
.7 
(AX)2 
(2.46) 
This can be written using the difference notation given in Section 2.4.2 as 
0_tu, +1 vS 
U +1 (2.47) 
where v is given by Equation (2.29). As we can see on Figure 2.2 the scheme 
involves three unknown values of U on the new time level n+1. 
We must write Equation (2.47) in the form 
-vUý 11 
+ (1 + 2v)Uj 
11 - 1lUj +1 
Uj (2.48) 
and solve this system of equations simultaneously. 
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t 
n+l 
n 
0 
Figure 2.2: An implicit scheme. Three unknown values on t,, +1 are involved 
2.4.4 Theta Scheme 
So far we have considered two finite difference methods, which differ only in that 
one approximates the second derivative by three points on the old time level, t, n, and 
the other uses the three points on the new time level, t, z+l .A natural generalisation 
is to an approximation which uses all six points, which can be regarded as taking a 
weighted average of the two formulae. We obtain the six-point scheme (see Figure 
2.3) 
Uý +1 
- 
Uý `= 1/[ebxUý +' + (1 - 9)bxuý ], I= 112, ..., J-1. 
(2.49) 
Assuming that we are using an average with non-negative weights, so that 
0 <9<1, 
the particular cases of 9=0 and 9=1 give the explicit and implicit schemes 
respectively. For 0= 1/2 we have the Crank-Nicolson scheme. 
For any 00 we have the tridiagonal system to solve for Un+1: 
-9vU3 il + (1 29v)Uý +1 - OvUý- = [1 + (1 - B)I/ x]Uý (2.50) 
This system can be solved for instance by Thomas algorithm, since the matrix 
of the coefficients is diagonally dominant (see [4, pages 23-25]). 
We can study the stability of this scheme using Fourier analysis. Substituting 
the form Uý O)nEu1(i ) into Equation (2.50) and after some algebraic manipu- 
lation we get 
1- 4(l - 8)vsin21kLx 
1+ 401, /sin 2k 
Ax 
2.51 2 
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t 
n-ýl 
Ti 
0 3x 
Figure 2.3: The 0 scheme. Three points on t, +l and three points on to are used for 
the approximation 
Since v>0, and we are assuming that 0<0<1, we can never have A>1. 
So instability arises when .\< -1, that is when 
4v(l - 28)sin21 k0x > 2. (2.52) 2 
The mode most liable for instability is the one for which the left side is largest, 
which is when kA x =7r. So, this is an unstable mode when 
v(1 - 20) > 
1. 
(2.53) 
2 
This inequality shows the stability condition of the earlier explicit scheme (9 = 0), 
and that for the implicit scheme (0 = 1) it is not unstable for any value of v. 
Hence, we can summarise the necessary and sufficient conditions for the stability 
of the 0 scheme Equation (2.49) as 
0<0< 1/2, stable if and only if v< 1/2(1 - 20)-1 (2.54) 
1/2 <0<1, stable for all v 
The two cases are often referred to as conditional and unconditional stability re- 
spectively. As soon as 0 is non-zero a tridiagonal system has to be solved, so there 
would seem to be no advantage in using schemes with 0<0< 1/2 which are 
only conditionally stable, unless they are more accurate. It can be demonstrated 
(see[4, pages 27-28]) that the truncation error of the 0 scheme is given by: 
Tj 
+1/2 
ä 
[ut 
- ux, ] + [(1/2 - 9)Otu, xt - 1/12(Ox)2uxxxx] (2.55) 
+[1/24(At)2uttt - /S(At)2uxxtt] 
+[1/12(1/2 - 9), At(Ox)2uxxxxt - 2/6! (Ox)4UXxxxxx] 
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The second term in Equation (2.55 shows that we shall normally have first order 
in At. However, if we have 0= 1/2, the Crank-Nicolson scheme, then is second 
order accurate in both Ax and At. This important property, let us take larger time 
steps, for example ! fix = O(zt). Then the truncation error is O(Ot2) and we can 
achieve good accuracy in a more economic way. 
Another possible choice is to choose 9, At and Ox in order to eliminate the 
second term of Equation (2.55). This takes us to the relation: 
v=1 (2.56) 6(1 -20) 
However this relationship requires (l x)2 < 6At to ensure that 8 > 0. In the 
case of 0=0, explicit scheme, v= 1/6, as we have show in Section 2.4.2. 
2.5 Multigrid Methods 
2.5.1 Introduction 
Multigrid methods have been developing rapidly over the last years and are now a 
powerful tool for the efficient solution of elliptic and hyperbolic equations. Needless 
to say, elliptic and hyperbolic partial differential equations are, by and large, at the 
heart of most mathematical models used in engineering and physics, giving rise to 
extensive computations. Often the problems that one would like to solve exceed 
the capacity of even the most powerful computers, or the time required is too 
great to allow inclusion of advanced mathematical models in the design process 
of technical apparatus, from microchips to aircraft, making design optimisations 
more difficult. Multigrid methods are a prime source of important advances in 
algorithmic efficiency, finding a rapidly increasing number of users. Table 2.1, based 
on the multigrid bibliography in[43], illustrates the rapid growth of the multigrid 
literature, a growth which has continued unabated since 1985. 
Year 64 66 71 72 73 75 76 77 78 79 80 81 82 83 84 85 
Number 1111113 11 10 22 31 70 78 96 94 149 
Table 2.1: Years number of multigrid publications 
The first practical results were reported in a pioneering paper by Brandt[44], 
who published another paper in 1977[45], clearly outlining the main principles 
and the practical utility of multigrid methods, which drew wide attention and 
marked the beginning of rapid development. The "multigrid guide" of Brandt[II] 
has provided to give guidelines for researchers writing their own multigrid programs. 
In the words of Brandt[11], multigrid methods satisfy the so-called golden rule: 
"The amount of computational work should be proportional to the 
amount of real physical change in the system. Stalling numerical pro- 
cesses must be wrong. " 
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Multigrid methods can be seen as an acceleration technique for the iterative 
solution of algebraic systems of equations, or, in their full generality, as a consistent 
framework enabling the solution of a given problem to be found at a nearly optimal 
cost. The basic idea is to define a sequence of grids, and to cycle through the 
different grids in the course of the computations so that the features of the solution 
are resolved on the most suitable grid. In the finite difference and finite element 
analysis context, multigrid methods can be considered to be a device for resolving 
solutions on the coarsest grid possible: low frequency features will be resolved on 
coarse grids while high frequency features will require finer grids. 
The amount of literature pertaining to multigrid methods is vast. Besides the 
references already outlined others can be underlined. Reference[46] discusses the 
fundamental ideas of multigrid and defines its vocabulary. References[47,48] pro- 
vide a clear introduction to fundamental concepts of multigrid and a useful list 
of suggested readings. References [49,50] deal with iterative solvers for system of 
linear equations and provide a good background to multigrid theory. For impor- 
tant advances in the field of integral equations see[51]. A publication on parabolic 
multigrid is [521. 
More recent literature can be found. Reference [53] is about a multigrid method 
for numerical simulation of fluid flows in curvilinear grids. For an application of an 
automatic differentiation method to a 2D Navier-Stokes CFD code for airfoil com- 
putations see reference [54]. The multigrid performance for compressible Navier- 
Stokes equations in low-speed flows can be found in reference [55]. Reference [56] 
gives some pratical applications of multigrid residual techniques in multigrid. A 
study on the convergence estimates for multigrid algorithms can be found in refer- 
ence [57]. 
2.5.2 Basic Iterative Methods 
Basic iterative schemes for the solution of linear systems of equations are marred by 
their poor asymptotic convergence rates. Some times relaxation methods are local 
so that iterative solvers remove the high frequency error modes better than they 
eliminate those at lower frequencies. As the computation progress, the convergence 
rate is limited by the low-frequency modes in the error. The reason for these 
phenomena is that low frequencies are usually associated with eigenvalues of the 
iteration matrix which are close to unity[48]. Suppose that discretization of the 
partial differential equation to be solved leads to the following linear algebraic 
system: 
Ay =b (2.57) 
Let the matrix A be split as: 
A=M-N (2.58) 
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with M non-singular. Then the following iteration method for the solution of 
Equation (2.57) is called a basic iterative method: 
yn+l = 8? ý' 
M_1 b, S= M-' N (2.59) 
where y'+1 and 5 are successive approximations of y and S is the iteration matrix. 
Defining the error as follows: 
en =y- yn (2.60) 
and assuming that the iterative scheme does not obtain the exact discrete solution, 
successive error vectors are given by: 
en = Sne° (2.61) 
Where e° is the initial error. en can then be expanded on the basis of the k 
eigenvectors Wk of S: 
nn 
en = ekwk =Ye 
(Ak)nwk 
k=1 k=l 
(2.62) 
where )'k are the n eigenvalues of S. This equation show that the 7th mode of the 
error vector is reduced by a factor of Ak at each iteration. Hence is damped very 
slowly, when Ak is close to unity. Moreover, Equation (2.62) also shows, that after 
a few iterations, the error is proportional to the largest eingenvector of the system. 
If we introduce the vector norm and the associated matrix norm on Equation 
(2.61) we get the following relationship: 
Ilenll Jisllnfle° ` (2.63) 
Between the initial error and the error after n iterations. The convergence condition 
that after M iterations the norm of the error is reduced by a factor of 10-d is 
approximately satisfied if: 
[P(S)IM G 10-d (2.64) 
where p(S), is the spectral radius of the matrix S, defined as: 
A(S) = max IAi(S) (2.65) i 
p(S) is called the convergence factor and - loglo(p(S)) is called the convergence 
rate. 
So the iterative method will converge if and only if p(S) < 1. However, the 
convergence can be very slow if p(S) tends to 1. 
Equation (2.62) explains the smoothing property, that many iterative schemes 
possess. Basically the property consist of eliminating the oscillatory components of 
the error and leaving the smooth ones. It is a serious limitation of these methods. 
However, it can be overcome and the remedy is one of the pathways to multigrid. 
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Q2h ; 
2h 
Qh ; 
Figure 2.4: Coarse grid SZ2' and fine grid SZ' 
2.5.3 Two-level Algorithm 
In Section 2.5.2 we saw that many standard iterative methods possess the smooth- 
ing property. This property makes these methods very effective at eliminating 
the high-frequency or oscillatory components of the error, while leaving the low- 
frequency or smooth components relatively unchanged. Hence, the immediate issue 
is whether these methods can be adapted in some way to make them effective on 
all error components. The so-called two-level scheme algorithm gives the answer. 
It involves two grids, a coarse grid 2h with grid spacing 2h and a fine grid Qh with 
grid spacing h (see Figure 2.4). The basic idea of this algorithm can be outlined 
as follows. Assume that a particular relaxation scheme has been applied on the 
fine grid h, until only smooth error components remain. We now ask what these 
smooth components look like on a coarser grid. Figure 2.5 shows the answer. 
A smooth wave with k=4 on grid S1h with N= 12, as the number of grid points, 
has been projected directly to the grid SZ2h with 6 grid points. It can be seen that 
a smooth wave on 1 look more oscillatory on SZ2h . 
To be more precise, note that 
the grid points of the coarse grid Q2h are t he even-numbered grid points of the fine 
grid 5Zh. Consider the kth mode of the fine grid evaluated at the even-numbered 
grid points. If 1<k< N12, its components can be written as 
wk 21 = sin (2jk7r/N) = sin (jk7r/(N/2)) = w2h ,1<k< 
N/2. (2.66) 
This equation says that the kth mode on SZh becomes the kth mode on f 2l, which 
means that in passing from the fine grid to the coarse grid, a mode becomes more 
oscillatory. This suggests that when relaxation begins to stall, signalling the pre- 
dominance of smooth error modes, it is advisable to move to a coarser grid, on 
which those smooth error modes appear more oscillatory and relaxation will be 
more effective. Given this important assessment, we are going to present some 
necessary definitions to the detailed description of multigrid. 
The solution of the problem 
Ahuh y fh (2.67 
is sought on the grid S2' where h is the meshsize. (2.67) can be solved by the 
iterative procedure defined by 
ýh hýh Qhf h lln+l =P Lln + (2.68) 
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2 
Qh :k=4 wave on N= 12 grid 
c2h : Iý =4 wave on N=6 grid 
Figure 2.5: Wave projections on grid h and grid 2h 
Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 29 
where Ph and Qh are two matrices and ah ö is an initial approximation of uh. In 
the context of multigrid method, the iterative procedure is known as the relaxation 
step. Alternatively, the relaxation procedure is referred to as the smoother, since 
its main aim is to remove the high frequency components of the error: 
eh = uh - üh. (2.69) 
The first stage of a multigrid cycle is to perform some preliminary iterations 
on the coarse grid to obtain an improved initial guess. Hence, perform Vi relax- 
ation sweeps on the initial estimate üö to obtain an improved approximation ü. 1/1 Convergence can be greatly accelerated by considering the residual equation: 
Aheh = rh (2.70) 
where the residual rh is defined by: 
rh=fh-Aü'. {2.71) 
An approximation of e' is sought on the coarse grid in order to quickly correct the 
fine grid approximation. This approach makes sense only if rh is smooth so that it 
can be accurately represented on the coarse grid. If so the restriction stage takes 
place replacing the problem defined by Equation (2.70) by the coarse grid problem: 
A2he2h = r2h (2.72) 
In order to completely define this coarse grid problem, we have to transfer the 
fine grid residual to the coarse grid and establish the coarse grid operator A2h. To 
transfer the fine grid residual r' to the coarse grid we use a restriction operator 
Ihh, so that 
r2h = I2hrh h (2.73) 
Simple restriction procedures are sufficient to give good results. Two common 
choices are the injection operator and the full weighting operator, which can be 
defined by: 
h=rh 1<i<(N`2-1) r2 I 2i, 
and 
r2h = r2z-i + r21 + r2i+1), 1-i< (N/2 - 1) 4 
The coarse grid operator A2h is defined by: 
A2h 
- 
Th (2.74) 
where J is the full weighting restriction operator mentioned above, and Ih is the 
prolongation operator used to transfer the correction to the fine grid (see below). 
Once an estimate e- 2h for e2h in Equation (2.72) is available, it is transferred back 
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to the coarse grid. This is the process of prolongation. The approximation ah is 
updated by applying the rule: 
üh {-- üh + I2he2h X2.15) 
where I2h is an interpolation operator used to transfer the coarse grid correction to 
the fine grid: 
uh _ Ih ugh 2h 
In a one-dimensional case, a common choice for this interpolation operator is defined 
by: 
U23' = 2týj' 10<j< (N/2 - 1) (2.76) 
Uh =2 (u3 + u3+1), 0< J< (N/2 - 1) 
The vector I2he2h may contain errors due to the interpolation procedure. However 
these errors are local and therefore mainly consist of high frequency modes which 
can be efficiently removed by the v2 relaxation sweeps that are performed on the 
fine grid. The procedure outlined above can be repeated until the error is deemed 
to be sufficiently small, or in practice, the residual be less than a given tolerance. 
The different steps of the two-level algorithm can be summarised as follows: 
1. Relax on SZ2h v times using, for example, the weighted Jacobi 
method. 
f 2. Restrict on Q"' using the full-weighting operator so that: 2h 
I2h(fh 
- 
Ahüh ) 
3. Solve exactly the coarse grid problem: A2hü2h = f2h 
4. Correct the approximation of is on S2h: Llh ý_ llh + I2hÜ2h. 
2.5.4 Multigrid Cycling Strategies 
Until this point, the coarse grid problem has been defined. Obviously the coarse 
grid problem does not differ qualitatively from the fine grid problem, and (for 
instance) using an even coarser grid with grid spacing double the initial coarsest 
grid could solve it. This recursive application of the two-level algorithm gives 
rise to proper multigrid algorithms. The definition of multigrid cycle (or multigrid 
schedule) specifies the order in which the grids are visited. If the order in which the 
grids are visited is fixed in advance, we have a fixed cycle (or schedule). Otherwise, 
if that visiting order depends on intermediate computational results, we have an 
adaptive cycle (or schedule). 
One of the fixed cycles often used is a V-cycle(see Figure 2.6). In a V-cycle 
the two-level algorithm is applied once in order to solve the coarse grid problem. 
The cost of the algorithm is very dependent on the amount of relaxation sweeps 
vl + 1"2 performed at each visit of a grid. Sufficient relaxation should take place to 
eliminate high frequencies of the error but too many relaxation sweeps, particularly 
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level 4 
level 3 
level 2 
level 1 
Figure 2.6: Four level multigrid V-Cycle (level 1 coarsest grid) 
relaxing the already smooth error vector, may not accelerate converge and greatly 
penalise the performance. The number of relaxation sweeps to choose is problem 
dependent, but in practice values in the order of two work well. 
A W-cycle is another fixed cycle (see Figure 2.7). It consists of applying twice 
the two-level algorithm in order to solve the coarse grid problem. Naturally a W- 
cycle costs more than a V-cycle but the coarse grid correction is of better quality so 
that fewer cycles are required to solve a problem. Moreover, W-cycles are usually 
more robust than V-cycles for non-linear problems. 
An F-cycle (see Figure 2.8) is another possible choice for a fixed cycle multigrid 
algorithm. It is quite similar to the W-cycle in the sense that the coarse grid com- 
putations are repeated in order to improve the quality of the coarse grid correction. 
However, it is less costly than the W-cycle. 
A variant of the V-cycle is the sawtooth cycle[47](see Figure 2.9). In this cycle 
the smoothing before coarse grid correction (pre-smoothing) is deleted. 
V-cycles and F-cycles are optimal iterative methods in the sense that [58] the 
computational work required to achieve a fixed accuracy is proportional to the 
number of discrete unknowns. 
Another possible approach to accelerating the converge of iterative methods is 
based on the concept of nested iteration, which combined with multigrid methods 
leads to the Full Multigrid Method (FMG)(see, for instance [58], and [48] for a Full 
Multigrid V-cycle). A Full Multigrid Method (FMG) (see Figure 2.10) achieves 
the discretization accuracy for an amount of computational work, which is still 
proportional to the number of discrete unknowns, if the order of the accuracy of 
the grid transfers is sufficiently high. The key idea is to solve the coarse grid 
32 Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 
level 4 
level 3 
level 2 
level 1 
Figure 2.7: Four level multigrid W-Cycle (level 1 coarsest grid) 
level 4 
level 3 
level 2 
level 1 
Figure 2.8: Four level multigrid F-Cycle (level 1 coarsest grid) 
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level 4 
level 3 
level 2 
level 1 
Figure 2.9: Four level multigrid sawtooth-Cycle (level 1 coarsest grid) 
problem as accurately as possible before the prolongation to the fine grid takes 
place. Basically an FMG method starts on the coarsest grid and works itself up to 
the finest level by repeated application of prolongations and multigrid iterations. 
An example of an adaptive cycling strategy, is the following. Suppose we do not 
carry out a fixed number of multigrid iterations on grid h, but wish to continue to 
carry out multigrid interactions, until the problem on grid h is solved to within a 
specified accuracy. Let the accuracy requirement be 
I{Lh(uh) - fh'`I C Eh = ShIIL2h(U2h) _ f2h11 (2.77) 
with SE (0,1) a parameter. At first sight, a more natural definition of Ch would 
seem to be Eh = ShHjfhjj. Since fh does not, however, go to zero on convergence, this 
would lead to skipping of coarse grid correction when u 2h approaches convergence. 
2.5.5 Full Approximation Storage Scheme 
The Full Approximation Storage Scheme (FAS) variant of multigrid methods is 
especially designed to solve non-linear problems by extending the correction scheme 
presented in Section 2.5.3. 
Given a sequence of grids cif with l=1, ..., 
k, the solution uk to the non-linear 
system of algebraic equations: 
, 
Ck(Uk) = f/c (2.78) 
is sought on the finest grid Q'. 
In FAS, given an approximation ün of the solution, we compute a correction 
bük to give the next approximation of the solution: 
ü +1 = Un + (flk 
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level 4 
level 3 
level 2 
level 1 
Figure 2.10: Multigrid FMG algorithm 
The correction, which is assumed to contain only low frequency modes of the error 
is then computed on the next coarser grid SZ'-1. This coarse grid correction is then 
interpolated back to the fine grid using a prolongation operator Ik_1. 
The following problem is therefore posed on the immediately coarser grid k -1: 
f k-1 
with 
(2.79) 
fk-I = Ik-l(fk - £k(uk)) +. Ck-1(Ik-1(uk)) (2.80) 
Equation (2.80) is obtained by writing a fine grid equation for the correction SÜk 
to the current approximation ük, and transferring it to the coarser grid SZ k-1 (see 
above). After Equation (2.79) has been solved, a coarse grid correction defined as: 
8ük-1 = ük-1 I, -lýuk) (2.81) 
is computed and transferred back to the fine grid using the transfer operator I. 
So far a two grid algorithm has been described. It is obvious that Equation (2.79) 
can itself be solved more efficiently using the next coarser grid SZk-2. Some of the 
cycling strategies discussed in the previous section could also be implemented. 
One fundamental difference between the Correction Scheme 2.5.3 and the Full 
Approximation Storage scheme, is that in the FAS scheme we need to restrict both 
the residual and the approximation of the fine grid solution to the coarse grid, while 
in the Correction Scheme only the fine grid residuals need to be interpolated. 
The restriction operators in the FAS scheme are not necessarily identical. Let 
Ik-1 be the operator working on the solution, and Ik+l the residual operator. Hence 
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in its general form, the coarse grid correction procedure for FAS can be establish 
by: 
ýk-1 rük-11 = fk~1 - Ik-1, (fk - 
£k(ük)) + £k-1(^1k -lük' (2.82) 
and 
Uk = Uk + 
Ik-1(Uk-1 
_ 
Ik-iuk) (2.83) 
The coarse grid problem represented by Equations (2.82) and (2.83) is consistent: 
as the fine grid residual fk -, Ck(ük) tends to zero, fk-1 tends to , Ck-1(Ik-lük), the 
coarse grid solution ük-1 tends to Ik-1(ük-') and finally, the coarse grid correction 
tends to zero. 
It is often claimed[ll] that FAS schemes are directly applicable to non-linear 
problems and that global linearisations are not only unnecessary but also harmful 
to its efficiency. This issue takes us to the derivation the formulas for FAS. For a 
non-linear problem the residual equation written on the fine grid is: 
, 
£k(uk) 
- 
Lk(ük) fk 
- 
Lk(ük) = rk (2.84) 
A correction Suk is sought such that ük + 5uß rlý uk, therefore the fine grid equation 
for the correction is: 
, 
Ck(ük + Suk) - . 
Ck(llk) = fk - , 
Ck(ük) = rk (2.85 
This equation is then transferred to the coarse grid k-1 and so Ck, ük and rv are 
replaced by ý k- 1, I -illk and 1 -1 j. k respectively. Establishing 
uk-1 _ 
Ik-lllk + Su k-1 (2.86) 
the FAS scheme is then obtained. 
For linear problems FAS and CS are exactly equivalent. However, when £ is 
non-linear, the discrete operators , 
C'-' and C' are not known. So as the relaxation 
proceeds good approximations are obtained, but it remains that the coarse grid 
correction may not constitute a very good fine grid correction, if the problem in- 
hand is strongly non-linear. 
Another important point is that FAS scheme provides an estimate of the trun- 
as: cation error of the algorithm. Introducing the defect Tk -1 
T 
k-1 _ Ck-l(Ik-luk) ^ 
Ik-1(rkuk). (2.87) 
If the restriction operator Ik-l is linear, the FAS correction scheme can be 
rewritten in terms of the defect as: 
£k-lflk-1 = 1k-1 ? 
k-1 +k (2.88) 
where fk-1 = Ik-l fk 
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Tk -1 can also be interpreted as an approximation of the truncation error on the 
grid k-1 where k is the finest grid available. 
The truncation error on the grid k-1 can be defined as: 
7k-1 = £k-l (ük-i) - £(u) (2.89) 
So, if the computational error fk -r(ük) is small enough so that it can be neglected 
compared with other errors, then using Equation (2.80), we get: 
ýk-1 ruk-11 : , 
Ck-1 (jk-lllk) (2.90) 
On the grid k-1, we can get the following approximation: 
[, C(u)j-I N Ik -I(L ük). (2.91) k 
This is not applicable to coarser grids k with 1<k<k-1 because the solution 
ük+1 converges to a corrected version of the original differential equation. For 
the purpose of approximating the truncation error of the grid k-1, the difference 
between ü' and u is neglected, together with the difference between the non-discrete 
operator C and its discretisation C' on the grid k. So, 
Tk-1 Tk-1 (2.92 k 
and the defect can be interpreted as an approximation of the truncation error on 
the gridk - l. 
2.6 Adaptivity 
Recently, several new approaches in computational fluid dynamics have been de- 
veloped which have the potential of significantly increasing the capabilities of mod- 
elling complex flow phenomena and of treating difficult problems in fluid-structure 
interaction. These new approaches are based on the notions of adaptive meth- 
ods and smart algorithms. They use instantaneous measures of the quality and 
other features of the numerical flowfield as a basis for making changes in the struc- 
ture of the computational grid and of algorithms designed to function on the grid. 
So, adaptive methods represent an adaptive-control, indeed an optimal-control ap- 
proach to computational fluid dynamics in which the entire structure of the nu- 
merical approximation is dynamically changed to meet certain control objectives. 
To systematically adapt a grid to the boundary of a body moving through a flow 
field or to alter grid size, to keep the approximation error within preset bounds, 
are examples of such methodology. 
The philosophy of such techniques is thus to optimise the computational process 
by using a computational model with a distribution of gridpoints and mesh sizes 
to produce results of a given quality for the least number of unknowns and at 
the same time, to satisfy kinematic constraints and boundary conditions associated 
with moving boundaries, perhaps those of a body moving in the fluid itself. Inherent 
in such strategies is the use of automatic mesh refinement. 
These methodologies can be distinguished as follows[59]: 
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r- methods The redistribution of gridpoints to reduce error or to satisfy kine- 
matical constraints. These approaches include traditional mesh optimisation 
schemes in which gridpoints migrate in a mesh to equidistribute error. 
h- methods The mesh size h is an optimisation parameter and is reduced or in- 
creased to meet error controls or to aid in the satisfaction of kinematic require- 
ments. These methods include adaptive h- refinement /coarsening techniques 
and mesh embedding techniques. 
p- methods The spectral order p of the numerical approximation over each gridcell 
is a parameter that can be increased or decreased to meet various criteria. 
combined methods Combinations of the parameters r, h, and p are simultane- 
ously adjusted to control the numerical process. 
Although the data structures and complexity of these types of methods are 
very high, the net result is often excellent. In general, the problem size required 
(number of unknowns) to achieve a given accuracy is many times less than that of 
conventional computational methods. 
The topic of adaptive techniques for the solution of partial differential equations 
is an area about which a vast amount of literature is available. See for instance 
references[39,6'0,61]. For a basic description on unstructured mesh generation 
and adaptivity see[62]. Reference [63] gives an h- adaptive finite element code for 
solving coupled Navier-Stokes and energy equations on the thermally driven cavity 
problem. Another recent paper[64], provide a brief survey of error estimation and its 
application to adaptive solution of complex flows. An application of the Multilevel 
Adaptive Technique suggested by Brandt[45,11] on an adaptive parallel multigrid 
method to solve the two-dimensional Navier-Stokes equations can be found in[65]. 
An application of an adaptive finite element algorithm for turbulent flows can be 
found in[66]. 
In transient simulations, space adaptation will sometimes be complemented by 
local time stepping where different time steps are taken at different locations on the 
grid. Normally this is implemented either on physical grounds, if there are regions 
where the solution varies faster in time than in others, or on numerical grounds to 
ensure the stability of the integration schemes (see references[67,68]). 
The transient Pamg codes used during this project, support space adaptiv- 
ity. They are prepared to respond to the important issues that automatic and 
dynamic gridding raises. One of the issues is how the transfer mechanism on the 
grids interface affect the accuracy of the scheme. Reference[12] shows that for 
incompressible Navier-Stokes flows it is very important that the fluxes should be 
conserved across grid interfaces. It is also important that grid refinement should 
occur only in regions where the solution varies relatively slowly, so that the in- 
terpolations performed at grid boundaries do not affect overall accuracy. Another 
issue is the complexity of the data structures to implement adaptation efficiently. 
In order to get the maximum benefit of adaptation it is important to minimise the 
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associated overheads (grid management, solution transfers and error estimations). 
In Paing and Paing-multiphase the code complexity was reduced by considering 
structured grids decomposed in quadrants, which are self-similar under refinement. 
Although transient Pamg codes support space adaptivity this technique has not 
been used in the test cases studied in this project. It was not in the scope of the 
present thesis. 
2.7 Conclusions 
In this chapter, some mathematical models for multi-phase flows have been re- 
viewed. Particular attention has been taken to the multi-fluid equations for a two- 
phase flow. The homogeneous and drift-flux models have been outlined. Segregated 
and coupled solvers for the Navier-Stokes equations have been discussed. 
Numerical methods for solving partial differential equations have been reviewed 
and illustrated. Particular emphasise has been taken to the stability limits and 
truncation error. 
After a historically introduction to multigrid methods, the basic concepts and 
definitions have been summarised. These include the two-level scheme and the FAS 
method. Possible cycling strategies, fixed or adaptive, have been discussed. 
Finally a review of the known concepts of adaptivity, has been outlined. Benefits 
of these types of methods have been discussed. Several examples of the adaptive 
techniques for the solution of partial differential equations have been outlined. 
The main objective of this thesis is twofold. First of all to design an efficient 
and robust algorithm for the simulation of transient multi-phase flows. This has 
been done starting from the steady Pamg and Pamg multiphase solvers. The im- 
plementation used relies on an implicit method. This scheme has the advantage of 
letting the choice of the time step and grid size being more flexible. The variant 
of multigrid implemented is the FAS method. It has two important features. One 
is that it is directly applicable to non-linear problems. The other feature is that it 
provides estimates for the truncation error of the discretization, which can be used 
for the automatic grid refinement. 
The second objective of this thesis is to define a new concept of adaptivity, the 
D-adaptivity and to implement this new concept in a new solver for the simulation 
of transient multi-phase flows. This is particularly important when in the presence 
of complex geometries that can be divided in several regions where the simulation 
can be treated with different mathematical models. The D-adaptive solver relies 
on the coupling between a one-dimensional solver with a two-dimensional one. 
However, additional treatment has to be addressed when changing from one region 
to another. Although the D-adaptive solver has been designed for two specific 
solvers, its main features can be generalised to other solvers. 
Chapter 3 
Transient PAMG. Governing 
Equations and Discretization 
3.1 Introduction 
The physical principle that mass and momentum are conserved during the motion 
of incompressible fluid flow is the basis for the governing equations, which have 
been subject of study during this project. These are partial differential equations 
in an Eulerian framework. 
Discretization is the process by which a correspondence between the continuous 
solutions of the partial differential equations and the discrete algebraic equations 
solved by numerical codes is established. It is therefore the first stage of the sim- 
ulation of a physical phenomenon. Finite difference analysis and finite element 
analysis, for instance, are means of replacing the continuous problem by a discrete 
one whose solution is close to the solution of the original problem. So it provides 
an infrastructure for supporting the resolution of the discrete problem. Naturally a 
good discretization should minimize the truncation error (see Section 2.4.2) intro- 
duced by representing the continuous problem on a discrete grid. By other words 
it should be accurate. However, it is also relevant that the resulting algebraic 
equations be solved quickly and in a reliably way. Furthermore, properties such 
monoticity are very useful during the solution process because they permit to re- 
duce the computational cost of the algorithm implemented. Hence, the solver can 
satisfy the efficiency property defined in Chapter 1. 
In this chapter we present the discretization used for solving the governing 
equations by the two solvers transient Pamg Single-phase and transient Pamg 
Multi-phase formulated, in an Eulerian framework, in terms of partial differential 
equations. Discrete difference equations are obtained by applying the finite volume 
method to the governing partial differential equations. The discretization is per- 
formed, for both single-phase and multi-phase flows, on staggered grids which are 
well suited to the computation of incompressible flows. The hybrid scheme (see, 
for instance[69,70]) is used to derive discrete equations, which can be accurate up 
to order 2 without generating non-physical oscillations. Both the staggered grids 
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and hybrid schemes are design choices, which are key factors for the robustness and 
efficiency of the solution algorithms used in the transient Pamg Single-phase 
and transient Pamg Multi-phase. 
3.2 Discretization of the Transient Navier-Stokes 
Equations for an Incompressible Fluid 
3.2.1 Governing Equations 
The two-dimensional transient flow of an incompressible viscous Newtonian fluid is 
governed by the following form of the Navier-Stokes Equations (see for instance[2]). 
" Conservation of mass 
au av 
äxä !o (3.1) y 
" Conservation of horizontal momentum 
au au2 auv ap + v(au2 
au2 (3.2) at + ax + ay ax axe + aye 
" Conservation of vertical momentum 
at ax ay ay axe aye 
These governing equations are discretized on a staggered grid(see Figure 3.1), 
where the velocities are defined at the edges of cells and the pressure at the centre. 
A finite volume approach is followed and a hybrid discretization scheme is used. 
Equations (3.1), (3.2) and (3.3) can be rearranged separating the terms in t 
giving the following set of equations: 
au 
+ 
av 
(3.4) äx ä y 
au au2 auv Op 
+ vt 
au2 au2 
ax axe 
+ 
aye, 
(3.5) 
at ax - ay - 
av auv 
_ 
av2 
_ 
ap 
+ v( 
av2 
+ 
av2) 
(3.6) 
at ax ay äy axe aye 
We are going to introduce some definitions. Let Ln be the non-linear operator 
representative of the right hand side of the Equations (3.4), (3.5) and (3.6), at a 
time step n. 
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Figure 3.1: Staggered grid used for the discretization of the Navier-Stokes equations 
Let Un be the vector of components 
(2bi 
112, j, U 1/2 j) vi j_172, v. 112, p2 j) cor- 
responding to the horizontal velocities, vertical velocities and pressure values on a 
cell ýi, j) at time step n. 
Un the vector of components 
(uz-112, 
j) u 1,2, j? in -1ý2' 
vi, j+112, pi, j) correspond- 
ing to approximations of the horizontal and vertical velocities and pressure on cell 
(i, j) at time step n. 
Hence, Equations (3.4), (3.5) and (3.6) can be approximated using the 0 method 
(see Section 2.4.4) giving: 
Un+l - Un - OLn+1(Un+1) + (1 - O)Ln(Un) (3.7) At 
for the time steps n and n+1. 
However, the Ln operator for the time step n+1 is exactly the operator used 
in the steady single-phase solver Parng. The discretization equations for the steady 
Navier-Stokes equations for an incompressible fluid, discretized on a staggered grid 
by the finite volume method using hybrid schemes, as implemented in Pamg solver 
(see [12]) are: 
" Continuity equation 
ui+1/2,3 - Ui-I/2, ä + Vi, 3+l/2Q Vij-1/2 =03.8 
" Horizontal momentum equation 
ý3.9) ACu2-F1/2,3 
-= 
AEUi+3/2, 
j+ . 
ANUi+I/2, 
'+I+ 
AW ui-1/2,3 
u1 +A Ua+1/2,3-1 - Ax 
(Pi 
i 1, i pi,. - 
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" Vertical momentum equation 
ACUzj+1/2 = AEVz+1.7 +1/2 
+ ANvz, j +3/2 
+ AWVi-1, J+1/2 
(3.10 
v1 +Asvi, j-112 - Ay 
Cpi, j+l - pi, j 
with the coefficients defined by 
Ac =A' +A'+ A' +A' ( 3.11) 
max (I C 1, Dn)-C7 (3.12) 
As = max (I Cs 1, DS) + Cs (3.13) 
AE = max %`e De) - C'e 3.14) 
A'w = max(I 
C I, D') +C (3.15) 
The Convection coefficients for the horizontal momentum equation are 
u_l 1 3.16 cn 4Qy Vi+l, j+1/2 
+ vz, j+1/2) I 
cu 
=1 40y 
(2Ji+l, 
j -112 
+v 
, 
j_172) 
(3.17 
u_1 ce 
40x 
(Ui+3/2, 
j + ui+1/2,. 7) 
ý3.1g1 
CU 
-1 
(ui+1/2, 
j + ui-1/2,3) 
ý3J9) 
40x 
and the Diffusion coefficients for the same equation defined by 
Du = Ds =v (3.20) AY 2 
(3.21) De = D' _ 1\X2 
Similarly, for the vertical momentum equation we have 
A'c = Av+Av+AE+A ,, 
(3.22) 
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AN =max (ICn 1, Dn) -Cn (3.23) 
AS = max(( Cs 1, DS) + Cs (3.24) 
AE= max 
(I Cc 
1, 
D') Ce (3.255) 
A'w=max (IC' 1, D )+C (3.26) 
Cn 
- 4Ay 
(V',? 
+3/2 + Vz,? +112) 
(3.27) 
Cs =1 40y 
(v1, j+112 + vzj_172) (3.28) 
ce 
40x 
(uz+112,7-x-1 + uz-E-1/2, j) (3.29 
1( Cwý' 
ý 4L1 x 
luz-1/2,. 7+1 
+ ui-1/2, j) (3.30) 
Dv =Ds=A 2 
(3.31) 
Y 
De = Dw = A1/X2 (3.32) 
Rearranging Equation (3.7) in order of Un+i and from Equations (3.8), (3.9), (3.10) 
for the two time steps n and n+1, we get the formulas for the horizontal and vertical 
momentum as 
un+l = un + Qt 
fej A11u (n+1)un+1 + Au(n+1)un+l 
1+1/2,3 i+1/2, j l `N i+1/2, j+1 S aý 1/2 j-1 
u (nß-1) n+1 u (n+1) n+1 u (n+1) n+1 +`qE ui+3/2, j 
+ AW ui-1/2, j 
AC ui+1/2, 
j 
n+l n+1 lu (n) n +(pij iii+1, j)/©x] + 
(1 
- 
O){AN ui+172, j+1 
n 
-As(n)u +1f2, ß-1 
+ `ýE(n)u +3/2, j+ AW(n)ui 
-Ac(n)u +1/2, j + (p2 j-p +1, j)/, fix]} (3.33) 
and 
2Jn+1 = 7In + Ot{8[Av 
(n+l)vn-{-1 + Av 
(n+l)vn+1 
z, j+112 z, 7+1/2 N z,, '+3/2 S z, j-1/2 
A' (n+ ) n+l v (n+l) n+l v (n+1) n+l ß`4E vi+l, j+1/2 + A'ý'ý' vi-1,. 7+1/2 - 
AC v2, j+1/2 
+(p j1p j+1)/ v] + (1- e)[AN(nývi j+3/2 
+As(n) v j-1/2 
+ 
`~ýE(n) ý1 
+1,1+1/2 + Aw(n)v 
1,1+112 
-Acv 
(n)vný+l/2 + (1ýý; -1ýý; +1)/0y]l (3.34) 
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In the case of the implicit scheme (0 1), we get the approximation formulas 
for horizontal and vertical momentum as: 
(1 u (n-}-1) nß-1 _nu 
(n+1) n+1 u (n+1) n±1 + OtAC )26i+1/2, 
j ! ui+l/2, j 
+ Ot[AN ui-f-1/2,3-1-1 + AS ui+l/2, j-1 
+Au 
(n+1) n+1 u (n-{-1) nß-1 ui+3/2, j 
+ AW ui-1/2, 
j 
+{pi 
1- p2}+11j)/ 
x13.35) 
v (n+1)n-ý1 _n[v 
(n+1) n+1 v (n+1) n+1 (1 + AtAc ývi, 
ý+1%2 = 
v, 
ý-i-1/2 
+ ALLAN 2J2, j+3/2 
+ AS vi, j-1/2 
+AE(n+1) v 
-ý11j~f 3/2 
+ AW (n+l)vi 
113+1/2 
] (3.36) +(pi, j 
1- 
vi 
3++l1)/Ay 
The discretization of the continuity equation is identical to the steady state case 
giving by the Equation (3.8). 
3.3 Discretization of the Multi-fluid Equations 
In Section 2.2.2 we presented a simplified version of the multi-fluid equations for 
incompressible fluids. In order to simplify the model, it is assumed that there is 
no transfer of mass between the phases. Momentum transfer is allowed and is 
modelled by simple algebraic source terms. Moreover, using the fact that the fluids 
are incompressible, the momentum equations can be divided by the density of the 
phase. Under these conditions, and for the simulation of M viscous incompressible 
fluid flows Equations (2.11) and (2.12) can be written as: 
M continuity equations of the form 
ara 
+ V. (raves) = 0. (3.37) at 
M momentum equations of the form 
(97'a" 
Ta)) = -ra 
pa 
1 
at 
Vpa 
+1 CaQ(V, Q - va) (3.38) 
pa i=1 
To close the system we need 
M constitutive relationships for the viscous stress 
Ta = va(Vva + (VVa)T) (3.39) 
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One closure relationship for the volume fraction 
45 
M 
Era =1 (3.40) 
a=1 
M-1 closure relationship for the pressures 
P1 P2 = ... = PM 
(3.41) 
The algebraic source terms: 
C ß(v, ß - va) (3.42) 
model the momentum transfers. They define the amount of momentum transferred 
to phase a by phase ß. In transient Pamg multi-phase the mixture model [21] 
is adopted for which the momentum transfer coefficients are given by: 
ý, 
aß = lýQa -dI 
Paßraro I Vß - Va 
if aß 
(3.43) 
0 otherwise 
The drag coefficient CD and the inter-facial length scale dap are assumed to be 
constants. p, ß, the mixture specific mass, is defined as: 
Paß = raPa + 7'ßPß (3.44) 
Equations (3.37) and (3.38) can be expressed in terms of the scalar unknowns 
ua, va.. ra and pa for each phase. 
Writting the continuity equation (3.37) in terms of the scalar variables is quite 
easyT. Simple vector calculus leads to the equation: 
Or, äraua 
at ax 
-{- 
Drava 
=0 
(9y 
(3.45) 
In the momentum equation (3.38) the product ravawa gives the following 
tensor: 
r,, u, ua r,, u, va 
Ta2Lava ravava 
Hence, we have 
( 
auoua)x 
(ruava), 
(rauava)x (ravava)y 
The diffusive term is therefore, 
Ta 
aUai aua 
ý'. (ý'ava[ý'va + (''va) ]) = ýa (Ta + Ta ) 
axi ax; (9X3 
= va 
2(i 
auax)x 
+ [ra(uay + vax)]y 
(3.46) 
( ýra(uax + uay)]x +( avay) y 
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In the case of a single-phase Newtonian flow, Equation (3.46) becomes: 
uaxx + uayy (3.47) 
vaxx + vayy 
for the single-phase a. 
This has been established by setting ra ^1 and from 
V. (VVa =a 
auai 
+ (VVa)T) (+ 
ýua3 
` (3.48) 
axe äxß axi 
a_uai 
+ 
a2ua? 
axiaxj axiaxi 
32 
_ 
Ucei 
axe axe 
after using the continuity equation to obtain 
02uaa' 
0 (3.49) 
For multi-phase flows where: 
o. (ra[oVa + (VVa)T ]) `_ 
a [ra(auai + aua, )l (3.50) Vxj axe (9xi 
So the corresponding simplification would be: 
0 
(raöU i)=0. (3.51) 
Sxaj 3xai 
This equation is not satisfied in general. In fact, after making use of the continuity 
equation: 
arc, uai 0. (3.52) a axai 
we have 
V (ra 
aj)=-a 
(ua? 
ai9ra / 
(3.53) 
19xa j 
axai axaj 
vxati 
So the term a 
ýra 
aua 
- 
(9xaj DXai 
is equal to the divergence of the second order tensor 
ua __ j_ 
uarax varay ( 
'ai 
, 
uarQ, varc y 
ý 
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which represents the variation of momentum due to the spatial variation of the 
volume fraction. 
If the volume fractions are constant in space this tensor is identically zero. In 
this case, 17. (raT) is proportional to: 
uaxx + uayy 
vaxx + vayy 
So, in the scalar variables ua, va, ra and pa we have the multi-fluid differential 
equations for phase a as: 
Or, 
+ 
araua 
+ 
arava 
at ax ay 
(3.54) 
örava 0rauaua örauava a(ra aua) a(ra a a) a(ra ava ) 
at 
+ 
ax + ay - va[2 aax- ay 
y+ 
ay 
x] (3.55) 
r 
-P ax 
+ Caß((UQ - ua) 
a 
arava 
+ 
arauava 
+ 
aravava 
-U2 
a(ra 
`fix) + 
a(ra 
ay) 
+ 
a- 
ay 
(ra u) 
(3-56) 
at ax ay a ax ay ay 
- 
ra Op., 
+ Caß (vß - va 
Pa ay 
The method used for the discretization of the multi-fluid equations can be con- 
sidered as an extension of the Navier-Stokes discretization. The staggered grid 
used for multi-phase flows (see Figure 3.2) is very similar tho that one (see Figure 
3.1) used for single-phase flows. The only difference concerns the volume fractions, 
which like the pressure are cell-centred quantities. So interpolation of volume frac- 
tions are necessary for the formulation of the discrete multi-phase continuity equa- 
tions. Moreover the coefficients C2 and DZ need to be modified to take into account 
the volume fractions. 
The governing equations for multi-phase flows of viscous incompressible fluids 
within the steady multi-fluid model are[10]: 
re ui+1j2,7 - rwui-1/2, i 
+ 
rnyi, ý+ 1/2 -r yi, j-1/2 
Ax Ay -0 
(3.57) 
ACUi+1/2,3 = AEUz+3I2, ß + AIVU2+1/2, j+i + A, yuz-i/2, ß -f" Asui+112,3-1 (3.58) 
rU 
+(Vn Vs) 
pc 
(Pi+', j - pi, j«) 
4[CßJc([ußJi+1/2, 
j - 
[ua]z+l/2, 
ß) 
P 
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Dy 
LAX 
Figure 3.2: Staggered grid used for the discretization of the multi-fluid equations 
ACvi, 
7 11/2 = 
AEVi+1 
ß. 
7-F1/2 + 
ANVi, 
7+3/2 + 
AyVvi-1, 
x; -1/2 
+ AS vi 3_112 
(3.59) 
rv 
l +(Ue - Uw) -Q 
(P. J+1 - ýi, 31 
1 
[Caß]Ci[vQ]2, 
j+112 - 
[va]j, 
ý+1/2) 
P 
with the coefficients defined by 
Ac = AN+A' +A' +A' (3.60) 
Au =max(IC 1, Du) - 
Cn {3.61) 
AS = max (I CS 1, DS) +C (3.62) 
A= max (I Ce Ii De) Cu (3.63) 
Aw = max( 
C? I, D ) +C (3.64) 
1 
ý%n = 4Qy 
(vi+l, j+1/2 + vi>3 . +1/2)rn (3.65) 
cu -41 (vz+1, j-1/2 + vi,. 7_1 /2)rs (3.66) 
ce 
4, z 
(uZ+3/2,3 + uz+1/2,3')re (3.67 
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u_1u (3.68) CW 
40x 
(ui+1/2,3 + Ui-112,3 )rw 
Du _" ru 
(3.69) 
n Qy2 n 
Du =v ru 
(3.70) 
Qy2 
Du = 
2v 
ru 
(3.71) 
e Qx2 e 
Du 
2v 
u (3.72) 
w- Qx2w 
) vn 
0x0 vrn(v2+1, ý+112 - Vi, ý+1/2) 
3.73 
Iu (3.74) 
vs 
Lýxlyvrs 
(vz 
i l, j-lI2 V2, ý-112) 
Caß] c= 
CD 
({ý'a]CAa + [rß]CA, ý)[ra]C[ra]C 
I [uß]i 
1/2, j - Lua]i+ 1/2, j I 
(3.75) 
daß 
Ac = AN+As+A'+Aw (3.76) 
Av=max (ICn f, Dn) - C(3.77) 
AS=max(ICs 1, DS)+Cs (3.78) 
AE = max 
(I C d, De) 
-C (3.79) 
Ayj, = max (I C. w 1, Dw) + Cw 
(3.80) 
vlv (3.81) 
1 ýn = 
4Qy 
(vz, 
j+3C2 + vz, j+1 /2/fin 
1 cs 
- 4© 
(V 
, x+1/2 
+ vi, j-112)rs 
(3.82 
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_1 ce 40x 
(ui+112, +1 + uz+1I2,, ')re (3.83) 
_I CV 41 
(ui-1/2, jß-1 + ui-1/2, j)rw (3.84 
, Ax 
Dn =A 
y2 
rn (3.85) 
DS = 
212 
rs (3.86) Dy 
De 
r Qx2 
ýe (3.87) 
Dw =v rV Axt w (3.88) 
Ue 
=O1 
I 
vre (u2+1/2,. 7-1 - uiý-1/2, j) (3.89) y 
Uý' 
©x0 y 
vru'(ui-1/2, j+i - ui-1/2, x) (3.90) 
Icceol 
c= 
CD 
([r, ]cv + [rß]v po)[ra]C[rß] dad cCI 
{vß]i, 
j+1/2 - 
[vaJi, 
3+1/2 
3.91) 
re = 1/2[(l - s9'n(2G2+1/2, ý))rz+l, ý + (sgn(ui+1/2, j - 1))r1, j] (3.92) 
rw = 1/2[(1- s9n'(ui-1/2, j))ri,, + 
(sgn'(ui-1%2, 
j 3.93) 
rn = 1/2[(l - s9n(vi, + (Sgn(vi, j+1/2 l))ri, j] (3.94 
rs sgn(vi, j-1/2))rz, j + (sgn(vi, j_112 - 1))rT, j_1} (3.95) 
u re = r, +i, j (3.96 
rw rý, J (3.97) 
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7n = 1> 4(ri, j + ri+1,3 + ri+1,, +1 + rz, j+lý 3.98) 
rs = 1%4(r2, ß + ri+l, j + ri+1,. 71 + rZ, j_1) (3.99) 
re = 1/4(rz, j + rz+1,. 7 
+ rz+l,? +1 + r2, ß+1) 
(3.100 
rv = l/4(ri, j + rj, j+l + r2-1, j+1 + r2-j (3.101} 
rn = ri, ji.. l (3.102) 
rs = ri, 3 (3.103 
rc = 
1(ri,, 
+ rz+l, J-) 
(3.104) 
2 
rv = 
1(r2,3 
+ ri, 3+1) (3.105) 2 
The new time dependent treatment has been done by an implicit method, equiv- 
alent to that one implemented in the transient Singe-phase solver. Hence, the 
discretization equations for the multi-phase incompressible fluid flow are: 
" Continuity equation 
reuii-1/2, j - Twui-1%2,. 2 + 
ýnVi, 3-F1/2 - _syi, j-1/2 
=O (3.106) 
Ax 0y 
" Horizontal momentum equation 
u (nß-1} n-F1 nu (n+1)n+1 u (n+1)n+1 ýl 
-ý- 
OtAc ýui-f-1/2, 
j = ua F112,9 
+ At{AN 2li +1/2,3f 1+ 
AS ui+l/2, j-1 
u (n+1)n-h1 u (n+1)n+1 ý`ýE ui-ý3/2, j 
+ `ýW u1/2,, ' 
+(V (n+1} - Vs( 1)) + rG 
(n+l) 
lpi, 
+1 `p +1, ýýI(ýOx 
p 
llý 
+l rrap(n+1)JiC([u, n+lli+1/2, ý - 
[uan+1Ji+1/2,? )J 
(3.107) 
" Vertical momentum equation 
A' (n+1ý n+1 _nv 
(ný-1)n-{-1 v (n--1)n-}-1 ýl At fýc )vi,. 
7+1/2 
= vi, 1+1/2 
+t( 
[AN 
vi,. 1ý-3/2 
+ AS vi, j-1/2 
A' (n+1) n+1 v (n+1)n-N +`ýE vi-i-1,. 
7-I-3/2 
+ `ý`WW 2Ji-1,9+1/2 
+(U(n +1) _ 
U(n 11)/ + ý, C(n+l)(pi, j 
1 
Pi, n+l , +i)/PAY 
Irv 
(n+l )r n+l n+1 +Plcao ýva ji, 
ý+1/2)1 1 
(3.108) 
where the coefficients are given by the expressions above, for the steady state 
incompressible multi-phase case. 
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3.4 Conclusions 
In this Chapter, we have defined the governing equations solved by the two solvers 
transient Pamg Single-phase and transient Pamg Multi-phase. The use of 
staggered grids and hybrid schemes have been used to provide the set of non- 
linear algebraic equations, which are solved by the steady solvers Pamg, and Pamg 
multiphase. After applying an implicit method to the time dependent governing 
equations the discrete equations have been presented. These like in the steady 
solvers Pamg and Pamg multiphase rely on the use of staggered grids and hybrid 
differencing. The differences between the single-phase discrete equations and the 
multi-phase discrete equations have been highlighted and discussed. 
Chapter 4 
Transient PAMG. Single-Phase 
and Multi-Phase Codes 
4.1 Introduction 
In this Chapter we are going to present the transient Pamg Single-phase and 
transient Pamg Multi-phase solvers which have been developed in the course of 
this project. Since the steady solvers Pamg and Pamg multiphase have been the 
starting point for the transient codes they are also outlined in the first two sections. 
The goal is to show the extensions and the new work done to implement the 
transient solvers from the steady solvers. Moreover, since the Pamg multiphase 
code has been developed from the Pamg code (see reference[10]) additional simi- 
larities are expected to be found between the transient Pamg Single-phase and 
transient Pamg Multi-phase. 
Hence, this chapter has been structured in order to separate the steady solvers 
developed by Thompson and Lezeau, from the transient solvers developed by the 
author. Furthermore, an effort has been made in order to present the differences 
between the codes instead of an exhaustive description of each one. If that had 
been done, these would have been a very high degree of overlap. 
The task of extending the Pamg to the transient Pamg Single-phase required 
some new features, namely: 
" The implementation of an automatic differentiation package to 
compute the Jacobians used by Newton's method in the solution 
algorithm. 
" The process of guessing the initial condition in order to overcome 
one of Newton's method limitations-the convergence of the method 
requires a reasonably close initial guess to the solution. 
" The reinitialization process of the initial conditions in order to 
preserve the algorithmic convergence independent of the number 
of time steps. 
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The extension of Pamg multiphase to transient Pamg Multi-phase did not 
pose any particular difficult problem. This was due to the successful implementa- 
tion of the transient Pamg Single-phase. Applying the same methodology of 
development to the Pamg multiphase has been followed with no additional diffi- 
culty. 
4.2 The steady Pamg Single-Phase Algorithm 
In this section we describe the various elements of the Pamg solution algorithm 
which has been the starting point for the development of the transient Pamg 
Single-phase algorithm. A complete description of Pamg can be found in reference[12]. 
References[13,14,15] also describe some important features of the solver. 
4.2.1 Symmetrical Coupled Gauss Seidel 
A SCGS (Symmetrical Coupled Gauss Seidel) procedure (see reference [31]) is im- 
plemented in the Pamg solver. The five-by-five set of equations is solved in a coupled 
manner. So, two horizontal momentum equations, two vertical momentum equa- 
tions and one continuity equation are solved simultaneously. This is done on a 
cell-by-cell basis where the velocities and pressure are corrected locally and simul- 
taneously. The cells are ordered in lexicographic order and during one relaxation 
sweep, the cells that fill the entire computational domain, are visited in turn. This 
SCGS procedure is now outlined. 
Let 
A[x]x= s (4.1) 
where A is a matrix expressing the discrete operator , Ch defined by Equations 
(3.8), 
(3.9) and (3.10) written for all cells. The matrix A (which is written as A[x] to show 
its dependence on the solution) can be written as A=D-L-U where D, L and U 
are matrixes respectively diagonal, lower triangular and upper triangular, relative 
to the lexicographic ordering of the cells. Considering the linear case (matrix A 
does not depend on x) the standard Gauss Seidel method can be written as: 
Dx = Lx(l) + Ux(°) +s 
where 
Xtoý 
is some initial estimate of the solution vector, and 
X(1) = WX + 
(1 
- W)X(O) 
(4.2) 
(4.3) 
is the new approximation generated by the Gauss-Seidel procedure. W is a relax- 
ation parameter. If we introduce the residual vector, defined by 
r(l) =s+ Lx(l) + Ux(°) - 1? x(°) (4.4) 
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then we get, 
D(x - x(°)) = r(1) 
and the equation to solve is, 
Introducing the cell (i, j) and 0 the group of five variables 
(ui-1/2, 
j, ui-f 1/2,3*ý va, j-112, vi, j+112, pi, j) 
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(4.5) 
(4.6) 
(4.7) 
we have to solve the following linear system of equations for the correction L4 to 
1 
Dij0o = rte) (4.8) 
w 
0(1) = c(O) + Ao (4.9) 
where Dj is the block of the matrix D which corresponds to the cell (i, j) and rý ý) 
is the subvector of r(1) which corresponds to the cell (i, 3). 
System (4.9) is usually solved by any direct method, for instance by Gaussian 
elimination. 
However, if the problem that we are dealing with is non-linear, the Gauss-Seidel 
procedure is harder than the linear case outlined above. 
One reason for that is that in the non-linear case, the matrices D, L and U 
have to be evaluated at each step (using the available estimates for the solution). 
Hence, Equation (4.2) becomes: 
D[x°]x = L[x(°)]x(1) + U[x(°)]x(°) + s[x(°)] = r(1) (4.10) 
and the vector equation to solve is: 
= r(i) (4.11) 
Although System (4.11) is still a five-by-five system, an iterative procedure is 
now necessary to solve it. In the Pamg algorithm, is computed using a single 
Newton step (see Section 4.2.2 below). If a fully coupled solver is used to compute 
the solution of System (4.11), this system is solved not on a block-by-block basis but 
the equations for all cells are relaxed at the same time by Newton's method. This 
global coupling between all the unknowns carries the computation of Jacobians of 
very large size. 
Hence, it is important to exploit the sparseness of the Jacobian matrices before 
implementing this approach. However, the algorithm implemented in Pamg is a 
local coupled solver. Local coupled solvers, since they only require local Jacobians, 
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give an additional contribution to reduce the size of the systems of equations. The 
evidence that the off -diagonal elements in the full Jacobian are small suggests that 
the local coupling between the variables dominate over the global coupling. More- 
over, Symmetrical Coupled Gauss Seidel algorithms are robust and efficient. On 
the other hand, multigrid algorithm ensures that global coupling is taken into ac- 
count and therefore complements the local coupled solver. Furthermore, multigrid 
methodology (see Section 2.5) ensures the faster resolution of the long wavelengths 
of the error. 
4.2.2 Newton's Method 
Newton's method on a general n-dimensional function F can be defined by (see for 
instance [71]): 
Xk+1 = Xk - F' 
(Xk)-1. F(xk), k=0,1, 
... (4.12 
A study of the convergence of Newton's method for a single real equation (1- 
dimensional function F) can be found in [72]. 
So, given the vector equation: 
.f 
(fi) =s (4.13) 
where f: R5 ---ý R5 and Oho} is an initial approximation of the solution 0, Newton's 
method updates the approximation by the procedure 
J0o = -(f 0101) - s) 4.14) 
where the correction LSO is given by 
0(1) = o(O) -}- A0 (4.15) 
and J is the Jacobian of f evaluated at 0(°) 
Ji; = 
°f2 (0(0)). (4.16) acj 
The crucial issue is to obtain a good approximation of J. In the case of Pamg, the 
system is defined by: 
f(0) = D[0]0 
and the approximation used is JfD[O] 
where J is given by: 
(AC 
i-112, j 
00 
0 (A)112, 
j0 
J D[O] =o0 (Ac) 
000 
1/Ax --1/Ay 
(4.17) 
0 I/Ox 
0 -1/Ox 
0 1/Ay (4.18) 
(``lc)i, j+1/2 -1/Ay 
1/Ay 0 
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In this matrix the entries on positions 12,21,34 and 43 which should be 
(Ae)i-1/2,3 
u 
`iw i ý112, ý 
Avn 
i'j-1/2 
" lAs i>3+1/2 
have been neglected, for a question of simplicity. Experiments have shown that 
the presence of these entries is not relevant for the global convergence of the iter- 
ative scheme. Moreover, the elimination of this entries increases the speed of the 
computations due to the increase in the sparseness of the matrix J. 
System (4.14) can be solved by simple Gaussian elimination. The elimination 
is done explicitly to exploit the sparseness of J and naturally increase the speed of 
the computations. 
4.2.3 Grid Transfer operators 
We are going to specify the transfer operators chosen for the FAS multigrid algo- 
rithm (see section 2.5.5) used in Pamg. 
For restriction operators the choice has been on second order linear interpolation 
for the velocities and bilinear interpolation for the pressure. So, for the velocities 
the coarse grid values are defined by the following relationships (see Figures 4.1 
and 4.2): 
uzc+112,1 ýuif+1/2, 
ß. f-1 
+ uif+1I2, j. f 2 
v(c,. 
ýc+1/2 
1 
\Vtf) 1, ß. f+l/2 
+ v(J, 
3'f+1/2ý 
(4.20) 
2 
where the subscripts (c) and (f) refer to coarse and fine grid values respectively. 
For the pressure we have the expression (see Figure 4.3): 
(c) I (. f) (. ) (f) (f) (4.21) PIC, jc =4 (pof-1, -. f-1 + PTf, j. f-1 + Pif-1, ß. f + PTf, jf) 
This relationship applies for all the interior points only but it is the only restric- 
tion formula necessary for the pressure, since the pressure values are defined at the 
cell centres. At the walls, velocities are null and so no transfer is necessary. More- 
over, at the boundary, the formulas for interior points are used and the boundary 
conditions are applied just after the transfer. 
Since the residuals of the momentum equations are defined on cell edges it is 
therefore possible to use the same operators for the restriction of the velocities. 
Furthermore, the continuity residuals are defined at the cell centres and so it is 
58 Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 
(1) 
utf 1/2, ßf+1 
l 
U 
(c; 
k 
ic- 
(f) 
uif 1/2, ß. f 
-1/2, jc 
Figure 4.1: Restriction operator for the horizontal velocities 
also possible to use the restriction operator for the pressures. Hence, the restric- 
tion formulas defined above are generally used for the restriction of the fine grid 
residuals. 
In the FAS algorithm used by Pamg, we need to interpolate the corrections rather 
than the solution values to the fine grid. We obtain the following operators for the 
prolongation of the velocities, remembering that A identifies the corrections: 
Horizontal Velocities 
©2i(. 
f+112, jf = 
A2tic+112 
jc 
+1 
is 
-1/2 jc-}-1 
-1 
Auzc+1/2, 
jc-1 
(4.22) 
8 
Duz. 
+1/2, j. ß-1 = 
Auic+1/2 
jc - 
Auic+1/2,3'c+ 
1+ 
ýuic+112, 
jc-1 
(4.23) 
88 
, Auif - 1/2,, f- 
(Lýuýc+i/2 jc + ýu c 1/2 jc) 
+ (Duýý+i/2 3c+1 + Duýcý 1/2 jc+i) - 2 16 
1( (c) (c) 
16 
ýuic+1/2, 
jc-1 
+ Auic-1`2, 
jc-1) 
(4.24) 
Duff-1/2, ßf-1 - 
1(A 
is+l/2, ßc + 
Dutt- 1/z j1 
(Autc+1/2 ýe+l + Auýc1 1/2 jc+l) + 2 16 
1 
(A(C) + LAuýc) 16 uic+1i2, jc-1 %c-112, jc-1 
(4.25) 
Vertical Velocities 
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v 
l) 
if- 1,3, f+1/2 
(1) 
vif, +1ý 
( 
vi 
) 
jc+1/2 
2 
Figure 4.2: Restriction operator for the vertical velocities 
02J(f, ý. 
f+1/2 = 
ývic, jc+1/2 +1 Lývýc+1, 
ßc+1/2 
1 
Ovýc- 
1, ßc+1/2 88 
©v(f) 
X, ý. f+l/2 = 
Oviý ýý+1/2 
-1 
Aviý+l 
ýý+1/2 
+1 Ovýc- 
ýc+1/2 88 
l v(f, 
ý. 
f -1/2 
=1 
(Ov. 
c-1/2 
+ Av 
c 
ýc+1/2) 
+1 (OvIc+l 
ýC+1/2 
+ lývýc+1, 
jc-1/2) 2 16 
59 
(4.26) 
(4.27) 
1 
(Ovzc- 
1 jc+l/2 
+ Ov. 
c? 1ý l, jc-1/2) 
(4.28) 
AU 
if I,. 7f-1/2 
= (Ovtc, jc-ý1/2 -k 
A'Uic,, 
ýc-1/2) - 
(02Jýý+1ýjc+112 + &jc+1, 
jc-1/2) 2 16 
1( (cý + ývýc) ) 16 
ývtc-l, 
jc+1/2 zc-ljc-112 
Near the walls these formula are slightly modified. 
For the prolongation of the pressure corrections we get the formulas: 
(4.29) 
Ap(ff) = Ap(ý 
ýC (4.30) 
ýptf, ý. f-1 Aý'ýcC, jc 4.31 
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pi 
pi 
f) 
f-1, fx 
(f 
xpif if 
f) 
f-1, f-1x 
pic, jc (f 
xpif 'f-1 
Figure 4.3: Restriction operator for the pressure 
zpvf? l, j. f = LpýC 
ýc (4.32) 
'P f-1,3f-1 - Aptc 
äc (4.33) 
which are accurate to first order. However, we can adopt the second order 
formulae: 
p(. f,. ý. % _ 
(9Apic,. 
7c 
+ 3Ap(c+1,. 
7c 
+ 3Aptc,, 
ýc+l 
+ Apic+I, 
Jc-}-1 16 
(4.34) 
AP( ýf 
-1 =1 
(90pýý ýc + 3Ap(c+1, jc + 3Ap(c 
ý-1 
16 
+ Apic-ýl, jc-1 (4.35) 
A' if l, jf = 116 (90pýc 
)C + 3, ApýC- 1, ýý + 3Apýc, jc+1 + Apýýý l, jc+l) (4.36) 
ApIýf) l, jf-1 =1 (90pýý 
ýc + 3Ap(C_ 1, jc + 30pic 
ýC-1 
16 + 
Op(c) 1,3'C-l (4.37) 
In all these formulas we have if = 2ic and jf= 2jc. 
4.2.4 Adaptivity 
The FAS scheme is very suitable to adaptive computations (see Section 2.5.5). So, 
Pamg which relies on the FAS multigrid algorithm naturally supports adaptive com- 
putations. Adaptivity in Pamg necessitates the design of the prolongation and re- 
striction operators, which conserve mass across grid interfaces. Another important 
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feature of Pamg is that adaptive grids are generated automatically as the solution 
proceeds. This evidences the self-adaptive power of the solution algorithm. This 
is supported on a refinement algorithm which can be described as follows. Given 
a grid at level k, solve the equations to obtain an estimate of the truncation errors 
for that problem. Based on the estimate of the truncation errors, refine the grid 
at level k in regions of high truncation errors to obtain the composite grid at level 
k+1. If k+1 is already the highest level for which the solution is sought, then 
solve the equations for the required tolerance. Otherwise, solve them to obtain an 
estimate of the truncation errors, in order to proceed the refinement up to level 
%+2. 
Introducing the concept of patch, which is basically an+m group of neighbour- 
ing cells, in Pamg, each patch contains four-by-four cells. Each patch is thought of 
as containing four quadrants of equal size two-by-two cells. So, a patch at level 
k+1 exactly matches a quadrant at level k and a locally refined grid at level k+1 is 
simply obtained by overlaying certain quadrants at level k with level k+1 patches. 
Hence, a uniform grid at level k -{-1 is simply obtained by refining all the quadrants 
at level k. This implementation based on the similarity of refined and non-refined 
objects facilitated the design of the computer code. Moreover, it gives a strong 
argument in favour of structured grids. 
In Pamg, any non-refined quadrant at level k which satisfies: 
[Tk+l] 
l1 Tk+1J 
Y) 1/Y 
Nvis 
Nvis 
(4.38) 
is refined, where [Tk'+1] is the average L2 norm of the defect (computed on grid 
k- 1) over the quadrant. Nvis is the number of level k quadrants which are yet 
unrefined, and are therefore eligible for refinement, on all levels. -y is a parameter 
which controls the extent of the refinement. 
Besides 'y, adaptive computations are defined by two parameters: ku the level 
of the finest uniform grid (ku > 2) and kf the finest level at which the solution is 
sought. 
To get the maximum benefit from the refinement algorithm it is important that 
the approximate solutions obtained with the uniform grid at level ku be sufficiently 
representative of the exact solution to provide a reliable estimate of the truncation 
error. Normally, if ku is small, more gains are available from adaptivity. However, 
if the starting uniform grid is too coarse, it is possible that some features of the flow 
disappear on that ku grid, and consequently may be difficult to recapture them. 
When composite grids are used, there are refined and unrefined quadrants at 
any level. A composite grid up to level k can contain visible quadrant on all levels 
from grid k,, inclusive. In order to obtain the composite grid at level k+1, all visible 
quadrants-not just those at level k-are eligible for refinement. Once the final grid 
is obtained, the flow solution is accepted when the average residual, on the finest 
level, is lower than the required tolerance. With this condition we can ensure that 
the average residual on all levels is lower than the required tolerance. Although 
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Pamg supports adaptive computations it has never been used in the course of this 
project. This was not in the scope of the present thesis. 
4.3 The steady Pamg Multi-phase Algorithm 
In this section, we are going to describe some features of the Pamg multiphase 
solution algorithm for the simulation of steady incompressible multi-phase fluid 
flows. A complete description of this solver, developed by Lezeau, can be found in 
[10]. This multi-phase solver, quite naturally, has the same structure as the single- 
phase solver Pamg described in Section 4.2. However some important differences 
have to be outlined. Besides the number of equations and unknowns, which is larger 
in the multi-phase solver, the main difference is in the quasi-Newton solver. The 
multi-phase regime demanded a more careful treatment of the solution algorithm 
in order to get convergence. Restriction and prolongation operators also had to 
be extended to the volume fractions, but this does not pose any new conceptual 
problem. 
4.3.1 Equations. Automatic Differentiation 
Pamg multiphase like Pamg is also based on the Symmetrical Coupled Gauss Sei- 
del procedure (SCGS). Hence, only the discrete equations solved for each cell has 
to be defined. Considering a single computational cell (i, j ), for each phase, we 
write a continuity equation, two horizontal momentum equations and two vertical 
momentum equations. These equations have already be outlined in Section 3.3. 
The problem is closed by 
M 
E (Ta)Z1 j=1 (4.39) 
a=1 
where M is the number of phases. 
So, the procedure requires that the local non-linear system of algebraic equations 
f(0) =0 (4,4O) 
be solved by Newton's method. 0 is the vector representing, for a two-phase fluid 
flow, the twelve unknowns defined on the computational cell. Hence, the 
expression of 0 is 
[(u1)i-1/2, 
j' 
(u1)i+1/2,3ý (vi) 
j-1%2, `vl)z, 3+112, 
(Pl)i,, 
l 
(r1)i,,,, 
(u2)i-1/2,3, (u2)i+1/2, 
j I `v2r2,3-172' `v2)i, 3+172, 
(P2)i,,, (r2)i 
j] 
(4.41 
Newton's method applied to Equation (4.40) gives us: 
J0O = -f(g(n)) (4.42) 
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where J is the Jacobian of the matrix of f on the cell (i, j) and 0q is the Newton 
correction. 
Hence, the new approximation of the solution can be updated by: 
ý(n+1) = O(n) + Ao (4.43) 
The key issue for this method, as we already saw in Section 4.2.2, is to obtain 
an expression for the Jacobian J. In the case of multi-phase flows such expressions 
for the Jacobian need to be more accurate than in the single-phase case. For in- 
stance, an extension of the approximation of the Jacobian used in Pamg has been 
inefficient to guarantee the convergence of the method. This is due to the increased 
non-linearity of the solutions. Automatic differentiation is a powerful tool to obtain 
accurate expressions for the Jacobian (see for instance [18]). Its basic principle is 
to compute the derivative of an expression implemented in a computer program, 
by applying the chain rule of differentiation. Hence, one advantage of automatic 
differentiation is that it can compute the derivatives of any mathematical function 
expressed as a sequence of elemental operations and functions for which the dif- 
ferentiation rules are known. So, it is not necessary to deduce, in a traditional 
way, an expression of the derivatives in terms of the independent variables. Au- 
tomatic differentiation provides values for the derivatives corresponding to one set 
of independent variables. Another advantage of automatic differentiation is that it 
can be easily incorporated in any developed software. Moreover it may be applied 
whenever Jacobians of complicated functions are sought. 
Some automatic differentiation packages are implemented as pre-processors. 
These packages (see for instance[19]) implement a program to compute the deriva- 
tives of a given mathematical function in a particular programming language. This 
language usually is Fortran[19,20] but it can be C[73] too. 
In Pamg multiphase the package ADOl [20] is used. It is a collection of routines, 
which computes the derivatives of an expression at run-time stage of the compu- 
tation. Although the higher cost in terms of performance due to the calculation 
of the derivatives at run-time stage it has important advantages for software de- 
velopment. It reduces the probability of implementing inconsistent errors between 
the residual expressions and the Jacobian. Moreover, changing the discretization 
options can be easily done with minimal code writing. 
4.3.2 Line Searching 
Newton's method is not globally convergent. One of its limitations is that if the 
initial guess is not close enough to the solution, the method may not convergence 
due to the size of the corrective steps, which are taken. This is a consequence of 
the non-linearity of the equations to be solved. If the degree of non-linearity of 
the equation increases, the domain of validity of the Newton linearisation may be 
reduced and the large correction steps which are usually taken when the residual 
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is large, become more and more inaccurate. So, the scheme will fail to reach 
convergence to the desired solution. 
A simple procedure that can make Newton's method globally convergent is line 
searching (see reference [74]). Line searching relies on the following methodology: 
if the Newton correction leads to an increase in the norm (normally the Euclidean 
norm) of the residual, then the correction is progressively reduced until it results 
in a reduction of the residual. 
Line searching can be summarised as follows for the Equation (4.42). Given the 
correction 00, the new approximation of the solution is given by: 
O(n) + AOO (4.44) 
where the scaling factor A is chosen so that the correction reduces the Euclidean 
norm of f. Hence 
IIo(n+1)112 
,:: ý 
IIO(n) 112 (4.45) 
The issue is how to choose A efficiently. It is possible to find A in order to 
minimize Iý c(n+l) 11 2. However any correction that reduces the residual is acceptable. 
In Pamg multiphase the first try is to apply the full Newton correction in order 
to benefit from the quadratic convergence rate near the solution. If the Newton 
step does not reduce the residual, the correction step is progressively reduced until 
a satisfactory value of A is found. Following [74] we can describe the process of 
choosing A as follows. Let g be a function of A given by: 
g(A) =f (O(n) + AAO) (4.46) 
So we have 
g, (A) =Vf. 0o (4.47) 
If we need to backtrack, then we model g with the most current information we 
have and choose A to minimize the model. We start calculating g(O) and gß(0). The 
first step is always the Newton step, which corresponds to A=1. If this step is not 
acceptable, so does not reduce the residual, we have to compute g(l) as well. With 
the three values g(0), g(1) and g`(0) we can therefore model g(A) as a quadratic: 
g( A) ^ {9(1) - g(O) - 9'(0)]A2 + g'(O)A + g(O) (4.48) 
Taking the derivative of this quadratic, we find that it is a minimum when 
9, (0) (4.49) 
29(1) - 9(O) -g '(O)] 
Since the Newton step failed, it can be shown that A< 1/2. However, we need to 
guard against too small values of A. We set Amin = 
0.1. On subsequent backtracks, 
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we model g as a cubic in A, using the previous values g(. \i) and the most recent 
value 
9(,, 2) : g(A) = aß, 3 + bA2 + g'(O) A+ g(0) (4.50) 
Requiring this expression to give the correct values of g at Al and )12 gives two 
equations that can be solved for the coefficients a and b: 
a 
=1 
l/A 
2 
-l/ 22 9(A1) - g'(O)A1 - g(O) (4.51) b Al 
- 
A2 [-/A Al/A2 g(A2) g (O)A2 - 9(0) 
The minimum of the Cubic (4.50) is at 
-b + b2 - Sag' (p) 
3a 
(4.52) 
We enforce that A must lie between Amax = 0.5A1 and Amin = 0.1 Al 
The algorithm outlined above can be considered to be a form of under-relaxation. 
The value of the correction step depends on how good the correction is. It is pos- 
sible to relax the correction after line-searching. The way of implementing this is 
very simple. Introducing a relaxation parameter A, the new approximation 0(n+1) 
is given by: 
¢ý(n+1) = O(n) + ArLS(Ao) (4.53) 
where LS(04) is the correction resulting from the line-searching algorithm. 
4.3.3 Transfer Operators. Boundary Conditions. Adaptiv- 
ity 
The transfer operators used in Pamg multiphase are based on the extension of 
the operators used by Pamg. The only new quantities that require some special 
attention are the volume fractions. Since they are cell-centred, their treatment is 
very similar to the treatment of the pressures. 
The multi-phase operators, which restrict the continuity and momentum resid- 
uals, are identical to the single-phase operators, since they are defined at identical 
locations of cells on grids. Naturally, the number of phases gives us the number of 
times that the residuals need to be transferred. 
Since the volume fractions are cell-centred quantities, it is therefore possible to 
use the same interpolation operators as for the pressures. So, for the restriction 
we use the formula given for the restriction of the pressures, Equation (4.21). The 
prolongation of the volume fractions can be defined by the same formulas given for 
the prolongation of the pressures, namely Equations (4.30) to (4.33) (for first order 
accuracy) or (4.34) to (4.37) (for second order accuracy). 
An important point that must be referred in the prolongation stage of the 
volume fractions is that they can become non-physical, meaning that their values 
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do not satisfy the closure law (Equation (4.39)). Naturally, this is more likely when 
the volume fractions are close to 0 or 1, or when the residuals are still very high 
and consequently originating large corrections. 
Pamg multiphase deals with this physical problem, testing the fine grid values 
after the correction process and reset them to the physical admissible values, using 
the following algorithm: 
if rie(f) > 1, set rie(f) =1-E (4.54) 
if r23(f) < 0, set rij(f) =E 
where E is a small number (10-'), just added to guarantee that the correction 
systems are not singular. 
Alternatively, Pamg multiphase can use another strategy, which is basically 
not to implement the volume fraction corrections if their sum with the old volume 
fractions lie outside the interval [0,1]. 
The boundary conditions implemented in the Pamg multiphase are the follow- 
ing: 
" At solid walls: u=0, v=0 and (9, r = 0, where az is the derivative 
in the normal direction. 
" Atoutlets v= 0, a,, u=0and am=0. 
So, boundary conditions for the volume fractions are applied at solid walls and 
outlets. 
Pamg multiphase like Pamg also supports adaptivity. The refinement algorithm 
is not substantially different from the single-phase version. In the multi-phase case, 
defects are computed over quadrants for each phase separately, using the same 
procedure as in the single-phase case (Equation (4.38)). 
The defect [T +1] of the multi-phase regime is then 
defined as the arithmetic 
average over the defects of each phase. 
4.4 The transient Pamg Single-Phase Algorithm 
In this section we are going to present the transient Pamg Single-phase derived 
from the steady Pamg single-phase described in Section 4.2. The focus will be on 
the new developments that have to be taken on the transient solver. 
4.4.1 Solution Algorithm 
The solution algorithm implemented in transient Pamg Single-phase is, quite 
naturally the Full Approximation Storage Scheme (FAS). The strategy of correcting 
the velocities and pressures is still based on a Symmetrical Coupled Gauss Seidel 
procedure. The velocities and the pressure are corrected in a coupled manner on a 
cell by cell basis, for each time step based on an implicit method. 
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FAS applied to this new non-linear time dependent problem, is outlined above. 
Let 
, 
Ck be the discrete non-linear operator defined for the steady state case (see 
Section 4.2.1). 
The transient problem solved by transient Pamg single-phase can be de- 
fined by: 
n+1 n uk - uk 
- 
rk(un+1) 
At kI 
(4.55 
where At is the time step, uk and un+l the unknowns in grid k for two consecutive 
time steps n and n+1. 
Rearranging Equation (4.55) we get 
(I - LýtCk)(uk+l) = un (4.56) 
where I is the identity matrix. 
The residual equation on the fine grid (grid k) is given by: 
ýI 
- 
Ot, Ck)(Un+l) - 
(I 
- ©tCk)(Ii n+l) = Uk - 
ýI 
- AtCk)(If n+1) = rk (4.57) 
where ük'I+1 is an approximation of the unknown u'k+l. 
A correction A k'+1 is sought such that 
Ukfl+l + Ollkn+l ti u +1 k 
So, the fine grid equation for the correction is 
(4.58) 
ýI- At, Ck) 
(Ii 
n+l + 
'Ali 
n+l' 
- 
(I 
- 
Atfk) (Ii n+l) = Un - 
(I 
- 
Atf k) (Ukn+1) = rk 
(4.59) 
Transferring to the coarse grid (grid k- 1) we get 
(I 
- 
OtCk-1)Cjk-1(Llkn+1) + LLlk-ln+l) 
- (I - 'AtCk-1)CIS-lükn+l) =I -1rk 
(4.60) 
where Ik-1 is the restriction operator of the solution and Ik-1 is the restriction 
operator of the residual computed in grid k, rk. 
Although these two restriction operators can be different, in transient Pamg 
Single-phase we use exactly the same operators for both the solution and the 
residual equations. 
Equation (4.60) is equivalent to 
(I - ýt: Ck_ý)(Ik_1(i kn+1) + \uk_1 
1) = (I - OtCx-1)(j -iükn+l) + lk-irk 
(4.61) 
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So, setting 
uk-ln+l = Ik-1(Ukn+i) + AU; _ln+l 
(4.62) 
we get the FAS algorithm. 
The implementation done on transient Pamg works with fixed time steps. The 
code could be easily modified to work with varying time steps. However, since an 
implicit method has been used, the convergence does not depend on the value of 
the stability limit (see Section 2.4). 
4.4.2 Automatic Differentiation. Adif or 
One substantial difference that transient Pamg Single-phase has from the orig- 
inal steady Pamg concerns the implementation of Newton's method for relaxing and 
solving the Navier-Stokes equations. 
In the beginning of the solver development the Gauss Seidel scheme used in Pamg 
did not show efficiency, particularly when dealing with the smooth components of 
the error. Strong evidence of a costly number of iterations to get convergence 
suggested this. This was due to the strongest non-linearity of the time dependent 
Navier-Stokes equations. 
The Jacobian matrix derived for the transient case applying exactly the same 
technique has in the steady case (see Section 4.2) is: 
A1,1 000 At/Ox 
0 A2,2 00 -At/Ax 
J= D(¢) =00 
A3,3 0 At/Ay 
000 A4,4 
-0t/Ly 
1/Ax -1/Ox -l/Dy l/Dy 0 
where 
A1,1 = (1 +Al)(Auc )i-1/2, j 
A2,2 = (1 + Lit) (A, )Z+1/z, j 
A3,3 = 
(1 +Ot)(Ac)i, 
j-1%2 
A4,4 (1 + Ot)(Ac')i, 9-F1/2 
Newton's method applied to this new transient problem is therefore: 
J(fn+l 
- u-') _ -R(ün) 
(4.63) 
(4.64) 
(4.65) 
(4.66) 
(4.67) 
(4.68) 
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where (U'+1 - lln) is the correction and R(ük) the column vector constructed with 
the five residuals of the approximations of the five unknowns 
(ui-1/2, 
x) ui+1/2,3, Vi, j-1/2, Vi, j-i-1/27 pi, j). 
However, the implementation of Newton's method has to be much more careful. 
In particular, the approximation methodology used in the steady Pamg for the 
Jacobian, has proved to be inefficient. Hence, the approximation of the Jacobian 
given by Equation (4.63) has to be improved. Naturally the first attempt has been 
to include the neglected entries on the positions 12,21,34 and 43 of the Jacobian 
(discussed in Section 4.2.2). However no significant improvement has been observed. 
The automatic differentiation technique has been the obvious choice for com- 
puting more accurate expressions for the Jacobians. 
The automatic differentiation is based on the application of the chain rule[18] 
a 
.f 
(9(t)) lt=to = (a f(3) Js=9(t0))(a 9(t) lt=to) (4.69) at as at 
over and over again to the composition of a sequence of elementary operations such 
as additions, multiplications and elementary functions such as sin, cos, max. 
The package Adifor (see for instance[18,19]) has been chosen for computing 
the required Jacobians. 
One of the great advantages of Adif or is that only requires that the user supply 
the source code and indicate the variables that correspond to the independent and 
dependent variables. So, it is not necessary to calculate the expressions for the 
derivatives. This can be a very hard task, particularly in the presence of expressions 
involving several dependent and independent variables. Moreover, some particular 
cases which require special treatment, for instance the treatment in the walls, can 
increase the number of expressions which derivatives have to be calculated. 
We demonstrate the use of Adif or, with a very simple program[19] shown in 
Table 4.1. On Table 4.2 the code produced by Adif or to compute the derivative of 
squareroot at a specified value of x is demonstrated. Finally, Table 4.3 represents 
the derivative code driver for the very simple example of computing the squareroot 
at a specified value of x and the derivative of the squareroot at the same value x. 
In transient Pamg Single-phase the use of Adif or has the main objective 
of computing the derivatives of the R(ün) column vector constructed with the five 
residuals of the approximations of the five unknowns 
(uz-1/2,7i uz+1%2,7i vz, 7-1%21 Vi, 7+1/21pZ ý ,)- 
Hence, Newton's method applied to the time dependent equations solved by transient 
Pamg Single-phase can be defined by: 
äR ün l 
o. un 
lln) = -R(ü 
) (4.70) 
where aR(fi aükk is the expression 
for the Jacobian computed by the automatic differ- 
entiation package. 
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program main 
real x, y 
read *, x 
call squareroot(x, y) 
print *, y 
end 
subroutine squareroot(x, y) 
real x, y 
y= sqrt(x) 
end 
Table 4.1: Program main to compute the square root of x 
4.4.3 Initial Conditions. Reinitialization Process 
As we discussed in Section 4.3.2 one of the requirements for the convergence of 
Newton's method is a reasonably close initial guess. Since reasonably and close are 
subjective terms it is up to the user to determine what makes an initial guess a good 
initial guess. To minimize this problem, reference[75] says that Venkatakrishnan 
among others added a term to the Jacobian matrix diagonal. This term essentially 
turns Newton's method into a backward Euler[4] formulation. 
The new equation to be solved is then: 
I (I) 
OR(ün)(üný-1 
_ 
fn) 
= -R(ün) (4.71) LET äu 
where I is the identity matrix, and AT the pseudo-time step. 
Equation (4.71) becomes Equation (4.70) when A -4 oc. Normally a small 
initial value of AT is chosen. When a new value of fin is obtained, the residual R(ün) 
and its norm can be calculated. Choosing the Euclidean norm for this computation, 
a new value of AT is obtained by the expression: 
{I Rn uk1 2 OTnew = AT 
ý4 
11 Rn+l(u')1(2 
(4.72) 
where n and n+1 represent two consecutive iterations, and 11 . 
((2 the Euclidean 
norm. 
Equation (4.72) shows that as the norm of the residual decreases the pseudo-time 
step increases. Furthermore, the quality of the approximation uk is reflected in the 
new pseudo-time step A7-, ew. 
This technique permits considerably more latitude in 
choosing an initial guess. However, the computation time can increase substantially. 
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subroutine q-squareroot(g-p-, x, g-x, ldg-x, y, g-y, ldg-y) 
real x, y 
integer g-pmax- 
parameter (g-pmax--=1) 
integer g-i-, g-p-, ldg-y, ldg-x 
real rl-p, r2-v, g-y(ldg-y), g-x(ldg-x) 
if (g-p- gt. g-pmax-) then 
print *, 'Parameter g-p- is greater than g-pmax-' 
stop 
endif 
r2-v=sqrt(x) 
if (x gt. O. OeO) then 
r1-p=1. OeO / (2. OeO * r2-v) 
else 
call ehufSV (9, x, r2-v, r1-p, 'g-squareroot. f', 32) 
endif 
do g-i-=1, g-p- 
g-y(g-i-) = r1-p * g-x(g-i-) 
enddo 
y=r2-v 
end 
Table 4.2: Derivative code of the subroutine squareroot, generated by Adif or 
So, if a large number of iterations are necessary to increase the time step, Newton's 
method quadratic convergence is not achieved as quickly, and therefore its power 
is deeply reduced. Moreover, since direct inversion of the global Jacobian matrix 
is computationally expensive, the longer it takes to achieve quadratic convergence 
the more expensive the method becomes. 
In transient Pamg Single-phase the methodology outlined above has been 
implemented. However, the test cases studied did not demand such approximation 
treatment of the initial guess. This is due to the effective robustness of the algorithm 
implemented. 
In the time dependent problems that have been the object of study in this thesis, 
evidence has been found that after a certain number of time steps iterations, the 
new solution to look after in the next time step iterative process is the same solution 
computed in the last time step iterative process. In other words, after a certain 
number of time step iterations the transient simulation of the fluid flow reach the 
steady state case, as one would expect. 
However, another important issue that we have to deal in the transient Pamg 
Single-phase has to be with what we call the reinitialization process of the initial 
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program driver 
real x, y 
real g-x(l), g-y(1) 
real *, x 
g-x=1.0 
call g-squareroot (1, x, g-x, 1, y, g-y, 1 
print y 
print g-y 
end 
Table 4.3: Derivative code driver for the main program 
condition. This basically relies on the necessity of restarting the initial condition 
after a certain number of iterations, due to the propagation of the error. 
This reinitialization process of the initial condition is outlined above for a well 
known linear algebraic system. 
Remembering from Section 2.5.2 the basic iterative method 
yn+i = Syn + M+1 b, S= M-' N (4.73) 
for solving the linear algebraic system, 
Ay=b (4.74) 
the steady state case will be achieved when yn+l = yn 
It is well known that the homogeneous system 
Ay 0 (4.75) 
where A is a singular matrix, admits an eingenvector v$0. 
So, applying the splitting of the matrix A (Equation (2.58)) it comes: 
Sv =v (4.76) 
The important assessment is that for every iteration we have an error en which 
we can decompose in un + vn. Hence, Equation (4.73) can be written: 
yn+i = S? + 
M-1 b+ un + Vn (4.77) 
which after algebraic manipulation results 
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yn+1 - 
Sn+1 y0 + M-lb + un + vn 
n 
+` Sr(M-1b + Un-r + vn-r) (4.78) 
r=l 
l 
So, whenn --goo 
n 
E Sr(M-lb + , ten-r + Vn_r) +M1b+ Un + vn (4.79) 
r=1 
will go to 00. 
This conclusion show that yn+l in Equation (4.78) also goes to oc, which is 
physically unacceptable. 
Two solutions for this problem can be think of. One is naturally stop the 
computation when the successive approximations of y, yn and yn+l are identical. 
Another possible option, which is implemented in transient Pamg Single-phase, 
is to reset the initial conditions to the values used in the beginning of the computa- 
tion. This is controlled by measuring the amount of change between the solutions 
computed in consecutive time steps. When there is no variation in the computed 
solutions for consecutive time steps the steady state has been achieved. Hence, the 
error en will be cleaned before starting the new time step iterative process. 
This summarises the reinitialization process of the initial condition. 
Figure 4.4 shows the horizontal velocity profile of a single-phase flow through a 
channel, with and without the reinitialization process. It is visible that after reach- 
ing the steady state solution, the horizontal velocity after 35 time steps without 
the reinitialization process, drastically change to values that do not correspond to 
the solution of the problem. 
4.4.4 Transfer Operators. Wall Treatment 
The restriction and prolongation operators used by transient Pamg Single-phase 
are basically the same operators used by the steady Pamg single-phase solver (see 
Section 4.2). However, the prolongation of the velocity corrections near the walls 
required a special treatment. The first-order velocity corrections introduce errors 
into the prolongation procedure, if the patches are located near the walls. To over- 
come this, a Lagrange three-point[76] interpolation algorithm has been introduced 
to deal with the velocity corrections near the walls. 
This prolongation algorithm, for the horizontal velocities can be expressed by 
the following formulas: 
(f) 
_ 
15 (c) 3 (c) 5 (c) uif+i/2, ß. f - 16 uic+112,3', 
` 32 
uic+l/2,,; 
c+i 
+ 32 uic+1/2, ßc-1 
(f) 15 (c) 
_3 
(c) 5 (c) Uf +112, j f +1 = 16 uic+1/2, jc 32 uic+l/2, jc-1 
+ 
32 
uic+1/2, jc+l 
(4.80) 
(4.81) 
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Figure 4.4: Single-phase flow through a channel - horizontal velocity profile along 
the line y=0.5 for some time steps with and without the Reinitialization process 
and for the vertical velocities by: 
v f, j. f+1/2 
l6Vzc, 
jc+1/2 -3 Vic_ l, jc+l12 +5 v*c+i, jc+i/2 
(4.82) 
16 32 32 
vif) 1, ß, f+1 /2 = 
15 
v(c 
jc+1/2 
-3 v(e+l, 
ýic+li2 
+5 v(c, l, je+112 
(4.83) 
16 32 32 
In Figure 4.5 we see the geometric interpretation of the Lagrange three-point 
interpolation algorithm for the horizontal velocities. 
Figure 4.6 shows the geometric interpretation of the Lagrange three-point in- 
terpolation algorithm for the vertical velocities. 
4.5 The transient Pamg Multi-Phase Algorithm 
The focus on this section is on the transient Pamg Multi-phase derived from 
the steady Pamg multiphase which has been the subject of Section 4.3. 
Since the steady Pamg multiphase has been developed from the steady Pamg 
solver there are many common features, which originates identical features in the 
two transient solvers that they originate. 
The Symmetrical Coupled Gauss Seidel procedure is implemented in the transient 
Pamg Multi-phase like it is in the transient Pamg Single-phase. The Full Ap- 
proximation Storage (FAS) implementation is very similar to that one implemented 
iii the transient Paing Single-phase. Moreover, the Symmetrical Coupled Gauss 
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Figure 4.5: Lagrange three-point interpolation algorithm for the horizontal veloci- 
ties 
Seidel (SOGS) procedure is still the strategy of correcting the velocities, pressures 
and volume fractions. Furthermore, the presence of the volume fractions naturally 
originates that the system of equations to solve for each time step is much more 
non-linear and consequently the Newton's method is still an adequate option for 
the solution algorithm. 
Naturally, automatic differentiation, which has been successfully validated in 
the transient Pamg Single-phase, is also implemented in this transient multi- 
phase solver. However, the automatic differentiation package ADO1, was already 
implemented in the steady Pamg multiphase. So, for a question of simplicity ADO1 
has been kept in the transient version. It is not in the aim of this thesis to compare 
the performances of AD01 and Adif or. 
The line searching strategy outlined in Section 4.3 has been crucial in the sim- 
ulation of multi-phase flows. Strong evidence has been observed that without line 
searching implementation the transient solver does not achieve convergence, when 
simulating a two-phase fluid flow through a channel. 
The inter-grid transfer operators, namely the restriction and the prolongation 
operators are the same as those used by the steady Pamg multiphase solver. No 
additional treatment has been identified for any particular subdomain of all the 
test cases studied. 
4.6 Conclusions 
In this Chapter, the algorithms implemented in transient Pamg Single-phase 
and transient Pamg Multi-phase have been described. Since they were born 
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from the equivalent steady solvers, some focus on the main features of the steady 
Pamg and Pamg multiphase has been done. 
All the four solvers are very similar but the presence of the time dependent 
terms in the transient codes originate some new features to deal with. Even in the 
single-phase transient code, it has been necessary to implement Newton's method 
in order to get convergence to the solution with a reasonable amount of work. 
Furthermore, the use of an automatic differentiation package has been necessary 
to obtain the expressions for the Jacobians. Another important issue, which has 
been discussed, is the initial guess implementation process. The necessity of a 
reinitialization process of the initial condition has been demonstrated. This was 
due to the necessity of bounding the error of each iteration in order to achieve a 
stable iterative scheme after reaching the steady state solution. 
Naturally, there was a cost for some of the developments outlined. Since for 
the transient solvers we have to solve the system of unknowns after each time step, 
the use of automatic differentiation packages degrades considerably the run time 
of the solvers. Evidence suggests that automatic differentiation can account for up 
to 70% of the computation time. One possible optimisation could be the replace- 
ment of the automatic differentiation packages by routines specially implemented 
for the computation of the local Jacobians. This was not in the scope of this the- 
sis. The implicit method implemented in both transient Pamg Single-phase 
and transient Pamg Multi-phase let us increase the time step with a reasonable 
value. So, the run time of the code at the final time of integration can diminish 
considerably. 
Chapter 5 
Transient PAMG. Validation on 
Uniform Grids 
5.1 Introduction 
The aim of this chapter is to establish the correctness of the implementation of 
transient Parng Single-phase and transient Pamg Multi-phase solvers. This 
is established by comparing the results given by the solvers with the commercial 
CFD code, CFX 4.3[21], which has been extensively validated and is widely used. 
Furthermore, comparisons with the analytic solutions, when available are also out- 
lined. 
The accuracy of the transient Pamg Single-phase solver is established using 
three validation cases: 
" Firstly, a single-phase channel flow 
" Secondly, a single-phase flow through an expansion 
" Thirdly, a single-phase flow through a contraction 
For the validation of the transient Pamg Multi-phase, three multi-phase 
cases of varying complexity, have been chosen: 
"a two-phase flow through a channel 
"a two-phase flow through a T-junction with two inlets 
"a two-phase flow through a contraction. 
The presentation of the results is done choosing particularly difficult regions of 
the domain. Focus on the degree of grid-independence and time-step independence 
is discussed. The grid-independence suggests that the solution is not significantly 
dependent on the size of the discretization grid, and can be considered to be an 
accurate representation of the continuous solution. However the volume fractions 
fields are quite sensitive to the grid size. Since the solutions given by CFX 4.3 
also display this behaviour this must be due to the characteristic of the governing 
equations. 
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After having established the accuracy of transient Pamg Single-phase and 
transient Pamg Multi-phase the emphasis has been on the performance of the 
two solvers. The robustness (see Chapter 1 for the definition) of the solution algo- 
rithms is established by verifying that convergence is not dependent on the quality 
of the initial guess. The choice of the initial guesses for starting the simulations has 
been as general as possible. Initial pressure and velocities distributions were set to 
zero. The volume fractions set to 0.5 for each phase of the multi-phase regime. 
The numerical convergence of the solvers is also studied. The convergence rates 
are not entirely grid independent. This phenomenon is observed in the simulation 
of multi-phase fluid flows. The high complexity and strong non-linearity of the 
governing equations cause this. Furthermore, solutions on different grids can be 
quite different from each other. The cost, measured in terms of work units, is also 
calculated for the simulation of fluid flows in the several test cases with different 
number of grid levels. 
5.2 Transient Parng Single-Phase. Validation Prob- 
lems 
5.2.1 Single-Phase Channel Flow 
Problem definition 
In this first test case, a flow of a single-phase fluid in a channel is considered. 
The physical properties chosen are: 
Flow Regime Reynolds Number Viscosity Density 
Single-Phase 1000 0.01 1.0 
The Reynolds Number is defined by[77]: 
Re - 
uh 
v 
(5.1) 
where u is the horizontal velocity in the inlet, h is the height of the domain in the 
inlet and v the kinematic viscosity. 
Figure 5.1 shows the computational domain chosen for this simulation. It is 
just a simple rectangle with 0< x/h <3 and 0< y/h < 1. The resolution of the 
coarsest grid is / xsize = 
Dysize = 0.25. In Figure 5.2 we see a grid at the uniform 
level 3. Figure 5.3 shows the sections where the solution profiles are going to be 
presented. 
The boundary conditions used are at the inlet, Dirichlet boundary conditions 
and at the outlet Neumann conditions. In the inlet a parabolic velocity profile is 
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Figure 5.1: Geometrical representation of the domain of the Channel flow problem 
specified for the x-component velocity u(x, y) by 
u(O, y) = 4y(l - y) 
and for the y-component velocity v(x, y) it is null in the inlet boundary (v(0, y) 
At the outlet the y-component velocity is also null. 
Figure 5.2: Uniform level 3 grid for the Channel flow test case (Axsize - Dysize = 
0.0625) 
The initial condition for the simulation is very simple. The velocities are all 
set to zero. This ensures that the solver does not depend on an initial guess very 
close to the solution and consequently establishes the large domain of convergence 
of the code. The convergence tolerance for the simulation is 10-6 for each time 
step. Siiice the solver is a non-dimensional one we use the concept of time unit to 
specify the simulation at a specific time of integration. 
Results for a3 level computation 
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Figure 5.3: Channel Flow test case - main sections used to give the solution profiles 
In Figure 5.4 we see the streamlines computed for this test case, after 20 time 
units. Since the vertical velocities are identically zero everywhere for this geometry, 
the streamlines are straight horizontal lines. The aspect ratio that can be seen on 
this picture has been distorted only for graphical reasons. 
The parabolic velocity profile along the pipe is the final solution after some 
time of integration (see Figure 5.5). It is visible that as the time increases the fully 
developed profile appears. The not null values in the walls are due to interpolation 
errors of the plotting routine. The vertical velocity profile, presented in Figure 5.6 
tends to zero after the same time of integration. 
In Figure 5.7 we see the pressure drop profile along the line y=0.5, after 20 
time units. As we could expect it is just a straight line starting from the biggest 
value in the inlet and ending in the smallest one in the outlet. 
Grid and Time Step Independence of the Solutions 
Studies have been carried out that support the conclusion that the results pro- 
vided by the solver have a significant degree of grid and time step independence. 
In Figures 5.8 and 5.9 we see the results for single 2 and 3 level computations over 
the domain after 20 time units. In Figure 5.9 the small differences that we see in 
the vertical velocity profiles must be due to the interpolation errors between the 
grids. However, the overall values of the vertical velocities are very close to zero, 
in all the grid cases. 
In Figure 5.10 we present for two different time steps, 0.1 and 1.0, the velocity 
profiles after 1,10 and 20 time units. Good agreement can be seen in the velocity 
profiles at 10 and 20 time units. Moreover the expected developed parabolic profile 
is visible at this time. This suggests that the solver does not depend on the time 
step size. 
Comparison with CFX 4.3 Solutions 
Figures 5.11 through 5.13 present the comparison results between transient 
Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 81 
Pamg Single-phase and the commercial code CFX 4.3. The pressure drop profiles 
after shifting demonstrate good general agreement (see Figure 5.11). However, 
in the inlet and outlet some differences are visible. This may be due to different 
discretization of the governing equations and different gridding used by CFX 4.3. 
The horizontal velocity profiles ( see Figures 5.12 and 5.13 ) exhibit the same 
pattern. The small differences in the horizontal velocity along the line x=2.625 
are due to the different number of cells in the computational domains for transient 
Pamg Single-phase and CFX 4.3. 
Single-Phase Channel Flow with an accelerating horizontal velocity 
in the inlet 
A variation of the single-phase channel flow with an accelerating horizontal 
velocity in the inlet, has been also simulated. The single-phase fluid flow has 
exactly the same physical properties. The computational domain is exactly the 
same shown in Figure 5.1. However, in the inlet, a parabolic velocity profile is 
specified for the x-component velocity u(x, y) by 
u(O, y) = ky(l - y) 
where k is a parameter given by 
lk=time *0.4+0.4 for time<9 
k=4.0 otherwise 
and for the y-component velocity v(x, y) it is null in the inlet boundary (v(0, y) = 0) 
and at the outlet. The convergence tolerance for the simulation is 10-6 for each 
time step. 
Figure 5.14 shows the horizontal velocity profile at the inlet for this test case. 
The profiles starts with a curve where the maximum horizontal velocity is 0.2 and 
ends with the curves corresponding to the range 10 to 20 time units where the 
maximum horizontal velocity is 1.0. In Figure 5.15 the corresponding horizontal 
velocity profiles at the outlet are presented. We can observe that after 20 time 
units the fully developed parabolic profile is similar to the inlet parabolic profile 
at 20 time units. This shows that the accelerating characteristics of the flow do 
propagate through the entire channel. Figure 5.16 shows the horizontal velocity 
profile along the line y=0.5. It is visible the inlet acceleration from 0.2 to 1.0 
and the horizontal velocity parallel curves which indicate that the acceleration is 
propagated over the entire channel in a very effective and equivalent manner. 
Summary 
With this test case we started the validation of the transient Pamg Single-phase 
solver. The choice of this channel geometry was due to its simplicity. Hence it was 
an ideal first test case to verify the first results produced by the solver. These ex- 
hibit the expected patterns and consequently we can conclude that the results are 
correct. Furthermore some tests were undertaken to verify the grid independence 
of the multigrid algorithm. The results have been presented and good agreement 
can be verified for single 2 and 3 level calculations. Very similar results have been 
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obtained with two different time steps. Hence the grid and time step independence 
of the solver could be verified. 
Another experiment with an accelerating fluid flow in the inlet has been out- 
lined. The accelerating velocities propagate through the channel in a very equiva- 
lent manner. 
Finally to complement the validation process the results produced by the transient 
Pamg Single-phase have been compared with the results computed by the com- 
mercial code CFX 4.3. Good agreement between the two solvers could be observed. 
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Figure 5.5: Single-phase channel flow - horizontal velocity profile along the line 
x=2.625. It can be seen that as the time increases the fully developed parabolic 
profile appears. The positive values in the walls are due to interpolation errors of 
the plotting routine. 
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Figure 5.7: Single-phase channel flow - pressure drop along the line y=0.5 at 20 
time units. It is just a straight line starting from the biggest value in the inlet and 
ending in the smallest value in the outlet. 
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Figure 5.8: Single-phase channel flow - horizontal velocity profile for different grids 
along the line x=2.625 after 20 time units. It can be seen that for 2 and 3 level 
computations the horizontal parabolic profile is fully developed. 
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Figure 5.9: Single-phase channel flow - vertical velocity profile for different grids 
along the line x=2.625 after 20 time units. It can be seen that the vertical 
velocities are very close to zero in all grid cases. 
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Figure 5.10: Single-phase channel flow - horizontal velocity profile along the line 
2.625 for different time steps. It can be seen good agreement in the velocity 
Profiles at 10 and 20 time units. The fully developed parabolic profile is visible at 
these times of integration. 
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Figure 5.11: Single-phase channel flow - pressure drop along the line y=0.5 for 
CFX 4.3 and transient Pamg Single-phase at 20 time units. It can be seen good 
agreement between the curves produced by both solvers. 
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Figure 5.12: Single-phase channel flow - horizontal velocity along the line y=0.5 for 
CFX 4.3 and transient Pamg Single-phase at 20 time units. It can be observed 
that the two straight lines are parallel and very close. Note the small scale of the 
horizontal velocity axis. 
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Figure 5.13: Single-phase channel flow - horizontal velocity along the line x=2.625 
for CFX 4.3 and transient Pamg Single-phase at 20 time units. It can be seen 
good agreement between the fully parabolic developed profiles produced by both 
solvers. 
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Figure 5.14: Single-phase channel flow - horizontal velocity profile at the Inlet for an 
accelerating fluid flow. It can be seen the growing parabolic curves starting from 
the maximum horizontal velocity 0.2 and ending with the maximum horizontal 
velocity 1.0. 
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Figure 5.15: Single-phase channel flow - horizontal velocity profile at the Outlet for 
an accelerating fluid flow. It can be observed the fully parabolic developed profile 
at 20 time units. 
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Figure 5.16: Single-phase channel flow - horizontal velocity along the line y=0.5 
for an accelerating fluid flow. It can be seen the inlet acceleration from 0.2 to 1.0 
and the horizontal parallel curves over all the horizontal distance. 
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5.2.2 Single-Phase Flow Through an Expansion 
Problem definition 
In this test case, a flow of a single-phase fluid through an expansion is considered. 
This is a much more complicated case. The geometry of this problem is much 
more complex. The existence of a narrow region in the domain originates that the 
variations on the horizontal velocity are expected to be bigger than in a straight 
channel flow. The vertical velocity also has important changes before and right 
after the geometric constraint. Furthermore the horizontal velocities can vary from 
positive values to negative values in the region just after the constraint. Thus in 
this recirculation region the differential equations which represent the flow will be 
harder to solve. Naturally this recirculation region will depend on the Reynolds 
number of the fluid flow. Hence the physical properties chosen are: 
Flow Regime Reynolds Number Viscosity Density 
Single-Phase 100 0.0125 1.0 
where the Reynolds number is defined like in the Channel Flow test case (see 
(Equation 5.1)). 
Figure 5.17 shows the computational domain chosen for this simulation. It is 
defined by 
0< x/(2h) <3 for 0< y/(2h) < 0.5 
13< x/(2h) < 15 for -0.5 < y/(2h) < 1.0 
The resolution of the coarsest grid is Oxs2ze = 0.1875 and Aysi, ze = 0.125. In Figure 
5.18 we see a grid at the uniform level 3. Figure 5.19 shows the sections where the 
solution profiles are going to be presented. 
The boundary conditions used are at the inlet, Dirichlet boundary conditions 
and at the outlet Neumann conditions. In the inlet a parabolic velocity profile is 
specified for the x-component velocity u(x, y) by 
u(0, y) = 4y(0.5 - y) 
and for the y-component velocity v(x, y) it is null in the inlet boundary (v(0, y) = 0). 
The initial condition for the simulation is exactly the same as in the channel 
test case. The velocities are all set to zero. The convergence tolerance for the 
simulation is 10-6 for each time step. 
Results for a3 level computation 
Figure 5.20 shows the streamlines computed for this test case, after 20 time 
units. 
In Figures 5.21 and 5.22 we present the horizontal and vertical velocity profiles 
along the line x= 3.375 for a3 level computation. This region is a very difficult 
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Inlet Outlet 
Figure 5.17: Geometrical representation of the domain of the Expansion flow prob- 
lem 
one since the solution is varying significantly just after the step. It is visible the 
different signs of the vertical velocity over the vertical distance. 
Figure 5.23 show the horizontal velocity profiles along the line x= 14.375 for a 
3 level computation. In this region, which is very close to the outlet, the horizontal 
velocities exhibit a parabolic profile. Furthermore the bigger velocity is about 0.3 
of the maximum value in the inlet. This is precisely what we are expecting since 
the relation between the height in the inlet and the height in the outlet is precisely 
0.3. The vertical velocity component is zero. Figure 5.24 presents the pressure 
drop profile along the line y=0.25 for a3 level computation. It is visible that even 
after 10 and 20 time units the pressure drop agree very well and exhibit the same 
pattern. Two different straight lines each one correspondent to the two regions of 
the domain with different height. 
6h 24h 
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Figure 5.18: Uniform level 3 grid for the Expansion flow test case (Oxsize = 0.0468 75 
and Aysize = 0.03125) 
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Figure 5.19: Expansion Flow test case - main sections used to give the solution 
profiles 
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Figure 5.20: Expansion Flow test case - streamlines after 20 time units 
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Figure 5.21: Single-phase flow through an expansion - horizontal velocity profile 
along the line x 3.375 for a3 level computation. It can be seen small negative 
values near the walls at 10 and 20 time units. 
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Figure 5.22: Single-phase flow through an expansion - vertical velocity profile along 
the line x=3.375 for a3 level computation. It can be observed the different signs 
of the vertical velocity and the null values in the walls and in the middle of the 
vertical distance. 
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Figure 5.23: Single-phase flow through an expansion - horizontal velocity profile 
along the line x= 14.375 for a3 level computation. It can be seen the fully 
developed parabolic profile at 10 and 20 time units. 
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Figure 5.24: Single-phase flow through an expansion - pressure drop profile along 
the line y=0.25 for a3 level computation. It can be seen good agreement between 
the pressure drop profiles after 10 and 20 time units. 
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Figure 5.25: Single-phase flow through an expansion - horizontal velocity profile 
along the line x=3.375 for single 2 and 3 level computation at 20 time units. It can 
be observed the better parabolic profiles developed for 2 and 3 level calculations. 
Grid and Time Step Independence of the Solutions 
Figures 5.25 5.26 and 5.27 represent the horizontal and vertical velocity profiles 
for single 2 and 3 level computations at 20 time units. Good agreement is observed 
between the profiles. It can be also observed in Figures 5.25 and 5.27 that the best 
parabolic profile is the correspondent to the 3 level calculation. This is exactly what 
it should be expected because in a3 level calculation we have a bigger number of 
cells than in a2 level or single grid calculation. Consequently the discretization 
gives a better approximation of the differential equations. The vertical velocity 
along the line x= 14.375 is null for all the grid cases studied. 
In Figures 5.28 through 5.31 profiles for different time steps are presented. 
Good agreement that can be observed between the time step 1.0 and 10.0 profiles, 
particularly at 20 time units. This suggests that the solver is independent on the 
time step size. 
Comparison with CFX 4.3 Solutions 
Figures 5.32 and 5.33 show the horizontal and vertical velocity profiles for 
transient Pamg Single-phase and CFX 4.3 along the line x=3.375 at 20 time 
units. In this difficult region, it can be observed the almost perfect agreement 
between the solutions produced by both solvers. In Figure 5.34 the profiles of the 
horizontal velocities along the line x 14.375 at 20 time units are also very close. 
Figure 5.35 shows that for the transient Pamg Single-phase the vertical velocity 
at x= 14.375 is always zero for each point of the vertical distance. Although the 
CFX 4.3 profile is different, the values of the vertical velocity are very small and 
consequently we can establish that the vertical velocity along the line x= 14.375 
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Figure 5.26: Single-phase flow through an expansion - vertical velocity profile along 
the line x=3.375 for a single 2 and 3 level computation at 20 time units. It can 
be seen the better developed shape for 2 and 3 level calculations. 
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Figure 5.27: Single-phase flow through an expansion - horizontal velocity along the 
line x= 14.375 for single 2 and 3 level computation at 20 time units. It can be 
observed the fully developed parabolic profile for all level calculations. 
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Figure 5.28: Single-phase flow through an expansion - horizontal velocity profile 
along the line x=3.375 for 3 level computation for different time steps. It can be 
seen the good agreement between the parabolic profiles at 20 time units. 
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Figure 5.29: Single-phase flow through an expansion - vertical velocity profile along 
the line :r=3.375 for 3 level computation for different time steps. It is visible the 
good agreement between the profiles at 20 time units. 
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Figure 5.30: Single-phase flow through an expansion - horizontal velocity profile 
along the line x= 14.375 for 3 level computation for different time steps. It can be 
seen the good agreement between the parabolic profiles at 20 time units. 
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Figure 5.31: Single-phase flow through an expansion - pressure drop profile along 
the line y=0.25 for 3 level computation for different time steps. It can be observed 
the same pattern for all the pressure drop curves. 
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Figure 5.32: Single-phase flow through an expansion - horizontal velocity profile 
along the line x=3.375 for CFX 4.3 and transient Pamg Single-phase at 20 
time units. It can be seen good agreement between the profiles produced by both 
solvers. 
tend to zero. Finally in Figure 5.36 the pressure drop profiles are presented. The 
values of the pressure drop giving by CFX 4.3 and transient Pamg Single-Phase 
are very close. In the inlet it can be observed a slight variation which results from 
how the pressure is computed in the inlet. transient Pamg Single-phase equal- 
izes the value in the inlet to the value of the first cell, while CFX 4.3 extrapolates 
the value computed in the first cell to the inlet. In both solvers the pressure is 
computed in the centre of the cells. 
Summary 
This expansion test case has been chosen in order to study the behaviour of the 
transient Pamg Single-phase in a reentry fluid flow. Hence we could verify how 
the solver gives the correct solutions in a more complex domain than channel case. 
It has been verified in this experiment that the transient Pamg Single-phase 
depends on the Reynolds number. 
The results presented for Reynolds number 100 show a very good agreement 
with the same results produced by the CFX 4.3 solver. Furthermore this confirms 
that the implementation is correct. 
Like in the channel case some tests were undertaken to verify the grid inde- 
pendence and time step independence of the multigrid algorithm. Good agreement 
could be verified for single 2 and 3 level calculations and for calculations with 1.0 
and 10.0 as two different time steps. This reinforces the grid independence and time 
step independence of the solver, which have been already verified in the Channel 
Flow test case. 
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Figure 5.33: Single-phase flow through an expansion - vertical velocity profile along 
the line x=3.375 for CFX 4.3 and transient Pamg Single-phase at 20 time 
units. Good agreement can be observed in the vertical velocities produced by both 
solvers. 
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Figure 5.34: Single-phase flow through an expansion - horizontal velocity profile 
along the line x= 14.375 for CFX 4.3 and transient Pamg Single-phase at 20 
time units. It can be seen good agreement between the fully developed parabolic 
profiles produced by both solvers. 
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Figure 5.35: Single-phase flow through an expansion - vertical velocity profile along 
the line x= 14.375 for CFX 4.3 and transient Pamg Single-phase at 20 time 
units. It can be seen that the vertical velocities are close to zero even in the CFX 
4.3 curve. Note the scale of the vertical distance axis. 
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Figure 5.36: Single-phase flow through an expansion - pressure drop profile along 
the line y=0.25 for CFX 4.3 and transient Pamg Single-phase at 20 time units. 
It can be observed the good agreement between the pressure drop given by both 
solvers. Note the slight difference in the inlet. 
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5.2.3 Single-Phase Flow Through a Contraction 
Problem definition 
Finally we present the results for the simulation of a single-phase flow through 
a contraction. This is even a harder test case than the expansion one. In fact in 
a contraction domain we do not have only the changing of a narrow domain to a 
larger one. We also have the opposite. Consequently the variations on the fluid 
behaviour are expected to be bigger. Hence the existence of the contraction region 
in the middle of the domain is much more demanding for the solution algorithm. 
Bigger variations in the horizontal velocities can be observed. Furthermore, the 
vertical component of the velocity changes from positive to negative very quickly, 
in the neighbourhood of the contraction. 
The physical properties chosen for this simulation are: 
Flow Regime Reynolds Number Viscosity Density 
Single-Phase 100 0.01 1.0 
Figure 5.37 shows the computational domain chosen for this simulation. It is 
defined by 
10< x/(4h/3) < 11.25 0< y/(4h/3) < 1.5 
11.25 < x/(4h/3) < 12 0.5 < y/(4h/3) < 1.0 
12 < x/(4h/3) < 23.25 0< y/(4h/3) < 1.5 
The resolution of the coarsest grid is Lýxsize = 0.1875 and x j, ze = 0.125. Figure 
5.38 shows the computational domain for the coarsest grid. Figure 5.39 shows the 
sections where the solution profiles are going to be presented. 
The boundary conditions used are at the inlet, Dirichlet boundary conditions 
and at the outlet Neumann conditions. In the inlet a parabolic velocity profile is 
specified for the x-component velocity u(x, y) by 
u(O, y) = 4y(0.5 - y) 
and for the y-component velocity v(x, y) it is null in the inlet boundary (v(0, y) = 0). 
At the outlet the y-component velocity is also null. 
The initial condition for the simulation is very simple, all the velocity compo- 
nents are set to zero. The convergence tolerance for the simulation is 10-6 for each 
time step. 
Results for a3 level computation 
In Figure 5.40 we see the streamlines computed for this test case, after 20 time 
units. Since the Reynolds number is relatively small it is not expected to see any 
big recirculation region. Once more the aspect ratio is distorted due to the necessity 
of the plotting routine in plot the results in a fixed area. 
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Figure 5.37: Geometrical representation of the domain of the Contraction flow 
problem 
Figure 5.38: Uniform level 1 grid for the Contraction flow test case (O. size = 0.1875 
and Dysize -- 0.125) 
Figures 5.41 through 5.44 show for a3 level computation the profiles for the 
horizontal velocity and vertical velocity along the lines x= 10.875 and x= 12.375 
at 1,10 and 20 time units. These profiles are presented in lines, which are situated 
before and after the contraction region. Figures 5.45 show the horizontal profiles at 
the outlet. It can be seen the parabolic shape of the horizontal velocity at 10 and 
20 time units. The vertical velocity at outlet remains null over all the simulation. 
In Figure 5.46 the pressure drop along the line y=0.75 is presented. It can be 
seen the increased pressure drop which occurs in the region of the contraction. The 
results presented agree with the expectations of the solution profiles. The parabolic 
shape of the horizontal velocity is observed and the vertical velocity is very small 
except in the neighbourhood of the contraction. Moreover, the flow accelerates 
with time and the streamlines do not detach at this small Reynolds Number. The 
pressure drop is constant over regions of the entire domain. 
Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 105 
3.25 
Orig 
Figure 5.39: Contraction flow test case - main sections used to give the solution 
profiles 
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Figure 5.41: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 10.875 for a3 level computation. It can be seen the developed 
parabolic profile at 10 and 20 time units. 
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Figure 5.42: Single-phase flow through a contraction - vertical velocity profile along 
the line x 10.875 for a3 level computation. It can be observed the positive and 
negative vertical velocity values over the vertical distance. Note the null values at 
the wails and in the middle of the vertical distance. 
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Figure 5.43: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 12.375 for a3 level computation. It can be seen the negative 
velocity values near the walls at 10 and 20 time units. 
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Figure 5.44: Single-phase flow through a contraction - vertical velocity profile along 
the line x= 12.375 for a3 level computation. It can be observed the positive and 
negative values of the vertical velocity along this line. 
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Figure 5.45: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 23.25 for a3 level computation. It can be seen the fully developed 
parabolic profile at 10 and 20 time units. 
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Figure 5.46: Single-phase flow through a contraction - pressure drop profile along 
the line y=0.75 for a3 level computation. It can be seen the increased pressure 
drop which occurs in the region of the contraction. 
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Figure 5.47: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 10.875 for single 2 and 3 level computation at 20 time units. It 
can be seen good agreement between the parabolic profiles for all level calculations. 
Grid and Time Step Independence of the Solutions 
Figures 5.47 through 5.52 show for single 2 and 3 level computations the profiles 
for the horizontal velocity, vertical velocity and pressure drop along the selected 
sections of the domain at 20 time units. Since the profiles for the different grid 
computations show good agreement in all of the chosen sections it can be settled 
the grid independence of the solutions. 
Figures 5.53 through 5.58 show for different time steps (1.0 and 10.0) the profiles 
for the horizontal velocity, vertical velocity and pressure drop along the selected 
sections of the domain. Good agreement can be observed between the 1.0 and 10.0 
time steps profiles. 
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Figure 5.48: Single-phase flow through a contraction - vertical velocity profile along 
the line x= 10.875 for single 2 and 3 level computation at 20 time units. It can be 
observed the same pattern in the curves corresponding to all level calculations. 
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Figure 5.49: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 12.375 for single 2 and 3 level computation at 20 time units. It 
can be seen good agreement between all the level computations. 
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Figure 5.50: Single-phase flow through a contraction - vertical velocity profile along 
the line x= 12.375 for single 2 and 3 level computation at 20 time units. It can 
be observed good agreement between the profiles correspondent to 2 and 3 level 
computations. 
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Figure 5.51: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 23.25 for single 2 and 3 level computation at 20 time units. It 
can be seen good agreement between the fully developed parabolic profiles for all 
level computations. 
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Figure 5.52: Single-phase flow through a contraction - pressure drop profile along 
the line y 0.5 for single 2 and 3 level computation at 20 time units. It can be 
verified the similar pressure drop for all level calculations. 
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Figure 5.53: Single-phase flow through a contraction - horizontal velocity profile 
along the line x 10.875 for 3 level computation for different time steps. It can be 
seen good general agreement for all time steps computations. 
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Figure 5.54: Single-phase flow through a contraction - vertical velocity profile along 
the line x= 10.875 for 3 level computation for different time steps. Good general 
agreement can be observed for all time steps calculations. 
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Figure 5.55: Single-phase flow through a contraction - horizontal velocity profile 
along the line x 12.375 for 3 level computation for different time steps. It can be 
observed good agreement for all time steps computations. 
Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 
0.05 
0.04 
0.03 
0.02 
ö 0.01 
0 
of 
-0.01 
-0.02 
-0.03 
-n na 
115 
týt 
----.. _... --i........................... - --------....... -- : -. -.. ------, 
... ---...... -'--- ------- . -... -... -- --_ _ 
......................................... .......... 
L.. 
_... -.. ---------.. -.. -.......................... ------------------- ._ -- ----------- --------------------------------------- 
. 
Ii 
.... .................. ................ ------ -- .......... ---- .................... ------ ............. ---------------- ------- -- ----- 
ý4. 
10 time units (time step 1.0 
- -------------- - 10 tame units tame ste 1 p 
20 time units (time step 1.0 _-__-_. - 20 time units (time step 10.0 .............. _ I 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 
Vertical Distance 
Figure 5.56: Single-phase flow through a contraction - vertical velocity profile along 
the line x= 12.375 for 3 level computation for different time steps. Good agreement 
can be observed for the vertical velocities at 20 time units. 
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Figure 5.57: Single-phase flow through a contraction - horizontal velocity profile 
along the line x 23.25 for 3 level computation for different time steps. It can be 
observed good agreement between the fully developed parabolic velocity profiles at 
10 and 20 time units. 
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Figure 5.58: Single-phase flow through a contraction - pressure drop profile along 
the line y=0.75 for 3 level computation for different time steps. It can be seen 
good agreement between the pressure drop computed by the two different ways. 
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Figure 5.59: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 10.875 for CFX 4.3 and transient Pamg Single-phase at 
20 time units. It can be seen excellent agreement between the parabolic velocity 
profiles computed by both solvers. 
Comparison with CFX 4.3 Solutions 
Figures 5.59 through 5.65 show the comparison between transient Pamg Single-phase 
and the CFX 4.3 solver for this particular test case. The agreement between the 
solution profiles is almost perfect. Figure 5.65 which represents the comparison be- 
tween the pressure drop along the line y=0.75 at 20 time units strongly suggests 
this. 
Summary 
To finish the validation process of the transient Pang Single-phase we out- 
lined this last test case of a single-phase flow through a contraction. This is the 
more complex domain that we have considered and consequently the validation of 
the solver in this geometry completes in a very effective way this process. Has al- 
ready have been observed in the expansion test case and here becomes more evident 
the solver depends on the Reynolds number of the fluid flow. Consequently care 
had to be undertaken in the choice of the Reynolds number of the flow. 
The grid independence of the solutions have been verified with experiments in 
single 2 and 3 level computations. The profiles plotted in the chosen lines show this 
happen. The independence of the solver on the time step has been also addressed 
in experiments with different time steps. Consequently it can be considered that 
the transient Pamg Single-phase does not depend on the time step. This is 
precisely what is expected for flows that are expected to reach the steady state 
regime. Time step independence for genuinely unsteady flows has not been tested 
since it was not in the scope of this thesis. 
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Figure 5.60: Single-phase flow through a contraction - vertical velocity profile along 
the line x= 10.875 for CFX 4.3 and transient Pamg Single-phase at 20 time 
units. It can be observed good agreement between the vertical velocity profiles 
computed by both solvers. 
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Figure 5.61: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 12.375 for CFX 4.3 and transient Pamg Single-phase at 20 
time units. Good agreement can be observed in the profiles produced by both 
solvers. 
Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 
0.05 
0.04 
0.03 
0.02 
0.01 
U 
0 
> 
-0.01 
-0.02 
-0.03 
-0.04 
-n ný 
119 
11 Pamg 
CF- 
---------------- 
........................ "-------"----....... ---------................. - -------- ........ ........... .......... 
.................................................... y... _....... _... _... _.. _. _. y------------------_---__.. 
J. 
_.. --------------- 
{---------- 
------ .. _... __. {--------- ... __.. _-. _. ___... ý...... _... _ 
tt 
. ........................ . _... -...... _.......... __.. S-\\ .......... ... _....... y....... _.. _ ...... _....... _....... 
\\ 
r ................. °..... .... - ................... .................... ... _......... _....... _. _. 
f 
-------------- ------------- 
1111 
O 0.2 0.4 0.6 0.8 1 1.2 1.4 
Vertical Distance 
Figure 5.62: Single-phase flow through a contraction - vertical velocity profile along 
the line x= 12.375 for CFX 4.3 and transient Pamg Single-phase at 20 time 
units. It can be observed general good agreement between the vertical velocities 
computed by both solvers. 
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Figure 5.63: Single-phase flow through a contraction - horizontal velocity profile 
along the line x= 23.25 for CFX 4.3 and transient Pamg Single-phase at 20 
time units. It can be seen good agreement in the fully developed parabolic velocity 
profiles produced by both solvers. 
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Figure 5.64: Single-phase flow through a contraction - vertical velocity profile along 
the line x= 23.25 for CFX 4.3 and transient Pamg Single-phase at 20 time 
units. It can be seen that the vertical velocities produced by both solvers are close 
to zero. Note the scale of the vertical velocity axis. 
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Figure 5.65: Single-phase flow through a contraction - pressure drop comparison 
along the line y=0.75 for CFX 4.3 and transient Pamg Single-phase at 20 time 
units. It can be verified the good agreement between the pressure drop computed 
by both solvers. 
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Finally comparison of the results produced by transient Pamg Single-phase 
with the CFX 4.3 solver have been outlined. Evidence suggests that the agreement 
between the two solvers is very positive even in this difficult problem and conse- 
quently the implementation of the transient Pamg Single-phase is correct. 
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5.3 Transient Pamg Multi-Phase. Validation Prob- 
lems 
5.3.1 Two-Phase Channel Flow 
Problem definition 
The first test problem to validate the transient Pamg Multi-phase is the 
simulation of two fluids in a channel. The geometry is the same has that one defined 
for the first test case of the transient Pamg Single-phase defined in Section 
5.2.1. This test case has been chosen because is very simple and consequently a 
good choice as the first test problem to validate the transient multi-phase solver. 
The physical properties of the two fluids are 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase 1 100 0.01 1.0 
Phase II 100 0.005 0.5 
The values chosen for the drag coefficient and the inter-facial length (see Equa- 
tion (3.43)) are: 
CD=1.0 
daß = dßa = 0.1 
The computational grids are the same as for the single-phase channel test case 
(see Figure 5.2). Naturally the sections where the solution profiles are going to be 
presented are exactly the same as in the single-phase case (see Figure 5.3). 
The boundary conditions used are at the inlet, Dirichlet boundary conditions 
and at the outlet Neumann conditions. In the inlet a parabolic velocity profile is 
specified for the x-component velocity tu(x, y) of each phase by 
u(0, y) = 4y(1 - y) 
and the y-component velocity v(x, y) of each phase is null (v(0, y) = 0). At the 
outlet the y-component velocity is null either. 
The volume fractions in the inlet are set to 0.5 for each phase. 
The initial conditions for the simulation are very simple. The velocities are 
all set to zero and the volume fractions to 0.5. The convergence tolerance for the 
simulation is 10-6 for each time step. Since transient Pang Multi-phase is a 
non-dimensional solver we use like in the transient Pamg Single-phase solver 
the concept of time unit to specify the simulation at a specific time of integration. 
Results for a3 level computation 
In Figures 5.66 and 5.67 we see the streamlines for the two phases after 20 time 
units. Quite naturally, these are straight horizontal lines. This is due to the fact 
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that the vertical velocity components are set to zero in the inlet and the walls are 
horizontal and parallel each other. 
Figures 5.68 through 5.72 show the horizontal velocity, vertical velocity and 
volume fraction profiles for each phase along the lines x=2.625 and y=0.5 at 1 
and 20 time units. It can be observed the fully developed parabolic profile of the 
horizontal velocities at 20 time units. The vertical velocites are very close to zero 
at 1 and 20 time units. The volume fractions start to be very different at 1 time 
unit and end approaching the value 0.5 at 20 time units. 
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Figure 5.66: Multi-phase channel flow - streamlines after 20 time units for Phase 
I 
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Figure 5.67: Multi-phase channel flow - streamlines after 20 time units for Phase 
II 
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Figure 5.71: Multi-phase channel flow - horizontal velocity profile along the line 
y=0.5. It can be seen the growing horizontal velocity for both phases from 1 to 
?0 time units. 
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Figure 5.73: Multi-phase channel flow - comparison of horizontal velocity profiles 
for phase I along the line y=0.5 for single 2 and 3 level computations. It can be 
verified the same growing behaviour from 1 to 20 time units for all level calculations. 
Grid and Time Step Independence of the Solutions 
In Figures 5.73 through 5.83 are presented the results for the simulation of the 
channel two-phase flow at 1 and 20 time units for single, 2 and 3 level computations. 
Good general agreement can be observed in the solutions computed by all the three 
level calculations. 
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Figure 5.74: Multi-phase channel flow - comparison of horizontal velocity profiles 
for phase II along the line y=0.5 for single 2 and 3 level computations. It can be 
verified the same growing behaviour from 1 to 20 time units for all level calculations. 
0.58 
0.57 
0.56 
0.55 
o_ 
t 
LL 0.54 
E 
0.53 
0.52 
0.51 
ns 
singe grid 1 to e uiiit 
single rack 0 time unat, s 
-------------- - ----------- 
3 gri s1 time uzt 3grids 20time units 
...... - ------------- ----------------------------------- 
------------------------ --------------------------------- ------------ 
i i 
r 
oý- y am 
-------------- ---------------------------- ------- ---------------------- ----------------------------- ---- --- - 
Ii 
_ 
0 0.5 1 1.5 2 2.5 3 
Horizontal Distance 
Figure 5.75: Multi-phase channel flow - comparison of volume fraction profiles for 
phase I along the line y=0.5 for single 2 and 3 level computations. It can be 
seen that the volume fractions approach the value 0.5 for all level calculations at 
20 time units. 
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Figure 5.77: Multi-phase channel flow - comparison of horizontal velocity profiles 
for phase I along the line x=2.625 for single 2 and 3 level computations. It can be 
seen the fully developed parabolic profile for all level calculations at 20 time units. 
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Figure 5.78: Multi-phase channel flow - comparison of horizontal velocity profiles 
for phase II along the line x=2.625 for single 2 and 3 level computations. It can 
be observed the fully developed parabolic profile for all level calculations at 20 time 
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0.06 
0.04 
0.02 
U 
0 
-0.02 
-0.04 
szr glgrzd 1 time unit 
single_q rzcý 2zm, e units 
2, gridsO 
ttime 
unit-------- 
2, grzds 20tzme-u, nats.... __... _..... 3 grids 1 time urýzt 
.................. ..... . -. _.... -.. -------------- 20 3grzds tzmeunztýq_. _. _. _ 
-0.05 L 0 0.2 0.4 0.6 
Vertical Distance 
0.8 1 
Figure 5.79: Multi-phase channel flow - comparison of vertical velocity profiles for 
phase I along the line x=2.625 for single 2 and 3 level computations. It can be 
verified good agreement between all level calculations at 1 and 20 time units. 
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Figure 5.82: Multi-phase channel flow - comparison of volume fraction profiles for 
phase II along the line x=2.625 for single 2 and 3 level computations. It can be 
observed the good agreement between all level calculations at 1 and 20 time units. 
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Figure 5.83: Multi-phase channel flow - comparison of pressure drop profiles along 
the line y=0.5 for single 2 and 3 level computations. It can be verified the good 
agreement between the pressure drop profiles produced by all level calculations at 
1 and 20 time units. 
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Figure 5.84: Multi-phase channel flow - comparison of horizontal velocity profiles 
for phase I along the line y=0.5 for 3 level computations and different time steps. 
It can be observed good agreement between the profiles at 10 and 20 time units 
Figures 5.84 through 5.94 show the results for this test case at 10 and 20 time 
units for a3 level simulation with time steps 1.0 and 10.0. In Figures 5.84 and 
5.85 it can be seen that there is good agreement between the horizontal velocities 
along the line y=0.5 at 10 and 20 time units for both phases. The horizontal 
velocities along the line x=2.625, (Figures 5.88 and 5.89) exhibit good agreement 
particularly when the time is 20 time units. We can conclude that good agreement 
is observed between the horizontal velocity profiles. Figures 5.86 and 5.87 show 
the volume fractions profile along the line y=0.5. Some disagreement is observed 
particularly when time is 10 time units. However at 20 time units the two curves 
are very close. This behaviour is also observed in Figures 5.92 and 5.93 which 
represent the volume fractions profile along the line x=2.625. Hence the volume 
fractions profiles show some disagreement. This suggests that the volume fractions 
are less time step independent than the velocities. Furthermore, as the simulation 
advance on time the agreement between the profiles are better. Figure 5.94, which 
represent the pressure drop along the line y=0.5 suggests this. 
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Figure 5.85: Multi-phase channel flow - comparison of horizontal velocity profiles 
for phase II along the line y=0.5 for 3 level computations and different time 
steps. It can be seen good agreement between the profiles at 10 and 20 time units. 
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Figure 5.87: Multi-phase channel flow - comparison of volume fraction profiles for 
phase II along the line y=0.5 for 3 level computations and different time steps. 
It can be seen good agreement between the volume fractions profiles at 20 time 
units. 
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Figure 5.88: Multi-phase channel flow - comparison of horizontal velocity profiles 
for phase I along the line x=2.625 for 3 level computations and different time 
steps. It can be observed good agreement in the fully developed parabolic profiles 
at 20 time units. 
-------- . ------ ---------- ---------- ------ 
0 time unit (time e ste 
1.0 
......... . ............. _. _.. _....... _. _... , _...... _.......... -- .. _.. 10 time units time step 
10.0 
-- 
ý. 
20 time units (time step 1.0 20 time units (tame step 10.0 ................ 
-- ------------------ ----------- - EEIH 
- ---------------- ................. .... _... _.. ---- ---- ------...... _. 
EE.... 
- 
138 
1 
., 
Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 
1 
0.9 
0.8 
0.7 
0.6 
o 0.5 
N 
O 
0.4 
0.3 
0.2 
0.1 
O 
0 
o 
ii 
.. __ ............... .............. .. _..; _...... _................................. ................ .. __.. __..... __.. __.. __.., --------- ------------------- .... _..... ............. 
- ----------- ----------------- -- ------------------------------- ----------- -------- -- -------------------- ------ ------------------- 
10 time units (time step 1.0 
. ....... ..................... "--- --------------------------------- --------------------------- 
10 time units (time step 10.0 
20tzme units (time step 1.0 20 time units (time step 10.0 ................ 
0.2 0.4 0.6 0.8 
Vertical Distance 
Figure 5.89: Multi-phase channel flow - comparison of horizontal velocity profiles 
for phase II along the line x=2.625 for 3 level computations and different time 
steps. It can be seen good agreement in the fully developed parabolic profiles at 
20 time units. 
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Figure 5.90: Multi-phase channel flow - comparison of vertical velocity profiles for 
phase I along the line x=2.625 for 3 level computations and different time steps. 
Note the very small values of the vertical velocities at 10 and 20 time units for all 
the time step computations. 
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Figure 5.91: Multi-phase channel flow - comparison of vertical velocity profiles for 
phase II along the line x=2.625 for 3 level computations and different time steps. 
Observe the very small values of the vertical velocities at 10 and 20 time units for 
all the time step computations. 
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Figure 5.92: Multi-phase channel flow - comparison of volume fraction profiles for 
phase I along the line x=2.625 for 3 level computations and different time steps. 
It can be seen good agreement between the volume fractions profiles at 20 time 
units. 
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Figure 5.93: Multi-phase channel flow - comparison of volume fraction profiles for 
phase II along the line x=2.625 for 3 level computations and different time steps. 
It can be observed good agreement between the volume fractions profiles at 20 time 
units. 
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Figure 5.94: Multi-phase channel flow - comparison of pressure drop profiles along 
the line y=0.5 for 3 level computations and different time steps. It can be observed 
good agreement between the pressure drop profiles at 20 time units. 
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Figure 5.95: Multi-phase channel flow - horizontal velocity profile along the line 
x=2.625 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. It 
can be observed good agreement between the parabolic profiles produced by both 
solvers. 
Comparison with CFX 4.3 Solutions 
Figures 5.95 through 5.99 present the comparison between the transient Pamg 
Multi-phase and CFX 4.3 solvers based on the horizontal velocity, vertical velocity, 
volume fraction and pressure drop along the lines x=2.625 and y=0.5 at the 
integration time of 20 time units. The disagreement that is seen in the volume 
fractions profile along the line x=2.625 in the walls (x = 0.0 and x=1.0) is due 
to the different volume fractions initial conditions. CFX 4.3 starts the simulation 
at each time step fixing the initial boundary conditions for the volume fractions in 
the walls as 0.5. 
Summary 
To start the validation process of the transient Pamg Multi-phase we chose 
a very simple problem. It is the simulation of a two-phase fluid flow through 
a channel. The geometry chosen, for a question of simplicity has been exactly 
identical to the geometry of the Single-phase channel flow. Two-different fluids 
with different viscosities and densities have been used in this simulation. Results in 
a3 level computation have been presented. Additionally they have been compared 
with the results produced by the solver CFX 4.3 in the same geometry domain. 
Generally we observe very good agreement between the results computed by both 
solvers. However the volume fractions near the walls do not match exactly. This is 
due to different initialization conditions for the volume fractions in the transient 
Pamg Multi-phase and CFX 4.3. 
The grid and time step independence of the solutions has been addressed in 
this test case. The results verified for single, 2 and 3 level computations agree 
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y=0.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. It can 
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Figure 5.98: Multi-phase channel flow - volume fraction profile along the line y= 
0.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. It can be 
seen good agreement between volume fractions produced by both solvers. 
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Figure 5.99: Multi-phase channel flow - pressure drop profile along the line y=0.5 
for CFX 4.3 and transient Pamg Multi-phase at 20 time units. It can be seen 
the good agreement between the pressure drop computed by both solvers. 
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in a very positive way. However with respect to the time step independence the 
conclusion can not be so obvious. Evidence suggests that the volume fractions are 
less time step independent than the velocities. However as the time goes up the 
disagreement observed diminishes. This is what is expected since we are simulating 
steady flows. To measure correctly time step accuracy unsteady flows should be 
considered. However this kind of flows are outside the scope of this thesis. 
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5.3.2 Two-Phase Flow Through a T-Junction with Two In- 
lets 
Problem definition 
The second test problem to validate the transient Pamg Multi-phase is the 
simulation of two fluids trough a T-junction with two inlets. This is a much more 
difficult problem than the multi-phase channel flow. The existence of two inlets in 
this geometry originates that we have a region where the flux of the flow coming 
from one inlet joins the flux coming from the other inlet. Consequently the vari- 
ations on the velocities and volume fractions can be very quickly and in the two 
directions of the axes. The physical properties of the two fluids are: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase 1 100 0.01 1.0 
Phase II 75 0.0066 0.5 
In this test case, the values chosen for the drag coefficient and the inter-facial 
length are: 
CD =1-0 
Cap =d/3 -- 0.1 
Figure 5.100 shows the geometry of this test case. In Figure 5.101 we see the 
computational grid at the uniform level 3. The resolution of the coarsest grid is 
Lxsize ! Aysize = 0.25. The sections where the solution profiles are going to be 
presented are shown in Figure 5.102. The boundary conditions for the velocity are: 
" In Inlet I the horizontal velocity profile is defined for each phase as 
u(0, y) =1 and the vertical velocity profile as v(0, y) =0 
" In Inlett the horizontal velocity profile is defined for each phase as 
u(x, -2h) =0 and the vertical velocity profile as v(x, -2h) =1 
The volume fractions are set to 0.5 for each phase and for both the inlets. The 
initial condition is similar to the channel two-phase test case. The velocities are 
all set to zero and the volume fractions to 0.5. The convergence tolerance for the 
simulation is 10-6 for each time step. 
Results for a3 level computation 
In Figures 5.103 and 5.104 we see the streamlines for the two phases after 20 
time units. It can be observed that both phases of the fluid flow coming from the 
two different inlets join after the junction and consequently the streamlines go up 
in the y direction. 
Figures 5.105 through 5.111 present the profiles of the horizontal velocity, verti- 
cal velocity, volume fraction and pressure drop along the lines x=3.5 and y=0.5 
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Figure 5.100: Geometrical representation of the domain of the T-junction flow 
problem 
for 3 level computations. In Figure 5.105 we can see that the horizontal velocity 
increases substantially between x=2.0 and x=3.0 which is precisely where the 
fluid flow coming from the inlet2 joins the fluid coming from inletl. At the outlet 
we see the separation of the two phases even at t=1 time unit. 
Figure 5.106 presents the vertical velocity profile along the line y=0.5 for 3 
level computation. It is visible the increase in the vertical velocity after x=2.0. 
After x=3.0 the vertical velocity goes down and even takes negative values for 
both phases. 
In Figure 5.107 the volume fractions along the line y=0.5 varies substantially 
after the point x=2.5 which is precisely where the two flows coming from the two 
inlets are joining. 
Figure 5.108 presents the horizontal velocity along the line x=3.5. In the walls 
it can be seen that the velocity at y=0.0 is slightly smaller than at y=1.0. Hence 
the velocity profile is not totally symmetric. 
In Figure 5.109 it can be seen that the vertical velocity of Phase II at 20 time 
units is substantially bigger than the corresponding vertical velocity of Phase I at 
20 time units. 
In Figure 5.110 we present the volume fraction profile along the line x=3.5 
for 3 level computation. It is visible that from 1 to 20 time units the difference 
between the volume fractions in the wall y=0.0 becomes bigger. At this wall the 
Phase II fills almost all the volume fraction. 
Figure 5.111 presents the pressure drop profile along the line y=0.5 for 3 
level computation. It can be seen the slight slope between 2.5 and 3.5 which 
corresponds to the region where the two fluids join. Naturally in the other regions 
of the domain the pressure drop varies linearly and consequently the corresponding 
slopes are straight lines. 
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Figure 5.101: Uniform level 3 grid for the T-Junction flow test case (Lýxsize = 0.0625 
and Dysize = 0.0625) 
v 
Figure 5.102: T-junction Flow test case - main sections used to give the solution 
profiles 
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Figure 5,103: Multi-phase T-junction flow - streamlines after 20 time units for 
Phase I 
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Figure 5.105: Multi-phase T-junction flow - horizontal velocity profile along the 
line y 0.5 for 3 level computation. It can be seen the increase of the velocities 
between 2.0 and 3.0. Note the separation of the two phases at the outlet. 
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Figure 5.106: Multi-phase T-junction flow - vertical velocity profile along the line 
y=0.5 for 3 level computation. It can be seen the increase in the vertical velocity 
after x-2.0. After 3.0 it can be observed the decrease to negative values by both 
phases. 
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Figure 5.107: Multi-phase T-junction flow - volume fraction profile along the line 
y 0.5 for 3 level computation. It can be observed the big variation of the volume 
fractions after x=2.5. 
3 
2.5 
2 
U 
ä0 ) 
1.5 
0 
0 
0 
1 
0.5 
n 
----------- ------------ ------------------------- -- 
- ----- ---- ----------- ---------- ------------------------- -- -------------------------- 
----- ---- --- ------ ---- :,.............. ......... ---... --------- --..... _.. ------ -----... -... -... ---- --------- ---------------------- --- i 
i 
/- . 
' PhasseI 
1 time uni II -1 time un2 fhasee -O tmeunits --_--. - ase - zme units------------- h 
ý0 0.2 0.4 0.6 
Vertical Distance 
0.8 1 
Figure 5.108: Multi-phase T-junction flow - horizontal velocity profile along the 
line x=3.5 for 3 level computation. It can be seen that the velocity profile is not 
totally symmetric. 
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Figure 5.109: Multi-phase T-junction flow - vertical velocity profile along the line 
x 3.5 for 3 level computation. It can be observed that the vertical velocity of 
Phase II is substantially bigger than the vertical velocity of Phase I at 20 time 
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Figure 5.110: Multi-phase T-junction flow - volume fraction profile along the line 
x=3.5 for 3 level computation. It can be seen that from I to 20 time units the 
difference between the volume fractions in the wall y=0.0 becomes bigger. 
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Figure 5.111: Multi-phase T-junction flow - pressure drop profile along the line 
y=0.5 for 3 level computation. It can be observed the slight slopes between 2.5 
and 3.5 where the two fluid flows join. 
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Grid and Time Step Independence of the Solutions 
Figures 5.112 through 5.124 present the profiles of the horizontal velocity, verti- 
cal velocity, volume fraction and pressure drop along the lines x=3.5 and y=0.5 
for single 2 and 3 level computations. 
In Figure 5.112 it is visible that after 20 time units the curves corresponding to 
single 2 and 3 level computations change slightly due to the increasing values of the 
horizontal velocity. However the same sequence of the growing velocities observed 
in the single 2 and 3 level computations after 1 time unit is observed. In Figure 
5.113 identical behaviour of the horizontal velocity for Phase II is observed. 
3 
2.8 
2.6 
2.4 
2.2 
2 
1.8 
1.6 
1.4 
1.2 
1 
0.8 
0 1234567 
Horizontal Distance 
Figure 5.112: Multi-phase T-junction flow - comparison of horizontal velocity pro- 
files for Phase I along the line y=0.5 for single 2 and 3 level computations. It 
can be observed the same sequence of growing velocities for 1 and 20 time units for 
all level calculations. 
The variation of the volume fractions along the line y=0.5 (see Figures 5.114 
and 5.115) is independent of the number of levels used in the computation. The 
volume fraction of Phase I goes up when the horizontal distance increases while 
the volume fraction of Phase II decreases. This behaviour is observed for all the 
grid levels and for 1 and 20 time units. Comparing the variations of the horizontal 
velocities and volume fractions in the outlet for single 2 and 3 level computations 
two different kinds of behaviour can be observed. The horizontal velocities for 2 
and 3 grids are very close at the outlet while the volume fractions are not so close. 
This seems to suggest that the horizontal velocities are second order accurate while 
the volume fractions are first order. 
In Figures 5.116 and 5.117 we present the horizontal velocity profiles for Phase 
I and Phase II along the line x=3.375 for single 2 and 3 level computations. The 
parabolic profile that can be seen is independent of the number of grids at 1 and 
20 time units. 
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Figure 5.113: Multi-phase T-junction flow - comparison of horizontal velocity pro- 
files for Phase II along the line y=0.5 for single 2 and 3 level computations. It 
can be seen the same sequence of growing velocities for 1 and 20 time units for all 
level calculations. 
Figures 5.118 and 5.119 show the vertical velocity profiles along the line x= 
3.375 for single 2 and 3 level computations. The curves for single 2 and 3 level com- 
putations at 20 time units exhibit the same pattern as at 1 time unit. Consequently 
the grid independence of the solution algorithm is verified. 
In Figures 5.120 and 5.121 we present the volume fraction profiles for Phase I 
and Phase II along the line x=3.375 for single 2 and 3 level computations. It 
can be observed that the curves for both phases at 20 and 1 time units have an 
equivalent pattern over all the entire vertical distance. 
Figures 5.122 and 5.123 show the vertical velocity profiles for Phase I and 
Phase II along the line y=0.75 for single 2 and 3 level computations. It is visible 
that the vertical velocity reach the maximum value close to the point x=2.8 for 
single 2 and 3 grids computation. Moreover at the inlet and outlet it is null for 
every level computation. 
The variation of the pressure (see Figure 5.124) decreases as the time increases 
from 1 to 20 time units. Identical behaviour is observed for both the single 2 and 
3 level computations. Hence the grid independence of the solution algorithm can 
be established. 
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Figure 5.114: Multi-phase T-junction flow - comparison of volume fraction profiles 
for Phase I along the line y=0.5 for single 2 and 3 level computations. It can be 
observed that the volume fraction goes up for all level calculations. 
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Figure 5.115: Multi-phase T-junction flow - comparison of volume fraction profiles 
for Phase II along the line y=0.5 for single 2 and 3 level computations. It can 
be seen that the volume fraction goes down for all level calculations. 
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Figure 5.116: Multi-phase T-junction flow - comparison of horizontal velocity pro- 
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Figure 5.117: Multi-phase T-junction flow - comparison of horizontal velocity pro- 
files for Phase II along the line x=3.375 for single 2 and 3 level computations. 
lt can be seen that the horizontal velocities exhibit parabolic profiles for all level 
calculations. 
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Figure 5.118: Multi-phase T-junction flow - comparison of vertical velocity profiles 
for Phase I along the line x=3.375 for single 2 and 3 level computations. It 
can be seen that the curves for single 2 and 3 level computations at 20 time units 
exhibit the same pattern as at 1 time unit. 
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Figure 5.119: Multi-phase T-junction flow - comparison of vertical velocity profiles 
for Phase II along the line x 3.375 for single 2 and 3 level computations. It 
can be seen that the curves for single 2 and 3 level computations at 20 time units 
exhibit the same pattern as at 1 time unit. 
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Figure 5.120: Multi-phase T-junction flow - comparison of volume fraction profiles 
for Phase I along the line x=3.375 for single 2 and 3 level computations. It can 
be observed that for all the level calculations the volume fractions approach 0.5 at 
the maximum vertical distance. 
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Figure 5.121: Multi-phase T-junction flow - comparison of volume fraction profiles 
for Phase II along the line x=3.375 for single 2 and 3 level computations. It can 
be observed that for all the level calculations the volume fractions approach 0.5 at 
the maximum vertical distance. 
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Figure 5.122: Multi-phase T-junction flow - comparison of vertical velocity profiles 
for Phase I along the line y=0.75 for single 2 and 3 level computations. It can be 
seen that the vertical velocities reach the maximum value close to the point x=2.8 
for all level calculations. 
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Figure 5.123: Multi-phase T-junction flow - comparison of vertical velocity profiles 
for Phase II along the line y=0.75 for single 2 and 3 level computations. It can 
be observed that the vertical velocities reach the maximum value close to the point 
x=2.8 for all level calculations. 
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Figure 5.124: Multi-phase T-junction flow - comparison of pressure drop profiles 
along the line y=0.75 for single 2 and 3 level computations. It can be seen good 
agreement between the pressure drop for all level calculations at 1 and at 20 time 
units. 
162 Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 
Figures 5.125 through 5.137 present the profiles of the horizontal velocity, verti- 
cal velocity, volume fraction and pressure drop along the lines x=3.5 and y=0.5 
for 3 level computations and two different time steps (1.0 and 10.0). In Figure 
5.125 we can see the horizontal velocity profiles for Phase I along the line y=0.5 
for 3 level computations and time steps 1.0 and 10.0. It is visible that at 20 time 
units the curves corresponding to time steps 1.0 and 10.0 agree very well even after 
the horizontal distance of x=3.5. Similar behaviour can be observed in Figure 
5.126 which represents the horizontal velocity profiles for Phase II along the line 
y=0.5. 
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Figure 5.125: Multi-phase T-junction flow - horizontal velocity profiles for Phase 
I along the line y=0.5 for 3 level computations and different time steps. It can 
be observed good agreement between the horizontal velocities at 20 time units for 
both time step calculations. 
Figures 5.127 and 5.128 present the volume fraction profiles for Phase I and 
Phase II along the line y=0.5 for 3 level computations and with time steps 1.0 
and 10.0. It can be observed the curves corresponding to the time steps 1.0 are 
very close to the curves corresponding to the time steps 10.0. This is particularly 
visible at 20 time units. 
Figures 5.129 and 5.130 present the horizontal velocity profiles for Phase I 
and Phase II along the line x=3.5 for 3 level computations with time steps 1.0 
and 10.0. The agreement observed between the curves at 20 time units is good 
particularly for Phase II. 
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Figure 5.126: Multi-phase T-junction flow - horizontal velocity profiles for Phase 
II along the line y=0.5 for 3 level computations and different time steps. It can 
be seen good agreement between the horizontal velocities at 20 time units for both 
time step calculations. 
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Figure 5.127: Multi-phase T-junction flow - volume fraction profiles for Phase I 
along the line y=0.5 for 3 level computations and different time steps. It can 
be observed good agreement between the volume fractions for both time steps 
calculations at 20 time units. 
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Figure 5.128: Multi-phase T-junction flow - volume fraction profiles for Phase II 
along the line y=0.5 for 3 level computations and different time steps. It can be 
seen good agreement between the volume fractions for both time steps calculations 
at 20 time units. 
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Figure 5.129: Multi-phase T-junction flow - horizontal velocity profiles for Phase 
I along the line x=3.5 for 3 level computations and different time steps. It can 
be seen good agreement between the horizontal velocities computed by both time 
steps calculations at 20 time units. 
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Figure 5.130: Multi-phase T-junction flow - horizontal velocity profiles for Phase 
II along the line x 3.5 for 3 level computations and different time steps. It can 
be seen good agreement between the horizontal velocities computed by both time 
steps calculations. 
The vertical velocity profiles for Phase I and Phase II with time step 1.0 
and 10.0 are presented in Figures 5.131 and 5.132. At 20 time units the curves 
corresponding to time steps 1.0 and 10.0 agree very well. 
In Figures 5.134 and 5.135 we present the volume fractions for both phases with 
time step 1.0 and 10.0 along the line x=3.5. The agreement between all the entire 
curves is excellent at 10 and 20 time units. 
In Figure 5.135 we can see the pressure drop profiles along the line y 0.5 
for 3 level computations and different time steps. It is visible the good agreement 
between all the curves. 
Figures 5.136 and 5.137 present the vertical velocity profiles for Phase I and 
Phase II with time steps 1.0 and 10.0. The agreement between all the curves is 
in general good. There is a slight difference in the curves of Phase I between 2.8 
and 4.5. However afterwards the agreement is very good. 
From this study of the time step independence we can conclude that the solution 
algorithm exhibits a very good agreement. 
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Figure 5.131: Multi-phase T-junction flow - vertical velocity profiles for Phase I 
along the line x 3.5 for 3 level computations and different time steps. It can be 
seen good agreement between the vertical velocities computed by both time steps 
at 20 time units. 
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Figure 5.132: Multi-phase T-junction flow - vertical velocity profiles for Phase II 
along the line x=3.5 for 3 level computations and different time steps. It can be 
observed good agreement between the vertical velocities computed by both time 
steps at 20 time units. 
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Figure 5.133: Multi-phase T-junction flow - volume fraction profiles for Phase I 
along the line x=3.5 for 3 level computations and different time steps. It can 
be seen excellent agreement between the volume fractions computed by both time 
steps. 
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Figure 5.134: Multi-phase T-junction flow - volume fraction profiles for Phase II 
along the line x=3.5 for 3 level computations and different time steps. It can 
be seen excellent agreement between the volume fractions computed by both time 
steps. 
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Figure 5.135: Multi-phase T-junction flow - pressure drop profiles along the line 
y=0.5 for 3 level computations and different time steps. It can be observed 
good agreement between the pressure drop values produced by both time step 
calculations. 
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Figure 5.136: Multi-phase T-junction flow - vertical velocity profiles for Phase I 
along the line y 0.5 for 3 level computations and different time steps. It can be 
seen good agreement between the vertical velocities computed by both time steps 
calculations. 
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Figure 5.137: Multi-phase T-junction flow - vertical velocity profiles for Phase II 
along the line y=0.5 for 3 level computations and different time steps. It can be 
observed good agreement between the vertical velocities computed by both time 
steps calculations. 
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Comparison with CFX 4.3 Solutions 
Figures 5.138 through 5.144 present the profiles of the horizontal velocity, verti- 
cal velocity, volume fraction and pressure drop along the lines x=3.5 and y=0.5 
for transient Pamg Multi-phase and CFX 4.3. In Figure 5.138 we present the 
horizontal velocity along the line y=0.5 produced by CFX 4.3 and transient 
Pang Multi-phase at 20 time units. It is visible that for both phases the curves 
corresponding to CFX 4.3 and transient Pamg Multi-phase are very close each 
other. 
3 
2.8 
2.6 
2.4 
............. ............... 1... -_. -...................... : --.. -"-"--. -_. --.. ---------- "ý--. -" Yrs. 
------------------------------------------- -----"-----. -... ---------.. - 
s 
r 
............. -- ------------------------------ -- - 
Hi,:, 
2.2 
s w 
ýv 2 
0 N 
ö1 
.8 
1.6 
1.4 
1.2 
1 
0 
----------- ------ ----- ............. 
............. . ....... ------------- --------------- ------------------- 
;ý 
--------------- 
. {----------------------------- ---------------------------- - ----------------------------- ------ ------ ------- . - 
Phase I- Pamg 
-------------- ------- ------- --------------------------- Phase I- CFX ------- - Phase II- Pamg -------- Phase 11 - CFX ---------------- 
1234567 
Horizontal Distance 
Figure 5.138: Multi-phase T-junction flow - comparison of horizontal velocity along 
the line y=0.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be seen good agreement between the horizontal velocities computed by both 
solvers. 
Figure 5.139 present the volume fraction along the line y=0.5 for CFX 4.3 
and transient Pamg Multi-phase at 20 time units. Good agreement is observed 
until the horizontal distance of 2.7. Afterwards there are slight differences between 
the values of volume fractions produced by transient Pamg Multi-phase and CFX 
4.3. However the pattern that can be seen is very similar. 
In Figure 5.140 we show the horizontal velocity along the line x=3.5 for CFX 
4.3 and transient Pamg Multi-phase at 20 time units. Like the curves repre- 
senting the horizontal velocity produced by transient Pam. g Multi-phase, the 
curves produced by CFX 4.3 are not entirely symmetric. However the agreement 
between the curves produced by both solvers is good. 
Figure 5.141 shows the vertical velocity along the line x=3.5 produced by CFX 
4.3 and transient Pamg Multi-phase at 20 time units. The differences observed 
particularly in the vertical velocity until the vertical distance of 0.3 must be due 
to the different location of the velocities in the cells. While in CFX 4.3 all the 
unknowns are computed in the centre of the cells, in transient Pamg Multi-phase 
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Figure 5.139: Multi-phase T-junction flow - comparison of volume fraction along 
the line y=0.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be observed the same pattern on the profiles of the volume fractions produced 
by both solvers. 
the velocities are computed in the edges. Consequently it is expected that in a 
difficult region like the line x=3.5 that differences will become more evident. 
In Figure 5.142 we present the volume fractions along the line x=3.5 for CFX 
4.3 and transient Pamg Multi-phase at 20 time units. The difference observed 
in the inlet is naturally due to the initial conditions used by CFX 4.3, which are 
settled to be 0.5 for both phases. 
Figure 5.143 presents the vertical velocity along the line y=0.5 for CFX 4.3 
and transient Pamg Multi-phase at 20 time units. Good agreement is observed 
between the curves produced by both solvers. 
Finally in Figure 5.144 we present the pressure drop along the line y=0.5 for 
CFX 4.3 and transient Pamg Multi-phase at 20 time units. It is visible that the 
agreement obtained by both solvers is excellent. 
Summary 
To continue the validation process of the transient Pamg Multi-phase we 
chose another problem substantially more difficult than the two-phase channel flow. 
In this problem a two-phase fluid flow through a T-junction with two inlets is 
considered. Two-different fluids with different viscosities and densities have been 
used in this simulation. Particularly important sections have been chosen to present 
the solution profiles. 3 level computations have been showed. The grid and time 
step independence of the solutions has been verified. This has been established by 
comparing results for single 2 and 3 level computations and for time steps 1.0 and 
10.0. 
To complement the validation process results produced by CFX 4.3 have been 
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Figure 5.140: Multi-phase T-junction flow - comparison of horizontal velocity along 
the line x=3.5 for CFX 4.3 and transient Parng Multi-phase at 20 time units. 
It can be seen good general agreement between the parabolic profiles produced by 
both solvers. 
compared with the results produced by the transient Pamg Multi-phase solver. 
Generally we observed very good agreement between the results produced by both 
solvers. Slight differences observed are due to two main reasons. First of all the 
different location of the unknowns in the control volume. In CFX 4.3 the cells are 
always cell-centred. Secondly the initialisation conditions for the volume fractions 
in the transient Pamg Multi-phase and CFX 4.3 are slightly different. 
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Figure 5.141: Multi-phase T-junction flow - comparison of vertical velocity along 
the line x=3.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be seen important differences between the vertical velocities for Phase I 
near the wally=0.0. 
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Figure 5.142: Multi-phase T-junction flow - comparison of volume fraction along 
the line x=3.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be seen the different initial volume fractions in the wall used by both solvers. 
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Figure 5.143: Multi-phase T-junction flow - comparison of vertical velocity along 
the line y 0.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be seen good agreement between the vertical velocities produced by both 
solvers. 
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Figure 5.144: Multi-phase T-junction flow - comparison of pressure drop profiles 
along the line y=0.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time 
units. It can be seen excellent agreement between the pressure values computed by 
both solvers. 
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5.3.3 Two-Phase Flow Through a Contraction 
Problem definition 
The final test problem to validate the transient Pamg Multi-phase is the 
simulation of two fluids trough a contraction. The geometry of this test case is more 
complex than in the two other problems studied before. This is due to the geometric 
constraint in the contraction region. Consequently the horizontal velocities change 
very quickly from small to bigger values. Moreover they change from positive 
to negative values very quickly after the contraction region. This happens due 
to the recirculation of the fluid flows. Naturally the vertical velocities exhibit big 
variations in this region either. Consequently this test case is much more demanding 
for the solution algorithm. Hence the main objective of this problem is to validate 
the code in a very complex geometry with a recirculation region. The physical 
properties of the two fluids are: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase I 10 0.3 1.0 
Phase II 7.5 0.2 0.5 
In this test case, the values chosen for the drag coefficient and the inter-facial 
length are as in the T-junction: 
CD=1.0 
daß dpa = 0.1 
The domain of this test case is represented in Figure 5.145. The computational 
grid at the uniform level 3 is presented in Figure 5.146. The resolution of the 
coarsest grid is Oxsize = Dysize = 0.25. In Figure 5.147 we present the sections 
where the solution profiles are going to be presented. The boundary conditions are 
settled as follows. In the inlet the horizontal velocity profile is defined for each phase 
as u(0, y) = 0.4y(3 - y) and the vertical velocity profile as v(0, y) = 0. The volume 
fractions are set to 0.5 for each phase. In the outlet the Neumann conditions are 
established. The initial condition is exactly the same for the T-junction problem. 
The velocities are all set to zero and the volume fractions to 0.5. The convergence 
tolerance for the simulation is 10-6 for each time step. 
Results for a3 level computation 
In Figures 5.148 and 5.149 we see the streamlines for the two phases after 20 
time units. It is visible in Figure 5.149 the recirculation region for Phase II just 
after the contraction. 
Figures 5.150 through 5.159 present the profiles of the horizontal velocity, ver- 
tical velocity, volume fraction and pressure drop along the lines x=4.5. x= 
9.0(outlet) and y=1.5 for 3 level computation. In Figure 5.150 we present the 
horizontal velocity along the line y=1.5 for a3 level computation. The velocity 
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Figure 5.145: Geometrical representation of the domain of the Contraction two- 
phase flow problem 
grows up in the contraction region and afterwards decreases until reaching the ve- 
locity of the initial guess. The velocities at 20 time units are naturally bigger than 
at 1 time unit. 
Figure 5.151 presents the volume fraction profile along the line y=1.5 for a3 
level computation. It can be seen that after 20 time units the volume fractions of 
both phases are much more close. Furthermore there exist two points where the 
volume fractions are identical. 
Figure 5.152 presents the horizontal velocity along the line x=4.5 for 3 level 
computation. It is visible the parabolic profile presented by both curves which is 
more evident at 20 time units. 
In Figure 5.153 it can be seen the vertical velocity along the line x=4.5 for 3 
level computation. They are negative until the middle of the vertical distance and 
positive afterwards. 
Figure 5.154 shows the volume fraction along the line x=4.5 for a3 level 
computation. 
Figure 5.155 presents the pressure drop along the line y=1.5 for a3 level 
computation. It is visible that the pressure changes linearly in all the regions of 
the domain. In the contraction region the variation is bigger which is precisely 
what it should be expected. 
Figure 5.156 presents the vertical velocity along the line y=1.5 for a3 level 
computation. It is visible the variation between negative and positive values in the 
contraction region. 
In Figure 5.157 we present the Horizontal Velocity along the line x=9.0 for a 
3 level computation. It can be seen the parabolic profile which is more evident at 
20 time units. 
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Figure 5.146: Uniform level 3 grid for the Contraction two-phase flow test case 
(OxsIze = 0.0625 and Oysize = 0.0625) 
Figure 5.158 shows the Vertical Velocity along the line x=9.0 for a3 level 
computation. Since we are pre-setting this velocity in the outlet (x = 9.0) the 
values are very small and even zero. 
In Figure 5.159 we present the volume fraction along the line x=9.0 for a3 
level computation. 
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Figure 5.147: Contraction two-phase flow test case - main sections used to give the 
solution profiles 
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Figure 5.148: Multi-phase Contraction flow - streamlines after 20 time units for 
Phase I 
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Figure 5.149: Multi-phase Contraction flow - str('anlIines aft('r 20 time imits, for 
Phase 11 
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Figure 5.150: Multi-phase Contraction flow - horizontal velocity profile along the 
line y=1.5 for 3 level computation. It can be observed that the horizontal velocity 
grows up in the contraction region and afterwards decreases until reaching the 
velocity of the initial guess. 
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Figure 5.151: Multi-phase Contraction flow - volume fraction profile along the line 
y=1.5 for 3 level computation. It can be seen that after 20 time units the volume 
fractions of both phases are closer than at 1 time unit. Note the two points where 
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the volume fractions are identical. 
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Figure 5.152: Multi-phase Contraction flow - horizontal velocity profile along the 
line x=4.5 for 3 level computation. It can be observed, particularly at 20 time 
units, the parabolic profile of the velocities for both phases. 
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Figure 5.153: Multi-phase Contraction flow - vertical velocity profile along the line 
x=4.5 for 3 level computation. It can be seen that the vertical velocity is negative 
until the middle of the vertical distance and positive afterwards. 
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Figure 5.154: Multi-phase Contraction flow - volume fraction profile along the line 
x=4.5 for 3 level computation. It can be seen that the volume fraction approach 
each other in the middle of the vertical distance at 20 time units. 
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Figure 5.155: Multi-phase Contraction flow - pressure profile along the line y 1.5 
for 3 level computation. It can be observed the bigger pressure variation in the 
contraction region both at 1 and 20 time units. 
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Figure 5.156: Multi-phase Contraction flow - vertical velocity profile along the line 
y=1.5 for 3 level computation. It can be seen the variation between negative and 
positive values in the contraction region. 
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Figure 5.157: Multi-phase Contraction flow - horizontal velocity profile along the 
line x=9.0 for 3 level computation. It can be seen the fully developed parabolic 
profile at 20 time units. 
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Figure 5.158: Multi-phase Contraction flow - vertical velocity profile along the line 
x 9.0 for 3 level computation. It can be seen that the velocity values are very 
small. 
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Figure 5.159: Multi-phase Contraction flow - volume fraction profile along the line 
x=9.0 for 3 level computation. It can be seen that at 20 time units the volume 
fractions approach the value 0.5 in the middle of the vertical distance. 
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Grid Independence of the Solutions 
Figures 5.160 through 5.178 present the profiles of the horizontal velocity, ver- 
tical velocity, volume fraction and pressure drop along the lines x=4.5, x 
9.0(outlet) and y=1.5 for single 2 and 3 level computation. 
In Figures 5.160 and 5.161 we present the Horizontal Velocity for Phase I and 
Phase II along the line y=1.5 for single 2 and 3 level computations. It is visible 
that in the contraction region the agreement between the single 2 and 3 grids curves 
is not so good as in the initial and final region. This must be due to the geometric 
constraint that originates big changes in the variation of the horizontal velocities. 
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Figure 5.160: Multi-phase Contraction flow - horizontal velocity profile for Phase 
I along the line y=1.5 for single 2 and 3 level computation. It can be seen that in 
the contraction region the agreement between all the level computations is not so 
efective than the agreement observed in the initial and final regions of the domain. 
Figures 5.162 and 5.163 present the volume fractions for Phase I and Phase 
II along the line y=1.5 for single 2 and 3 level computation. While the volume 
fraction of Phase I increases the volume fraction of Phase II decreases. The 
agreement between the single 2 and 3 level computations is very good particularly 
at 1 time unit. Although the curves corresponding to 20 time units show some 
disagreement at the outlet we must remember that the scale of the graph is very 
small. 
Figures 5.164 and 5.165 present the horizontal velocity for Phase I and Phase 
II along the line x=4.5 for single 2 and 3 level computation. It is visible the 
parabolic profile and a very good agreement between the curves corresponding to 
all the 3 levels of computations. 
In Figures 5.166 and 5.167 we show the vertical velocity along the line x=4.5 
for single, 2 and 3 level computation. The vertical velocity of both phases starts 
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Figure 5.161: Multi-phase Contraction flow - horizontal velocity profile for Phase 
II along the line y=1.5 for single 2 and 3 level computation. It can be seen that in 
the contraction region the agreement between all the level computations is not so 
efective than the agreement observed in the initial and final regions of the domain 
and ends at zero varying from negative to positive values along all the entire vertical 
distance. 
Figures 5.168 and 5.169 show the volume fraction for Phase I and Phase II 
along the line x=4.5 for single 2 and 3 level computation. At 1 time unit the 
volume fractions computed by all the 3 levels computation are very different in the 
walls. However at 20 time units the differences are very small. In the middle of the 
vertical distance it can be seen good agreement in the curves corresponding to the 
3 levels computation. 
Figure 5.170 presents the pressure drop along the line y=1.5 for single 2 and 3 
level computation. The profile of the 3 different computations exhibit a very good 
agreement both at 1 and 20 time units. 
In Figures 5.171 and 5.172 we show the vertical velocity along the line y= 
1.5 for single, 2 and 3 level computations. In the single grid computations the 
vertical velocities are null as it can be deduced by the horizontal lines in the figures. 
Although some slight differences are observed in the curves of the 2 and 3 level 
computations, particularly after the horizontal distance of 3.5, the values at the 
outlet are very close to zero. 
Figures 5.173 and 5.174 present the horizontal velocity for Phase I and Phase 
II along the line x=9.0. The fully developed parabolic profile can be observed at 
20 time units for all the level computations. Moreover the agreement between all 
these curves is very good with small differences in the walls which are due to the 
interpolation errors. 
In Figures 5.175 and 5.176 we present the vertical velocity for Phase I and 
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Figure 5.162: Multi-phase Contraction flow - volume fraction profile for Phase I 
along the line y=1.5 for single 2 and 3 level computation. It can be seen good 
agreement between all the level computations. Note the small scale of the volume 
fraction axis. 
Phase II along the line x=9.0. Since we are in the outlet of the pipe the vertical 
velocities are very small and close to zero. 
Finally in Figures 5.177 and 5.178 we show the volume fraction profiles for 
Phase I and Phase II along the lines x=9.0 for single, 2 and 3 level computation. 
It is visible some disagreement in the walls between all the 3 level computations. 
However at 20 time units the differences between the 3 curves are smaller than at 
1 time unit. 
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Figure 5.163: Multi-phase Contraction flow - volume fraction profile for Phase II 
along the line y=1.5 for single 2 and 3 level computation. It can be observed good 
agreement between all the level computations. Note the small scale of the volume 
fraction axis. 
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Figure 5.164: Multi-phase Contraction flow - horizontal velocity profile for Phase 
I along the line x 4.5 for single 2 and 3 level computation. It can be observed 
good agreement between the parabolic profiles for all level computations. 
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Figure 5.165: Multi-phase Contraction flow - horizontal velocity profile for Phase 
II along the line x=4.5 for single 2 and 3 level computation. It can be seen good 
agreement between the parabolic profiles for all level computations. 
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Figure 5.166: Multi-phase Contraction flow - vertical velocity profile for Phase I 
along the line : z" = 4.5 for single 2 and 3 level computation. It can be observed good 
general agreement between the profiles produced for all level computations. 
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Figure 5.167: Multi-phase Contraction flow - vertical velocity profile for Phase II 
along the line x=4.5 for single 2 and 3 level computation. It can be seen good 
agreement between the profiles produced for all level computations. 
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Figure 5.168: Multi-phase Contraction flow - volume fraction profile for Phase I 
along the line x=4.5 for single 2 and 3 level computation. It can be observed good 
agreement between all level computations at 20 time units. 
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Figure 5.169: Multi-phase Contraction flow - volume fraction profile for Phase II 
along the line x=4.5 for single 2 and 3 level computation. It can be observed good 
agreement between all level computations at 20 time units. 
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Figure 5.170: Multi-phase Contraction flow - pressure drop profile along the line 
y=1.5 for single 2 and 3 level computation. It can be observed good agreement 
between the pressure drop values for all level computations. 
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Figure 5.171: Multi-phase Contraction flow - vertical velocity profile for Phase I 
along the line y=1.5 for single 2 and 3 level computation. It can be observed the 
same behaviour for the vertical velocity for 2 and 3 level computations. Note the 
horizontal line representing the computation in a single grid at 1 and 20 time units. 
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Figure 5.172: Multi-phase Contraction flow - vertical velocity profile for Phase II 
along the line y=1.5 for single 2 and 3 level computation. It can be observed the 
same behaviour for the vertical velocity for 2 and 3 level computations. Note the 
horizontal line representing the computation in a single grid at 1 and 20 time units. 
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Figure 5.173: Multi-phase Contraction flow - horizontal velocity profile for Phase 
I along the line x=9.0 for single 2 and 3 level computation. It can be seen good 
agreement between the fully developed parabolic profile for all level computations 
at 20 time units. 
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Figure 5.174: Multi-phase Contraction flow - horizontal velocity profile 
for Phase 
II along the line x=9.0 for single 2 and 3 level computation. 
It can be seen good 
agreement between the fully developed parabolic profile for all level computations 
at 20 time units 
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Figure 5.175: Multi-phase Contraction flow - vertical velocity profile for Phase I 
along the line x=9.0 for single 2 and 3 level computation. It can be seen that the 
vertical velocities are very small and close to zero in all level computation. 
0.004 
0.003 
0.002 
0.001 
U 
O 
0 
-0.001 
-0.002 
-0.003 
-0.004 
0 
---- ------------------- .......... -- ----------- 
................. ---------- -------------- ---------- ---------- 
---------- 
........ 
----- 
----------------- .......... .......... 
... -- -.... - -------- ---... - ---- ... ...... ----------------- ---..... - ... 
'r sin le grid 1 time unit 
single qrýd 20 time units------- 
....................... .. --- - ---- - 9 Z rids 
1 time u it 2 grids 20 time units .............. 3 grids 1 time unit ------- 3 20 time units 
0.5 1 1.5 2 2.5 3 
Vertical Distance 
Figure 5.176: Multi-phase Contraction flow - vertical velocity profile for Phase II 
along the line x=9.0 for single 2 and 3 level computation. It can be seen that the 
vertical velocities are very small and close to zero in all level computation. 
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Figure 5.177: Multi-phase Contraction flow - volume fraction profile for Phase I 
along the line x 9.0 for single 2 and 3 level computation. It can be seen that the 
disagreement in the walls reduces at 20 time units computational levels. 
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Figure 5.178: Multi-phase Contraction flow - volume fraction profile for Phase II 
along the line x=9.0 for single 2 and 3 level computation. It can be seen that the 
disagreement in the walls reduces at 20 time units computational levels. 
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Comparison with CFX 4.3 Solutions 
Figures 5.179 through 5.187 show the profiles of the horizontal velocity, vertical 
velocity, volume fraction and pressure drop along the lines y=1.5, x=4.5 and 
x=9.0 for transient Pamg Multi-phase and CFX 4.3 at 20 time units. In Fig- 
ure 5.179 we present the horizontal velocity along the line y=1.5 for CFX 4.3 and 
transient Pamg Multi-phase at 20 time units. It is visible that in the curves cor- 
responding to CFX 4.3 and transient Parng Multi-phase the horizontal velocity 
shows a good agreement for both phases. 
3 
2.5 
-0 2 
1.5 
y 
0.5 
0 l23456789 
Horizontal Distance 
Figure 5.179: Multi-phase Contraction flow - comparison of horizontal velocity 
along the line y=1.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time 
units. It can be seen good agreement between the computational results produced 
by both solvers. 
Figure 5.180 presents the volume fractions along the line y=1.5 for CFX 4.3 
and transient Pamg Multi-phase at 20 time units. Good agreement is observed 
between the curves produced by both solvers in the first half of the horizontal 
distance. In the second half of the horizontal distance bigger differences between 
the curves are observed. However at the outlet these differences diminish. 
In Figure 5.181 we present the vertical velocity along the line y=1.5 for 
transient Pamg Muti-phase and CFX 4.3 at 20 time units. It can be seen that 
the curves produced by transient Pamg Multi-phase exhibit a very similar pat- 
tern. However CFX 4.3 produces curves that are very close to horizontal lines with 
vertical velocity null. The differences on this behaviour must be due to the different 
cell treatment of the velocities, which originate bigger differences in the contraction 
region. However the scale of the vertical velocity is very small. 
Figure 5.182 shows the horizontal velocity along the line x=4.5 for transient 
Pamg Multi-phase and CFX 4.3 at 20 time units. The parabolic profile can be 
seen both for the CFX 4.3 and transient Pamg Multi-phase results. 
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Figure 5.180: Multi-phase Contraction flow - comparison of volume fraction along 
the line y=1.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be seen good agreement between both solvers in the first half of the horizontal 
distance. In the second half some differences between the curves are observed. They 
diminish at the outlet. 
In Figure 5.183 we present the vertical velocity along the line x=4.5 for 
transient Pamg Multi-phase and CFX 4.3 at 20 time units. It is visible the 
same pattern that the curves produced by both solvers exhibit. 
Figure 5.184 present the volume fraction along the line x=4.5 for transient 
Pamg Multi-phase and CFX 4.3 at 20 time units. In general it can be observed a 
good agreement between the curves produced by both solvers. However at the inlet 
and outlet some substantial differences can be observed. This is due to different 
initial conditions for the volume fractions in CFX 4.3. In fact in CFX 4.3 the initial 
volume fractions are settled to be 0.5 while in transient Pamg Multi-phase they 
are initialised by the volume fractions computed in the preceding time step. 
Figure 5.185 presents the horizontal velocity along the line x=9.0 for transient 
Pamg Multi-phase and CFX 4.3 at 20 time units. The fully developed parabolic 
profile can be observed in the curves produced by both solvers. 
In Figure 5.186 we present the vertical velocity profiles along the line x=9.0 
for transient Pamg Multi-phase and CFX 4.3 at 20 time units. As we should 
expect in this outlet section the vertical velocity is very small. The curves produced 
by both solvers verify this and exhibit the same pattern over all the entire vertical 
distance. 
Figure 5.187 presents the volume fraction along the line x=9.0 for transient 
Pang Multi-phase and CFX 4.3 at 20 time units. The main differences that can 
be observed between the curves of both solvers are basically in the inlet and outlet 
sections. These, as we already explained above, are due to the different initial 
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Figure 5.181: Multi-phase Contraction flow - comparison of vertical velocity along 
the line y=1.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be seen that the vertical velocities produced by CFX 4.3 are very close to 
zero while transient Pamg Multi-phase produces positive and negative velocities 
around the contraction region ending with values close to zero in the outlet. 
conditions used in the volume fractions. 
Finally in Figure 5.188 we show the pressure drop along the line y=1.5 for 
CFX 4.3 and transient Pamg Multi-phase. The agreement that can be observed 
between the two curves is good. In fact only small differences are observed in 
the inlet and outlet regions. Since CFX 4.3 and transient Pamg Multi-phase 
compute the unknowns in different places of each cell some slight differences are 
expected to be observed. 
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Figure 5.182: Multi-phase Contraction flow - comparison of horizontal velocity 
along the line x=4.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time 
units. It can be seen good general agreement between the results produced by both 
solvers. 
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Figure 5.183: Multi-phase Contraction flow - comparison of vertical velocity along 
the line x=4.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be observed good general agreement between the vertical velocities produced 
by both solvers. 
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Figure 5.184: Multi-phase Contraction flow - comparison of volume fraction along 
the line x=4.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be observed the different initial volume fractions in the walls used by both 
solvers. 
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Figure 5.185: Multi-phase Contraction flow - comparison of horizontal velocity 
along the line x=9.0 for CFX 4.3 and transient Pamg Multi-phase at 20 time 
units. It can be observed good general agreement between the parabolic profiles 
developed by both solvers. 
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Figure 5.186: Multi-phase Contraction flow - comparison of vertical velocity along 
the line x=9.0 for CFX 4.3 and transient Pamg Multi-phase at 20 time units. 
It can be seen good agreement between the results produced by both solvers. 
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Figure 5.187: Multi-phase Contraction flow - comparison of volume fraction along 
the line x=9.0 for CFX 4.3 and transient Parag Multi-phase at 20 time units. 
It can be observed the different initial volume fractions in the walls used by both 
solvers. 
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Figure 5.188: Multi-phase Contraction flow - comparison of pressure drop profiles 
along the line y=1.5 for CFX 4.3 and transient Pamg Multi-phase at 20 time 
units. It can be seen good agreement between the pressure drops measured by both 
solvers. 
Pamg 
CFX shifted 
--' ................. t-----........ _-......: -..... _........... 
s 
.. _. _... ---'... _....... _. e`--"---"---......... -- =----... 
i 
--'---"-'--'- --... _.... _...... ---F-.. _.. _... _... ---"---±-----'--... --'--... _ 
i 
t 
e 
i 
-- -------- ---------- ---------------------- - ----------------- - ------- -- 
---------------- -- --- ------ ------- -------------------- --- ------- ------------- 
......................................................... .... ............................. ... .. ý.. ...... ..... _ ................ . ........... -- ....... ---------- 
p.. . .................:......................:................... .......................:.. -..... _........ __..; 
'- 
, _.. _... _....... _......; _....... _...... _.. 
°. 
-- __... _.. -' 
, -1 
204 Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 
Summary 
To end the validation process of the transient Pamg Multi-phase we simulate 
a two-phase fluid flow through a contraction. This problem is even more difficult 
than the two-phase fluid flow through a T-junction. The main reason is its geometry 
constraint. This originates big differences in the horizontal velocities and regions 
where the vertical velocities change from positive to negative values very quickly. 
Consequently the solution algorithm has been deeply tested. Another important 
point is the quality of the grid chosen. Evidence suggests that only with a very 
fine grid it is possible to reach the solution with a reasonable cost. Like in the 
T-junction problem two-different fluids with different viscosities and densities have 
been used in this simulation. Important sections have been chosen to present the 
solution profiles. Results for 3 level computations have been presented. The grid 
independence of the solutions have been verified by comparing results for single 
2 and 3 level computations. The time step independence has been more difficult 
to verify. In the authors opinion the main reason for that is related to the bigger 
variations observed in the velocities. Choosing bigger time steps the variations on 
the velocities become even bigger and originate some singular jacobian matrices. 
Consequently the flow behaviour becomes more unsteady and consequently the 
time accuracy is more difficult to be validated. 
To finish the validation process of this problem results produced by CFX 4.3 
have been compared with the results produced by the transient Pamg Multi-phase 
solver. General good agreement between the results produced by both solvers has 
been observed. However the different location of the unknowns in the control vol- 
umes used by transient Pamg Multi-phase and CFX 4.3 and the initialisation 
conditions for the volume fractions used by both solvers originate some differences. 
5.4 The performance of Transient Pamg. 
In Sections 5.2 and 5.3 we established the accuracy of the solutions provided by 
transient Pamg Single-phase and transient Pamg Multi-phase. Particular 
focus has been undertaken on the study of grid independence and time step inde- 
pendence of the solutions for the several test cases presented. Furthermore, the 
solutions produced for both solvers have been compared with the solutions given 
by the commercial code CFX 4.3. 
In this section we will study the performance of both solvers. This will be done 
in terms of numerical convergence and robustness. Numerical convergence is the 
property that the difference between the exact solution of the discrete equations and 
the computational solution is small. This computational error is usually measured 
by the reduction of the norm of the residual. Robustness is the property that the 
convergence is independent of the quality of the initial guess. 
Starting with the robustness, transient Pamg Single-phase and transient 
Paxng Multi-phase verify this property since, as we saw in the sections above, 
results presented for the several test cases where obtained always with simple and 
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standard initial guesses. In fact, the velocity and pressure fields were set to zero 
and the volume fractions to 0.5 for each phase of the multi- phase test cases. 
The numerical convergence is normally measured by the convergence factor. In 
order to reduce the influence of the initial guess we use the asymptotic value of the 
convergence factor. 
We introduce the concept of work unit[10], which is the cost of one relaxation 
sweep on the finest grid on which the solution is sought. The convergence of 
transient Pamg Single-Phase and transient Parag Multi-phase is measured 
in terms of an average residual which is equal to[10] the L2 norm of the residual 
normalised by the number of discrete equations on the finest grid: 
Ea--1Ek( ficie 
k)2 R+ 
3NM 
where i and j refer to a particular computational cell, k is the number of equations 
defined on a particular cell phase, a the phase, N is the number of computational 
cells and M is the number of phases. The value of R computed for each iteration 
in the finest grid is compared with the given tolerance 10-6 for each time step. If 
it is smaller than the required tolerance the simulation ends for that time step. 
We remark that the multigrid method significantly accelerates the speed of 
convergence of the single-grid. 
In Tables 5.1 through 5.6 we present the results of the work units (per time 
step) spent in the simulation of the test cases at 1,5, 10 and 20 time units for 
different number of grids. It can be seen that the cost for reaching the solution 
above the required tolerance, diminuish 1/3 when changing from single grid to 2 
grids computations and from 2 to 3 level computations. 
Time single grid 2 grids 3 grids 4 grids 5 grids 
1 600 172 103 88 92 
5 400 151 77 63 58 
10 400 148 75 64 59 
15 400 159 77 64 59 
20 400 160 77 64 59 
Table 5.1: Single-phase channel flow - work units per time step for different number 
of grids 
The cycles used in all the computations have been F-cycles, with 2 sweeps before 
each prolongation and 2 sweeps before each restriction. 
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Time single grid 2 grids 3 grids 
1 22400 6526 1742 
5 15200 4597 1319 
10 15200 4547 1214 
15 15200 4538 1214 
20 15200 4536 1214 
Table 5.2: Single-phase flow through an expansion - work units per time step for 
different number of grids 
Time single grid 2 grids 3 grids 
1 62400 17338 4693 
5 40800 11830 3119 
10 40000 11830 3219 
15 40000 11626 3219 
20 40000 11626 3119 
Table 5.3: Single-phase flow through a contraction - work units per time step for 
different number of grids 
Time single grid 2 grids 3 grids 4 grids 5 grids 
1 1200 403 195 239 342 
5 1000 354 167 244 347 
10 1000 340 191 241 350 
15 1000 341 193 249 350 
20 1000 341 193 249 350 
Table 5.4: Multi-phase channel flow - work units per time step for different number 
of grids 
Time single grid 2 grids 3 grids 
1 7600 2158 878 
5 6200 1893 791 
10 6200 1894 780 
15 6400 1894 785 
20 6400 1894 785 
Table 5.5: Multi-phase T-junction flow - work units per time step for different 
number of grids 
Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 20 x7 
Time single grid 2 grids 3 grids 
1 4000 1199 720 
5 3200 1055 496 
10 3200 1046 378 
15 3200 1552 377 
20 3200 999 385 
Table 5.6: Multi-phase Contraction flow - work units per time step for different 
number of grids 
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5.5 Conclusions 
In this Chapter, we have presented the results for the test cases selected to validate 
the transient Pamg Single-phase and transient Pamg Multi-phase solvers. 
Particular focus has been undertaken in the investigation of the accuracy and effi- 
ciency of the solvers. However, it was not in the aim of this thesis to be particularly 
exhaustive in this validation process. This is due to the fact that transient Pamg 
Single-phase and transient Pamg Multi-phase have been developed from the 
steady solvers Pamg and Pamg multiphase. Consequently, some behaviour of the 
transient solvers has been already observed in their steady state version. 
The main conclusions are as follows: 
" The implementation of the discretised equations for the single- 
phase and multi-phase regime (derived in Sections 3.2 and 3.3) 
have been validated by: 
- Choosing a set of test cases of varying complexity. 
- Doing a qualitative analysis of the solutions. 
- Verifying the grid independence (in space) of the solutions. 
- Checking the time step independence of the solutions. 
- Comparing the solutions with those provided by CFX 4.3. 
Since the results presented can be considered positive, it can be 
concluded that the implementations of the transient Pamg Single-phase 
and transient Pamg Multi-phase are correct. 
" The use of automatic differentiation has been very important for 
computing in a very accurate way the Jacobians of the system of 
equations to solve. This has not been a surprise due to the non- 
linearity of the system of equations. Line-searching has been also 
necessary to guarantee the convergence of Newton's method. 
" Very good multigrid acceleration has been observed. However, 
the convergence is not always grid independent, particularly for 
simpler problems. This must be due to the fact that multi-phase 
effects dominate the solution. 
" The time-step independence of the solutions has been verified. 
This is due to the implicit method used for the formulation of 
the time dependent governing equations. However, for complex 
geometries like the contraction geometry, the chose of the time 
step has to be more careful. This is due to the fact that the veloc- 
ities change more rapidly along the domain and consequently the 
jump of the time step has to be more cautious. 
Chapter 6 
Adaptivity. Coupled Solvers 
6.1 Introduction 
In this Chapter we are going to present and validate the new methodology for 
solving problems in the Computational Fluid Dynamics field for a particular set of 
test cases. This new methodology relies on the concept of dimensional adaptivity 
(D-adaptivity) which can be defined in the following manner. The dimension used 
by a solver in the simulation of a fluid flow depends on the geometry constraints of 
the problem and on the kinematic characteristics of the flows over the entire domain. 
In other words D-adaptivity consists of increasing or decreasing the number of 
variables used by a solver based on velocity criteria and on the geometry of the 
domain. In the scope of this Thesis we study the dimensional change between 
one and two space variables. However some of the processes established could be 
implemented in the dimensional change between one and three space variables. 
During the course of this project several observations of the fluid flow behaviour 
in simple and complex geometries suggested the idea of the dimensional adaptivity. 
The simulation of a fluid flow through a contraction has been a very good example 
where this technique could be implemented. In fact the observation of the velocities 
over the entire domain suggests that there is some regions where a one-dimensional 
solver could simulate very well the fluid flow behaviour. Hence the more general 
solution given by the two-dimensional solver could be decomposed in some regions 
where a one-dimensional solution could be used. 
Naturally an important point is how we decide the right moment for changing 
from a one-dimensional solver to the two-dimensional one and vice-versa. This 
depends on the way that we are going to change from the two solvers. If we 
are going to change from a one-dimensional solver to a two-dimensional one two 
triggers, which are related each other can be considered. One is the distance to the 
geometry constraints and the other the horizontal/ axial velocity of the fluid flow. 
Strong evidence has been observed that suggest that the norm of the horizontal 
velocity must be lower than the horizontal distance to the geometry constraint. 
Naturally the dimensional change is only possible if the vertical/radial velocity is 
null or very close to zero. On the other hand if we are going to change from a 
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two-dimensional solver to a one-dimensional one the main trigger is the vertical 
velocity which must be very close to zero. 
The implementation of this concept of D-adaptivity can be thought of in two 
different ways: The manual way and the automatic way. The manual way is based 
on the observation of the geometric constraints and velocity values produced by 
the two-dimensional solver over the entire domain. Using the rules outlined above 
the placement of the dimensional interfaces, i. e., where we are going to change 
from the one-dimensional solver to the two-dimensional one is decided. Naturally 
the automatic implementation of D-adaptivity is the implementation of the same 
rules but in a dynamic way such that the dimensional interfaces are decided as the 
simulation goes on. However an initial guess for the composition of the dimensional 
regions has to be outlined. This is based on the observation of the geometry and 
on the boundary and initial conditions of the problem. 
The advantages of the D-adaptivity methodology outlined above are twofold. 
First of all we reduce drastically the computational cost on very complex problems. 
It is expected that using a one-dimensional solver in some regions of problems's 
domain will reduce substantially the CPU-time spent in a simulation. Secondly 
we allow a possible approach for computational fluid dynamics problems with very 
big domains. For instance to simulate a fluid flow through a very long pipe with a 
contraction the two-dimensional and three-dimensional solvers can not be applied 
to the entire domain. 
Naturally such methodology has some disadvantages. One is some limitation 
on their use, which basically is due to some assumptions that are undertaken in the 
construction of the computational model. Another disadvantage is related to the 
accuracy of the solutions expected. Due to the mechanisms of changing from one- 
dimensional model to another dimensional model some errors are introduced, which 
necessarily have some effect on the accuracy of the overall solutions. Moreover, some 
assumptions made on the behaviour of the fluid flow through the overall domain 
may be not totally verified and consequently introduce another factor of growing 
errors. 
Another important discussion is about the error control. This is related to 
the position where we decide to implement the interfaces. As the simulation of 
the fluid goes on, the decision to change from a one-dimensional region to the 
other dimensional one is based on the approximation of the solution that we have. 
Computing the error of the approximation and verifying if it is above a tolerance 
previously established does this. This error has to be computed with respect to the 
relevant components of the approximation. Naturally these are the components 
which are going to be lost when changing from dimensional regions. The measure 
of this error must be monitored in a neighbourhood of the interface to guarantee 
that no perturbations on the fluid flow will increase rapidly the error. 
In the author's opinion the new ideas introduced during this project can be 
extrapolated to other fields. For instance the propagation of waves in radar could 
be thought of a dimensional coupling. In another field the heat transport through 
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a system of pipes could be another important application. 
The scope of this thesis is laminar incompressible fluid flows. In the study that 
we carried out the fluid flow regime chosen has been the bubbly one. In the author's 
opinion the ideas outlined above can be also implemented in solvers prepared for 
slug and stratified flow regimes. 
This Chapter is organised as follows. 
First of all we introduce the treatment of the one-dimensional/two-dimensional 
interface domain for the numerical simulation of a single-phase incompressible flow. 
Navier-Stokes equations in Cartesian coordinates for one-dimensional flows are for- 
mulated. Integration over the interface region is discussed. Velocity interpolation 
formulas on the dimensional interfaces are deduced. This single-phase flow interface 
ends with discussing on the pressure drop issue. 
Secondly, an asymptotic analysis on the steady well-mixed uni-directional flow 
is addressed. Starting from the one-dimensional steady multi-fluid model two al- 
ternative ways have been taken to derive the velocities and volume fractions ex- 
pressions. One way based on the average resistance of the velocity components of 
the resistance and another way based on a standard asymptotic expansion with a 
small resistance coefficient. Expressions for the velocities and volume fractions are 
presented. Further discussion is addressed on this issue. 
After having established the expressions for the velocities and volume frac- 
tions in cartesian coordinates these are validated against the computational results 
produced by the simulation of a two-phase fluid flow through a channel. Several 
experiments are used in this validation process and the behaviour of the velocities 
and volume fractions in each one is verified. 
In Section 6.3.3 we discuss the implementation of the D-adaptivity on the con- 
struction of a D-adaptive solver based on the one-dimensional solver Emaps 
and on the transient Pamg Multi-phase which has been validated in Chapter 
5. Emaps has been developed in the Applied Mathematics and Computing Group 
and has been validated by some papers (see for instance[78,79]). The test case 
chosen has been the simulation of a two-phase fluid flow through a contraction. 
This problem due to its difficult geometry is necessarily a good example where the 
D-adaptivity can be employed. However an additional difficulty in the construction 
of this model has been raised. While transient Pamg Multi-Phase works with 
cartesian coordinates, Emaps has been designed to simulate fluid flows through pipes 
and consequently is prepared for cylindrical coordinates. Due to this difference be- 
h ween the results produced by the D-adaptive solver and the results produced 
by the transient Pamg Multi-phase over the entire domain are important. 
In order to validate more accurately the D-adaptivity in Section 6.3.4 new 
asymptotic formulas in cylindrical coordinates have been derived. These have been 
implemented by the same techniques used in the Cartesian version. However, the 
expressions in cylindrical coordinates are much more complex and consequently 
this task necessarily has been harder. 
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Naturally after having derived the expressions for the velocities and volume frac- 
tions in cylindrical coordinates, the subsequent step was to proceed to its validation 
against computational results. This is done on Section 6.3.5. In this section results 
produced in an axial-symmetry pipe problem by CFX 4.3 are compared with the 
analytic results produced by a function, which implement the velocities and volume 
fraction formulas derived. The characteristics of the fluids chosen in the experi- 
ments necessarily obey some assumptions that have been made in the asymptotic 
derivation process. However, the results observed in the test cases studied validate 
satisfactorily the analytic results. 
Section 6.3.6 is where another implementation of the D-adaptivity is tested. In 
this case the D-adaptive solver constructed is based on Emaps and on the com- 
mercial code CFX 4.3. The idea was to construct a solver that worked in cylindrical 
coordinates and consequently could be adequately applied to the simulation of fluid 
flows through pipes. The geometry of the test problem implemented was a pipe 
with a contraction in the middle, which, in the author's opinion, is a character- 
istic of many flow problems and which occur several times in the Computational 
Fluid Dynamics field. Results are presented for the simulation of a two-phase lam- 
inar incompressible flow by the D-adaptive solver and by using the CFX 4.3 solver 
over the whole domain. Good agreement has been achieved between the results 
produced by the two different methods. 
6.2 One-Dimensional Two-Dimensional Coupling 
6.2.1 Single-Phase Fluid Flow 
In this section we are going to present the interpolation formulas for the interface re- 
gion between one-dimensional/two-dimensional single-phase solvers . and vice-versa. 
The starting point will be the formulation of the Navier-Stokes equations for a one- 
dimensional fluid flow in a channel. After establishing the velocity interpolation 
expression, we discuss the pressure drop along the one-dimensional domain. 
On a one-dimensonal flow we have v=0 so Equations (3.1), (3.2) and (3.3) 
become: 
" Conservation of mass 
au 
ý6 (6.1) 
" Conservation of horizontal momentum 
Ou ap 
+ vau2 (6.2) 
at ax OX 2 
" Conservation of vertical momentum 
OP 
=p (6.3) Oy 
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So we can approximate Equations (6.1), (6.2) and (6.3) for each time step by 
d9u 
_0 ax 
(6.4) 
9u2 Op 
vax2 =a (6.5) 
ap 
=o (6.6) ay 
provided 
au 
1 
at 
Solving Equation (6.5) in order of the unknown u we get 
u(x, y) -- 
1 apy2 
v ax 2+ 
By +C (6.7) 
In Figure 6.1 we represent the interface between a one-dimensional and a two- 
dimensional domain. 
Let the initial conditions be u=0, when y=0 and y=h. Hence we get values 
for the integration constants and so Equation (6.7) becomes: 
u(x, y) ý1 
äpy(y 
- h) (6.8) 2v ax 
Integrating in the domain: 
h 
U(X) _ udy =1jh1 
apy(y 
- h)dy =1 
ýp 
y(y - h)dy (6.9) 2hv öx o o2v äx 
and finally get the equation: 
u(x) - 
ha Op (6.10) 
12v Ox 
From Equations (6.8) and (6.10) we get the interpolation formula: 
U (X, - 
h) (6.11) (x, y) = h2 
Discretizing in the interface domain xit fl we have 
u(Xttf1,1) =0 (6.12) 
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Figure 6.1: One-dimensional versus Two-Dimensional Interface Domain for single- 
phase fluid flows 
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_ 
6u(ß)( 2ý-s oý _ h)(2j - 3) Ay 
u (xZtfi'. 7) 2 h2 2= 
2) ..., n+1 (6.13) 
u(xztf1, ý- 2) =0 (6.14) 
Ley is defined by 
Ay _ 
Ymax - Ymin 
n 
where uma, x is the maximum ordinate, yj, 
is the minimum ordinate, n the number 
of cells and h= Ymax - Ymin 
Figure 6.2 represents the two-dimensional versus one-dimensional interface re- 
gion. 
In the two-dimensional/one-dimensional interface we will have the transforma- 
tion: 
u(x) =1 lim u(Xitf213)Ay -1 u(Xitf2, j)AY =1 u(Xitf21.? ) (6.15) h n-+O° hn j=2 j=2 j =2 
Pressure Drop 
From Equation (6.3) we get the following equation: 
p= fix) (6.16) 
So, from Equations (6.5) and (6.8), we can conclude that the pressure only 
depends on x 
ap=kip=k. 
x+C (6.17) ax 
We can determine k, solving Equation (6.10) in order of äp- : 
Op l2vu(x) 
`k 
(6 l8) 
(9x h2 
Setting p=0 when x 0, we get 
l2vu(x) 
h2 x 
Hence the expression for the one-dimensional pressure, p(x) is 
1 n+l Ley 
p(x) =h nu m p(x, 
Ymin + (2j - 3) 2 
)Ay (6.19) 
j 
1 n+l Ay 
n 
p(x, ymin + (2j - 3) 2) j=2 
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Figure 6.2: Two-dimensional versus One-Dimensional Interface Domain for single- 
phase fluid flows 
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In the line x11 we have 
p(X, ymin + (2j - 3) 
ýy) P (x) 
2n (6.20) 
where n is the number of cells In the line Xit j2, where we change from the one- 
dimensional domain to the two-dimensional one we get 
1hI n+1 Ay 
P(X) 
J 
p(x, y'dy E p(X, ymin + (2j - 3) ) (6.21) hon j_2 2 
In this section we derived the new interpolation formulas for the coupling of 
a one-dimensional/two-dimensional single-phase solvers. Navier-Stokes equations 
for a one-dimensional fluid flow in a channel have been presented. Expressions for 
the interpolation of the velocities in the one-dimensional/two-dimensional interfaces 
have been derived. Similarly expressions for the interpolation of the pressure values 
in the same interfaces have been discussed. 
Since our main objective is the coupling of multi-phase solvers no additional 
research has been done with single-phase solvers. Naturally it is expected that the 
formulation of the multi-phase interpolation formulas will cover the single-phase 
case. This relies on the fact that single-phase solvers can be seen as a particular 
case of the multi-phase solvers. 
6.3 Two-Phase Fluid Flow 
6.3.1 Asymptotic analysis of well-mixed two-phase flow in 
cartesian coordinates 
In Section 6.2.1 we have outlined the treatment of the interface region between 
one-dimensional/two-dimensional single-phase solvers. 
In this section we are going to discuss the formulas to apply when changing from 
a one-dimensional domain to a two-dimensional domain when simulating multi- 
phase fluid flows through a channel. 
In order to achieve our goals we are going to present an asymptotic analysis of 
well-mixed two-phase flow[80]. For a general book about asymptotic treatment of 
differential equations see for instance reference[81]. The main objective that we are 
looking for is to establish the correct formulas for velocities and volume fractions 
that are going to be used in the one-dimensional/two-dimensional interface region 
for multi-phase fluid flows. 
The starting point for this approach are the steady state version of the multi- 
fluid differential equations (3-54), (3.56) and (3.57) derived in Section 3.3. Since 
the fluid is unidirectional, va =0 and for the simulation of a flow through a long 
pipe it is expected that äx will be null. 
Hence the governing equations for a steady unidirectional two-phase fluid flow 
are. 
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D? a 5p CD 
µa 
lýy 
ra ay = ra ax dß rarß(rapa 
+ rßpß)(uß - ums) luß - ua f (6.22) 
a 
a aua 
_ 
ap 
_C lißcoy rß ay = "'ax daßr ß(raP, + rßPß)(ua - uß)4ua `- uß{ " (6.2: 3) 
Scaling velocity with U, pressure with P and y with H the problem may be written 
in non-dimensional form 
ra 
aua 
- ra 
al) 
+f A(ua - uQ) l ua - ulj (6.24) äy ax 24) 
ö auß ýCa oýp (rß 
- 
P(ua 
- uß)l ua - uo1 (6.25) äy ay - Itp äx 
where the pressure scale has been chosen as P=i UL/H2 and 
CDUH2 lý =f= Tarß(rapa + ropo) 
tiada, 0 
The governing equation for flow in the y direction indicates p= p(x). The system 
is closed with the following relation : 
Ta + rß =1 (6.26) 
1 
Qa = ra 
1 
ua dy (6.27) 
0 
1 
Qß = ro 
1 
uß dy " (6.28) 
In the following analysis this system will be tackled in two ways. In the first an 
average value of the resistance term (ua - up)Jua - upl - (Qa/ra - Qa/r, Q)IQa/ra - 
Q, Q/rQ l will be used. In the second a standard asymptotic expansion based on a 
small resistance coefficient A will be taken. 
Averaged resistance 
The problem is now governed by 
a aua a 
aa= ra ý-p +f AF (6.29) 
(,,,, 
'9u 
y 
(ra9u3 
= 
l-a 
r, 3'9p -f ATS (6.30) aY ay ILß ax 
where F= (Qa/ra - Q, ßlrß), Qa/ra - Qß/r, 31 and the non-dimensional flux Q= 
Q'/(UH). Since F is constant these equations may be integrated immediately 
__ 
I raun 
2 
(r,,, 
ax 
ap +f AF y(y - 1) (6.31) 
rpup =l 
µa 
rp 
ap 
-f AF y(y - 1) . 
(6.32) 
2 tue ax 
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The fluxes are 
Qa =1 ra 
Op 
+f Ar, (6.33) 
12 ax 
a Q=-1 rp 
P-f Al' 
. (6.34) 12ýCý ax 
This allows a simpler expression for the velocities 
6Qa 
ua = ry(y - 1) (6.35) a 
u, a =- 
6Qß 
y(y - 1) " (6.36) r13 
Eliminating the pressure gradient gives an equation involving Ta, r, ß 
12 (p, Qarß - tiaQora) + µaf \F (ra + rß) =0. (6.37) 
Finally, we can get the following equation for ra 
l2raro (ftaQc rp - [tßQora) + (6.38) 
IL, A (r, + res) (rapes + rßpß) (roQa - rQo) lrOQa - r, Qal =0. 
This has only one solution ra so that 0< ra < 1. 
Small A expansion 
A more general approach is to consider a expansion of a small parameter A. Assume 
A«1 and look for solutions of the form 
u=uo+Au1+... 
r-=ro+Arl+.... 
The leading order problem is governed by 
a o_uao ap 
y 
ra0 ay = ra, ' ax 
ö öußo 
_ 
/IC, äp 
Oy ßßQ Oy lýQ 
rßß ax 
rao+rßp =1. 
(6.39) 
(6.40) 
(6.41) 
(6.42) 
(6.43) 
As the flow is unidirectional and incompressible, the continuity equation requires 
z' is constant. Since v=0 at the walls v= v0 = vi =. ""=0 and there will be 
no vertical motion. In which case, the volume fractions ri must be constant at all 
orders. 
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The leading order velocities are therefore 
uaO _1 
OpY(Y 
- 1) (6.44) 2 Ox 
ußo Y(y i 1) " (6.45) = 
ýa 
2pa ax 
The fluxes are specified by equations (6.27) and (6.28). These allow expressions to 
be obtained for the velocities in terms of the flux 
uao =- 
6Qa 
y(y - 1) 
(6.46) 
ra0 
uao 
6Qß 
y(y - 1) " 
(6.47) 
rßO 
Note, these are exactly the same as the expressions obtained via the average process 
of the previous section. The averaging method therefore provides the correct leading 
order solution for small interphase mixing. 
Equating expressions for the pressure gradient obtained via (6.27) and (6.28) 
leads to 
p, Q, roo `- poQor o (6.48) 
This corresponds to equation (6.39) with A=0. Combining this with equation 
(6.26) gives 
Tao i 
/-IaQa 
IuaQa 
+I eQO = 
POQa (6.49) 
The leading order problem is therefore completely solved, with the velocities and 
volume fractions given by equations (6.46), (6.47) and (6.49). The velocity ex- 
pressions are identical to those obtained by averaging. However, in this case the 
leading order volume fractions can be expressed simply in terms of the viscosities 
and fluxes. The result is different from that obtained by averaging. 
The first order problem is governed by 
aua1 _ua0 Op 
raa a+ rat =r 1äx + go (6.50) yy 
ö äuß1 äupo 
_ 
µa ap 
go (6) . 51 ay roo ay + rý1 ay 110 
I rR1 ax 
rat + r, ß1 =0, 
(6.52) 
where 
go = raorßo(raopa + rßopß) (o- ußo) 
Iuao 
- ußpl . 
(6.53) 
From Equations (6.44) and (6.45) we get 
P auao - [toUpo 
(6.54) 
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Eliminating go from equations (6.50), (6.51), applying (6.52) and also using Equa- 
tion (6.54) we get 
raO 
(9ual ß rßo 
äuß1 
-0 . (6.55) Dy 0`ßy tGa ay 
This may be integrated twice, subject to ua1 = uOl =0 at y=0,1 to give 
Tc Oual =-po rß0UO1 " 
(6.56) 
/-ff a 
Subtracting equation (6.51) multiplied by from (6.50) gives 
au D'Uao p äuß1 außo ap 
ý rao a y+r., 1 ay-- PC( 
rho aýJ + rpl a 2J 
=2 ral 
x+ 
go y 
(6.57) 
This may be simplified using (6.56) and (6.52) 
a anal auao ap 
ay 
rao 
ay 
+ ral 
ay = 
ra1+ax + go 
" (6.58) 
Before integrating this equation the function go may be expressed as 
go = raoroo(raoPa + rßoPa)36y2(y _ 1)2 
Qa 
_ 
Qa Qa 
_a (6.59) rßo rao rpo rao 
-Ay2(1 - y)2 , (6.60) 
where A is constant. 
If rat is allowed to be an arbitrary function of y then (6.58) must be integrated 
numerically, subject to 
Ua1ly-0 ua1ly=1 =0 (6.61) 
11 
ralua1 dy =0 (6.62) j 
0 
However, due to the form of previous solutions it seems worth trying 
rai = aiy(y - 1) . 
(6.63 
Equation (6.58) may be integrated analytically. Applying (6.62) and the no-slip 
conditions leads to 
_ 
11A (0p )-l 
a1 24 ax 
(6.64) 
The velocity is 
raouai -- 
Ay (48y5 
- 144y4 + 10y3 + 220y2 - 165y + 31) . 
(6.65) 
1440 
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Figure 6.3: Comparison of ua to leading and first order. It can be seen that over 
the central region the faster fluid is slowed down by the resistance. At the edges it 
speeds up slightly. 
Equation (6.56) can be used to obtain an expression for ußi. 
Figure 6.3 shows a plot of u,,, o and ua0 +) ua1. Figure 6.4 shows a plot of u00 
and up0 + /\upl. In Figure 6.3 it can be seen that over the central region the faster 
fluid is slowed down by the resistance. At the edges it speeds up slightly. Similarly, 
the slower fluid shown in Figure 6.4 speeds in the central region but slows down 
slightly near the edges. 
In dimensional form we get the following expressions for the leading order ve- 
locities: 
uao _1 
äp, 
y/ (y/ - H) (6.66) 2y, Ox 
ußo _1 
ap, 
y (y - H) (6.67) 2ýp öx 
where 
ua, ß = 
Uuaü 
u9o = Uu, 3o 
P =Pp 
x=Lx 
y= Hy 
p itaUL 
H2 
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Figure 6.4: Comparison of uß to leading and first order. The slower fluid speeds in 
the central region but slows down slightly near the edges. 
So the dimensional form of u,,, o + Aua, and upo + ßuß1 are the expressions: 
uäo +Aua1 _1 
9J) 
yI(y, H) - 
36CDrpo(ropa + rpopa) (Qý 
Qa) Qß Qa 
2pa ax 1440ya da, ß rpo ra0 rpo rao 
ý5 /3 ,2 
yý(48y -144y 
A5 
ß-10y4 +220y2 -165 
y2 +31 
HHHHHH 
(6.68) 
u 
(Qý 
Qa) Qa 
1r-1 9p, ýJ /, -H_ 
36CDra0(raOpa + T730p, 0' 
Qo + fu 2µp i9x 
ty 
1440µ, ida, 3 rßo rao 
J ß'ßo rao 
r5 r4 r3 r2 , 
y'(48y -144y5 +1O +220y3 -165 
y2 +31 
HHHHHH 
(6.69) 
where 
Q= UHQa a 
Q, 3ä UHQß 
and 
A 
CDUH2. 
y,, d,,,, 3 
The expressions for the volume fractions are 
\I ý'ao + ^ral - 
/ta_ 
ýaýa + ILG, QQt 
11 
96 daß ß 
raor, QO(T'aoAa + rQOPß) 
a 
224 Time Multigrid Methods and D-Adaptivity for Coupled Fluid Flow Solvers 
-1 Iy'(H-y H6app(1 -1 ){ - 8x µa µa µa go 
(6.70) 
and 
rpo + \r, 31 = 
[QQQ l 11 CD 
-rr 
ýr nr_ _1 
/i0Qa + ILRQ,, 96 daR 
I cxU' /JUyl all(-Va TI JJUVO) 
H6ap, (1 -1 )I 
1-1 
ly''(H-y') 
19 PC, [to tic, [to 
(6.71) 
In this section we have established the new expressions for the velocities and 
volume fractions to use when changing from a one-dimensional domain to a two- 
dimensional one. Establishing an asymptotic analysis of well-mixed two-phase flow 
has done this. Some assumptions have been made which in certain sense will limit 
the range of application of these formulas. One of these assumptions is that the 
horizontal velocity does not depend on the horizontal distance. This is not always 
true but we expect that for a long pipe it will happen. Another assumption is 
that there will be no vertical mixing since the flow is unidirectional. This is true 
if the fluid flows are not very different in their densities. Otherwise it is expected 
that there will be important vertical mixing and consequently the volume fractions 
will not be constant. Naturally another condition that limit the validation of the 
formulas is the size of the parameter used in the expansion. This parameter has 
to be very small otherwise the truncation error due to the approximation of the 
velocities with the leadingorder terms will be very big. 
In spite of the assumptions that have been undertaken the asymptotic formulas 
for the velocities and volume fractions can be very useful. They can be used in 
the interface treatment of the one-dimensional/two-dimensional two-phase solvers. 
Naturally the fluid flows and the geometry of the problems have to satisfy the as- 
sumptions outlined above. Before using this asymptotic formulas in the coupling of 
a one-dimensional solver with a two-dimensional one we are going to validate them 
with the results produced by transient Pa-mg Multi-phase in a known problem. 
This is precisely the objective of next section. 
6.3.2 Validation in a Two-Phase Flow through a Channel 
In this section we are going to validate the asymptotic formulas derived for the 
steady two-phase fluid flow (see Section 6.3.1). This process is established by the 
comparison of the computational results with the analytical solution of two-phase 
fluid flow in a channel. A set of fluids has been used for this purpose. The main 
differences between each one are in the viscosities. Furthermore, since the geometry 
and the boundary conditions used are always identical, the Reynolds numbers for 
each test case are different because of the viscosities chosen. 
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The geometry for this test case is exactly the same used in the simulation of the 
single-phase fluid flow through a channel (see Chapter 5 Figure 5.1). The boundary 
conditions used are at the inlet, Dirichlet boundary conditions and at the outlet 
Neumann conditions. In the inlet a parabolic velocity profile is specified for the 
x-component velocity u(x, y) by 
u(O, y) = 4y(l - y) 
and for the y-component velocity v(x, y) it is null in the boundary, i. e. v(0, y) = 0. 
The volume fractions in the inlet are set to 0.5 for both phases. At the outlet the 
vertical velocity components for both phases and the volume fractions are null. 
The values chosen for the inter-facial length are da, Q ý dpa = 0.1. For the 
drag coefficient three different values have been used: CD = 0.01, CD= 0.001 and 
CD= 0.0001. Hence the corresponding parameter A= Cidaß satisfy A«1 since 
it takes the values 0.1,0.01 and 0.001. 
The physical properties chosen for the first test case are: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase a 100 0.01 1.0 
Phase ß 200 0.005 1.0 
Figures 6.5,6.6 and 6.7 present the comparison between the velocity profiles 
computed by the transient Pamg Multi-phase solver and the velocity computed 
analytically by Equations (6.68) and (6.69) at the outlet (x 3.0). 
It is visible that when A decreases the curves which represent the computational 
velocities agree well with the analytically calculated ones. This is precisely what we 
are expecting since the asymptotic formulas derived in Section 6.3.1 will be more 
accurate when the parameter A used in the velocities expansion becomes smaller. 
Furthermore, we can conclude that as A becomes smaller, and consequently very 
close to zero, the relation of the velocities of the two phases a and 0 is 1 to 2. In 
fact, when A=0.0 Equations (6.68) and (6.69) will be reduced to the expressions 
of the leading order velocities 
I ap uaß 2ýct ax' y 
ý(y/ 
- H) 
ußo 
äp, 
yý(y' - H) 2, ßp 0 x 
and consequently tt 30 = Pa u0 which for the viscosities of our test case 
lead to 
ußo 2uaO« . 
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Figure 6.5: Two-phase channel flow - comparison between the analytical horizontal 
velocity and the computational one along the line x=3.0 for A=0.1. It can 
be seen the good agreement between the computational results and the analytical 
ones. The slight jumps observed in the computational results at the walls are due 
to interpolation errors. 
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Figure 6.6: Two-phase channel flow - comparison 
between the analytical horizontal 
velocity and the computational one along the line x=3.0 
for A=0.01. Good 
agreement between the analytical results and the computational ones can 
be ob- 
served. 
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Figure 6.7: Two-phase channel flow - comparison between the analytical horizontal 
velocity and the computational one along the line x=3.0 for .1=0.001. It can be 
seen the excellent agreement between the computational results and the analytical 
ones. 
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Another test case has been outlined with the same domain, boundary conditions 
and values of A. The only difference relies on the viscosity of phase ß. Consequently 
the relation between the viscosities of the two-phases c and ,Q is different than the 
example above. The physical properties chosen for this second test case are resumed 
in the table: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase a 100 0.01 1.0 
Phase 0 10 0.1 1.0 
In Figures 6.8,6.9 and 6.10 we see the velocity profiles produced by the transient 
Pamg Multi-phase solver and the analytic Equations 6.68 and 6.69 at the outlet 
(x = 3.0). 
In this test case the behaviour observed in the predecessor case is still verified. 
In fact as A decreases the agreement between the computational curves and the 
analytically ones becomes clear. Furthermore the relation between the velocities of 
the two-phases verify the expected relation up0 = 0. l uaoa . 
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Figure 6.8: Two-phase channel flow - comparison between the analytical horizontal 
velocity and the computational one along the line x=3.0 for A=0.1. It can 
be seen the same parabolic pattern of the analytical and computational results for 
both phases. 
Figures 6.11,6.12,6.13 and 6.14 present the comparison between the volume 
fractions profiles computed by the transient Pamg Multi-phase and the cor- 
responding analytical expressions derived in Section 6.3.1(Equations (6.70) and 
(6.71)) for the first test case outlined above and when A=0.001. To validate the 
discrepancies observed between the computed volume fractions and the analytical 
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Figure 6.9: Two-phase channel flow - comparison between the analytical horizontal 
velocity and the computational one along the line x=3.0 for A=0.01. Good 
agreement can be observed between the analytical and computational results for 
both phases. 
ones in Figure 6.11 other experiments have been carry on with increasing length 
of the pipe. So Figure 6.12 represents the results for a pipe with the outlet at 
x= 12.0. Figure 6.13 the case for the outlet at x= 24.0 and finally Figure 6.14 
the case for which the longer outlet has been considered. It can be verified that 
when the outlet is longer the agreement between the computed solutions and the 
analytically calculated ones is stronger. This may be due to two main reasons. One 
is the assumption of an expression for the volume fractions (Equation (6.63)) based 
on observations of the computed results, which are more accurate if the domain is 
longer. Another assumption related with the previous is that in a long pipe the 
variation of the velocity does not depend on the horizontal component. Hence the 
results observed suggest that if we choose a domain with a very long length the 
agreement between computational and analytical results will become better. 
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Figure 6.10: Two-phase channel flow - comparison between the analytical horizontal 
velocity and the computational one along the line x=3.0 for A=0.001. It can be 
observed the excellent agreement between the analytical and computational results. 
The slight jumps in the computed results at the walls are due to interpolation errors. 
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Figure 6.11: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x=3.0 for A=0.001. The 
analytical volume fractions exhibit a very small variation. This variation is bigger 
in the computational volume fractions. 
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fraction and the computational one along the line x= 12.0 for A=0.001. The 
disagreement between the analytical results and the computational ones is smaller 
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Figure 6.13: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x= 24.0 for A=0.001. It is 
visible that with this longer geometry the analytical results and the computational 
ones becomes closer. 
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Figure 6.14: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x= 36.0 for )=0.001. It is 
visible better agreement between the analytical results and the computational ones 
with this longer channel. 
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In Figures 6.15,6.16,6.17 and 6.18 which represent the same test cases outlined 
above but for the A=0.0001 case the same behaviour can be observed. In fact the 
agreement is slightly better due to the smaller .1 used. The asymptotic formulas 
derived for the volume fractions give us a better approximation of the solution 
when the parameter A is smaller. 
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Figure 6.15: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x=3.0 for A 0.0001. The 
analytical volume fractions exhibit a very small variation while the computational 
volume fractions show a bigger variation. 
Finally we present in Figures 6.19,6.20,6.21 and 6.22 the results for the second 
experiment outlined above when presenting the results for the velocities. Basically 
the differences to the first test case concerns the viscosity of the fluids chosen. As 
observed above when the domain becomes longer the analytical expressions of the 
volume fractions give solutions more close to the computed ones. The relevance of 
this test case relies on the bigger differences between the volume fractions of the 
two-phases. This is naturally due to the bigger differences in the Reynolds numbers 
of the two phases. 
The main purpose of this section has been to validate the asymptotic formulas 
derived in Section 6.3.1. The methodology employed relies on the comparison of the 
analytical results with the results produced by transient Parng Multi-Phase for 
a simple channel problem. Two test cases with fluids with different viscosities and 
same densities have been studied. The reason for choosing the same densities was 
to guarantee that there was no vertical mixing. Otherwise the volume fractions will 
depend on the vertical component. Different values for the inter-facial length and 
for the drag coefficient have been chosen. The values selected keep the parameter 
of the asymptotic expansion small so that the approximation of the velocities and 
of the volume fractions could be taken. It has been visible in the several figures 
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Figure 6.16: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x= 12.0 for A=0.0001. The 
disagreement between the analytical results and the computational ones is smaller 
then that one showed in the preeceding figure. 
presented that when the parameter of the expansion is smaller the agreement be- 
tween the analytical results and the computational ones becomes better. This is 
particularly true with respect to the velocity profiles. The volume fractions profiles 
do not agree as well as the velocity profiles. Hence, further simulations have been 
produced with longer domains. It has been visible that as the domain becomes 
longer the agreement between the volume fractions becomes better. This suggests 
that the agreement will be good if we chose a longer domain. 
So far the asymptotic formulas for the velocities and volume fractions have been 
validated with the computational results produced by a simple test problem. In 
the next section these formulas are going to be used in the interface treatment of 
our first coupling problem. 
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Figure 6.17: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x= 24.0 for )=0.0001. It is 
visible that with this longer geometry the analytical results agree better with the 
computational ones. 
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Figure 6.18: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x= 36.0 for )=0.0001. It is 
visible better agreement between the analytical results and the computational ones 
with this longer channel 
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Figure 6.19: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x=3.0 for A=0.0001. The 
analytical volume fractions exhibit a very small variation while the computational 
volume fractions show a bigger variation 
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Figure 6.20: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x= 12.0 for A=0.0001. The 
disagreement between the analytical results and the computational ones is smaller 
then that one showed in the preeceding figure. 
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Figure 6.21: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x= 24.0 for A=0.0001. It is 
visible that with this longer geometry the analytical results agree better with the 
computational ones. 
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Figure 6.22: Two-phase channel flow - comparison between the analytical volume 
fraction and the computational one along the line x= 36.0 for A=0.0001. It is 
visible better agreement between the analytical results and the computational ones 
with this longer channel. 
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6.3.3 Coupling of the One-Dimensional Solver Emaps with 
the Two-Dimensional Solver transient Pamg Multi-phase 
In this section we are going to couple the one-dimensional solver Emaps[16,17, 
78,79] with the two-dimensional solver transient Pamg Multi-phase. Emaps has 
been designed to be directly applicable to a large number of multi-phase models 
with minimum code modification. It supports[79] Drift-flux, two-fluid and three- 
phase models. A complete description of Emaps can be found in references [16, 
17]. The application of this solver to some particular problems can be found in 
references [78,79]. The one-dimensional transient model Drift-flux has been the 
choice for this project. This coupling process originated our first version of the 
D-adaptive solver. The way in which the velocities and volume fractions are 
interchanged between the different dimensional regions is by an output/input file. 
This means that after computing the solutions in the one-dimensional region an 
output file is produced that is used as input file in the two-dimensional computation. 
This methodology is used exactly in the same way when changing from the two- 
dimensional region to the one-dimensional one. The validation of this D-adaptive 
solver is established by the comparison of the results produced by the simulation 
of a two-phase fluid flow through a contraction with the results produced by the 
transient Pamg Multi-phase code over the entire domain. The geometry of this 
test case is presented in Figure 6.23. Figure 6.24 shows the sections where the 
solution profiles are going to be presented. 
Inlet 
I 
Outlet 
Figure 6.23: Geometrical representation of the domain of the Contraction flow 
problem 
The physical properties chosen for this test case are: 
The boundary conditions used are: At the inlet (x = 0) : 
" Velocities u(i) = 0.1 for both phases 
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Figure 6.24: Contraction flow problem - main sections used to give the solution 
profiles 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase a 10 0.0075 1.0 
Phase 0 7.5 0.005 0.5 
" Volume fractions r(x) = 0.5 for both phases 
At the outlet: Neumann conditions. 
The value chosen for the drag coefficient is CD= 0.0. Hence the values chosen 
for d, )3= d, 6 = 0.1 are irrelevant (see Equations 6.22 and 6.23). 
The treatment of the interface It fi (see Figure 6.23) is now outlined. Let u(x) 
and r(x) be the velocity and volume fractions for each phase computed by the 
one-dimensional code at point x=6.0. Remembering that 3h is the height of the 
domain in the first one-dimensional region we obtain the following interpolation 
formulas: 
1 sh 
u(x) x r(x) =h 
lurdy 
where u and r represent the velocity and volume fractions of each phase in the 
two-dimensional solver transient Parng Multi-phase. Hence to get a parabolic 
profile in the line x=6.0 it has to be verified the relation 
3h 1 3h 1 Jo dy = coe f (3hy - y2)rdy - Jo ur 3h 3h 
The coefficient eoe f must be set to 2u "r 3rh2 
Another possible approach which we have used in this experiment is to use the 
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asymptotic formulas derived in Section 6.3.1 namely the equations 
I ap' uao' = 2µ ax' yI(y' + 3h) 
_i 
ap` 
uß0' i2 ax' yI(Y - 
3h) 
ß 
where 3h is the height of the domain. I 
Hence we have to compute an approximation for ä., which can be done through 
the formula 
app 
-12jtaQarao 
OX, 3h3 
where the flux Qä is approximated by the expression u(x) x r(x) which gives the 
flux computed for each phase by the one-dimensional solver. 
In interface It f2 the interpolation formulas used are: 
n 
u(x) 
>I xi 
7-i=1 Axi 
and n 
r(x) ! 
Ea 
1 ýZýxz 
Z1 Axi 
where n is the number of cells and 0x2 is the lengh size of each cell. Since we use 
a uniform grid this expressions can be simplified by 
n 
?. ý(x) -- '. =1 
Ui 
n 
and n 
/x) 
Ea 
1 ri 
1 
n 
In order to guarantee that in the second one-dimensional domain the relation 
between the velocities of the two phases are kept the D-adaptive solver has to 
compute the new constants to use in the hydrodynamic closure law in the Drift- 
Flux model (see Equation 2.17)). These constants Co and Cl are updated by the 
following relation[27] 
up Co(rpu%ß + raues' + Cl 
where ua, u, Q, ra and r, Q are the one-dimensional velocities and volume fractions for 
phases a and 0. 
In Figure 6.25 we present the profiles of the horizontal velocities for Phase a 
and Phase ß along the line y=0.375 produced by the D-adaptive solver and 
the transient Parng Multi-phase. We can see some good agreement for both the 
profiles until the middle of the domain. However afterwards the same behaviour is 
not observed. Particularly evident is the fact that the curve of each phase produced 
by one of the solvers is more close to the curve of the other phase produced by the 
other solver. This seems to suggest that there is a variation in the way that each 
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Figure 6.25: Two-phase flow through a Contraction (Case I) - comparison between 
the horizontal velocity profile along the line y=0.375 for D-adaptive solver 
and transient Pamg Multi-phase. It can be seen good agreement for both the 
profiles until the middle of domain. Afterwards the curves do not match exactly. It 
is visible the jump in the profiles of the D-adapt ive solver at the second interface 
line 
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Figure 6.26: Two-phase flow through a Contraction (Case I) - comparison be- 
tween the volume fraction profile along the line y=0.375 for D-adaptive solver 
and transient Pamg Multi-phase. It is visible the jump in the profiles of the 
D-adaptive solver at the second interface line. 
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Figure 6.27: Two-phase flow through a Contraction (Case I) - comparison between 
the pressure drop profile along the line y=0.375 for D-adaptive solver and 
transient Pamg Multi-phase. Good agreement can be observed in the contrac- 
tion region between the two curves. In the one-dimensional regions the curves 
do not match exactly. Some pressure drop is observed in the transient Pamg 
Multi-phase code. No pressure drop is observed in the D-adaptive solver at 
those one-dimensional regions. 
phase progresses after reaching the critical point corresponding to the maximum 
value. 
Figure 6.26 show the profile of the volume fractions for Phase a and Phase 0 
along the line y 0.375 produced by the D-adaptive solver and the transient 
Pamg Multi-phase. Like in the velocities profiles the volume fractions change in 
a different way after the contraction region. Phase a on the D-adaptive solver 
goes up while on transient Pamg Multi-phase goes down. The opposite be- 
haviour is observed on Phase ß. 
Figure 6.27 represents the pressure drop along the line y=0.375 measure by 
the D-adaptive solver and the transient Pamg Multi-phase. Although in the 
contraction region it is possible, after shifting, to get a good agreement in the curves 
it is clear that in the first and second one-dimensional region the curves do not 
match. However, transient Pamg Multi-phase is a solver designed for Cartesian 
coordinates. Emaps is a code designed to work with pipes and consequently it is 
not prepared to work with cartesian geometries. The differences in the mass fluxes 
computed by both solvers originate some important difference on the results. 
In Figure 6.28 we present the results for the horizontal velocity along the line x= 
6.0, which has been defined as the first interface between the one-dimensional region 
with the two-dimensional one. It is visible the parabolic shape of the horizontal 
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Figure 6.28: Two-phase flow through a Contraction (Case I) - comparison between 
the horizontal velocity profiles along the line x=6.000 for D-adaptive solver 
and transient Pamg Multi-phase. It can be seen the parabolic profile of the 
horizontal velocity and the excellent agreement between the two solvers. 
velocity. The volume fractions along this line are very close to 0.5. 
The next set of figures gives the profiles for the horizontal velocities, vertical 
velocities and volume fractions along the lines x=7.125 and x=8.250. These 
two lines have been chosen because the line x=7.125 is a short distance before 
the contraction and the line x=8.250 after the contraction. Hence it is expected 
that we can see bigger variations on the velocities and volume fractions. Figures 
6.29,6.30 and 6.31 present the results along the line x=7.125. We can see an 
excellent agreement between the horizontal velocities, vertical velocities and volume 
fractions between the D-adaptive solver and the transient Pamg Multiphase. 
In Figures 6.32,6.33 and 6.34 the results along the lines x=8.250 are shown. 
The horizontal velocities do not agree perfectly. However, they exhibit the same 
parabolic pattern. Furthermore the region that we are plotting is a very difficult 
one since it is exactly after the contraction region. So the variation in the horizontal 
velocities are expected to be bigger and consequently the agreement between the 
results produced by two different solvers is not expected to be great. The vertical 
velocities profiles along the line x=8.250 are presented in Figure 6.33. The 
reasons outlined above in the horizontal velocities discussion justify some differences 
observed in the curves representing the results of the D-adaptive solver and the 
transient Pamg Multi-phase. Finally in Figure 6.33 the agreement between the 
volume fractions profiles produced by both codes is excellent. 
Figures 6.35,6.36 and 6.37 present the results for the horizontal velocities, 
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Figure 6.29: Two-phase flow through a Contraction (Case I) - comparison between 
the horizontal velocity profiles along the line x=7.125 for D-adaptive solver and 
transient Pamg Multi-phase. It can be seen the excellent agreement between the 
parabolic profiles produced by both solvers. 
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Figure 6.30: Two-phase flow through a Contraction (Case I) - comparison between 
the vertical velocity profiles along the line x=7.125 for D-adaptive solver and 
transient Pamg Multi-phase. It can be seen the symmetry of the vertical ve- 
locities varying from positive to negative values. It can be observed the excellent 
agreement. between the two solvers. 
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Figure 6.31: Two-phase flow through a Contraction (Case I) - comparison between 
the volume fractions profiles along the line x 7.125 for D-adaptive solver and 
transient Pamg Multi-phase. It can be observed the good agreement between 
the two solvers. Note the very small scale of the volume fraction axis. 
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Figure 6.32: Two-phase flow through a Contraction (Case I) - comparison between 
the horizontal velocity profiles along the line x=8.250 for D-adaptive solver 
and transient Pamg Multi-phase. It can be seen the same parabolic pattern in 
both solvers. 
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Figure 6.33: Two-phase flow through a Contraction (Case I) - comparison between 
the vertical velocity profiles along the line x! 8.250 for D-adaptive solver and 
transient Pamg Multi-phase. It can be observed the variation of the vertical 
velocities from negative to positive values. The pattern exhibited by both solvers 
is similar. 
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Figure 6.34: Two-phase flow through a Contraction (Case I) - comparison between 
the volume fraction profiles along the line x=8.250 for D-adaptive solver and 
transient Pamg Multi-phase. It can be seen the excellent agreement between 
the two solvers over all the vertical distance. 
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Figure 6.35: Two-phase flow through a Contraction (Case I) - comparison between 
the horizontal velocity profile along the line x 9.350 for D-adaptive solver 
and transient Pamg Multi-phase. It can be seen the parabolic profile of the 
horizontal velocities for both solvers. 
vertical velocities and volume fractions along the line x=9.375, which has been 
defined as the second interface line for this experiment-in this case between the 
two-dimensional region and the one-dimensional one. It is visible the parabolic 
shape of the horizontal velocity. The vertical velocities as can be seen in Figure 
6.36 are as we expected null. The volume fractions produced by the two solvers 
show a very good agreement as can be observed in Figure 6.37. 
Finally in Figures 6.38 and 6.39 we present the values of the horizontal velocities 
and volume fractions at the outlet. The straight lines corresponding to the hori- 
zontal velocities and volume fractions produced by the D-adaptive solver mean 
that naturally in the one-dimensional region we only have a value and the concept 
of vertical distance is not applicable. However this was the manner that we find to 
present the results in the outlet line. 
Another important issue is quite naturally the question of the performance of 
the two solvers. In this scope it is very important to measure the computational 
cost of each one. The D-adaptive solver due to how is constructed is necessarily 
much more economic in terms of memory storage. However, its main advantage is 
on the CPU-time spent to simulate a two-phase fluid flow particular in a complex 
geometry. 
In Table 6.1 we present the CPU-time spent in the simulation of this two- 
phase flow by the D-adaptive solver and the transient Pamg Multi-phase. 
The D-adaptive solver is more than 10 times faster than the transient Pamg 
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Figure 6.36: Two-phase flow through a Contraction (Case I) - comparison between 
the vertical velocity profiles along the line x=9.350 for D-adaptive solver and 
transient Pamg Multi-phase. It is visible that the vertical velocites are null for 
both solvers. Note the scale of the vertical velocity axis. 
1 
0.9 
0.8 
0.7 
0.8 
LL 0.5 
E 
0.4 
0.3 
0.2 
0.1 
0 
0 
D-adaptive solve- 
Fß 
mg = ase a 
---------------------- ---------- ------------- --------- -------------------------- ---------- 
---------- --------------------------------------------- ----------.. --------- --- ------- ------------------ ------ 
---- 
-- - 
----------------------- 
. --..... -- ............................... -------------- ............ ............ ............... ------ ---- - -------- 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 
Vertical Distance 
Figure 6.37: Two-phase flow through a Contraction (Case I) - comparison between 
the volume fraction profiles along the line x=9.350 for D-adaptive solver and 
transient Pamg Multi-phase. It can be seen the same pattern of the volume 
fractions profiles for both solvers. 
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Figure 6.38: Two-phase flow through a Contraction (Case I) - comparison between 
the horizontal velocity profiles along the line x= 15.350 for D-adaptive solver 
and transient Pamg Multi-phase. It can be seen the parabolic profiles produced 
by transient Pamg Multi-phase code. The straight lines correspondent to the 
D-adaptive solver in this one-dimensional region. 
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Figure 6.39: Two-phase flow through a Contraction (Case I) - comparison between 
the volume fraction profiles along the line x 15.350 for D-adaptive solver and 
transient Pamg Multi-phase. The straight lines correspond to the D-adaptive 
solver in this one-dimensional region. 
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Multi-phase for this particular test case. 
Two-Phase Flow D-adaptive solver Pamg 
First One-dimensional domain 215 sec 
Two-dimensional domain 808 sec 
Second One-dimensional domain 224 sec 
Overall domain 7 1247 sec 17634 sec 
Table 6.1: CPU-time spent by the D-adaptive solver and the transient Pamg 
Multi-phase in the simulation of the contraction two-phase flow (Case I) 
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Another experiment with the same domain has been outlined. The main ob- 
jective of this experiment was to complement the preceding one with the case of 
having exactly the same density for both phases. Furthermore we could verify if 
some of the discrepancies observed in the results of the preceding experiment still 
remain or have some variation. 
Hence the physical properties chosen for this case are: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase a 15 0.01 1.0 
Phase 0 15 0.005 1.0 
The boundary conditions in the inlet are: 
" Velocities u(x) = 0.2 for Phase oz and u(x) = 0.4 for Phase 0 
" Volume fractions r(x) = 0.5 for both phases 
Naturally to guarantee that the relation between the velocity of Phase a with 
the velocity of Phase 0 is kept the coefficients chosen for the Hydrodynamic closure 
law (see Equation (2.17) have to be updated in order to keep this relation between 
the velocity of the two phases. 
The results along the line y=0.375 are presented in Figures 6.40 through 6.42. 
The horizontal velocity profiles, which can be seen in Figure 6.40, exhibit a better 
agreement than the experiment before. However in the first one-dimensional re- 
gion while the D-adaptive solver maintains the initial velocity, transient Pamg 
Multi-phase equalises the velocity of the two phases. The little jumps that we see 
when changing from the two-dimensional region to the second one-dimensional one 
in the D-adaptive solver profile are due to the interpolation errors in the interface 
it f2. Figure 6.41 shows the volume fractions profiles along the line y=0.375. In the 
first one-dimensional region while the D-adaptive solver maintains the volume 
fractions equal to 0.5 the transient Pamg multi-phase modifies these values and 
consequently the profiles do not agree. This different behaviour is due to different 
initial guess for the volume fractions. Figure 6.42 shows the pressure drop along 
the line y=0.375 for the D-adaptive solver and transient Pamg Multi-phase. 
This graph is very similar to the equivalent one produced in the above experiment. 
The pressure drop in the contraction region shows the same shape but in the other 
two one-dimensional regions the straight lines are not parallel. 
In Figures 6.43 and 6.44 we present the results for the horizontal velocities and 
volume fractions along the line x=6.0. The differences in the behaviour of the 
horizontal velocities and on the volume fractions profiles which have been verified 
on the line y=0.375 are observed here. 
Figures 6.45,6.46 and 6.47 show the results for the horizontal velocities, vertical 
velocities and volume fractions along the line x=7.125. In this line we can see 
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Figure 6.40: Two-phase flow through a Contraction (Case II) - comparison 
between the horizontal velocity along the line y=0.375 for D-adaptive 
solver and transient Pamg Multi-phase. It can be seen that transient Pamg 
Multi-phase solver equalises the velocities of both phases in the beggining of the 
horizontal distance. The jumps in the D-adaptive solver results are at the two- 
dimensional/one-dimensional interface. 
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Figure 6.41: Two-phase flow through a Contraction (Case II) - comparison be- 
tween the volume fraction profile along the line y=0.375 for D-adaptive 
solver and transient Pamg Multi-phase. It can be seen that transient Pamg 
Multi-phase solver modifies the initial value of the volume fractions while the 
D-adaptive solver maintains the initial value in the first one-dimensional region. 
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Figure 6.42: Two-phase flow through a Contraction (Case II) - comparison be- 
tween the pressure drop profile along the line y=0.375 for D-adaptive solver 
and transient Pamg Multi-phase. It can be observed the same profile in the con- 
traction region. In the one-dimensional regions the lines produced by both solvers 
are not parallel. 
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Figure 6.43: Two-phase flow through a Contraction (Case II) - comparison between 
the horizontal velocity profiles along the line x=6.0 for D-adaptive solver and 
transient Pamg Multi-phase. It can be observed the parabolic velocity profile 
for both solvers. 
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Figure 6.44: Two-phase flow through a Contraction (Case II) - comparison between 
the volume fraction profiles along the line x=6.0 for D-adaptive solver and 
transient Pamg Multi-phase. It can be observed that at this first interface region 
the D-adaptive solver keeps the initial condition for the volume fractions while 
transient Pamg Multi-phase solver changes substantially the initial guess. 
good agreement between all the curves. In Figure 6.45 we see that the parabolic 
profiles of the horizontal velocity are all very close and in Figure 6.46 the vertical 
velocity also match very effectively. Moreover the volume fractions (see Figure 
6.47) have values almost constant along the vertical distance and the agreement 
between the results of the two solvers is generally good for both phases. 
In Figures 6.48,6.49 and 6.50 we can see the results for the horizontal velocities, 
vertical velocities and volume fractions along the line x=8.250 produced by both 
solvers. The horizontal velocity profiles, which are plotted in Figure 6.48 agree in 
a very effective manner and exhibit the parabolic expected profile. In this difficult 
region the vertical velocities are effective which can be seen in Figure 6.49. The 
volume fraction profiles match almost perfectly (see Figure 6.50). 
In Figures 6.51 and 6.52 the results for the horizontal velocities and volume 
fractions along the line x=9.350 produced by both solvers are presented. The 
horizontal velocity profiles produced by D-adaptive solver and transient Pamg 
Multi-phase exhibit an excelent agreement and the expected parabolic shape. The 
Phase /3 is faster than Phase a which is basically due to its smaller viscosity. The 
vertical velocities in this line are null. The volume fractions produced by both 
solvers clearly agree as can be seen in Figure 6.52. 
Finally in Figures 6.53 and 6.54 we present the values of the horizontal velocities 
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Figure 6.45: Two-phase flow through a Contraction (Case II) - comparison between 
the horizontal velocity profiles along the line x=7.125 for D-adaptive solver and 
transient Pamg Multi-phase. It can be seen the good agreement between the 
parabolic profiles produced by both solvers. 
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Figure 6.46: Two-phase flow through a Contraction (Case II) - comparison between 
the vertical velocity profile along the line x=7.125 for D-adaptive solver and 
transient Pamg Multi-phase. It can be observed that the vertical velocities agree 
very well over all the vertical distance. 
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Figure 6.47: Two-phase flow through a Contraction (Case II) - comparison between 
the volume fraction profiles along the line x=7.125 for D-adaptive solver and 
transient Pamg Multi-phase. It can be seen that the volume fractions are almost 
constant along the vertical distance. Good agreement between the two solvers can 
be observed for both phases. 
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Figure 6.48: Two-phase flow through a Contraction (Case II) - comparison between 
the horizontal velocity profile along the line x=8.250 for D-adaptive solver and 
transient Pamg Multi-phase. It can be seen the good agreement between the 
parabolic profiles produced by both solvers. 
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Figure 6.49: Two-phase flow through a Contraction (Case II) - comparison between 
the vertical velocity profile along the line x 8.250 for D-adaptive solver and 
transient Pamg Multi-phase. It can be observed the good agreement between 
the vertical velocities produced by both solvers over all the entire vertical distance. 
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Figure 6.50: Two-phase flow through a Contraction (Case II) - comparison between 
the volume fraction profile along the line x=8.250 for D-adaptive solver and 
transient Pamg Multi-phase. It can be verified the excellent agreement between 
the volume fraction profiles produced by both solvers. 
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Figure 6.51: Two-phase flow through a Contraction (Case II) - comparison between 
the horizontal velocity profile along the line x=9.350 for D-adaptive solver and 
transient Panng Multi-phase. It can be seen the good agreement between the 
parabolic velocity profiles produced by both solvers. 
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Figure 6.52: Two-phase flow through a Contraction (Case 
tween the volume fraction profile along the line x=9.350 for 
and transient Pamg Multi-phase. It can be observed the 
between the results produced by both solvers. 
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Figure 6.53: Two-phase flow through a Contraction (Case II) - comparison between 
the horizontal velocity profile along the line x= 15.350 for D-adaptive solver 
and transient Pamg Multi-phase. It can be seen the parabolic velocity profiles 
produced by transient Pamg Multi-phase. The straight lines produced by the 
D-adaptive solver mean that in this one-dimensional region we only have a value 
and the concept of vertical distance is not applicable. 
and volume fractions at the outlet. The straight lines corresponding to the hori- 
zontal velocities and volume fractions produced by the D-adaptive solver mean 
that naturally in the one-dimensional region we only have a value and the concept 
of vertical distance is not applicable. 
Table 6.2 presents the CPU-time spent in the simulation of this test case by 
the D-adaptive solver and the transient Pang Multi-phase. As observed in 
Table 6.1 the D-adaptive solver spents less than 10% of the CPU-time spent by 
the transient Pamg Multi-phase for this test case. 
Two-Phase Flow D-adaptive solver Pamg 
First One-dimensional domain 231 sec 
Two-dimensional domain 773 sec 
Second One-dimensional domain T 232 sec 
Overall domain 1236 sec [_22688 sec 
Table 6.2: CPU -time spent by the D-adaptive solver and the transient Pamg 
Multi -phase in the simulation of the contraction two-phase flow (Case II) 
In this section we presented our first version of the D-adaptive solver. It 
has been constructed by coupling the one-dimensional solver Emaps with the two- 
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Figure 6.54: Two-phase flow through a Contraction (Case II) - comparison between 
the volume fraction profile along the line x= 15.350 for D-adaptive solver and 
transient Pamg Multi-phase. The straight lines produced by the D-adaptive 
solver mean that in this one-dimensional region we only have a value and the 
concept of vertical distance is not applicable. 
dimensional solver transient Pamg Multi-phase. The validation of this D-adaptive 
solver has been established by comparing its results with the results produced by 
the transient Pamg Multi-phase for the same test problem. The geometry of 
this problem has been a contraction, which has proven to be very suitable to ap- 
ply the D-adaptive solver. The existence of regions in the domain where the 
fluid flow exhibits velocities with the vertical component null suggests that. Hence, 
observing the solutions of the simulation of a two-phase fluid flow through the 
contraction produced by transient Pamg Multi-phase it has been possible to 
establish the location of the dimensional interfaces. In these interfaces the for- 
mulas derived and validated in the preceding sections have been applied. Two 
test cases with fluid flows with different viscosities and densities have been pro- 
duced. The main advantage of this methodology has been verified by measuring 
and comparing the CPU-times spent by both solvers for these problems. It has 
been verified that the D-adaptive solver spends less than 10% of the CPU-time 
spent by transient Pamg Multi-phase. This has been concluded for both test 
cases. In the author's opinion additional gains in the performance of D-adaptive 
solver could be achieved if the domain of the problem is bigger than the 
domain 
of our test problem. However some important differences have been verified in 
the results produced by both solvers. One is on the pressure drop issue. Evi- 
dence suggests that in the contraction region the pressure drop produced by 
both 
solvers are similar. However in the one-dimensional regions the straight 
lines cor- 
responding to both solvers are not parallel. While transient Pamg Multi-phase 
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produces a relevant pressure drop the D-adaptive solver does not. The rea- 
son for this in the author's opinion is due to the fact that Emaps is prepared for 
working with pipes and consequently with cylindrical coordinates while transient 
Pamg Multi-phase is prepared for working with Cartesian coordinates. Another 
difference that has been observed between the results produced by both solvers is 
the little jumps of the curves produced by the D-adaptive solver when changing 
from the two-dimensional domain to the one-dimensional one. This must be due 
to the interpolation errors produced in this interface. 
So far we have produced and validated in a very complex test problem the 
first version of our D-adaptive solver. Good gains in the performance have been 
verified. However the two coordinate systems, Cartesian and cylindrical, used by 
this version of the D-adaptive solver may be the main reason for the differences 
observed. Hence, the decision of constructing the second version of the D-adaptive 
solver which will work entirely in cylindrical coordinates. Since CFX 4.3 is a solver 
prepared to work in cylindrical coordinates, we decided to replace the transient 
Pamg Multi-phase solver in the D-adaptive solver by CFX 4.3. Naturally we 
need to derive the formulas to use in the one-dimensional/two-dimensional interface 
in cylindrical coordinates. This is precisely the objective of section 6.3.4. 
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6.3.4 Steady well-mixed two-phase flow in a cylinder 
In this Section we are going to derive in cylindrical coordinates the asymptotic anal- 
ysis of well-mixed two-phase flow which we earlier performed in cartesian coordi- 
nates (see Section 6.3.1). Naturally the main objective is to achieve the correct for- 
mulas to apply when changing from a one-dimensional domain to a two-dimensional 
one when simulating multi-phase fluid flows through a pipe with a contraction. The 
methodology used to deal with the cylindrical geometry and the two-dimensional 
treatment was to consider an axially symmetric problem. The symmetry axis is the 
z direction and consequently the fluid flow moves through that direction. Hence 
the velocity of the fluid is going to depend on the value on the z and on the distance 
to that axis the radius distance. Two velocity components can be thought of in 
this system - the radial velocity and the axial velocity. 
Naturally the starting point for this approach is, as in the cartesian version, the 
set of multi-fluid differential equations derived in Section 3.3. Hence the governing 
equations for steady well-mixed, uni-directional flow are[80] : 
_I 
a awa 
_ 
ap 
_ 
CD Pa 
rar 
rsa ar - sa az d Sase(saPa + sßpß)(wß - wa) 
Iwß - wa I (6.72) 
aß 
a 
rsß 
wß pi 
SQ+ + 
CD 
fßß 
1 
rar ar az dsa8ß(SaPa 
+ SßPß)(wß - wa) I wß - waI . 
(6.73) 
dap 
where sa and sß represent the volume fractions for phases a and ß and wa 
and wß the axial component of the velocities for phases a and ß. The governing 
equations for flow in the r direction indicates p= p(z). The system is closed with 
the following relations 
Sc + so =1 (6.74) 
fR Qa = 27r J Sawa r dr (6.75) 0 
rR Q, 3 = 27r J sßwß r dr . (6.76) 0 
where R is the radius of the domain. 
Small drag expansion 
Since the flow is unidirectional there can be no vertical mixing, hence sa and sß 
must remain constant. Let CD/daß =A«1 and look for solutions of the form 
w= wo(r) + , awl (r) +""" (6.77) 
s= so + As1(r) + ... (6.78) 
p- po(z) + Ap1(z) + ... . 
(6.79) 
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The leading order problem is governed by 
1ar äwao 
_ 
apo 
(6.80) ia 
rar Or Oz 
1 (9 äwpo 
_ 
apo 
µ0r är r ar az 
(6.81) 
Sao + Soo =1 (6.82) 
R 
Qa = 27r 
0sawao 
r dr (6.83) 
fR Qp = 27r J spwßo r dr . (6.84) 0 
Integrating the first two equations gives the standard result 
WaO +1 
äpo 
(r2 
- 
R2) (6.85) 
4p,, Oz 
woo _-1 
opo 
(r2 _ R2) (6.86) 4Cß Oz 
Integrating the flux equations and then integrating with respect to z gives an 
expression for the pressure 
Po Pa 
gµaQaý 
Zý Pa - 
8yoQo 
z ! 
7rSa0R 7rsßp 
Hence sao/C, QQ, a = sßoµaQa. Substituting this into (6.74) gives 
Sao = 
[LaQa 
luaQa 
+ 
IußQ13 _ 
/lßQß 800 - µaQa + /1ßQ3 
(6.87 
(6.88) 
The leading order problem is now completely solved. 
The first order equation is governed by 
11,0 Owao awal 
r ör 
rsa, Or + rsao Or 
lccß 
ö öwßo Dwý1 
r Or 
r8ß1 
a+ 
r8R0 
a 
Scat + 80, 
sal 
ap0 
_{ daß 
apt 
- 9o 
az äz 
- Sý31 
apo 
+' SOO 
ýp1 
+ go 
Oz az 
-0 
(6.89) 
(6.90) 
(6.91) 
IRR (Saiwa0 + Saowa1)r dr =f (s, 31wß0 + s, 6Owpl)r dr =0, (6.9'2) 00 
where go is 
go = Sao3ßo( asao + pßsßo)(wpo - wao)`wßo - wool = 
A'(wpo - wao)2 
In writing this down it is assumed that wßo > waß. Whilst not losing generality 
care must be taken that the less viscous fluid is labelled ß, i. e. we require µa > µQ. 
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Since µa aw-O -µßaä =r äz /2, equations (6.89) and (6.90) reduce to 
1a Irliasceo awal 
_ 
apl 
(6.93) 
r (9r ar 
sau az o 
a awßl 
_ 
apl + go " (6.94) r ar rµ°soo (9r 500 (9z 
The function go depends on the velocities woo, wao, given by equations (6.85), 
(6.86). We may write go in the form 
_ go =ft s, oBa(r 
2-R 2)2 
=/psßoB, 3(r 
2-R 2)2 
s 
where 
Ba _ 
Sßo(Pasao + P, 3S, 3O) 1 äpo 
2112 
µa 16 az µß 
B_ Sao(Pasao + Pßsßo) 
1 apo 2 1^ 2B 
ß 
Pß 16 öz µß Pa P13 a 
are constant. The velocity equations become 
10 
rawa1 -1 
Vpi 
- 
Ba(r2 
- 
R2\2 
r Or Or µa äz 
) 
1ä 
LTör] 
awßl 
_1 
D+ 
B(r2 - 
ßc, ß Oz 
These may be integrated immediately to give the first order velocities 
Wal =1- ap, (r2-R2)- 
4p, az 
Wßl =1 
apt 
(r2 
- 
R2) 
- 4[io Oz 
Ba 2- R2)(2r4 - 7r2R2 + 1184) 72 
B'° (r2 - R2)(2r4 - 7r2R2 + 1184) 72 
(6.95) 
(6.96) 
(6.97) 
(6.98) 
Substituting for the velocities into the flux equations and integrating leads to 
saop, BaR4 - 2sa1 
apo 
_ 2sao 
apt 
=0 (6.99) Dz Oz 
s3o[cßBQR4 +2s, 31 
°9ßo + 2spo 
Cpl 
=0. (6.100) Oz Oz 
Eliminating the pressure gradient provides expressions for the volume fractions 
p, B,,, R4 S a0 S, Q0 
Sal - apo = -sß1 
az 
Eliminating the volume fractions provides an expression for the pressure gradient 
01 
= B, R 
1- 
Sßo = B, R 4 luau 
PAO 
pýý 22 (ya Q,, + µßQ, 3) 
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In this section we have derived the new cylindrical version of the expressions 
for the velocities and volume fractions to apply in the interface between a one- 
dimensional domain and a two-dimensional domain. The methodology used has 
been quite naturally similar to that one used in the derivation of the Cartesian 
version. Hence the starting equations have been the governing equations for steady 
well-mixed uni-directional flow in cylindrical coordinates. The same assumptions 
used in the Cartesian case have been made. One is that the fluid flow does not 
depend on the axial distance. In fact we expect that this happen in a very long 
pipe. Since the flow is uni-directional it is expected that the volume fractions 
for each phase remain constant. Hence no vertical mixing is expected to happen. 
Naturally the parameter to use in the expansion must be very small otherwise the 
approximation of the velocities with the leading order terms will not be accurate. 
The formulas derived above can be very useful in our project. Since we want 
to couple a one-dimensional solver with a two-dimensional one, these formulas give 
us expressions for computing the velocities and volume fractions in the interface 
region. Before using them in the validation of the cylindrical coordinate version of 
the D-adaptive solver let us validate them in a very simple problem. This is the 
aim of next section. 
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Inlet d Outlet 
1=12d 
Figure 6.55: Geometrical representation of the domain of the Cylinder two-phase 
problem 
6.3.5 Validation in a Two-Phase Flow through a Cylinder 
In this section we are going to validate the asymptotic formulas derived in Section 
6.3.4 for the steady two-phase fluid flow in cylindrical coordinates. The method- 
ology used in this validation process is identical to that one used in the validation 
of the cartesian asymptotic formulas (see Section 6.3.2). Hence, the process relies 
on the comparison of the computational results with the analytical solution of two- 
phase fluid flow in a cylinder. A set of fluids with different viscosities has been used 
for this purpose. The geometry and the boundary conditions used are always the 
same for each test case. 
The geometry for this test case is represented in Figure 6.55. It is simply a 
straight cylinder of length 12d where d is its diameter. 
The boundary conditions used are at the inlet, Dirichlet boundary conditions 
and at the outlet Neumann conditions. In the inlet a parabolic velocity profile is 
specified for the r-component velocity u(r, z) by 
u(r, 0) = -7.12(r2 - (0.752)) 
and for the z-component velocity v(r, z) it is null in the boundary, i. e. v(0, z) = 0. 
The volume fractions in the inlet are set to 0.5 for both phases. In the outlet 
the z-component velocity v(r, z) is set to zero. 
The values chosen for the inter-facial length are dap = dpa = 0.1. For the drag 
coefficient four different values have been used: CD = 0.0, CD = 0.01, CD = 0.001 
and CD = 0.0001. Hence the corresponding parameter A= CD%daß satisfy A«1 
since it takes the values 0.0,0.1,0.01 and 0.001. 
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The physical properties chosen for the first test case are: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase a 75 0.01 1.0 
Phase ß 150 0.005 1.0 
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Figures 6.56 and 6.57 present the results for the axial velocities and volume 
fractions produced by CFX 4.3 and by the analytical expressions when the param- 
eter .\=0.0. It can be observed that the volume fractions agree very well over the 
entire outlet. The velocities exhibit the pattern expected, from 0 to the maximum 
value when r=0.0 and the agreement between the computational results and the 
analytically ones is very effective. The relation between the velocities of the two 
phases in this particular test case is ua = 2uß which can be observed. 
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Figure 6.56: Two-phase flow through a Cylinder - comparison between the analyt- 
ical axial velocity and the computational one along the line z= 12.0 for A=0.0. 
It can be seen good agreement between the profiles correspondent to the analyti- 
cal and computational velocities for both phases. Note the maximum value when 
the radial distance is null and the null velocity when the radial distance takes the 
maximum value. 
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Figure 6.57: Two-phase flow through a Cylinder - comparison between the analyt- 
ical volume fraction and the computational one along the line z= 12.0 for A=0.0. 
It can be observed that the volume fraction profiles agree very well at this outlet 
region. 
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Figures 6.58 through 6.63 present the results for the cases with A not equal 
0.0. Starting from A=0.1 and ending with A=0.001 it can be verified that as the 
parameter A becomes smaller, the difference between the computational results and 
the analytically computed ones diminishes. A particular interesting behaviour can 
be observed between the radial velocities for the case A=0.1 and A=0.01 (Figures 
6.58 and 6.60). In fact the difference between radial velocities of phase a computed 
by CFX 4.3 and by the analytical formulas become bigger when changing A=0.1 
to A=0.01. However the phase ß difference diminuishes. In the author's opinion 
the reazon for this ocurrence relies in the truncation errors when approximating 
the radial velocity by the first order velocities. 
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Figure 6.58: Two-phase flow through a Cylinder - comparison between the analyti- 
cal axial velocity and the computational one along the line z= 12.0 for A=0.1. It 
can be verified the good agreement between the profiles designed for the analytical 
and computational velocities. For phase a it is excellent. 
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Figure 6.59: Two-phase flow through a Cylinder - comparison between the analyt- 
ical volume fraction and the computational one along the line z= 12.0 for A=0.1. 
Good agreement can be observed between the profiles produced by the two different 
ways. 
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Figure 6.60: Two-phase flow through a Cylinder - comparison between the analyti- 
cal axial velocity and the computational one along the line z= 12.0 for A=0.01. It 
ca. n be seen good agreement between the analytic and computational axial velocity 
results. For phase 0 it is excellent. 
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Figure 6.61: Two-phase flow through a Cylinder - comparison between the analyti- 
cal volume fraction and the computational one along the line z= 12.0 for A=0.01. 
It can be observed good agreement between the volume fractions produced by both 
manners. 
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Figure 6.62: Two-phase flow through a Cylinder - comparison 
ical axial velocity and the computational one along the line z 
It can be seen good agreement between the analytical and 
0.3 0.35 
between the analyt- 
= 12.0 forA=0.001. 
computational axial 
velocities for both phases. 
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Figure 6.63: Two-phase flow through a Cylinder - comparison between the an- 
alytical volume fraction and the computational one along the line z= 12.0 for 
A=0.001. Good agreement is observed between the analytical volume fractions 
and the computational ones for both phases. 
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A variation of this test case has been outlined with the purpose of validating 
the asymptotic formulas for two-phase flows with different densities. Hence the 
physical properties chosen for this second test case are: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase a 75 0.01 1.0 
Phase ý3 300 0.005 0.5 
The inter-facial length take the values dap = dpa = 0.1 and the drag coefficient 
assumes the same four different values used in the preceding case: CD = 0.0, 
CD = 0.01, CD = 0.001 and CD = 0.0001. Hence the corresponding parameter A 
takes the values 0.0,0.1,0.01 and 0.001. 
Figures 6.64 and 6.65 presents the comparison between the radial velocities and 
volume fractions computed by CFX 4.3 and when A=0.0. The agreement between 
the radial velocities calculated by the two-different ways is excellent. However the 
volume fractions produced by CFX 4.3 have constant values along all the radial 
distance at the outlet but these constant values are slightly different from the 
analytically computed ones. 
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Figure 6.64: Two-phase flow through a Cylinder - comparison between the analyt- 
ical axial velocity and the computational one along the line z= 12.0 for A=0.0. 
It can be seen excellent agreement between the analytical axial velocities and the 
computational ones for both phases. 
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Figure 6.65: Two-phase flow through a Cylinder - comparison between the analyt- 
ical volume fraction and the computational one along the line z= 12.0 for A=0.0. 
It can be observed that the volume fractions computed analytically and computa- 
tionally are constant. An important gap between the straight lines correspondent 
to the analytical and computational calculations can be observed. 
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Figures 6.66 through 6.71 represent the test cases considered with A=0.1, 
A=0.01 and A=0.001. The radial velocities profiles become very close when A 
reduces its value. Furthermore the radial velocities of the two phases show the same 
uniform behaviour. This means that when changing from aA value to a smaller one, 
the agreement between the curves produced by the solver and the curves produced 
by the analytic expressions becomes better for both velocities simultaneously. The 
same behaviour pattern is observed in the volume fraction pictures. However the 
agreement is not so effective than that observed in the axial velocities. 
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Figure 6.66: Two-phase flow through a Cylinder - comparison between the analyt- 
ical axial velocity and the computational one along the line z= 12.0 for A=0.1. 
It can be seen good agreement between the analytical axial velocities and the com- 
putational ones for both phases. 
Finally to finish this validation section of the asymptotic formulas in cylindrical 
coordinates we made another experiment basically changing the viscosity of one of 
the fluids of the first test case. Hence the physical properties are: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase a 7.5 0.1 1.0 
Phase 0 75 0.01 1.0 
For the drag coefficient the value used has been CD = 0.01 and consequently 
A=0.1. In Figures 6.72 and 6.73 we present the results for the axial velocity and 
volume fractions for this case. It is the worst case with respect to the agreement 
between the curves. This suggests that the fact of having bigger differences in 
the viscosities of the fluids cause bigger discrepancies between the computational 
outputs produced by the solver and the analytical results. 
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Figure 6.67: Two-phase flow through a Cylinder - comparison between the analyt- 
ical volume fraction and the computational one along the line z= 12.0 for .A=0.1. 
It can be observed that the volume fractions computed by both ways are constant. 
In this section we have validated the asymptotic formulas in cylindrical coordi- 
nates derived in the previous section. The methodology outlined has been based on 
the comparison of the results produced analytically and the computational results 
of a simulation of a two-phase fluid through a cylinder. CFX 4.3 solver has made 
the computational simulation in an axially symmetric problem. The geometry of 
this problem has been very simple. It has been just a straight cylinder. Several 
sets of fluids with varying viscosities and densities have been used in the test cases. 
The main conclusions that can be undertaken is that the results produced by the 
asymptotic formulas agree very well with the computational results produced by 
CFX 4.3 solver if the set of fluids have similar values for the densities and viscosi- 
ties. This agreement is more effective if the parameter used in the expansion, which 
is related with the drag and inter-facial length, becomes smaller. Strong evidence 
has been verified of this behaviour. However, it has been verified that for sets of 
fluids with substantial differences in the densities the volume fractions exhibit sub- 
stantial differences from the computed values. This must be due to the assumption 
that there is no vertical mixing. However in this test case the velocities computed 
by both ways exhibit a good agreement. The last case studied with a two-phase 
fluid flow with substantially different viscosities showed that substantial differences 
can be verified between the computational and analytical results. 
With this conclusions in mind we are going to implement in a very complex 
problem the second version of the D-adaptive solver, which will work in cylin- 
drical coordinates over all the entire domain of the problems. This is the aim of 
next section. 
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Figure 6.68: Two-phase flow through a Cylinder - comparison between the analyt- 
ical axial velocity and the computational one along the line z= 12.0 for A=0.01. 
Excellent agreement can be observed between the analytical axial velocities and 
the computational ones for both phases. 
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Figure 6.69: Two-phase flow through a Cylinder - comparison between the an- 
alytical volume fraction and the computational one along the line z= 12.0 for 
= 0.01. It can be observed that the volume fractions computed analytically and 
computationally are constant. 
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Figure 6.70: Two-phase flow through a Cylinder - comparison between the analyt- 
ical axial velocity and the computational one along the line z= 12.0 for A=0.001. 
It can be observed excellent agreement between the analytical axial velocities and 
the computational ones for both phases 
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Figure 6.71: Two-phase flow through a Cylinder - comparison between 
alytical volume fraction and the computational one along the line z= 
A=0.001. It can be seen that the volume fractions computed by both 
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Figure 6.72: Two-phase flow through a Cylinder - comparison between the analyt- 
ical axial velocity and the computational one along the line z= 12.0 for A=0.1. 
It can be seen that phase a profiles exhibit a general good agreement while phase 
ß profiles some disagreement. 
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Figure 6.73: Two-phase flow through a Cylinder - comparison between the an- 
alytical volume fraction and the computational one along the line z 12.0 for 
A=0.1. It can be observed that the volume fractions computed analytically and 
computationally are constant. 
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6.3.6 Coupling of the One-Dimensional Solver Emaps with 
CFX 4.3 
In this section we are going to couple the one-dimensional solver Emaps with the 
commercial code CFX 4.3 in a two-phase fluid flow through a pipe with a contrac- 
tion. The CFX 4.3 code is used with the axial symmetry option, so this test case 
is basically the coupling of a one-dimensional code with a two-dimensional one. 
One important difference between the test case discussed in Section 6.3.3 is that 
the two-dimensional solver works in cylindrical coordinates. In fact one limitation 
that we had with transient Pamg Multi-phase was precisely the fact of working 
only with Cartesian coordinates. The way in which the information between the 
different dimensional regions is interchanged is similar to the way used in the first 
version of the D-adaptive solver. Each dimensional region produces an output 
file that is used as input file in the computation of the consecutive dimensional 
region. The geometry of this test case is presented in Figure 6.74. In Figure 6.75 
we see the sections where the solution profiles are going to be presented. 
Inlet Outlet 
Figure 6.74: Geometrical representation of the domain of the pipe-contraction flow 
problem 
The boundary conditions used are: In the inlet : 
" Velocities u(z) = 0.1 for both phases 
" Volume fractions r(z) = 0.5 for both phases 
At the outlet : Neumann conditions. 
The value chosen for the drag coefficient is CD= 0.0. Hence the values chosen 
for the inter-facial length are irrelevant. 
12d 12d d 12d 12d 
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z= 12.00 z= 37.00 
z= 23.00z= 26.00 z= 
r=0.0 
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Figure 6.75: Pipe-contraction flow problem - main sections to give the solution 
profiles 
The physical properties chosen for this test case are: 
Two-Phase Flow Reynolds Number Viscosity Density 
Phase a 7.5 0.01 1.0 
Phase 0 15 0.005 1.0 
The treatment of the interface It f, (see Figure 6.74) is similar to the treatment 
that we have specified for the D-adaptive solver constructed with Emaps and 
Pamg. 
Using Equations (6.85) and (6.86) derived in Section 6.3.4 
wao =1 
apo 
(r2 - R2) 4p, öz 
wß° =1 
19po (r2 
- 
R2) 
- 4µß Oz 
we have to compute an approximation for ä which can be done through the 
expression 
ap0 
_ 
gµaQcr 
_ 
guA 
_ 
O; z 
'' 
71 SaüR4 7rsß0R4 
Representing by u(z) and r(z) the velocity and volume fractions for each phase 
computed by the one-dimensional code at point z= 12.0, the fluxes Qa and Qp 
are approximated by the expression u(z) x r(z) which gives the flux computed for 
each phase by the one-dimensional solver. 
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In Interface Itf2 the interpolation formulas used for a uniform grid are: 
11nn 
u(z) =- wrdr =- lim V wiri0ri ti 
ý2=1 w2 
R0 Rn-+oo 
a_1 
n 
and 
1R1nn 
r(z) =- srdr =- lim Z sir20ri ti 
ýi-1 si 
n-+o0 RoR 
i_1 
where wi, si are the axial velocity and volume fractions at the cell i and n is the 
number of cells. 
Figures 6.76 and 6.77 present the comparison between the axial velocity com- 
puted by D-adaptive solver and CFX 4.3 along the line r=0.1875. The profiles 
for Phase a show a good overall agreement. However some slight differences can be 
observed. One is in the contraction region. The D-adaptive solver gives a bigger 
axial velocity in the middle of the contraction. Moreover when changing back to 
the one-dimensional region the velocity falls a little. This must be due to the inter- 
polation errors during treatment of the interface It f2. This same behaviour can be 
observed in the figure corresponding to Phase ß (Figure 6.77). A curious feature 
that can be observed in this figure is the small slope down that can be observed 
between 0.0 and 5.0 in the profile of CFX 4.3 and between 13.0 and 17.0 by the 
D-adaptive solver. Hence both solvers verify this CFX 4.3 peculiarity. Equiva- 
lent features can be observed in Figures 6.78 and 6.79 which show the comparison 
between the volume fractions for phases a and ß along the line r=0.1875 for 
both solvers. In Figure 6.80 we can observe the pressure drop profile along the line 
r=0.1875 produced by D-adaptive solver and CFX 4.3. The only disagreement 
observed is between the profile corresponding to the one-dimensional regions and a 
slightly different inclination of the lines corresponding to the geometry constraint. 
In Figure 6.81 we present the comparison between the axial velocities for phases 
a and 0 along the line z= 12.0 produced by D-adaptive solver and CFX 4.3. 
We can see the good agreement obtained in the results plotted by the two solvers. 
The velocities of Phase oz are approximately the double of the velocities of Phase 
/3. This is exactly what we should expect due to the relation between the viscosities 
of the fluids involved (see Equations (6.85) and (6.86)). 
Figures 6.82 and 6.83 present the results for the axial and radial velocities along 
the line z= 23.0. The axial velocities produced by both solvers are almost identical. 
Figure 6.83 shows that the radial velocities are null over all the radial distance. 
Figures 6.84,6.85 and 6.86 present the results for the axial velocity, radial 
velocity and volume fraction for phases a and ß along the line z= 26.0. In this 
line which is situated after the contraction is visible that the radial velocity for 
Phase a is small but not null and the relation between the axial velocities is much 
bigger. But general agreement between the profiles produced by both solvers is 
verified. 
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Figure 6.76: Two-phase flow through a Contraction in a Pipe - comparison between 
the axial velocity profile for Phase cx along the line r 0.1875 for D-adaptive 
solver and CFX 4.3. It can be seen that D-adaptive solver gives a bigger ax- 
ial velocity in the middle of the contraction and produces a little jump due to 
interpolation errors on the two-dimensional/one-dimensional interface. 
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Figure 6.77: Two-phase flow through a Contraction in a Pipe - comparison between 
the axial velocity profile for Phase ß along the line r=0.1875 for D-adaptive 
solver and CFX 4.3. It can be seen that D-adaptive solver gives a smaller axial 
velocity in the middle of the contraction and produces a little jump due to inter- 
polation errors on the two-dimensional/one-dimensional interface. 
Note the little 
slope that CFX 4.3 produce in the beginning of the domain, which 
is propagated 
to the D-adaptive solver when it starts working in the two-dimensional region. 
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Figure 6.78: Two-phase flow through a Contraction in a Pipe - comparison between 
the volume fraction profile for Phase a along the line r=0.1875 for D-adaptive 
solver and CFX 4.3. It can be seen good general agreement between the results 
produced by both solvers. Note the little slope that CFX 4.3 produce in the begin- 
ning of the domain which is propagated to the D-adaptive solver when it starts 
working in the two-dimensional region. 
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Figure 6.79: Two-phase flow through a Contraction in a Pipe - comparison between 
the volume fraction profile for Phase 0 along the line r=0.1875 for D-adaptive 
solver and CFX 4.3. It can be seen good general agreement between the results 
produced by both solvers. Note the little slope that CFX 4.3 produce in the begin- 
ning of the domain, which is propagated to the D-adaptive solver when it starts 
working in the two-dimensional region. 
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Figure 6.80: Two-phase flow through a Contraction in a Pipe - comparison between 
the pressure drop profile along the line r=0.1875 for D-adaptive solver and CFX 
4.3. It can be seen slightly different inclination of the lines corresponding to the 
geometry constraint and no parallel straight lines in the one-dimensional regions. 
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Figure 6.81: Two-phase flow through a Contraction in a Pipe - comparison between 
the axial velocity profile along the line z= 12.0 for D-adaptive solver and CFX 
4.3. It can be seen good agreement between the velocities produced by both solvers. 
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Figure 6.82: Two-phase flow through a Contraction in a Pipe - comparison between 
the axial velocity profile along the line z= 23.0 for D-adaptive solver and CFX 
4.3. It can be observed good agreement between the axial velocities produced by 
both solvers. 
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Figure 6.83: Two-phase flow through a Contraction in a Pipe - comparison between 
the radial velocity profile along the line z= 23.0 for D-adaptive solver and CFX 
4.3. It can be seen that the radial velocities produced by both solvers are close to 
null. Note the scale of the radial velocity axis. 
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Figure 6.84: Two-phase flow through a Contraction in a Pipe - comparison between 
the axial velocity profile along the line z= 26.0 for D-adaptive solver and CFX 
4.3. It can be seen good agreement between the axial velocities computed by both 
solvers. 
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Figure 6.85: Two-phase flow through a Contraction in a Pipe - comparison between 
the radial velocity profile along the line z= 26.0 for D-adaptive solver and 
CFX 
4.3. It can be seen good agreement between the results produced 
by both solvers. 
Note the negative values of phase a near the walls. 
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Figure 6.86: Two-phase flow through a Contraction in a Pipe - comparison between 
the volume fractions profile along the line z= 26.0 for D-adaptive solver and 
CFX 4.3. It can be observed good general agreement between the profiles produced 
by both solvers. 
Figures 6.87,6.88 and 6.89 present the results for the axial velocity, radial veloc- 
ity and volume fraction for phases a and ß along the line z= 37.0. In this second 
interface line we can see the parabolic profile exhibit by the axial velocities of both 
phases in both solvers with once more an excellent agreement with both results. 
Figure 6.88 clearly evidences the null velocity of the radial velocity produced by 
both solvers. Finally in Figure 6.89 we can observe the volume fraction profiles. 
Although we can see some disagreement in the profiles, note the small scale of the 
volume fraction axis. 
In the outlet the values are present in Table 6.3. This has been done by in- 
tegrating the two-dimensional results produced by CFX 4.3 over the radius. It is 
clear that the values produced by both solvers are very close. 
Finally in Table 6.4 we present the CPU-time spent by D-adaptive solver and 
CFX 4.3 in the simulation of a two-phase flow through a pipe with a contraction. 
The D-adaptive solver for this problem can save about 65% of the CPU-time 
spent by the CFX 4.3 solver. 
In this section we validated our second version of the D-adaptive solver. 
This version has been constructed coupling the one-dimensional solver Emaps and 
CFX 4.3 solver used as a two-dimensional solver. The validation has 
been done 
by comparing the results produced by this D-adaptive solver with the results 
produced by CFX 4.3 in a test problem. This has been the simulation of a two- 
phase fluid flow trough a pipe with a contraction. Observing the results produced 
by CFX 4.3 over all the entire domain of the problem decision 
has been taken 
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Figure 6.87: Two-phase flow through a Contraction in a Pipe - comparison between 
the axial velocity profile along the line z= 37.0 for D-adaptive solver and CFX 
4.3. It can be seen good agreement between the axial velocities computed by both 
solvers. 
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Figure 6.88: Two-phase flow through a Contraction in a Pipe - comparison between 
the radial velocity profile along the line z= 37.0 for D-adaptive solver and CFX 
4.3. It can be seen that the radial velocities are very close to null. Note the small 
scale of the radial velocity axis. 
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Figure 6.89: Two-phase flow through a Contraction in a Pipe - comparison between 
the volume fractions profile along the line z= 37.0 for D-adaptive solver and 
CFX 4.3. It can be observed good general agreement between the volume fractions 
produced by both solvers. Note the small scale of the volume fraction axis. 
about the placement of the dimensional interfaces. In these interfaces formulas 
derived and validated in the preceding sections have been used. Naturally the set 
of fluids used in the simulation has been chosen to satisfy the asymptotic formulas 
derived and validated in the two previous sections. It has been verified that with 
this D-adaptive solver we can save about 65% of the CPU-time spent by CFX 
4.3 when solving the same problem in the entire domain. Additional gains in 
the performance can be think of if the geometry of the problem is bigger than 
the geometry of our test problem. The general agreement of the results has been 
verified. However some small differences have been observed. The most relevant 
one respects to the pressure drop issue. Good agreement has been observed 
in 
the contraction region. However in the one-dimensional regions the pressure 
drop 
produced by D-adaptive solver and CFX 4.3 is not exactly the same. 
However, 
the differences are lower than those one observed in the validation of our 
first version 
of the D-adaptive solver. Another slight difference that could 
be observed was 
the little jumps on the D-adaptive solver curves due to the interpolation errors 
on the two-dimensional/one-dimensional interfaces. However we could conclude 
that there was a general good agreement between the solutions produced 
by both 
solvers. For instance it has been verified that at the outlet of the 
domain the 
velocities and volume fractions computed by both solvers where very similar. 
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Two-Phase Flow D-adaptive solver CFX 4.3 
Velocity - Phase a 0.295000 0.294850 
Velocity - Phase ß 0.157000 0.156342 
Volume Fraction - Phase a 0.506000 0.506250 
Volume Fraction - Phase 0 0.494000 0.493750 
Table 6.3: Two-phase flow through a Contraction in a Pipe - comparison between 
the velocities and volume fractions along the line z= 49 for D-adaptive solver 
and CFX 4.3. It can be seen that the values produced by both solvers are very 
close. 
Two-Phase Flow D-adaptive solver CFX 4.3 
First One-dimensional domain 8 sec 
Two-dimensional domain 9447 sec 
Second One-dimensional domain 24 sec 
Overall domain 9479 sec 27390 
Table 6.4: CPU-time spent by the D-adaptive solver and the CFX 4.3 in the 
simulation of the contraction two-phase flow in a pipeline 
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6.4 Conclusions 
In this Chapter we have presented some novel techniques for the solution of multi- 
phase fluid flows through complex geometries. These new techniques are based on 
the concept of D-adaptivity. This dimensional adaptivity has been implemented in 
two difficult problems of a two-phase flow through a contraction. These problems 
have been chosen because of its very complex geometry and their frequent occur- 
rence in the Computational Fluid Dynamics field. The characteristics of geometry, 
namely the length, with and location of the constraints, have been implemented 
in order to validate the essential results of each solver. One limitation that we 
had in this project was quite naturally the computational time. Hence the choice 
of restricted domains had to take place. However the D-adaptive solver can be 
easily implemented in other geometries with different characteristics. 
The first step of the discussion on the dimensional coupling started with the 
derivation of the formulas to apply in the interface of a one-dimensional single-phase 
solver with a two-dimensional single-phase one. The Navier-Stokes equations for 
a one-dimensional fluid flow in a channel have been the starting point for this ap- 
proximation. New interpolation formulas for the interface region have been derived. 
One important conclusion has been assessed: the pressure drop measured through 
the channel is constant and consequently the value of the pressure is only a function 
of the direction of the unidirectional flow. 
After having established the interpolation formulas for the single-phase fluid 
flow the focus has been on the implementation of similar interpolation formulas for 
the two-phase fluid flow case. Analytic expressions for the velocities and volume 
fractions have been achieved from an asymptotic expansion based on a small resis- 
tance coefficient. Some assumptions have been undertaken in order to simplify the 
governing multi-fluid differential equations. 
The quality of this analytic formulation was verified by comparing its results 
with the results produced by the transient Pamg Multi-phase solver for a two- 
phase fluid flow through a channel. It has been verified that the quality of the ap- 
proximation becomes better when the resistance coefficient becomes smaller. Fur- 
thermore the length of the channel is very important for the quality of the volume 
fractions results. Several experiments were taken with different pipe lengths that 
proved this. 
The first version of an D-adaptive solver has been produced between the cou- 
pling of the one-dimensional solver Emaps with the two-dimensional one transient 
Pamg Multi-phase. To validate this solver two experiments of a two-phase fluid 
through a contraction have been outlined. A comparison of the results produced 
by the D-adaptive solver with the results produced by the transient Pamg 
Multi-phase over all the domain of each experiment have been produced. Some 
good agreement between the plotted profiles has been observed. However some 
disagreements have also been seen. One important reason for this is on the differ- 
ent coordinate systems that Emaps and transient Pamg Multi-phase use. The 
impact of this reality can not be adequately measured. The interpolation errors, 
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which necessarily occur when changing from one-dimensional region to another 
plus the different coordinate systems, can originate substantial differences on the 
results. However one important conclusion that could be undertaken was that the 
D-adaptive solver constructed this manner could save about 90% on CPU-time. 
In order to construct a new version of the D-adaptive solver that could work 
always with the same system of coordinates, new asymptotic formulas for the ve- 
locities and volume fractions in cylindrical coordinates have been derived. The 
idea was to obtain the adequate expressions to apply in the interface of a one- 
dimensional problem with an axial-symmetry problem. The process has been sim- 
ilar to the derivation of the asymptotic formulas in cartesian coordinates. New 
governing equations for two-phase fluid uni-directional flow in cylindrical coordi- 
nates have been derived. These originated the expressions for the velocities and 
volume fractions. 
The new asymptotic formulas in cylindrical coordinates have been validated 
with the simulation of a two-phase fluid flow through a pipe. The process of vali- 
dation has been based on the comparison of the computational results produced by 
CFX 4.3 and the results calculated by the analytical expressions. Three important 
conclusions can be outlined on this comparison process. One is that when choosing 
the resistance parameter smaller the computed results and the analytically com- 
puted ones become more close. Another important conclusion is that the volume 
fractions exhibit worst agreement than the velocities. Finally the characteristics 
of the fluids have an important role too. Evidence suggested that if the two fluids 
are very different in terms of the density and viscosity the asymptotic formulation 
could become inaccurate. The reason for that relies on the assumption used in the 
derivation process that there was no vertical mixing and consequently the volume 
fractions of each phase should remain constant. 
Finally a new version of the D-adaptive solver has been constructed and 
validated against the commercial code CFX 4.3 in a very complex problem. The 
domain of this problem is a long pipe with a contraction in the middle. The 
agreement between the results presented by this D-adaptive solver and the CFX 
4.3 solver is very good. Consequently we can conclude that this implementation is 
correct. The main conclusion that it can be taken with this experiment is that the 
D-adaptive solver is about 35% faster than the commercial code CFX 4.3. Hence 
this methodology of coupling one-dimensional solver with a two-dimensional one 
has been proven to be very effective. Since the experiments chosen are very generic 
and useful in the Computational Fluid Dynamics field the scope of the D-adaptive 
solver can be even more complex problems with for instance multiple pipes. 
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Chapter 7 
Conclusions. Future Work 
In the course of this Thesis, the numerical simulation of single-and multi-phase 
transient incompressible viscous fluids has been considered. Two important goals 
have been achieved. The first one was the construction of two efficient solvers for 
the simulation of single-and multi-phase transient incompressible fluids. The second 
one was to develop a mechanism for coupling two transient solvers of different space 
dimension: a one-dimensional solver and a two-dimensional one. This involved two 
parts: the derivation of new asymptotic expressions for the velocities and volume 
fractions and the process of error control. 
Such coupled solvers open a new methodology for simulating numerical solutions 
in complex geometries, which has been proved to be efficient, robust and accurate. 
To the best of our knowledge such methodology is totally new since for the time 
being there is no references on the literature of such theoretical approach. This has 
been done on an ad hoc basis. This is the first attempt to include adaptivity in the 
sense of changing the dimensional variables over the problems domain. 
A significant amount of work to develop transient adaptivity multi-phase solvers 
has been taken. There are several novel aspects, which are outlined below. 
Two transient algorithms for single-and multi-phase flows had been developed 
leading to an efficient solver. The main focus of these algorithms is to solve the 
time dependent Navier-Stokes equations for viscous incompressible fluids based on 
two steady solvers developed by Thompson[12] and Lezeau[10]. The discretization 
strategy, based on finite differences, has been applied for both solvers. For each 
cell, the velocities were associated with the cell faces and the pressure with the cell 
centres. In the multi-phase code, the volume fractions were associated with the cell 
centres as well. 
An implicit time dependent algorithm has been chosen with discretization in 
space, which has been found to be more efficient than an explicit one 
for the kind of 
flows that we are dealing with. In these solvers, the discrete equations 
for both the 
single-phase and the multi-phase systems have been derived 
in the finite volume 
framework and on staggered grids. An important conclusion was the need 
for an 
adequate reinitialization process of the initial guess. 
We mean that after getting 
convergence to the solution if we do not restart the 
initial guess, the system will 
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diverge due the cumulative propagation of the truncation error over the time step 
iterations. This has been analytically proved for a general case. However the 
robustness of the algorithm can not be put in doubt because with several initial 
guesses and for various test problems the solution always converge to the expected 
steady state solution. 
The single-phase transient algorithm, which has been developed from the steady 
solver Pamg[12], emphasises the need of a more powerful algorithm than the original 
Gauss-Seidel used in the steady solver. This was due to the non-linearity of the 
Navier-Stokes equations, which degrade the performance of the solver when in the 
presence of the smooth components of the error. The cost, measured in terms of 
the number of iterations to get convergence to the solution was extremely high. 
This difficulty has been overcome using Newton's Method with the support of an 
automatic differentiation package to compute the Jacobians[18,19]. 
Some algorithmic developments have been introduced, due the increased non- 
linearity of the systems. The use of automatic differentiation for computing the 
Jacobians involved in the systems has been necessary. In fact, Newton's method 
implementation for the complex systems that we were dealing has been very difficult 
due the inconsistency of the residuals and the Jacobians numerically computed. 
With the automatic differentiation packages [18,19] [20] a high degree of consistency 
has been achieved, since only the code for the computations of the residuals need 
to be developed, the computation of the Jacobians was automatic. The use of 
a novel line-searching to obtain a globally convergent Newton's method has been 
essential in the multi-phase case. Line-searching relies on the fact that the Newton 
correction is a descent direction for the Euclidean norm of the residual. 
The performance of the two-dimensional single-and multi-phase solvers has been 
accessed on the following criteria: accuracy, robustness and efficiency. 
Solutions for a range of important test problems (channel, bifurcation, joining- 
T, contraction), of varying complexity have been described, discussed in some detail 
and compared with solutions provided by independent software. The package cho- 
sen has been CFX 4.3. A very good degree of agreement has been obtained between 
both solutions for all the test cases studied. So we can conclude that the imple- 
mentation of the solvers is essentially correct and accurate. It has also been proved 
that the multi-phase solver is able to handle difficult multi-phase flow patterns such 
as complete phase separation and recirculation zones. 
The robustness was established by considering that its convergence is not strongly 
dependent on the quality of the initial guess for the solution. 
Computations on adaptive grids are also supported by the solvers for single-and 
multi-phase flows. Grids are generated automatically by refining 
in regions of high 
truncation error. 
A one-dimensional solver Emaps, has been used 
in the course of this project. 
Emaps has been strongly validated in several papers[78,79]. 
The first attempt to produce a coupled solver 
has been coupling the two- 
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dimensional and one-dimensional solvers described above. Some complex geome- 
tries have been used in the test cases, particularly important in the fluid dynamics 
world. 
The interface treatment, when changing from one code to the other, has been 
carefully developed. Depending on the geometry of each test case, interface regions 
have been defined. A novel interpolation operator has been developed. Basically 
only the velocities and volume fractions need to be transferred at each interface, 
since the pressure fields are computed at each iteration with the updated veloc- 
ities and volume fractions. New asymptotic solutions of flows in a channel have 
been derived. These solutions have been validated through the comparison with 
the computational results for some test cases. Although some limitations on their 
use which result from the assumptions taken in the derivation process it have been 
proven to be very useful in the interface treatment. An important point is the tech- 
nique for deciding when the interfaces should take place. Some discussion has been 
addressed on this issue. One important conclusion is the strong relation between 
the velocity on the interface and the distance to geometric features constraints. On 
the other hand, when changing from a two-dimensional region to a one-dimensional 
region only the norm of the vertical velocity has to be sufficient close to zero. 
The comparison of this first version of D-adaptive solver has been done with 
the two-dimensional transient Pamg for the multi-phase case. 
The performance of this D-adaptive solver has been measured against the 
two-dimensional transient Pamg Multi-phase regarding the accuracy, robust- 
ness and efficiency. Particular attention has been taken with the amount of work 
involved and CPU-time taken in running the codes. The economy on CPU-time is 
about ten percent of the corresponding time taken by the two-dimensional code. 
However some limitations have been verified particularly due to the different coor- 
dinate frames used in one-and two-dimensional regions. 
Another version of the D-adaptive solver prepared to work with cylindrical 
coordinates has been implemented. This new version has been constructed coupling 
the one-dimensional solver Emaps and the commercial code CFX 4.3. Asymptotic 
expressions for the velocities and volume fractions in cylindrical coordinates have 
been derived. These have been validated with the computational results of the 
simulation of multi-phase fluid flows through a pipe. This version of the coupled 
solver has been validated in a problem with a very complex domain. The validation 
process has been established by comparing the results produced 
by this solver with 
the results obtained by CFX 4.3. Focus has been undertaken on the 
CPU-time 
taken to achieve the solutions. For the complex test case studied the D-adaptive 
solver has proven to be about thirty percent 
faster than the commercial code CFX 
4.3. 
One of the main purposes of this Thesis has been to validate the new 
techniques 
that can be used in the implementation of D-adaptivity 
in the coupling of two 
solvers. These solvers differed fundamentally in the number of 
dimensions of the 
variables. Consequently mechanisms had to 
be undertaken to treat the variation 
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of the number of dimensions of the variables. The new asymptotic formulas, which 
have been derived and validated, can be used as a good starting point for other 
problems where the D-adaptivity can be implemented. For instance the derivation 
process could be applied to treat the interface of coupling a one-dimensional solver 
with a three-dimensional one. This reinforces the importance of this contribution to 
the D-adaptivity field. Another important point is the trigger to use in the process 
of deciding where to put the dimensional interfaces. During the course of this 
project several observations of the fluid flow behaviour gave important contributions 
to the design of the D-adaptive solver. Consequently the geometries chosen with 
the right places to put the interfaces have been based on some rules. These rules rely 
basically in two main points. One is that the norm of the velocity of the fluid flow 
has to be lower than the distance to the geometric constraints when changing from 
a one-dimensional region to a two-dimensional one. Another is that the vertical 
velocity has to be very close to zero when changing from a two-dimensional region 
to a one-dimensional one. These rules can be implemented in order to have an 
automatic D-adaptive solver. However this does not mean that we do not have 
to specify initially where to put the interfaces. Hence the initial guess has to 
be complemented with this information. Clearly there are a number of pratical 
developments involved in the automation of D-adaptivity. However, the key issues 
have been resolved for this class of flow. 
This Thesis opens several ways of further research. One interesting task will be 
the design of a new coarse solver for the transient Pamg Multi-phase, which can 
decrease drastically the computing time, particular for longer transient simulations. 
A comparison work on the two automatic differentiation packages, used during this 
project would be useful for latter developments in several fields. Finally the gen- 
eralisation of the key ideas presented, to other solvers can be extremely important 
and enlarge the scope of this thesis. 
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