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Using tools from large deviation theory, we study fluctuations of the heat current in a model of d-
dimensional incompressible fluid driven out of equilibrium by a temperature gradient. We find that
the most probable temperature fields sustaining atypical values of the global current can be naturally
classified in an infinite set of curves, allowing us to exhaustively analyze their topological properties
and to define universal profiles onto which all optimal fields collapse. We also compute the statistics
of empirical heat current, where we find remarkable logarithmic tails for large current fluctuations
orthogonal to the thermal gradient. Finally, we determine explicitly a number of cumulants of the
current distribution, finding interesting relations between them.
I. INTRODUCTION
The development of a theory of fluctuations in fluids
has been a central object of study in statistical physics
[1, 2]. A general framework to characterize fluctuations
in thermodynamic equilibrium states was provided by
Landau and Lifshitz [3, 4], and this program has been
generalized with success to study small fluctuations for
fluids in nonequilibrium steady states [5]. Nevertheless,
understanding arbitrary fluctuations in fluids far from
equilibrium still remains an open problem, and this is
the focus of the present work. An interesting situation
to analyze in this context is the problem of heat transport
in a fluid subject to a thermal gradient, possibly one of
the simplest and most studied cases of a nonequilibrium
steady state [6]. Heat transport in this setting is gov-
erned by Fourier’s law, which establishes the propotion-
ality between the heat current and the local temperature
gradient. The proportionality constant defines the heat
conductivity κ, an intrinsic property of the fluid which
could depend on the local temperature and density. In-
terestingly, while it is widely believed that Fourier’s law
is just a linear approximation to a more complex trans-
port law, recent works have shown that, at least for some
fluid models, this law holds locally far from equilibrium
[7] and well beyond the linear transport regime. Nu-
merous experimental works have studied the statistics of
fluctuations of heat flux and temperature in this setting
for a wide variety of systems, measuring the correspond-
ing probability distributions [8–10], some low- and high-
order cumulants [9–19] and the associated temperature
profiles [11, 12, 14, 16, 19, 20]. Nevertheless, developing
a general theoretical scheme to understand both typical
and rare heat current fluctuations in this setting remains
challenging, even for the simplest model fluids.
In recent years a series of works have analyzed cur-
rent fluctuations in a broad family of stochastic mod-
∗ garrido@onsager.ugr.es
† phurtado@onsager.ugr.es
‡ tizon@onsager.ugr.es
els of transport [21–37], offering a deeper comprehen-
sion of nonequilibrium fluctuating behavior. A key tool
in these developments has been the Macroscopic Fluc-
tuation Theory (MFT) of Bertini and coworkers [22–
28, 38, 39], which describes dynamical fluctuations in
diffusive equilibrium and nonequilibrium media starting
from their fluctuating hydrodynamic description in terms
of two transport coefficients, the diffusivity and the mo-
bility. In particular, MFT offers (1) explicit variational
formulas for the large deviation functions (LDFs) that
control the statistics of fluctuations [38–41], and (2) dif-
ferential equations for the optimal trajectory (or sequence
of configurations) adopted by the system to sustain a
given fluctuation. Understanding the properties of these
LDFs and the optimal trajectories is a task of crucial rel-
evance since they contain information on interesting new
physics, such as the emergence of order at the fluctuating
level via dynamical phase transitions [39, 42–57], or the
appearance of new symmetries and fluctuation theorems
out of equilibrium [44, 58–68]. The MFT equations for
current statistics lead to a complex variational problem in
general, so most studies to date have focused on oversim-
plified one-dimensional (1D) models, where calculations
are somewhat simpler. It has been only in recent years
that the MFT problem for d > 1 diffusive systems has
been tackled [35, 36, 39, 44, 46, 65, 68–72], and these
works have shown that lifting the dimensionality con-
straint leads to a rich phenomenology not present in one
dimension.
With these ideas in mind, the aim of this work is to
characterize within the MFT framework the statistics of
fluctuations of the empirical heat current in an incom-
pressible quiescent d-dimensional model fluid subject to
a boundary temperature gradient [3, 5]. In particular our
goal consists in describing the optimal temperature field
sustaining a given heat flux fluctuation in the long-time
limit, as well as determining some cumulants of the cur-
rent distribution and its tail behavior. With this purpose,
we solve the MFT problem for a model fluid character-
ized by a constant thermal diffusivity D(T ) = 1/2 and a
quadratic mobility σ(T ) = T 2, a model that captures the
heat transport properties of a large family of quiescent
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2incompressible fluids under moderate temperature gra-
dients [3–5]. In particular, we use the Weak Additivity
Principle [35, 36] as a tool to obtain both the heat flux
LDF and the optimal temperature field associated to each
current fluctuation. We find that these optimal temper-
ature fields can be gathered into families characterized
by the same functional form (in terms of inverse Jacobi
elliptic functions). This observation allows us to classify
all optimal trajectories in an infinite set of universal func-
tions, providing a deeper understanding of their proper-
ties and structure. Moreover, we obtain the analytical
form of the current LDF and analyze its behavior in lim-
iting cases, both near the steady state and in the far tails
of the distribution. The latter case exhibits an interest-
ing logarithmic dependence which confirms the complex
analytic behavior of the heat current LDF. We further
determine the cumulant generating function of the cur-
rent distribution, from which analytical expressions for
its cumulants follow, as well as relations between them
which open the door to further experimental research on
this problem.
II. MODEL, FLUCTUATING
HYDRODYNAMICS AND PATH INTEGRAL
REPRESENTATION
We consider a d-dimensional fluid subject to a bound-
ary temperature gradient in one direction, say x ∈ [0, L]
with L the system linear size. The fluid is fully described
at any instant of time by the mass density ρ(r, t), tem-
perature T (r, t), pressure p(r, t) and local center-of-mass
velocity v(r, t) fields, with r ∈ Λ ≡ [0, L]d and t > 0
the spatial and temporal coordinates, respectively. The
fluid’s evolution at the macroscale is completely charac-
terized by a set of d + 2 partial differential equations,
called balance equations, which are derived from the lo-
cal conservation laws together with the usual constitu-
tive relations between the thermodynamic forces and the
fluxes [2]. In particular, conservation of mass leads to
the continuity equation
∂tρ+∇ · (ρv) = 0 , (1)
while momentum conservation yields the Navier-Stokes
equations
ρ [∂tv + (v ·∇)v] = −∇·p+η∇2v+
(
ζ +
1
3
η
)
∇(∇·v) ,
(2)
and conservation of energy results in
∂t
(
1
2
ρv2 + ρe
)
= −∇ ·
[
ρv
(
1
2
v2 + ω
)
+ Φ + jD
]
.
(3)
In the above equations η and ζ are respectively the shear
and bulk viscosity coefficients, e is the internal energy
per mass unit, ω is the enthalpy per mass unit, Φ is the
viscous dissipation function (proportional to the diver-
gence of the velocity) and jD is the local heat current
[2, 3, 5]. In particular, the structure of the local heat
current field is given by the well-known Fourier’s law of
heat conduction
jD(r, t) = −κ(T )∇T (r, t) , (4)
with κ(T ) the thermal conductivity. In this paper we are
interested in studying thermal transport in a quiescent
incompressible fluid in contact with two boundary ther-
mostats at temperatures T0 and T1 along the x-direction,
with periodic boundary conditions along all perpendicu-
lar (d−1)-directions. Quiescence implies that v(r, t) = 0
∀ r, t, while incompressibility implies that the fluid’s mass
density and pressure fields are constant across space, so
the only relevant field in this case is the temperature field
T (r, t), which then satisfies Fourier’s heat equation [2–5]
∂tT (r, t) =∇ · (D(T )∇T (r, t)) , (5)
where D = κρcp is the thermal diffusivity, with cp the
specific heat at constant pressure. Finally, we further
assume that the initial condition is such that the system
relaxes to its steady state in a finite time scale.
The previous description is a macroscopic one. At
a more interesting mesoscopic level, molecular-scale
chaotic motions leave a fingerprint in the form of small
fluctuations of the heat current field [3, 5]. This can be
taken into account in a (fluctuating) hydrodynamic de-
scription by adding a (weak) noise term to the current
which reflects all the fast microscopic degrees of freedom
which are integrated out in the coarse-graining procedure
leading to this irreversible evolution equation. The am-
plitude of this noise term is nontrivial, as it is coupled to
the thermal diffusivity via a fluctuation-dissipation the-
orem which guarantees the correct equilibrium state in
the absence of driving [3, 5]. In this way the instan-
taneous fluctuating heat current field can be written as
j(r, t) = jD(r, t) + ξ(r, t), and the temperature field now
obeys a stochastic evolution equation
∂tT (r, t) +∇ · [−D(T )∇T (r, t) + ξ(r, t)] = 0 , (6)
where ξ(r, t) is a Gaussian white noise vector field with
〈ξ(r, t)〉 = 0 , (7)
〈ξα(r, t)ξβ(r′, t′)〉 = 1
Ω
σ[T (r, t)]δαβδ(t− t′)δ(r− r′) ,
and α, β ∈ [1, d]. The amplitude σ[T (r, t)] is the mobility
transport coefficient, coupled to the thermal diffusivity
via a local Einstein relation, D(T ) = σ(T )f ′′0 (T ), with
f0(T ) the equilibrium free energy density of the fluid and
′′ denoting second derivative with respect to the function
argument. Moreover, Ω ≡ −d is a (large) parameter con-
trolling the strength of the noise that arises because of
the law of large numbers when rescaling space and time
diffusively as r → −1r and t → −2t, respectively, in
the coarse-graining from microscopic to mesoscopic scales
[73]. Indeed Ω can be interpreted as the volume of the
microscopic region which is averaged to obtain the local
3field value at the mesoscale, and the limit Ω→∞ corre-
sponds to the macroscopic hydrodynamic description of
the fluid. Here we are interested in the (weak noise) limit
of large but finite Ω, relevant to understand fluctuations
in nanosize systems.
The usual way to proceed now in order to study the
properties of a fluid’s fluctuations would consist in lin-
earizing the stochastic evolution equation around the
steady hydrodynamic fields and solving the resulting lin-
ear problem to obtain the form of the fluctuations [1, 5].
Although this procedure allows to compute the lowest-
order correlators of the hydrodynamic fields, information
about large fluctuations and higher-order correlators is
lost as a consequence of the linearization. Taking into
account nonlinear corrections (within the framework of
non-linear fluctuating hydrodynamics) can help in un-
derstanding the long-time tail behavior of lowest-order
correlation functions (the reader can find interesting ex-
amples in Refs. [74–79]). However, it has been long
recognized that in order to explore arbitrary fluctuations
an alternative scheme is needed, one based on the com-
putation of the full stationary probability distribution
for the observable of interest. This can be achieved us-
ing Macroscopic Fluctuation Theory (MFT) [22], which
offer a variational formula for the this probability distri-
bution starting from the path integral representation of
the fluctuating hydrodynamics of the systems at hand.
We refer the interested reader to existing reviews for a
general overview of this framework [22, 40, 80–83].
We hence consider a quiescent fluid with an arbi-
trary initial temperature profile T (r, 0) = T¯ (r) at time
t = 0 distributed according to the stationary distribu-
tion Pst(T¯ ), and we are interested in the path probabil-
ity associated to a particular system trajectory in the
mesoscopic phase space spanned by the temperature and
current fields, i.e. a trajectory {T (r, t′), j(r, t′)}tt′=0 for
all r ∈ Λ. This path probability can be obtained from
Eqs. (6) and (7) by summing over all noise field realiza-
tions {ξ}t0 compatible with trajectory {T, j}t0, resulting
in
P
({T (r, t′), j(r, t′)}tt′=0) ∝ exp (−Ω I[T, j]) , (8)
with
I[T, j] =
∫ t
0
dt′
∫
Λ
dr
[
j(r, t′) +D(T )∇T (r, t′)]2
2σ(T )
(9)
provided that the current and temperature fields are cou-
pled via the continuity equation, namely
∂tT (r, t) +∇ · j(r, t) = 0 . (10)
As explained above, we are interested in the statistics
of the heat current flowing through the fluid during a
long time interval t. In particular, we define now the
empirical space-and-time-averaged current J as
J ≡ 1
tLd
∫ t
0
dt′
∫
Λ
dr j(r, t′) , (11)
and consider the probability distribution for this observ-
able in the long time and large scale separation (i.e. large
Ω) limits. This distribution can be written as the path
integral over all possible trajectories of the temperature
and current fields which, starting from the fluid’s steady
state distribution and weighted by (8), are compatible
with the required averaged current J [see Eq. (11)] and
the continuity constraint (10),
P(J; t) ∝
∫
DT
∫
Dj Pst(T¯ ) P
({T, j}t0) t∏
t′=0
∏
r∈Λ
δ
(
∂t′T +∇ · j
)
δ
(
JtLd −
∫ t
0
dt′
∫
Λ
dr j
)
, (12)
where δ[·] is the Dirac delta function accounting for the different constraints. We can now just use the Laplace
representation of the delta function to substitute constraints by Lagrange multipliers, namely a scalar field ψ(r, t)
conjugated to the continuity equation constraint and a vector λ conjugated to the current, leading to
P(J; t) ∝
∫
DT
∫
Dj
∫
Dψ
∫
dλ Pst(T¯ ) exp
[− ΩtL(T, j, ψ,λ; t)] , (13)
with a Lagrangian functional given by
L(T, j, ψ,λ; t) = 1
t
∫ t
0
dt′
∫
Λ
dr
[
(j(r, t′) +D(T )∇T )2
2σ(T )
+ ψ(r, t′)
[
∂t′T +∇ · j
]
+ λ · [J− j(r, t′)]] , (14)
with boundary conditions for the field ψ such that
ψ(r, t) = 0 ∀r ∈ ∂Λ, where ∂Λ denotes the system
boundary. For long times and large scale separation Ω,
the probability density function (PDF) of the empiri-
cal current obeys a large deviation principle, scaling as
P(J; t)  exp [−ΩtG(J)], where the symbol “” stands
for asymptotic logarithmic equality. This scaling means
that this PDF concentrates exponentially fast around its
4average value, i.e. such that the probability of large fluc-
tuations far from the average decay exponentially with
time and Ω. The rate function G(J) is the current large
deviation function (LDF), and follows from the previous
Lagrangian via a saddle-point calculation in the long-
time limit:
G(J) = lim
t→∞
{
min
T,j,ψ,λ
L(T, j, ψ,λ; t)
}
. (15)
Interestingly, note that Pst(T¯ ) does not contribute to the
LDF since it appears as a sub-dominant term in the long-
time limit.
The problem of heat flux statistics can be formulated
not in terms of the PDF P(J; t) but instead in terms of
its cumulant generating function. In particular, we define
the scaled cumulant generating function (sCGF) as
µ(λ) ≡ lim
t→∞
1
tΩ
ln
〈
etΩλ·J
〉
, (16)
where the average is defined with respect to the PDF
P(J; t). The sCGF works as a dynamical free energy, and
fully characterizes the PDF of the total current J [35, 36].
The vector λ is conjugated to the averaged current J, in
a similar way to the relation between temperature and
energy in equilibrium. Indeed, the current Jλ associated
to a given value of the parameter λ is fixed by the rela-
tion Jλ =∇λµ(λ). Moreover, according to Ga¨rtner-Ellis
theorem [40, 84, 85], the sCGF is directly related to the
current LDF via a Legendre-Fenchel transform
µ(λ) = max
J
[λ · J−G(J)] . (17)
The cumulants of the current PDF can be now obtained
from the derivatives of the dynamical free energy µ(λ)
evaluated at λ = 0. In particular, introducing
µ
(n)
(n1...nd)
≡
[
∂nµ(λ)
∂λn11 . . . ∂λ
nd
d
]
λ=0
, (18)
with
∑d
i=1 ni = n and λi the i-th component of the
vector λ, one can show for n ≤ 3 that µ(n)(n1,...,nd) =
(tΩ)n−1 〈∆Jn11 ...∆Jndd 〉, with ∆Ji ≡ Ji − (1 − δn,1)〈Ji〉
and 〈Ji〉 the average current along the i-direction. Note
that since J is a space-and-time-averaged current, the
cumulants µ
(n)
(n1,...,nd)
are nothing but spatiotemporal in-
tegrals of n-point correlators of the current field [39].
III. THE MOST PROBABLE PATH
We next focus on solving the variational problem de-
fined by (15). This analysis will lead to explicit pre-
dictions for the current statistics, as well as to a detailed
knowledge of the properties of the optimal (or most prob-
able) path associated to an arbitrary fluctuation. This
optimal path follows from the solution (TJ, jJ, ψJ,λJ) of
the variational problem (15), and defines the trajectory
that the fluid follows in mesoscopic phase space to sustain
a long-time current fluctuation. These optimal fields are
the solution of the following Euler-Lagrange equations
∂tψJ = − σ
′
2σ2
(
jJ
2 −D2(∇TJ)2
)
− D
σ
∇ · (jJ +D∇TJ)
jJ +D∇TJ = σ (∇ψJ + λJ) (19)
∂tTJ(r, t) +∇ · jJ(r, t) = 0
J =
1
tLd
∫ t
0
dt′
∫
Λ
dr jJ(r, t
′) ,
with D = D(TJ) and σ = σ(TJ), and σ
′ the derivative of
σ with respect to its argument. As a result, the current
LDF takes the form
G(J) =
1
t
∫ t
0
dt′
∫
Λ
dr
[
jJ(r, t
′) +D(TJ)∇TJ(r, t′)
]2
2σ(TJ)
,
(20)
in terms of the optimal temperature and current fields.
The general solution of the spatiotemporal problem
(19) remains a major challenge in most cases [25, 26,
86, 87]. However, a powerful conjecture known as ad-
ditivity principle has been put forward for systems in
d = 1 [38, 88–92] and recently extended for d > 1
[35, 36] which strongly simplifies the variational prob-
lem at hand. In brief, this additivity principle assumes
that, except for initial and final transients of negligible
statistical weight, the optimal path associated to a cur-
rent fluctuation is time independent. The validity of this
conjecture in open systems has been proved in simula-
tions both for 1D stochastic lattice gases [39, 93–95] and
d > 1 driven diffusive models [35, 36, 96]. We hence
adopt the additivity principle here and assume the so-
lutions of Eq. (19) to be time independent, i.e. TJ(r),
jJ(r) and ψJ(r). Recalling the boundary conditions for
the temperature field described in the previous section,
we have that TJ(0,x⊥) = T0 and TJ(L,x⊥) = T1, to-
gether with
TJ(x,x⊥ + L aˆi) = TJ(x,x⊥) ∀i = 2, .., d,
∀x⊥ ∈ [0, L]d−1, where we have decomposed the posi-
tion vector r = (x,x⊥) along the gradient direction (x)
and all other (d − 1) orthogonal directions (x⊥), with
aˆi the canonical unit vectors. These boundary condi-
tions correspond to a fluid in contact with two plates
at temperatures T0 and T1 at the x-boundaries at x = 0
and L, respectively, and periodic boundary conditions on
the perpendicular (d−1)-subspace. The symmetry of the
boundary conditions leads to the natural assumption that
the optimal temperature and current fields will exhibit
structure only along the x-direction, i.e. TJ(r) = TJ(x)
and jJ(r) = jJ(x). Together with the additivity princi-
ple, this can be shown to imply (see Appendix A and
Refs. [35, 36]) that the optimal current field exhibits a
nontrivial structure of the form
jJ(x,x⊥) = (Jx,
σ(TJ)
A(TJ)
J⊥) , (21)
5with the decomposition J = (Jx,J⊥) and
A(TJ) =
1
L
∫ L
0
dxσ[TJ(x)] . (22)
As a result, the probability P(J; t) is completely charac-
terized in terms of the optimal temperature profile TJ(x).
Considering (19) and the previous assumptions, the most
probable temperature field satisfies the ordinary differen-
tial equation [39][
D(TJ)
dTJ
dx
]2
= J2x +Kσ(TJ)−
(
σ(TJ)
A(TJ)
)2
J2⊥ , (23)
where K is an integration constant fixed by the boundary
conditions, which are given by T0 and T1.
In order to proceed, we now need to specify the func-
tional form of the thermal diffusivity and mobility trans-
port coefficients, which completely define the model fluid
we will study here. For an incompressible fluid under
moderate boundary temperature gradients, the thermal
conductivity can be considered a constant of the mate-
rial, and hence the thermal diffusivity defined above will
be a constant, that we take here to be D = 1/2. Fur-
thermore, in this situation it can be proved using the
fluctuation-dissipation theorem that the standard devia-
tion of the fluctuating heat current (which is nothing but
the mobility) scales as the local temperature squared [3–
5], so we take σ(T ) = T 2. Indeed, these two transport
coefficients define a broadly studied transport model, the
Kipnis-Marchioro-Presutti model of heat conduction [97]
which, as we see here, captures the heat transport prop-
erties of a quiescent incompressible fluid. With these
prescriptions, the differential equation (23) boils down
to
dTJ
dx
= ±2
[
J2x +KTJ
2 − TJ
4
A2
J⊥2
]1/2
, (24)
where we have fixed L = 1 for simplicity. This equation
can be solved in terms of Jacobi inverse elliptic functions
(see Appendix B), leading to the following reduced opti-
mal temperature field
τ(x) ≡ TJ(x)
T1
=
cn
[
− F0 + (F1 + F0)x; k
]
cn(F1; k)
, (25)
where cn(u; k) is the cosine-amplitude Jacobi function
with modulus k [98, 99]. The value of the constant
parameters F0,1, as well as the modulus, are fixed by
the boundary conditions and the closure equation (22),
namely
Q1 =
√
1− k2(F1 + F0)
2 cn(F1; k)
, (26)
Q⊥ =
E1 + E0 − (1− k2)(F1 + F0)
2k cn(F1; k)
, (27)
τ0 =
cn(F0; k)
cn(F1; k)
, (28)
where we have defined Q1 = |Jx|/T1, Q⊥ = |J⊥|/T1,
τ0 = T0/T1 and E0,1 = E(am(F0,1; k); k) with am(u; k)
the amplitude Jacobi function and E(θ; k) the Jacobi in-
tegral of the second kind [98, 99]. Note that, assuming
without loss of generality that T0 ≥ T1 so τ0 ≥ 1, we
have that F0 ∈ [−K(k),K(k)], F1 ∈ [cn−1(τ−10 ; k),K(k)]
and k ∈ [0, 1], with F1 ≥ F0 and K the Jacobi com-
plete elliptic integral of the first kind (using the notation
of Gradshteyn and Ryzhik [98]). In this way, once the
physical variables Q1, Q⊥ and τ0 are fixed, we can ob-
tain F0, F1 and k from Eqs. (26)-(28). Note also that,
for a fixed value of the external gradient parameter τ0,
one can solve Eq. (28) to obtain
F1 = cn
−1
[ 1
τ0
cn(F0; k); k
]
, (29)
Therefore, substituting F1 into Eqs. (26) and (27), we
conclude that Q1 and Q⊥ are just functions of F0 and k.
IV. SCALING, STRUCTURE AND
UNIVERSALITY OF THE OPTIMAL PATH
As shown above, the most probable reduced temper-
ature profile τ(x) is a continuous positive function writ-
ten in terms of cn(u; k), an even and periodic function
of its argument u = −F0 + (F1 + F0)x. Indeed, the
cosine-amplitude Jacobi function presents only one pos-
itive maximum located at u = 0 [98, 99], i.e., xmax =
F0/(F0 + F1), which implies that the optimal temper-
ature field (defined in the spatial interval x ∈ [0, 1])
exhibits at most two possible typical behaviors: (1) a
single-maximum profile for F0 > 0, or (2) a monotonously
decreasing profile for F0 < 0. The values of Q1 and
Q⊥ where the crossover happens can be found by set-
ting F0 = 0 and F1 = cn
−1(1/τ0; k) on Eqs. (26) and
(27), and are a function of the modulus k ∈ [0, 1] and the
external gradient parameter τ0. This condition defines a
limiting curve in the Q1−Q⊥ plane for each τ0 separating
both behaviors.
Interestingly, Eqs. (26)-(28) lead to a one-to-one
correspondence between the set of physical variables
(τ0, Q1, Q⊥) and the parameters (k, F0, F1). The Jacobi-
cosinus function cn(u; k) defining the most probable tem-
perature profile (25) is just a linear function of space, u =
−F0 + (F1 + F0)x, with constants fixed by (τ0, Q1, Q⊥),
while the modulus k captures the particular functional
dependence on u [e.g. cn(u; k = 0) = cosu while
cn(u; k = 1) = sech u]. In this way, the modulus k
parametrizes in a natural way the topology of the opti-
mal temperature field: all optimal profiles with the same
modulus k share the same functional structure (after a
linear transformation of the x-coordinate and a suitable
amplitude factor). Therefore there exist a surface in
(τ0, Q1, Q⊥)-space, defined by the constraint on constant
k, whose optimal reduced temperature profiles follow the
6FIG. 1. Surface defined by the set of points (τ0, Q1, Q⊥)
with fixed modulus k = 0.9. Points in this surface have the
same scaling form of the associated optimal reduced temper-
ature field τ(x) except for a linear transformation of the x-
coordinate and a suitable amplitude factor, see Eq. (30). The
black dashed line shows the set of points in this surface with
the aditional constraint F1 +F0 = 0.4. Reduced optimal pro-
files along this curve present the same functional structure
except for only a translation of the x-coordinate. The orange
dashed line represents the stationary current values given by
(τ0, Q
st
1 , Q
st
⊥ ) = (τ0, (τ0 − 1)/2, 0).
scaling function
τ(x) = A(τ0, Q1, Q⊥)cn(u; k) , u = −F0 + (F0 + F1)x .
(30)
This defines a universal scaling behavior for the optimal
temperature fields responsible for different current fluc-
tuations in the quiescent incompressible fluid. Note in
particular that the above scaling implies the existence
of optimal profiles associated to different values of the
external gradient parameter τ0 = T0/T1 with the same
functional form. Figure 1 shows an example of the surface
of points (τ0, Q1, Q⊥) having the same value of k = 0.9
and hence the same scaling behavior. We note that these
surfaces are analytic at all points. Finally, one can define
a stronger universal scaling by demanding that not only
the modulus k is fixed, but also the slope F0 + F1 of the
linear map in the scaling function (30). This additional
constraint defines a curve within the (τ0, Q1, Q⊥)-surface
of constant-k along which the optimal temperature field
for a heat current fluctuation has the same functional
form except for a translation along the x-coordinate (see
the black dashed line in Fig. 1).
The top row in Fig. 2 presents with black solid lines
different families of current fluctuations which share the
same scaling form of the optimal temperature field (i.e.
have the same value of the modulus k) for different val-
ues of the external gradient parameter τ0. Note that
these curves are parametrized by F0 for each fixed τ0.
Remarkably, we observe that all curves of current fluc-
tuations converge to the stationary value (Qst1 , Q
st
⊥) =
[(τ0 − 1)/2, 0] when F0 → −K(k), implying that around
the nonequilibrium stationary state all family members
have monotonous temperature profiles (F0 < 0) and con-
tribute to the fluctuating behavior of J’s with a proba-
bility whose value will be study in the next section. In
particular, we emphasize that all possible scaling struc-
tures of the optimal temperature profile are present when
we consider infinitesimally small fluctuations around the
steady-state current, the dominant family being deter-
mined by the orientation of the infinitesimal current fluc-
tuation vector.
Finally, we have also studied the convexity properties
of the optimal temperature field by analyzing in detail the
form of its second derivative, finding profiles with 0, 1 or
2 inflection points. This rich phenomenology is also dis-
played in Fig. 2 (top row), where we show for varying τ0
the regions corresponding to profiles with different num-
bers of inflection points (blue solid lines and numbers).
In addition, the particular shape of the most probable
temperature fields for different values of (τ0, Q1, Q⊥) sig-
naled with points in the upper panels is also shown; see
bottom row in Fig. 2. Important features to note here
are the transition from monotonous to single-maximum
profiles as the distance to the stationary state is increased
(measured in terms of the current), as well as the change
in the number of inflection points appearing in each one
(identified with a dot). The evolution of the number of in-
flection points as we move away from the stationary cur-
rent is non-trivial, and we notice the reentrant behavior
of the curve delimiting the regime of current fluctuations
whose optimal profiles have no inflection points. This
reentrance changes as the external gradient parameter τ0
is varied, disappearing for large enough τ0. It is also in-
teresting to stress that the curves delimiting the number
of inflection points intersect with the curves defining the
different scaling profile families for constant k (see top
panels in Fig. 2) meaning that profiles within the same
scaling family can exhibit a variable number of inflection
points despite having the same overall functional form.
V. HEAT CURRENT STATISTICS
Once the optimal temperature profiles have been de-
termined, we are in position to study in detail the prob-
ability density function P(J; t) of the fluid’s empirical
heat current J. As shown in Sec. II, the PDF P(J; t)
obeys a large deviation principle for long times of the
form P(J; t)  exp [−tΩG(J)], which defines the current
LDF G(J). The MFT equations lead to a variational
problem for G(J), which can be written in terms of the
optimal temperature and current fields as shown in Eq.
(20). As a result, using the additivity principle [88] and
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FIG. 2. Top row (a-d): Current fluctuations exhibiting the same scaling form of the optimal reduced temperature profile.
Each black solid line represents a uniparametric family of solutions (Q1(F0), Q⊥(F0)) of Eqs. (28) and (27) with varying F0
and fixed k which share the same scaling form of the optimal profile. Each panel includes curves for k = 0.001, 0.01, 0.05,
0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.99, 0.999, 0.9999 (displayed counterclockwise). Each panel corresponds to a
fixed external gradient parameter τ0, with τ0 = 1.4,
√
2, 1.5, and 2 from left to right. The dashed black line in each panel
represents the crossover between monotonous (below the dashed line, F0 < 0) and non-monotonous, single-maximum profiles
(above the dashed line, F0 > 0). Blue lines separate regions of profiles with 0, 1 and 2 inflection points. Bottom row (e-h):
Optimal reduced temperature profiles associated to the different highlighted dots in upper panels. The dashed lines represents
the stationary profile in each case, while the dots locate the corresponding inflection points (if any).
taking into account the structure of the optimal temper-
ature fields (25) and its relation with the optimal heat
current (21), we arrive at the following expression for the
current LDF
G(J) =
Jx
2
(
1
T0
− 1
T1
)
+
1
8
(F0 + F1)
2 +
1
4
(F0 + F1)
(
sn(F1; k) dn(F1; k)
cn(F1; k)
+
sn(F0; k) dn(F0; k)
cn(F0; k)
− E0 − E1
)
, (31)
written in terms of the parameters (k, F0, F1) linked
to the physical variables (τ0, Q1, Q⊥) via Eqs. (26)-
(28). From this expression, it is easy to check that the
Gallavotti-Cohen fluctuation theorem [58–63], relating
the probability of an arbitrary current fluctuation J with
its time-reversed current −J, holds in this case, namely
G(J)−G(−J) = 2 · J = 2||Jx , (32)
where  = 12
(
T−10 − T−11
)
xˆ is the nonequilibrium driv-
ing force (with xˆ the unit vector along the gradient di-
rection), related to the rate of entropy production in the
nonequilibrium fluid appearing as a consequence of the
boundary temperature gradient. Moreover, the symme-
try of the problem implies that the LDF also satisfies
G(Jx,J⊥) = G(Jx,−J⊥) ∀Jx,J⊥.
Interestingly, for 1D driven diffusive systems with a
quadratic mobility σ(T ), it has been recently shown
[89, 100] that the current LDF has a simple expression in
terms of a non-trivial scaling parameter. A natural ques-
tion is then whether the current LDF derived here for a
d-dimensional quiescent fluid with a quadratic mobility
σ(T ) = T 2 obeys a similar scaling picture. As far as we
know, there exist no such a simple scaling formulation for
fluctuations of the vectorial current in terms of a single,
well-defined parameter, though still there can exist an
analogous transformation when considering fluctuations
of the empirical current restricted to the direction of the
boundary gradient. We believe that the main reason of
such lack of simple scaling resides in the non-trivial struc-
ture adopted by the most probable current vector field
8[see Eq. (21)] a direct consequence of the Weak Additiv-
ity Principle [35, 36].
To better understand the fluid’s heat current statis-
tics, it is interesting to analyze the behavior of G(J)
in two opposing limits, i.e. for small current fluctu-
ations around the stationary state defined by Jst =(
Jstx = T1(τ0 − 1)/2,Jst⊥ = 0
)
, and its behavior in the far
tails of the distribution. In the first case, by expanding
G(J) around Jst keeping only up to second order contri-
butions, the current LDF can be approximated by (see
Appendix C)
G(Q˜) = Ggauss(Q˜)− 3(Q˜
2
1 + Q˜
2
⊥)
2(1 + τ0 + τ20 )
[
2(τ0 − 1)(4 + 7τ0 + 4τ20 )
5(1 + τ0 + τ20 )
2
Q˜1
+
9
175(1 + τ0 + τ20 )
4
(
−5(4 + 2τ0 − 30τ20 − 57τ30 − 30τ40 + 2τ50 + 4τ60 )(Q˜21 + Q˜2⊥)
+ 2(τ0 − 1)2(16 + 61τ0 + 91τ20 + 61τ30 + 16τ40 )(Q˜2⊥ − Q˜21)
)
+O(Q˜3)
]
, (33)
where we have introduced an excess reduced current vector Q˜ = (Q˜1, Q˜⊥), with the definitions Q˜1 ≡ Q1 − |Jstx |/T1,
Q˜⊥ ≡ Q⊥ − |Jst⊥ |/T1, and where
Ggauss(Q˜) =
3(Q˜21 + Q˜
2
⊥)
2(1 + τ0 + τ20 )
(34)
captures the Gaussian fluctuations around the steady state expected from the central limit theorem. In Fig. 3 we
represent the exact G(J) of Eq. (31) (dark outer surface) for τ0 = 2, together with the Gaussian part of the expansion
(33), Ggauss, (red inner surface). We stress here the non-Gaussian, asymmetric structure of the exact G(J), which
can be however approximated by a deformed Gaussian on both axis at least for moderate current fluctuations. The
dominant corrections of the optimal reduced temperature field beyond the steady-state (linear) profile can be also
computed to first order in Q˜, leading to
τ(x) = τ0 − x(τ0 − 1) + 2(τ0 − 1)
1 + τ0 + τ20
x(1− x)(1 + 2τ0 − x(τ0 − 1))Q˜1 +O(Q˜2) , (35)
i.e. a polynomial deformation of the linear stationary profile.
We are also interested on the leading behavior of G(J) for currents far from stationary state behavior. This can
be studied in detail by focusing on two different limits, namely (|Jx|  Jstx ,J⊥ = 0) and (Jx = 0, |J⊥|  0). The
corresponding expansion is performed in Appendix C, and leads to
G(Jx, 0) =
Jx
T0
− pi
2
8
+
pi2(1 + τ0)T1
16Jx
+O(J−2x ) for |Jx|  Jstx (36)
G(0, |J⊥|) = 1
8
ln
(
4|J⊥|2T 31
T0
)[
ln
(
4|J⊥|2T 31
T0
)
+
1 + τ20
T 21 |J⊥|2
+O(|J⊥|−4)
]
for |J⊥|  0. (37)
This implies in particular that large current fluctuations along the gradient direction decay exponentially in the
current, rather than in a Gaussian manner as a naive central-limit analysis would suggest. More interestingly, the
statistics of large current fluctuations orthogonal to the thermal gradient exhibit logarithmic behavior, which makes
these rare fluctuations much more probable than anticipated within the Gaussian approximation. This interesting
behavior points out once again to the complex analytic behavior of the heat current LDF, in contrast with the apparent
smooth and simple structure shown in Fig. 3 for moderate current fluctuations.
With the aim of computing the first few cumulants of the current distribution, we calculate now the scaled cumulant
generating function (sCGF) µ(λ) of the current distribution, see Eq. (16) and Sec. II. Indeed, considering the form
of G(J) near the stationary state [Eq. (33)] and the Legendre duality between µ(λ) and G(J) [Eq. (17)] the sCGF
can be expanded as
µ(λ) =
1
2
(T0 − T1)λ1 + (λ21 + λ2⊥)
[
1
6
(T 20 + T0T1 + T
2
1 ) +
1
45
(T0 − T1)(4T 20 + 7T0T1 + 4T 21 )λ1
+
9
1890
(12T 40 + 8T
3
0 T1 − 5T 20 T 21 + 8T0T 31 + 12T 41 )λ21
+
1
1890
(44T 40 + 76T
3
0 T1 + 75T
2
0 T
2
1 + 76T0T
3
1 + 44T
4
1 )λ
2
⊥
]
+O(λ5) , (38)
9where we have decomposed λ = (λ1,λ⊥) along the gradient (λ1) and all orthogonal (λ⊥) directions. We are now
in position to compute the lower-order cumulants by differentiating with respect to the components of the λ-vector,
see Eq. (18). The first derivatives yield the steady state value of the current components, 〈Jx〉 = Jstx = (T0 − T1)/2
and 〈Jα〉 = 0, ∀α 6= x. The next few cumulants for arbitrary boundary temperatures T0 and T1 compatible with the
perturbation expansions (τ0 > 1) can be written as
lim
t→∞ tΩ〈(Js − J
st
s )
2〉 = 1
3
(T 20 + T0T1 + T
2
1 )
lim
t→∞(tΩ)
2〈(Jx − Jstx )3〉 =
2
15
(T0 − T1)(4T 20 + 7T0T1 + 4T 21 )
lim
t→∞(tΩ)
2〈(Jx − Jstx )J2α〉 =
2
45
(T0 − T1)(4T 20 + 7T0T1 + 4T 21 )
lim
t→∞(tΩ)
3〈(Jx − Jstx )4〉 =
4
35
(12T 40 + 8T
3
0 T1 − 5T 20 T 21 + 8T0T 31 + 12T 41 )
lim
t→∞(tΩ)
3〈(Jx − Jstx )2J2α〉 =
2
945
(76T 40 + 74T
3
0 T1 + 15T
2
0 T
2
1 + 74T0T
3
1 + 76T
4
1 )
lim
t→∞(tΩ)
3〈J4α〉 =
4
315
(44T 40 + 76T
3
0 T1 + 75T
2
0 T
2
1 + 76T0T
3
1 + 44T
4
1 )
lim
t→∞(tΩ)
3〈J2αJ2β〉 =
4
945
(44T 40 + 76T
3
0 T1 + 75T
2
0 T
2
1 + 76T0T
3
1 + 44T
4
1 ) , (39)
where s ∈ [1, d] and α 6= β, with α, β ∈ [2, d] correspond-
ing to any pair of different coordinates in the subspace
orthogonal to x. Interestingly, remarkable relations be-
tween different cumulants can be now derived from (39).
In particular
3 lim
t→∞ t
2〈(Jx − Jstx )J2α〉 = lim
t→∞ t
2〈(Jx − Jstx )3〉
3 lim
t→∞ t
3〈J2αJ2β〉 = lim
t→∞ t
3〈J4α〉 . (40)
Whether these relations are a particular result restricted
to this model fluid, or rather they reflect a deeper un-
derlying symmetry, remains unknown at this point. A
possible origin for these interesting cumulant relations is
the Gallavotti-Cohen symmetry (32) stemming from the
reversibility of microscopic dynamics. In Ref. [64], An-
drieux and Gaspard showed that the Gallavotti-Cohen
fluctuation theorem leads to interesting relations among
the linear and non-linear response coefficients of the cur-
rent at arbitrary orders. However, the relations (40) are
not restricted to the linear-response regime, being valid
for arbitrary driving; moreover, these relations link cu-
mulants of the same order (unlike the Andrieux-Gaspard
hierarchies). We thus conclude that, as far as we know,
the Gallavotti-Cohen symmetry is not uniquely respon-
sible of the observed relations, but might play a key role.
In particular, we believe that the set of equations (40)
reflects also the particular structure of the optimal fields
for this problem.
VI. CONCLUSION
In summary, we have delved into the heat current
statistics of an incompressible quiescent d-dimensional
fluid subject to a boundary temperature gradient in one
FIG. 3. The dark (outer) surface represents the exact cur-
rent LDF G(J) for T0 = 2 and T1 = 1 (so τ0 = 2), see
Eq. (31). The red (inner) surface corresponds to Gaussian
approximation Ggauss(J) around the stationary state for the
same parameters, see Eq. (34). The red point at the bottom
represents the stationary state.
direction. This analysis has been carried out within the
framework of fluctuating hydrodynamics, using tools bor-
rowed from large deviation theory and macroscopic fluc-
tuation theory. This framework provides powerful tech-
niques to determine the full heat current probability dis-
tribution, based on the computation of the most proba-
10
ble trajectories and the current LDF. In this way, under
the well-established additivity conjecture (which consid-
ers the optimal paths sustaining atypical values of the
current to be time-independent), we have determined the
explicit form of the most probable temperature fields. We
have analyzed their topological properties as a function
of the external baths temperatures (T0, T1) and the de-
sired empirical current J, defining different regimes where
temperature profiles exhibit varying behaviors. Interest-
ingly, our solution to the fluctuation problem shows that
optimal temperature fields can be naturally classified in
an infinite set of curves, each set sharing the same math-
ematical structure, parametrized in terms of the modulus
k of a Jacobi inverse elliptic function.
Such characterization of the optimal temperature fields
opens the door to the computation of the full heat cur-
rent probability distribution, as codified in the current
LDF. In particular, we have obtained the exact analytical
form of the heat current LDF, analyzing its behavior both
for small fluctuations around the nonequilibrium steady
state, and in the far tails of the distribution. We observe
that near the stationary state corrections to Gaussian be-
havior are small, and the heat current distribution can
be well approximated by a deformed Gaussian along all
directions. On the other hand, the behavior of current
LDF for large values of the current is far more complex,
pointing out to the intricateness of fluctuations far from
equilibrium. In particular, we find logarithmic tails in
the current LDF for large fluctuations orthogonal to the
thermal gradient, showing that these fluctuations are far
more probable than previously anticipated. Finally, re-
formulating the statistical problem in terms of the asso-
ciated cumulant generating function, we have obtained
analytic formulas for the first few cumulants of the heat
current distribution. These results allow us to find new
relations between some of these cumulants, which im-
ply integral relations between different correlators of the
heat current field. This finding opens the door to further
experimental research to test these results, as the lower-
order cumulants of both the empirical heat current and
the temperature can be readily measured in actual exper-
iments [9–19]. Prospective experimental systems where
to look for these effects are for instance nonequilibrium
fluids confined at the nanoscale, where fluctuations play
a dominan role, as well as turbulent media or even fusion
plasmas characterized by strong temperature gradients
along magnetic field lines.
ACKNOWLEDGMENTS
We acknowledge financial support from Ministerio de
Economa y Competitividad project FIS2017-84256-P and
Ministerio de Educacin, Cultura y Deporte fellowship
with reference FPU13/05633.
[1] J.P. Boon and S. Yip, Molecular hydrodynamics
(Courier Corporation, Dover Publications, New York,
1991).
[2] S.R. De Groot and P. Mazur, Non-Equilibrium Thermo-
dynamics, Dover Books on Physics (Dover Publications,
New York, 2013).
[3] L.D. Landau and E.M. Lifshitz, Fluid Mechanics, v. 6
(Elsevier Science, Oxford, 2013).
[4] L.D. Landau and E.M. Lifshitz, Statistical Physics, v. 5
(Elsevier Science, Oxford, 2013).
[5] J.M. Ortiz de Zarate and J.V. Sengers, Hydrodynamic
fluctuations in fluids and fluid mixtures (Elsevier, Am-
sterdam, 2006).
[6] Federico Bonetto, Joel L Lebowitz, and Luc Rey-Bellet,
“Mathematical physics 2000,” (Imperial College Press,
London, 2000) Chap. Fourier’s law: A challenge for the-
orists, pp. 128–150.
[7] P.I. Hurtado and P.L. Garrido, “A violation of univer-
sality in anomalous fourier’s law,” Scientific Reports 6,
38823 (2016).
[8] S.G. Tuttle, B.W. Webb, and M.Q. McQuay, “Convec-
tive heat transfer from a partially premixed impinging
flame jet. part ii: Time-resolved results,” Int. J. Heat
Mass Transf. 48, 1252 – 1266 (2005).
[9] D.D. Hall and I. Mudawar, “Critical heat flux (chf) for
water flow in tubes—ii.: Subcooled chf correlations,”
Int. J. Heat Mass Transf. 43, 2605 – 2640 (2000).
[10] S. Zhao, B. Zhang, and S. Du, “Probabilistic modeling
of transient heat transfer and assessment of thermal re-
liability of fibrous insulation under aerodynamic heating
conditions,” Int. J. Therm. Sci. 48, 1302 – 1310 (2009).
[11] K.B. Katsaros, W.T. Liu, J.A. Businger, and J.E. Till-
man, “Heat thermal structure in the interfacial bound-
ary layer measured in an open tank of water in turbulent
free convection,” J. Fluid Mech. 83, 311–335 (1977).
[12] J.P. Gollub, J. Clarke, M. Gharib, B. Lane, and O.N.
Mesquita, “Fluctuations and transport in a stirred fluid
with a mean gradient,” Phys. Rev. Lett. 67, 3507–3510
(1991).
[13] M. Hayashi, S. Aso, and A. Tan, “Fluctuation of heat
transfer in shock wave/turbulent boundary-layer inter-
action,” AIAA Journal 27, 399–404 (1989).
[14] P.A. Coppin, M.R. Raupach, and B.J. Legg, “Experi-
ments on scalar dispersion within a model plant canopy
part ii: An elevated plane source,” Boundary-Layer Me-
teorology 35, 167–191 (1986).
[15] S. Krishnamurthy, S. Ghosh, D. Chatterji, R. Ganapa-
thy, and A.K. Sood, “A micrometre-sized heat engine
operating between bacterial reservoirs,” Nature Physics
12, 1134 (2016).
[16] C. Garnier, J. Currie, and T. Muneer, “Integrated col-
lector storage solar water heater: Temperature stratifi-
cation,” Applied Energy 86, 1465 – 1469 (2009).
[17] M.G. McPhee, “Turbulent heat flux in the upper ocean
under sea ice,” J. Geophys. Res. Oceans 97, 5365–5379
(1992).
[18] D. Vickers and L. Mahrt, “Quality control and flux sam-
pling problems for tower and aircraft data,” J. Atmo-
11
spheric Ocean. Technol. 14, 512–526 (1997).
[19] F.H. Champagne, C.A. Friehe, J.C. LaRue, and J.C.
Wynagaard, “Flux measurements, flux estimation tech-
niques, and fine-scale turbulence measurements in the
unstable surface layer over land,” J. Atmospheric Sci.
34, 515–530 (1977).
[20] J.E. Mound and C.J. Davies, “Heat transfer in rapidly
rotating convection with heterogeneous thermal bound-
ary conditions,” J. Fluid Mech. 828, 601–629 (2017).
[21] S. Sasa, “A perturbation theory for large deviation func-
tionals in fluctuating hydrodynamics,” J. Phys. A 41,
045006 (2008).
[22] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio,
and C. Landim, “Macroscopic fluctuation theory,” Rev.
Mod. Phys. 87, 593–636 (2015).
[23] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio,
and C. Landim, “Fluctuations in stationary nonequilib-
rium states of irreversible processes,” Phys. Rev. Lett.
87, 040601 (2001).
[24] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio,
and C. Landim, “Macroscopic fluctuation theory for
stationary non-equilibrium states,” J. Stat. Phys. 107,
635–675 (2002).
[25] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio,
and C. Landim, “Current fluctuations in stochastic lat-
tice gases,” Phys. Rev. Lett. 94, 030601 (2005).
[26] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio,
and C. Landim, “Nonequilibrium current fluctuations
in stochastic lattice gases,” J. Stat. Phys. 123, 237–276
(2006).
[27] L. Bertini, D. Gabrielli, G. Jona-Lasinio, and
C. Landim, “Thermodynamic transformations of
nonequilibrium states,” J. Stat. Phys. 149, 773–802
(2012).
[28] L. Bertini, D. Gabrielli, G. Jona-Lasinio, and
C. Landim, “Clausius inequality and optimality of qua-
sistatic transformations for nonequilibrium stationary
states,” Phys. Rev. Lett. 110, 020601 (2013).
[29] A. Prados, A. Lasanta, and P. I. Hurtado, “Large fluc-
tuations in driven dissipative media,” Phys. Rev. Lett.
107, 140601 (2011).
[30] A. Prados, A. Lasanta, and P. I. Hurtado, “Nonlinear
driven diffusive systems with dissipation: Fluctuating
hydrodynamics,” Phys. Rev. E 86, 031134 (2012).
[31] P. I. Hurtado, A. Lasanta, and A. Prados, “Typical and
rare fluctuations in nonlinear driven diffusive systems
with dissipation,” Phys. Rev. E 88, 022110 (2013).
[32] R. L. Jack, I. R. Thompson, and P. Sollich, “Hyper-
uniformity and phase separation in biased ensembles of
trajectories for diffusive systems,” Phys. Rev. Lett. 114,
060601 (2015).
[33] T. Bodineau and M. Lagouge, “Current large deviations
in a driven dissipative model,” J. Stat. Phys. 139, 201–
218 (2010).
[34] P. L. Krapivsky, K. Mallick, and T. Sadhu, “Large
deviations in single-file diffusion,” Phys. Rev. Lett. 113,
078101 (2014).
[35] N. Tizo´n-Escamilla, P. I. Hurtado, and P. L. Garrido,
“Structure of the optimal path to a fluctuation,” Phys.
Rev. E 95, 002100 (2017).
[36] C. Pe´rez-Espigares, P. L. Garrido, and P. I. Hurtado,
“Weak additivity principle for current statistics in d-
dimensions,” Phys. Rev. E 93, 040103(R) (2016).
[37] B. Derrida and J. L. Lebowitz, “Exact large deviation
function in the asymmetric exclusion process,” Phys.
Rev. Lett. 80, 209–213 (1998).
[38] B. Derrida, “Non-equilibrium steady states: fluctua-
tions and large deviations of the density and of the cur-
rent,” J. Stat. Mech. P07023 (2007) .
[39] P. I. Hurtado, C. P. Espigares, J. J. del Pozo, and P. L.
Garrido, “Thermodynamics of currents in nonequilib-
rium diffusive systems: theory and simulation,” J. Stat.
Phys. 154, 214–264 (2014).
[40] H. Touchette, “The large deviation approach to statis-
tical mechanics,” Phys. Rep. 478, 1–69 (2009).
[41] J. Barre´, C. Bernardin, and R. Chetrite, “Density large
deviations for multidimensional stochastic hyperbolic
conservation laws,” J. Stat. Phys. 170, 466 (2018).
[42] T. Bodineau and B. Derrida, “Distribution of current
in nonequilibrium diffusive systems and phase transi-
tions,” Phys. Rev. E 72, 066110 (2005).
[43] T. Bodineau and B. Derrida, “Cumulants and large de-
viations of the current through non-equilibrium steady
states,” Comptes Rendus Physique 8, 540 (2007).
[44] P. I. Hurtado and P. L. Garrido, “Spontaneous symme-
try breaking at the fluctuating level,” Phys. Rev. Lett.
107, 180601 (2011).
[45] C. Pe´rez-Espigares, P. L. Garrido, and P. I. Hurtado,
“Dynamical phase transition for current statistics in
a simple driven diffusive system,” Phys. Rev. E 87,
032115 (2013).
[46] N. Tizo´n-Escamilla, C. Pe´rez-Espigares, P. L. Garrido,
and P. I. Hurtado, “Order and symmetry-breaking in
the fluctuations of driven systems,” Phys. Rev. Lett.
119, 090602 (2017).
[47] S. Vaikuntanathan, T. R. Gingrich, and P. L. Geissler,
“Dynamic phase transitions in simple driven kinetic net-
works,” Phys. Rev. E 89, 062108 (2014).
[48] K. D. N. T. Lam, J. Kurchan, and D. Levine, “Order
in extremal trajectories,” J. Stat. Phys. 137, 1079–1093
(2009).
[49] D. Chandler and J. P. Garrahan, “Dynamics on the way
to forming glass: bubbles in space-time.” Annu. Rev.
Phys. Chem. 61, 191–217 (2010).
[50] Y. Baek, Y. Kafri, and V. Lecomte, “Dynamical sym-
metry breaking and phase transitions in driven diffusive
systems,” Phys. Rev. Lett. 118, 030604 (2017).
[51] Y. Baek, Y. Kafri, and V. Lecomte, “Dynamical phase
transitions in the current distribution of driven diffusive
channels,” J. Phys. A 51, 105001 (2018).
[52] C. Pe´rez-Espigares, F. Carollo, J.P Garrahan, and P.I.
Hurtado, “Dynamical criticality in driven systems: non-
perturbative results, microscopic origin and direct ob-
servation,” arXiv:1807.10235 (2018).
[53] P.T. Nyawo and H. Touchette, “Large deviations of the
current for driven periodic diffusions,” Phys. Rev. E 94,
032101 (2016).
[54] D. Karevski and G.M. Schu¨tz, “Conformal invariance in
driven diffusive systems at high currents,” Phys. Rev.
Lett. 118 (2017).
[55] L. Zarfaty and B. Meerson, “Statistics of large currents
in the Kipnis-Marchioro-Presutti model in a ring geom-
etry,” J. Stat. Mech. P033304 (2016) .
[56] J. P. Garrahan, R. L. Jack, V. Lecomte, E. Pitard,
K. van Duijvendijk, and F. van Wijland, “Dynami-
cal first-order phase transition in kinetically constrained
models of glasses,” Phys. Rev. Lett. 98, 195702 (2007).
[57] J. P. Garrahan, R. L. Jack, V. Lecomte, E. Pitard,
12
K. van Duijvendijk, and F. van Wijland, “First-order
dynamical phase transition in models of glasses: an ap-
proach based on ensembles of histories,” J. Phys. A 42,
075007 (2009).
[58] D. J. Evans, E. G. D. Cohen, and G. P. Morriss, “Prob-
ability of 2nd law violations in shearing steady-states,”
Phys. Rev. Lett. 71, 2401–2404 (1993).
[59] D.J. Evans and D.J. Searles, “Equilibrium microstates
which generate second law violating steady-states,”
Phys. Rev. E 50, 1645 (1994).
[60] G. Gallavotti and E. G. D. Cohen, “Dynamical en-
sembles in nonequilibrium statistical-mechanics,” Phys.
Rev. Lett. 74, 2694–2697 (1995).
[61] G. Gallavotti and E. G. D. Cohen, “Dynamical ensem-
bles in stationary states,” J. Stat. Phys. 80, 931–970
(1995).
[62] J. Kurchan, “Fluctuation theorem for stochastic dynam-
ics,” J. Phys. A 31, 3719–3729 (1998).
[63] J. L. Lebowitz and H. Spohn, “A Gallavotti-Cohen-type
symmetry in the large deviation functional for stochas-
tic dynamics,” J. Stat. Phys. 95, 333–365 (1999).
[64] D. Andrieux and P. Gaspard, “A fluctuation theorem for
currents and non-linear response coefficients,” J. Stat.
Mech. P02006 (2007) .
[65] R. Villavicencio-Sanchez, R. J. Harris, and
H. Touchette, “Fluctuation relations for anisotropic
systems,” Europhys. Lett. 105, 30009 (2014).
[66] D. Lacoste and P. Gaspard, “Isometric fluctuation re-
lations for equilibrium states with broken symmetry,”
Phys. Rev. Lett. 113, 240602 (2014).
[67] P. Gaspard, “Multivariate fluctuation relations for cur-
rents,” New J. Phys. 15, 115014 (2013).
[68] C. Pe´rez-Espigares, F. Redig, and C. Giardina`, “Spatial
fluctuation theorem,” J. Phys. A 48, 35FT01 (2015).
[69] E. Akkermans, T. Bodineau, B. Derrida, and O. Shpiel-
berg, “Universal current fluctuations in the symmetric
exclusion process and other diffusive systems,” Euro-
phys. Lett. 103, 20001 (2013).
[70] N. Kumar, H. Soni, S. Ramaswamy, and A. K. Sood,
“Anisotropic isometric fluctuation relations in experi-
ment and theory on a self-propelled rod,” Phys. Rev. E
91, 030102 (2015).
[71] T. Becker, K. Nelissen, and B. Cleuren, “Current fluc-
tuations in boundary driven diffusive systems in differ-
ent dimensions: a numerical study,” New J. Phys. 17,
055023 (2015).
[72] R. Villavicencio-Sanchez and R. J. Harris, “Local struc-
ture of current fluctuations in diffusive systems beyond
one dimension,” Phys. Rev. E 93, 032134 (2016).
[73] H. Spohn, Large Scale Dynamics of Interacting Parti-
cles, Theoretical and Mathematical Physics (Springer
Berlin Heidelberg, 2012).
[74] W. van Saarloos, D. Bedeaux, and P. Mazur, “Non-
linear hydrodynamic fluctuations around equilibrium,”
Physica A: Statistical Mechanics and its Applications
110, 147 – 170 (1982).
[75] S. P. Das and G. F. Mazenko, “Fluctuating nonlinear
hydrodynamics and the liquid-glass transition,” Phys.
Rev. A 34, 2265 (1986).
[76] C.B. Mendl and H. Spohn, “Dynamic correlators of
Fermi-Pasta-Ulam chains and nonlinear fluctuating hy-
drodynamics,” Phys. Rev. Lett. 111, 230601 (2013).
[77] H. Spohn, “Nonlinear fluctuating hydrodynamics for an-
harmonic chains,” J. Stat. Phys. 154, 1191 (2014).
[78] C.B. Mendl and H. Spohn, “Current fluctuations for an-
harmonic chains in thermal equilibrium,” J. Stat. Mech.
P03007 (2015) .
[79] D.N. Zubarev and V.G. Morozov, “Statistical mechan-
ics of nonlinear hydrodynamic fluctuations,” Physica A
120, 411 (1983).
[80] H. Touchette, “Introduction to dynamical large devia-
tions of Markov processes,” Physica A 504, 5 (2017),
arXiv: 1705.06492.
[81] R. S. Ellis, “An overview of the theory of large devia-
tions and applications to statistical mechanics,” Scan-
dinavian Actuarial Journal 1995, 97 (1995).
[82] R.S. Ellis, “The theory of large deviations: from boltz-
mann’s 1877 calculation to equilibrium macrostates in
2d turbulence,” Physica D 133, 106 (1999).
[83] R.S. Ellis, Entropy, large deviations, and statistical me-
chanics (Springer, New York, 2007).
[84] Ju¨rgen Ga¨rtner, “On large deviations from the invariant
measure,” Theory Probab. Appl. 22, 24 (1977).
[85] R.S. Ellis, “Large deviations for a general class of ran-
dom vectors,” Ann. Probab. 12, 1 (1984).
[86] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio,
and C. Landim, “Stochastic interacting particle systems
out of equilibrium,” J. Stat. Mech. , P07014 (2007).
[87] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio,
and C. Landim, “Towards a Nonequilibrium Thermo-
dynamics: A Self-Contained Macroscopic Description of
Driven Diffusive systems,” J. Stat. Phys. 135, 857–872
(2009).
[88] T. Bodineau and B. Derrida, “Current fluctuations in
nonequilibrium diffusive systems: An additivity princi-
ple,” Phys. Rev. Lett. 92, 180601 (2004).
[89] T. Bodineau and B. Derrida, “Current large deviations
for asymmetric exclusion processes with open bound-
aries,” J. Stat. Phys. 123, 277–300 (2006).
[90] S. Pilgram, A. N. Jordan, E.V. Sukhorukov, and
M. Bu¨ttiker, “Stochastic path integral formulation of
full counting statistics,” Phys. Rev. Lett. 90, 206801
(2003).
[91] A. N. Jordan, E. V. Sukhorukov, and S. Pilgram, “Fluc-
tuation statistics in networks: A stochastic path integral
approach,” J. Math. Phys. 45, 4386–4417 (2004).
[92] O. Shpielberg and E. Akkermans, “Le Chatelier princi-
ple for out-of-equilibrium and boundary-driven systems:
Application to dynamical phase transitions,” Phys. Rev.
Lett. 116 (2016).
[93] P. I. Hurtado and P. L. Garrido, “Test of the additiv-
ity principle for current fluctuations in a model of heat
conduction,” Phys. Rev. Lett. 102, 250601 (2009).
[94] P. I. Hurtado and P. L. Garrido, “Large fluctuations of
the macroscopic current in diffusive systems: A numer-
ical test of the additivity principle,” Phys. Rev. E 81,
041102 (2010).
[95] M. Gorissen and C. Vanderzande, “Current fluctuations
in the weakly asymmetric exclusion process with open
boundaries,” Phys. Rev. E 86, 051114 (2012).
[96] P. I. Hurtado, C. Pe´rez-Espigares, J. J. del Pozo, and
P. L. Garrido, “Symmetries in fluctuations far from
equilibrium,” Proc. Natl. Acad. Sci. USA 108, 7704–
7709 (2011).
[97] C. Kipnis, C. Marchioro, and E. Presutti, “Heat-flow
in an exactly solvable model,” J. Stat. Phys. 27, 65–74
(1982).
[98] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals,
13
series, and products, seventh ed. (Elsevier/Academic
Press, Amsterdam, 2007).
[99] P. F. Byrd and M. D. Friedman, Handbook of Elliptic
Integrals for Engineers and Scientists (Springer-Verlag,
Berlin, 1971).
[100] B. Derrida and A. Gerschenfeld, “Current Fluctua-
tions in One Dimensional Diffusive Systems with a Step
Initial Density profile,” J. Stat. Phys. 137, 978–1000
(2009).
Appendix A: Optimal current field
In this appendix we prove a relevant property satisfied by the most probable path sustaining an atypical value of
the space-and-time-averaged heat current.
Property: Consider the following boundary conditions for the optimal temperature field
TJ(0,x⊥) = T0 ; TJ(L,x⊥) = T1 ; TJ(x,x⊥ + Laˆi) = TJ(x,x⊥) ∀i = 2, .., d , (A1)
where we write r = (x,x⊥) with x ∈ [0, L] and x⊥ ∈ [0, L]d−1, where aˆi are the canonical unit vectors. If TJ(r) =
TJ(x) and jJ,x(r) = jJ,x(x), with jJ,x the component of the current in the x-direction, then the most probable current
is of the form
jJ(x,x⊥) = (Jx,
σ(TJ)
A(TJ)
J⊥) ; A(TJ) =
1
L
∫ L
0
dxσ[TJ(x)] . (A2)
Proof: The additivity principle conjectures that the optimal path associated to a current fluctuation is time-
independent. Under this hypothesis, the set of coupled equations (19) derived in the main text transforms into
σ′
2σ2
(
jJ
2 −D2(∇TJ)2
)
+
D
σ
∇(D∇TJ) = 0 (A3)
jJ +D∇TJ = σJ (∇ψJ + λJ) (A4)
∇ · jJ = 0 (A5)
J =
1
Λ
∫
Λ
dr jJ , (A6)
where TJ = TJ(r), jJ = jJ(r), D = D(TJ) and σ = σ(TJ). Writing Eq. (A4) in components and assuming the field ψJ
to be twice continuously differentiable in its spatial domain, the following general property can be proved in general
[35, 36]:
∂α
(
jJ,β
σ
)
= ∂β
(
jJ,α
σ
)
; α, β ∈ [1, d], (A7)
where jJ,γ is the γ component of the vector field jJ(r), and ∂γ the spatial derivative with respect to the coordinate
xγ . Furthermore, one can easily realize that Eq. (A3), together with TJ(r) = TJ(x), leads to
jJ
2 = j2J,x +
∑
α6=x
j2J,α = F (x), (A8)
with F (x) a function depending only on coordinate x. Therefore, assuming jJ,x(r) = jJ,x(x), we obtain from Eq.
(A7) that jJ,α = Cα(x⊥)σ, where the α subscript refers to all coordinates orthogonal to x, and Cα(x⊥) is a function
depending (at most) on the orthogonal coordinates x⊥. Using this expression in Eqs. (A7), (A8), and (A5) we find
∂αCβ = ∂βCα (A9)∑
α
C2α = R (A10)∑
α
∂αCα = W, (A11)
respectively, with R and W two constants. At this point, differentiating Eq. (A10) with respect to xβ , and taking
into account Eq. (A9), it can be shown that ∑
α
Cα∂αCβ = 0. (A12)
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Differentiating again with respect to xβ and summing over all β-coordinates, together with Eqs. (A9) and (A11), we
arrive at ∑
α
∑
β
(∂αCβ)
2
= 0, (A13)
which implies that Cβ(x⊥) should be a constant. As a result, the most probable current field is of the form jJ(r) =
(jJ,x(x),C⊥σ) which, considering Eqs. (A5) and (A6), finally leads to (A2), as we want to prove. Note that in
dimension d = 2 it can be proved that the optimal current field jJ is of the form (A2) by only hypothesizing
TJ = TJ(x).
Appendix B: Optimal temperature field
In this Appendix we determine the analytical expression for the most probable temperature field. Moreover, we
will exhaustively analyze its mathematical properties in order to better characterize the statistics of the heat current
in our incompressible quiescent model fluid. For our particular model fluid, the optimal temperature field associated
to a space-and-time-averaged heat current fluctuation J is the solution of the following differential equation (see main
text):
dTJ
dx
= 2s
[
J2x +KTJ
2 − TJ
4
A2
J2⊥
]1/2
, (B1)
with s = ±1 and where, for simplicity, we have fixed L = 1 without loss of generality. This expression can be
rewritten in terms of the extrema T± of the optimal temperature field, i.e., the zeros of the quartic polynomial
J2x +KTJ
2 − TJ4A2 J2⊥, resulting in
dTJ
dx
= 2s|Jx|
[
(1− η+TJ2)(1 + η−TJ2)
]1/2
, (B2)
with the definition η± = ±1/T 2±, such that
(η+η−)1/2 =
|J⊥|
A|Jx| , (B3)
and we consider one of the η’s constants fixed by boundary conditions. We can integrate Eq. (B2) between two
arbitrary spatial points (xA, xB) such that the slope sign s is conserved in the interval∫ TJ(xB)
TJ(xA)
dTJ
[
(1− η+TJ2)(1 + η−TJ2)
]−1/2
= 2s|Jx|(xB − xA) . (B4)
It is now natural to transform Eq. (B4) into a Jacobi’s integral of the first kind F (θ; k) [98, 99] by doing the change
of variables cos θ =
√
η+TJ, leading to
2sQ1T1
√
η+√
1− k2 (xB − xA) = F (θ(xA); k)− F (θ(xB); k) , (B5)
where
F (θ; k) =
∫ θ
0
dθ¯
1
(1− k2 sin2 θ¯)1/2 , (B6)
and where we have defined the modulus via k2 = (1 + η+/η−)−1, and Q1 = |Jx|/T1. We can invert Eq. (B5) by using
the relation
cos θ = cn(F (θ; k); k) (B7)
which defines the cosine-amplitude Jacobi function cn(u; k) of modulus k [98, 99], resulting in
τ(xB) =
1
T1
√
η+
cn
(
−F (θ(xA); k) +
2sQ1T1
√
η+√
1− k2 (xB − xA); k
)
, (B8)
with τ(x) = TJ(x)/T1. Since the cn(u; k) function appearing in Eq. (B8) has a positive maximum and a negative
minimum, and taking into account that τ(x) is defined positive, the optimal temperature field presents at most two
possible behaviors: (1) a monotonous decreasing profile or (1) a single-maximum profile. We analyze next each case
separately.
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1. Monotonous profile
In this case, assuming without loss of generality that T0 > T1, we have that s = −1 for all x ∈ [0, 1]. Therefore,
considering Eq. (B8) with xA = 0 and xB = x, the optimal temperature field takes the form
τ(x) =
cn
[
F0 + (F1 − F0)x; k
]
cn(F1; k)
, (B9)
with F0,1 ≥ 0 two constants. In order to completely compute the temperature field TJ(x) we need to fix the values of
F0, F1 and k through boundary conditions and the closure equation
A =
∫ 1
0
dxσ[TJ(x)] . (B10)
Indeed, taking into account the boundary conditions, both Eq. (B5) and the constraint τ(0) ≡ τ0 = T0/T1 lead to
Q1 =
√
1− k2(F1 − F0)
2 cn(F1; k)
(B11)
τ0 =
cn(F0; k)
cn(F1; k)
, (B12)
respectively, and from (B10) we obtain
Q⊥ =
E1 − E0 − (1− k2)(F1 − F0)
2k cn(F1; k)
, (B13)
with Q⊥ = |J⊥|/T1, and where
E0,1 = E(am(F0,1; k); k) , (B14)
where am(u; k) is the amplitude Jacobi function and E(θ; k) the Jacobi integral of the second kind [98, 99]. Remarkably,
as a consequence of assuming τ0 ≥ 1, we find that F0 ∈ [0,K(k)], F1 ∈ [cn−1(τ−10 ; k),K(k)] with F1 ≥ F0 and K the
Jacobi complete elliptic integral of the first kind (using the notation used by Gradshteyn and Ryzhik [98]).
2. Single-maximum profile
In this case s = +1 for x ∈ [0, x∗] while s = −1 for x ∈ [x∗, 1], where x∗ is the maximum location where
dτ(x)/dx|x=x∗ = 0. This maximum position can be obtained from Eq.(B8) by taking xA = 0, xB = x∗ and forcing
the argument of cn(u; k) to be equal to zero, arriving at
x∗ =
F0
√
1− k2
2Q1T1
√
η+
. (B15)
In this way, the optimal temperature profile can be determined by considering Eq. (B8) for both x > x∗ and x < x∗,
resulting in
τ(x) =
cn
[
− F0 + (F1 + F0)x; k
]
cn(F1; k)
, (B16)
where the values of F0, F1 ≥ 0 and k are fixed again by the boundary conditions and the closure equation (B10),
leading again to Eq. (B12) and
Q1 =
√
1− k2(F1 + F0)
2 cn(F1; k)
(B17)
Q⊥ =
E1 + E0 − (1− k2)(F1 + F0)
2k cn(F1; k)
. (B18)
Interestingly, Eqs.(B16), (B17), and (B18) corresponding to the single-maximum case map onto Eqs. (B9), (B11)
and (B13) corresponding to the monotonous behavior by changing F0 → −F0; this allows us to write both solutions
in an unified way. In particular, from now on, given Q1, Q⊥ and τ0 fixed by boundary conditions and Eq. (B10),
the values of F0, F1 and k are determined from equations (B12), (B17), and (B18) with F0 ∈ [−K(k),K(k)], F1 ∈
[cn−1(τ−10 ; k),K(k)] and k ∈ [0, 1] which includes both possibilities: F0 < 0 for the monotonous case and F0 > 0 for
the single-maximum case.
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3. Convexity behavior
Furthermore, once the solution (B16) has been determined, we can now characterize the convexity behavior of the
optimal temperature field as a function of the parameters (τ0, Q1, Q⊥). Indeed, since the second derivative of cn(u; k)
takes the form d2cn(u; k)/du2 = −cn(u; k)(1 − 2k2 + 2k2 cn(u; k)), there are no inflection points for k2 < 1/2 and
the profile is always concave in this regime. For k2 > 1/2 we observe that, for a fixed value of τ0, both (Q1, Q⊥) are
parametrized by (F0, k), leading to the following regions with different number of inflection points. First, for τ0 ≤
√
2
we have
• If F0 > F (1)0 (k) and k2 ≥ 1/2, with F (1)0 (k) = cn−1(B(k); k) and B(k) = ((2k2 − 1)/(2k2))1/2, the optimal
temperature profile presents two inflection points located at
x1,2 = (F0 ± F (1)0 (k))/(F0 + cn−1(1/τ0; k)) . (B19)
• If F (2)0 ≤ |F0| ≤ F (1)0 and k2 ≥ 1/2, with F (2)0 (k) = cn−1(τ0B(k); k), the optimal profile presents only one
inflection point located at x1.
On the other hand, for τ0 ≥
√
2
• If F0 > F (1)0 (k) and k2 ≥ 1/2, we find that the profiles present two inflection points at x1 and x2.
• If F (2)0 ≤ |F0| ≤ F (1)0 and 1/2 ≤ k2 ≤ τ20 /(2(τ20 − 1)), the optimal temperature profile has only one inflection
point located at x1.
• If 0 ≤ |F0| ≤ F (1)0 and 1 ≥ k2 ≥ τ20 /(2(τ20 − 1)), the optimal profile presents again only one inflection point
located at x1.
Finally, outside these regions, no inflection points appear for any value of the parameters.
Appendix C: Limiting Cases of LDF
In this appendix we study the behavior of the heat current large deviation function both near the steady-state
current and in the far tails corresponding to rare current fluctuations. For that, we start from the exact expression
for the current LDF obtained in the main text, namely
G(J) =
Jx
2
(
1
T0
− 1
T1
)
+
1
8
(F0 + F1)
2 +
1
4
(F0 + F1)
(
sn(F1; k) dn(F1; k)
cn(F1; k)
+
sn(F0; k) dn(F0; k)
cn(F0; k)
− E0 − E1
)
, (C1)
with the different parameters (which depend on J) defined above.
1. Fluctuations around the stationary state
First, let us introduce the reduced current vector Q = (Q1, Q⊥), with the definitions Q1 ≡ |Jx|/T1, Q⊥ ≡ |J⊥|/T1.
For a fixed k, it is easy to show that the convergence to the stationary value Qst = ((τ0 − 1)/2, 0) takes place when
F0 → −K(k) (see Sec. IV). As a consequence, the behavior of the current LDF near the stationary state can be
analyze by fixing F0 = −K(k) +  for small values of  and any k-value. Expanding Eqs. (26) and (27) of the main
text around  = 0 we realize that they have the structure Q˜α = Qα − Qstα = a02(1 + a12 + . . .), with α = 1,⊥. It
hence seems reasonable to parametrize Q˜1 = R sin θ and Q˜⊥ = R cos θ and rewrite the expressions as functions of R
and θ. Afterwards, we expand Q˜1/Q˜⊥ = tan θ in terms of  and look for the k-expansion on  compatible with such
expansion and whose coefficients are functions of tan θ. Then we substitute the k-expansion on the Q˜1 expansion and
invert the series to find 2 and k2 as a series expansion on R. In particular, we find
k2 =
1
2
(1− sin θ) + 9(1 + τ0 + τ
2
0 + τ
3
0 + τ
4
0 )
10(τ0 − 1)(1 + τ0 + τ20 )2
R cos2 θ +O(R2)
2 =
12τ20
τ30 − 1
R− 12τ
2
0 (27 + 27τ0 + 7τ
2
0 + 7τ
3
0 + 7τ
4
0 )
5(τ0 − 1)2(1 + τ0 + τ20 )3
R2 sin θ +O(R3) , (C2)
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It is important to note that the expansions are well defined whenever R/(τ0 − 1) < 1, implying the equilibrium limit
(τ0 → 1) is singular and cannot be studied by an analytical continuation of the nonequilibrium steady state using
Eqs. (C2). Substituting these expansion on the expression for the current LDF we find
G(Q˜) =
3(Q˜21 + Q˜
2
⊥)
2(1 + τ0 + τ20 )
[
1− 2(τ0 − 1)(4 + 7τ0 + 4τ
2
0 )
5(1 + τ0 + τ20 )
2
Q˜1
− 9
175(1 + τ0 + τ20 )
4
(
−5(4 + 2τ0 − 30τ20 − 57τ30 − 30τ40 + 2τ50 + 4τ60 )(Q˜21 + Q˜2⊥)
+ 2(τ0 − 1)2(16 + 61τ0 + 91τ20 + 61τ30 + 16τ40 )(Q˜2⊥ − Q˜21)
)
+O(Q˜3)
]
. (C3)
In Fig. 3 we show in red the gaussian part of Eq. (C3), Ggauss(Q˜) = 3(Q˜
2
1 + Q˜
2
⊥)/(2(1 + τ0 + τ
2
0 )), for τ0 = 2, making
apparent the non-Gaussian asymmetric structure of the exact current LDF. Moreover, we can use expansions (C2)
around the stationary state to obtain the leading corrections to the linear steady-state temperature profile for small
current fluctuations, obtaining
τ(x) = τ0 − x(τ0 − 1) + 2(τ0 − 1)
1 + τ0 + τ20
x(1− x)(1 + 2τ0 − x(τ0 − 1))Q˜1 +O(Q2) . (C4)
2. Far tails of the current LDF
The fluctuating behavior far from the stationary state Jst = (T1(τ0 − 1)/2, 0) can be better analyzed in two different
limits: (1) (|Jx|  Jstx ,J⊥ = 0) and (2) (Jx = 0, |J⊥|  0). The behavior in the first case, (|Jx|  Jstx ,J⊥ = 0), can
be obtained by plugging k = 0 into Eq. (C1) and expanding the expression around its maximum value using
F0 = pi/2− , which for Jx > 0 results in
G(Jx, 0) ' pi
2
− 4 + τ0(pi
2 + 4)
8τ0
+
pi(3 + 5τ0)
24τ0
+O(2) , (C5)
with
Q˜1 = Q1 −Qst1 =
piτ0
2
(
1− 2
pi
+
2
6
+O(3)
)
. (C6)
Inverting this series we obtain
 =
piτ0
2Q˜1
− piτ
2
0
2Q˜21
+
pi(24 + pi2)τ30
48Q˜31
+O(Q˜−41 ) , (C7)
which finally leads to
G(Jx, 0) ' Jx
T0
− pi
2
8
+
pi2(1 + τ0)T1
16Jx
+O(J−2x ) , for |Jx|  Jstx ,J⊥ = 0. (C8)
In order to find the behavior for −Jx we employ the Gallavotti-Cohen relation G(J)−G(−J) = 2Jx:
G(−Jx, 0) = G(Jx, 0) + Jx
T1
− Jx
T0
=
Jx
T1
− pi
2
8
+
pi2(1 + τ0)T1
16Jx
+O(J−2x ), Jx > 0 . (C9)
Therefore the LDF for large current fluctuations along the gradient direction decays linearly with Jx, i.e. much more
slowly than the quadratic decay one would expect from a naive Gaussian ansatz. Note also that the asymptotic slopes
of G(Jx, 0) for positive and negative values of the currents Jx are just the inverse temperatures of the left and right
reservoirs, respectively.
The second limit, (Jx = 0, |J⊥|  0), corresponds to k2 → 1 and F0 → pi/2, leading to
G(0, |J⊥|) = 1
8
(F0 + F1)
2
, (C10)
with
Q1 = 0 , Q⊥ = coshF1(tanhF0 + tanhF1)/2 , τ = coshF1/ coshF0 . (C11)
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Expanding these expressions for large values of |J⊥|, we obtain the following asymptotic form for the LDF
G(0, |J⊥|) = 1
8
ln
(
4|J⊥|2T 31
T0
)[
ln
(
4|J⊥|2T 31
T0
)
+
1 + τ20
T 21 |J⊥|2
+O(|J⊥|−4)
]
. (C12)
Remarkably, G(0, |J⊥|) exhibits a logarithmic behavior for large current fluctuations orthogonal to the gradient
direction. This intricate structure points out to the surprisingly complex analytic behavior of the large deviation
function function.
