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Abstract
In this paper, we evaluate the accuracy of deep learning approaches
on geospatial vector geometry classification tasks. The purpose of this
evaluation is to investigate the ability of deep learning models to learn
from geometry coordinates directly. Previous machine learning research
applied to geospatial polygon data did not use geometries directly, but
derived properties thereof. These are produced by way of extracting ge-
ometry properties such as Fourier descriptors. Instead, our introduced
deep neural net architectures are able to learn on sequences of coordi-
nates mapped directly from polygons. In three classification tasks we
show that the deep learning architectures are competitive with common
learning algorithms that require extracted features.
1 Introduction
The ability to analyse vector shapes of geospatial objects is useful for many
tasks, such as quality assessment or enrichment of map data (Fan et al, 2014)
or the classification of topographical objects (Keyes and Winstanley, 1999). An
increasingly more common method for shape analysis is through machine learn-
ing. For example, machine learning can be applied to assess correct building
types (Xu et al, 2017) or classify road sections (Andra´sˇik and B´ıl, 2016). The
prediction of house prices (Montero et al, 2018) and the estimation of pedestrian
side walk widths (Brezina et al, 2017) are tasks that could possibly also benefit
from the application of machine learning analysis on geometric shapes.
Current machine learning methods applied to geospatial vector data rely
on extracting information from a geometry that characterizes its shape. This
preprocessing step is known in machine learning as feature extraction (LeCun
et al, 2015, 438) or feature engineering (Domingos, 2012, 84). The algorithms
used by Andra´sˇik and B´ıl (2016) for example are trained on geometry properties
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based on angles and radii of vertices in road sections, extracted from simplified
road geometries. The problem is that finding the geometry properties that
are best suited for the machine learning task can be time-consuming, having a
plethora of extraction methods at our disposal (Zahn and Roskies, 1972; Kuhl
and Giardina, 1982; Zhang et al, 2002; Loncaric, 1998). Ideally, it would not
be necessary to know the relevant properties of geospatial data in advance to
obtain good predictions. With deep learning, we argue in this article, this is
possible: we introduce machine learning methods to train on geospatial vector
data without the need for feature extraction, by directly feeding the geometry
coordinates to a deep learning model.
The ‘deep’ aspect of deep learning refers to the possibility of stacking mul-
tiple learning layers to form a model that is able to train latent representations
at varying levels of data abstraction (LeCun et al, 2015). In this paper, will
will use the term shallow machine learning to refer to methods that are not
based on deep learning methods and that require feature extraction to learn a
mapping from extracted features to the training labels. The motivation for us-
ing deep learning on geospatial vector data goes beyond matching or improving
existing methods. Deep learning allows us to explore new methods for working
with geospatial data, in complex pipelines involving combinations of raster, nu-
merical and textual data (Ngiam et al, 2011), including geospatial vector data.
Deep learning can be used for classification or regression tasks, but also for
training generative models, producing new text (Sutskever et al, 2014), image
(Goodfellow et al, 2014) and even vector shape (Ha and Eck, 2018) outputs.
One example of a more complex deep generative model involving vector
shapes is by Ha and Eck (2018), using a model they named sketch-rnn. Sketch-
rnn is instrumental in showing how a deep learning architecture can be used
not only to classify, but also generate new vector shapes. The data collected
for sketch-rnn used a web-based crowd-sourcing tool, inviting users to draw
simple vector drawings of cats, t-shirts and a host of other object categories.
Given an object category, the generative sketch-rnn model is able to analyse
partial shapes drawn by the user and extrapolate these to complete sketches.1
With sketch-rnn as a starting point, we can speculate on the possibilities of
generative deep learning models for geospatial vector data: we can investigate
how to generate building geometries directly from aerial photography, create
area descriptions from neighbourhood area map data for the tourist industry,
or create maps of house structures from archaeological excavation data.
However, from the research by Ha and Eck (2018) we do not yet know
what the classification performance is compared to current shallow learning
algorithms. Knowing how well deep learning models can learn directly from
geometries is a first step in building more complex generative pipelines with
confidence that the model is able to correctly interpret the data. The purpose
of this article is to assess the accuracy of working with vector geometries in deep
neural nets, by comparing them with existing shallow machine learning methods
in an experiment with three classification tasks on vector polygons. In order to
1https://magenta.tensorflow.org/assets/sketch_rnn_demo/index.html
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work with geometries in deep neural nets, we need to investigate whether deep
learning models perform at accuracy levels at least on par with current shallow
methods. Thus, the main question we want to answer is this: how well do deep
learning models learn directly from geometries, without extracting data as a
proxy?
1.1 Contributions, disambiguation and article structure
The first contribution of this paper is in showing that a deep neural net is
competitive in classification tasks involving geometries, without need for feature
extraction. We designed a series of experiments to investigate the performance of
shallow and deep learning methods on geospatial vector data. The experiments
involve three classification tasks restricted to polygons, with performance scores
measured in accuracy. For our baseline methods, we evaluate models trained
on generic shape description methods using Fourier descriptors (see Section 4)
rather than data set specific properties in order to compare performance across a
set of tasks. The claim in this study is that the deep learning models introduced
here match baseline methods in accuracy at classification tasks on real-world
geospatial polygon data.
The second contribution is in providing a new benchmark on geospatial
vector shape recognition. We hope to establish this benchmark for use by anyone
in the geospatial domain and we encourage others to re-use, improve and publish
these methods. We release all preprocessing code, deep learning models, baseline
models as open source software2 and the benchmark data files as open data.3
Since the domains of geospatial information systems (GIS) and machine
learning (ML) have partially overlapping vocabularies, we provide Table 1 of
homonyms and their use in the two fields of GIS and ML. Where used in this
article, the terms are clarified by their field or, where possible, avoided.
The further article structure is as follows: we explain the classification tasks
in Section 2, discuss the introduced deep learning methods in Section 3, and
discuss the experiment and its results in Section 4.
2 Tasks
We created a set of experimental classification tasks to evaluate the perfor-
mance of several machine learning algorithms in shape recognition on geospatial
(multi)polygons. For this purpose, we formulated three tasks, with varying lev-
els of polygon complexity and class distributions. We chose data sets that have
enough data to draw conclusions on model generalization; we set a requirement
for data sets to provide a 10% test subset of at least 1000 geometries. Also, the
data sets were chosen for containing geometry shapes that are likely to provide
some class information but not a trivial solution. Further considerations for the
2Code available at https://github.com/SPINlab/geometry-learning
3Data available at http://hdl.handle.net/10411/GYPPBR
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Term GIS ML
Vector A geometry defined by
vertices and edges
A one-dimensional array
Vectorization Conversion of raster or
analog data into geospa-
tial vector geometries
Conversion of data into
a tensor interpretable by
a machine learning algo-
rithm
Feature A geospatial object A data property
Shape A geospatial object A tensor size along its di-
mensions
K-nearest neighbours The k spatially closest ob-
jects
A learning algorithm
based on closest resem-
blance
Table 1: Terms in the fields of GIS and ML
chosen data sets were to test on geodata from different domains, with different
use cases and on different spatial scales:
1. Predicting the number of inhabitants in a neighbourhood to be above or
below the national median, based on the neighbourhood geometry;
2. Predicting a building class from its geometry;
3. Predicting an archaeological feature type from its geometry.
The classes and frequencies are displayed in Table 2. We will now discuss each
of these benchmark tasks in more detail.
2.1 Neighbourhood inhabitants
The first task in the set is to predict the number of inhabitants for a certain
neighbourhood to be above or below the national median in the Netherlands.
A neighbourhood is a geographical region as defined by Statistics Netherlands.4
For the sake of simplicity, the task has been shaped into a binary class prediction:
to predict a neighbourhood for having equal or more (6,610 neighbourhoods) or
less (6,598 neighbourhoods) than the median of inhabitants of the entire set of
neighbourhoods for the Netherlands for the year 2017. The median was chosen
to create a near-even5 split of the two classes.
4https://www.cbs.nl/-/media/_pdf/2017/36/2017ep37%20toelichting%20wijk%20en%
20buurtkaart%202017.pdf (only available in Dutch).
5The difference between the class frequencies is explained by a slightly uneven frequency
distribution of neighbourhoods over the number of inhabitants.
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Neighbourhood
inhabitants
Class frequency
≥ median 6,610
< median 6,598
Total 60,623
Buildings
Function frequency
Habitation 23,000
Industrial 23,000
Lodging 23,000
Shopping 23,000
Gatherings 22,007
Office 21,014
Education 10,717
Healthcare 7,832
Sports 6,916
Total 160,486
Archaeological
features
Class frequency
Posthole 26,359
Pit 8,241
Natural
phenomenon
6,284
Recent
disturbance
5,762
Ditch 5,232
Wooden
object
2,547
Layer 2,380
Wall 1,419
Posthole with
visible post
1,237
Water well 1,162
Total 60,623
Table 2: Class frequency for the three tasks of neighbourhood inhabitants (left),
building types (middle) and archaeological feature types (right)
2.2 Building types
The second task is to classify a building from the building footprint geometry.
The data set consists of buildings in nine functional classes with a less uniform
class distribution than the previous, for a total of 160,486 buildings in the com-
bined training and test dataset. Since the complete source data set comprises
over five million buildings, each class was trimmed to a maximum of 23,000
instances per class to prevent creating a data set too large to experiment on.
With this maximum, the buildings set still has the most data of the three tasks.
2.3 Archaeological features
The third task is to classify an archaeological feature from its observed geome-
try. Archaeological features are field observations of disturbances in the subsoil
as a result of human activities in the past. Archaeological institutions in the
Netherlands store the results of archaeological field research in a digital repos-
itory (Gilissen, 2017; Hollander, 2014). From the DANS EASY repository,6
from ten archaeological projects (Roessingh and Lohof, 2010; Gerrets and Ja-
cobs, 2011; Van der Veken and Prangsma, 2011; Dijkstra and Zuidhoff, 2011;
Dijkstra et al, 2010; van de Velde et al, 2002; van der Velde, 2011; Dijkstra,
2012; Roessingh and Blom, 2012; Van der Veken and Blom, 2012), a total of
6https://easy.dans.knaw.nl
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60623 geometries was collected in ten classes. The class distribution for this
dataset is the most unbalanced of the three tasks: the data shows a clear over-
representation of post holes (43,5 %).
3 Models and preprocessing
We introduce two deep learning, end-to-end trained models where vector-serialized
geometries are given as input data—the neural net figures out the relevant data
properties for itself. Before we explain the deep learning models, we discuss in
detail the machine learning vector format to which the geometries are mapped.
3.1 Geometries as machine learning vectors
The classification tasks in this paper operate on data from (multi)polygons. To
be precise, we use the term polygon to mean a single connected sequence (i.e.
without polygon holes) of three or more coplanar lines. Every line in a polygon
is defined by two points in R2, where each point is shared by exactly two lines to
form a closed loop. We impose no validity constraint on polygons, i.e. polygons
may be self-intersecting.
For our deep neural net architectures, geometries are expressed as input
vector sequences. This method was derived from the method devised by Ha
and Eck (2018). Each geometry sample Gi in a data set of size n is encoded
as a sequence of geometry vertex vectors: 〈gi1,gi2,gi3, . . . ,gim〉 , where m is the
number of vertices in the geometry. Each vector gij is a concatenation of:
• a coordinate point vector pij in R2 for longitude and latitude. Both longi-
tude and latitude are generally bounded by the interval [−360, 360], but
our data is located in the Netherlands, bounded by the interval [3.2, 7.22]
for longitude and [50.75, 53.7] for latitude.7
• A one-hot vector rij in R3 to mark the end of either the point, sub-geometry
or a final stop for the vertices in Gi. For each gij in a polygon geometry,
rij =
[
1 0 0
]
except for the last vertex, where rim marks the end of
the polygon as the final stop
[
0 0 1
]
. In case of a multipolygon, each
subpolygon is terminated by a subgeometry stop
[
0 1 0
]
except for the
last, which is marked as a final stop.
Combined, gij is a vector of length 5, as shown in Figure 1.
Geospatial coordinates are often expressed in degrees of longitude and lat-
itude, where one degree of latitude equals roughly 111 kilometres. However,
the tasks in our experiments operate on the level of meters or, in the case of
the archaeology task, even centimetres. For the neural net to make sense of
the data, the coordinate data is normalized. For every point vector pij in every
7https://epsg.io/28992
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Nested array representationGraphical representation
1 2
3
4
5
6
7
[
[
[1, 1, 1, 0, 0 ], #1
[9, 2, 1, 0, 0 ], #2
… 
[8, 8, 1, 0, 0 ], #7
[1, 1, 0, 0, 1 ], #1
]
] 
coordinates render type
Figure 1: Graphical and vector representations of a polygon.
geometry Gi, pij is normalized to
pij
′
=
pij − pi
s
, (1)
where pi is the geometry centroid of geometryGi, computed as the mean average
of all pi in a single geometry Gi. Scale factor s is the standard deviation over the
bounding values bimin and b
i
max of all geometries. b
i
min and b
i
max for a geometry
Gi are defined as
bimin = min(p
i − pi), (2)
and
bimax = max(p
i − pi). (3)
This is a simpler two-value version of the standard bounding box that would
normally list the minimum and maximum values for a geometry in two dimen-
sions. Scale factor s is then computed as the scalar standard deviation over all
bounding values B:
B = 〈b1min, b1max, b2min, b2max, . . . , bnmin, bnmax〉 (4)
Geometries often vary in the number of vertices required to approximate the
shape of a real-world object. As a consequence, the geometry vector sequences
vary in length. Deep learning models have the benefit of being able to train and
predict on variable length sequences (Bahdanau et al, 2014). However, within
one batch the sequences need to be of the same length in order to uniformly
apply the model weights and biases on the entire batch as a single tensor. To
achieve this fixed sequence size within a batch, the geometry vectors are first
sorted in reverse order, with the largest geometry first and the smallest last.
This sorted set of geometries is subdivided into bins of size nbin, where nbin is
at least the training batch size. This is to increase computational efficiency and
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Input layer
Fully connected (#classes, SoftMax)
shape: (m, 5)
Conv1D (filters: 32, kernel: 5, ReLU)
MaxPooling1D (pool size: 3, stride: 3)
Conv1D (filters: 64, kernel: 5, ReLU)
GlobalAveragePooling1D
Fully connected (32, ReLU)
shape: (m, 32)
shape: (m/3, 32)
shape: (m/3, 64)
shape: (64)
shape: (32)
shape: (#classes)
Bi-directional
LSTM (32)
Forwards
LSTM (32)
Backwards
Input layer
Fully connected (#classes, SoftMax)
shape: (m, 5)
shape: (m, 64)
shape: (#classes)
Figure 2: Convolutional (left) and recurrent (right) model layouts.
reduce training time on what otherwise would be a large array of very small
batches. If there are insufficient geometries of sequence length mbin to create
a set of samples of batch size, smaller geometries are added and padded to
sequence length mbin. Thus, a geometry with a sequence length m of 144 points
is zero-padded to a size mbin of 148 if the largest sequence length in the batch
is 148. This preprocessing of binning and limited padding reduced the training
time to one quarter of the time needed for training on fixed size sequences.
Although there is no theoretical upper bound to the sequence length, there
is a practical one for the amount of memory on commodity hardware. The data
sets contain a small amount of very large geometries. To improve computational
efficiency and prevent memory errors, these rare cases are simplified using the
Douglas-Peucker algorithm (Douglas and Peucker, 1973), implemented in the
python Shapely package.8 In this way, only 0.17 percent of the geometries
needed to be simplified.
8https://pypi.python.org/pypi/Shapely
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Figure 3: The first two layers of the CNN model. With a kernel size of five, the
CNN inspects a sliding window over the first five geometry vectors in geometry
G1, producing the green element in the CNN output vector. The CNN then
moves to the five elements to the right, and produces the red vector element,
next the orange vector, repeated until the end of the geometry (the next three
windows in grey). This process is repeated for each filter and then moves to the
next geometry, in the direction of the black arrow. The max pooling operation
combines the maximum output element values of the CNN, shown in purple for
geometry 1.
3.2 Convolutional neural net
The first introduced deep learning model uses a 1D convolutional neural net
(CNN) layout, shown in Figure 2. For an introduction to the workings of the
CNN, we refer the reader to Olah (2014). As a first layer, our model uses a
ReLU-activated convolution layer with a filter size of 32, a kernel size of five
and a stride of one. With this configuration, the CNN starts a sliding window
across the first five geometry vectors, i.e. gi1 through g
i
5, producing a vector of
size 32 as specified by the filter hyperparameter.9 This window of size five is
slid along the vectors of the geometry, until the end of the geometry including
padding. Padding ensures outputs by the CNN of the same sequence length
as the input, to prevent size errors on small geometries where the tensor size
9Hyperparameters are the configuration settings of the machine learning model that aren’t
optimized during training, such as the batch size.
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Figure 4: Forward-facing LSTM, as part of the first layer of the proposed LSTM
model. Unlike the CNN architecture, complete vectors are fed one by one to
the same LSTM cell. The green boxes therefore represent the same cell, with
only its state updated: along with each next geometry vector, the output and
previous state of the LSTM cell are passed along from one vector to the next.
For the purposes of classification as in this article, only the last LSTM output
is returned (in orange), the intermediate outputs (in grey) are discarded.
becomes too small to pass through the specified network layers. After gi1 through
gi5 the CNN continues at the second set of geometry entries g
i
2 through g
i
6. After
inspecting all values of all the vectors in the first geometry, the CNN continues
at the next geometry (see Figure 3).
The first CNN layer is followed by a max pooling layer with a pooling size
of three and a stride of three. The max pooling operation with a pool size of
three combines the maximum values of three CNN output vectors into a single
sequence vector of the same length. The reduction of the CNN output to one-
third is specified by the max pooling stride hyperparameter: after combining
CNN output vectors ci1, c
i
2 and c
i
3, the max pooling operation skips forward
to combine outputs ci4, c
i
5 and c
i
6, and so on. After the max pooling layer, a
second convolution layer (not shown in Figure 3) interprets the output of the
max pooling layer, with hyperparameters identical to the first but with 64 filters
instead of 32. This CNN layer is followed by a global average pooling layer that
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reduces the tensor rank to two by computing the average over the third tensor
axis. The output is subsequently fed to a ReLU activated fully connected layer.
The last layer is a softmax-activated fully connected layer to produce probability
outputs that sum to one.
3.3 Recurrent neural net
The second introduced deep learning model uses a recurrent neural net (RNN)
layout as shown in Figure 2. Core of the model is a single bi-directional LSTM
(Hochreiter and Schmidhuber, 1997) layer. The Long-Short Term Memory
(LSTM) architecture is a particular type of RNN, designed to process sequences
of data with a trainable forget gate. This forget gate regulates the information
retained from one geometry vertex to the next. During training, the LSTM
learns which information in the sequence is of interest to retain, by passing
both the vector in the sequence, the output and the cell state from one input
vector to the next (see Figure 4). For a detailed discussion of recurrent neural
nets and LSTMs in the geospatial domain, we refer the reader to Mou et al
(2017), an introduction to LSTMs is given by Olah (2015). LSTMs have been
shown to be effective on sequences such as words in a sentence (Sutskever et al,
2014), but also sequential geometry-like data such as handwriting recognition
and synthesis (Graves, 2013). The ability of the LSTM to learn long-term de-
pendencies (Goodfellow et al, 2016, 400) in sequences of input data renders it a
suitable architecture to test its abilities on geospatial vector geometries.
The bi-directional architecture feeds the sequence of geometry vertices for-
wards as well as backwards through LSTM cells (Schuster and Paliwal, 1997),
where the resulting output from these cells is concatenated. This allows the
network to learn from the preceding vertices in the geometry as well as the ones
that are ahead. In our set-up, we configured both the forwards and backwards
LSTM to produce an output of size 32, combined to 64. As with the CNN
model, the last layer is a softmax-activated fully connected layer to produce
probability outputs that sum to one.
4 Experiment and evaluation
To evaluate the deep learning model performance, we compared the proposed
deep learning models with a set of shallow machine learning baseline algorithms.
The experiment consists of the tasks and data described in Section 2, comparing
the deep learning models with the following baselines:
• Majority class: the fraction of the prevalent class, included as an indication
of the most simple method to exceed;
• Support Vector Machine (SVM) with Radial Basis Function (RBF) kernel.
Other kernels (linear, polynomial) were tested but RBF always produced
better results;
• Logistic regression;
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• K-nearest neighbour classifier;
• Decision tree classifier.
Scikit-learn (Pedregosa et al, 2011) provided the baseline shallow learning
algorithms. For each task, a brute force grid search with 5-fold cross validation
was used to find the best applicable hyperparameters for k (k-nearest neigh-
bours), degree (decision tree), C (SVM, logistic regression) and gamma (SVM).
SVM grid searches were restricted to a maximum number of 10M iterations
to allow the grid search operation to complete within a day. Grid searches on
SVM models and k-nearest neighbours were restricted to a subset of the training
data to allow the grid search to finish within a day on commodity hardware.
All models were trained, however, using the full training set on the the best
hyperparameters obtained from the grid search.
The deep learning models are implemented using Keras (Chollet et al, 2015)
version 2 with a TensorFlow (Abadi et al, 2016) version 1.7 backend. All deep
learning hyperparameters were tuned on training data only, using validation
data split randomly from the training data.
We discuss the preprocessing for the baseline methods, the results and the
evaluation in detail below.
4.1 Baseline preprocessing
Contrary to the introduced deep learning models, the baseline methods in the
experiment do not operate on geometry coordinates directly, but on Fourier
descriptors derived from the geometries. Fourier descriptors are a common
choice as a feature engineering method for extracting properties from geome-
tries (Zhang et al, 2002; Keyes and Winstanley, 1999; Zahn and Roskies, 1972;
Loncaric, 1998). We restricted this study to methods that were available through
open source libraries. The Fourier descriptors were constructed using the pyefd
package,10 which implements the algorithms by Kuhl and Giardina (1982). El-
liptic Fourier descriptors are created by iterating over the coordinates of the
vertices in a geometry, transforming any number of coordinates of the geome-
try into a vector representing the geometry in an elliptic approximation. This
transformation can be reversed, producing an approximation of the original ge-
ometry, its reconstructive accuracy depending on the order or the number of
harmonics (Kuhl and Giardina, 1982, 239), the order or number being a positive
integer. The higher the order, the better the approximation gets, as shown in
Figure 5.
The pyefd package produces normalized and non-normalized descriptors; the
normalized descriptors are start position, scale, rotation and translation invari-
ant (Kuhl and Giardina, 1982, 236). For the data used in training the baseline
models, both normalized and non-normalized Fourier descriptors were included.
For the grid search, we did not assume that including an arbitrary high number
of descriptors would produce the best accuracy score. Instead, the number of
10https://pypi.python.org/pypi/pyefd
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Figure 5: Order 1, 2, 3 and 4 elliptic Fourier reconstruction approximations (red)
of a vase-shaped polygon (blue). Each order level adds to the approximation.
Adapted from Kuhl and Giardina (1982, 237)
extracted Fourier descriptors used during training was included as a hyperpa-
rameter in the grid search for each baseline model, to produce the descriptor
order at which the grid search obtained the best results. The best parameters
found in the grid searches are listed in Table 4 in Appendix A.
Added to the descriptors are three other easily obtained geometry properties:
the polygon surface area, number of vertices and geometry boundary length.
These three properties were included in each grid search for all baseline models.
4.2 Results and evaluation
The accuracy scores from the experiment allow us to compare the performance
of our introduced deep learning models against the baseline shallow learning
models. Table 3 shows the results for each of the three benchmark tasks. The
figures were produced from model predictions on the test set, consisting of 10%
of the geometries in the data set that were unseen by the models during train-
ing. The deep learning model experiments were repeated ten-fold: randomized
network initialisation and batch sampling produce slight variations in accuracy
scores between training sessions. The accuracy figures for the deep neural mod-
els therefore represent mean and standard deviation from the test predictions
on the independently repeated training sessions.
The evaluation accuracy figures in Table 3 allow for several conclusions to
be drawn:
1. The introduced deep neural nets are at least competitive with the best
baseline models, for each of the three tasks. In five out of six cases (the
LSTM on the neighbourhoods task excepted), the deep models perform
on par with or slightly better than the best baseline models, but in the
broad sense they do not significantly outperform the shallow models by a
wide margin.
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Method Task (no. of classes)
Neighbourhood
inhabitants (2)
Building types
(9)
Archaeological
feature types
(10)
Majority class 0.500 0.143 0.435
k-NN 0.671 0.377 0.596
Logistic regression 0.659 0.328 0.555
SVM RBF 0.683 0.365 0.601
Decision tree 0.682 0.389 0.615
CNN 0.664± 0.005 0.408± 0.003 0.624± 0.002
RNN 0.608± 0.016 0.389± 0.008 0.614± 0.004
Table 3: Table of results with accuracy scores for the introduced deep learning
models (bottom two rows) and the baseline models (top five rows), with the best
scores per task in bold. The number of classes per task is listed between brackets
in the column headers. The standard deviations on the deep learning models
on the bottom two rows were obtained from test set predictions on ten-fold
repeated, independent training sessions.
2. On two of the three classification tasks, the CNN architecture is able
to outperform the baseline models by a few percentage points. If top
performance in a certain geometry classification task is required, the CNN
is likely to be a good choice.
3. The best overall performing baseline model is the decision tree. An ad-
vantage of using decision trees is that they are very fast to train.
As mentioned in Section 3.1, the number of elliptic Fourier descriptors used
for training the baseline models was included as a hyperparameter in the grid
search. A closer inspection of these optimal hyperparameters in Appendix A
for the baseline models is of interest:
1. Nearly all baseline models benefit from adding Fourier descriptors. A
notable exception is the k-nearest neighbours algorithm, which scores the
highest accuracy in two of the three tasks only when no Fourier descriptors
are added to the training data. As it appears from the three tasks, the
k-NN algorithm is less able to extract meaningful information from the
Fourier descriptors.
2. The baseline models have a clear preference for lower orders of Fourier de-
scriptors. Even though many higher orders (up to order 24) were tested, no
baseline algorithm was able to perform better on descriptor orders higher
than four. Order four descriptors only provide a very rough approxima-
tion of the original geometry, as is well visualised in Kuhl and Giardina’s
paper Kuhl and Giardina (1982, 243) and Figure 5. Still, the descriptors
evidently contain enough important shape information for most baseline
algorithms to improve the accuracy score.
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3. Support vector machines come with a misclassification tolerance hyperpa-
rameter C. SVMs with a preference for high C settings (low tolerance),
such as the ones for the archaeology classification task, were exceedingly
time-consuming to train on our data. Where low C-values tended to con-
verge in seconds, high values could literally take days or even weeks to
converge. To prevent having to wait for extended periods of time—there
is no indication in what time frame a training session on a set of hyper-
parameters will converge—we needed to constrain the amount of training
data and the maximum of iterations, especially on hyperparameter grid
searches. It is quite possible that as a consequence of these constraints,
the grid search fails to produce the optimal hyperparameter settings, but
this is an unfortunate side effect of using SVMs on Fourier descriptors of
geometries.
5 Conclusion and future research
In this paper, we compared the accuracy of deep learning models against base-
lines of shallow learning methods on three new classification tasks involving only
geometries. This article shows that deep neural nets are able to perform classi-
fication tasks on geospatial vector data directly with accuracy results that are
competitive with established baseline methods. For all tasks tested, the deep
learning models show performance that is competitive with the shallow models,
in some cases outperforming them by a small margin.
None of the chosen recognition tasks appear to be trivial. Classifying objects
from geometries alone is a tough assignment for any algorithm. The advantage
of having a set of tough tasks is that these can serve as a benchmark: in future
experiments, different learning algorithms or model layouts it may be possible to
obtain higher accuracy scores. However, there is a possibility that the accuracy
figures presented in the evaluation represent the maximum that can be learned
from geometries alone. From these experiments alone it cannot be deduced
whether these figures can actually be improved on. If there is a hard ceiling
at the best performing models, perhaps the benchmarks can be improved by
including more data than just the geometries alone, for example information
gathered from the direct spatial surroundings or other properties of the spatial
objects. The benchmark presented here can be considered a first attempt.
An area that might see improvement is the performance of LSTMs. In an
earlier development stage, the LSTMs were trained on fixed length rather than
on the variable length sequences. During this stage, the LSTMs performed
significantly better (on validation data, no final tests were performed) on fixed
length sequences, outperforming the CNNs. Training on fixed length sequences
was abandoned because it requires simplifying geometries to a fixed maximum
of points per geometry. Simplification causes loss of information which was
detrimental to our intention to train on complete geometries. Creating fixed
length sequences also required adding a large amount of zero-padding to increase
sequence length on all geometries shorter than the fixed size. After switching
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to variable length sequences, the performance of the CNN models increased and
the LSTM performance dropped considerably. We hypothesize that there is
room to improve the LSTM model configuration to CNN model performance or
perhaps even better. To test this in future research, the fixed length sequences
were included in the benchmark data.
There are several roads to further explore the use of deep learning models
for geometries. It would be helpful to verify the accuracy on other types of
geometries, such as multi-lines, multi-points or even heterogeneous geometry
collections. Also, the deep neural net’s comprehension of holes in polygons could
be beneficial, this was outside the scope of this paper. Another interesting road
to explore is to combine different information sources into machine learning
tasks. This paper is a step in that direction, by showing that is possible to
have a deep neural net learn from geometries directly. Deep learning poses a
viable route to explore more complex pipelines involving geometries and other
multi-modal input, to produce sequences (Sutskever et al, 2014), images (He
et al, 2017) or other generative data (Ha and Eck, 2018) as output.
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Appendices
A Hyperparameter grid search results for base-
line models
The grid searches discussed in Section 4 resulted in a set of best hyperparameter
settings for the baseline models. These best settings are listed in Table 4 and
include the ranges that were searched. The range for the elliptic fourier descrip-
tor order o is always the same: each grid search was executed on the orders
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Method Task
Neighbourhood
inhabitants (2)
Building types (9) Archaeological
feature types (10)
Decision tree
o=2 o=3 o=3
d=6 in [4, 9] d=10 in [6, 12] d=9 in [5, 10]
k-NN
o=1 o=0 o=0
k=26 in [21, 30] k=29 in [21, 30] k=29 in [21, 30]
SVM RBF
o=1 o=0 o=2
C=1 in 1e[−2, 3] C=1000 in
1e[−2, 3]
C=100 in
1e[−1, 3]
γ=1 in 1e[−3, 3] γ=10 in 1e[−2, 3] γ=0.01 in
1e[−4, 4]
Logistic
regression
o=1 o=4 o=8
C=0.01 in
1e[−3, 1]
C=1 in 1e[−2, 3] C=1000 in
1e[−2, 3]
Table 4: Hyperparameters for baseline methods. Interval values for decision
tree and k-nearest neighbours ∈ N, for the SVM in log scale, with the exponent
interval ∈ N.
〈0, 1, 2, 3, 4, 6, 8, 12, 16, 20, 24〉. The search intervals for the other hyperparam-
eters are listed in Table 4. The k-hyperparameter of the k-nearest neighbour
models and the maximum depth d hyperparameter for the decision tree have
intervals with values ∈ N. For the other hyperparameters, the listed interval
values are powers of ten, as indicated by the scientific notation.
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