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Estimation of Large Insurance Losses: A Case 
Study 
Tine Buch-Kromann* 
Abstractt 
This paper demonstrates an approach to analyzing liability data recently 
developed by a Danish insurance company. The approach is based on a Cham-
pernowne distribution, which is corrected with a non-parametric estimator. 
The correction estimator is obtained by transforming the data set with the es-
timated modified Champernowne cdf and then estimating the density of the 
transformed data set by using the classical kernel density estimator. Our ap-
proach is illustrated by applying it to an actual data set. 
Key words and phrases: Semiparametric kernel density estimator, corrected 
modified Champernowne method, heavy-tailed distributions, Champernowne 
distribution, extreme value theory, generalized Pareto distribution 
1 Introduction 
This paper demonstrates a unified approach to large loss estimation 
recently developed in a Danish insurance company. A unified approach 
was needed because actuaries and statisticians were spending too much 
time trying to develop parametric models of losses. Thus, they often 
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decided to estimate small and large losses separately because no sin-
gle parametric model seemed to fit both small and large losses. Apart 
from the usual challenges such as choosing the appropriate paramet-
ric model and identifying the best way of estimating the parameters, a 
big problem was in determining the threshold between small and large 
losses, if they are to be estimated separately. Clearly the solution to this 
problem is fundamentally important to the quality of the estimation. 
One approach is to use extreme value theory and generalized Pareto 
distributions, as described in Embrechts, Kliippelberg, and Mikosch 
(1997) and Cebrian, Denuit, and Lambert (2003), to analyze the loss 
data. As this approach, however, is mainly concerned with the estima-
tion of large losses, it maintains the necessity to determine the thresh-
old between small and large losses. 
The approach adopted by the Danish insurance company is based 
on Euch-Larsen et al. (2005) who developed a unified method based 
on a semi-parametric estimator, Le., a parametric estimator corrected 
with a non-parametric correction estimator. I The semi-parametric es-
timator is obtained by transforming the data set with the transform 
function, T(x), which is the cdf of a modified Champernowne distri-
bution. If Xl, ... ,XN represent the data set, then the transformed data 
set is Zl, ... , ZN where Zi = T(Xi) for i = 1, ... ,N. The density of the 
transformed data set is estimated by means of a classical kernel density 
estimator [Wand and Jones (1995, page 11)]: 
(1) 
where K is the kernel function and b is the bandwidth. The estimator 
for the original data set is obtained by an inverse transformation of 
9 (z). This results in an estimator that is close to a parametric estimator 
for small values of N and "more" non-parametric as N increases. The 
estimator 9(Z) is flexible in that it provides good estimates for many 
different shapes of loss distributions. 
ISemiparametric estimators were introduced in the statistics literature by Wand, 
Marron, and Ruppert (1991) who demonstrated that the classical kernel density estima-
tor could be improved by transforming the data set with a shifted power transforma-
tion. Since then semiparametric estimators have been used by other authors including 
Hjort and Glad (1995), Jones, Linton, and Nielsen (1995), Yang and Marron (1999), and 
Bolance, Guillen, and Nielsen (2003). Clements, Hurn, and Lindsay (2003) have de-
veloped semiparametric estimators based on a Mobius-like transformation, which is a 
special case of the Champernowne distribution. This method was further developed 
by Buch-Larsen et al. (2005) using a modified Champernowne distribution for greater 
flexibility. 
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In this paper we will provide a detailed outline of the Buch-Larsen et 
al. (2005) method, which we have called the corrected modified Cham-
pernowne method. In addition, we will introduce an alternative param-
eter estimation method, called the QM method, which provides better 
estimates of conditional right-tail expected losses compared to those 
based on maximum likelihood parameter estimation. Moreover, we 
compare the corrected modified Champernowne method to the gen-
eralized Pareto distribution method of Cebrian, Denuit, and Lambert 
(2003). 
2 Estimation of Parameters 
The modified Champernowne distribution is a generalization of the 
Champernowne distribution (Brown, 1937 and Champernowne, 1952) 
with an extra parameter c to ensure that the pdf of the modified Cham-
pernowne distribution is positive at 0 for all ex when c > 0 and is zero 
when c = O. The modified Champernowne distribution is defined as: 
(x + C)lX - c lX 
TlX,M,c(X) = (x + C)lX + (M + C)lX - 2c lX 
for x ~ 0, with parameters ex > 0, M > 0 and c ~ 0 and density 
dTlX,M,c(x) 
dx 
The inverse cdf is 
ex(x + C)lX-1 «M + C)lX - c lX ) 
«x + C)lX + (M + C)lX - 2C lX )2' 
-1 _ [Z(M + C)lX - (2z _1)C lX ]1/ lX _ 
TlXMc(Z) - 1 c. 
, I -z 
(2) 
(3) 
(4) 
Buch-Larsen et al. (2005) have shown that the modified Champernowne 
distribution is a heavy-tailed distribution that converges to a Pareto 
distribution in the tail. 
Two estimation methods are used for the parameters ex, M, and c of 
the modified Champernowne distribution: the well-known maximum 
likelihood method and the quantile-mean method, which selects pa-
rameters in a way that emphasizes the goodness of fit in the right tail. 
As TlX,M,c(M) == 0.5 for all c and ex, M is assumed to be equal to the 
empirical (sample) median in both of these methods. Although this 
gives a sub-optimal estimate of M, Clements, Hurn, and Lindsay (2003) 
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have argued that it is reasonable to assume that the empirical median is 
close to the maximum likelihood estimate of M. The empirical median 
has a further advantage: it is a robust estimator, especially for heavy-
tailed distributions (Lehmann, 1991). After the parameter M has been 
estimated, the estimate of (ex, c) is found by each of the methods. 
The maximum likelihood estimate (MLE) is found by maximizing the 
log likelihood function: 
N 
l(ex, c) = Nlog ex + Nlog«M + c)C< - ca ) + (ex - 1) L 10g(Xi + c) 
N 
- 2 L log «Xi + c)C< + (M + c)C< - 2c a ). 
i=l 
i=l 
The properties of the MLE are well-known: it is efficient and ensures 
the best fit over the entire range of the distribution. 
Because the risk of large losses lies in the tail of the loss distribu-
tion, we have also tested the quantile-mean method, which is a heuristic 
parameter estimation method. In this method we first select the param-
eter ex so that the 95 quantile point of the empirical or sample cdf and 
of the estimated modified Champernowne distribution are equal. The 
parameter c is then chosen so that the mean of the estimated modi-
fied Champernowne distribution is as close as possible to the empirical 
mean. 
Though there may be better ways of choosing ex and c, it is important 
to choose parameters that result in accurate estimates of the number 
of large losses and the mean because these statistics are important in 
determining premiums. 
3 An Illustration of Density Estimation 
The data are losses (claims) from employer's liability line of business 
at Royal & SunAlliance, a British company. The data consist of 34,493 
losses ranging from £0 to £4,213,057 without truncations or censor-
ing, Le., before deductibles and policy limits are applied. The use of 
untruncated and uncensored loss data is critical to the application of 
the proposed method.2 The average loss size is £26,597. The employ-
ers are subdivided into 13 trade groups as shown in Table 1. For each 
2For an analysis of losses with truncation and censoring see, for example, Cebri{m, 
Denuit, and Lambert (2003) and Denuit, Purcaru, and Van Keilegom (2006). 
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trade group, the problem is to calculate the expected loss size for a 
deductible of d (left truncation) and a policy limit (or retention limit) of 
u (right censoring) where d < u. 
The employer's liability data set is heavy-tailed, which can be seen 
by the upward tendency of the empirical mean excess function in Figure 
1 (left) and the concave departure of the exponential QQ-plot in Figure 
1 (right). 
Empirical Mean Excess function Exponential QQ-:plot 
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Figure 1: Empirical Mean Excess (Left) and Exponential QQ-Plot (right) 
Table 1 shows the MLE and QM estimates of the parameters for the 
liability data set for each trade group. The M parameters for MLE and 
QM are equal because they are estimated in the same way. For the ()( 
parameters, no clear tendency is seen, whereas the c-parameters seem 
to be larger with the QM method than with the MLE method. 
The estimation method proposed by Buch-Larsen et al. (2005), called 
the corrected modified Champernowne (CMC) method, is demonstrated 
by applying it to the data set. The CMC method is essentially a semipara-
metric transformation kernel density estimator, which is computed by 
transforming the data set with a modified Champernowne distribution 
and applying a non-parametric classical kernel density estimator to the 
transformed data set. The kernel smoothing function is a correction 
to the parametric modified Champernowne transformation function. 
Because of the properties of kernel smoothing, the correction will be 
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Table 1 
Estimated Modified Champernowne Parameters 
Trade Sample MLE Estimates QM Estimates 
Group i Size Ni &MLE MMLE CMLE &QM 'AlQM CQM 
1 1,668 1.610 13,616 6,808 1.400 13,616 27,232 
2 597 1.401 12,437 0 1.653 12,437 24,874 
3 2,112 1.563 8,532 0 1.563 8,532 4,266 
4 537 1.563 8,867 0 1.808 8,867 17,733 
5 1,083 1.726 9,596 0 1.774 9,596 4,798 
6 2,054 1.888 8,777 4,388 1.913 8,777 17,554 
7 707 1.458 9,744 0 1.455 9,744 19,487 
8 3,620 2.108 8,858 4,429 1.967 8,858 13,287 
9 931 1.481 9,423 0 1.629 9,423 14,135 
10 6,297 1.935 9,268 4,634 1.950 9,268 13,902 
11 1,022 1.656 11,041 0 1.562 11,041 0 
12 5,668 1.865 10,629 5,315 1.934 10,629 21,259 
13 8,197 1.574 10,790 5,395 1.493 10,790 21,581 
weak if there are few data points and becomes more pronounced as the 
sample size increases. This means that the transformed kernel density 
estimator resembles a parametric estimator for small sample sizes and 
a non-parametric estimator for larger sample sizes. 
Let xf, ... , XJ:.,i be the data set with sample size Ni for trade group i 
with an unknown cdf Fi(X) and density fi(X). We will use a detailed 
numerical illustration for trade group 1 only, where Nl = 1668. Figure 
2 illustrates the four steps of the CMC estimation with QM parameters 
of JI.3 These steps are described in general as follows: 
Step 1: Estimate the parameters (o<,M, c) of the modified Champer-
nowne distribution as described in Section 2 using either the 
MLE or QM method. These estimates are displayed in Table 
1. Figure 2(1) shows a histogram for the raw data for trade 
group 1 and the estimated modified Champernowne distri-
bution with QM parameters (dotted line). 
3The corresponding figure for the CMC estimator with MLE parameters is available 
from <http://www.math.ku.dk/-tbl /joap06. html>. 
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Figure 2: Steps in Density Estimation Using the CMC Transformation 
with QM Parameter Estimates for Trade Group 1 
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Step 2: Transform the data set xi, ... , xlv; into zi, ... , zlv; using zj = 
Ti(XJ~) for j = 1, ... , Ni where T", M~. c~. (x) == Ti(X) is given in 
t.-\LI tl t 
equation (2). Figure 2(2) shows the histogram for the trans-
formed trade group 1 data. 
Step 3: If the unknown distribution Fi(X) is a modified Champer-
nowne distribution, the transformed data set will be uniformly 
distributed.4 Even if Fi(X) is not a modified Champernowne 
distribution, however, the transformed data set is usually 
close to a uniform distribution because the modified Cham-
pernowne distribution is fitted to the data set. Under the 
assumption that the transformed distribution is close to a 
uniform distribution on (0,1), we can use a constant band-
width when computing the correction estimator by means of 
a classical kernel density estimator for zi, ... , zlv;: 
(5) 
where Kb; ( .) is the Epanechnikov kernel function defined in 
equation (8) and kb; (z) is the boundary correction, which is 
needed because the Zj's are constrained on the interval (0, 1). 
The boundary correction kb; (z) is defined as 
min(1 I-Z) 
f b i 
kb;(Z) = f K(u)du. 
max(-1 -~) I b i 
The kernel estimator is illustrated in Figure 2(3). Notice that 
near 0, the kernel estimator is below 1, which means that the 
resulting estimator for II is lower than the density of the 
estimated modified Champernowne. distribution from Step 
1. In the interval from 0.25 to 0.6, the kernel estimator is 
above 1, which means that the kernel estimator has raised 
the modified Champernowne distribution. 
Step 4: The kernel estimator, gi, can be interpreted as the final es-
timator on the transformed axis. The estimated density for 
the original data set xi, ... , xlv; is obtained by an inverse trans-
form such that 
4Uniformity can be tested with a chi·square test or Ko!mogorov-Smirnov test. 
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(6) 
The resulting estimator for the data from trade group 1 is 
shown in Figure 2(4). The corrected modified Champernowne 
estimator (solid line) seems to provide a better estimate for 
the data set than the uncorrected modified Champernowne 
distribution (dotted line) from Step 2. 
These steps can be summarized into the follOwing expression for 
the final estimator for Ii: 
N· 
Ji(X) = (A ) IKb;(fi(x)-f(Xi))f;(x). (7) 
Nikb; Ti(X) j=l 
As mentioned in Step 3, the Epanechnikov kernel function is used 
in the kernel estimator. This kernel function is the optimal kernel with 
respect to efficiency (Wand and Jones, 1995, page 31), i.e., for a fixed 
number of observations, the Epanechnikov kernel function leads to a 
better kernel estimator than any other kernel function. The Epanech-
nikov kernel function has the form 
{ 
~ (1 - x 2 ) if - 1 < x < 1 
K(x) = 4 
o otherwise 
and for bandwidth b, 
Kb(X) = iK (~). 
(8) 
The choice of bandwidth determines the smoothness of the estimator. 
The simple normal scale bandwidth selection is used (Wand and Jones, 
1995, page 60): 
I 
b = (40~d) 5 fT 
where N is the number of observations and fT is the standard deviation; 
this is optimal when I is a normal distribution. For fixed fT, the band-
width is decreasing when N increases, and vice versa. Thus, a small 
data set results in a large bandwidth and a great amount of smooth-
ing in the kernel estimator, and hence a small correction. This ensures 
that the final estimator j(x) is close to the modified Champernowne 
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distribution from Step 1. A large data set results in a small bandwidth 
and, hence, a potentially stronger correction by the kernel estimator to 
the modified Champernowne distribution from Step 1. The asymptotic 
behavior of the transformation kernel density estimator is described in 
Buch-Larsen et al. (2005). 
Table 2 shows the values of the Kolmogorov-Smirnov tests for the 
modified Champernowne distributions MCMLE and MCQM from Step 1 
and the corresponding CMC distributions CMCMLE and CMCQM are stated 
for each trade group. In almost all trade groups, the test does not reject 
the modified Champernowne distribution from Step 1 with MLE param-
eters, whereas the QM parameters result in a rejection in more than half 
of the trade groups, using 0.05 as the rejection threshold. This confirms 
the well-known result that MLE produces the best overall fit. However, 
the test neither rejects the kernel-smoothed CMCMLE estimates with MLE 
parameters, nor the CMCQM estimates with QM parameters. 
Table 2 
Kolmogorov-Smirnov Tests for Corrected (CMC) 
and Uncorrected Modified Champernowne (MC) 
Trade 
Group i MCMLE MCQM CMCMLE CMCQM 
1 0.005 0.009 0.481 0.550 
2 0.248 0.010 0.620 0.336 
3 0.417 0.065 0.535 0.531 
4 0.484 0.159 0.559 0.487 
5 0.519 0.176 0.408 0.582 
6 0.085 0.018 0.597 0.516 
7 0.279 0.090 0.354 0.4l3 
8 0.087 0.038 0.519 0.495 
9 0.619 0.184 0.600 0.475 
10 0.073 0.000 0.437 0.430 
11 0.403 0.253 0.526 0.592 
12 0.103 0.0l3 0.383 0.632 
l3 0.066 0.002 0.548 0.599 
Next we demonstrate the calculation of conditional means. To avoid 
numerical problems, 5 all calculations are performed on the transformed 
sProblems often arise in numerical integration over the interval 0 to 00 (we assume 
the integral is convergent). Some (but not all) of these problems can eliminated by an 
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axis. We first estimate the conditional densities of losses from group 
i given that they are larger than the deductible. Let Fj (x IX] > d) = 
lP [X] :s; xiX] > d]' It follows that 
x A fT;(X) A ( )d 
A i fd fi(y)dy T;(d) gi Z Z 
Fj(xIX, > d) = A = ---i-'-1 --'-------
J f; fi(y)dy ft;(d) Bi(z)dz (9) 
where Bi(Z) is the classical kernel density estimator given in equation 
(5) and fi(X) is defined in equation (6). 
Let X] (d, u) denote the insurer's actual loss paid by the insurer that 
results from the loss X] given a deductible d and a policy limit u, then 
lE[X](d, u)] = ff(x - d)fi(X)~XA + (u - d) f; fi(x)dx (10) 
fd fi(x)dx 
fl/;/ f-l (Z)Bi(Z)dz + u ff(u) Bi (z)dz 
= 1 A - d (11) 
fT(d) gi (z)dz 
In order to test the goodness of fit, we will now compute Ri (d, u) and 
Si (d), which are ratios of estimated and observed expected conditionals 
for each trade group, Le., 
lE[X](d, u)] 
Ri(d, u) = -_'"Ci"-------Xj(d,u) 
and 
lE[N](d)] 
Si(d) = ---7",--
Nj(d) 
(12) 
where, for trade group i with deductible d and policy limit u, X~(d, u) 
is the observed conditional expected loss, N] (d) is the number of losses 
in excess of d, and N~ (d) is the observed number of losses in excess 
of d. Figure 3 shows plots of Rl (d, u) and SI (d) for various values of 
d and u = 5,000,000. The parameters are estimated by means of the 
MLE method in the two upper plots and by means of the QM method in 
the two lower plots. 
appropriate transformation so that the integration is done over the interval 0 to 1. For 
more on numerical integration see, for example, Ralston and Rabinowitz (1978, Chapter 
4). 
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Table 3 
Conditional Expected Losses for 
Corrected Modified Champernowne (CMC) 
Under QM Method with Policy limit 
u = 5,000,000 and Various Deductibles 
Trade Deductibles 
Group i 0 25,000 50,000 100,000 
1 46,395 103,932 158,935 247,935 
2 32,272 69,969 109,668 175,914 
3 20,165 59,234 97,517 170,610 
4 19,717 55,965 87,462 143,640 
5 18,350 44,742 73,808 132,056 
6 18,469 53,439 79,196 128,825 
7 27,659 82,559 132,448 217,471 
8 17,954 44,303 69,050 117,155 
9 21,805 62,074 101,939 169,801 
10 18,882 47,763 72,662 120,355 
11 22,930 49,061 88,242 163,350 
12 23,759 . 54,219 81,856 130,384 
13 32,430 88,206 138,624 216,229 
250,000 500,000 1,000,000 2,500,000 
1 476,618 783,787 1,207,821 1,519,513 
2 357,761 619,579 1,013,470 1,399,530 
3 370,772 651,681 1,062,555 1,435,935 
4 302,572 539,661 913,017 1,331,167 
5 298,340 542,768 924,039 1,342,388 
6 274,763 496,533 855,227 1,288,418 
7 439,452 737,475 1,157,059 1,490,929 
8 257,922 472,998 825,105 1,266,293 
9 357,251 623,971 1,023,078 1,408,028 
10 262,505 479,694 833,971 1,273,022 
11 365,036 647,448 1,060,089 1,435,471 
12 273,758 492,010 846,952 1,281,096 
13 425,908 714,913 1,128,817 1,473,290 
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Table 4 
-i Observed Average Losses (X j (d, u) with 
Policy Limit u = 5,000,000 and for Various Deductibles 
Trade Deductibles 
Group i 
° 
25,000 50,000 100,000 
1 44,435 99,421 150,588 208,369 
2 35,084 80,771 124,326 207,293 
3 21,469 66,863 102,769 147,010 
4 20,515 62,918 79,l33 116,311 
5 20,145 55,599 91,734 114,229 
6 21,268 73,225 103,454 150,448 
7 28,320 86,489 148,584 172,529 
8 19,554 54,378 88,113 107,760 
9 26,281 92,743 153,164 2l3,622 
10 20,8l3 59,815 94,689 156,765 
11 32,765 97,685 202,911 389,410 
12 24,865 60,025 92,774 l33,077 
l3 34,128 97,010 152,635 220,197 
250,000 500,000 1,000,000 2,500,000 
1 364,572 660,494 744,944 242,939 
2 279,611 359,043 180,221 
° 3 168,918 267,415 
° ° 4 89,598 
° ° ° 5 124,775 358,410 
° ° 6 196,683 198,835 
° ° 7 193,729 191,193 
° ° 8 152,140 154,640 33,850 
° 9 224,949 351,758 533,632 
° 10 190,388 209,242 200,246 
° 11 1,699,379 2,124,883 3,022,845 6,792,342 
12 209,587 850,056 803,610 464,448 
l3 441,802 835,375 1,592,551 4,550,394 
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Figure 3: Comparing Ratios R1 (d, u) (Left Plots) and S1 (d) (Right Plots) 
Using MLE and QM Methods Versus Quantiles 
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The plots of St (d) show that both the MLE and QM parameters result 
in reasonable estimates of the number of observations. However, the 
plots of Rt (d) show that the MLE parameters lead to underestimation 
of the expected loss in all trade groups, whereas the QM parameters 
are slightly better in this respect. This may be because MLE estimation 
assigns equal weight to small and large losses, whereas QM estima-
tion places more emphasis on the tail, which has the biggest effect on 
the estimated loss. Thus, insurers would be wise to choose estimation 
methods that put greater emphasis on the tail losses. Notice that the 
bottom half of Figure 3 shows that the underestimation of the condi-
tional mean is less distinct for the CMCQM. 
The CMCQM estimators are therefore used to estimate the condi-
tional expected loss for each trade group and for various deductibles; 
they are shown in Table 3, while the actual observed average losses are 
in Table 4. For a general insurance company, these statistics can be 
used to estimate the rates within each trade group. 
To continue this illustration, let us compare the corrected modified 
Champernowne estimation procedure with the generalized Pareto distri-
bution approach (GPD) as exemplified by Cebrifm, Denuit, and Lambert 
(2003). A loss from trade group i is said to follow a generalized Pareto 
distribution if its cdf is given by 
for ~i,X > O. 
if ~i =1= 0 
if ~i = 0 
(13) 
According to Cebrian, Denuit, and Lambert (2003), we must find the 
threshold u separating small and large losses by means of one or more 
graphical tools: (i) an empirical mean excess function plot, (ii) a GPD 
index plot, or (iii) a Gertensgarbe plot. In the empirical mean excess 
function plot, the empirical mean excess function is approximately lin-
ear for x ;::: u. In the GPD index plot, we compute the maximum like-
lihood estimator for increasing thresholds and identify u as the point 
from which the MLE estimator becomes approximately constant. The 
Gertensgarbe plot is based on the assumption that the extreme thresh-
old can be found as a change point in the ordered series of claims and 
that the change point can be identified by means of a sequential version 
of the Mann-Kendall test as the intersection point between a normal-
ized progressive and retrograde rank statistics. The progressive and 
retrograde curves in the Gertensgarbe plot, however, do not in all cases 
produce an intersection point: in particular, our data set did not lead to 
an intersection point, and our choice of thresholds is therefore based 
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on the first two methods. Figure 4 shows the GPD index plot and the 
empirical mean excess plot for trade group 1. In the GPD index plot 
the chosen threshold corresponds to the 85% quantile where there are 
251 observations exceeding the threshold. In the empirical mean ex-
cess plot the chosen threshold is 53,571.6 Table 5 shows the chosen 
thresholds in quantile terms (Uquan), in absolute terms (Uvalue), and in 
number of observations exceeding the threshold (uexd, as well as the 
estimated GPD parameters, and the Kolmogorov-Smirnov test probabil-
ities. Table 5 shows that the estimated GPD's are not rejected by the 
Kolmogorov-Smirnov tests in any trade group. 
Table 5 
Thresholds, Estimated Parameters, and Kolmogorov-Smirnov 
Tests for Generalized Pareto Distribution 
Trade Thresholds Parameters K-S 
Group i u quan Uvalue U exc ~ f3 Test 
1 85.0% 53,571 251 0.576 72,494 0.696 
2 56.0% 14,621 263 0.876 15,348 0.629 
3 90.5% 39,040 201 0.537 48,625 0.769 
4 88.0% 28,840 65 0.309 50,974 0.810 
5 95.3% 68,107 51 0.149 91,930 0.760 
6 90.5% 38,897 196 0.525 49,691 0.570 
7 91.0% 48,315 64 0.318 102,541 0.642 
8 94.0% 54,866 218 0.257 68,954 0.567 
9 95.5% 96,062 42 0.210 164,404 0.770 
10 88.0% 31,888 755 0.612 32,577 0.434 
11 84.0% 28,339 164 0.787 22,821 0.645 
12 95.0% 87,678 284 0.372 75,536 0.490 
13 90.0% 57,966 820 0.538 73,313 0.612 
Table 6 displays the conditional means for various deductibles using 
the estimated GPD parameters. If we compare the conditional expected 
losses estimated by means of GPD and CMCQM in Tables 6 and 3, re-
spectively, with the observed conditional expected losses in Table 4, 
we notice that the GPD estimates are closer to the observed means in 
approximately half of the trade groups, the CMCQM estimates are closer 
6 Analogous plots for the remaining trade groups are available from 
<http://www.math.ku.dk/-tbl/joap06.html.> 
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Figure 4: GPD Index Plot (left) and Empirical Mean Excess Plot (right) 
for Trade Group 1 
in three others, and the GPD and CMCQM estimates are similar in the 
others. GPD estimation, however, has some obvious disadvantages: 
• It cannot be used to estimate conditional means when the de-
ductible is smaller than the threshold. In such cases the distri-
bution for small losses must be estimated separately; 
• No automatic procedure exists for finding the optimal threshold; 
and 
• The GPD only works for heavy-tailed data. For moderately light 
tails (such as the lognormal distribution), GPD estimation will of-
ten result in an estimator with finite support (Buch-Larsen et al., 
2005). 
The final phase of the illustration is the validation phase. Whereas 
a goodness of fit test measures how well the estimation fits claims in 
the data set, a validation study measures how well the method predicts 
future claims. Therefore, to get a better comparison of the CMC and 
GPD methods, the data set is randomly partitioned into two parts: one 
for estimating model parameters and the other for validation. In other 
words, the first data set is used to estimate the CMCQM and GPD param-
eters. 
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Table 6 
Conditional Expected Losses for GPD 
with Policy limit U = 5, 000, 000 and Various Deductibles 
Trade Deductibles 
Group i 
° 
25,000 50,000 100,000 
1 < Ul < Ul < Ul 275,744 
2 < U2 147,621 217,969 342,505 
3 < U3 < U3 155,549 207,875 
4 < U4 < U4 96,106 118,417 
5 < Us < Us < Us 125,509 
6 < U6 < U6 153,549 203,988 
7 < U7 < U7 172,940 195,924 
8 < Us < Us < Us 127,276 
9' < Ug < Ug < Ug 234,495 
10 < UlO < UlO 149,165 215,580 
11 < Ull < Ull 197,056 299,797 
12 < Ul2 < Ul2 < Ul2 178,230 
13 < Ul3 < Ul3 < Ul3 255,703 
250,000 500,000 1,000,000 2,500,000 
1 435,556 668,774 1,027,518 1,386,478 
2 642,293 1,005,860 1,453,782 1,654,455 
3 356,409 577,695 929,360 1,326,089 
4 185,071 294,617 502,810 920,995 
5 151,751 195,476 282,747 526,584 
6 347,741 563,296 909,159 1,310,492 
7 264,350 375,953 584,624 977,379 
8 178,946 264,538 431,202 808,021 
9 274,149 339,849 468,285 768,983 
10 398,335 658,551 1,047,326 1,415,323 
11 559,587 892,057 1,327,369 1,586,321 
12 264,357 402,829 653,364 1,072,024 
13 401,255 617,947 961,323 1,338,851 
Notes: < Ui denotes the deductible is smaller than the threshold, 
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These estimated parameters are then used to calculate conditional 
expected losses under the CMCQM and GPD methods, which are then 
compared to the observed conditional expected losses contained in the 
second data set. The validation study shows that in terms of predic-
tion, which is essential for a general insurance company, the CMCQM 
performs as well as the GPD method. The results from these validation 
comparisons are available from 
<http://www.math.ku.dk/~tbl/joap06.html>. 
4 Summary and Closing Comments 
When dealing with heavy-tailed loss distribution data, maximum 
likelihood estimation of parameters tends to lead to an underestima-
tion of conditional expected losses. For this reason, an alternative, 
called the quantile-mean method (QM) of parameter estimation, was 
introduced. The Euch-Larsen et al. (2005) corrected modified Cham-
pernowne method (CMC) is combined with the QM method to produce 
decent results. Comparing the CMC method with the generalized Pareto 
distribution (GPD) method shows that the GPD performs better than the 
CMC in terms of goodness of fit, whereas our validation study shows 
that the two methods are comparable in terms of predicting future 
claims. 
The CMC method also has some advantages that makes it an at-
tractive alternative compared to GPD: The CMC method estimates the 
density of the whole range of losses, whereas in GPD estimation, we 
need to estimate small and large losses separately, which involves find-
ing a threshold from where the data set is GPD. This is normally done 
by graphical methods, which are difficult to automatize. Finally, the 
GPD can only be used for heavy-tailed distributions, whereas the CMC 
also works for lighter-tailed distributions because it always has infinite 
support. 
One area for further research is in improving the parameter esti-
mation method and including more sophisticated boundary correction 
methods. For example, one can combine our work with the methods 
proposed by Chen (1999 and 2000) and Scaillet (2004). We also hope to 
integrate insights from recent developments in density estimation, such 
as Hagmann and Scaillet (2004), and to extend our estimation method 
to handle covariates. 
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