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Abstract
Almost all mathematical models that describe processes, for instance in industry, en-
gineering or natural sciences, contain uncertainties which arise from different sources.
We have to take these uncertainties into account when solving optimal control problems
for such processes. There are two popular approaches : On the one hand the so-called
closed-loop feedback controls, where the nominal optimal control is updated as soon as
the actual state and parameter estimates of the process are available and on the other
hand robust optimization, for example worst-case optimization, where it is searched for
an optimal solution that is good for all possible realizations of uncertain parameters.
For the optimal control problems of dynamic processes with unknown but bounded uncer-
tainties we are interested in a combination of feedback controls and robust optimization.
The computation of such a closed-loop worst-case feedback optimal control is rather
difficult because of high dimensional complexity and it is often too expensive or too
slow for complex optimal control problems, especially for solving problems in real-time.
Another difficulty is that the process trajectory corresponding to the worst-case optimal
control might be infeasible. That is why we suggest to solve the problems successively
by dividing the time interval and determining intermediate time points, computing the
feedback controls of the smaller intervals and allowing to correct controls at these fixed
intermediate time points. With this approach we can guarantee that for all admissible
uncertainties the terminal state lies in a given prescribed neighborhood of a given state
at a given final moment. We can also guarantee that the value of the cost function does
not exceed a given estimate.
In this thesis we introduce special bilevel programming problems with solutions of which
we may construct the feedback controls. These bilevel problems can be solved explicitly.
We present, based on these bilevel problems, efficient methods and approximations for
different control policies for the combination of feedback control and robust optimization
methods which can be implemented online, compare these approaches and show their
application on linear-quadratic control problems.
Zusammenfassung
Fast alle mathematischen Modelle, die Prozesse beschreiben, wie sie zum Beispiel in
der Industrie, dem Ingenieurwesen oder den Naturwissenschaften vorkommen, enthalten
Unsicherheiten. Diese Unsicherheiten ko¨nnen aus verschiedenen Quellen stammen und
mu¨ssen bei der Lo¨sung von Optimalsteuerungsproblemen beru¨cksichtigt werden. Hierfu¨r
gibt es zwei beliebte Ansa¨tze: Der erste Ansatz ist die so genannte Closed-Loop Feed-
backsteuerung, bei der wir die nominale optimale Steuerung immer dann aktualisieren,
wenn aktuelle Scha¨tzungen des Zustandes und der Parameter des Prozesses vorhanden
sind. Der zweite Ansatz ist die robuste Optimierung, wie zum Beispiel die Worst-Case
Optimierung, bei der wir eine optimale Lo¨sung suchen, die fu¨r alle Realisierungen der
unbekannten Parameter gute Ergebnisse liefert.
Bei Optimalsteuerungsproblemen von dynamischen Systemen mit unbekannten, aber
beschra¨nkten Unsicherheiten interessieren wir uns fu¨r eine Kombination von Feedback-
steuerung und robuster Optimierung. Eine solche Closed-Loop Worst-Case Feedback
Optimalsteuerung ist recht schwierig zu berechnen, da die Probleme hochdimensional
komplex sind und damit die Berechnung zu teuer oder zu langsam fu¨r komplexe Opti-
malsteuerungsprobleme ist, gerade wenn wir Probleme in Echtzeit lo¨sen mo¨chten. Eine
weitere Schwierigkeit ist, dass die Trajektorie der Steuerung unzula¨ssig ist. Deshalb
schlagen wir vor, die Probleme sukzessiv zu lo¨sen, indem wir das Zeitintervall un-
terteilen, dazwischen liegende Zeitpunkte bestimmen, die Feedbacksteuerungen dieser
kleineren Zeitintervalle berechnen und erlauben, die Steuerungen an diesen festen Zwis-
chenzeitpunkten zu korrigieren. Mit diesem Ansatz ko¨nnen wir garantieren, dass fu¨r alle
zula¨ssigen Sto¨rungen der Endzustand im Endzeitpunkt in einer gegebenen vorgeschriebe-
nen Umgebung eines gegebenen Zustands liegt. Außerdem wird dadurch gewa¨hrleistet,
dass der Wert der Zielfunktion einen gegebenen Wert nicht u¨berschreitet.
In dieser Arbeit fu¨hren wir spezielle Bilevel-Optimierungsprobleme ein, mit dessen Lo¨-
sungen wir die Feedbacksteuerungen konstruieren ko¨nnen. Diese Bilevelprobleme ko¨nnen
explizit gelo¨st werden. Aufbauend auf diesen Bilevelproblemen stellen wir effiziente
Methoden und Approximationen verschiedener Steuerungsstrategien fu¨r die Kombina-
tion von Feedbacksteuerung und robuster Optimierung vor, die online implementiert
werden ko¨nnen. Diese Ansa¨tze vergleichen wir und zeigen die Anwendung an linear-
quadratischen Problemen.
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1 Introduction
Mathematical models of real processes which arise in natural science, industry or en-
gineering always contain errors such as statistical uncertainties of state and parameter
estimates, model plant mismatch and discretization errors provided by simulation meth-
ods. Optimal solutions can be very sensitive to such errors. Furthermore, the realization
of optimal scenarios including controls, initial values and design parameters in concrete
cases may lead to situations, when the process controlled by nominal optimal control
outruns some critical limits and becomes uncontrollable (e.g. explosions in exothermic
chemical processes). This is why the application of mathematical optimization to real-
life processes demands taking into account uncertainties in the process. To handle the
uncertainties we combine in this thesis two mostly used approaches: robust optimization
and online/feedback controls. In robust optimization, e.g. “worst-case” optimization,
we are looking for an optimal solution which is “good” for all possible realizations of
uncertain parameters in a compact set. Online/feedback control is an approach, where
the nominal optimal control is updated as soon as the actual state and parameter esti-
mate is available. For the feedback control we consider a current point (τ, x) where x is
the current state at time τ . We solve an auxiliary predictive optimal control problem in
Model Predictive Control (MPC) scheme (cf. Chapter 4) at some time intervals [τ, τ+T ]
and obtain the solution of this problem as
u0(t; τ, x), t ∈ [τ, τ + T ].
Then the feedback control at this point is
u∗(τ, x) = u0(τ ; τ, x), τ ≥ 0, x ∈ Rn.
Using different types of the auxiliary problem at the current time τ , there are various
types of MPC schemes, e.g. open-loop optimal control, open-loop min-max optimal
control and closed-loop min-max optimal feedback control. In this thesis we follow the
Closed-Loop Min-Max Optimal Feedback Control Approach (cf. Lee & Yu [55]), which
combines the ideas of robust optimization and MPC. This approach leads on the one
hand to high computational costs but on the other hand it avoids infeasibility problems
resulting from the application of robust optimization. The aim of this thesis is to develop
approximative strategies to avoid high computational costs.
In this thesis we consider linear-quadratic optimal control problems with a bounded
additive uncertainty. For constructing a guaranteed control strategy for this kind of
problem, we correct the control strategy at several intermediate time points, depending
on the measurements of the states. As the use of this strategy leads to high compu-
tational costs and is practically impossible, we introduce and analyze approximative
control strategies, which are suboptimal but still yield a guaranteed policy. The com-
putation of these approximative control policies is equivalent to solving certain convex
resp. saddle point optimization problems which can be solved offline. That means we
1
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can formulate explicite rules to solve these problems and to construct the corresponding
control policy of the original optimal control problem. These rules can be implemented
online.
1.1 Contributions
Bilevel Optimization Problem with a Non-Homogeneous Cost Functional
We introduce a special bilevel optimization problem with a non-homogeneous cost func-
tional and a trust-region-type constraint. This bilevel optimization problem is later used
to describe practical algorithms for the approximative control policies. For this problem
we describe and prove the optimality conditions and show how to solve the problem
explicitly. We also formulate and prove a theorem that shows that the special bilevel
optimization problem is equivalent to another convex optimization problem in one vari-
able. We also show how to construct the optimal solution of a certain feedback linear
quadratic control problem using the solution of the bilevel problem.
Bilevel Optimization Problem with an Additional Quadratic Constraint in
the Upper Level Probem
Similar to the previous special bilevel programming problem we introduce this problem,
show the optimality conditions, describe an explicite solution and an algorithm for solv-
ing and prove the equivalence to a saddle point computed of a convex/concave function.
Approximative Control Policies
Using special bilevel optimization problems, approximative control policies as alterna-
tive for the numerical demanding guaranteed optimal control policy can be constructed.
We analyze different approximative control policies and compare them theoretically and
with a numerical example.
Guaranteed Control for Systems with State Constraints
Using the special bilevel programming problems, we describe generalizations of the con-
trol strategies for a problem with state constraints and derive approximative control
policies.
Bounded Control
For systems with bounded control we also use the special bilevel optimization prob-
lems described before and similarly to the guaranteed control for systems with state
constraints the approximative control policies can be derived.
2
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1.2 Outline of the Thesis
This thesis is divided into eight chapters and organized as follows.
• After the introduction we start in Chapter 2 with preliminaries which we later use
in the thesis. We shortly introduce convex problems and their optimality conditions
in the unconstrained and constrained case. We also give a short overview of solution
methods. In Section 2.2 we consider bilevel programming problems and introduce
linear and stochastic bilevel problems. We also shortly present an overview of
solution methods.
• In Chapter 3 we introduce optimal control problems. We start with continuous
optimal control problems, describe a basic problem and formulate Pontryagin’s
Maximum Principle for the necessary optimality conditions for the control to be
optimal. Afterwards we show the application of the Maximum Principle on linear-
quadratic optimal control problems. In the fourth part of this chapter, we give a
short introduction to discrete optimal control problems and their solution methods.
In the last part of this chapter we discuss robust optimization, present types of
uncertainties, describe different method types for optimal control problems with
uncertainties and give a literature overview of existing methods.
• In Chapter 4 we give a general introduction to Model Predictive Control (MPC).
For this, we consider Model Predictive Control in the general case and the Dynamic
Programming approach with its solution. Afterwards we present both approaches
in the case of uncertainties. We end this chapter with a short section about Feed-
back Model Predictive Control and the theory of tubes in the case of uncertainties.
• In Chapter 5 we introduce and analyze different types of special bilevel optimiza-
tion problems which we need to describe the algorithms in Chapters 6 and 7. In
Section 5.1 we describe a bilevel optimization problem with a trust-region-type
constraint, formulate the optimality conditions, present an explicit solution and
show that this problem is equivalent to a certain optimal control problem. Af-
terwards we similarly describe this also for a bilevel optimization problem with
non-homogeneous cost functional and a bilevel optimization problem with an ad-
ditional quadratic constraint in the upper level problem.
• In Chapter 6 we have a closer look at the optimal control under uncertainties. In
Section 6.1 we examine the closed-loop min-max optimal feedback control with one
correction moment in more detail. We consider a linear quadratic optimal control
problem with an additive unknown but bounded uncertainty. In Section 6.2 we
show how to use the bilevel programming problem from Chapter 5 to reformulate
this approach and derive a practical algorithm for solving the problem. In Section
6.3 we also construct the robust optimal feedback with more than one interme-
diate correction point. As the computational costs of this algorithm are high we
present and analyze approximative approaches of the closed-loop min max optimal
feedback control with intermediate correction moments in Section 6.4 and compare
them in Section 6.5. We also formulate practical algorithms for the approxima-
tions. At the end of the chapter we show a short numerical example to compare
the approximative policies using an application.
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• In Chapter 7 we describe three different generalizations of the approximative con-
trol policies which we present in Chapter 6. First we present a strategy in which we
can control dynamic systems with pointwise state constraints and derive here two
different approaches. Then we present the strategy for optimal control problems
with bounded controls. In Section 7.4 we discuss a strategy for control problems
with uncertainties in which the disturbance is bounded in a norm. We analyze the
problems and discuss the corresponding algorithms.
• We end this thesis with a conclusion, in which we summarize the findings from the
previous chapters and give an outlook on future developments.
4
2 Static Optimization
In this chapter we give a short overview about convex optimization and bilevel program-
ming. These are preliminaries which we will need later in this thesis as basic information.
In the first part of this chapter we consider convex optimization problems and their opti-
mality conditions in the unconstrained and constrained case. After that we give a short
overview of solution methods. In the second part of this chapter we consider different
types of bilevel programming problems and give a short overview of solution methods.
2.1 Convex Optimization
We consider the following convex minimization problem
min
x∈D
f(x)
s.t. g(x) = 0
h(x) ≥ 0
(2.1)
with x ∈ D ⊂ Rn, f : D ⊂ Rn → R, g : D ⊂ Rn → Rl (l < n) and h : D ⊂ Rn → Rk
convex on D and D ⊂ Rn a domain. A convex minimization problem has the following
three properties:
• Each local minimum is always also a global minimum of the convex problem.
• The set of all minima is convex.
• If the cost functional f is strictly convex, then the minimum is unique.
These and further information can be found in the work of Avriel [3], Boyd & Vanden-
berghe [17], Ben-Tal & Nemirovski [9], Jarre & Stoer [41], Nocedal & Wright [67].
2.1.1 Optimality Conditions Unconstrained Case
In the case of an unconstrained optimization problem we have l = k = 0, which means
our convex optimization problem is formulated as follows
min
x
f(x) (2.2)
with x ∈ Rn and f : Rn → R a convex and sufficiently differentiable function. Since f
is differentiable and convex we can formulate the necessary and sufficient condition for
a point x∗ to be optimal as
∇f(x∗) = 0. (2.3)
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That means, for solving (2.2) we have to find a solution of (2.3). In a few special cases
we can find this solution by solving (2.3) analytically. But usually we have to use an
iterative algorithm to find a solution. We describe methods for solving this problem by
an iterative method in Subsection 2.1.3.
2.1.2 Optimality Conditions Constrained Case
With the definition of the Karush-Kuhn-Tucker Condition we obtain first order necessary
optimality condition for nonlinear optimization problems.
Definition 2.1. (Karush-Kuhn-Tucker Condition / Karush-Kuhn-Tucker Point)
A point (x∗, λ∗, µ∗) is called Karush-Kuhn-Tucker Point (KKT-Point) if the following
conditions are satisfied
∇f(x∗) +
l∑
i=1
λ∗i∇gi(x∗) +
k∑
j=1
µ∗jhj(x
∗) = 0
g(x∗) = 0
h(x∗) ≥ 0
µ∗i ≥ 0
µ∗ih(x
∗) = 0,
(2.4)
with f(x), gi(x), hj(x) continuously differentiable. The conditions (2.4) are called
KKT-Conditions.
The necessary optimality conditions are then formulated as
Theorem 2.2. (Necessary Optimality Conditions)
If x∗ is a minimum of the convex problem (2.1) and also fulfills certain constraint qual-
ifications, then there exist λ∗ and µ∗ such that (x∗, λ∗, µ∗) is a KKT-point.
Proof. A proof can be found in Nocedal & Wright [67].
Possible Constraint Qualifications are:
• Linear Independence Constraint Qualification (LICQ): Requires the linear
independence of the gradients of all equality and active inequality constraints.
• Mangasarian-Fromovitz Constraint Qualification (MFCQ): MFCQ holds if
there exists a vector w such that ∇g(x∗)Tw = 0 for all equality constraints and
∇h(x∗)w > 0 for all active inequality constraints.
A more general formulation of the KKT-Conditions are the Fritz-John Conditions
(FJ Conditions) as the constraint qualifications are no longer needed.
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Definition 2.3. (Fritz-John Condition / Fritz-John Point)
A point (z∗, x∗, λ∗, µ∗) ∈ R1+n+l+k of the optimization problem (2.1) is called Fritz-
John point (FJ point) if the following conditions are satisfied
z∗∇f(x∗) +
l∑
i=1
λ∗i∇gi(x∗) +
k∑
j=1
µ∗j∇hj(x∗) = 0
g(x∗) = 0
h(x∗) ≥ 0
µ∗i ≥ 0
µ∗ih(x
∗) = 0
z∗ ≥ 0.
(2.5)
The conditions (2.5) are called Fritz-John Conditions (FJ Conditions).
And as before, if x∗ is a local minimum of the optimization problem (2.1), there exist
λ∗, µ∗, z∗ such that (z∗, x∗, µ∗, λ∗) is a FJ-Point and (z∗, µ∗, λ∗) is different from the null
vector.
Theorem 2.4. (Sufficient Optimality Conditions)
If (x∗, λ∗, µ∗) is a KKT-point, then x∗ is a global minimum of the convex problem (2.1).
Proof. A proof can be found in Jarre & Stoer [41].
2.1.3 Solution Methods
For unconstrained convex optimization problems we have to find a solution of (2.3).
For this we have the initial value x0 ∈ D, the search direction in the k-th iteration
step dk ∈ Rl, the step length in the k-th iteration step tk ∈ R and the iteration step
xk+1 = xk + tk + dk.
Definition 2.5. Let f be continuously differentiable and x ∈ Rn. A vector d ∈ Rn is a
decent direction of f in x, if there exists a t¯ > 0 with f(x+ td) < f(x) for all t ∈]0, t¯].
We also need the following lemma
Lemma 2.6. Let f be continuously differentiable, x ∈ Rn and d ∈ Rn with ∇T f(x)d < 0.
Then, d is a descent direction of f in x.
Proof. Determine the directional derivative
f ′(x, d) = lim
t→+0
f(x+ td)− f(x)
t
= lim
t→+0
∇f(x¯)d
t
= ∇T f(x)d < 0 for x¯ ∈ [x, x+ td].
Hence, f(x+td)−f(x)t x < 0 for all sufficiently small t.
With this, we can now formulate the following algorithm for descent methods. We
assume to have an initial value x0 for the iteration step k = 0.
7
Chapter 2. Static Optimization
1. Check, if xk satisfies a stop criterion.
2. Determine the descent direction dk.
3. Determine the step length tk with f(xk + tkdk) < f(xk).
4. Set xk+1 = xk + tkdk and k = k + 1 and and proceed with step 1.
Further information can for instance be found in Boyd & Vandenberghe [17], Avriel [3]
and Nocedal & Wright [67].
In the constrained case, in which we have equality and inequality constraints, we can
useInterior-Point Methods, where we apply Newton’s method to a sequence of equality
constrained problems or to a sequence of modified versions of the KKT conditions.
Possible types of interior point methods are the Barrier Method or the Primal-Dual
Interior-Point Method. Other possible methods can be SQP-methods or augmented
Lagrangian methods. Further information to these methods can for instance be found
in Boyd & Vandenberghe [17], Nocedal & Wright [67] and Ye [85].
2.2 Bilevel Optimization
A Bilevel Programming Problem (BPP) is a hierarchical mathematical optimization
problem. The characteristic of a BPP is the formulation of two mathematical pro-
grams in one problem. The constraints of the upper level optimization problem are in
part defined by a lower level optimization problem. Bilevel optimization problems are
nonconvex and nondifferential optimization problem. This section is based on the work
of Alizadeh et al. [1], Bard [4], Bracken and McGill [18],[19], Colson et al. [25], Dempe
[28], [29], [30], Dempe et al. [31], Mersha & Dempe [64] Sinha et al. [77], Starr & Ho
[79] and Wiesemann et al. [83].
A general BPP, which is also called leader’s problem, is stated as follows
min
y∈Y
F (x, y)
s.t. G(x, y) ≤ 0
H(x, y) = 0
x ∈ Ψ(y)
(2.6)
with F : Rnx × Rny → R, G : Rnx × Rny → RnG , H : Rnx × Rny → RnH . The function
Ψ(y), with Ψ : Rny → Rnx is the solution set of the lower level problem, which is also
called follower’s problem and is formulated as follows
min
x∈X
f(x, y) (2.7)
s.t. g(x, y) ≤ 0 (2.8)
h(x, y) = 0 (2.9)
with f : Rnx × Rny → R, g : Rnx × Rny → Rng , h : Rnx × Rny → Rnh , x ∈ Rnx ,
y ∈ Rny , g(x, y) = (g1(x, y), . . . , gng(x, y))T and h(x, y) = (h1(x, y), . . . , hnh(x, y))T .
We assume that the functions F, G, H, f, g and h are sufficiently smooth. We also
assume that x is a unique choice for any y. The function F is called the upper level
8
Chapter 2. Static Optimization
objective function and the functions G and H are called upper level constraint functions.
Typical applications of bilevel optimization can be found in the fields of transportation,
engineering or economics.
In the case that the lower level problem has multiple solutions for some of the selections
of the upper level decisions maker. Then the leader may assume that the follower can be
motivated to choose a best optimal solution in Ψ(y) with respect to the leader’s objective
function. This is called the optimistic formulation of the BPP
min
y
φo(y)
s.t. G(x, y) ≤ 0
H(x, y) = 0
y ∈ Y
where
φo(y) = min
x
{F (x, y) : x ∈ Ψ(y)}.
This might not be possible or even not allowed. Then the leader has to bound the
damage that might arise from a choice of the follower. In this case we have a pessimistic
formulation of the BPP
min
y
φp(y)
s.t. G(x, y) ≤ 0
H(x, y) = 0
y ∈ Y
where
φp(y) = max
x
{F (x, y) : x ∈ Ψ(y)}.
BPPs can be reformulated into usual optimization problems. For instance by using the
KKT-conditions of the lower level problem. If the functions f(x, y), gi(x, y), i = 1, . . . , ng
and hj(x, y), j = 1, . . . , nh are differentiable and a regularity condition is satisfied then
we can replace the BPP (2.6) by
min
x,y,λ,µ
F (x, y)
s.t. G(x, y) ≤ 0
H(x, y) = 0
y ∈ Y
∇x{f(x, y) + λT g(x, y) + µTh(x, y)} = 0
λ ≥ 0, µ ≥ 0,
g(x, y) ≤ 0, λT g(x, y) = 0
h(x, y) = 0
This transformation is only possible, if the lower level problem is convex. This kind of
problem is called mathematical program with complimentarity constraints (MPCC).
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Other possibilities to transform the BPP into an usual optimization problem are to use
necessary optimality conditions without Lagrange multipliers (cf. Dempe & Zemkoho
[32]) or to use variational inequalities (cf. Kalashnikov & Kalashnikova [43]).
2.2.1 Linear Bilevel Optimization Problem
In the linear case the lower level problem is given as
min
x
cTx
s.t. A1x ≤ a−A2y
x ≥ 0
with x ∈ Rnx , y ∈ Rny , a ∈ Rp and the matrices A1 and A2 as well as the vector c are
of appropriate dimensions. This linear problem can be obtained by assuming that all
functions in problem (2.6) are restricted to be affine. We define ΨL(y) by
arg min
x
{cTx : A1x ≤ a−A2y, x ≥ 0}
and hence, we can formulate the linear bilevel optimization problem as
min
y
dT1 x+ d
T
2 y
s.t. A3y = b
y ≥ 0
x ∈ ΨL(y)
with b ∈ Rl and all other dimensions are chosen such that they match with the above
ones.
2.2.2 Stochastic Bilevel Optimization Problem
A stochastic bilevel optimization problem is formulated as
max
x,y
F1(x, y) +Q(x, y)
s.t. G1(x, y) ≤ 0
min
y
f1(x, y)
s.t. g1(x, y) ≤ 0
where Q(x, y) = Eξ[Φ(x, y, ξ)], ξ : Ω → Rr, ξ being a discrete random vector with
realizations ξ and support Ξ and (Ω,F , P ) being a probability space where Ω denotes
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the set of all random events and F the set of all subsets of Ω. For any outcome ξ(ω) ∈ Ξ
Φ(x, y, ξ(ω)) = max
x′(ω)
F2(x
′(ω), y′(ω), ω)
s.t. G2(x
′(ω), y′(ω), x, y, ω) ≤ 0
min
y′(ω)
f2(x
′(ω), y′(ω), ω)
s.t. g2(x
′(ω), y′(ω), x, ω) ≤ 0
(cf. Alizadeh et al. [1]). In this stochastic problem the first stage decisions are made
before the random outcome at the second-stage are observed.
2.2.3 Overview of existing solution methods
There are different possibilities to formulate optimality conditions for bilevel program-
ming problems. One approach is for instance to replace the lower level problem by its
Karuh-Kuhn-Tucker conditions and, by applying the optimality conditions for locally
Lipschitz continuous problems to the problem, we can get F. John resp. Karush-Kuhn-
Tucker type necessary optimality conditions for the bilevel problem which works for
general bilevel programming problems. This approach works only in the optimistic case.
Another approach, which works for the optimistic as well as the pessimistic case is to
denote a region of stability for linear parametric optimization where the optimal basis
of the problem remains optimal. From this local optimality of the bilevel problem it
follows that the cost function value cannot decrease on each of the regions of stability
related to optimal basic solutions of the lower level problem for the parameter under
consideration.
In the literature (eg. Ben-Ayed & Blair [8] and Bard [4]) it often times discussed that
solving a bilevel linear programming problem is NP-hard, which colloquially means that
the problem cannot in general be solved with a polynomial-time algorithm. As this is not
the main topic of this thesis, we will only give a brief overview of some solving algorithms
without going into further detail. We can distinguish between enumerative algorithms,
descent algorithms and penalty function methods. As bilevel programming problems are
nonconvex and nondifferentiable, it is also a task to search for global solutions. As the
descent algorithms and the penalty function methods rather search for local optima, we
might use enumerative algorithms to search for global solutions. Using an enumerative
algorithm we can search within the vertices of the feasible set. This method is based
on the optimistic problem and can yield a polynominal algorithm for the linear bilevel
programming problem. Further information to this approach can be found e.g. in Bard
& Falk [5] and Liu & Spencer [58]. Another approach in the sense of an enumerative
algorithm is the search for active inequalities. Here, by formulating additional inequal-
ities with artificial variables for the lower level problem one gets a branch-and-bound
algorithm for the search for a global optimistic solution. Further information to this
approach can be found in Hansen et al. [39]. The descent algorithms are rather used to
find local optima for the linear bilevel programming problem. In this approach the nec-
essary optimality conditions for the problem are implemented. This works both for the
optimistic and the pessimistic case. To this approach further information can be found
in Dempe [27]. Using the penalty function methods a penalty function is added to the
problem and the new problem is solved by a decomposition approach. The problem here
is that for each value of the penalty parameter the outer nonconvex problem has to be
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solved globally. But there are already extensions for this approach where the upper level
problem is solved locally but the linear lower level problem is solved globally. Further
information to this approach can be found in White & Anandalingam [82].
The branch-and-bound algorithm also works for general bilevel programming problems.
Here, the root node of the tree corresponds to the convex lower level problem which
is replaced by its KKT-conditions without the complementary constraints. Then lower
bounds of can be constructed. Further information to this can be found in eg. Bard &
Falk [5]. With penalty functions methods nonlinear bilevel programming problems can
be solved. Here, the lower level problem is replaced by a penalized problem and the
optimal solution of the new problem converges to the solution of the original bilevel pro-
gramming problem. Further information to this approach can be found in e.g. Shimizu
& Aiyoshi [76]. Another approach to solve nonlinear or linear quadratic bilevel program-
ming problems is the trust-region method. It is an iterative algorithm which is based
on the approximation of the original problem by a model around the current iterate.
Further information to this method can be found in e.g. Colson et al. [26].
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3 Optimal Control
Optimal Control is a field of optimization in which dynamic systems are optimized. Op-
timal Control Problems (OCP) go back to the calculus of variations and the year 1696
(cf. Sussmann & Willems [81]). In June 1696 Johann Bernoulli published the Brachis-
tochrone Problem, which is Greek for the Shortest Time Problem, in Acta Eruditorum
as a challenge or an invitation, resp., for all mathematicans. This is the problem as
it was formulated originally in 1696 (cf. Acta Eruditorum, June 1696, p. 269): There
Brachistochrone Problem
If two points A and B are given in
a vertical plane, assign a path from
A to B such that the moving point M
from A, under the influence of its own
weight, arrives at B in the shortest
possible time.
Figure 3.1: The original task that
was published in Acta Eruditorum,
June 1696 on page 269 by Johann
Bernoulli.
were several solutions published by famous mathematicans as Johann Bernoulli himself
and his elder brother Jakob Bernoulli, Marquis de L’Hospital and Ehrenfried Walter
von Tschirnhausen. Gottfried Wilhelm Leibniz also had a solution but he renounced
his publication since his solution was very similar to that of Johann Bernoulli. One of
the solutions was published anonymously but Johann Bernoulli identified it later as a
solution of Issac Newton.
At this time, Bernoulli already said, that these kinds of problem are not only useful for
mechanics, but also for other fields of science. After this challenge a lot of work was
done especially by Euler, Lagrange, Hamilton and Weierstrass.
Sussmann & Willems [81] give several reasons, why the Brachistochrone Problem is the
birth of the optimal control:
• It is a true minimum time problem of the kind that is studied today in optimal
control theory.
• It is the first problem ever that dealt with a dynamical behavior and explicitly
asked for the optimal selection of a path.
• A huge part of the calculus of variations, which is based on this problem is the
search for the simplest and most general statement of the necessary conditions for
optimality. These necessary conditions can nowadays be found in the Maximum
Principle of the optimal control theory.
In 1956 L.S. Pontryagin et al. [68] formulated the Maximum Principle. It gives us
the necessary optimality conditions for the trajectory of an optimal control problem to
be optimal and is said to be the birth of the optimal control theory. Since then the
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Maximum Principle was improved by several authors using weaker hypotheses, stronger
conclusions or generalizations, like Clarke [24] or Sussmann [80].
The aim of discussing Optimal Control Problems (OCP) is to determine a control or
control law u(t) and an associated state variable x(t) for a dynamical system in order
to optimize a given objective functional over a period of time. Nowadays most of the
OCPs have too many variables and are too complex to solve them analytically, hence
we need numerical methods.
3.1 Continuous Optimal Control
Optimal Control Problems (OCP) are used in different fields of natural science, engi-
neering or economics. The aim of discussing an OCP is to find a control or a control
law u(t) and an associated state variable x(t) to optimize a given objective functional
J [x(·), u(·)] under certain constraints. The results in this and the following sections are
based on the work of Betts [13], Bryson and Ho [20], Gerdts [35], Lewis et al. [56],
Kwakernaak and Sivan [52], Rodrigues et al. [71], Scha¨ttler and Ledzewicz [73], Sethi
and Thompson [75] and further information can be found there.
A simple example for these kinds of problems is a car driver. We consider two cars. One
car driver has the aim to reach his destination as fast as possible while another one tries
to drive as ecologically as possible. When is the best time to shift? The different aims
are formulated in the objective functions and the constraints describe weather, speed
limit etc. that may influence.
The general formulation of an OCP is as follows. We have the model equation
x˙(t) = f(t, x(t), u(t))
where x : [t0, t∗] → Rnx are the states, u : [t0, t∗] → Rnu are the control or control laws
and t0 and t∗ can be fixed or free. Then we have the initial value condition
x(t0) = x0
and the boundary conditions
r(t0, x(t0), t1, x(t1), . . . , t∗, x(t∗)) = 0
r(t0, x(t0), t1, x(t1), . . . , t∗, x(t∗)) ≥ 0.
The control u(t) is bounded in the domain Ω ⊆ Rnu . There are three different standard
types of the cost functional of an OCP. The Mayer type
min
u(·)
Φ(t∗, x(t∗)),
the Lagrange type
min
u(·)
t∗∫
t0
L(t, x(t), u(t))dt
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and the Bolza type
min
u(·)
Φ(t∗, x(t∗)) +
t∗∫
t0
L(t, x(t), u(t))dt.
Remark 3.1. All three types of cost functionals are theoretically equivalent, in the sense
that hat each type of cost functional can be converted to any other cost functional (cf.
Chachuat [22]).
Altogether we consider the following general OCP
min
u(·)
t∗∫
t0
L(t, x(t), u(t))dt+ Φ(t∗, x(t)) (3.1a)
s.t. x˙(t) = f(t, x(t), u(t)) (3.1b)
u ∈ Ω (3.1c)
x(t0) = x0 (3.1d)
r(t∗, x(t∗)) = 0 (3.1e)
with t ∈ [t0, t∗].
Definition 3.2. A control u is called feasible, if there exists a x on [t0, t∗] such that
(u, x) satisfies the conditions (3.1b) - (3.1e). The control u∗ is called optimal if u∗ is
feasible and (u∗, x∗) minimizes the cost functional (3.1a).
3.2 Pontryagin’s Maximum Principle
As we already stated at the beginning of this chapter in most cases OCPs can not be
solved analytically, because they have too many variables, are too complex or even both.
Therefore we have to use numerical methods to solve OCPs. We will consider two differ-
ent types of numerical solution methods. On the one hand there are the direct methods.
In this case we first discretize the OCP to reduce it to a nonlinear constrained optimiza-
tion problem. The nonlinear constrained optimization problem can then be solved for
instance with Quasi-Newton methods (e.g. Nocedal & Wright [67]). On the other hand
we can use indirect methods, where the solution is based on Pontryagin’s Maximum
Principle. In the case of indirect methods the problem is reduced to a boundary value
problem which can be solved for instance with Multiple Shooting (e.g. Bock [15]). In
1956 L.S. Pontryagin et al. [68] developed the Maximum Principle of Optimal Control
which gives us necessary optimality conditions for the trajectory (x, u) to be optimal (cf.
Rodrigues et al. [71] and Scha¨ttler [73]).
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Theorem 3.3. (Pontryagin’s Maximum Principle)
Let u∗ be an optimal control with corresponding state x∗. Define
a) Hamiltonian
H(t, x, u, γ, λ) := −γL(t, x, u) + λT f(t, x, u)
b) Extended Cost Functional
Ψ(t∗, y(t∗), α) := γΦ(t∗, y(t∗)) + αT r(t∗, y(t∗)
with λ ∈ Rnx , α ∈ Rnr , γ ∈ R and without loss of generality we can assume that
γ = 1 if γ 6= 0.
Then it holds, that there exist γ ≥ 0, α ∈ Rnr , λ : [t0, t∗]→ Rnx with (α, λ(t)) 6= 0 such
that
1. The adjoint variable λ(t) satisfies the adjoint differential equation
λ˙(t)T = γLx(t, x
∗(t), u∗(t))− λ(t)T fx(t, x∗(t), u∗(t))
= −Hx(t, x∗(t), u∗(t), λ(t))
2. Transversality Conditions:
λ(t∗)T = −Ψx(t∗, x∗, x∗(t∗), α
H(t∗, x∗(t∗), u∗(t∗), λ(t∗) = Ψt∗(t∗, x
∗(t∗), α)
if t∗ is free.
3. The control u∗ satisfies the Maximum principle
H(t, x∗(t), u∗(t), λ(t)) ≥ H(t, x∗(t), ν(t), λ(t))
with ν ∈ Ω arbitrary almost everywhere on [t0, t∗]. That means, u∗ is the solution
of
max
ν∈Ω
H(t, x∗(t), ν(t), λ(t)) = H(t, x∗(t), u∗(t), λ(t))
almost everywhere on [t0, t∗].
Proof. First we show the theorem for the following problem
min
u,x
t∗∫
t0
L(t, x(t), u(t))dt+ Φ(t∗, x(t)) =: J(x, u)
s.t. x˙ = f(t, x(t), u(t)), x(t0) = x0, t ∈ [t0, t∗]
u ∈ Ω,
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that means without boundary conditions r. The basic idea is to construct a feasible
variation of the optimal solution u∗ with the model response x∗:
u¯(t) := u∗(t) + δu(t)
x¯(t) = x∗(t) + ∆x.
We choose δu, get u¯ and insert this in the differential equation to get x¯. Hence, δx =
x¯− x∗ and δy solves the differential equation
δx˙ = ˙¯x− x˙∗ = f(t, x∗ + δx, u∗ + δu)− f(t, x∗, u∗)
with δx(t0) = 0. With the stability theorem (cf. Heuser [40]) we get
‖δx‖ = O(‖δu‖).
For the boundary conditions we consider
0 ≤ J(x¯, u¯)− J(x∗, u∗) +
t∗∫
t0
λ(t)T ( ˙¯x− f(t, x¯, u¯)− x∗ + f(t, x∗, u∗))dt+ αT (r(t∗, x¯(t∗))− r(t0, x∗(t∗))︸ ︷︷ ︸
=0
.
Here, u∗, x∗ are optimal and u¯ = u∗+ δu and x¯ ∗ x∗+ δx are feasible variations. We use
the Taylor expansion
0 ≤
(
∂Φ
∂x
(t∗, x∗(t∗) + λ(t∗)T
)
δx(t∗)
+
t∗∫
t0
(
−λ˙(t)T − ∂H
∂x
(t, x∗, u∗, λ)
)
∆x(t)dt
+
t∗∫
t0
H(t, x∗, u∗, λ)−H(t, x∗, u¯, λ)dt
+ αT
∂r
∂x
(t∗, x∗(t∗))δx(t∗)
+ terms of higher order.
With the transversality condition
λ(t∗)T = −∂Ψ
∂x
(t∗, x(t∗), α) = −∂Φ
∂x
(t∗, x(t∗))− αT ∂r
∂x
(t∗, x(t∗))
and the adjoint differential equation we get the maximum principle.
The proof of the existence of λ and α is not shown here. The proof of the original
Maximum Principle can be found in Pontryagin et al. [68].
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3.3 Application: Linear Quadratic Optimal Control Problem
As we show the application of the approaches later in this thesis on linear-quadratic
control problems, we consider now the following linear dynamic process
x˙ = Ax+Bu
with x ∈ Rnx , u ∈ Rnu and the quadratic cost functional
J(t0) =
1
2
xT (t∗)Sx(t∗) +
1
2
t∗∫
t0
(xTQx+ uTRu)dt
with t ∈ [t0, t∗], the fixed final time t∗, S, Q being symmetric and positive semi-definite
and R being symmetric and positive definite. For this problem we have the following
Hamiltonian
H(t) =
1
2
(xTQx+ utRu) + λT (Ax+Bu)
where λ(t) ∈ Rnx is an undetermined multiplier. The state and costate equations are
x˙ =
∂H
∂λ
= Ax+Bu
−λ˙ = ∂H
∂x
= Qx+ATλ
and the stationary condition is
0 =
∂H
∂u
= Ru+BTλ. (3.2)
Hence, by solving (3.2) we get the following term for the optimal control
u(t) = −R−1BTλ(t).
3.4 Discrete Optimal Control
A discrete time optimal control problem is formulated as
min
x,u
N∑
k=0
L(xk, uk) + Φ(xN )
s.t. xk+1 = f(xk, zk), k = 1, . . . , N − 1
h(xk, uk) ≤ 0, k = 1, . . . , N − 1
r(x0, xN ) = 0.
with the controls uk ∈ Rnu , the states xk ∈ Rnx , the time-invariant dynamical system
xk+1, the path constraints h(xk, uk) and the boundary constraint function r(x0, xN ).
There are two important approaches to solve this OCP numerically. With the so-called
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simultaneous approach we use a structure exploiting nonlinear program (NLP) solver, as
we have a large and structured nonlinear program. Possible simultaneous approaches are
direct multiple shooting and direct collocation. Another important approach is to reduce
the variable space of the NLP by eliminating almost all states by a forward simulation.
As result we obtain a reduced problem, which has much less variables. This problem can
now be solved by Newton-type methods. This approach is called sequential approach,
because the simultation problem and the optimization problem are solved sequentially.
These and further information can be found in Betts [13], Bock & Plitt [16].
3.5 Robust Optimal Control
Nowadays, almost every process or dynamic process in industry, engineering, natural
science or the like are based on mathematical models which are optimized under certain
assumptions. With these models we can simulate processes and gain new information
about unknown meachanisms within these processes. Since the real systems are highly
complex it is impossible to model all the details and therefore almost every model con-
tains certain approximations, uncertainties, disturbances and assumptions. They can
arise during the modeling process due to unknown or unmodeled effects, there might be
an additive or multiplicative disturbance that is unknown, or the state of the system may
be disturbed. During the measurements of a real process observational errors can occur.
And we can obtain discretization errors, which appear while we discretize a continous
(i.e. an infinite dimensional) mathematial model into a discrete (which means a finite
dimensional) computer model (cf. Rawlings & Mayne [69]). But even though there are
uncertainties in these models the goal of robust optimization is to guarantee that certain
significant properties are still fulfilled under the influence of uncertainties or inexactness.
This means that the models have to consider the uncertainties, disturbances or the like
in the model formulation.
3.5.1 Types of Uncertainties
As we just stated systems usually contain uncertainties. In this subsection we will
discuss three different types of uncertainties: the unknown additive uncertainty, the not
perfectly known system state and the inaccurate model of the system. This subsection
is based on the work of Rawlings & Mayne [69].
• Additive Uncertainty: In the case of a, usually bounded, additive uncertainty
the following equation holds
xk+1 = f(x, u) + w
with the uncertainty w. An unbounded uncertainty would make it impossible to
guarantee that the state and control constraints can be satisfied. As we will clarify
later in this thesis the uncertainty w is in W ⊂ Rn which contains the origin. This
is the type of uncertainty which we will consider in this thesis.
• Unknown System State: If we cannot measure the state directly we have to
distinguish between two cases. If we have stochastic optimal control, we have the
output y = Cx + v with the measurement noise v. The measurement noise v is
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assumed to be white noise Gaussian processes, i.e. the values at any pair of times
are identically distributed and statistically independent and therefore uncorrelated.
Then the state of this optimal control problem is the conditional density of the state
x at time k given prior measurements {y(0), y(1), . . . , y(k − 1)}. As the density
is very difficult to compute and in the linear case the density can be provided by
the Kalman filter, often a suboptimal procedure is used. In this approach, which
is called certainty equivalence the state x is replaced by an estimate xˆ in a control
law, which we get by assuming that the state is accessible. In the other case we
have a linear function f(·) and we denote the state estimate xˆ as
xˆk+1 = f(xˆ, u) + ξ
with ξ being the innovation process. The actual state x, which lies in a bounded,
possibly time-varying neighborhood of xˆ has to satisfy the constraints of the opti-
mal control problem.
• Inaccurate Model: If the model of a system, that is supposed to determine the
control is uncertain, i.e. we have a parametric uncertainty, we use
xk+1 = f(x, u, θ)
where θ is an unknown parameter which belongs to a compact set Θ.
3.5.2 Approaches for Optimal Control Problems with Uncertainties
In this thesis we will distinguish three different approaches to handle optimal control
problems with uncertainties:
1. Open-loop optimal control The robustness is analyzed in the case that the
uncertainties are neglected in the predictive optimal control problem. This means
we just ignore the disturbances. The disadvantage of this method is, that in most
cases we just obtain poor results (cf. Rawlings et al. [70] and Scokaert and Mayne
[74]).
2. Open-loop min-max optimal control In the case of open-loop min-max op-
timal control we obtain a control as solution for the predictive optimal control
problem that has the best value of our cost functional while considering all possi-
ble uncertainties that could occur. Hence, we consider the worst-case, that is why
we also call this approach open-loop worst-case optimal control. This approach
does not include any feedback aspects, such that unknown disturbances are not
considered during the process. Therefore we have no possibility to correct our con-
trol during the process. This means these unknown disturbances might affect the
process such that we obtain a feasibility problem (cf. Scokaert and Mayne [74]).
3. Closed-loop min-max optimal feedback control The last approach is the
closed-loop min-max optimal feedback control. In this procedure we add feedback
aspects to the open-loop approach from the previous case. That means, we now
have the possibility to correct a control using the information we gain about the
state during the process. Hence, we can avoid the feasibility problems of the open-
loop approach, but this formulation is very complex. It is very unpractical to
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compute it online and therefore we have high computational costs (cf. Lee & Yu
[55]).
3.5.3 Methods
There has been a lot of research about robust model predictive control. Mayne et al.
[63] give a good overview about the beginnings of the research about model predictive
control until the year 2000. They consider works about constrained linear and nonlinear
dynamic systems and about model predictive control of problems that are difficult to
solve, e.g. control of unconstrained nonlinear systems and time varying systems. Good
and general introductions to feedback, closed-loop and control policies can be found,
e.g., Mayne [62], Kothare et al. [49],Lee and Yu [55] or Scokaert and Mayne [74].
Bemporad et al.[7] and Magni et al. [59] describe methods in their work that combine
dynamic and parametric programming approaches for solving discrete min-max optimal
control problems under the assumption that the perturbations take values in a poly-
tope. Another approach for solving a predictive optimal control problem can be found
in Kerrigan and Maciejowski [42] or in Scokaert and Mayne [74], where single finite di-
mensional optimization techniques are used. Lee and Yu [55] use dynamic programming
by discretizing the state space to solve the predictive optimal control problem in a state
feedback form.
In Magni et al. [60] a model predictive control algorithm for the solution of a state-
feedback robust control problem for discrete-time nonlinear systems is presented. As
the decision variable is infinite dimensional these results are not practically usable. For
this the constructed control laws are suboptimal and, e.g., in Michalska and Mayne [65]
or Chisci et al. [23] the authors show a suboptimal routine to avoid the infeasibilty and
instability by tightening the constraints.
Limo`n et al. [57] discuss the stability of constrained nonlinear discrete time systems
with bounded additive uncertainty. They use a sequence of nested constraint sets, which
yields to a input-to-state stability of nominal model predictive control if the disturbance
is sufficiently small. This idea is extended to a procedure which does not need the
value function to be continuous and does not require the terminal cost to be a control-
Lyapunov function in Grimm et al. [38].
A good overview of the theory and computation of minimal and maximal robust invari-
ant sets can be found in Kolmanovsky and Gilbert [45].
Other approaches can be found e.g. in Diehl et al. [33]. The authors simplify the ro-
bust nonlinear model predictive control problem using a linearization. They also show
efficient numerical procedures to determine an approximately optimal control sequence.
Nagy and Braatz [66] also use the linearization approach.
Another approach is proposed by Goulart et al. [37]. They use a control that is an
affine function of the current and past states. The decision variables are the associated
parameters.
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4 Model Predictive Control and Dynamic
Programming
Model Predictive Control (MPC), which is also known as Receding Horizon Control
(RHC), is a method of finding a finite control sequence by solving online, at any time
moment, at which we can measure the data, a finite horizon optimal control problem.
In conventional control methods the control law is precomputed offline. However, MPC
also implicitly implements a control law, that can in principle be computed offline. The
basic concept of MPC is that at each time step we compute the control by solving an
open-loop optimization problem for the prediction horizon. Then we apply only the first
value of the control sequence we computed and at the next time step, we measure the
system state and recompute. This basic concept is also described in Figure 4.1. In Figure
Figure 4.1: Feedback Structure of Model Predictive Control
4.2 the past and future control inputs and the measured and predicted future outputs
are shown. With Dynamic Programming we also obtain an optimal feedback control
Figure 4.2: Basic Presentation of Model Predictive Control (cf. Kohare et al. [44])
23
Chapter 4. Model Predictive Control and Dynamic Programming
law, that allows to compute an explicit feedback law offline. The complex problem
is divided into subproblems, each of which is only solved once and the results of each
subproblem is stored systematically. In this chapter we will first give a short introduction
into Model Predictive Control and afterwards we will have a closer look at the Dynamic
Programming (DP) approach, formulate Bellman’s Principle of Optimality and we will
compare the concepts of MPC and DP. Then we will consider both methods in the case
that uncertainties are present. We will end the chapter with a short part about Feedback
MPC and tubes. This chapter is based on the works of Rawlings & Mayne [69], Bellman
& Kalaba [6], Langson et al. [53] and Kurzhanski & Varaiya [51].
4.1 Model Predictive Control
This section is based on the work of Rawlings & Mayne [69]. We will consider an infinite
horizon optimal control problem. We assume to have the following differential equation
x˙ = f(x, u)
and the cost function
V∞(x, u(·)) =
∞∫
0
l(x(t), u(t))dt
with x(t) and u(t) satisfying x˙ = f(x, u), the so-called stage cost. Therefore the infinite
horizon optimal control problem can be written as
min
u(·)
V∞(x, u(·))
s.t. x˙ = f(x, u)
x(0) = x0
u(t) ∈ U ⊆ Rnu
x(t) ∈ X ⊆ Rnx
(4.1)
for all t ∈ (0,∞). In the case that l(·) is positive definite the aim of the control is, that
the state of the system is directed to the origin. The solution of this problem is denoted
by
u0∞(·;x)
and the optimal value function by
V 0∞(x).
Under this optimal control we can write the closed loop system as
x˙(t) = f(x(t), u0∞(t;x)).
If we do not have any state constraints and the functions f(·) and l(·) satisfy certain
differentiability and growth assumptions then there exists a solution to problem (4.1)
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for all states x and V 0∞(·) is differentiable and satisfies
V˙ 0∞(x) = −l(x, u0∞(0;x)).
This means that the origin is an asymptotically stable solution for the closed-loop system.
But as we already stated we usually have uncertainties in our systems and hence, we
should rather use feedback control than open-loop control, which, however, leads to
certain problems. If we only compute online the value of u0∞(·;x) for the current state
and not for all x, we still have the problem of having to optimize over a time function
u(·) which is infinite dimensional, the time interval [0,∞) which is semi-infinite and
the cost function V (x, u(·)) which is usually not convex. Thus we are facing significant
optimization difficulties. We can not even guarantee the existence of an optimal control.
Therefore we need to approximate our problem (4.1) with a problem which is easier to
compute by restricting the system and the control parameterization. For this purpose
we will now consider constrained nonlinear time-invariant systems. We can describe the
nonlinear system by the following difference equation
xk+1 = f(x, u) (4.2)
with x being the current state, u the current control and xk+1 the successor state. The
equation (4.2) is the discrete time analog of the continuous time differential equation x˙ =
f(x, u) and we assume that the function f(·) is continuous and satisfies f(x(0), u(09) = 0.
For all solutions x(·) of (4.2) with x(0) = x0 and the input control u(·) it holds that
x(k + 1) = f(x(k), u(k)), k = 0, 1, . . .
and
x(0) = x0.
Let us introduce the following notations:
• φ(k;x, u) denotes the solution of (4.2) at time k with the initial state x at time 0
and the control sequence u.
• φ(k; (x, i), u) denotes the solution of (4.2) at time k if the initial state at time i is
x
• (x, i) denotes an event, i.e. the state at time i is x
• φ(j − i;x, u) denotes the solution of (4.2) at time j ≥ i with the initial state x at
time i
The function (x, u) 7→ φ(k;x, u) is continuous for any k which we will show in the
following proposition.
Proposition 4.1. (cf. Rawlings & Mayne [69])
Assume that the function f(·) is continuous, then for any integer k ∈ Z, the function
(x, u) 7→ φ(k;x, u) is continuous.
Proof. (cf. Rawlings & Mayne [69])
We will prove the proposition by induction. As we know that φ(1;x, u(0)) = f(x, u(0)),
the function (x, u(0)) 7→ φ(1;x, u(0)) is continuous. We assume that the function
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(x, uj−1) 7→ φ(j;x, uj−1) is continuous. With uj we denote the finite control sequence
{u(0), u(1), . . . , u(j)} for any j ∈ N0. We consider the function (x, uj) 7→ φ(j + 1;x, uj).
Given that
φ(j + 1;x, uj) = f(φ(j;x, uj−1), u(j))
with f(·) and φ(j; ·) being continuous and since φ(j + 1; ·) is the composition of the two
continuous functions f(·) and φ(j; ·), we can deduce that φ(j + 1; ·) is continuous. By
induction φ(k; ·) is continuous for any positive integer k.
In the optimal control problems we usually have constraints which can have the form
u(k) ∈ U, x(k) ∈ X for all k ∈ N0 (4.3)
We can avoid constraints that involve the control at several times by introducing addi-
tional states. In order to do so we can write the common rate constraint |u(k)−u(k−1)| ≤
x as |u(k)− z(k)| ≤ c with z being an extra state variable which satisfies the difference
equation z+ = u such that z(k) = u(k−1). The constraint |u−z| ≤ c is called mixed con-
straint as it includes states and controls. A more general constraint can be formulated
as
y(k) ∈ Y, for all k ∈ N0 (4.4)
with y satisfying
y = h(x, u).
As the constraint (4.4) is more general than the constraint (4.3), we can write (4.3) also
as y(k) ∈ Y with a corresponding choice of the output function h(·) and the output
constraint set Y.
The cost of an optimal control problem is usually defined over a finite horizon N to
guarantee that the optimal control problem can be solved rapidly enough to permit
effective control. We assume x to be the current state and i the current time, then the
optimal control problem may be posed as minimizing a cost defined over the interval
from time i to time N + i. We can write the optimal control problem as follows:
min
x,u
i+N−1∑
k=i
l(x(k), u(k)) + Vf (x(N + 1))
s.t. xk+1 = f(x, u)
x(i) = x
u(k) ∈ U
x(k) ∈ X
(4.5)
for all k ∈ N0 and with Vf the terminal cost and x := {x(i), x(i+ 1), . . . , x(i+N)}, u :=
{u(i), u(i+1), . . . , u(i+N−1)}. We assume that l(·) is continuous with l(0, 0) = 0. If we
solve the optimal control problem (4.5) we get the following control and state sequences
u0(x, i) = {u0(i; (x, i)), u0(i+ 1; (x, i)), . . . , u0(i+N − 1; (x, i))}
x0(x, i) = {x0(i; (x, i)), x0(i+ 1; (x, i)), . . . , x0(i+N ; (x, i))}
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with x0(i; (x, i)) = x. In the MPC we use the first control action u0(i; (x, i)) in the op-
timal control sequence u0(x, i) as control for the process, that means u(i) = u0(i; (x, i)).
As we know that the system xk+1 = f(x, u), the stage cost l(·) and the terminal cost
Vf (·) are all time invariant, we have
u0(x, i) = u0(x, 0)
x0(x, i) = x0(x, 0)
And therefore from now on we will consider the optimal control problem (4.1) with i = 0.
For simplicity reasons we will replace u0(x, 0) by u0(x) and x0(x, 0) by x0(x). Hence,
we can write the optimal control problem as
min
x,u
N−1∑
k=0
l(x(k), u(k)) + Vf (x(N))
s.t. xk+1 = f(x, u)
x(0) = x
u(k) ∈ U
x(k) ∈ X
(4.6)
with u = {u(0), u(1), . . . , u(N − 1)} and x = {x(0), x(1), . . . , x(N)}. In (4.6) we also
include the constraint that the state sequence x is a priori a solution of xk+1 = f(x, u) to
ensure that we can write the problem in the equivalent form of minimizing, with respect
to the control sequence u, a cost that is only a function of the initial state x and the
control sequence u. Therefore we can rewrite the cost function as
VN (x, u) :=
N−1∑
k=0
l(x(k), u(k)) + Vf (x(N)) (4.7)
with x(k) := φ(k;x, u) for all k ∈ {0, . . . , N}. We also add to the constraints from before
an additional terminal constraint on the state
x(N) ∈ Xf
with Xf ⊆ X and an additional constraint on the control sequence
u ∈ UN (x) (4.8)
with UN (x) being the set of control sequences u := {u(0), u(1), . . . , U(N − 1)} satisfying
the state and control constraints:
UN (x) := {u|(x, u) ∈ ZN} (4.9)
with the set ZN ⊂ RN × RNm defined as
ZN := {(x, u)|u(k) ∈ U, φ(k;x, u) ∈ X, for all k ∈ {0, . . . , N − 1}, φ(N ;x, u) ∈ Xf}.
Hence, we can write the optimal control problem as
V 0N (x) := minu
{VN (x, u)|u ∈ UN (x)}. (4.10)
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The problem (4.10) is a parametric optimization problem with the decision variable u
and the cost and the constraint set depending on the parameter x. With ZN we denote
the set of admissible (x, u), that means the set of (x, u) for which x ∈ X and for which
the constraints of (4.10) are satisfied. We assume XN to be the set of states in X for
which problem (4.10) has a solution, i.e.
XN = {x ∈ X|UN (x) 6= ∅}.
This can be rewritten as
XN = {x ∈ Rn|there exists an u ∈ RNm such that (x, u) ∈ ZN}
which is the orthogonal projection of ZN ⊂ Rn × RNm onto Rn.
With Weierstrass’s theorem we can ensure that an optimization problem has a solution
if the cost function is continuous (in the decision variable) and if the constraint set is
compact. That is what we requested in Proposition 4.1. We will now formulate further
assumptions that have to be satisfied in the sequel
Assumption 4.2. (Continuity of system and cost)
The functions f : X × U → Rn, l : X × U → R≥0 and Vf : Xf → R≥0 are continuous
and f(0, 0) = 0, l(0, 0) = 0 and Vf (0) = 0.
Assumption 4.3. (Properties of constraint sets)
The sets X and Xf are closed, Xf ⊆ X and U are compact and each set contains the
origin.
Proposition 4.4. (Existence of solution to optimal control problem) (cf. Rawlings &
Mayne [69])
We assume that Assumption 4.2 and Assumption 4.3 hold. Then
a. The function VN (·) is continuous in ZN .
b. For each x ∈ XN , the control constraint set UN (x) is compact.
c. For each x ∈ XN a solution to Problem (4.10) exists.
Proof. The proof can be found in Rawlings & Mayne [69] p. 98.
The solution of the optimal control problem (4.10) can then be written as
u0(x) = arg min
u
{VN (x, u)|u ∈ UN (x)}.
In the case that u0(x) = {u0(0;x), u0(1;x), . . . , u0(N − 1;x)} is unique for each x ∈ XN ,
then u0 : Rn → RNm is a function. If it is not unique, it is a set-valued function, which
means that the values of the function for each x in its domain is a set. Always the first
element of u0(0;x) of the optimal control sequence u0(x) is applied to the process as
control. Afterwards we repeat the whole procedure at the next control point for the
successor state. With MPC it is also possible to compute u(x) and therefore also u(0;x)
for every x for which the OCP (4.10) is feasible. Then we get the implicit MPC control
law κN (·) which is defined as follows
κN (x) := u
0(0;x), x ∈ XN .
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A great advantage of MPC is that we do not have to determine the control law κN (·) as
it is often impossible to determine the control law in the case of constraints or nonlin-
earities.
If the solution of the OCP (4.10) is not unique at a given state x, then the control law
κN (·) = u0(0; ·) is set valued and the model predictive controller selects one element
from the set κN (x).
4.2 Dynamic Programming
Dynamic Programming (DP) is a method of dividing a complicated problem into smaller
and simpler sub-problems and saving of interim results. In the 1950s Richard Bellman
introduced this kind of methods with the formulation of Bellman’s Principle of Optimal-
ity. This section is based on the work of Bellman & Kalaba [6], Kurzshanski & Varaiya
[51] and Rawlings & Mayne [69].
We consider the discrete time system
xk+1 = f(x, u) (4.11)
as before with f(·) continuous. The constraints of the system can be described by
(x, u) ∈ Z
with Z being the closed subset of Rn × Rm and by Pu(Z), which is compact, denoting
the projection operator (x, u) 7→ u. Often it holds that Z = X × U which means that
x ∈ X, u ∈ U and Pu(Z) = U such that U is compact. The constraint on the terminal
state x(N) can be described by
x(N) ∈ Xf .
We consider the cost function at the current time i which can be written as
V 0(x, i).
That means that it is the optimal cost at state x and time i and by X(i) we notate the
domain of V 0(·, i). For each time i, x(i) = φ(i, (x, 0), u) is the solution at time i of (4.11)
if the initial state is x at time 0 and the control sequence is u. The cost which belongs
to an initial state x at time 0 and a control sequence u := {u(0), u(1), . . . , u(N −1)} can
be formulated as
V (x, 0, u) = Vf (x(N)) +
N−1∑
i=1
l(x(i), u(i)). (4.12)
The corresponding OCP is then defined by
V 0(x, 0) = min
u
V (x, 0, u)
s.t. (x(i), u(i)) ∈ Z, i = 0, 1, . . . , N − 1
x(N) ∈ Xf .
(4.13)
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We can rewrite (4.13) as
V 0(x, 0) = min
u
{V (x, 0, u)|u ∈ U(x, 0)} (4.14)
with
u := {u(0), u(1), . . . , u(N − 1)} ,
U(x, 0) :=
{
u ∈ RNm|(x(i), u(i)) ∈ Z, i = 0, 1, . . . , N − 1;x(N) ∈ Xf
}
,
x(i) := φ(i; (x, 0), u).
By U(x, 0) we notate the set of admissible control sequences in the case that the ini-
tial state is x at time 0. From f(·) being continuous we can deduce that for all i ∈
{0, 1, . . . , N − 1} and all x ∈ Rn it holds u 7→ φ(i; (x, 0), u) is continuous, u 7→ V (x, 0, u)
is continuous and U(x, 0) is compact. That means that the minimum in (4.14) exists at
all x ∈ {x ∈ Rn|U(x, 0) 6= ∅}. With DP problem (4.13) for a given state x is contained
in a whole family of problems. For each (x, i) we can define these problems by
V 0(x, i) = min
ui
{
V (x, i, ui)|ui ∈ U(x, i)} (4.15)
with
ui := {u(i), u(i+ 1), . . . , u(N − 1)} ,
V (x, i, ui) := Vf (x(N)) +
N−1∑
j=i
l(x(j), u(j)), (4.16)
U(x, i) :=
{
ui ∈ R(N−i)m|(x(j), u(j)) ∈ Z, j = i, i+ 1, . . . , N − 1, x(N) ∈ Xf
}
.
(4.17)
In (4.16) and (4.17) by x(j) = φ(j; (x, i), ui) we denote the solution at time j of the
system (4.11) in the case that the initial state is x at time i and the control sequence is
ui. For each i, we denote by X(i) the domain of V 0(·, i) and U(·, i), such that
X(i) = {x ∈ Rn|U(x, i) 6= ∅} .
For all (x, i) it holds
V 0(x, i) = min
ui
{
V (x, i, ui)|ui ∈ U(x, i)}
= min
u
{
l(x, u) + min
ui+1
V (f(x, u), i+ 1, ui+1)|{u, ui+1} ∈ U(x, i)
}
(4.18)
with ui = {u, u(i+ 1), . . . , u(N − 1)} = {u, ui+1}. Because of f(x, u) = x(i + 1) it
also holds that
{
u, ui+1 ∈ U(x, i)} if and only if (x, u) ∈ Z, f(x, u) ∈ X(i + 1) and
ui+1 ∈ U(f(x, u), i+ 1). With this (4.18) can be rewritten as
V 0(x, i) = min
u
{
l(x, u) + V 0(f(x, u), i+ 1)|(x, u) ∈ Z, f(x, u) ∈ X(i+ 1)} (4.19)
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for all x ∈ X(i) with
X(i) = {x ∈ Rn| there exists an u such that (x, u) ∈ Z and f(x, u) ∈ X(i+ 1)} .
(4.20)
The DP recursion for constrained discrete time optimal control problems is then deter-
mined by equations (4.19), (4.20) and the boundary conditions
V 0(x,N) = Vf (x) for all x ∈ X(N), X(N) = Xf .
In the case that there are no state constraints, that means, that Z ∈ Rn × U with
U ⊂ Rm is compact, then for all i ∈ {0, 1, . . . , N} it holds X(i) = Rn and the DP
equations revert to the familar DP recursion
V 0(x, i) = min
u
{
l(x, u) + V 0(f(x, u), i+ 1)
}
for all x ∈ Rn
with the boundary condition
V 0(x,N) = Vf for all x ∈ Rn.
We can now formulate the Principle of Optimality, which was first done by Richard
Bellman in 1957. The original text was stated as follows
Principle of Optimality (cf. Bellman [6])
“An optimal policy has the property that whatever the initial state and initial
decision are, the remaining decision must constitute an optimal policy with regard
to the state resulting from the first decision.”
In the following Lemma, we will formulate and prove the Principle of Optimality in
a more mathematical way regarding our problem. Afterwards we will formulate the
conditions for the optimal value function and the optimal control law.
Lemma 4.5. (Principle of Optimality) (cf. Rawlings & Mayne [69])
Let x ∈ XN be arbitrary, let u := {u(0), u(1), . . . , u(N − 1)} ∈ U(x, 0) denote the
solution of (4.14) and let {x, x(1), x(2), . . . , x(N)} denote the corresponding optimal state
trajectory such that for each i, x(i) = φ(i; (x, 0), u). Then, for any i ∈ {0, 1, . . . , N −1},
the control sequence ui := {u(i), u(i+1), . . . , u(N−1)} is optimal for (4.15) (any portion
of an optimal trajectory is optimal).
Proof. (cf. Rawlings & Mayne [69])
Since u is in U(x, 0), the control sequence ui is in U(x(i), i). We assume that ui =
{u(i), u(i+1), . . . , u(N−1)} is not optimal for (4.15), then there exists a control sequence
u′ = {u′(i), u′(i + 1), . . . , u′(N − 1)} which lies in U(x(i), i) such that V (x(i), i, u′) <
V (x(i), u). We consider the control sequence u˜ := {u(0), u(1), . . . , u(i − 1), u′(i), u′(i +
1), . . . , u′(N−1)}. From that we can deduce that u˜ ∈ U(x, 0) and V (x, 0, u˜) < V (x, 0, u) =
V 0(x, 0), which is a contradiction. Therefore, u(x(i), i) is optimal for (4.15).
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Theorem 4.6. (Optimal value function & control law from DP) (cf. [69])
We assume that the function ψ : Rn × {0, 1, . . . , N} → R for all i ∈ {1, 2, . . . , N − 1}
and all x ∈ X(i) satisfies the DP recursion
ψ(x, i) = min {l(x, u) + ψ(f(x, u), i+ 1)|(x, u) ∈ Z, f(x, u) ∈ X(i+ 1)}
X(i) = {x ∈ Rn|there exists an u ∈ Rm such that (x, u) ∈ Z, f(x, u) ∈ X(i+ 1)}
with the boundary conditions
ψ(x,N) = Vf (x) for all x ∈ Xf , X(N) = Xf .
Then ψ(x, i) = V 0(x, i) for all (x, i) ∈ X(i) × {0, 1, 2, . . . , N}, that means that the DP
recursion yields the optimal value function and the optimal control law.
Proof. A proof can be found in Rawlings & Mayne [69].
In this thesis, we will consider linear quadratic problems and therefore we will now
assume the following linear quadratic problem. The system is defined by
xk+1 = Ax+Bu.
We do not have any constraints and the cost function is defined by (4.12) with
l(x, u) =
1
2
xTQx+
1
2
uTRu
and Vf (x) = 0 for all x. The horizon length is N . We suppose that Q is symmetric and
positive semidefinite and R is symmetric and positive definite. For this problem we can
formulate the DP recursion as
V 0(x, i) = min
u
{
l(x, u) + V 0(Ax+Bu, i+ 1)
}
for all x ∈ Rn
with the terminal condition
V 0(x,N) = 0 for all x ∈ Rn.
We assume that V (·, i + 1) is quadratic and positive semidefinite and therefore we can
write it in the form
V 0(x, i+ 1) =
1
2
xTP (i+ 1)x
with P (i+ 1) symmetric and positive semidefinite. Then we can write
V 0(x, i) =
1
2
min
u
{
xTQx+ uTRu+ (Ax+Bu)TP (i+ 1)(Ax+Bu)
}
. (4.21)
The right hand side of problem (4.21) is a positive definite function of u for all x, such
that it is a unique minimizer which is given by
κ(x, i) = K(i)x
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with
K(i) := −(BTP (i+ 1)B ∗R)−1BTP (i+ 1).
By setting u = K(i)x in (4.21) we obtain
V 0(x, i) =
1
2
xTP (i)x
with
P (i) = Q+ATP (i+ 1)A−ATP (i+ 1)B(BTP (i+ 1)B +R)−1BP (i+ 1)A.
4.3 Dynamic Programming Solution
In contrast to MPC the Dynamic Programming gives us the value function VN (·) and
the implicit MPC control law κN (·). We consider the OCP (4.10) with the cost func-
tion VN (·)(4.7) and the constraints on the control (4.8). The Dynamic Programming
approach provides us an optimal policy µ0 = {µ00(·), µ01(·), . . . , µ0N−1(·)}, that means we
obtain a sequence of control laws µi : Xi → U, i = 0, 1, . . . , N − 1. We will later have
a closer look at the domain Xi. Using MPC we have the time-invariant system that
satisfies
xk+1 = f(x, κN (x)), i = 0, 1, . . . , N − 1,
with κN (·) = µ00(·). For DP we consider the time varying controlled system that satisfies
xk+1 = f(x, µ
0
i (x)), i = 0, 1, . . . , N − 1.
We define for all j ∈ {0, . . . , N − 1}
Vj(x, u) :=
j−1∑
k=0
l(x(k), u(k)) + Vf (x(j)),
Uj(x) := {u|(x, u) ∈ Zj}
V 0j (x) = minu
{Vj(x, u)|u ∈ Uj(x)} (4.22)
just as in (4.7) and (4.9) with N replaced by j. From before we know that we can solve
the following problem
V 0N = minu
VN (x, u)|u ∈ UN (x)} (4.23)
for all x ∈ XN , which is the domain of V 0N with DP, but we can also solve problem (4.22)
for all x ∈ Xj , which is the domain of V 0j for all j ∈ {0, . . . , N − 1}. Therefore we can
write the DP equations as follows
V 0j (x) = min
u∈U
{
l(x, u) + V 0j−1(f(x, u))|f(x, u) ∈ Xj−1
}
, for all x ∈ Xj (4.24)
κj(x) = arg min
u∈U
{
l(x, u) + V 0j−1(f(x, u))|f(x, u) ∈ Xj−1
}
, for all x ∈ Xj (4.25)
Xj = {x ∈ X|there exists an u ∈ U , such that f(x, u) ∈ Xj−1} (4.26)
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for j = 1, 2, . . . , N (j is time to go) with the terminal condition
V 00 (x) = Vf (x) for all x ∈ X0, X0 = Xf
With V 0j (x) we denote the optimal cost for problem (4.22) for each j if the current state
is x, the current time is 0 (or i), the terminal time is j (or i+ j) and Xj is the domain.
By Xj we also describe the set of states in X that can be steered to the terminal set
Xf in j steps by an admissible control sequence, which means a control sequence that
satisfies the control, state and terminal constraints and therefore it lies in the set Uj(x).
Hence, for each j it holds that
Xj = {x ∈ X|Uj(x) 6= ∅}.
Definition 4.7. (Feasible preimage of the state) (cf. [69])
We assume Z := X × U . The set-valued function f−1Z : X → Z is defined by
f−1Z (x) := f
−1(x) ∩ Z
with f−1(x) := {z ∈ Rn × Rm|f(z) = x}.
For all j ≥ 0 we define the set Zj ⊆ Rn × Rm as
Zj := f
−1
Z (Xj−1) = {(x, u)|f(x, u) ∈ Xj−1} ∩ Z.
We can then describe the set Xj as
Xj = {x ∈ Rn| there exists an u ∈ Rm such that (x, u) ∈ Zj} .
With DP we do not only get an optimal control sequence for a given state, but we can
also obtain an optimal feedback policy µ0 or a sequence of control laws with
µ0 := {µ0(·), µ1(·), . . . , µN−1(·)} = {κN (·), κN−1(·), . . . , κ1(·)}.
At the event (x, i), where the state is x and the time is i, the time to go to the terminal
is N − i and the optimal control is
µ0i (x) = κN−1(x)
which means, that µi(·) is the control law at time i. We consider the initial event (x, 0),
which means the state is x at time 0. If the terminal time is N , the optimal control for
(x, 0) is κN (x) and the successor state, i.e. the state at time 1, is
xk+1 = f(x, κN (x)).
Then at the event (xk+1, 1), the time to go to the terminal is N − 1 and the optimal
control is κN−1(xk+1) = κN−1(f(x, κN (x))). If we have a given initial event (x, 0) the
optimal policy guarantees to get the optimal state and control trajectories x0(x) and
u0(x) for which the following difference equations hold
x(0) = x u(0) = κN (x)
x(i+ 1) = f(x(i), u(i)) u(i) = κN−1(x(i))
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for i = 0, 1, . . . , N − 1. In this case the state and control trajectories are the same as
the ones, that we obtain, when we use MPC and solve problem (4.23) directly for the
initial event (x, 0) using a mathematical programming algorithm. But the difference
is now, that by using DP we can generate a solution for any event (x, i), such that
i ∈ {0, . . . , N − 1} and x ∈ Xi. We will now define positive invariant and control
invariant sets and afterwards we will formulate properties of the solution to each partial
problem (4.22).
Definition 4.8. (Positive and control invariant sets) (cf. [69])
• A set X ⊆ Rn is positive invariant for xk+1 = f(x) if x ∈ X implies f(x) ∈ X.
• A set X ⊆ Rn is control invariant for xk+1 = f(x, u), u ∈ U , if for all x ∈ X there
exists a u ∈ U such that f(x, u) ∈ X.
Proposition 4.9. (Existence of solutions to DP recursion) (cf. [69])
We assume that the Assumptions 4.2 and 4.3 (i.e. f(·), l(·), Vf (·) are continuous and
X and Xf are continuous and U is compact and each of the sets contain the origin)
hold. Then
1. For all j ≥ 0 the cost function Vj(·) is continuous in Zj and for each x ∈ Xj the
control constraint set Uj(x) is compact and a solution u
0(x) ∈ Uj(x) to problem
(4.22) exists.
2. If X0 := Xf is control invariant for xk+1 = f(x, u), u ∈ U , then for each j ∈ I≥0,
the set Xj is also control invariant and Xj ⊇ Xj−1 and 0 ∈ Xj. Additionally the
set XN is positive invariant for xk+1 = f(x, κN (x)).
3. For each j ≥ 0 the set Xj is closed.
Proof. A proof can be found in Rawlings & Mayne [69].
4.4 Model Predictive Control under Uncertainties
An important advantage of the conventional MPC is, that the solution of an open-loop
OCP which we solve online is identical to the one that we obtain, when we use DP
for the given initial state. We also said, that feedback control is superior to open-loop
control in the case of uncertainties in the problem. That means that the OCP that we
solve online has to allow feedback to guarantee that its solution is equal to the solution
of DP. For the online OCP with horizon N we should rather use a problem, where the
decision variable µ is a sequence of control laws, than problem (4.23) where the decision
variable u is a sequence of control actions. From now on we will call MPC where the
decision variable is a policy Feedback MPC. In this approach the policy
µ0(x) = {µ00(·;x), µ01(·;x), . . . , µ0N−1(·, x)}
is the solution to the OCP. Each of the control laws is a restriction of those which we
determine using DP and hence they depend on the initial state x. We only have to
determine the value u0(x) = µ0(x;x) of the control law µ0(·;x) at the initial state x the
following laws we only have to determine of a limited range. Even though Feedback MPC
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is superior if we have uncertainties but it is enormously more complex than the OCP
which is used in the deterministic MPC. Furthermore, the decision variable µ, which is
a sequence of control laws is infinite dimensional. And therefore each law or function
requires, in general, an infinite dimensional grid to specify it. Feedback MPC is similarly
complex as solving the DP equation. That means that MPC, which replaces DP with
a solvable open-loop optimization problem in the deterministic case is not easily solved
in the case of uncertainties. In the following we will consider the dynamic programming
solution under uncertainties.
4.5 Dynamic Programming Solution with Uncertainties
We consider the system
xk+1 = f(x, u, w) (4.27)
with the bounded disturbance input w which represents our uncertainty. The uncertainty
w lies in a set W which is compact convex and contains the origin. We also have state
and control constraints as well as terminal constraints as follows
x ∈ X, u ∈ U and x(N) ∈ Xf .
We notate the solution of system (4.27) with control and disturbance sequences u =
{u(0), . . . , u(N − 1)} and w = {w(0), . . . , w(N − 1)} at time k as x(k;x, u, w) if the
initial state is x at time 0. Analogously the solution at time k with the feedback policy
µ and the disturbance sequence w we denote by x(k;x, µ,w). The value of the cost
function is the maximum which is taken over all possible realizations of the disturbance
sequence w due to policy µ with the initial state x. We formulate it as
VN (x, µ) := max
w
{JN (x, µ,w)|w ∈W} (4.28)
with W = Wn the set of admissible disturbance sequences and JN (x, µ,w) the cost due
to an individual realization w of the disturbance process. This cost is defined by
JN (x, µ,w) :=
N−1∑
i=0
l(x(i), u(i), w(i)) + Vf (x(N)) (4.29)
with µ = {u(0), µ1(·), . . . , µN−1(·)}, x(i) = φ(i;x, µ,w) and u(i) = µi(x(i)). With M(x)
we denote the set of feedback policies µ that for a given initial state x satisfy the state
and control constraints and the terminal constraints for every admissible disturbance
sequence w ∈ W . The first element in µ, namely u(0) is a control action and not a
control law as the initial state x is known, afterwards the future states are uncertain,
therefore the following µ1(·), . . . , µN−1(·) are control laws. Hence, we can define M(x)
as follows
M(x) := {µ|u(0) ∈ U, φ(i;x, µ,w) ∈ X, µi(φ(i;x, µ,w)) ∈ U for all i ∈ {0, . . . , N − 1}
and φ(N ;x, µ,w) ∈ Xf for all w ∈W}.
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We denote the robust optimal control problem as
inf
µ
{VN (x, µ)|µ ∈M(x)} (4.30)
and if there is a solution to (4.30) it is the policy µ0(x) which satisfies
µ0(x) = {u0(0;x), µ01(·, x), . . . , µN−1(·, x)}
and the value function is
V 0N (x) = VN (x, µ
0(x)).
As in conventional MPC, the control applied to the system state x is u0(0;x), which is
the first element in µ0(x) and therefore the implicit model predictive feedback control
law is κN (·). We define it by
κN (x) := u
0(0;x).
As we already mentioned it is often impossible to use DP because of the large com-
putational costs. But it is feasible to use it in certain cases such as low dimensional
constrained optimal control problems when the system is linear, the constraints are
affine and the cost is affine or quadratic. A much better approach is to use min-max DP.
We denote the partial value function by V 0i (·) and the optimal solution to the optimal
control problem
inf
µ
{Vi(x, µ)|µ ∈M(x)} (4.31)
which is defined in (4.30) by replacing N by i with κi(·) for each i ∈ {0, 1, . . . , N}. We
can then write the DP recursion as
V 0i (x) = min
u∈U
max
w∈W
{l(x, u, w) + V 0i−1(f(x, u, w))|f(x, u,W ⊆ Xi−1}
κi(x) = arg min
u∈W
max
w∈W
{l(x, u, w) + V 0i−1(f(x, u))|f(x, u,W ⊆ Xi−1}
Xi = {x ∈ X|there exists an u ∈ U such that f(x, u,W) ⊆ Xi−1}
with the boundary conditions
V 00 (x) = Vf (x), X0 = Xf .
Here, the subscript i is the time to go and for each i the set Xi is the domain of V
0
i (·)
and (κ(i)). And hence, the set Xi is the set of states x for which a solution of problem
(4.31) exists. We can also say, that Xi is the set of states that can be robustly steered
by state feedback, which means by a policy µ ∈M(x), to Xf in i steps or less and also
satisfying all constraints for all disturbance sequences. Therefore we can write
V 0i (x) = max
w∈W
{l(x, κi(x), w) + V 0i−1 (f(x, κi(x), w))}. (4.32)
As before our aim is to get sufficient conditions to guarantee that the MPC law κN
is stabilizing. Therefore we have to adapt Assumption 4.2 and Assumption 4.3 to the
robust control problem. We will first generalize the Definition 4.8.
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Definition 4.10. (Robust control invariance) (cf. [69])
A set X ⊆ Rn is robust control invariant for the system xk+1 = f(x, u, w), w ∈ W, if
for every x ∈ X there exists an u ∈ U such hat f(x, u,W) ⊆ X.
Definition 4.11. (Robust positive invariance) (cf. [69])
A set X is robust positive invariant for the system xk+1 = f(x,w), w ∈W if, for every
x ∈ X, f(x,W) ⊆ X.
With these definitions we can now generalize the Assumptions 4.2 and 4.3.
Assumption 4.12. (Basic stability assumption in the robust case) (cf. [69])
1. For all x ∈ Xf
min
u∈U
max
w∈W
∆Vf (x, u, w) + l(x, u, w) ≤ 0
with ∆Vf (x, u, w) = Vf (f(x, u, w))− Vf (x).
2. Xf ⊆ X.
This assumption implicitly requires that for each x ∈ Xf there exists an u ∈ U such that
f(x, u,W) ⊆ Xf . From Assumption 4.12 we can now deduce the following assumption
Assumption 4.13. (Implied stability assumption for the robust case (cf. [69])
The set Xf is robust control invariant for xk+1 = f(x, u, w) with w ∈W.
From these two assumptions we can deduce the existence of a terminal control law
κf : Xf → U which has the following properties:
• ∆Vf (x, κf (x), w) + l(x, κf (x), w) ≤ 0 for all x ∈ Xf and all w ∈W,
• Xf is robust positive invariant for the system xk+1 = f(x, κf (x), w),
• Xf ⊆ X and
• κf (Xf ) ⊆ U .
Let us outline some preliminary results in the following theorem that are similar to the
ones that we formulated in Section 4.3.
Theorem 4.14. (Recursive feasibility of control policies) (cf. [69])
We assume that the Assumptions 4.12 and 4.13 hold. Then
1. XN ⊇ XN−1 ⊇ · · · ⊇ X1 ⊇ X0 = Xf .
2. Xi is robust control invariant for the system xk+1 = f(x, u, w) for all
i ∈ {0, 1, . . . , N}.
3. Xi is robust control invariant for the system xk+1 = f(x, κi(x), w) for all
i ∈ {0, 1, . . . , N}.
4. V 0i (x) ≤ V 0i−1(x) for all x ∈ Xi−1 and for all i ∈ {0, 1, . . . , N}.
5. V 0N (x) ≤ Vf (x) for all x ∈ Xf .
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6. ∆V 0N (x, κN (x), w)+l(x, κN (x), w) ≤ V 0N (f(x, κN (x), w)+V 0N−1(f(x, κN (x), w) ≤ 0
for all (x,w) ∈ XN ×W.
7. For any x ∈ XN , {κN (x), κN−1(·), . . . , κ1(·), κ− f(·)} is a feasible policy for prob-
lem
inf
µ
{VN (x, µ)|µ ∈M(x)}
and for any x ∈ XN−1 the set {κN−1(x), κN−2(·), . . . , κ1(·), κf (·)} is a feasible
policy for problem (4.30).
Proof. A proof can be found in Rawlings & Mayne [69].
4.6 Feedback MPC and Tubes
Let us again consider the following two systems. First we consider the deterministic
nominal system
xk+1 = f(x, u)
with the control variable u = {u(0), u(1), . . . , u(N − 1)}. The control u is not only one
variable but a sequence of control actions. In the case that x0 is the initial value of the
state at time 0 we generate the state sequence x = {x(0), x(1), . . . , x(N)} with x(0) = x0
and x(i) = φ(i;x0, u). The second system we consider is the following uncertain system
xk+1 = f(x, u, w)
with the uncertainty w, the control variable µ = {u(0), µ1(·), . . . , µN−1(·)}. With the
initial state x0 the control policy µ generates a state tube which we denote by
X (x0, µ) = {X(0;x0), X(1;x0, µ), . . . , X(N ;x0, µ)}
with X(0;x0) = {x0} and for all i ∈ N0 it holds that
X(i;x0, µ) = {φ(i;x0, µ, w)|w ∈W}.
Open-loop as well as feedback control both generate a tube of trajectories in the case
of uncertainties. The state tube X (x, µ) is a bundle of state trajectories with each
trajectory corresponding to one realization of an admissible disturbance sequence w.
The tube X represents the solution of the following set difference equation
X(i+ 1) = F (X(i), µi(·)), X(0) = {x0}
with F (X,µi(·)) := {f(x0, µi(x), w)|x0 ∈ X w ∈W}. The MPC problem (4.30) at state
x0 and with VN (·) and JN (·) defined in (4.28) and (4.29), respectively, is the same as
before
inf
µ
{VN (x0, µ)|µ ∈M(x0)}
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with M(x0) being the set of feedback policies µ = {u(0), µ1(·), . . . , µN−1(·)}. The state
contstraints have to be satisfied by every trajectory in the tube. That means that the
control of uncertain systems can rather be seen as the control of tubes than of trajecto-
ries, which means that for each initial state a tube is choosen in which all realizations
of the state trajectory are bounded. If this choice is suitable we can guarantee that the
state and control constraints are satisfied for all possible realizations of the disturbance
sequence. But to determine an exact tube is very difficult for linear systems and almost
impossible for nonlinear systems. Therefore in Rawlings & Mayne [69] different pos-
sibilities for the construction of simple tubes which bound all realizations of the state
trajectory are presented. These are approximation of the exact tube which lies inside.
Further information about tubes can be found e.g. in Aubin [2] and Bertsekas and
Rhodes [11], [12].
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5 Special Bilevel Optimization Problems
In Chapter 2 we already discussed general bilevel optimization problems. In this chap-
ter we will describe special bilevel optimization problems with trust region constraints.
These problems will be used to describe the algorithms in Chapter 6 and 7.
For completeness we first consider the following bilevel optimization problem, which can
be found in Kostyukova & Kostina [47]
min
φ
{
φTGφ+ max
ξ
{
ξTDξ : ‖ξ − r − Gφ‖2Q−1 ≤ v
}}
(5.1)
with φ ∈ Rn, ξ ∈ Rn unknown optimization variables, Q ∈ Rn×n, G ∈ Rn×n, D ∈ Rn×n
given positive definite matrices, r ∈ Rn a given vector and v a given number which will
be used to describe the algorithms in Chapter 6. Our aim is to analyze the problem and
describe an algorithm to solve it. Using the variable transformation
p =Mξ, ψ =M−Tφ, Q−1 =MTM
we can rewrite problem (5.1) as
min
ψ
(
ψTGψ + max
p
pTDp
)
, s.t. ‖p− d−Gψ‖2 ≤ v (5.2)
where G = MGMT , D = M−TDM−1, d = Mr. Let us first consider the lower level
problem of problem (5.2):
max
p
pTDp, s.t. ‖p− d−Gψ‖2 ≤ v. (5.3)
This is a trust region type problem and its solution is described by the following lemma.
Lemma 5.1.
A vector p ∈ Rn is optimal in problem (5.3) if and only if there exists λ ≥ λmax such
that p and λ satisfy
(−D + λI)p− λ(d+Gψ) = 0 (5.4a)
‖p− d−Gψ‖2 = v (5.4b)
λ ≥ λmax. (5.4c)
Here, λmax > 0 is the maximal eigenvalue of D.
Proof. For the proof see Sorensen [78].
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Now let us consider the bilevel problem (5.2). Following the third approach of solving
bilevel problems, we can rewrite problem (5.2) as
min f(ψ), ψ ∈ Rn (5.5)
with
f(ψ) := ψTGψ + max
‖p−d−Gψ‖2≤v
pTDp, ψ ∈ Rn. (5.6)
Using the solution of problem (5.3) (cf. Lemma 5.1) we can rewrite (5.4a) as:
(−D + λI)p = λ(d+Gψ)
Dp = λ(p− d−Gψ)
(p− (d+Gψ))TDp = λ (p− (d+Gψ))T (p− (d+Gψ))︸ ︷︷ ︸
=v
(p− d−Gψ)TDp = λ(p− d−Gψ)T (p− d−Gψ) = λv
and then
pTDp = (d+Gψ)TDp+ λv.
and hence
max
‖p−d−Gψ‖2≤v
pTDp = λv + (d+Gψ)TDλ(−D + λI)−1(d+Gψ)
for some λ ≥ λmax. Thus, there exists a λ ≥ λmax such that
f(ψ) = ψTGψ + λv + (d+Gψ)TDλ(−D + λI)−1(d+Gψ).
Function f(ψ) is convex but non-smooth. Let us consider
ψ(λ) = −
(
− I
λ
+D−1 +G
)−1
d. (5.7)
and denote
ψ∗ = ψ(λmax) =
(
I
λmax
−D−1 −G
)−1
d. (5.8)
Let us note that
(− Iλ +D−1 +G) is positive definite for λ ≥ λmax. The following two
cases can now occur:
1) ‖ψ∗‖ < λ2maxv (5.9)
2) ‖ψ∗‖ ≥ λ2maxv (5.10)
In the first case the vector ψ∗ is optimal in (5.5) (see Kostyukova & Kostina [47]).
In the second case, namely ‖ψ∗‖ ≥ λ2maxv, there exists a unique number λ∗ ≥ λmax for
which
‖ψ(λ∗)‖2 = λ2∗v (5.11)
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and ψ(λ∗) (5.7) is optimal in (5.5) and corresponding
p(λ∗) = −D−1ψ(λ∗)
is optimal in (5.3). In Kostyukova & Kostina [47] it was shown that
Theorem 5.2. Problem (5.5)
min f(ψ), ψ ∈ Rn
with
f(ψ) := ψTGψ + max
‖p−d−Gψ‖2≤v
pTDp, ψ ∈ Rn
(and consequently Problem (5.2)) is equivalent to the following optimization problem
min
λ
g(λ) := dT
(
D−1 +G− I
λ
)−1
d+ λv, s.t. λ ≥ λmax (5.12)
in the sense that if λ0 is optimal in (5.12), then the vector ψ(λ0) =
( I
λ0
−D−1 +G)−1 d
solves problem (5.5) and p(λ0) = −D−1ψ(λ0).
Altogether, we can formulate the following algorithm for solving problem (5.5).
Algorithm 5.3. (Solution of Problem (5.5))
COMPUTE λmax = λmax(M−TDM−1)
COMPUTE vector ψ∗ =
(
I
λmax
−D−1 −G
)−1
d
IF Case 1) ‖ψ∗‖2 ≤ λ2maxv
THEN solution of Problem (5.5) is given by ψ0 = ψ∗, p0 = −D−1ψ0
ELSE Case 2) ‖ψ∗‖2 > λ2maxv
THEN solve equation ‖ψ(λ)‖2 = λ2v for λ ≥ λmax (e.g. by Newton’s method)
where ψ(λ) :=
( I
λ −D−1 +G
)−1
d, solution: λ∗
WRITE solution of problem (5.5) as ψ0 = ψ(λ∗), p0 = −D−1ψ0
Using the solution of (5.5) the solution of (5.1) can be computed by using the following
variable transformation
φ0 =MTψ0, ξ0 =M−1p0,
where Q−1 =MTM. With the transformation
G =MGMT , D =M−TDM−1, d =Mr
we can write ψ as
ψ =
(
I
λ
−D−1 −G
)−1
d =
(
I
λ
−MD−1MT −MGMT
)−1
d
=
(MM−1M−TMT
λ
−MD−1MT −MGMT
)−1
d
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=
(
M
(M−1M−T
λ
−D−1 − G
)−1
MT
)−1
d
=M−T
(M−1M−T
λ
−D−1 − G
)−1
M−1d
=M−T
(
Q
λ
−D−1 − G
)−1
M−1d
and hence, we can write the solution of problem (5.1) as
φ =MTψ =
(
Q
λ
−D−1 − G
)−1
r.
Therefore we can solve problem (5.1) with the following algorithm.
Algorithm 5.4. (Solution of Problem (5.1))
COMPUTE λmax = λmax(M−TDM−1)
COMPUTE vector φ∗ =
(
Q
λmax
−D−1 − G
)−1
r
IF Case 1) ‖φ∗‖2Q ≤ λ2maxv
THEN solution of problem (5.1) is given by φ0 = φ∗
ELSE Case 2) ‖φ∗‖2Q > λ2maxv
THEN solve equation ‖φ(λ)‖2Q = λ2v for λ ≥ λmax (e.g. by Newton’s method)
solution: λ∗
WRITE solution of problem (5.1) as φ0 = φ(λ∗)
Since f(ψ) is convex, with this algorithm we receive a guaranteed global solution for the
lower and the upper level problems of the bilevel problem (5.1).
The method can be generalized for the following bilevel problem with linear equality
constraints
min
φ
{
φTGφ+ max
ξ
{
ξTDξ : ‖ξ − r − Gφ‖2Q−1 ≤ v, Aξ = b
}}
(5.13)
where A ∈ Rp×n and rank A = p. Indeed, let us consider the lower level problem
max
ξ
ξTDξ
s.t. ‖ξ − r − Gφ‖2Q−1 ≤ v, Aξ = b.
We can write
ξ = Fz + ξˆ
where F ∈ Rn×(n−p) is chosen such that AF = 0, rank F = n − p and AFz + Aξˆ = b,
where ξˆ is a particular solution of Aξ = b. Then
ξTDξ =
(
zTF T + ξˆT
)
D
(
Fz + ξˆ
)
= zTF TDFz + 2ξˆTDFz + ξˆTDξˆ
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and the lower level problem can be written as
max
z
zT D¯z + g¯T z
s.t. (Fz − r¯ − Gφ)T Q−1 (Fz − r¯ − Gφ) ≤ v
when D¯ = F TDF , g¯T = 2ξˆTDF and r¯ = r − ξˆ. With a few modifications we can use
the methods that we described before.
5.1 Bilevel Optimization Problem with a Trust Region-type
Constraint in the Lower Level
Now we consider another bilevel problem, which we will need to describe the algorithms
for solving the problems that we will present in Section 7.4
min
p
{pTGp+ max
ξ
{ξTDξ : (d+ ξ − p)TQ−1(d+ ξ − p) ≤ v}} (5.14)
where ξ ∈ Rn, p ∈ Rn, Q = AAT and A invertible. With the following change of
variables
y = A−1ξ, φ = A−1p
and the notations
G = ATGA, D = ATDA, r = A−1d
we can rewrite problem (5.14) as
min
φ
{φTGφ+ max
y
{yTDy : (r + y − φ)T (r + y − φ) ≤ v}} (5.15)
with φ ∈ Rn, y ∈ Rn unknown optimization variables, G ∈ Rn×n, D ∈ Rn×n given
positive definite matrices, r ∈ Rn a given vector and v a given number. Let us first
consider the lower level problem
max
y
yTDy
s.t. (r + y − φ)T (r + y − φ) ≤ v.
(5.16)
We can formulate the following lemma for the necessary and sufficient conditions for a
point y ∈ Rn to be optimal in problem (5.16).
Lemma 5.5. A vector y ∈ Rn is optimal in problem (5.16) if and only if there exists a
number λ ≥ λmax such that y and λ satisfy(
− I
λ
+D−1
)
Dy + (r − φ) = 0
(r − φ+ y)T (r − φ+ y) = v
λ ≥ λmax
(5.17)
where λmax denotes a maximal eigenvalue of D.
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Remark 5.6. Note, that for λ ≥ λmax we have, that the matrix (−D + λI) is positive
semidefinite and hence the matrix
(D−1 − Iλ) is positive semidefinite as well.
Proof. The Lagrangian of problem (5.16) can be formulated as
L(y, λ) = −yTDy − λ(v − (r − φ+ y)T (r − φ+ y))
and the corresponding gradient is
∇yL(y, λ) = −2Dy + 2λ(r − φ+ y) != 0 (5.18)
As it holds that
(−D + λI) = λ
(
− I
λ
+D−1
)
D
we can rewrite (5.18) (
− I
λ
+D−1
)
Dy = −(r − φ)
and with Lemma 2.4 and Lemma 2.8 from Sorensen [78] Lemma 5.5 is proven.
Let us consider the bilevel problem (5.15) which can be rewritten as
min
φ
Φ(φ), φ ∈ Rn (5.19)
with
Φ(φ) = φTGφ+ max
‖r+y−φ‖22≤v
yTDy.
Lemma 5.7. The function Φ(φ) in problem (5.19) is convex.
Proof. Let us consider an arbitrary φ¯ and assume that
φ¯ = λφ′ + (1− λ)φ′′
with a scalar λ ∈]0, 1[ and some vectors φ′ and φ′′. Let y¯ = y¯(φ¯) be a vector solving the
lower level problem (5.16) for φ = φ¯, i.e.
y¯ = arg min
‖r+y−φ¯‖22≤v
yTDy
and denote
Ψ(φ¯) = y¯TDy¯.
Compute
y¯′ = y¯ − (φ¯− φ′) and y¯′′ = y¯ − (φ¯− φ′′) .
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Then it holds that
r + y¯′ − φ′ = r + y¯ − (φ¯− φ′)− φ′ = r + y¯ − φ¯
r + y¯′′ − φ′′ = r + y¯ − φ¯
and ‖r + y¯′ − φ′‖22 = ‖r + y¯′′ − φ′′‖22 = ‖r + y¯ − φ¯‖22 ≤ v.
Hence y¯′ and y¯′′ are feasible in the lower level problem corresponding to φ′ and φ′′
respectively. Since
Ψ(φ) = max
‖r+y−φ‖22≤v
yTDy
it follows that
Ψ(φ′) ≥ (y¯′)TDy¯′ and Ψ(φ′′) ≥ (y¯′′)TDy¯′′
We have
λΨ(φ′) + (1− λ)Ψ(φ′′) ≥ λ(y¯′)TDy¯′ + (1− λ)(y¯′′)TDy¯′′ ≥ y¯TDy¯ = Ψ(φ¯).
Indeed, it holds that
λ(y¯′)TDy¯′ = λ(y¯ − (φ¯− φ′))TD(y¯ − (φ¯− φ′))
= λy¯TDy¯ + λ(φ¯− φ′)TD(φ¯− φ′)− 2λy¯TD(φ¯− φ′).
Analogously,
(1− λ)(y¯′′)TDy¯′′ = (1− λ)y¯TDy¯ + (1− λ)(φ¯− φ′′)TD(φ¯− φ′)− 2(1− λ)y¯TD(φ¯− φ′′).
Thus, it holds that
λ(y¯′′)TDy¯′ + (1− λ)(y¯′′)TDy¯′′
=y¯TDy¯ + λ(φ¯− φ′)TD(φ¯− φ′) + (1− λ)(φ¯− φ′′)TD(φ¯− φ′′)− 2y¯TD(λ(φ¯− φ′) + (1− λ)(φ¯− φ′′))
≥y¯TDy¯, since D is positive definite
and
λ(φ¯− φ′) + (1− λ)(φ¯− φ′′) = φ¯− (λφ′ + (1− λ)φ′′) = φ¯− φ¯ = 0
This means, that Ψ(·) is convex, and hence Φ(·) is convex.
To formulate conditions for a solution φ of problem (5.19) we need the following notation
φ(λ) = G−1
(
G−1 +D−1 − I
λ
)−1
r.
Let us note that
(G−1 +D−1 − Iλ) is positive definite for λ ≥ λmax(D). It is easy to
check that the functions φ(λ) and y(λ) = −D−1Gφ(λ) satisfy
(−D + λI)y = −λ(r − φ).
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Furthermore it holds that
r − φ(λ) + y(λ) =
(D
λ
− I
)
y(λ) + y(λ) =
D
λ
y(λ) = − 1
λ
Gφ(λ).
Hence,
‖r − φ(λ) + y(λ)‖22 =
1
λ2
‖Gφ(λ)‖22.
Denote φ∗ = φ(λmax). Similarly to problem (5.5) we distinguish between the following
two cases:
1) ‖Gφ∗‖22 < λ2maxv (5.20)
2) ‖Gφ∗‖22 ≥ λ2maxv (5.21)
Let us first consider Case 1). Let
D = UTΛU, UTU = I, Λ =
λ1 . . .
λn

with 0 < λ1 ≤ · · · ≤ λn = λmax denoting the eigenvalues of D. Consider the vector
yβ = −D−1Gφ∗ + βu
where β ∈ R and u is an eigenvector corresponding to λmax with ‖u‖22 = 1. Then
Dyβ = −Gφ∗ + λmaxβu.
Obviously, for φ∗ = G−1
(
G−1 +D−1 − Iλmax
)−1
r we have
(−D + λmaxI)yβ = (−D + λmaxI)(−D−1Gφ∗) + (−Du+ λmaxu)︸ ︷︷ ︸
=0
β
= (−D + λmaxI)(−D−1Gφ∗) = −λmax(r − φ∗)
and it holds that
r − φ∗ + yβ = − 1
λmax
(−D + λmaxI)yβ + yβ
=
D
λmax
yβ = − Gφ
∗
λmax
+ βu
= − 1
λmax
(Gφ∗ − λmaxβu).
Since ‖Gφ∗‖22 < λ2maxv then there exists a number β 6= 0 that satisfies
‖r − φ∗ + yβ‖22 =
1
λ2max
‖Gφ∗ − λmaxβu‖22
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=
1
λ2max
‖Gφ∗‖22 − 2λmaxβ (uTGφ∗)+ λ2maxβ2 ‖u‖22︸︷︷︸
=1

= v.
Indeed, β should solve the quadratic equation
‖Gφ∗‖22 − 2λmaxβ
(
uTGφ∗)+ λ2maxβ2 = λ2maxv. (5.22)
Obviously, the solutions of (5.22) are the numbers β1 and β2
β1 =
uTGφ∗
λmax
+
√
(uTGφ∗)2 + (λ2maxv − ‖Gφ∗‖22)
λmax
,
β2 =
uTGφ∗
λmax
−
√
(uTGφ∗)2 + (λ2maxv − ‖Gφ∗‖22)
λmax
.
For the solution β1 we have β1 > 0 and for the solution β2 we have β2 < 0 since
λ2maxv − ‖Gφ∗‖22 > 0 and√
(uTGφ∗)2 + (λ2maxv − ‖Gφ∗‖22) > |uTGφ∗|.
Thus we have shown that yβ and φ
∗ satisfy
(1) (−D + λmaxI) yβ = −λmax(r − φ∗)
(2) ‖r + yβ − φ∗‖22 = v
(5.23)
yielding
max
‖r+y−φ∗‖22≤v
yTDy = yTβDyβ
and
Φ(φ∗) = (φ∗)TGφ∗ + yTβDyβ.
Consider φ¯ = φ∗ + ∆φ and y¯ = yβ + ∆y with ∆y = ∆φ. We have
r − (φ∗ + ∆φ)︸ ︷︷ ︸
φ¯
+ (yβ + ∆y)︸ ︷︷ ︸
y¯
= r − φ∗ + yβ
and hence
‖r − φ¯+ y¯‖22 = v
and
max
‖r−φ¯+y‖22≤v
yTDy ≥ y¯TDy¯.
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Compute
Φ(φ¯)− Φ(φ∗) = φ¯TGφ¯+ max
‖r+y−φ¯‖22≤v
yTDy − (φ∗)TGφ∗ − yTβDyβ
≥ φ¯TGφ¯+ y¯TDy¯ − (φ∗)TGφ∗ − yTβDyβ
= (φ∗ + ∆φ)TG(φ∗ + ∆φ) + (yβ + ∆y)TD(yβ + ∆y)− (φ∗)TGφ∗ − yTβDyβ
= ∆φTG∆φ+ 2∆φTGφ∗ + ∆yT︸︷︷︸
∆φT
D ∆y︸︷︷︸
∆φ
+2 ∆yT︸︷︷︸
∆φT
Dyβ
= ∆φT (G +D)∆φ+ 2∆φT (Gφ∗ +Dyβ)
= ∆φT (G +D)∆φ+ 2∆φTλmaxβu
for all ∆φ and
y¯ = yβ + ∆y, ∆y = ∆φ, β = β1 or β = β2
with β1 > 0 and β2 < 0. Therefore, in the case ∆φ
Tu ≥ 0 we choose β = β1, in case
∆φTu < 0 we choose β = β2 and get in both cases
Φ(φ¯)− Φ(φ∗) > 0 for all φ¯ 6= φ∗
since G and D are positive definite.
In the case that we have more than one λmax. We assume the following set
I∗ = {1 ≤ i ≤ n : λi = λmax}
with u∗ = (ui, i ∈ I∗). Then we consider the vector
yβ = −D−1Gφ∗ +
∑
i∈I∗
βiui
where βi ∈ R and ui are the eigenvectors corresponding to λmax with ‖ui‖22 = 1. Then
Dyβ = −Gφ∗ + λmax
∑
i∈I∗
βiui
We have that
(−D + λmaxI)yβ = (−D + λmaxI)(−D−1Gφ∗ +
∑
i∈I∗
βi (−Dui + λmaxui︸ ︷︷ ︸
=0
= −λmax(r − φ∗)
and it holds that
r − φ∗ + yβ = D
λmax
yβ = − Gφ
∗
λmax
+
∑
i∈I∗
βiui
=
1
λmax
(
−Gφ∗ + λmax
∑
i∈I∗
βiui
)
.
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Since ‖Gφ∗‖ < λ2maxv there exist numbers βi 6= 0 that satisfy
‖r − φ∗ + yβ‖22 =
1
λ2max
(
‖Gφ∗‖22 − 2λmax
∑
i∈I∗
βi(u
T
i Gφ∗) + λ2max
∑
i∈I∗
β2i ‖ui‖22m
)
!
= v.
(5.24)
We choose
βi =
uTi Gφ∗
λmax
c
with c ∈ R solving the quadratic equation
‖Gφ∗‖22 − 2λmaxc
(∑
i∈I∗
1
λmax
(uTi Gφ∗)2
)
+ λ2maxc
2
(∑
i∈I∗
1
λ2max
(uTi Gφ∗)2
)
= λ2maxv.
(5.25)
Obviously, the solutions of (5.25) are the numbers
c1 = 1 +
√
λ2maxv − ‖Gφ∗‖22 + ‖uT∗ Gφ∗‖22
‖uT∗ Gφ∗‖22
> 0
c2 = 1−
√
λ2maxv − ‖Gφ∗‖22 + ‖uT∗ Gφ∗‖22
‖uT∗ Gφ∗‖22
< 0.
It holds that
β =
 β1...
β|I∗|
 ∈ B
where B are all vectors that satisfy (5.24). That means, we have shown that
yβ = −D−1Gφ∗ +
∑
i∈I∗
βiui and φ
∗ satisfy
(1) (−D + λmaxI) yβ = −λmax(r − φ∗)
(2) ‖r + yβ − φ∗‖22 = v
and hence
max
‖r+y−φ∗‖22≤v
yTDy = yTβDyβ.
Therefore φ∗ is optimal. Thus, we have proven the following Lemma:
Lemma 5.8. If the vector φ∗ satisfies Case 1) (5.20), then φ∗ is optimal in the bilevel
problem (5.19).
Let us now consider Case 2). For this case, we can formulate the following lemma.
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Lemma 5.9. If the vector φ∗ satisfies Case 2), i.e. ‖Gφ∗‖22 ≥ λ2maxv, then there exists
a unique number λ∗ ≥ λmax for which
‖Gφ(λ∗)‖22 = (λ∗)2v
where
φ(λ) = G−1
(
G−1 +D−1 − I
λ
)−1
r.
Proof. Consider the function η(λ) = ‖Gφ‖22 − λ2v. We have that η(λmax) ≥ 0 and
η(+∞) = −∞. We denote
P (λ) = G−1 +D−1 − I
λ
.
It holds that
d
dλ
(η(λmax)) =
d
dλ
(
rT (P (λ)−1)TP (λ)−1r − λ2v)
= 2rTP (λ)−1
(
−P (λ)−1
(
I
λ2
)
P (λ)−1r
)
− 2λv
= − 1
λ2
rTP (λ)−1P (λ)−1P (λ)−1r − 2λv
= − 1
λ2
‖P (λ)−1r‖2P (λ)−1 − 2λv ≤ 0,
since P (λ) is a positive definite matrix. That means η(λ), λ ≥ λmax is monotonically
decreasing and there exists a unique number λ∗ ≥ λmax satisfying η(λ∗) = 0.
If ‖Gφ∗‖ ≥ λ2maxv, then y(λ∗) = −D−1Gφ(λ∗) and λ∗ satisfy the optimality conditions
in the lower level problem for φ∗(λ∗) by construction, hence
y(λ∗)TDy(λ∗) = max
‖r+y−φ(λ∗)‖22≤v
yTDy.
Lemma 5.10. In case ‖Gφ(λmax)‖22 > λ2maxv the vector φ(λ∗), where λ∗ ≥ λmax is
found according to Lemma 5.9, is optimal in the bilevel optimization problem (5.19) (or
(5.15)).
Proof. Consider φ¯ = φ(λ∗) + ∆φ and y¯ = y(λ∗) + ∆y with ∆y = ∆φ. Obviously,
‖r + y¯ − y¯‖22 = ‖r + y(λ∗)− φ∗(λ∗)‖22 = v.
Compute
Φ(φ¯)− Φ(φ∗) = φ¯TGφ¯+ max
‖r+y−φ¯‖22≤v
yTDy − φ(λ∗)TGφ(λ∗)− yT (λ∗)Dy(λ∗)
≥ φ¯TGφ¯+ y¯TDy¯ − φ(λ∗)TGφ(λ∗)− yT (λ∗)Dy(λ∗)
= ∆φTG∆φ+ 2∆φTGφ(λ∗) + ∆yT︸︷︷︸
=∆φ
D ∆y︸︷︷︸
=∆φ
+2 ∆yT︸︷︷︸
=∆φ
Dy(λ∗)
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= ∆φT (G +D)∆φ+ 2∆φT (Gφ(λ∗) +Dy(λ∗))︸ ︷︷ ︸
=0
= ∆φT (G +D)∆φ > 0 if ∆φ 6= 0
since G and D are positive definite.
The following theorem follows directly from Lemmas 5.9 and 5.10.
Theorem 5.11. Problem (5.19)
min
φ
Φ(φ), φ ∈ Rn
with
Φ(φ) = φTGφ+ max
‖y−φ−r‖22≤v
yTDy
(and consequently problem (5.15)) is equivalent to the following optimization problem
min
λ
g(λ) = min
λ
rT
(
D−1 + G−1 − I
λ
)−1
r + λv, s.t. λ ≥ λmax(D) (5.26)
in the sense that if λ0 is optimal in (5.26), then the vector
φ(λ0) = G−1
(
D−1 + G−1 − I
λ0
)−1
r
is optimal in problem (5.19).
Proof. The Lagrangian of problem (5.26) is
L(λ, α) = g(λ)− α(λ− λmax), α ∈ R, α ≥ 0
and the derivative is
dL(λ, α)
dλ
= −rT
(
D−1 + G−1 − I
λ
)−1( I
λ2
)(
D−1 + G−1 − I
λ
)−1
r + v − α
= − 1
λ2
∥∥∥∥(D−1 + G−1 − Iλ
)
r
∥∥∥∥2
2
+ v − α.
If λ0 is optimal in (5.26), then there exists a scalar α ≥ 0 such that it holds that
dL(λ0,α)
dλ = 0 and α(λ
0 − λmax) = 0. In the case that λmax = λ0 we have α ≥ 0 and
‖(D−1 + G−1 − Iλmax )−1r‖22 ≤ λ2maxv and if λmax < λ0 then α = 0 and ‖(D−1 + G−1 −
I
λ0
)−1r‖22 = v.
Remark 5.12. Following Xing et al. [84] the function g(λ) can be considered as a
canonical dual function of (5.19)
Lemma 5.13. Problem (5.26) is convex.
Proof. The function g(λ) is convex according to Lemma A1 in Kostina & Kostyukova
[46] and the constraint in (5.26) is linear.
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Remark 5.14. Having λ∗ and φ(λ∗) we can easily restore the solution y0 of the lower
level problem (5.16). If ‖Gφ∗‖22 ≥ λ2maxv the solution is unique and given by y(λ0) =
D−1Gφ(x). If ‖Gφ∗‖22 < λ2maxv all vectors yβ with β ∈ B can by taken as y0. Note, that
yβ is not unique, but global.
Altogether we can formulate the following algorithm for solving (5.19).
Algorithm 5.15. (Solution of problem (5.19))
COMPUTE λmax = λmax(D)
COMPUTE vector φ∗ = G−1(D−1 + G−1 − Iλmax )−1(−r)
IF Case 1) ‖Gφ∗‖22 ≤ λ2maxv
THEN solution of problem (5.19) is given by φ0 = φ∗
ELSE Case 2) ‖Gφ∗‖22 > λ2maxv
THEN solve equation ‖Gφ(λ)‖22 = λ2v for λ ≥ λmax,
where φ(λ) = G−1(D + G−1 − Iλ)−1r (e.g. by Newton’s method)
solution: λ∗
WRITE solution of problem (5.19) as φ0 = φ∗(λ∗)
Let us consider the original problem (5.14), namely
min
p
pTGp+ max
ξ
ξTDξ (5.27)
s.t. (d+ ξ − p)TQ−1(d+ ξ − p) ≤ v. (5.28)
We have φ = A−1p, y = A−1ξ, G = ATGA, D = ATDA, r = A−1d and hence
Gφ = ATGp, ‖Gφ‖22 = ‖Gp‖2Q.
The two cases (5.20) and (5.21) now read as
1) ‖Gp‖2Q < λ2maxv and 2) ‖Gp‖2Q ≥ λ2maxv,
where λmax = λmax(A
TDA) and the Lemmas 5.8, 5.16 and 5.10 can be reformulated
accordingly. Theorem 5.11 can be reformulated as:
Theorem 5.16. Problem (5.27)
min
x
pTGp+ max
ξ
ξTDξ
s.t. (d+ ξ − p)TQ−1(d+ ξ − p) ≤ v
is equivalent to the following optimization problem
min
λ
dT
(
D−1 +G−1 − Q
λ
)−1
d+ λv, λ ≥ λmax(ATDA). (5.29)
in the sense that if λ0 is optimal in problem (5.29), then p0 = G−1
(
D−1 +G−1 − Q
λ0
)−1
d
is optimal in the bilevel problem (5.27).
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5.2 Bilevel Optimization Problem with a Non-Homogeneous
Cost Functional
Let us consider the following bilevel problem with a non-homogeneous cost function
which we will use later to describe the algorithms for solving the problems that we will
present in Chapter 7
min
φ
φTGφ+ 2sTφ+ max
‖r+y−φ‖22≤v
yTDy (5.30)
with given symmetric positive definite matrices G, D ∈ Rn×n, given vectors s, r ∈ Rn
and a given number v ∈ R. The lower level problem
max
y
yTDy (5.31)
s.t. ‖r + φ− y‖22 ≤ v (5.32)
is the same as in the previous bilevel problem (5.15) and hence the optimality conditions
for the lower level problem remain the same (cf. Lemma 5.5). Let us consider the bilevel
problem (5.30) which can be rewritten as
min
φ
Φ(φ), φ ∈ Rn (5.33)
with
Φ(φ) = φTGφ+ 2sTφ+ max
‖r+y−φ‖22≤v
yTDy.
Denote the vector φ(λ) which solves the equation(
D−1 − I
λ
+ G−1
)
Gφ = r −
(
D−1 − I
λ
)
s
where λ ≥ λmax(D) and denote the vector y(λ) which solves the equation
Dy(λ) = −Gφ− s.
For λ ≥ λmax(D) the matrixD−1− Iλ is positive semidefinite and the matrixD−1− Iλ+G−1
is positive definite. Furthermore φ(λ) and y(λ) satisfy
r + y − φ = 1
λ
Dy
and
‖r + y − φ‖22 =
1
λ2
‖Dy‖22.
We denote φ∗ = φ(λmax). Analogously to the previous section wen can prove:
1) If ‖Gφ∗ + s‖22 < λ2maxv, then there exists an β ∈ R such that
yβ = −D−1(Gφ− s) + βu
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where u is an eigenvector of D corresponding to λmax, φ∗ satisfies the optimality
conditions of the lower level problem (cf. Lemma 5.8) and φ∗ solves the bilevel
problem (5.33), cf. Lemma 5.9.
2) If ‖Gφ∗ + s‖22 ≥ λ2maxv, then there exists a λ∗ > λmax such that
‖Gφ(λ∗) + s‖22 = (λ∗)2v,
the vector φ(λ∗) solves the bilevel problem (5.33) and y(λ∗) = D−1(−Gφ∗ − s)
satisfies the optimality conditions in the lower level problem for φ(λ∗).
Now we want to proof the following theorem (similar to Theorem 5.11).
Theorem 5.17. Bilevel problem (5.33)
min
φ
Φ(φ), φ ∈ Rn
with
Φ(φ) = φTGφ+ 2sTφ+ max
‖r+y−φ‖22≤v
yTDy.
is equivalent to the following optimization problem
g(λ) = min
λ≥λmax(D)
(
r − (D−1 − I
λ
)s
)T (
D−1 − I
λ
+ G−1
)−1(
r − (D−1 − I
λ
)s
)
− sT
(
D−1 − I
λ
)
s+ 2rT s+ λv
(5.34)
in the sense that if λ0 is optimal in (5.34) then the vector
φ(λ0) = G−1
(
D−1 − I
λ
+ G−1
)−1(
r −
(
D−1 − I
λ
)
s
)
is optimal in the bilevel problem (5.33) and it holds that Φ(φ(λ0)) = g(λ0).
Proof. The Lagrangian of problem (5.34) is
L(λ, ν) = g(λ)− ν(λ− λmax), ν ∈ R, ν ≥ 0
and the derivative is
dL(λ, ν)
dλ
= − 2
λ2
sTGφ(λ)− 1
λ2
(Gφ(λ))TGφ(λ)− 1
λ2
s2 + v − ν
= − 1
λ2
‖Gφ(λ) + s‖22 + v − ν,
If λ0 is optimal in problem (5.34), then there exists a scalar ν ≥ 0 such that it holds
that dL(λ
0,ν)
dλ = 0 and ν(λ
0 − λmax) = 0. In the case that λmax = λ0 we have ν ≥ 0 and
‖Gφ(λmax) + s‖22 ≤ λ2maxv and if λmax < λ0 then ν = 0 and ‖Gφ(λ0) + s‖22 = (λ0)2v.
Hence, with 1) and 2) it follows that φ(λ0) solves problem (5.33).
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Let us now show that g(λ0) = Φ(φ(λ0)). The optimal vectors y(λ) and φ(λ) satisfy(
D−1 − I
λ
)
Dy = φ− r
‖r + y − φ‖22 = v.
From
(D−1 − Iλ)Dy = φ− r it follows that
yTDy = λv − (r − φ)TDy.
With Dy = −Gφ− s we get
yTDy = λv + (r − φ)TGφ+ (r − φ)T s.
Hence, it holds that
Φ(φ) = φTGφ+ (r − φ)TGφ+ (r − φ)T s+ 2sTφ+ λv
= rTGφ+ sTφ+ rT s+ λv.
Using the formulas
Gφ =
(
D−1 − I
λ
+ G−1
)−1(
r −
(
D−1 − I
λ
)
s
)
we get
Φ(φ) = rT
(
D−1 − I
λ
+ G−1
)−1
r − rT
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s
+ sTG−1
(
D−1 − I
λ
+ G−1
)−1(
r −
(
D−1 − I
λ
)
s
)
+ sT r + λv.
(5.35)
Let us consider the following terms
− rT
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s+ rT
(
D−1 − I
λ
+ G−1
)−1
G−1s
=rT s− 2rT
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s
and
− sTG−1
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s
=− sT
(
D−1 − I
λ
)
s+ sT
(
D−1 − I
λ
)(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s.
If we insert these terms now in (5.35) we get
Φ(φ) = rT
(
D−1 − I
λ
+ G−1
)−1
r + rT s
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− 2rT
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s− sT
(
D−1 − I
λ
)
s
+ sT
(
D−1 − I
λ
)(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s+ sT r + λv
=
(
r −
(
D−1 − I
λ
)
s
)T (
D−1 − I
λ
+ G−1
)−1(
r −
(
D−1 − I
λ
)
s
)
− sT
(
D−1 − I
λ
)
s+ λv + 2rT s.
Hence, it holds that g(λ0) = Φ(φ(λ0)).
Lemma 5.18. Problem (5.34) is convex.
Proof. • The function g(λ), λ ∈ R is convex. To show this we compute the second-
order derivative of the function g(λ).
∂g(λ)
∂λ
= − 1
λ2
‖Gφ+ s‖22 + v
∂2g(λ)
∂λ2
=
2
λ3
‖Gφ+ s‖22 −
1
λ2
2(Gφ+ s)T ∂(Gφ)
∂λ
.
Since
∂(Gφ)
∂λ
= −
(
D−1 − I
λ
+ G−1
)−1( I
λ
)(
D−1 − I
λ
+ G−1
)−1(
r −
(
D−1 − I
λ
)
s
)
−
(
D−1 − I
λ
+ G−1
)−1 I
λ2
s
= − 1
λ2
(
D−1 − I
λ
+ G−1
)−1
(Gφ+ s)
we have
∂2g(λ)
∂λ2
=
2
λ3
‖Gφ+ s‖22 +
1
λ4
(Gφ+ s)T
(
D−1 − I
λ
+ G−1
)−1
(Gφ+ s) ≥ 0
for λ ≥ 0 and hence the function g(λ) is convex for λ ≥ λ(D).
• The feasible set λ ≥ λmax(D) is convex.
Remark 5.19. Using some reformulations we can also show that g(λ) and φ(λ) in
Theorem 5.17 can be reformulated in a different, but equivalent way.
Theorem 5.20. Bilevel problem (5.33)
min
φ
Φ(φ), φ ∈ Rn
with
Φ(φ) = φTGφ+ 2sTφ+ max
‖r+y−φ‖22≤v
yTDy.
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is equivalent to the following optimization problem
g(λ) = min
λ≥λmax
(
r + G−1s)T (D−1 − I
λ
+ G−1
)−1 (
r + G−1s)− sTG−1s+ λv (5.36)
in the sense that if λ0 is optimal in (5.36) then the vector
φ(λ0) = G−1s+ G−1
(
D−1 − I
λ
+ G−1
)−1 (
r + G−1s)
is optimal in the bilevel problem (5.33) and it holds that Φ(φ(λ0)) = g(λ0).
Proof. The proof is similar to the proof of Theorem 5.17, but we now consider the
following terms of (5.35)
− rT
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s+ rT
(
D−1 − I
λ
+ G−1
)−1
G−1s
+ rT
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
+ G−1
)
s
= 2rT
(
D−1 − I
λ
+ G−1
)−1
G−1s
and
− sTG−1
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
)
s
=sTG
(
D−1 − I
λ
+ G−1
)−1
G−1s− sTG−1s.
If we now insert these terms into (5.35) we get
Φ(φ) =rT
(
D−1 − I
λ
+ G−1
)−1
r + 2rT
(
D−1 − I
λ
+ G−1
)−1
G−1s
+ sTG−1
(
D−1 − I
λ
+ G−1
)−1
G−1s− sTG−1s+ λv
=
(
r + G−1s)T (D−1 − I
λ
+ G−1
)−1 (
r + G−1s)− sTG−1s+ λv.
With the reformulation
Gφ+ s =
(
D−1 − I
λ
+ G−1
)−1(
r −
(
D−1 − I
λ
)
s
)
+
(
D−1 − I
λ
+ G−1
)−1(
D−1 − I
λ
+ G−1
)
s
=
(
D−1 − I
λ
+ G−1
)−1 (
r + G−1s)
and with the proof of Theorem 5.17 the theorem is proven.
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5.3 Bilevel Optimization Problem with an Additional Quadratic
Constraint in the Upper Level Problem
Now, let us consider another bilevel problem which we will use to describe the algorithms
for solving the problems that we will present in Chapter 7.3
min
φTSφ≤δ
(φ+ a)TG(φ+ a) + max
‖r−φ+y‖22≤v
yTDy (5.37)
with given symmetric positive definite matrices G, D, S ∈ Rn×n, given vectors r, a ∈ Rn
and given numbers δ, v ∈ R. With α(δ − φTSφ) = 0, α ≥ 0, α = 0 if φTSφ < δ we can
reformulate problem (5.37) as
min
φTSφ≤δ
(φ+ a)TG(φ+ a)− α(δ − φTSφ) + max
‖r−φ+y‖22≤v
yTDy (5.38)
The lower level problem
max
y
yTDy
s.t. ‖r + φ− y‖22 ≤ v
(5.39)
is the same as in bilevel problem (5.15) and hence the optimality conditions for the lower
level problem remain the same (cf. Lemma 5.5). Let us consider the bilevel problem
(5.38) which can be rewritten as
min
‖φ‖2S≤δ
Φ(φ), φ ∈ Rn (5.40)
with
Φ(φ) = φT (G + αS)φ+ 2aTGφ+ aTGa− αδ + max
‖r+φ−y‖22≤v
yTDy.
Denote the vector φ(λ, α) which solves the equation((
D−1 − I
λ
)
+ (G + αS)−1
)
(G + αS)φ = r −
(
D−1 − I
λ
)
Ga,
where λ ≥ λmax(D) and α ≥ 0 and denote the vector y(λ, α) which solves the equation
Dy(λ, α) = −(G + αS)φ− Ga.
For φ(λ, α) and y(λ, α) it holds that(
D−1 − I
λ
)
Dy = φ− r.
For λ ≥ λmax(D) we have that the matrix
(D−1 − Iλ) is positive semidefinite and for α ≥
0 the matrix (G+αS) is positive definite and hence the matrix (D−1 − Iλ + (G + αS)−1)
is positive definite for λ ≥ λmax and α ≥ 0. Furthermore φ(λ, α) and y(λ, α) satisfy
r − φ+ y = I
λ
Dy
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and hence
‖r − φ(λ, α) + y(λ, α)‖22 =
1
λ2
‖Dy(λ, α)‖22.
Consider the case that α = 0. Then φ(λ, 0) solves(
D−1 − I
λ
+ G−1
)
Gφ(λ, 0) = r −
(
D−1 − I
λ
)
Ga.
Denote φ∗ = φ(λmax, 0). Consider several cases.
Case 1: If ‖φ∗‖2S < δ and ‖G(φ∗ + a)‖22 < λ2maxv we can show similarly to (5.23) that
there exists a scalar β, such that
yβ = −D−1G(φ∗ + a) + βu, β = β1 or β2,
where u is an eigenvector of D corresponding to λmax and φ∗ satisfies the optimality
conditions in the lower level problem (cf. Lemma 5.8) and φ∗ and yβ solves the bilevel
problem (5.40), cf. Lemma 5.9.
Case 2: Assume the case ‖φ∗‖2S < δ and ‖G(φ∗ + a)‖22 > λ2maxv, then we can formulate
the following lemma
Lemma 5.21. If ‖G(φ∗ + a)‖22 > λ2maxv then there exists a unique number λ∗ > λmax
such that φ(λ∗, 0) satisfies
‖G(φ(λ∗, 0) + a)‖22 = (λ∗)2v.
Proof. Consider the function η(λ) = ‖G(φ(λ, 0) + a)‖22−λ2v. We have that η(λmax) > 0
and η(+∞) = −∞. It holds that
dη(λ, 0)
dλ
= − 2
λ2
(
(G(φ+ a))T
(
D−1 − I
λ
+ G−1
)−1
G(φ+ a)
)
− 2λv < 0.
Hence, for α ≡ 0 the function η(λ, 0) is monotonically decreasing if λ is increasing and
hence there exists a unique number λ∗ > λmax such that η(λ∗, 0) = 0.
Lemma 5.22. Consider the situation
‖φ∗‖2S < δ, ‖G(φ∗ + a)‖22 > λ2maxv.
Assume the vector φ(λ∗, 0), where λ∗ ≥ λmax, is found according to Lemma 5.21, satisfy
‖φ(λ∗, 0)‖2S < δ. Then it is optimal in the bilevel optimization problem (5.40).
Proof. Obviously, y(λ∗) = −D−1G(φ(λ∗, 0)+a) satisfies the optimality conditions in the
lower level problem for φ(λ∗, 0) by construction and hence
yT (λ∗)Dy(λ∗) = max
‖r+y−φ(λ∗,0)‖22≤v
yTDy.
Then following the lines of the proof of Lemma 5.10 we can show that
Φ(φ(λ∗, 0) + ∆φ))− Φ(φ(λ∗, 0)) > 0
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for all ∆φ 6= 0 and ‖φ(λ∗, 0) + ∆φ‖2S ≤ δ.
Let us note that if a = 0 we can formulate the following lemma.
Lemma 5.23. Assume a = 0 and consider the situation
‖φ∗‖2S < δ, ‖Gφ∗‖22 > λ2maxv.
Let the vector φ(λ∗, 0), where λ∗ ≥ λmax, be found according to Lemma 5.21. Then
φ(λ∗, 0) satisfies ‖φ(λ∗, 0)‖2S < δ and hence it is optimal in problem (5.40).
Proof. If a = 0 it holds that
‖φ(λ∗, 0)‖2S < ‖φ∗‖2S < δ
because
∂‖φ(λ∗, 0)‖2S
∂λ
= − 2
λ2
φT SG−1
(
D−1 − I
λ
+ G−1
)−1
G︸ ︷︷ ︸
similar to positive definite matrix
φ < 0.
Hence, if λ is increasing, then ‖φ(λ∗, 0)‖2S is decreasing and with Lemma 5.22, this lemma
is proven.
If ‖φ(λ∗, 0)‖22 ≥ δ, where λ∗ ≥ λmax is found according to Lemma 5.21, then the con-
struction of the optimal φ(λ∗, α∗) should be done following Case 4.
Case 3: Assume now the case ‖φ∗‖2S > δ and ‖G(φ∗ + a)‖ < λ2maxv. First of all we find
a scalar α∗ such that
‖φ(λmax, α∗)‖2S = δ
following the lemma
Lemma 5.24. If ‖φ(λmax, 0)‖2S ≥ δ then there exists a unique number α∗ > 0 such that
‖φ(λmax, α∗)‖2S = δ.
Proof. Consider the function ρ(α) = ‖φ(λ, α)‖2S − δ for fixed λ ≥ λmax. We have that
ρ(0) ≥ 0 and ρ(+∞) = −δ < 0. It holds that
dρ(α)
dα
= −2(Sφ)T
(
D−1 − I
λ
)((
D−1 − I
λ
)
+ (G + αS)−1
)−1
(G + αS)−1︸ ︷︷ ︸
similar to positive definite matrix
(Sφ)
< 0.
Hence, the function ρ(α) is monotonically decreasing for λ ≡ λmax and there exists a
unique number α∗ > 0 such that ρ(α∗) = 0.
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Lemma 5.25. Consider the case ‖φ∗‖2S ≥ δ and let α∗ be found according to Lemma
5.24. If ‖(G + α∗S)φ(λmax, α∗) + Ga‖22 < λ2maxv then there exists a scalar β ∈ R such
that
yβ = −D−1((G + α∗S)(φ(λmax, α∗) + a)) + βu
solves the lower level problem for φ(λmax, α
∗) (5.39) and φ(λmax, α∗) solves the upper
level problem (5.40). Here, as before, u denotes an eigenvector corresponding to the
maximal eigenvalue λmax of D.
Proof. It holds that
yβ = −D−1 ((G + α∗S)φ(λmax, α∗) + Ga) + βu
= −D−1 ((G + α∗S)φ¯− Ga)+ βu
where φ¯ = φ(λmax, α
∗). Then it holds that
Dyβ = −(G + α∗S)φ¯− Ga+ λmaxβu.
For φ¯ we have
(−D + λmaxI)yβ = (−D + λmaxI)(−D−1((G + α∗S)φ¯+ Ga) + β (−D + λmaxI)u︸ ︷︷ ︸
=0
= (I− λmaxD−1)((G + α∗S)φ¯+ Ga) = −λmax(r − φ¯)
and it holds that
r − φ¯+ yβ = − 1
λmax
(−D + λmaxI)yβ + yβ
=
D
λmax
yβ = −(G + α
∗S)φ¯+ Ga
λmax
+ βu.
Since ‖(G + α∗S)φ¯+ Ga‖22 < λ2maxv there exists a β 6= 0 that satisfies
‖r − φ¯+ yβ‖22 =
1
λmax
‖(G + α∗S)φ¯+ Ga− λmaxβu‖22 = v.
Thus, yβ and φ¯ satisfy
1) (−D + λmaxI)yβ = −λmax(r − φ¯)
2) ‖r − φ¯+ yβ‖22 = v
yielding
max
‖r−φ¯+yβ‖22≤v
yTDy = yβDyβ
and
Φ(φ¯) = φ¯∗T (G + α∗S)φ¯+ 2aTGφ¯+ aTGa− αδ + yTβDyβ.
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Furthermore it holds that ‖φ¯‖2S = δ. Consider φ˜ = φ¯ + ∆φ with ∆φ 6= 0 such that
‖φ˜‖2S ≤ δ and y˜ = yβ + ∆y with ∆y = ∆φ. Then
r − φ˜+ y˜ = r − (φ¯+ ∆φ) + (yβ + ∆y) = r − φ¯+ yβ.
Hence, ‖r − φ˜+ y˜‖22 = v and
max
‖r−φ˜+y‖22
yTDy ≥ y˜Dy˜.
Similarly to the proof of Lemma 5.8 we have
Φ(φ˜)− Φ(φ¯) = φ˜T (G + α∗S)φ˜+ 2aTGφ˜+ max
‖r+y−φ˜‖22≤v
yTDy − φ¯T (G + α∗)φ¯− 2aGφ¯− yβDyβ
≥ (φ¯+ ∆φ)T (G + α∗S)(φ¯+ ∆φ) + 2aTG(φ¯+ ∆φ)− φ¯T (G + α∗)φ¯
− 2aGφ¯+ y˜TDy˜ − yTβDyβ
= 2∆φT (G + α∗S)φ¯+ ∆φT (G + α∗S)δφ+ 2aTG∆φ
+ δyTD∆y + 2 ∆y︸︷︷︸
∆φ
Dyβ︸︷︷︸
−((G+α∗S)φ¯+Ga)+λmaxβu
= ∆φT (G + α∗S)∆φ+ ∆yTD∆y + λmaxβ∆φTu
By a proper choice of β we can assure that β∆φTu > 0. Therefore we get, that
Φ(φ˜)− Φ(φ¯) ≥ ∆φT (G + α∗S)∆φ+ ∆yTD∆y > 0
for all φ˜ 6= φ¯. Hence, φ¯ is optimal.
Lemma 5.26. Assume a = 0 and consider the case ‖φ∗‖2S ≥ δ, ‖Gφ∗‖22 < λ2maxv. Let α∗
be found according to Lemma 5.24. Then φ(λmax, α
∗) satisfy ‖(G+α∗S)φ(λmax, α∗)‖22 <
λ2maxv and hence it is optimal in (5.40).
Proof. Since
∂‖(G + αS)φ(λmax, α)‖
∂α
< 0, α ≥ 0
it holds that
‖(G + α∗S)φ(λmax, α)‖22 < ‖Gφ∗‖22 < λ2maxv.
In the case ‖(G + αS)(φ(λmax, α∗) + Ga‖22 > λ2maxv, where α∗ ≥ 0 is found following
Lemma 5.24, then the construction of φ(λ∗, α∗) is performed as in Case 4.
Case 4: Consider the situations
‖φ(λmax, 0)‖2S ≥ δ, ‖G(φ(λmax, 0) + a = ‖22 ≥ λ2maxv
or
‖G(φ(λ∗, 0) + a)‖22 = (λ∗)2v, ‖φ(λ∗, 0)‖2S ≥ δ, λ∗ > λmax
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or
‖φ(λmax, α∗‖2S = δ, ‖(G + α∗S)(φ(λmax, α∗) + Ga)‖22 > λ2maxv, α∗ > 0.
in these situations we search for φ∗, α∗ ≥ 0, λ∗ ≥ 0 such that the following system of
nonlinear equalities hold:
F(x) =
(D−1 − Iλ) ((G + αS)φ+ Ga) + φ− r‖G + αS)φ+ Ga‖22 − λ2v
‖φ‖2S − δ
 = 0, x ∈
φα
λ
 . (5.41)
The following lemma gives the conditions where the system (5.41) has a solution.
Lemma 5.27. Assume that the functions F : D → Rn+2 and J = ∂F∂x : D →
R(n+2)×(n+2) satisfy:
1. J (·) is invertible for all x ∈ D.
2. ‖J−1(y)(J(x+ t(y−x))− J(x))(y−x)‖ ≤ ωt‖y−x‖2 with ω <∞ for all t ∈ [0, 1]
and x, y ∈ D with x− y = J −1(y)F(x).
3. Assume that the initial guess x0 ∈ D exists such that δ0 = ‖J (x0)
−1F(x0)‖ω
2 < 1 and
D0 := B¯
(
x0,
J (x0)−1F(x0)
1−δ0
)
⊂ D.
Denote D = {(φ, α, λ), φ ∈ Rn, α ∈ R, λ ∈ R, 0 ≤ α ≤ α¯, 0 < λ ≤ λ ≤ λ¯},
where α¯ < ∞ and λ = λmax, λ¯ < ∞ are some numbers. Then there exist unique
{φ∗, α∗, λ∗} ∈ D0 such that
F(φ∗, α∗, λ∗) = 0.
Proof. The lemma follows form the local contration theorem in Bock [14].
Lemma 5.28. The vector φ∗ constructed by Lemma 5.27 solves the bilevel programming
problem (5.40).
Proof. Let us introduce the following notations
φ(λ, α) = (G + αS)−1
(
D−1 − I
λ
+ (G + αS)−1
)−1(
r −
(
D−1 − I
λ
)
Ga
)
φ¯ = φ(λ∗, α∗) (5.42)
y(λ, α) = −D−1 ((G + αS)φ(λ, α) + Ga)
y¯ = −D−1 ((G + α∗S)φ¯+ Ga) .
Since φ(λ, α) satisfies(
D−1 − I
λ
+ (G + αS)−1
)
(G + αS)φ(λ, α) = r −
(
D−1 − I
λ
)
Ga
we have (
D−1 − I
λ
)
(G + αS)φ(λ, α) + φ(λ, α) = r −
(
D−1 − I
λ
)
Ga
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and hence (
D−1 − I
λ
)
((G + αS)φ(λ, α) + Ga) = r − φ(λ, α)
Then for φ¯ and y¯ we have
(−D + λ∗I)y¯ = (−D + λ∗I)(−D−1) ((G + α∗S)φ¯+ Ga)
= (I− λ∗D−1) ((G + α∗S)φ¯+ Ga)
= λ∗(
I
λ∗
−D−1) ((G + α∗S)φ¯+ Ga)
= −λ∗(−φ¯+ r)
and
r − φ¯+ y¯ = − 1
λ∗
(−D + λ∗I)y¯ + y¯ = D
λ∗
y¯
= − 1
λ∗
(
(G + α∗S)φ¯+ Ga) .
We have shown that φ¯ and y¯ satisfy the optimality conditions in the lower level problem
1) (−D + λ∗I)y¯ = −λ∗(r − φ¯)
2) ‖r − φ¯+ y¯‖22 = v.
Hence, y¯ solves the lower level problem for φ¯ and Φ(φ¯) = φ¯T (G + α∗S)φ¯ + 2aTGφ¯ +
aTGa−αδ+ y¯TDy¯. Furthermore it holds that ‖φ¯‖2S = δ. Following the proof of Lemma
5.25 we consider φ˜ = φ¯+ ∆φ, y˜ = y + ∆y, ∆y = ∆φ with ‖φ˜‖2S ≤ δ and can show that
Φ(φ˜)− Φ(φ¯) > 0
for φ˜ 6= φ¯.
Theorem 5.29. The function
g(λ, α) =
(
r −
(
D−1 − I
λ
)
Ga
)T (
D−1 − I
λ
+ (G + αS)−1
)−1(
r −
(
D−1 − I
λ
)
Ga
)
− (Ga)T
(
D−1 − I
λ
)
(Ga) + 2rT (Ga) + λv − αδ + aTGa
where D−1, G and (D−1 − Iλ + (G + αI)−1) are positive definite for α ≥ 0 and λ ≥
λmax(D) is convex in λ ≥ 0 for arbitrary fixed α and concave in α ≥ 0 for arbitrary fixed
λ.
Proof. To show the convexity in λ ≥ λmax for arbitrary α we show that
∂2g(λ, α)
∂λ2
≥ 0
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and to show the concavity in α ≥ 0 for arbitrary λ we show that
∂2g(λ, α)
∂α2
≤ 0.
For λ we have
∂g(λ, α)
∂λ
= − 1
λ2
‖(G + αS)φ(λ, α) + Ga‖22 + v
∂2g(λ, α)
∂λ2
=
2
λ3
‖(G + αS)φ(λ, α) + Ga‖22 +
1
λ4
((G + αS)φ(λ, α) + Ga)T(
D−1 − I
λ
+ G−1
)−1
((G + αS)φ(λ, α) + Ga) ≥ 0 for λ ≥ 0
and for α we have
∂g(λ, α)
∂α
= ‖φ(λ, α)‖2S − δ
∂2g(λ, α)
∂α2
= 2(Sφ(λ, α))T
∂φ(λ, α)
∂α
. (5.43)
Compute
∂φ(λ, α)
∂α
= −(G + αS)−1S(G + αS)−1
(
D−1 − I
λ
+ (G + αS)−1
)−1(
r −
(
D−1 − I
λ
)
Ga
)
+ (G + αS)−1(−1)
(
D−1 − I
λ
+ G + αS)−1
)−1 (−(G + αS)−1S(G + αS)−1)(
D−1 − I
λ
+ (G + αS)−1
)(
r −
(
D−1 − I
λ
)
Ga
)
= −(G + αS)−1Sφ(λ, α) + (G + αS)−1
(
D−1 − I
λ
+ (G + αS)−1
)−1
(G + αS)−1Sφ(λ, α)
= (G + αS)−1
(
−I+
(
D−1 − I
λ
+ (G + αS)−1
)−1
(G + αS)−1
)
Sφ(λ, α)
= −(G + αS)−1
(
D−1 − I
λ
+ (G + αS)−1
)(
D−1 − I
λ
)
Sφ(λ, α).
If we now insert this into (5.43) we get
∂2g(λ, α)
∂α2
= −2(Sφ(λ, α))T (G + αS)−1
(
D−1 − I
λ
+ (G + αS)−1
)(
D−1 − I
λ
)
︸ ︷︷ ︸
similar to positive definite matrix
Sφ(λ, α) < 0
Hence, the function g(λ, α) is convex in λ and concave in α.
Let us analyze the min-max problem
min
λ≥λmax
max
α≥0
g(λ, α)
From Theorem 5.29 we have that g(λ, α) is convex in λ ≥ λmax for arbitrary but fixed α
and concave in α ≥ 0 for arbitrary but fixed λ. The solution {λ∗, α∗} is a saddle point,
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which means that
g(λ∗, α) ≤ g(λ∗, α∗) ≤ g(λ, α∗)
for all λ ≥ λmax and for all α ≥ 0. We define the curves
λˆ(α) = arg min
λ≥λmax
g(λ, α), αˆ(λ) = arg max
α≥0
g(λ, α).
Saddle points {λ∗, α∗} correspond to points where these two curves meet (cf. Bertsekas
[10])
(1) Consider min
λ≥λmax
g(λ, α) for arbitrary fixed α. The optimality conditions read as
L1(λ, ν) = g(λ, α)− ν(λ− λmax)
∂L1(λ, ν)
∂λ
= − 1
λ2
‖(g + αS)φ+ Ga‖22 + v − ν != 0
with the complimentary conditions
ν(λ− λmax) = 0, ν ≥ 0,
where φ satisfies (5.35). Analyzing the optimality conditions λˆ = λˆ(α) satisfies
if λˆ > λmax then ν = 0 and ‖(G + αS)φ(λˆ, α) + Ga‖22 = λˆ2v.
if λˆ = λmax then ν ≥ 0 and ‖(G + αS)φ(λˆ, α) + Ga‖22 ≤ λˆ2v.
(2) Consider {max
α≥0
g(λ, α)} for arbitrary fixed λ which is equivalent to {−min
α≥0
−
g(λ, α)}. The optimality conditions read as
L2(α, µ) = −g(λ, α)− µα
∂L2(α, ν)
∂α
= −‖φ(λ, α)‖22 + δ − µ != 0
with the complimentary conditions
µα = 0, µ ≥ 0.
Analyzing the optimality conditions αˆ = αˆ(λ) satisfies
If αˆ > 0⇒ µ = 0 and ‖φ(λ, αˆ)‖2S = δ.
If αˆ = 0⇒ µ ≥ 0 and ‖φ(λ, 0)‖2S ≤ δ.
Summarizing, we get that the saddle points {λ∗, α∗} satisfies the following:
1) If λ∗ > λmax, α∗ > 0, then {λ∗, α∗} solve the nonlinear system
‖(G + αS)φ(λ, α) + Ga‖22 = λ2v
‖φ(λ, α)‖2S = δ.
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2) If α∗ = 0 then ‖φ(λ∗, α∗)‖2S ≤ δ.
3) If λ∗ = λmax then ‖(G + αS)φ(λmax, α∗) + Ga‖22 ≤ λ2maxv.
Using this analysis we can formulate the following theorem.
Theorem 5.30. Bilevel problem (5.38) is equivalent to the following problem
min
λ
max
α
g(λ, α) =
(
r −
(
D−1 − I
λ
)
Ga
)T (
D−1 − I
λ
+ (G + αS)−1
)−1(
r −
(
D−1 − I
λ
)
Ga
)
− (Ga)T
(
D−1 − I
λ
)
(Ga) + 2rT (Ga) + λv − αδ + aTGa
s.t. α ≥ 0, λ ≥ λmax
(5.44)
in the sense that if {λ∗, α∗} solve the problem (5.44) then φ(λ∗, α∗) solves the problem
(5.38) and it holds that g(λ∗, α∗) = Φ(φ(λ∗, α∗)).
Altogether we can formulate the following algorithm for solving (5.40).
Algorithm 5.31. (Solution of problem (5.40))
COMPUTE λmax = λmax(D)
COMPUTE vector φ∗ = (G + αS)−1 (D−1 − Iλ + (G + αS)−1)−1 (r − (D−1 − Iλ)Ga)
IF Case 1) ‖φ∗‖2S < δ and ‖G(φ∗ + a)‖22 < λ2maxv
THEN solution of problem (5.40) is given by φ0 = φ∗
IF Case 2) ‖φ∗‖2S < δ and ‖G(φ∗ + a)‖22 > λ2maxv
THEN solve equation ‖G(φ(λ, 0) + a)‖22 = λ2v for λ ≥ λmax,
where φ(λ, 0) = G−1(D−1 − Iλ + G−1)−1(r − (D−1 − Iλ)Ga)
(e.g. by Newton’s method)
solution: λ∗
IF ‖φ(λ∗, 0)‖2S < δ
THEN solution of problem (5.40) as φ0 = φ∗(λ∗, 0)
ELSE go to Case 4)
IF Case 3) ‖φ∗‖2S > δ and ‖G(φ∗ + a)‖22 < λ2maxv
THEN solve equation ‖φ(λmax, α)‖2S = δ for α ≥ 0,
where
φ(λmax, α) = (G+αS)−1
(
D−1 − Iλmax + (G + αS)−1
)−1 (
r −
(
D−1 − Iλmax
)
Ga
)
(e.g. by Newton’s method)
solution: α∗
IF ‖G(φ(λmax, α∗) + a)‖22 < λ2maxv
THEN solution of problem (5.40) as φ0 = φ∗(λmax, α∗)
ELSE go to Case 4)
ELSE Case 4)
THEN solve equations
‖(G + αS)φ(λ, α) + Ga‖22 − λ2v = 0
‖φ(λ, α)‖2S − δ = 0
φ(λ, α)− (G + αS)−1 (D−1 − Iλ + (G + αS)−1)−1 (r − (D−1 − Iλ)Ga) = 0
for λ ≥ λmax, α ≥ 0 (e.g. by Newton’s method)
solution: λ∗, α∗
WRITE solution of problem (5.40) as φ0 = φ∗(λ∗, α∗).
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6 Closed-Loop Min Max Feedback Controls
Mathematical models of real processes almost always contain uncertainties or distur-
bances. This is the reason why we will consider optimal control problems with un-
certainties or robust optimal control in this chapter. There are several possibilities of
sources of uncertainties. One source of uncertainties is for instance when observational
errors arise during the measurements. During the modeling process we can obtain errors
because of certain modeling assumptions and simplifications, unmodeled effects or even
errors in the model. Errors might also arise during the discretization procedures. To
consider those uncertainties we will need robust optimization for optimal control un-
der uncertainties, such that the obtained solution of the optimization problem will be a
guaranteed good solution for all possible realizations of uncertainties that could occur in
the model. For a robust solution we will include state feedback. We assume a predictive
optimal control problem on the control interval [τ, t] and a corresponding optimal control
u0(t; τ, x), t ∈ [τ, t∗] depending on the current time τ of the system state x. To obtain
a robust solution there is a need of state feedback and this feedback is constructed by
the following implicit law
u∗(τ, x) = u0(τ ; τ, x), τ ∈ [0, t∗], x ∈ Rn. (6.1)
As we already stated in the introduction, we can distinguish between three different
approaches for robust feedback (6.1): Open-loop optimal control, Open-loop min-max
optimal control and Closed-loop min-max optimal feedback control. The third approach
with one correction moment is topic of the following section. To present a practical algo-
rithm in Section 6.2 we will reformulate the problem as a bilevel programming problem
and discuss an algorithm for its solution. Closed-loop min-max optimal feedback control
with several correction points will be discussed in Section 6.3. Section 6.4 presents ap-
proximative control policies and a comparison of them. In the last section we will shortly
describe a numerical example with which we can compare the different approximative
policies.
6.1 Closed Loop Min-Max Optimal Feedback Control Problem
with One Correction Point
In this section we will consider a linear-quadratic optimal control problem with uncer-
tainties. We will first formulate linear-quadratic optimal control problems without and
with uncertainties and we will present problems that can arise if we ignore the uncer-
tainties. We will then modify the problem formulation by including a feedback aspect,
to obtain a guaranteed optimal control and avoid infeasibility problems.
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We examine the following optimal control problems. First we consider the optimal
control of the nominal system without uncertainties
min
u
J(u) =
∫
T
u2(t)dt (6.2)
s.t. x˙ = Ax(t) + bu(t)
x(0) = x0
x(t∗) = 0
(6.3)
The second optimal control problem takes into account uncertainties in the model dy-
namics
min J(u) =
∫
T
u2(t)dt (6.4a)
s.t. z˙ = Az(t) + bu(t) + gw(t), z(0) = z0 (6.4b)
‖z(t∗;u(·), w(·))‖22 ≤ δ20 , for all w(·) ∈W. (6.4c)
In these two problems we have t ∈ T = [0, t∗], x(t) ∈ Rn and z(t) ∈ Rn the states of
the systems, respectively, u(t) ∈ R the control, w(t) ∈ R an unknown perturbation and
the matrix A ∈ Rn×n and the vectors b ∈ Rn, g ∈ Rn and x0 ∈ Rn are given. The
control u(t), the unknown perturbation w(t) and the time t ∈ T are assumed to belong
to L2(T ). Here, z(t;u(·), w(·)) with t ∈ T in (6.4c) is a trajectory of system (6.4b) which
is generated by the control u(·) and the perturbation w(·).
We assume that the unknown perturbation w(·) is in the class of all admissible distur-
bances W , which is defined by:
W :=
w(·) = (w(t), t ∈ T ) ∈ L2(T ) :
t1∫
0
w2(t)dt ≤ v1,
t∗∫
t1
w2(t)dt ≤ v2, for some t1 ∈ T
 .
Therefore we use uncertainties, that have to satisfy the integral quadratic constraint,
which was introduced in the work of V.A. Yakubovich in 1988. The problem of stabiliz-
ing a system with uncertain parameters is of interest in the control theory. The methods
that treat this kind of problems usually differ in the concept of stability and the form
of the uncertainty. A description of the uncertainty sets can be found in the works of
Savkin & Petersen [72] and Lee & Zhenghong [55]. In the time-invariant case, there is
the ellipsoidal set, which we use in this thesis, and also the axis-aligned polyhedron. The
ellipsoidal set has been used by many researchers (eg. Goodwin et al. [36], Kosut et al.
[48], Lau et al. [54]) as the parameter estimation under the Gaussian noise assumption
naturally yields ellipsoidal bounds. In the case of the axis-aligned polyhedron the Eu-
clidean norm is replaced by the ∞-norm and was also used by many reasearchers(e.g.
Campo & Morari [21], Zheng & Morari [86], Genceli and Nikolaou [34]).
The class of bounded disturbances
|w(t)| ≤ α, t ∈ T1 = [t0, t1], t ∈ T2 = [t1, t2], t2 = t∗
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belongs to the class of admissible disturbances with the following choice of the numbers
vi
vi = α
2(ti − ti−1), i = 1, 2. (6.5)
Lemma 6.1. We consider the two sets
P = {p ∈ Rn : p = d+
τ2∫
τ1
s(t)w(t)dt;
τ2∫
τ1
w2(t)dt ≤ s0},
P¯ = {p ∈ Rn : (p− d)TS−1(p− d) ≤ s0}
with s(t), t ∈ [τ1, τ2] a given function, d ∈ Rn a given vector and s0 a given number such
that the matrix
S :=
τ2∫
τ1
s(t)sT (t)dt
is nonsingular. Then the relation P = P¯ holds.
Proof. (cf. Kostyukova & Kostina [47]).
We assume that p¯ lies on the boundary of set P. Hence,
p¯− d =
τ2∫
τ1
w¯(t)s(t)dt,
τ2∫
τ1
w¯2(t) = s0.
To show that P = P¯ we will use a proof by contradiction and therefore we assume that
p¯ /∈ P¯. That means
(p¯− d)TS−1(p¯− d) > s0.
A new perturbation is then constructed by the rules w˜(t) = α(p¯−d)TS−1s(t), t ∈ [τ1, τ2]
with α2 = s0‖p¯−d‖2
S−1
. Hence, the new vector p˜ is given by
p˜ := d+
τ2∫
τ1
w˜(t)q(t)dt
with q(t) = F (t∗, t)g and F (t, τ) the fundamental matrix of x˙ = Ax. We use the
notations ∆¯ = p¯− d and ∆˜ = p˜− d and calculate
J : = ‖∆˜‖2S−1 − ‖∆¯‖2S−1
= ‖∆˜− ∆¯‖2S−1 + 2∆¯TS−1(∆˜− ∆¯)
= ‖∆˜− ∆¯‖2S−1 + 2
τ2∫
τ1
w˜(t)(w˜(t)− w¯(t))
α
. (6.6)
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We know that it holds that
τ2∫
τ1
w˜2(t) =
τ2∫
τ1
w¯2(t)dt, therefore
2
τ2∫
τ1
w˜(t)(w¯(t)− w˜(t))dt+
τ2∫
τ1
(w¯(t)− w˜(t))2dt = 0. (6.7)
If we now multiply the upper equation (6.7) with − 1α and add it to (6.6) we obtain
J = ‖∆˜− ∆¯‖2S−1 −
1
α
τ2∫
τ1
(w¯(t)− w˜(t))2dt ≥ 0
with α < 0. Hence, ‖∆˜‖2S−1 ≥ ‖∆¯‖2S−1 > s0. But it also holds ∆˜ = α∆¯ and therefore
‖∆˜‖2S−1 = α2‖∆¯‖2S−1 = s0. This means we have a contradiction and it has to be p¯ ∈ P¯.
We still need to show, that P¯ ⊂ P. We consider p¯ ∈ P¯ and that means it holds
that (p¯ − y)TS−1(p¯ − y) ≤ s0. The new perturbation is now constructed by the rules
w¯(t) = (p¯− y)TS−1s(t), t ∈ [τ1, τ2]. This perturbation satisfies the relations
τ2∫
τ1
w¯2(t)dt = ‖p¯− y‖2S−1 ≤ s0
p¯− y −
τ2∫
τ1
w¯(t)s(t)dt = 0.
This means we can deduce p¯ ∈ P and therefore P¯ ⊂ P.
To ensure that our system 6.4 is controllable, we assume that the following relation
holds:
rank(b, Ab, . . . , Anb) = n. (6.8)
Altogether, we can now formulate the stated problem as follows:
OLOCP
Find a control u(·) = (u(t), t ∈ T ) that minimizes the quadratic cost functional
(6.4a) such that for any perturbation w(·) from the class of admissible disturbances
W a trajectory x(t) of the system (6.4b) lies in a δ0-neighborhood of zero at the
final moment t = t∗, which is formulated in the inequality (6.4c).
This problem is an open-loop min-max optimal control problem (cf. Section 3.5.2) as
we consider the uncertainty but do not have the possibility to correct the control. The
open-loop problem can graphically be described as in Figure 6.1. The tube shows the
trajectories corresponding to a fixed control u¯(·) that drives the system state to 0 at t∗
and a particular realization of the uncertainty. The constraints have to be satisfied by
every trajectory z(·) = z(·; u¯, w) in the tube ‖z(t∗; u¯(·), w)‖2 ≤ δ2, ∀w ∈W (cf. Rawlings
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Figure 6.1: Trajectories in Open Loop Min Max Optimal Control Problem
for some u¯(·)
[70]). The ellipsoidal shows the δ0-neighborhood of zero at the final moment t = t∗ inside
the set Z(t∗) = {z(t∗; u¯(·), w), z(t0) = x0, w ∈W}.
Remark 6.2. For a more general case, we will later in this thesis use a different for-
mulation for constraint (6.4c) as we will not consider the trajectory to be in the δ0-
neighborhood of zero but in the δ∗-neighborhood of x∗. We will then use the formulation
‖z(t∗;u(·), w(·))− x∗‖22 ≤ δ2∗ for all w(·) ∈W.
As mentioned in Section 3.5.2 with this problem formulation we could have the problem
of not finding a feasible control. To avoid the problem of not finding a control that drives
the system in the δ2-neighborhood of zero at the time moment t = t∗, we will modify
the problem formulation and include a feedback aspect at one time moment. To show
the necessity of the feedback we will use Lemma 2 from Kostyukova & Kostina [47] that
shows the problem of not finding a feasible control. For this purpose we consider the
following two min-max problems
γ(τ) := min
u(t),t∈[τ,t∗],z∗
max
w(t),t∈[τ,t∗]
‖z(t∗)‖2
s.t. z˙ = Az + bu+ gw, t ∈ [τ, t∗]
z(τ) = z∗
t∗∫
τ
w2(t)dt ≤ v2(τ)
(6.9)
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and
γ := min
u(·),z∗
max
w(·)
‖z(t∗)‖2
s.t. z˙ = Az + bu+ gw, t ∈ [0, t∗]
z(0) = z0
w(·) ∈W
(6.10)
with the given moment τ ∈ [t1, t∗] and the given value v2(τ) ≥ 0.
Lemma 6.3. The following relations hold for the values of the cost functionals of the
problems (6.9) and (6.10)
γ(τ) = µ(τ)v2(τ) (6.11a)
γ ≥ µ¯v1 + µ(t1)v2. (6.11b)
Here, µ(τ) and µ¯ are the maximal eigenvalues of the matrices
Q(τ) =
t∗∫
τ
q(t)qT (t)dt, τ ∈ [t1, t∗]
and Q¯ =
t1∫
0
q(t)qT (t)dt,
(6.12)
respectively, with q(t) = F (t∗, t)g and F (t, τ) the state transition matrix of the system
x˙ = Ax.
The proof of Lemma 6.3 can be found in Kostyukova & Kostina [47].
The lemma shows, that without a feedback aspect it could occur that µ¯v1 + µ(t1)v2 >
δ20 . In this case a control that drives the trajectory of the system (6.4) into the δ0-
neighborhood of zero at the final time moment t = t∗ for any perturbation w(·) ∈ W
does not exist. As we already stated, we will now modify the problem formulation
by including a feedback aspect to avoid this problem. By including feedback we avoid
the infeasibility problem on the one hand but on the other hand the problem may
become more complex and unpractical to solve. For this feedback we divide our interval
in two smaller intervals T1 = [0, t1] and T2 = [t1, t∗] and choose a new control u¯(·)
at the second interval. Therefore at a given time point t1 ∈ ]0, t∗] we measure the
current state and update the control for the second interval [t1, t∗], considering the new
information. Thus, we construct a control like in the closed-loop approach (cf. Section
3.5.2) with one correction moment. This process is graphically shown in Figure 6.2. As
in Figure 6.1 we have the tube that shows the trajectories corresponding to a particular
realization of the uncertainty. The constraints have to be satisfied by every trajectory
in the tube and the red ellipsoidal at the time moment t1 shows the reachability set
Z(t1) = {z(t1; u¯1(·), w1), z(t0) = x0;w(·) ∈ W} where we measure the current state and
choose a new control. The black ellipsoidal shows the δ0-neighborhood around zero in the
end point t∗ and the red ellipsoidal at t∗ shows the set Z1(t∗) = {z(t∗; u¯2(·), w(·)), z(t1) =
x1 ∈ Z(t1), w(·) ∈W} both inside the set Z(t∗).
It can be shown that in this modified formulation there always exists a control that
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Figure 6.2: Trajectories of Open-Loop Control problem with one correction
moment for some u¯1(·) = u¯(t), t ∈ [t0, t1] and u¯2(·) = u¯(t), t ∈ [t1, t∗]
guarantees to drive the trajectory of the system (6.4) in the δ0-neighborhood of zero at
the final moment t = t∗ for any perturbation w(·) ∈W if for the time moment t1 ∈]0, t∗]
the inequality
µ(t1)v2 ≤ δ20 (6.13)
holds.
The idea:
We have two time intervals T1 = [0, t1] and T2 = [t1, t∗]. We choose an arbitrary
control for the first interval and we assume that with this control the trajectory
of the system (6.4) is driven to the state x(t1) = ξ at the time moment t = t1
under the perturbation w(t) ∈ T1. At this time point we choose a new control for
the interval T2 such that the trajectory of the nominal unperturbed system
x˙ = Ax+ bu, t ∈ T2, x(t1) = ξ (6.14)
takes the zero value at the final time point t = t∗.
We know that such a control exists because of the fact that the system is assumed to
be controllable. With Lemma 6.3 it follows that the trajectory of the actual perturbed
system
z˙ = Az + bu+ gw, t ∈ T2, z(t1) = ξ
appears in the δ0-neighborhood of zero at the final time moment t = t∗ for any pertur-
bation w(t) ∈W, t ∈ T2.
This means that we can always find a control that guarantees to drive the trajectory of
the system in the δ0-neighborhood of zero at the final moment t = t∗ with this modified
approach. This control is called feasible guaranteed program control. Without loss of
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generality we assume that
µ(t1)v2 = δ0. (6.15)
This is possible for the right choice of δ0. We will now take the cost functional (6.4a) into
account. The aim is to find a feasible guaranteed (worst-case) program control which
delivers the minimal value to the cost functional (6.4a). The control is constructed by
the just described rules above. To solve this problem we start by considering the second
interval T2 = [t1, t∗] and we assume that at time moment t1 the state is x(t1) = ξ. We
now know with equality (6.15) and Lemma 6.3 that any feasible guaranteed program
control drives the trajectory of the unperturbed system from x(t1) = ξ to x(t∗) = 0. To
find the best feasible guaranteed program control for the interval T2 we have to solve
the following program
min
u
∫
T2
u2(t)dt
s.t. x˙ = Ax+ bu
x(t1) = ξ, x(t∗) = 0.
(6.16)
As it is shown in Pontryagin et al. [68] we know that problem (6.16) has a solution. We
denote by (u(·; ξ) = u(t; ξ), t ∈ T2) an optimal control of problem (6.16) and∫
T2
u2(t; ξ)dt
the corresponding optimal value of the cost functional. Now, we consider the first interval
T1 = [0, t1] and choose the control u1(·) = (u1(t), t ∈ T1). In the case of the nominal
system
x˙ = Ax+ bu1, t ∈ T1, x(0) = x0 (6.17)
the state at time t1 takes the value
y = y(x0, u1) = F (t1, 0)x0 +
∫
T1
f1(t)u1(t)dt, f1(t) = F (t1, t)b.
In the case of the actual perturbed system
z˙ = Az + bu1 + gw1, t ∈ T1, z(0) = z0 (6.18)
where w1(·) ∈W1(0), the state at time t1 can take any value from the ellipsoid
ξ = ξ(z0, u1, w1) ∈
p ∈ Rn : p = y(z0, u1) +
∫
T1
q1(t)w1(t)dt, w1(·) ∈W1(0)
 ,
(6.19)
W1(τ) =
w(t) ∈ L2([τ, t1]) :
t1∫
τ
w2(t)dt ≤ v1(τ)
 (6.20)
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with q1(t) = F (t1, t)g and v1(τ), τ ∈ T1 a given function with v1(0) = v1. With Lemma
6.1 we can rewrite relation (6.19) as
ξ = ξ(z0, u1, w1) ∈ {p ∈ Rn : (p− y)TQ−1(p− y) ≤ v1}, Q = Q1(0)
with
Q1(τ) =
t1∫
τ
q1(t)q
T
1 (t)dt, τ ∈ T1. (6.21)
This means, that we can write the best guaranteed value of the cost functional (6.4a)
for any chosen control u1(·) as∫
T1
u21(t)dt+ max
ξ∈Rn,‖x(t1)−ξ‖2
Q−1≤v1
∫
T2
u2(t; ξ)dt (6.22)
where x(t), t ∈ T1 is a trajectory of the unperturbed system (6.17) and u(t; ξ), t ∈ T2
is an optimal control of problem (6.16).
With this cost functional we can formulate the deterministic problem to find the best
control u1(·) to the corresponding cost functional (6.22):
min
u1(·),y
∫
T1
u21(t)dt+ max
ξ
∫
T2
u2(t; ξ)dt

s.t. ‖y − ξ‖2Q−1 ≤ v1
x˙ = Ax+ bu1, t ∈ [0, t1], x(0) = x0, x(t1) = y
u(·; ξ) = argmin
∫
T2
u2(t)dt
x˙ = Ax+ bu, t ∈ [t1, t∗], x(t1) = ξ, x(t∗) = 0
(6.23)
This is the problem of finding a control with one correction moment only. The more
general case is to use a problem formulation, in which we want to find a control law, by
using more than one correction moment at fixed intermediate time points ti ∈ T, i =
1, . . . ,m, m > 1. We will consider this in Section 6.3.
6.2 Analysis of problem (6.23) and the Corresponding Bilevel
Optimization Problem
In this section we will analyze problem (6.23), which is a bilevel optimization problem.
The lower level problem of (6.23) is the problem (6.16). The solution of the optimal
control problem (6.16) can be written as
u(t; ξ) = −fT (t)G−1∗ F (t∗, t1)ξ, t ∈ T2 (6.24)
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with f(t) = F (t∗, t)b, G∗ = G∗(t1) where the matrix G∗(τ) is given by
G∗(τ) =
t∗∫
τ
f(t)fT (t)dt. (6.25)
The optimal value of the cost functional of (6.16) is equal to∫
T2
u2(t; ξ)dt = ξTDξ (6.26)
where
D := F T (t∗, t1)G−1∗ F (t∗, t1). (6.27)
Remark 6.4. The matrix
Q1(t1, t2) =
t2∫
t1
F (t2, s)g(F (t2, s)g)
Tds
where t1 is free and t2 is fixed can directly be computed by
p˙(t) = −Ap(t), p(t2) = g, p ∈ Rn
Q˙(t) = p(t)pT (t), Q(t2) = 0, Q ∈ Rn×n
with t ∈ [t1, t2] and
Q1(t1, t2) = Q(t1).
It holds that
Q0(t1) :=
t∗∫
t1
F (t∗, s)g(F (t∗, s)g)Tds = Q1(t1, t∗).
The matrix
D := F T (t∗, t1)G−1∗ F (t∗, t1)
with
G∗(t1) :=
t∗∫
t1
F (t∗, s)b(F (t∗, s)b)Tds
can directly be computed by
D˙ = −ATD(t)−DT (t)A−D(t)b(D(t)b)T .
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We can show that problem (6.23) can be rewritten as the following bilevel program
min
φ
(φTGφ+ max
ξ
ξTDξ)
s.t. ‖ξ − r − Gφ‖2Q−1 ≤ v1
(6.28)
with r ∈ Rn, φ, ξ ∈ Rn unknown given vectors, G and D given positive definite matrices
and v1 a given number. In order to show this, remind that for a fixed y ∈ Rn the
u1(·), t ∈ [0, t1] is a solution of the problem
min
u1
∫
T1
u21(t)dt
s.t. x˙ = Ax+ bu1, t ∈ [0, t1] x(0) = x0, x(t1) = y.
(6.29)
The optimal control for problem (6.29) can be written
u1(t; y) = φ
T f1(t), t ∈ T1; f1 = F (t1, t)b (6.30)
where φ satisfies the following system of linear equations
y = F (t1, 0)x0 + Gφ (6.31)
and f1(t) = F (t1, t)b, G = G(0). The matrix G(τ) is given by
G(τ) =
t1∫
τ
f1(t)f
T
1 (t)dt. (6.32)
With the assumption (6.8) the matrix G is nonsingular. We obtain the following value
of the cost functional of problem (6.29)∫
T1
u21(t; y)dt = φ
TGφ.
With these statements we can rewrite (6.23) as in problem (6.28). Therefore we choose
the control for the first interval for problem (6.23) as
u01(t) =
(
φ0
)T
f1(t), t ∈ T1 (6.33)
where φ0 ∈ Rn is the solution of problem (6.28). For the second interval we choose the
control
u(t; ξ∗) = −fT (t)G−1∗ F (t∗, t1)ξ∗, t ∈ T2 (6.34)
with ξ∗ = x(t1;u01(·), w∗1(·)) the state of the system (6.18) at the time moment t = t1
under the control u1(·) and the actual perturbation w1(·) ∈ W1(0). Thus the behavior
of the dynamic process (6.4) with this constructed guaranteed program control can be
formulated as follows
z˙ =
{
Az + bu01(t) + gw(t), t ∈ T1
Az + bu(t;x(t1)) + gw(t), t ∈ T2 z(0) = z0. (6.35)
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Thus in problem (6.28)
Q(τ) =
t∗∫
τ
F (t∗, t)g(F (t∗, t)g)Tdt, Q = Q(t1)
G = G(0) with G(τ) =
t1∫
τ
f1(t)f
T
1 (t)dt,
D := F T (t∗, t1)G−1∗ F (t∗, t1)
G∗ = G∗(t1) with G∗(τ) =
t∗∫
τ
f(t)fT (t)dt,
are positive definite matrices, r = F (t1, 0)x0 and v1 is defined as in (6.5). Using the
variable transformation ψ =M−Tφ whereM is defined by Q−1 =MTM we can rewrite
problem (6.28) as
min
ψ
(ψTGψ + max
z
zTDz), s.t. ‖z − d−Gψ‖2 ≤ v1 (6.36)
where G = MGMT , D = M−1TDM−1, d = Mr and Q−1 = MTM. This means we
now have the same problem as the problem (5.2) in Chapter 5.
Hence, we can directly formulate the following theorem.
Theorem 6.5. Problem (6.36) is equivalent to the following optimization problem
min g(λ) := dT
(
D−1 +G− I
λ
)−1
d+ λv1, s.t. λ ≥ λmax, (6.37)
where λ0max is the maximal eigenvalue of D, in the sense that if λ
0 is optimal in (6.37),
then the vector ψ(λ0) =
(
I
λ0
− (D−1 +G))−1 d solves problem (6.36).
Altogether, following the first part of Chapter 5 we can formulate the following algorithm
for solving problem (6.36):
Algorithm 6.6.
COMPUTE vector ψ∗ =
(
I
λmax
−D−1 −G
)−1
d
IF Case 1) ‖ψ∗‖2 ≤ λ2maxv1
THEN solution of problem (6.36) is given by ψ0 = ψ∗
ELSE Case 2) ‖ψ∗‖2 > λ2maxv1
THEN solve equation ‖ψ(λ)‖2 = λ2v for λ ≥ λmax (e.g. by Newton’s method)
solution: λ∗
WRITE solution of problem (6.36) as ψ0 = ψ(λ∗)
To obtain a solution of problem (6.28) we use the notations
φ0 =MTψ0, ξ∗ =M−1p0
where p0 = −D−1ψ∗.
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6.2.1 Robust Optimal Feedback
In the last section we discussed a problem reformulation where we include a possibility
to correct a control in one point. In this subsection we will discuss the algorithm for
the robust optimal feedback using the solution of bilevel optimization problem. We will
start with constructing the feedback at the first interval, then we will consider the second
interval. We have to consider both intervals separately since the rules of constructing
a robust feedback are different at the first and second interval. For constructing the
feedback we will use a family of problems
min
u1(·),y
 t1∫
τ
u2(t)dt+ max
ξ
∫
T2
u2(t; ξ)dt

s.t. ‖y − ξ‖2
Q−11 (τ)
≤ v1(τ),
x˙ = Ax+ bu1, x(τ) = p, x(t1) = y,
u(·; ξ) = arg min
∫
T2
u2(t)dt,
x˙ = Ax+ bu, x(t1) = ξ, x(t∗) = 0
(6.38)
with v1(τ) = v1 −
τ∫
0
(w∗(t))2dt, w∗(t), t ∈ [0, τ ] a realized perturbation till a current
moment τ . We can rewrite the problem (6.38) analogously to the previous section as
min
φ
φTG(τ)φ+ max
ξ
ξTDξ,
s.t. ‖ξ − r(τ, p)− G(τ)φ‖2
Q−11 (τ)
≤ v1(τ)
(6.39)
with r(τ, p) = F (t1, τ)p, the positive definite matrices D and
Q1(τ) :=
t1∫
τ
F (t1, t)g(F (t1, t)g)
T
and the positive definite matrix G(τ). Now we assume φ01(τ, p) ∈ Rn to be a solution of
problem (6.39) τ ∈ [0, t1], p ∈ Rn. We can then construct the control law u∗1(t, x), t ∈ T1
at the first interval as
u∗1(t, x) = φ
0
1(t, x)
T f1(t), t ∈ T1, x ∈ Rn. (6.40)
We can describe the dynamic process with control law as
x˙(t) = Ax(t) + bu∗1(t, x(t)) + gw(t), t ∈ T1, x(0) = x0. (6.41)
To construct the function
φ01(τ, p), τ ∈ T1, p ∈ Rn (6.42)
we use the described rules from the previous section. With x∗(τ) we denote a real system
state at the current time τ . We are able to construct function (6.42) online only along the
realized trajectory x∗(t), t ≥ 0 of system (6.41) generated by the realized perturbation
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w∗(t), t ≥ 0. To construct the function
φ∗(τ) = φ01(τ, x
∗(τ)), τ ∈ T1 (6.43)
we will use the following rules which can be implemented online.
We assume that for the current position (τ, x) = (τ0, x
∗(t0)) we know the vector φ∗(τ0)
which is constructed as in the previous section. We also assume that the inequality
‖φ∗(τ0)‖2Q1(τ0) < λ2max(τ0)v1(τ0)
holds with λmax(τ) the maximal eigenvalue of the matrix D(τ) =M−T (τ)D(τ)M−1(τ)
where Q−11 (τ) =MT (τ)M(τ).
For τ ∈ (τ0, τ1] we compute the vector φ∗(τ) from(
Q1(τ)
λmax(τ)
− (D−1 + G(τ)))φ∗(τ) = F (t1, τ)x∗(τ) (6.44)
until the moment τ1 for which τ1 = t1 or τ0 < τ1 < t1 and ‖φ∗(τ1)‖2Q1(τ1) = λ2max(τ1)v(τ1).
The matrix functions G, Q1(τ), F (t1, τ) and the scalar function λmax(τ) ∈ R, τ ∈ T1
depend only on the elements A, b and g of the initial problem and can therefore be
computed previously offline.
We now consider the two cases. In case one it holds that τ1 = t1 and hence the con-
struction of the feedback at the first interval is finished.
In the second case it holds that τ1 < t1. Then we compute the vector φ
∗(τ) and the
number λ(τ) uniquely from(
Q1(τ)
λ(τ)
− (D−1 + G(τ)))φ∗(τ) = F (t1, τ)x∗(τ), (6.45)
‖φ∗(τ)‖2Q1(τ) = λ(τ)2v1(τ), λ(τ) > λmax(τ)
for τ ∈ (τ1, τ2] with τ2 such that τ2 = t1 or τ1 < τ2 < t1 and λ(τ2) = λmax(τ2). Again we
have two cases. In case one it holds that τ2 = t1 and the construction of the feedback
at the first interval is finished. In case two it holds that τ1 < τ2 < t1; then we start the
procedure again and compute the vector φ∗(τ) for τ > τ2 from system (6.44).
Remark 6.7. 1. For the construction of the functions Q1(τ), λmax(τ) ∈ R, τ ∈ T1
we can use approximations, for example
Q¯1(τ) = Q1(θi), λ¯max(τ) = λmax(θi), τ ∈ [θi, θi+1), i = 0, . . . , N − 1,
with N ≥ 1 an integer and θi, i = 0, . . . , N any numbers that satisfy the relations
0 = θ0 < θ1 < · · · < θN−1 < θN = t1.
But if we use an approximation, the quality of the control can become worse, because
it holds that
{ξ ∈ Rn : ‖ξ − r(τ, p)− Gφ‖2
Q−11 (τ)
≤ v1(τ)}
⊂ {ξ ∈ Rn : ‖ξ − r(τ, p)− Gφ‖2
Q¯−11 (τ)
≤ v1(τ)}
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2. It also holds
G(τ + ∆τ) = G(τ)−
τ+∆τ∫
τ
f1(t)f
T
1 (t)dt. (6.46)
Hence, we can compute the function G(τ) recursively online using path following
methods with respect to the parameter τ ∈ [0, t1].
3. To compute a feedback control u∗1(τ, x) at the first interval for any current position
(τ, x) we only need to solve system (6.44) or system (6.45).
After constructing the feedback for the first interval, we will now consider the second
interval T2 = [t1, t∗]. We assume, that at the moment τ ∈ [t1, t∗) the state of the system
(6.4) is equal to x(τ) = p. We choose a control u2(t) at the interval [τ, t∗]. Then at the
final moment t = t∗ the unperturbed system
x˙ = Ax+ bu2, t ∈ [τ, t∗], x(τ) = p
appears in the state
y(τ, p, u2) = F (t∗, τ)p+
t∗∫
τ
f(t)u2(t)dt
and the perturbed system
x˙ = Ax+ bu2 + gw, t ∈ [τ, t∗], x(τ) = p
can appear in any state of the form
z = y(τ, p, u2) +
t∗∫
τ
q(t)w(t)dt, w(·) ∈W∗(τ)
with
W∗(τ) = {w(t), t ∈ [τ, t∗] :
t∗∫
τ
w2(t)dt ≤ v2(τ) := v2 −
τ∫
t1
(w∗(t))2dt},
w∗(t), t ∈ [t1, τ ] a realized perturbation till the current moment τ . We can deduce from
Lemma 6.3 that
max
w(·)∈W∗(τ)
‖
t∗∫
τ
q(t)w(t)dt‖2 = µ(τ)v2(τ).
Hence, ‖z − y(τ, p, u2)‖2 ≤ µ(τ)v2(τ), and the control u2(t), t ∈ [τ, t∗] is feasible guar-
anteed if
‖y(τ, p, u2)‖2 ≤ δ¯2(τ) := δ20 − µ(τ)v2(τ).
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We consider a family of problems
min
u(t),t∈[τ,t∗]
t∗∫
τ
u2(t)dt
s.t. x˙ = Ax+ bu, x(τ) = p, ‖x(t∗)‖2 ≤ δ¯2(τ).
(6.47)
Based on the Maximum Principle (cf. Pontryagin et al. [68]) we can formulate the
following proposition:
Proposition 6.8. An optimal control of the problem (6.47) has the form
u(t; τ, p) = φT2 (τ, p)f(t), t ∈ [τ, t∗]
with φ2(τ, p) ∈ Rn constructed by the rules
1. φ2(τ, p) = 0 if ‖F (t∗, τ)p‖2 ≤ δ¯2(τ)
2. φ = φ2(τ, p) ∈ Rn and the number λ = λ(τ, p) are uniquely defined by the system
(I+ λG∗(τ))φ = −λF (t∗, τ)p, ‖φ‖2 = λ2δ¯2(τ), λ > 0,
in the case that ‖F (t∗, τ)p‖2 > δ¯2(τ). Here the matrix G∗(τ) is defined by (6.32).
We can then compute the feedback control u∗2(t, x) at the second interval T2 using the
rules
u∗2(t, x) = φ
T
2 (t, x)f(t), t ∈ T2, x ∈ Rn, (6.48)
and the behavior of the dynamic system (6.4) is described by
x˙(t) = Ax(t) + bu∗2(t, x(t)) + gw(t), t ∈ T2, x(t1) = z∗ (6.49)
with z∗ the state of the system (6.41) corresponding to the actual perturbation w∗(t), t ∈
T1. Summarizing the construction of the feedback at the first and second interval we
can conclude, that the behavior of the dynamic system (6.4) at the whole interval T is
described by
x˙(t) = Ax(t) + bu∗(t, x(t)) + gw(t), t ∈ T, x(0) = x0,
with the feedback
u∗(t, x) =
{
u∗1(t, x), t ∈ T1,
u∗2(t, x), t ∈ T2.
(6.50)
6.3 Closed-loop Min-Max Optimal Feedback Control Problem
with Several Correction Points
In the previous section we allow to correct our control at one time point. In the CLOCP
approach we include feedback aspects at fixed intermediate time points ti ∈ T, i =
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1, . . . ,m, with m > 1. We assume that at the control interval T there are given time
moments ti, i = 1, . . . ,m with
0 = t0 < t1 < t2 < · · · < tm < tm+1 = t∗.
We assume now that we estimate the current state z(ti) := z(ti;uti(·), wti) of the actual
system at each time moment ti and then correct the control with the new information
about the state.
CLOCP
Construct a control policy
pi = (ui(·; zi−1), i = 1, . . . ,m+ 1) (6.51)
consisting of control laws
ui(·; zi−1) = (ui(t; zi−1), t ∈ Ti), zi−1 ∈ Rn, i = 1, . . . ,m+ 1 (6.52)
at each interval Ti = [ti−1, ti], i = 1, . . . ,m + 1, such that for any admissible
disturbance w(·) ∈W the state
z(t) = z(t;pi,w(·)), t ∈ T
of the system
z˙(t) = Az(t) + bui(t; z(ti−1)) + gw(t), t ∈ Ti, i = 1, . . . ,m+ 1
z(0) = z0
(6.53)
satisfies the relation
‖z(t∗;pi,w(·))− x∗‖22 ≤ δ2∗ for all w(·) ∈W (6.54)
and the cost functional
J(pi) = max
w(·)∈W
J(pi,w(·))
with
J(pi,w(·)) :=
m+1∑
i=1
∫
Ti
u2i (t; z(ti−1;pi,wti−1(·)))dt (6.55)
takes the minimal value
min
pi
J(pi). (6.56)
We assume that the disturbance w is from the class of admissible disturbances:
W = {w(·) ∈ L2(T ) :
ti∫
ti−1
w2(t)dt ≤ vi, i = 1, . . .m+ 1} (6.57)
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with given numbers vi > 0, i = 1, . . . ,m+ 1.
An interpretation of the optimal control problem (predictive problem) as a dynamic game
between the disturbance and the control allows us to better illustrate the advantages of
the closed-loop prediction. In the open-loop prediction the whole disturbance sequence
plays first, while the control sequence is chosen to counteract the worst disturbance
realization. In this case, the effect of the uncertainty may grow over the prediction
horizon T and may easily lead to infeasiblity of the predictive problem. On the other
hand in the closed-loop schemes the disturbance and the control play one move at a time,
thus reducing the influence of the disturbance. Let us derive the worst case optimal
control policy pi (6.51) using Bellman’s Principle of Optimality (see Section 4.2) and
dynamic programming. As before we distinguish between the actual system and the
nominal system. The actual system with disturbances is given by
z˙(t) = Az(t) + bu(t) + gw(t)
z(0) = z0
(6.58)
and the nominal system without disturbances is given by
x˙(t) = Ax(t) + bu(t)
x(0) = x0
(6.59)
with z(t) ∈ Rn the state of the actual system, x(t) ∈ Rn the state of the nominal system,
A ∈ Rn×n and b, g ∈ Rn given matrix and vectors, respectively and t ∈ T = [t0, t∗].
We denote the optimal control policy, that solves CLOCP by
pi0 = (u0i (·; zi−1), i = 1, . . . ,m+ 1)
u0i (·; zi−1) = (u0i (t; zi−1), t ∈ Ti), i = 1, . . . ,m+ 1.
(6.60)
CLOCP is a closed-loop worst case optimal feedback control problem (cf. Section 3.5.2),
as we consider the disturbance and are able to update the control at certain time mo-
ments. The control is not a single control as in the open-loop case, but it is a control
policy which includes control laws that depend on the current state of each correction
moment. The control policy might also be different for a different realization of the dis-
turbance w(·). We note that the policy pi0 and the control laws u0i (·; zi−1) also depend
on the data of the initial problem. Therefore mathematically correct we should write
them as
pi0(z0, x∗, ti, i = 0, . . . ,m+ 1) and u0i (·; zi−1, x∗, ts, s = i− 1, . . . ,m+ 1),
but for simplicity reasons, we will neglect the initial information in the cases in which
they are fixed. As in relation (6.13) for the existence of a feasible control in the open-loop
worst-case problem formulation, we formulate the necessary and sufficient condition for
the existence of a feasible policy pi that satisfies (6.54) as
µ(tm+1)vm+1 ≤ δ2∗ . (6.61)
Here, µ(ti) denotes the maximal eigenvalue of the matrix
Qi :=
∫ ti
ti−1
F (ti, t)g(F (ti, t)g)
Tdt, i = 1, . . . ,m+ 1. (6.62)
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Therefore relation (6.61) is significantly weaker than relation (6.13).
As in equality (6.15) we assume, without loss of generality, that the parameter δ0 > 0 is
minimal in the case that there exists a feasible control policy if we choose a suitable δ0.
Therefore we can write
µ(tm+1)vm+1 = δ
2
0 . (6.63)
Let us describe the construction of the control policy using dynamic programming. We
will first consider the last interval Tm+1 = [tm, tm+1]. In this interval the aim is to find
a control u(t) that minimizes the function
tm+1∫
tm
u2(t)dt (6.64)
and also satisfies relation (6.54) for the actual system (6.58). Therefore the control
u(t), t ∈ Tm+1 should drive the nominal system (6.59) from the position zm at tm to
the position x∗ at tm+1. With Pontryagin’s Maximum Principle (see Theorem 3.3) we
can write the optimal control law for this interval Tm+1 as
u(t) = u0m+1(t; zm) = (x∗ − Fm+1zm)TG−1m+1F (tm+1, t)b, t ∈ Tm+1 (6.65)
with
Fi : = F (ti, ti−1) (6.66)
Gi =
∫
Ti
F (ti, t)b(F (ti, t)b)
Tdt, i = 1, . . . ,m+ 1. (6.67)
At this control we obtain the following value of the cost functional (6.64)
Jm(zm) = (x∗ − Fm+1zm)TG−1m+1(x∗ − Fm+1zm)
= ‖x∗ − Fm+1zm‖2G−1m+1 .
Therefore the control law u0m+1(t; zm), t ∈ Tm+1, from the optimal policy pi0 is com-
puted by the relation (6.65). We will now proceed with constructing the control law
u0m(t; zm−1), t ∈ Tm from the optimal policy pi0. We assume that the actual system
(6.58) is in some state zm−1 at the moment t = tm−1. Let a control u(t), t ∈ Tm
be found that drives the nominal system (6.59) from the position zm−1 at tm to some
position xm at tm. Among all such controls we choose the control that minimizes the
function ∫
Tm
u2(t)dt =: J¯(u(·)). (6.68)
The control that drives the actual system (6.58) from the position zm−1 at tm−1 to some
position xm at tm and minimizes the functional (6.68) is given by
u(t; zm−1, xm) = (xm − Fmzm−1)TG−1m F (tm, t)b, t ∈ Tm (6.69)
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and
J¯m(u(·; zm−1, xm)) = (xm − Fmzm−1)TG−1m (xm − Fmzm−1) = ‖xm − Fmzm−1‖2G−1m .
From the information (6.57) about admissible disturbances at the interval Tm we can
show that the actual system (6.58) appears at the moment t = tm in a state zm ∈ Zm(xm)
with
Zi(x) :=
{
z ∈ Rn : ‖z − x‖2
Q−1i
≤ vi
}
, i = 1, . . . ,m+ 1, (6.70)
where Qi is defined by (6.62), cf. Lemma 6.1. That means, if zm−1 is a state of the
actual system (6.58) at the time moment t = tm−1 and if the control laws (6.65) and
(6.69) are used at the intervals Tm and Tm+1 respectively, then the sum of the last two
terms of the cost functional (6.55) is equal to
J¯m(u(·; zm−1, xm)) + max
zm∈Zm(xm)
Jm(zm). (6.71)
The control law (6.69) is optimal if the state xm minimizes the functional (6.71), which
means
Jm−1(zm−1) := min
xm
(
‖xm − Fmzm−1‖2G−1m + maxzm∈Zm(xm) Jm(zm)
)
. (6.72)
We assume that x0m = x
0
m(zm−1) solves the problem (6.72). Then, by taking into account
(6.69) we can conclude that the control law u0m(t; z), t ∈ Tm from the optimal policy pi0
is given by
u0m(t; z) = (x
0
m(z)− Fmz)TG−1m F (tm, t)b, t ∈ Tm. (6.73)
If we use the optimal control laws (6.73) and (6.65) at the intervals Tm and Tm+1,
respectively under the assumption, that the state of the actual system at t = tm−1 is
zm−1, we get the result that the cost function takes the value Jm−1(zm−1), cf. (6.72).
Analogously, we suppose that zi−1 is the state of the actual system (6.58) at the time
moment ti−1 then the cost functional is equal to
Ji−1(zi−1) := min
xi
(
‖xi − Fizi−1‖2G−1i + maxzi∈Zi(xi) Ji(zi)
)
(6.74)
if we use the optimal laws
u0s(t; zs−1), t ∈ Ts, zs−1 ∈ Rn, s = i+ 1, . . . ,m+ 1 (6.75)
and the control
u(t; zi−1, xi) = (xi − Fizi−1)TG−1i F (ti, t)b, t ∈ Ti.
We assume that x0i = x
0
i (zi−1) solves the problem (6.74). Then the optimal law
u0i (t; z), t ∈ Ti from the optimal policy pi0 is given by
ui(t; z) = (x
0
i (z)− Fiz)TG−1i F (ti, t)b, t ∈ Ti. (6.76)
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We apply the previous idea successively for i = m, . . . , 1. As a result we obtain the
min-max cost functional (6.56) as
J0 := J(pi0) = J0(z0) = min
x1
(
‖x1 − F1z0‖2G−11 + maxz1∈Z1(x1) J1(x1)
)
. (6.77)
We calculate the optimal control policy pi0 (6.60) using (6.76). The states x0i (zi−1), i =
m, . . . , 1 in (6.76) solves problem (6.74) for i = m, . . . , 1.
We can rewrite problem (6.74) as the following (m− i)-level min-max problem
Ji−1(zi−1) = min
xi
max
zi∈Zi(xi)
. . .min
xm
max
zm∈Zm(xm)
Φ(xs, zs, s = i, . . . ,m) (6.78)
with
Φ(xs, zs, s = i, . . . ,m) =
m+1∑
s=i
‖xs − Fszs−1‖2G−1s
xm+1 = x∗
and the decision variables xs ∈ Rn, zs ∈ Rn, s = i, . . . ,m. This multi-level problem
consists of nested min-max optimization problems. Figure 6.3 shows the tube where the
ti t*t0
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= =t . t0 0
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Figure 6.3: Optimal feedback control with correction at intermediate time moments
for a policy pi(·).
trajectories corresponding to a particular realization of the uncertainty are inside. The
constraints have to be satisfied by every trajectory in the tube. The red ellipsoidals show
the reachability sets Zi(xi) at the corrrection points. At those points we can measure the
current state and correct the control. The black ellipsoidal shows the δ2∗-neighborhood
at our final moment t = t∗.
6.4 Approximative Control Policies
As we cannot solve the problem analytically we have to solve each program at each stage
numerically which yields high computational costs as we have to first discretize each state
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to compute and store the min-max cost functional Ji−1(zi−1) (6.74) and the vectors
x0i (zi−1) for all combinations of the discretized states and for all stages i = 1, . . . ,m.
Therefore we now present an approximative approach which is suboptimal but it is
a more computationally amenable algorithm, which can be implemented online. We
formulate and analyze approximative control policies denoted by pi(x0), pi(λ0), pi(λ∗), pi∗
and p¯i. First we show some results, that are needed to formulate the policies.
We consider the following two optimization problems
I0 := min
x
max
z∈Z(x)
(
‖x− F0a‖2G−10 + ‖b− F∗z‖
2
G−1∗
)
(6.79)
with Z(x) = {z ∈ Rn : ‖z − x‖2
Q¯−1 ≤ v} and
I∗ := min
λ≥λ∗
(
‖b− F¯0a‖2G¯−1(λ) + λv
)
(6.80)
with F0 ∈ Rn×n a given matrix, F∗ ∈ Rn×n a given nonsingular matrix λ ∈ R, λ∗ :=
λmax
(
NTF T∗ G−1∗ F∗N
)
where λ∗ is the maximal eigenvalue of the matrix NTF T∗ G−1∗ F∗N
and where Q¯−1 = (N−1)TN−1 ∈ Rn×n and
G¯(λ) = F∗G0F T∗ +G∗ −
F∗QF T∗
λ
,
F¯0 = F∗F0.
In both problems let the vectors a, b ∈ Rn, the matrix F0, the nonsingular matrix
F∗ ∈ Rn×n, the positive definite matrices G0, G∗ ∈ Rn×n, the nonsingular matrix
N ∈ Rn×n and the positive number v ∈ R be given. The matrix G¯(λ) is positive definite
for all λ ≥ λ∗ by construction.
Lemma 6.9. The equality I0 = I∗ holds. Given an optimal solution λ0 ∈ R of the
problem (6.80), a solution x0 ∈ Rn of the problem (6.79) is defined by
x0 = F0a−G0F T∗ G¯−1(λ0)(F¯0a− b).
Proof. Using the variable transformation
p = F∗(x− F0a), x = F−1∗ p+ F0a
ξ = b− F∗z, z = F−1∗ (b− ξ)
and the notations
G = (F∗G0F T∗ )
−1
D = G−1∗
Q = F∗Q¯F T∗ = F∗N(F∗N)
T = AAT
d = b− F∗F0a = b− F¯0a
we can apply Theorem 5.16. It is easy to verify that
G¯(λ) = D−1 +G−1 − Q
λ
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and λmax((F∗N)TG−1∗ (F∗N)) = λmax(ADA)
in problem (5.29). According to Theorem 5.16 it holds that
x0 = F0a+ F
−1
∗ p
0 = F0a+ F
−1
∗ (F∗G0F
T
∗ )G¯(λ)
−1(b− F¯0a).
In what follows we use the following notations
Qi =
ti∫
ti−1
F (ti, t)g(F (ti, t)g)
Tdt, Qi = NiN
T
i (6.81a)
Fi = F (ti, ti−1), F¯i = F (t∗, ti−1) (6.81b)
G∗i =
t∗∫
ti
F (t∗, t)b(F (t∗, t)b)Tdt (6.81c)
Q∗i =
ti∫
ti−1
F (t∗, t)g(F (t∗, t)g)Tdt (6.81d)
Gi =
∫
Ti
F (ti, t)b(F (ti, t)b)
Tdt, i = 1, . . . ,m+ 1. (6.81e)
G˜m+1 = Gm+1 (6.81f)
G˜i(λi, . . . , λm) = G∗i−1 −
m∑
s=i
Q∗s
λs
(6.81g)
G¯i(λ1, . . . , λi−1) = G(ti, t0)−
i−1∑
s=1
Qis
λs
(6.81h)
Ai = F¯i+1Ni (6.81i)
µm = λmax(A
T
mGm+1Am) (6.81j)
µi(·) = µi(λi+1, . . . , λm) = λmax
(
ATi G˜
−1
i+1(λi+1, . . . λm)Ai
)
(6.81k)
µ∗m = µm (6.81l)
µ∗i = µi(µ
∗
i+1, µ
∗
i+2, . . . , µ
∗
m), i = m− 1,m− 2, . . . , 1 (6.81m)
µ¯i = λmax(N
T
i F
T
i+1G
−1
i+1Fi+1Ni) (6.81n)
fi(z, λi, . . . , λm) =
∥∥x∗ − F¯iz∥∥2G˜−1i (λi,...,λm) +
m∑
s=i
λsvs, i = 1, . . . ,m (6.81o)
f(λ1, . . . , λm) = ‖x∗ − F (t∗, t0)z0‖2G¯−1m+1(λ1,...,λm) +
m∑
i=1
λivi (6.81p)
Φ(xs, zs, s = i, . . . ,m) =
m+1∑
s=i
‖xs − Fszs−1‖2G−1s (6.81q)
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6.4.1 Problem Formulations
As before we will need the following functions to construct the optimal control policy
Jm(z) = ‖x∗ − Fm+1z‖2G−1m+1 ,
Ji−1(z) : = min
x
max
zi∈Zi(xi)
(
‖xi − Fiz‖2G−1i + Ji(zi)
)
, i = m, . . . , 1,
J0(z0) = min
x1
(
‖x1 − F1z0‖2G−11 + maxz1∈Z1(x1) J1(x1)
)
,
Ji−1(zi−1) = min
xi
max
zi∈Zi(xi)
. . .min
xm
max
zm∈Zm(xm)
Φ(xs, zs, s = i, . . . ,m).
Further, we define recursively the following problems
Im(z) = Jm(z)
Pm(z) : = Jm(z)
Ii−1(z) : = min
λm≥µm
min
λm−1≥µm−1(·)
... min
λi+1≥µi+1(·)
min
xi
(6.82)
max
zi∈Zi(xi)
(
‖xi − Fiz‖2Gi−1 + fi+1(zi, λi+1, ..., λm)
)
(6.83)
Pi−1(z) : = min
xi
max
zi∈Zi(xi)
(
‖xi − Fiz‖2G−1i + Ii(zi)
)
, i = m, . . . , 1. (6.84)
With Lemma 6.9 we can deduce that
Ii−1(z) : = min
λm≥µm
min
λm−1≥µm−1(·)
. . . min
λi≥µi(·)
fi(z, λi, . . . , λm) (6.85)
Additionally to Ji−1(z), Ii−1(z) and Pi−1(z) we consider also the following problems
V 0 = min
xi∈Rn,i=1,...,m
max
zi∈Zi(xi),i=1,...,m
Φ(xi, zi, i = 1, . . . ,m), (6.86)
W 0 := min
λ∈Rm
f(λ)
s.t. λi ≥ µi(λi+1, . . . , λm), i = 1, . . . ,m.
(6.87)
and
W ∗ := min
λ∈Rm
f(λ) (6.88)
s.t. λi ≥ µ∗i , i = 1, . . . ,m.
6.4.2 Analysis of Problem Formulations
Let us now analyze the properties of the problems we formulated in the previous sub-
section.
First we consider problem Ii−1(z) (6.85)
Im(z) = Jm(z)
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Ii−1(z) : = min
λm≥µm
min
λm−1≥µm−1(·)
. . . min
λi≥µi(·)
fi(z, λi, . . . , λm)
In the following propositions we summarize characteristics of the problem
Proposition 6.10. The set of feasible solutions to problem (6.85) is convex.
For the proof of Proposition 6.10 we need the following lemma:
Lemma 6.11. We consider the matrix
S(λ) =
(
A−
k∑
i=1
Bi
λi
)
, λ = (λ1, . . . λk) ∈ Λ,
with the matrices A, Bi, i = 1, . . . , k being positive definite and the set Λ ⊂ Rk+ being
convex. We assume that S(λ) is positive definite for all λ ∈ Λ. Then, the function
λmax(S
−1(λ)) is convex at Λ.
Proof. (cf. Kostina & Kostyukova [46])
We can show the convexity of the function λmax(S
−1(λ)) at Λ by proving the concavity
of the function λmin(S(λ)), as it holds that λmax(S
−1(λ)) = 1λmin(S(λ)) .
We consider the matrix
S(αx+ (1− α)y) = A−
k∑
i=1
Bi
αxi + (1− α)yi (6.89)
with x, y ∈ Λ and α ∈ [0, 1]. With the inequality 1(αa+(1−α)b) ≤ αa + 1−αb , for all
a > 0, b > 0 and α ∈ [0, 1], we can rewrite matrix (6.89) as
S(αx+ (1− α)y) = α
(
A−
k∑
i=1
Bi
xi
)
+ (1− α)
(
A−
k∑
i=1
Bi
yi
)
+
k∑
i=1
Biβi
= αS(x) + (1− α)S(y) + B¯ (6.90)
with βi ≥ 0, i = 1, . . . , k some numbers and matrix B¯ =
k∑
i=1
Biβi positive semidefinite.
With the rewritten matrix (6.90) and the inequalities
λmin(S(αx+ (1− α)y))
≥λmin(αS(x) + (1− α)S(y))
≥αλmin(S(x)) + (1− α)λmin(S(y))
we can deduce the concavity of the function λmin(S(λ)) (cf. Magnus & Neudecker [61])
and therefore the convexity of the matrix λmax(S
−1(λ)).
Using Lemma 6.11 we can now prove Proposition 6.10.
Proof. (of Proposition 6.10)
We will use induction to show Proposition 6.10.
For s = m− 1 the set Λm−1 := {λm ∈ R : µm ≤ λm is convex and as we constructed the
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matrix G˜m(λm) it is positive definite for all λm ∈ Λm−1.
We now assume that for some index i < s ≤ m− 1 the set
Λs := {(λs+1, . . . , λm) ∈ Rm−i : µm ≤ λm, µj(λj+1, . . . , λm) ≤ λj , j = m− 1, . . . s+ 1}
is convex and the matrix G˜s+1(λs+1, . . . , λm) is positive definite for all (λs+1, . . . , λm) ∈
Λs−1.
We now consider the index s − 1. With Lemma 6.11 for the index k = m − s, the
matrix S = AsG˜
−1
s+1(λs+1, . . . , λm)As and the induction assumption we can deduce that
the function
µs(λs+1, . . . , λm) for (λs+1, . . . , λm) ∈ Λs (6.91)
is convex. Therefore the set Λs−1 is also convex. We know that the matrix G˜s(λs, . . . , λm)
is positive definite for all (λs, . . . , λm) ∈ Λs−1 by construction and therefore we can
deduce that the sets Λs, s = m − 1,m − 2, . . . , i are convex. The set of the feasible
solutions to the problem (6.85) coincides with the set Λi and therefore the proposition
is proven.
The following proposition follows directly with Proposition 6.10 and Lemma 6.17:
Proposition 6.12. The cost function of problem (6.85) is convex.
Remark 6.13. In the proof of Proposition 6.10 we showed that the functions (6.91),
i = m, . . . , 1, are convex. In general case, these functions may not be nondifferentiable
at the values (λ¯i+1, . . . , λ¯m) for which the matrix
ATs G˜
−1
s+1(λ¯i+1, . . . , λ¯m)As
has several maximal eigenvalues.
In the following lemma we show the relation between the problems Ji(zi), Pi(z) and Ii(z)
Lemma 6.14. The following inequality holds:
Ji(z) ≤ Pi(z) ≤ Ii(z), i = 0, . . . ,m. (6.92)
Proof. The proof is done by induction. By construction we have Jm(z) = Pm(z) =
Im(z) and Jm−1(z) = Pm−1(z) = Im−1(z). Therefore the inequalities (6.92) hold for
i = m,m− 1. We assume that for some i ≤ m− 1 the inequalities (6.92) hold. We want
to show
Ji−1(z) ≤ Pi−1(z) ≤ Ii−1(z). (6.93)
With (6.74) and (6.84) it follows that the inequality Ji(z) ≤ Ii(z) implies the inequality
Ji−1(z) ≤ Pi−1(z). (6.94)
With the min-max inequality
max
y∈Y
min
ω∈W
f(y, ω) ≤ min
ω∈W
max
y∈Y
f(y, ω)
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where Y and W do not depend on ω and y, respectively, and with (6.83) it holds that
Ii−1(z) ≥ min
xi
max
zi∈Zi(xi)
(
‖xi − Fiz‖2G−1i + minλm≥µm . . . minλi+1≥µi+1(·) fi+1(zi, λi+1, . . . , λm)
)
= min
xi
max
zi∈Zi(xi)
(
‖xi − Fiz‖2G−1i + Ii(zi)
)
= Pi−1(z)
With the last inequality and with inequality (6.94) we can deduce inequality (6.93) and
therefore the lemma is proven.
For problem (6.86)
V 0 = min
xi∈Rn,i=1,...,m
max
zi∈Zi(xi),i=1,...,m
Φ(xi, zi, i = 1, . . . ,m),
we can formulated the following proposition
Proposition 6.15.
The inequality J0 ≤ V 0 holds for the optimal values of the cost functionals in the prob-
lems (6.78) and (6.86).
Proof. We apply the min-max inequality
max
y∈Y
min
w∈W
f(y, w) ≤ min
w∈W
max
y∈Y
f(y, w),
where Y and W do now depend on w and y respectively and get
J0 = min
x1
max
z1∈Z1(x1)
. . . min
xm−1
max
zm−1∈Zm−1(xm−1
min
xm
max
zm∈Zm(xm)
Φ(xi, zi, i = 1, . . . ,m)
≤ min
x1
max
z1∈Z1(x1)
. . . min
xm−1
min
xm
max
zm−1∈Zm−1(xm−1)
max
zm∈Zm(xm)
Φ(xi, zi, i = 1, . . . ,m)
≤ · · · ≤ min
xi∈Rn,i=1,...,m
max
zi∈Zi(xi),i=1,...,m
Φ(xi, zi, i = 1, . . . ,m) = V
0
The problem (6.86) is a two-level optimization problem in the variables xi ∈ Rn, i =
1, . . . ,m (at the upper level) and zi ∈ Rn, i = 1, . . . ,m (at the lower level). In general,
such problems are non-convex and non-continuous and are assumed to be very difficult
for computations. However, special properties and structures of problem (6.86) allow us
to derive an effective method for its solution.
To apply Lemma 6.9 to problem (6.86) we rewrite the problem in the following form
V 0 = min
xm
. . .min
x2
(
S1(x2) + max
z2∈Z2(x2)
. . . max
zm∈Zm(xm)
m+1∑
i=3
‖xi − Fizi−1‖2G−1i
)
(6.95)
with
S1(x2) = min
x1
max
z1∈Z1(x1)
(
‖x1 − F1z0‖2G−11 + ‖x2 − F2z1‖
2
G−12
)
.
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If we now apply Lemma 6.9 we get
S1(x2) = min
λ1≥µ¯1
(
‖x2 − F2a1‖2G¯−12 (λ1) + λ1v1
)
(6.96)
with
µ¯1 :=λmax
(
NT1 F
T
2 G
−1
2 F2N1
)
, a1 := F1z0,
G¯2(λ1) =F2G1F
T
2 +G2 −
F2Q1F
T
2
λ1
= G(t2, t0)− Q
2
1
λ1
(6.97)
Q1 =
t1∫
t0
F (t1, t)g(F (t1, t)g)
Tdt = N1N
T
1
G(tj , ti) =
tj∫
ti
F (tj , t)b(F (tj , t)b)
Tdt, Qji :=
ti∫
ti−1
F (tj , t)g(F (tj , t)g)
Tdt. (6.98)
If we now substitute (6.96) into problem (6.95) we get
V 0 = min
λ1≥µ¯1
min
xm
...min
x3
(
S2(x3, λ1) + λ1v1 + max
z3∈Z3(x3)
... max
zm∈Zm(xm)
m+1∑
i=4
‖xi − Fizi−1‖2G−1i
)
(6.99)
with
S2(x3, λ1) := min
x2
max
z2∈Z2(x2)
(
‖x2 − F2a1‖2G¯−12 (λ1) + ‖x3 − F3z2‖
2
G−13
)
.
Applying Lemma 6.9 to the latter problem yields
S2(x3, λ1) = min
λ2≥µ¯2
(
‖x3 − F3a2‖2G¯−13 (λ1,λ2) + λ2v2
)
(6.100)
with
µ¯i :=λmax
(
NTi F
T
i+1G
−1
i+1Fi+1Ni
)
, ai := Fiai−1,
G¯i(λ1, . . . , λi−1) :=FiG¯i−1(λ1, . . . , λi−2)F Ti +Gi −
FiQi−1F Ti
λi−1
=G(ti, t0)− Q
i
1
λ1
− Q
i
2
λ2
− · · · − Q
i
i−1
λi−1
, (6.101)
Qi =
ti∫
ti−1
F (ti, t)g(F (ti, t)g)
Tdt = NiN
T
i .
G(tj , t0) and Q
j
i are defined by (6.98). If we now substitute (6.100) into (6.99) and
perform recursively m − 1 times the described application of Lemma 6.9 we get the
following formulation of V 0
V 0 = min
λ1≥µ¯1
min
λ2≥µ¯2
. . . min
λm≥µ¯m
f(λ1, λ2, . . . , λm)
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with
f(λ1, λ2, . . . , λm) = ‖xm+1 − Fm+1am‖2G¯−1m+1(λ1,λ2,...,λm) +
m∑
i=1
λivi,
am = F (tm, t0)z0, xm+1 = x∗,
G¯m+1(λ1, λ2, . . . , λm) = G(t∗, t0)−
m∑
i=1
Qm+1i
λi
.
This means, that we transformed the two-level min-max problem (6.86) in the variables
xi ∈ Rn, i = 1, . . . ,m at the upper level and zi ∈ Rn, i = 1, . . . ,m in the lower level to
the one-level minimization problem in the m variables λ = (λ1, . . . , λm)
T . We can write
this problem as
V 0 = min
λ∈Rm
f(λ) (6.102)
s.t. λ ≥ µ¯
with f(λ) := dT G¯−1m+1(λ)d+v
Tλ, the vectors µ¯ = (µ¯1, . . . , µ¯m)
T , v = (v1, . . . , vm)
T , d =
d(z0, x∗) = x∗ − F (t∗, t0)z0 being given.
Proposition 6.16.
The function f(λ) is continuous and convex at Λ = {λ ∈ Rn : λ ≥ µ¯}.
The proposition follows directly from the following lemma:
Lemma 6.17. We consider the function f(λ) = dTS(λ)d, for λ ∈ Λ, with the matrix S
being defined through S = S(λ) = A−
m∑
i=1
Bi
λi
, and with d ∈ Rn a given vector, A ∈ Rn×n
a given matrix, Bi ∈ Rn×n, i = 1, . . . ,m given positive definite matrices and Λ ⊂ Rm+
a convex set. We also assume that the matrix S(λ) is positive definite for each λ ∈ Λ.
Then the function f(λ), λ ∈ Λ is convex.
Proof. To show the lemma we will show that the Hessian of f(λ)
∂2f(λ)
∂λ2
= 2(D + diag(αj , j = 1, . . . ,m))
with
αj =
dTS−1BjS−1d
λ3j
, j = 1, . . . ,m
and
D =
(
B1S
−1d
λ21
, . . .
BmS
−1d
λ2m
)T
S−1
(
B1S
−1d
λ21
, . . .
BmS
−1d
λ2m
)
is positive definite for all λ ∈ Λ. The matrix D is positive definite since the matrix
S−1(λ) is positive definite for all λ ∈ Λ and it holds that αj ≥ 0, j = 1, . . . ,m because
of the inequalities λj > 0, j = 1, . . . ,m. Therefore the Hessian is positive definite.
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Problem (6.102) has a solution that can be found by standard methods of nonlinear
programming.
For problem (6.87)
W 0 := min
λ∈Rm
f(λ)
s.t. λi ≥ µi(λi+1, . . . , λm), i = 1, . . . ,m
we need the following reformulations for J0 and Pi−1(zi−1)
J0 = min
x1
max
z1∈Z1(x1)
. . . min
xm−1
max
zm−1∈Zm−1(xm−1)
(
m−1∑
i=1
‖xi − Fizi−1‖2G−1i + Pm−1(zm−1)
)
(6.103)
where
Pm−1(zm−1) = min
xm
max
zm∈Zm(xm)
(
‖xm − Fmzm−1‖2G−1m + ‖x∗ − Fm+1zm‖
2
G−1m+1
)
.
Using Lemma 6.9 we can write
Pm−1(zm−1) = min
λm≥µm
(
‖x∗ − F¯mzm−1‖2G˜−1m + λmvm
)
(6.104)
where F¯ and G˜(λm) are defined in (6.81). If we now substitute (6.104) into (6.103) we
obtain an expression for J0
J0 = min
x1
max
z1∈Z1(x1)
. . . min
xm−2
max
zm−2∈Zm−2(xm−2)
(
m−2∑
i=1
‖xi − Fizi−1‖2G−1i + Pm−2(zm−2)
)
,
(6.105)
where
Pm−2(zm−2) := min
xm−1
max
zm−1∈Zm−1(xm−1)
min
λm≥µm(
‖xm−1 − Fm−1zm−2‖2G−1m−1 + ‖x∗ − F¯mzm−1‖
2
G˜−1m (λ)
+ λmvm
)
With Lemma 6.9 we can conclude that
Pm−2(zm−2) ≤ Im−2(zm−2) := min
λ≥µm
min
xm−1
max
zm−1∈Zm−1(xm−1)(
‖xm−1 − Fm−1zm−2‖2G−1m−1 + ‖x∗ − F¯mzm−1‖
2
G˜−1m (λ)
+ λmvm
)
= min
λm≥µm
min
λm−1≥µm−1(λm)
(
‖x∗ − F¯m−1zm−2‖2G˜−1m−1(λm−1,λm) +
m∑
s=m−1
λsvs
)
. (6.106)
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Here, the matrices F¯i and G˜(λ) are defined as in (6.81). Using (6.105) and (6.106) we
get
J0 ≤min
x1
max
z1∈Z1(x1)
. . . min
xm−3
max
zm−3∈Zm−3(xm−3)(
m−3∑
i=1
‖xi − Fizi−1‖G−1i
2
+ Pm−3(zm−3)
)
(6.107)
where
Pm−3(zm−3) := min
xm−2
max
zm−2∈Zm−2(xm−2)
min
λm≥µm
min
λm−1≥µm−1(·)(
‖xm−2 − Fm−2zm−3‖2G−1m−2 + ‖x∗ − F¯m−1zm−2‖G˜−1m−1(λm−1,λm) +
m∑
s=m−1
λsvs
)
.
If we again use Lemma 6.9 we obtain
Pm−3(zm−3) ≤ Im−3(zm−3) := min
λm≥µm
min
λm−1≥µm−1(·)
min
λm−2≥µm−2(·)(
‖x∗ − F¯m−2zm−3‖G˜−1m−2(λm−2,λm−1,λm) +
m∑
s=m−2
λsvs
)
.
(6.108)
By substituting (6.108) into (6.107) and continuing the described operations recursively
we get the inequality
J0 ≤ P0(z0)
with
P0(z0) = min
λm≥µm
min
λm−1≥µm−1
. . . min
λ1≥µ1(·)(
‖x∗ − F¯1z0‖G˜−11 (λ1,...,λm) +
m∑
s=1
λsvs
)
.
(6.109)
This means that the optimal value of the cost functional in problem (6.109) may be taken
as an approximation for the optimal value of the cost function in the original problem
(6.77). By analyzing the relations (6.81) we can easily verify that
‖x∗ − F¯1z0‖G˜−11 (λ1,...,λm) +
m∑
s=1
λsvs = f(λ)
where f(λ) is defined as in (6.102). Therefore we can rewrite problem (6.109) as W 0
(6.87)
W 0 := min
λ∈Rm
f(λ)
s.t. λi ≥ µi(λi+1, . . . , λm), i = 1, . . . ,m.
(6.110)
Problem (6.88)
W ∗ := min
λ∈Rm
f(λ)
101
Chapter 6 . Closed-Loop Min Max Feedback Controls
s.t. λi ≥ µ∗i , i = 1, . . . ,m
is a problem of convex function minimization subject to bounds on variables. We will
now analyze the relations between the problems (6.102) and (6.88). For this we will need
the following lemmas:
Lemma 6.18. Let the matrices A∗ = A(λ∗m, . . . , λ∗i ) and A¯ = A(λ¯m, . . . , λ¯i) be defined
by
A(λm, . . . , λi) = M −
m∑
s=i
Bs
λs
with the matrices M, Bs, s = i, . . . ,m being positive definite, λ¯s = λ
∗
s + ∆λs, λ
∗
s >
0, ∆λs ≥ 0, s = i, . . . ,m. We assume further that the matrix A∗ is positive definite.
Then it holds that
λmax(A−1) ≥ λmax(A¯−1).
Proof. It is easy to verify, that A¯ = A∗+B with the matrix B =
m∑
s=i
Bs∆λs
λ∗λ¯s
being positive
definite. Then it holds that
λmin(A∗) ≤ λmin(A¯).
Lemma 6.19. The maximal eigenvalues of the matrices
M˜ := ATi−1G˜
−1
i (λ
∗
i , . . . , λ
∗
m)Ai−1 and M := Ni−1F
T
i G
−1
i FiNi−1
with the matrices Ai−1 and G˜−1i (λ
∗
i , . . . , λ
∗
m) being defined by (6.81) satisfy the inequality
λmax(M) ≥ λmax(M˜).
Proof. To prove the lemma we have to show that
λmin(M
−1) ≤ λmin(M˜−1).
By (6.81) it holds that M˜ = M +B with the matrices M˜, M, B being positive definite.
And with Magnus & Neudecker [61] we can deduce that λmax(M) ≥ λmax(M˜).
The Lemmas 6.18 and 6.19 yield the inequalities
µ¯i ≥ µ∗i , i = 1, . . . ,m
and therefore any feasible solution in problem (6.88) is feasible in problem I0(z0). There-
fore the following inequalities hold
V 0 ≥W ∗ ≥W0 ≥ J0.
This means, that we can use the optimal value of the cost functional in (6.88) as an
approximation of the cost functional of the original problem (6.78).
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6.4.3 Approximative Control Policy pi(x0)
We consider the control policy pi = pi(x1, . . . , xm) for a fixed set of system states
x1, x2, . . . , xm with the following control laws
ui(t; z) = (xi − Fiz)TG−1i F (ti, t)b, t ∈ Ti, i = 1, . . . ,m+ 1. (6.111)
We can interpret this policy as follows. We assume zi−1 to be the state of the actual
system at the time moment t = ti−1. We choose a control at the interval Ti = [ti−1, ti]
which drives the nominal system (6.59) from the actual position (ti−1, zi−1) into the
given position (ti, xi) by minimizing the function
∫
Ti
u2(t)dt.
We can now define an optimal control problem with a cost functional J(pi) that depends
on the policy pi but does not depend on the disturbance w(·) ∈W . A conventional choice
is
J(pi) = J(pi(x1, . . . , xm)) = V (x1, . . . , xm) = max
zi∈Zi(xi),i=1,...,m
Φ(xi, zi, i = 1, . . . ,m).
(6.112)
Here, we take into account that for any admissible disturbance w(t), t ∈ Ti the state
of the actual system zi and the state of the nominal system xi are related through
zi ∈ Zi(xi), with Zi(x) defined in (6.70). We then choose among all policies pi with
control law (6.111) a policy that minimizes the cost functional (6.112). The problem can
be formulated as V 0 (cf. 6.86)
V 0 = min
xi∈Rn,i=1,...,m
max
zi∈Zi(xi),i=1,...,m
Φ(xi, zi, i = 1, . . . ,m).
The optimal value of the cost functional of problem (6.86) satisfies Proposition 6.15 which
means that we can consider the problem (6.86) as an approximation of problem (6.78)
and a policy pi = pi(x01, . . . , x
0
m), which is constructed by a solution x
0
1, . . . , x
0
m ∈ Rn of
problem (6.86) can be considered as an approximation of an optimal policy pi0 with the
control laws (6.76).
Algorithm 6.20. (Determination of control laws of an approximative policy pi(x0))
GIVEN Initial state z0 = z(t0)
COMPUTE the matrices Fi, Gi, Qi, µi for i = 1, . . . ,m+ 1
FORMULATE and SOLVE (offline) the problem
V 0 = min
λ∈Rm
f(λ)
s.t. λ ≥ µ¯
SOLUTION: λ0 = (λ01, . . . , λ
0
m)
T
FOR i = m, . . . , 1 (offline)
START and SAVE x0m+1 = x∗
COMPUTE
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G¯i(λ
0
1, . . . , λ
0
i−1) = G(ti, t0)−
i−1∑
s=1
Qis
λs
di = x
0
i+1 − F (ti+1, t0)z0
ψ0i = F
T
i+1G¯
−1
i+1(λ
0
1, . . . , λ
0
i )di
x0i = G¯i(λ
0
1, . . . , λ
0
i−1)ψ
0
i + F (ti, t0)z0
SAVE x0i
END
FOR i = 1, . . . ,m+ 1
GIVEN state zi−1
DETERMINE the control law at t ∈ Ti
ui(t; zi) = (x
0
i − Fizi−1)TG−1i F (ti, t)b, t ∈ Ti
END
DENOTE the control policy composed of the control laws by pi(x0)
We want to underline that the described policy pi(x01, . . . , x
0
m) is an optimal guaranteed
policy at the set of policies of type (6.111) with respect to the worst-case performance
(6.55). The policy pi(x01, . . . , x
0
m) guarantees for any admissible disturbance w(·) ∈W
• that the initial state z0 of the actual system (6.58) is steered into the
δ∗-neighborhood of the terminal state x∗ in m steps,
• and the value of the cost functional at the realized control does not exceed V0.
For the cost functional, the estimate V 0 is exact in the class of policies (6.111), namely
J
(
pi(x01, . . . , x
0
m)
)
= V 0 ≤ J(pi(x1, . . . , xm)).
6.4.4 Approximative Control Policy pi(λ0)
First we will use an optimal solution λ0 = (λ01, . . . , λ
0
m)
T of problem (6.87) to construct
an approximative control policy pi = pi(λ0) which guarantees that for all admissible
w(·) ∈W
• the terminal state of the actual system (6.58) remains in the δ∗- neighborhood of
the terminal state x∗ at the time t = t∗,
• and the value of the cost functional at the realized control does not exceed W 0.
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Given the solution x01 = x
0
1(z0) of the problem
W0(z0) :=
m∑
i=2
λ0i vi
+ min
x1
(
‖x1 − F1z0‖2G−11 + maxz1∈Z1(x1) ‖x∗ − F¯2z1‖G˜−12 (λ02,...,λ0m)
) (6.113)
we construct the control law u(·; z0) at the first interval by the rule
u1(t; z0) = (x
0
1(z0)− F1z0)TG−11 F (t1, t)b, t ∈ T1. (6.114)
We will describe the rules of solving problem (6.113) later. Using Lemma 6.9 and the
previous computations it yields
W0(z0) = min
λ1≥µ01
(
‖x∗ − F1z0‖2G˜−11 (λ02,...,λ0m) + λ1v1
)
+
m∑
i=2
λivi
where µ01 = µ1(λ
0
2, . . . , λ
0
m). The control (6.114) at the interval T1 has the cost∫
T1
u21(t; z0)dt = ‖x01(z0)− F1z0‖2G−11 =: ∆W (z0).
Using (6.113) we may estimate
W0(z0) ≥‖x01(z0)− F1z0‖2G−11 + ‖x∗ − F¯2z1‖
2
G˜−12 (λ
0
2,λ
0
3,...,λ
0
m)
+
m∑
i=2
λ0i vi
≥∆W1(z0) +
m∑
i=3
λ0i vi
+ min
λ2≥µ02
(
‖x∗ − F¯2z1‖2G˜−12 (λ02,λ03,...,λ0m) + λ2v2
)
=∆W1(z0) +W1(z1) for all z1 ∈ Z1(x01(z0)).
(6.115)
Here and in the following µ0i denotes µ
0
i := µi(λ
0
i+1, . . . , λ
0
m), i = 2, . . . ,m andWi−1(zi−1)
denotes
Wi−1(zi−1) := min
xi
(
‖xi − Fizi−1‖2G−1i
+ max
zi∈Zi(xi)
‖x∗ − F¯i+1zi‖2G˜−1i+1(λ0i+1,...,λ0m)
)
+
m∑
s=i+1
λ0svs.
(6.116)
By construction the control (6.114) drives the nominal system from the position z0 at
t = 0 into the position x01(z0) at t = t1. Hence, the actual system (6.58) at the moment
t = t1 appears at some state z1 ∈ Z1(x01(z0)). Thus, the inequality (6.115) holds for any
state z1 of the actual system (6.58), generated by the control (6.114) and any admissible
disturbance w(t), t ∈ T1.
Let us now consider the case for i ≥ 2. Depending on the state zi−1 of the actual system
105
Chapter 6 . Closed-Loop Min Max Feedback Controls
(6.58) at the moment t = ti−1 we define the control law at the interval Ti by the rule
ui(t; zi−1) = (x0i (zi−1)− Fizi−1)TG−1i F (ti, t)b, t ∈ Ti, (6.117)
where x0i = x
0
i (zi−1) solves problem (6.116). The control (6.117) at the interval Ti has
the cost ∫
Ti
u2i (t; z0)dt = ‖x0i (zi−1)− Fizi−1‖2G−1i =: ∆Wi(zi−1).
Using (6.116) and Lemma 6.9 we may estimate
Wi−1(zi−1) ≥∆Wi(zi−1) +
m∑
s=i+2
λ0svs
+ min
λi+1≥µ0i+1
(
‖x∗ − F¯i+1zi‖2G˜−1i+1(λi+1,λ0i+2,...,λ0m) + λi+1vi+1
)
=∆Wi(zi−1) +Wi(zi) for all zi ∈ Zi(x0i (zi−1)).
(6.118)
Repeating recursively the arguments for i = 3, . . . ,m we obtain the control policy pi(λ0)
with the control laws (6.117) for each stage i = 1, . . . ,m. This means, that for any
admissible disturbance w(·) ∈W the inequalities (6.118) hold at all stages i = 1, . . . ,m+
1. Hence, for all w(·) ∈W we have
zm+1 ∈ Zm+1(x0m+1(zm)) = Zm+1(x∗),
m+1∑
i=1
∆Wi(zi−1) ≤W0(z0) = W 0.
Lemma 6.21. It holds that
max
zi∈Zi(x0i (zi−1)),i=1,...,m
m+1∑
i=1
∆Wi(zi) = W
0
or in the other notations (see (6.55))
J(pi(λ0)) = W 0.
The latter expression means, that for the policy pi(λ0) the estimate W 0 of the cost
functional is exact, which means that there exists an admissible disturbance w(·) ∈ W
under which realization and under the policy pi(λ0) the cost functional at the resulting
control has the value W 0.
Let us now discuss the rules of constructing solutions x0i (zi−1) of problem (6.113) and
(6.116). According to Lemma 6.9 we have to compute a solution λ∗i = ξi(λ
0, zi−1) to the
problem
min
λi≥µ0i
(
‖x∗ − F¯izi−1‖G˜−1i (λi,λ0i+1,...,λ0m) + λivi
)
. (6.119)
Problem (6.119) is a convex one-dimensional optimization problem at the subspace λi ≥
µ0i . We can construct its solution by the following algorithm
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Algorithm 6.22. (Determination of ξi(λ, zi−1))
INPUT S˜(µi, λi+1, . . . , λm), F¯i, G∗i, Q∗i, Ni, µi, λi for i = 1, . . . ,m+ 1
FOR i = 1, . . . ,m
IF ‖NTi F¯ Ti+1S˜−1i (µi, λi+1, . . . , λm)(x∗ − F¯izi−1)‖2 ≤ (µi)2vi
THEN ξi(λ, zi−1) = µi,
ELSE
COMPUTE root of
‖NTi F¯ Ti+1S˜−1i (ξi, λi+1, . . . , λm)(x∗ − F¯izi−1)‖2 = (ξi)2vi.
THEN ξi(λ, zi−1) = ξi > µi
DENOTE the solution by ξi(λ, zi−1)
END
Remark 6.23. Given the solution ξi(λ
0, zi−1) we construct a solution x0i (λ
0, zi−1) of
problem (6.116) by
Ψ0i (λ
0, zi−1) := F¯ Ti+1G˜
−1
i (ξi(λ
0, zi−1), λ0i+1, . . . , λ
0
m)(x∗ − F¯izi−1)
x0i (λ
0, zi−1) = Fizi +GiΨ0i (λ
0, zi−1).
By including x0i into the control law (6.117) it yields
ui(t; zi−1) = (x∗ − F¯izi−1)T G˜−1i (ξi(λ0, zi−1), λ0i+1, . . . , λ0m)F (t∗, t)b
t ∈ Ti, i = 1, . . . ,m+ 1.
Altogether we can formulate the following algorithms for constructing optimal control
laws which define the control policy pi(λ0).
Algorithm 6.24. (Determination of control laws of an approximative policy pi(λ0))
GIVEN Initial state z0 = z(t0)
COMPUTE the matrices Fi, F¯i, Gi, G∗i, Q∗i, Ni, G˜1(λ1, . . . , λm) for i = 1, . . . ,m+ 1
FORMULATE and SOLVE (offline) the problem
I0(z0) = min
λi, i=1,...,m
f1(z0, λ1, . . . , λm) = ‖x∗ − F¯1z0‖2G˜−11 (λ1,...,λm) +
m∑
s=1
λsvs
s.t. λi ≥ µi(λi+1, . . . , λm), i = 1, . . . ,m
(6.120)
SOLUTION of (6.120): λ0 = (λ01, . . . , λ
0
m)
T
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FOR i = 1, . . . ,m
GIVEN state zi−1
COMPUTE G˜i(λ
0
i , . . . , λ
0
m) = G∗i−1 −
m∑
s=i
Q∗s
λ0s
COMPUTE ξi(λ
0, zi−1) using Algorithm 6.22 with
S˜(µi, λi+1, . . . , λm) = G˜i(λ
0
i , . . . , λ
0
m), λi = λ
0
i and µi = µ
0
i
DETERMINE the control law for t ∈ Ti
ui(t; zi−1) = (x∗ − F¯izi−1)T G˜−1i (ξi(λ0, zi−1), λ0i+1, . . . , λ0m)F (t∗, t)b
END
DENOTE the control policy composed of the control laws by pi(λ0)
6.4.5 Approximative Control Policies pi(λ∗) and pi(λ˜)
As we already mentioned in Remark 6.13 the functions µi(λi+1, . . . , λm), i = 1, . . . ,m
in the constraints of problem (6.120) are convex, but in general, can be nondifferen-
tiable. The nondifferentiability can cause numerical difficulties to the solution of prob-
lem (6.120). Hence, along problem (6.120) we consider now problem (6.88). With the
solution λ∗ = (λ∗1, . . . , λ∗m) of problem (6.88) we define the policy pi(λ∗) following the
rules that we described in the previous section where the upper index 0 is changed to ∗,
e.g. λ0i → λ∗i . The policy pi(λ∗) drives the actual system into the δ∗-neighborhood of the
terminal state x∗ for any admissible disturbance with the cost which does not exceed
the value W ∗. While the bound W 0 is exact for the policy pi(λ0) the bound W ∗ might
be inexact for the policy pi(λ∗). In general, we have the following inequalities
max
zi∈Zi(y∗i (zi−1)),i=1,...,m
m∑
i=1
∆W ∗i (zi) ≤W ∗ or J(pi(λ∗)) ≤W ∗. (6.121)
An inequality in (6.121) can appear since an inequality
µ0i := µi(λ
∗
i+1, . . . , λ
∗
m) < µ
∗
i := µi(µ
∗
i+1, . . . , µ
∗
m) (6.122)
can hold in the problem of the type (6.119).
That means we can formulate the following algorithm for constructing the control policy
pi(λ∗)
Algorithm 6.25. (Determination of control laws of an approximative policy pi(λ∗)).
GIVEN Initial state z0 = z(t0)
COMPUTE the matrices Fi, F¯i, Gi, G∗i, Q∗i, Ni, µ∗i for i = 1, . . . ,m+ 1
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FORMULATE and SOLVE (offline) the problem
W ∗ := min
λ∈Rm
f(λ)
s.t. λi ≥ µ∗i , i = 1, . . . ,m
SOLUTION λ∗ = (λ∗1, . . . , λ∗m)
FOR i = 1, . . . ,m
GIVEN state zi−1
COMPUTE G˜i(λ
∗
i , . . . , λ
∗
m) = G∗i−1 −
m∑
s=i
Q∗s
λ∗s
COMPUTE ξi(λ
∗, zi−1) using Algorithm 6.22 with
S˜(µi, λi+1, . . . , λm) = G˜i(λ
∗
i , . . . , λ
∗
m), λi = λ
∗
i and µi = µ
∗
i
DETERMINE the control law for t ∈ Ti
ui(t; zi−1) = (x∗ − F¯izi−1)T G˜−1i (ξi(λ∗, zi−1), λ∗i+1, . . . , λ∗m)F (t∗, t)b
END
DENOTE the control policy composed of the control laws by pi(λ∗)
Remark 6.26. With the solution ξi(λ
∗, zi−1) we can restore the solution x0i (λ
∗, zi−1) of
problem W ∗ with
Ψ0i (λ
∗, zi−1) := F¯ Ti+1G˜
−1
i (ξi(λ
∗, zi−1), λ∗i+1, . . . , λ
∗
m)(x∗ − F¯izi−1)
x0i (λ
∗, zi−1) = Fizi−1 +GiΨ0i (λ
∗, zi−1).
Remark 6.27. Let us note, that for any feasible solution λ˜ = (λ˜1, . . . , λ˜m) of the problem
(6.120) the policy pi(λ˜) with the guaranteed cost W˜ := f(λ˜) can be defined by the rules
from the previous section with λ0i being replaced by λ˜i, i = 1, . . .m. The estimate W˜ is
exact for the policy pi(λ˜) if and only if the following property holds.
Property 6.28. At each stage i, 1 ≤ i ≤ m, the number λ˜i solves the problem of
type (6.119), with zi−1 being chosen by zi−1 = z˜i−1(y˜i−1(z˜i−2)). Here x˜i−1(zi−2) and
z˜i−1(x˜i−1(z˜i−2)) are optimal solutions of the outer and the inner problems in (6.116)
respectively, with i being replaced by i− 1 and λ0s being replaced by λ˜s, i = 1, . . . ,m.
The relation of type (6.122) is necessary for Property 6.28. We will now describe a
simple method of computing a feasible (possibly non-optimal) solution in the problem
(6.120) that possesses the Property 1 and satisfies f(λ˜) = W˜ ≤ W ∗. For this we solve
problem (6.88). Let λ∗ be a solution of (6.88). We set λ˜m = λ∗m, µ˜m = µ∗m, i = m− 1
and perform recursively the following steps:
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1. We assume, that we already know at stage i, 0 ≤ i ≤ m− 1 the numbers λ˜s, s =
m,m− 1, . . . , i+ 1 that satisfy the inequalities
λ˜s ≤ µ˜s := µs
(
λ˜s+1, . . . , λ˜m
)
, s = m,m− 1, . . . , i+ 1.
2. Form and solve the convex programming problem with simple bounds on variables
min
λ∈Rm
f(λ)
s.t. λs = λ˜s, s = i+ 1, . . . ,m, λs ≥ µˆs, s = 1, . . . , i
(6.123)
with
µˆs = µs
(
µˆs+1, . . . , µˆi, λ˜i+1, . . . , λ˜m
)
, s = i, i− 1, . . . , 1.
3. We assume, that
(
λˆ1, . . . , λˆi, λ˜i+1, . . . , λ˜m
)
is an optimal solution in (6.123). Then
we put λ˜i := λˆi, replace i with i− 1 and repeat the operations 1.-3.
In the described procedure there is no necessity to solve the problem (6.123) at each
stage. Indeed, assume that at the stage j the optimal solution(
λˆ1, . . . , λˆj , λ˜j+1, . . . , λ˜m
)
(6.124)
of the corresponding problem (6.123) satisfies the relations
λˆj−1 > µˆj−1 or λˆj−1 = µˆj−1 and λˆj = µˆj .
Then the optimal solution of problem (6.123) corresponding to the next stage j−1 coin-
cides with the solution (6.124) from the previous stage j. This means we can formulate
the following algorithm for constructing the control policy pi(λ˜).
Algorithm 6.29. (Determination of control laws of an approximative policy pi(λ˜))
GIVEN Initial state z0 = z(t0)
COMPUTE the matrices Fi, F¯i, Gi, G∗i, Q∗i, Ni, µ∗i for i = 1, . . . ,m+ 1
FORMULATE and SOLVE (offline) the problem
W ∗ := min
λ∈Rm
f(λ)
s.t. λi ≥ µ∗i , i = 1, . . . ,m
SOLUTION λ∗ = (λ∗1, . . . , λ∗m)
SET λ˜m = λ
∗
m, µ˜m = µ
∗
m
FOR i = m− 1, . . . , 1
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FORMULATE and SOLVE problem
min
λ∈Rm
f(λ)
s.t. λs = λ˜s, s = i+ 1, . . . ,m λs ≥ µˆs, s = 1, . . . , i
(6.125)
SOLUTION (λˆ1, . . . λˆj , λ˜j+1, . . . , λ˜m)
SET λ˜i := λˆi
END
FOR i = 1, . . . ,m
GIVEN state zi−1
COMPUTE G˜i(λ˜i, . . . , λ˜m) = G∗i−1 −
m∑
s=i
Q∗s/λ˜s
COMPUTE ξi(λ˜, zi−1) using Algorithm 6.22 with
S˜(µi, λi+1, . . . , λm) = G˜i(λ˜i, . . . , λ˜m), λi = λ˜
∗
i and µi = µ˜i
DETERMINE the control law for t ∈ Ti
ui(t; zi−1) = (x∗ − F¯izi−1)T G˜−1i (ξi(λ˜, zi−1), λ˜i+1, . . . , λ˜m)F (t∗, t)b
END
DENOTE the control policy composed of the control laws by pi(λ˜)
Remark 6.30. With the solution ξi(λ˜, zi−1) we can restore the solution x0i (λ˜, zi−1) of
problem (6.125) with
Ψ0i (λ˜, zi−1) := F¯
T
i+1G˜
−1
i (ξi(λ˜, zi−1), λ˜i+1, . . . , λ˜m)(x∗ − F¯izi−1)
x0i (λ˜, zi−1) = Fizi−1 +GiΨ
0
i (λ˜, zi−1).
6.4.6 Approximative Control Policy pi∗
We can introduce another approximative control police pi∗ which is described by the
control laws
ui(t; zi−1) = (κ0i (zi−1)− Fizi−1)TG−1i F (ti, t)b (6.126)
with t ∈ Ti, zi−1 ∈ Rn, i = 1, . . . ,m + 1 and x0i = κ0i (z) solves problem (6.83). It is
supposed to better approximate the optimal control pi(λ0) because of the inequality
Ji−1(z) ≤ Ii−1(z) ≤Wi−1(z) (6.127)
111
Chapter 6 . Closed-Loop Min Max Feedback Controls
which we can deduce from (6.93) and (6.116). If we use this control policy pi∗ instead
of the control policy (6.117) we have to solve online the problem (6.83) at every time
moment t = ti−1. Because of Lemma 6.9 this is equivalent to the convex programming
problem Ii−1(zi−1) (6.85) depending on the state zi−1 of the actual system (6.58) with
respect to the decision variables λm, . . . , λi.
Altogether we can formulate the following algorithm for constructing the control policy
pi∗.
Algorithm 6.31. (Determination of control laws of an approximative policy pi∗)
GIVEN Initial state z0 = z(t0)
COMPUTE the matrices Fi, F¯i, Gi, G∗i, Q∗i, Ni for i = 1, . . . ,m+ 1
FOR i = 1, . . . ,m
GIVEN state zi−1
FORMULATE and SOLVE (offline) the problem
Ii−1(zi−1) = min
λi
fi(z0, λi, . . . , λm)
s.t. λs ≥ µs(λs+1, . . . , λm), s = i, . . . ,m
SOLUTION λ0 = (λ0i , . . . , λ
0
m)
T
COMPUTE G˜i(λ
0
i , . . . , λ
0
m) = G∗i−1 −
m∑
s=i
Q∗s
λ0s
COMPUTE ξ(λ0, zi−1) using Algorithm 6.22 with
S˜(µi, λi+1, . . . , λm) = G˜i(λ
0
i , . . . , λ
0
m), λi = λ
0
i and µi = µ
0
i
DETERMINE the control law for t ∈ Ti
ui(t; zi−1) = (x∗ − F¯izi−1)T G˜−1i (ξi(λ0, zi−1), λ0i+1, . . . , λ0m)F (t∗, t)b
END
DENOTE the control policy composed of the control laws by pi(λ0)
Remark 6.32. With the solution ξi(λ
0, zi−1) we can restore the solution x0i (λ
∗, zi−1) of
problem (6.120) with
Ψ0i (λ
0, zi−1) := F¯ Ti+1G˜
−1
i (ξi(λ
0, zi−1), λ0i+1, . . . , λ
0
m)(x∗ − F¯izi−1)
x0i (λ
0, zi−1) = Fizi−1 +GiΨ0i (λ
0, zi−1).
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6.4.7 Approximative Control Policy p¯i
Using the idea of classical feedback, we can introduce another approximative control
policy, which we will denote by p¯i. For this control policy, we assume that the actual
state of the system at a time ti−1 is zi−1. We compute a control such that it drives
the state of the nominal system (6.59) from the position zi−1 at t = ti−1 to the given
position x∗ at t = t∗ and the control minimizes the cost functional
t∗∫
ti−1
u2(t)dt.
Now, this optimal control can be written as
u(t; ti−1, zi−1) = (x∗ − F (t∗, ti−1)zi−1)TG∗t−1F (t∗, t)b, t ∈ [ti−1, t∗] (6.128)
with G∗t−1 as in the definition (6.81c). We use this control for the actual system at the
interval [ti−1, ti] to drive this actual system to a state zi at the moment ti. At the new
position (ti, zi) we update the control by the rule (6.128) using this new position. We
then continue the process. With these rules we obtain a control policy
p¯i = (u¯i(·; zi−1), i = 1, . . . ,m+ 1)
which is determined by the control laws
u¯i(t, zi−1) = (x∗ − F (t∗, ti−1)zi−1)TG−1∗i−1F (t∗, t)b
with t ∈ Ti, zi−1 ∈ Rn, i = 1, . . . ,m+ 1 as in (6.60). The guaranteed value of the cost
functional (6.55) of the control policy p¯i is given by
J(p¯i) = max
w(·)∈W
J(p¯i, w(·))
with
J(p¯i, w(·)) =
m+1∑
i=1
∫
Ti
u¯2i
(
t; z
(
ti−1; p¯i, wti−1(·)
))
dt.
Here, z(t; p¯i, wt(·)) is the state of the system (6.53) at the moment t which is generated
by the control policy p¯i and the disturbance wt(·). Altogether we can formulate the
following algorithm for constructing the control policy p¯i.
Algorithm 6.33. (Determination of control laws of an approximative policy p¯i)
GIVEN Initial state z0 = z(t0)
COMPUTE the matrices F¯i and G∗i for i = 1, . . . ,m+ 1
FOR i = 1, . . . ,m
DETERMINE the control law for t ∈ Ti
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ui(t; zi−1) = (x∗ − F¯izi−1)TG∗iF (t∗, t)b
END
DENOTE the control policy composed of the control laws by p¯i
6.5 Comparison of Different Control Policies
In this section we will first summarize and then compare the different policies we pre-
sented in this chapter. We considered the following policies:
1. The optimal policy pi0 with the control law
u0i (t; z) = (x
0
i (z)− Fiz)TG−1i F (ti, t)b, t ∈ Ti, i = 1, . . . ,m+ 1,
where x0i (z) solves the problem
Ji−1(z) := min
xi
(
‖xi − Fiz‖2G−1i + maxzi∈Zi(xi) Ji(zi)
)
.
2. The approximative policy pi(x0) with the control laws
u0i (t; z) = (x
0
i − Fiz)TG−1i F (ti, t)b, t ∈ Ti, i = 1, . . . ,m+ 1,
where x0i , i = 1, . . . ,m solves the problem
V 0 = min
xi∈Rn,i=1,...,m
max
zi∈Zi(xi),i=1,...,m
Φ(xi, zi, i = 1, . . . ,m). (6.129)
3. The approximative policy pi(λ0) with the control law
u0i (t; z) = (y
0
i (z)− Fiz)TG−1i F (ti, t)b, t ∈ Ti, i = 1, . . . ,m+ 1,
with yi(z)
0 solving the problem
Wi−1(z) = min
yi
(
‖yi − Fiz‖2G−1i + maxzi∈Zi(yi) ‖x∗ − F¯i+1zi‖G−1i+1(λ0i+1,...,λ0m)
)
+
m∑
s=i+1
λ0svs.
(6.130)
4. The approximative policy pi∗ with the control law
u0i (t; z) = (x
0
i − Fiz)TG−1i F (ti, t)b, t ∈ Ti, i = 1, . . . ,m+ 1,
where x0i , i = 1, . . . ,m solves the problem
Ii−1(z) = min
λm≥µm
min
λm−1≥µm−1(·)
. . . min
λi+1≥µi+1(·)
min
xi
max
zi∈Zi(xi)(
‖xi − Fiz‖2G−1i + fi+1(zi, λi+1, . . . , λm)
)
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= min
λm≥µm
min
λm−1≥µm−1(·)
. . . min
λi+1≥µi+1(·)
fi(z, λi, . . . , λm).
5. The approximative policy p¯i with the control law
ui(t; zi−1) = (x∗ − F¯izi−1)TG∗iF (t∗, t)b,
which is constructed based on the classical feedback.
For the values of the policies we have
Ji−1(z) ≤ Ii−1(z)
and from (6.130) we can deduce that it also holds that
Ii−1(z) ≤Wi−1(z)
and therefore
Ji−1(z) ≤ Ii−1(z) ≤Wi−1(z). (6.131)
Due to the inequalities (6.131) the policy pi∗ should better approximate the optimal
policy, but the disadvantage of this policy is that at each time moment t = ti−1 we have
to solve the following nonlinear programming problem depending on the state zi−1 of
the actual system
Ii−1(zi−1) = min
λs,s=i,...,m
(
dT (zi−1)G˜−1i (λi, . . . , λm)d(zi−1) +
m∑
s=i
λivi
)
s.t. λs ≥ µs(λs+1, . . . , λs), s = m,m− 1, . . . , i.
(6.132)
with d(zi−1) = x∗− F¯izi−1 we denote the vector known at the moment t = ti. This prob-
lem is a convex programming problem in (m− i+1) variables λi, . . . , λm. In comparison
to this policy, using the policy pi(λ0) we only have to solve off-line the convex program-
ming problem (6.120) instead of solving the convex programming problem (6.132) online
at each time t = ti−1 if we use the policy pi∗. This means that the policy pi∗ is compu-
tationally impractical even thought it might yield better results.
Altogether we can conclude the following:
• Control Laws and States: All policies pi0, pi(x0), pi(λ0) and pi∗ have the same
expression for the control laws but differ in the states at the time ti, to which
the control law ui(t; z), t ∈ Ti drives the nominal system from the actual position
(ti−1, z). In policy pi(x0) the state x0i solves problem (6.129) which is fixed through
the process, that means that it does not depend on an actual position (ti−1, z). In
the policies pi0, pi(λ0) and pi∗ the state always depends on the actual position and
solves one of the problems Ji−1(z), Wi−1(z) or Ii−1(z), respectively.
• Cost Functions: The optimal values of the cost functionals are related through
the inequality (6.131).
• Transformation: Problem Ji−1(z) can be transformed into an (m− i+ 1)−level
min-max problem in the variables xs ∈ Rn, z2 ∈ Rn, s = i, . . . ,m (see for instance
the problem (6.78)). Problem Wi−1(z) can be transformed into an one-dimensional
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convex problem with a bound on a variable (see problem (6.116)). Problem Ii−1(z)
can be transformed into a constrained convex programming problem in (m− i+ 1)
variables λs ∈ R, s = i, . . . ,m with (m− i+ 1) constraints (see problem (6.132)).
• Nonlinearity: The control laws of policy pi(x0i ) are time-dependent but linear in
the state z. The control laws of the policies pi0, pi(λ0) and pi∗ are time-dependent
and nonlinear in the state z.
6.6 Numerical Example
Example 6.1. Simple Pendulum
We consider a simple pendulum which is a idealized string pendulum. It is a simple
model to describe pendulum swings. In the case of a simple pendulum the following
simplification assumptions are made. We assume that the cord on which the bob swings
is massless, inextensible and always remains taut. Furthermore we assume that the bob
is a point mass and that motion only occurs in two dimensions. We also neglect any
friction or air resistance. The gravitational field is uniform and the support does not
move. Then we can write the motion of a simple pendulum as
θ¨ = −
(g
l
)
sin θ +
u(t)
l
.
with g the acceleration due to gravity, l the length of the pendulum and θ the angular
displacement. For linearizing the system we use the small-angle approximation, which
means, we consider
sin θ = θ
Therefore we can transform the upper system in a system of first order ordinary differ-
ential equations and add a control u(t) as follows:
x˙1(t) = x2
x˙2(t) =
(
−g
l
)
x1 + u(t).
For our purposes, we also add an additive uncertainty w(t). We assume g = 9.81m/s2
and l = 5cm. This means we consider the following problem
z˙(t) = Az(t) + bu(t) + gw(t)
z(0) = z0
with
A =
(
0 1
−gl 0
)
b =
(
0
1
)
, g =
(
10
10
)
and
z0 =
(
1.57
0
)
, x∗ =
(
0.94
−17.5
)
, t∗ = 5.
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The policy was tested on the correction points
T = {t1 = 1, t2 = 2, t3 = 3, t4 = 4}.
In Table 6.1 the results of the tests of the different policies are presented that confirms
the theoretical analysis. We compared the policy pi(λ0) with the classical feedback p¯i and
with the control method, in which we do not take into account any uncertainty (nu). We
can see that the values of the cost functionals of the classical feedback and of the one
without any consideration of the uncertainty are always better than the values of the cost
functionals of pi(λ0). But on the other hand, the values of x∗2 and x∗3 differ from the
actual x∗. As we already stated, the computation of the policy pi∗ is not practical. In
the case of w(t) = 0.32(cos(t) + sin(t)) in the upper example we obtain the cost function
values
J(pi∗, w(·)) = 120.15 J(pi(λ0)) = 120.85,
which means, that the policy pi∗ is, in this case, slightly better than pi(λ0) but it is not
efficient at all, as we have to solve a minimization problem in every iteration.
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7 Generalizations
In this chapter we generalize the approximative policies which we considered in the
previous chapters. In the first part of this chapter we consider a policy with which we
can control dynamic systems with pointwise state constraints. After that in the second
part we generalize the policy by adding additional constraints to the control and in the
last section we consider a disturbance which is bounded in a norm. We also formulate
practical algorithms for determining the control policies.
7.1 Guaranteed Control for Systems with State Constraints
Again we assume to have the actual dynamic system as before
z˙(t) = Az(t) + bu(t) + gw(t)
z(0) = z0
rank(b, Ab, . . . , An−1b) = n.
(7.1)
and the nominal system
z˙(t) = Az(t) + bu(t)
z(0) = z0
rank(b, Ab, . . . , An−1b) = n.
(7.2)
with the time interval T = [0, τ∗] and we have given time moments τj ∈ T and tji ∈
Tj = [τj−1, τj ], i = 0, . . . ,m, j = 1, . . . , N with
0 = τ0 < τ1 < · · · < τN = τ∗
τj−1 = tj0 < tj1 < · · · < tjm < tjm+1 = τj .
The disturbance w is from the class of admissible disturbances which is defined as
W¯ = {w(·) ∈ L2[T ] :
tji∫
tji−1
w2(t)dt ≤ vji, i = 1, . . . ,m+ 1, j = 1, . . . , N} (7.3)
with vji given. As before we can correct the control at the time moment tji using
the information about the current state zji = z(t;ut(·), wt(·))
∣∣∣∣
t=tji
of the actual dynamic
system (7.1) with the control u(t), t ∈ [0, tji) and the actual disturbance w(t), t ∈ [0, tji).
The problem can then be described as
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Construct a control policy
pi(T ) = (pij(Tj), j = 1, . . . , N)
pij(Tj) = (uji(·; zji−1), i = 1, . . . ,m+ 1)
consisting of control laws
uji(·; zji−1) = (uji(t; zji−1), t ∈ Tj), zji−1 ∈ Rn, i = 1, . . . ,m+ 1, j = 1, . . . , N
for each interval Tji, j = 1, . . . , N, i = 1, . . . ,m+ 1, such that for any admissible
disturbance w(·) the trajectory
z(t) = z(t;pi,w(·)), t ∈ Tj
of the system
z˙(t) = Az(t) + buji(t; z(τji−1)) + gw(t), t ∈ Tj (7.4)
satisfies
‖z(τj ;uτj (·), wτj (·))− x∗τj‖22 ≤ δ2j
and the cost functional
J(pi) = max
w(·)∈W¯
N∑
j=1
∫
Tj
u2j (t;x(τj−1;pi,wj−1(·))dτ
takes the minimal value
min
pi
J(pi). (7.5)
We can now correct the control at every time moment tji using the information of the
current state. Therefore the set of feasible guaranteed policies is much wider than the
set of feasible guaranteed program controls.
Theorem 7.1. (Existence of a guaranteed problem control)
There always exists a control that guarantees to drive the trajectory of the system (7.4)
in the δ0-neighborhood of zero at the final moment t = tjm+1 of each interval Tj for any
perturbation w(·) ∈ W¯ if and only if the inequality
µ(t∗j )vm+1 ≤ δ2∗
holds. Here, µ(tji) is the maximal eigenvalue of
Qji :=
∫
Tji
F (tji, t)g(F (tji, t)g)
Tdt, i = 1, . . . ,m+ 1.
The Theorem follows directly from the lemmas 6.1 and 6.3.
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As in equality (6.15) we assume, without loss of generality, that the parameter δ∗ > 0 is
minimal in the case that there exists a feasible control policy if we choose a suitable δ∗.
Therefore we can write
µ(t∗j )vm+1 = δ
2
∗ . (7.6)
Let us first consider the last interval Tjm+1 on the interval Tj , j = 1, . . . , N . In this
interval the aim is to find a control u(t) that minimizes the function
tjm+1∫
tjm
u2(t)dt. (7.7)
The optimal control law for the interval Tjm+1 can be written as
u(t) = u0jm+1(t; zjm) = (x
∗
j − Fjm+1zjm)TG−1jm+1F (tjm+1, t)b, t ∈ Tjm+1 (7.8)
with
Fji := F (tji, tji−1)
Gji :=
∫
Tj
F (tji, tj)b(F (tji, tj)b)
Tdtj .
Hence, at this control we obtain the following value of the cost functional (7.7)
Jjm(zjm) = (x
∗
j − Fjm+1zjm)TG−1jm+1(x∗j − Fjm+1zjm)
= ‖x∗j − Fjm+1zjm‖2G−1jm+1
Therefore the control law u0jm+1(t; zjm), t ∈ Tjm+1 from the optimal control policy
pij(Tj) is computed by the relation (7.8). Let us now consider the previous time interval
and construct the control law u0jm(t; zjm−1), t ∈ Tjm. We assume that the actual system
(7.1) is in some state zjm−1 at the moment t = tjm−1. Let a control u(t), t ∈ Tjm be
found that drives the nominal system (7.2) from the position zjm−1 at t = tjm−1 to some
position xjm at tjm. Among all such controls we choose the control that minimizes the
function
tjm∫
tjm−1
u2(t)dt =: J¯(u(·)). (7.9)
The control that drives the actual system (7.1) from the position zjm−1 at t = tjm−1 to
some position zjm at tjm and minimizes the cost functional (7.9) is given by
u(t; zjm−1, xjm) = (xjm − Fjmzjm−1)TG−1jmF (tjm, t)b, t ∈ Tjm (7.10)
and
J¯jm(u(·; zjm−1, xjm)) = (xjm − Fjmzjm−1)TG−1jm(xjm − Fjmzjm−1)
= ‖xjm − Fjmzjm−1‖2G−1jm .
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Using the admissible disturbance (7.3) at the interval Tjm we can show that the actual
system (7.1) appears at the moment t = tjm in a state zjm ∈ Zjm(xjm) with
Zji :=
{
z ∈ Rn : ‖z − x‖2
Q−1ji
≤ vji
}
, i = 1, . . . ,m+ 1.
That means, if zjm−1 is a state of the actual system (7.1) at the time moment t =
tjm−1 and if the control laws (7.8) and (7.10) are used at the intervals Tjm and Tjm+1
respectively, then the sum of the last two terms of the cost functional is equal to
J¯jm(u(·; zjm−1, xjm)) + max
zjm∈Zjm(xjm)
Jjm(zjm). (7.11)
The control law (7.10) is optimal if the state xjm minimizes the functional (7.11), which
means
Jjm−1 := min
xjm
(
‖xjm − Fjmzjm−1‖2G−1jm + maxzjm∈Zjm(xjm) Jjm(zjm)
)
. (7.12)
We assume that x0jm = x
0
jm(zjm−1) solves the problem (7.12). Then, by taking into
account (7.10) we can conclude that the control law u0jm(t; z), t ∈ Tjm from the optimal
policy pij(Tj) is given by
u0jm(t; z) = (x
0
jm(z)− Fjmz)TG−1jmF (tjm, t)b, t ∈ Tjm. (7.13)
If we use the optimal control laws (7.13) and (7.8) at the intervals Tjm and Tjm+1
respectively under the assumption that the state of the actual system at t = tjm−1 is
zjm−1 we get the result that the cost function takes the value Jjm−1(zjm−1) as in (7.14).
Analogously, we suppose that zji−1 is the state of the actual system (7.1) at the time
moment tji−1 then the cost functional is equal to
Jji−1(zji−1) := min
xji
(
‖xji − Fjizji−1‖2G−1ji + maxzji∈Zji(xji) Jji(zji)
)
(7.14)
if we use the optimal control laws
u0js(t; zjs−1), t ∈ Tjs, zjs−1 ∈ Rn, s = i+ 1, . . . ,m+ 1
and the control
u(t; zji−1, xji) = (xji − Fjizji−1)TG−1ji F (tji, t), t ∈ Tji.
We assume that x0ji = x
0
ji(zji−1) solves the problem (7.14). Then the optimal control
law u0ji(t; z), t ∈ Tji from the optimal policy pij(Tj) is given by
uji(t; z) = (x
0
ji(z)− Fjiz)TG−1ji F (ti, t)b, t ∈ Tji.
We use the following approximative policy
pi(T ) = (pij(z, x∗j , tji, i = 0, . . . ,m+ 1), j = 1, . . . , N)
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as it is practically impossible to construct the policy numerically. To describe the rules
for constructing each j-th control policy
pij(z, x
∗
j , tji, i = 0, . . . ,m+ 1)
we will need the following definitions
G∗ji =
tj∗∫
tji
F (t∗j , tj)b(F (t
∗
j , tj)b)
Tdtj (7.15a)
Q∗ji :=
tji∫
tji−1
F (t∗j , tj)g(F (t
∗
j , tj)g)
Tdtj (7.15b)
G˜m+1 = Gjm+1 (7.15c)
G˜ji(λji, . . . λjm) = Gji−1 −
m∑
s=i
Q∗js/λs (7.15d)
F¯ji = F (t
∗
j , tji−1) (7.15e)
µji(·) = µji(λji+1, . . . , λjm) = λmax(MTjiG˜ji+1(λji+1, . . . , λjm)Mji)
(7.15f)
Mji = F¯ji+1Nji (7.15g)
fji(z, λji, . . . , λjm) = ‖x∗j − F¯jiz‖G˜ji−1(λji,...,λjm) +
m∑
s=i
λjsvjs, i = 1, . . . ,m. (7.15h)
In each j-th step we need the following functions
Jjm(z) = ‖x∗j − Fjm+1z‖2G−1jm+1
Jji−1(z) := min
xji
max
zji∈Zji(xji)
(‖xji − Fjm+1z‖2G−1ji + Jji(zji))
i = m, . . . , 1
(7.16)
and let us also introduce the following functions
Ijm(z) = Jjm(z)
Pjm(z) := Jjm(z)
Iji−1(z) := min
λjm≥µjm
min
λjm−1≥µjm−1(·)
. . .
min
λji+1≥µji+1(·)
min
xji
max
zji∈Zji(xji)
(
‖xji − Fjiz‖2G−1ji + fji+1(zji, λji+1, . . . λjm)
)
(7.17)
With Lemma 6.9 we can equivalently write
Iji−1(z) := min
λjm≥µjm
min
λjm−1≥µjm−1(·)
. . . min
λji≥µji(·)
fji(z, λji, . . . , λjm)
Pji−1(z) := min
xji
max
zji∈Zji(xji)
(
‖xji − Fjiz‖2G−1ji + Iji(zji)
)
(7.18)
i = m, . . . , 1. (7.19)
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And we can formulate the following lemma
Lemma 7.2. The following inequality holds:
Jji(z) ≤ Pji(z) ≤ Iji(z), i = 0, . . . ,m. (7.20)
Proof. As it is constructed it holds that
Jjm(z) = Pjm(z) = Ijm(z)
and
Jjm−1(z) = Pjm−1(z) = Ijm−1(z).
Therefore the inequalities (7.20) hold for i = m,m− 1. We assume that for some
i ≤ m− 1 the inequalities (7.20) hold. We want to show
Jji−1 ≤ Pji−1 ≤ Iji−1. (7.21)
With (7.16) and (7.18) it follows that the inequality Jji(z) ≤ Iji(z) implies the inequality
Jji−1(z) ≤ Pji−1(z). (7.22)
With the general min-max inequality
max
y∈Y
min
ω∈W
f(y, ω) ≤ min
ω∈W
max
y∈Y
f(y, ω)
where Y and W do not depend on ω and y, respectively, and with (7.17) it holds that
Iji−1(z)
≥ max
xji
min
zji∈Zji(xji)
(
‖xji − Fjiz‖2G−1ji + minλjm≥µjm ... minλji+1≥µji+1(·) fji+1(zji, λji+1, ..., λjm)
)
= max
xji
min
zji∈Zji(xji)
(
‖xji − Fjiz‖2G−1ji + Iji(zji)
)
= Pji−1(z).
With the last inequality and with inequality (7.22) we can deduce inequality (7.21) and
therefore the lemma is proven.
With i = 0 it holds that
Jj0(zj0) ≤ Ij0(zj0)
where
Ij0(zj0) = min
λjm≥µjm
min
λjm−1≥µjm−q(·)
. . . min
λj1≥µj1(·)
fj1(zj0, λj1, . . . , λjm) (7.23)
and with fj1(z, λj1, . . . , λjm) and µji(·), i = 1, . . . ,m being defined in (7.15). This
means, that we can use the optimal value of the problem (7.23) as an approximation
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for the optimal value of the cost functional of the original problem. Therefore, we can
rewrite problem (7.23) as
Ij0(zj0) = min
λji
fj1(zj0, λj1, . . . , λjm)
s.t. λji ≥ µji(λji+1, . . . , λjm), i = 1, . . . ,m
(7.24)
We assume that we have found an optimal solution λ0j = (λ
0
j1, . . . , λ
0
jm)
T of problem 7.24
for a given zj0 and we will now construct the policy pij(Tj).
By x∗j we denote x
0
jm+1(λ
0
j , zj) and by x
0
ji(λ
0
j , zj) we denote the solution of the problem
Wji−1 :=
m∑
s=i+1
λ0jsvjs
+ min
xji
(
‖xji − Fjizj‖2G−1ji + maxzji∈Zji(xji) ‖x
∗
j − F¯ji+1zji‖2G˜−1i+1(λ0ji+1,...,λ0jm)
) (7.25)
For the interval Tj we define the control law by
uji(tj ; zji−1) = (x0ji(λ
0
j , zji−1)− Fjizji−1)TG−1ji Fj(tji, tj)b
tj ∈ Tj , zji−1 ∈ Rn, i = 1, . . . ,m+ 1
(7.26)
The control policy, which is composed of control laws (7.26) is denoted by pij(Tj). Let
us note that the solution λ0j of problem (7.24) depends on the data (zj0, x
∗
j , tji, i =
0, . . . ,m + 1) of the initial problem and therefore it would be correct to write λ0j =
λ0j (zj0, x
∗
j , tji, i = 0, . . . ,m+ 1) and also pij(Tj) = pij(Tj(zj0, x∗j , tji, i = 0, . . . ,m+ 1)).
Theorem 7.3. For a given initial state zj(0) = zj0, the constructed policy pij(Tj) guar-
antees for all admissible w(·) ∈ W¯ that
• the terminal state of the actual system remains in the δ∗-neighborhood of the ter-
minal state x∗j at the time t = t
∗
j .
• the value of the cost functional at the realized control does not exceed the number
Ij0(zj0) = Wj0(zj0).
For the policy pij(Tj) the estimate Wj0(zj0) is exact.
Proof. We assume i = 1 and we let zji−1 be an actual system at the time moment
t = tji−1. We consider the problem Wji−1(zji−1) (cf. (7.25)). With the solution x0ji =
x0ji(λ
0, zji−1) of the problem Wji−1(zji−1) we can construct the control law uji(·; zji−1) at
the interval Tj as in (7.26). The corresponding cost functional for the control uji(t; zji−1)
at the interval Tj is then∫
Tji
u2ji(t; zji−1)dt = ‖x0ji(λ0, zji−1)− Fjizji−1‖2G−1ji
=: ∆Wji(zji−1).
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With (7.25) and Lemma 6.9 it holds that
Wji−1(zji−1)
≥‖x0ji(λ0, zji−1)− Fjizji−1‖2G−1ji + ‖x
∗
j − F¯ji+1zji‖2G˜−1ji+1(λ0ji+1,...,λ0jm) +
m∑
s=i+1
λ0jsvjs
≥∆Wji(zji−1) +
m∑
s=i+2
λ0jsvjs
+ min
λji+1≥µ0ji+1
(
‖x∗j − F¯ji+1zji‖2G˜−1ji+1(λji+1,λ0ji+2,...,λ0jm) + λji+1vji+1
)
=∆Wji(zji−1) +Wji(zji)
(7.27)
for all zji ∈ Zji(x0ji(λ0j , zji−1)).
The control law (7.26) drives the nominal system from the position (tji−1, zji−1) into
the position (tji, x
0
ji(λ
0
j , zji−1)). Therefore we know that the actual system (7.1) is at
some state zji ∈ Zji(x0ji(λ0j , zji−1)) at the time moment t = tji. That means that the
inequality (7.27) holds for any state zji of the actual system (7.1) which is generated by
the control uji(t; zji−1) at any admissible disturbance w(t), t ∈ Tj .
We repeat this procedure recursively for the arguments i = 2, . . . ,m. We get the result
that for any admissible disturbance w(·) ∈ W¯ the inequalities (7.27) hold at all stages
i = 1, . . . ,m+ 1. Therefore, for all w(·) ∈ W¯ it holds that
zjm+1 = z(t
∗
j ;pi(λ
0
j ), w(·)) ∈ Zjm+1(x0jm+1(λ0j , zjm))
= Zjm+1(x
∗
j )
and
m+1∑
i=1
∆Wji(zji−1) ≤Wj0(zj0).
Also, the following equality holds
max
zji∈Zji(x0ji(λ0j ,zji−1)), i=1,...,m
m+1∑
i=1
∆Wji(zji−1) = Wj0(zj0)
which can be rewritten as
J(pij(Tj)) = Wj0(zj0).
Hence, the estimate Wj0(zj0) of the cost functional is exact for the control policy pij(Tj).
This means that there is an admissible disturbance w(·) ∈W such that under the policy
pij(Tj) the cost functional at the resulting control has the value Wj0(zj0).
We will now construct the solution of the subsidiary problem (7.25). From Lemma 7.2
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it follows that we need to compute a solution λ∗ji = ξji(λ
0
j , zji−1) of the problem
min
λji≥µ0ji
‖x∗j − F¯jizji−1‖2G˜−1ji (λji,λ0ji+1,...,λ0jm) + λjivji. (7.28)
This problem is a convex one-dimensional optimization problem at the subspace λji ≥
µ0ji. We can construct the solution by the following rule: If it holds that
‖NTjiF¯ Tji+1G˜−1ji (µ0ji, λ0ji+1, . . . , λ0jm)(x∗j − F¯jizji−1)‖2 ≤ (µ0ji)2vji
then
ξji(λ
0
j , zji−1) = µ
0
ji
else ξji(λ
0
j , zji−1) = ξji > µ
0
ji is a unique root of the following equation
‖NTjiF¯ Tji+1G˜−1ji (ξji, λ0ji+1, . . . , λ0jm)(x∗j − F¯jizji−1)‖2 − (ξji)2vji = 0.
With the solution ξji(λ
0
j , zji−1) of the problem (7.28) we can construct a solution
x0ji(λ
0
j , zji−1) of problem (7.25) as
ψ0ji(λ
0
j , zji−1) := F¯
T
ji+1G˜
T
ji(ξji(λ
0
j , zji−1), λ
0
ji+1, . . . , λ
0
j,)(x
∗
j − F¯jizji−1)
x0ji(λ
0
j , zji−1) = Fjizji−1 +Gjiψ
0
ji(λ
0
j , zj−1)
Using this the control law (7.26) can be written as
uji(t; zji−1) = (x∗j − F¯jizji−1)T G˜−1ji (ξji(λ0j , zji−1), λ0ji+1, . . . , λ0jm)F (t∗j , tj)b
with tj ∈ Tj , i = 1, . . . ,m. With these rules we can construct the control of the actual
system (7.1) as follows for the first two time intervals:
1. Determine the policy
pi1(z(0), x
∗
1, t1i, i = 0, . . . ,m+ 1)
by constructing the control laws as in e.g. (7.26) using the information about the
current state z0 = z(0) of the actual system.
2. Use the control laws of the policy to control the actual system (7.1) at the interval
T1.
3. At the moment t = τ1 the actual system is driven to some state z(τ1) satisfying
‖z(τ1)− x∗1‖22 ≤ δ21 .
4. Use the policy pi2 (z(τ1), x
∗
2, t2i, i = 0, . . . ,m+ 1) with the state z(τ1) of the actual
system at the moment t = τ1 and a given vector x
∗
2 to control the system at the
interval T2.
We repeat this strategy for the rest of the time intervals. Altogether the policy
pi(T ) = (pij(Tj), j = 1, . . . , N)
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is then constructed by the control policies
pij(Tj) = (uji(·;Zji−1), i = 1, . . . ,m+ 1)
for each interval Tji = [tji−1, tji], j = 1, . . . , N, i = 1, . . . ,m+1. And the control policies
pij(Tj) consist of the control laws
uji(·; zji−1) = (uji(t; zji−1), t ∈ Tji
zji−1 ∈ Rn, i = 1, . . . ,m+ 1, j = 1, . . . , N.
With these information we have shown that there exists a control policy pi(T ) for con-
trolling the system (7.1).
Theorem 7.4. (Existence of the control policy pi(T ))
For a given initial state z(0) = z0 the constructed policy pi(T ) guarantees for all admis-
sible w(·) ∈ W¯ that
• the terminal state of the actual system remains in the δ∗-neighborhood of the ter-
minal state x∗ at the time t = τ∗.
• the value of the cost functional at the realized control does not exceed the number
I0(z0) = W0(z0).
For the policy pi(T ) the estimate W0(z0) of the cost functional is exact.
Remark 7.5. The value of the cost functional at each interval Tj is equal to βj for the
described strategy:
βj = max
z∈Z¯j(x∗j−1)
I0
(
z, x∗j , tji, i = 0, . . . ,m+ 1
)
with
Z¯j(x) = {z ∈ Rn : ∃f ∈ Rr, z = x+Nj−1,m+1f, fT f ≤ vj−1,m+1}
and
I0(z, x
∗
j , tji, i = 0, . . . ,m+ 1)
is the optimal value in problem 7.24.
We can also use this strategy for the case that the constraint satisfies a given accuracy
δ∗ at the moments τj := j∆τ, ∆τ > 0, j = 1, 2, . . . over the infinite horizon. The value
of the cost functional ∫
Tj
u2(t)dt
with Tj = [τj−1, τj ] is then guaranteed to be smaller than some number βj that is
computed before.
Algorithm 7.6. (Determination of control laws of an approximative policy pi(T ))
FOR j = 1, . . . , N
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GIVEN Initial state zj0 = z(tj0)
COMPUTE the matrices Fji, F¯ji, Gji, G∗ji, Q∗ji, Nji for i = 1, . . . ,m+ 1
FORMULATE and SOLVE (offline) the problem
Ij0(zj0) = min
λji
f1(zj0, λj1, . . . , λjm)
s.t. λji ≥ µji(λji+1, . . . , λjm), i = 1, . . . ,m
(7.29)
SOLUTION of problem (7.29): λ0j = (λ
0
j1, . . . , λ
0
jm)
T
FOR i = 1, . . . ,m
GIVEN zji−1
COMPUTE G˜ji(λ
0
ji, . . . , λ
0
jm) = G∗ji−1 −
m∑
s=i
Q∗js/λ0js
COMPUTE ξ(λ0j , zji−1) using Algorithm 6.22 with
S˜(µi, λi+1, . . . , λm) = G˜ji(λ
0
ji, . . . , λ
0
jm), λi = λ
0
ji and µi = µ
0
ji
DETERMINE the control law
uji(tj ; zji−1) = (x∗j − F¯jizji−1)T G˜−1ji (ξij(λ0j , zji−1), λ0ji+1, . . . , λ0jm)F (t∗j , tj)b
END
DENOTE the control policy composed of the control laws by pij(Tj)
END
DENOTE the control policy composed of the control policies pij(Tj) by pi(T )
Remark 7.7. Given the solution ξ(λ0j , zji−1) we can restore the solution of problem
(7.29) by
Ψ0ji(λ
0
j , zji−1) = F¯
T
ji+1G˜
−1
ji (ξji(λ
0
j , zji−1), λ
0
ji+1, . . . , λ
0
jm)(x
∗
j − F¯jizji−1)
x0ji(λ
0
j , zji−1) = Fjizji−1 +GjiΨ
0
ji(λ
0
j , zji−1).
7.2 Alternative Approach to Guaranteed Control for Systems
with State Constraints
Another possibility to solve such problems is the following approach. We assume to have
the same actual dynamic system (7.1) with the time interval T = [0, tm+1] and the given
disturbance (7.3) as before. The optimal control law at the interval Tm+1 = [tm, tm+1]
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is given by
u(t) = (x∗m+1 − Fm+1zm)TG−1m+1F (tm+1, t)b, t ∈ Tm+1 (7.30)
and the cost functional at the control (7.30) gets the value
Jm(zm) = ‖x∗m+1 − Fm+1zm‖2G−1m+1 . (7.31)
Consider the moment tm−1 and assume that the system is at the position zm−1 at
t = tm−1. The control that drives us from the position zm−1 at t = tm−1 to some
position xm at t = tm is
u(t; zm−1, xm) = (xm − Fmzm−1)TG−1m F (tm, t)b (7.32)
and the corresponding cost function can be written as
J¯m(z(·; zm−1, xm)) = ‖xm − Fmzm−1‖2G−1m .
The actual state at this moment is zm ∈ Zm(xm) with
Zm(xm) = {z ∈ Rn|‖z − xm‖2Q−1m ≤ vm}.
Any state zm ∈ Zm(xm) should additionally satisfy
‖zm − x∗m‖2Sm ≤ δm
where Sm and δm are given. That is why xm should satisfy
xm ∈ Bm = {x|‖x− x∗m‖2Sm ≤ δ¯m}
where δ¯m is such that
‖zm − x∗m‖2Sm ≤ δm, for all zm ∈ Zm(xm).
If zm−1 is the state of the actual system at the time t = tm−1 and if the control laws
(7.30) and (7.32) are used at the intervals Tm+1 and Tm, respectively then the sum of
the last terms in the cost functional is equal to
J¯m(u(·; zm−1, xm)) + max
zm∈Zm(xm)
Jm(zm). (7.33)
Clearly, for the position zm−1 at tm−1 the control law (7.32) is optimal if the state xm
minimizes the functional (7.33), that is
Jm−1(zm−1) := min
xm∈Bm
(
‖xm − Fmzm−1‖2G−1m + maxzm∈Zm(xm) ‖x
∗
m+1 − Fm+1zm‖2G−1m+1
)
.
(7.34)
We assume that x0m = x
0
m(zm−1) solves the problem (7.34). Then, by taking into account
(7.32) we can conclude that the control law u0m(t; z), t ∈ Tm from the optimal policy
pi(T ) is given by
u0m(t; z) = (x
0
m(z)− Fmz)TG−1m F (tm, t)b, t ∈ Tm. (7.35)
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If we use the optimal control laws (7.35) and (7.30) at the intervals Tm and Tm+1,
respectively under the assumption, that the state of the actual system at t = tm−1 is
zm−1, we get the result that the cost function takes the value Jm−1(zm−1), cf. (7.34).
Analogously, we suppose that zi−1 is the state of the actual system (7.1) at the time
moment ti−1 then the cost functional is equal to
Ji−1(zi−1) := min
xi∈Bi
(
‖xi − Fizi−1‖2G−1i + maxzi∈Zi(xi) Ji(zi)
)
(7.36)
where Bi = {x|‖x− x∗i ‖ ≤ δ¯i} where δ¯i is chosen such that
‖zi − x∗i ‖2Si ≤ δi for all zi ∈ Zi(xi),
if we use the optimal laws
u0s(t; zs−1), t ∈ Ts, zs−1 ∈ Rn, s = i+ 1, . . . ,m+ 1 (7.37)
and the control
u(t; zi−1, xi) = (xi − Fizi−1)TG−1i F (ti, t)b, t ∈ Ti.
We assume that x0i = x
0
i (zi−1) solves the problem (7.36). Then the optimal law
u0i (t; z), t ∈ Ti from the optimal policy pi(T ) is given by
ui(t; z) = (x
0
i (z)− Fiz)TG−1i F (ti, t)b, t ∈ Ti. (7.38)
We apply the previous idea successively for i = m, . . . , 1. As a result we obtain the
min-max cost functional (7.5) as
J0 := J(pi(T )) = J0(z0) = min
x1∈B1
(
‖x1 − F1z0‖2G−11 + maxz1∈Z1(x1) J1(x1)
)
, (7.39)
where B1 = {x|‖x−x∗1‖ ≤ δ¯1}. We calculate the optimal control policy pi(T ) using (7.38).
The states x0i (zi−1), i = m, . . . , 1 in (7.38) solves problem (7.36) for i = m, . . . , 1.
We can rewrite problem (7.36) as the following (m− i)-level min-max problem
Ji−1(zi−1) = min
xi∈Bi
max
zi∈Zi(xi)
. . . min
xm∈Bm
max
zm∈Zm(xm)
Φ(xs, zs, s = i, . . . ,m) (7.40)
with
Φ(xs, zs, s = i, . . . ,m) =
m+1∑
s=i
‖xs − Fszs−1‖2G−1s
xm+1 = x
∗
m+1
and the decision variables xs ∈ Rn, zs ∈ Rn, s = i, . . . ,m. This multi-level problem
consists of nested min-max optimization problems.
Let us consider the following problem
J(zm−1) = min
xm∈Bm
max
zm∈Zm(xm)
(
‖xm − Fmzm−1‖2G−1m + ‖x
∗
m+1 − Fm+1zm‖2G−1m+1
)
(7.41)
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where
Bm = {x|‖x− x∗m‖2Sm ≤ δ¯m}
Zm(xm) = {z|‖z − xm‖2Q−1m ≤ vm}
and let us introduce the following variable transformation and notations
p = Fm+1(xm − Fmzm−1)
xm = F
−1
m+1p+ Fmzm−1
ξ = −x∗m+1 + Fm+1zm
zm = F
−1
m+1(ξ + x
∗
m+1)
G =
(
Fm+1GmF
T
m+1
)−1
D = G−1m+1
Q = Fm+1QmF
T
m+1
d = x∗m+1 − Fm+1Fmzm−1
δ = δm, v = vm
S¯ = (F Tm+1)
−1SmF−1m+1
a¯ = −Fm+1Fmzm−1 + Fm+1x∗m = −Fm+1(Fmzm−1 − x∗m).
With these transformations and notations we can rewrite problem (7.41) as
min
p
pTGp+ max
ξ
ξTDξ
s.t. (d+ ξ − p)TQ−1(d+ ξ − p) ≤ v
(p− a¯)T S¯(p− a¯) ≤ δ.
(7.42)
And with the introduction of one more variable transformation
Q = AAT , y = A−1ξ, φ = A−1(p− a¯)
G = ATGA, D = ATDA, r = A−1(d− a¯)
a = A−1a¯, S = AT S¯A
we can rewrite problem (7.42) and hence problem (7.41) as
min
φ
(φ+ a)TG(φ+ a) + max
y
yTDy
s.t. (r + y − φ)T (r + y − φ) ≤ v
φTSφ ≤ δ.
(7.43)
Here G, D, S ∈ Rn×n symmetric positive definite, a, r ∈ Rn, v, δ ∈ R are given
matrices, vectors and scalars. We make use of Theorem 5.30. Then problem (7.43) is
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equivalent to the following problem
min
λ
max
α
(
r + (G + αS)−1 Ga
)T (D−1 − I
λ
+ (G + αS)−1
)−1 (
r + (G + αS)−1Ga)
− (Ga)T (G + αS)−1Ga+ λv − αδ
s.t. α ≥ 0, λ ≥ λmax(D)
(7.44)
in the sense that if α and λ solve problem (7.44), then
φ(λ, α) = (G + αS)−1
(
D−1 − I
λ2
+ (G + αS)−1
)−1 (
r + (G + αS)−1Ga)− (G + αS)−1Ga
solves problem (7.43). For the solution of (7.44) we get
x0m =x
∗
m −
(
G−1m + αSm
)−1
F Tm+1
((
F−1m+1
)T
G−1m (Fmzm−1 − x∗m) +
(
Gm+1 −
Fm+1QmF
T
m+1
λ
+ Fm+1(G
−1
m + αSm)
−1F Tm+1
)−1 (
x∗m+1 − Fm+1x∗m − Fm+1(G−1m + αSm)−1G−1m (Fmzm−1 − x∗m)
))
.
(7.45)
Using (7.45) we get
Lemma 7.8. The original problem (7.41) is equivalent to
min
λ
max
α
∥∥x∗m+1 − Fm+1 (x∗m − (G−1m + αSm)−1G−1m (Fmzm−1 − x∗m))∥∥2G¯−1(λ,α)
− ‖G−1m (Fmzm−1 − x∗m)‖2(G−1m +αSm)−1 + λvm − αδ¯m
s.t. λ ≥ λmax(NTmF Tm+1G−1m+1Fm+1Nm)
α ≥ 0
where Qm = NmN
T
m and G¯(λ, α) = Gm+1 − Fm+1QmF
T
m+1
λ + Fm+1(G
−1
m + αSm)
−1F Tm+1.
We want to investigate approximative policies. For simplicity of notations and better
readability we assume that a¯ = 0. Then the problem of Lemma 7.8 reads as
min
λ
max
α
‖x∗m+1 − Fm+1x∗m‖2G¯−1(λ,α) + λvm − αδ¯m
s.t. λ ≥ λmax(NTmF Tm+1G−1m+1Fm+1Nm)
α ≥ 0
Altogether we formulate recursively the following problem for the original control policy
Jm(z) = ‖x∗m+1 − Fm+1z‖2G−1m+1
Jm−1(z) = min
xm∈Bm
max
zm∈Zm(xm)
(
‖xm − Fmz‖2G−1m + Jm(z)
)
Ji−1(z) = min
xi∈Bi
max
zi∈Zi(xi)
(
‖xi − Fiz‖2G−1m + Ji(zi)
)
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J0(z) = min
x1∈B1
max
z1∈Z1(x1)
. . . min
xm∈Bm
max
zm∈Zm(xm)
Φ(z, x1, z1, . . . , xm, zm) (7.46)
where
Φ(z, x1, z1, . . . , xm, zm) =
m+1∑
i=1
‖xi − Fizi−1‖2G−1i
xm+1 = x
∗
m+1; z0 = z.
As in Chapter 6 we cannot solve this problem analytically. This yields to high com-
putational costs and hence we will now introduce approximative control policies. To
construct these policies we formulate the problems I0, V0, W
0 and W ∗ similar to Chap-
ter 6.
Problem I0
Define for i = m, . . . , 0:
Im(z) = Jm(z) = ‖x∗m+1 − Fm+1z‖2G−1m+1
Im−1(z) = min
xm∈Bm
max
zm∈Zm(xm)
(
‖xm − Fmz‖2G−1m + ‖x
∗
m+1 − Fm+1z‖2G−1m+1
)
(7.47)
I0(z) = min
x∈B
max
z∈Z(x)
(
‖x− F0z‖2G−10 + ‖x
∗
m+1 − Fm+1z‖2G−1m+1
)
(7.48)
With Lemma 7.8 we can rewrite problem (7.48) as
Im−1(z) = min
λ≥λmax(NTmFTm+1G−1m+1Fm+1Nm)
max
α≥0
‖x∗m+1 − Fm+1Fm︸ ︷︷ ︸
F¯m
z‖2
G−1m (λm,αm)
= min
λ≥µ
max
α≥0
fm(z, λm, αm),
where fm(z, λm, αm) is constructed as follows. We define the matrices
G˜m+1 = Gm+1
G˜m(λm, αm) = Gm+1 −
Fm+1QmF
T
m+1
λm
+ Fm+1(G
−1
m + αmSm)
−1F Tm+1.
Using the Sherman-Morrison formula we can rewrite
(G−1m + αmSm)
−1 = Gm − αmGm(S−1m + αmGm)−1Gm
and then we define
Gm+1 + Fm+1GmF
T
m+1
=
tm+1∫
tm
(F (tm+1, t)b)(F (tm+1, t)b)
Tdt+ F (tm+1, tm)
tm∫
tm−1
(F (tm, t)b)(F (tm, t)b)
Tdt F T (tm+1, tm)
=
tm+1∫
tm−1
(F (tm+1, t)b)(F (tm+1, t)b)
Tdt
= G∗m−1.
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Analogously we can write for Qm
Fm+1QmF
T
m+1 = F (t∗, tm)
tm∫
tm−1
F (tm, t)g(F (tm, t)g)
TdtF (t∗, tm)T
=
tm∫
tm−1
F (t∗, t)g(F (t∗, t)g)Tdt
= Q∗m
Hence we can rewrite G˜m(λm, αm) as
G˜m(λm, αm) = G∗m−1 − Q∗m
λm
− αmFm+1Gm(S−1m + αmGm)−1GmF Tm+1.
For the simplicity of notation we denote Hm = Hm(αm) := Gm(S
−1
m + αmGm)
−1Gm.
With
Am = F¯m+1Nm
µm = λmax(A
T
mG
−1
m+1Am)
we get
fm(z, λm, αm) = ‖x∗m+1 − F¯mz‖2G˜−1m (λm,αm) + λmv − αmδ.
To find an expression for Ii−1(z) we successively compute
Im−2(z) = min
λm≥µm
max
αm≥0
min
xm−1∈Bm−1
max
zm−1∈Zm−1(xm−1)
‖xm−1 − Fm−1z‖2G−1m−1 + fm(zm−1, λm, αm)
= min
λm≥µm
max
αm≥0
(
λmv − αmδ
+ min
xm−1∈Bm−1
max
zm−1∈Zm−1(xm−1)
‖xm−1 − Fm−1z‖2G−1m−1 + ‖x
∗
m+1 − F¯mzm−1‖2G˜−1m (λm,αm)
)
= min
λm≥µm
max
αm≥0
(
λmvm − αmδm
+ min
λm−1≥µm−1
max
αm−1≥0
‖x∗m+1 − F¯m−1zm−1‖2G˜−1m−1(λm−1,αm−1,λm,αm) + λm−1vm−1 − αm−1δm−1
)
,
where
µm−1 = µm−1(λm, αm) = λmax
(
NTm−1F
T
m︸ ︷︷ ︸
ATm−1
G˜−1m (λm, αm)F
T
mNm−1︸ ︷︷ ︸
Am−1
)
G˜m−1(λm−1, αm−1, λm, αm) = G∗m−2 −
m∑
s=m−1
Q∗s
λs
−
m∑
s=m−1
αsFs+1Hs(αs)F
T
s+1
fm−1(z, λm−1, αm−1, λm, αm) = ‖x∗m+1 − F¯m−1z‖2G˜−1m−1(λm−1,αm−1,λm,αm) +
m∑
s=m−1
λsvs −
m∑
s=m−1
αsδs.
(7.49)
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Analogously we can write
Ii−1(z) = min
λm≥µm
max
αm≥0
. . . min
λi+1≥µi+1
max
αi+1≥0
min
xi∈Bi
max
zi∈Zi(xi)(
‖xi − Fiz‖2G−1i + fi+1(zi, λi+1, . . . , λm, αi+1, . . . , αm)
)
.
(7.50)
Problem V 0
Problem V 0 is formulated as
V 0(z0) = min
xi∈Bi
i=1,...,m
max
zi∈Zi(xi)
i=1,...,m
m∑
s=1
‖xs − Fszs−1‖2G−1s (7.51)
To apply Lemma 7.8 to problem (7.51) we rewrite the problem in the following form
V 0(z0) = min
xm∈Bm
. . . min
x2∈B2
(
S1(x2) + max
z2∈Z2(x2)
. . . max
zm∈Zm(xm)
m+2∑
i=3
‖xi − Fizi−1‖2G−1i
)
,
(7.52)
with
S1(x2) = min
x1∈B1
max
z1∈Z1(x1)
‖x1 − F1z0‖2G−11 + ‖x2 − F2z1‖
2
G−12
. (7.53)
If we now apply Lemma 7.8 (where a¯ = 0) we get
S1(x2) = min
λ1≥µ¯1
max
α1≥0
‖x2 − F2a1‖G¯−12 (λ1,α1) + λ1v1 − α1δ1
where
µ¯1 = λmax(N
T
1 F
T
2 G
−1
2 F2N1), a1 = F1z0
G¯2(λ1, α1) = G2 − F2Q1F
T
2
λ1
+ F2(G
−1
1 + α1S1)
−1F T2
= G(t2, t0)− Q
2
1
λ1
− α1F2H1(α1)F T2 .
Hence, if we now substitute problem (7.53) into problem (7.52) we get
V 0 = min
λ1≥µ1
max
α1≥0
min
xm∈Bm
. . . min
x3∈B3
(
S2(x3, λ1, α1) + λ1v1 − α1δ1 (7.54)
+ max
z3∈Zx(x3)
. . . max
zm∈Zm(xm)
m+1∑
i=4
‖xi − Fizi−1‖2G−1i
)
(7.55)
with
S2(x3, λ1, α1) = min
x2∈B2
max
z2∈Z2(x2)
‖x2 − F2a1‖G¯−12 (λ1,α1) + ‖x3 − F3z2‖
2
G−13
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Applying Lemma 7.8 to the latter problems yields
S2(x3, λ1, α1) = min
λ2≥µ¯2
max
α2≥0
‖x3 − F3a2‖2G¯−12 (λ1,λ2,α1,α2) + λ2v2 − α2δ2, (7.56)
where
µ¯2 = λmax(N
T
2 F
T
3 G
−1
3 F3N2), a2 = F2a1
G¯−13 (λ1, λ2, α1, α2) = G3 −
F3Q2F
T
3
λ2
+ F2(G¯
−1
2 (λ1, α1) + α2S2)
−1F T3
= G(t3, t0)− Q
3
1
λ1
− α1F2H1F T2 −
Q32
λ2
− α2F3H2F T3 .
If we now substitute (7.56) into (7.54) and perform recursively m−1 times the described
application of Lemma 7.8 we get the following formulation of V 0
V 0 = min
λ1≥µ¯1
max
α1≥0
min
λ2≥µ¯2
max
α2≥0
. . . min
λm≥µ¯m
max
αm≥0
f(λ1, . . . , λm, α1, . . . αm)
with
f(λ1, . . . , λm, α1, . . . , αm) = ‖x∗m+1 − Fm+1am‖2G¯−1m+1(λ1,...,λm,α1,...,αm) +
m∑
i=1
λivi −
m∑
i=1
αiδi
am = F (tm, t0)z0,
G¯m+1(λ1, . . . , λm, α1, . . . , αm) = G(t∗, t0)−
m∑
i=1
Qm+1i
λi
−
m∑
i=1
αiFi+1HiF
T
i+1.
This means, that we transformed the two-level min-max problem (7.51) in the variables
xi ∈ Rn, i = 1, . . . ,m at the upper level and zi ∈ Rn, i = 1, . . . ,m in the lower level to
the min-max problem in the m variables λ = (λ1, . . . , λm)
T and
α = (α1, . . . , αm)
T . We can write this problem as
V 0 = min
λ≥µ¯
max
α≥0
f(λ, α) (7.57)
with f(λ, α) := dT G¯−1m+1(λ, α)d + v
Tλ − δTα, the vectors µ¯ = (µ¯1, . . . , µ¯m)T , v =
(v1, . . . , vm)
T ,
δ = (δ1, . . . , δm)
T , d = d(z0, x
∗
m+1) = x
∗
m+1 − F (t∗, t0)z0 being given.
Problem W 0
Let us consider the following problem
W 0 := min
λ
max
α
f(λ, α)
s.t. λi ≥ µi(λi+1, . . . , λm, αi+1, . . . , αm), i = 1, . . . ,m
α ≥ 0.
(7.58)
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To analyze this problem we need the following reformulations
J0 = min
x1∈B1
max
z1∈Z1(x1)
. . . min
xm−1∈Bm−1
max
zm−1∈Zm−1(xm−1)
(
m−1∑
i=1
‖xi − Fizi−1‖2G−1i + Pm−1(zm−1)
)
(7.59)
where
Pm−1(zm−1) = min
xm∈Bm
max
zm∈Zm(xm)
(
‖xm − Fmzm−1‖2G−1m + ‖x
∗
m+1 − Fm+1zm‖2G−1m+1
)
.
Using Lemma 7.8 we can write
Pm−1(zm−1) = min
λm≥µm
max
α≥0
(
‖x∗ − F¯mzm−1‖2G−1m (λm,αm) + λmvm − αmδm
)
(7.60)
where Gm(λm, αm) = G˜m = G˜m(λm, αm) If we now substitute (7.60) into (7.59)we get
an expression for J0
J0 = min
x1∈B1
max
z1∈Z1(x1)
. . . min
xm−2∈Bm−2
max
zm−2∈Zm−2(xm−2)
(
m−2∑
i=1
‖xi − Fizi−1‖2G−1i + Pm−2(zm−2)
)
,
(7.61)
where
Pm−2(zm−2) := min
xm−1∈Bm−1
max
zm−1∈Zm−1(xm−1)
min
λm≥µm
max
αm≥0(
‖xm−1 − Fm−1zm−2‖2G−1m−1 + ‖x
∗
m+1 − F¯mzm−1‖2G˜−1m (λ,α) + λmvm − αmδm
)
With Lemma 7.8 we can conclude that
Pm−2(zm−2) ≤ Im−2(zm−2) := min
λm≥µm
max
αm≥0
min
xm−1∈Bm−1
max
zm−1∈Zm−1(xm−1)(
‖xm−1 − Fm−1zm−2‖2G−1m−1 + ‖x
∗
m+1 − F¯mzm−1‖2G˜−1m (λ,α) + λmvm − αmδm
)
=: Im−2(zm−2) (7.62)
= min
λm≥µm
max
αm≥0
min
λm−1≥µm−1(λm)
max
αm−1≥0(
‖x∗m+1 − F¯m−1zm−2‖2G˜−1m−1(λm−1,λm,αm−1,αm) +
m∑
s=m−1
λsvs −
m∑
s=m−1
αsδs
)
, (7.63)
where µm−1 and G˜m−1 are defined in (7.49). Using (7.61) and (7.63) we get
J0 ≤ min
x1∈B1
max
z1∈Z1(x1)
. . . min
xm−3∈Bm−3
max
zm−3∈Zm−3(xm−3(
m−3∑
i=1
‖xi − Fizi−1‖2G−1i + Pm−3(zm−3)
)
(7.64)
where
Pm−3(zm−3) := min
xm−2∈Bm−2
max
zm−2∈Zm−2(xm−2)
min
λm≥µm
max
αm≥0
min
λm−1≥µm−1(·)
max
αm−1≥0
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(
‖xm−2 − Fm−2zm−3‖2G−1m−2 + ‖x
∗
m+1 − F¯m−1zm−2‖G˜−1m−1(λm−1,λm,αm−1,αm)
+
m∑
s=m−1
λsvs −
m∑
s=m−1
αsδs
)
.
If we again use Lemma 7.8 we obtain
Pm−3(zm−3) ≤ Im−3(zm−3) := min
λm≥µm
max
αm
min
λm−1≥µm−1(·)
max
αm−1
min
λm−2≥µm−2(·)
max
αm−2≥0(
‖x∗m+1 − F¯m−2zm−3‖G˜−1m−2(λm−2,λm−1,λm,αm−2,αm−1,αm) +
m∑
s=m−2
λsvs −
m∑
s=m−2
αsδs
)
.
(7.65)
By substituting (7.65) into (7.64) and continuing the described operations recursively
we get the inequality
J0 ≤ P0(z0)
with
P0(z0) = min
λm≥µm
max
αm≥0
min
λm−1≥µm−1
max
αm−1≥0
. . . min
λ1≥µ1(·)
max
α1≥0(
‖x∗m+1 − F¯1z0‖G˜−11 (λ1,...,λm,α1,...,αm) +
m∑
s=1
λsvs −
m∑
s=1
αsδs
)
.
(7.66)
This means that the optimal value of the cost functional in problem (7.66) may be taken
as an approximation for the optimal value of the cost function in the original problem
(7.46). By analyzing the relations (7.49) we can easily verify that
‖x∗m+1 − F¯1z0‖G˜−11 (λ1,...,λm,α1,...,αm) +
m∑
s=1
λsvs −
m∑
s=1
αsδs = f(λ, α)
where f(λ, α) is defined as in (7.57). Therefore we can rewrite problem (7.66) as W 0
(7.58).
Problem W ∗
Problem W ∗ is formulated as
W ∗ := min
λ∈Rm
max
α≥0
f(λ, α)
s.t. λi ≥ µ∗i ,
αi ≥ 0, i = 1, . . . ,m.
(7.67)
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where
µ∗m = µm = λmax(A
T
mGm+1Am)
µ∗i = µi(µ
∗
i+1, . . . , µ
∗
m, 0, . . . , 0) = λmax(A
T
i G˜
−1
i+1(µ
∗
i+1, . . . , µ
∗
m, 0, . . . , )Ai)
G˜m+1 = Gm+1
G˜i(λi, . . . , λm, 0, . . . , 0) = Gi−1 −
m∑
s=i
Qs
λs
.
(7.68)
Following the rules of Section 6.4 we can now construct the different approximative
control policies based on the solution of the problems presented in this section.
For example we can formulate the following algorithm for the approximative control
policy pi(λ0, α0).
Algorithm 7.9. (Determination of control laws of approximative policy pi(λ0, α0))
GIVEN Initial state z0 = z(t0)
COMPUTE the matrices Fi, F¯i, Gi, G∗i, Q∗i, Ni for i = 1, . . . ,m+ 1
FORMULATE and SOLVE (offline) the problem
min
λ∈Rm
max
α∈Rm
f(z0, λ, α)
s.t. λi ≥ µi(λi+1, . . . , λm, αi+1, . . . , αm)
α ≥ 0, i = 1, . . . ,m
(7.69)
SOLUTION of problem (7.69): λ0 = (λ01, . . . , λ
0
m)
T , α0 = (α01, . . . , α
0
m)
T
FOR i = 1, . . . ,m
GIVEN zi−1
SOLVE problem
min
λi≥µi
max
αi≥0
‖x∗m+1 − F¯izi−1‖G˜−1m+1(λi,λ0i+1,...,λ0m,αi,λ0i+1,...,α0m) + λivi − αiδi (7.70)
SOLUTION of problem (7.70): λ0i , α
0
i
DETERMINE the control law
ui(t; zi−1) = (x∗ − F¯izi−1)T G˜−1i (λ0i , λ0i+1, ..., λ0m, α0i , α0i+1, ..., α0m)F (t∗, t)b
END
DENOTE the control policy composed of the control laws by pi(λ0, α0)
Remark 7.10. The solution of problem (7.70) can be computed using Algorithm 5.31.
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7.3 Bounded Control
As we stated at the beginning of this chapter, we can also generalize the strategies from
Section 6.4 for problems with additional constraints on the control. For this we now
assume the following problem
Construct a control policy
pi = (ui(·; zi−1), i = 1, . . . ,m+ 1)
consisting of control laws
ui(·; zi−1) = (ui(t; zi−1), t ∈ Ti), zi−1 ∈ Rn, i = 1, . . . ,m+ 1
for each interval Ti, i = 1, . . .m+1, such that for any admissible disturbance w(·)
the trajectory
z(t) = z(t;pi,w(·)), t ∈ T
of the system
z˙(t) = Az(t) + bui(t; z(ti−1)) + gw(t), t ∈ Ti, i = 1, . . . ,m+ 1, z(0) = z0
and the control laws satisfy∫
Ti
u2i (t; z(ti−1;pi,w(·)))dt ≤ ri, i = 1, . . . ,m+ 1
and the cost functional
J(pi) = max
w(·)∈W¯
m+1∑
i=1
(z(ti;pi,w(·))− x∗i )TDi(z(ti;pi,w(·))− x∗i )
takes the minimal value
min
pi
J(pi)
with given matrices Di, given vectors x
∗
i ∈ Rn and given numbers ri ∈ R, i =
1, . . . ,m+ 1.
The policies and problems J0, I0, P0, V
0, W 0 and W ∗ can be formulated in a similar
way as in Section 7.2 with the difference that Bi is defined as
Bi(z) = {x ∈ Rn : ‖x− Fiz‖2G−1i ≤ ri}.
7.4 Disturbances Bounded in Norm
In this section we will consider another generalization. We will analyze a system in
which the disturbance is bounded in a norm. Before, we used the class of admissible
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disturbances (6.57). In the case of class (6.57) the number of correction points and their
values ti, i = 1, . . . ,m are determined by the class (6.57). Now, we will construct a class
of admissible disturbances with which we are able to choose the number of correction
points arbitrarily. The set
W¯ = {w¯(·) ∈ L1(t) : |w¯(t)| ≤ α, t ∈ T} (7.71)
with α being a given number is a subset of the class of admissible disturbances (6.57)
with an arbitrary choice of moments ti, i = 1, . . . , and the choice of numbers vi as
following
vi = α
2(ti − ti−1), i = 1, . . . ,m+ 1.
With the choice of (7.71) as class of admissible disturbances we now have the possibility
to arbitrarily choose the correction points ti, i = 1, . . . ,m. The larger the number of
correction points, which means the smaller max(ti+1 − ti), i = 0, . . . ,m, the better the
original class of admissible disturbances (6.57) approximates the set (7.71). Therefore
we can apply the results from the previous sections. From Kurzhanski and Varaiya [50]
we can deduce that for the reachability set
Xi :=
x ∈ Rn|x =
ti∫
ti−1
F (ti, t)gw¯(t)dt, |w¯(t)| ≤ α

there exists a matrix N¯i ∈ Rn×r and a number v¯i > 0 such that
Xi ⊂Mi := {x ∈ Rn : x = N¯if, fT f ≤ v¯i}
and the ellipsoidal is minimal. The minimality of Mi and constructive rules of computing
the matrix N¯i and v¯i are described in Kurzhanski & Varaiya [50]. Hence, we may
choose arbitrary correction points ti, i = 1, . . . ,m and compute the matrices N¯i and the
numbers v¯i, i = 1, . . . ,m+ 1 by the rules in [50]. Then, we use the strategies described
before in Chapter 6 where we change Zi(x), i = 1, . . .m+ 1 (6.70) by
Z¯i(x) := {there exist fi; z = x+ N¯ifi, fTi fi ≤ v¯i}, i = 1, . . .m+ 1.
Let us show how the problem I0(z) changes in this case. Consider the problem
min
xm
‖xm − Fmzm−1‖2G−1m + maxzm∈Zm(xm) ‖x
∗
m+1 − Fm+1zm‖2Gm+1 (7.72)
where Zm(xm) = {z|z = xm+Nmfm, fTmfm ≤ vm} and Nm ∈ Rn×r and let us introduce
the following variable transformation and notations
p = Fm+1(xm − Fmzm+1)
xm = F
−1
m+1p+ Fmzm+1
ξ = −x∗m+1 + Fm+1zm
zm = F
−1
m+1(ξ + x
∗
m+1
G = (Fm+1GmF
T
m+1)
−1
D = G−1m+1
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d = x∗m+1 − Fm+1Fmzm−1
δ = δm, v = vm
A = Fm+1Nm, f = fm.
With these notations we can rewrite problem (7.72) to the following bilevel optimization
problem
min
p
pTGp+ max
ξ,f
ξTDξ
s.t. d+ ξ − p−Af = 0, fT f ≤ v.
Let us first consider the lower level problem
max
ξ,f
ξTDξ
s.t. d+ ξ − p−Af = 0, fT f ≤ v.
(7.73)
Then we can formulate the following lemma
Lemma 7.11. The vectors ξ, f ∈ Rn are optimal in problem (7.73) if and only if there
exists a number λ ≥ λmax such that λ, ξ, f satisfy
(−ATDA+ λI)f −ATD(p− d) = 0
fT f = v
d+ ξ − p−Af = 0
where λmax denotes the maximal eigenvalue of the matrix A
TDA.
Denote p(λ) = G−1
(
D−1 +G−1 − AATλ
)−1
d. Similarly to Chapter 5 we can prove the
following lemmas.
Lemma 7.12. If p∗ = p(λmax) satisfies the condition
‖Gp∗‖2AAT ≤ λ2maxv
then p∗ is optimal in the bilevel optimization problem (7.72).
Lemma 7.13. If the vector p∗ satisfies ‖Gp∗‖2
AAT
≥ λ2maxv then there exists a unique
number λ∗ ≥ λmax such that it holds that
‖Gp(λ)‖2AAT = λ2maxv
and the vector p(λ∗) solves the bilevel optimization problem (7.72).
The following theorem follows directly from Lemmas 7.12 and 7.13.
Theorem 7.14. Problem 7.72 is equivalent to the following optimization problem
g(λ) = min
λ
dT
(
D−1 +G−1 − AA
T
λ
)−1
d+ λv
s.t. λ ≥ λmax(ATDA)
(7.74)
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in the sense that if λ0 is optimal in problem (7.74) then
p0 = G−1
(
D−1 +G−1 − AA
T
λ0
)−1
d
is optimal in problem (7.72).
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8 Conclusion
In this thesis we considered optimal control problems of dynamic systems with unknown
but bounded uncertainties. For solving these problems the uncertainties had to be
taken into account and for this, usually two different approaches are suggested. On the
one hand feedback controls, where the nominal optimal control is updated as soon as
the actual state and parameter estimates are available and on the other hand robust
optimization, for example worst-case optimization, where it is searched for an optimal
solution that is good for all possible realizations of uncertain parameters. We were
interested in using a combination of feedback control and robust optimization.
Below, we will summarize the major contents of this thesis and give an outlook on future
work.
After a general introduction to the motivation and contributions of this thesis in Chapter
1, we started in Chapter 2 with an overview of convex and bilevel optimization problems.
We discussed the optimality conditions of convex optimization problems and presented
a summary of solution methods. In Section 2.2, we described different types of bilevel
optimization problems and also gave an overview of solution methods. In Chapter 3
we introduced the basic ideas of optimal control problems. For the continuous opti-
mal control problems we formulated Pontryagin’s Maximum Principle and showed the
application of it on linear-quadratic optimal control problems. We also shortly intro-
duced discrete optimal control problems and corresponding solution methods. In Section
3.5 we discussed robust optimization. We stated types of uncertainties and three dif-
ferent approaches to handle optimal control problems under uncertainties. Here, the
third approach, the closed-loop min-max optimal feedback control approach, was very
important, since this was the basic approach, we used throughout this thesis. We also
presented a literature overview of robust optimal control. These two chapters were the
basic preliminaries for the rest of the thesis.
In Chapter 4 we introduced the theory of Model Predictive Control. We also discussed
the concepts of Dynamic Programming and in this context we formulated Bellmann’s
Principle of Optimality. We compared both approaches and also presented them in
the case of uncertainties. In the case of uncertainties we also discussed the theory of
Feedback Model Predictive Control and the theory of tubes.
For describing approximative control policies for optimal control that are described in
Chapter 6 we needed special bilevel optimization problems. For this we introduced and
analyzed three different types of special bilevel optimization problems in Chapter 5. For
all three problems we formulated and proved the optimality conditions, presented an
explicit solution and showed how to construct the optimal solution of a certain feedback
linear quadratic optimal control problem using the solution of the bilevel optimization
problem. These bilevel problems can be solved explicitly and offline. We also presented
practical and efficient algorithms to solve these problems.
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In Chapter 6 we considered the closed-loop min-max optimal feedback control. As the
computation of such a control is rather difficult and slow and the costs are often too
expensive we suggested to solve this kind of problem successively by dividing the time
interval and computing the controls of these smaller time intervals at intermediate time
points. We started by discussing this strategy with one correction moment in more
detail. As application problem we used a linear quadratic optimal control problem with
an additive unknown but bounded uncertainty. We used the special bilevel programming
problems of Chapter 5 to rewrite this optimal control problem and formulated and
discussed a practical algorithm for solving it. We also presented closed-loop min-max
optimal feedback control with more than one correction points. We were able to show
that we can guarantee for all admissible disturbances that the terminal state lies in a
given prescribed neighborhood of a given state at the given final moment and that the
value of the cost functional does not exceed a given estimate. As the computational costs
of this algorithm are really high we formulated different approximative approaches which
are suboptimal but can be implemented online. We compared these different approaches
theoretically and in a numerical example.
In Chapter 7 we discussed three different generalizations of the approximative policies
that we presented in Chapter 6 using the newly introduced special bilevel optimization
problems of Chapter 5. The first generalization was a strategy in which we can control
dynamic systems with pointwise state constraints. For this generalization we derived two
different approaches. Afterwards we introduced a strategy for optimal control problems
with bounded controls and the last generalization was a strategy in which the distur-
bances was bounded in a norm. For these generalizations we analyzed the problems and
discussed corresponding algorithms.
In future work it is desirable to develop the approximative control policies that were
shown in this thesis for nonlinear systems and to include efficient methods for solving
the convex/saddle point problem and the problem with bounded control.
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