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ABSTRACT 
 
In this paper, we made a survey on Word Sense Disambiguation (WSD). Near about in all major languages 
around the world, research in WSD has been conducted upto different extents. In this paper, we have gone 
through a survey regarding the different approaches adopted in different research works, the State of the 
Art in the performance in this domain, recent works in different Indian languages and finally a survey in 
Bengali language. We have made a survey on different competitions in this field and the bench mark 
results, obtained from those competitions.  
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1.INTRODUCTION 
 
In all the major languages around the world, there are a lot of words which denote meanings in 
different contexts. Word Sense Disambiguation [1-5] is a technique to find the exact sense of an 
ambiguous word in a particular context. For example, an English word ‘bank’ may have different 
senses as “financial institution”, “river side”, “reservoir” etc. Such words with multiple senses are 
called ambiguous words and the process of finding the exact sense of an ambiguous word for a 
particular context is called Word Sense Disambiguation. A normal human being has an inborn 
capability to differentiate the multiple senses of an ambiguous word in a particular context, but 
the machines run only according to the instructions. So, different rules are fed to the system to 
execute a particular task. 
 
WSD approaches are categorized mainly into three types, Knowledge-based, Supervised and 
Unsupervised methods, which is described in detail later. 
 
The organization of the paper is as follows: section 2 depicts the Brief History of WSD Research; 
in section 3, Applications of WSD is discussed; different WSD Approaches are discussed in 
section 4; section 5 depicts the State-of-the-Art Performance; section 6 represents the Comparison 
of different types of algorithms; An overview of WSD for Indian Languages is described in 
section 7; and we conclude the discussion in section 8. 
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2.A BRIEF HISTORY OF RESEARCH ON WORD SENSE 
DISAMBIGUATION 
 
WSD is one of the most challenging jobs in the research field of Natural Language Processing. 
Research work [6] in this domain was started during the late 1940s. In 1949, Zipf proposed his 
“Law of Meaning” theory. This theory states that there exists a power-law relationship between 
the more frequent words and the less frequent words. The more frequent words have more senses 
than the less frequent words. The relationship has been confirmed later for the British National 
Corpus. In 1950, Kaplan determined that in a particular context two words on either side of an 
ambiguous word are equivalent to the whole sentence of the context. In 1957, Masterman 
proposed his theory of finding the actual sense of a word using the headings of the categories 
present in Roget’s International Thesaurus. In 1975 Wilks developed a model on “preference 
semantics”, where the selectional restrictions and a frame-based lexical semantics were used to 
find the exact sense of an ambiguous word. Rieger and Small in 1979 evolved the idea of 
individual “word experts”. In 1980s there was a remarkable development in the field of WSD 
research as Large-scale lexical resources and corpora became available during this time. As a 
result, researchers started using different automatic knowledge extraction procedures (Wilks et al. 
1990) parallel with the handcrafting methodologies. In 1986, Lesk proposed his algorithm based 
on overlaps between the glosses (Dictionary definitions) of the words in a sentence. The 
maximum number of overlaps represents the desired sense of the ambiguous word. In this 
approach the Oxford Advanced Learner’s Dictionary of Current English (OALD) was used to 
obtain the dictionary definitions. This approach had shown the way to the other Dictionary-based 
WSD works. In 1991, Guthrie et al. used the subject codes to disambiguate the exact sense using 
the Longman Dictionary of Contemporary English (LDOCE). In 1990s, three major 
developments occurred in the research fields of NLP: online dictionary WordNet [7-13] became 
available, the statistical methodologies were introduced in this domain, and Senseval began. The 
invention of WordNet (Miller 1990) brought a revolution in this research field because it was 
both programmatically accessible and hierarchically organized into word senses called synsets. 
Today, WordNet is used as an important online sense inventory in WSD research. Statistical and 
machine learning methods are also successfully used in the sense classification problems. Today, 
methods that are trained on manually sense-tagged corpora (i.e., supervised learning methods) 
have become the mainstream approach to WSD. Corpus based Word Sense Disambiguation was 
first implemented by Brown et al. in 1991.  
 
As the data sets, corpuses, online Dictionaries vary language to language all over the world, there 
was not any bench mark of performance measurement in this domain in the early age. Senseval 
brought all kind of research works in this domain under a single umbrella. The first Senseval was 
proposed in 1997 by Resnik andYarowsky. Now, after hosting the three Senseval evaluation 
exercises, all over the world researchers can share and upgrade their views in this research field. 
 
 
 
 
 
 
 
International Journal of Control Theory and Computer Modeling (IJCTCM) Vol.5, No.3, July 2015 
3

3.APPLICATIONS OF WORD SENSE DISAMBIGUATION 
 
The main field of application of WSD is Machine Translation, but it is used in near about all 
kinds of linguistic researches. 
 
Machine translation (MT): WSD is required for MT [14-17], as a few words in every language 
have different translations based on the contexts of their use. For example, in the English 
sentences, “He scored a goal”, “It was his goal in life”- the word “goal” carries different 
meanings which is a big issue during language translation. 
 
Information retrieval (IR): Resolving ambiguity in a query is the most vital issue in IR [18-23] 
system. As for example, a word “depression” in a query may carry different meanings as illness, 
weather systems, or economics. So, finding the exact sense of an ambiguous word in a particular 
question before finding its answer is the most vital issue in this regard. 
 
Information extraction (IE) and text mining: WSD plays an important role for information 
extraction in different research works as Bioinformatics research, Named Entity recognition 
system, co-reference resolution etc. 
 
4.WSD APPROACHES 
 
Word Sense Disambiguation Approaches are classified into three main categories- a) Knowledge 
based approach, b) Supervised approach and c) Unsupervised approach. 
 
4.1 Knowledge-based WSD 
 
Knowledge-based approaches based on different knowledge sources as machine readable 
dictionaries or sense inventories, thesauri etc. Wordnet (Miller 1995) is the mostly used machine 
readable dictionaries in this research field. Generally four main types of knowledge-based 
methods are used. 
 
4.1.1 LESK Algorithm 
 
This is the first machine readable dictionary based algorithm built for word sense disambiguation. 
This algorithm depends on the overlap of the dictionary definitions of the words in a sentence. In 
this approach [24, 25], First of all a short phrase (containing an ambiguous word) is selected from 
the sentence. 
 
Then, dictionary definitions (glosses) for the different senses of the ambiguous word and the 
other meaningful words present in the phrase are collected from an online Dictionary. Next, all 
the glosses of the key word are compared with the glosses of other words. The sense for which 
the maximum number of overlaps occur, represents the desired sense of the ambiguous word. 
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4.1.2 Semantic Similarity 
 
It is said that words that are related, share common context and therefore the appropriate sense is 
chosen by those meanings, found within smallest semantic distance [26-28]. This semantic 
feature is able to provide harmony to whole discourse. Various similarity measures are used to 
determine how much two words are semantically related. When more than two words are there, 
this approach also becomes extremely computationally intensive. 
 
4.1.3 Selectional Preferences 
 
Selectional preferences [29-32] find information of the likely relations of word types, and denote 
common sense using the knowledge source. For example, Modeling-dress, Walk-shoes are the 
words with semantic relationship. In this approach improper word senses are omitted and only 
those senses are selected which have harmony with common sense rules. 
 
The basic idea behind this approach is to count how many times this kind of word pair occurs in 
the corpus with syntactic relation. From this count, senses of words will be identified. There are 
other methods, which can find this kind of relation among words using conditional probability. 
 
4.1.4 Heuristic Method 
 
In this approach, the heuristics are evaluated from different linguistic properties to find the word 
sense. Three types of heuristics used as a baseline for estimating WSD system: 1) Most Frequent 
Sense, 2) One Sense per Discourse and 3) One Sense per Collocation.  
 
The Most Frequent Sense works by finding all likely senses that a word can have and it is 
basically right that one sense occurs often than the others. One Sense per Discourse says that a 
word will preserve its meaning among all its occurrences in a given text. And finally, One Sense 
per Collocation is same as One Sense per Discourse except it is assumed that words that are 
nearer, provide strong and consistent signals to the sense of a word. 
 
4.2 Supervised WSD 
 
The supervised approaches applied to WSD systems use machine-learning technique from 
manually created sense-annotated data. Training set will be used for classifier to learn and this 
training set consist examples related to target word. These tags are manually created from 
dictionary. Basically this WSD algorithm gives well result than other approaches. Methods in 
Supervise WSD are as follow: 
 
4.2.1 Decision List 
 
A decision list [33-35] is a set of “if-then-else” rules. Training sets are used in decision list to 
induce the set of features for a given word. Using those rules few parameters like feature-value, 
sense, score are created. Based on the decreasing scores, final order of rules is generated, which 
creates the decision list. When any word is considered, first its occurrence is calculated and its 
representation in terms of feature vector is used to create the decision list, from where the score is 
calculated. The maximum score for a vector represents the sense. 
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4.2.2 Decision Tree 
 
A decision tree [36-38] is used to denote classification rules in a tree structure that recursively 
divides the training data set. Internal node of a decision tree denotes a test which is going to be 
applied on a feature value and each branch denotes an output of the test. When a leaf node is 
reached, the sense of the word is represented (if possible). An example of a decision tree for  
WSD is described in the Figure 1. The noun sense of the ambiguous word “bank” is classified in 
the sentence, “I will be at the bank of Narmada River in the afternoon”. In the Figure 1, the tree is 
created and traversed and the selection of sense bank/RIVER is made. Empty value of leaf node 
says that no selection is available for that feature value. 
 
 
 
 
 
 
  
 
 
 
Figure 1. A example of a Decision tree 
 
4.2.3 Naïve Bayes 
 
Naive Bayes classifier [39-41] is a probabilistic classifier which is based on Bayes Theorem. This 
approach classifies text documents using two parameters: the conditional probability of each 
sense (Si) of a word (w) and the features (fj) in the context. The maximum value evaluated from 
the formula represents the most appropriate sense in the context. 
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Here, the number of features are represented by m. The probability P(Si) is calculated from the 
co-occurrence frequency in training set of sense and P( fj | Si) is calculated from the feature in the 
presence of the sense. 
 
4.2.4 Neural Networks 
 
In the Neural Network based computational model [42-45, 64], artificial neurons are used for data 
processing using connectionist approach. Input of this learning program is the pairs of input 
features, and goal is to partition the training context into non-overlapping sets. Next, to produce a 
larger activation these newly formed pairs and link weights are gradually adjusted. Neural 
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networks can be used to represent words as nodes and these words will activate the ideas to which 
they are semantically related. The inputs are propagated from the input layer to the output layer 
through the all intermediate layers. The input can easily be propagated through the network and 
manipulated to arrive at an output. It is difficult to compute a clear output from a network where 
the connections are spread in all directions and form loops. Feed forward networks are usually a 
better choice for problems that are not time dependent and predict a diverse range of applications. 
 
4.2.5 Exemplar-Based or Instance-Based Learning 
 
This supervised algorithm builds classification model from examples [40, 46]. This model will 
store examples as point in feature space and new examples will be considered for classification. 
These examples are gradually added to the model. The k-nearest neighbor algorithm is based on 
this methodology. 
 
In this procedure, first of all a certain number of examples are collected; after that the Hamming 
distance of an example is calculated by using k–NN algorithm. This distance calculates the 
closeness of the input with respect to the stored examples. The k >1 represents the majority sense 
of the output sense among the k-nearest neighbors. 
 
4.2.6 Support Vector Machine 
 
Support Vector Machine based algorithms [47-49] use the theory of Structural Risk 
Minimization. The goal of this approach is to separate positive examples from negative examples 
with maximum margin and margin is the distance of hyperplane to the nearest of the positive and 
negative examples. The positive and negative examples which are closest to the hyperplane are 
called support vector. 
 
The SVM (Vapnik, 1995) based algorithms are used to classify few examples into two distinct 
classes. This algorithm finds a hyperplane in between these two classes, so that, the separation 
margin between these two classes becomes maximum. The classification of the test example 
depends on the side of the hyperplane, where the test example lies in. The input features can be 
mapped into a high dimensional space also, but in that case, to reduce the computational cost of 
the training and the testing procedure in high dimensional space, some kernel functions are used. 
A regularization parameter is used in case of non-separable training examples. The default value 
of this parameter is considered as 1. This regularization procedure controls the trade-off between 
the large margin and the low training error. 
 
4.2.7 Ensemble Methods 
 
In Ensemble Method based [50] approaches, different classifiers are combined to improve the 
disambiguation accuracy. The classifiers can be combined by using the following strategies. 
 
4.2.7.1 Majority Voting 
 
In this strategy, one vote is given to a particular sense of the word. Sense for which majority votes 
are given will be selected as final sense of the word. If tie occurs, then random choice is done to 
select the sense. 
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4.2.7.2 Probability Mixture 
 
In this strategy, first the confidence score for the meaning of a target word is evaluated by the 
first order classifiers and then normalization is applied. As a result the probability distribution on 
the senses of the word is obtained. Next, these probabilities are added, and the sense for which the 
score is highest, considered as the desired sense. 
 
4.2.7.3 Rank-Based Combination 
 
First order classifier gives the rank to the senses for a given input target word and this method 
selects the sense “s” of word by finding the maximum value among the summations of its ranks 
in the classifiers C1, . . . , Cm. Equation is given as below 
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Where, Cj represents a classifier and the rank of the sense Si is represented by RankCj (Si). 
 
4.2.7.4 AdaBoost 
 
AdaBoost [51, 52] is the method for creating strong classifiers by the linear combination for 
several weak classifiers. This method finds the misclassified instances from the previous 
classifier so that it can be used for further upcoming classifier.  The classifiers are learnt from 
weighted training set and at the beginning, all the weights are equal. At every step, it performs 
certain iteration for each classifier. And in every iteration, weight for the classifier those are 
incorrect are increased so that the further upcoming classifiers can focus on those incorrect 
examples. 
 
4.3 Unsupervised WSD 
 
Unsupervised WSD [53-55] methods do not depend on external knowledge sources or sense 
inventories, machine readable dictionaries or sense-annotated data set. These algorithms generally 
do not assign meaning to the words instead they discriminate the word meanings based on 
information, found in un-annotated corpora. This approach has two types of distributional 
approaches; first one is monolingual corpora and other one is translation equivalence based on 
parallel corpora. And these techniques are further categorized into two types; type-based and 
token-based approach. The type-based approach disambiguates by clustering instances of a target 
word and token-based approach disambiguates by clustering context of a target word. Main 
approaches of unsupervised are as follow: 
 
4.3.1 Context Clustering 
 
Context Clustering method [56, 57] is based on clustering techniques in which first context 
vectors are created and then they will be grouped into clusters to identify the meaning of the 
word. This method uses vector space as word space and its dimensions are words only. Also in 
this method, a word which is in a corpus will be denoted as vector and how many times it occurs 
will be counted within its context. After that, co-occurrence matrix is created and similarity 
measures are applied. Then discrimination is performed using any clustering technique. 
International Journal of Control Theory and Computer Modeling (IJCTCM) Vol.5, No.3, July 2015 
8

Distributed K-means clustering method is used in the offline procedure [56]. In this approach, the 
Google n-gram (n=5) corpus Version-II is considered as a compressed summary of the web. This 
corpus consists of 207 billion tokens selected from the LDC-released Version-I, which is 
consisted of 1.2 billion. These 5-grams are extracted from about 9.7 billion sentences. All these 5-
grams are tagged with part-of-speech (POS) according to their original sentences. Then the 
resulting clusters are utilized for WSD in a Naïve Bayesian classifier. 
 
4.3.2 Word Clustering 
 
This technique is similar to context clustering in terms of finding sense but it clusters those words 
which are semantically identical. For clustering, this approach uses Lin’s method. It checks 
identical words which are similar to target word. And similarity among those words is calculated 
from the features they are sharing. This can be obtained from the corpus. As words are similar 
they share same kind of dependency in corpus. After that, clustering algorithm is applied to 
discrimination among senses. If a list of words is taken, first the similarity among them is found 
and then those words are ordered according to that similarity and a similarity tree is created. At 
the starting stage, only one node is there and for each word available in the list, iteration is 
applied to add the most similar word to the initial node in the tree. Finally, pruning is applied to 
the tree. As a result, it generates sub-trees. The sub-tree for which the root is the initial word that 
we have taken to find sense, gives the senses of that word. 
 
Another method to this approach is clustering by committee. As mentioned earlier, the word 
clustering is a kind of context clustering, this clustering by committee follows similar step, first 
the similarity matrix is created, so that, matrix contains pair-wise similar information about the 
words. And in the next step, average-link clustering is applied to the words. The discrimination 
among words is performed using the similarity of centroids. For each committee, one centroid 
exists. So, according to the similarity of the centroid, the target word gives the respective 
committee. In the next step, features between the committee and the word are removed from the 
original word set, so in next iteration, identification of senses for same word which are less 
frequent, is allowed. 
 
4.3.3 Co-occurrence Graph 
 
This method creates co-occurrence graph with vertex V and edge E, where V represents the 
words in text and E is added if the words co-occur in the relation according to syntax in the same 
paragraph or text. For a given target word, first, the graph is created and the adjacency matrix for 
the graph is created.  After that, the Markov clustering method is applied to find the meaning of 
the word.  
 
Each edge of graph is assigned a weight which is the co-occurring frequency of those words. 
Weight for edge {m,n} is given by the formula: 
 
wmn = 1- max{P(wm | wn ), P(wn | wm)} 
 
Where P(wm|wn) is the freqmn/freqn where freqmn is the co-occurrence frequency of words wm and 
wn, freqn is the occurrence frequency of wn. Word with high frequency is assigned the weight 0, 
and the words which are rarely co-occurring, assigned the weight 1. Edges, whose weights exceed 
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certain threshold, are omitted. Then an iterative algorithm is applied to graph and the node having 
highest relative degree, is selected as hub. Algorithm comes to an end, when frequency of a word 
to its hub reaches to below threshold. At last, whole hub is denoted as sense of the given target 
word. The hubs of the target word which have zero weight are linked and the minimum spanning 
tree is created from the graph. This spanning tree is used to disambiguate the actual sense of the 
target word.  
 
4.3.4 Spanning tree based approach  
 
Word Sense Induction [65] is the task of identifying the set of senses of an ambiguous word in an 
automated way. These methods find the word senses from a text with an idea that a given word 
carries a specific sense in a particular context when it co-occurs with the same neighboring 
words. In these approaches, first a co-occurrence graph (Gq) is constructed. After that the 
following sequence of steps are executed to find the exact sense of an ambiguous word in a 
particular context: 
 
a. First, all the nodes whose degree is 1 are eliminated from Gq. 
b. Next, the maximum spanning tree (MST) TGq of the graph is derived. 
c. After that, the minimum weight edge eTGq is eliminated from the graph one by one, until the 
N connected components (i.e., word clusters) are formed or there remains no more edges to 
eliminate. 
 
5.STATE-OF-THE-ART PERFORMANCE 
 
We will briefly summarize the performance achieved by state-of-the-art [6] WSD systems. In 
1995, Yarowsky applied semi supervised approach for WSD on 12 words and the accuracy of the 
result was above 95%. In 2001, Stevenson and Wilks used Part-of-Speech data on all word WSD 
and achieved 94.7% accurate result.  
 
In 1997, Senseval-1 evaluation (Kilgarriff and Palmer 2000) exercises the accuracy of 77% on the 
English lexical sample task, where the human performance level was 80% (estimated by inter-
tagger agreement). 
 
In 2001, a lower score was achieved at Senseval-2 (Edmonds and Cotton 2001), because, the 
senses were selected from WordNet. In this evaluation, the best accuracy was measured 64% on 
the English lexical sample task (to an inter-tagger agreement of 86%). Before Senseval-2, there 
was a debate over the performance of accuracy of knowledge-based and machine learning 
approach. But, Senseval-2 established the fact that the supervised approaches had the best overall 
performance. However, the accuracy of performance of the best unsupervised system on the 
English lexical sample task was at 40%. This performance is below the most frequent-sense 
baseline of 48%, but better than the random baseline of 16%. 
 
At Senseval-3 (Mihalcea and Edmonds 2004), the performance of the top systems on the English 
lexical sample task was at human levels according to inter-tagger agreement. 
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The top ten all supervised systems performed between 71.8% and 72.9% correct disambiguation, 
compared to an inter-tagger agreement of 67%. The performance of the best unsupervised system 
was 66%. Due to more difficult input texts, the performance measurement on the all-words task 
was lower than for Senseval-2. In Senseval-3, the supervised approaches beat the pure 
knowledge-based approaches on percentage of accuracy. 
 
6.COMPARISON OF DIFFERENT TYPES OF ALGORITHMS 
 
As the test sets, sense inventories, machine readable dictionaries, knowledge resources which are 
required for different WSD algorithms are different, each algorithm has some advantage and 
disadvantage.  
 
Table 1. Comparison of WSD approaches. 
 
Approach Advantage Disadvantage 
Knowledge- 
Based  
These algorithms give higher 
Precision. 
These algorithms are overlap based, 
so they suffer from overlap sparsity 
and performance depends on 
dictionary definitions. 
Supervised This type of algorithms are 
better than the two 
approaches w.r.t. 
implementation perspective.  
These algorithms don’t give 
satisfactory result for resource 
scarce languages. 
Unsupervised There is no need of any sense 
inventory and sense 
annotated corpora in these 
approaches.  
These algorithms are difficult to 
implement and performance is 
always inferior to that of other two 
approaches. 
 
7.WSD FOR INDIAN LANGUAGES 
 
Various works on WSD are implemented in English and other European languages but less 
amount of works have been done in Indian languages due to large variety of morphological 
inflections and lack of different sense inventories, machine readable dictionaries, knowledge 
resources, which are required for WSD algorithms. The works in various Indian Languages are 
described below. 
 
7.1 Manipuri 
 
Due to the geographic location, there are differences in syntactic and semantic structures in the 
Manipuri language from other Indian languages. For the first time, Richard Singh and K. Ghosh 
[36] have given a proposed architecture for Manipuri Language in 2013. The system performs 
WSD in two phases: training phase and testing phase. The Manipuri word sense disambiguation 
system is composed of the following steps: (i) preprocessing, (ii) feature selection and generation 
and (iii) training, (iv) testing and (v) performance evaluation.  
 
In this work, raw data is processed to get the features, which is used for training and testing. Six 
number of features were selected for feature selection, as: (i) the key word, (ii) the normalized 
position of the word in the sentence,(iii) the previous word of the key word,(iv) the previous-to-
previous word of the key word,(v) the next word of the key word, (vi) the next to next word of the 
key word.  
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A 5-gram window was considered, taking the key word and the four other co-locational words to 
represent the context information. From this contextual information the actual sense of the 
focused word is disambiguated. In the work, positional feature is used because of the lack of other 
relevant morphological features.  
 
7.2 Malayalam 
 
Malayalam is a Dravidian language, mostly spoken at Kerala, a southern state of India. Haroon, 
R.P. (2010) has given the first attempt for an automatic WSD in Malayalam. The author used the 
knowledge based approach.  
 
One approach (refer Figure 2) is based on a hand devised knowledge source and the other is 
based on the concept of conceptual density by using Malayalam WordNet as the lexical resource. 
The author has used the Lesk and Walker algorithm. In this algorithm, the collection of the 
contextual words is prepared for a target word. Next, different bags, containing few words of 
specific sense are generated from the Knowledge source. After that, the overlap between the 
contextual words and the bags are measured. A score of 1 is added to that sense, if any overlap is 
there. Highest score for a sense is selected as the winner. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The Lesk and Walkers approach 
 
 
Input Document Knowledge Source 
Context Rap Sense Rap 
Overlap Checker 
Score Checker 
Choose highest Scorer
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The Conceptual Density based Algorithms find the semantic relatedness between the words (refer 
Figure 3). The semantic relatedness is measured in many ways. One way is considering the Path, 
Depth and Information content of words in the WordNet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. System Design using conceptual density 
 
In this algorithm, depth is taken as the measurement. For each sentence, first the sentence is 
tokenized, next, in a sequence of steps, the stop words are removed and stemming is performed. 
Then, the ambiguous word is detected. If an ambiguous word is found, that word is shifted into 
one document and sense lookup is performed. After that, the nouns are extracted from the 
sentence and saved as a document. For each sense in the sense lookup, the depth with each noun 
is calculated. If there are multiple nouns, depth of each is added and taken as the depth. The 
sense, which results in lower depth (highest conceptual density) is selected as the correct sense.  
 
7.3 Punjabi 
 
The Punjabi language is a morphologically rich language. Rakesh and Ravinder [62] have 
proposed a WSD algorithm for removing ambiguity from the text document. The authors used the 
Modified Lesk Algorithm for WSD. Two hypotheses have been considered in this approach. 
First, the co-occurring words in a sentence are be disambiguated by assigning the most closely 
related senses to them. The second hypothesis is considered as, the definitions of related senses 
have maximum overlap.  
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7.4 WSD in Bengali 
 
We are aware with one WSD system for Bengali language (Ayan Das and Sudeshna Sarkar [63]), 
which is applied to the system to get correct lexical choice in Bengali-Hindi machine translation. 
In that work an unsupervised graph-based clustering approach has been adopted for sense 
clustering. 
 
Table 2. An overview of works in WSD in Indian language. 
 
Type of algorithm Author/s Language Performance Year 
Genetic Algorithm  
 
Sabnam Kumari 
Prof. Paramjit Singh 
Hindi 91.6% 2013 
WordNet Udaya Raj Dhungana and 
group 
Nepali 88.059% 2014 
Decision Tree based WSD 
System 
Sivaji Bandyopadhyay and 
group 
Manipuri 71.75 % 2014 
Modified Lesk’s Algorithm Rakesh 
and Ravinder 
Punjabi Satisfactory  
2011 
Knowledge based Approach Rosna P Haroon Malayalam Satisfactory 2010 
 
Knowledge Based Approach 
using Hindi WordNet 
Prity Bala Hindi 62.5% 2013 
WordNet Manish Sinha and group Hindi 40-70%  
Un-Supervised Graph-based 
Approach 
Ayan Das, Sudeshna Sarkar Bengali 60% 2013 
Selectional Restriction Prity Bala Hindi 66.92% 2013 
semi-Supervised Approach Neetu Mishra Tanveer J. 
Siddiqui 
Hindi 61.7 2012 
Machine Readable 
Dictionary 
S. Parameswarappa, 
V.N.Narayana 
Kannada Satisfactory 2011 
 
8.CONCLUSION 
 
In this paper, we made a survey on WSD in different international and Indian languages. The 
research work in those languages has been proceeded upto different extents according to the 
availability of different resources like corpus, tagged data set, WordNet, thesauri etc.. 
 
In Asian languages, especially in Indian languages, due to large scale of morphological 
inflections, development of WordNet, corpus and other resources are is under progress. 
 
 
International Journal of Control Theory and Computer Modeling (IJCTCM) Vol.5, No.3, July 2015 
14

REFERENCE 
 
[1] Ide, N., Véronis, J., (1998) “Word Sense Disambiguation: The State of the Art”, Computational 
Linguistics, Vol. 24, No. 1, Pp. 1-40. 
[2] Cucerzan, R.S., C. Schafer, and D. Yarowsky, (2002) “Combining classifiers for word sense 
disambiguation”, Natural Language Engineering, Vol. 8, No. 4, Cambridge University Press, Pp. 327-
341. 
[3] Nameh, M. S., Fakhrahmad, M., Jahromi, M.Z., (2011) “A New Approach to Word Sense 
Disambiguation Based on Context Similarity”, Proceedings of the World Congress on Engineering, 
Vol. I. 
[4] Xiaojie, W., Matsumoto, Y., (2003) “Chinese word sense disambiguation by combining pseudo 
training data”,Proceedings of The International Conference on Natural Language Processing and 
Knowledge Engineering, Pp. 138-143. 
[5] Navigli, R. (2009) “Word Sense Disambiguation: a Survey”, ACM Computing Surveys, Vol. 41, 
No.2, ACM Press, Pp. 1-69. 
[6] Word Sense Disambiguation; Algorithms and Applications, Edited by Eneko Agirre and Philip 
Edmonds, Springer, VOLUME 33. 
[7] Seo, H., Chung, H., Rim, H., Myaeng, S. H., Kim, S., (2004) “Unsupervised word sense 
disambiguation using WordNet relatives”, Computer Speech and Language, Vol. 18, No. 3, Pp. 253-
273. 
[8] Miller, G., (1991) “WordNet: An on-line lexical database”, International Journal of 
Lexicography,Vol.3,No. 4. 
[9] Kolte, S.G., Bhirud, S.G., (2008) “Word Sense Disambiguation Using WordNet Domains”, First 
International Conference on Digital Object Identifier, Pp. 1187-1191. 
[10] Liu, Y., Scheuermann, P., Li, X., Zhu, X. (2007) “Using WordNet to Disambiguate Word Senses for 
Text Classification”, Proceedings of the 7th International Conference on Computational Science, 
Springer-Verlag, Pp. 781 - 789. 
[11] Miller, G. A., Beckwith, R., Fellbaum, C., Gross, D., Miller, K.J., (1990) “WordNet An on-line 
Lexical Database”, International Journal of Lexicography, 3(4): 235-244. 
[12] Miller, G.A., (1993) “WordNet: A Lexical Database”, Comm. ACM, Vol. 38, No. 11, Pp. 39-41. 
[13] Cañas, A.J., A. Valerio, J. Lalinde-Pulido, M. Carvalho, and M. Arguedas, (2003) “Using WordNet 
for Word Sense Disambiguation to Support Concept Map Construction”, String Processing and 
Information Retrieval, Pp. 350-359. 
[14] Marine, C., Dekai, W.U.,(2005) “Word Sense Disambiguation vs. Statistical Machine Translation”, 
Proceedings of the 43rd Annual Meeting of the ACL , Ann Arbor, June 2005, pages 387–394. 
[15] http://www.ling.gu.se/~sl/Undervisning/StatMet11/wsd-mt.pdf date: 14/05/2015 
[16] http://nlp.cs.nyu.edu/sk-symposium/note/P-28.pdf date: 14/05/2015 
[17] Yee, S. C., Hwee, T. N., David, C., (2007) “Word Sense Disambiguation Improves Statistical 
Machine Translation”, Proceedings of the 45th Annual Meeting of the Association of Computational 
Linguistics, pages 33–40, Prague, Czech Republic, June 2007. 
[18] Sanderson, M.,(1994) “Word Sense Disambiguation and Information Retrieval”, Proceedings of the 
17th Annual International ACM SIGIR conference on Research and Development in Information 
Retrieval, SIGIR’94, July 03-06, Dublin, Ireland, Springer, New York, pp 142-151. 
[19] Christopher, S., Michael, P. O., John, T.,(2003) “Word Sense Disambiguation in Information 
Retrieval Revisited”, SIGIR’03, July 28–August 1, 2003, Toronto, Canada. 
[20] http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.65.6828&rep=rep1&type=pdf 
date:4/05/2015 
[21] http://www.aclweb.org/anthology/P12-1029date: 14/05/2015 
[22] https://www.comp.nus.edu.sg/~nght/pubs/esair11.pdf date: 14/05/2015 
[23] http://cui.unige.ch/isi/reports/2008/CLEF2008-LNCS.pdf date: 14/05/2015 
International Journal of Control Theory and Computer Modeling (IJCTCM) Vol.5, No.3, July 2015 
15

[24] Banerjee, S., Pedersen, T.,(2002) "An adapted Lesk algorithm for word sense disambiguation using 
WordNet", In Proceedings of the Third International Conference on Intelligent Text Processing and 
Computational Linguistics, Mexico City, February. 
[25] Lesk, M.,(1986) "Automatic Sense Disambiguation Using Machine Readable Dictionaries: How to 
Tell a Pine Cone from an Ice Cream Cone", Proceedings of SIGDOC. 
[26] http://www.dlsi.ua.es/projectes/srim/publicaciones/CICling-2002.pdf date: 14/05/2015 
[27] Mittal, K. and Jain, A.,(2015)“WORD SENSE DISAMBIGUATION METHOD USING SEMANTIC 
SIMILARITY MEASURES AND OWA OPERATOR”, ICTACT JOURNAL ON SOFT 
COMPUTING: SPECIAL ISSUE ON SOFT –COMPUTING THEORY, APPLICATION AND 
IMPLICATIONS IN ENGINEERING AND TECHNOLOGY, JANUARY, 2015, VOLUME: 05, 
ISSUE: 02. 
[28] http://www.d.umn.edu/~tpederse/Pubs/cicling2003-3.pdf date: 14/05/2015 
[29] http://www.aclweb.org/anthology/U04-1021 date: 14/05/2015 
[30] http://www.aclweb.org/anthology/C10-2142 date: 14/05/2015 
[31] Diana, M.C., Carroll, J., “Disambiguating Nouns, Verbs, and Adjectives Using Automatically 
Acquired Selectional Preferences”, Computational Linguistics, Volume 29, Number 4, pp. 639-654. 
[32] Patrick, Y. and Timothy, B.,(2006) “Verb Sense Disambiguation Using Selectional Preferences 
Extracted with a State-of-the-art Semantic Role Labeler”, Proceedings of the 2006 Australasian 
Language Technology Workshop (ALTW2006), pages 139–148. 
[33] http://link.springer.com/article/10.1023/A%3A1002674829964#page-1 date: 14/05/2015 
[34] Parameswarappa, S. and Narayana V.N,(2013) “Kannada Word Sense Disambiguation Using 
Decision List”, Volume 2, Issue 3, May – June 2013, pp. 272-278. 
[35] http://www.academia.edu/5135515/Decision_List_Algorithm_for_WSD_for_Telugu_NLP 
[36] Singh, R. L., Ghosh, K. , Nongmeikapam, K. and Bandyopadhyay, S.,(2014) “A DECISION TREE 
BASED WORD SENSE DISAMBIGUATION SYSTEM IN MANIPURI LANGUAGE”, Advanced 
Computing: An International Journal (ACIJ), Vol.5, No.4, July 2014, pp 17-22. 
[37] http://wing.comp.nus.edu.sg/publications/theses/2011/low_wee_urop.pdf date: 14/05/2015 
[38] http://www.d.umn.edu/~tpederse/Pubs/naacl01.pdf date: 14/05/2015 
[39] Le, C. and Shimazu, A.,(2004)“High WSD accuracy using Naive Bayesian classifier with rich 
features”, PACLIC 18, December 8th-10th, 2004, Waseda University, Tokyo, pp. 105-114. 
[40] http://www.cs.upc.edu/~escudero/wsd/00-ecai.pdf date: 14/05/2015 
[41] Aung, N. T. T., Soe, K. M., Thein, N. L.,(2011)“A Word Sense Disambiguation System Using Naïve 
Bayesian Algorithm for Myanmar Language”, International Journal of Scientific & Engineering 
Research  Volume 2, Issue 9, September-2011, pp. 1-7. 
[42] http://crema.di.unimi.it/~pereira/his2008.pdf date: 14/05/2015 
[43] http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.13.9418&rep=rep1&type=pdf date: 
14/05/2015 
[44] http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.154.3476&rep=rep1&type=pdf date: 
14/05/2015 
[45] http://www.aclweb.org/anthology/W02-1606 date: 14/05/2015 
[46] http://www.aclweb.org/anthology/W97-0323 date: 14/05/2015 
[47] https://www.comp.nus.edu.sg/~nght/pubs/se3.pdf date: 14/05/2015 
[48] Buscaldi, D., Rosso, P., Pla, F., Segarra, E. and Arnal, E. S.,(2006)“Verb Sense Disambiguation 
Using Support Vector Machines: Impact of WordNet-Extracted Features”, A. Gelbukh (Ed.): 
CICLing 2006, LNCS 3878, pp. 192–195. 
[49] http://www.cs.cmu.edu/~maheshj/pubs/joshi+pedersen+maclin.iicai2005.pdf date: 14/05/2015 
[50] Brody, S., Navigli, R., Lapata, M.,(2006) “Ensemble Methods for Unsupervised WSD”, Proceedings 
of the 21st International Conference on Computational Linguistics and 44th Annual Meeting of the 
ACL, pages 97–104, Sydney, July 2006. 
[51] http://arxiv.org/pdf/cs/0007010.pdf date: 14/05/2015 
[52] http://www.aclweb.org/anthology/S01-1017 date: 14/05/2015 
International Journal of Control Theory and Computer Modeling (IJCTCM) Vol.5, No.3, July 2015 
16

[53] Martín-Wanton, T. , Berlanga-Llavori, R.,(2012)“A clustering-based Approach for Unsupervised 
Word Sense Disambiguation”, Procesamiento del Lenguaje Natural, Revista no 49 septiembre de 
2012, pp 49-56.http://rua.ua.es/dspace/bitstream/10045/23919/1/PLN_49_05.pdf date: 14/05/2015 
[54] http://www.jaist.ac.jp/~kshirai/papers/sirai10a.pdf date: 14/05/2015 
[55] http://www.proceedings2010.imcsit.org/pliks/167.pdf date: 14/05/2015 
[56] http://nlp.cs.rpi.edu/paper/wsd.pdf date: 14/05/2015 
[57] Niu, C., Li, W., Srihari, R. K., Li, H., Crist, L.,(2004) “Context Clustering for Word Sense 
Disambiguation Based on Modeling Pairwise Context Similarities”, SENSEVAL-3: Third 
International Workshop on the Evaluation of Systems for the Semantic Analysis of Text, Barcelona, 
Spain, July 2004. 
[58] Silberer, C. and Ponzetto, S. P.,(2010) “UHD: Cross-Lingual Word Sense Disambiguation Using 
Multilingual Co-occurrence Graphs”, Proceedings of the 5th International Workshop on Semantic 
Evaluation, ACL 2010, pages 134–137. 
[59] http://www.cl.uni-heidelberg.de/colloquium/docs/ponzetto&silberer_slides.pdf date: 14/05/2015 
[60] https://www.lt.informatik.tudarmstadt.de/fileadmin/user_upload/Group_UKP/publikationen/2010/ 
Biemann2010TG_ccfeats.pdf  date: 14/05/2015 
[61] http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.81.8069&rep=rep1&type=pdfdate:14/05/15 
[62] Kumar, R., Khanna, R.,(2011) “Natural Language Engineering: The Study of Word Sense 
Disambiguation  in Punjabi”, Research Cell: An International Journal of Engineering Sciences 
ISSN: 2229-6913 Issue July 2011, Vol. 1, pp. 230-238. 
[63] http://cse.iitkgp.ac.in/~ayand/ICON-2013_submission_36.pdf date: 14/05/2015 
[64] http://shodhganga.inflibnet.ac.in:8080/jspui/bitstream/10603/34324/12/12_chapter%203.pdf  
date:14/05/2015                                                      
[65] http://wwwusers.di.uniroma1.it/~navigli/pubs/AIIA_2011_DiMarco_Navigli.pdf date: 14/05/2015 
 
Authors 
 
Alok Ranjan Pal has been working as an a Assistant Professor in Computer Science and 
Engineering Department of College of Engineering and Management, Kolaghat since 2006. 
He has completed his Bachelor's and Master's degree under WBUT. Now, he is working on 
Natural Language Processing.  
 
Dr. Diganta Saha is an Associate Professor in Department of Computer Science & 
Engineering, Jadavp ur University. His field of specialization is Machine 
Translation/Natural Language Processing/ Mobile Computing/ Pattern Classification.  
