In this paper, it is demonstrated that the dynamic programming approach provides a simple and versatile means for analyzing constrained stochastic control problems. Specifically, three such problems are analyzed using this approach. The problems analyzed are the problem of minimizing a discounted cost infinite horizon expectation objective subject t o an identically structured constraint, the problem of minimizing a discounted cost infinite horizon minimax objective subject to a discounted expectation constraint, and the problem of minimizing a discounted expected cost objective subject to a minimax constraint. Using a dynamic programming approach, optimality equations are obtained for these problems. The optimality equations derived for the first two problems are apparently novel. Existence and uniqueness of solutions to the dynamic programming equations for the discounted cost infinite horizon problems are explicitly shown using the Banach fixed point theorem. Thus, this paper demonstrates that the dynamic programming theory for unconstrained stochastic control problems can be extended in a direct way to constrained stochastic control problems. The theory developed is illustrated by numerically solving the constrained stochastic control dynamic programming equations derived for simple example problems.
Introduction
Of the number of approaches to studying stochastic control problems, the dynamic programming approach is a classical approach. While this approach has been applied for a number of problems including the riskneutral and risk-sensitive cases, it has not been commonly applied to constrained stochastic control problems. In this paper, the dynamic programming a p
U.S. Government work not protected by U.S. Copyright 2014
proach is applied to three specific constrained stochastic control problems, thereby demonstrating that constrained control problems can be addressed simply using a dynamic programming approach. The problems analyzed are the problem of minimizing a discounted expectation -objective subject to an identically structured constraint, the problem of minimizing a discounted minimax objective subject to a discounted expectation constraint, and the problem of minimizing a discounted expected cost objective subject t o a discounted minimax constraint. Optimality equations are obtained for these problems using a dynamic prcgramming approach, thus demonstrating that the classical dynamic programming theory for unconstrained stochastic control can be extended in a direct way t o constrained stochastic control problems.
Chen and Blair [4] study a practically motivated measurement scheduling problem which was a primary mctivation for the study of the constrained stochastic control problems of this paper since it is indeed a particular constrained stochastic control problem. Furthermore, in Chen [5] , another similar measurement scheduling problem is analyzed using a dynamic programming approach for only the finite horizon case. In particular, a dynamic programming recursion which is analogous to the finite horizon dynamic programming recursions presented in this paper was derived for a measurement scheduling problem in [5] . The results reported here were also derived in [5] , in slightly more general terms.
Altman [l] provides a good review of the constrained stochastic control literature. A commonly studied type of constrained stochastic control problem is that which seeks to optimize a classical risk-neutral expectation criterion subject t o a constraint on an identically structured risk-neutral expectation. This type of problem was studied for the discounted cost infinite horizon case for example in references [ll] , [lo] , [9] and [8] . This paper includes an analysis of this type of problem using a dynamic programming approach.
It was observed by Coraluppi and Marcus [6] [7] that a certain constrained stochastic control problem provides an alternative approach to risk-sensitive control. This problem is the mixed risk-neutral/minimax control problem in which the risk-neutral expectation objective is minimized subject to a minimax constraint which incorporates the same cost per state-action pair as the expectation objective. This problem is an alternative approach to risk-sensitive control since it also allows the risk of incurring high costs to be adjusted by adjusting the constraint threshold. In this paper, this problem is revisited. In particular, the uniqueness of the solution to the optimality equation for the problem of minimizing a discounted infinite horizon expectation objective subject to a discounted worst-case constraint, which was not explicitly shown in [6] [7], is shown here using the Banach fixed point theorem. Additionally, in this paper, a related constrained stochastic control problem is studied, namely the minimization of the minimax criterion subject t o a risk-neutral expectation constraint. This problem also provides yet another alternative approach to risk-sensitive control, as it also allows the risk of incurring high costs to be adjusted. While these two constrained control problems are closely related in this way, the solutions derived here to these problems differ markedly.
In general, the optimal policy for any given problem may be a randomized policy in which the action chosen at a given time depends probabilistically or nondeterministically on some sufficient statistic. For example, for the optimization of a discounted cost infinite horizon expectation criterion subject to a discounted cost infinite horizon expectation constraint, the optimal cost is known to be randomized, and not deterministic (121. However, in this paper, the space of policies under consideration is restricted to deterministic policies. From a practical point of view, this is justified since in some practical applications, it may not be desirable to implement randomized policies. E+om a mathematical point of view, restricting the space of policies to deterministic policies results in notation and development which are simpler than those which would be required for randomized policies, for the problems and approach taken in this paper. However, it is conceptually easy to relax this restriction, due to the simplicity of the theory developed. Similarly, while this paper only considers the case of a single constraint for notational convenience, multiple constraints can also be handled easily with the appropriate modifications.
A two-state Markov model representing an error prone system which is to be maintained by machine replacement was presented in [3] and also used in [7] . In this paper, this Markov model is used as the basis of example problems to illustrate the numerical solution of the optimality equations developed.
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The following summarizes the contents of this paper and its organization. Mathematical preliminaries including notation and definitions are included subsequently in Section 2. In Section 3, the problem of finding a deterministic policy which optimizes a riskneutral expectation objective subject to an identically structured constraint is addressed using dynamic programming. Both the finite horizon and discounted-cost infinite horizon cases are studied. In Section 4, the problem of finding a deterministic policy which optimizes a minimax (worst-case) objective subject to an expectation constraint is addressed using dynamic programming, for both the finite horizon and discounted cost infinite horizon cases. Additionally, the infinite horizon dynamic programming optimality equation is solved for a two-state machine replacement example. In Section 5 , the problem studied in Coraluppi and Marcus [6] [7] is revisited, and the solution of the infinite horizon dynamic programming equation is shown to be unique by applying the Banach fixed point theorem.
Mathematical Preliminaries
In this section, definitions and notation used in this paper are listed. These are similar to that of 
Minimization of an Expectation Objective subject to an Expectation Constraint
In this section, the problem studied is to find a feedback control policy for a given stochastic dynamic system which minimizes a discounted expected cost objective subject to a discounted expectation constraint.
Constrained stochastic control problems of this type have been studied extensively [ll] [lo] [9] [8J [17] . In this paper, a direct dynamic programming approach is applied to this type of problem, resulting in dynamic programming equations which characterize the optimal cost. These optimality equations are analogous to those in unconstrained stochastic control theory, and thus, this section generalizes basic dynamic programming theory of unconstrained stochastic control to the case of constrained stochastic control.
The Finite Horizon Case
This section addresses the minimization of an expected cost objective subject to an expectation constraint for the finite horizon case. The definition of this problem requires the following additional notation and assumptions. Assume a Markov control process is given.
Assume that S and A are both finite. Let G be the set of all deterministic policies with the property that at each time N , the control applied depends on hN. That is,
For any policy g E G and any xo E S, let {zklk 2 1 ) and {uklk 2 0 ) be sequences of random variables such that the distribution of i & +~ is given by q(.lxk,gk(Zo,uo,. . .,xk-~,uk-~,xk)) and
The finite horizon minimization problem with expectation objective and constraint can be formally described as follows. Let p E LR be a given constant such that p E ( 0 , 1 ] . Let p d E IR be a given constant such that Let y E B ( S ) be a function such that
S,y(z) E @~( x ) .
Then the problem to to find a policy gk,, E G such that
for all z E be solved is and
The dynamic programming operator for this problem can be defined as follows. Let F be a function such that
Define T F~ where is an arbitrary positive conThen the dynamic programming operator is F N ( z , K ) = {u,y'lu E A(x);y'(z) E + N ( z ) for all
The following theorem defines the dynamic programming equation which the optimal cost function satisfies. The proof can be found in [5] and has been omitted here. Note that for all 2, K such that K $ @ N ( z ) , VN(.,6) = c.
The Discounted Infinite Horizon Case
This section addresses the problem of minimization of an expected cost objective with an expectation constraint for the discounted cost infinite horizon case. This problem can be defined as follows. Let the objective discount factor /3 E LR be a given constant such 201 6 that 0 < , B < 1. Let the constraint discount factor ,& E J% be a given constant such that 0 < P d < 1 .
Define the objective function to be minimized as Let y E B ( S ) be a function such that for all x E S,y(z) E ao0(x). Then the problem to be solved is to find a policy g; E G such that Note that for all 2, K such that K 4 aW(z), Voo(x, K ) = E.
Minimization of a Minimax Objective subject to an Expectation Constraint
In this section, the problem studied is to find a feedback control policy for a given stochastic dynamic system which minimizes a worst-case cost subject t o an expectation constraint. Both finite horizon and discounted cost infinite horizon formulations are addressed using a dynamic programming approach. Optimality equations which characterize the optimal cost and policy are obtained.
Risk-neutral stochastic control involves the optimization of the expected value of the cost incurred by the system as it evolves over time. In risk-sensitive con-
trol, the expected value as well as the variance and higher-order moments of the cost are taken-into conparameter permits the sensitivity t o higher-order mo- 
of risk-sensitive control can-be found in reference [15] .
nificance of the risk-sensitive control problem is dissensitive control problem achieves a unification of two certain control methodologies (risk-neutral and robust control) .
It was noted in Coraluppi [7] that the risk-sensitive control problem achieves a unification of the risk-neutral methodology and the minimax control methodology, in
IITFvl -TFV211 5 SUP SUP which the worst-case cost associated with a stochastic control system is minimized [3] . The risk-sensitive control problem achieves this unification since it approaches the minimax control problem as the riskparameter approaches infinity, and the risk-neutral stochastic control problem as the risk-parameter approaches zero. Additionally, (71 notes that by adjusting the risk parameter, the risk-neutral criterion can be improved at the expense of the minimax criterion, Then the dynamic programming operator is 'IF,. The
In McEneaney ["I , a certain Point regarding the sigfollowing lemma shows existence and uniqueness of the equation, which will be subsequently defined.
Lemma 3.1 TF, is a contraction.
Proof From the definition of T , solution to the infinite horizon dynamic programming cussed.
it was noted in ii5i that the risk- The following theorem defines the dynamic programming equation which the optimal cost function satisfies. The proof has been omitted here, but can he found in 151. or vice versa.
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It was further noted by Coraluppi [7] that the problem of optimizing an expectation objective for a stochastic dynamic system subject to a minimax constraint which has the same cost per state-action pair as the expectation objective provides a means of unifying the risk-neutral and minimax control methodologies in the same way that the risk-sensitive control problem does. Additionally, by adjusting the constraint threshold, one of the two criteria can be improved at the expense of the other.
In this section, a related problem is studied which also has these two properties. In particular, the optimization of the minimax cost for a stochastic dynamic system subject to an expectation constraint is addressed, using a dynamic programming approach. Clearly, for the special case in which the same cost per state-action pair is used in both the minimax objective and the expectation constraint, this problem approaches the riskneutral stochastic control problem as the constraint threshold approaches zero, and approaches the corresponding minimax control problem as the constraint threshold approaches infinity. While this problem is closely related to the optimization of the risk-neutral expected cost subject to a minimax constraint, the solutions derived here to these problems differ markedly.
Minimization of a Minimax Objective Subject to an Expectation Constraint over a Finite Horizon
This section addresses the minimization of a minimax objective subject to an expectation constraint for the finite horizon case. The development of this section parallels that of Section 3.1.
Define the objective function to be minimized as 
Minimization of a Discounted Minimax Objective Subject to a Discounted Expectation Constraint over an Infinite Horizon
This section addresses the minimization of a minimax objective subject to an expectation constraint for the discounted infinite horizon case. The development of this section parallels that of Section 3.2. The objective function t o be minimized is and the constraint function is
Lemma 4.1 TF, is a contraction
The following theorem defines the dynamic programming equation which the optimal cost function satisfies.
Theorem 4.2 Let V, be the solution to the infinite horizon dynamic programming equation V, = T F -V~.
Then for all Z, K such that K E (aw(z)
J & ( Z , K )
= V , ( X , K ) .
Illustrative Examples
In this section, the preceding theory is applied to two example problems which are based on a simple two state Markov process. This Markov process models a system such as a manufacturing or communications system which is subject to failure. The state space is X = (0, l}, the set of actions is U = (0, l}, and the transition kernel is denoted by q. One state (0) represents the normal working state, while the other state (1) represents a failed or degraded state. The two actions assumed available are a null action (0) which represents doing nothing and a maintenance action (1). If the system is working and nothing is done, then the system fails with some probability of failure. This probability of failure is given by q(110,O). If the system is broken, then it can be maintained by repair or replacement and with a high probability given by q(O11,l) the system becomes working. If the system is working, a maintenance action represented by action 1 can be taken, and the system will remain working with probability q(010,l). It is assumed that
Also, it is assumed that 4(010,1> > q(Ol0, 0).
That is, it is better to repair the system than to do nothing. If the system is broken and nothing is done, then the system remains broken:
A cost 1 is assumed to be associated with operation in the broken state:
It is assumed that
Additionally, a cost 2 is assumed to be associated with the repair action:
It is also assumed that
Two discounted cost infinite horizon problems based on this system are considered. The first problem considered is to minimize the worst-case operation cost subject t o a constraint on the expected repair cost. The second problem considered is to minimize the worstcase repair cost subject to a constraint on the expected operation cost. The second problem considered is to minimize the worst-case repair cost subject to a constraint on the 201 9 expected operation cost. For this problem, the mini- 
N-co 3=0
Let F be a function such that while the expectation constraint is given by F : S x LR -+ P ( A ) .
N-1
KL(z0) = qJi" P3c(23,g3(h3))1.
Figures ( In this section, the mixed risk-neutral/minimax problem which was studied in Coraluppi and Marcus [GI [7] in a partially observed setting is revisited for the fully observed case. Specifically, the uniqueness of the solution to the optimality equation for the discounted infinite horizon mixed risk-neutral/minimax problem, which was not shown explicitly in [GI [7] , is shown here using the Banach fixed point theorem.
FN(x,
The following theorem defines the dynamic programming equation which the optimal cost function satisfies. The following theorem defines the dynamic programming equation which the optimal cost function satisfies. Note that by the previous lemma, the solution to this equation not only exists but is unique. Theorem 5.2 Let V, be the solution to the infinite horizon dynamic programming equation optimality equations were obtained which characterize the solutions to (1) the problem of minimizing a discounted expectation objective subject to a discounted expectation constraint and (2) the problem of minimizing a discounted minimax objective subject to a discounted expectation constraint and (3) the problem of minimizing a discounted expectation objective subject to a discounted minimax constraint. The second problem appears to be novel to the literature, and is motivated practically as well as theoretically. The dynamic programming equations derived for the first two problems are apparently novel. A feature of the constrained stochastic control problems studied is the restriction of admissible policies to the space of deterministic policies. Also, the Banach fixed point theorem is applied to prove existence and uniqueness of solutions to the dynamic programming equations for the discounted infinite horizon cases. A simple two-state Markov maintenance system which is used in [3] was used here as the basis of example problems for the theory developed.
Conclusion
In this paper dynamic programming unconstrained stochastic control theory was extended in a direct way to three constrained stochastic control problems. Specifically, using a dynamic programming approach, 628 -631. 2021 ~".,,.,", TnrMOld Figure 4 : Optimal minimax repair cost subject to expectation operating cost constraint for initially broken state with objective discount = 0.7, constraint discount = 0.8, degraded operation cost = 0.4, repair cost = 0.5, breakage prob. = 0.3,
