This paper deals with a minimax control problem for semilinear elliptic variational inequalities associated with bilateral constraints. The control domain is not necessarily convex. The cost functional, which is to be minimised, is the sup norm of some function of the state and the control. The major novelty of such a problem lies in the simultaneous presence of the nonsmooth state equation (variational inequality) and the nonsmooth cost functional (the sup norm). In this paper, the existence conditions and the Pontryagin-type necessary conditions for optimal controls are established.
Introduction
In this paper, we consider an optimal control problem in which the state y is governed by a controlled semilinear elliptic bilateral variational inequality
.Ay − f .x; y; u//.y − '/ ≤ 0 in ;
.Ay − f .x; y; u//.y − / ≤ 0 in ; (1.1) and the cost functional is taken to be
L.x; y.x/; u.x//; (1.2) where A is an elliptic differential operator and .y; u/ is a pair satisfying (1.1).
One of the motivations for the above problem is given as follows. Consider the deformation of a membrane constrained by two obstacles. We would like to design the shape of the membrane so that the largest deviation of the perpendicular displacement y from the desired position, say y d , is minimised. In this case, we could take L.x; y; '; u/ = |y − y d .x/| 2 . Since the problem consists of minimising a "maximum", it is usually referred to as a minimax control problem.
Minimax control problems seem to arise more naturally in applications than the standard problem involving integral cost, especially when one is attempting to minimise the maximum deviation from the desired goal. However such problems have not been thoroughly studied (especially for infinite-dimensional systems). The minimax control problem for ordinary differential equations has been studied by several authors (see [2, 11] ) and the Pontryagin maximum principle for finite-dimensional minimax problem was derived in [2] . The first infinite-dimensional version of the Pontryagin principle for the minimax problem was presented in [14] with the state equation being a second-order semilinear elliptic partial differential equation. Different aspects of optimal control problems for variational inequalities have been discussed by many authors (see for example [1, 6, 9] ). However, to the best of our knowledge, minimax control problems for variational inequalities have never been discussed before. The nonsmoothness of the cost leads to more complicated necessary conditions for minimax control problems and this is one of the reasons for the lack of investigation thus far.
With respect to the control domain and the data involved, we make the following assumptions.
(H 1 ) The region ⊂ Ê n is bounded with C 1;1 boundary @ ; U is a Polish space (a separable complete metric space) and Í = {u : → U |u.·/ is measurable}.
(H 2 ) Operator A is defined by
with a i j ∈ C 1 . /, a i j = a ji , 1 ≤ i; j ≤ n, and for some ½ > 0,
(H 3 ) The function f : × Ê × U → Ê has the following properties: f .·; y; u/ is measurable on , and f .x; ·; u/ is in C 1 .Ê/ with f .x; ·; ·/ and f y .x; ·; ·/ continuous 
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Under (H 2 ), the operator A is associated with a positive symmetric bilinear form a.·; ·/ :
If y solves (1.1), then
and, for any z ∈ K, .z − y/ + (.z − y/ − , resp.) can differ from 0 only where y − is < 0 (y − ' is > 0) and therefore Ay − f ≥ 0 (Ay − f ≤ 0). Thus, by the divergence theorem,
On the other hand, any y ∈ H 2 . / satisfying (1.3) and (1.4) must be a solution of (1.1). In fact, fixing any D ⊂ and denoting by { n } a sequence of functions from C ∞ c . / satisfying 0 ≤ n ≤ 1, n → D (characteristic function of D) a.e. in , we can insert z = y + n .' − y/ and z = y + n . − y/ in (1.4) in turn and obtain
hence also
after passing to the limit as n → ∞. By the arbitrariness of D, we arrive at (1.1). The above discussion yields a weak formulation of the variational bilateral problem (1.1). 
where C p is a constant independent of the control variable u.
To prove (2.1), we define
and introduce a family of approximations to the state equation (1.5): 
and consequently
where C p is a constant independent of r > 0 and u ∈ Í . Then, from (2.11)-(2.13) and Hölder's inequality, we have
Thus, using (H 3 ), we get the desired estimate (2.5). The estimate (2.6) can be obtained similarly, and (2.7) follows immediately from (2.5), (2.6) and the standard elliptic L P -estimate (see [7] 
since the uniqueness will ensure that y * = y. First, it follows from .2:4/ r that, for any z ∈ K,
(note that þ.y r − '/ can differ from 0 only when y r < ' ≤ z and .y r − / can differ from 0 only when y r > ≥ z). Then the lower semicontinuity yields
Next, for any Á ∈ H 
due to the arbitrariness of Á. By the definition of þ.·/ and .·/, (2.16) implies that y * ∈ K. This, together with (2.15), proves the feasibility of (2.14).
Continuous dependence of the state on the control
In the control set Í , we define the distance, called Ekeland's distance, as
where m denotes the Lebesgue measure. We can show that .Í ; d/ is a complete metric space (see [9] ). The following result is concerned with the continuity of the state y with respect to the control u under the above metric.
PROOF. From Proposition 2.1, we know that, for some subsequence y k → y * weakly in W 2; p . /, strongly in W
Passing to the limit in (1.5), in which u and y are replaced by u k and y k respectively, we obtain a.y
This, combined with (2.17), means that y * is a solution of (1.5). By the uniqueness, we must have that y * = y and the whole sequence {y k } converges to y strongly in W 1; p 0 . /.
Some reductions
For the sake of convenience, let us make some reductions (just as in [14] 
By (2.19), we know that
Since minimising J .u/ is equivalent to minimising
we may, again without loss of generality, assume at the beginning that
for some constants a and b. We will retain assumptions (2.18) and (2.20) for the rest of this paper.
Existence of optimal controls
This section is devoted to the existence of optimal controls. Let us first recall the following. DEFINITION 3.1 (see [3, 9] ). Let Y be a Banach space and Z be a metric space. Let 3 : Z → 2 Y be a multifunction. We say 3 possesses the Cesari property at z ∈ Z , if Ž>0 co 3.O Ž .z// = 3.z/, where co E stands for the closed convex hull of the set E and O Ž .z/ is the Ž-neighbourhood of the point z. If 3 has the Cesari property at every point z ∈ Z , we simply say that 3 has the Cesari property on Z . We refer the readers to [9, pp. 100-101] for the proof of Lemma 3.3. To establish the existence of an optimal control for Problem (M), we first introduce the following set: 3.x; y/ = {.¾; Á/ ∈ Ê 2 | ¾ ≥ L.x; y; u/; Á = f .x; y; u/; u ∈ U } and make the following assumption.
(H 5 ) For almost all x ∈ , the mapping y → 3.x; y/ has the Cesari property on Ê. PROOF. The proof is essentially similar to that given in [4] . Here, we only give an outline.
Let {u k } ⊂ Í be a minimising sequence satisfying
By the Mazur theorem, (H 5 ), and the measurable selection theorem (Lemma 3.3), we can find a feasible pair .ȳ;ū/ ∈ , such that
where
and
with
and .y i + j ; u i + j / ∈ for every i; j . Now, from (2.18), (3.1), (3.4) and (3.5), it follows that, for any j and p > 1,
Consequently, by (3.2), (3.3), (3.6) and Fatou's lemma, we obtain
This means thatū is an optimal control of Problem (M).
Regularisation
Note that, in discussing Problem (M), our difficulty is twofold: both the state equation and the cost functional are nonsmooth. Thus it is natural that both of them should be regularised. 
Approximation of the state

Approximation of the cost functional
We shall now introduce a regularisation of the cost functional. We first recall a well-known real analysis result.
LEMMA 4.3. Let be bounded and w
The above lemma suggests that we can regularise our cost functional (1.2) by using
where r > 1 and .y r ; u/ ∈ r . We will see that the functional J r .·/ is continuous on .Í ; d/ and is a reasonable regularisation of our nonsmooth cost functional J .·/. .ii/ For any given u ∈ Í , lim r→∞ J r .u/ = J .u/.
Before proving the above proposition, we state a lemma, which can be easily obtained from Proposition 4.1. This lemma will play an interesting role below. 
(ii) We have that u ∈ Í and .y; u/ ∈ . Since In what follows, we denoteJ r = inf u∈Í J r .u/.
Our main result in this section is the following convergence theorem, which will be essential for deriving the optimality conditions later. To prove Theorem 4.6, we need the following lemmas. 
and let .ỹ r ;ũ/ ∈ r . Clearly, (4.12) holds. For any x ∈ \ D, we have
Hence (4.13) follows.
In the above, we have used the fact that, for p > n, by (4.2) and Sobolev's embedding, y r C 1 . / ≤ y r W 2; p . / ≤ C p with C p being independent of r and u. Finally, (4.11) follows from (4.21) and (4.22).
Necessary conditions
Now we are in a position to prove the following Pontryagin principle for Problem (M). In what follows, we shall obtain our final conclusions by making some estimates and taking the limits in (5.11)- (5.12 The desired conclusion (5.2) thus follows (see Lemma 5.2 below). Finally, using an argument analogous to that in [9] (with some necessary modifications), we can prove (5.4). LEMMA 5.2. Equation (5.2) follows from (5.21).
PROOF. Let
H .x; u/ =z.x/ f .x;ȳ.x/; u/ x ∈ ; u ∈ U:
We see that, by (H 3 ), for any x ∈ , H .x; ·/ is continuous on U .
As U is separable, there exists a countable dense set U d = {u i ; i ≥ 1} ⊂ U . For each u i ∈ U d and 1=j ⊂ 0 , we denote h i j .x/ = [H .x; u i / − H .x;ū/] 1=j .x/ x ∈ :
