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ABSTRACT 
In this paper attention is given to the efficient numerical evaluation of the Pacific 
Earthquake Engineering Research (PEER) performance-based earthquake engineering 
framework equations.  In particular, potential problems in determining an adequate yet 
efficient region of integration are discussed.  An algorithm called “Magnitude-oriented 
Adaptive Quadrature” (MAQ) is developed, which is an integration algorithm with both 
locally and globally adaptive capabilities.  MAQ allows efficient integration over the entire 
integration domain and requires only an error tolerance and maximum number of function 
evaluations to be specified.  The advantages of utilizing the MAQ algorithm over other 
conventional integration methods such as Romberg integration and conventional adaptive 
quadrature are illustrated for the numerical computation of (1) expected annual loss; and (2) 
annual rate of collapse.  It is shown that for determination of the expected annual loss a 4.5- to 
8.8- fold reduction in the computational demand is obtained using MAQ compared to 
conventional integration methods.  For annual rate of collapse the computational demand 
reductions range from 30% to two-fold.  The computational reductions are a function of the 
error tolerance prescribed, with greater computational reductions as stricter tolerances are 
enforced.  
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INTRODUCTION 
With the rapid growth of performance-based earthquake engineering in research and 
design, the accurate and efficient evaluation of the governing probabilistic integrals increases 
in importance.  If the functions contained in the integrand are of an appropriate form then it 
may be possible to obtain a ‘closed-form’ analytical solution.  Such analytical solutions have 
been presented in the literature, for example: annual rate of exceedance of demand [1-3] and 
annual rate of structural collapse [4,5].  In general, these ‘closed-form’ solutions use functions 
which are local approximations to the true functions defining the arguments of the integral 
equations.  When no simplification is possible without significant loss of accuracy, or the 
dimensionality of the problem becomes large, these integrals must be solved using a 
numerical scheme. 
Numerical solution of integrals can utilize simulation (e.g. Monte Carlo) or a direct 
integration technique (e.g. quadrature).  Some examples of simulation methods in PBEE 
include Assembly-Based Vulnerability [6] , and Subset Simulation [7].  Direct numerical 
integration is typically employed to evaluate relationships within the so-called PEER framing 
equation [8], advocated by the Pacific Earthquake Engineering Research (PEER) Centre.  This 
is because the PEER framing equation makes the Markovian assumption allowing the triple 
integral to be computed as successive single integrals.  It is well realised that unlike 
quadrature techniques, such simulation methods do not suffer from the ‘curse of 
dimensionality’ [9] making their use particularly suited to high-dimensionality problems.   As 
attention herein will be given to solution of equations within the PEER framework formula, 
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we will restrict our attention to direct numerical integration methods. 
Baker and Cornell [10] propose the use of the first-order second-moment (FOSM) 
method as a potential method of uncertainty propagation for certain relationships with the 
PBEE framework.  They note however that certain relationships (i.e. those including the 
ground motion hazard curve) should be used with direct numerical integration (as the ground 
motion hazard is likely a dominant contributor toward the total uncertainty in the seismic 
performance measure of interest).  Also the FOSM method, being a first-order approximate 
method, has limitations which may make it significantly inaccurate in certain situations [11]. 
The use of performance-based frameworks within which these integrals are solved in a 
practical situation requires that efficient integration algorithms are used offering: (i) numerical 
efficiency; (ii) accuracy tolerance specifications; and (iii) ‘user-friendliness’.  Efficiency is of 
primary importance since the computational demand will influence whether such an approach 
will be employed.  Accuracy tolerance is important as a user should be able to specify a 
relative error tolerance, and know that the results of the analysis will be accurate to within that 
tolerance (with the exception of pathological cases).  Here we have used the general phrase 
‘user-friendliness’ to indicate the information that is required by the integration algorithm 
(such as integration region, step size and error tolerances), which is important in the 
avoidance of pitfalls for inexperienced users, and will be elaborated further on in the 
manuscript. 
Although many standard references are available on numerical solution algorithms, as 
will be shown in this paper, it is possible to take advantage of the form of the integrand to 
develop an algorithm with significantly greater efficiency than ‘general-purpose’ algorithms, 
and which requires only the integration error tolerance and maximum number of function 
evaluations (and not any information on step size or integration region). 
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THE RISK EQUATIONS 
For brevity, throughout the remainder of this paper the probabilistic integral equations 
which comprise the PEER framing formula will be referred to as ‘the risk equations’. 
There are several different appearances of the risk equations, the most well-known 
being the so-called ‘Triple-integral formula’ [8] (Eq. (1)), which gives the annual frequency of 
exceeding some decision variable, DV.   
        IMdIMEDPdGEDPDMGDMDVGDV   
 
(1
) 
where IM = intensity measure (e.g. PGA); EDP = engineering demand parameter (e.g. peak 
interstorey drift); DM = damage measure; DV = decision variable; G(x|y) = G(X≥x|Y=y) is the 
complementary cumulative distribution function (CCDF) of X given Y; λ(z) is the annual 
frequency of exceeding z; dG(x|y) and d λ (z) are the differentials of G(x|y) and λ (z), 
respectively. 
The triple integral formula can be de-coupled into successive single integrals based on 
the Markovian assumption of one step memory (e.g. in Eq. (1),  DMDVG  is dependent only 
on DM and not on EDP, or IM).  Such de-coupling can lead to for example, the rate of 
exceedance of some level of demand [1-3], and the expected loss given an intensity measure 
[12], which are given in Eq. (2) and (3), respectively. 
     IMdIMEDPGEDP    2) 
     IMEDPdGEDPLEIMLE TT   3) 
where E[x|y] = the expected value of x given y; and LT = total loss. 
Since the Markovian assumption allows a reduction to successive single integrals, then 
herein we will be concerned with integrals of the following general form: 
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where G(x) and F(x) are piecewise-continuous functions; dF(x) is the differential of F(x); and 
)()( xf
dx
xdF   is the derivative of F(x) with respect to x.  All of the functions comprising the 
integrand are functions of the integration variable, x.  As far as the authors are aware, 
Equation (4) encompasses all of the PBEE equations presented in the literature, with the one 
known exception that of vector-based equations (e.g. [13, 14]), in which case G(x) and F(x) 
are vector-valued functions (i.e. x = [x1,x2,…xN]) and the multiple integration is over the 
domain of x.  Such vector-based integrals will not be dealt with explicitly here, although the 
concepts presented herein are still applicable and are discussed briefly later in the manuscript 
(as quadrature-based multi-dimensional numerical integration is effectively embedded single 
numerical integrations).  As previously mentioned it should be noted that as the 
dimensionality of the integrals increases, the efficiency of simulation based procedures will 
increase relative to that of direct numerical integration (and will eventually become more 
efficient [9]).  As far as the authors are aware, only 2-dimensional vectors have been proposed 
for the EDP|IM relationship (e.g. [13, 14]), and therefore also 2-dimensional vectors for the 
λ(IM) relationship, but all damage (i.e. DS|EDP) and loss (i.e. DV|DS) relationships are scalar 
(e.g. [12, 15]). 
REGION OF INTEGRATION 
As the integration variable (i.e. IM or EDP) is defined over all the positive real numbers 
(i.e. ),0[ x ), then the integration (strictly speaking) is over this entire domain of the 
integration variable.  However, in practice the magnitude of the integral tends (usually 
rapidly) to zero at the endpoints of the integration region (a requirement for convergence of 
the integral as x tends to infinity, and a practical constraint at x equals zero), thus allowing a 
 6
sub-region of this domain (instead of the entire domain) to be used to evaluate the integral.  
For example,  in Eq. (3), it is typically assumed that the demand conditioned on intensity, 
(EDP|IM), relationship has a lognormal distribution [16, 17].  Thus the region of integration 
can be specified as a certain number of standard deviations either side of the mean demand for 
the given intensity.   
Inadequate selection of the sub-region for integration will lead to underestimation of the 
value of the integral.  It is therefore desired that determination of the integration region be 
obtained internally within a computational algorithm, thus preventing possible errors by 
inexperienced users (this is one objective in the previously defined ‘user-friendliness’).  In 
certain cases it is not a trivial task to determine the region of integration because of several 
reasons which are discussed in detail below.   
Problems with selection of the integration region can occur when the distribution that is 
used to ‘guess’ an appropriate integration region does not conform well to the shape of the 
integrand.  To explain this more clearly we refer to the computation of the mean annual 
frequency of exceeding some level of demand given in Eq. (2).  For this problem the mean 
and standard deviation of the EDP|IM, relationship are typically provided via structural 
analysis instead of IM|EDP, which requires the use of iteratively scaling ground motion 
records until a target EDP is achieved [18].  However, for solution of the integral the mean 
and standard deviation of the intensity given demand (IM|EDP) relationship is required in 
order to determine the appropriate intensity values to integrate over.  If it is assumed that 
locally EDP and IM can be related by  IMEDPIMbaIMEDP |)ln()ln(|   (where all 
terms are deterministic except   which has zero expectation and unit lognormal standard 
deviation), then the mean and dispersion of the intensity given demand relationship can be 
given by   baIMEDPEDPIM /)ln(|ln|ln   , and bIMEDPEDPIM /)( |ln|ln   , respectively [19].  Fig. 
1 shows the probability density function (pdf) of the intensity given demand relationship, the 
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integrand of the demand hazard for EDP = 0.05 (where in this case the EDP is assumed to be 
the peak drift of the structure), and the normalised pdf of the ground motion exceedance (i.e. 
not the ground motion hazard).  Here, seismic intensity and demand are measured using the 
1.5 second elastic spectral acceleration (IM = Sa(T=1.5s,5%)), and drift (EDP = θ), 
respectively; the EDP|IM parameters are (a, b, βlnEDP|IM) = (0.01, 1.5, 0.4); and the ground 
motion hazard is for Christchurch, New Zealand [20].  It is immediately evident that the two 
curves in Figure 1 are offset.  If the density of the IM|EDP relationship is used to approximate 
the bounds for the region of integration then for a desired level of accuracy it will likely lead 
to lower and upper integration limits which are too large.  Having a lower limit which is too 
large will potentially mean that a sub-region of the integration domain which contributes 
significantly toward the value of the integral will be neglected, resulting in potential 
significant error.  This problem can be resolved by integrating over a large number of standard 
deviations (i.e. about ±4 is sufficient for a integration tolerance of 1x10-3).  However in this 
case, the upper limit will be quite large (using 4 standard deviations gives an upper limit of 
8.49) and since the magnitude of the integrand becomes insignificant around an intensity of 5, 
then integration over this insignificant region (i.e. from intensities of 5-8.5) unnecessarily 
increases the computational demand. 
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Fig. 1: Illustration of the offset in the probability density function used for integration region 
estimation with: (a) the integrand of the integral, and (b) the ground motion pdf. 
 
Problems in determining the region of integration can also occur when neither of the 
two functions comprising the integrand of the risk integral conform to an analytical 
probability density function (with the exception of extreme value-type distributions).  This 
problem is encountered when trying to compute the expectation of the annual loss (Eq. (3)).  
In this case the functions in the integrand are the expected loss given intensity and the 
derivative of the ground motion hazard, neither of which are a ‘conventional’ probability 
density.  Fig. 2 shows the expected loss given intensity for a typical NZ bridge [21]; ground 
motion hazard curve for Wellington, New Zealand [20]; and the resulting integrand of the 
expected annual loss.  It can be seen that while it may be relatively simple to determine a sub-
region of integration from inspection, trying to determine a sub-region within a computational 
algorithm will require the use of some optimisation algorithm (or similar) to determine where 
the values of the integrand are or are not significant.  This would mean that numerous 
evaluations of the integrand would be required, none of which would be used toward 
computing the integral. 
In the above two problematic cases it is desirable, instead of predefining a sub-region of 
integration, to instead integrate over the entire domain of integration (or for the first problem 
type, using a sub-domain based on a large number of standard deviations), but performing the 
integration in such a way that little computational effort is expended in computing the 
integrand over regions which contribute insignificantly toward the numerical value of the 
integral.  An algorithm offering a potential solution to the above statements is addressed in 
subsequent sections. 
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Fig. 2: (a) Expected loss given intensity; (b) ground motion hazard; (c) expected annual loss 
integrand for the example problem considered. 
INDEFINITE LIMITS OF INTEGRATION AND ASSUMPTIONS 
As the domain of x is not finite then Eq. (4) cannot be easily numerically integrated in 
its current form.  There are numerous methods in handling indefinite integrals, in this work 
the following mapping is used to make the integration domain finite: 
)1(
1
 xt  5)
This transformation maps the region x = [0, ∞) to t = (0,1], and in particular x = 0 → t = 1, 
x = ∞ → t = 0.  With this transformation, Equation (4) can be re-written the following form: 
(a) (b) 
(c) 
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t
dxxfxGI  
6) 
If the integrand, G(x)f(x) approachs zero at least as fast as 1/x2 as x tends to infinity then the 
integral converges.  This is the same as requiring   0)1/1(1/1  tftG  at least as fast as 
02 t .  Eq. (6) is now in a form suitable for direct numerical integration. 
We will also make two mild assumptions (which we will later relax) for the forms of the 
functions comprising the integrand.  The first is that the function G(x) is monotonically 
increasing, and the second that f(x) is a uni-modal function (i.e. it has only one maximum, 
before which the function is monotonically increasing, and after which it is monotonically 
decreasing).  These two assumptions generally agree with intuition, for example one would 
expect that as the level of ground shaking (intensity) increases, the level of damage (loss) 
increases, similarly the function, f(x), is usually a probability density function which is 
assumed to be lognormal (e.g. the EDP|IM relation) or is similar to an extreme value 
distribution (e.g.  IM ), both of which are uni-modal functions.  Under the above two 
assumptions it can be shown that while the integrand of I, G(x)f(x), is not strictly a uni-modal 
function (although in the majority of cases it will be), the majority of the integral will be 
contributed from a single sub-region (e.g. Fig. 1 and Fig. 2(c)), and the integrand will not have 
a significant multi-modal shape (i.e. a significant contribution toward the integral will not 
come from two or more distinctively separate regions of the integration variable).  The 
premise that the dominant contribution toward the integral will occur over a single region of 
integration is used to target the computational effort toward the integral evaluation at the 
location of this region.  Nevertheless, the proposed algorithm will cope with significant 
contributions from several distinct regions provided the initial distribution of integration 
points is capable of identifying each such region. 
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CONCEPT OF MAGNITUDE-ORIENTED ADAPTIVE QUADRATURE 
As previously stated, we aim to have a quadrature method which can adapt around the 
integrand in order to achieve both accuracy, computational efficiency, and require no 
integration computation specifics (such as the step size and region of integration), other than 
the error tolerance and maximum number of function evaluations.  For completeness, we first 
discuss two simple quadrature methods, Romberg integration, and Simpson’s rule-based 
adaptive quadrature, which are globally and locally adaptive methods, respectively.  These 
two methods are described briefly here as they are used as a basis of the locally and globally 
adaptive quadrature method we propose.  Further information on these two algorithms can be 
found, for example, in [22, 23]. 
One simple but highly efficient algorithm for numerical integration that allows error 
estimation is Romberg Integration [22].  The Romberg integration algorithm is a 
computational method of using Richardson Extrapolation with the Trapeziodal rule [23], 
which uses two approximations (of, in this case, an integral) to compute a third more accurate 
approximation.  The Romberg Integration algorithm can be expressed in the following form: 
 1,1,111,1, 14 1   kjkjkkjkj IIII  7)
where k (>1) is the order of the approximation error (i.e. k = 2 corresponds to  4hO , k = 3 to 
 6hO  etc.; h is the step size of integration; the subscript j is used to denoted the more and less 
accurate approximations of the integral ( 1,1  kjI  and 1, kjI , respectively); and kjI ,  is the 
improved estimate of the integral.  Hence Eq. (7) shows that effectively the improved estimate 
is obtained by incrementing the more accurate of the two estimates.  Romberg integration is 
efficient in the sense that it is able to use previous integration points when the integration step 
size is further refined and then combined with Richardson Extrapolation it is markedly more 
efficient than conventional Simpson’s rule [23]. 
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The Romberg integration algorithm is most efficient when the curvature of the integrand 
is relatively constant over the region of integration.  When the curvature of the integrand 
varies significantly over the region of integration, the rate of convergence is reduced because 
certain sub-regions take longer to achieve convergence (to a specified tolerance) while 
additional function evaluations are ‘wasted’ in sub-regions where convergence has already 
been achieved.  The reduction in convergence of the Romberg algorithm in such cases is due 
to the fact that convergence of the integral is measured globally (i.e. over the entire region of 
integration).   
Adaptive quadratures [22] are one such set of algorithms where convergence is 
measured locally (i.e. over some sub-region), which makes it more efficient for integrals with 
rapidly changing curvatures.  Adaptive quadrature was initially developed for use in solving 
ordinary differential equations where so-called ‘stiff’ problems [22, 23] are encountered.  The 
most common form of adaptive quadrature is that which uses successively refined 
approximations of Simpson’s rule.  Simpson’s rule-based Adaptive quadrature (herein 
referred to simply as adaptive quadrature for brevity) is based on the following steps: (1) 
numerically integrate over some sub-region using Simpson’s rule with three points; (2) sub-
divide the interval by evaluating the integrand at the ¼ and ¾ points of the sub-region, then 
apply Simpson’s rule using three points over each of the two half-regions and then add the 
resulting two values; (3) compare the relative error between the more and less accurate 
approximations; if the relative error is acceptable then move to the next sub-region, else repeat 
the process, but using only the left half the original sub-region. 
From the previous discussions the following points can be noted for Romberg 
integration and adaptive quadrature concerning convergence and efficiency.  Romberg 
integration measures convergence globally and therefore efficiency can be reduced when 
certain regions of the integration domain take longer to converge than others.  Adaptive 
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quadrature measures convergence locally, therefore overcoming the aforementioned problem 
of local convergence for Romberg integration.  However, because convergence is only 
measured locally then significant computational effort can be spend evaluating regions of the 
integration domain whose magnitude does not affect the global convergence.  Below an 
algorithm, herein referred to as magnitude-oriented adaptive quadrature (MAQ), is introduced 
which aims to provide a solution to both of the noted problems in Romberg integration and 
adaptive quadrature, which in particular occur in the problem context discussed in this 
manuscript. 
MAQ can be thought of as a further extension of conventional adaptive quadrature.  The 
key differences being that: (i) MAQ considers convergence at both a local and global level; 
and (ii) MAQ uses a modified region discretization.  A schematic illustration of the four-step 
process of MAQ is given in Fig. 3 and outlined in the following paragraphs.  It is also noted 
that a MATLAB implementation of the MAQ algorithm can be obtained from 
http://www.civil.canterbury.ac.nz/postgrads/bbradley.asp. Also herein for brevity the region 
of integration is implied to be the region of integration after transformation by Eq. (5) unless 
otherwise stated. 
Initialisation: To start the algorithm requires the user to specify values for the region of 
integration (i.e. for x=(0, infinity) t=(0, 1)) for the error tolerance, ‘tol’, and maximum number 
of function evaluations, ‘maxeval’.  The initial value of the integral is set to zero as well as 
counter variables which are used to keep track of the number of function evaluations, and to 
store computed values in arrays. 
Step 1: firstly the integrand is evaluated at the two endpoints (a and b) and a midpoint 
c = (a+b)/2.  Based on these three points Simpson’s rule is used to estimate the integral over 
the region of integration (I1) which is given by: 
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 fbfcfaabI  4
6
)(
1  8)
where fa, fb and fc denote the value of the integrand at a, b and c, respectively. 
Step 2: Two additional integrand evaluations are obtained at the points, d = (c+a)/2 and 
e = (b+c)/2 (which are denoted as fd and fe, respectively).  Thus, Simpson’s rule (i.e. Eq. 8 
with the necessary subscript substitutions) can be used to obtain two integral approximations 
over the regions (a, c) and (c, b).  As a smaller step size of integration is used these integral 
approximations (I2 and I3) will be more accurate than the approximation obtained in step 1 
(I1).   
Step 3: An approximation of the error between the approximate and exact values of the 
integral over the sub-region (a, b) can be obtained as the difference between the more and less 
accurate approximations (Q1 =  I1 and Q2  =  I2 + I3, respectively).  This error is then compared 
to the local and global convergence criteria to determine if the error is acceptable (local and 
global convergence criteria are discussed in detail later in the manuscript). 
Step 4(i): If convergence is reached for the sub-region considered then the 
approximation of this particular sub-region is added to the accumulating approximation of the 
integral.  Given that the order of the two approximations Q1 and Q2 are  4hO  and   42hO , 
respectively, Richardson extrapolation [23] can be used to combine these two estimates to 
obtain an integral estimate with an error of the order   82hO  by: 
 122 15
1 QQQI   9)
This high order estimate is the approximation that is added to the accumulating approximation 
of the integral.  As convergence for this sub-region has been reached then the algorithm 
moves to the next sub-region (i.e. Step 1).   
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Step 1: Evaluate integrand at points a, b and c 
and use Simpsons rule to approximate the 
integral over region (a,b), I1 
Step 2: Evaluate integrand at points d and e 
and use Simpsons rule to approximate the 
integral over region (a,c), I2, and over region 
(c,b), I3. 
 
 
Step 3: Compute error between 
approximations in steps 1 and 2 and compare 
error with local and global convergence 
criteria 
                           
                      
Step 4(i): If convergence reached for sub-
region considered then add increment to 
accumulating approximation of integral.  
Then obtain stored data for next sub-region 
(see step 4(ii)) and return to step 1. 
 
 
                                     
          
Step 4(ii): If convergence is not reached then 
select the half of the current sub-region which 
has the larger integral approximation 
increment.  Store the abscissa and function 
values for the region which is not selected 
(these values are retrieved at a later date), and 
then return to step 1 with the new sub-region. 
 
Fig. 3: Schematic illustration of the four steps in magnitude-oriented adaptive quadrature 
 
b c a 
c a b 
a c bd e
I2 I3 
Q1= I1 ;  Q2 = I2+I3 
err = abs[Q2-Q1] 
 
Is err < tol*Q2 OR err < tol*Itotal ? 
Itotal = Itotal + Q2 + (Q2 – Q1)/15 
 
Go to next sub-region (Step 1), 
or if no more sub-regions then 
END 
Is I2 > I3 ? 
I1 
a c b 
Actual  Approximation 
Yes
No
Yes
No
Go to step 1 
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Step 4(ii):  If convergence is not reached then the size of the sub-region needs to be 
reduced (and more function evaluations performed) so that the desired accuracy can be 
achieved.  The sub-region is halved and the choice of which half to select is based on the 
estimates of the integral over the two half regions.  For example, if I2 > I3 (i.e. the integral 
over region (a,c) is larger than over (c,b)) then region (a,c) is selected as the new sub-region.  
The abscissa and integrand values computed within the smaller sub-region are stored in an 
array and the algorithm returns to step 1 with the smaller sub-region.  This smaller region is 
the region which will be the ‘next sub-region’ described in step 4(i) once convergence is 
reached in the larger sub-region. 
For clarity in Fig. 3, details on the monitoring the number of function evaluations 
performed relative to the maximum number prescribed, as well as details on storing of data 
points have been omitted.  Further details can be found in the aforementioned programmed 
version of the algorithm which is available. 
From the above four steps it becomes apparent that one of they key aims of the 
algorithm is to evaluate the integrand primarily around the region which contributes the most 
toward the integral (this is the effect in step 4(ii) of selecting the larger of the two half 
regions).  This allows the initial computational effort to be focused on efficiently obtaining the 
dominant contribution to the integral.  Fig. 4 illustrates an example problem of the integration 
of the standard normal density function over the region x = (-5,5), with an error tolerance of 
tol = 1x10-3 using MAQ and adaptive quadrature (note that Romberg integration is not used in 
the comparison as it is not a locally adaptive method).  It is noted for clarity that the standard 
normal density (SND) has the highest value about x = 0 with values tending to zero moving 
away from this maximum.  As conventional adaptive quadrature always selects the left-hand 
sub-region (see step 4(ii) described previously) when convergence is not reached then 
adaptive quadrature effectively computes the integral from left-to-right.  This is clearly 
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illustrated in the accumulating value of the integral, where at the two tails of the SND the 
contribution to the integral is minor (represented by the initial and final ranges of function 
evaluations in Fig. 4) and the dominant contribution occurs over a relatively small range of 
the region of integration (i.e. most of the contribution to the integral comes during a small 
window of function evaluations).  In comparison, the MAQ algorithm targets the evaluation of 
the integral over this primary region first.  As seen in the figure after approximately 20 
function evaluations, in which convergence is reached in three sub-regions, the accumulating 
value of the integral is already 40% of the final value (indicating most of the converged sub-
regions were around x = 0). 
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Fig. 4: Example problem illustrating approximation of integral as a function of number 
of function evaluations. 
 
This targeting of the primary region of contribution to the integral is paramount in 
allowing the MAQ algorithm to also have global convergence criteria.  This global 
convergence criterion is put in place to allow convergence over regions in which the 
contribution to the total integral is minor, despite local convergence not being reached.  This 
is achieved by having two separate criteria for convergence (see Step 3 in Fig. 3) only one of 
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which is required to be satisfied.  The first criterion is that of local convergence based on the 
truncation error in a single sub-region due to the step size between integration points.  The 
second is that of global convergence which aims to allow convergence of a sub-region in 
which the integral contribution is minor compared to the final value of the integral.  This is 
shown in Fig. 4 for the MAQ algorithm by the high density of points which do not contribute 
significantly. 
One problem encountered when constructing the MAQ algorithm is that: as the exact 
value of the integral is not known then how is it possible to determine if integration over some 
sub-region does or does not contribute significantly to the magnitude of the integral?  As the 
current estimate of the integral is based on the integrand in regions where convergence has 
been achieved and the integrand is non-negative, this approximation will be less than the true 
value of the integral (i.e. global convergence of the integral is from below as shown in Fig. 4), 
then the global tolerance criteria will be conservative.  The conservatism is limited in the 
sense that by the time the less significant regions of the integrand are approached, the majority 
of the integral has already been computed (and therefore the current accumulating 
approximation of the integral is likely close to the final value).  Thus the only input 
requirements for the MAQ algorithm are (in general) two error tolerance values (one global 
and one local) and the maximum number of function evaluations.  Herein we will drop the 
generalisation of using two different error tolerances and use the same error tolerance for both 
local and global convergence. 
EFFICIENCY COMPARISON OF INTEGRATION METHODS 
To illustrate the benefits of the proposed MAQ algorithm over Romberg integration and 
convential adaptive quadrature, we investigate the two problems that were mentioned in the 
preceeding sections. 
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Case 1: Expected annual loss computation 
Firstly we investigate the case where the region of integration cannot be simply defined 
as is the case for computation of the expectation of the annual loss.  We consider the same 
problem as referred to in Fig. 2, and consider computation of the integral for relative error 
tolerances of 10-2 and 10-3. 
Figure 5 shows six subplots, which illustrate the distribution of the points of function 
evaluation for the three integration methods using the two different error tolerances.  Here the 
phrase ‘nfevals’ is used to represent ‘number of function evaluations’, while ‘tol’ is used to 
represent the acceptable error tolerence.  It can be seen that using Romberg Integration (Fig. 
5(a) and 5(b)) a significant number of function evaluations are expended computing the 
integrand for t values less than 0.5 (i.e. IM > 1.0).  For both tolerance cases, convergence of 
the integral using Romberg Integration is primarily reduced due to a significant number of 
function evaluations being required to capture the two peaks of the integrand at t ~ 0.83 and 
0.94. 
Inspection of the results using adaptive quadrature (Fig. 5a and 5d) illustrates that by 
measuring convergence locally, over regions of low curvature (such as t = 0.55 – 0.75, Fig. 
5(c)) the use of adaptive quadrature, as opposed to Romberg Integration can result in 
significant computational reductions.  However, the flaw of measuring convergence only 
locally results in significant functions evaluations being required to evaluate the integrand for 
t < 0.5, and around the region of t = 1.0, despite both of these regions contributing 
insignificantly toward the integrand. 
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Fig. 5:  Illustration of the location of integrand evaluations for computing the expected annual 
loss problem for (a)&(b) Romberg Integration; (c)&(d) Conventional adaptive quadrature; 
(e)&(f) MAQ, for error tolerances of 10-2 and 10-3. 
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Figures 5(e) and 5(f) illustrate the distribution of function evaluations required to 
compute the integral using MAQ.  It can be seen that MAQ does not suffer from the two 
aforementioned problems exhibited by Romberg Integration and adaptive quadrature.  Firstly, 
over the regions of high curvature (t = 0.77, 0.83, and 0.94) the algorithm adapts locally to 
reduce the step size around these regions.  Secondly, over the insignificant regions of the 
integrand (i.e. t < 0.5), MAQ relaxes the local convergence requirements on the basis that the 
global contribution of this region to the value of the integral is less than the global tolerance of 
the current value of the integral.  The reduction in function evaluations in the insignificant 
region is particularly evident when the error tolerance is reduced to 10-3 (Fig. 5(f)).  For an 
error tolerance of 10-2, the use of MAQ results in a computational reduction of 4.5- and 8.8-
fold compared to Romberg and Adpative quadrature, respectively.  For an error tolerance of 
10-3, the computational reductions are 7.9- and 6.8-fold, respectively.   
Case 2: Probability of collapse computation 
To illustrate the computation of a risk integral where one of the integrand arguments is a 
‘conventional’ probability distribution we consider the computation of the annual probability 
of collapse.  As previously mentioned, the fact that one of the arguments of the integrand is a 
probability distribution allows integration over a specified number of standard deviations, as 
opposed to integration over the entire domain of the integration variable.  Similar to case 1 
above, the efficiency (in terms of function evaluations) of the three integration methods is 
compared for error tolerances of 10-2 and 10-3.  Therefore the integral is computed based on 
using endpoints which are three standard deviations either side of the mean (which based on 
the standard normal distribution will give rise to an error of 2x10-3, due to neglecting the end 
regions). 
We consider the ground motion hazard shown in Fig. 2(b) and assume that structure has 
a collapse fragility curve (assumed lognormal) with mean Spectral acceleration 
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(Sa(T=2.0s,5%)) of 0.4g and dispersion of 0.3.  As three standard deviations either side of the 
mean are considered, then the corresponding region of integration is 
IM =   35.0exp 2   = 0.085-1.714g , which corresponds to t = 0.368-0.922 (using Eq. 
(5)). 
Figure 6 illustrates the function evaluation distributions for the six different integration 
permutations.  Again, similar to case 1, it can be seen that Romberg integration (Fig. 6(a) and 
6(b)) requires additional functional evaluations about the peak of the integrand to achieve 
global convergence, and as a result a significant number of function evaluations are expended 
over the tails of the integrand.  Integration using adaptive quadrature (Fig. 6(c) and 6(d)) 
captures the primary region of the integrand efficiently, but the local convergence criteria 
means that significant function evaluations are required over the tails of the distribution.  
Again, the use of MAQ for this problem allows efficient integration over the entire integration 
domain.  For a tolerance of 10-2, MAQ requires approximately only two-thirds of the function 
evaluations that are required using the other two methods.  The efficiency of MAQ is 
particularly evident when the error tolerance is decreased to 10-3 (Fig. 6(e) and 6(f)).  Using 
MAQ, only 8 (~40%) additional function evaluations are required to achieve convergence for 
an error tolerance of 10-2, while the number of function evaluations almost doubles for both 
Romberg Integration and Adaptive Quadrature.   
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Fig. 6:  Illustration of the location of integrand evaluations for computing the annual rate of 
collapse problem using 5 standard deviations for (a)&(b) Conventional adaptive quadrature; 
(c)&(d) Romberg Integration; (e)&(f) MAQ, for error tolerances of 10-2 and 10-3. 
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It should also be noted although not shown here, that if a higher accuracy solution is 
desired then the number of standard deviations to integrate over must be increased.  This 
would result in substantially more computational demand for the Romberg and Adaptive 
quadrature algorithms, while the increase in computational demand for the MAQ algorithm 
would be only minor.  The reason that the increase would be minor comes back to the idea 
that MAQ is efficient at handling these tails of the integrand (such as that shown Fig. 4(f) for 
t < 0.5). 
The MAQ algorithm can also be extended to the numerical evaluation of multiple 
integrals, in which it would be significantly more efficient compared the other two 
alternatives discussed in this papers since the computational work for multiple integrals can be 
approximated as 
N
nfeval , where nfeval  is the average number of function evaluations in 
each dimension, and N is the order/dimension of integration (i.e. single = 1, double = 2).  
Thus a two-fold reduction in computational work for a single integral is equivalent to a 4-fold 
reduction for a similar double integral. 
CONCLUSIONS 
An integration algorithm called Magnitude-oriented Adaptive Quadrature (MAQ) has been 
developed specifically for integration of the governing equations within the PEER framework 
formula.  It has been illustrated that in addition to the methods being significantly more 
efficient than conventional integration algorithms such as Romberg integration and 
Simpson’s-rule based Adaptive Quadrature, MAQ is also ‘user-friendly’ in the sense that only 
the error tolerance is required to be specified (and not any information on the region of 
integration etc.).  Therefore it can be conclusively stated that a seismic loss estimation 
framework which propagates uncertainty through direct numerical integration with MAQ will 
be significantly more efficient than one which uses conventional integration algorithms. 
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Although attention on the application of the proposed MAQ algorithm in this 
manuscript has been given only to the PEER framing equations, there is no reason why the 
algorithm cannot be used in other situations.  It will likely be an efficient integration 
algorithm for problems which contain integrals with a non-negative integrand of a similar 
functional form to those discussed here. 
Based on the findings of this research the following conclusions can be made: 
1. The determination of an adequate yet efficient sub-region of integration for PBEE 
integrals over the entire domain of positive real numbers is a challenging task. 
2. An algorithm is presented which allows integration over the entire integration 
domain, with computational effort focused on those regions which provide the 
majority of the contribution of the magnitude of the integral 
3. Through two case examples it was shown that the computational reduction is 
reduced can range from a 4.5- to 8.8-fold in the case of integration over the entire 
domain, and a 30-100% reduction when only part of the integrand is required to be 
integrated, compared to Romberg and Adaptive quadrature algorithms. 
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