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STATISTICAL INSTABILITY FOR CONTRACTING LORENZ FLOWS
JOSE´ F. ALVES AND MUHAMMAD ALI KHAN
Abstract. We consider one parameter families of vector fields introduced by Rovella,
obtained through modifying the eigenvalues of the geometric Lorenz attractor, replacing
the expanding condition on the eigenvalues of the singularity by a contracting one. We
show that there is no statistical stability within the set of parameters for which there
is a physical measure supported on the attractor. This is achieved obtaining a similar
conclusion at the level of the corresponding one-dimensional contracting Lorenz maps.
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1. Introduction
It is a fundamental problem in Dynamics to understand under which conditions the
behavior of typical (positive Lebesgue measure) orbits is well defined from the statistical
point of view and under which conditions these statistical properties are stable under small
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modifications. In uniformly hyperbolic dynamics, the statistical properties of a dynami-
cal system can be expressed through Sinai-Ruelle-Bowen (SRB) measures, introduced by
Sinai for Anosov diffeomorphisms [32] and obtained by Ruelle and Bowen for Axiom A
attractors, both for diffeomorphisms [30] and flows [16]. These measures are characterised
by having at least one positive Lyapunov exponent almost everywhere and conditional
measures on local unstable manifolds which are absolutely continuous with respect to the
conditional Lebesgue measure on those manifolds. In many situations, including all the
classical systems studied by Sinai, Ruelle and Bowen, SRB measures are a particular case
of physical measures that we introduce next.
1.1. Statistical instability. We say that a Borel probability measure µ invariant by a
flow (X t)t for a vector field X in Riemannian manifold M is a physical measure for X if
there is a positive Lebesgue measure subset of points x ∈M such that
lim
T→+∞
1
T
∫ T
0
ϕ(X t(x))dt =
∫
ϕ dµ, for any continuous ϕ : M → R.
Physical measures for discrete-time dynamical systems are defined similarly, replacing the
continuous time averages by the corresponding discrete time averages in the formula above.
A special type of physical measure arises when we have an attracting periodic orbit. Clearly,
the singular measure supported on that periodic orbit is a physical measure. The afore-
mentioned SRB measures for hyperbolic attractors appear more generally in the setting
chaotic attractors, where there exist directions of expansion within the attractor.
While studying the persistence of the statistical properties of Viana maps, the notion
of statistical stability for certain families of dynamical systems has been proposed in [8],
trying to express the continuous variation of the physical measure as a function of the
dynamical system. This kind of stability essentially states that small perturbations of the
system do not cause much effect on the averages of continuous observables along orbits.
Besides the aforementioned statistical stability for Viana maps, in the recent years several
other results have been obtained for families of chaotic maps, including unimodal maps
[11, 12, 18, 19, 31, 34], He´non diffeomorphisms [3, 4, 37, 38] and Lorenz-like maps or flows
[5, 7, 10].
Here we are interested in results in the opposite direction. We say that a parametrised
family of vector fields (Xa)a∈P (or the corresponding family of flows) is statistically unstable
at a certain parameter a ∈ P if there is a sequence (an)n in P converging to a such that
each Xan has a physical measure µan and, moreover, the sequence (µan)n does not converge
(in the weak* topology) to a physical measure of Xa. Statistically unstable families of
discrete-time dynamical systems are defined similarly.
There are not many examples of statistically unstable systems in the literature. For
results in this direction, see [22, 35] for the quadratic family or [24] for piecewise ex-
panding maps, both discrete time dynamical systems. In this work, we show that the
family of contracting Lorenz flows introduced by Rovella [29] and the associated family
one-dimensional maps are both statistically unstable. To the best of our knowledge, this
gives the first example of a statistically unstable family of vector fields.
1.2. Contracting Lorenz flows. Lorenz [25] formulated a simple model of differential
equations in R3 as a finite dimensional approximation of the evolution equation for atmo-
spheric dynamics, numerically showing the existence of an attractor with sensitive depen-
dence on initial conditions. It was then a question of great interest to rigorously prove
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this experimental evidence. Motivated by this problem, Guckenheimer and Williams [21]
tried to write down the abstract properties of that attractor and produced a prototype, the
so-called geometric Lorenz attractor, which turned out to be the first example of a robust
chaotic attractor with a hyperbolic singularity. Given as the 14th problem of Smale [33],
the question of knowing if the dynamics of the Lorenz equations is same as that of the
geometric model. This problem had a positive answer by Tucker [36].
The geometric Lorenz attractor is a maximal invariant set for a vector field X in R3
having a dense orbit with a positive Lyapunov exponent and a singularity at the origin,
whose derivative has real eigenvalues satisfying
0 < −λ3 < λ1 < −λ2.
The contracting Lorenz attractor, introduced by Rovella in [29], is the maximal invariant
set of a vector field whose construction is similar to geometric Lorenz attractor, with the
only difference that the eigenvalues for the derivative at the singularity satisfy
0 < λ1 < −λ3 < −λ2.
This attractor is no longer topologically robust. Only in a measure theoretical sense one
can detect some robustness: there is a codimension two submanifold in the space of all
vector fields, whose elements are full density points for the set of vector fields that exhibit
a contracting Lorenz attractor in generic two parameter families through them. Rovella
observed that it is enough to consider one parameter families of vector fields in that codi-
mension two submanifold, and showed that for any such family (Xa)a≥0 there is a positive
Lebesgue measure subset of parameters R ⊂ R+ such that the vector field Xa has a chaotic
attractor for each a ∈ R. We will refer to the flow of each Xa as a contracting Lorenz flow
and to R as the set of Rovella parameters.
Metzger managed to prove in [26] that the strange attractor corresponding to a Rovella
parameter supports a unique physical measure, which is in fact an SRB measure. In [27],
Metzeger proved the stability of this measure under random perturbations (stochastic sta-
bility). Our first main result gives that from a deterministic point of view the situation is
completely different.
Theorem A. Given any a ∈ R, there is a sequence (an)n in R+ converging to a such
that for each an the Dirac measure supported on the singularity contained in the attractor
of Xan is a physical measure for the flow of Xan.
Recalling that by [26] each Rovella parameter has a unique physical measure supported
on the strange attractor, which is actually an SRB measure, from Theorem A we easily
get the following important consequence.
Corollary B. Contracting Lorenz flows are statistically unstable at Rovella parameters.
This shows that for the families of contracting Lorenz flows considered by Rovella, the
situation is completely different from the classical Lorenz flows, where statistical stability
holds everywhere; see [7, 10].
It is worth noting that Rovella established in [29] that parameters with chaotic attractors
are accumulated by others with attracting periodic orbits. However, no conclusion has
been drawn about the convergence (or not) of the physical measures supported on these
attracting periodic orbits to the SRB measure supported on the chaotic attractor for the
limiting parameter. Note also that the physical measures corresponding to our sequence
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of parameters in Theorem A are of a different nature: they are supported on a singularity
which has one positive eigenvalue, clearly not an attracting singular orbit.
1.3. One-dimensional contracting Lorenz maps. The proof of Theorem A uses the
key fact that, as in the classical situation, contracting Lorenz flows have a global cross-
section with a one dimensional invariant foliation which is contracted by the first return
map; see [29]. Quotienting by stable leaves we get a one parameter family {fa}a≥0 of one-
dimensional maps, which we shall refer to as the family of contracting Lorenz maps. Each
fa carries a discontinuity at 0 and two critical values ±1; see Subsection 2.2 for details.
Using the strategy of Benedicks and Carleson [13, 14] for the quadratic family, Rovella
shows in [29] that the critical values ±1 of fa have positive Lyapunov exponents, thus
obtaining a strange attractor for each Xa with a ∈ R. Metzeger [26] showed that each one-
dimensional map fa with a ∈ R has a unique physical measure, which is in fact absolutely
continuous invariant probability measure. This yields an SRB measure supported on the
attractor of Xa.
Here we will also use the family of contracting Lorenz maps to prove Theorem A. Inspired
by the work of Thunberg [35] for the quadratic family, we will obtain parameters with a
super-attractor, i.e. an attracting periodic orbit containing the critical point, accumulating
on Rovella parameters. To each of the parameters in the sequence given by Theorem C
corresponds a flow for which the unstable manifold of the singularity in the attractor is
contained in its stable manifold.
Theorem C. Given any a ∈ R, there is a sequence (an)n in R+ converging to a such that
each fan has a super-attractor. Moreover, the sequence of physical measures supported on
these super-attractors converges to an invariant measure for fa supported on a repelling
periodic orbit.
From Theorem C we can deduce the following interesting conclusion:
Corollary D. Contracting Lorenz maps are statistically unstable at Rovella parameters.
It is enough to see that, for a ∈ R, a physical measure for fa cannot be supported on a
repelling periodic orbit. In fact, each fa with a ∈ R has a dense orbit, by [29, Theorem 2].
Also, for every nonuniformly expanding map, forward invariant sets with positive Lebesgue
measure must have full Lebesgue measure in some interval of a fixed radius (not depending
on that set), by [2, Lemma 5.6]. So, applying this fact to the basins of two possible physical
measures, together with the existence of dense orbits, we easily see that there is at least
one common point in the basins of both physical measures, and so they coincide. Since [26]
gives that each fa with a ∈ R has a physical measure which is absolutely continuous with
respect to Lebesgue measure, it follows that the measure supported on a repelling periodic
orbit cannot be a physical measure for fa.
Notice that, for each a ∈ R, the invariant measure for fa given by Theorem C lifts
to a measure supported on a periodic orbit (of saddle type) in the Poincare´ section, and
this measure lifts to a measure supported on a periodic orbit for the corresponding Xa.
Since projections (both from the ambient manifold to the Poincare´ section, and from the
Poincare´ section to the quotient interval) preserve physical measures, it easily follows that
the measure supported on the periodic orbit for Xa cannot be a physical measure.
In the opposite direction, using techniques developed in [1, 18, 19], Alves and Soufi [5]
obtained the strong statistical stability for Rovella maps within the set R: the density of
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the physical measure (which is absolutely continuous with respect to Lebesgue measure on
the interval) depends continuously (in the L1-norm) on the parameter a ∈ R. The weak*
continuity of the physical measures for the flows within the set of Rovella parameters is
the goal of the work in progress [6].
Acknowledgement. The authors acknowledge interesting discussions with Stefano Luz-
zatto at Tarbiat Modares University, Tehran, that much contributed to the final statement
of Theorem A.
2. Lorenz-like attractors
Let M be a manifold and X be a smooth vector field on M and denote by X t the flow
generated by X. An attractor for X t is a transitive (it contains a dense orbit) invariant
set Λ ⊂M such that it has an open neighborhood U with X t (U) ⊂ U for all t > 0 and
Λ =
⋂
t≥0
X t(U).
A set U with these properties is called a trapping region for the attractor Λ. We say that Λ
is robust if for any smooth vector field Y in a neighborhood of X, we still have ∩t≥0Y t(U)
an attractor.
2.1. Geometric Lorenz attractor. Lorenz [25] studied numerically the vector field X
given by the system of differential equations in R3 x˙ = a(y − x)y˙ = bx− y − xzz˙ = xy − cx
for the parametric values a = 10, b = 28 and c = 8/3. The following properties are well
known for this vector field:
(1) X has a singularity at the origin with eigenvalues
0 < 2.6 ≈ −λ3 < λ1 ≈ 11.83 < −λ2 ≈ 22.83;
(2) there is a trapping region U such that Λ =
⋂
t>0X
t(U) is an attractor and the
origin is the unique singularity contained in U ;
(3) Λ contains a dense orbit with a positive Lyapunov exponent.
A set Λ with the above properties is usually referred as a strange attractor.
In the late 1970’s, Guckenheimer and Williams [21] introduced the geometric description
of a flow having similar dynamical behavior as that of Lorenz system, known as geometric
Lorenz flow. This geometric model posses a trapping region containing a transitive attrac-
tor which has a singularity accumulated by the regular orbits preventing the attractor to
be hyperbolic.
The construction of the geometric model can be briefly described as follows: the vector
field X has a singularity at (0, 0, 0) and it is linear in a neighborhood containing the cube
{(x, y, z) : |x| ≤ 1, |y| ≤ 1, |z| ≤ 1}. The derivative of X at the singularity admits three
real eigenvalues λ1, λ2 and λ3 satisfying 0 < −λ3 < λ1 < −λ2. This means that the
origin is a saddle point with a 2-dimensional stable manifold. We denote by Σ the roof
{|x| ≤ 1, |y| ≤ 1, z = 1} of the cube, intersecting the stable manifold of the singularity
along a curve Γ which divides Σ into two regions Σ+ = {(x, y, 1) ∈ Σ : x > 0} and
Σ− = {(x, y, 1) ∈ Σ : x < 0}. The images of the rectangles Σ±, by the return map, are
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Figure 1. Lorenz map
triangles S± except vertices (±1, 0, 0) such that the line segments {x = constant} ∩Σ are
mapped to the segments {z = constant} ∩ S±. Then we assume that the line segments
{z = constant} ∩ S± are mapped to the segments contained in {x = constant} ∩ Σ.
Consequently, we obtain the following expression for Poincare´ return map
P (x, y) = (f(x), g(x, y)),
for some maps f : I \ {0} → I and g : I \ {0} × I → I, with I = [−1, 1]. The one
dimensional map f is shown in Figure 1 and has the following properties:
(1) lim
x→0+
f(x) = −1 and lim
x→0−
f(x) = 1;
(2) f is differentiable on I \ {0} and f ′(x) > √2 for all x ∈ I \ {0};
(3) lim
x→0+
f ′(x) = lim
x→0−
f ′(x) = +∞.
Moreover, there exists a constant ρ < 1 such that |∂g
∂y
| < ρ. This implies that the foliation
given by the segments Σ ∩ {x = constant} contracts uniformly: there exists a constant
C > 0 such that for any leaf γ of the foliation, p, q ∈ γ and n ∈ N, we have
dist(P n(p), P n(q)) ≤ Cρndist(p, q).
An important fact about the geometric Lorenz attractor is robustness: vector fields
C1-close to the one constructed above also admit strange attractors. Note that X has a
hyperbolic singularity and the cross section Σ is transversal to any flow C1-close to X.
Therefore the singularity persists and the eigenvalues satisfy the same relations for every
vector field Y in a C1-neighborhood U of X. Moreover through a C1 change of coordinates,
the singularity of any Y ∈ U stands on the origin and the derivative of Y at origin has
eigenvectors in the direction of coordinate axis as before, whereas the stable manifold of
the singularity remains the plane x = 0. Consequently, Y has a Poincare´ return map and
a 1-dimensional quotient map fY with properties similar to P and f , respectively.
2.2. Contracting Lorenz attractor. Considering a vector field similar to that used by
Guckenheimer and Williams [21], Rovella [29] introduced a different kind of attractor Λ
named as contracting Lorenz attractor. The flow associated to this attractor has similar
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construction as that of geometric one with the initial vector field X0 in R3 which has the
following properties:
(1) X0 has a singularity at the origin whose derivative has three real eigenvalues λ1, λ2
and λ3 satisfying:
(a) 0 < λ1 < −λ3 < −λ2,
(b) r > s+ 3, where r = −λ2
λ1
and s = −λ3
λ1
;
(2) There exists an open set U ∈ R3 forward invariant by the flow and containing the
cube {(x, y, z) : |x| ≤ 1, |y| ≤ 1, |z| ≤ 1}. The top of the cube Σ is foliated by
stable line segments {x = constant}∩Σ which are invariant by the Poincare´ return
map P0. This gives rise to a one dimensional map f0 : I \ {0} → I such that
f0 ◦ pi = pi ◦ P0,
where pi is the canonical projection along stable leaves;
(3) The stable leaves x = constant in Σ are uniformly contracted by the Poincare´ map.
The main idea adopted by Rovella was to replace the expanding condition λ1 + λ3 > 0
of the geometric flow by the contracting condition λ1 + λ3 < 0.
There are still some properties of the initial vector field X0 which are valid for the C
3
perturbations. Consider a small neighborhood U of X0 such that each X ∈ U has a singu-
larity near the origin with eigenvalues λ1(X), λ2(X), λ3(X) satisfying −λ2(X) > −λ3(X) >
λ1(X) > 0 and rX > sX + 3, where rX = −λ2(X)/λ1(X) and sX = −λ3(X)/λ1(X). More-
over, the trajectories contained in the stable manifold of the singularity still intersect Σ.
The set U can be taken small enough so that the trapping region U is still forward invariant
under the flow of every X ∈ U . The existence of C3 1-dimensional stable foliations in U
and their continuous variation with X was proved by Rovella in [29].
For each X ∈ U , we may take a square ΣX close to Σ formed by line segments of the
foliations so that the first return map PX to ΣX has an invariant foliation and we can
choose the coordinates (x, y) in ΣX so that the segment x = 0 corresponds to the stable
manifold of the singularity and PX(x, y) = (fX(x), gX(x, y)). The map fX is of class C
3
everywhere but at x = 0 where it has a discontinuity.
In order to prove his main result, Rovella considered a one parameter family {Xa ∈ U :
a ≥ 0} of vector fields and the corresponding family {fa : I \ {0} → I : a ≥ 0} of C3 one
dimensional maps as shown in Figure 2, with the following properties:
(A0) f0(1) = 1 and f0(−1) = −1;
(A1) fa(0
+) = −1 and fa(0−) = 1;
(A2) f ′a > 0, f
′′
a |[−1,0) < 0 and f ′′a |(0,1] > 0;
(A3) there exist K0, K1 > 0 and s > 1 (independent of a) such that for all x ∈ I \ {0}
K0|x|s−1 ≤ f ′a(x) ≤ K1|x|s−1;
(A4) fa has negative Schwarzian derivative: there is χ < 0 such that for all x ∈ I \ {0}
S(fa)(x) =
(
f ′′a
f ′a
)′
(x)− 1
2
(
f ′′a
f ′a
)2
(x) < χ;
(A5) fa depends continuously on a in the C
3 topology;
(A6) the functions a→ fa(±1) have derivative 1 at a = 0.
Comparing to the one-dimensional family of maps associated to the classical geometric
Lorenz attractor, the big difference lies on the fact that the discontinuity point has no
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Figure 2. Contracting Lorenz map
longer infinite side derivatives, but zero side derivatives. In particular, these maps are not
piecewise expanding. For definiteness, we assume that fa(0) = −1 for every a ≥ 0. This
corresponds to extending each map fa to the critical point 0 continuously on the right hand
side, and enables us to consider the family of dynamical systems fa : I → I, for a ≥ 0.
3. Statistical instability for the flows
In this section we prove Theorem A, assuming that Theorem C holds. Consider the
family of vector fields (Xa)a≥0 and the family of one-dimensional maps fa : I → I as
before. Recall that we are assuming that fa(0) = −1 for every a ≥ 0. Coherently, we
extend the Poincare´ map Pa : Σ→ Σ to the critical line {x = 0} continuously on the right
hand side. Observe that the image of this critical line is a single point in {x = −1}.
Given a parameter a ∈ R, let (an)n be a sequence of parameters converging to a as in
Theorem C. For each n, consider {z1, . . . , zk} the super-attractor of fan , i.e. the attracting
periodic orbit (of period k) containing the critical point 0. Using the fact that the stable
foliation is contracted uniformly, we easily deduce that there is an attracting periodic
orbit {Z1, . . . , Zk} for Pan as well. As this attracting periodic orbit contains an iterate in
the discontinuity region of the Poincare´ map we cannot ensure that its topological basin
contains a neighbourhood of itself, but at least it contains some open set B ⊂ Σ. Assume
that Pan(Zi) = Zi+1 for each 1 ≤ i ≤ k − 1 and Zk is the point in the periodic orbit that
belongs to the critical line {x = 0}.
Let us now prove that the Dirac measure δ0 on the singularity 0 of the vector field Xan
is a physical measure. Consider any continuous function ϕ : U → R. Given an arbitrary
 > 0, let A be a small neighbourhood of 0 such that
|ϕ(x)− ϕ(0)| < ε, for all x ∈ A.
Given any point x ∈ B, we may find L > 0 such that the time spent by the orbit of x
between two consecutive visits to A is at most L. On the other hand, as X tan(Zk) → 0
when t→∞, denoting by T1, T2, . . . the consecutive periods of time the orbit of x spends
in A at each visit, we have that Tm → ∞ as m → ∞. Hence, given T > 0, we may
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consider moments 0 = s0 < t0 < s1 < t1 < · · · < sm < tm ≤ sm+1 = T such that for each
i = 1, . . . ,m, we have
(1) X tan(x) ∈ A, for all ti−1 < t ≤ si;
(2) ti − si ≤ 2L;
(3) si − ti−1 ≥ Ti/2.
Thus, we may write
1
T
∫ T
0
ϕ
(
X tan(x)
)
dt =
1
T
(
m∑
i=0
∫ ti
si
ϕ
(
X tan(x)
)
dt+
m∑
i=0
∫ si+1
ti
ϕ
(
X tan(x)
)
dt
)
(3.1)
<
1
T
m∑
i=0
(ti − si)‖ϕ‖0 + 1
T
m∑
i=0
(si+1 − ti) (ϕ(0) + ε)
<
2Lm
T
‖ϕ‖0 + ϕ(0) + ε.
Now, using that Tm →∞ as m→∞ and m→∞ as T →∞, we easily get that
m
T
≤ 2m
T1 + · · ·+ Tm −→ 0, as T →∞. (3.2)
Hence
1
T
∫ T
0
ϕ
(
X tan(x)
)
dt ≤ ϕ(0) + ε, for large T .
Using again equality (3.1), we can also show that
1
T
∫ T
0
ϕ
(
X tan(x)
)
dt ≥ − 1
T
m∑
i=0
(ti − si)‖ϕ‖0 + 1
T
m∑
i=0
(si+1 − ti) (ϕ(0)− ε)
≥ − 1
T
‖ϕ‖0 +
(
1− 1
T
m∑
i=0
(ti − si)
)
(ϕ(0)− ε)
≥ − 1
T
‖ϕ‖0 +
(
1− 2Lm
T
)
(ϕ(0)− ε) .
From (3.2) we get
1
T
∫ T
0
ϕ
(
X tan(x)
)
dt ≥ ϕ(0)− ε, for large T .
Since ε > 0 is arbitrary, we have proved that for all x ∈ B
lim
T→∞
1
T
∫ T
0
ϕ
(
X tan(x)
)
dt = ϕ(0).
As B is a nonempty open subset of Σ, considering the points whose orbits pass through
the points in B, we easily get that the basin of δ0 has positive Lebesgue measure in U ,
and so δ0 is a physical measure for the flow of Xan , for each parameter an. This gives the
conclusion of Theorem A.
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4. The set of Rovella parameters
The rest of this paper is devoted to the proof of Theorem C. One of our main goals
is to obtain Proposition 5.1, which will be used to show that each Rovella parameter is
accumulated by other parameters whose critical orbit hits a repelling periodic point. To
prove it, we need to explain Rovella’s construction of the set R ⊂ R+ for the contracting
Lorenz family {fa : I → I : a ≥ 0} in detail, specially for introducing the notion of escape
time in Subsection 4.4, that has not been addressed in [29] and plays a fundamental role
in our argument.
As referred in [29], the construction ofR follows the approach in [13, 14] for the quadratic
family. The basic idea is to construct inductively a nested sequence of parameter sets
{Rn}n∈N such that the derivative of each map associated to Rn has exponential growth
along the two critical values up to time n: there is some λ > 1 such that for every a ∈ Rn
D±j (a) := (f
j
a)
′(∓1) ≥ λj, for j = 1, . . . , n. (EGn)
In addition, those parameters satisfy the so called basic assumption: for α > 0 sufficiently
small
|ξ±j (a)| ≥ e−αj, for j = 1, . . . , n, (BAn)
where ξ±k (a) = f
k−1
a (∓1) for all k ≥ 1. Condition (BAn) is imposed to keep ξ±n (a) away
from the critical point, in particular ensuring that D±n (a) do not vanish for a parameter
a satisfying (EGn−1). The key idea is to split the orbit {ξ±k (a), k ≥ 1} into pieces, cor-
responding to three types of iterates: returns γi, bound periods {γi + 1, . . . , γi + pi}, and
free periods {γi + pi + 1, . . . , γi+1− 1} before the next return γi+1. The returns correspond
to times at which the orbit visits a small neighborhood of 0; the bound periods consist of
times when the orbit, after hitting that small neighborhood, shadows one of the critical
orbits closely; the period of times when orbit stays outside that small neighborhood as well
as it is not in some bound period is a free period. We will define precisely all these notions
below.
4.1. The initial interval. Here we work to acquire the starting interval of parameters
where we initiate the inductive construction. The next lemma provides useful properties
for maps near f0; see e.g. [5, Lemma 2.1] for a proof.
Lemma 4.1. There is λc > 1 and a large integer ∆c such that for any ∆ ≥ ∆c there are
a′0 > 0 and c > 0 such that for all x ∈ I and a ∈ [0, a′0] we have:
(1) if x, fa(x), ..., f
n−1
a (x) /∈ (−e−∆, e−∆), then (fna )′(x) ≥ cλnc ;
(2) if x, fa(x), ..., f
n−1
a (x) /∈ (−e−∆, e−∆) and fna (x) ∈ (−e−∆, e−∆), then (fna )′(x) ≥ λnc ;
(3) if x, fa(x), ..., f
n−1
a (x) /∈ (−e−∆, e−∆) and fna (x) ∈ (−e−1, e−1), then (fna )′(x) ≥ 1eλnc .
The following result is based on the fact that the maps ξ±k are differentiable as long as
they stay away from 0, and states that under strong growth of the derivatives of fa at the
critical values ±1 the parameter and the space derivatives are comparable.
Proposition 4.2. Given λ > 1 and η > 2, there are N± ≥ 2 and A± > 0 such that if
a ≥ 0 and n ≥ N± satisfy both
(1) D±j (a) ≥ ηj for 1 ≤ j ≤ N±, and
(2) D±j (a) ≥ λj, for 1 ≤ j ≤ n− 1,
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then
1
A±
≤ |(ξ
±
n )
′(a)|
D±n−1(a)
≤ A±.
Proof. We consider the case of the critical value −1, the case of +1 is similar. Setting
f(a, x) = fa(x) and using the chain rule for k ≥ 1, we have
D+k (a) =
∂f
∂x
(a, ξ+k (a)) ·D+k−1(a) =
k∏
i=1
∂f
∂x
(a, ξ+i (a)). (4.1)
On the other hand,
(ξ+k+1)
′(a) =
∂f
∂x
(a, ξ+k (a)) · (ξ+k )′(a) +
∂f
∂a
(a, ξ+k (a))
=
∂f
∂x
(a, ξ+k (a))[
∂f
∂x
(a, ξ+k−1(a)) · (ξ+k−1)′(a)
+
∂f
∂a
(a, ξ+k−1(a))] +
∂f
∂a
(a, ξ+k (a))
=
∂f
∂x
(a, ξ+k (a))
∂f
∂x
(a, ξ+k−1(a)[
∂f
∂x
(a, ξ+k−2(a) · (ξ+k−2)′(a)
+
∂f
∂a
(a, ξ+k−2(a))] +
∂f
∂x
(a, ξ+k (a))
∂f
∂a
(a, ξ+k−1(a)) +
∂f
∂a
(a, ξ+k (a))
=
k∏
i=1
∂f
∂x
(a, ξ+i (a)) · (ξ+1 )′(a) +
k∏
i=2
∂f
∂x
(a, ξ+i (a))
∂f
∂a
(a, ξ+1 (a))
+ . . .+
∂f
∂x
(a, ξ+k (a))
∂f
∂a
(a, ξ+k−1(a)) +
∂f
∂a
(a, ξ+k (a)). (4.2)
From (4.1) and (4.2) we get
(ξ+k+1)
′(a)
D+k (a)
− (ξ
+
k )
′(a)
D+k−1(a)
=
∂f
∂a
(a, ξ+k (a))∏k
i=1
∂f
∂x
(a, ξ+i (a))
=
∂f
∂a
(a, ξ+k (a))
D+k (a)
. (4.3)
Summing both sides of (4.3) over k = 1, ..., n− 1, we obtain
(ξ+n )
′(a)
D+n−1(a)
− (ξ
+
1 )
′(a)
D+0 (a)
=
n−1∑
k=1
∂f
∂a
(a, ξ+k (a))
D+k (a)
.
We may assume that there exist A1, A2 > 0 such that for every parameter a,
A1 < sup
x∈I
∣∣∣∣∂f∂a (a, x)
∣∣∣∣ ≤ |(ξ+1 )′(a)| ≤ A2.
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Since D+0 (a) = 1, we get∣∣∣∣∣∣∣∣ (ξ+n )′(a)D+n−1(a)
∣∣∣∣− ∣∣(ξ+1 )′(a)∣∣∣∣∣∣ ≤ ∣∣∣∣ (ξ+n )′(a)D+n−1(a) − (ξ+1 )′(a)
∣∣∣∣
=
∣∣∣∣∣∣∣
n−1∑
k=1
∂f
∂a
(a, ξ+k (a))
D+k (a)
∣∣∣∣∣∣∣
≤ sup
x∈I
∣∣∣∣∂f∂a (a, x)
∣∣∣∣ n−1∑
k=1
1
D+k (a)
≤ ∣∣(ξ+1 )′(a)∣∣ n−1∑
k=1
1
D+k (a)
.
It follows that
A1
(
1−
n−1∑
k=1
1
D+k (a)
)
≤ |(ξ
+
n )
′(a)|
D+n−1(a)
≤ A2
(
1 +
n−1∑
k=1
1
D+k (a)
)
. (4.4)
On the other hand, since η > 2 and λ > 1, we can choose an integer N+0 and 
′ > 0 such
that
+∞∑
k=1
1
ηk
+
+∞∑
k=N+0 +1
1
λk
< 1− ′.
Thus, if D+k (a) ≥ ηk for every k = 1, . . . , N+0 , and D+k (a) ≥ λk for every k = N+0 +
1, . . . , n− 1, we obtain
n−1∑
k=1
1
D+k−1(a)
≤
N+0∑
k=1
1
ηk
+
n−1∑
k=N+0 +1
1
λk
≤
∞∑
k=1
1
ηk
+
∞∑
k=N+0 +1
1
λk
≤ 1− ′.
The result follows from (4.4) with A+ ≥ max
{
1
′A1
, A2(2− ′)
}
. 
From here on we take
N = max{N+, N−} and A = max{A+, A−}, (4.5)
where N± and A± are provided by Proposition 4.2.
Remark 4.3. Observe that if conditions (1) and (2) of Proposition 4.2 are satisfied for some
n ≥ N and for every a in some parameter interval ω, then we have in particular ξ±k (a) 6= 0
for all a ∈ ω and N ≤ k ≤ n. Then for any N ≤ k ≤ n, the maps ξ±k |ω are diffeomorphisms
with the inverses defined as: for any x± ∈ ξ±k (ω) with ξ±k (a) = x± for some a ∈ ω, then
(ξ±k )
−1(x±) := ξ±−k(x
±) = a.
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In fact, ξ±k |ω are diffeomorphisms and this assertion plays an important part to inductively
construct the set of Rovella parameters. Consequently, for every N ≤ i ≤ j ≤ n, we can
define the following functions
ψ± : ξ±i (ω) −→ ξ±j (ω)
x 7→ ξ±j ◦ (ξ±i )−1(x),
with the derivative given for a ∈ ω by
(ψ±)′(ξ±i (a)) =
(ξ±j )
′(a)
(ξ±i )′(a)
.
The functions ψ± will be useful in the proof of the next lemma which will be used later
in finding an estimate for the lengths of ξ±n (ω), where ω is a parameter interval. For an
interval J ∈ R, we dente by |J | as usual length of J .
Lemma 4.4. Given λ > 1 and η > 2, consider a parameter interval ω such that for every
a ∈ ω and some n ≥ N hold both
(1) D±j (a) ≥ ηj for 1 ≤ j ≤ N , and
(2) D±j (a) ≥ λj, for 1 ≤ j ≤ n− 1.
Then, for any N ≤ i ≤ j ≤ n, there is a± ∈ ω such that
1
A2
∣∣(f j−ia± )′(ξ±i (a±))∣∣ ≤ |ξ±j (ω)||ξ±i (ω)| ≤ A2 ∣∣(f j−ia± )′(ξ±i (a±))∣∣ .
Proof. We are going to present the proof corresponding to critical value −1, the other
case being similar. Since properties (1) and (2) hold for every a ∈ ω, it follows from
Proposition 4.2 that
1
A2
· D
+
j−1(a)
D+i−1(a)
≤ |(ξ
+
j )
′(a)|
|(ξ+i )′(a)|
≤ A2 · D
+
j−1(a)
D+i−1(a)
. (4.6)
On the other hand, by the Mean Value Theorem, for some a+ ∈ ω we have
|ξ+j (ω)|
|ξ+i (ω)|
= |(ξ+j−i)′(ξ+i (a+))| = |(ξ+j ◦ ξ+−i)′(ξ+i (a+))| = |(ψ+)′(ξ+i (a+))|. (4.7)
Also
D+j−1(a
+) = (f j−1a+ )
′(−1) = (f j−ia+ ◦ f i−1a+ )′(−1)
= (f j−ia+ )
′(f i−1a+ (−1))(f i−1a+ )′(−1)
= (f j−ia+ )
′(ξ+i (a
+))D+i−1(a
+),
which gives
D+j−1(a
+)
D+i−1(a+)
= (f j−ia+ )
′(ξ+i (a
+)). (4.8)
Now using (4.7) and (4.8) in (4.6), we get
1
A2
∣∣(f j−ia+ )′(ξ+i (a+))∣∣ ≤ |ξ+j (ω)||ξ+i (ω)| ≤ A2 ∣∣(f j−ia+ )′(ξ+i (a+))∣∣ ,
and so the result follows. 
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The next proposition provides the initial interval of our construction of the parameter
sets. Recall that N is given in (4.5) and the constants λc > 1,∆c ∈ N and a′0 > 0 are given
in Lemma 4.1.
Proposition 4.5. There exist 1 < λ0 ≤ λc, η1 > 2 and ∆ ≥ ∆c such that given any integer
N0 ≥ N , there exist an integer N1 ≥ N0 and a parameter 0 < a0 ≤ a′0 for which
(1) D+j (a) ≥ ηj1 for every a ∈ [0, a0] and 1 ≤ j ≤ N0 − 1,
(2) D+j (a) ≥ λj0 for every a ∈ [0, a0] and 1 ≤ j ≤ N1 − 1,
(3) ξ+j ([0, a0]) ∩ (−e−∆, e−∆) = φ for every 1 ≤ j ≤ N1 − 1,
(4) ξ+N1 ([0, a0]) ⊃ (−e−∆, e−∆).
Proof. For each 1 ≤ n ≤ N0, consider the map Φn : [0, a′0] −→ [−1, 1]× [0,+∞) given by
Φn(a) = (ξ
+
n+1(a), D
+
n (a)).
Since the point −1 is fixed by f0, using the chain rule we get
D+n (0) = (f
n
0 )
′(−1) =
n−1∏
i=0
f ′0(f
i
0(−1)) =
n−1∏
i=0
f ′0(−1). (4.9)
From the properties of the map f0, we may choose η0 > 2 and 0 > 0 such that f
′
0(−1) = η0
and η0 − 0 > 2. We set η1 = η0 − 0 and denote O−(a) ∈ [−1, 0) the zero of the map fa.
From (4.9) we have Φn(0) = (−1, ηn0 ). Since Φk is continuous as long as ξ+k is not mapped
onto the origin, we have parameters a1 ≥ a2 ≥ · · · ≥ aN0 such that for all 1 ≤ n ≤ N0
Φn ([0, an]) ⊂ [−1, O−(0)]× [ηn1 ,+∞).
That is, for every 1 ≤ n ≤ N0 and every a ∈ [0, aN0 ] we have
ξ+n+1(a) ≤ O−(0) and D+n (a) ≥ ηn1 .
Thus, any a ∈ [0, aN0 ] satisfies the first item. On the other hand, since 1 is a critical value
for f0 with f0(0
−) = 1, O−(0) < −1 and f ′0(x) ≤ f ′0(y) for x, y ∈ [−1, 0) with x ≥ y,
we may find λ′0 > 1 and a large number ∆0 such that f
′
0(x0) ≥ λ′0 and f0(x0) > e−∆0 ,
for some x0 ∈ (O−(0), 0). Setting λ0 = min{λc, λ′0} and ∆ = max{∆c,∆0}, then for any
parameter a, if ξ+j (a) ∈ [−1, x0] for every j = 1, . . . , k, we have D+k (a) ≥ λk0. Now, as long as
ξ+i ([0, aN0 ]) belongs to [−1, x0), any a ∈ [0, aN0 ] satisfies the hypothesis of Proposition 4.2.
Thus, using the Mean Value Theorem, for some a ∈ (0, aN0), we have
|ξ+i+1 ([0, aN0 ]) | = |(ξ+i+1)′(a)|aN0 ≥
aN0
A
D+i (a) ≥
aN0
A
λi0.
The above inequality reveals that while ξ+i ([0, aN0 ]) remains inside the interval [−1, x0),
we have exponential growth for ξ+i ([0, aN0 ]), and then there exists an integer k such that
ξ+k ([0, aN0 ]) 6⊂ [−1, x0). Let N ′1 be the first integer in that situation, i.e.
ξ+i ([0, aN0 ]) ⊂ [−1, x0), for every 1 ≤ i < N ′1,
and
ξ+N ′1
([0, aN0 ]) 6⊂ [−1, x0).
Therefore, we may chose a0 ∈ [0, aN0 ] such that ξ+N ′1(a0) = x0, and since fa0(x0) ≥ e
−∆,
then ξ+N ′1+1
([0, a0]) ⊃ [−1, e−∆). Taking N1 = N ′1 + 1 the result follows. 
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Remark 4.6. From property (A0), we know that the points 1 and−1 are fixed by the map f0,
therefore by the definition of f0, it can be seen that the connected components of the graph
of f0 in the intervals [−1, 0) and (0, 1] are symmetric about origin, i.e. f0(x) = −f0(−x)
for all x ∈ I \ {0}. For the sake of simplicity we may assume that for any parameter a
corresponding to contracting Lorenz family, fa(x) = −fa(−x) for all x ∈ I \ {0}. Thus, a
result similar to Proposition 4.5 can be obtained for ξ− and D− with the same integer N1
and the parameter interval [0, a0]. However, we also remark that the results can be proved
in more general setting without the assumption of symmetry.
4.2. Bound periods. The periods of time occurring after the returns of critical orbits
ξ±k (a) to a small neighborhood of 0 have a significant role. In order to explicitly describe
the closeness to 0, we set δ = e−∆, where ∆ is given in Proposition 4.5. We start by fixing
some α > 0 such that
c′ := 1−
(
2α +
1
lnλ0
(s− 1)α
)
> 0,
with λ0 > 1 given by Proposition 4.5, and define
λ = λc
′
0 > 1. (4.10)
We may take α sufficiently small such that αs < lnλ. If necessary, we make α smaller and
fix some β > 0 such that
sα ≤ β and β s+ 5
β + log λ
< 1. (4.11)
Observe that we have λ→ λ0 when α→ 0, which makes possible all these choices.
Next we consider for m ≥ ∆− 1 the neighborhoods of 0
Um = (−e−m, e−m)
and the sets
Im = [e
−(m+1), e−m) and I+m = Im−1 ∪ Im ∪ Im+1.
We also consider the above sets for m ≤ −(∆− 1), defining
Im = −I|m| and I+m = −I+|m|.
Definition 4.7. Given x ∈ I+m, denote by p(a,m) to be the largest integer such that
|f ja(x)− ξ+j (a)| ≤ e−βj, if m > 0,
and
|f ja(x)− ξ−j (a)| ≤ e−βj, if m < 0,
for j = 1, . . . , p(a,m). The time interval 1, . . . , p(a,m) is called the bound period for x.
Note that by this definition we have for all 1 ≤ j ≤ p(a,m)
|f j−1a
(
[−1, fa(e−|m|+1)]
)| ≤ e−βj,
In our next result we state the key properties of these periods. Recall that Rn ⊂ [0, a0] is a
set satisfying (BAn) and (EGn), and according to Remark 4.6, if a ∈ Rn−1 and ξ+n (a) ∈ I+m
for some m with |m| ≥ ∆, then ξ−n (a) ∈ I+−m and p(a,m) = p(a,−m).
Lemma 4.8. Assume that a ∈ Rn−1 and either ξ+n (a) or ξ−n (a) belongs to an interval I+m,
for some ∆ ≤ |m| ≤ [αn]− 1. Then
(1) there exists B1 = B1(α, β) such that for every k = 1, . . . , p(a,m)
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(a)
1
B1
≤ (f
k
a )
′(y)
D+k (a)
≤ B1 if y ∈
[−1, fa(e−|m|+1)] ,
(b)
1
B1
≤ (f
k
a )
′(y)
D−k (a)
≤ B1 if y ∈
[
fa(−e−|m|+1), 1
]
;
(2) p(a,m) ≤ s+ 1
β + log λ
|m|;
(3) letting κ1 = β
s+ 2
β + log λ
, we have for all x ∈ I+m and p = p(a,m)
(fp+1a )
′(x) ≥ e(1−κ1)|m|.
Proof. For obtaining (1) it is sufficient to prove the first item, for the second one can be
obtained following similar lines. We may assume that ξ+n (a) ∈ I+m. First using chain rule,
for k = 1, . . . ,min {p, n}, we have
(fka )
′(y)
D+k (a)
=
(fka )
′(y)
(fka )
′(−1) =
k−1∏
j=0
f ′a(f
j
a(y))
f ′a(ξ
+
j+1(a))
=
k−1∏
j=0
(
1 +
f ′a(f
j
a(y))− f ′a(ξ+j+1(a))
f ′a(ξ
+
j+1(a))
)
≤ exp
(
k−1∑
j=0
∣∣∣∣∣f ′a(f ja(y))− f ′a(ξ+j+1(a))f ′a(ξ+j+1(a))
∣∣∣∣∣
)
.
Therefore we conclude the proof of this item by showing that
k−1∑
j=0
|f ′a(f ja(y))− f ′a(ξ+j+1(a))|
f ′a(ξ
+
j+1(a))
is uniformly bounded. Since 0 is not in [ξ+j (a) − e−βj, ξ+j (a) + e−βj] and fa has negative
Schwarzian derivative inside this interval, as long as f ja(y) ∈ [ξ+j (a)− e−βj, ξ+j (a) + e−βj],
|f ′a(f ja(y))− f ′a(ξ+j+1(a))|
f ′a(ξ
+
j+1(a))
≤ |f ′′a (z)|
|f ja(y)− ξ+j+1(a)|
f ′a(ξ
+
j+1(a))
≤ C|z|s−2 |f
j
a(y)− ξ+j+1(a)|
f ′a(ξ
+
j+1(a))
.
Now k ≤ n, p and a satisfies (BAn−1), therefore from the above inequality, using the binding
condition and property (A3), we get
k−1∑
j=0
|f ′a(f ja(y))− f ′a(ξ+j+1(a))|
f ′a(ξ
+
j+1(a))
≤ C
K0
k−1∑
j=0
e−βj
e−α(s−1)(j+1)
.
The right side of the above inequality is uniformly bounded since β ≥ sα with s > 1.
Consequently to conclude the proof of (1) we just need to make sure that p < n. See
part (2).
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For proving (2), let x = e−|m|+1 ∈ I+m and j = min {p, n} − 1. Then using the first part
of (1) and property (A3), we have
|f j+1a (x)− ξ+j+1(a)| = |f ja(fa(x))− f ja(−1)|
= (f ja)
′(y)|fa(x) + 1|, y ∈ (−1, fa(e−|m|+1))
≥ K0
B1
D+j (a)
|x|s
s
.
Now, using the binding condition and taking into account that a satisfies (EGn−1), from
the last inequality it follows that
K0
B1s
λje−(|m|+2)s ≤ e−β(j+1),
and from the above inequality it can be work out that
j ≤ |m|s
β + log λ
+
2s− log( K0
B1s
)− β
β + log λ
.
Therefore if |m| is large enough, we may conclude that
j ≤ |m|(s+ 1)
β + log λ
− 1. (4.12)
Since |m| ≤ [αn]− 1, from (4.12) we have
j ≤ ([αn]− 1)(s+ 1)
β + log λ
− 1 ≤ (αn− 1)(s+ 1)
β + log λ
− 1
≤ (αn)(s+ 1)
β + log λ
− 1 < n− 1,
where the last inequality holds since β ≥ sα and α < log λ. Hence j = p − 1 and from
(4.12) the result follows.
Let us now prove (3). Clearly, by the binding condition
|fpa
(
[−1, fa(e−|m|+1)]
)| ≥ e−β(p+1). (4.13)
Thus by the Mean Value Theorem, for some z ∈ (−1, fa(e−|m|+1)) and for some y ∈
(0, e−|m|+1), we have
|fpa
(
[−1, fa(e−|m|+1)]
)| = (fpa )′(z)f ′a(y)e−|m|+1. (4.14)
From (4.13) and (4.14), we obtain
(fpa )
′(z) ≥ e
−β(p+1)+|m|−1
f ′a(y)
.
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Using the above inequality, property (A3) and part (1), for any x ∈ I+m, we get
(fp+1a )
′(x) = (fpa )
′(fa(x))f ′a(x)
≥ 1
B1
D+p (a)f
′
a(x), since fa(x) ∈ [−1, fa(e−|m|+1)]
≥ 1
B21
(fpa )
′(z)f ′a(x), since z ∈ [−1, fa(e−|m|+1)]
≥ 1
B21
e−β(p+1)+|m|−1 · f
′
a(x)
f ′a(y)
≥ 1
B21
e−β(p+1)+|m|−1 · K0|x|
s−1
K1|y|s−1 .
Since |x| ≥ e−|m|−2, |y| ≤ e−|m|+1 and from part (2) we have p < s+1
β+log λ
|m|. Hence the
result follows from the above inequality, provided ∆ is sufficiently large so that
K0
K1B21
e−(3s+β−2) ≥ e− ββ+log λ |m|.

Now we are intended to find similar bounds, as in the above lemma, when p(a,m)
is constant in small parameter intervals. We start with some preliminary results that
culminate the main goal of this subsection, Proposition 4.11. In this regard, for a parameter
interval ω such that either ξ+n (ω) or ξ
−
n (ω) is contained in some I
+
m, with |m| ≥ ∆ we define
p(ω,m) = min
a∈ω
p(a,m).
Note that by the above definition p(ω,m) ≤ p(a,m) and
|f j−1a
(
[−1, fa(e−|m|+1))
)| ≤ e−βj,
for all 1 ≤ j ≤ p(ω,m) and for every a ∈ ω. Furthermore, p(ω,m) = p(ω,−m) and
p(ω,m) ≤ p(a,m), therefore for every a ∈ ω items (1) and (2) of Lemma 4.8 follow
directly. But it requires some more work in order to prove part (3) and this is what we are
going to establish in the remaining section.
Lemma 4.9. If ω ⊂ Rn−1 is an interval such that either ξ+n (ω) or ξ−n (ω) is contained in
I+m with ∆ ≤ |m| ≤ [αn]− 1, then for every a, b ∈ ω and every 1 ≤ j ≤ p(ω,m) we have∣∣|ξ±j (a)|s−1 − |ξ±j (b)|s−1∣∣ ≤ e−βj.
Proof. We prove the result in the case of ξ+j , the other one can be proved similarly. If
a = b then it is trivial. So let us assume a 6= b. From inequality (4.4) in the proof of
Proposition 4.2, we have
|(ξ+j+1)′(a)|
D+j (a)
≤ A2(1 +
j∑
k=1
1
D+k−1(a)
),
and since ω ⊂ Rn−1 and j ≤ p(ω,m) ≤ n− 1, we get
|(ξ+j+1)′(a)|
D+j (a)
≤ A2(1 +
j∑
k=1
1
λk−1
) ≤ A2(1 +
∞∑
k=1
1
λk−1
) ≤ A3,
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for some A3 > 0. Now, if 1 < s ≤ 2, since the modulus function is differentiable everywhere
but 0, using the above inequality and the Mean Value Theorem, we get∣∣|ξ+j (a)|s−1 − |ξ+j (b)|s−1∣∣ ≤ ∣∣|ξ+j (a)| − |ξ+j (b)|∣∣
=
∣∣∣∣∣ ξ+j (d)|ξ+j (d)|(ξ+j )′(d)
∣∣∣∣∣ |a− b|, d ∈ (a, b)
≤ |(ξ
+
j )
′(d)|
D+j−1(d)
D+j−1(d)|a− b|
≤ A3D+j−1(d)|a− b|. (4.15)
On the other hand, if s > 2, using again the Mean Value Theorem, we obtain∣∣|ξ+j (a)|s−1 − |ξ+j (b)|s−1∣∣ ≤ (s− 1)|ξ+j (d)|s−2|(ξ+j )′(d)||a− b|, d ∈ (a, b)
≤ (s− 1) |(ξ
+
j )
′(d)|
D+j−1(d)
D+j−1(d)|a− b|
≤ AsD+j−1(d)|a− b|, (4.16)
whereAs = (s−1)A3. By Lemma 4.8 and the Mean Value Theorem, for y ∈ (−1, fd(e−|m|+1)),
we have
|f j−1d
(
[−1, fd(e−|m|+1)]
)| = |(f j−1d )′(y)|[−1, fd(e−|m|+1)]|
≥ 1
B1
D+j−1(d)|[−1, fd(e−|m|+1)]|. (4.17)
From inequalities (4.15), (4.16) and (4.17) we obtain∣∣|ξ+j (a)|s−1 − |ξ+j (b)|s−1∣∣ ≤ AsB1|a− b| |f j−1d ([−1, fd(e−|m|+1)])||[−1, fd(e−|m|+1)]| , (4.18)
Using property (A3), we have
|[−1, fd(e−|m|+1)]| = 1 + fd(e−|m|+1) ≥ K0e
(−|m|+1)(s−1)
s
≥ K0e−|m|s ≥ K0e−αns, (4.19)
and from the binding condition, we have
|f j−1d
(
[−1, fd(e−|m|+1)]
)| ≤ e−βj. (4.20)
On the other hand, by Proposition 4.2 and the Mean Value Theorem, for some d ∈ ω we
have
2 ≥ |ξ+n (ω)| = (ξ+n )′(d)|ω| ≥ (ξ+n )′(d)|a− b| ≥
1
A
D+n−1(d)|a− b| ≥
1
A
λn−1|a− b|,
where the last inequality holds since d ∈ Rn−1. This yields
|a− b| ≤ 4Aλ−n. (4.21)
Now, using (4.19), (4.20) and (4.21) in (4.18), we get∣∣|ξ+j (a)|s−1 − |ξ+j (b)|s−1∣∣ ≤ AsB1K0 4Aλ−ne−βjeαsn. (4.22)
As eαs < λ for small α > 0 and 4AAsB1
K0
( e
αs
λ
)n ≤ 1 for large n, the result follows. 
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Lemma 4.10. If ω ⊂ Rn−1 is an interval such that either ξ+n (ω) or ξ−n (ω) is contained in
I+m with ∆ ≤ |m| ≤ [αn]− 1, then there exists a constant B2 = B2(α, β) > 0 such that for
every a, b ∈ ω and every x, y ∈ I+m,
(f ja)
′(fa(x))
(f jb )
′(fb(y))
≤ B2, ∀j = 1, . . . , p(ω,m).
Proof. With no loss of generality we assume that ξ+n (ω) ⊂ I+m. Since x, y ∈ I+m, then
fa(x), fa(y) ∈ [−1, fa(e−|m|+1)]. Thus, by Lemma 4.8, we have
(f ja)
′(fa(x))
(f jb )
′(fb(y))
· D
+
j (a)
D+j (b)
· D
+
j (b)
Dj(a)
≤ B21 ·
D+j (a)
D+j (b)
.
Now, if a = b then there is nothing to prove. So, let us assume that a 6= b. Using the chain
rule, we get
D+j (a)
D+j (b)
=
∏j
i=1 f
′
a(ξ
+
i (a))∏j
i=1 f
′
b(ξ
+
i (b))
,
which implies
D+j (a)
D+j (b)
=
j∏
i=1
(
1 +
f ′a(ξ
+
i (a))− f ′b(ξ+i (b))
f ′b(ξ
+
i (b))
)
≤ exp
( j∑
i=1
∣∣∣f ′a(ξ+i (a))− f ′b(ξ+i (b))
f ′b(ξ
+
i (b))
∣∣∣). (4.23)
Therefore, to conclude the result we only need to prove that
j∑
i=1
|f ′a(ξ+i (a))− f ′b(ξ+i (b))|
f ′b(ξ
+
i (b))
is uniformly bounded. Using the Mean Value Theorem, (A3) and Lemma 4.9, we get
f ′a(ξ
+
i (a))− f ′b(ξ+i (b)) ≤ K1|(ξ+i (a))|s−1 −K2|(ξ+i (b))|s−1
≤ K ′∣∣|(ξ+i (a))|s−1 − |(ξ+i (b))|s−1∣∣, fore some large K ′
≤ K ′e−βi. (4.24)
Thus, by the basic assumption and Lemma 4.9, we obtain
f ′b(ξ
+
i (b)) ≥ f ′a(ξ+i (a))−K ′e−βi
≥ K1|ξ+i (a)|s−1 −K ′e−βi
≥ K1e−α(s−1)i −K ′e−βi
≥ K1e−α(s−1)i(1− K
′
K1
e(α(s−1)−β)i)
≥ K∗e−α(s−1)i, (4.25)
where K∗ = K1(1−K ′eα(s−1)−β/K1). Finally using inequalities (4.24), (4.25) and the fact
that β ≥ sα, we have
j∑
i=1
|f ′a(ξ+i (a))− f ′b(ξ+i (b))|
f ′b(ξ
+
i (b))
≤ K
′
K∗
∞∑
i=1
e(α(s−1)−β)i <∞,
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and so the result follows. 
Finally, we have the following key result.
Proposition 4.11. If ω ⊂ Rn−1 is a parameter interval such that either ξ+n (ω) or ξ−n (ω)
is contained in I+m, with ∆ ≤ |m| ≤ [αn]− 1, then
(1) there exists a constant B1(α, β) such that for every k = 1, . . . , p(ω,m)
(a)
1
B1
≤ (f
k
a )
′(y)
D+k (a)
≤ B1, if y ∈ [−1, fa(e−|m|+1)],
(b)
1
B1
≤ (f
k
a )
′(y)
D−k (a)
≤ B1, if y ∈ [fa(−e−|m|+1), 1];
(2) p(ω,m) <
s+ 1
β + log λ
|m|;
(3) letting κ2 = β
s+3
β+log λ
, for every a ∈ ω, x ∈ I+m and p = p(ω,m) we have
(fp+1a )
′(x) ≥ e(1−κ2)|m|.
Proof. By Lemma 4.8 and the definition of p(ω,m) we just need to prove item (3). We
may choose a∗ ∈ ω such that p(ω,m) = p(a∗,m), then from Lemma 4.10, we have
(fpa∗)
′(fa∗(x))
(fpa )′(fa(x))
≤ B2.
Now from the above inequality, using property (A3), we get
|(fp+1a∗ )′(x)|
|(fp+1a )′(x)|
=
f ′a∗(x)
f ′a(x)
(fpa∗)
′(fa∗(x))
(fpa )′(fa(x))
≤ K1|x|
s−1
K0|x|s−1
(fpa∗)
′(fa∗(x))
(fpa )′(fa(x))
≤ K1
K0
B2.
Using part (3) of Lemma 4.8 in the above inequality, we obtain
|(fp+1a )′(x)| ≥
K0
K1B3
|(fp+1a∗ )′(x)|
≥ K0
K1B3
exp
(
(1− β s+ 2
s+ log λ
)|m|)
≥ exp ((1− β s+ 3
s+ log λ
)|m|),
where the last inequality holds provided ∆ is sufficiently large. 
4.3. Basic construction. Here we show how the sets (Rn)n∈N can be obtained and, for
each a ∈ Rn, also the sequences of returns (γi)i∈N and bound periods (p)i∈N as referred
before. This will be obtained inductively under parameter exclusions of the initial interval
[0, a0] in order to get (BAn) and (EGn).
First we subdivide each Im, with m ≥ ∆ − 1, into m2 intervals of equal length by
introducing the subintervals
Im,k =
[
e−m − k |Im|
m2
, e−m − (k − 1) |Im|
m2
)
,
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for 1 ≤ k ≤ m2. For technical reasons, we consider also for k ≥ 1
I∆−1,k =
[
e−∆, e−∆ +
|I∆−1|
(∆− 1)2
)
.
We extend the above definitions for m ≤ −(∆− 1) by setting Im,k = −I|m|,k. Observe that
each Im,k has two adjacent intervals: Im,k−1 and Im,k+1 for Im,k with 1 < k < m2, Im−1,(m−1)2
and Im,2 for Im,1, and Im+1,1 and Im,m2−1 for Im,m2 . We set I
+
m,k = Im1,k1 ∪ Im,k ∪ Im2,k2 ,
where Im1,k1 and Im2,k2 are the adjacent intervals to Im,k. Note that Im,k ⊂ Im, I+m,k ⊂ I+m
and |I+m,k| ≤ 3|Im|m2 if k 6= 1 and |I+m,k| ≤ 5|Im|m2 if k = 1, provided ∆ is large enough. It is also
useful to consider the sets I+∆−1,(∆−1)2 = (0, 1] and I
+
1−∆,(1−∆)2 = [−1, 0).
The induction is started taking the parameter interval [0, a0] and the integer N1 provided
by Proposition 4.5. We will consider at each stage a partition Pn of a subset Rn of [0, a0].
For i = 1, · · · , N1 − 1, we set Ri = [0, a0] and Pi = {[0, a0]}. We assume by induction on
n ≥ N1 that the following assertions are true for every ω ∈ Pn−1:
(1) There is a sequence of parameter intervals [0, a0] = ω1 ⊃ · · · ⊃ ωn−1 = ω such that
ωk ∈ Pk for k = 1, . . . , n− 1.
(2) There is a set Rn−1(ω) = {γ0, · · · , γν}, with γ0 = 1, consisting of the return times
for ω up to n−1, such that for each k < n−1, we haveRk(ωk) = Rk(ω)∩{1, · · · , k}.
Note that when Rn−1(ω) = {1}, then ω has no return.
(3) For each return γi ∈ Rn−1(ω) there are intervals I+mi,ki and I+−mi,ki with |mi| ≥ ∆
such that ξ+γi(ωγi) ⊂ I+mi,ki and ξ−γi(ωγi) ⊂ I+−mi,ki . We call I+mi,ki and I+−mi,ki the host
intervals for ω at the return γi. We take pi = pi(ωγi ,mi), the bound period of the
return γi. For convenience we set p0 = −1. The periods
qi = γi+1 − (γi + pi + 1) for i = 0, . . . , ν − 1, (4.26)
and
qν =
{
0 if n ≤ γν + pν
n− (γν + pν + 1) if n ≥ γν + pν + 1. (4.27)
are said to be free periods after the returns γi, for 1 ≤ i ≤ ν.
Notice that all the above properties are trivially verified for n ≤ N1 takingRn−1(ω) = {γ0}.
Now we explain how to move towards the induction step. First we consider a supple-
mentary family Qn containing the portion of ω ∈ Pn−1 which satisfies (BAn). For each
ω ∈ Pn−1, there are the following possible situations:
(1) If Rn−1(ω) 6= {1} and n ≤ γν−1 + pν−1, then we put ω ∈ Qn and set Rn(ω) =
Rn−1(ω).
(2) If either Rn−1(ω) = {1} or n ≤ γν−1 +pν−1 and ξ±n (ω)∩U∆ ⊂ I∆,1∪I−∆,1, we again
put ω ∈ Qn and set Rn(ω) = Rn−1(ω). We call n a free time for ω.
(3) If we are not in the above situations, then ω must have a return situation at time n.
In this case we have two possibilities:
(a) ξ±n (ω) does not cover any interval Im,k.
Since n ≥ N1, we have that ω satisfies conditions (1) and (2) of Proposition 4.2,
and so, as mentioned before, ξ±n |ω is an isomorphism. Also, as ω is an interval
by induction assumption, ξ±n (ω) is an interval contained in some I
+
m,k or I
+
−m,k.
We put ω ∈ Qn and set Rn(ω) = Rn−1(ω) ∪ {n}. We call n as an inessential
return time for ω and refer to I+m,k and I
+
−m,k as host intervals of the return.
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(b) ξ±n (ω) contains some interval Im,k with |m| ≥ ∆.
We refer this as an essential returning situation. Consider the sets
ω′m,k = (ξ
+
n )
−1(Im,k) ∩ ω = (ξ−n )−1(I−m,k) ∩ ω,
ω1 = (ξ+n )
−1([0, 1] \ U∆) ∩ ω = (ξ−n )−1([−1, 0] \ U∆) ∩ ω, (4.28)
ω2 = (ξ+n )
−1([−1, 0] \ U∆) ∩ ω = (ξ−n )−1([0, 1] \ U∆) ∩ ω. (4.29)
Letting A be the set of indices (m, k) such that ωm,k is non-empty, we have
ω \ (ξ+n )−1(0) = ω \ (ξ−n )−1(0) =
⋃
(m,k)∈A
ω′m,k ∪ ω1 ∪ ω2.
Since ξ±n |ω is a diffemorphism, ω′m,k is an interval. Moreover ξ+n (ω′m,k) and
ξ−n (ω
′
−m,k) cover completely Im,k and I−m,k, respectively, except for the two
extreme end intervals. We join ω′m,k to its adjacent interval if ξ
+
n (ω
′
m,k) does
not cover Im,k completely. We follow similar procedure if ξ
+
n (ω
1) does not cover
I∆−1,(∆−1)2 or ξ+n (ω
2) does not cover I1−∆,(1−∆)2 . In this way we get a new
decomposition of ω \ (ξ+n )−1(0) into intervals ωm,k such that Im,k ⊂ ξ+n (ωm,k) ⊂
I+m,k and I−m,k ⊂ ξ−n (ωm,k) ⊂ I+−m,k. Now we put ωm,k ∈ Qn if m ≤ [αn]−1 and
set I+m,k and I
+
−m,k as its host intervals. Note that the portion of ω excluded
is an interval with image under ξ±n contained in U[αn]−1. If m ≥ ∆, we set
Rn(ωm,k) = Rn−1(ω) ∪ {n} and call n an essential return for ωm,k.
Given a ∈ ω ∈ Qn, take F±n (a) as the sum of the free periods up to time n associated
to ξ±, defined as in (4.26) and (4.27). Eventually we take
Pn =
{
ω ∈ Qn : F±n (a) ≥ (1− α)n for every a ∈ ω
}
,
and
Rn =
⋃
ω∈Pn
ω.
Finally, we define the set Rovella parameters as
R =
+∞⋂
n=1
Rn.
Observe that, by construction, every a ∈ Rn satisfies (BAn) and the free assumption
F±n (a) ≥ (1− α)n. (FAn)
Using this free assumption, Rovella shows in [29] that (EGn) still holds for parameters
in Rn, thus obtaining the exponential growth of derivative along the critical orbit. The
strategy used by Rovella to estimate the measure of the set of parameters excluded by
(FAn) is based on that used by Benedicks and Carleson in [13, 14] for the quadratic family
and uses a large deviations argument for the escape times that we introduce in the next
subsection.
We finish this subsection with a simple but useful lemma.
Lemma 4.12. If ω ∈ Pn, then |ω| ≤ 2Aλn.
Proof. By the Mean Value Theorem we have for some a ∈ ω
|ξ±n+1(ω)| = |(ξ±n+1)′(a)| |ω|.
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Then, by Remark 4.3 we have 0 /∈ ξ+n (ω), and so Proposition 4.2 gives in particular that
(ξ±n+1)
′(a) 6= 0. Thus, we can write
|ω| = 1|(ξ±n+1)′(a)|
∣∣ξ±n+1(ω)∣∣
≤ 1|(ξ±n+1)′(a)|
=
D±n (a)
|(ξ±n+1)′(a)|
· 1
D±n (a)
.
Now, since each a ∈ ω ∈ Pn satisfies (EGn) and D±j (a) ≥ ηj for all 1 ≤ j ≤ N±, by
construction, then using Proposition 4.2, we get the conclusion. 
4.4. Escape situations. Here we introduce formally the fundamental notions of escape
times and escape components and deduce a key property in Lemma 4.13 below. Take an
element ω ∈ Pn−1 and assume that n is an essential return for ω. We say that n is an
escape time whenever ξ±n (ω) covers I∆−1,(∆−1)2 or I1−∆,(1−∆)2 . Then, considering ω
1 and
ω2 as in (4.28) and (4.29), we say that ω1 is an escape component in the first case, and ω2
an escape component in the second case.
Lemma 4.13. There is κ < 1 such that if ω ∈ Pθ is an escaping component, then in the
next returning situation γ for ω we have
|ξ±γ (ω)| ≥ e−κ∆.
Proof. We consider the case ξ+, with the other case being similar. If ξ+γ (ω) is not completely
contained in U1, then the result follows immediately. Thus, we may assume that ξ
+
γ (ω) ⊆
U1. Since ω is an escape component with escaping time θ, we have Im,1 ⊆ ξ+θ (ω) with
|m| = ∆ − 1. With no loss of generality, assume that m > 0. Let p be the bound period
after the return θ and q = γ − θ − p− 1 be the free period before the return γ. Since γ is
the return after θ, it is not in the binding period of θ, i.e. γ − θ > p. Now we have two
possible situations:
Firstly, ξ+θ (ω) ⊆ Im. Assuming ω = (a, b), we use Lemma 4.1, Proposition 4.11 and the
Mean Value Theorem to obtain
|ξ+γ (ω)| = |(fγ−1a (−1), fγ−1b (−1))| = |(fγ−θa (f θ−1a (−1)), fγ−θb (f θ−1b (−1)))|
≥ |(fγ−θa (f θ−1a (−1)), fγ−θa (f θ−1b (−1)))|
= |fγ−θa (f θ−1a (−1), f θ−1b (−1))|
= (fγ−θa )
′(f θ−1c (−1))|f θ−1a (−1)− f θ−1b (−1)|, for some c ∈ ω.
= (f qa)
′(fp+1a (f
θ−1
c (−1)))(fp+1a )′(f θ−1c (−1))|ξ+θ (ω)|
≥ 1
e
λqe(1−β
s+3
β+log λ
)∆|ξ+θ (ω)|, since f θ−1c (−1) ⊂ ξ+θ (ω) ⊂ Im ⊂ I+m.
≥ 1
e∆2
λqe
2β
β+log λ
∆e(1−β
s+5
β+log λ)∆e−∆
≥ e−β s+5β+log λ∆, for ∆ large enough,
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where the second last inequality holds since θ is an escape time time for ω, and so
|ξ+θ (ω)| ≥
e−(∆−1) − e−∆
(∆− 1)2 >
e−∆
∆2
.
Secondly, ξ+θ (ω) ⊇ Im. We have
|ξ+γ (ω)| = |(fγ−1a (−1), fγ−1b (−1))| = |(fγ−θa (f θ−1a (−1)), fγ−θb (f θ−1b (−1)))|
≥ |(fγ−θa (f θ−1a (−1)), fγ−θa (f θ−1b (−1)))|
= |fγ−θa (f θ−1a (−1), f θ−1b (−1))|
≥ |fγ−θa (Im)| = (fγ−θa )′(x)|Im|, for some x ∈ Im.
The result follows from the above inequality similarly to the previous case. Recalling (4.11)
we obtain κ < 1. 
Let us now briefly explain how the large deviation argument is implemented by Benedicks
and Carleson, giving in particular the existence of infinitely many escape times for parame-
ters in the Rovella setR. The idea is to consider at each stage of the inductive construction
the auxiliary set
R′n =
⋃
ω∈Qn
ω.
Given a ∈ R′n, take γ1 < · · · < γu the return times for the parameter a until time n, with
host intervals Im1,k1 , . . . , Imu,ku . For convenience, we also take γ0 = 1 and γu+1 = n. Then
we make a splitting of the orbit {ξ±k (a) : k = 1, . . . , n− 1} into periods
P±i = {γ`i , . . . , γ`i+1 − 1}, i = 0, . . . , v,
with `0 = 0 and `v+1 = u+ 1, such that
|mi| = ∆− 1, for `2j ≤ i ≤ `2j+1 − 1
|mi| ≥ ∆, for `2j+1 ≤ i ≤ `2j+2 − 1.
For the last piece we take
|mi| = ∆− 1, for `v ≤ i ≤ `v+1, if v is even;
|mi| ≥ ∆, for `v ≤ i ≤ `v+1, if v is odd.
Note that each period P±2j begins with an escape time, and all the other returns belonging
to P±2j are also escape times. Thus it consists of a piece of free orbit. We denote by |P±i |
the number of elements in P±i and put
T±n (a) =
v′∑
j=0
|P±2j+1|, with v′ =
[
v − 1
2
]
.
We have in particular n− T±n (a) ≥ F±n (a). Following ideas similar to those in [14, Subsec-
tion 2.2] (see also [28] for a detailed explanation), it can be obtained an estimation on the
deviation of the expected value of T±n , yielding
|{a ∈ Qn : T±n (a) ≥ αn}| ≤ e −n|R|.
This gives that the Rovella set of parameters R ⊂ [0, a0] has positive measure and any
a ∈ R has an infinite number of escape times.
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5. Statistical instability for the maps
In this section we complete the proof of Theorem C. We start by extracting from as-
sumptions (A0)-(A6) in Subsection 2.2 some useful facts about the map fa, for a ∈ [0, a0]
with a0 sufficiently close to 0. Recall that each fa is differentiable in I \{0}, with f ′′a (x) < 0
for x ∈ [−1, 0) and f ′′a (x) > 0 for x ∈ (0, 1]. Moreover, ±1 are the critical values for fa
with fa(−1) close to −1 and fa(1) close to 1. Hence, the graph of fa has two connected
components. This further suggests that the graph of f 2a consists of four connected compo-
Figure 3. Graph of f 2a
nents, corresponding to the intervals [−1, O−a ), (O−a , 0), (0, O+a ) and (O+a , 1], where O−a and
O+a are the zeros of fa located on the left and the right side of 0, respectively; see Figure 3.
For each a ∈ [0, a0], consider {y−a , y+a } the period two repelling orbit for fa, with y−a < 0
and y+a > 0.
Proposition 5.1. If a0 is sufficiently close to 0 and ∆ is sufficiently large, then for each
escape time θ with escape component ω ∈ Pθ and γ the next returning situation for ω we
can find a parameter a ∈ ω ∩R and an integer ` ≥ 1 such that fγ+`a (−1) = y−a .
Proof. Since γ is a returning time for ω ∈ Pθ, we have ξ+γ (ω)∩ (−δ, δ) 6= ∅. Moreover, as γ
is the first return after the escape time θ, Lemma 4.13 gives |ξ+γ (ω)| ≥ δκ. Without loss of
generality, we may assume that the interval ξ+γ (ω) lies on the right hand side of zero, and
so there are b, c ∈ ω such that
ξ+γ (b) = δ and ξ
+
γ (c) = δ
κ  δ.
Using (A3) and the Mean Value Theorem, we get∣∣−1− ξ+γ+1(b)∣∣ = |fb(0)− fb(δ)| ≤ K1δs (5.1)
and ∣∣−1− ξ+γ+1(c)∣∣ = |fc(0)− fc(δκ)| ≥ K0δκs. (5.2)
Taking ∆ ∈ N sufficiently large, such that for δ = e−∆ we have
K1δ
(1−κ)s <
K0
2
,
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and using (5.1) and (5.2), we obtain∣∣ξ+γ+1(b)− ξ+γ+1(c)∣∣ ≥ K0δκs −K1δs = (K0 −K1δ(1−κ)s) δκs ≥ K0δκs2 . (5.3)
On the other hand, from the assumptions in Subsection 2.2 we easily deduce the existence
of x0 ∈ (−1, 0) and M > 1 such that, for a0 sufficiently close to 0, we have for all a ∈ [0, a0]
and all x ∈ [0, x0]
f ′a(x) ≥M. (5.4)
Now consider the sequence of pre-images · · · < yj0 < · · · < y10 < y00 = y−0 , with f0(yj0) = yj−10
for all j ≥ 1. Take j1 the first integer for which∣∣−1− yj10 ∣∣ < K1δs. (5.5)
Considering 0 ≤ j0 < j1 the first integer such that yj00 < x0, we further require that(
1
M
)j1−j0−1
<
K0δ
κs
6
. (5.6)
Then, using (5.4) and (5.6), we easily deduce that for each j ≥ j1∣∣yj0 − yj−10 ∣∣ ≤ ( 1M
)j−j0−1 ∣∣yj0+10 − yj00 ∣∣ ≤ ( 1M
)j−j0−1
<
K0δ
κs
6
. (5.7)
Taking ` = j1 + 1, it follows from (5.3) and (5.7) that the points y
`−1
0 , y
`
0 and y
`+1
0 belong
to the interval ξ+γ+1(ω). This ensures the existence of an interval centred at y
`
0 of size
min
{
y`0 − y`+10 , y`−10 − y`0
}
.
Clearly, this size does not depend on ω, θ or γ. Then, using Proposition 4.2, we ensure
that ξ+γ+1+`(ω) contains an open interval J centred at y
−
0 not depending on ω, θ or γ.
Now, since {y−0 , y+0 } is a hyperbolic set for f0, it has a hyperbolic continuation {y−a , y+a }
depending continuously on the parameter a. Thus, taking a0 sufficiently close to 0, we still
assure that y−a ∈ J ⊂ ξ+γ+1+`(ω) for every a ∈ [0, a0]. Since ω ⊂ [0, a0], it follows that the
continuous function y−a − ξ+γ+1+`(a) must have a zero in the interval ω. This means that
fγ+`a (−1) = y−a for some a ∈ ω. Finally, as the orbit of the critical value −1 falls onto a
repelling periodic orbit under iterations by fa, the parameter a necessarily belongs to the
set R. 
Proposition 5.2. Assume that a ∈ R and ξ+k (a) ∈ {y−a , y+a } for some k ≥ 1. Then there
is a sequence of parameters (an)n converging to a such that each fan has a super-attractor
and
µan
w∗−→ 1
2
(
δy−a + δy+a
)
, as n→∞,
where µan denotes the probability measure supported on the super-attractor of fan.
Proof. Let L ≥ 0 be the smallest positive integer such that ξ+L (a) ∈ {y−a , y+a }. Assume for
definiteness that ξ+L (a) = y
−
a . Fixing r > 0 small, we define the intervals
Y −r = (y
−
a − r, y−a + r) and Y +r = (y+a − r, y+a + r).
Using Lemma 4.1 and Proposition 4.2 we can find a sequence of parameter intervals (Ωn)n
with
{a} =
⋂
n≥1
Ωn, (5.8)
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and a sequence of positive integers L = m1 < m2 < · · · such that for every n ≥ 1 we have
(a) Ωn+1 ⊂ Ωn;
(b) ξ+i (Ωn) ⊂ Y −r ∪ Y +r for all L ≤ i ≤ mn;
(c) ξ+mn(Ωn) = Y
−
r or ξ
+
mn(Ωn) = Y
+
r ;
(d) mn − L = 2tn − 1 for some integer tn.
It follows from (c) that there are N = N(r) > 0 and ρn ∈ N with ρn ≤ N such that
0 ∈ ξ+mn+ρn(Ωn), for all n ≥ 1. (5.9)
As a consequence of (5.8) and (5.9), we obtain a sequence an ∈ Ωn with an → a as n→∞,
such that fan has a super-attractor of period mn + ρn for every n ≥ 1. Now take any
continuous ϕ : I → R and fix ε > 0 sufficiently small. For each n ≥ 1 we have∫
ϕdµan =
1
mn + ρn
mn+ρn∑
i=1
ϕ
(
f ian(−1)
)
≤ 1
mn + 1
mn∑
i=L
ϕ
(
f ian(−1)
)
+
L+N
mn + 1
‖ϕ‖0, (5.10)
where ‖ϕ‖0 stands for the C0-norm of ϕ. Since the second term in the inequality above
clearly goes to zero as n → ∞, we are going to work out the first term. By the uniform
continuity of ϕ on the closed interval I, we can choose r > 0 small such that
|ϕ(x)− ϕ(y)| < ε, whenever |x− y| < r. (5.11)
On the other hand, since we are assuming fLa (−1) = y−a , it follows from (b) that
|f ian(−1)− f i−La (y−a ))| < r, for all L ≤ i ≤ mn. (5.12)
Then, using (5.11) and (5.12), we obtain
mn∑
i=L
ϕ
(
f ian(−1)
)
=
mn∑
i=L
(
ϕ
(
f i−La (y
−
a )
)
+ ϕ
(
f ian(−1)
)− ϕ (f i−La (y−a )))
≤
mn∑
i=L
(
ϕ
(
f i−La (y
−
a )
)
+ ε
)
=
mn−L+1∑
i=1
(
ϕ
(
f i−1a (y
−
a )
)
+ ε
)
. (5.13)
Recalling that from (d) we can write mn−L+ 1 = 2tn for some positive integer tn, we get
mn−L+1∑
i=1
ϕ
(
f i−1a (y
−
a )
)
=
2tn∑
i=1
ϕ
(
f i−1a (y
−
a )
)
= tn
(
ϕ(y−a ) + ϕ(y
+
a )
)
=
mn − L+ 1
2
(
ϕ(y−a ) + ϕ(y
+
a )
)
. (5.14)
Using (5.10), (5.13) and (5.14), we obtain∫
ϕ dµan ≤
mn − L+ 1
mn + 1
(
1
2
(
ϕ(y−a ) + ϕ(y
+
a )
)
+ ε
)
+
L+N
mn + 1
‖ϕ‖0.
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Similarly, we get∫
ϕ dµan ≥
mn − L+ 1
mn +N
(
1
2
(
ϕ(y−a ) + ϕ(y
+
a )
)− ε)− L+N
mn + 1
‖ϕ‖0.
Using that mn →∞ when n→∞ and, since ε > 0 is arbitrary, we have for each ϕ : I → R
continuous
lim
n→∞
∫
ϕ dµan =
1
2
(
ϕ(y−a ) + ϕ(y
+
a )
)
,
which clearly gives the desired conclusion. 
Let us now finish the proof of Theorem C. Given any a ∈ R, from Lemma 4.12 and
Proposition 5.1 we obtain a sequence (an)n in R converging to a for which the orbit of
−1 under fan is pre-periodic to {y−an , y+an}. Since an ∈ R, by Proposition 5.2 we obtain
for each n ∈ N a sequence (an,k)k converging to an when k → ∞, such that fan,k has a
super-attractor and
µan,k
w∗−→ 1
2
(
δy−an + δy+an
)
, as k →∞, (5.15)
where µan,k is the probability measure supported on a super-attractor of fan,k .
Now observe that as any fa is smooth on the intervals [−1, 0) and (0, 1], we may find a
neighbourhood N of the hyperbolic set {y−a , y+a } such that fa is smooth on N . Therefore,
the set {y−a , y+a } varies continuously with the parameter a ∈ R; see e.g. [17]. Together
with (5.15), this enables us to obtain a sequence (an,kn)n with an,kn → a as n → ∞ such
that
µan,kn
w∗−→ 1
2
(
δy−a + δy+a
)
, as n→∞.
Since µan,kn is the probability measure supported on a super-attractor of fan,kn , we have
proved Theorem C.
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