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Abstract
While neural language models have recently demonstrated impressive performance
in unconditional text generation, controllable generation and manipulation of text
remain challenging. Latent variable generative models provide a natural approach
for control, but their application to text has proven more difficult than to images.
Models such as variational autoencoders may suffer from posterior collapse or
learning an irregular latent geometry. We propose to instead employ adversarial
autoencoders (AAEs) and add local perturbations by randomly replacing/removing
words from input sentences during training. Within the prior enforced by the
adversary, structured perturbations in the data space begin to carve and organize
the latent space. Theoretically, we prove that perturbations encourage similar
sentences to map to similar latent representations. Experimentally, we investigate
the trade-off between text-generation and autoencoder-reconstruction capabilities.
Our straightforward approach significantly improves over regular AAEs as well as
other autoencoders, and enables altering the tense/sentiment of sentences through
simple addition of a fixed vector offset to their latent representation.1
1 Introduction
Neural language models trained with massive datasets have shown impressive performance in
generating realistic text that can be hard to distinguish from human writing (Radford et al., 2019).
Still, controllable generation and manipulation of text remain difficult (Hu et al., 2017). While this
can, in principle, be done by mapping text to continuous representations where desired modifications
are enacted via real-valued arithmetic operations, such an approach has not yet proven successful,
partly due to the challenge of molding a meaningful latent space geometry for discrete text data.
A popular latent variable generative model for text is the variational autoencoder (VAE) (Kingma
and Welling, 2014; Bowman et al., 2016). Unfortunately, this method suffers from the posterior
collapse problem, where the latent representation is entirely ignored when the decoder is a powerful
autoregressive model like a RNN (Bowman et al., 2016; Chen et al., 2016). Techniques such as
KL-weight annealing or weakening the decoder have struggled to inject significant content into the
latent code (Yang et al., 2017; Kim et al., 2018), and alternatives like the β-VAE (Higgins et al.,
2017) with a small KL coefficient β appear necessary. The VAE can be explicitly encouraged to
utilize its latent code via an additional mutual information objective (Zhao et al., 2017), bringing
the approach closer to adversarial autoencoders (AAEs) (Makhzani et al., 2015). Circumventing the
issue of collapse, the AAE allows to perform manipulations in the latent space to induce change in
the data space (Shen et al., 2017; Zhao et al., 2018). However, we have found that its latent space can
be highly non-smooth and irregular, resulting in poor quality generations from prior samples.
In this paper, we extend AAEs to make them substantially more effective for text generation and
manipulation. Perhaps surprisingly, this is possible by augmenting AAEs with a simple denoising
1Our code is available at https://github.com/shentianxiao/text-autoencoders
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Figure 1: Illustration of the learned latent geometry by AAE before and after introducing x perturbations. With
high-capacity encoder/decoder networks, a standard AAE has no preference over x-z couplings and thus can
learn a random mapping between them (Left). Trained with local perturbations C(x), AAE learns to map similar
x to close z to best achieve the denoising objective (Right).
objective, where original sentences are reconstructed from perturbations of random word replace-
ment/removal (Lample et al., 2017; Artetxe et al., 2017). Similar denoising autoencoders (DAEs)
have been introduced before (Vincent et al., 2008) and adapted to image modeling (Creswell and
Bharath, 2018). Here, we demonstrate that the perturbations greatly improve the performance of
AAEs for text modeling, both theoretically and empirically. While a basic AAE can learn an arbitrary
mapping from data to latent variables, introducing perturbations that reflect local structures in the
data space can help better organize the latent space. We prove that similar sentences are encouraged
to map to similar latent representations as a result.
We systematically evaluate various text autoencoders in terms of their generation and reconstruction
capabilities (Cífka et al., 2018). The results demonstrate that our proposed model provides the best
trade-off between producing high-quality text vs. informative sentence representations. We further
investigate how well text can be manipulated by applying simple transformations in the learned latent
space. Our model is able to reasonably perform sentence-level vector arithmetic without any training
supervision (Mikolov et al., 2013). It also produces higher quality sentence interpolations than other
text autoencoders, suggesting better linguistic continuity in its latent space (Bowman et al., 2016).
2 Method
Define X = Vm to be a space of sequences of discrete symbols from vocabulary V (with maximum
length m); also define Z = Rd to be a continuous latent space. Our goal is to learn a mapping
between the data distribution pdata(x) over X and a given prior distribution p(z) over latent space
Z (a Gaussian prior is used in the experiments of this work.) Such a mapping allows us to easily
manipulate discrete data through continuous latent representations z, and provides a generative model
where samples from pdata(x) can be obtained by first drawing z from the prior and then mapping it to
the X space.
We adopt the adversarial autoencoder (AAE) framework, which involves a deterministic encoder
E : X → Z mapping from data space to latent space, a probabilistic decoder G : Z → X that
generates a sequence x from latent code z and evaluates its likelihood using parameterized distribution
pG(x|z), and a discriminator D : Z → [0, 1] tring to distinguish the encodings E(x) from the prior
p(z). Both E and G are recurrent neural networks (RNNs) in this work, although other sequence
models (Dehghani et al., 2019) could be employed as well. E takes input sequence x and outputs
the last RNN hidden state as its encoding z. G generates a sequence x autoregressively, with each
step conditioned on z and previous symbols. The discriminator D is a feed-forward network with a
sigmoid output layer that estimates the probability of z coming from the prior rather than the encoder.
Apart from the usual AAE, we introduce perturbations in X space to learn smoother representations
that reflect structure in the data. Given a perturbation process C that stochastically maps x to nearby
x˜ ∈ X , let p(x, x˜) = pdata(x)pC(x˜|x) and p(x˜) =
∑
x p(x, x˜). We optimize the following objective:
min
E,G
max
D
Lrec(θE , θG)− λLadv(θE , θD) (1)
with: Lrec(θE , θG) = Ep(x,x˜)[− log pG(x|E(x˜))] (2)
Ladv(θE , θD) = Ep(z)[− logD(z)] + Ep(x˜)[− log(1−D(E(x˜)))] (3)
2
Here, Lrec is the loss of reconstructing x from x˜, Ladv is the adversarial loss2 evaluated on perturbed
x, and λ > 0 is a hyperparameter weighting the two terms.
The objective function combines the denoising technique with the AAE (Vincent et al., 2008; Creswell
and Bharath, 2018). When pC(x˜|x) = 1[x˜ = x] (i.e. there is no perturbation), the above simply
becomes the usual AAE objective. In the next section, we provide a theoretical analysis of AAE with
perturbed x and show that it enjoys better properties than without input perturbations.
3 Theoretical Analysis
3.1 Posterior Properties with Perturbations
Tolstikhin et al. (2017) previously connected the AAE objective to a relaxed form of the Wasserstein
distance between model and data distributions. Specifically, for cost function c(·, ·) : X × X → R
and deterministic decoder mapping G : Z → X :
inf
Γ∈P(x∼pdata,y∼pG)
E(x,y)∼Γ[c(x, y)] = inf
q(z|x):q(z)=p(z)
Epdata(x)Eq(z|x)[c(x,G(z))] (4)
where the minimization over couplings Γ with marginals pdata and pG can be replaced with minimiza-
tion over conditional distributions q(z|x) whose marginal q(z) = Epdata(x)[q(z|x)] matches the latent
space prior p(z). Relaxing this marginal constraint via a divergence penalty D(q(z)‖p(z)) estimated
by adversarial training, one recovers the AAE objective. In particular, AAE on discrete x with the
cross-entropy loss is minimizing an upper bound of the total variation distance between pdata and pG,
with c chosen as the indicator cost function (Zhao et al., 2018).
For AAE with perturbation process C, we define:
q(z|x) =
∑
x˜
pC(x˜|x)pE(z|x˜) (5)
Our model is thus optimizing over conditional distributions q(z|x) of the form (5), a subset of all
possible conditional distributions. Thus, after introducing input perturbations, our method is still
minimizing an upper bound of the Wasserstein distance between pdata and pG described in (4).
Let us now examine more closely how perturbations affect the model. Expression (5) shows they
enable the use of stochastic encodings even though our model merely employs a deterministic encoder
network trained without any reparameterization-style tricks. Assume that x can always be preserved
with a positive probability pC(x|x) > 0. When the support of C(x1) and C(x2) do not overlap
for different training examples x1 6= x2, the encoder can learn to assign pE(z|x˜) = pE(z|x) for
x˜ ∈ C(x), and we are back to the unconstrained posterior scenario q(z|x) = pE(z|x). If C(x1) and
C(x2) intersect, then the latent posterior of x1 and x2 will have overlapping components pE(z|x˜)
for x˜ ∈ C(x1) ∩ C(x2). For example, if pC(x˜|x) assigns a high probability to x˜ that lies close to
x (based on some metric over X ), then for similar x1 and x2, the high-probability overlap between
their perturbations will inherently force their posteriors close together in the latent space. This is
desirable for learning good representations z and not guaranteed by merely minimizing statistical
divergence between pdata(x) and pG(x). In the next subsection, we formally prove how perturbations
help better structure the latent space (all proofs of our theorems are relegated to the Appendix).
3.2 Latent Space Geometry
Following prior analysis of language decoders (Mueller et al., 2017), we assume a powerful decoder
G that can approximate arbitrary p(x|z) so long as it remains sufficiently Lipschitz continuous on z.
Assumption 1. There exists L > 0 such that all decoder models G obtainable via training satisfy
the following property for all x ∈ X , z1, z2 ∈ Z : | log pG(x|z1)− log pG(x|z2)| ≤ L‖z1 − z2‖.
When G is implemented as a RNN language model, log pG(x|z) will remain Lipschitz in its continu-
ous input z if the RNN weight matrices have bounded norm. This property is naturally encouraged
2In practice, we train E to maximize Ep(x˜)[logD(E(x˜))] instead of Ep(x˜)[− log(1 −D(E(x˜)))], which
turns out to be more stable (Goodfellow et al., 2014). We also tried the WGAN objective (Arjovsky et al., 2017)
but did not observe much difference.
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by popular training methods that utilize SGD with early stopping and L2 regularization (Zhang et al.,
2017). Note we have not assumed E or G is Lipschitz in x, which would be unreasonable since x
stands for discrete text, and when a few symbols fed to the RNN cell change the decoder likelihood
can vary drastically (e.g., G may assign a much higher probability to a grammatically valid sentence
than an invalid one that only differs by one word). Our discussion is directed to the nature of such
families of log-likelihood functions with a continuous variable z and a discrete variable x.
Our analysis presumes an effectively trained discriminator that succeeds in ensuring that the latent
encodings z1, · · · , zn resemble samples from the prior. For simplicity, we thus directly assume that
z1, · · · , zn are actual samples from p(z) which are given a priori. Here, the task of the encoder is to
map given unique training examples x1, · · · , xn to the given latent points, and the goal of the decoder
pG(·|·) is to maximize −Lrec under the encoder mapping (cf. Eq. 2). The analysis aims to highlight
differences between optimal encoder/decoder solutions under the AAE objective with or without x
perturbations. Throughout, we assume the encoder is a universal function approximator capable of
producing any possible mapping from each xi to a unique zj . Likewise, the decoder can approximate
arbitrary p(x|z) with only the Lipschitz constraint. Let GL denote the set of possible decoder models
subject to Assumption 1 with Lipschitz constant L, and σ denote the sigmoid function.
Theorem 1. For any encoder mapping E from {x1, · · · , xn} to {z1, · · · , zn}, the optimal value of
objective maxG∈GL
1
n
∑n
i=1 log pG(xi|E(xi)) is the same.
Intuitively, this result stems from the fact that the model receives no information about the structure
of x, and x1, · · · , xn are simply provided as different symbols. Hence AAE offers no preference
over x-z couplings, and a random matching in which the z do not reflect any data structure is equally
good as any other matching (Figure 1, Left). Latent point assignments start to differentiate, however,
once we introduce local input perturbations.
To elucidate how perturbations affect latent space geometry, it helps to first consider a simple setting
with only four examples x1, x2, x3, x4 ∈ X . Again, we consider given latent points z1, z2, z3, z4
sampled from p(z), and the encoder/decoder are tasked with learning which x to match with which
z. As depicted in Figure 1, suppose there are two pairs of x closer together and also two pairs of z
closer together. More precisely, under a distance metric d over X , x1, x2, x3, x4 satisfy that with
some  > 0: d(x1, x2) < , d(x3, x4) < , and d(xi, xj) >  for all other (xi, xj) pairs. In addition,
z1, z2, z3, z4 satisfy that with some 0 < δ < ζ: ‖z1 − z2‖ < δ, ‖z3 − z4‖ < δ, and ‖zi − zj‖ > ζ
for all other (zi, zj) pairs. We have the following conclusion (where n = 4):
Theorem 2. Suppose our perturbation processC reflects localX geometry with: pC(xi|xj) = 1/2 if
d(xi, xj) <  and = 0 otherwise. For δ < 1L (2 log (σ(Lζ)) + log 2) and ζ >
1
L log
(
1/(
√
2− 1)),
the perturbation objective maxG∈GL
1
n
∑n
i=1
∑n
j=1 pC(xj |xi) log pG(xi|E(xj)) achieves the
largest value when the encoder E maps close pairs of x to close pairs of z.
This entails that the AAE with perturbed x will always prefer to map similar x to similar z. Note that
Theorem 1 still applies here, and the regular AAE will not prefer any particular x, z pairing over the
other possibilities. We next generalize beyond the basic four-points scenario to consider n examples
of x that are clustered. Here, we can ask whether this cluster organization will also be reflected in the
latent space of an AAE trained with local input perturbations.
Theorem 3. Suppose x1, · · · , xn are divided into n/K clusters of equal sizeK, with Si denoting the
cluster index of xi. Let the perturbation process C be uniform within clusters, i.e. pC(xi|xj) = 1/K
if Si = Sj and = 0 otherwise. For an encoder mapping E from {x1, · · · , xn} to {z1, · · · , zn}, the
perturbation objective maxG∈GL
1
n
∑n
i=1
∑n
j=1 pC(xj |xi) log pG(xi|E(xj)) is upper bounded by:
1
n2
∑
i,j:Si 6=Sj log σ(L‖E(xi)− E(xj)‖)− logK.
Theorem 3 provides an upper bound on the achievable log-likelihood objective value for a particular
x-z mapping. This achievable limit is substantially better when examples in the same cluster are
mapped to points in the latent space in a manner that is well-separated from encodings of other
clusters. In other words, by preserving input space cluster structure in the latent space, the AAE with
perturbed x can achieve better objective values and thus is incentivised to learn a encoder/decoder
that behaves in this manner. An analogous corollary can be shown for the case when examples x
are perturbed to yield additional inputs x˜ not present in the training data. In this case, the model
would aim to map each example and its perturbations as a group to a compact group of z points
well-separated from other groups in the latent space.
4
4 Related Work
Vincent et al. (2008) first used input perturbations to improve autoencoder representations. However,
their DAE requires sophisticated MCMC sampling to be employed generatively (Bengio et al., 2013).
Im et al. (2017) later proposed VAE with input perturbations, but their model remains prone to
posterior collapse due to the per-example KL penalty. While β-VAE can trade the KL penalty for
reconstruction improvements, the resulting aggregated posteriors may not match the prior, leading to
poor generative performance. In contrast, adversarial prior enforcement in our AAE poses a global
constraint over all training examples and does not as severely affect individual reconstructions.
Alternatively to our proposed perturbations in the data space, Rubenstein et al. (2018) suggest AAEs
may be improved through Gaussian perturbations in the latent space. They argue deterministic
encoding in the AAE may induce suboptimal latent geometry, particularly if the adversarial prior
causes the encoder to act as a space-filling curve. Rubenstein et al. (2018) demonstrate stochastic
encodings can help avoid this issue, but they have to enforce an L1 penalty on Gaussian log-
variance λp · ‖ log σ2(x)‖1 to prevent their latent perturbations from vanishing. Crucially, our use
of input perturbations enables us to obtain stochastic sentence representations without parametric
restrictions like Gaussianity or the excessive training variance/instability associated with the learning
of nondeterministic encoder models (Roeder et al., 2017).
Previous work on controllable text generation has employed the standard AE, β-VAE, as well
as AAE trained with attribute label information (Hu et al., 2017; Shen et al., 2017; Zhao et al.,
2018; Logeswaran et al., 2018; Subramanian et al., 2018). Our proposed model can perform text
manipulation without any training labels. Moreover, it can be utilized as a superior base autoencoder
model when additional supervision signals are available.
5 Experiments
Datasets We evaluate various text autoencoders, including our proposed model, on two text corpora:
Yelp reviews and Yahoo answers. The Yelp dataset has millions of reviews which we segment into
individual sentences. We then sample 200K/10K/10K sentences with length less than 16 words as
train/dev/test sets. The vocabulary size is 10K after replacing words with under 5 occurrences by an
“<unk>” token. Our second dataset is based on a subset of Yahoo answers from Yang et al. (2017).
We again perform sentence segmentation and eliminate those whose length exceed 30 words. The
resulting dataset has 463K/46K/47K sentences for train/dev/test sets, with vocabulary size 20K.
Perturbation Process We randomly mask each word with probability p. This way perturbations of
sentences with more words in common will have larger overlap. We also tried removing each word or
replacing it with a random word from the vocabulary, and found that these variants perform similarly.
We leave to future work to explore more sophisticated text perturbations.
Baselines and Experimental Details We compare five alternative text autoencoders with our
proposed model: adversarially regularized autoencoder (Zhao et al., 2018, ARAE) where the prior is
implicitly transformed from a latent code generator, β-VAE (Higgins et al., 2017), AAE (Makhzani
et al., 2015), AAE with perturbed z (Rubenstein et al., 2018), and purely reconstruction-focused
autoencoder (AE). Descriptions of hyperparameters and training regime are detailed in Appendix D.
5.1 Generation-Reconstruction Trade-off
In this section, we evaluate the latent variable generative models in terms of both generation quality
and reconstruction accuracy. A strong generative model should not only generate high quality
sentences from prior samples, but also learn useful latent variables that capture significant data content.
Only when both requirements are met can we successfully manipulate sentences by modifying their
latent representation (in order to produce valid output sentences that remain faithful to the input).
We compute BLEU (Papineni et al., 2002) between input sentences and reconstructed sentences to
measure reconstruction accuracy. To quantitatively evaluate the quality of generated sentences, we
adopt two model-based evaluation metrics: PPL and reverse PPL (Zhao et al., 2018). PPL is the
perplexity of a language model trained on real data and evaluated on generated data. This measures
the fluency of the generated text, but cannot detect the collapsed case where the model repeatedly
generates a few common sentences. Reverse PPL is the perplexity of a language model trained on
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<latexit sha1_base64="LYFEefZ6fSFsCaDjO rsC+RMD4FE=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6EUIePEYwTwgWcLspJMMmX0w0yuE JR/hxYMiXv0eb/6Nk2QPmljQUFR1090VJEoact1vZ219Y3Nru7BT3N3bPzgsHR03TZxqgQ0Rq1i3A 25QyQgbJElhO9HIw0BhKxjfzfzWE2oj4+iRJgn6IR9GciAFJyu1ugESv/V6pbJbcedgq8TLSRly1H ulr24/FmmIEQnFjel4bkJ+xjVJoXBa7KYGEy7GfIgdSyMeovGz+blTdm6VPhvE2lZEbK7+nsh4aMw kDGxnyGlklr2Z+J/XSWlw42cySlLCSCwWDVLFKGaz31lfahSkJpZwoaW9lYkR11yQTahoQ/CWX14l zWrFu6xUH67KtWoeRwFO4QwuwINrqME91KEBAsbwDK/w5iTOi/PufCxa15x85gT+wPn8AbUijxo=< /latexit>
 p = 0.01
<latexit sha1_base64="zsopca3Fe7obfaN72 l6BttuSba4=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclZkq6EYouHFZwT6gHUsmk2lDM5khuaOU 0v9w40IRt/6LO//GtJ2Fth4IOZxzLrk5QSqFQdf9dlZW19Y3Ngtbxe2d3b390sFh0ySZZrzBEpnod kANl0LxBgqUvJ1qTuNA8lYwvJn6rUeujUjUPY5S7se0r0QkGEUrPXSljYa0l167Fdfrlcr2moEsEy 8nZchR75W+umHCspgrZJIa0/HcFP0x1SiY5JNiNzM8pWxI+7xjqaIxN/54tvWEnFolJFGi7VFIZur viTGNjRnFgU3GFAdm0ZuK/3mdDKMrfyxUmiFXbP5QlEmCCZlWQEKhOUM5soQyLeyuhA2opgxtUUVb grf45WXSrFa880r17qJcq+Z1FOAYTuAMPLiEGtxCHRrAQMMzvMKb8+S8OO/Oxzy64uQzR/AHzucPD YqRgg==</latexit>
 p = 0.1
<latexit sha1_base64="U1RPcwwM2Z/jizJSO UeFmPZ/Xhk=">AAAB9HicbVDLSgMxFL3xWeur6tJNsAiuhpkq6EYouHFZwT6gHUomk2lDM5kxyRTK 0O9w40IRt36MO//GtJ2Fth4IHM45l3tzglRwbVz3G62tb2xubZd2yrt7+weHlaPjlk4yRVmTJiJRn YBoJrhkTcONYJ1UMRIHgrWD0d3Mb4+Z0jyRj2aSMj8mA8kjTomxkt8TNhqSfnrrOl6/UnUddw68Sr yCVKFAo1/56oUJzWImDRVE667npsbPiTKcCjYt9zLNUkJHZMC6lkoSM+3n86On+NwqIY4SZZ80eK7 +nshJrPUkDmwyJmaol72Z+J/XzUx04+dcpplhki4WRZnAJsGzBnDIFaNGTCwhVHF7K6ZDogg1tqey LcFb/vIqadUc79KpPVxV67WijhKcwhlcgAfXUId7aEATKDzBM7zCGxqjF/SOPhbRNVTMnMAfoM8fm 2iRSA==</latexit>
p = 0.1
<latexit sha1_base64="GHsAGalSKw3XqD6sSHkBD+XWD1k=">AAAB7HicbVBNS8NAEJ34WetX1a OXxSJ4CkkV9CIUvHisYNpCG8pmO2mXbjZhdyOU0t/gxYMiXv1B3vw3btsctPXBwOO9GWbmRZng2njet7O2vrG5tV3aKe/u7R8cVo6OmzrNFcOApSJV7YhqFFxiYLgR2M4U0iQS2IpGdzO/9YRK81Q+mnGG YUIHksecUWOlILv1XL9XqXquNwdZJX5BqlCg0at8dfspyxOUhgmqdcf3MhNOqDKcCZyWu7nGjLIRHWDHUkkT1OFkfuyUnFulT+JU2ZKGzNXfExOaaD1OItuZUDPUy95M/M/r5Ca+CSdcZrlByRaL4lwQk5 LZ56TPFTIjxpZQpri9lbAhVZQZm0/ZhuAvv7xKmjXXv3RrD1fVeq2IowSncAYX4MM11OEeGhAAAw7P8ApvjnRenHfnY9G65hQzJ/AHzucPooaN3A==</latexit>
p = 1
<latexit sha1_base64="ha4QS8DD+94qqDrze 0UWo2Ckk0o=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoBeh4MVjRfsBbSib7aRdutmE3Y1Q Qn+CFw+KePUXefPfuG1z0NYHA4/3ZpiZFySCa+O6305hbX1jc6u4XdrZ3ds/KB8etXScKoZNFotYd QKqUXCJTcONwE6ikEaBwHYwvp357SdUmsfy0UwS9CM6lDzkjBorPSQ3Xr9ccavuHGSVeDmpQI5Gv/ zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+6pScWWVAwljZkobM1d8TGY20nkS B7YyoGellbyb+53VTE177GZdJalCyxaIwFcTEZPY3GXCFzIiJJZQpbm8lbEQVZcamU7IheMsvr5JW repdVGv3l5V6LY+jCCdwCufgwRXU4Q4a0AQGQ3iGV3hzhPPivDsfi9aCk88cwx84nz/IRY1q</lat exit>
p = 0.3
<latexit sha1_base64="z5EvdaL2HU8e+zlnHyDymnjNDuI=">AAAB7HicbVBNS8NAEJ3Ur1q/qh 69LBbBU0haQS9CwYvHCqYttKFstpt26e4m7G6EEvobvHhQxKs/yJv/xm2bg7Y+GHi8N8PMvCjlTBvP+3ZKG5tb2zvl3cre/sHhUfX4pK2TTBEakIQnqhthTTmTNDDMcNpNFcUi4rQTTe7mfueJKs0S+Wim KQ0FHkkWM4KNlYL01nMbg2rNc70F0DrxC1KDAq1B9as/TEgmqDSEY617vpeaMMfKMMLprNLPNE0xmeAR7VkqsaA6zBfHztCFVYYoTpQtadBC/T2RY6H1VES2U2Az1qveXPzP62UmvglzJtPMUEmWi+KMI5 Og+edoyBQlhk8twUQxeysiY6wwMTafig3BX315nbTrrt9w6w9XtWa9iKMMZ3AOl+DDNTThHloQAAEGz/AKb450Xpx352PZWnKKmVP4A+fzB6WOjd4=</latexit>
  = 0.01
<latexit sha1_base64="BV65hVKyh8AENiYdPQ/U24EATCs=">AAAB8XicbVBNSwMxEJ2tX7V+VT 16CRbBU9mtgl6EghePFewHtkvJprNtaDa7JFmhLP0XXjwo4tV/481/Y9ruQVsfhDzem2FmXpAIro3rfjuFtfWNza3idmlnd2//oHx41NJxqhg2WSxi1QmoRsElNg03AjuJQhoFAtvB+Hbmt59QaR7LBzNJ 0I/oUPKQM2qs9NgL0NAbt+p6/XLFfnOQVeLlpAI5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7lkoaofaz+cZTcmaVAQljZZ80ZK7+7shopPUkCmxlRM1IL3sz8T+vm5rw2s+4TFKDki0Gha kgJiaz88mAK2RGTCyhTHG7K2EjqigzNqSSDcFbPnmVtGpV76Jau7+s1Gt5HEU4gVM4Bw+uoA530IAmMJDwDK/w5mjnxXl3PhalBSfvOYY/cD5/AAMJj8Y=</latexit>
  = 0.5
<latexit sha1_base64="tTWr4sY2i0vft1l4aC9FdWB0a4M=">AAAB8HicbVBNS8NAEJ34WetX1a OXxSJ4CklV9CIUvHisYD+kDWWznbRLN5uwuxFK6a/w4kERr/4cb/4bt20O2vpg4PHeDDPzwlRwbTzv21lZXVvf2CxsFbd3dvf2SweHDZ1kimGdJSJRrZBqFFxi3XAjsJUqpHEosBkOb6d+8wmV5ol8MKMU g5j2JY84o8ZKj50QDb3x3Mtuqey53gxkmfg5KUOOWrf01eklLItRGiao1m3fS00wpspwJnBS7GQaU8qGtI9tSyWNUQfj2cETcmqVHokSZUsaMlN/T4xprPUoDm1nTM1AL3pT8T+vnZnoOhhzmWYGJZsvij JBTEKm35MeV8iMGFlCmeL2VsIGVFFmbEZFG4K/+PIyaVRc/9yt3F+Uq5U8jgIcwwmcgQ9XUIU7qEEdGMTwDK/w5ijnxXl3PuatK04+cwR/4Hz+AJiTj5A=</latexit>
p = 0.1
<latexit sha1_base64="GHsAGalSKw3XqD6sSHkBD+XWD1k=">AAAB7HicbVBNS8NAEJ34WetX1a OXxSJ4CkkV9CIUvHisYNpCG8pmO2mXbjZhdyOU0t/gxYMiXv1B3vw3btsctPXBwOO9GWbmRZng2njet7O2vrG5tV3aKe/u7R8cVo6OmzrNFcOApSJV7YhqFFxiYLgR2M4U0iQS2IpGdzO/9YRK81Q+mnGG YUIHksecUWOlILv1XL9XqXquNwdZJX5BqlCg0at8dfspyxOUhgmqdcf3MhNOqDKcCZyWu7nGjLIRHWDHUkkT1OFkfuyUnFulT+JU2ZKGzNXfExOaaD1OItuZUDPUy95M/M/r5Ca+CSdcZrlByRaL4lwQk5 LZ56TPFTIjxpZQpri9lbAhVZQZm0/ZhuAvv7xKmjXXv3RrD1fVeq2IowSncAYX4MM11OEeGhAAAw7P8ApvjnRenHfnY9G65hQzJ/AHzucPooaN3A==</latexit>
p = 0.7
<latexit sha1_base64="5jtOHWl2SaPEz4C+ByqA/hEqunU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh 69LBbBU0iqUC9CwYvHCqYttKFstpt26Waz7G6EEvobvHhQxKs/yJv/xm2bg7Y+GHi8N8PMvEhypo3nfTuljc2t7Z3ybmVv/+DwqHp80tZppggNSMpT1Y2wppwJGhhmOO1KRXEScdqJJndzv/NElWapeDRT ScMEjwSLGcHGSoG89dzGoFrzXG8BtE78gtSgQGtQ/eoPU5IlVBjCsdY935MmzLEyjHA6q/QzTSUmEzyiPUsFTqgO88WxM3RhlSGKU2VLGLRQf0/kONF6mkS2M8FmrFe9ufif18tMfBPmTMjMUEGWi+KMI5 Oi+edoyBQlhk8twUQxeysiY6wwMTafig3BX315nbTrrn/l1h+ua816EUcZzuAcLsGHBjThHloQAAEGz/AKb45wXpx352PZWnKKmVP4A+fzB6uejeI=</latexit>  p = 0.01
<latexit sha1_base64="zsopca3Fe7obfaN72l6BttuSba4=">AAAB9XicbVDLSgMxFL3js9ZX1a WbYBFclZkq6EYouHFZwT6gHUsmk2lDM5khuaOU0v9w40IRt/6LO//GtJ2Fth4IOZxzLrk5QSqFQdf9dlZW19Y3Ngtbxe2d3b390sFh0ySZZrzBEpnodkANl0LxBgqUvJ1qTuNA8lYwvJn6rUeujUjUPY5S 7se0r0QkGEUrPXSljYa0l167Fdfrlcr2moEsEy8nZchR75W+umHCspgrZJIa0/HcFP0x1SiY5JNiNzM8pWxI+7xjqaIxN/54tvWEnFolJFGi7VFIZurviTGNjRnFgU3GFAdm0ZuK/3mdDKMrfyxUmiFXbP 5QlEmCCZlWQEKhOUM5soQyLeyuhA2opgxtUUVbgrf45WXSrFa880r17qJcq+Z1FOAYTuAMPLiEGtxCHRrAQMMzvMKb8+S8OO/Oxzy64uQzR/AHzucPDYqRgg==</latexit>
 p = 0.2
<latexit sha1_base64="4sTNWBHrbE++XJ0rLhoc+CDLhkU=">AAAB9HicbVDLSsNAFL2pr1pfVZ duBovgKiRR0I1QcOOygn1AG8pkMmmHTibpzKRQQr/DjQtF3Pox7vwbp20W2npg4HDOudw7J0g5U9pxvq3SxubW9k55t7K3f3B4VD0+aakkk4Q2ScIT2QmwopwJ2tRMc9pJJcVxwGk7GN3P/faESsUS8aSn KfVjPBAsYgRrI/k9bqIh7qd3ju31qzXHdhZA68QtSA0KNPrVr16YkCymQhOOleq6Tqr9HEvNCKezSi9TNMVkhAe0a6jAMVV+vjh6hi6MEqIokeYJjRbq74kcx0pN48AkY6yHatWbi/953UxHt37ORJppKs hyUZRxpBM0bwCFTFKi+dQQTCQztyIyxBITbXqqmBLc1S+vk5Znu1e293hdq3tFHWU4g3O4BBduoA4P0IAmEBjDM7zCmzWxXqx362MZLVnFzCn8gfX5A5zskUk=</latexit>
Figure 2: Generation-reconstruction trade-off of different text autoencoders on the Yelp dataset. β of β-VAE is
swept from 0.01, 0.05, 0.1, · · · , 1. λp of AAE with perturbed z is 0.01, 0.05, 0.1 or 0.2. Word mask probability
p of AAE with perturbed x ranges from 0.1 to 1. The “real data” dotted line marks the perplexity of a language
model trained and evaluated on real data. In the BLEU-reversed PPL plot (Right), we removed points of severe
collapse that have huge reverse PPL (>200) arising from extreme parameter settings.
generated data and evaluated on real data. It takes into account both the fluency and diversity of the
generated text. If a model generates only a few common sentences, a language model trained on it
will exhibit poor PPL on real data.
Figure 2 plots the results of different models on the Yelp dataset (see Figure E.1 in Appendix for
Yahoo results). The x-axis is reconstruction BLEU (higher is better); the y-axis is PPL/reverse PPL
(lower is better). The bottom right corner represents an ideal situation where high reconstruction
BLEU and low PPL/reverse PPL are achieved at the same time. For models with tunable hyperpa-
rameters, we sweep the full spectrum of their generation-reconstruction trade-off by varying the
KL coefficient β of β-VAE, the log-variance L1 penalty λp of AAE with perturbed z, and the word
mask probability p of AAE with perturbed x. The BLEU-PPL diagrams show that as the degree
of regularization/perturbation increases, the generated samples are more fluent (lower PPL) but
reconstruction accuracy drops (lower BLEU). AAE with perturbed x provides strictly better trade-off
than β-VAE and AAE with perturbed z, both of which have similar performance. This implies
introducing perturbations in the data space is superior to perturbations in the latent space. The latter
are often limited to be Gaussian for tractability, whereas the former may be mapped to any desired
latent distribution by our neural encoder. ARAE falls on or above the curve of β-VAE and AAE with
perturbed z, revealing that it does not fare better than these methods. The basic AAE has extremely
high PPL, indicating that the text its produces is of low quality.
Figure 2 (Right) shows that reverse PPL first drops and then rises as we increase the degree of
regularization/perturbation. This is because when z encodes little information, generations from them
lack enough diversity to cover real data. Again, AAE with perturbed x demonstrates dominance over
other baselines, which tend to have higher reverse PPL and lower reconstruction BLEU.
In subsequent experiments, we set β = 0.05 for β-VAE, λp = 0.01 for AAE with perturbed z, and
p = 0.3 for AAE with perturbed x to ensure they achieve fairly high reconstruction accuracy, which
is essential to perform text manipulation.
5.2 Vector Arithmetic
Mikolov et al. (2013) previously discovered word embeddings learned without supervision can capture
linguistic relationships via simple arithmetic. A canonical example is the embedding arithmetic
“King” - “Man” + “Woman” which results in a vector that lies very close to the embedding of “Queen”.
We now investigate whether analogous structure emerges in the latent space of our sentence-level
models, with tense and sentiment as two example attributes (Hu et al., 2017).
Tense We use the Stanford Parser3 to extract the main verb of a sentence and determine the sentence
tense based on its part-of-speech tag. The Yelp development and test sets consist of around 2.8K past
3https://nlp.stanford.edu/software/srparser.html
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Model ACC BLEU PPL
AE 26.4 61.5 49.1
β-VAE 42.2 45.7 53.2
ARAE 28.5 19.3 46.7
AAE 16.7 67.0 48.9
w/ z˜ 41.8 48.1 54.7
w/ x˜ 44.5 56.5 39.7
n/a both good both bad > <
20 14 27 26 13
Table 1: Above: automatic evaluations of vector
arithmetic for tense inversion. Below: human eval-
uation statistics of our model vs. β-VAE. “>”: ours
is better, “<”: β-VAE is better.
Model ACC BLEU PPL
Shen et al. (2017) 81.7 12.4 38.4
AAE
±v 7.7 78.3 39.5
±2v 39.1 30.4 107.5
±3v 73.5 6.6 289.7
w/ x˜
±v 10.0 73.1 33.6
±2v 50.2 31.3 58.3
±3v 90.7 6.8 129.9
Table 2: Automatic evaluations of vector arithmetic for
sentiment transfer. Accuracy is measured by a sentiment
classifier. Shen et al. (2017) is specifically tailored for
sentiment transfer, while our text autoencoders are not.
Input and more unbelievably the pizza served was missing a portion . “ the oven ate it ” - according to the waitress .
AE and more importantly the pizza served was missing a portion . “ “ skinny food ” ’s prices to replace the waitress .
β-VAE or some ... the mediterranean it was missing a bowl . “ love the sandwich that happens is ( my waitress .
ARAE and more pizza there is large portion of the greek steak . “ the corned beef is better pizza ” was the best .
AAE and more how the pizza served was missing a portion . “ holy station out it ” - according to the waitress .
w/ z˜ - even support the food rings was missing a portion . “ the wall ate it ” - according to the waitress .
w/ x˜ and more importantly the pizza served is missing a lot . “ the saucer goes it ” : bring to the waitress .
Input they have a nice selection of stuff and the prices seem just about right . husband loves the thin crust pizza .
AE they have a nice selection of stuff and the prices seem just about right . husband loves the thin crust pizza .
β-VAE they have a nice selection of stuff and the prices were just right about . husband ordered the thin crust pizza .
ARAE they have a nice selection of beers and i get no <unk> products . always the baked goods are very salty .
AAE they have a nice selection of stuff and the prices seemed just about right . husband loves the thin crust pizza .
w/ z˜ they had a nice selection of stuff and the prices did nothing like right . husband ordered the curry crust pizza .
w/ x˜ they had a nice selection of stuff and the prices seemed just about right . husband loved the thin crust pizza .
Table 3: Examples of vector arithmetic for tense inversion.
tense sentences and 4.5K present tense sentences. We compute a single “tense vector” by averaging
the latent code z separately for past tense sentences and present tense sentences in the development
set and then computing the difference between the two. Given a sentence from the test set, we attempt
to change its tense from past to present or from present to past through simple addition/subtraction of
the tense vector. More precisely, a source sentence x is first is encoded to z = E(x), and then the
tense-modified sentence is produced via G(z ± v), where v ∈ Rd denotes the fixed tense vector.
To quantitatively compare different models, we compute their tense transfer accuracy as measured by
the parser, the output BLEU with the input sentence, and output PPL evaluated by a language model.
Table 1 (Above) shows that AAE with perturbed x achieves the highest accuracy, lowest PPL, and
relatively high BLEU, implying the output sentences produced by our model are more likely to be
of high quality and of the proper tense, meanwhile remaining similar to the source sentence. We
also conduct human evaluation on 100 test sentences (50 past and 50 present) to compare our model
and β-VAE, the closest baseline model. The human annotator is presented with a source sentence
and two outputs (one from each approach, presented in random order) and asked to judge which one
successfully changes the tense while being faithful to the source, or whether both are good/bad, or if
the input is not suitable to have its tense inverted. From Table 1 (Below), one can see that AAE with
perturbed x outperforms β-VAE twice as often as it is outperformed. Our model achieves an overall
success rate of (14 + 26)/(100− 20) = 50%, 16% higher than the β-VAE.
Table 3 shows the result of adding this simple latent vector offset to four example sentences under
different models. In three examples, the AAE with perturbed x can successfully change “was” to “is”,
“loves” to “loved”, “have” to “had” and “seem” to “seemed”, with only slight sentence distortions.
Other baselines either fail to alter the tense, or change the meaning of the source sentence (e.g.,
“loves” to “ordered”). The second example depicts a difficult case where all models fail.
Sentiment We repeat a similar analysis on sentiment, using the sentiment transfer dataset of Shen
et al. (2017) which is also derived from Yelp reviews. We sample 100 negative and positive sentences
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AAE AAE w/ x˜
Input service was excellent ( as always ) . service was excellent ( as always ) .
−v service was excellent ( as always ) . service was excellent ( as always ) .
−2v service was tasteless ( as not ) . service was fine ( as already ) .
−3v service was overcooked ( without not please . service was rude ( after already ) .
Input i am truly annoyed and disappointed at this point . i am truly annoyed and disappointed at this point .
+v i am truly impressed and disappointed at this point . i am truly annoyed and disappointed at this point .
+2v i am truly impressed and disappointed at this point . i am truly flavorful and disappointed at this point .
+3v my pizza is pleasant and disappointed and chinese . i am truly friendly and pleasant at this point .
Table 4: Examples of vector arithmetic for sentiment transfer.
Input 1 i highly recommend it and i ’ll definitely be back ! everyone is sweet !
Input 2 i will be back ! everyone who works there is very sweet and genuine too !
AAE i highly recommend it and i ’ll definitely be back ! everyone is sweet !
i highly recommend it and i ’ll definitely be back ! everyone is sweet !
i will be it ! everyone is pre-made - my tea and low pickles !
i will be back ! everyone who works there is very sweet and genuine too !
i will be back ! everyone who works there is very sweet and genuine too !
AAE w/ x˜ i highly recommend it and i ’ll definitely be back ! everyone is sweet !
i highly recommend it and i ’ll definitely be back ! everyone is sweet !
i highly recommend it and will be back ! ! everyone ’s friendly - and sweet ! !
i will be back ! everyone who works there is very sweet and genuine ! !
i will be back ! everyone who works there is very sweet and genuine too !
Table 5: Interpolations between two input sentences generated by AAE and our model on the Yelp dataset.
and compute the difference between their mean z-representation as the “sentiment vector” v. Then we
apply v to another 1000 negative and positive sentences to change their sentiment, following the same
previously described procedure used to alter tense. Table 2 reports the automatic evaluations, and
Table 4 (also Table E.1 in Appendix) shows examples generated by AAE and AAE with perturbed x.
Sentiment seems to be less salient in the data than tense, and±v does not appear to invert the sentiment
of a sentence effectively. Thus, we also tried ±2v and ±3v, and found that the resulting sentences
get more and more positive/negative (Table 4). However, the PPL also increases dramatically with
the scaling factor, indicating that the sentences become unnatural when their encodings are offset too
much. AAE with perturbed x outperforms AAE, but is not competitive with style transfer models
that are specifically trained with sentiment labels (Shen et al., 2017). Nevertheless, our model can be
employed as a base model in place of other autoencoders when training with additional supervision.
5.3 Latent Space Interpolation
Our final experiments study sentence interpolation in the latent space of generative models. Given
two input sentences x1, x2, we encode them to z1, z2, and decode from tz1 + (1− t)z2 (0 ≤ t ≤ 1)
to obtain their intermediate sentences. Ideally this should produce fluent sentences with gradual
semantic change (Bowman et al., 2016). Table 5 shows two examples from the Yelp dataset, where it
is clear that AAE with perturbed x leads to more fluent and coherent interpolations than AAE without
perturbations. Table E.2 in Appendix shows two challenging examples Yahoo, where we interpolate
between dissimilar sentences. While it is difficult for our model trained with simple perturbations to
generate semantically correct sentences in these cases, its learned latent space exhibits continuity on
topic and syntactic structure.
6 Conclusion
This paper introduced the utility of data perturbations in AAE for text generative modeling. In
line with previous work (Devlin et al., 2018; Lample et al., 2018), we find denoising techniques
particularly effective for learning improved text representations. Our proposed model substantially
outperforms other text autoencoders, and demonstrates potential for performing sentence-level vector
arithmetic. Future work might investigate better perturbation strategies and delve deeper into the
latent space geometry of text autoencoders to further improve controllable generation.
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A Proof of Theorem 1
Theorem 1. For any encoder mapping E from {x1, · · · , xn} to {z1, · · · , zn}, the optimal value of
objective maxG∈GL
1
n
∑n
i=1 log pG(xi|E(xi)) is the same.
Proof. Consider two encoder matchings xi to zα(i) and xi to zβ(i), where both α and β are permu-
tations of the indices {1, . . . , n}. Suppose Gα is the optimal decoder model for the first matching
(with permutations α). This implies
pGα = argmax
G∈GL
n∑
i=1
log pG(xi|zα(i))
Now let pGβ (xi|zj) = pGα(xβα−1(i)|zj),∀i, j. ThenGβ can achieve exactly the same log-likelihood
objective value for matching β as Gα for matching α, while still respecting the Lipschitz constraint.
B Proof of Theorem 2
Theorem 2. Suppose our perturbation processC reflects localX geometry with: pC(xi|xj) = 1/2 if
d(xi, xj) <  and = 0 otherwise. For δ < 1L (2 log (σ(Lζ)) + log 2) and ζ >
1
L log
(
1/(
√
2− 1)),
the perturbation objective maxG∈GL
1
n
∑n
i=1
∑n
j=1 pC(xj |xi) log pG(xi|E(xj)) achieves the
largest value when the encoder E maps close pairs of x to close pairs of z.
Proof. Let [n] denote {1, . . . , n}, and assume without loss of generality that the encoder E maps
each xi to zi. We also define A = {1, 2}, B = {3, 4} as the two x-pairs that lie close together. For
our choice of C(x), the training objective to be maximized is:∑
i,j∈A
log pG(xi|E(xj)) +
∑
k,`∈B
log pG(xk|E(x`))
=
∑
i,j∈A
log pG(xi|zj) +
∑
k,`∈B
log pG(xk|z`) (6)
The remainder of our proof is split into two cases:
Case 1. ||zj − z`|| > ζ for j ∈ A, ` ∈ B
Case 2. ||zj − z`|| < δ for j ∈ A, ` ∈ B
Under Case 1, x points that lie far apart also have z encodings that remain far apart. Under Case 2, x
points that lie far apart have z encodings that lie close together. We complete the proof by showing
that the achievable objective value in Case 2 is strictly worse than in Case 1, and thus an optimal
encoder/decoder pair would avoid the x, z matching that leads to Case 2.
In Case 1 where ||zj − z`|| > ζ for all j ∈ A, ` ∈ B, we can lower bound the training objective (6)
by choosing:
pG(xi|zj) =
{
(1− γ)/2 if i, j ∈ A or i, j ∈ B
γ/2 otherwise
(7)
with γ = σ(−Lζ) ∈ (0, 12 ), where σ(·) denotes the sigmoid function. Note that this ensures∑
i∈[4]
pG(xi|zj) = 1 for each j ∈ [4], and does not violate the Lipschitz condition from Assumption 1
since:
| log pG(xi|zj)− log pG(xi|z`)|
{
= 0 if j, ` ∈ A or j, ` ∈ B
≤ log ((1− γ)/γ) otherwise
and thus remains≤ L||zj−z`|| when γ = σ(−Lζ) ≥ σ(−L||zj−z`||) = 1/[1+exp(L||zj−z`||)].
Plugging the pG(x|z) assignment from (7) into (6), we see that an optimal decoder can obtain training
objective value ≥ 8 log [σ(Lζ)/2] in Case 1 where ||zj − z`|| > ζ, ∀j ∈ A, ` ∈ B.
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Next, we consider the alternative case where ||zj − z`|| < δ for j ∈ A, ` ∈ B.
For i, j ∈ A and for all ` ∈ B, we have:
log pG(xi|zj) ≤ log pG(xi|z`) + L||zj − z`|| by Assumption 1
≤ log pG(xi|z`) + Lδ
≤ Lδ + log
[
1−
∑
k∈B
pG(xk|z`)
]
since
∑
k pG(xk|z`) ≤ 1
Continuing from (6), the overall training objective in this case is thus:
∑
i,j∈A
log pG(xi|zj) +
∑
k,`∈B
log pG(xk|z`)
≤ 4Lδ +
∑
i,j∈A
min
`∈B
log
[
1−
∑
k∈B
pG(xk|z`)
]
+
∑
k,`∈B
log pG(xk|z`)
≤ 4Lδ +
∑
`∈B
[
2 log
(
1−
∑
k∈B
pG(xk|z`)
)
+
∑
k∈B
log pG(xk|z`)
]
≤ 4Lδ − 12 log 2
using the fact that the optimal decoder for the bound in this case is: pG(xk|z`) = 1/4 for all k, ` ∈ B.
Finally, plugging our range for δ stated in the Theorem 2, it shows that the best achievable objective
value in Case 2 is strictly worse than the objective value achievable in Case 1. Thus, the optimal
encoder/decoder pair under the AAE with perturbed x will always prefer the matching between
{x1, . . . , x4} and {z1, . . . , z4} that ensures nearby xi are encoded to nearby zi (corresponding to
Case 1).
C Proof of Theorem 3
Theorem 3. Suppose x1, · · · , xn are divided into n/K clusters of equal sizeK, with Si denoting the
cluster index of xi. Let the perturbation process C be uniform within clusters, i.e. pC(xi|xj) = 1/K
if Si = Sj and = 0 otherwise. For an encoder mapping E from {x1, · · · , xn} to {z1, · · · , zn}, the
perturbation objective maxG∈GL
1
n
∑n
i=1
∑n
j=1 pC(xj |xi) log pG(xi|E(xj)) is upper bounded by:
1
n2
∑
i,j:Si 6=Sj log σ(L‖E(xi)− E(xj)‖)− logK.
Proof. Without loss of generality, let E(xi) = zi for notational convenience. We consider what is
the optimal decoder probability assignment pG(xi|zj) under the Lipschitz constraint 1.
The objective of the AAE with perturbed x is to maximize:
1
n
∑
i
∑
j
pC(xj |xi) log pG(xi|E(xj)) = 1
nK
∑
j
∑
i:Si=Sj
log pG(xi|zj)
We first show that the optimal pG(·|·) will satisfy that the same probability is assigned within a
cluster, i.e. p(xi|zj) = p(xk|zj) for all i, k s.t. Si = Sk. If not, let Psj =
∑
i:Si=s
pG(xi|zj), and
we reassign pG′(xi|zj) = PSij/K. Then G′ still conforms to the Lipschitz constraint if G meets it,
and G′ will have a larger target value than G.
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Now let us define Pj =
∑
i:Si=Sj
pG(xi|zj) = K ·pG(xj |zj) (0 ≤ Pj ≤ 1). The objective becomes:
max
pG
1
nK
∑
j
∑
i:Si=Sj
log pG(xi|zj) = max
pG
1
n
∑
j
log pG(xj |zj)
= max
pG
1
n
∑
j
logPj − logK
= max
pG
1
2n2
∑
i
∑
j
(logPi + logPj)− logK
≤ 1
2n2
∑
i
∑
j
max
pG
(logPi + logPj)− logK
Consider each term maxpG(logPi + logPj): when Si = Sj , this term can achieve the maximum
value 0 by assigning Pi = Pj = 1; when Si 6= Sj , the Lipschitz constraint ensures that:
log(1− Pi) ≥ logPj − L‖zi − zj‖
log(1− Pj) ≥ logPi − L‖zi − zj‖
Therefore:
logPi + logPj ≤ 2 log σ(L‖zi − zj‖)
Overall, we thus have:
max
pG
1
nK
∑
j
∑
i:Si=Sj
log pG(xi|zj) ≤ 1
n2
∑
i,j:Si 6=Sj
log σ(L‖zi − zj‖)− logK
D Experimental Details
In all models, the encoder E and generator G are one-layer LSTMs with hidden dimension 1024 and
word embedding dimension 512. The last hidden state of the encoder is projected into 128 dimensions
to produce the latent code z, which is then concatenated with input word embeddings fed to the
generator. The discriminator D is an MLP with one hidden layer of size 512. λ of AAE based models
is set to 10 to ensure the latent codes are indistinguishable from the prior. All models are trained via
the Adam optimizer (Kingma and Ba, 2014) with learning rate 0.0005, β1 = 0.5, β2 = 0.999. At test
time, encoder-side perturbations are disabled, and we use greedy decoding to generate x from z.
E Additional Results
AAE AAE w/ x˜
Input the service was top notch and so was the food . the service was top notch and so was the food .
−v the service was top notch and so was the food . the service was top notch and so was the food .
−2v the service was top asap and so was the tv . the service was broken off to how was my food .
−3v unfortunately but immediately walked pain and did getting the entre . but <unk> was handed me to saying was my fault .
Input really dissapointed wo n’t go back . really dissapointed wo n’t go back .
+v really margarita wo n’t go back . really dissapointed wo n’t go back .
+2v really margarita wo n’t go back . really fantastic place will go back .
+3v really wonderful place ! really wonderful place always great !
Input dining was a disappointing experience in comparison . dining was a disappointing experience in comparison .
+v dining was a disappointing experience in comparison . dining was a pleasant experience in comparison .
+2v dining was a disappointing sushi in restaurants . dining was a great experience in addition .
+3v dining was a seafood experience . dining food is great experience in addition .
Table E.1: More examples of vector arithmetic for sentiment transfer.
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<latexit sha1_base64="54BwR6lO2mj8fVOmsDTMlV12Jys=">AAAB8HicbVBNS8NAEN34WetX1a OXxSJ4Ckkt6EUoePFYwX5IG8pmO2mX7iZhdyKU0l/hxYMiXv053vw3btsctPXBwOO9GWbmhakUBj3v21lb39jc2i7sFHf39g8OS0fHTZNkmkODJzLR7ZAZkCKGBgqU0E41MBVKaIWj25nfegJtRBI/4DiF QLFBLCLBGVrpsRsCshvPrfZKZc/15qCrxM9JmeSo90pf3X7CMwUxcsmM6fheisGEaRRcwrTYzQykjI/YADqWxkyBCSbzg6f03Cp9GiXaVox0rv6emDBlzFiFtlMxHJplbyb+53UyjK6DiYjTDCHmi0VRJi kmdPY97QsNHOXYEsa1sLdSPmSacbQZFW0I/vLLq6RZcf1Lt3JfLdcqeRwFckrOyAXxyRWpkTtSJw3CiSLP5JW8Odp5cd6dj0XrmpPPnJA/cD5/AJcPj48=</latexit>
p = 0.1
<latexit sha1_base64="GHsAGalSKw3XqD6sSHkBD+XWD1k=">AAAB7HicbVBNS8NAEJ34WetX1a OXxSJ4CkkV9CIUvHisYNpCG8pmO2mXbjZhdyOU0t/gxYMiXv1B3vw3btsctPXBwOO9GWbmRZng2njet7O2vrG5tV3aKe/u7R8cVo6OmzrNFcOApSJV7YhqFFxiYLgR2M4U0iQS2IpGdzO/9YRK81Q+mnGG YUIHksecUWOlILv1XL9XqXquNwdZJX5BqlCg0at8dfspyxOUhgmqdcf3MhNOqDKcCZyWu7nGjLIRHWDHUkkT1OFkfuyUnFulT+JU2ZKGzNXfExOaaD1OItuZUDPUy95M/M/r5Ca+CSdcZrlByRaL4lwQk5 LZ56TPFTIjxpZQpri9lbAhVZQZm0/ZhuAvv7xKmjXXv3RrD1fVeq2IowSncAYX4MM11OEeGhAAAw7P8ApvjnRenHfnY9G65hQzJ/AHzucPooaN3A==</latexit>
p = 0.7
<latexit sha1_base64="5jtOHWl2SaPEz4C+ByqA/hEqunU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh 69LBbBU0iqUC9CwYvHCqYttKFstpt26Waz7G6EEvobvHhQxKs/yJv/xm2bg7Y+GHi8N8PMvEhypo3nfTuljc2t7Z3ybmVv/+DwqHp80tZppggNSMpT1Y2wppwJGhhmOO1KRXEScdqJJndzv/NElWapeDRT ScMEjwSLGcHGSoG89dzGoFrzXG8BtE78gtSgQGtQ/eoPU5IlVBjCsdY935MmzLEyjHA6q/QzTSUmEzyiPUsFTqgO88WxM3RhlSGKU2VLGLRQf0/kONF6mkS2M8FmrFe9ufif18tMfBPmTMjMUEGWi+KMI5 Oi+edoyBQlhk8twUQxeysiY6wwMTafig3BX315nbTrrn/l1h+ua816EUcZzuAcLsGHBjThHloQAAEGz/AKb45wXpx352PZWnKKmVP4A+fzB6uejeI=</latexit>
 p = 0.01
<latexit sha1_base64="zsopca3Fe7obfaN72l6BttuSba4=">AAAB9XicbVDLSgMxFL3js9ZX1a WbYBFclZkq6EYouHFZwT6gHUsmk2lDM5khuaOU0v9w40IRt/6LO//GtJ2Fth4IOZxzLrk5QSqFQdf9dlZW19Y3Ngtbxe2d3b390sFh0ySZZrzBEpnodkANl0LxBgqUvJ1qTuNA8lYwvJn6rUeujUjUPY5S 7se0r0QkGEUrPXSljYa0l167Fdfrlcr2moEsEy8nZchR75W+umHCspgrZJIa0/HcFP0x1SiY5JNiNzM8pWxI+7xjqaIxN/54tvWEnFolJFGi7VFIZurviTGNjRnFgU3GFAdm0ZuK/3mdDKMrfyxUmiFXbP 5QlEmCCZlWQEKhOUM5soQyLeyuhA2opgxtUUVbgrf45WXSrFa880r17qJcq+Z1FOAYTuAMPLiEGtxCHRrAQMMzvMKb8+S8OO/Oxzy64uQzR/AHzucPDYqRgg==</latexit>
 p = 0.1
<latexit sha1_base64="U1RPcwwM2Z/jizJSOUeFmPZ/Xhk=">AAAB9HicbVDLSgMxFL3xWeur6t JNsAiuhpkq6EYouHFZwT6gHUomk2lDM5kxyRTK0O9w40IRt36MO//GtJ2Fth4IHM45l3tzglRwbVz3G62tb2xubZd2yrt7+weHlaPjlk4yRVmTJiJRnYBoJrhkTcONYJ1UMRIHgrWD0d3Mb4+Z0jyRj2aS Mj8mA8kjTomxkt8TNhqSfnrrOl6/UnUddw68SryCVKFAo1/56oUJzWImDRVE667npsbPiTKcCjYt9zLNUkJHZMC6lkoSM+3n86On+NwqIY4SZZ80eK7+nshJrPUkDmwyJmaol72Z+J/XzUx04+dcpplhki 4WRZnAJsGzBnDIFaNGTCwhVHF7K6ZDogg1tqeyLcFb/vIqadUc79KpPVxV67WijhKcwhlcgAfXUId7aEATKDzBM7zCGxqjF/SOPhbRNVTMnMAfoM8fm2iRSA==</latexit>
Figure E.1: Generation-reconstruction trade-off of different text autoencoders on the Yahoo dataset. Like in
Figure 2, β of β-VAE is swept from 0.01, 0.05, 0.1, · · · , 1. λp of AAE with perturbed z is 0.01, 0.05, 0.1 or 0.2.
Word mask probability p of AAE with perturbed x ranges from 0.1 to 1. The “real data” dotted line marks the
perplexity of a language model trained and evaluated on real data. In the BLEU-reversed PPL plot (Right), we
removed points of severe collapse that have huge reverse PPL (>300) arising from extreme parameter settings.
Input 1 what language should i learn to be more competitive in today ’s global culture ?
Input 2 what languages do you speak ?
AAE what language should i learn to be more competitive in today ’s global culture ?
what language should i learn to be more competitive in today ’s global culture ?
what language should you speak ?
what languages do you speak ?
what languages do you speak ?
AAE w/ x˜ what language should i learn to be more competitive in today ’s global culture ?
what language should i learn to be competitive today in arabic ’s culture ?
what languages do you learn to be english culture ?
what languages do you learn ?
what languages do you speak ?
Input 1 i believe angels exist .
Input 2 if you were a character from a movie , who would it be and why ?
AAE i believe angels exist .
i believe angels - there was the exist exist .
i believe in tsunami romeo or <unk> i think would it exist as the world population .
if you were a character from me in this , would we it be ( why !
if you were a character from a movie , who would it be and why ?
AAE w/ x˜ i believe angels exist .
i believe angels exist in the evolution .
what did <unk> worship by in <unk> universe ?
if you were your character from a bible , it will be why ?
if you were a character from a movie , who would it be and why ?
Table E.2: Interpolations between two input sentences generated by AAE and our model on the Yahoo dataset.
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