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This paper investigates the role of increased computer use as an explanation for the
increase in demand for women workers since the mid-1970’s. While computer use has
been linked to an increase in the demand for skill which might hurt women, it is associated
with changes the nature and conditions of work - a deemphasis of physical skill - which
would favor women. Increases in computer use may favor women even if women have no
advantage in using computers or in acquiring computer skills. Using decompositions of the
growth in women’s employment and cross-industry-occupation regressions we estimate
that increases in computer use can account for over one half of the growth in demand for
women workers. We explore a number of alternative explanations for the relationship
between women’s employment and computer use including reverse causality. In keeping
with the hypothesis that differences in the physical requirements of jobs are responsible for
much of the effect of computer use on the demand for labor, increases in computer use
have the greatest effect on the demand for women among skilled blue collar workers and
workers with less than a college education. The increase in computer use may contribute
to an apparent substitutability between highly-skilled women and less skilled men found in
other research.
We wish to thank seminar participants at Ohio State University and the Econometrics in
Tel Aviv Conference. Special thanks to Joseph Altonji, Zvi Eckstein, Eric Gould, Audrey
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Computer Use and the Demand for Women Workers
I. Introduction
   Since the mid 1970’s the wages of women have risen relative to men. The relative
employment of women also increased over this time. While a portion of these wage gains
may be due to increases in the quantity and quality of women’s experience and to
reductions in discrimination, increases in the returns to skill over this period acted to
reduce the wages of women relative to men
1. Overall, there has been a substantial increase
in the relative demand for female labor. This paper investigates the effects of increased use
of computers in the workplace on the demand for women workers. The fraction of
workers using computers has increased dramatically, so that by 1993 roughly one half of
workers used computers on the job. Not only are women substantially more likely to use
computers than men, but the adoption of computers has likely been associated with
changes in the nature and conditions of work in ways that favor women.
   As the scarcity of computer skills is a controversial issue, we emphasize that gender-
differences in the ability to acquire computer skills or to use computers per se are not
necessary for the spread of computers to increase the demand for women workers. The
effects of increased use of computers can be seen in the pulp, paper, paperboard, and
converting industries, where they have been used to monitor the production process. The
BLS provides a rather vivid description of the effects,
                                               
1 See O’Neill (1985), Smith and Ward (1989), O’Neil and Polachek (1993), Blau and
Kahn (1997), and Suen (1997). A greater discussion of these trends is provided in section
III.2
In the more highly automated mills, workers remain in an air-conditioned
control room. They are no longer required to walk alongside a paper
machine and check the process under hot and wet conditions, or be
exposed to the dark, moist, and toxic environment in an older bleach plant.
The work is much less arduous and physical.... (BLS 1994).
While the BLS expects employment to drop by .5 percent annually in this industry, the
report states that, “One industry source expects some increase in the employment of
women through the year 2000, in part, because physically demanding jobs will be made
easier.” Since computer are likely to be less physically demanding than the average non-
computer job, the elimination of non-computer jobs in which men have a comparative
advantage and the creation of computer jobs in which women have a comparative
advantage would tend to favor women. As the example illustrates, to the extent that the
adoption of computers has made it possible to restructure production processes,
computers may have effects that go beyond those who work with them directly.
   While technological change in general and the increased use of computers in particular
have received attention for the shift in demand toward highly skilled workers, to the best
of our knowledge there is no work investigating the effects of increased use of computers
on the demand for women workers
2. In fact our finding that increased computer use is
associated with increased demand for women is notable given that computer use has been
associated with an increase in the demand for skill. This finding suggests that describing
the effects of computer use on the labor market requires a model with multiple skill factors
                                               
2 Berman, Bound, and Griliches (1994) and Doms, Dunne, and Troske (1997) study
whether the increased use of computers and  high-tech production processes has increased
the demand for more skilled workers. Krueger (1994) and DiNardo and Pischke (1997)
study the existence of a computer premium and its effect on relative wages. Autor, Katz,
and Krueger 1997) pursue both approaches.3
in which computers raise the demand for non-physical skills (e.g. cognitive skills) but
reduce the demand for physical skills. Murnane, Willet, and Levy (1995) study the returns
to cognitive ability. Also indicating that the types of skills required have changed over
time, Gould (1997) finds a convergence in the skills required in blue collar and white
collar jobs. While neither paper attempts to identify the causes of these shifts, the
increased use of computers has doubtlessly been a contributing factor. Using data from
1890 to 1980, Goldin (1987) presents evidence that technological change has generally
favored women.
   We start by estimating the increase in demand for women’s labor at the industry level
using the increases in women’s share of hours worked and wage increases. The biases
caused by unobserved increases in the quantity and quality of women’s skills are discussed
as are the effects of increases in the returns to skills. Consistent with other work,
substantial increases in the relative demand for women’s labor are found.
   Two methods are used to estimate the effect of increased use of computers on the
demand for women workers. First, the availability of individual level data on computer use
makes it possible to estimate the effects of increasing the fraction of workers who use
computers on the demand for women. These figures provide estimates of the mechanical
effect of increasing the use of computers under the assumption that women maintain a
constant share of hours among users and non-users. As illustrated in the example above,
increased use of computers is likely to have transformed the work environment among
both users and non-users. To provide a test of the effects of increased computer use on
the demand for women and to determine whether computers have had effects beyond
those generated by increasing the fraction of workers using computers - we run cross-4
industry-occupation  regressions of the change in women’s share of hours worked on
changes in computer use. The employment share of women increases more in industries
with the greatest increases in the use of computers. The increase occurs within both users
and non-users. We estimate that increases in computer use can account for over one half
of the increase in demand for women workers.
   Given that computer use and women’s employment are determined endogenously and
are affected by a variety factors, it is impossible to rule out other routes of causality. We
do explore a number of alternative explanations for the relationship between computer use
and women’s employment. Exploiting individual-level data on computer we test for
reverse causality (causality running from exogenous increases in women’s employment to
increases in computer use). We find that reverse causality is unlikely to be responsible for
the relationship between computer use and increases in women’s share of hours.
   Computer use is likely to have the greatest effect on work in blue collar occupations.
Estimating the effects of computer use separately for four occupations, we find the
greatest effects among skilled blue collar workers. The weakest effects are among pink
collar workers where computer use is likely to have had little effect on the nature of work.
   Differences in physical requirements and working conditions are likely to be most
important for less educated workers. Indeed, the gender differential in computer use is
greatest among less educated users. When the effects of computer use are estimated
separately for college-educated and non-college educated workers, the effects of computer
are larger for workers with less than a college-education. Topel (1994) and Juhn and Kim
(1995) study the effects of increased labor supply among women on men’s wages. Both
find substitutability between high skilled women and less skilled men. Technological shifts5
toward highly skilled women and away from less skilled men would weaken the effect of
increases in high-skilled women’s labor supply on their wages while leading to declines in
the wages of less skilled men
3. Blau and Kahn (1997) suggest this possibility. Consistent
with the hypothesis that technological change was a factor, we find that computer use has
been particularly favorable to college-educated women and particularly unfavorable to
non-college men.
   The paper proceeds as follows. Section II presents a model of labor demand to illustrate
the effects of increased computer use on the demand for women workers. Section III
provides an overview of the trends in employment and wages by gender. Estimates of the
growth in demand for women workers are provided. Section IV provides data on
computer use and estimates of the effects of computers on the demand for women
workers. Section V concludes.
II. A Model of the Effects of Computer Use on the Demand for Women
   This section develops a theoretical framework to illustrate the effects of increased use of
computers on the demand for women workers within sectors. Computer use will affect
women’s employment through two channels. First, because a greater share of computer
jobs are held by women, an increase in computer jobs will, holding constant women’s
share among users and non-users, increase women’s employment. We will refer to this
effect as the mechanical effect of computers. The increased use of computers is likely to
have effects beyond these by changing the nature of work for all workers. To capture the
                                               
3 Topel does include controls for biased technological changes. However, Juhn and Kim
do not.6
sense that computers change the work environment even in jobs which do not become
computerized, we refer to the effects of an increase in computer use on the employment of
women among computer users and non-users as the environmental effect of computer use.
Initially we focus on the case where differences in labor demand are responsible for gender
employment patterns. The model is extended to the case where differences in employment
shares are due to women requiring greater compensating differences for accepting non-
computer jobs.
   We start by considering the mechanical effect of increased computer use on the demand
for women workers. To capture the intuition that jobs involving computers are different
from those that do not in terms of the nature and conditions of work we assume that any
computer jobs that are created will be similar to existing computer jobs and that any non-
computer jobs that are destroyed will be similar to the original stock of non-computer jobs
in terms of their characteristics and hence the fraction of them that are held by women. An
increase in computer use, in addition to creating more computer jobs, is also likely to be
associated with a transformation of work for users and non-users alike in ways which
favor women, as appeared to be the case in the paper and converting industries discussed
above. The increase in women’s employment within users and non-users represents the
environmental effects of increased computers.
   Final output in industry i, Q
i, is a function of the amount of user labor, q
iu, and non-
user labor, q
in, employed. Both of these are intermediate inputs produced by men and
women users (or non-users). Let w
w and w
m denote women’s and men’s wages
respectively. Wages (per efficiency unit of labor) are assumed to be the same for users and7
non-users
4. All industries are assumed to face the same wages which will be the case if
there are few barriers to inter-industry mobility. Assuming that the production technology
is homogeneous of degree one, the cost function can be written as,
C G c c Q where
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i  represents the total cost of producing Q
i units of output, G
i  represents the
unit cost of output given that the unit cost of user and non-user labor are c
iu and c
in
respectively. The wages of the raw inputs, the w’s, enter the cost function only through
the cost of producing the intermediate goods because of separability. Technological
change is represented by the parameters q
i , q
iu, and q
in which need not be independent.
The intuition that new and lost jobs for users and non-users will be similar to existing jobs
is captured by the separability assumption since a shift in the technology for producing the
finished good, q
i , does not affect women’s share of hours among users or non-users. The
presence of considerable variation in gender employment shares at the industry level
implies variation in either production technologies or working conditions across industries.
Thus it is necessary to allow production functions to differ across industries. (In the
interest of simplicity, industry indexes will be suppressed except when needed.)
   Consider the determination of women’s share of hours. Let sw  denote women’s share of
hours in the industry, let su  denote user’s share of hours in the industry, and let sw u |  (sw n | )
                                               
4 Whether the wage differential for computer users represents a return to computer use or
sample selection is a controversial issue. Since more women use computers than men if the
wage differential does represent a return to computer use, failure to account for it will
understate the effects of computer use on women’s relative wages.8
denote the women’s share of hours among the computer users (non-users) in the industry.
All of these are determined by the technology and can all be obtained using Shephard’s
lemma. Women’s share of hours in the industry is given by,
s s s s s w u w u n w n = + | | .
The change in women’s share in the industry can be decomposed into a term representing
changes in the fraction of users and non-users in the industry, the “between” term, and
terms representing the change in women’s share among users and non-users, the “within”
terms,
(*) s s s s s s s s s s s s w w u u w u w n u w u w u n w n w n 1 0 1 0 0 0 1 1 0 1 1 0 - = - - + - + - ( )( ) ( ) ( ) | | | | | | .
The between term reflects the mechanical effect of increased computer use,
s s s s s s w w u u w u w n 1 0 1 0 0 0 - = - - ( )( ) | | .
This expression corresponds to the effect of a shift in the technology for producing the
finished good toward computer users (an increase in q ) holding constant women’s share
of hours among users and non-users. Since women have a higher share of hours among
users than non-users (s s w u w n | | 0 0 > ) increases in computer use will increase the demand for
women.
   In addition to this mechanical effect of a shift in demand toward computer users,
changes in q  may affect the technologies for producing the intermediate goods,q
u  and
q
n . This would be the case if in addition to increasing the fraction of workers using
computers, a shift in the technology for producing the finished good toward computer
users affected the nature of work in ways that favor women. These environmental effects9
correspond to the portion of the “within” terms in the decomposition which are associated
with increases in computer use.
Accounting for Job Attributes
   The model above illustrates the effects of increases in the number of computer jobs on
the demand for labor when gender employment patterns are due to demand side factors.
Gender differences in the willingness to take jobs with disamenities may contribute to
gender employment patterns from the supply side. Even if supply side factors are
responsible for gender employment patterns, an increase in computer use increases the
demand for women relative to men. Corresponding to the mechanical effect above, if
women’s higher employment share in computer jobs is due in part to better working
conditions, an increase in use increases the availability of jobs that are attractive to
women. Increases in computer use are also likely to improve working conditions for all
workers leading to an increase in the demand for women within users and non-users. This
effect is analogous to the environmental effect. For simplicity the analysis focuses on the
mechanical effects of increased computer use on women’s employment although the
model could easily capture environmental effects of computer use
5.
   Let r
w wn wu w w ”  denote the wage for women in non-computer jobs relative to their
wage in computer jobs. Gender differences in the costs of performing physical tasks or
                                               
5 To do this we would need to have two (or more) types of jobs among users and non-
users. An increase in computer use would increase employment in “clean” jobs among
users and non-users.10
preferences toward undesirable working conditions imply that the r r
w m >
6. Assume that
the labor supply of men and women is infinitely elastic to each type of job so that the r ’s
do not depend on the fraction of workers in each job. As above, men and women combine
to produce the two intermediate inputs which enter the production technology for the
finished good. As above, a shift toward computer use in the technology for producing the
finished good from the intermediate goods has no effect on the demand for men or women
among users or non-users. Increases in computer use will increase the demand for women
even if supply differences are responsible for the women’s greater employment share
among users.
   So far the analysis has ignored the effects of changes in the fraction of workers receiving
compensating differentials and changes in the size of compensating differentials on men’s
and women’s relative wages. Since a greater share of men hold non-computer jobs, as the
fraction of jobs that do not involve computers falls, more men will lose compensating
differentials than women. On the other hand, the compensating differential paid to women
in non-computer jobs is greater than men. Thus it is impossible to say whether a shift in
demand toward computer jobs will reduce the total value of compensating differentials
paid to men or women more. Similarly, if compensating differentials are allowed to depend
on the fraction of workers employed in each job type (i.e. the supply of men and women is
upward sloping to each type of job) it is ambiguous whether increases in the fraction of
computer jobs will reduce the compensating differentials paid to men or women more.
                                               
6 The fact that computer users earn higher earnings than non-users need not contradict the
assumption that non-users earn compensating differentials if there are unmeasured
differences in worker productivity including investments in human capital.11
Notes on Empirical Implementation
   The analysis so far has assumed that relative wages remained constant. In fact women’s
wages increased relative to men. This increase in women’s wages would reduce women’s
share of hours among users and non-users in each industry. In the decomposition analysis,
the reduction in women’s share among both groups due to increases in their wages may
cause the between term to over-state or under-state the effects of computer use on
women’s share. What matters is the difference between women’s hours share among users
and non-users and an increase in women’s wages reduces both ceteris paribus. This bias
can be evaluated by using decompositions based on both the beginning and ending shares.
In the regression analysis, changes in women’s share of hours are regressed on changes in
computer use. In this context, wage changes are treated as a fixed effect. Including
women’s initial share of hours in the regressions controls for the fact that an increase in
women’s wages has a greater effect on their employment share in industries where their
employment is initially highest.
   In implementing this decomposition, the actual change in computer user’s share of hours
will be used to estimate the change in demand for computer users. These estimates will be
biased since changes in the wages of the raw inputs, male and female users and non-users,
will affect the share of users in the industry through their effects on the cost of the
intermediate inputs. Over this period women’s wages rose relative to men. Since a larger
fraction of users are women, the increase in women’s wages will cause firms to substitute
non-user labor for user labor. Thus, the actual increase in computer use will understate the
increase in use which would have occurred at constant relative wages and the impact of
increases in computer use on the demand for women’s labor. Similarly, cross-industry12
variation in the share of users and non-users that are women can be shown to bias down
our estimates of the effects of increased usage on the demand for women. Increases in
women’s wages will have the greatest negative effect on computer use in industries where
the difference between women’s share of hours among users and non-users is the greatest
and it is in these industries that increases in the use of computers will have the greatest
effect on women’s employment.
III. Trends in Wages and Employment
   This section documents the underlying trends in wages and employment for men and
women. The trends are used to estimate shifts in relative labor demand at the aggregate-
level. Estimating employment changes is straightforward. However, unobservable
improvements in women’s skills and changes in the returns to skills make it difficult to
estimate the change in women’s wages controlling for women’s skills. The biases
discussed in the literature are discussed.
   The data are from the Annual Demographic Files of the March C.P.S. for calendar years
1970 through 1994. The sample construction is described in the data appendix. Our
findings are consistent with existing work (see for example, Katz and Murphy 1992).
According to table 1, in 1975, 35% of hours worked were supplied by women
7. This share
rises to 40% in 1984 and 42% in 1993. Thus the growth in women’s employment was
greatest during the earlier years.
                                               
7 The sample includes all individuals between 18 and 65 who worked at least one week in
the year prior to the survey. Hours worked are computed as the product of weeks worked
in the year prior to the survey and usual weekly hours. Individuals were weighted using
the March supplement weight.13
   The empirical analysis exploits cross-industry and cross-occupation variation in
computer use to estimate the effects of increased use on women’s employment. We divide
the workforce on the basis of industry and occupation to exploit within industry variations
in computer use. Our classification has 68 industries at the 2 digit level of the SIC (except
where data limitations require aggregation) and 4 occupations. Our occupations categories
are high blue collar (comprising crafts workers, machinists, and technicians); low blue
collar (protective, farm, transportation, and laborer); pink collar (sales, clerical, household,
and service); and white collar (executive and professional).
   Using cross-industry and occupation variation in the extent of computer use, provides an
estimate of the effect of computer use on the demand for women’s labor within industry-
occupation cells. The table also shows women’s employment shares holding constant the
employment distribution and the change in women’s employment shares within industry-
occupations
8. Over both periods, changes in the industrial and occupational composition
account for a large minority of the increase in women’s employment. Estimating the
growth in demand for women’s labor within industry-occupations also requires data on the
change in women’s wages - ceteris paribus, an increase in women’s wages will reduce
women’s employment within industry-occupation cells
9.
                                               
8 The figures for women’s share of hours with a constant industrial composition are the
mean across all industry-occupation cells of women’s share of hours in each year.
Industry-occupation cells were weighted by the total number of hours worked pooling
data from 1975, 1984, and 1993. Implicit in the constant composition estimates is the
assumption that a fixed share of industry employment will be composed of women (see
Freeman 1975 and Katz and Murphy 1992).
9 An increase in women’s wages will also lead to lower employment in female intensive
industry occupations. This effect should not affect our cross industry-occupation analysis.14
   Women’s wages also increased over this period. We estimate women’s wages relative to
men controlling for race, urban status, region of residence, marital status, education, and
years of potential experience. Our procedures for estimating relative wages are described
in the appendix. Table 1 shows that controlling for observable characteristics, women’s
wages increased by 5.7% between 1975 and 1984. As the growth in women’s employment
slowed, their wage growth accelerated. Women’s wages increased by 8.7% between 1984
and 1993. The literature on the gender wage gap estimates the importance of changes in
the quantity and quality of women skills as well as the effects of shifts in the overall wage
structure on the wages of women relative to men. While the estimates above control for a
number of factors which will affect wages, they do not control for changes in actual
experience (conditional on potential experience) or for changes in the returns to skills.
   Consider first the effects of changes in actual experience. For much of the century,
increases in the actual experience of working women were offset by increases in the
employment of women with low levels of prior experience (see O’Neill (1985); Smith and
Ward 1989; and Goldin 1990). Over the time period covered here women’s actual
experience increased relative to men’s as women’s entry into the market slowed (Smith
and Ward 1989; O’Neill and Polachek 1993; and Blau and Kahn 1997). O’Neill and
Polachek find that 26.7 percent of the increase in the wages of women relative to men
between 1976 and 1987 is due to increases in women’s actual experience. Blau and Kahn
find similar effects. Increased participation among women has lead to greater investments
in on-the-job training. O’Neill and Polachek find that increases in the returns to experience
for women relative to men were responsible for 41.7% of the increase in women’s relative
wages between 1976 and 1987. Thus as much as two thirds of the observed increases in15
women’s relative wage may be due to improvements in the quantity and quality of
women’s skills.
   To the extent that on average women have lower stocks of labor market human capital,
along some dimensions, the increases in the rate of return to skill over this period would
tend to decrease women’s wages relative to the average man. Blau and Kahn study the
effects of increases in the returns to skill along many dimensions on the wage gap under
the assumption that the male-female wage gap reflects differences in unmeasured skills,
Both when they look at the entire workforce and when they disaggregate by skill level,
they find that increases in the returns to skill largely offset the wage gains due to increases
in skills. There are two concerns with these estimates. First their method which implicitly
assumes a single unobserved skill factor affecting the wages of men and women will not
account for different time paths for the price of physical and non-physical skills.
Moreover, if a portion of the gender wage gap is due to discrimination then their estimates
will overstate the effects of increasing skill prices (Suen 1997). Given these concerns, it
seems clear that increases in the returns to skill have offset some of the effects of increases
in women’s unmeasured skills. In estimating the shift in labor demand toward women we
assume that one third of women’s observed wage gains are due to improvements in
unobserved skills net of increases in skill prices
10.
                                               
10 It is worth noting that a decrease in discrimination against women, would show up as an
increase in women’s wages or employment shares relative to men in the same way as other
demand shifts.16
   To estimate the effect of this increase in wages on demand, we assume a C.E.S.
production function at the aggregate level. The total change in the demand for women

























d  denotes the elasticity of substitution between women and men. In later sections,
regressions using women’s employment shares (as opposed to relative employment or its
log) have proven most robust. To make the demand shifts comparable to these estimates
we convert this log change in demand into a change in women’s share of hours worked at
constant relative wages. To do this the actual change in women’s share of hours is scaled












































It is possible to interpret these estimates as the amount that demand shifts would have
increased women’s share of hours worked if their relative wage had remained constant.
   Table 2 shows the change in demand implied by the growth in women’s employment and
wages. The demand series are estimated using elasticities of 1.6, 2.4, and 3.2
11. The
                                               
11 We estimate the elasticity of labor demand by regressing log relative wages on a time
trend and the log of the relative hours worked. The implicit assumption is that there was a
constant annual increase in the demand for women workers. (Katz and Murphy 1992 use a
similar procedure to estimate the elasticity of substitution between high school graduates
and college graduates.) The data cover 1970 to 1994. Unfortunately there is a break in the
wage series between calendar years 1974 and 1975 of .033 log points which coincides17
implied demand shifts are quite large. Had women’s wages remained constant, demand
shifts would have increased women’s share of hours by between one half and a full
percentage point annually in both of the 9 year periods. We take the estimates based on an
elasticity of substitution of 2.4 as our base line estimates. They imply that at constant
wages, women’s employment increased 6.7 (or 6.8) percentage points in both of the two
periods.
IV. Estimating the Effects of Computer Use on the Demand for Women Workers
   Before estimating the effects of increases in computer use on the demand for women
workers, we present evidence of women’s employment shares and the extent of computer
use. Summary statistics by occupation are presented in table 3. Table 4 shows computer
user’s share of the hours worked in the economy for all workers and then stratified by
gender and education. These estimates are derived from the October CPS. In 1984,
roughly one quarter of the hours worked were by people who used a computer at work.
This figure increased to approximately one half of the workforce in 1993. Among women,
a larger fraction of hours are worked by computer users than among men. In 1984 and
1993 respectively, women were 45% and 33% more likely to use computers than men.
The gender differential in use is greatest among workers without any college where
                                                                                                                                           
with a redesign of the survey. While this increase does not appear to be due to an single
aspect of the survey redesign (e.g. changes in imputation methods or top codes) a one
year gain of 3.3% does not appear likely. Moreover, the implied elasticity when the raw
wage series is used is 5 which we consider to be implausibly high. When the increase is
eliminated by assuming that there was no change in wages between 1974 and 1975 (since
this was a period in which women’s wages were generally declining this should be a
conservative assumption) the implied elasticity is estimated more reasonably at 2.4. When18
women are twice as likely to use computers than men. As has been well publicized,
college-educated workers are more likely to use computers than non-college educated
workers. While smaller than the use-differential among non-college workers, even among
college-educated workers, a greater share of women use computers.
   The first method to assess the effects of changes in computer use on the demand for
women workers is to implement the decomposition in (*).This procedure does provide
estimates of the mechanical effects of computers, how much increases in computer use
would be expected to increase the demand for women workers (within industry-
occupation cells) under the assumption that the fraction of new computer user jobs held by
women is similar to the fraction of women holding existing user jobs and that the fraction
of lost computer non-user jobs held by women is similar to the fraction of non-user jobs
held by women. Thus, the within industry-occupation changes in women’s employment
are further decomposed into changes in usage and changes among users and non-users.
Because women’s share among users exceeds their share among non-users, this exercise is
bound to show that increases in use increased the demand for women.
   Data from the October CPS are used because the decomposition requires data on the
fraction of users and non-users who are women. The sample construction is described in
the appendix. Results are shown in table 5. In the October CPS, women’s share of hours
increased by .9 percentage points within industries between 1984 and 1993 (compared to
1.2 percentage points in the March CPS). Given the fraction of user and non-user jobs
held by women, increases in the fraction of workers using computers would have
                                                                                                                                           
one half of the wage increase between 1974 and 1975 is assumed to be due to the survey19
increased the demand for women by between 1.2 and 1.5 percentage points (depending on
whether beginning-of-period or end-of-period shares are used) within industry-
occupations between 1984 and 1993
12. Accounting for the effect of increasing wages on
the demand for women, this 1.2 to 1.5 percentage point increase in women’s employment
represents roughly 20% of the 6.8 percentage point increase in demand for women
workers within industry-occupations
13. The difference in estimates based on beginning and
end of period employment shares suggests that there have been changes in women’s shares
of hour among users and non-users.
   Data on the change in the fraction of workers in each industry using computers between
1975 and 1984 are necessary to get a sense of the effect of increases in computer use on
the demand for women between these years. To do this, the total increase in computer use
between 1975 and 1984 is assumed to be equal to the total increase between 1984 and
1993 and the change in each industry is assumed to be proportional to the 1984 level in
                                                                                                                                           
redesign the implied elasticity is 3.2.
12 Because women’s share of hours among computer users and non-users varies across
industry-occupation cells, to estimate the effects of increased usage most accurately, we
estimate the effects of increased usage separately for each industry-occupation cell and
then aggregate the separate estimates. Let the effect of increasing computer use in
industry-occupation cell i holding women’s share of hours among users and non-users
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13 The statement that the increase in computer use can explain a certain fraction of the
increase in women’s share of hours is a statement about labor demand. An increase in
computer use could explain all of the women’s employment increase even if computers
had no effect on relative demand if the supply of women is more elastic than men. In this
case, however, an increase in women’s employment would cause their wages to fall so that20
that industry. Under these assumptions, increases in computer use holding the difference in
the fraction of users and non-users who are women constant at their 1984 levels would
have increased the demand for women workers by 1.6 percentage points. This is half the
3.4 percentage point increase in women’s share of hours within industries over the 1984 to
1993 period and roughly a quarter of the 6.7 percentage point increase in demand.
   These results suggest that the increasing use of computers was an important factor in
increasing the demand for women workers. The mechanical nature of the decomposition
imposes strong restrictions on the effects of computers. It is impossible to tell whether
increased computer use had environmental effects - whether it was associated with a shift
in demand toward women among users and non-users. To investigate these issues and a
number of other hypotheses we rely on a regression framework, regressing changes in
women’s share of the hours worked in an industry-occupation cells on changes in
computer-users’ share of the hours worked in that industry-occupation. Because rates of
computer adoption vary across occupations within each industry, we estimate changes in
computer use separately for each industry-occupation cell
14. Beller (1985) emphasize a
tendency for women to move into the areas in which they had previously not been
employed in large numbers. To control for this tendency, the regressions include women’s
                                                                                                                                           
the implied demand increase would be zero. I am grateful to Tom MaCurdy for making
this point.
14 As before data on computer use comes from the October CPS. In order to obtain more
accurate measures of changes in hours worked, data on employment is taken from the
March CPS. To be able to reliably estimate women’s share of hours in all industry-
occupation cells, the employment figures pool three years of data in order to increase
sample sizes. For example, women’s share of hours worked in 1975 is computed as the
average over 1974, 1975, and 1976. All regressions are weighted by the sum of hours
worked in all three sets of years.21
initial share of hours in the industry-occupation. Inclusion of women’s initial share of
hours also controls for the effects of increases in women’s wages which would tend to
reduce women’s employment more in industries in which their initial share of employment
was the highest.
   Table 6 presents the results. The basic results, which are shown in column 1 show that
industries and occupations where computer use is increasing the most rapidly also
experience the greatest increase in the employment of women. The level of computer use
in 1984 is used as the measure of the change in computer use between 1975 and 1984.
The implicit assumption is that the increase in computer use between 1975 and 1984 is
proportional to the 1984 level
15. The coefficients for the two periods are similar, .154
between 1975 and 1984 and .160 between 1984 and 1993. These estimates imply that
computer use increased women’s hours share by roughly 3.7 percentage points in each
period. Both estimates are highly significant. Using our baseline estimates of the increase
in demand for women of 6.7 log points, increased computer use “explains” 55% of the
increase in demand for women workers. Taking the lowest estimates of the increase in
demand for women, increases in computer use account for 65-75% of the growth in
women’s labor demand or 40-45% using the highest estimates. Another method for
gauging the importance of increased computer use is to compare the increase in women’s
employment from increases in computer use to those deriving from industrial and
                                               
15 This is one of the assumptions made above. Note that it is not necessary to make an
assumption about the magnitude of the change. Provided that the actual change is
proportional to the 1984 level, s s s u u u
84 75 84 - = a  where a < 1, our dependent variable will
overstate the change by the factor 1/a , but our estimated coefficients will be biased22
occupational shifts. Industrial and occupations shifts account for a 1.5 and 1 percentage
point increase in women’s employment in the two periods compared to the 3.7 percentage
point increase stemming from computer use. Thus, increases in computer use account for
a large, but by no means the entire, increase in demand for women workers. We note that
these effects are substantially larger than those from the decomposition indicating the
effects of computer on the work environment accounts for much to the relationship
between computers use and women’s employment. As expected, women’s employment
shares decline in industry-occupations where their employment was initially the highest
16.
   The remaining columns of table 6 control for alternative explanations for the relationship
between increases in computer use and increases in women’s employment share. Because
women were entering the labor market in greater numbers than men, one might expect
women to enter the industries and occupations that had the greatest increases in labor
demand since new entrants to the labor market possess fewer specific investments. The
industries and occupations that were increasing their use of computers the most also had
the highest growth rates. To control for this effect of industry-occupation growth, column
2 includes the log change in hours worked the industry-occupation cell between the
beginning and end of the period. This has little effect on the estimates.
   It is possible that reverse causality is responsible for the estimated relationships. Because
women are more likely to use computers than men, industry-occupations which, for some
exogenous reason, experience a large increase in their employment of women would be
                                                                                                                                           
down by the factor a . When we estimate the effects of increased use, the two effects will
offset each other.23
expected to have the greatest increase in computer use. The availability of individual level
data on computer use permits us to estimate the change in computer use among men and
women in each industry-occupation. We explore the importance of reverse causality in
two ways. First, we regress the increase in computer use on the increase in computer use
among men
17. If increases in the employment of women are responsible for most of the
increase in computer use, one would expect a weak relationship between increases in
computer use among all workers and increases in use among men. Regressing the change
in use among all workers on the change in use among men over 1984-1993 yields,
ChangeinUse ChangeinUse Among Men i i = + . . *




2 for the model is .824. The estimates for the earlier period are similar as are
estimate using the change in use among women as the dependent variable. Thus most of
the increase in computer use is due to increased use among men and women, rather than
increases in the employment of women.
   We also estimate the relationship between women’s employment share and changes in
computer use among men (column 3). These estimates indicate that measuring the change
in computer use using the change in use among men has little impact on the effect of
computer use on the demand for women. Thus neither differences in industry-occupation
growth rates nor reverse causality, appear to be responsible for the relationship between
computer use and women’s employment. However, given that both computer use and
                                                                                                                                           
16 Inclusion of this variable has little effect on the relationship between computer use and
the change in women’s share of hours.24
women’s employment are endogenous it is impossible to rule out some other route of
causality between these variables.
   We are also concerned that the results might depend on the unit of analysis or on the
source of variation used to identify the estimates. With only four occupations, it is
impossible to estimate cross occupation regression. Column 4 includes industry fixed
effects which eliminates cross-industry variation in computer use, emphasizing cross-
occupation variation. Doing so increases the estimated relationship between computer use
and women’s share of hours to roughly .21 in both sets of years. To explore the effects of
cross-industry variation, we estimate women’s and computer user’s share of hours in each
of our 68 industries. The relationship between computer use and women’s shares across
industries are weaker than the previous estimates but remain large. Thus, cross-occupation
variations in computer use are more strongly associated with increases in women’s
employment than cross industry-variation; however, both sources of variation show a
strong relationship.
   The regression results indicate that increases in computer are associated with greater
increases in women’s employment than are implied by mechanically increasing the fraction
of people working with women maintaining a constant share of employment among users
and non-users. Table 7 explores the relationship between computer use and women’s
share of hours among users and non-users. We regress women’s share of hours among the
computer users (non-users) in an industry-occupation on the fraction of workers in that
                                                                                                                                           
17 The increases in computer use among men and women (computed from the October
CPS) are weighted by the men and women’s initial share of hours (computed from the
March CPS).25
industry-occupation that use computers
18. The results indicate that increases in computer
use are associated with an increase in women’s share of hours among both computer users
and non-users. Thus computer use is associated with changes in the work environment
which favor women, beyond those implied by increasing the fraction of jobs that involve
computers.
   The effect of computer use on the demand for women is likely to vary across
occupations. In blue collar occupations computers are likely to demphasize physical skills
and change working conditions whereas in “pink collar” jobs, computers will likely have
little effect on women’s ability to perform work. To explore these relationships, table 8
estimates separate effects for each of the four occupations. The relationship between
computer use and women’s share of hours is consistently strongest in high blue collar jobs.
This fact is notable because women’s employment in high blue collar jobs is low compared
to pink collar and white collar jobs (22 or 23% as opposed to over 60% and 40%
respectively). Thus in percentage terms, the difference in effects between high blue collar
and pink and white collar workers is even more pronounced. Increases in computer use
are associated with increases in women’s employment in low blue collar jobs (column 2).
The estimate for the 1984-1993 period is statistically significant at the 10% level, however
the estimate for 1975-1984 is estimated imprecisely. Because women’s share of hours is
lowest among blue collar workers (12%), these estimates are quite large in percentage
terms. As expected, there is little relationship between computer use and women’s
employment in pink collar jobs (column 3). The 1984-1993 estimate is 0. The estimate in
                                               
18 Since data on women’s share of hours conditional on usage are required for both the26
the earlier period is larger but estimated imprecisely. Increases in computer use are
associated with increases in women’s share of hours among white collar workers. An
increase in women’s employment in white collar occupations per se should not generate a
relationship between women’s employment and computer use. Perhaps an increase in
computer use is associated with a reduction in barriers faced by professional women.
Computer Use and Employment by Gender and Education
This section studies the effects of increased computer use on the employment of workers
by gender and education. First, we explore the relationship between computer use and
women’s employment among workers with different levels of education. Differences in the
nature of work, both in terms of the skills that are required and the working conditions are
assumed to be the primary factors why computerization favors women. The effects of
computers on work are presumably greatest among workers without a college education.
Consistent with this hypothesis, the gender difference in computer use between men and
women is greatest among less educated workers (table 4). Thus we expect an increase in
computer use to have a greater effect on women’s employment among less educated
workers than among highly educated.
   Table 9 shows regressions of the change in women’s share of hours among non-college
educated and college-educated workers on changes in the use of computers. Increases in
computer use are associated with increases in the employment of women among both
college and non-college educated workers. As expected, the effects of computer use on
                                                                                                                                           
beginning and end of the period, this can only be done for the 1984-1993 period.27
women’s employment are greater among workers without any college. The point
estimates for non-college workers are 50% larger than those for non-college workers.
   We also study the effects of computer use on the demand for workers in each gender-
education group. Studying the effects of increased labor supply among women on men’s
wages, Topel (1994) and Juhn and Kim (1995) both find evidence that high skill women
are substitutes for low skill men. Topel includes controls for biased technological change,
however, it is possible that technological against less skilled men and toward high skill
women may contribute to these results. Blau and Kahn (1997) suggest this possibility.
Indeed, our findings that computer use favors women combined with existing work
showing that computer use favors highly educated workers (for example, Berman, Bound,
and Griliches 1994 and Autor, Katz, and Krueger 1997), suggests that increases in
computer use may have been particularly favorable to highly skilled women and most
detrimental to less skilled men.
   Table 10 shows estimates the effects of increased computer use on workers by gender
and education to determine how computer use affected the demand for each group.
Consistent with the hypothesis that computer use favors women, the effects of computer
use for women are more positive than those for men. Consistent with other work, the
effects of computer use are more positive for college-educated workers than for non-
college educated workers. Over both periods, computer use has the greatest positive
effect on college-educated women and the greatest negative effect on non-college men.
The effects on non-college women and college-men are intermediate. Thus it appears that
over this period, technological change was particularly favorable to highly educated
women and particularly unfavorable to less educated men.28
V. Conclusion
   The demand for women workers increased rapidly since the mid-1970’s. Over this time,
there has been an increasing use of computers in the workplace. The fact that women are
more likely to use computers at work than men; anecdotal evidence that increases in
computer use have restructured work in ways that deemphasize physical skill; and
evidence that computers have increased the importance of non-physical skills all suggest
that the increased use of computers may help explain the increase in demand for women
workers. By changing the nature and conditions of work increases in computer use may
favor women even if women have no advantage in using computers or in acquiring
computer skills. Using decompositions of the growth in women’s employment and cross-
industry regressions we estimate that increases in computer use can account for over one
half of the growth in demand for women workers. Our finding that increased computer use
has raised the demand for women’s labor suggests that a model with at least two skill -
physical and non-physical - factors is required for understanding the effects of computer
use on relative labor demand.
   We find that computers affects the demand for women workers both by increasing in the
fraction of workers using computers and by increasing the fraction of users and non-users
that are women. We have also examined for a number of alternative explanations for a
relationship between increases in computer use and increases in the demand for women
workers including reverse causality. In keeping with the hypothesis that differences in the
physical requirements of jobs are responsible for much of the effect of computer use on
the demand for labor, increases in computer use have the greatest effect on the demand for
women among skilled blue collar workers and workers with less than a college-education.29
The increase in computer use may contribute to an apparent substitutability between
highly-skilled women and less skilled men found in other work.30
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Data Appendix
October CPS
   Data from the 1984 and 1993 October CPS were used to estimate the fraction of
workers working with computers at the industry-level and by gender and education. The
sample included all individuals with jobs (those that worked for pay in the survey week or
who held a job but were not at work) between the ages of 18 and 65 who responded to
the computer use question. To obtain estimates which would be representative of the
entire workforce individuals were weighted by their October supplement weight. For
workers who did not work in the week prior to the survey, hours worked were imputed
using the mean hours worked in the week prior to the survey among workers in the same
gender-education group with the same full-time/part-time status. The samples for 1984
and 1993 contained 61,711 and 56,157 observations respectively.
   This paper measures industries at the 2-digit level of the Standard Industrial
Classification Manual except where data limitations required further aggregation. Sixty-
eight industries were used. We classify workers into four occupation groups. The
classification systems are available from the author.
Annual Demographic File
   Data from the March C.P.S. annual demographic file were used first to estimate the
change in demand for women workers. This required estimates of the weekly wages, and
annual hours for men and women at the aggregate level. Data from the March CPS were
also used to estimate hours shares by gender and education for each industry and industry
growth rates. Three samples were used: an employment and wage sample to estimate
aggregate demand changes and an industry sample.33
    The wage and employment samples included civilians between 18 and 65 who worked
at least one week in the year prior to the survey
19. The wage sample was restricted to
wage and salary workers who, in the year prior to the survey, usually worked full-time,
were in the labor force for 40 or more weeks, and did not work part year due to school,
retirement, or military service
20. To obtain the most accurate measure of compensation,
individuals whose longest job in the year prior to the survey was self-employment or
without pay, those with positive self-employment or farm earnings, and those with
imputed self-employment or farm earnings were excluded from the sample. Individuals
with imputed wage and salary earnings were excluded from the wage sample
21. Individuals
with topcoded earnings were assumed to have earnings 1.45 times the topcode value.
Individuals whose usual weekly wage was less than $67 in 1982 terms were excluded from
the sample.
   The sample used to calculate hours shares at the industry level and industry growth rates
included all civilians between the ages of 18 and 65 who worked at least one week in the
year prior to the survey. Annual hours were computed as the product of the number of
                                               
19 Potential experience was calculated as max{0,min{age-years of completed schooling -7,
age-17}}
20 Weeks worked were reported in bracketed intervals on the 1971 through 1975 surveys.
Weeks worked were imputed for the workers in each interval in these years using the
mean weeks worked in the 1976-1993 surveys of the individuals of the same gender who
had weeks worked in the same intervals. Weeks in the labor force and weeks looking for
work which were also reported in bracketed intervals on these surveys were imputed using
the means of these variables for the individuals in the 1976-1993 surveys of the same
gender in the same weeks worked, weeks in labor force, and weeks looking intervals.
21 The 1971 and 1975 surveys only provide allocation flags for the family income
variables. In these years the family income allocation flags were used in place of the
individual flags.34




We estimate the wages of women relative to men. We control for observable
characteristics so that our wage estimates will, as fully as possible, provide estimates of
the quality adjusted relative price of women’s labor. One way of doing this would be to
run a separate earnings regression for each year with a dummy variable for gender and use
the gender dummy variable as the estimate of the relative wages of women (Autor, Katz,
and Krueger (1997) take this approach to estimating the relative wages by educational
attainment). A disadvantage of this procedure for the present purposes is that it imposes
common effects for all of the covariates for men and women. The effects of experience
and schooling in particular vary by gender and marital status. To control for these
differences in the returns, we estimate separate experience profiles and returns to
schooling by gender and marital status. These estimates provide us with a separate
estimate of wages for men and women at each level of experience and education by
marital status. To recover a scalar relative wage for men and women, we take the
weighted average of the wages at every level of experience and schooling by marital status
                                               
22 Usual weekly hours are not available on the 1971 to 1975 surveys. Usual weekly hours
in the year prior to the survey were imputed using the number of weeks worked in the
survey week for those reporting positive hours in the survey week. Usual hours were
imputed for individuals not working in the survey week using the mean usual weekly hours
in the previous year for workers of the same gender and full-time part-time status.35
where the weights correspond to the fraction of the population over all years (1970-1994)
at each value for experience, education, and marital status
23.
   Formally, let wit denote the log weekly wage of individual i in year t; let  Xit denote his
race, urban status, and region of residence, characteristics which we do not interact with
gender or marital status
24. Let,
z schl er er er er it it it it it it z = ˛ [ exp exp exp exp ] 1
2 3 4 W
denote a vector of individual characteristics (and an intercept) which are interacted with
gender and marital status and Wz denote the set of possible values for zit (i.e. its
support). For each marital status-gender group, g Married Male Unmaried Male ˛{ , ,...},
define
Z
if inotin group g
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Including the Zit
g  in our earnings regressions provides for a separate intercept and
separate slope coefficients on schooling and experience for each marital status-gender
group. We run a separate regression for each year,
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The Gt
g  provide estimates of the wages for each marital status-gender group at each level
of schooling and experience. To obtain a scalar estimate of women’s wages relative to
                                               
23 Our procedure is analogous to Katz and Murphy (1992) except it allows us to control
for additional characteristics (race, urban residence, and region). Unlike Katz and Murphy,
we impose parametric restrictions on the returns to experience and schooling to reduce the
number of parameters that need to be estimated.36
men, we use the Gt
g  to predict a wage for women and men in each year using a constant
composition of the work force, the mean set of characteristics across all years. Let
lj z ˛W  denote an element in the support of the schooling-experience distribution. Let
fj
MF  (fj
UF ) denote the fraction of all women (over all years 1970-1994) that are married
(unmarried) and have schooling and experience of lj . Our estimate of the wage of women
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Our wage estimate for men,  $ wt
m,  is constructed in an analogous fashion. Our estimate of




                                                                                                                                           
24 We have tried interacting the race variables with gender and marital status. This has
little effect on the results.37
Table 1 - Women’s Share of Hours, Gender Wage Differentials.






Level Change Level Change Level Change
1975 .350 .366 -.478
1984 .399 0.049 .400 0.034 -.421 0.057
1993 .421 0.022 .412 0.012 -.334 0.087
Women’s share of annual hours worked estimated for all workers 18-65 from March CPS.
Annual hours are product of weeks last year and usual hours per week (weighted by
March supplement weight). Constant industry-occupation composition figures estimated
by computing women’s share of hours in 272 industry-occupation cells (68 industries and
4 occupations). The estimates reported are the mean of the industry-occupation estimates
weighted by the industry-occupation cell’s share of hours across 1975, 1984, and 1993.
Women’s wages relative to men are estimated for full time workers in the workforce 40 or
more weeks per year. The estimates are differences in the weighted averages of experience
and schooling profiles interacted with marital status for men and women controlling for
race (black and other), urban residence, and region (9 census divisions). The procedures
are described in the Appendix.38
Table 2 - Implied Demand Shift Toward Women Within Industry-Occupation Cells





1975-1984 0.056 0.067 0.078
1984-1993 0.049 0.068 0.096
Note: Estimates based on 3.4 (1.2) percentage point increase in women’s share of hours
within industry-occupation cells and .057 (.087) log point increase in women’s wages
between 1975 and 1984 (1984 and 1993). We assume that unmeasured improvements in
women’s skills net of increases in skill prices account for one-third of women’s relative
wage gains.39
Table 3 - Summary Statistics on Women’s and Computer User’s Share of Hours
Worked by Occupation.
Levels Changes
1975 1984 1993 1975-1984 1975-1984






























































































Note: Standard Deviations in parentheses. Estimates are weighted means of industry-
occupations.40
Table 4 - Fraction of Workers Using Computers: All Workers; Workers by Gender;
Workers by Gender and Education
25.
1984 1993
All Workers .26 .49
Men .22 .43
Women .32 .57
Non-College Men .10 .22
College Men .36 .62
Non-College Women .24 .43
College Women .41 .68
                                               
25 Figures are fraction of hours worked for each group worked by people who use
computers at work. Data on the fraction of hours worked with computers is not available.41
Table 5 - Decomposition Estimates of the Effects of Computer Use on the Demand for







Actual Change in Women’s
Share of Hours Within
Industry-Occupations
- .034 .009 .012





- .067 - .068
Effect of Increased Use of
Computers on Women’s
Share of Hours within
Industry-Occupations
27
.016 - .012 / .015 -




- 0.47 1.33 / 1.67 1 / 1.25
Fraction of Increase in
Demand for Women Within
Industry-Occupations
Explained by Computers
- 0.24 - .18 / .22
To account for differences in women’s share of hour among users and non-users across
industry-occupations, the effects of increased computer use are calculated separately for
each industry-occupation using women’s share among users and non-users in that
industry-occupation.
                                               
26 Based on elasticity of substitution of 2.4 and assuming that unmeasured improvements
in women’s skills net of increases in skill prices account for one third of women’s wage
gains.
27 Estimates for 1975-1984 period use the fraction of users / non-users who are women in
1984. For the 1984-1993 period, .012 is the estimate using women’s share among users /
non-users in 1984; when the 1993 share is used the estimate is .015.42

































Growth in Use Among Men .157
(.022)
R
2 .264 .305 .252 .463 .303
Includes Industry Fixed Effects No No No Yes -





































Growth in Use Among Men .138
(.024)
R
2 .170 .171 .158 .355 .053
Includes Industry Fixed Effects No No No Yes -




Note: Standard errors in parentheses. In columns 1-4 (5) dependent variable is change in women’s
share of hours worked in industry-occupation cell (industry). Change in computer use computed at
industry-occupation cell (industry) level. Observations weighted by sum of hours worked in
industry-occupation cell (industry) in 1975, 1984, and 1993. Computer user’s share of hours is
independent variable in 1975-1984 regressions. Change in computer user’s share of hours between
1984 and 1993 is independent variable in 1984-1993 regressions.43
Table 7 - Effects of Computer Use on Women’s Share of Hours Worked Among


















Number of Observations 239 266
Note: Standard errors in parentheses. Dependent variable is change in women’s share of
hours worked among computer users / non-users in industry-occupation cell. Change in
computer use computed at industry-occupation cell level. Observations weighted by sum
of hours worked by users / non-users in industry-occupation cell in 1984 and 1993.44
Table 8a - Effects of Computer Use on Women’s Share of Hours Worked by Occupation,
1975-1984.




























2 .266 .024 .062 .297
Number of Observations 68 68 68 68
Table 8b - Effects of Computer Use on Women’s Share of Hours Worked by Occupation,
1984-1993.




























2 .212 .059 .015 .035
Number of Observations 68 68 68 68
Note: Standard errors in parentheses. In columns 1-3 (4) dependent variable is change in
women’s share of hours worked in industry-occupation cell. Change in computer use
computed at industry-occupation cell level. Observations weighted by sum of hours
worked in industry-occupation cell in 1975, 1984, and 1993. Computer user’s share of
hours is independent variable in 1975-1984 regressions. Change in computer user’s share
of hours between 1984 and 1993 is independent variable in 1984-1993 regressions.45
Table 9 - Effects of Computer Use on Women’s Share of Hours Among Non-College and
College Workers.
1975-1984 1984-1993



















Women’s Initial Share of











2 .155 .196 .134 .038
Number of Observations 267 266 262 261
Note: Standard errors in parentheses. Unit of analysis is industry-occupation cell.
Dependent variable is change in women’s share of hours worked among college / non-
college educated workers in industry-occupation cell. Independent variable is change in
user’s share of hours worked among non-college / college workers (or 1984 share in
1975-1984 regressions) in industry-occupation cell. Observations weighted by hours
worked by sum of hours worked in education group in industry-occupation cell in 1975,
1984, and 1993.46




































2 .291 .352 .058 .309
Number of Observations 272 272 272 272




































2 .350 .563 .024 .321
Number of Observations 272 272 272 272
Note: Standard errors in parentheses. Unit of analysis is industry-occupation. Dependent
variable is change in gender-education group’s share of hours worked in industry-
occupation cell. Observations weighted by sum of hours worked in industry-occupation in
1975, 1984, and 1993. Computer user’s share of hours in industry-occupation is
independent variable in 1975-1984 regressions. Change in computer user’s share of hours
in industry occupation between 1984 and 1993 is independent variable in 1984-1993
regressions.