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Monotone methods in conjuction with upper and lower solutions have proved to 
be extremely powerful tools in the study of nonlinear elliptic boundary value 
problems in bounded domains. In this paper the theory is extended to unbounded 
(not necessarily exterior) domains and general linear boundary conditions. c- 1989 
Academic Press. Inc. 
1. INTRODUCTION 
Consider the boundary-value problem 
Lu = f(x, u) in Q, 
(1.1) 
Bu = g(x) on asz, 
in which L is a linear, second order, uniformly elliptic differential operator, 
B is a first order linear boundary operator, and 52 is a domain in R” with 
boundary XL Several authors have used monotone methods to establish 
the existence of classical solutions to this problem when 52 is bounded; in 
particular we mention the work of Keller and Cohen [S], Amman [l], 
and Sattinger [ 111. 
The case of unbounded Q is not so well studied and there is correspon- 
dingly less known. Noussair and Swanson [S, 93 and Ogata [lo] have 
generalized the theory of upper and lower solutions to include exterior 
domains 52, and Noussair [7] applied the same method to other unboun- 
ded domains (and more general functions fin which dependence on Vu is 
allowed) but only at the expense of restricting the boundary conditions to 
Dirichlet and foregoing the existence of both minimal and maximal 
solutions. Relaxing these restrictions is the subject of this paper. 
* This research was partially funded by an NSF grant. 
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In order to extend the theory of upper and lower solutions in unbounded 
domains to encompass the general linear boundary conditions, we shall 
find it necessary to solve elliptic equations in bounded domains with dis- 
continuous boundary data. This is most easily accomplished by abandon- 
ing the classical in favor of the weak formulation of the problem. Some 
work along these lines has been done by Hess [4], but this approach does 
not guarantee the existence of minimal and maximal solutions. Con- 
sequently we prefer to retain monotone methods and, after introducing 
some preliminary material, Section 3 is concerned with the details of 
generating weak solutions by these means. 
The weak solutions thus obtained are used in Section 4 to prove the 
existence of minimal and maximal generalized solutions of (1.1) in quite 
general unbounded domains, and these finally are shown to be classical 
under appropriate smoothness conditions on the data of the problem. 
2. PRELIMINARIES 
Throughout this paper Q will denote an open connected subset (not 
necessarily bounded) of real m-space with closure 0 and boundary 852 of 
class Co,’ m the sense that it can be represented locally as the graph of a 
Lipschitz continuous function. We shall write x = (x,, x2, . . . . x,) for the 
standard Cartesian representation of points in 0, and denote differentiation 
with respect to xi, whether weak or classical, by ai. 
We consider the second order linear differential operator 
Lu= - f c3,(ai,j(x) ap, + f b;(x) a,u+C(X)U 
r,j= 1 1=I 
with coefficients aj,i, bi, and c in Lg,,(Q), the set of real, measurable 
functions bounded a.e. on every bounded subset of 52 (we use lbd rather 
than lot which generally connotes compact subsets). It is assumed that c is 
nonnegative and that the matrix [Q~,~] is symmetric and uniformly positive 
definite a.e. on bounded subsets of Q. 
The boundary operator B is given by 
Bu = 
{ 
wav + m4 for XET, 
u, for XET,, 
where r is a closed subset of XJ, f. = aQ\K’, and a/av denotes the 
conormal derivative 
g = .z ai,, (Xl n,(X) +4 
,,,= 1 
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the Lipschitz continuity of the boundary ensuring that the unit outward 
normal n = (nl, n2, . . . . n,) is well defined a.e. on 852. We require that /? be a 
real, measurable, a.e. nonnegative function which is locally bounded on I’, 
and that one of the sets {xEQ: c(x) > 0}, {XE Z? /I(x) >O}, or r, has 
positive measure. 
The boundary function g is an element of H,‘&(T) and ZY,#(r,) (see 
Grisvard [3]). It is convenient at this point to assume only that the non- 
linear term f is measurable Q x R + [w and continuous with respect to u for 
almost every x E 9; additional hypotheses will be imposed as they are 
required in the following sections. 
By a weak solution of (1.1) we mean a function u E Hibd(SL) such that 
f( ., u( .)) E ,5&(Q), u Ir, (the trace of u on r,) = g in H#T,), and for 
every u E C,“(Q u r), 
+ s, (b(x) uu - g(x)u) dS(x) = 0. 
The function ~EH&~(Q) is a weak lower solution if f( ., d( .)) E L&~(Q), 
41 r0 d g in H$,z(T,), and for every nonnegative II E C:(Q u r), 
1 ai,j(X) aid aiu + f b,(X) aidu + C(X) Co) dx 
i= 1 
+ s r (B(x) 40 - g(x)u) dS(x) <0, 
and a weak upper solution if the inequalities are reversed; these are natural 
extensions to the weak formulation of the standard definitions. 
The assumptions introduced above will be strengthened in Section 5 
when the classical problem is discussed. 
3. WEAK SOLUTIONS IN BOUNDED DOMAINS 
The proof of the existence of minimal and maximal weak solutions lying 
between ordered upper and lower solutions in bounded domains proceeds 
along the same lines as the classical result (see, for example, Sattinger 
[ 111). However, Sobolev spaces of weakly differentiable functions are 
substituted for the usual Holder spaces. 
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Suppose, then, that Q is bounded and that 4 and tj are respectively weak 
lower and upper solutions for (1.1) such that 4 d $ a.e. on a. We suppose 
there exists a nonnegative constant u such that, for almost every XESZ, 
f(x, t1)-fk f2)2 -4t1 -t*), (3.1) 
whenever ess inf 4 d t, < tz d ess sup $. Granted this assumption, there is 
no loss of generality in requiring that, for almost every x E Sz, f(x, u) be 
monotone increasing in u for u E (ess inf 4, ess sup I+?); note that this interval 
may be infinite. For otherwise, simply add KU to both sides of (1.1) and 
redefine the coefficient c in L to be c + rc. 
We now propose to generate inductively an increasing sequence u,, in 
H= (2.4~ H’(Q): ulro = gin H”*(T,)} 
for n >, 1, which converges (in a sense to be made precise shortly) to the 
minimal weak solution of (1.1) in the order interval [d, $1. To start, let 
u0 = 4, and define U, to be the unique weak solution of the linear problem 
Lu = .0x, %I in Q, 
Bu=g on ai 
By the definition of weak solution, f( ., d(. )) E L*(B), so the existence of U, 
in H is guaranteed by standard linear theory; see Gifbarg and Trudinger 
[2, notes to Chap. S]. Moreover, in the generalized sense, 
L(u, -d)=OinO, B(u, -~)=OonaQ, 
L(~-u,)=f(x,~)-f(x,~)~ 0in-P B($-u,)~OonXI, 
SO the weak maximum principle ensures # < u1 < I(/ a.e. in 8. 
Now suppose that n 3 2 and that u, ~ 2 and U, _ r have been defined in H 
with the property 4 d uHP2 6 u,_ , f $ a.e. in a. Let u, be the unique weak 
solution in H of 
Lu=f(x, %-I) in Sz, 
Bu=g on asz. (3.2) 
Since f(x, 4(x)) < .0x, u, ~I (x)) <f(x, t)(x)) for almost every x E f2, it 
follows that f( ., u, _ , (. )) E L*( 52), so the boundary-value problem is well 
posed in H. Moreover, applying the weak maximum principle to both 
L(un -u,-,)=f(x, u,-,)-f(x, u,-,)kO in Q, 
B(u,-q-l)=0 on ai2, 
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yields 4 6 u,.. , < u, < $ a.e. in 52. This completes the definition of the 
sequence u,. 
Since the sequence U, is pointwise increasing a.e. in a, it converges a.e. to 
some function U. The continuity offwith respect to U, the boundsf(x, 4) < 
f(x, u,) <ff(x, II/), and the dominated convergence theorem imply that 
fix, u,) -+ f(x, U) in the topology of L*(Q). It now follows from (3.2) and 
standard elliptic theory that U, + u in H. 
Finally, by the definition of U, as the weak solution of (3.2), 
t, ai,j(x) aiun a,u + i hi(x) aiunv 
,=I 
+c(x)u,u-f(x,u,-,)u dx 
> 
+ I r (B(x) u,tu - g(x)u) dsb) = 0 
for every u E C;(Q u r). Letting n -+ 03 shows immediately that 
J( 
R , E 1 a,,.Jx) ~3~2.4 dju + i bi(x) aiuu 
, i= I
+ c(x) uu - f(x, u)u 
> 
dx 
+ s (p(x) uu - g(x)u) dS(x) = 0 I- 
for all u E C,“(s2 u r), so u is indeed a weak solution on (1.1). 
There remains only to prove that u is minimal among all solutions of 
(1.1) in the order interval [$, $1. This, however, is a trivial consequence of 
the observation that if U* is any such solution, then it enjoys the same 
properties as I,G, so the preceding arguments show that u < U* a.e. in Q as 
required. 
If the induction is started with u0 = $ instead of 4, similar arguments 
demonstrate that the resulting sequence tends in a monotone decreasing 
fashion to the maximal weak solution of (1.1) lying between 4 and $, the 
convergence also with respect to the norm on H’(Q). Of course, the 
maximal and minimal solutions may well coincide. 
We summarize these findings in a theorem. 
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THEOREM 3.1. Zf q5 and $ are weak respectively lower and upper solutions 
of (1.1) such that 4 G I/I a.e. in the bounded domain Q, and iff satisfies (3.1), 
then (1.1) has a minimal and a maximal weak solution in the order interval 
c4, $1. 
Remark. If the boundary 852, the coefficients of L and B, and the 
function f are sufficiently regular, then the standard bootstrap arguments 
can be applied to show that the solutions found in Theorem 3.1 are 
classical. As the details of this analysis are given in Section 5, we shall not 
dwell on them here. 
4. WEAK SOLUTIONS IN UNBOUNDED DOMAINS 
We turn now to the main purpose of this paper, the extension of 
Theorem 3.1 to unbounded domains. The approach is to write Q as an 
increasing sequence of bounded domains, on each of which the results of 
the previous section apply. In this way, the problem is reduced to 
investigating the limit of these intermediate solutions. This is in essence 
the method used by Noussair [7], the principal difference being that we 
allow weak solutions. This has the benefit of permitting mixed boundary 
conditions, a luxury not afforded by considering only classical solutions. 
Throughout this section Sz is an unbounded domain with the property 
that every bounded subset of Sz is enclosed in a bounded domain in D with 
boundary of class Co,]. This clearly includes cylinders, cones, and exterior 
domains with Lipschitz boundary. Whether or not all Co-’ domains Q have 
this property seems a difficult question. 
Using this assumption, it follows that Q can be written as a union of 
increasing domains 0, such that 
(i) aQkCo,’ for k= 1, 2, 3, . . . . and 
(ii) ak U,"=,dQ,. 
Suppose that 4 and $ are respectively weak lower and upper solutions 
for (1.1) such that 4 < + a.e. on 52. To prove the existence of a minimal 
solution of (1.1) in the order interval [b, $1, it seems reasonable to try 
solving, for each k, the problem 
Lu= f(x,u) in Qk, 
Bu = g(x) on afhasz,, (4.1) 
u = 4(x) on rk, 
in which r, = XJ, n Sz, and to consider the behavior of these solutions for 
large k. The choice of boundary condition on r, is dictated by the desire to 
obtain the minimal solution on Q, so each intermediate solution must be 
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kept as small as possible on its domain; correspondingly u = ~5 on r, when 
the maximal solution is sought. Unfortunately, this problem may not be 
well posed in terms of the theory of the previous section. For example, if 
Bu= u, then the boundary data for (4.1) may not lie in H”*(%2,), even 
though both g and q5 are H”’ on their respective domains, since simple 
jump discontinuities are too severe for membership in H l’*. So unless g and 
4 match obligingly where their domains meet, (4.1) will not have a weak 
solution in H’(QR,). Imposing such a matching condition is clearly far too 
restrictive. On the other hand, altering the boundary condition on r, 
destroys any chance of obtaining the minimal solution of (1.1) in the order 
interval [q5, $1. We are thus led to modify the boundary values on 
852 n XJ, in the vicinity of f,. 
Define a boundary operator Bk on %2, by 
Bk u(x) = 
Bu(x), for XE a52na52,, 
u(x)* for XET, 
and a new boundary function g, by 
ik(X) g(x) + Cl - L(X)1 4(x), for x~r~naf2,, 
for xehaa,, 
for XErk, 
where 
1 
0, when d(x, r,) 6 1, 
ikw = 44 rk) - 1, when 1 G d(x, r,) G 2, 
1, when d(x, r,) 2 2. 
Here d(x, r,) = inf{ IX - y(: y E rk} is the distance of the point x from r,. 
The obvious Lipschitz continuity of ck implies that gk E H”*(r, n a&), 
and since ck vanishes identically in a neighborhood of r,, it is clear that 
g, E H ‘12((r0 n a&) u r,). So now the boundary-value problem 
Lu = f(x, 24) in nk, 
Bku = gkb) on aQk 
(4.2) 
satisfies the hypothesis of Section 2 for each k provided that, for every 
bounded subset M of Q, there is a nonnegative constant K such that (3.1) 
holds for a.a. x E M whenever ess inf dI,+, < t, < t, < ess sup $1 M. This 
assumption is assumed to hold for the remainder of the section. 
A trivial verification from the definitions shows that q5 and $, when 
restricted to Qk, are respectively weak lower and upper solutions of (4.2). 
It follows immediately from Theorem 3.1 that there is a minimal weak 
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solution uk of (4.2) in the order interval [#, $1. Since uk+ i is an upper 
solution of (4.2) for k > 1, it is clear that the sequence t+ is pointwise 
increasing in the sense that uk < uk+ i a.e. in G,. 
Now let M be a fixed, bounded domain in 52, and choose K so large 
that Qk 2 M for k > K. Let K 3 0 be such that f(x, t) + ret is monotone 
increasing for ess inf 41 M < t < ess sup 11/ 1M and a.a. x E Q. Then 
f(X,$)+K$<LUk +KUI, =f(x,Uk)+KUI, 
G fk 4) + K4 a.e. in M 
implies that LuI, + KU/, is uniformly bounded in L2(M), whence standard 
elliptic theory shows that the sequence {uk} is bounded in H’(M) for 
k 3 K. It follows from the weak compactness of Hilbert space and the 
monotonicity of the uk that there is a (unique) element u E H’(M) which is 
the weak limit in H’(M) of the sequence (Us}. Since M was arbitrary, this 
produces a function UE &(Q) which it is straightforward to verify is a 
weak solution of (1.1) in the order interval [d, $1. 
If u* is any weak solution of (1.1) in [#, $1, then it is by restriction a 
weak upper solution for each of the problems (4.2). It follows immediately 
that each uk 6 u* a.e. in Q,, whence u 6 u* a.e. in Q. Thus, u is indeed the 
minimal solution of (1.1) between 4 and Ic/. 
The existence of a maximal solution is demonstrated similarly by simply 
substituting $ for 4 in the definition of g,. We have therefore proved 
THEOREM 4.1. Suppose L, B, f and g satisfy the hypotheses of Section 2, 
and that q5 and II/ are respectively weak lower and upper solutions for (1.1) 
with 4 d II/ a.e. in Q. Suppose Sz satisfies the assumptions introduced at the 
beginning of this section, and that for every bounded subset M of 52, there is 
a nonnegative constant K such that (3.1) holds for a.a. x E M and all 
essinf~),dt,<t2desssup~l,. Then ( 1.1) has a minimal and a maximal 
weak solution in the order interval [#, I++]. 
In the next section we give sufficient conditions for the weak solutions 
whose existence are asserted in this theorem to be classical, that is, 
elements of C*(G) which satisfy (1.1) pointwise. 
5. CLASSICAL SOLUTIONS IN UNBOUNDED DOMAINS 
Standard regularity theory for weak solutions of uniformly elliptic 
equations can be applied to show that the generalized solutions of (1.1) 
found in the previous section are classical, provided that the data for the 
problem is sufficiently smooth. We begin by quantifying this statement. 
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The boundary X2 is now assumed to be locally of class C2xa, and the 
coefftcients of L satisfy 
a,,, E c ‘qA), bj, c E Ca(M) 
for every bounded subset M of D (tl may depend on M). 
There are two cases to be considered for the boundary operator B: 
(i) Bu = u everywhere on 122, in which case g E C2-” locally on JQ; 
(ii) Bu = &/8n + /I(x)u on XI, with /?, g E C ‘,’ locally on 852. 
Finally we assume that, for every bounded domain in Q and every subset 
[a, b] of the real line, f E Ca(R x [a, b]) and there exists K 3 0 such that 
fb, t,)-f(x, b)3 --K(tl -f2) 
for all a < t, 6 t, <b and XE M. We note that this is certainly true if 
f e Cl.(Q x R), or even C”-‘(s2 x R). 
By a classical solution of (1.1) we mean a function u E C’(8) which 
satisfies (1.1) pointwise. Similarly, an element f$ of C’(a) is a classical 
lower solution of (1.1) if 
Wdfk $1 in Q, 
W G g(x) on aG, 
(5.1) 
and a classical upper solution if the inequalities are reversed. We note that 
classical lower and upper solutions are necessarily weak lower and upper 
solutions, respectively, a fact easily derived by multiplying (5.1) by a 
suitable nonnegative test function, integrating over d, and applying 
Green’s theorem. 
We can now state the classical version of Theorem 4.1. 
THEOREM 5.1. Suppose L, B, f, g, and Q satisfy the above hypotheses, 
and ihat q5 and $ are respectively classical lower and upper solutions of (1.1) 
with q5 < 4 in a. Then (1.1) has a minimal and a maximal classical solution 
in the order interval [I$, $1. 
In light of the remarks preceding the statement of Theorem 5.1 there 
remains only to show that any generalized solution of (1.1) lying between 4 
and $ is indeed classical, the converse being quite evident. We shall sketch 
the details for the Dirichlet case (i) only since the bootstrap argument for 
the Robin condition (ii) is similar. 
ProoJ: Suppose then that u is a generalized solution of (1.1) with 
4 < u < $ in 8. Note that this implies u is bounded on bounded sets. Let A4 
be an arbitrary bounded domain in 52. By Theorem 10.1 of Ladyzhenskaya 
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and Ural’tseva [S], ~EH’(M), and applying Theorems 14.1 and 12.1 in 
turn shows successively that u E C”*a(M u r) and u E C2,a(M u ZJ for any 
C2*” portion r of dM. It now follows easily, since A4 was arbitrary, that 
UE C2(Q), and it is clear by continuity that u satisfies (1.1) pointwise. This 
completes the proof of Theorem 5.1. 
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