ABSTRACT In this paper, a modified artificial bee colony (MABC) algorithm is proposed to estimate the unknown fractional-order nonlinear systems. First, the parameter estimation problem can be mathematically transformed into a multi-dimensional continuous function optimization problem, which is solved via the MABC algorithm. The proposed MABC algorithm well combines the original artificial bee colony algorithm (ABC) and the Nelder-Mead simplex method (NMS) in a very simple way, which takes full advantage of the exploration ability of the ABC algorithm and the exploitation ability of the NMS. And in the meanwhile, the proposed algorithm improves the speed of convergence. To evaluate the effectiveness of the proposed MABC algorithm, numerical simulations contain two typical uncertain fractionalorder nonlinear systems. The results show that compared with the other population-based algorithm and ABC-variants, the proposed MABC for solving the problem of parameter estimation get the faster convergence speed and higher calculation accuracy.
I. INTRODUCTION
During the past decades, the applications of fractional differential equation [1] , [2] show more advantages than that of ordinary differential equation. Thus, fractional calculus have been drawn more and more attention in aspects of science and engineering. And it has been applied to many physical problems, such as viscoelastic system [3] , epidemiological model [4] , electronic converters [5] , economic system [6] and so on, which can be more accurately described by fractionalorder systems. At the same time, many control problem has been expanded to the fractional-order nonlinear systems. Therefore, control and synchronization of fractional-order nonlinear system is a significant issue in nonlinear science [7] , [8] . Currently, many effective control methods have been proposed [9] , [10] under the conditions of the known parameters and fractional orders. However, in the real world, the systematic parameters and fractional orders cannot be exactly known. Therefore, it is significant for us to estimate the fractional derivative orders and systematic parameters if the parameters are unknown.
Up to now, there have been some approaches in getting the exact values of fractional-order nonlinear systems [11] - [14] . One class is the classical method, that is synchronization method, which was proposed by Parlitz [16] . Although the concept has been studied in many papers to estimate the unknown parameters of uncertain nonlinear systems [17] , [18] , the design of the updating law of parameter estimation is still a hard work. The other class is optimization method, the non-classical way, which mainly uses the system inversion mechanism [19] and an evolutionary algorithm. Thus, evolutionary algorithms have attracted great interests recently, such as genetic algorithm (GA) [20] , particle swarm optimization (PSO) [13] , differential evolution (DE) [14] , [15] , cuckoo search algorithm (CS) [21] and artificial bee colony (ABC) algorithm [22] .
Particularly, the ABC algorithm is a useful naturebased stochastic search method developed by Karaboga and Basturk in 2005 that simulates the foraging behavior of honey-bee swarm. A lot of the results of the optimization problem [23] - [25] have shown that the ABC algorithm is a competitive technique compared to the other methods, and it used less parameters than some nature-based algorithm. Although it has high convergence speed and easy implementation, ABC algorithm is poor at exploitation. Under this case, many modified algorithms have proposed to improve its ability of exploitation, such as the global best artificial bee colony algorithm (GABC) [26] , the enhancing artificial bee colony algorithm (EABC) [27] , the hybrid artificial bee colony algorithm (HABC) [28] , the enhanced artificial bee colony algorithm (EnABC) [29] and so on.
So far, it is difficult for all the optimization problems to balance the ability between exploitation and exploration. In this paper, inspired by the Nelder-Mead simplex method (NMS) [30] , MABC algorithm is put forward. Firstly, the initial population is sorted by ascending order and is divided into two groups. Next, the first group is optimized by NMS method. At the same time, the other group employs the ABC algorithm with the new search equations to optimize. Besides, the random numbers used in the proposed MABC algorithm are produced by the chaos optimization algorithm to increase diversity. To evaluate the superiority of the proposed MABC algorithm, numerical simulations are executed on two typical uncertain fractional-order nonlinear chaotic systems and compared with some other population-based algorithms and ABC-variants. The results of the experiment show the good performance and the high convergence speed of the MABC algorithm.
The rest of the paper is organized as follows. The preliminaries are shown in Section 2. Section 3 gives the standard algorithm. The MABC algorithm is proposed in Section 4. Simulations in Section 5 estimates two typical fractionalorder nonlinear chaotic systems. Finally, conclusions are drawn in Section 6.
II. PRELIMINARIES A. CAPUTO FRACTIONAL-ORDER DERIVATIVE
There are several definitions of fractional-order derivatives. The three best-known definitions are the Grunwald-Letnikov, Riemann-Liouville and Caputo definitions [2] .We introduce the Caputo fractional-order derivative in this paper.
Definition 1 (Caputo Fractional-Order Derivative): The Caputo fractional-order derivative of order β > 0 for a function
where (·) denotes the Gamma function and n is a positive integer such that n − 1 < β ≤ n. Property 1: When C is any constant, t 0 D β t C = 0 holds. Property 2: There are two constants µ and ν, Caputo fractional-order derivative has the linearity:
B. PROBLEM FORMULATION
Consider a D-dimensional fractional-order nonlinear system as follows
where
is the fractional derivative orders, and f (G(t),
Assume the construction of the system (2) is known, thus the corresponding estimated system as follows
To estimate the uncertain parameters of the fractional-order nonlinear system (2), the corresponding functional extreme model can be written as:
where k = 1, 2, · · · , N is the sampling time point and N denotes the length of data used for parameter estimation. G k andG k denote the state vector of the original system (2) and the estimated system (3) at time kh in respect, in which h is the step size. There are many numerical methods of fractional differential equation, such as the predictor-corrector approach [32] , the Volterra integral equation approach [33] , the robust numerical method [31] and so on. In this paper, it employed the predictor-corrector approach for the numerical solutions of fractional differential equations [31] . · is Euclidean norm. is the searching area admitted for parametersθ , where the fractional ordersα are considered as special variables.
III. THE STANDARD ALGORITHM
The section mainly introduces the original artificial bee colony algorithm and the Nelder-Mead simplex method.
A. THE ORIGINAL ARTIFICIAL BEE COLONY ALGORITHM
The original ABC algorithm proposed by Karaboga et al. [22] - [25] is a competitive optimization method that simulates the intelligent foraging behavior of honey bee swarm. In the ABC algorithm, there are three groups of honeybee colony: the employed bees, the onlooker bees and the scout bees. In reality, the first half of the swarm consists of employed bees, and the other half of swarm represents onlooker bees. That is, the number of the employed bees equals the number of the onlooker bees. Among them, employed bees take charge of seeking out the available food sources in the vicinity and passing the required information to onlooker bees through dancing. Thereafter, onlooker bees select a better VOLUME 6, 2018 food sources by its fitness to further seek out a new food position. Meanwhile, when the position of the food sources is not updated through predetermined cycles (max limit), the employed bee becomes a scout bee and the previous food position is replaced by a new one. The phases of the original ABC algorithm can be shown as follows.
Initialization phase: The initial population of solutions (food sources) is filled with D-dimensional real-valued vectors generated randomly, and the set of the initial population includes SN solutions. Let
denotes the position of the ith food source, and then, each position is generated as follows
where 
wheref (X t i ) represents the objective function value of the decision vectorX t i . The employed bee phase: At this stage, for each position X t i of the employed bee's food source, a new food source position
in the vicinity of the previous position X t i is generated via the formula as follows v
where t is the generation count; 
where fit t i represents the fitness value of solution X t i . Obviously, the higher the fitness value of solution X t i is, the higher the probability of selecting the ith food source corresponding to solution X t i is. After each onlooker bee chooses a solution X t i by the method of roulette, it makes a modification (V t i ) around the chosen food source by Eq.(7). Similarly, the greedy selection method is also applied to choose a better solution between the solutions X t i and V t i . The scout bee phase: If the food source position to the solution X t i is not updated continuously in the honey bee's memory within certain cycles (max limit), then the corresponding employed bee will abandon the previous food source and becomes a scout bee. The scout bee generates a new food source randomly as Eq. (5).
B. THE NELDER-MEAD SIMPLEX METHOD
The Nelder-Mead simplex algorithm proposed by Nelder and Mead [30] in 1965 is one of the most popular derivative-free nonlinear optimization algorithms. In this paper, the NMS method is applied to improve the algorithm convergence ability. The units of the NMS algorithm can be described as follows. Sorting phase: For the initial population of the NMS method, the size is set as SN + 1, and the initial solutions are filled with D-dimensional vertices. At each iteration, the vertices X i (i = 1, 2, · · · , SN + 1) are ordered according to the objective function values as follows
Thus, X 1 is considered as the best point which has the minimum value of the objective function, while the worst point is X SN +1 . Calculate the centroid phase: Calculate the centroid P O of the solutions X i (i = 1, 2, · · · , SN ) by
Evaluate
Reflection: Compute the reflection point P r as follows
where α(α > 0) can be thought of as strength of reflection. Evaluate f r = f (P r ). Expansion: Compute the expansion point P e
where γ (γ > 1) is the expansion parameter. And evaluate f e = f (P e ). Contraction: Compute the contraction point
where β(0 < β < 1) denotes the contraction parameters. Evaluate f c = f (P c ).
Shrink: Compute the shrink point
where σ (0 < σ < 1) is the shrink parameter, and i = 2, 3, · · · , SN + 1. The pseudo code of the NMS method can be described as the Algorithm 1.
IV. THE MODIFIED ARTIFICIAL BEE COLONY ALGORITHM
In the basic ABC algorithm, there are two phases mainly to generate new solutions, including the employed bee phase for generation of new food sources for each position and the onlooker bee phase for generation of new positions for the better food sources. As far as we know, the ABC algorithm is good at exploration but poor at exploitation. However, it is difficult for any ABC algorithm to balance the exploitation and exploration. Therefore, inspired by the NMS method [30] 
X SN +1 ← P r ; 7: elseif f r < f (X 1 ) 8: compute P e by Eq.(12); 9: If f e < f (X 1 ) 10:
X SN +1 ← P e ; 11: else 12: X SN +1 ← P r ; 13: end 14: elseif f (X SN ) < f r ≤ f (X SN +1 ) 15: X SN +1 ← P r ; 16: else 17: compute P c by Eq. (13); 18: If
X SN +1 ← P c ; 20: else 21: compute V i by Eq. (14); and X i ← V i (2 ≤ i ≤ SN + 1). 22: end 23: end 24: cycle = cycle + 1. 25 : end while and the HABC algorithm [29] , the MABC is proposed to improve the ability of exploitation in this paper. Firstly, a chaotic optimization algorithm and opposition-based learning method are introduced to the initialization of the population. Meanwhile, the chaotic optimization algorithm is also used in the employed bee phase and the onlooker phase. Secondly, two new searching equations are employed to keep the balance between local exploitation and global exploration abilities better. Finally, the Nelder-Mead simplex method is incorporated into MABC, which can improve the convergence speed. The main details are described in the following subsections.
A. CHAOS OPTIMIZATION ALGORITHM
Due to the character of the ergodic property, the certainty and the pseudo-randomness, the chaotic map is selected to increase the solution diversity, which is named chaos optimization algorithm (COA). Thus, in this paper, COA is adopted to generate the random numbers used in the initialization of the population, employed bee phase and onlooker bee phase, which can achieve high-quality initial solutions and new solutions. In [29] , COA is only used in the initialization of the population, while in the paper the random numbers λ, µ and ν are also generated by COA in the employed phase and the onlooker phase. The pseudo-code of the COA is shown in Algorithm 2. Opposition-based learning (OBL) is a popular concept in computational intelligence, and a useful method to generate a better solution in the initialization of the evolutionary algorithm. Therefore, OBL is adopted to generate the initial solutions. The original initial food source can be generated as follows
D is the dimension of the searching space. C i,j is the chaotic parameter which generated from Algorithm 2. And the corresponding opposite solutions can be generated as follows
Next we will choose SN fittest individuals from the set
It can be seen that OBL combined with COA is beneficial for speeding up the convergence and increasing the diversity. Meanwhile, the initialization method is also used in the scout phase.
C. TWO SEARCHING EQUATION
In [29] , two new searching equations was proposed which improve the ability of exploration and exploitation. Thus, in this paper, we will still use the two equations, but different from in [29] , the coefficients also use the random number produced by COA. At employed bee phase, in order to increase exploration, the new food position V i is generated via the equation
is the jth element of the global best vector. r 1 is the integer randomly generated from {1, 2, · · · , SN } and is different from i and g. λ, µ are rand numbers produced by COA in the range [0, 1]. In Eq. (17), with the first term x r 1 which is randomly selected from the population on the right-hand side of this equation, the new candidate solution v i is generated around x r 1 . The randomly selected point x r 1 can bring more global information to v i and avoid trapping into the local optimal. Besides, the new candidate solution can take full use of the information of x i , x g in the last two terms to increase the convergence speed. In a word, Eq. (17) balanced the local and global abilities well and placed particular emphasis on the global ability because of the guidance of the random term x r 1 . Thus, Eq. (17) is suitable for the employed bee phase. In the onlooker bee phase, after every onlooker bee chose a better food source x i , the onlooker bee will make a modification (i.e., v i ) around the chosen food source by
where r 2 is integers randomly selected from {1, 2, · · · , SN }, ν is random numbers generated by COA in the range [−1, 1] and p i is selection probability of x i . In Eq. (18), with the first two term, the new candidate solution v i,j is generated around x g which is the global best solution in the current iteration to improve convergence speed. In addition, in order to enhance population diversity, the third term is introduced into Eq. (18) . As a whole, Eq. (18) is good for not only exploitation ability but also exploration ability in the onlooker bee phase. Besides, the greedy selection is adopted between x i and v i in both employed bee phase and onlooker bee phase.
D. THE PROPOSED MODIFIED ARTIFICIAL COLONY BEE ALGORITHM
In this subsection, a modified artificial bee colony algorithm is proposed. A flow chart of the combination way is given in Fig.2 . Firstly, the initial population is generated by the union of COA (Algorithm 2) and OBL (Eq.(15) and Eq. (16)). Secondly, the population is sorted in ascending order according to the objective function values so that Eq. (9) holds. Thirdly, the sorted population is divided into two groups G 1 and G 2 . As shown in Fig.1 , the first group contains the best 0.3SN + 1 points, and the remaining points are divided into the other group G 2 . Next, to increase the convergence speed of the MABC algorithm, the NMS method is used to optimize the better sub-population G 1 , which is employed to take away the worst point in G 1 and search a better solution to replace it. Finally, the ABC algorithm with the new search equations is used to optimize the points in the second sub-population G 2 . At the same time, the random numbers used in the algorithm are generated by the COA. The pseudo-code of the MABC algorithm is given by Algorithm 3.
V. SIMULATIONS
To demonstrate the performance and effectiveness of the proposed MABC, two typical fractional-order nonlinear chaotic systems are employed to test, in which one of the system is used to compare the nature-based algorithms, such as PSO [13] , DE [14] and NMS [30] , and the other is compared to the ABC-variants: ABC [24] ,GABC [26] and EABC [27] . According to the related papers, the parameter settings of the tested algorithms are listed in Table 1 . The numerical exper- iments are implemented on the system with the following characteristics Evaluate the objective function values and sort the points so than Eq.(9) holds; 5: Divide the points into two sub-populations: 6 :
Update G 1 via Algorithm 1; 9: Generate the candidate points by Eq. (17) and Algorithm 2 for G 2 and employ the greedy selection; 10: Calculating the probability values p i by Eq.(8); 11: Decide to whether to search a new point with the method of roulette for the 0.7SN − 1 bees by Eq. (18) and Algorithm 2; The results by various algorithms including the best, mean, worst estimated parameters and the objective function values are listed in Table 3 , in which every algorithm is independently run over 15 times. From Table 3 , it can be easily found that the estimated values generated by MABC algorithm are closer to the true parameter values. Besides, it can also be clearly seen that the relative error values obtained by MABC algorithm and marked with black are all smaller than those of NMS, PSO and DE algorithm. Meanwhile, it can be seen that four algorithms have a certain ability to estimating unknown parameters, but the MABC algorithm has more accurate results and the faster convergence than those of PSO, DE and ABC algorithms. The evolutionary curves of the estimated parameters and the objective function values are shown in Figure 3 (a) , (c), (e) and (g). In addition, the process of the relative error values is depicted in Figure 3 (b), (d) and (f). From Figure 3 , it obviously shows that the MABC algorithm has faster convergence speed and higher calculation accuracy in estimating the unknown fractional-order system (19) .
Moreover, Friedman's test is used to test the effectiveness of the proposed and other algorithms. The mean ranks of all algorithms are shown in Table 2 according to the Friedman's test. It can be seen that MABC obtains the best ranking highlighted in bold. (19) . 
B. COMPARISONS WITH ABC-VARIANTS
To further test the effectiveness of the proposed method, the proposed MABC algorithm is compared with the original ABC, two typical improved algorithms, including GABC and EABC algorithms. Similar to the analysis of the time complexity in Section 5.1, the time complexity of the ABC is O(0.25 * SN ), the time complexity of the GABC and EABC algorithm is O(0.25 * SN ) as well. It can be got that
In this subsection, the fractional-order economic system is employed to test the estimating ability. Example 2 Fractional-order economic system [19] : Table 5   TABLE 4 . Ranks of the nature-based algorithms based on the Friedman test for system (20) .
in which the best results are highlighted in bold. It is obvious that the estimated parametersα 1 ,b,c estimated by MABC are closer to the true α 1 , b, c than other ABC-variants algorithms, which indicates that it is more accurate than the standard ABC, EABC and GABC algorithm. Besides, the relative error values obtained by MABC are smaller than the other algorithms. What's more, the best objective function values obtained by MABC algorithm are better than those obtained by the comparison algorithm. Thus, it can be easily found that the MABC algorithm has more accurate results than those of ABC, EABC and GABC algorithms. To show the performance of MABC algorithm clearly and for ease of representation, Figure 4 depicts the convergence profile of the evolutionary processes of the estimated parameters and the objective function values. (20) .
In addition, the Friedman's test is also used for the system (20) to evaluate the performance of the ABC-variants. The mean ranks are listed in Table 4 and the best result is marked with black. It is easily found the MABC obtains the best ranking and the performance of MABC is better than the other algorithms.
VI. CONCLUSION
In this paper, a novel parameter identification scheme based on artificial bee colony algorithm is proposed to estimate the unknown system parameters and fractional orders of fractional-order nonlinear systems. The presented MABC algorithm takes advantages of the global exploration ability of the ABC algorithm and the local exploitation ability of the NMS method. Meanwhile, the chaos optimization algorithm makes the random numbers used in the proposed algorithm more stochastic. In order to test the optimization capabilities of the MABC algorithm, two typical uncertain fractional-order nonlinear chaotic systems are selected to verify the performance. Compared with three other naturebased algorithms and ABC-variants algorithms, the results of the estimated parameters demonstrate the strong capabilities and superiority of the proposed algorithm. It is shown that the MABC algorithm could identify the uncertain fractional-order chaotic systems more stably, more rapidly, and more accurately. Due to its outstanding performance and simplex structure, the proposed MABC algorithm can be regarded as a good choice which is an effective and hopeful method for parameter identification of uncertain fractionalorder nonlinear systems. In addition, although in the paper the proposed algorithm is mainly used in the issue of parameter estimation of fractional-order nonlinear systems, it is also an effective method applied to solve more optimization problems in physics, biology and others.
