Abstract-Given two control Lyapunov functions (CLFs), a "merging" is a new CLF whose gradient is a positive combination of the gradients of the two parents CLFs. The merging function is an important trade-off since this new function may, for instance, approximate one of the two parents functions close to the origin, while being close to the other far away. For nonlinear control-affine systems, some equivalence properties are shown between the control-sharing property, i.e., the existence of a single control law which makes simultaneously negative the Lyapunov derivatives of the two given CLFs, and the existence of merging CLFs. It is shown that, even for linear time-invariant systems, the control-sharing property does not always hold, with the remarkable exception of planar systems. The class of linear differential inclusions is also discussed and similar equivalence results are presented. For this class of systems, linear matrix inequalities conditions are provided to guarantee the control-sharing property. Finally, a constructive procedure, based on the recently considered "R-functions," is defined to merge two smooth positively homogeneous CLFs.
I. INTRODUCTION

C
ONTROL design must quite often compromise among performance, robustness, and constraints, and Lyapunov theory offers suitable tools in this regard. The essential goals of the constrained robust performance control design are assuring stability, fulfilling constraints and facing uncertainties. Lyapunov-based techniques for constrained robust control trace back to the 1970s [1] . The solutions originally proposed were based on quadratic Lyapunov functions [2] and linear (possibly saturated) controllers. However, it became immediately clear that quadratic functions are quite conservative in terms of both domain of attraction (DoA) [3] , [4] and robustness margin [5] . Solutions based on non-quadratic Lyapunov functions have been suggested for constrained control, initially based on the polyhedral ones [3] , [4] or smoothed-polyhedral functions [6] . An intensive research activity has then been devoted in discovering suitable classes of Lyapunov functions, including S. Grammatico is with the Automatic Control Laboratory, ETH Zurich, 8092 Zurich, Switzerland (e-mail: grammatico@control.ee.ethz.ch).
F. Blanchini is with the Department of Mathematics and Informatics, University of Udine, 33100 Udine, Italy (e-mail: blanchini@uniud.it).
A. Caiti is with the Department of Information Engineering, University of Pisa, 56100 Pisa, Italy (e-mail: a.caiti@dsea.unipi.it).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TAC.2013.2281479
the composite Lyapunov functions [7] , truncated quadratic functions [8] - [10] and polynomial homogeneous functions [11] , [12] . Surveys can be found in [13] , [14] .
There is a fundamental issue in the Lyapunov-based approach for control in which constraints, robustness and optimality are of concern: it turns out that a single Lyapunov function is typically suitable for one of these goals, but often ineffective for the others. For instance the size of the "safe set," namely the domain of initial conditions for which the constraints are not violated, can be quite large if we consider a particular Lyapunov function. On the contrary, a different Lyapunov function based on some "optimal" cost function and assuring local "optimality," may provide a significantly smaller domain. The established solution to this problem is the control switching strategy. Two controllers are designed, each associated with one of these functions, whose domains of attractions are typically (not necessarily) nested. The control system switches from the "external" to the locally optimal gain as long as the state reaches the "smaller" region of attraction. Obviously, several control gains can be considered with several controlled-invariant regions [15] , [16] .
The drawback of the scheme is the discontinuity which can be "dangerous," since the system state and the control could be subject to jumps which can be even be persistent in the presence of noise. Therefore it is of interest to find ways to "merge" the two control Lyapunov functions in order to have a "smooth" transient from the level set of the "external" one to the "internal" one. We refer to a procedure of this kind as merging.
Andrieu and Prieur [17] , [18] proved that it is possible to merge two Control Lyapunov Functions (CLFs), in a setting actually related to the problem of uniting local and global controllers [19] , [20] , also addressed in [21] More recently, Clarke [22] showed how to solve the problem of merging two semiconcave (continuous, locally Lipschitz, but not everywhere-differentiable) CLFs, deriving a semiconcave function based on the operator. In this paper, inspired by the mentioned works [17] , [18] , we investigate the control-sharing property, namely the existence of a single control law which makes simultaneously negative the Lyapunov derivatives of two given Lyapunov functions. We show some equivalence properties between the control sharing and the possibility of adopting a merging procedure.
The control-sharing property is not necessarily satisfied even for linear systems, with the remarkable exception of the planar case (i.e., with two-dimensional state space). Therefore, we provide efficient computational tests to check the control-sharing property for some special classes of functions including polyhedral, quadratic, piecewise quadratic, truncated ellipsoids, and combinations of these ones.
Finally we provide as merging example the technique based on the "R-functions" theory, first presented in [23] , [24] , and we show how local optimality can be compromised with a large DoA, under constraints, adopting a single smooth function.
The essential results of the paper are summarized next.
• For planar linear time-invariant systems two convex CLFs always share a control. A third-order counterexample shows that this is not true in general.
• Given two CLFs , , a merging function is defined as any positive definite function whose gradient has the form , where are continuous functions. For the class of nonlinear control-affine systems, it is shown that any merging function (i.e., for any possible and ) is also a CLF if and only if and share a stabilizing control.
• For the class of linear systems, the above statements are also equivalent to the existence of a "regular" type merging, namely, the case in which is "close" to far from the state-space origin and is "close" to in a neighborhood of the origin.
• Several conditions are provided to check the control-sharing property. These are based on Linear Programming (LP) in the case of piecewise-linear functions and Linear Matrix Inequalities (LMIs) in the case of piecewise-quadratic and truncated-ellipsoidal functions.
• The "R-composition" merging technique presented in [25] is considered to solve the problem of preserving the large DoA under constraints of one CLF and assuring local optimality guaranteed by the other at the same time. However, even for second-order systems, the previous result is not "robust." Consider the class of Linear Differential Inclusions (LDIs) (6) for some integer , and for all . The result of Theorem 1 does not hold for this class of systems according to the following result.
Notation
Proposition 1: Two CLFs for (6) do not necessarily have the control-sharing property.
In general, for , the control-sharing property does not hold even for LTI systems. and have the control-sharing property. Remark 3: The main contribution of Theorem 2 relies on the necessity of the existence of a common control law, i.e., implication ; conversely, the sufficient part, i.e., may follow from the results in [18, Th. 1, Prop. 1]. We also notice that since the system (1) is control-affine, the existence of a stabilizing common control law is equivalent to the existence of a continuous stabilizer (see [22, Th. 1.5] , [26, Sec. 5.9 
]).
Remark 4: The equivalence result of Theorem 2 can be further exploited to address stabilization under constraints. An interesting setting, very similar to the one of [18] , is whenever there exist , with , such that is CLF in the set and is CLF in the set .
B. Regular Gradient-Type Merging
The property that any gradient-type merging of two CLFs is a CLF is quite strong. In practice we will be interested in the case in which the gradient-type merging candidate has the same domain of , namely
; has its gradient aligned with whenever , while ("almost") aligned with whenever is "close" to the origin.
Definition 4 (Regular Gradient-Type Merging CLF):
A gradient-type merging candidate is regular with tolerance if and the associated functions satisfy the following conditions:
A gradient-type merging candidate is regular if it is regular with tolerance
. is a regular gradient-type merging CLF if, in addition, it is a CLF.
We then consider regular control laws , namely we consider a "small control property," meaning that goes to 0 at least linearly as goes to 0.
Definition 5 (Regular Control):
A control law is regular if it is continuous and for any given the limit exists and satisfies The meaning is that a control law is regular if it is continuous and "locally homogeneous." For instance, in the case of an homogeneous control (hence also linear ), namely such that , for all , we have , so that . For linear systems (5), we have the following result for the regular gradient-type merging.
Theorem 3: Assume that and are positively homogeneous CLFs of the same degree, each associated with a regular control. Then, the following statements are equivalent for (5).
1) There exists a regular gradient-type merging CLF associated with a regular control. 2) Any gradient-type merging is a CLF associated with a regular control. 3) and share a regular control. Remark 5: Assuming positively homogeneous CLFs is a limitation. Choosing the same degree of homogeneity is without loss of generality because, if , for some , then for any real . We can relate our "regular merging" CLFs to the literature on "blending" CLFs [22] and "uniting" CLFs [18] , [20] as follows. In [22, Th. 9.1], it is shown that from the knowledge of two CLFs , it is possible to build up a "blending" CLF of the form , for appropriate , so that necessarily admits a stabilizing controller of the form . We show that even for linear systems (5), the result does not necessarily hold for gradient-type merging CLFs, namely because of the differentiability property of gradient-type merging candidates. 
C. Gradient-Type Merging for Differential Inclusions
We now consider nonlinear differential inclusions (4), and we provide the following results.
Proposition 4: If and have the control-sharing property for (4), then any gradient-type merging is a CLF.
Theorem 4: Assume that, in (4) , the mapping is singlevalued. Then the following statements are equivalent for (4).
1) Any gradient-type merging is a CLF.
2) and have the control-sharing property. The result of Theorem 4 does also apply to LDIs (6) having for all .
IV. CONDITIONS FOR THE EXISTENCE OF A COMMON CONTROLLER In this section we consider the class of LDIs (6) and we propose several matrix inequality conditions for the existence of a common controller between the CLFs and . For ease of presentation, the matrix conditions presented next do not include the control constraints; however, they can be considered without conceptual difficulties. We address the following classes of homogeneous functions: (symmetric) polyhedral, quadratic, of quadratics and truncated ellipsoids. Remark 7: Note that some of the mentioned functions are non-smooth. However, we can apply the smoothing procedure in [27] . For instance, if is a polyhedral CLF (PCLF) with a certain control law for an LDI (6), the same control law assures that is a Lyapunov function if is taken large enough [27] . Therefore if the CLF shares a control with the CLF , then also does for sufficiently large.
Let be a positive definite polyhedral function and let be the matrix whose columns are the vertices of , i.e., [14, Eq. (4.28)]
The dual version of (8) 
which is equivalent to (10) The meaning is that is a CLF assuring a decreasing rate if and only if is non-increasing for the modified system , where . For any given , consider the set of all points in which , i.e.,
, and consider the tangent cone (see Fig. 1 ). The tangent cone has the properties that it is invariant under positive scaling, for all , and that, if we use the dual representation, it is defined by the active constraints, namely for all such that . Then (10) has the following interpretation: for any we have the differential inclusion . We assume that and are two PCLFs of the form (8), with matrices of vertices and , respectively. For any , we denote by and , the tangent cones respectively associated with and . We then extend matrices and by adding fictitious vertices in each of them (the empty dots in Fig. 1 ). Precisely, for each column of , namely each vertex , we take point , for appropriate (see Fig. 1 ). Analogously, take , for appropriate . We define the so extended matrices of dimension as (11) These matrices are valid (redundant) vertices-representations for and . We can now establish the result that there exists a common control law between and if and only if for each vector of we can find a control vector which "decreases" both and .
Theorem 5:
and have the control-sharing property if and only if for each column of (or equivalently of ), which is the representation of ( ) defined in (11) , there exist and , such that
Since the tangent cones can be represented via linear inequalities, the condition of the theorem requires linear programming.
We now consider the control-sharing between polyhedral and quadratic CLF (QCLF) for (6) .
Theorem 6: Assume that as in (8) and respectively are PCLF and QCLF for (6) . Let be the number of facets of , and let be the set of the vertices belonging to the th facet, whose cardinality is . For all and , define the matrices componentwise as (13) A typical problem is to choose between a CLF assuring a "large" domain of attraction (see Fig. 2 ) or a function which is "locally optimal" in some sense, such as . In this section, we indeed investigate the "R-composition" proposed in [25] , [28] between two homogeneous CLFs, which is shown to be a regular gradient-type merging CLF in the sequel. The main idea is merging the two given functions by a non-homogeneous one which looks like close to 0 and like far from 0 as in Fig. 2 (right) . A CLF with such characteristics is a typical example of (regular) gradient-type merging CLF.
The composition consists of the following steps. 
where are defined as (19) It follows from the properties of the "R-functions," see Appendix B, that is positive definite (Lemma 1), differentiable in (Lemma 2), and that (Lemma 3).
The function , namely the merging of and , will be used as a candidate CLF later on.
Proposition 5: is a gradient-type merging candidate. 2 The level set 1 is taken without loss of generality. With this choice we have . 3 For ease of reading, the dependence of from is not made explicit in the notation. 4 All the technical properties of the R-composition presented later on are still true if we consider the more-general definition for arbitrary integer .
We can now show that is a regular merging-type candidate with arbitrarily small tolerance. uniformly on compact subsets of . This particular property of fixing the "external" shape, while making the "inner" one "close" to any given choice can be exploited to fix a "large" DoA while achieving "locally optimal" closed-loop performances.
Remark 9: We remind that the (smoothed) polyhedral functions of the kind [27] , [29] - [31] , composite quadratics [32] and the convex hull of quadratics [7] are universal classes of homogeneous functions for the stability/stabilizability of LDIs (6) . Exploiting Lemma 6, we can merge one of them with any (homogeneous of degree 2) to indeed achieve a new class of universal non-homogeneous Lyapunov functions as shown in [33] .
A. Controller Design Under Constraints
We now investigate the existence of a continuous locally optimal control under constraints and which is closed (possibly compact) and convex. For simplicity, we consider (6) with for all . Since the CLF is differentiable, in principle, the existence of a stabilizing control law continuous with the exception of the origin, or including if satisfies the small control property 5 , could be proved by using the arguments in [34, Chs. 2-4].
We basically start from characterized by a desired, "large," controlled DoA and from associated with the desired "locally optimal" performance. Now, in order to have , we preliminary scale so that . In light of Theorem 4, we formulate the control-sharing assumption, which can be checked using the results in Section IV.
Assumption 1: Functions and , homogeneous of degree 2, have the control-sharing property under constraints , where is the "desired" controlled DoA, and . Associated with there is an "optimal" continuous control law such that for all in a neighborhood of the origin. 5 A CLF satisfies the small control property if, for , we have that for all there exists so that, whenever we have [26] .
We consider the set of all admissible controls associated with the merging CLF as (20) for some . For given state , among all the admissible control vectors in , we take the control which has smallest distance from the desired one , namely
The above controller only requires the computation of in (18) and the solution of a tractable convex optimization problem with decision variable in . The control law in (18) , associated with , inherits the benefits of both and according to the following statement.
Proposition 7: Suppose Assumption 1 holds. Then the control law (21) associated with (17) is continuous, satisfies the constraints in , and is locally optimal. Remark 10: In the case of constrained "linear-quadratic" (LQ) stabilization, the approximate Hamilton-Jacobi-Bellman control defined as has been proposed in [25, Sec. 5 ]. An advantage of (21) over is that, according to Proposition 7, local optimality is here guaranteed.
B. Illustrative Example
We address the constrained stabilization of a simplified inverted pendulum, whose dynamics is given by the nonlinear differential equation
. . Since the LMI condition (7) is satisfied under constraints, and share a constrained control law in , therefore any gradient-type merging is a CLF. We indeed construct a composite CLF with . Now, has a "large" DoA but it induces a "poor" performance when used with gradient-based controllers of the kind (21) . On the other hand, is locally optimal, but both gradient-based controllers, for instance (21) with in place of , and the standard LQ regulator yield constraint violations, even in the case with . We notice that (see Fig. 3 ) with controller (21) , inherits the benefits of both ("large" DoA under constraints) and (local optimality). From our numerical experience on this example, the merging CLF yields better (i.e., in terms of infinite-horizon quadratic performance cost ) closed-loop performances with respect to the uniting CLF [18, Eqs. (8)- (11)] when the control control law (21) is employed. This is due to the fact that, unlike the uniting function [18, Eqs. (8)- (11)], the shape of the merging CLF composed via R-functions can be made "close" to the one of in the interior of , as shown in Fig. 3 . Fig. 4 shows typical closed-loop state and control trajectories.
For the linearized system (i.e., for ), our extensive Monte Carlo numerical experiments show that the closed-loop performance is "quite close" to the constrained "global optimal" (obtained via a receding "very-long" horizon controller, under a "fine" system discretization).
VI. CONCLUSION
The problem of merging two Lyapunov functions is considered important for several applications, mainly because when concerning constraints, robustness and optimality, a single Lya- punov function is typically suitable for one of these goals, but ineffective for the others.
Previous results show how to combine Lyapunov functions if these share a common control in a suitable region of the state space. For the class of nonlinear control-affine systems, both differential equations and inclusions, we have shown the equivalence between the control-sharing property and the existence of merging control Lyapunov functions.
In order to guarantee the existence of a common control law, linear programs and linear matrix inequalities conditions have been presented for the class of linear differential inclusions.
As an example of merging procedure, a constructive technique based on the R-composition has been given. Further numerical experiments on practical case studies have to be presented. From our experience, our approach is quite close to the constrained global optimality, but no "close form" bounds have been given.
APPENDIX A PROOFS
Proof of Theorem 1:
We have to show that given such that for all we have , for , 2, then for all there exists such that the two inequalities and can be simultaneously satisfied. Without any restriction, we assume , so that ; otherwise the proof would be trivial. Assume by contradiction that and do not share a common control, i.e., there exists a point such that the two inequalities (3a)-(3b) are not simultaneously satisfied.
If and are aligned, namely for some , we can take , for some , so that we get
Since and are convex and positive definite, we have and , therefore for large enough we have (23a)-(23b) simultaneously satisfied.
Let and be not aligned and hence consider the state transformation , so that and as in Fig. 5 . We make this transformation for ease of understanding, so that in the sequel we consider and . Then consider the equation in the unknown and , or equivalently , which has unique solution as . Multiplying both sides by we get , hence has opposite sign to . Therefore if then we have so that we simultaneously get and . In the remaining part of the proof, we hence have to consider the case . The vector must be directed upward, (see Fig. 5 ), so that . Notice that , for , 2. In fact, let, by contradiction,
. Then is aligned to and points upward, i.e., for some . But then , contradicting the assumption that is a CLF. Similarly, also would contradict the fact that is a CLF. If and have the same sign, then (3a) and (3b) can be simultaneously satisfied for negative with large enough.
Let and have opposite sign. Consider the compact sets and . The tangent lines to and in (which is on the boundary of both sets, see lines and in Fig. 5 ) respectively have positive and negative slope, as an immediate consequence that and have opposite signs. Now let and be the "highest" points respectively inside and , namely the solutions of the following convex optimization problems: and . Note that and are necessarily in the second and in the first quadrant respectively, since the tangent lines in have opposite slopes. In view of the optimality conditions, we must have that the two gradients are vertical, then aligned with : , , for some . Therefore they are orthogonal to : . On the other hand, we assumed that and are CLFs, i.e., in and , where the control is "ineffective," we have so and . We finally get a contradiction because is in the cone generated by and , therefore for some , and , contradicting the fact that .
Proof of Proposition 1:
We show a numerical example for , , , in which two QCLFs and do not share a common controller. Consider (6) with (24) and (25) (27) The last inequality is equivalent to the existence of a common controller. The result follows as all the considered inequalities are equivalent.
Proof of Theorem 3:
We first notice that a regular gradienttype merging always exists, for instance . We also notice that also assumes the existence of a regular control law. Therefore the implication follows immediately. (12) is satisfied with . To prove sufficiency we need to show that if the inequality (12) holds for each , then for each there exists a control which is suitable for both and . We borrow ideas from the Gutman and Cwikel piecewise-linear control [3] , [14] . Let be arbitrary. We can always select a subset of columns of such that any is in the simplicial cone with non-empty interior , for some invertible . The choice of these columns corresponds to the choice of the aligned columns of , which we group in an invertible matrix , so that we also have . We can always choose these columns in such a way no other column (of either or ) is inside the cone. Therefore the columns forming and are necessarily vectors on the same faces of and of respectively. We denote by the matrix formed by the control values associated with the columns forming . Let (28) namely, , hence this control is linear in the cone. It is immediate to see that if , i.e., is one of the generator columns, then . On the other hand each column of is aligned with a column of , so we have , for some diagonal having positive diagonal coefficients. Then we associate with each column of the corresponding control in scaled accordingly, to form a "control matrix"
. We can hence define a control constructed as in (28): (29) (again linear, i.e., , inside the cone). We notice that (28) and (29) Since the control is linear in the cone, we can scale as which is on the involved face of (see Fig. 6 ): if the inclusion holds in , then it holds also in . Such a face contains the vertices forming . The tangent cone on the face is defined by active constraints which are active also on these vertices, then the tangent cone inside the face includes the tangent cones at the vertices, hence . Therefore
Exactly in the same way we can prove the inclusion in using (29) for the control , i.e.,
Proof of Theorem 6:
The assumption that is a PCLF is equivalent to the existence of a piecewise-linear controller that follows from the control vectors (respectively associated with the vertices ), namely the columns of , which shows up in (9) .
According to the same construction of the proof of Theorem 5, if are the vertices of a given facet of the polyhedron , together with control vectors , then the control vector , for , is an admissible control for in the state point .
Therefore it is sufficient to prove that for each facet of the polyhedron , the control , parameterized by , is admissible also for , i.e., there exists such that
Then we can write
We get that the left-hand side of the last inequality, namely , has to be non-positive for . Therefore the matrices , where the subscript indicates the th facet, have to be copositive. This is equivalent to the assumption made.
Proof of Theorem 7: For all , define the sectors , so that we have (30) for any , where , . The matrix inequality condition (15a) is necessary and sufficient for to be a CLF for (6) [32] , with piecewise-linear controller , where . Then we show that (15b) is sufficient for to be a valid controller also for .
Consider and multiply (15b) by on the left and by on the right, so that Therefore, in view of (30), we finally get to . The proof follows since the choice of sector has been made arbitrarily.
Proof of Proposition 5: The proof follows from Lemma 2 as , where the functions defined in (19) . Therefore for some , we have that for all there exists such that . We notice that the optimization problem (21) follows from the minimal selection control which is known to be continuous [34, Sec. 4.2] . Hence the optimal solution of (21) can be written as , which is the sum of two continuous functions.
In the following, we prove that is an admissible control for in a neighborhood of the origin. This will also imply that satisfies the small control property. According to Lemma 4, we have the following property. For any and there exists such that implies that , with . Therefore we can write (31) We notice that there exists such that for all in the compact set . Therefore we choose so that , namely as . We can now choose such that Therefore, using the above inequality in (31), we get that is an admissible control for in a neighborhood of the origin, i.e., . This means that for all , the constraint in (21) is not active and therefore is locally optimal. Moreover, we also get that the control law is continuous also at the origin. (32) and (33) we have that (35) The last equality holds uniformly as and (both the numerator and the denominator are indeed strictly positive) whenever . Then we can also write as
APPENDIX B TECHNICAL PROPERTIES OF THE R-COMPOSITION
Since , the denominator is strictly positive and hence the last equality holds uniformly. Therefore, from (35) and (36) we get uniformly on compact subsets of the kind . Lemma 6: Assume . Then converges to uniformly on as , i.e.,
Proof: We first notice that, as , we have in view of Lemma 3. Then we can use the same proof of Lemma 5 if we notice that is strictly positive in because . In fact, implies that both the numerator and the denominator of (35) , and also the denominator of (36), are strictly positive for all .
