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DYNAMICAL RELATIVISTIC LIQUID BODIES
TODD A. OLIYNYK
Abstract. We establish the local-in-time existence of solutions to the relativistic Euler equations rep-
resenting dynamical liquid bodies in vacuum.
1. Introduction
Over the past two decades, a number of results that guarantee the local-in-time existence and unique-
ness of solutions to the (non-relativistic) Euler equations that represent dynamical fluid bodies in vacuum
have been established [12, 14, 15, 17, 31, 38, 43, 44, 59, 64, 65, 68]. Recently, the first step towards ex-
tending these existence results to the relativistic setting have been taken. Specifically, a priori estimates
for solutions to the relativistic Euler equations that satisfy the vacuum boundary conditions have been
established for liquids [29, 54] on prescribed spacetimes and for gases [34, 37] on Minkowski space. Unlike
most initial boundary value problems where well-known approximation schemes can be used to obtain
local-in-time existence and uniqueness results from a priori estimates, it is highly non-trivial to obtain
existence from a priori estimates for dynamical fluid bodies in vacuum, whether relativistic or not. The
main reason for the difficulty is the presence of the free fluid-matter vacuum boundary, which make it
necessary to exploit much of the structure of the Euler equations in order to derive a priori estimates.
This makes the use of approximation methods problematic since any approximate equation would have
to possess all of the essential structure of the Euler equations used to derive estimates, and to find such
approximations have proved to be very difficult.
The a priori estimates from [54] were derived using a wave formulation of the Euler equations consisting
of a fully non-linear system of wave equations in divergence form together with non-linear acoustic
boundary conditions. This system of wave equations and acoustic boundary conditions were obtained by
differentiating the Lagrangian representation of the Euler equations and vacuum boundary conditions in
time and adding constraints that vanish identically on solutions. A priori estimates, without derivative
loss, were then established using an existence and uniqueness theory that was developed for linear systems
of wave equations with acoustic boundary conditions together with Sobolev-Moser type inequalities to
handle the non-linear estimates. This approach to deriving a priori estimates suggests a two step strategy
to obtain the local-in-time existence, without derivative loss, of solutions to the relativistic Euler equations
on prescribed spacetimes that satisfy the vacuum boundary conditions. The first step is to show that
the constraints used to derive the wave formulation propagate; that is, to show that if the constraints,
when evaluated on a solution of the wave formulation, vanish on the initial hypersurface, then they must
vanish identically everywhere on the world tube defined by support of the solution. The second step
is to establish the local-in-time existence and uniqueness of solutions to the wave formulation, which
would follow from a standard iteration argument using the linear theory and Sobolev-Moser inequalities
developed in [54]. On a prescribed spacetime, such solutions would, by step one, then determine solutions
of the relativistic Euler equation that satisfy the vacuum boundary conditions thereby establishing the
local-in-time existence of solutions representing dynamical relativistic liquid bodies.
The main purpose of this article is to carry out this two-step strategy1 and establish the local-in-time
existence of solutions to the relativistic Euler equations that represent dynamical liquid bodies. The
precise statement of this result is given in Theorem 7.1.
1.1. Related and prior work. In the non-relativistic setting, a number of different approaches have
been used to establish the local-in-time existence and uniqueness of solutions to the Euler equations that
satisfy vacuum boundary conditions. Important early work was carried out by S. Wu who, in the articles
[64, 65], solved the water waves problem by establishing the local-in-time existence of solutions for an
1For technical reasons, we do not use the wave formulation from [54], but instead, we consider a related version that
differs by a choice of constraints. This new wave formulation involves an additional scalar field that solves a wave equation
with Dirichlet boundary conditions.
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irrotational incompressible liquid in vacuum. This work improved on the earlier results [16, 51, 67], where
existence for water waves was established under restrictions on the initial data. Wu’s results were later
generalized, using a Nash-Moser scheme combined with extensions to earlier a priori estimates derived in
[11], by H. Lindblad to allow for vorticity in [44]. This work was subsequently extended to compressible
liquids in [43].
Due to the reliance on Nash-Moser, Lindblad’s existence results involve derivative loss. By using an
approximation based on a parabolic regularization that reduces in the limit of vanishing viscosity to
the Euler equations, the authors of [14] were able to establish, without derivative loss, a local-in-time
existence result for incompressible fluid bodies, which they later generalized to compressible gaseous
and liquid bodies in [15] and [12], respectively. Existence for compressible gaseous bodies was also
established using a different approach in [38]. Recently, a new approach to establishing the local-in-
time existence of solutions for compressible, self-gravitating, liquid bodies has been developed in [30].
For other related results in the non-relativistic setting, which includes other approaches to a priori
estimates, existence on small and large time scales, and coupling to Newtonian gravity, see the works
[2, 3, 5, 8, 9, 13, 18, 24, 27, 28, 33, 32, 35, 36, 45, 46, 47, 48, 50, 57, 58, 66] and references cited therein.
In the relativistic setting, much less is known. For gaseous relativistic bodies, the only existence result
in the most physically interesting case where the square of the sound speed goes to zero like the distance
to the boundary that we are aware of is [53], which is applicable to fluids on 2 dimensional Minkowsi
space. However, based on earlier work by Makino [49] in the non-relativistic setting, Rendall established
the existence of solutions to the Einstein-Euler equations representing self-gravitating gaseous bodies that
are undergoing collapse [55]; see also [6, 7] for recent progress in this direction. For relativistic liquids
on Mikowski space, a local-in-time existence result involving derivative loss has been established in [62]
using a symmetric hyperbolic formulation in conjunction with a Nash-Moser scheme.
We note that the use of constraints to establish the existence of solutions has a long history in Mathe-
matical Relativity with, perhaps, the most well known and important application being the proof of the
existence and geometric uniqueness of solutions to the Einstein equations, which was first established in
[19]; see also [4, 10, 23, 41, 42, 55] for related work when boundaries are present. We would also like to
add that the work presented here and in [54] was inspired by the constraint propagation approach to the
relativistic fluid body problem from [22].
1.2. Initial boundary value problem for relativistic liquid bodies. In order to define the initial
boundary value problem (IBVP) for a relativistic fluid, we first need to introduce some geometric structure
starting with a 4-dimensional manifold2 M equipped with a prescribed smooth Lorentzian metric
g = gµνdx
µdxν (1.1)
of signature (−,+,+,+). In the following, we let ∇µ denote the Levi-Civita connection of gµν and
Ω0 ⊂ M be a bounded, connected3 spacelike hypersurface that is properly contained and open in a
spacelike hypersurface Σ ⊂ M so that Ω0 = Ω0 ∪ ∂Ω0 and Ω0 ∩ ∂Ω0 = ∅. We further assume that the
boundary ∂Ω0 is smooth.
The manifold Ω0 defines the initial hypersurface where we specify initial data for the fluid. The proper
energy density ρ of the fluid is initially non-zero on Ω0 and vanishes outside, that is on Σ\Ω0. The initial
hypersurface Ω0 forms the “bottom” of the world tube ΩT ⊂M defined by the motion of the fluid body
through spacetime, which is diffeomorphic to the cylinder [0, T ] × Ω0. We let ΓT denote the timelike
boundary of ΩT , which is diffeomorphic to [0, T ]× ∂Ω0. By our conventions, Γ0 = ∂Ω0.
The motion of the fluid body on the prescribed space time (M, g) is governed by the relativistic Euler
equations given by
∇µT µν = 0 (1.2)
where
T µν = (ρ+ p)vµvν + pgµν
is the stress energy tensor, vµ is the fluid 4-velocity normalized by
gµνv
µvν = −1,
2In this article, we, for simplicity, restrict our considerations to the physical spacetime dimension of d = 4. However,
the results presented in this article are valid for all spacetime dimensions d ≥ 3.
3There is no need for Ω0 to be either connected or bounded; non-connected Ω0 correspond to multiple fluid bodies, while
non-bounded components represent unbounded fluid bodies.
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p is the pressure, and ρ, as above, is the proper energy density of the fluid. Projecting (1.2) into the
subspaces parallel and orthogonal to vµ yields the following well-known form of the relativistic Euler
equations
vµ∇µρ+ (ρ+ p)∇µvµ = 0, (1.3)
(ρ+ p)vµ∇µvν + hµν∇µp = 0, (1.4)
where
hµν = gµν + vµvν (1.5)
is the induced positive definite metric on the subspace orthogonal to vµ.
In this article, we restrict our attention to fluids with a barotropic equation of state of the form
ρ = ρ(p)
where ρ satisfies4
ρ ∈ C∞(−∞,∞), ρ(0) = ρ0,
and
1
s21
≤ ρ′(p) ≤ 1
s20
, −∞ < p <∞, (1.6)
for some positive constants 0 < ρ0, and 0 < s0 < s1 < 1. Since the square of the sound speed is given by
s2 =
1
ρ′(p)
, (1.7)
the assumption (1.6) implies that 0 < s20 ≤ s2 ≤ s21 < 1, or in other words, that the sound speed is
bounded away from zero and strictly less than the speed of light. Note also that (1.6) guarantees that
the density ρ satisfies 1
s21
p+ ρ0 ≤ ρ(p) for p ∈ (−∞,∞), which implies that
ρ(p) ≥ ρ˜0 > 0, s21(ρ˜0 − ρ0) ≤ p <∞, (1.8)
for any constant ρ˜0 ∈ (0, ρ0). In particular, this implies that there exists an ǫ > 0 such that the density
ρ is bounded away from zero for p ≥ −ǫ.
The boundary of the world-tube ΩT , which separates the fluid body from the vacuum region, is defined
by the vanishing of the pressure, i.e. p|ΓT = 0. By (1.8), the proper energy density does not vanish at
the boundary, and hence, there is a jump in the proper energy density across ΓT . Fluids of this type
are referred to as liquids. In addition to the vanishing of the pressure, the condition v|ΓT ∈ TΓT must
be satisfied to ensure that no fluid moves across ΓT . These two conditions form the vacuum boundary
conditions satisfied by freely evolving fluid bodies. Collecting these boundary conditions together with
the evolution equations (1.3)-(1.4), the complete Initial Boundary Value Problem (IBVP) for a relativistic
liquid body on the spacetime (M, g) is:
vµ∇µρ+ (ρ+ p)∇µvµ = 0 in ΩT , (1.9)
(ρ+ p)vµ∇µvν + hµν∇µp = 0 in ΩT , (1.10)
p = 0 in ΓT , (1.11)
nνv
ν = 0 in ΓT , (1.12)
(ρ, vµ) = (ρ˜, v˜µ) in Ω0, (1.13)
where (ρ˜, v˜µ) is the initial data, and nν is the outward pointing unit conormal to ΓT .
Remark 1.1. The boundary condition (1.12) guarantees that the cylinder ΩT is invariant under the flow
of v. Thus, without loss of generality, we will assume for the remainder of the article that ΩT is of the
form
ΩT =
⋃
0≤t≤T
Gt(Ω0)
where Gτ is the flow of v, that is, ddtGt = v ◦ Gt. The timelike boundary of the cylinder is then given by
ΓT =
⋃
0≤t≤T
Gt(∂Ω0),
4In reality, we only require that the equation of state is defined on the physical domain p ≥ 0. We extend the range to
include p < 0 as a matter of convenience only.
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and an outward pointing conormal to ΓT can be determined by using the flow to transport an initial
outward conormal defined at t = 0 to all of ΓT . Normalizing this conormal then yields the unique,
outward pointing unit conormal to ΓT ; see (4.11) and (4.12) for details.
1.3. Overview. We fix our notation and conventions used throughout this article in Section 2 and
in Appendix A, where a number of definitions and formulas from differential geometry are collected.
In Sections 3.1 and 3.3, we define the primary fields and constraints, respectively, that will be used
in our wave formulation of the relativistic liquid body IBVP. The Eulerian representation of our wave
formulation, which includes the freedom to add constraints, is introduced in Section 3.4. We then state and
prove Theorem 4.1 in Section 4. Informally, this theorem guarantees the constraints, when evaluated on
solutions of our wave formulation, vanish in ΩT provided they vanish initially on Ω0, i.e. they propagate,
and moreover, that solutions to our wave formulation for which constraints vanish correspond to solutions
of the relativistic liquid IBVP. We then, in Section 5, make a particular choice of the constraints that
appear in the evolution equations and boundary conditions that define our wave formulation in order
to bring the total system into form that is favorable for establishing the existence and uniqueness of
solutions; see Proposition 5.1 for details. In Section 6.1, we introduce Lagrangian coordinates and express
the system of equations and boundary conditions from Section 5 in these coordinates. We then establish
the local-in-time existence and uniqueness of solutions to this system in this section; see Theorem 6.9 for
the precise statement. The proof of Theorem 6.9 is based on an iteration method that relies on the linear
existence and uniqueness theory for wave equations developed in Appendix E and the Sobolev-Moser
type estimates from Appendix C. In the final section, Section 7, we deduce the local-in-time existence of
solutions to the relativistic Euler with vacuum boundary conditions from Proposition 5.1 and Theorem
6.9. This existence result is the main result of this article and the precise statement is given in Theorem
7.1.
2. Preliminaries
In this section, we fix our notation and conventions that we will employ throughout this article; see
also Appendix A where we collect a number of definitions and formulas from differential geometry.
2.1. Index of notation. An index containing frequently used definitions and non-standard notation can
be found in Appendix F.
2.2. Indexing conventions. We will need to index various objects. The conventions that we will employ
are as follows:
Alphabet Examples Index range Index quantities
Lowercase Greek µ, ν, γ 0, 1, 2, 3 spacetime coordinate components
Uppercase Greek Λ,Σ,Ω 1, 2, 3, spatial coordinate components
Lowercase Latin i, j, k 0, 1, 2, 3 spacetime frame components
Uppercase Latin I, J,K 1, 2, 3, spatial frame components
Lowercase Calligraphic i , j , k 0,1,2 spacetime boundary frame components
Uppercase Calligraphic I,J ,K 1,2 spatial boundary frame components
Note: In Appendices C to E, we work in general dimensions, and so, there lowercase Greek letters will
run from 0 to n, while uppercase Greek indices will run from 1 to n.
2.3. Partial derivatives. We use
∂µ =
∂
∂xµ
to denote partial derivatives with respect to the coordinates (xµ), and ∂ and D to denote spacetime and
spatial gradients, respectively, so that ∂f = (∂µf) and Df = (∂Λf) for scalar fields f . Additionally,
we use 6∂ to denote the derivatives that are tangent to the boundary ∂Ω. More generally, for k ∈ Z≥0,
we use ∂kf = (∂µ1∂µ2 · · · ∂µkf) to denote the set of all partial derivatives of order k, and define 6∂k and
Dk in an analogous manner. We also let ∂|k|f = { ∂jf | 0 ≤ j ≤ k }, 6∂|k|f = { 6∂jf | 0 ≤ j ≤ k }, and
D|k|f = {Djf | 0 ≤ j ≤ k },
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2.4. Raising and lowering indices. We lower and raise spacetime coordinate indices without comment
using the metric gµν and its inverse g
µν , respectively, while frame indices will be lowered and raised, again
without comment, using the frame metric γij and its inverse γ
ij , respectively; see (A.3) for a definition
of the frame metric. We will have occasion to raise or lower indices using metrics other than gµν or γij .
In these situations, we will be explicit about this type of operation. For example, given a metric mµν
and a 1-form λµ, we would define the raised version using m explicitly by setting λ
µ = mµνλν .
2.5. Norms. For a spacelike 1-form λµ, we define the spacetime norm |λ|g by
|λ|g :=
√
g(λ, λ) =
√
gµνλµλν ,
while if mµν is a positive definite metric, then we define the m-norm of any 1-form λµ by
|λ|m :=
√
m(λ, λ) =
√
mµνλµλν .
Similar notation will also be used for inner products involving other objects carrying indices of some
type; for example, we write |T |2m = mαβmµνTαν T βµ , where (mαβ) := (mαβ)−1. For the special case of the
Euclidean inner-product and norm, we employ the notation
(ξ|ζ) = ξtrζ and |ξ| =
√
(ξ|ξ), ξ, ζ ∈ RN .
2.6. Constraint terms. To help encode the freedom to add constraints to evolution equations and
boundary conditions, we reserve upper case Fraktur letters, e.. R, S, T, possibly endowed with spacetime
indices, e.g. Rν , to denote maps that depend linearly on a set of constraints Z. More precisely, if Z is
R
N -valued, then
R(Z) = mZ
where5 m ∈ C0(ΩT ,MN×N ) if R(Z) is added to an evolution equation and m ∈ C0(ΓT ,MN×N ) if R(Z)
is added to a boundary condition. Since we will, for the most part, not be interested in the exact form of
terms involving the constraints, we will often use the same Fraktur letter to denote different combinations
of the constraints.
2.7. Spatial function spaces. Given a finite dimensional vector space V and a bounded, open set Ω in
R
n with C∞ boundary, we let W s,p(Ω, V ), s ∈ R (s ∈ Z≥0), 1 < p < ∞ (1 ≤ p ≤ ∞), denote the space
of V -valued maps on Ω with fractional (integral) Sobolev regularity W s,p. Particular cases of interest for
V will be V = RN and V = MN×N . In the special case of V = R, we employ the more compact notation
W s,p(Ω) = W s,p(Ω,R). We will also use the same notation for function spaces when Ω is replaced by a
closed manifold, e.g. ∂Ω.
When p = 2, we use the standard notation Hs(Ω, V ) =W s,2(Ω, V ), and on L2(Ω,RN ), we denote the
inner product by
〈u|v〉Ω =
∫
Ω
(u(x)|v(x)) dnx, u, v ∈ L2(Ω,RN ).
We also use the standard notion H10 (Ω, V ) to denote the subspace of H
1(Ω, V ) consisting of elements
whose trace vanishes on the boundary ∂Ω.
2.8. Spacetime function spaces: Given T > 0, and s = k/2 for k ∈ Z≥0, we define the spaces
Xs,rT (Ω, V ) =
r⋂
ℓ=0
W ℓ,∞
(
[0, T ], Hs−
ℓ
2 (Ω, V )
)
, 0 ≤ r ≤ 2s, (2.1)
XsT (Ω, V ) = X
s,2s
T (Ω, V ), (2.2)
and
X sT (Ω, V ) =
2s−1⋂
ℓ=0
W ℓ,∞
(
[0, T ], Hs−
m(s,ℓ)
2 (Ω, V )
)
(2.3)
where
m(s, ℓ) =
{
ℓ if 0 ≤ ℓ ≤ 2s− 2
2s if ℓ = 2s− 1 . (2.4)
We further let X˚s,rT (Ω, V ) and X˚ sT (Ω, V ) denote the subspaces of Xs,rT (Ω, V ) and X sT (Ω, V ), respectively,
that are defined by
X˚s,rT (Ω, V ) = { u ∈ Xs,rT (Ω, V ) | ∂tu ∈ Xs,rT (Ω, V ) } (2.5)
5Here and in the following, MN×N is used to denote the set of N ×N matrices.
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and
X˚ sT (Ω, V ) = { u ∈ X sT (Ω, V ) | ∂tu ∈ X sT (Ω, V ) }. (2.6)
Next, we define the energy norms :
‖u‖2Es,r =
r∑
ℓ=0
‖∂ℓtu‖2
Hs−
ℓ
2 (Ω)
, ‖u‖2Es = ‖u‖2Es,2s , and ‖u‖2Es =
2s−1∑
ℓ=0
‖∂ℓtu‖2
Hs−
m(s,ℓ)
2 (Ω)
.
In terms of these energy norms, we define the spacetime norms on the spaces (2.1)-(2.3) and (2.6) by
‖u‖Xs,rT = sup
0≤t≤T
‖u(t)‖Es,r , ‖u‖XsT = sup
0≤t≤T
‖u(t)‖Es ,
‖u‖X sT = sup
0≤t≤T
‖u(t)‖Es and ‖u‖X˚sT = sup0≤t≤T
1∑
ℓ=0
‖∂ℓtu(t)‖Es ,
respectively. We also define the subspace
CX sT (Ω, V ) =
2s−1⋂
ℓ=0
Cℓ
(
[0, T ], Hs−
m(s,ℓ)
2 (Ω, V )
)
. (2.7)
We conclude this section with the following elementary, but useful, relations:
‖u‖Es1,r1 ≤ ‖u‖Es2,r2 , s1 ≤ s2, r1 ≤ r2,
‖u‖Es1 ≤ ‖u‖Es2 , s1 ≤ s2,
‖u‖2Es = ‖u‖2Es,2s−2 + ‖∂2s−1t u‖2L2(Ω),
‖u‖2Es,r = ‖u‖2Hs(Ω) + ‖∂tu‖2Es− 12 ,r−1 ,
‖u‖2Es,r = ‖u‖2Es−1 + ‖∂rt u‖2Hs− r2 (Ω),
‖u‖2Es = ‖u‖2Hs(Ω) + ‖∂tu‖2Es− 12 ,
‖∂tu‖Es,r ≤ ‖u‖
Es+
1
2
,r+1 ,
‖Du‖Es,r ≤ ‖u‖Es+1,r ,
‖∂tu‖Es ≤ ‖u‖
Es+
1
2
,
‖u‖Es ≤ ‖u‖
Es+
1
2
and
‖Du‖Es ≤ ‖u‖Es+1,2s−1 ≤ ‖u‖Es+1,
which we will use throughout the article without comment.
2.9. Estimates and constants. We employ that standard notation
a . b
for inequalities of the form
a ≤ Cb
in situations where the precise value or dependence on other quantities of the constant C is not required.
On the other hand, when the dependence of the constant on other inequalities needs to be specified, for
example if the constant depends on the norms ‖u‖L∞(Tn) and ‖v‖L∞(Ω), we use the notation
C = C(‖u‖L∞(Tn), ‖v‖L∞(Ω)).
Constants of this type will always be non-negative, non-decreasing, continuous functions of their argu-
ments.
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3. The Eulerian wave formulation
3.1. Primary and auxiliary fields. The primary fields for our wave formulation consist of a scalar
field ζ satisfying
ζ > 0
and a future pointing, timelike 1-form θˆ0 = θˆ0µdx
µ. We use the primary fields to define a timelike 1-form,
again future pointing, by
θ0 = ζθˆ0, (3.1)
which we complete to a coframe by introducing spacelike 1-forms
θI = θIµdx
µ.
Along with these 1-forms, we introduce a collection of scalar fields σi
k
j . The set {θI , σikj} defines the
auxiliary fields that will evolve via simple transport equations. For latter use, we introduce a number of
additional geometric fields beginning with the frame
ej = e
µ
j ∂µ
(
(eµj ) := (θ
j
µ)
−1
)
(3.2)
dual to θi. In accordance with the notation from Appendix A, we use γij and ωi
k
j to denote the associated
frame metric and connection coefficients, respectively; see (A.3) and (A.5). Finally, we define a future
pointing, timelike vector field by
ξµ =
1
γ00
θ0µ. (3.3)
3.2. Recovering ρ and vµ. The fluid 4-velocity vµ will be shown to be recoverable from the primary
fields {ζ, θˆ0µ} by normalizing the vector field ξµ to get
vµ :=
ξµ√−g(ξ, ξ) = − θˆ
0ν√
−g(θˆ0, θˆ0)
, (3.4)
where in obtaining the second equality we used the fact that ζ > 0 and γ00 = g(θ0, θ0) < 0. Recovering
the proper energy density is more complicated. The first step is to define the pressure as a solution
p = p(λ) of the initial value problem
p′(λ) =
1
λ
(
ρ
(
p(λ)
)
+ p(λ)
)
, λ > 0, (3.5)
p(λ0) = p0, (3.6)
where λ0 > 0 and p0 ≥ 0. To be definite, we set
p0 = 0 and λ = 1. (3.7)
From standard ODE theory, we see that p = p(λ) is smooth for λ > 0, while from the IVP (3.5)-(3.6), it
follows that p is strictly increasing, which in turn, implies the invertibility of the map R≥1 ∋ λ 7→ p(λ) ∈
R≥0. We will show that we can then use this map to recover the proper energy density from the scalar
field ζ by setting λ = ζ to give ρ = ρ
(
p(ζ)
)
.
To summarize, {ρ, vµ} are determined from the primary fields {ζ, θˆ0µ} via the formulas:
ρ = ρ
(
p(ζ)
)
, (3.8)
vµ = − θˆ
0ν√
−g(θˆ0, θˆ0)
. (3.9)
3.3. Constraints. In this section, we define an number of quantities built out of the primary and aux-
iliary fields that we will refer to as constraints. As we shall show later in Theorem 4.1 these constraints
are distinguished by the property that if the initial data for the IBVP defined below in Section 3.4 by
the evolution equations (3.33)-(3.36) and the boundary conditions (3.50)-(3.52) is chosen so that the
constraints vanish on the initial hypersurface Ω0, then they must vanish everywhere in ΩT . We will refer
to this property as constraint propagation.
The importance of the constraints is two-fold. First, the vanishing of the constraints in ΩT will allow
us to extract solutions of the relativistic Euler equations satisfying the vacuum boundary conditions
from solutions of the IBVP defined by (3.33)-(3.36) and (3.50)-(3.52). Second, the constraints provide
us with an enormous freedom to change to form of the IBVP that will be exploited in Section 5 to bring
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the evolution equations and boundary conditions into a form that is advantageous for establishing the
existence of solutions.
We separate the constraints into bulk and boundary constraints, which are to be interpreted as being
associated to ΩT and ΓT , respectively.
Bulk constraints:
a = ξ − e0, (3.10)
bJ = γ0J , (3.11)
ckij = σi
k
j − σjki, (3.12)
d kj = σ0
k
j , (3.13)
eK = d θK + 12σi
K
jθ
i ∧ θj , (3.14)
F = d θ0 + 12σI0JθI ∧ θJ , (3.15)
g = δg
(
1
f(ζ)
θ0
)
, (3.16)
h = −
√− det(γij)√
−γ00 −
ζ
f(ζ)
, (3.17)
j = g(θˆ0, θˆ0) + 1 (3.18)
where f(λ) is defined by
f(λ) = −λ exp
(
−
∫ λ
1
1
ηs2(η)
dη
)
(3.19)
with the square of the sound speed given by s2(λ) =
(
ρ′(p(λ))
)−1
.
We collect together the following bulk constraints
χ =
(
aµ, bJ , ckij , d
k
j , e
K), (3.20)
which, as we shall see in the proof of Theorem 4.1, satisfy simple transport equations. For later use, we
observe from (3.1), (3.3), (3.4), (3.10) and (A.3) that
vµ =
√
−γ00ξµ =
√
−γ00eµ0 +Rµ(a) =
√
−γˆ00eµ0 +Rµ(a, ζ − 1), (3.21)
where we have set
γˆ00 = g(θˆ0, θˆ0) (3.22)
and we are using Rµ to denote terms that are proportional to the constraints in line with our notation
set out in Section 2.6.
Boundary constraints:
k = θˆ3 − n (3.23)
where
θˆ3 =
θ3
|θ3|g (3.24)
and as in above, n is the outward pointing unit conormal to ΓT .
3.4. Eulerian IBVP. The formulation (1.9)-(1.13) of the vacuum IBVP for the relativistic Euler equa-
tions is commonly referred to as the Eulerian representation. In this representation, the matter-vacuum
boundary is free, or in other words, dynamical. This terminology is useful for distinguishing this form
of the IBVP from the Lagrangian representation where the boundary is fixed. We will continue to use
the Eulerian terminology for the wave formulation of the relativistic vacuum IBVP that we introduce
in this section since the boundary is also free. Later, in Section 6.1, we will consider the Lagrangian
representation where the boundary is fixed.
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3.4.1. Eulerian evolution equations. Before stating the evolution equations, we first define a number of
tensors that will be used repeatedly throughout this article starting with
Wαµ = mµνaαβ[ζ∇β θˆ0ν + σI0JθIβθJν ] (3.25)
where
mαβ = gαβ + 2vαvβ (3.26)
is a Riemannian metric and
aαβ = − 1
f(ζ)
(
gαβ −
(
1− 1
s2(ζ)
)
ξαξβ
g(ξ, ξ)
)
(3.27)
is a Lorentzian metric6. We then use Wαµ to define
Eµ = ∇αWαµ −Hµ (3.28)
where
Hµ =∇αmµνaαβ
[
ζ∇β θˆ0ν + σI0JθIβθJν
]
+mµν
[
−∇αθˆ0γaαβ [ζ∇β θˆ0γ + σI0JθIβθJγ ]
θˆ0ν
g(θˆ0, θˆ0)
+ hγν
(H˘γ − aαβ∇βζ∇αθˆ0γ)], (3.29)
H˘ν =− 1
f
Rµνθ
0
µ +
(
δβνC
ω
ωλa
λα − Cβωνaωα
)Fαβ , (3.30)
and
Cλαβ =
1
2a
λγ
[∇αaβγ +∇βaαγ −∇γaαβ], ((aαβ) = (aαβ)−1). (3.31)
Here, Rµν denotes the Ricci tensor of the metric gµν ,
Fαβ = ∇αθ0β −∇βθ0α + σI0JθIαθJβ (3.32)
denotes the coordinate components of the 2-form F defined by (3.15), i.e. F = 12Fαβdxα ∧ dxβ , and
hαβ is as defined previously (1.5). Using the above definitions, the evolution equations for our wave
formulation are given by
Eµ +Rµ(∂|1|χ, ∂|1|j) = 0 in ΩT , (3.33)
∇α
(
aαβ∇βζ
)
= K in ΩT , (3.34)
Lv θ
I = 0 in ΩT , (3.35)
v(σi
k
j) = 0 in ΩT , (3.36)
where
K = −θˆ0νH˘ν −∇αθˆ0γaαβ[ζ∇β θˆ0γ + σI0JθIβθJγ ]. (3.37)
Remark 3.1. The term Rµ(∂|1|χ, ∂|1|j) in (3.33) encodes the available freedom to add multiples of χ and
j and their first derivatives7 to the evolution equation Eµ = 0 in ΩT . Additionally, it is clear from the
equations of motion (3.35)-(3.36) that we are free to add terms proportional to Lv θ
I
ν and v(σi
k
j) and
their derivatives to the evolution equations (3.33)-(3.34).
3.4.2. Eulerian boundary conditions. Before stating the boundary conditions for our wave formulation,
we define
Bµ = θ3αWαµ − ℓµ − Lµ (3.38)
where
ℓµ =
1√−γˆ00|γ|Υµωhωαsαβγhβν∇γ θˆ0ν , (3.39)
Lµ = 1√−γˆ00|γ|(−ǫ|N |ghµν∇vψˆν − κvµvν∇vθˆ0ν), (3.40)
6For solutions of our wave formulation that correspond to solutions of the relativistic Euler equations, the metric aαβ is
conformal to the standard definition of the acoustic metric given by gαβ +
(
1− 1
s2
)
vαvβ .
7There is nothing stopping us from adding higher order derivatives of χ to the evolution equation. The only thing
that would change in the analysis below is that the class of solutions that we are dealing with would have to have enough
regularity for the derivatives of χ to make sense.
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and we have made the following definitions:8
Υµω = δ
µ
ω − ǫΠµω, (3.41)
ψν = ∇v
((−g(θˆ0, θˆ0))− 12 θˆ0ν) (3.4)= −∇vvν , (3.42)
ψˆν =
ψν
|ψ|m , (3.43)
pµν = δ
µ
ν − ψˆµψˆν , (3.44)
Πµν = p
µ
αh
α
ν , (3.45)
Πµν = Πµλg
λν , (3.46)
νναβγ =
√
|g|ǫναβγ , (3.47)
Nν = −νναβγvαeβ1 eγ2 (3.48)
and
sµν
γ = νµνλωe
λ
1e
ω
2 v
γ − νµνλωvλeω2 eγ1 + νµνλωvλeω1 eγ2 . (3.49)
Here, ǫ is a positive function and κ is a non-negative constant both of which will be fixed later. With Bµ
so defined, the boundary conditions are given by
Bµ + hµνQν1(h , ∂|1|j) +Qµ2 (∂|1|χ, 6∂|1|k , j) = 0 in ΓT , (3.50)
ζ = 1 in ΓT , (3.51)
nνv
ν = 0 in ΓT . (3.52)
For use below, we note, by (3.1), (3.17), (3.19) and (3.22), that Bµ can be expressed as
Bµ = θ3αWαµ − L˜µ +Qµ(h , ζ − 1) (3.53)
where
L˜µ = Υµωhωαsαβγhβν∇γ θˆ0ν − ǫ|N |ghµν∇vψˆν − κvµvν∇vθˆ0ν .
Furthermore, we also note, with the help of (1.5), (3.4), (3.22) and (3.42), that
ψµ = (−γˆ00)− 12hνµ∇v θˆ0ν . (3.54)
Remark 3.2.
(i) For the boundary condition (3.50) to make sense, see (3.38), (3.40) and (3.43), we require that
|∇vv|m > 0. Consequently, we will restrict our attention to solutions satisfying this condition. With
that said, it should be noted that for solutions of our wave formulation that determine a solution
to the relativistic Euler equations, then the condition |∇vv|m > 0 near the vacuum boundary is
equivalent to the Taylor sign condition being satisfied, see [54, Remark 4.2], and so, this assumption
is natural near the vacuum boundary. However, since we already can obtain the local-in-time
existence of solutions to the relativistic Euler equations away from the vacuum boundary using
standard hyperbolic techniques, there is no loss of generality in assuming that |∇vv|m > 0 on ΩT .
(ii) The terms hµνQ
ν
1(h) and Q
µ
2 (∂
|1|χ, 6∂|1|k , j) in (3.50) encodes the available freedom to add multiples
of h , χ, k and j and their indicated derivatives9 to the boundary conditions Bµ = 0 in ΓT . We
also note that it is clear from the equations of motion (3.35)-(3.36) and the boundary condition
(3.51) that we are free to add terms proportional to Lv θ
I
ν and v(σi
k
j) and their derivatives to the
boundary conditions (3.50)-(3.51), and ζ − 1 and its derivatives tangential to ΓT to (3.50).
3.4.3. Projections. The tensors hµν and p
µ
ν define projections into subspaces g-othogonal to v
µ and ψµ,
respectively. Being projections, hµν and p
µ
ν satisfy the relations
hµλh
λ
ν = h
µ
ν , h
µ
νv
ν = 0, (3.55)
and
pµλp
λ
ν = p
µ
ν , p
µ
νψ
ν = 0, (3.56)
8Here, ǫναβγ denotes the completely anti-symmetric symbol and |g| =
√− det(gαβ), while νναβγ = √|g|ǫναβγ defines
the volume form of g.
9Again, there is nothing stopping us from adding higher order derivatives of χ and k to the boundary conditions.
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respectively. Moreover, since vν is unit length, we have that
g(v, ψ)
(3.42)
= −vν∇vvν = − 12∇v(vµvν) = 0 (3.57)
from which we deduce by (3.26) that
m(v, ψ) = 0 (3.58)
and
ψµ = mµνψν . (3.59)
Using the orthogonality relations (3.57)-(3.58), it is then not difficult to verify that
hµνψ
ν = ψν , pµνv
ν = vµ, (3.60)
and
hµλp
λ
ν = p
µ
λh
λ
ν , (3.61)
and that the indices of pµν and h
µ
ν can be raised and lowered using either metric gµν or mµν ; for example,
hµν = mµλhνλ and p
µν = mµλpνλ. (3.62)
Moreover, a short calculation using (3.57)-(3.58) and (3.61) shows that
∇vψˆµ = pνµ∇vψˆν = pνµ
∇vψν
|ψ|m (3.63)
and
hµν∇vψˆν = Πµν∇vψν|ψ|m . (3.64)
From the definition (3.45), it is then clear by (3.55)-(3.56) and (3.60)-(3.62) that Πµν defines a projection
operator satisfying
ΠµλΠ
λ
ν = Π
µ
ν , Π
µ
νψ
ν = 0, Πµνv
ν = 0, (3.65)
hµλΠ
λ
ν = Π
µ
λh
λ
ν = Π
µ
ν = p
µ
λΠ
λ
ν = Π
µ
λp
λ
ν , (3.66)
and
Πµν = mµλΠνλ. (3.67)
We denote the complementary projection operator by
Π˘µν = δ
µ
ν −Πµν (3.68)
and set
Π˘µν = mµλΠ˘νλ. (3.69)
We then observe, from (3.45), (3.46), (3.61), the symmetry of hαβ and p
αβ, and the calculation
Πµν = pνσh
σ
λg
µλ = gµλpσλh
ν
σ = p
σµhνσ = p
µ
σh
σν = pµσh
σ
λm
λν = Πµλg
λν = Πνµ, (3.70)
that Πµν is symmetric, which in turn, implies the symmetry of the complementary projection operator,
that is,
Π˘µν = Π˘νµ. (3.71)
Finally, we note that the complementrary projection operator satisfies
Π˘µλΠ˘
λ
ν = Π˘
µ
ν , Π˘
µ
νψ
ν = ψµ, Π˘µνv
ν = vµ, (3.72)
and
hµλΠ˘
λ
ν = Π˘
µ
λh
λ
ν = p
µ
λΠ˘
λ
ν = Π˘
µ
λp
λ
ν . (3.73)
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3.4.4. Initial conditions. In general, solutions of the IBVP problem consisting of the evolution equations
(3.33)-(3.36) and boundary conditions (3.50)-(3.52) will not correspond to solutions of the relativistic
Euler equations with vacuum boundary conditions given by (1.9)-(1.12). As we establish in Theorem 4.1
below, a solution {ζ, θˆ0µ, θIµ, σikj} of (3.33)-(3.36) and (3.50)-(3.52) will only, via the formulas (3.8)-(3.9),
determine a solution of (1.9)-(1.12) if the following constraints on the initial data are satisfied:
a = 0 in Ω0, (3.74)
bJ = 0 in Ω0, (3.75)
ckij = 0 in Ω0, (3.76)
d kj = 0 in Ω0, (3.77)
eK = 0 in Ω0, (3.78)
F = 0 in Ω0, (3.79)
g = 0 in Ω0, (3.80)
h = 0 in Ω0, (3.81)
j = 0 in Ω0 (3.82)
k = 0 in Γ0 (3.83)
dF = 0 in Ω0, (3.84)
∇vg = 0 in Ω0, (3.85)
∇vh = 0 in Ω0 (3.86)
and
∇v j = 0 in Ω0 (3.87)
In Section 5, we will need to also assume that initial data satisfies the additional constraints
Eµ = 0 in Ω0 (3.88)
and
Bµ = 0 in Γ0. (3.89)
Remark 3.3. The constraints on the initial data (3.74)-(3.89) do not involve any constraints on the choice
of initial data for the fluid, that is, for ρ and vµ, or equivalently, θˆ0µ and ζ, beyond the usual compatibility
conditions for the relativistic Euler equations with a vacuum boundary. Constraints that are unrelated
to compatibility conditions for the physical fields involve the auxiliary fields θIµ and σi
k
j , which are not
physical and we are free to choose as we like; see [54, Section 4.2] for details on how to select initial data
for the auxiliary fields.
4. Constraint propagation
The relationship between solutions to the evolution equations and boundary conditions defined in the
previous section and solutions to the relativistic Euler equations with vacuum boundary conditions is
made precise in the following theorem. The main content of this theorem is that it guarantees that the
constraints (3.10)-(3.18) and (3.23) propagate for solutions of the evolution equations (3.33)-(3.36) and
boundary conditions (3.50)-(3.52) provided that the initial condition from (3.74)-(3.87) are satisfied.
Theorem 4.1. Suppose ǫ ∈ C1(ΩT ) with ǫ > 0 in ΩT , κ ≥ 0, ζ ∈ C2(ΩT ), θˆ0µ ∈ C3(ΩT ), θJµ ∈ C2(ΩT ),
σi
j
k ∈ C1(ΩT ), there exists constants c0, c1 > 0 such that10
−g(θ0, θ0) ≥ c0 > 0 in ΩT (4.1)
and
− ie3 ∇e0θ0 ≥ c1 > 0 in ΓT , (4.2)
and the quadruple {ζ, θˆ0µ, θJµ , σikj} satisfies the initial conditions (3.74)-(3.87), the evolution equations
(3.33)-(3.36) and the boundary conditions (3.50)-(3.52). Then the constraints (3.10)-(3.18) and (3.23)
10Here and in the following, we use the notation iXα to denote the interior product of a vector field X with a differential
form α.
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vanish in ΩT and ΓT , respectively, the pair {ρ, vµ} determined from {θˆ0µ, ζ} via the formulas (3.8)-(3.9)
satisfy the relativistic Euler equations with vacuum boundary conditions given by (1.9)-(1.12), and there
exists a constant cp > 0 such that the Taylor sign condition
−∇np ≥ cp > 0
holds on ΓT .
Proof. Propagation of bI in ΩT : From the definition of b
I , see (3.11), we compute
v(bI)
(3.4)
= Lv
(
1√
−γ00 iv θ
I
)
(A.6)
=
1√
−γ00 iv Lv θ
I+Lv
(
1√
−γ00
)√
−γ00bI (3.35)= Lv
(
1√
−γ00
)√
−γ00bI ,
(4.3)
which holds in ΩT . The assumption (4.1) and the boundary condition (3.52) imply that v is timelike
and tangent to the boundary ΓT , which in turn, implies that the set ΩT is invariant under the flow of v.
From this fact, the transport equation (4.3) and the initial condition (3.75), it follows via the uniqueness
of solutions to transport equations11 that
bI = γ0I = 0 in ΩT . (4.4)
Propagation of a in ΩT : Since iξ θ
I = 0 by (4.4) while iξ θ
0 = 1 is a direct consequence of the definition
(3.3), it follows immediately that
a = ξ − e0 = 0 in ΩT . (4.5)
Propagation of ckij and d
k
j in ΩT : From the definitions (3.12)-(3.13) and the evolution equation (3.36),
it is clear that the constraints ckij and d
k
j satisfy the transport equations v(c
k
ij) = 0 and v(d
k
j ) = 0 in
ΩT . Since c
k
ij and d
k
j vanish on the initial hypersurface, see (3.76)-(3.77), we conclude, again by the
uniqueness of solutions to transport equations, that
ckij = σi
k
j − σjki = 0 and d kj = σ0kj = 0 in ΩT . (4.6)
Propagation of eK in ΩT : From the definition (3.14) of e
K , we have that
Lv e
K = Lv d θ
K + 12
(
v(σi
K
j)θ
i ∧ θj + σiKj Lv θi ∧ θj + σiKjθi ∧ Lv θj
)
(by (A.7))
= Lv d θ
K + 12
(
σI
K
J Lv θ
I ∧ θJ + σIKJθI ∧ Lv θJ
)
(by (3.36) and (4.6))
= dLv θ
K + 12
(
σI
K
J Lv θ
I ∧ θJ + σIKJθI ∧ Lv θJ
)
(by (A.5))
= 0 (by (3.35))
in ΩT , and so
eK = d θK + 12σi
K
jθ
i ∧ θj = 0 in ΩT (4.7)
by the uniqueness of solutions to transport equations since eK vanishes on the initial hypersurface, see
(3.78). We note, with the help of the Cartan structure equations (A.17), that (4.7) is equivalent to
σi
K
j = ωi
K
j − ωjKi in ΩT . (4.8)
Propagation of k in ΓT : Letting Gt(xλ) = (Gµt (xλ)) denote the flow of v so that
d
dt
Gµt (xλ) = vµ(G(xλ)) and Gµ0 (xλ) = xµ,
we introduce Lagrangian coordinates (x¯µ) via
xµ = φµ(x¯) := Gµx¯0(0, x¯Λ), ∀ (x¯0, x¯Λ) ∈ [0, T ]× Ω0. (4.9)
Denoting the pull-back of v via the map φ by v¯ = φ∗v, we then have that
v¯ = ∂¯0 ⇐⇒ v¯µ = δµ0 . (4.10)
11Of course, this is equivalent to the uniqueness of solutions of ODEs since transport equations can be solved using the
method of characteristics.
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We also observe that
[0, T ]× Ω0 = φ−1(ΩT ) and [0, T ]× ∂Ω0 = φ−1(ΓT ),
where x¯0 defines a coordinate on the interval [0, T ] and the (x¯Λ) define “spatial” coordinates on Ω0.
Without loss of generality, we may assume x¯3 is a defining coordinate for the boundary [0, T ]× ∂Ω0
so that dx¯3 is an outward pointing conormal on the boundary [0, T ]× ∂Ω0. Letting θ¯3 = φ∗θ3 denote the
pull-back of θ3 by φ, we have from the choice of initial data, see (3.83), that
θ¯3µ(0, x¯
Λ) = r(x¯Λ)δ3µ ∀ (x¯Λ) ∈ ∂Ω0 (4.11)
for some positive function r > 0. Pulling back the evolution equation (3.35) for I = 3, we see from (4.10)
and (A.9) that
Lv¯ θ¯
3
ν = 0 ⇐⇒ ∂¯0θ¯3µ = 0,
which implies by (4.11) that θ¯3µ(x¯
0, x¯Λ) = r(x¯Λ)δ3µ for all (x¯
0, x¯Λ) ∈ [0, T ]× ∂Ω0. But this shows that θ¯3
defines an outward pointing conormal to [0, T ]×∂Ω0, and hence, that θ3 is an outward pointing conormal
to ΓT and
k = θˆ3 − n = 0 in ΓT (4.12)
by (3.24).
Propagation of j in ΩT : In order to show that the constraint j , see (3.18), propagates, we need to show
that j satisfies a suitable evolution equation and boundary condition. To derive the boundary condition,
we first contract (3.50) with vµ to, with the help of (3.55), get
vµBµ = Q(∂|1|χ, 6∂|1|k , j) in ΓT .
Using this together with (3.4), (3.20), (3.25), (3.38)-(3.40), (3.51), (3.55), (3.57), (3.65), (4.4)-(4.5), and
(4.12), it is then not difficult to verify that j satisfies satisfies the Neumann boundary condition
|θ3|gnαaαβ∇β j = − κ√−γˆ00|γ|∇v j +Q(j) in ΓT . (4.13)
To derive an evolution equation for j , we first observe from (4.4)-(4.7) and (3.33) that Eµ = Rµ(∂|1|j)
in ΩT , and hence, by (3.28), that
∇α
(
aαβ [ζ∇β θˆ0ν+σI0JθIβθJν ]
)
= hµν
(
H˘µ−aαβ∇αζ∇β θˆ0µ
)−∇αθˆ0γaαβ [ζ∇β θˆ0γ+σI0JθIβθJγ ] θˆ0ν
g(θˆ0, θˆ0)
+Rν(∂
|1|j)
in ΩT . Contracting this equation with θˆ
0ν , while using (4.4), shows that j satisfies the wave equations
∇α
(
ζaαβ∇β j
)
= R(∂|1|j) in ΩT . (4.14)
Since solutions to wave equations with Neumann boundary conditions of the form (4.13) with κ ≥ 0 are
unique by [40, Theorem 2.2] and j and ∇v j both vanish on the initial hypersurface, see (3.82) and (3.87),
we have that
j = g(θˆ0, θˆ0) + 1 = 0 in ΩT (4.15)
from which we obtain
vµ = −θˆ0µ = −θ0µ in ΓT (4.16)
by (3.1), (3.4), and (3.51). We further observe from the (3.1), the boundary condition (3.51), and (4.15)
that
γ00 = −1 in ΓT , (4.17)
which in turn, implies, by (3.21) and (4.5) that
vµ = eµ0 in ΓT . (4.18)
Integral estimate for 12 |Y |2Λ + |θ3|gω003h˘: We now turn to establishing an integral estimate for the quan-
tity
1
2 |Y |2Λ + |θ3|gω003h˘
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where
h˘ = −
√
|g|det(e)|θ3|gh , (4.19)
YK = F(e0, eK), (4.20)
|Y |2Λ = ΛKLYKYL, (4.21)
and ΛKL is a symmetric, positive definite matrix defined by
ΛKL = ǫ|N |gθKµΠµνθLν . (4.22)
We begin by recalling, see (3.2), that θjµ is the inverse of e
µ
j . Consequently, by cofactor expansion, we
have
θ3µ =
cof(e)µ3
det(e)
= − 1
det(e)
ǫµαβγe
α
0 e
β
1e
γ
2 , (e = (e
µ
j )),
which, we observe, by (3.47), is equivalent to√
|g|det(e)θ3µ = −νµαβγeα0 eβ1 eγ2 . (4.23)
Since ξ = e0 by (4.5), we can, using the boundary condition (3.51), write (4.23) as
12√
|g|det(e)θ3µ = Nµ in ΓT , (4.24)
where Nν is defined by (3.48). But, we also have that
θ3µ =
1
det(e)
(
det(e)θ3µ
)
=
√
|g|
√
− det(γkl) det(e)θ3µ (since det(γij) = det(gµν) det(e)2)
=
√
|g|
(
−ζ
√−γ00
f
−
√
−γ00h
)
det(e)θ3µ, (4.25)
where in deriving the last equality we used (3.17). Since
f = f(ζ) = −1 in ΓT
by (3.19) and (3.51), we see from (4.17) and (4.25) that
θ3µ =
√
|g|(1− h) det(e)θ3µ in ΓT . (4.26)
Combining (4.23) and (4.26) yields
θ3µ = −νµαβγeα0 eβ1eγ2 −
√
|g|h det(e)θ3µ in ΓT . (4.27)
Next, we find, after a short calculation, that13
∇e0
(−νµαβγeα0 eβ1 eγ2) = −νµαβγ(eβ1 eγ2∇e0eα0 + eα0 eγ2∇e1eβ0 + eα0 eβ1∇e2eγ0)
− νµαβγ
(
eα0 e
γ
2 [e0, e1]
β + eα0 e
β
1 [e0, e2]
γ
)
.
Using (3.49) and (4.18), we can write this as
∇e0
(−νµαβγeα0 eβ1eγ2) = −sµνγ∇γeν0 − νµαβγ(eα0 eγ2 [e0, e1]β + eα0 eβ1 [e0, e2]γ) in ΓT . (4.28)
But from (3.49), (4.18) and (4.12), it is clear that sγµν satisfies
sµν
γnγ = 0 in ΓT , (4.29)
which in turn implies that the differential operator sµν
γ∇γ only involves derivatives tangential to ΓT .
Using this along with (4.16) and (4.18), we see that (4.28) can be expressed as
∇e0
(−νµαβγeα0 eβ1eγ2) = sµνγ∇γ θˆ0ν − νµαβγ(eα0 eγ2 [e0, e1]β + eα0 eβ1 [e0, e2]γ) in ΓT .
But from (1.5), (3.57) and (4.16), it is clear that the above expression is equivalent to
∇e0
(−νµαβγeα0 eβ1 eγ2) = sµβγhβν∇γ θˆ0ν − νµαβγ(eα0 eγ2 [e0, e1]β + eα0 eβ1 [e0, e2]γ) in ΓT . (4.30)
12More explicitly, it follows from (4.23) and the formulas (3.1), (3.3), (3.10), (3.22) and (3.48) that√
|g|det(e)θ3µ = Nµ +Qµ(a, ζ − 1),
which, in particular, implies (4.24) when a = 0 and ζ = 1.
13Here, we are using the fact that the volume form ναβγµ satisfies ∇λναβγµ = 0.
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Now, using the identity [e0, ej]
β = − d θk(e0, ej)eβk , we find, with the help of the definitions (3.13)-
(3.15), that
[e0, ej]
β = −F(e0, ej)eβ0 + eK(e0, ej)eβK + 12 c0KjeβK ,
and hence, that
[e0, ej]
β = F(e0, ej)eβ0
by (4.6)-(4.7). Substituting this into (4.30) gives
∇e0
(−νµαβγeα0 eβ1eγ2) = sµβγhβν∇γ θˆ0ν in ΓT .
Applying ∇e0 to (4.27), we then find, with the help of the above expression, that
∇e0θ3µ = sµβγhβν∇γ θˆ0ν +∇e0 h˘ θˆ3µ + h˘∇e0 θˆ3µ in ΓT , (4.31)
where h˘ is defined above by (4.19).
To continue, we compute
θ3αa
αβ∇βθ0ν = θ3αgαβ∇βθ0ν (by (4.4))
= θ3αg
αβ
(∇βθ0ν −∇νθ0β +∇νθ0β)
= θ3αg
αβ
(Fβν − σI0JθIβθJν )−∇νθ3αgαβθ0β (by (3.15) and (4.4))
= θ3αg
αβ
(Fβν − σI0JθIβθJν )− (∇νθ3α −∇αθ3ν)gαβθ0β − gαβθ0β∇αθ3ν
= θ3αg
αβ
(Fβν − σI0JθIβθJν )− gαβθ0β∇αθ3ν − e3ναgαβ + σi3jθiνθjαgαβθ0β (by (3.14))
= θ3αg
αβFβν − θ3αaαβσI0JθIβθJν − gαβθ0β∇αθ3ν , (4.32)
where in deriving the last equality we used (4.4), (4.6) and (4.7). Noting that
θ3αa
αβ∇βθ0ν
(3.1)
= θ3αa
αβ
(
ζ∇β θˆ0ν +∇βζθˆ0ν
)
and, by (4.16), (4.18) and (4.31), that
−gαβθ0β∇αθ3ν = sνβγhβω∇γ θˆ0ω +∇e0 h˘ θˆ3ν + h˘∇e0 θˆ3ν ,
we see, after substituting these two expressions into (4.32) and rearranging, that
θ3αg
αβFβν = θ3αaαβ
(
ζ∇β θˆ0ν +∇βζθˆ0ν + σI0JθIβθJν
)− sνβγhβω∇γ θˆ0ω − (∇e0 h˘ θˆ3ν + h˘∇e0 θˆ3ν)
in ΓT . From (3.50), (3.53), (3.63), (3.57), (3.62), (4.4)-(4.8), (4.12) and (4.15), it is clear that we can,
after contracting with mµν , write the above expression as
mµνθ3αg
αβFβν =− ǫΠµωhωαsαβγhβν∇γ θˆ0ν − ǫ|N |gΠµν∇vψˆν
−mµν
(
θ3αa
αβ∇βζ − vαsαβγhβω∇γ θˆ0ω
)
vν −mµν∇e0 h˘ θˆ3ν +Qµ(h˘),
or with the help of (4.18) and (4.31), as
mµνθ3αg
αβFβν = −ǫΠµν
(∇vθ3ν + |N |g∇vψˆν)+ (ǫΠµν −mµν)θˆ3ν∇v h˘
−mµν
(
θ3αa
αβ∇βζ − vαsαβγhβω∇γ θˆ0ω
)
vν +Q
µ(h˘). (4.33)
Next, contracting (4.33) with ψν , we find, with the help of (3.58) and (3.65), that
θ3αg
αβFβνψν = −ψν θˆ3ν∇v h˘ +Q(h˘) in ΓT . (4.34)
We also observe that ∇e0θ0ν can be expressed as
∇e0θ0ν = −ω00k θkν − ω003θ3ν (by (A.16))
=
(−ω00K + ωK00)θKν − γ00ω000θ0ν − ω003θ3ν (by (4.4))
=
(−ω00K + ωK00)θKν + 12ek (γ00)θk ν − ω003θ3ν (by (4.17) & (A.18))
= − d θ0(eK, e0)θKν + 12ek (γ00)θk ν − ω003θ3ν (by (A.17))
= YKθ
K
ν − ω003θ3ν + 12ek (γ00)θk ν , (4.35)
where in deriving the last equality we used (3.15), (4.4), (4.5) and (4.20). Since the frame components ek
µ
satisfy nµek
µ = 0 in ΓT by (4.12), the vector fields ek are tangent to ΓT , and consequently, ek (γ00) = 0
in ΓT by (4.5) and (4.17) . Substituting this into (4.35), we see using (3.42), (4.16) and (4.18) that
ψν = YKθ
K
ν − ω003θ3ν in ΓT , (4.36)
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which, in turn, implies that
− ψν − YKθ
K
ν∣∣ψ − YKθK∣∣m = θˆ3ν in ΓT (4.37)
since ω0
0
3 = − ie3∇e0θ0 > 0 in ΓT by assumption. Adding ψˆν to both sides of (4.37) gives
ψˆν + θˆ
3
ν =
ψν
|ψ|m −
ψν − YKθKν∣∣ψ − YKθK∣∣m in ΓT . (4.38)
Applying ∇v to this expression, we find after a short calculation that
∇v(ψˆν + θˆ3ν) = av(YK)θKν + cKν YK in ΓT (4.39)
for some functions cKµ ∈ C0(ΓT ) and a ∈ C0(ΓT ) with a > 0 in ΓT .
Substituting (4.36) into (4.34), we deduce via the anti-symmetry of Fβν that
θ3βFβνθKνYK =
(
γ33ω0
0
3 − γ3KYK
)
|θ3|g v(h˘) +Q(h˘) in ΓT (4.40)
We also observe from (3.48), (4.27) and (4.19) that
θ3µ = Nµ −Qµ(h˘). (4.41)
Noticing that
pµν∇v θˆ3ν = pµν(δων − θˆ3ω θˆ3ν)
∇vθ3ω
|θ3|g ,
a short calculation using (3.44), (4.38) and (4.41) shows that
pµν∇v θˆ3ν = pµν
∇vθ3ν
|N |g +Q
µ(h˘ , |Y |Λ).
Recalling that Πµν = hµωp
ων , we can use the above expression along with (3.65), (4.36) and (4.39) to
write (4.33) as
mµνθ3αg
αβFβν = −ǫ|N |gΠµνav(YK)θKν −mµν θˆ3νv(h˘) +Qµ(h˘ , |Y |Λ)
−mµν
(
θ3αa
αβ∇βζ − vαsαβγhβω∇γ θˆ0ω
)
vν .
Contracting this expression with θLµYL, we deduce, with the help of (3.26) and (4.18), that
θ3βFβνθLνYL = −ΛKLav(YK)YL − γ
3KYK
|θ3|g v(h˘) +Q
µ(h˘ , |Y |2Λ) in ΓT ,
which we can also write as
θ3βFβνθLνYL = −1
2
v(a|Y |2Λ)−
γ3KYK
|θ3|g v(h˘) +Q
µ(h˘ , |Y |2Λ) in ΓT . (4.42)
Subtracting (4.42) from (4.40) then gives
v
(
a
2
|Y |2Λ + |θ3|gω003h˘
)
= Qµ(h˘ , |Y |2Λ) in ΓT . (4.43)
To continue, we introduce a time function τ that foliates ΩT and choose a normalized, future pointing
timelike vector field τ = τν∂ν such that τ
ν∂ντ = 1 in ΩT , τ
νnν = 0 in ΓT , and τ is normal to the level
sets
Ω(t) = τ−1(t) ∩ΩT ∼= {t} × Ω0.
We additionally define the sets
Γ(t) = τ−1(t) ∩ ΓT ∼= {t} × ∂Ω0,
Ωt =
⋃
0≤t˜≤t
Ω(t) ∼= [0, t]× Ω0
and
Γt =
⋃
0≤t˜≤t
Γ(t) ∼= [0, t]× ∂Ω0.
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Then, since YK and h˘ vanish on the initial hypersurface, integrating (4.43) over Γt yields the integral
estimate ∫
Γ(t)
Y .
∫
Γt
[|Y |2Λ + |h˘|+ Y], (4.44)
where
Y =
∣∣∣∣a2 |Y |2Λ + |θ3|gω003h˘
∣∣∣∣. (4.45)
Furthermore, since ω0
0
3 = − ie3∇e0θ0 > 0 in ΓT , it is clear that the estimate∫
Γ(t)
Y .
∫
Γt
[|Y |2Λ + Y] (4.46)
follows directly from (4.44). Furthermore, integrating the above inequality in time gives∫
Γt
Y .
∫ t
0
∫
Γτ
[|Y |2Λ + Y]. (4.47)
Energy estimate for g : The next step is to establish an energy estimate for g , which we do by showing
that g satisfies a suitable evolution equation and boundary condition. We begin the derivation of the
evolution equation by noting from (4.15) that
hµν∇β θˆ0µ = ∇β θˆ0ν . (4.48)
We then proceed by computing
∇α
(
aαβ [∇βθ0ν + σI0JθIβθJν ]
)
= ∇α
(
aαβ [ζ∇β θˆ0ν + σI0JθIβθJν ]
)
+∇α(aαβ∇βζ)θˆ0ν + aαβ∇βζ∇αθˆ0ν (by (3.1))
= hµν (H˘µ − aαβ∇αζ∇β θˆ0µ)−∇αθˆ0γaαβ [ζ∇β θˆ0γ + σI0JθIβθJγ ]
θˆ0ν
γˆ00
− (θˆ0γH˘γ +∇αθˆ0γaαβ [ζ∇β θˆ0γ + σI0JθIβθJγ ])θˆ0ν + aαβ∇βζ∇αθˆ0ν ,
where in deriving the last equality we used (3.20), (3.25), (3.28)-(3.29), (3.33)-(3.34), (3.37), (4.4)-(4.7)
and (4.15). Using (1.5), (3.4), (4.15) and (4.48), we can write the above equation as
∇α
(
aαβ [∇βθ0ν + σI0JθIβθJν ]
)
= H˘ν in ΩT . (4.49)
Next, observing from (3.1) and (A.3) that (4.15) implies
ζ =
√
−γ00 in ΩT , (4.50)
we calculate
∇ν
(
1
f
θ0µ
)
= − f
′
f2
∇νζθ0µ +
1
f
∇νθ0µ
= − 1
ζf
(
1− 1
s2
)
∇νζθ0µ +
1
f
δαµ∇νθ0α (by (3.19))
= − 1
f
(
1− 1
s2
)
θ0µθ
0
β
γ00
∇νθ0α +
1
f
δαµ∇νθ0α (by (4.50))
= −aµα∇νθ0α, (4.51)
where aµν is the acoustic metric defined by (3.27). From this, we see that
∇νδg
(
1
f
θ0
)
= −∇ν∇µ
(
1
f
θ0µ
)
= −∇µ∇ν
(
1
f
θ0µ
)
+
1
f
Rνµ
λµθ0λ (by (A.19))
= ∇µ
(
aµα∇νθ0α
)
+
1
f
Rν
λθ0λ (by (4.51))
= ∇µ
(
aµα∇αθ0ν + aµα
[∇νθ0α −∇αθ0ν])+ 1f Rνλθ0λ,
which, we observe, using (3.32) and (4.6), can be written as
∇νδg
(
1
f
θ0
)
= ∇α
(
aαβ
[∇βθ0ν + σI0JθIβθJν ])+ 1f Rνλθ0λ +∇α(aαβFνβ) in ΩT . (4.52)
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Using (A.20) to express the last term in (4.52) as
∇α
(
aαβFνβ
)
= −∇ˆα
(
aαβFβν
)
+
[
Cβωνa
ωα − δβνCωωλaλα
]Fαβ , (4.53)
where Cβων is defined by (3.31) and ∇ˆ is the Levi-Civita connection of the acoustic metric aαβ , we find
from (3.30), (4.49), (4.52) and (4.53) that
d g − δaF = 0 in ΩT . (4.54)
Applying the codifferential δa to to this expression, shows, with the help of (A.15), that g satisfies the
wave equation
δad g = 0 in ΩT . (4.55)
Turing our attention to the boundary condition for g , we observe, see (A.12), that ∗g(θ1 ∧ θ2 ∧ θ3) is
g-orthogonal to the co-frame fields θI . Since θ0 is orthogonal to the θI by (4.4), θ0 must be proportional
to ∗g(θ1 ∧ θ2 ∧ θ3), and so
q ∗g θ0 = θ1 ∧ θ2 ∧ θ3 in ΩT (4.56)
for some function q. To determine q, we wedge the above expression with θ0 to get qθ0 ∧ ∗gθ0 =
θ0 ∧ θ1 ∧ θ2 ∧ θ3 and then use the formulas (A.11) and (A.10) to obtain q =
√
− det(γkl)
γ00 . Substituting this
into (4.56) yields ∗g
(√
− det(γkl)
γ00 θ
0
)
= θ1 ∧ θ2 ∧ θ3 which, after taking the exterior derivative, gives
d ∗g
(√− det(γkl)
γ00
θ0
)
= d θ1 ∧ θ2 ∧ θ3 − θ1 ∧ d θ2 ∧ θ3 + θ1 ∧ θ2 ∧ d θ3
= − 12σL1MθL ∧ θM ∧ θ2 ∧ θ3 + 12σL2Mθ1 ∧ θL ∧ θM ∧ θ3 − 12σL3Mθ1 ∧ θ2 ∧ θL ∧ θM
= 0,
where in deriving the last two equalities we used the relations (4.6) and (4.7) along with the fact that
θI ∧ θJ ∧ θK ∧ θL = 0 for any choice of I, J,K, L ∈ {1, 2, 3}. But this implies δg
(√
− det(γij)
γ00 θ
0
)
= 0 in
ΩT , which, in turn, implies that
g = −v(h)−∇νvνh in ΩT (4.57)
by (3.3)-(3.4), (3.16)-(3.17), (4.15) and (4.50). Evaluating (4.57) on the boundary ΓT yields the Dirichlet
boundary condition
g = −v(h)−∇νvνh in ΓT . (4.58)
We can write the wave equation (4.55) in first order form as
Aµνγ∇ˆγGν = 0,
where
Aµνγ = −aµνvγ + vµaνγ + vνaµγ and Gν = ∇νg .
Then, integrating the identity
∇ˆγ
(GµAµνγGν) = Gµ∇ˆγAµνγGν
over Ωt, we find, with the help of the Divergence Theorem and the fact that Gµ vanishes on the initial
hypersurface, that ∫
Ω(t)
GµAµνγτγGν −
∫
Γt
GµAµνγnγGν = −
∫
Ωt
Gµ∇ˆγAµνγGν .
But since Aµνγτγ is positive definite and A
µνγnγ = v
µnν + vνnµ on ΓT by (3.52), it follows from the
above integral relation that ∫
Ω(t)
|∇g |2m − 2
∫
Γt
n(g)v(g) .
∫
Ωt
|∇g |2m (4.59)
Before continuing, we first establish an integral identity. Given two C1 function f1, f2 on ΩT where
f1 vanishes on Ω(0), and letting Dν denote the induced connection on the boundary ΓT , the integral
identity ∫
Γt
f1v(f2) = −
∫
Γ(t)
τµv
µf1f2 −
∫
Γt
(Dνv
νf1 − v(f1))f2 (4.60)
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follows from integrating f1v(f2) = Dν(v
νf1f2) − (Dνvνf1 − v(f1))f2 on Γt and using the Divergence
Theorem. Using this identity and (4.58), we deduce the estimate∫
Ω(t)
|∇g |2m + 2
∫
Γ(t)
τνv
νn(g)v(h) + 2
∫
Γt
(Dνv
νn(g)− v(n(g)))v(h) .
∫
Ωt
|∇g |2m
from (4.59). Another application of (4.60) to the above inequality yields∫
Ω(t)
|∇g |2m + 2
∫
Γ(t)
τνv
νn(g)v(h) .
∫
Γ(t)
|h |+
∫
Γt
|h |+
∫
Ωt
|∇g |2m.
Integrating this expression in time, we have∫
Ωt
|∇g |2m + 2
∫
Γt
τνv
νn(g)v(h) .
∫
Γt
|h |+
∫ t
0
∫
Γτ
|h | dτ +
∫ t
0
∫
Ωτ
|∇g |2m, dτ.
By one final application of the identity (4.60), we arrive, with the help of (4.19), (4.45) and the positivity
of ω0
0
3 = − ie3∇e0θ0 on ΓT , at the energy estimate∫
Ωt
|∇g |2m .
∫
Γ(t)
[Y + |Y |2Λ]+ ∫
Γt
[Y + |Y |2Λ]+ ∫ t
0
∫
Γτ
[Y + |Y |2Λ] dτ + ∫ t
0
∫
Ωτ
|∇g |2m dτ. (4.61)
Energy estimate for Fµν and YK: We now look for a boundary condition and an evolution equation for
Fµν that will yield a useful energy estimate for Fµν and YK. We start by noticing that
Lv dF = 12 d
(
Lv(σI
0
J )θ
I ∧ θJ + σI0J Lv θI ∧ θJ + σI0JθI ∧ Lv θJ
)
= 0 in ΩT (4.62)
is a direct consequence of (3.15), (3.35), (3.36), (A.5) and (A.7). Since dF vanishes initially, see (3.84),
it follows immediately from (4.62) that
dF = 0 in ΩT . (4.63)
Together (4.54) and (4.63) show that F satisfies Maxwell’s equations with source d g in ΩT .
Next, we turn to the boundary conditions. We begin by computing
nµFµαaαβFνβvν =nµFµαaαβ
(
θKβe
λ
K + θ
3
βe
λ
3 + θ
0
βe
λ
0
)
Fνλe
ν
0 (by (4.18))
=nµFµαaαβ
(
θKβe
λ
K + θ
3
βe
λ
3
)
Fνλe
ν
0 (since F (νλ) = 0)
=|θ3|−1g θ3µFµα
(
θKαeλK + θ
3αeλ3
)
Fνλe
ν
0 (by (3.27), (3.51) & (4.12))
=|θ3|−1g θ3µFµαθKαeλKFνλeν0 (since F (µα) = 0)
=|θ3|−1g θ3µFµαθKαYK (by (4.20))
=− 1
2|θ3|g v(a|Y |
2
Λ)−
γ3KYK
|θ3|2g
v(h˘) +Qµ(h˘ , |Y |2Λ) (by (4.42))
from which we obtain
nµFµαaαβFνβvν = −v
(
a|Y |2Λ
2|θ3|g +
γ3KYKh˘
|θ3|2g
)
+Qµ(h˘ , |Y |2Λ) in ΓT . (4.64)
Noting that nµ satisfies nµ = |n|−1a nµ on ΓT by (3.27) and (3.51), and recalling that F vanishes on the
initial hypersurface, we then deduce from Lemma B.1 and (4.64) that inequality∫
Ω(t)
τˆνTνµv
µ + 2
∫
Γt
v
(
a|Y |2Λ
2|θ3|g +
γ3KYKh˘
|θ3|2g
)
.
∫
Γt
[|h˘ |+ |Y |2Λ]
−
∫
Ωt
[
1
2Tαβa
αµaβµ Lv aµν + 2a
αµ∇αgFµνvν
]
(4.65)
holds, where where τˆµ = (−a(τ, τ))−1/2τµ and
Tµν = a
αβFµαFνβ − 12aµνaαωaβδFαβFωδ.
DYNAMICAL RELATIVISTIC LIQUID BODIES 21
Employing the identity (4.60), we can write (4.65) as∫
Ω(t)
τˆνTνµv
µ +
∫
Γ(t)
(−τˆµvµ)
(
a|Y |2Λ
2|θ3|g +
γ3KYKh˘
|θ3|2g
)
.
∫
Γt
[|h˘ |+ |Y |2Λ]
−
∫
Ωt
[
1
2Tαβa
αµaβµ Lv aµν + 2a
αµ∇αgFµνvν
]
(4.66)
Noting that −τˆνξν > 0, by virtue of τˆν and vν both being future pointing timelike vector fields, and
|F|2m . τˆνFνµvν by Lemma B.2, we conclude from (4.66), Young’s inequality, and the positivity of a on
ΓT , that∫
Ω(t)
|F|2m +
∫
Γ(t)
|Y |2Λ .
∫
Γ(t)
|Y |Λ|h˘|+
∫
Γt
[|h˘|+ |Y |2Λ]+ ∫
Ωt
[
δ|∇g |2m +
(
1
δ
+ 1
)
|F|2m
]
(4.67)
for any δ˜ > 0, where all implicit constants are independent of δ.
Since YK = 0 on the initial hypersurface, for any given δ˜ > 0, there exists a time Tδ˜ ∈ (0, T ] such that
|Y |Λ ≤ δ˜ in ΓTδ˜ . Using this, it follows from (4.45), the the positivity of ω003 = − ie3 ∇e0θ0 on ΓT and
(4.67) that the inequality∫
Ω(t)
|F|2m +
∫
Γ(t)
|Y |2Λ .
∫
Γ(t)
δ˜
[Y + |Y |2Λ]+ ∫
Γt
[Y + |Y |2Λ]+ ∫
Ωt
[
δ|∇g |2m +
(
1
δ
+ 1
)
|F|2m
]
holds for t ∈ [0, Tδ˜], where now all the implied constants are independent of δ and δ˜. Choosing δ˜ > 0
small enough then shows, with the help of (4.46), that∫
Ω(t)
|F|2m +
∫
Γ(t)
|Y |2Λ .
∫
Γt
[Y + |Y |2Λ]+ ∫
Ωt
[
δ|∇g |2m +
(
1
δ
+ 1
)
|F|2m
]
, 0 ≤ t ≤ Tδ˜. (4.68)
Integrating the above inequality in time, we conclude that∫
Ωt
|F|2m +
∫
Γt
|Y |2Λ .
∫ t
0
∫
Γτ
[Y + |Y |2Λ] dτ + ∫ t
0
∫
Ωτ
[
δ|∇g |m +
(
1
δ
+ 1
)
|F|2m
]
dτ (4.69)
for all t ∈ [0, Tδ˜] and δ > 0.
Propagation of F and g in ΩT : Assuming for the moment that t ∈ [0, Tδ˜], we see, by choosing δ > 0 small
enough, that the estimate∫
Ωt
|∇g |2m .
∫
Ωt
|F|2m +
∫
Γt
[Y + |Y |2Λ]+ ∫ t
0
∫
Γτ
[Y + |Y |2Λ] dτ + ∫ t
0
∫
Ωτ
|∇g |2m dτ (4.70)
follows from (4.46), (4.61) and (4.68). Then adding (4.68) to (4.70) yields∫
Ω(t)
|F|2m+
∫
Γ(t)
|Y |2Λ+
∫
Ωt
|∇g |2m .
∫
Ωt
|F|2m+
∫
Γt
[Y + |Y |2Λ]+∫ t
0
∫
Γτ
[Y + |Y |2Λ] dτ +∫ t
0
∫
Ωτ
|∇g |2m dτ
provided that δ is chosen small enough. Futhermore, by adding (4.46), (4.47) and (4.69) to the above
inequality, we have∫
Ω(t)
|F|2m+
∫
Ωt
[|F|2m + |∇g |2m] + ∫
Γ(t)
[Y + |Y |2Λ]+ ∫
Γt
[Y + |Y |2Λ]
.
∫
Ωt
|F|2m +
∫ t
0
∫
Ωτ
[|F|2m + |∇g |2m]+ ∫
Γt
[Y + |Y |2Λ]+ ∫ t
0
∫
Γτ
[Y + |Y |2Λ]dτ.
By Gronwall’s inequality, we obtain14∫
Ω(t)
|F|2m +
∫
Ωt
[|F|2m + |∇g |2m]+ ∫
Γ(t)
[Y + |Y |2Λ]+ ∫
Γt
[Y + |Y |2Λ] = 0, 0 ≤ t < Tδ˜,
which in turn, implies
YK = 0, F = d θ0 + 12σI0JθI ∧ θJ = 0 and g = δg
(
1
f
θ0
)
= 0 in ΩTδ˜ .
14Here, we are using
∫
Γt
≈
∫ t
0
∫
Γ(t)
and
∫
Ωt
≈
∫ t
0
∫
Ω(t)
.
22 T.A. OLIYNYK
But YK = 0 implies via the definition of Tδ˜ that Tδ˜ = T , and therefore, we conclude that
F = d θ0 + 12σI0JθI ∧ θJ = 0 and g = δg
(
1
f
θ0
)
= 0 in ΩT . (4.71)
For use below, we note, with the help of the Cartan structure equations (A.17) and (4.6), that F = 0 is
equivalent to
σi
0
j = ωi
0
j − ωj0i in ΩT . (4.72)
Propagation of h in ΩT : Since v(h) +∇νvνh = 0 in ΩT by (4.57) and (4.71), and h vanishes initially, see
(3.81), it follows immediately from the uniqueness of solutions to transport equations that
h = −
√− det(γij)√
−γ00 −
ζ
f(ζ)
= 0 in ΩT . (4.73)
Solution of the relativistic Euler equations: With the proof of the propagation of constraints complete,
we now turn to showing that the frame θjν determines a solution of the relativistic Euler equations. To
start, we use (4.4) and (4.50) to express (4.73) as
(
f
(
(−γ00)
−
1
2
)
(−γ00)
−
1
2
)2
= det(γIJ) in ΩT . Applying e0 to this
expression, we obtain, after a short calculation using (3.19), (4.4), (4.50) and (A.18), that15
1
s2γ00
ω000 − γIJω0IJ = 0 in ΩT , (4.74)
where s2 = s2
(
(−γ00)− 12
)
, while
ω00J + ω0J0 = 0 in ΩT (4.75)
follows from applying e0 to (4.4). We also note from (4.6), (4.8) and (4.72) that
ω0jI − ωIj0 = 0 in ΩT . (4.76)
From (4.4) and (4.74)-(4.76), it is then clear that the equations((
3 +
1
s2
)
1
γ00
− 3γ00
)
ω000 − γIJωIJ0 − 2γ0J(ωJ00 + ω0J0) = 0,
2γI0ω000 + γ
IJ(ωJ00 + ω0J0) = 0,
hold in ΩT . Setting
Aijk =
(
3 +
1
s2
)
δi0δ
j
0δ
k
0
−γ00 + δ
i
0γ
jk + γikδj0 + γ
ijδk0 ,
a short calculation shows that the above equations can be written as
Aijkωkj0 = 0 in ΩT ,
which, in turn, are easily seen to be equivalent to
Aµν
γ∇γwµ = 0 in ΩT , (4.77)
where
wµ := eµ0 =
1
γ00
gµνθ0ν
and
Aµν
γ =
(
3 +
1
s2
)
wµwν
−g(w,w)w
γ + δγνwµ + δ
γ
µwν + w
γgµν .
From the discussion in Section II of [52] and the definition s2 = s2(ζ) and p = p(ζ) via (1.7) and
(3.5)-(3.7), respectively, we recognize (4.77) as the Frauendiener-Walton formulation of the relativistic
Euler equations, see [20, 63]. With the help of the boundary conditions (3.51)-(3.52), we deduce that
the pair {ρ, vµ} computed from θ0µ using (3.1), (3.8)-(3.9) and ζ =
√−g(θ0, θ0) satisfy the IBVP for the
relativistic liquid body given by (1.9)-(1.13).
Taylor sign condition: Since γ0J = 0 and ωi
k
0 = ω0
k
i in ΩT , and γ
00 = −1 on ΓT , we observe that
− ie3∇e0θ0
(A.16)
= ω0
0
3 = −ω300 (A.18)= − 12e3(γ00) = − 12g(e3, n)∇nγ00 in ΓT ,
15In line with our raising and lowering conventions from Section 2.4, ωikj is defined by ωikj = γklωi
l
j .
DYNAMICAL RELATIVISTIC LIQUID BODIES 23
where we note that g(e3, n) = |θ3|−1g since n = θˆ3 in ΓT . From this result and assumption (4.2), it follows
that the inequality
− 1
2|θ3|g∇nγ00 ≥ c1 > 0
holds on ΓT . By Remark 2.1.(iii) of [54], this inequality is equivalent to the Taylor sign condition, which
is the condition that the pressure p of the fluid solution {ρ, vµ} satisfies
−∇np ≥ cp > 0 in ΓT
for some positive constant cp. This completes the proof of the theorem.

Remark 4.2. From the proof of Theorem 4.1, it is clear the propagation of the constraints {a, bJ , ckij , d kj , eK , k }
depends only on the evolution equations (3.35) and (3.36) for θI and σi
k
j , respectively, and the boundary
condition (3.52).
5. Choice of constraints
With the goal of establishing the local-in-time existence of solutions to guide us, we will, in this section,
make particular choices for the constraints that appear in the evolution equations (3.33) and boundary
conditions (3.50). The reason for these particular choices will be discussed in more detail in the following
sections. We begin by setting
E˚µ = v(rEµ)− 2|ψ|−2m rΥµρhρσE [σψν]v(ψν) (5.1)
and
B˚µ = v(θ3αrWαµ − rℓµ) + θ3α2|ψ|−2m ΥµρhρσrWα[νψσ]v(ψν)
−
[
pµσv(rLσ) + Υµρhρσ|ψ|−2m r
(−ψνLσ + 2ℓ[νψσ])v(ψν)] (5.2)
where r is a positive fuction, which will be fixed later. We then consider the following system of evolution
equations and boundary conditions:
E˚µ = 0 in ΩT , (5.3)
B˚µ = 0 in ΓT , (5.4)
nµv
µ = 0 in ΓT , (5.5)
∇α(aαβ∇βζ) = K in ΩT , (5.6)
ζ = 1 in ΓT , (5.7)
Lv θ
I = 0 in ΩT , (5.8)
v(σi
k
j) = 0 in ΩT . (5.9)
The following proposition guarantees that solutions of (5.3)-(5.9) will yield solutions to the relativistic
Euler equations with vacuum boundary conditions provided that the initial data is chosen so that the
constraints (3.74)-(3.89) are satisfied initially.
Proposition 5.1. Suppose ǫ ∈ C1(ΩT ) with ǫ > 0 in ΩT , κ ≥ 0, r ∈ C1(ΩT ) and r > 0, ζ ∈ C2(ΩT ),
θˆ0µ ∈ C3(ΩT ), θJµ ∈ C2(ΩT ), σijk ∈ C1(ΩT ), there exists constants c0, c1 > 0 such that (4.1) and (4.2) are
satisfied, and the quadruple {ζ, θˆ0µ, θJµ , σikj} satisfies the initial conditions (3.74)-(3.89) and the equations
(5.3)-(5.9). Then the constraints (3.10)-(3.18) and (3.23) vanish in ΩT and ΓT , respectively, the pair
{ρ, vµ} determined from {θˆ0µ, ζ} via the formulas (3.8)-(3.9) satisfy the relativistic Euler equations with
vacuum boundary conditions given by (1.9)-(1.12), and there exists a constant cp > 0 such that the Taylor
sign condition −∇np ≥ cp > 0 holds on ΓT .
Proof. The proof will follow directly from Theorem 4.1 provided that we can show that
E˚µ = r∇vEµ +Rµ(E) in ΩT (5.10)
and
B˚µ = r∇vBµ +Qµ(B) in ΓT , (5.11)
because if these hold, then by the (5.3) and (5.4), we would have that r∇vEµ +Rµ(E) = 0 in ΩT and
r∇vBµ +Qµ(B) = 0 in ΓT . Since Eµ and Bµ vanish initially by assumption, see (3.88)-(3.89), it would
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then follows from the equations and the uniqueness of solutions to transport equations that Eµ = 0 in
ΩT and Bµ = 0 in ΓT .
First, we observe that the validity of (5.10) is a direct consequence of the definition (5.1) of E˚µ. Next,
to establish (5.11), we note from the definition (3.38) of Bµ and a straightforward calculation involving
the relations ψˆµ = |ψ|−1m ψµ, Υµρhρσψσ = ψµ, pµσ + ψˆµψˆσ = δµσ , and ψµLµ = 0 (see (3.40)-(3.41), (3.44),
(3.57), (3.60), (3.63) and (3.65)) that
v(rBµ) + |ψ|−2m
(
ψµv(ψν)− ψσv(ψσ)Υµρhρν
)
rBν
= pµσv(rBσ) + |ψ|−2m Υµρhρσψσv(rψνBν)− |ψ|−2m ψνv(ψν)ΥµρhρσrBσ
= pµσv(θ
3
αrWασ) + |ψ|−2m Υµρhρσψσv(θ3αrWανψν)− |ψ|−2m ψνΥµρhρσθ3αrWασv(ψν)− pµσv(rLσ)
− pµσv(rℓσ)− |ψ|−2m Υµρhρσψσv(rℓνψν) + |ψ|−2m ψνΥµρhρσ(rLσ + rℓσ)v(ψν)
(5.2)
= B˚µ.
Thus (5.11) holds and the proof is complete. 
We now use the freedom to choose ǫ by taking it to be a function of the form
ǫ = ǫ(|ψ|m). (5.12)
Next, we set
ℓ˜µ =
1√−γˆ00|γ|hµαsαβγhβν∇γ θˆ0ν , (5.13)
and note by (3.39), (3.41), (3.45) and (3.55) that
rℓµ = rℓ˜µ − ǫpµωrℓ˜ω.
Applying ∇v to this expression, we find, using that (3.44), (3.57), (3.59), (3.63) and (5.12), that
∇v(rℓµ) = ∇v(rℓ˜µ)−∇v(ǫpµωrℓ˜ω)
= (δµω − ǫpµω
)∇v(rℓ˜ω)−∇v(ǫpµω)rℓ˜ω
= (δµω − ǫpµω
)∇v(rℓ˜ω)− ǫ′ψˆν∇vψνpµωrℓ˜ω + ǫ∇vψˆµψˆωrℓ˜ω + ǫψˆµ∇vψˆωrℓ˜ω
= (δµω − ǫpµω
)∇v(rℓ˜ω) + ǫ|ψm| ψˆωrℓ˜ωpµν∇vψν − ǫ′ψˆν∇vψνpµωrℓ˜ω + ǫ|ψm| ψˆµrℓ˜ωpνω∇vψν . (5.14)
But since ℓ˜ω satisfies ℓ˜ω = ℓ˜λhωλ by (3.55) and (5.13), it is clear from (3.45) and (3.61) that ℓ˜
ωpνω = ℓ˜
ωΠνω .
Substituting this into (5.14) shows that
∇v(rℓµ) = (δµω − ǫpµω
)∇v(rℓ˜ω) + ǫ|ψm| ψˆωrℓ˜ωpµν∇vψν − ǫ′ψˆνΠµωrℓ˜ω∇vψν + ǫ|ψm| ψˆµΠνωrℓ˜ω∇vψν . (5.15)
Next, we deduce from (3.41), (3.65), (3.68) and (3.72) that the inverse of Υµν , denoted Υˇ
µ
ν , is given by
Υˇµν =
1
1− ǫΠ
µ
ν + Π˘
µ
ν . (5.16)
Applying Υˇσµ to (5.15), we find, with the help of (3.65) and (3.72), that
Υˇσµ∇v(rℓµ) = Υˇσµ(δµω − ǫpµω
)∇v(rℓ˜ω) + ǫ|ψm| ψˆωrℓ˜ωΥˇσµpµν∇vψν
− ǫ
′
1− ǫ ψˆ
νΠσωrℓ˜
ω∇vψν + ǫ|ψm| ψˆ
σΠνωrℓ˜
ω∇vψν . (5.17)
We then fix the functional form of ǫ(y) by demanding that it satisfy the differential equation
ǫ′
1− ǫ =
ǫ
y
,
which after integrating yields the explicit formula
ǫ(|ψ|m) = |ψ|m
ǫ0 + |ψ|m , (5.18)
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where ǫ0 is a arbitrary constant that we take to be positive. This result and (3.63) allows us to write
(5.17) as
Υˇσµ∇v(rℓµ) = Υˇσµ(δµω − ǫpµω
)∇v(rℓ˜ω) + ǫ|ψ|m ψˆωrℓ˜ωΥˇσµpµν∇vψν + 2ǫ|ψ|m ψˆ[σΠν]ω rℓ˜ω∇vψν . (5.19)
This identity will be used in the following sections and is crucial to establishing the existence of solutions.
6. Lagrangian wave formulation
6.1. Lagrangian coordinates. In order for the wave formulation of the relativistic Euler equations given
by (5.3)-(5.9) to be useful for establishing the local-in-time existence of solutions or for other purposes
such as constructing numerical solutions, the dynamical matter-vacuum boundary must be fixed. We
achieve this through the use of Lagrangian coordinates
φ : [0, T ]× Ω0 −→ ΩT : (x¯λ) 7−→ (φµ(x¯λ))
that were defined previously by (4.9). In the following, we use
∂¯µ =
∂
∂x¯µ
to denote partial derivatives with respect to the Lagrangian coordinates (x¯µ), and we define the Jacobian
and its inverse by
Jµν = ∂¯νφ
µ (6.1)
and
(Jˇµν ) = (J
µ
ν )
−1,
respectively.
Notation 6.1. For scalars fields f defined on ΩT , we employ the notation
f = f ◦ φ (6.2)
to denote the pullback of f by φ to [0, T ]× Ω0. More generally, we use this notation also to denote the
pullback of tensor field components Qµ1...µrν1...νs that are treated as scalar fields defined on ΩT , that is
Qµ1...µr
ν1...νs
= Qµ1...µrν1...νs ◦ φ.
Using this notation, we can then write the geometric pullback of a tensor field Qµ1...µrν1...νs by φ as
Q¯µ1...µrν1...νs := (φ
∗Q)µ1...µrν1...νs = Jˇ
µ1
α1 · · · JˇµrαrJβ1ν1 · · · Jβsνs Qα1...αrβ1...βs .
Since the Lagrangian coordinates are defined via the flow of the fluid velocity v, it follows that the
components of the pullback v¯ = φ∗v are given by
v¯µ = δµ0 . (6.3)
Substituting this into the transformation law Jµν v¯
ν = vµ shows that φµ satisfies
∂¯0φ
µ = vµ
(3.9)
=
1√
−γˆ00
gµν θˆ0ν , (6.4)
where we note, see (3.22), that
γˆ00 = gµν θˆ0µθˆ
0
ν .
In the Lagrangian representation, the map φ = (φµ) is treated as an unknown and (6.4) is viewed as an
evolution equation for φ.
Pulling back the evolution equations (5.8) and (5.9) using the map φ, we see, with the help of the
naturalness property φ∗Lv = Lv¯φ
∗ of Lie derivatives and formulas (6.3) and (A.9), that
∂¯0θ¯
I
µ = 0 and ∂¯0σi
k
j = 0 in [0, T ]× Ω0. (6.5)
By (4.9), it is clear that φ satisfies φ(Ω0) = Ω0 from which it follows that
Jµν (0, x¯
Σ) = vµ(0, x¯Σ)δ0ν + δ
µ
Λδ
Λ
ν , ∀ (x¯Σ) ∈ Ω0,
by (6.4). We will always choose initial data for θIµ so that (3.75), see also (3.11), is satisfied, which is
equivalent to
vµ(0, x¯Σ)θIµ(0, x¯
Σ) = 0, ∀ (x¯Σ) ∈ Ω0.
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The above two results together with (6.4), (6.5) and the transformation law θ¯Iµ = J
ν
µ θ˜
I
ν yield the explicit
representations
θ¯Iµ(x¯
0, x¯Σ) = δΛµ θ
I
Λ(0, x¯
Σ) and σi
k
j(x¯
0, x¯Σ) = σi
k
j(0, x¯
Σ), ∀ (x¯0, x¯Σ) ∈ [0, T ]× Ω0, (6.6)
for the unique solution to the evolution equations (5.8) and (5.9). We will futher assume that the initial
data for θIµ is chosen, see (4.11), so that
θ¯3 = θ¯3µdx¯
µ = θ3Λ(0, x¯
Σ)dx¯Λ (6.7)
defines an outward pointing conormal to the boundary [0, T ]× ∂Ω0.
Remark 6.2.
(i) Since (6.6) represents the unique solution of the evolution equations (5.8) and (5.9) given the choice
of initial data, we consider them as solved and remove these equations from the systems of equations
under consideration. Furthermore, from the transformation law θ¯Iµ = J
ν
µθ
I
ν and (6.6), it is clear that
we can express θIν as
θIν(x¯
0, x¯Σ) = JˇΛν (x¯
0, x¯Σ)θIΛ(0, x¯
Σ), ∀ (x¯0, x¯Σ) ∈ [0, T ]× Ω0, (6.8)
which, in particular, shows that the components θIν(x¯
0, x¯Σ) are determined completely in terms of
the initial data θIΛ(0, x¯
Σ) and the derivatives of φµ, since by definition (Jˇµν ) = (∂¯µφ
ν)−1.
(ii) The boundary condition (5.5) is automatically satisfied since θ¯3 defines an outward pointing conor-
mal to the boundary [0, T ] × ∂Ω0 and v¯µθ¯3µ = 0 follows immediately from (6.3) and (6.7). We,
therefore, consider the boundary condition (5.5) as satisfied and do not consider it further.
By definition, the frame field components e¯λj are given by
(e¯λj ) = (θ¯
j
λ)
−1 =

1
θ¯00 − θ¯0Ω ˇ¯θΩK θ¯K0
− θ¯
0
Σ
ˇ¯θΣJ
θ¯00 − θ¯0Ω ˇ¯θΩK θ¯K0
− θ¯
K
0
ˇ¯θΛK
θ¯00 − θ¯0Ω ˇ¯θΩK θ¯K0
ˇ¯θΛJ +
ˇ¯θΛK θ¯
K
0 θ¯
0
Σ
ˇ¯θΣJ
θ¯00 − θ¯0Ω ˇ¯θΩK θ¯K0
 ,
where (ˇ¯θΛJ ) = (θ¯
J
Λ)
−1, which by (6.6), reduces to
(e¯λj ) = (θ¯
j
λ)
−1 =
 1θ¯00 − θ¯
0
Ωθˇ
Ω
J (0, x¯
Σ)
θ¯00
0 θˇΛJ (0, x¯
Σ)
 , (θˇΛJ (0, x¯Σ)) = (θJΛ(0, x¯Σ))−1. (6.9)
Since e¯λk θ¯
3
λ = 0 by duality, and θ¯
3 is conormal to [0, T ]×∂Ω0, we have that T
(
[0, T ]×∂Ω0
)
= Span{ e¯k =
e¯λk ∂¯λ }, which, by (6.9), implies that ∂¯0 and the vector fields Z¯K defined by
Z¯K(x¯
0, x¯Σ) = θˇΛK(0, x¯
Λ)∂¯Λ (6.10)
span the tangent space to the boundary [0, T ]× ∂Ω0, that is
T
(
[0, T ]× ∂Ω0
)
= Span{ ∂¯0, ZK }. (6.11)
Appealing to transformation law θ¯0ν = J
µ
ν θ
0
µ, we see from (6.9) and (6.10) that
(e¯λK) =
−θ0ωZ¯K(φω)θ0γ ∂¯0φγ
Z¯ΛK
 ,
while
θ¯00 = θ
0
γ ∂¯0φ
γ =
g(θ0, θˆ0)√
−γˆ00
(6.12)
follows from (6.4). Combining these two results yields
e¯K = −
√
−γˆ00θ0ωZ¯K(φω)
g(θ0, θˆ0)
∂¯0 + Z¯K, (6.13)
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which, when used in conjunction with the transformation law eµK = J
µ
ν e¯
ν
K, gives
eµK = e¯K(φ
µ) = −
√
−γˆ00θ0ωZ¯K(φω)
g(θ0, θˆ0)
∂¯0φ
µ + Z¯K(φ
µ). (6.14)
Using (3.1), we can express (6.13) and (6.14) as
e¯K =
θˆ0ωZ¯K(φ
ω)√
−γˆ00
∂¯0 + Z¯K (6.15)
and
eµK =
θˆ0ωZ¯K(φ
ω)√
−γˆ00
∂¯0φ
µ + Z¯K(φ
µ), (6.16)
respectively.
Next, we consider the determinant of the frame metric evaluated in the Lagrangian coordinates. By
definition |γ| = − det(g(ei, gj)), and so treating this as a function and pulling back by φ gives
|γ| = − det(eµi gµνeνj ) = |g|det(J)2 det(e¯)2, (6.17)
where in deriving the second equality we have used the transformation law Jµν e¯
ν
j = e
µ
j . We also observe
from (3.1) and the boundary condition (5.6) that
θ0ν = θˆ
0
ν in [0, T ]× ∂Ω0. (6.18)
Then by (6.9), (6.12) and (6.17)-(6.18), we deduce that
1√
−γˆ00|γ|
=
det(θ¯JΛ)
det(J)
√
|g|
in [0, T ]× ∂Ω0, (6.19)
where the coframe components θ¯JΛ are given by (6.6).
6.2. Wave formulation in Lagrangian coordinates. We now turn to transforming the remaining
evolution equations and boundary conditions, i.e. (5.3)-(5.4) and (5.6)-(5.7), into Lagrangian coordinates.
Writing (3.28) as
Eµ = ∂αWαµ − H˜µ, (6.20)
where
H˜µ = −ΓααλWλµ − ΓµαλWαλ +Hµ, (6.21)
we observe that the pull-back of the components Eµ, treated as scalars, by φ is given by
Eµ = ∂αWαµ − H˜µ, (6.22)
where here and below we freely employ the notion (6.2). Letting η = ηµνdx
µdxν , where (ηµν ) =
diag(−1, 1, 1, 1), denote the Minkowsi metric, we recall the following transformation formula for the
pull-back of the divergence of a vector field Y = Y µ∂µ by φ:
|η¯|− 12 ∂¯µ
(|η¯| 12 Y¯ µ) = |η|− 12 ∂µ(|η| 12 Y µ).
Since |η| = − det(ηµν) = 1, |η¯| = − det(Jαµ ηαβJβν ) = det(J)2, and Y¯ µ = JˇµνY ν , the above formula can be
written as
det(J)−1∂¯µ
(
det(J)JˇµνY
ν
)
= ∂µY
µ. (6.23)
Using this, we can write (6.22) as
Eµ = 1
det(J)
∂¯α(det(J)Jˇ
α
λWλµ)− H˜µ (6.24)
We now fix the free function r in the definition of E˚µ, see (5.1), by setting
r = det(J) ◦ φ−1 ⇐⇒ r = det(J). (6.25)
Multiplying (6.24) by r gives
rEµ = ∂¯α(det(J)JˇαλWλµ)− det(J)H˜µ. (6.26)
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Applying ∂¯0 to this expression, we get that
v(rEµ) = ∂¯0∂¯α(det(J)JˇαλWλµ)− ∂¯0
(
det(J)H˜µ). (6.27)
Using the the transformation law
∂µ = Jˇ
ν
µ∂¯ν (6.28)
for partial derivatives, we see from (3.25) that
det(J)JˇαλWλµ = det(J)ζmµν a¯αβ ∂¯β θˆ0ν + det(J)mµν Jˇαλaλβ
[−ζΓωβν θˆ0ω + σI0JθIβθJν ]. (6.29)
Substituting this into (6.27) yields
v(rEµ) = ∂¯α
(
det(J)ζmµν a¯αβ ∂¯β ∂¯0θˆ
0
ν + ∂¯0
(
det(J)ζmµν a¯αβ
)
∂¯β θˆ
0
ν
+ ∂¯0
(
det(J)mµν Jˇαλa
λβ
[−ζΓωβν θˆ0ω + σI0JθIβθJν ]))− ∂¯0(det(J)H˜µ). (6.30)
Introducing a new variable ϑν by
ϑν := ∇v θˆ0ν = ∂¯0θˆ0ν − vλΓωλν θˆ0ω, (6.31)
we can use ϑν to replace ∂¯0θˆ
0
ν in (6.30). Doing so gives
v(rEµ) = ∂¯α
(
det(J)ζmµν a¯αβ∂¯βϑν + det(J)ζm
µν a¯αβ ∂¯β(v
λΓωλν θˆ
0
ω) + ∂¯0
(
det(J)ζmµν a¯αβ
)
∂¯β θˆ
0
ν
+ ∂¯0
(
det(J)mµν Jˇαλa
λβ
[−ζΓωβν θˆ0ω + σI0JθIβθJν ]))− ∂¯0(det(J)H˜µ). (6.32)
Multiplying (6.32) by Υˇδµ, we obtain
Υˇδµv(rE)µ = ∂¯α
(
det(J)ζΥˇδν a¯αβ ∂¯βϑν + Υˇ
δ
µ
[
det(J)ζmµν a¯αβ ∂¯β(v
λΓωλν θˆ
0
ω) + ∂¯0
(
det(J)ζmµν a¯αβ
)
∂¯β θˆ
0
ν
+ ∂¯0
(
det(J)mµν Jˇαλa
λβ
[−ζΓωβν θˆ0ω + σI0JθIβθJν ])])− Υˇδµ∂¯0(det(J)H˜µ)
− ∂¯αΥˇδµ
(
det(J)ζmµν a¯αβ ∂¯βϑν + det(J)ζm
µν a¯αβ ∂¯β(v
λΓωλν θˆ
0
ω) + ∂¯0
(
det(J)ζmµν a¯αβ
)
∂¯β θˆ
0
ν
+ ∂¯0
(
det(J)mµν Jˇαλa
λβ
[−ζΓωβν θˆ0ω + σI0JθIβθJν ])), (6.33)
where we have set
Υˇδν = Υˇδµm
µν . (6.34)
Next, we observe that
r∂α
(
v[βWα][µψν]∂βψν
)
=
r
2
∂α
(
vβWα[µψν] − vαWβ[µψν])∂βψν
=
r
2
(
∂αv
βWα[µψν] + vβ∂αWα[µψν] + vβWα[µ∂αψν]
− ∂αvαWβ[µψν] − v
(Wβ[µψν]))∂βψν .
Using (6.20) to replace ∂αWαµ with Eµ + H˜µ in the above expression, we get
4r∂α
(
v[βWα][µψν]∂βψν
)
= 2rE [µψν]v(ψν) + Iµ (6.35)
where
Iµ = 2r
(
∂αv
βWα[µψν] + vβH˜[µψν] + vβWα[µ∂αψν] − ∂αvαWβ[µψν] − v
(Wβ[µψν]))∂βψν . (6.36)
With the help of (6.3), (6.23) and (6.25), we can can express the contraction of (6.35) with Υµρh
ρ
σ in
Lagrangian coordinates as
−2r|ψ|−2m ΥµρhρσE [σψν]v(ψν) = |ψ|−2m Υµρhρσ∂¯α
(
4 det(J)δ
[β
0 Jˇ
α]
λ Wλ[νψσ]∂¯βψν
)
+ |ψ|−2m ΥµδhδσIσ
= Υµρ ∂¯α
(
4 det(J)|ψ|−2m hρσδ[β0 Jˇα]λ Wλ[νψσ]∂¯βψν
)
−Υµρ ∂¯α(|ψ|−2m hρσ)4 det(J)δ[β0 Jˇα]λ Wλ[νψσ]∂¯βψν + |ψ|−2m ΥµρhρσIσ. (6.37)
From (3.54) and (6.31), we note that ψν can be expressed in terms of ϑµ by
ψµ = (−γˆ00)− 12 hνµϑν . (6.38)
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Using this and multiplying (6.37) by Υˇδµ, we arrive at the expression
−Υˇδµ2r|ψ|−2m ΥµρhρσE [σψν]v(ψν) = ∂¯α
(
4 det(J)|ψ|−2m (−γˆ00)−
1
2hδσδ
[β
0 Jˇ
α]
λ Wλ[χψσ]hνχ∂¯βϑν
+ 4det(J)|ψ|−2m hδσδ[β0 Jˇα]λ Wλ[χψσ]ϑν ∂¯β
(
(−γˆ00)− 12 hνχ
))
− ∂¯α(|ψ|−2m hδσ)4 det(J)δ[β0 Jˇα]λ Wλ[νψσ]∂¯βψν + |ψ|−2m hδσIσ. (6.39)
Adding (6.33) and (6.39) shows by the invertibility of Υˇδµ that the evolution equation (5.3) can be
expressed in Lagrangian coordinates as
∂¯α
(
A
αβµν ∂¯βϑν +X
αµ
)
= H µ in [0, T ]× Ω0, (6.40)
where
A
αβµν = det(J)ζΥˇµν a¯αβ + 4det(J)|ψ|−2m (−γˆ00)−
1
2 δ
[β
0 Jˇ
α]
λ Wλχh[νχ hµ]σ ψσ, (6.41)
X
αµ = Υˇµδ
[
det(J)ζmδν a¯αβ ∂¯β(v
λΓωλν θˆ
0
ω) + ∂¯0
(
det(J)ζmδν a¯αβ
)
∂¯β θˆ
0
ν
+ ∂¯0
(
det(J)mδν Jˇαλa
λβ
[−ζΓωβν θˆ0ω + σI0JθIβθJν ])]
+ 4det(J)|ψ|−2m hµσδ[β0 Jˇα]λ Wλ[χψσ]ϑν ∂¯β
(
(−γˆ00)− 12 hνχ
)
(6.42)
and
H
µ = ∂¯αΥˇ
µ
δ
(
det(J)ζmδν a¯αβ ∂¯βϑν + det(J)ζm
δν a¯αβ ∂¯β(v
λΓωλν θˆ
0
ω) + ∂¯0
(
det(J)ζmδν a¯αβ
)
∂¯β θˆ
0
ν
+ ∂¯0
(
det(J)mδν Jˇαλa
λβ
[−ζΓωβν θˆ0ω + σI0JθIβθJν ]))+ Υˇµδ ∂¯0(det(J)H˜δ)
+ ∂¯α(|ψ|−2m hµσ)4 det(J)δ[β0 Jˇα]λ Wλ[νψσ]∂¯βψν − |ψ|−2m hµσIσ. (6.43)
This complete the transformation of the evolution equation (5.3) into Lagrangian coordinates.
Turing the the boundary conditions, we observe from (5.2) and (6.3) that B˚µ, when expressed in
Lagrangian coordinates, becomes
B˚µ = ∂¯0(θ¯3α det(J)JˇαλWλµ) + θ¯3α2 det(J)|ψ|−2m ΥµρhρσJˇαλWλ[νψσ]∂¯0ψν − ∂¯0(det(J)ℓµ)
−
[
pµσ∂¯0(det(J)Lσ) + Υµρhρσ|ψ|−2m det(J)
(−ψνLσ + 2ℓ[νψσ])∂¯0ψν].
Using the fact that ∂¯0θ¯
3
α = 0 and θ¯
3
αδ
α
0 = 0, we can write the above expression as
B˚µ = θ¯3α
(
∂¯0(det(J)Jˇ
α
λWλµ) + 4 det(J)|ψ|−2m Υµρhρσδ[β0 Jˇα]λ Wλ[νψσ]∂¯βψν
)
− ∂¯0(det(J)ℓµ)
−
[
pµσ∂¯0(det(J)Lσ) + Υµρhρσ|ψ|−2m det(J)
(−ψνLσ + 2ℓ[νψσ])∂¯0ψν].
Contracting this with Υˇδµ, we get, with the help (6.29), (6.31), (6.38), (6.41) and (6.42), that
ΥˇδµB˚µ = θ¯3α
(
A
αβδν ∂¯νϑν + X
αδ
)− Υˇδµ∂¯0(det(J)ℓµ)− [Υˇδµpµσ∂¯0(det(J)Lσ)
+ hδσ|ψ|−2m det(J)
(−ψνLσ + 2ℓ[νψσ])∂¯0ψv]. (6.44)
Next, we observe
∂¯0(|ψ|2m)
(3.57)
= ∂¯0(g
τνψρψν) = 2ψ
ν ∂¯0ψν + ∂¯0g
ρνψρψν , (6.45)
and with the help of (3.39)-(3.40), (6.19), and (6.31), that we can write det(J)ℓµ and det(J)Lµ as
det(J)ℓµ =|g|− 12 det(θ¯JΛ)Υµωhωαsαβξhβν
(
Jˇγξ ∂¯γ θˆ
0
ν − Γτξν θˆ0τ
)
(6.46)
and
det(J)Lµ =|g|− 12 det(θ¯JΛ)
(−ǫ|N |ghµν∇vψˆν − κvµvνϑν), (6.47)
respectively. Moreover, we see that relations
hδσLσ = −ǫ(1− ǫ)Υˇδµpµσ|g|−
1
2 det(θ¯JΛ)|N |ghσν∇vψˆν and hνρℓρ = ℓν (6.48)
hold by (3.41), (3.55), (3.64), (3.66), (3.73) and (5.16). We further observe, for any vector field Zσ, that
ǫ∂¯0
(1
ǫ
Zσ
)
= ∂¯0Z
σ − ∂¯0(ln(ǫ))Zσ (5.18)= ∂¯0Zσ − (1− ǫ)|ψ|m ∂¯0|ψ|mZ
σ.
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Setting Zσ = −ǫ|g|− 12 det(θ¯JΛ)|N |ghσν∇vψˆν in this formula, we then get from (6.45), (6.47) and (6.48)
that
Υˇδµp
µ
σ∂¯0( det(J)Lσ)− hδσ|ψ|−2m det(J)ψνLσ∂¯0ψv = Υˇδµpµσ
[
−ǫ∂¯0
(
|g|− 12 det(θ¯JΛ)|N |ghσν∇vψˆν
)
− ǫ(1− ǫ)
2
∂¯0g¯
ρτψρψτ |g|− 12 det(θ¯JΛ)|N |ghσν |ψ|−2m ∇vψˆν − κ∂¯0
(|g|− 12 det(θ¯JΛ)vσvνϑν)
]
. (6.49)
Defining
Ψν =
1
|ψ|m
((−γˆ00)− 12 ∂¯0ϑν + hων ∂¯0((−γˆ00)− 12 hτω)ϑτ − hων vλΓτλωψτ), (6.50)
we have from (3.55) and (6.38) that
hνµ∇vψν = |ψ|mhνµΨν , (6.51)
which in turn, implies by (3.64) and (3.66) that
hµν∇vψˆν = ΠµνΨν . (6.52)
Recalling that vνψν = 0 by (3.57), we find, after differentiating, that ∇vvνψν + vν∇vψν = 0, which, we
observe, by (3.42) and (3.59), is equivalent to
vν∇vψν = |ψ|2m.
We can use this result together with (1.5) and (6.51) to express ∇vψµ as
∇vψµ = |ψ|mhνµΨν − |ψ|2mvµ. (6.53)
Moreover, by differentiating vν ψˆν = 0, it is not difficult to verify using a similar calculation and the
identity (3.64) that
∇vψˆµ = ΠνµΨν − |ψ|mvµ. (6.54)
With the help of (3.55), (3.60), (3.65), (3.66), (3.68), (3.72), (5.16), (6.50) and (6.52), we then observe
that (6.49) can be expressed as
Υˇδµp
µ
σ∂¯0( det(J)Lσ)− hδσ|ψ|−2m det(J)ψνLσ∂¯0ψv = −ǫΥˇδµpµσ∂¯0
(|g|− 12 det(θ¯JΛ)|N |gΠσνΨν)
− ǫ
2
∂¯0g¯
ρτψρψτ |g|− 12 det(θ¯JΛ)|N |g|ψ|−2m ΠδνΨν − κ|g|−
1
2 det(θ¯JΛ)|ψ|m
(−γˆ00) 12 vδvνΨν
− Υˇδµpµσκ∂¯0
(|g|− 12 det(θ¯JΛ)vσvν)ϑν . (6.55)
We further observe by (5.13), (5.19), (6.19) and (6.25) that
Υˇδµ∂¯0
(
det(J)ℓµ
)
= Υˇδµ(δ
µ
ω − ǫpµω
)∇v(rℓ˜ω) + ǫ|ψ|−1m ψˆω det(J)ℓ˜ωΥˇδµpµν∇vψν
+ 2ǫ|ψ|−1m ψˆ[δΠν]ω det(J)ℓ˜ω∇vψν − ΥˇδµvλΓµλτ det(J)ℓτ (6.56)
where
det(J)ℓ˜µ = rℓ˜µ = S µνγ
(
∂¯γ θˆ
0
ν − Jχγ Γτχν θˆ0τ
)
(6.57)
and
S
µνγ = |g|− 12 det(θ¯JΛ)hµαsαβξhβνJˇγξ . (6.58)
From (6.31) and (6.57), we then have
∇v(rℓ˜ω) = ∂¯0(rℓ˜ω) + vλΓωλτ rℓ˜τ
= S ωνγ ∂¯γ
(
ϑν + v
λΓτλν θˆ
0
τ
)− ∂¯0S ωνγ ∂¯γ θˆ0ν − ∂¯0(S ωνγJχγ Γτχν θˆ0τ )+ vλΓωλτ det(J)ℓ˜τ , (6.59)
and we note that
Υˇδµ
(
δµω − ǫpµω
)
S
ωνγ = ΥˇδµS
µνγ − ǫΥˇδµpµωhωσS σνγ (by (3.55) & (6.58))
=
(
Υˇδµ − ǫΥˇδσΠσµ
)
S
µνγ (by (3.45))
=
(
1
1− ǫΠ
δ
µ + Π˘
δ
µ −
ǫ
1− ǫΠ
δ
µ
)
S
µνγ (by (5.16), (3.65) & (3.72))
= S δνγ , (6.60)
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Υˇδµp
µν |ψ|−1m ∇vψν = |ψ|mΥˇδµΠµνΨν − |ψ|mΥˇδµvµ (by (3.45), (3.60) & (6.53))
=
1
1− ǫΠ
δνΨν − |ψ|mvδ (by (3.65), (3.66), (3.68), (3.72) & (5.16)) (6.61)
and
2|ψ|−1m ψˆ[δΠν]ω∇vψν = ψˆδΠνωhρνΨρ − |ψ|mψˆδΠνωvν −ΠδωψˆνhρνΨρ + |ψ|mΠδωψˆνvν (by (6.53))
= 2ψˆ[δΠν]ωΨν , (6.62)
where in deriving the last equality we used (3.43), (3.57), (3.65) and (3.66). Substituting (6.59)-(6.62)
into (6.56) then gives
Υˇδµ∂¯0
(
det(J)ℓµ
)
= S δνγ ∂¯γϑν +
(
ǫ
1− ǫ det(J)ψˆω ℓ˜
ωΠδν + 2ǫdet(J)ℓ˜ωψˆ[δΠν]ω
)
Ψν
+ Υˇδµ
(
δµω − ǫpµω
)(−∂¯0S ωνγ ∂¯γ θˆ0ν − ∂¯0(S ωνγJχγ Γτχν θˆ0τ )+ vλΓωλτ det(J)ℓ˜τ)
+S δνγ ∂¯γ
(
vλΓτλν θˆ
0
τ
)− ǫψˆω det(J)ℓ˜ω|ψ|mvδ − ΥˇδµvλΓµλτ det(J)ℓτ . (6.63)
We also observe from (6.48) and (6.51) that
2|ψ|−2m det(J)ℓ[νψσ]hδσ∂¯0ψv = 2|ψ|−2m det(J)ℓ[νψσ]hδσ
(∇vψν + vλΓτλνψτ )
= 2|ψ|−1m det(J)ℓωψσh[νω hδ]σΨν + 2|ψ|−2m det(J)ℓ[νψσ]hδσvλΓτλνψτ . (6.64)
From (6.44), (6.55), (6.63), (6.64) and the invertibility of Υˇδµ, we conclude that the Lagrangian formu-
lation of the boundary conditions (5.4) is given by
θ¯3α
(
A
αβµν ∂¯νϑν +X
αµ
)
= S µνγ ∂¯γϑν − ǫΥˇµκpκσ∂¯0
(|g|− 12 det(θ¯JΛ)|N |gΠσνΨν)
+PµνΨν + G
µ in [0, T ]× ∂Ω0, (6.65)
where
P
µν =
(
ǫ
1− ǫ det(J)ψˆω ℓ˜
ω − ǫ
2
∂¯0g
ρτψρψτ |g|− 12 det(θ¯JΛ)|N |g|ψ|−2m
)
Πµν
− κ|g|− 12 det(θ¯JΛ)|ψ|m
(−γˆ00) 12 vµvν + 2ǫdet(J)ℓ˜ωψˆ[µΠν]ω + 2|ψ|−1m det(J)ℓωψσh[νω hµ]σ (6.66)
and
G
µ = −Υˇµκpκσκ∂¯0
(|g|− 12 det(θ¯JΛ)vσvν)ϑν + Υˇµκ(δκω − ǫpκω)(−∂¯0S ωνγ ∂¯γ θˆ0ν
− ∂¯0
(
S
ωνγJχγ Γ
τ
χν θˆ
0
τ
)
+ vλΓωλτ det(J)ℓ˜
τ
)
+S µνγ ∂¯γ
(
vλΓτλν θˆ
0
τ
)
− ǫψˆω det(J)ℓ˜ω|ψ|mvµ − ΥˇµκvλΓκλτ det(J)ℓτ + 2|ψ|−2m det(J)ℓ[νψσ]hµσvλΓτλνψτ . (6.67)
This completes the transformation of the boundary condition (5.4) into Lagrangian coordinates.
Finally, it is not difficult from (6.23) and (6.28) to verify that the evolution equation (5.6) and boundary
condition (5.7) can be expressed in Lagrangian coordinates as
∂¯α(M
αβ ∂¯βζ) = K in [0, T ]× Ω0, (6.68)
ζ = 1 in [0, T ]× ∂Ω0, (6.69)
where
M
αβ = det(J)|g| 12 a¯αβ (6.70)
and
K = det(J)|g| 12K. (6.71)
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Summarizing, (6.4), (6.31), (6.40), (6.50), (6.65), (6.68) and (6.69) show that the Lagrangian repre-
sentation of the IBVP for the system (5.3)-(5.7) is given by
∂¯α
(
A
αβ ∂¯βϑ+X
α
)
= H in [0, T ]× Ω0, (6.72)
θ¯3α
(
A
αβ ∂¯βϑ+X
α
)
= S γ ∂¯γϑ−Rtr∂¯0(QΨ) +PΨν + G in [0, T ]× ∂Ω0, (6.73)
∂¯0φ = αθˆ
0 in [0, T ]× Ω0, (6.74)
∂¯0θˆ
0 = ϑ+ β˜θˆ0 in [0, T ]× Ω0, (6.75)
∂¯α(M
αβ ∂¯βζ) = K in [0, T ]× Ω0, (6.76)
ζ = 1 in [0, T ]× ∂Ω0, (6.77)
(ϑ, ∂¯0ϑ) = (ϑ0, ϑ1) in {0} × Ω0, (6.78)
φ = φ0 in {0} × Ω0, (6.79)
θˆ0 = θˆ00 in {0} × Ω0, (6.80)
(ζ, ∂¯0ζ) = (ζ0, ζ1) in {0} × Ω0, (6.81)
where we are now employing matrix notation,16 and we have made the definitions
Q
µν = |g|− 12 det(θ¯JΛ)|N |gΠµν , (6.82)
R
µ
ν = ǫΥˇ
µ
σp
σ
ν , (6.83)
αµν = (−γˆ00)− 12 gµν , (6.84)
β˜µν = v
λΓµλν , (6.85)
and set
A
αβ = (A αβµν), S γ = (S µνγ), P = (Pµν), Q = (Qµν), R = (Rµν ),
α = (αµν), β˜ = (β˜µν ), X
α = (X αµ), H = (H µ), G = (G µ),
φ = (φµ), ϑ = (ϑµ), θˆ
0 = (θˆ0µ), and Ψ = (Ψν).
In this formulation, the unknowns to solve for are {ϑ, φ, θˆ0, ζ}, while Ψ is determined, see (6.38) and
(6.50), by
∂¯0ϑ = λΨ+ βϑ (6.86)
where
λ = (−γˆ00) 12 |ψ|m, (6.87)
β = (βµν ) :=
(
−(−γˆ00) 12hσν ∂¯0((−γˆ00)− 12hµσ)+ hσνvλΓτλσhµτ) (6.88)
and
ψ = (ψν) =
((−γˆ00)− 12hµνϑµ). (6.89)
By (6.11) and (6.15), we know that the vector fields {v¯ = ∂¯0, e¯K = e¯µK∂¯µ} are tangent to the boundary
[0, T ]×∂Ω0 and θ¯3 = θ¯3µdx¯µ is conormal to [0, T ]×∂Ω0. From these facts and formulas (3.49) and (6.58),
it it then clear that S µνγ satisfies
S
µνγ θ¯3γ = 0 in [0, T ]× ∂Ω0 (6.90)
and
S
µνγ = −S νµγ in [0, T ]× Ω0. (6.91)
16Here, we are using the following matrix conventions: if L = (Lµν), M = (Mνµ ) and N = (N
ν
µ ) are matrices and
Y = (Yµ) and X = (Xµ) are vectors, then the various matrix products are defined as follows:
LY = (LµνYν), MY = (M
ν
µYν), LM = (L
µνMλν ) and MN = (M
ν
µN
λ
ν ).
With these conventions, we have that
M trL = (MλµL
µν), M trX = (MνµX
µ) and M trNtr = (MνµN
µ
λ
).
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Note that (6.90) is equivalent to the statement that the operator S µνγ ∂¯γ involves only derivatives that
are tangential to the boundary [0, T ]× ∂Ω0. The importance of (6.90) and (6.91) is that they allow us
to write the evolution equation (6.72) and boundary condition (6.73) as
∂¯α
(
B
αβ ∂¯βϑ+ X
α
)
= F in [0, T ]× Ω0, (6.92)
θ¯3α
(
B
αβ ∂¯βϑ+ X
α
)
= −Rtr∂¯0(QΨ) +PΨ+ G in [0, T ]× ∂Ω0, (6.93)
where
B
αβ = (Bαβµν) :=
(
A
αβµν +
2
|θ¯3|2m¯
S
µν[αm¯β]λθ¯3λ
)
(6.94)
and
F = (Fµ) :=
(
H
µ + ∂¯α
(
2
|θ¯3|2m¯
S
µν[αm¯β]λθ¯3λ
)
∂¯βϑν
)
. (6.95)
As we shall see in the following sections, this formulation of the evolution equation (6.72) and boundary
condition (6.73) is crucial for establishing the existence of solutions. We further observe from (6.41) and
(6.94) that the spatial and 00 components of Bαβ are given by
B
ΛΣ =
(
det(J)ζΥˇµν a¯ΛΣ +
2
|θ¯3|2m¯
S
µν[Λm¯Σ]λθ¯3λ
)
(6.96)
and
B
00 =
(
det(J)ζΥˇµν a¯00
)
, (6.97)
respectively.
6.3. The time differentiated IBVP. The IBVP (6.72)-(6.81), see also (6.92)-(6.93), is not yet in a
form that will allow us apply the linear existence theory for wave equations from Appendix E. To remedy
this, we will modify the IBVP by introducing a non-linear change of variables and differentiating the
evolution equations and boundary conditions in time. In order to define the change of variables, we first
set
Eµ0 = v
µ and Eµ3 = ψˆ
µ. (6.98)
Then, by (3.9), (3.26), (3.43) and (3.58), we have that
m(E0, E0) = m(E3, E3) = 1 and m(E0, E3) = 0, (6.99)
where m(X,Y ) is the positive definite inner-product defined by m(X,Y ) = mαβX
αXβ. We can use the
Gram-Schmidt algorithm to complete {Eµ0 , Eµ3 } to an orthonormal basis {Eµ0 , Eµ1 , Eµ2 , Eµ3
}
for m, that
is,
m(Ei, Ej) = mµνE
µ
i E
ν
j = δij . (6.100)
We then let {Θ0µ,Θ1µ,Θ2µ,Θ3µ} denote the dual basis, which is defined by
ΘiµE
µ
j = δ
i
j , (6.101)
or equivalently, using the matrix notation
E = (Eµi ) and Θ = (Θ
i
µ),
by
ΘE = 1I, (6.102)
where 1I is the 4× 4 identity matrix. The dual basis is also orthonormal, that is,
m(Θi,Θj) := mµνΘiµΘ
j
ν = δ
ij , (6.103)
as can be easily verified from (6.100) and (6.101).
Noting from (1.5), (3.26), (3.44) and (3.59) that we can write hµν and p
µ
ν as
hµν = δ
µ
ν − vµmνλvλ and pµν = δµν − ψˆµmνλψˆλ,
respectively, a short calculation using (6.98) and (6.100)-(6.101) shows that
Θiµh
σ
λE
λ
j = δ
i
j − δi0δ0j and ΘiµhσλEλj = δij − δi3δ3j . (6.104)
Defining
(p) = (pµν ), Π = (Π
µν), Υˇ = (Υˇµν) and v ⊗ v = (vµvν), (6.105)
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it is then not difficult to see from (3.45), (3.67)-(3.69), (5.16), (6.34), (6.100)-(6.101), (6.103) and (6.104)
that
EpΘ = P3, (6.106)
ΘtrΠΘ = P, (6.107)
ΘtrΥˇΘ =
1
1− ǫP+ P˘, (6.108)
and
Θtrv ⊗ vΘ = P0 (6.109)
where
P3 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 , (6.110)
P =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 , (6.111)
P˘ =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 (6.112)
and
P0 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 . (6.113)
With the help of (6.106)-(6.108), we then see from (6.82)-(6.83) that
ΘtrQΘ = qP (6.114)
and
ERΘ =
ǫ
1− ǫP+ ǫP0 (6.115)
where
q = |g|− 12 det(θ¯JΛ)|N |g. (6.116)
With the preliminaries out of the way, we are now ready to define our non-linear change of variables
by replacing Ψ in favour of the variable U = (Uj) defined by
U = EΨ. (6.117)
Then multiplying (6.92) and (6.93) on the left by Θtr, a straightforward calculation shows, with the help
of (6.102), (6.111)-(6.115), and (6.117), that
∂¯α
(
ΘtrBαβ ∂¯βϑ+Θ
tr
X
α
)
= ∂¯αΘ
tr
(
B
αβ ∂¯βϑ+X
α
)
+ΘtrF in [0, T ]× Ω0, (6.118)
θ¯3α
(
ΘtrBαβ ∂¯βϑ+Θ
tr
X
α
)
= − ǫq
1− ǫP∂¯0U− q
(
ǫ
1− ǫP+ ǫP0
)
Θtr∂¯0E
tr
PU
+
(
− ǫ
1− ǫ ∂¯0qP+Θ
tr
PΘ
)
U+ΘtrG in [0, T ]× ∂Ω0. (6.119)
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Differentiating (6.118)-(6.119) with respect to x¯0, we find, after replacing ∂¯0ϑ with U using (6.86) and
(6.117), that
∂¯α
(
Bαβ ∂¯βU+ X
α
)
= F in [0, T ]× Ω0, (6.120)
θ¯3α
(
Bαβ ∂¯βU+ X
α
)
= Q∂¯20U+
[
−
(
∂¯0
(
ǫ
1− ǫ
)
q +
2ǫ
1− ǫ ∂¯0q
)
P+ΘtrPΘ
− q
(
ǫ
1− ǫP+ ǫP0
)
Θtr∂¯0E
tr
P
]
∂¯0U− q
(
ǫ
1− ǫP
+ ǫP0
)
Θtr∂¯20E
tr
PU− ∂¯0
(
q
(
ǫ
1− ǫP+ ǫP0
)
Θtr
)
∂¯0E
tr
PU
+ ∂¯0
(
− ǫ
1− ǫ ∂¯0qP+Θ
tr
PΘ
)
U+ ∂¯0(Θ
tr
G ) in [0, T ]× ∂Ω0, (6.121)
where
Q = − ǫq
1− ǫP, (6.122)
Bαβ = λΘtrBαβΘ, (6.123)
Xα = ΘtrBαβ ∂¯β(λΘ)U+Θ
tr
B
αβ ∂¯β(βϑ) + ∂¯0(Θ
tr
B
αβ)∂¯βϑ+ ∂¯0(Θ
tr
X
α), (6.124)
and
F = ∂¯0
(
∂¯αΘ
tr
(
B
αβ ∂¯βϑ+X
α
)
+ΘtrF
)
. (6.125)
To proceed, we need to analyze the term ∂¯20E
tr that appears in the boundary condition (6.121) in more
detail. To do so, we, for fixed constants u0, u1 > 0, define an open set U ⊂ R×R4 ×M4×4 ×R4 ×R4 by
(ζ, φ, J, θˆ0, ϑ) ∈ U
if and only if
u0 < det(g
αβ), |gαβ | < u1, (6.126)
u0 < det(J), |J | < u1, (6.127)
u0 < −gµν θˆ0µθˆ0ν , |θˆ0| < u1, (6.128)
u0 < m
µνψµψν < u1, (6.129)
u0 < ζ < u1, (6.130)
where we recall that ψν is defined by (6.89). We further assume that time-independent spatial coframe
θ¯Iµ(x¯
Σ) satisfy
v0 < det(θ¯
I
Λ) and |θ¯I | < v1 in Ω0 (6.131)
for some constants v0, v1 > 0, where we have set
θ¯I = (θ¯Iµ).
Now, it follows from the Gram-Schmidt process and the analyticity of the inversion map that E and Θ
can be viewed as matrix valued maps that depend analytically on the vectors v and ψˆ. Consequently,
the functional dependence of E and Θ on the variables (φ, θˆ0, ψˆ) is given by
E = E(φ, θˆ0, ψˆ) and Θ = Θ(φ, θˆ0, ψˆ), (6.132)
where E and Θ depend smoothly on their arguments. Differentiating E with respect to x¯0 then gives
∂¯0E
tr = DφE
tr · ∂¯0φ+Dθˆ0Etr · ∂¯0θˆ0 +DψˆEtr · ∂¯0ψˆ. (6.133)
But, from (6.54) and (6.117), we observe, with the help of (3.67), (6.100) and (6.107), that we can write
∂¯0ψˆ as
∂¯0ψˆ = ΘPU+
(−|ψ|mvν + vλΓτλν ψˆτ). (6.134)
Substituting this into (6.133) and recalling that ψˆν is determined in terms of φ
µ, θˆ0µ and ϑµ via (3.22),
(3.43) and (6.38), we see that ∂¯0E
tr can be expressed as
∂¯0E
tr = E˜0(φ, θˆ
0, ϑ)PU+ E˜1(φ, θˆ
0, ϑ)
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where E˜0 is a linear map from R
4 to M4×4, E˜1 is M4×4-valued, and both maps are smooth in their
arguments for (φ, θˆ0, ϑ) satisfying (6.126), (6.128) and (6.129). Differentiating this expression once more
with respect to x¯0 yields
∂¯20E
tr = E˜0P∂¯0U+ ∂¯0E˜0PU+ ∂¯0E˜1.
Using this we can, with the help of (6.74)-(6.75), (6.86), (6.117) and (6.132)-(6.134), write ∂¯20E
tr
PU as
∂¯20E
tr
PU = E0(φ, θˆ
0, ϑ, U)P∂¯0U+ E1(φ, θˆ
0, ϑ, U) (6.135)
where E0 is M4×4-valued, E1 is R
4-valued, and both maps are smooth in their arguments provided that
(φ, θˆ0, ϑ) satisfies (6.126), (6.128) and (6.129). Substituting this expression into (6.119) shows that
θ¯3α
(
Bαβ ∂¯βU+ X
α
)
= Q∂¯20U+ P∂¯0U+ G in [0, T ]× ∂Ω0, (6.136)
where
P = −
(
∂¯0
(
ǫ
1− ǫ
)
q +
2ǫ
1− ǫ ∂¯0q
)
P+ΘtrPΘ− q
(
ǫ
1− ǫP+ ǫP0
)
Θtr
(
∂¯0E
tr + E0
)
P, (6.137)
G = −q
(
ǫ
1− ǫP+ ǫP0
)
ΘtrE1 − ∂¯0
(
q
(
ǫ
1− ǫP+ ǫP0
)
Θtr
)
∂¯0E
tr
PU
+ ∂¯0
(
− ǫ
1− ǫ ∂¯0qP+Θ
tr
PΘ
)
U+ ∂¯0(Θ
tr
G ), (6.138)
and we note, by (6.66), (6.107) and (6.109), that
ΘtrPΘ =
(
ǫ
1− ǫ det(J)ψˆω ℓ˜
ω − ǫ
2
∂¯0g
ρτψρψτ |g|− 12 det(θ¯JΛ)|N |g|ψ|−2m
)
P
− κ|g|− 12 det(θ¯JΛ)|ψ|m
(−γˆ00) 12P0 + ((2ǫdet(J)ℓ˜ωψˆαΠβω − 2|ψ|−1m det(J)ℓωψσhαωhβσ)Θ[iαΘj]β ). (6.139)
Finally, differentiating (6.76) and (6.77) with respect to x¯0 yields
∂¯α(M
αβ ∂¯βZ+ Y
α) = K in [0, T ]× Ω0, (6.140)
Z = 0 in [0, T ]× ∂Ω0, (6.141)
where we have set
K = ∂¯0K , (6.142)
Yα = ∂¯0M
αβ ∂¯βζ (6.143)
and
Z = ∂¯0ζ. (6.144)
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6.3.1. The complete time-differentiated system. Collecting (6.74)-(6.75), (6.86) where we use (6.117) to
replace Ψ with U, (6.120), (6.136), (6.140)-(6.141) and (6.144), we arrive at the following IBVP:
∂¯α
(
Bαβ∂¯βU+ X
α
)
= F in [0, T ]× Ω0, (6.145)
θ¯3α
(
Bαβ∂¯βU+ X
α
)
= Q∂¯20U+ P∂¯0U+ G in [0, T ]× ∂Ω0, (6.146)
∂¯0φ = αθˆ
0 in [0, T ]× Ω0, (6.147)
∂¯0θˆ
0 = ϑ+ β˜θˆ0 in [0, T ]× Ω0, (6.148)
∂¯0ϑ = λΘU+ βϑ in [0, T ]× Ω0, (6.149)
∂¯α(M
αβ ∂¯βZ+ Y
α) = K in [0, T ]× Ω0, (6.150)
Z = 0 in [0, T ]× ∂Ω0, (6.151)
∂¯0ζ = Z in [0, T ]× Ω0, (6.152)
(U, ∂¯0U) = (U0, U1) in {0} × Ω0, (6.153)
φ = φ0 in {0} × Ω0, (6.154)
θˆ0 = θˆ00 in {0} × Ω0, (6.155)
ϑ = ϑ0 in {0} × Ω0, (6.156)
(Z, ∂¯0Z) = (Z0, Z1) in {0} × Ω0, (6.157)
ζ = ζ0 in {0} × Ω0. (6.158)
Remark 6.3. From the derivation of the IBVP (6.145)-(6.158), it is clear that if the initial data is chosen
so that constraints
∂¯α
(
B
αβ ∂¯βϑ+X
α
)−F = 0 in {0} × Ω0, (6.159)
θ¯3α
(
B
αβ ∂¯βϑ+X
α
)
+Rtr∂¯0(QΨ)−PΨ− G = 0 in {0} × ∂Ω0, (6.160)
∂¯α(M
αβ ∂¯βζ)−K = 0 in {0} × Ω0, (6.161)
ζ − 1 = 0 in {0} × ∂Ω0, (6.162)
all hold on the initial hypersurface, then they will propagate. Consequently, any solution (U, φ, θˆ0, ϑ, Z, ζ)
of the IBVP (6.145)-(6.158) that is generated from initial data satisfying the constraints (6.159)-(6.162)
will determine a solution of the IBVP (6.72)-(6.81) given by (φ, θˆ0, ϑ, ζ).
6.3.2. Coefficient smoothness and estimates. It is not difficult to verify that functional dependence of the
coefficients that appear in the system (6.145)-(6.150) on the variables {σ, θ¯I , ζ, φ, θˆ0, ϑ, U}, where
σ = (σi
k
j),
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is as follows:17
α = α(φ, θˆ0), (6.163)
β˜ = β˜(φ, θˆ0), (6.164)
β = β(φ, θˆ0, ϑ), (6.165)
Θ = Θ(φ, θˆ0, ϑ), (6.166)
λ = λ(φ, θˆ0, ϑ), (6.167)
M
αβ = M αβ(ζ, D¯|1|φ, θˆ0), (6.168)
K = K(σ, θ¯I , D¯|1|ζ, D¯|1|Z, ∂¯0Z, D¯
|1|φ, D¯|1|θˆ0, D¯|1|ϑ, U), (6.169)
Yα = Yα(D¯|1|ζ, Z, D¯|1|φ, D¯|1|θˆ0, ϑ) (6.170)
Bαβ = Bαβ(σ, θ¯I , ζ, D¯|1|φ, D¯|1|θˆ0, ϑ), (6.171)
B
ΛΣ = BΛΣ(θ¯I , ζ, D¯|1|φ, θˆ0, ϑ), (6.172)
F = F(σ, D¯|1|θ¯I , D¯|1|ζ, ∂¯
|2|
0 Z, D¯∂¯
|1|
0 Z, D¯
|2|φ, D¯|2|θˆ0, D¯|1|ϑ, D¯|1|U, ∂¯0U), (6.173)
Xα = Xα(σ, θ¯I , ζ, ∂¯
|1|
0 Z, D¯
|1|φ, D¯|1|θˆ0, D¯|1|ϑ, U), (6.174)
Q = Q(θ¯I , 6D¯|1|φ, θˆ0, ϑ), (6.175)
P = P(θ¯I , 6D¯|1|φ, 6D¯|1|θˆ0, ϑ, U) (6.176)
and
G = G(θ¯I , 6D¯|1|φ, 6D¯|1|θˆ0, 6D¯|1|ϑ, U), (6.177)
where 6D¯ denotes the derivatives tangent to the spatial boundary ∂Ω0. Moreover, it is also not difficult
to verify that the coefficients depend smoothly on their arguments provided that (ζ, φ, ∂¯φ, θˆ0, ϑ) ∈ U , see
(6.126)-(6.130) above, and the spatial coframe θ¯I satisfies (6.131).
Lemma 6.4. Suppose s > n/2 + 1/2, σi
k
j ∈ Hs+ 12 (Ω0), θ¯I ∈ Hs+ 12 (Ω0,R4), ζ, ∂¯0ζ, Z ∈ X s+
3
2
T (Ω0),
φ, ∂¯0φ, θˆ
0, ∂¯0θˆ
0,ϑ ∈ X s+ 32T (Ω0,R4), U ∈ X s+1T (Ω0,R4), and (ζ, φ, θˆ0, ϑ, θ¯I) satisfy (6.126)-(6.130) and
(6.131), where J = ∂¯φ, and let
N =
1∑
ℓ=0
(
‖∂¯ℓ0ζ‖Es+32 + ‖∂¯
ℓ
0φ‖Es+32 + ‖∂¯
ℓ
0θˆ
0‖
Es+
3
2
)
+ ‖Z‖
Es+
3
2
+ ‖ϑ‖
Es+
3
2
+ ‖U‖Es+1.
Then
1∑
ℓ=0
(
‖∂¯ℓ0α‖Es+32 + ‖∂¯
ℓ
0β˜‖Es+32
)
+ ‖β‖
Es+
3
2
+ ‖Θ‖
Es+
3
2
+ ‖E‖
Es+
3
2
+ ‖λΘ‖
Es+
3
2
≤ C(N ),
1∑
ℓ=0
(
‖∂¯ℓ0B‖Es+12 + ‖∂¯
ℓ
0Q‖Es+12 + ‖∂¯
ℓ
0Y‖Es+12 + ‖∂¯
ℓ
0M ‖Es+12
)
+‖∂¯0 ~B‖
Es+
1
2
+ ‖G‖
Es+
1
2
+ ‖K‖
Es+
1
2
+ ‖P‖
Es+
1
2
+‖X‖
Es+
1
2
+‖F‖
Es−
1
2
+ ‖∂¯2s0 F‖L2(Ω0) ≤ C
(
‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,N
)
N
and
‖α(x¯0)‖
Es+
3
2
+ ‖β˜(x¯0)‖
Es+
3
2
+ ‖P(x¯0)‖Hs(Ω0) + ‖ ~B(x¯0)‖Hs+12 (Ω0)
+‖B(x¯0)‖
Hs+
1
2 (Ω0)
+ ‖M (x¯0)‖
Hs+
1
2 (Ω0)
+
1∑
ℓ=0
‖∂¯ℓ0Q(x¯0)‖Hs+1−ℓ2 (Ω0) ≤ Ξ(x¯
0),
17Here, we are freely employing the evolution equations (6.147), (6.148), (6.149) and (6.152) to replace any appearance
of ∂¯0φ, ∂¯0θˆ, ∂¯0ϑ, and ∂¯0ζ with the corresponding right hand side of those equations, and equation (6.117) to replace any
appearance of Ψ with ΘU.
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where ~B = (BΛΣ) and
Ξ(x¯0) = C
(
‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,N (0)
)
+
∫ x¯0
0
C
(
‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,N (τ)
)
N (τ) dτ.
Proof. We will only establish the estimates for ‖B‖
Hs+
1
2 (Ω0)
, ‖∂¯0B‖
Es+
1
2
and ‖∂¯2s0 F‖L2(Ω0) with the rest
established in a similar fashion. We begin by setting
y = (ζ, D¯|1|φ, D¯|1|θˆ0, ϑ)
and observing, by (6.171), that
∂¯0B
αβ = DyB
αβ(σ, θ¯I , y)∂¯0y.
We then deduce from Proposition C.12 that
‖B‖
Es+
1
2
≤ C
(
(‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
, ‖y‖
Es+
1
2
)
(6.178)
and
‖∂¯0B‖
Es+
1
2
≤ C
(
(‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,
1∑
ℓ=0
‖∂¯ℓ0y‖Es+12
) 1∑
ℓ=0
‖∂¯ℓ0y‖Es+12 . (6.179)
But, noting that
‖(D¯|1|v, w)‖
Es+
1
2
= ‖(D¯|1|v, w)‖
Es+
1
2
,2s+1 . ‖v‖Es+32 ,2s+1 + ‖w‖Es+12 ,2s+1 . ‖v‖Es+32 + ‖w‖Es+1,
the estimates
‖B‖
Es+
1
2
≤ C
(
‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,N
)
(6.180)
and
‖∂¯0B‖
Es+
1
2
≤ C
(
‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,N
)
N (6.181)
then follow directly from (6.178) and (6.179), respectively. Writing Bαβ as Bαβ(x¯0) = Bαβ(0)+
∫ x¯0
0 ∂¯0B
αβ(τ) dτ ,
we find, after applyingHs+
1
2 (Ω0) norm and using the triangle inequality and the estimates (6.180)-(6.181),
that
‖B(x¯0)‖
Hs+
1
2 (Ω0)
≤ C
(
‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,N (0)
)
+
∫ x¯0
0
C
(
‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,N (τ)
)
N (τ) dτ.
Turning to the estimate involving F, we have from (6.173) that
F = F (σ, D¯|1|θ¯I , z) (6.182)
where
z =
(
D¯|1|ζ, ∂¯
|2|
0 Z, D¯∂¯
|1|
0 Z, D¯
|2|φ, D¯|2|θˆ0, D¯|1|ϑ, D¯|1|U, ∂¯0U
)
.
Before proceeding, we observe that
‖D¯|2|v‖
Es−
1
2
,2s−2 + ‖∂¯0D¯|2|v‖Es− 12 ,2s−2 . ‖v‖Es+32 ,2s−2 + ‖∂¯0v‖Es+32 ,2s−2
. ‖v‖
Es+
3
2
+ ‖∂¯0v‖
Es+
3
2
,
‖∂¯|3|0 v‖Es− 12 ,2s−2 + ‖∂¯0D¯
|1|∂¯0v‖
Es−
1
2
,2s−2 . ‖v‖Es+1,2s+1 + ‖v‖Es+32 ,2s
. ‖v‖
Es+
3
2
and
‖D¯|1|w‖
Es−
1
2
,2s−2 + ‖∂¯0D¯|1|w‖Es− 12 ,2s−2 + ‖∂¯
|2|
0 w‖Es− 12 ,2s−2 . ‖w‖Es+12 ,2s−2 + ‖w‖Es+1,2s−1 + ‖w‖Es+12 ,2s
. ‖w‖Es+1 .
From these inequalities, we then get
‖z‖
Es−
1
2
,2s−2 + ‖∂¯0z‖Es− 12 ,2s−2 . N . (6.183)
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Moreover, from the inequalities
‖∂¯2s0 D¯|2|v‖L2(Ω0) . ‖∂¯2s−10 ∂¯0v‖H2(Ω0)
. ‖∂¯0v‖
Es+
3
2
,
‖∂¯2s0 ∂¯|2|0 v‖L2(Ω0) + ‖∂¯2s0 D¯|1|∂¯0v‖L2(Ω0) . ‖∂¯2s+20 v‖L2(Ω0) + ‖∂¯2s+10 v‖H1(Ω0)
. ‖v‖
Es+
3
2
and
‖∂¯2s0 ∂¯0w‖L2(Ω0) + ‖∂¯2s0 D¯|1|w‖L2(Ω0) . ‖w‖Es+1 + ‖∂¯2s0 w‖H1(Ω0)
. ‖w‖Es+1,
we also have
‖∂¯2s0 z‖L2(Ω0) . N . (6.184)
Next, differentiating (6.182) with respect to x¯0 yields
∂¯0F = DzF(σ, D¯
|1|θ¯I , z)∂¯0z.
Using this, we can express ∂¯2s0 F as
∂¯2s0 F = [∂¯
2s−1
0 , DzF(σ, D¯
|1|θ¯I , z)]∂¯0z+DzF(σ, D¯
|1|θ¯I , z)∂¯2s0 z.
Then using Proposition C.11, with s3 = s− 12 , s1 = s, s2 = s− 12 and ℓ = 2s− 1, to bound the first term
on the right hand side of the above expression, and Sobolev and Ho¨lder’s inequalities (Theorems C.1 and
C.3) to bound the second term, we obtain the estimate
‖∂¯2s0 F‖L2(Ω) . ‖∂¯0DzF‖Es−12 ,2s−2‖∂¯0z‖Es− 12 ,2s−2 + ‖DzF‖Hs− 12 (Ω)‖∂¯
2s
0 z‖L2(Ω). (6.185)
Noting that
∂¯0
(
DzF(σ, D¯
|1|θ¯I , z)
)
= D2zF(σ, D¯
|1|θ¯I , z)∂¯0z,
the estimate
‖∂¯2s0 F‖L2(Ω0) ≤ C
(‖θ¯I‖
Hs+
1
2 (Ω0)
, ‖σ‖
Hs+
1
2 (Ω0)
,N )N
follows directly from (6.183), (6.184), (6.185) and an application of Proposition C.12. 
6.3.3. Coefficient relations, inequalities and coercive estimates. From the definitions (6.94), (6.97) and
(6.123), we note that the matrices Bαβ and Bαβ satisfy
(Bαβ)tr = Bβα and (Bαβ)tr = Bβα, (6.186)
respectively. Furthermore, recalling that ǫ is given by (5.18) where ǫ0 > 0, we see from (6.129) that
0 <
ǫ0 +
√
u0
ǫ0
≤ 1
1− ǫ ≤
ǫ0 +
√
u1
ǫ0
. (6.187)
Using this bound, it is not difficult to verify that there exists constants ba = ba(ǫ0,~u,~v) > 0, a = 0, 1,
where
~v = (v0, v1) and ~u = (u1, u2),
such that the inequalities (
χ
∣∣B00(θ¯I , ζ, ∂¯|1|φ, θˆ0, ϑ)χ) ≤ −b0|χ|2 (6.188)
and (
χ
∣∣BΣΛ(θ¯I , ζ, φ, ∂¯φ, θˆ0)χ)ηΣηΛ ≥ b1|χ|2|η|2 (6.189)
hold for all (χ, η) ∈ R4×R3, and (θ¯I , ζ, φ, J = ∂¯φ, θˆ0, ϑ) that satisfy (6.126)-(6.130) and (6.131) Similarly,
we see from the definition (6.70) that M αβ satisfies
M
αβ = M βα, (6.190)
and there exists constants ma = ma(~u) > 0, a = 0, 1, such that
M
00(φ, ∂¯φ, θˆ0) ≤ −m0 (6.191)
and
M
ΣΛ(φ, ∂¯φ, θˆ0)ηΣηΛ ≥ m1|η|2 (6.192)
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for all η ∈ R3 and (φ, J = ∂¯φ, θˆ0) satisfying (6.126)-(6.128). Moreover, it is clear from the definition
(6.87) that the exists a constant l (~u,~v) > 0 such that the inequality
0 < u0 ≤ λ(φ, θˆ0, ϑ) ≤ l (6.193)
holds for all (ζ, φ, ϑ) satisfying (6.126), (6.128) and (6.129).
Next, we establish coercive estimates in the following two lemmas for the bilinear forms associated to
MΛΣ, BΛΣ and BΛΣ.
Lemma 6.5. Suppose, φ ∈ C1(Ω0,R4), θˆ0 ∈ C0(Ω0,R4), and (φ, ∂¯φ, θˆ0) satisfies (6.126)-(6.128) on Ω0.
Then there exists positive constants κ0 = κ0(~u) > 0 and µ0 = µ0(~u) > 0 such that
〈∂¯Λu|MΛΣ∂¯Σu〉Ω0 ≥ κ0‖u‖2H1(Ω0) − µ0‖u‖2L2(Ω0)
for all u ∈ H10 (Ω0).
Proof. The stated coercive estimate is a direct consequence of the inequality (6.192). 
Lemma 6.6. Suppose ζ ∈ C0(Ω0), φ ∈ C1(Ω0,R4), θ¯I , θˆ0, ϑ ∈ C0(Ω0,R4), and (θ¯I , ζ, φ, ∂¯φ, θˆ0) satisfies
(6.126)-(6.130) and (6.131) on Ω0. Then there exists constants w > 0, κ1 = κ1(ǫ0,~u,~v ,w) > 0 and
µ1 = µ1(ǫ0,~u,~v ,w) > 0 such that
〈∂¯Λu|BΛΣ∂¯Σu〉Ω0 ≥ κ1‖u‖2H1(Ω0) − µ1‖u‖2L2(Ω0)
and
〈∂¯Λu|BΛΣ∂¯Σu〉Ω0 ≥ κ1‖u‖2H1(Ω0) − µ1‖u‖2L2(Ω0)
and for all u ∈ H1(Ω0,R4) provided that18 ψˆ satisfies |θˆ3 + ψˆ| < w on Ω0.
Proof. From the bound (6.187) and the formulas (3.26)-(3.27), (5.16), (6.58) and (6.96), it is clear that
the matrices BΛΣ are closely related to the matrices BΛΣ from Lemma 8.3 from [54] when θˆ3 + ψˆ = 0,
and moreover, that a straightforward adaptation of the arguments used to derive the coercive estimates
given in Lemma 8.3 from [54] can be used establish the existence of constants κ˜1 = κ˜1(ǫ0,~u,~v) > 0 and
µ˜1 = µ˜1(ǫ0,~u,~v) > 0 such that the coercive estimate
〈∂¯Λu|BΛΣ∂¯Σu〉Ω0 ≥ κ˜1‖u‖2H1(Ω0) − µ˜1‖u‖2L2(Ω0), ∀ u ∈ H1(Ω0,R4), (6.194)
holds. With the help of a perturbation and covering argument similar to Steps 2 & 3 from the proof of
Theorem 3.42 in [26], it is not difficult to see that the coercive estimate (6.194) implies, for w > 0 small
enough, the existence of constants κ1 = κ1(ǫ0,~u,~v ,w) > 0 and µ1 = µ1(ǫ0,~u,~v ,w) > 0 such that
〈∂¯Λu|BΛΣ∂¯Σu〉Ω0 ≥ κ1‖u‖2H1(Ω0) − µ1‖u‖2L2(Ω0), ∀ u ∈ H1(Ω0,R4), (6.195)
provided that |θˆ3 + ψˆ| < w on Ω0. Furthermore, we see from (6.123) that BΛΣ and BΛΣ are related the
non-singular, see (6.103), (6.132) and (6.193), change of basis
√
λΘ, that is, BΛΣ = (
√
λΘ)trBΛΣ
√
λΘ.
Using this fact together with another perturbation and covering argument, we deduce from the coercive
estimate (6.195) the existence of constants κ2 = κ2(ǫ0,~u,~v ,w) > 0 and µ2 = µ2(ǫ0,~u,~v ,w) > 0 such that
〈∂¯Λu|BΛΣ∂¯Σu〉Ω0 ≥ κ1‖u‖2H1(Ω0) − µ1‖u‖2L2(Ω0), ∀ u ∈ H1(Ω0,R4).

Next, we observe from (6.137) and (6.139) that we can decompose the matrix P as
P = P0P0P− κpP0 + PP1P+ P2 (6.196)
where
P0 = −qǫΘtr
(
∂¯0E
tr + E0
)
, (6.197)
P1 =
(
−∂¯0
(
ǫ
1− ǫ
)
q − 2ǫ
1− ǫ ∂¯0q +
ǫ
1− ǫ det(J)ψˆω ℓ˜
ω
− ǫ
2
∂¯0g
ρτψρψτ |g|− 12 det(θ¯JΛ)|N |g|ψ|−2m
)
1I − ǫq
1− ǫΘ
tr
(
∂¯0E
tr + E0
)
, (6.198)
P2 =
((
2ǫdet(J)ℓ˜ωψˆαΠβω − 2|ψ|−1m det(J)ℓωψσhαωhβσ
)
Θ[iαΘ
j]
β
)
(6.199)
18See (3.24), (3.43) and (6.89).
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and
p = |g|− 12 det(θ¯JΛ)|ψ|m
(−γˆ00) 12 . (6.200)
Lemma 6.7. Suppose s ∈ R and
1
2
|P0|2op + |P1|op + |s|
∣∣∣∣∂¯0( ǫq1− ǫ
)∣∣∣∣ ≤ r .
Then there exists positive constants χ = χ(r ,~u,~v) > 0, κ = κ(~u,~v) > 0, and qa(ǫ0,~u,~v) > 0, a = 0, 1,
such that
q0P ≤ −Q ≤ q1P
and
P+ s∂¯0Q+ χQ ≤ 0.
Proof. From the bounds (6.126)-(6.129) and (6.131), and the definitions (5.18), (6.116) and (6.200), it is
clear that there exists positive constants qa = qa(ǫ0,~u,~v) > 0 and p = p(~u,~v) > 0 such that
0 < q0 ≤ ǫq
1− ǫ =
|ψ|mq
ǫ0
≤ q1 (6.201)
and
p ≥ p. (6.202)
Using (6.201), it then follows from (6.122) that the matrix Q satisfies
q0P ≤ −Q ≤ q1P,
which establishes the first of the stated inequalities.
Next, we fix a vector Y = (y0, y1, y2, y3) ∈ R4 and decompose it as
Y = y0e0 + ~Y + y3e3
where ei, i = 0, 1, 2, 3, is the standard basis for R
4 and
~Y = (0, y1, y2, 0).
Then after a short calculation using (6.111), (6.113), (6.122) and (6.196), we find that
(Y |PY ) + s(Y |∂¯0QY ) + χ(Y |QY ) = y0(e0|P0~Y )− κpy20 + (~Y |P1~Y )− s∂¯0
(
ǫq
1− ǫ
)
|~Y |2 − χq|~Y |2,
and hence, with the help of the Cauchy-Schwartz inequality, that
(Y |PY ) + s(Y |∂¯0QY ) + χ(Y |QY ) ≤ |y0||P0~Y | − κpy20 + |~Y ||P1~Y |+ |s|
∣∣∣∣∂¯0( ǫq1− ǫ
)∣∣∣∣|~Y |2 − χq|~Y |2
≤ |y0||P0|op|~Y | − κpy20 +
(
|P1|op + |s|
∣∣∣∣∂¯0( ǫq1− ǫ
)∣∣∣∣− χ ǫq1− ǫ
)
|~Y |2.
From this, we deduce
(Y |PY ) + s(Y |∂¯0QY ) + χ(Y |QY ) ≤
(
1
2
− κp
)
y20 +
(
1
2
|P0|2op + |P1|op + |s|
∣∣∣∣∂¯0( ǫq1− ǫ
)∣∣∣∣− χ ǫq1− ǫ
)
|~Y |2
via an application of Young’s inequality. But
1
2
|P0|2op + |P1|op + |s|
∣∣∣∣∂¯0( ǫq1− ǫ
)∣∣∣∣ ≤ r
by assumption, and so, we have that
(Y |PY ) + s(Y |∂¯0QY ) + χ(Y |QY ) ≤
(
1
2
− κp
)
y20 +
(
r − χ ǫq
1− ǫ
)
|~Y |2.
Assuming that κ and χ are both positive, we see from (6.201), (6.202) and the above inequality that
(Y |PY ) + s(Y |∂¯0QY ) + χ(Y |QY ) ≤
(
1
2
− κp
)
y20 + (r − χq0)|~Y |2
from which we conclude that
(Y |PY ) + s(Y |∂¯0QY ) + χ(Y |QY ) ≤ 0
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by setting χ = q0/r and κ = 1/(2p). This establishes the second stated inequality and completes the
proof. 
6.4. Local-in-time existence and uniqueness of solutions.
Definition 6.8. Given s = k/2 with k ∈ Z, we say the the initial data19
(U0, U1, U˜2s+1) ∈ Hs+1(Ω0,R4)×Hs+ 12 (Ω0,R4)× L2(∂Ω0,Ran(P)), (6.203)
(φ0, θˆ
0
0, ϑ0) ∈ Hs+
3
2 (Ω0,R
4)×Hs+ 32 (Ω0,R4)×Hs+ 32 (Ω0,R4), (6.204)
(ζ0, Z0, Z1) ∈ Hs+ 32 (Ω0)×Hs+ 32 (Ω0)×Hs+1(Ω0), (6.205)
for the IBVP (6.145)-(6.158) satisfies the compatibility conditions if the higher formal time derivatives
Uℓ = ∂¯
ℓ
0U
∣∣
x¯0=0
, ℓ = 2, 3 . . . , 2s+ 1,
φℓ = ∂¯
ℓ
0φ
∣∣
x¯0=0
, ℓ = 1, 2, . . . , 2s+ 2,
θˆ0ℓ = ∂¯
ℓ
0θˆ
0
∣∣
x¯0=0
, ℓ = 1, 2, . . . , 2s+ 2,
ϑℓ = ∂¯
ℓ
0ϑ
∣∣
x¯0=0
, ℓ = 1, 2, . . . , 2s+ 2,
ζℓ = ∂¯
ℓ
0ζ
∣∣
x¯0=0
, ℓ = 1, 2, . . . , 2s+ 2,
Zℓ = ∂¯
ℓ
0Z
∣∣
x¯0=0
, ℓ = 2, 3 . . . , 2s+ 2,
which are generated from the initial data by differentiating (6.145), (6.147)-(6.150) and (6.152) formally
with respect to x¯0 the required number of times and setting x¯0 = 0, satisfy
Uℓ ∈ Hs+1−
m(s+1,ℓ)
2 (Ω0,R
4), ℓ = 2, 3, . . . , 2s+ 1,
φℓ, θˆ
0
ℓ , ϑℓ ∈ Hs+
3
2−
m(s+3
2
,ℓ)
2 (Ω0,R
4), ℓ = 1, 2, . . . , 2s+ 2,
ζℓ ∈ Hs+ 32−
m(s+3
2
,ℓ)
2 (Ω0), ℓ = 1, 2, . . . , 2s+ 2,
Zℓ ∈ Hs+ 32−
m(s+3
2
,ℓ)
2 (Ω0), ℓ = 2, 3, . . . , 2s+ 2,
and
∂¯ℓ0
(
θ¯3α
(
Bαβ ∂¯βU + X
α
)− Q∂¯20U − P∂¯0U− G) = 0 in {0} × ∂Ω0, ℓ = 0, 1, . . . , 2s− 1,
∂¯ℓ0Z = 0 in {0} × ∂Ω0, ℓ = 0, 1, . . . , 2s+ 1,
where the (2s+1) formal time derivative of U restricted to the boundary ∂Ω0 at x¯
0 = 0 is given by U˜2s+1,
that is20
∂¯2s+10 U|{0}×∂Ω0 = U˜2s+1.
For use below, we also define the function space
YsT =X s+1T (Ω0,R4)×X0T (∂Ω0,Ran(P))× X˚
s+ 32
T (Ω0,R
4)
× X˚ s+ 32T (Ω0,R4)×X
s+ 32
T (Ω0,R
4)× X˚ s+ 32T (Ω0)×X
s+ 32
T (Ω0). (6.206)
Theorem 6.9. Suppose s > n/2 + 1/2 and s = k/2 for k ∈ Z≥0, σikj ∈ Hs+ 12 (Ω), the spatial coframe
fields θ¯I ∈ Hs+ 12 (Ω0,R4) satisfy the inequalities (6.131) for some positive constants v0, v1, the initial data
(6.203)-(6.205) satisfies the compatibility conditions from Definition 6.8, the inequalities (6.126)-(6.130)
for some positive constants u0, u1, and the restriction |ψˆ+ θˆ3| ≤ w where w is the positive constant from
Lemma 6.6, and the constant κ > 0 is chosen as in the statement of Lemma 6.7. Then there exists a
T > 0 and maps (U, V, φ, θˆ0, ϑ, ζ, Z) ∈ YsT that determine a solution (U, φ, θˆ0, ϑ, ζ, Z) to the IBVP (6.145)-
(6.158) that satisfies the additional property that V|x¯0=0 = U˜2s+1 and the pair (∂¯2s0 U, V) defines a weak
19We assume here that the functions σi
k
j ∈ Hs+
1
2 (Ω) and the spatial coframe θ¯I ∈ Hs+ 12 (Ω0,R4), I = 1, 2, 3, have
been fixed and θ¯I satisfies the inequalities (6.131) for some positive constants v0, v1.
20In general, the this expression has to be taken as a definition and not as the restriction of U2s+1 to the boundary ∂Ω0
since the trace of U2s+1 on the boundary is not necessarily well defined due to our assumption that U2s+1 ∈ L2(Ω0).
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solution to the linear wave equation that is obtained from differentiating (6.145)-(6.146) 2s-times with
respect to x¯0. Moreover, the solution (U, φ, θˆ0, ϑ, ζ, Z) is unique in the space
Xs+1,2T (Ω0,R
4)× X˚s+ 32 ,3T (Ω0,R4)× X˚
s+ 32 ,3
T (Ω0,R
4)×Xs+ 32 ,3T (Ω0,R4)× X˚
s+ 32 ,3
T (Ω0)×X
s+ 32 ,3
T (Ω0)
and satisfies the energy estimate
R(x¯0) ≤ c
(
R(0) +
∫ x¯0
0
C(N (τ))(R(τ) +N (τ)) dτ)
where
R = N + ‖V‖L2(∂Ω0),
N =
1∑
ℓ=0
(
‖∂¯ℓ0ζ‖Es+32 + ‖∂¯
ℓ
0φ‖Es+32 + ‖∂¯
ℓ
0θˆ
0‖
Es+
3
2
)
+ ‖Z‖
Es+
3
2
+ ‖ϑ‖
Es+
3
2
+ ‖U‖Es+1
and
c = C(N (0)) + TC(‖N‖L∞([0,T ]))‖N‖L∞([0,T ]).
Proof.
Existence: We begin by defining the formal solution generated from the initial data by setting21
Uf (x¯
0, x¯Λ) =
2s+1∑
ℓ=0
(x¯0)ℓ
ℓ!
Uℓ(x¯
Λ), Vf (x¯
0, x¯Λ) = U˜2s+1(x¯
Λ), φf (x¯
0, x¯Λ) =
2s+3∑
ℓ=0
(x¯0)ℓ
ℓ!
φℓ(x¯
Λ),
θˆ0f (x¯
0, x¯Λ) =
2s+3∑
ℓ=0
(x¯0)ℓ
ℓ!
θˆ0ℓ (x¯
Λ), ϑf (x¯
0, x¯Λ) =
2s+2∑
ℓ=0
(x¯0)ℓ
ℓ!
ϑℓ(x¯
Λ),
ζf (x¯
0, x¯Λ) =
2s+3∑
ℓ=0
(x¯0)ℓ
ℓ!
ζℓ(x¯
Λ) and Zf (x¯
0, x¯Λ) =
2s+2∑
ℓ=0
(x¯0)ℓ
ℓ!
Zℓ(x¯
Λ),
and we let
Rf = ‖Uf‖X s+11 + ‖Vf‖X01 + ‖φf‖X˚s+321
+ ‖θˆ0f‖
X˚
s+3
2
1
+ ‖ϑf‖
X
s+3
2
1
+ ‖ζf‖
X˚
s+3
2
1
+ ‖Zf‖
X
s+3
2
1
.
Assuming that T ∈ (0, 1] and δ > 0, we fix R > Rf and we define a non-empty, closed set
BR,δ ⊂ YsT
by
(U`, V`, φ`,
`ˆ
θ0, ϑ`, ζ` , Z`) ∈ BR,δ
if and only if
‖U`‖X s+1T + ‖V`‖X0T + ‖φ`‖X˚ s+32T
+ ‖ `ˆθ0‖
X˚
s+3
2
T
+ ‖ϑ`‖
X
s+3
2
T
+ ‖ζ`‖
X˚
s+3
2
T
+ ‖Z`‖
X
s+3
2
T
≤ R,
sup
0≤x¯0≤T
(
‖ζ´(x¯0)− ζf (0)‖Es,0 + ‖φ´(x¯0)− φf (0)‖Es+1,1 + ‖ ´ˆθ0(x¯0)− θˆ0f (0)‖Es,0 + ‖ϑ´(x¯0)− ϑf (0)‖Es,0
)
≤ δ,
21Note, by the definition of the compatibility conditions, that φℓ and θˆ
0
ℓ
are related via formal differentiation of the
evolution equation (6.147). This allows us to define φ2s+3 in terms of (φℓ, θˆ
0
ℓ
), 0 ≤ ℓ ≤ 2s+ 2. Moreover, with the help of
the calculus inequalities from Appendix C, it is not difficult to verify that
‖∂¯0φf‖
X
s+3
2
1
≤ C
(
‖φf‖
X
s+3
2
1
, ‖θˆ0f‖
X
s+3
2
1
)
.
By using similar arguments involving the evolution equations (6.148) and (6.152), we can also define θˆ02s+3 and ζ2s+3 in
terms of the initial data (φℓ, θˆ
0
ℓ
, ϑℓ, Zℓ), 0 ≤ ℓ ≤ 2s+ 2, and bound ∂¯0θˆ0f and ∂¯0ζf by
‖∂¯0θˆ0f‖
X
s+3
2
1
+ ‖∂¯0ζf‖
X
s+ 3
2
1
≤ C
(
‖φf‖
X
s+3
2
1
, ‖θˆ0f‖
X
s+3
2
1
, ‖ϑf‖
X
s+3
2
1
, ‖Zf‖
X
s+3
2
1
)
.
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∂¯ℓ0U`
∣∣
x¯0=0
= Uℓ, ℓ = 0, 1, . . . , 2s+ 1,
V`
∣∣
x¯0=0
= U˜2s+1,
∂¯ℓ0φ`
∣∣
x¯0=0
= φℓ, ℓ = 0, 1, . . . , 2s+ 3,
∂¯ℓ0
`ˆ
θ0
∣∣
x¯0=0
= θˆ0ℓ , ℓ = 0, 1, . . . , 2s+ 3,
∂¯ℓ0ϑ`
∣∣
x¯0=0
= ϑℓ, ℓ = 0, 1, . . . , 2s+ 2,
∂¯ℓ0ζ`
∣∣
x¯0=0
= ζℓ, ℓ = 0, 1, . . . , 2s+ 3
and
∂¯ℓ0Z`
∣∣
x¯0=0
= ζℓ, ℓ = 0, 1, . . . , 2s+ 2.
By the choice of initial data, the formal solution satisfies
(ζf (x¯), φf (x¯), ∂¯φf (x¯), θˆ
0
f (x¯), ϑ(x¯)) ∈ U , ∀ x¯ ∈ {0} × Ω0,
and
|ψˆf (x¯)− θˆ3(x¯)| < w , ∀ x¯ ∈ {0} × ∂Ω0.
Choosing δ > 0 small enough, we see from the definition of the setBR,δ and Sobolev’s inequality (Theorem
C.2) that any element (U`, V`, φ`,
`ˆ
θ0, ϑ`, ζ` , Z`) ∈ BR,δ will satisfy
(ζ`(x¯), φ`(x¯), ∂¯φ`(x¯),
`ˆ
θ0(x¯), ϑ`(x¯)) ∈ U , ∀ x¯ ∈ [0, T ]× Ω0, (6.207)
and
| `ˆψ(x¯)− θˆ3(x¯)| < w , ∀ x¯ ∈ [0, T ]× ∂Ω0. (6.208)
We then define a map
JT : BR,δ −→ YsT (6.209)
by letting
(U´, V´, φ´,
´ˆ
θ0, ϑ´, ζ´, Z´) := JT (U`, V`, φ`, `ˆθ0, ϑ`, ζ` , Z`)
denote the unique solution to the linear IBVP
∂¯α
(
B`αβ ∂¯β U´+ X`
α
)
= F` in [0, T ]× Ω0, (6.210)
θ¯3α
(
B`αβ ∂¯β U´+ X`
α
)
= Q`∂¯20 U´+ P`∂¯0U´+ G` in [0, T ]× ∂Ω0, (6.211)
∂¯0φ´ = α`
´ˆ
θ0 in [0, T ]× Ω0, (6.212)
∂¯0
´ˆ
θ0 = ϑ´+
`˜
β
´ˆ
θ0 in [0, T ]× Ω0, (6.213)
∂¯0ϑ´ = λ`Θ`U´+ β`ϑ` in [0, T ]× Ω0, (6.214)
∂¯α(M`
αβ ∂¯β Z´+ Y`
α) = K` in [0, T ]× Ω0, (6.215)
Z´ = 0 in [0, T ]× ∂Ω0, (6.216)
∂¯0ζ´ = Z´ in [0, T ]× Ω0, (6.217)
(U´, ∂¯0U´) = (U0, U1) in {0} × Ω0, (6.218)
φ´ = φ0 in {0} × Ω0, (6.219)
´ˆ
θ0 = θˆ00 in {0} × Ω0, (6.220)
ϑ´ = ϑ0 in {0} × Ω0, (6.221)
(Z´, ∂¯0Z´) = (Z0, Z1) in {0} × Ω0, (6.222)
ζ´ = ζ0 in {0} × Ω0, (6.223)
V´ = U˜2s+1 in {0} × ∂Ω0, (6.224)
where the pair (∂¯2s0 U´, V´) defines a weak solution to the linear wave equation that is obtained from dif-
ferentiating (6.210)-(6.211) 2s-times with respect to x¯0, and we are using the grave accent over the
coefficients that appear in the IBVP to indicate that those coefficients are being evaluated using the
fields (U`, φ`,
`ˆ
θ0, ϑ`, ζ` , Z`), e.g. λ` = λ(φ`,
`ˆ
θ0, ψ`).
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For any T ∈ (0, 1], the existence of a solution
(U´, V´, φ´,
´ˆ
θ0, ϑ´, ζ´ , Z´) ∈ Y˜sT , (6.225)
where
Y˜sT =X s+1T (Ω0,R4)×X0T (∂Ω0,Ran(P))× X˚
s+ 12
T (Ω0,R
4)
× X˚ s+ 12T (Ω0,R4)×X s+1T (Ω0,R4)× X˚
s+ 32
T (Ω0)×X
s+ 32
T (Ω0),
is then a direct consequence of the Theorems E.3 and E.10, Proposition C.14, and the estimates from
Lemmas 6.4-6.7 and Propositions C.10, C.14 and C.15 (see also (6.176) and (6.177)). Furthermore, from
these results, we deduce that the energy estimate
R´0(x¯0) ≤ c
(
R´0(0) +
∫ x¯0
0
C(N` (τ))(R´0(τ) + N` (τ)) dτ) (6.226)
holds for x¯0 ∈ [0, T ], where
R´0 =
1∑
ℓ=0
(
‖∂¯ℓ0ζ´‖Es+32 + ‖∂¯
ℓ
0φ´‖Es+1 + ‖∂¯ℓ0 ´ˆθ0‖Es+1
)
+ ‖Z´‖
Es+
3
2
+ ‖ϑ´‖Es+1 + ‖U´‖Es+1 + ‖V´‖L2(∂Ω0),
N` =
1∑
ℓ=0
(
‖∂¯ℓ0ζ`‖Es+32 + ‖∂¯
ℓ
0φ`‖Es+32 + ‖∂¯
ℓ
0
`ˆ
θ0‖
Es+
3
2
)
+ ‖Z`‖
Es+
3
2
+ ‖ϑ`‖
Es+
3
2
+ ‖U`‖Es+1
and
c = C(N` (0)) + TC(‖N` ‖L∞([0,T ]))‖N` ‖L∞([0,T ]). (6.227)
At the moment, all we know is that (6.225) holds. In order to for the map (6.209) to be well defined,
we must show that the solution (U´, V´, φ´,
´ˆ
θ0, ϑ´, ζ´ , Z´) lies in YsT instead of just in Y˜sT . To show this, we use
(6.214) to replace U´ in (6.210)-(6.211) with ∂¯0ϑ´ and mulitply both equations on the left by E`
tr. Carrying
this out, we obtain, with the help (6.6), (6.102) and (6.123), the equations
∂¯Λ
(
∂¯0(B`
ΛΣ∂¯Σϑ´) + X
Λ
)
= −∂¯0
(
E`trB`0β ∂¯β U´+ E`
trX`0
)
+ F in [0, T ]× Ω0, (6.228)
∂¯Λ
(
∂¯0(B`
ΛΣ∂¯Σϑ´) + X
Λ
)
= ∂¯0(E`
trQ`∂¯0U´) +G in [0, T ]× ∂Ω0, (6.229)
where
F = E`trF`+ ∂¯α(E`
tr)(B`αβ ∂¯β U´+ X`
α),
XΛ = −∂¯0B`ΛΣ∂¯Σϑ´− E`trB`ΛΣ∂¯Σ
(
λ`−1E`β`ϑ`
)
+ E`trB`Λ0∂¯0U´ + E`
trX`Λ
and
G = (−∂¯0(E`trQ`) + E`trP`)∂¯0U´+ E`trG`.
Integrating (6.228) and (6.229) in time then yields
∂¯Λ
(
B`
ΛΣ(x¯0)∂¯Σϑ´(x¯
0)− B`ΛΣ(0)∂¯Σϑ´(0) +
∫ x¯0
0
XΛ(τ) dτ
)
= −E`tr(x¯0)B`0β(x¯0)∂¯β U´(x¯0)
−E`tr(x¯0)X`0(x¯0) + E`tr(0)B`0β(0)∂¯βU´(0) + E`tr(0)X`0(0) +
∫ x¯0
0
F(τ) dτ in [0, T ]× Ω0,
(6.230)
∂¯Λ
(
B`
ΛΣ(x¯0)∂¯Σϑ´(x¯
0)− B`ΛΣ(0)∂¯Σϑ´(0) +
∫ x¯0
0
XΛ(τ) dτ
)
= E`tr(x¯0)Q`(x¯0)∂¯0U´(x¯
0)
−E`tr(0)Q`(0)∂¯0U´(0) +
∫ x¯0
0
G(τ) dτ in [0, T ]× ∂Ω0.
(6.231)
Using the estimate from Lemma 6.4, the multiplication estimates from Proposition C.7, C.9 and C.10,
the integral estimates from Proposition C.14, and the Trace Theorem (Theorem C.4), we can estimate
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the coefficients from (6.230) and (6.231) as follows:
‖B`ΛΣ(0)∂¯Σϑ´(0)‖
Hs+
1
2 (Ω0)
≤ C(N` (0))R´(0),
‖E`tr(x¯0)B`0β(x¯0)∂¯β U´(x¯0)‖
Hs−
1
2 (Ω0)
≤ C(N` (0))R´(0) +
∫ x¯0
0
C(N` (τ))R´(τ) dτ,
‖E`tr(x¯0)X0(x¯0)‖
Hs−
1
2 (Ω0)
≤ C(N` (0))N` (0) +
∫ x¯0
0
C(N` (τ))N` (τ) dτ,
‖E`tr(x¯0)Q`(x¯0)∂¯0U´(x¯0)‖Hs(∂Ω0) . ‖E`tr(x¯0)Q`(x¯0)∂¯0U´(x¯0)‖Hs+ 12 (Ω0)
≤ cR´0(x¯0),∥∥∥∥∫ x¯0
0
Xλ(τ) dτ
∥∥∥∥
Hs+
1
2 (Ω0)
.
∫ x¯0
0
‖XΛ(τ)‖
Hs+
1
2 (Ω0)
dτ
≤
∫ x¯0
0
C(N` (τ))(N` (τ) + R´(τ)) dτ,∥∥∥∥∫ x¯0
0
F(τ) dτ
∥∥∥∥
Hs−
1
2 (Ω0)
.
∫ x¯0
0
‖F(τ)‖
Hs−
1
2 (Ω0)
dτ
≤
∫ x¯0
0
C(N` (τ))(N` (τ) + R´(τ)) dτ
and ∥∥∥∥∫ x¯0
0
G(τ) dτ
∥∥∥∥
Hs(∂Ω0)
.
∫ x¯0
0
‖G(τ)‖
Hs+
1
2 (Ω0)
dτ
≤
∫ x¯0
0
C(N` (τ))(N` (τ) + R´(τ)) dτ,
where the constant c is of the form (6.227), N` is defined above and
R´ =
1∑
ℓ=0
(
‖∂¯ℓ0ζ´‖Es+32 + ‖∂¯
ℓ
0φ´‖Es+32 + ‖∂¯
ℓ
0
´ˆ
θ0‖
Es+
3
2
)
+ ‖Z´‖
Es+
3
2
+ ‖ϑ´‖
Es+
3
2
+ ‖U´‖Es+1 + ‖V´‖L2(∂Ω0).
From the above coefficient estimates, it then follows from Neumann BVP (6.228)-(6.229) and elliptic
regularity, see Theorem D.1, that
‖ϑ´(x¯0)‖
Hs+
3
2 (Ω0)
≤ c
(
C(N` (0))R´(0) + R´0(x¯0) +
∫ x¯0
0
C(N` (τ))(N` (τ) + R´(τ)) dτ
)
, x¯0 ∈ [0, T ],
(6.232)
where the constant c is of the form (6.227) and we have used the fact that
R´(0) = N` (0) + ‖V´(0)‖L2(∂Ω0). (6.233)
Moreover, from the evolution equation (6.213), it follows, with the help of Lemma 6.4, Theorem C.7 and
Theorem C.14 with r = 0, that
‖ ´ˆθ0(x¯0)‖
Hs+
3
2 (Ω0)
≤ c
(
‖ ´ˆθ0(0)‖
Hs+
3
2 (Ω0)
+
∫ x¯0
0
‖ ´ˆθ0(τ)‖
Hs+
3
2 (Ω0)
+ ‖ϑ´(τ)‖
Hs+
3
2 (Ω0)
dτ
)
, (6.234)
for x¯0 ∈ [0, T ], where again the constant c is of the from (6.227), while the estimates
‖φ´(x¯0)‖
Hs+
3
2 (Ω0)
≤ c
(
‖φ´(0)‖
Hs+
3
2 (Ω0)
+
∫ x¯0
0
‖ ´ˆθ0(τ)‖
Hs+
3
2 (Ω0)
dτ
)
(6.235)
and
‖∂¯0φ´(x¯0)‖
Hs+
3
2 (Ω0)
+ ‖∂¯0 ´ˆθ0(x¯0)‖
Hs+
3
2 (Ω0)
≤ c
(
‖ ´ˆθ0(x¯0)‖
Hs+
3
2 (Ω0)
+ ‖ϑ´(x¯0)‖
Hs+
3
2 (Ω0)
)
, (6.236)
which hold for x¯0 ∈ [0, T ], are a direct consequence of the evolution equations (6.212)-(6.213), Lemma
6.4, Theorem C.7 and Theorem C.14.
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By combining the estimates (6.226), (6.232) and (6.234)-(6.236), we arrive, with the help of (6.233),
at the energy estimate
R´(x¯0) ≤ c
(
R´(0) +
∫ x¯0
0
C(N` (τ))(R´(τ) + N` (τ)) dτ), x¯0 ∈ [0, T ], (6.237)
where, as above, the constant c is of the form (6.227). We then observe from this estimate and Proposition
C.14 that
‖ζ´(x¯0)− ζf (0)‖Es,0 + ‖φ´(x¯0)− φf (0)‖Es+1,1
+ ‖ ´ˆθ0(x¯0)− θˆ0f (0)‖Es,0 + ‖ϑ´(x¯0)− ϑf (0)‖Es,0 ≤
∫ x¯0
0
R´(τ) dτ. (6.238)
We also conclude from (6.237) that the map JT is well defined since it implies that (U´, V´, φ´, ´ˆθ0, ϑ´, ζ´, Z´)
lies in YsT .
Recalling that T ∈ (0, 1] and noting that
N` (0) ≤ R`(0) = R´(0) ≤ Rf and ‖N` ‖L∞([0,T ]) ≤ R,
we see from (6.227), (6.237) and Gronwall’s inequality that
‖R´‖L∞([0,T ]) ≤ C0 := (C(Rf ) + TC(R))eC(R)T ,
and hence, by (6.238), that
sup
0≤x¯0≤T
(
‖ζ´(x¯0)−ζf (0)‖Es,0+‖φ´(x¯0)−φf (0)‖Es+1,1+‖ ´ˆθ0(x¯0)− θˆ0f (0)‖Es,0+‖ϑ´(x¯0)−ϑf (0)‖Es,0
)
< TC0.
By choosing R large enough so that R > C(Rf )+ 1 and setting T = min
{
1
C(R) ,
δ
C0
, 1
}
, we can guarantee
that
‖R´‖L∞([0,T ]) ≤ R
and
sup
0≤x¯0≤T
(
‖ζ´(x¯0)− ζf (0)‖Es,0 + ‖φ´(x¯0)− φf (0)‖Es+1,1 + ‖ ´ˆθ0(x¯0)− θˆ0f (0)‖Es,0 + ‖ϑ´(x¯0)− ϑf (0)‖Es,0
)
≤ δ.
We therefore conclude from the definition of the map JT and the set BR,δ that
JT (BR,δ) ⊂ BR,δ. (6.239)
This allows us to use JT to define a sequence in BR,δ by setting
(U(j), V(j), φ(j), θˆ
0
(j), ϑ(j), ζ(j), Z(j)) := JT ◦ JT ◦ · · · ◦ JT︸ ︷︷ ︸
j times
(Uf , Vf , φf , θˆ
0
f , ϑf , ζf , Zf), j ∈ Z≥0. (6.240)
Since
‖φ(j)‖
X˚
s+3
2
T
+ ‖θˆ0(j)‖
X˚
s+3
2
T
+ ‖ζ(j)‖
X˚
s+3
2
T
+ ‖Z(j)‖
X
s+3
2
T
+ ‖ϑ(j)‖
X
s+3
2
T
+ ‖U(j)‖X s+1T + ‖V(j)‖X0T ≤ R
for j ∈ Z≥0, by (6.239), it follows from the sequential Banach-Alaoglu Theorem that we can extract a
subsequence from (6.240) that, for q ∈ (1,∞), converges weakly to a limit (U, V, φ, θˆ0, ϑ, ζ, Z) where
U ∈
2s+1⋂
ℓ=0
W ℓ,q
(
[0, T ], Hs+1−
m(s+1,ℓ)
2 (Ω0,R
4)
)
, V ∈ Lq([0, T ], L2(∂Ω0,Ran(P))), (6.241)
φ, ∂¯0φ, θˆ
0, ∂¯0θˆ
0, ϑ ∈
2s+2⋂
ℓ=0
W ℓ,q
(
[0, T ], Hs+
3
2−
m(s+3
2
,ℓ)
2 (Ω0,R
4)
)
, (6.242)
ζ, ∂¯0ζ, Z ∈
2s+2⋂
ℓ=0
W ℓ,q
(
[0, T ], Hs+
3
2−
m(s+3
2
,ℓ)
2 (Ω0)
)
, (6.243)
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and the norm bounds
‖U‖
W ℓ,q
(
[0,T ],Hs+1−
m(s+1,ℓ)
2 (Ω0,R4)
) . 1, ℓ = 0, 1, . . . , 2s+ 1, (6.244)
‖V‖Lq([0,T ],L2(∂Ω0,Ran(P)) . 1, (6.245)
1∑
ℓ=0
‖∂¯ℓ0φ‖
W ℓ,q
(
[0,T ],Hs+
3
2
−
m(s+3
2
,ℓ)
2 (Ω0,R4)
) . 1, ℓ = 0, 1, . . . , 2s+ 2, (6.246)
1∑
ℓ=0
‖∂¯ℓ0θˆ0‖
W ℓ,q
(
[0,T ],Hs+
3
2
−
m(s+3
2
,ℓ)
2 (Ω0,R4)
) . 1, ℓ = 0, 1, . . . , 2s+ 2, (6.247)
‖ϑ‖
W ℓ,q
(
[0,T ],Hs+
3
2
−
m(s+3
2
,ℓ)
2 (Ω0,R4)
) . 1, ℓ = 0, 1, . . . , 2s+ 2, (6.248)
1∑
ℓ=0
‖∂¯ℓ0ζ‖
W ℓ,q
(
[0,T ],Hs+
3
2
−
m(s+3
2
,ℓ)
2 (Ω0)
) . 1, ℓ = 0, 1, . . . , 2s+ 2, (6.249)
‖Z‖
W ℓ,q
(
[0,T ],Hs+
3
2
−
m(s+3
2
,ℓ)
2 (Ω0)
) . 1, ℓ = 0, 1, . . . , 2s+ 2, (6.250)
hold uniformly for q ∈ (1,∞). Using the fact that sup0≤t≤T |f(t)| = limq→∞
(
1
T
∫ T
0 |f(τ)|q dτ
) 1
q holds
for measurable functions f(t) on [0, T ] satisfying |f |q∗ ∈ L1([0, T ]) for some q∗ ∈ R, we deduce from the
norm bounds (6.244)-(6.250) that the limit satisfies
(U, V, φ, θˆ0, ϑ, ζ, Z) ∈ YsT ,
where YsT is defined above by (6.206). Since the limit (U, V, φ, θˆ0, ϑ, ζ, Z) satisfies
(φ, θˆ0, ϑ, ζ)|x¯=0 = (φf , θˆ0f , ϑf , ζf ),
we then have by Proposition C.14 that
‖ζ(x¯0)− ζf (0)‖Es,0 + ‖φ(x¯0)− φf (0)‖Es+1,1 + ‖θˆ(x¯0)− θˆ0f (0)‖Es,0 + ‖ϑ(x¯0)− ϑf (0)‖Es,0 . T < δ.
for all x¯0 ∈ [0, T ] provided we choose T > 0 small enough, which, as discussed above, implies that
(ζ(x¯), φ(x¯), ∂¯φ(x¯), θˆ0(x¯), ϑ(x¯)) ∈ U , ∀ x¯ ∈ [0, T ]× Ω0, (6.251)
and
|ψˆ(x¯)− θˆ3(x¯)| < w , ∀ x¯ ∈ [0, T ]× ∂Ω0. (6.252)
Moreover, from the Rellich-Kondrachov Compactness Theorem, we can, for µ > 0, extract a subsequence
from (6.240) that converges strongly in the following spaces:
U(j) −→ U in
2s+1⋂
ℓ=1
W ℓ−1,q
(
[0, T ], Hs+1−
m(s+1,ℓ)
2 −µ(Ω0,R
4)
)
, (6.253)
∂¯a0φ(j) −→ ∂¯a0φ in
2s+2⋂
ℓ=1
W ℓ−1,q
(
[0, T ], Hs+
3
2−
m(s+3
2
,ℓ)
2 −µ(Ω0,R
4)
)
, a = 0, 1, (6.254)
∂¯a0 θˆ
0
(j) −→ ∂¯a0 θˆ0 in
2s+2⋂
ℓ=1
W ℓ−1,q
(
[0, T ], Hs+
3
2−
m(s+3
2
,ℓ)
2 −µ(Ω0,R
4)
)
, a = 0, 1, (6.255)
ϑ(j) −→ ϑ in
2s+2⋂
ℓ=1
W ℓ−1,q
(
[0, T ], Hs+
3
2−
m(s+3
2
,ℓ)
2 −µ(Ω0,R
4)
)
(6.256)
∂¯a0 ζ(j) −→ ∂¯a0 ζ in
2s+2⋂
ℓ=1
W ℓ−1,q
(
[0, T ], Hs+
3
2−
m(s+3
2
,ℓ)
2 −µ(Ω0)
)
, a = 0, 1, (6.257)
and
Z(j) −→ Z in
2s+2⋂
ℓ=1
W ℓ−1,q
(
[0, T ], Hs+
3
2−
m(s+3
2
,ℓ)
2 −µ(Ω0)
)
, (6.258)
for any q ∈ (1,∞).
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Next, we observe from the definition of the sequence (6.240) and the map JT that if we set
(U´, V´, φ´,
´ˆ
θ0, ϑ´, ζ´, Z´) = (U(j), V(j), φ(j), θˆ
0
(j), ϑ(j), ζ(j), Z(j)) (6.259)
and
(U`, V`, φ`,
`ˆ
θ0, ϑ`, ζ`, Z`) = (U(j−1), V(j), φ(j−1), θˆ
0
(j−1), ϑ(j−1), ζ(j−1), Z(j−1)), (6.260)
then the pair (6.259)-(6.260) will solve the linear IBVP (6.210)-(6.224) and the pair (∂¯2s0 U´, V´) will define
a weak solution to the linear wave equation that is obtained from differentiating (6.210)-(6.211) 2s-times
with respect to x¯0. Using these facts, it is then not difficult to verify from the weak convergence of the
sequence (6.240) in the spaces (6.241)-(6.243), the strong convergence in the spaces (6.253)-(6.258), and
the calculus inequalities from Appendix C that the limit (U, V, φ, θˆ0, ϑ, ζ, Z) determines a solution of the
IBVP (6.145)-(6.158) such that U|x¯0=0 = U2s+1 and the pair (∂¯2s0 U, V) defines a weak solution to the linear
wave equation that is obtained from differentiating (6.72)-(6.73) 2s-times with respect to x¯0. Furthermore,
the stated energy estimates for the solution (U, V, φ, θˆ0, ϑ, ζ, Z) follow from the same arguments that were
used to derive the estimates (6.226), (6.232), and (6.234)-(6.236), which were combined to yield the energy
estimate (6.237).
Uniqueness: Given two solutions
(U(a), φ(a), θˆ
0
(a), ϑ(a), ζ(a), Z(a)) ∈Xs+1,2T (Ω0,R4)× X˚
s+ 32 ,3
T (Ω0,R
4)× X˚s+ 32 ,3T (Ω0,R4)
×Xs+ 32 ,3T (Ω0,R4)× X˚
s+ 32 ,3
T (Ω0)×X
s+ 32 ,3
T (Ω0), a = 1, 2, (6.261)
to the IBVP (6.145)-(6.158) that are generated from the same initial data and satisfy the bounds (6.251)-
(6.252), we set
δU = U(2) − U(1), δφ = φ(2) − φ(1), δθˆ0 = θˆ0(2) − θˆ0(1),
δϑ = ϑ(2) − ϑ(1), δζ = ζ(1) − ζ(1) and δZ = Z(2) − Z(1).
More generally, for maps f that depend on one of the solutions (U(a), φ(a), θˆ
0
(a), ϑ(a), ζ(a), Z(a)), we will
employ the notation
f(a) = f
(
U(a), φ(a), θˆ
0
(a), ϑ(a), ζ(a), Z(a)
)
,
which, for example, gives
B
αβ
(a) = B
αβ
(
σ, θ¯I , ζ(a), ∂¯
|1|φ(a), ∂¯
|1|θˆ0(a)
)
.
Using this notation, we similarly define
δf = f(2) − f(1).
Now, multiplying (6.145)-(6.146) by 1−ǫǫq shows, with the help of (6.122), that
∂¯α
(
B˜αβ ∂¯βU+ X˜
α
)
= F˜ in [0, T ]× Ω0, (6.262)
θ¯3α
(
B˜αβ ∂¯βU+ X˜
α
)
= −P∂¯20U+ P˜∂¯0U+ G˜ in [0, T ]× ∂Ω0, (6.263)
where
B˜αβ =
1− ǫ
ǫq
Bαβ, (6.264)
X˜α =
1− ǫ
ǫq
Xα, (6.265)
P˜ =
1− ǫ
ǫq
P, (6.266)
G˜ =
1− ǫ
ǫq
G (6.267)
and
F˜ =
1− ǫ
ǫq
F+ ∂¯α
(
1− ǫ
ǫq
)(
Bαβ ∂¯βU+ X
α
)
. (6.268)
DYNAMICAL RELATIVISTIC LIQUID BODIES 51
Since U(a), a = 1, 2, both satisfy (6.262)-(6.263), a short calulation shows that the difference δU solves
∂¯α
(
B˜
αβ
(2)∂¯βδU+ δB˜
αβ ∂¯βU(1) + δX˜
α
)
= δF˜ in [0, T ]× Ω0, (6.269)
θ¯3α
(
B˜
αβ
(2)∂¯βδU+ δB˜
αβ ∂¯βU(1) + δX˜
α
)
= −P∂¯20δU+ P˜(2)∂¯0δU+ δP˜∂¯0U(1) + δG˜ in [0, T ]× ∂Ω0, (6.270)
where
∂¯
|2|
0 δU = 0 in Ω0. (6.271)
Noting that δX˜α depends smoothly on the variables(
σ, θ¯I , ζ(a), ∂¯
|1|
0 Z(a), D¯
|1|φ(a), D¯
|1|θˆ0(a), D¯
|1|ϑ(a), U(a), δζ, ∂¯
|1|
0 δZ, D¯
|1|δφ, D¯|1|δθˆ0, D¯|1|δϑ, δU
)
and is linear in (
δζ, ∂¯
|1|
0 δZ, D¯
|1|δφ, D¯|1|δθˆ0, D¯|1|δϑ, δU
)
,
we deduce from the calculus inequalities from Appendix C and (6.261) that
‖δX˜‖H1(Ω0) + ‖∂¯0δX˜‖E 12 (Ω0) . N (6.272)
where
N =
1∑
ℓ=0
(
‖∂¯ℓ0δζ‖E2 + ‖∂¯ℓ0δφ‖E2 + ‖∂¯ℓ0δθˆ0‖E2
)
+ ‖δZ‖E2 + ‖δϑ‖E2 + ‖δU‖E 32 .
By similar arguments, it is also not difficult to verify that
‖δB˜αβ ∂¯βU(1)‖H 12 (Ω0) + ‖∂¯0(δB˜
αβ ∂¯βU(1))‖E 12 + ‖δF˜‖L2(Ω0) + ‖∂¯0δF˜‖L2(Ω0) . N. (6.273)
Noting that δP˜∂¯0U(1) + δG˜ depends smoothly on(
θ¯I , 6D¯|1|φ(a), 6D¯|1|θˆ0(a), 6D¯|1|ϑ(a), ∂¯|1|0 U(a), 6D¯|1|δφ, 6D¯|1|δθˆ0, 6D¯|1|δϑ, δU
)
and is linear in ( 6D¯|1|δφ, 6D¯|1|δθˆ0, 6D¯|1|δϑ, δU),
it is also not difficult to see that
δP˜∂¯0U(1) + δG˜ = K
Σ∂ΣΞ +G, (6.274)
where
Ξ =
(
δφ, δθˆ0, δϑ
)
,
KΣ depends smoothly (
θ¯I , 6D¯|1|φ(a), 6D¯|1|θˆ0(a), 6D¯|1|ϑ(a), ∂¯|1|0 U(a)
)
and satisfies θ¯3ΣK
Σ = 0, and G depends smoothly on(
θ¯I , 6D¯|1|φ(a), 6D¯|1|θˆ0(a), 6D¯|1|ϑ(a), ∂¯|1|0 U(a), δφ, δθˆ0, δϑ, δU
)
and is linear in (
δφ, δθˆ0, δϑ, δU
)
.
From this, (6.261) and the calculus inequalities from Appendix C, the estimates
‖K‖
Hs+
1
2 (Ω0)
+ ‖∂¯0K‖Hs(Ω0) . 1 (6.275)
and
‖∂¯0Ξ‖
H
3
2 (Ω0)
+ ‖∂¯20Ξ‖H1(Ω0) + ‖KΣ∂ΣΞ +G‖H1(Ω0) + ‖∂¯0(KΣ∂ΣΞ +G)‖H 12 (Ω0) . N (6.276)
then follow.
By (6.188), (6.186), (6.201) and (6.264), it is clear that the matrices B˜αβ(2) satisfies
(B˜αβ(2))
tr = B˜βα(2) (6.277)
and
B˜00(2) ≥ b˜01I (6.278)
for some constant b˜0 > 0. Furthermore, from (6.201) and (6.261), it is also not difficult, with the help of
the calculus inequalities, to verify that B˜αβ(2) and P˜(2) satisfy the estimates
22
‖B˜(2)‖Es+12 ,2 + ‖P˜(2)‖Hs+12 (Ω0) + ‖∂¯0P˜(2)‖Es+12 ,1 . 1. (6.279)
22Note that B˜αβ and P˜ have the same functional dependence as Bαβ and P given by (6.171) and (6.176), respectively.
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Moreover, we observe that BΛΣ(2) satisfies a coercive inequality by Lemma 6.6. But then, by using similar
arguments as in the proof of Lemma 6.6, we can deduce from this coercive inequality and (6.201) that B˜ΛΣ
also satisfies a coercive inequality for an appropriate choice of constants. Additionally, it is not difficult to
see from the definition of P˜(2), see (6.266) above, the inequality (6.201), and Lemma 6.7 that P˜− χ˜P ≤ 0
for some constant χ˜. From these two observations, the symmetry property (6.277), the decomposition
(6.274), and the inequalities (6.272)-(6.273), (6.275)-(6.276), (6.278) and (6.279), we see that the system
(6.269)-(6.271) satisfies all the necessary assumptions to apply Theorem E.10 for s˜ = 12 . Doing so, we
conclude from the initial condition (6.271) that the solution δU satisfies the energy estimate
‖δU(x¯0)‖
E
3
2
+ ‖P∂¯20δU(x¯0)‖L2(∂Ω0) .
∫ x¯0
0
‖P∂¯20δU(τ)‖L2(∂Ω0) + N(τ) dτ, 0 ≤ x¯0 ≤ T. (6.280)
Since (U(a), φ(a), θˆ
0
(a), ϑ(a), ζ(a), Z(a)), a = 1, 2, solves the IBVP (6.145)-(6.158), we see, in particular,
that δφ, δθˆ0, δϑ and δζ satisfy
∂¯0δφ = L1 in [0, T ]× Ω0, (6.281)
∂¯0δθˆ
0 = L2 in [0, T ]× Ω0, (6.282)
∂¯0δϑ = L3 in [0, T ]× Ω0, (6.283)
and
∂¯0δζ = δZ in [0, T ]× Ω0, (6.284)
respectively, where L1, L2 and L3 depend smoothly on
(φ(a), θˆ
0
(a), δφ, δθˆ
0), (φ(a), θˆ
0
(a), ϑ(a), δφ, δθˆ
0, δϑ) and (φ(a), θˆ
0
(a), ϑ(a), U(a), δφ, δθˆ
0, δψ, δU),
and are linear in
(δφ, δθˆ0), (δφ, δθˆ0, δϑ) and (δφ, δθˆ0, δψ, δU),
respectively. Using this we can, with the help of the calculus inequalities from Appendix C and (6.261),
bound the derivatives ∂¯0δφ, ∂¯0δθˆ
0, ∂¯0δϑ and ∂¯0δζ by
‖∂¯0δφ‖E2 . ‖δφ‖E2 + ‖δθˆ0‖E2, (6.285)
‖∂¯0δθˆ0‖E2 . ‖δφ‖E2 + ‖δθˆ0‖E2 + ‖δϑ‖E2, (6.286)
‖∂¯0δϑ‖
E
3
2
. ‖δφ‖
E
3
2
+ ‖δθˆ0‖
E
3
2
+ ‖δϑ‖
E
3
2
+ ‖δU‖
E
3
2
(6.287)
and
‖∂¯0δζ‖E2 . ‖δZ‖E2, (6.288)
respectively. Moreover, integrating (6.281)-(6.284) in time, we obtain from an application of Proposition
C.14 and the vanishing of δφ, δθˆ0, δϑ and δζ and their time derivatives at x¯0 = 0 that
‖δζ(x¯0)‖E2 + ‖δφ(x¯0)‖E2 + ‖δθˆ0(x¯0)‖E2 + ‖δϑ(x¯0)‖E 32 .
∫ x¯0
0
N(τ) dτ. (6.289)
Next, we can write (6.283) more explicitly as
∂¯0δϑ = λ(2)Θ(2)δU− L˜3
where L˜3 depends smoothly on
(φ(a), θˆ
0
(a), ϑ(a), U(a), δφ, δθˆ
0, δϑ)
and is linear in
(δφ, δθˆ0, δϑ).
Using this to replace δU with λ−1(2)E(2)(∂¯0δϑ+ L˜3) in (6.269)-(6.270), we find after a short calculation that
∂¯Λ
(
∂¯0(λ
−1
(2)B˜
ΛΣ
(2)E(2)∂¯Σδϑ) + X˘
Λ
)
= F˘ in [0, T ]× Ω0, (6.290)
θ¯3Λ
(
∂¯0(λ
−1
(2)B˜
ΛΣ
(2)E(2)∂¯Σδϑ) + X˘
Λ
)
= −∂¯0(P∂¯0δU) + G˘ in [0, T ]× ∂Ω0, (6.291)
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where
X˘Λ = −∂¯0
(
λ−1(2)B˜
ΛΣ
(2)E(2)
)
∂¯Σδϑ+ λ
−1
(2)B˜
ΛΣ
(2)E(2)∂¯ΣL˜3
+ B˜ΛΣ(2) ∂¯Σ
(
λ−1(2)E(2)
)
λ(2)Θ(2)δU+ B˜
Λ0
(2)∂¯0δU+ δB
Λβ ∂¯βU(1) + δX˜
Λ,
F˘ = −∂¯0
(
B˜
0β
(2)∂¯βδU+ δB˜
0β ∂¯βU(1) + δX˜
0
)
+ δF˜
and
G˘ = P˜(2)∂¯0δU+ δP˜∂¯0U(1) + δG˜.
By integrating (6.290) and (6.291) with respect to x¯0 and then multiplying the results on the left by Etr,
we get, with the help of (6.102), (6.123) and (6.264), that
∂¯Λ
(
1− ǫ(2)(x¯0)
ǫ(2)(x¯0)q(2)(x¯0)
B
ΛΣ
(2) (x¯
0)∂¯Σδϑ(x¯
0)+Etr(2)(x¯
0)
∫ x¯0
0
X˘Λ(τ) dτ
)
= Etr(x¯0)
∫ x¯0
0
F˘(τ) dτ
+ λ−1(2)(x¯
0)∂¯ΛE
tr
(2)(x¯
0)B˜ΛΣ(2) (x¯
0)E(2)(x¯
0)∂¯Σδϑ(x¯
0) in [0, T ]× Ω0,
(6.292)
θ¯3Λ
(
1− ǫ(2)(x¯0)
ǫ(2)(x¯0)q(2)(x¯0)
B
ΛΣ
(2) (x¯
0)∂¯Σδϑ(x¯
0)+Etr(2)(x¯
0)
∫ x¯0
0
X˘Λ(τ) dτ
)
= −Etr(2)(x¯0)P∂¯0δU(x¯0) + Etr(2)(x¯0)
∫ x¯0
0
G˘(τ) dτ in [0, T ]× ∂Ω0.
(6.293)
Using similar arguments as above, we find that the coefficients of the Neumann BVP (6.292)-(6.292) can
be estimated as follows: ∥∥∥∥ 1− ǫ(2)(x¯0)ǫ(2)(x¯0)q(2)(x¯0)BΛΣ(2) (x¯0)
∥∥∥∥
Hs(Ω0)
. 1, (6.294)
∥∥∥∥Etr(2)(x¯0)∫ x¯0
0
X˘Λ(τ) dτ
∥∥∥∥
H1(Ω0)
.
∫ x¯0
0
N(τ) dτ, (6.295)
∥∥∥∥Etr(2)(x¯0)∫ x¯0
0
G˘(τ) dτ
∥∥∥∥
H1(Ω0)
.
∫ x¯0
0
N(τ) dτ, (6.296)
∥∥∥∥Etr(2)(x¯0)∫ x¯0
0
F˘(τ) dτ
∥∥∥∥
L2(Ω0)
.
∫ x¯0
0
N(τ) dτ, (6.297)∥∥λ−1(2)(x¯0)∂¯ΛEtr(2)(x¯0)B˜ΛΣ(2) (x¯0)E(2)(x¯0)∂¯Σδϑ(x¯0)∥∥L2(Ω0) . ‖δϑ(x¯0)‖H1(Ω0) (6.298)
and
‖Etr(2)(x¯0)P∂¯0δU(x¯0)‖H1(Ω0) . ‖δU(x¯0)‖E 32 . (6.299)
We further recall that BΛΣ(2) satisfies a coercive inequality by Lemma 6.6, and from this it follows by
(6.201) and similar arguments as in the proof of Lemma 6.6 that
1−ǫ(2)
ǫ(2)q(2)
BΛΣ(2) also satisfies a coercive
inequality for an appropriate choice of constants. Using this fact and the inequalities (6.294)-(6.299), we
can, since δϑ satisfies the Neumann BVP (6.292)-(6.292), appeal to elliptic regularity (Theorem D.1) to
conclude that
‖δϑ(x¯0)‖H2(Ω0) . ‖δϑ(x¯0)‖H1(Ω0) + ‖δU(x¯0)‖E 32 +
∫ x¯0
0
N(τ) dτ. (6.300)
Using that fact that Z(a), a = 1, 2, both solve (6.150)-(6.151), a short calculation shows that δZ satisfies
the scalar wave equation with Dirichlet boundary condition given by
∂¯α
(
M
αβ
(2)∂¯βδZ+ δM
αβ ∂¯βZ(1) + δY
)
= δK in [0, T ]× Ω0,
δZ = 0, in [0, T ]× ∂Ω0,
where
∂¯
|3|
0 δZ = 0 in {0} × Ω0.
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Furthermore, from (6.261), Lemma 6.4, and the calculus inequalities, we have
‖M αβ(2)‖Es+12 ,3 . 1
and
‖δM αβ∂¯βZ(1)‖H1(Ω0) + ‖∂¯0(δM αβ ∂¯βZ(1))‖E1(Ω0) +
2∑
ℓ=0
‖∂¯ℓ0δK‖L2(Ω0) . N.
Since M αβ2 satisfies the coercive inequality from Lemma 6.6 along with the bound (6.191) and the
symmetry property (6.190), we conclude from Theorem E.3 and the above inequalities that δZ satisfies
the energy estimate
‖δZ(x¯0)‖E2 .
∫ x¯0
0
N(τ) dτ. (6.301)
Taken together, the estimates (6.285)-(6.289) imply that
N(x¯0) . ‖δZ(x¯0)‖E2 + ‖δϑ(x¯0)‖H2(Ω0) + ‖δU(x¯0)‖E 32 +
∫ x¯0
0
N(τ) dτ.
Adding ‖P∂¯20δU(x¯0)‖L2(∂Ω0) to both sides of this inequality, we then have
N(x¯0) + ‖P∂¯20δU(x¯0)‖L2(∂Ω0) .
∫ x¯0
0
N(τ) + ‖P∂¯20δU(τ)‖L2(∂Ω0) dτ,
by (6.280) and (6.300)-(6.301). Thus N(x¯0) + ‖P∂¯20δU(x¯0)‖L2(∂Ω0) = 0, for 0 ≤ x¯0 ≤ T , by Gronwall’s
inequality, and consequently
(U(1), φ(1), θˆ
0
(1), ϑ(1), ζ(1), Z(1)) = (U(2), φ(2), θˆ
0
(2), ϑ(2), ζ(2), Z(2)) in [0, T ]× Ω0,
which establishes uniqueness. 
Remark 6.10. Although the proof of Theorem 6.9 was carried out under the assumption that the spacetime
dimension is the physical one, i.e. d = 4, it not difficult to verify that the proof of this theorem continues
to hold in all spacetime dimensions d ≥ 3.
7. Local-in-time existence for the relativistic Euler equations
In Lagrangian coordinates, the relativistic Euler equations with vacuum boundary conditions, see
(1.9)-(1.12) and (6.2), are given by
vµ∂¯µρ+ (ρ+ p)
(
∂¯µv
µ + Γµµνv
µ
)
= 0 in [0, T ]× Ω0, (7.1)
(ρ+ p)
(
vµ∂¯µv
ν + vµΓνµλv
λ
)
+ hµν ∂¯µp = 0 in [0, T ]× Ω0, (7.2)
∂¯0φ
µ = vµ in [0, T ]× Ω0, (7.3)
p = 0 in [0, T ]× ∂Ω0. (7.4)
The local-in-time existence of solutions to this system is then an immediate consequence of Proposition
5.1, Remark 6.3, and Theorem 6.9. We formalize this statement in the following theorem.
Theorem 7.1. In addition to the assumptions of Theorem 6.9, assume that the initial data chosen so that
the constraints (3.74)-(3.89) and (6.159)-(6.162) are satisfied initially and let (U, V, φ, θˆ0, ϑ, ζ, Z) ∈ YsT be
the map from Theorem 6.9. Then the triple
(φ, vµ, ρ) ∈ X˚ s+ 32T (Ω0,R4)× X˚
s+ 32
T (Ω0,R
4)× X˚ s+ 32T (Ω0)
determined from the map (U, V, φ, θˆ0, ϑ, ζ, Z) via the formulas (3.8)-(3.9) and (6.2) satisfies the Lagrangian
representation of relativistic Euler equations with vacuum boundary conditions given by (7.1)-(7.4). More-
over, there exists a constant cp > 0 such that the Taylor sign condition −n¯µ∂¯µp ≥ cp > 0 holds in
[0, T ]× ∂Ω0.
Remark 7.2.
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(i) From [54], we know, for s > n/2 + 1/2, that every solution
(φ, vµ, ρ) ∈ X˚ s+ 32T (Ω0,R4)× X˚
s+ 32
T (Ω0,R
4)× X˚ s+ 32T (Ω0)
of (7.1)-(7.4) determines, via the formulas θˆ0µ = −vµ, (3.8), (6.2), (6.6) and (6.31), a solution
(φµ, θˆ0µ, ϑµ, ζ) ∈ X˚ s+
3
2
T (Ω0,R
4)× X˚ s+ 32T (Ω0,R4)×X
s+ 32
T (Ω0,R
4)× X˚ s+ 32T (Ω0) (7.5)
of (6.72)-(6.77) provided that the time-independent spatial coframe fields (θ¯Iµ) ∈ Hs+
1
2 (Ω0,R
4) and
the time-independent functions σi
k
j ∈ Hs+ 12 (Ω0) are chosen so that the constraints (3.10)-(3.15),
(3.17) and (3.23) vanish on the initial hypersurface. Moreover, we know from the computations
carried out in Section 6.3 that the solution (7.5) determines by (6.50), (6.117) and (6.144) a solution
(U, φ, θˆ0, ϑ, ζ, Z) ∈X s+1T (Ω0,R4)× X˚
s+ 32
T (Ω0,R
4)× X˚ s+ 32T (Ω0,R4)
×X s+ 32T (Ω0,R4)× X˚
s+ 32
T (Ω0)×X
s+ 32
T (Ω0)
of (6.145)-(6.152). Consequently, we can infer the uniqueness of solutions to (7.1)-(7.4) for initial
data satisfying suitable compatibility conditions from the uniqueness statement from Theorem 6.9.
(ii) By Remark 6.10 and the proof of Theorem 7.1, it is not difficult to verify that Theorem 7.1 is valid
not only for the physical spacetime dimension n = 4, but for all spacetime dimensions n ≥ 3.
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Appendix A. Differential geometry formulas
In this appendix, we collect together some useful formulas from differential geometry that will be used
throughout this article. In the following, we let
g = gµνdx
µdxν
denote a smooth Lorentzian metric on a four dimensional manifold M , and we use ∇ to denote the
Levi-Civita connection of this metric. We also use the indexing conventions from Section 2.2. Given a
local frame
ej = e
µ
j ∂µ (A.1)
on M , we denote the dual frame by
θj = θjµdx
µ
(
(θjµ) := (e
µ
j )
−1
)
, (A.2)
and use the notation
γij = g(ei, ej) = gµνe
µ
i e
ν
j and γ
ij = g(θi, θj) = gµνθiµθ
j
ν (A.3)
for the frame metric and its inverse, respectively.
A.1. Lie and exterior derivatives. Given vector fields X,Y , a scalar field f , a q-form α, and a p-form
β, the following identities hold:
LX α = iX dα+ d iX α, (A.4)
d LX α = LX dα, (A.5)
iY LX α = LX iY α+ i[Y,X] α, (A.6)
LX(α ∧ β) = (LX α) ∧ β + α ∧ LX β (A.7)
and
LfX α = f LX α+ d f ∧ iX α, (A.8)
where here we are using LX , d, and iX to denote the Lie derivative, exterior derivative, and interior
product, respectively. Expressing α locally as
α =
1
q!
αµ1µ2...µqdx
µ1 ∧ dxµ2 ∧ · · · ∧ dxµq ,
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the exterior derivative of α can be computed using the formula
(dα)µ1µ2...µq+1 = (q + 1)∂[µ1αµ2µ3...µq+1] = (q + 1)∇[µ1αµ2µ3...µq+1 ].
Furthermore, given the local expression
X = Xµ∂µ,
the Lie derivative LX of α can be computed using
(LX α)µ1µ2...µq = X
ν∂ναµ1µ2...µq +ανµ2...µq∂µ1X
ν +αµ1νµ3...µq∂µ2X
ν + · · ·+αµ1µ2...µq−1ν∂µqXν . (A.9)
For functions, we employ the alternate notation
X(f) = LX(f) = X
µ∂µf
for the Lie derivative, and more generally, we use this notation locally on coordinate components of
tensors, e.g. X(Y ν) = Xµ∂µY
ν .
A.2. Volume form. We use ν to denote the volume form of the metric g, which is given locally by
ν =
1
4!
νµαβγdx
µ ∧ dxα ∧ dxβ ∧ dxγ ,
where the components are computed using
νµαβγ =
√
|g|ǫµαβγ .
Here, ǫναβγ denotes the completely anti-symmetric symbol and we employ the standard notation
|g| = − det(gµν)
for the negative of the determinant of the metric gµν . The volume form is also given locally in terms of
the coframe by
ν =
√
|γ|θ0 ∧ θ1 ∧ θ2 ∧ θ3, (A.10)
where
|γ| = − det(γkl).
A.3. Hodge star operator. The Hodge star operator ∗g associated to g satisfies
α ∧ ∗gβ = g(α, β)ν (A.11)
for any 1-forms α, β, where ν, as above, is the volume form of g. From (A.10), (A.11) and the identity
∗g ∗g α = (−1)q(4−q)+1α
for q-forms, we obtain
g(θj , ∗(θ1 ∧ θ2 ∧ θ3))νg = θj ∧ θ1 ∧ θ2 ∧ θ3,
from which it follows that
g(θI , ∗(θ1 ∧ θ2 ∧ θ3)) = 0, I ∈ {1, 2, 3}. (A.12)
A.4. Codifferential. The codifferential δg associated to g is given by the formula
δgα = (−1)4(q−1) ∗g d ∗gα (A.13)
when acting on q-forms, and it can be computed locally via the formula
(δgα)µ2...µq = −∇µ1αµ1µ2...µq = −
1√|g|∂ν(√|g|gνµ1αµ1µ2...µq). (A.14)
The codifferential satisfies the identity
δ2g = 0. (A.15)
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A.5. Cartan structure equations. The connection coefficients ωi
k
j of the metric g with respect to the
frame (A.1) are defined by
∇eiej = ωikjek,
or equivalently
∇eiθk = −ωikjθj . (A.16)
Defining the connection one forms ωkj by
ωkj = ωi
k
jθ
i,
the Cartan structure equations are given by
d θi = −ωij ∧ θj , (A.17)
d γij = ωij + ωji, (A.18)
where
ωij = γikω
k
j .
A.6. Curvature. We use
∇µ∇νλγ −∇ν∇µλγ = Rµνγσλσ, (A.19)
to define the curvature tensor Rµνγ
σ of the metric g, and we define the Ricci tensor Rµγ by
Rµγ = Rµνγ
ν .
A.7. Covariant derivatives and changes of metrics. Letting ∇ˆ denote the Levi-Civita connection
of another Lorentian metric
gˆ = gˆµνdx
µdxν
on M, the covariant derivatives with respect to the metrics g and gˆ are related via the formula
∇ˆγT µ1...µrν1...νs = ∇γT µ1...µrν1...νs +Cµ1γλT λµ2...µrν1...νs +· · ·+CµrγλT µ1...µr−1λν1...νs −Cλγν1T µ1...µrλν2...νs−· · ·−CλγνsT
µ1...µr
ν1...νs−1λ
(A.20)
where
Cλαβ =
1
2 gˆ
λγ
[∇αgˆβγ +∇β gˆαγ −∇γ gˆαβ].
Appendix B. Maxwell’s equations
As in the introduction, let Ω0 ⊂ M be a bounded, connected spacelike hypersurface with smooth
boundary ∂Ω0, and ΩT be a timelike cylinder diffeomorphic to [0, T ] × Ω0. We use ΓT to denote the
timelike boundary of ΩT , which is diffeomorphic to [0, T ]× ∂Ω0, and we note that Γ0 = ∂Ω0. We denote
the outward unit conormal to ΓT by n = nνdx
ν , which we arbitrarily extend to all of M , and we let
Ω(T ) ∼= {T } × Ω0 and Γ(T ) ∼= {T } × ∂Ω0 denote the “top” of the spacetime cylinder and its boundary,
respectively. We further assume that τ = τµ∂µ and ξ = ξ
µ∂µ are timelike, future pointing C
1 vector
fields on ΩT that satisfy τ(x), ξ(x) ∈ TxΓT for all x ∈ ΓT , and that τ has unit length and is normal to
Ω0 and Ω(T ).
Maxwell’s equations on the world tube ΩT are given by
δgF = J in ΩT , (B.1)
dF = 0 in ΩT , (B.2)
where F = 12Fµνdxµ ∧ dxν is the electromagnetic tensor and J = Jµdxµ is the current source, which
satisfies δgJ = 0. We recall that the stress-energy tensor T
µν of the electromagnetic field is defined by
T µν = 2FµαFνα − 12gµνFαβFαβ . (B.3)
For solutions to Maxwell’s equations, T µν satisfies
∇µT µν = 2JµFµν in ΩT . (B.4)
Integrating this expression over ΩT leads to the following well-known integral relation, which will be
needed in the proof of Theorem 4.1.
Lemma B.1. Suppose F ∈ C1(ΩT ) solves (B.1)-(B.2). Then∫
Ω(T )
τµT
µνξν =
∫
Ω0
τµT
µνξν + 2
∫
ΓT
nµFµαFναξν −
∫
ΩT
[
2JµF
µνξν +
1
2
T µν Lξ gµν
]
.
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Proof. Since any solution F ∈ C1(ΩT ) of (B.1)-(B.2) satisfies (B.4) in ΩT , we have that
∇µ(T µνξν) = ∇µT µνξν + T µν∇µξν = 2JµFµνξν + 1
2
T µν Lξ gµν in ΩT .
Integrating this expression over ΩT , we find via an application of the Divergence Theorem that∫
Ω(T )
τµT
µνξν −
∫
Ω0
τµT
µνξν − 2
∫
ΓT
nµFµαFναξν = −
∫
ΩT
[
2JµF
µνξν +
1
2
T µν Lξ gµν
]
,
where in deriving this we have used nµξ
µ = 0 in ΓT . 
In the proof of Theorem 4.1, we will also need the inequality from the following lemma, which is used in
literature to show that the electromagnetic stress-energy tensor satisfies the Dominant Energy Condition.
Before stating the lemma, we first denote the unit-normalized version of ξµ by vµ = (−g(ξ, ξ))−1/2ξµ and
we let hµν = gµν + vµvν denote the induced positive definite metric on the subspace g-orthogonal to v
µ.
We also define a positive definite metric by mµν = gµν + 2vµvν .
Lemma B.2. There exists a constant c > 0, independent of F , such that
vµT
µντν ≥ c|F|2m in ΩT .
Proof. Starting from the standard decomposition, see [25, Ch. 13],
Fµν = 2v[µEν] − νµναβvαBβ (B.5)
of the electromagnetic tensor in terms of the electric and magnetic fields relative to vµ, which are defined
by
Eµ = Fµνv
ν and Bµ =
1
2
νµναβv
νFαβ , (B.6)
respectively, a straightforward calculation, see [25, Ch. 15], shows that FµνFµν = 2(BµB
µ − EµEµ).
Using
Eµv
µ = Bµv
µ = 0, (B.7)
we can then write FµνFµν as F
µνFµν = 2(|B|2m − |E|2m). From this and (B.7), it is then not difficult to
verify that
|F |2m = mαβmµνFαµFβν = 2(|B|2m + |E|2m). (B.8)
Next, we recall that the energy density relative to vµ is given by, see [25, Ch. 15], the formula
vµT
µνvν = |E|2m + |B|2m. (B.9)
Using this, we compute
vµT
µντν = (−τλvλ)vµT µντν + vµT µνhλντλ
= (−τλvλ)
(|E|2m + |B|2m)+ 2EαFαβhβλτλ (by (B.3), (B.6) & (B.9))
= (−τλvλ)
(|E|2m + |B|2m)− 2EµBννµναhαλτλ,
where νµνα = νµναβv
β and in deriving the last equality we used (B.5). This result together with the
inequality
|EµBννµναhαλτλ| ≤ |E|h|B|h|τ |h = |E|m|B|m|τ |h ≤
1
2
(|E|2m + |B|2m)|τ |h
implies
vµT
µντν ≥ ((−τλvλ)− |τ |h)(|E|2m + |B|2m)
(B.8)
=
((−τλvλ)− |τ |h)
2
|F |2m. (B.10)
Since vµ and τµ are both future pointing and timelike by assumption, we have that vµτ
µ > 0 and
τµτ
µ = |τ |2h − (−vµτµ)2 < 0, and consequently, (−τλvλ)− |τ |h ≥ c > 0 in ΩT for some positive constant
c. The proof now follows from this inequality and (B.10). 
Appendix C. Calculus inequalities
In this appendix, we state a number of calculus inequalities that will be used throughout this article.
In the following, Ω will denote a bounded, open subset of Rn with a smooth boundary.
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C.1. Spatial inequalities. The proofs of the following calculus inequalities are well known and may be
found, for example, in the references [1, 21, 56, 61]. In the following, M will denote either Ω, or a closed
n-manifold.
Theorem C.1. [Ho¨lder’s inequality] If 0 < p, q, r ≤ ∞ satisfy 1/p+ 1/q = 1/r, then
‖uv‖Lr(M) ≤ ‖u‖Lp(M)‖v‖Lq(M)
for all u ∈ Lp(M) and v ∈ Lq(M).
Theorem C.2. [Integral Sobolev inequalities] Suppose s ∈ Z≥1 and 1 ≤ p <∞.
(i) If sp < n, then
‖u‖Lq(M) . ‖u‖W s,p(M), p ≤ q ≤ np
n− sp ,
for all u ∈W s,p(M).
(ii) (Morrey’s inequality) If sp > n, then
‖u‖C0,µ(M) . ‖u‖W s,p(M), 0 < µ ≤ min{1, s− n/p},
for all u ∈W s,p(M).
Theorem C.3. [Fractional Sobolev inequalities] Suppose s > 0 and 1 < p <∞.
(i) If sp < n, then
‖u‖Lq(M) . ‖u‖W s,p(M), p ≤ q ≤ np
n− sp ,
for all u ∈W s,p(M).
(ii) If sp > n, then
‖u‖L∞(M) . ‖u‖W s,p(M)
for all u ∈W s,p(M).
Theorem C.4. [Trace theorem] If s > 1/2, then the trace operator
Hs(Ω) ∋ u 7−→ u|∂Ω ∈ Hs− 12 (∂Ω)
is well-defined, continuous (i.e. bounded), and surjective.
Lemma C.5. [Ehrling’s lemma] Suppose 1 < p <∞, 0 ≤ s0 < s < s1. Then for any δ > 0 there exists
a constant C = C(δ) such that
‖u‖W s,p(M) ≤ δ‖u‖W s1,p(M) + C(δ)‖u‖W s0,p(M)
for all u ∈ W s1,p(M).
Theorem C.6. [Integral multiplication inequality] Suppose s1, s2, s3 ∈ Z≥0, s1, s2 ≥ s3, 1 ≤ p ≤ ∞,
and s1 + s2 − s3 > n/p. Then
‖uv‖W s3,p(M) . ‖u‖W s1,p(M)‖v‖W s2,p(M)
for all u ∈ W s1,p(M) and v ∈W s2,p(M).
Theorem C.7. [Fractional multiplication inequality] Suppose 1 < p < ∞, s1, s2, s3 ∈ R, s1 + s2 > 0,
s1, s2 ≥ s3, and s1 + s2 − s3 > n/p. Then
‖uv‖W s3,p(M) . ‖u‖W s1,p(M)‖v‖W s2,p(M)
for all u ∈ W s1,p(M) and v ∈W s2,p(M).
Theorem C.8. [Moser estimate] Suppose 1 < p < ∞, s ∈ R, k ∈ Z≥0, s ≤ k, f ∈ Ck ∩W k,∞(R), and
f(0) = 0. Then
‖u‖W s,p(M) ≤ C(‖u‖L∞(M)
)‖u‖W s,p(M)
for all u ∈ W s,p(M) ∩ L∞(M).
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C.2. Spacetime inequalities. We recall, in this section, a number of spacetime estimates from [54]
that will be used repeatedly throughout this article. Additionally, we establish two new results in the
last two propositions of this section.
Proposition C.9. Suppose s1 = k1/2 and s2 = k2/2 for k1, k2 ∈ Z≥0, s3 ∈ R, s1, s2 ≥ s3, s1+s2−s3 >
n/2, r ∈ Z, and 0 ≤ r ≤ 2s3. Then
‖∂ℓt (u(t)v(t))‖Hs3− ℓ2 (M) ≤ ‖u(t)v(t)‖Es3,r . ‖u(t)‖Es1,r‖v(t)‖Es2,r
for 0 ≤ t ≤ T , 0 ≤ ℓ ≤ r, and all u ∈ Xs1,rT (M) and v ∈ Xs2,rT (M).
Proposition C.10. Suppose s1 = k1/2 and s2 = k2/2 for k1, k2 ∈ Z≥0, s3 ∈ R, s1, s2 ≥ s3, and
s1 + s2 − s3 > n/2. Then
‖u(t)v(t)‖Es3 . ‖u(t)‖Es1‖v(t)‖Es2
for 0 ≤ t ≤ T , and all u ∈ X s1T (M) and v ∈ X s2T (M).
Proposition C.11. Suppose s1 = k1/2 and s2 = k2/2 for k1, k2 ∈ Z≥0, ℓ ∈ Z≥1, s1 + s2 − ℓ/2 > 0,
ℓ ≤ min{2s1, 2s2 + 1}, s3 ∈ R, s1 ≥ s3, s2 ≥ s3 − 1/2 and s1 + s2 − s3 > n/2. Then
‖[∂ℓt , u(t)]v(t)‖Hs3− ℓ2 (M) . ‖∂tu(t)‖Es1− 12 ,ℓ−1‖v(t)‖Es2,ℓ−1
for 0 ≤ t ≤ T and all u ∈ Xs1,ℓT (M) and v ∈ Xs2,ℓ−1T (M).
Proposition C.12. Suppose s = k/2, s > n/2, r ∈ Z, 0 ≤ r ≤ 2s, f ∈ Cr(R), and f(0) = 0. Then
‖∂ℓtf(u(t))‖Hs− ℓ2 (M) ≤ ‖f(u(t))‖Es,r ≤ C(‖u(t)‖Es,r)‖u(t)‖Es,r
for 0 ≤ t ≤ T , 0 ≤ ℓ ≤ r, and all u ∈ Xs,rT (M).
Proposition C.13. Suppose s = k/2, s > n/2, f ∈ C2s−1(R) and f(0) = 0. Then
‖f(u(t))‖Es ≤ C(‖u(t)‖Es)‖u(t)‖Es
for 0 ≤ t ≤ T and all u ∈ X sT (M).
Proposition C.14. Suppose s = k/2 for k ∈ Z≥0, 0 ≤ r ≤ 2s, g1 ∈ X sT (M), g2 ∈ Xs,rT (M), f0a ∈ Hs(Ω0)
for a = 1, 2, and the fa satisfies the IVP
∂tfa = ga in [0, T ]×M ,
fa = f
0
a in {0} ×M ,
for a = 1, 2. Then f1 ∈ CX sT (M), f2 ∈ CX s,rT (M), and the fa satisfy
‖f1(t)− f1(0)‖Es ≤
∫ t
0
‖g1(τ)‖Esdτ and ‖f2(t)− f2(0)‖Es,r ≤
∫ t
0
‖g2(τ)‖Es,rdτ
for all t ∈ [0, T ].
Proof. Integrating
∂tf1 = g1 (C.1)
in time shows, with the help of the initial condition f1(0) = f
0
1 , that
f1(t) = f
0
1 +
∫ t
0
g1(τ) dτ
from which we have f1 ∈ C([0, T ], Hs+1(M)). Similarly, differentiating (C.1) with respect to t repeatedly
gives
∂ℓ+1t f1 = ∂
ℓ
t g1, 0 ≤ ℓ ≤ 2s− 1.
Integrating this in time, we find that f1 ∈ CX sT (M) and that
∂ℓtf1(t)− ∂ℓtf1(0) =
∫ t
0
∂ℓtg1(τ) dτ, 0 ≤ ℓ ≤ 2s− 1.
We then conclude via an application of the triangle inequality that
‖∂ℓtf1(t)− ∂ℓtf1(0)‖
Hs−
m(s,ℓ)
2 (M)
≤
∫ t
0
‖∂ℓt g1(τ)‖
Hs−
m(s,ℓ)
2 (M)
dτ, 0 ≤ ℓ ≤ 2s− 1,
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which, after summing over ℓ, yields
‖f1(t)− f1(0)‖Es ≤
∫ t
0
‖g1(τ)‖Esdτ.
This establishes the desired estimates for f1. The estimate for f2 can be established in a similar fashion.

Proposition C.15. Suppose s = k/2, s > n/2, f ∈ C2s(R × Rn−1), u ∈ Xs+1,2sT (Ω) ∩ X
s+ 12
T (Ω),
v ∈ X s+ 32T (Ω), and let 6D f denote the collection of that are tangent to the boundary23 ∂Ω and νΣ is an
outward pointing conormal to ∂Ω. Then the derivative ∂2st (f(u, 6D v)) can be decomposed as
∂2st (f(u, 6D v)) = kΣ∂Σθ + h
for
(k, θ, h) ∈
1⋂
ℓ=0
W ℓ,∞
(
[0, T ], Hs+
1
2−
ℓ
2 (Ω,Rn)
)× 1⋂
ℓ=0
W ℓ,∞
(
[0, T ], H
3
2−
ℓ
2 (Ω)
)× 1⋂
ℓ=0
W ℓ,∞
(
[0, T ], H1−ℓ(Ω)
)
that satisfy νΣk
Σ = 0 on ∂Ω and the estimates
‖θ‖
H
3
2 (Ω)
+ ‖∂tθ‖H1(Ω) . ζ,
‖h‖H1(Ω) + ‖∂th‖L2(Ω) ≤ C(ζ)ζ,
‖k‖
Hs+
1
2 (Ω)
+ ‖∂tk‖Hs(Ω) ≤ C(ζ),
where
ζ = ‖u‖Es+1,2s + ‖u‖Es+12 + ‖v‖Es+32 .
Proof. Differentiating f(u, 6D v) with respect to t yields
∂t(f(u, 6D v)) = kΣ(u, 6D v)∂Σ∂tv + g (C.2)
where
kΣ(u, 6D v) = ∂f
∂eI(u)
(u, 6D v)eIΣ (C.3)
and
g(u, ∂tu, 6D v) = ∂f
∂u
(u, 6D v)∂tu. (C.4)
Since the eI
Σ are tangent to ∂Ω, it is clear from (C.3) that νΣk
Σ = 0 on ∂Ω.
From (C.2), we see, after differentiating with respect to t 2s-times, that
∂2st (f(u, 6D v)) = kΣ(u, 6D v)∂Σθ + h (C.5)
where
θ = ∂2st v (C.6)
and
h = [∂2s−1t , k
Σ]∂Σ∂tv + ∂
2s−1
t g. (C.7)
It is then clear from (C.6) that
‖θ‖
H
3
2 (Ω)
+ ‖∂tθ‖H1(Ω) . ζ, (C.8)
where ζ is as defined in the statement of the proposition.
Next, we observe from (C.3) and Proposition C.12 that
‖k‖
Hs+
1
2 (Ω)
= ‖k‖
Es+
1
2
,0 ≤ C
(‖u‖
Es+
1
2
,0 , ‖Dv‖Es+12 ,0
) ≤ C(‖u‖
Es+
1
2
,0 , ‖v‖Es+32 ,0
) ≤ C(ζ) (C.9)
and
‖∂tk‖Hs(Ω) . ‖k‖Es+12 ,1 ≤ C
(‖u‖
Es+
1
2
,1 , ‖Dv‖Es+12 ,1
) ≤ C(‖u‖
Es+
1
2
,1 , ‖v‖Es+32 ,1
) ≤ C(ζ). (C.10)
23Locally, 6D f = (eI(f)), I = 2, 3, . . . , n, for smooth, time-independent vector fields eI = eΣI ∂¯Σ, ∂teIΣ = 0, that are
defined on Ω and when restricted to ∂Ω form a local basis for the tangent space T∂Ω.
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By similar arguments, we also obtain
‖∂tk‖Es,2s−a−2 . ‖k‖Es+12 ,2s−a−1 ≤ C(ζ) (C.11)
and
‖∂2t k‖Es− 12 ,2s−a−2 . ‖k‖Es+12 ,2s−a ≤ C(ζ). (C.12)
We can estimate the second term on the right hand side of (C.7) and its first derivative, again using
Proposition C.12, as follows:
‖∂2s−1t g‖H1(Ω) . ‖g‖Es+12 ,2s−1
≤ C(‖(u, ∂tu,Dv)‖
Es+
1
2
,2s−1
)‖(u, ∂tu,Dv)‖
Es+
1
2
,2s−1
≤ C(‖u‖Es+1,2s + ‖v‖Es+32 ,2s−1)(‖u‖Es+1,2s + ‖v‖Es+32 ,2s−1)
≤ C(ζ)ζ (C.13)
and
‖∂2st g‖L2(Ω) . ‖g‖Es,2s
≤ C(‖(u, ∂tu,Dv)‖Es,2s)‖(u, ∂tu,Dv)‖Es,2s
≤ C(‖u‖
Es+
1
2
,2s+1 + ‖v‖Es+1,2s
)(‖u‖
Es+
1
2
,2s+1 + ‖v‖Es+1,2s
)
≤ C(ζ)ζ. (C.14)
We further observe that the first term on the right hand side of (C.7) can be estimated by
‖[∂2s−1t , kΣ]∂Σ∂tv‖H1(Ω) . ‖∂tk‖Es.2s−1‖D∂tv‖Es,2s−2
≤ C(ζ)‖v‖
Es+
3
2
,2s−1
≤ C(ζ)ζ, (C.15)
where in deriving this we have employed Proposition C.11, with s1 = s +
1
2 , s2 = s, s3 = s +
1
2 , and
ℓ = 2s− 1, and the inequality (C.11).
Differentiating [∂2s−1t , k
Σ]∂Σ∂tv with respect to t gives
∂t
(
[∂2s−1t , k
Σ]∂Σ∂tv
)
= [∂2s−1t , ∂tk
Σ]∂Σ∂tv + [∂
2s−1
t , k
Σ]∂Σ∂
2
t v.
Both terms on the right hand side can be estimated in a similar fashion as (C.15) by using Proposition
C.11, with with s1 = s, s2 = s− 12 , s3 = s− 12 and ℓ = 2s− 1 for the first term and s1 = s+ 12 , s2 = s− 1,
s3 = s− 12 and ℓ = 2s− 1 for the second, and the inequalities (C.11)-(C.12). Doing so shows that
‖∂t
(
[∂2s−1t , k
Σ]∂Σ∂tv
)‖L2(Ω) . ‖∂2t k‖Es− 12 ,2s−2‖D∂tv‖Es− 12 ,2s−2 + ‖∂tk‖Es,2s−2‖D∂2t v‖Es−1,2s−2
≤ C(ζ)‖v‖Es+1,2s
≤ C(ζ)ζ.
From this, the definition (C.7), and the estimates (C.13)-(C.15), we deduce that
‖ha‖H1(Ω) + ‖∂th‖L2(Ω) ≤ C(ζ)ζ.
This result together with (C.8)-(C.10) establishes the stated estimates and completes the proof. 
Appendix D. Elliptic systems
In this appendix, we recall some well known regularity results for elliptic systems. Throughout this
section, Ω will denote an open and bounded set in Rn, n ≥ 2, with smooth boundary.
D.1. Neumann boundary conditions. We begin by considering elliptic systems with Neumann
boundary conditions of the form
∂Λ(b
ΛΣ∂Σu+m
Λ) = f in Ω, (D.1)
νΛ(b
ΛΣ∂Σu+m
Λ) = g in ∂Ω, (D.2)
where
(i) νΛ is the outward pointing unit conormal to ∂Ω,
(ii) u = u(x), mΛ = mΛ(x), f = f(x) and g = g(x) are RN -valued maps,
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(iii) and the bΛΣ = bΛΣ(x) are MN×N -valued maps that satisfy the symmetry condition
(bΛΣ)tr = bΣΛ (D.3)
in Ω, and there exists constants κ1 > 0 and µ ≥ 0 such that coercive inequality
〈∂Λv|bΛΓ∂jv〉Ω ≥ κ1‖v‖2H1(Ω) − µ‖v‖2L2(Ω) (D.4)
holds for all v ∈ H1(Ω,RN ).
We recall, see, for example, [39, Theorem B.3], that solutions to these systems enjoy the following version
of elliptic regularity:
Theorem D.1. Suppose r, s ∈ R, s > n/2, 0 ≤ r ≤ s,
r∗ =
{
r − 1 if r > 1
0 otherwise
, (D.5)
bΛΣ ∈ Hs(Ω,MN×N ), mΛ ∈ Hr(Ω,RN ), f ∈ Hr∗(Ω,RN ), g ∈ Hr− 12 (∂Ω,RN ), the bΛΣ satisfy (D.3) and
(D.4), and u ∈ H1(Ω,RN ) is a weak solution of (D.1)-(D.2). Then u ∈ Hr+1(Ω,RN ) and
‖u‖Hr+1(Ω) ≤ C
(
‖u‖H1(Ω) + ‖f‖Hr∗(Ω) + ‖m‖Hr(Ω) + ‖g‖Hr−1/2(∂Ω)
)
where C = C(κ1, µ, ‖b‖Hs(Ω)).
D.2. Dirichlet boundary condtions. Next, we consider elliptic systems with Dirichlet boundary
conditions of the form
∂Λ
(
bΛΣ∂Σu+m
Λ
)
= f in Ω, (D.6)
u = 0 in ∂Ω, (D.7)
where
(i) u = u(x), mΛ = mΛ(x), and f = f(x) are RN valued maps,
(ii) and the bΛΣ = bΛΣ(x) are MN×N -valued maps that satisfy the symmetry condition (D.3) and there
exists a constant κ > 0 such the strong ellipticity condition
bΛΣξΛξΣ ≥ κ|ξ|21I , ∀ ξ = (ξΣ) ∈ Rn, (D.8)
holds in Ω.
We recall the following elliptic regularity result, see, for example, [26, Theorem 4.14], satisfied by solutions
of these systems:
Theorem D.2. Suppose r, s ∈ R, s > n/2, 0 ≤ r ≤ s, r∗ is given by (D.5), bΛΣ ∈ Hs(Ω,MN×N ),
mΛ ∈ Hr(Ω,RN ), f ∈ Hr∗(Ω,RN ), the bΛΣ satisfy (D.3) and (D.8), and u ∈ H1(Ω,RN ) is a weak
solution of (D.6)-(D.7). Then u ∈ Hr+1(Ω,RN ) and
‖u‖Hr+1(Ω) ≤ C
(
‖u‖H1(Ω) + ‖f‖Hr∗(Ω) + ‖m‖Hr(Ω)
)
where C = C(κ, ‖b‖Hs(Ω)).
Appendix E. Linear wave equations
In this appendix, we establish an existence and uniqueness theory for systems of linear wave equations
with either Dirichlet or acoustic boundary conditions. Throughout this section we employ the notion
ΩT = [0, T ]× Ω and ΓT = [0, T ]× ∂Ω,
where, as above, Ω denotes an open and bounded set in Rn, n ≥ 2, with smooth boundary.
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E.1. Dirichlet boundary conditions. In this section, we consider the initial boundary value problem
(IBVP) for systems of wave equations with Dirichlet boundary conditions that are of the following form:
∂α
(
bαβ∂βu+m
α
)
= f in ΩT , (E.1)
u = 0 in ΓT , (E.2)
(u, ∂tu) = (u0, u1) in Ω0, (E.3)
where
(i) u = u(t, x), mα = mα(t, x), and f = f(t, x) are RN -valued maps,
(ii) the MN×N -valued maps b
αβ = bαβ(t, x) satisfy
(bαβ)tr = bβα (E.4)
in ΩT , and there exists constants κ0, κ1 > 0 and µ ≥ 0 such that24
b00 ≤ −κ01I (E.5)
in ΩT and the coercive inequality
〈∂Λu|bΛΣ(t)∂Σu〉Ω ≥ κ1‖u‖2H1(Ω) − µ‖u‖2L2(Ω) (E.6)
holds for all (t, u) ∈ [0, T ]×H10 (Ω,RN ).
Remark E.1. Provided that the matrices bΛΣ are uniformly continuous on ΩT , it is known, see Theorem
3 from Section 6 of [60], that the strong ellipticity condition (D.8) holds in ΩT if and only if the coercive
inequality (E.6) holds.
Definition E.2. Given s˜ = k˜/2 with k˜ ∈ Z≥0, we say the the initial data25
(u0, u1) ∈ H s˜+1(Ω,RN )×H s˜+1−
m(s˜+1,1)
2 (Ω,RN )
for the IBVP (E.1)-(E.3) satisfies the compatibility conditions to order 2s˜ + 1 if the higher formal time
derivatives
uℓ = ∂
ℓ
tu
∣∣
Ω0
, ℓ = 2, 3, . . . , 2s˜+ 1,
which are generated from the initial data by differentiating the wave equation (E.1) formally with respect
to t the required number of times and setting t = 0, satisfy
uℓ ∈ H s˜+1−
m(s˜+1,ℓ)
2 (Ω,RN ), 0 ≤ ℓ ≤ 2s˜+ 1,
and
∂ℓtu = 0 in Γ0, ℓ = 0, 1, . . . , 2s˜.
Theorem E.3. Suppose T > 0, s > n/2, s = k/2 and s˜ = k˜/2 for k, k˜ ∈ Z≥0 where k˜ ≤ k, bαβ , ∂tbαβ ∈
Xs,2s˜T (Ω,MN×N ), f, ∂tf ∈ X s˜−1T (Ω,RN ), ∂2s˜t f ∈ L∞([0, T ], L2(Ω,RN )), mα, ∂tmα ∈ X s˜T (Ω,RN ), the
initial data
(u0, u1) ∈ H s˜+1(Ω,RN )×H s˜+1−
m(s˜+1,1)
2 (Ω,RN )
satisfies the compatibility conditions to order 2s˜ + 1, and the matrices bαβ satisfy (E.4) and the in-
equalities (E.5)-(E.6) for some constants κ0, κ1 > 0 and µ ≥ 0. Then there exists a unique solution26
u ∈ CX s˜+1T (Ω,RN ) to the IBVP (E.1)-(E.3) that satisfies the energy estimate
‖u(t)‖E s˜+1 ≤ C
(
‖u(0)‖E s˜+1 + α2(0) +
∫ t
0
α1(τ)‖u(τ)‖E s˜+1 + α2(τ) dτ
)
where27 C = C
(
~κ, µ, ‖b(0)‖L∞(Ω), ‖b(t)‖Hs(Ω)
)
, ~κ = (κ0, κ1),
α1(t) = 1 + ‖b(t)‖Hs(Ω) + ‖∂tb(t)‖Es,2s˜ ,
and
α2(t) = ‖m(t)‖Hs˜(Ω) + ‖∂tm(t)‖Es˜ + ‖f(t)‖H(s˜−1)∗ (Ω) + ‖∂tf(t)‖E(s˜−1)∗ + ‖∂2s˜t f(t)‖L2(Ω).
24Given A,B ∈ MN×N , we define A ≤ B ⇐⇒ (η|Aη) ≤ (η|Bη) for all η ∈ RN .
25See (2.4) for a definition of m(s, ℓ).
26When s˜ = 0, the solution must be interpreted in the weak sense, see [40, Definiton 2.1].
27See (D.5) for the definition of (s˜− 1)∗.
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Proof. Assuming for the moment that bαβ ,mα, f ∈ C∞(ΩT ) and the initial data satisfies the compatibility
conditions in the sense of [40] to order 2s˜ + 1, that is, ∂ℓtu|Ω0 ∈ H2s˜+1−ℓ(Ω,RN ), 0 ≤ ℓ ≤ 2s˜ + 1, and
∂ℓtu|Γ0 = 0, 0 ≤ ℓ ≤ 2s˜, then it follows from Theorem 2.5 of [40] that there exists a unique solution
u ∈
2s˜+1⋂
j=0
Cℓ
(
[0, T ], H2s˜+1−ℓ(Ω,RN )
)
of the IBVP (E.1)-(E.3). Differentiating (E.1)-(E.2) ℓ times, 0 ≤ ℓ ≤ 2s˜, with respect to t shows that
∂ℓtu satisfies
∂α
(
bαβ∂β∂
ℓ
tu+M
α
ℓ
)
= ∂ℓtf in ΩT , (E.7)
∂ℓtu = 0 in ΓT , (E.8)
where
Mαℓ = [∂
ℓ
t , b
αβ]∂βu+ ∂
ℓ
tm
α. (E.9)
In particular, ∂ℓtu defines a weak solution of the wave equation (E.7), and hence, by Theorem 2.2 of [40],
it satisfies the energy estimate
E
(
∂ℓtu(t)
) ≤ C(E(∂ℓtu(0))+ ‖ ~Mℓ(0)‖L2(Ω) + ∫ t
0
(
1+‖b(τ)‖L∞(Ω) + ‖∂tb(τ)‖L∞(Ω)
)
E
(
∂ℓtu(τ)
)
+‖ ~Mℓ(τ)‖L2(Ω) + ‖∂tMℓ(τ)‖L2(Ω) + ‖∂ℓtf(τ)‖L2(Ω) dτ
)
, (E.10)
where C = C
(
~κ, µ, ‖b(0)‖L∞(Ω)
)
, ~M = (MΣ), and
E
(
∂ℓtu(t)
)
=
√
‖∂ℓtu(t)‖2H1(Ω) + ‖∂ℓ+1t u(t)‖2L2(Ω).
Viewing (E.7)-(E.8) as an elliptic system, that is,
∂Λ
(
bΛΣ∂Σ∂
ℓ
tu+M
Λ
ℓ + b
Λ0∂ℓ+1t u
)
= Fℓ in ΩT ,
∂ℓtu = 0 in ΓT ,
where
Fℓ = −b0Λ∂Λ∂ℓ+1t u− ∂tb0Λ∂Λ∂ℓtu− ∂tb00∂ℓ+1t u− b00∂ℓ+2t u− ∂tM0ℓ + ∂ℓtf, (E.11)
we can appeal to elliptic regularity, see Theorem D.2 and Remark E.1, to obtain the estimate
‖∂ℓtu‖Hs˜+1− ℓ2 (Ω) ≤ C
(
E
(
∂ℓtu
)
+ ‖ ~Mℓ‖
Hs˜−
ℓ
2 (Ω)
+ ‖b0Λ∂ℓ+1t u‖Hs˜− ℓ2 (Ω) + ‖Fℓ‖H(s˜− ℓ2 )∗(Ω)
)
(E.12)
for 0 ≤ ℓ ≤ 2s˜− 1 where C = C(κ1, µ, ‖b(t)‖Hs(Ω)) and (s˜− ℓ2 )∗ is defined by (D.5).
To proceed, we estimate the terms and their time derivatives on the right hand side of (E.12) by the
energy norms. We collect the relevant estimates in the following lemma.
Lemma E.4. The following estimates hold:28
(i)
‖Mℓ‖
Hs˜−
ℓ
2 (Ω)
. (‖b‖Es,2s˜ + ‖∂tb‖Es,2s˜)‖u‖E s˜+1 + ‖m‖Es˜ ,
‖∂tMℓ‖
Hs˜−
ℓ
2 (Ω)
+ ‖∂2tMℓ‖H(s˜− ℓ2 )∗(Ω) . (‖b‖Es,2s˜ + ‖∂tb‖Es,2s˜)‖u‖E s˜+1 + ‖∂tm‖Es˜
and
‖b0Λ∂ℓ+1t u‖Hs˜− ℓ2 (Ω) . (‖b‖Es,2s˜ + ‖∂tb‖Es,2s˜)‖u‖E s˜+1
for 0 ≤ ℓ ≤ 2s˜− 1,
(ii)
‖Fℓ‖
H(s˜−
ℓ
2
)∗(Ω)
+ ‖∂tFℓ‖
H(s˜−
ℓ
2
)∗(Ω)
. (‖b‖Es,2s˜ + ‖∂tb‖Es,2s˜)‖u‖E s˜+1 + ‖f‖Es˜−1 + ‖∂tf‖Es˜−1 + ‖∂tm‖Es˜
and
‖∂t(b0Λ∂ℓ+1t u)‖Hs˜− ℓ2 (Ω) . (‖b‖Es,2s˜ + ‖∂tb‖Es,2s˜)‖u‖E s˜+1
for 0 ≤ ℓ ≤ 2s˜− 2,
28See (D.5) for the definition of (s˜− ℓ
2
)∗.
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(iii)
‖F2s˜−1‖L2(Ω) . ‖b‖Hs(Ω)E(∂2s˜t u) + ‖∂tb0Λ∂Λ∂2s˜−1t u‖L2(Ω) + ‖∂tb00∂2s˜t u‖L2(Ω)
+‖∂2s˜t M‖L2(Ω) + ‖∂2s˜−1t f‖L2(Ω),
‖∂tb0Λ∂Λ∂2s˜−1t u‖L2(Ω) + ‖∂t(∂tb0Λ∂Λ∂2s˜−1t u)‖L2(Ω) . (‖b‖Es,2s˜ + ‖∂tb‖Es,2s˜)‖u‖E s˜+1
and
‖∂tb00∂2s˜t u‖L2(Ω) + ‖∂t(∂tb00∂2s˜t u)‖L2(Ω) . (‖b‖Es,2s˜ + ‖∂tb‖Es,2s˜)‖u‖E s˜+1 ,
(iv) and
‖ ~Mℓ‖L2(Ω) + ‖∂tMℓ‖L2(Ω) . (‖b‖Es,2s˜ + ‖∂tb‖Es,2s˜)‖u‖E s˜+1 + ‖m‖Es˜ + ‖∂tm‖Es˜
for 0 ≤ ℓ ≤ 2s˜.
Proof. The inequalities all follow from a repeated application of the commutator estimate from Proposi-
tion C.11 and the multiplication estimates from Theorem C.7 and Proposition C.9. We will only provide
detailed proofs for the estimates from part (i) that involve Mαℓ . The remainder of the estimates can be
established in a similar fashion.
By (E.8), we see, for 0 ≤ ℓ ≤ 2s˜− 1, that we can estimate Mαℓ by
‖Mαℓ ‖Hs˜− ℓ2 (Ω) ≤ ‖[∂
ℓ
t , b
αβ]∂βu‖
Hs˜−
ℓ
2 (Ω)
+ ‖∂ℓtmα‖Hs˜− ℓ2 (Ω) .
Applying the commutator estimate from Proposition C.11 (with s1 = s, s2 = s˜ and s3 = s˜) to the above
inequality yields
‖Mαℓ ‖Hs˜− ℓ2 (Ω) . ‖∂tb‖Es− 12 ,ℓ−1‖∂u‖Es˜,ℓ−1 + ‖m‖Es˜,ℓ . ‖b‖Es,2s˜‖u‖E s˜+1 + ‖m‖Es˜
for 0 ≤ ℓ ≤ 2s˜− 1, which establishes the first estimate from part (i).
Next, differentiating (E.8) gives
∂tM
α
ℓ = [∂
ℓ
t , ∂tb
αβ ]∂βu+ [∂
ℓ
t , b
αβ ]∂β∂tu+ ∂
ℓ
t∂tm
α, (E.13)
which allows us to estimate ∂tM
α
ℓ by
‖∂tMαℓ ‖Hs˜− ℓ2 (Ω) ≤ ‖[∂
ℓ
t , ∂tb
αβ ]∂βu‖
Hs˜−
ℓ
2 (Ω)
+ ‖[∂ℓt , bαβ]∂β∂tu‖Hs˜− ℓ2 (Ω) + ‖∂
ℓ
t∂tm
α‖
Hs˜−
ℓ
2
(Ω)
for 0 ≤ ℓ ≤ 2s˜ − 1. Using the commutator estimate from Proposition C.11 to estimate the first (with
s1 = s, s2 = s˜, and s3 = s˜) and second (with s1 = s+
1
2 , s2 = s˜− 12 , and s3 = s˜) terms, we get that
‖∂tMαℓ ‖Hs˜− ℓ2 (Ω) . ‖∂
2
t b‖Es− 12 ,ℓ−1‖∂u‖Es˜,ℓ−1 + ‖∂tb‖Es,ℓ−1‖∂∂tu‖Es˜− 12 ,ℓ−1 + ‖∂tm‖Es˜
. ‖∂tb‖Es,2s˜‖u‖E s˜+1 + ‖∂tm‖Es˜ (E.14)
for 0 ≤ ℓ ≤ 2s˜− 1.
Differentiating (E.13) again gives
∂2tM
α
ℓ = [∂
ℓ
t , ∂
2
t b
αβ]∂βu+ 2[∂
ℓ
t , ∂tb
αβ]∂β∂tu+ [∂
ℓ
t , b
αβ ]∂β∂
2
t u+ ∂
ℓ
t∂
2
tm
α. (E.15)
Using this, we can bound ∂2tM
α
ℓ by
‖∂2tMαℓ ‖Hs˜− ℓ2−1(Ω) .‖[∂
ℓ
t , ∂
2
t b
αβ]∂βu‖
Hs˜−
ℓ
2
−1(Ω)
+ ‖[∂ℓt , ∂tbαβ]∂β∂tu‖Hs˜− ℓ2−1(Ω)
+ ‖[∂ℓt , bαβ ]∂β∂2t u‖Hs˜− ℓ2−1(Ω) + ‖∂
ℓ
t∂
2
tm
α‖
Hs˜−
ℓ
2
−1(Ω)
for 0 ≤ ℓ ≤ 2s˜ − 2. Noting from (D.5) that (s − ℓ2 )∗ = s − ℓ2 − 1, 0 ≤ ℓ ≤ 2s˜ − 2, the same arguments
that led to (E.14) yields the inequality
‖∂2tMαℓ ‖H(s˜− ℓ2 )∗ (Ω) . ‖∂tb‖Es,2s˜‖u‖E s˜+1 + ‖∂tm‖Es˜ (E.16)
for 0 ≤ ℓ ≤ 2s˜− 2.
Next, we use (E.15) to estimate ∂tM
α
2s˜−1 by
‖∂2tMα2s˜−1‖L2(Ω) .‖[∂2s˜−1t , ∂2t bαβ ]∂βu‖L2(Ω) + ‖[∂2s˜−1t , ∂tbαβ ]∂β∂tu‖L2(Ω)
+ ‖[∂2s˜−1t , bαβ]∂β∂2t u‖L2(Ω) + ‖∂2s˜−1t ∂2tmα‖L2(Ω).
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Using the commutator estimate from Proposition C.11 to estimate the first (with s1 = s− 12 , s2 = s˜ and
s3 = s˜ − 12 ), second (with s1 = s, s2 = s˜ − 12 and s3 = s˜ − 12 ) and third (with s1 = s + 12 , s2 = s˜ − 1,
s3 = s˜− 12 ) terms, we find that
‖∂2tMα2s˜−1‖L2(Ω) . ‖∂3t b‖Es−1,2s˜−2‖∂u‖Es˜,2s˜−2 + ‖∂2t b‖Es− 12 ,2s˜−2‖∂∂tu‖Es˜− 12 ,2s˜−2
+ ‖∂tb‖Es,2s˜−2‖∂∂2t u‖Es˜−1,2s˜−2 + ‖∂tm‖Es˜
. ‖∂tb‖Es,2s˜‖u‖E s˜+1 + ‖∂tm‖Es˜ . (E.17)
Together, (E.14), (E.16) and (E.17) establish the validity of the second estimate from part (i). 
Writing ~M , b0Λ∂ℓtu and Fℓ as
~M(t) = ~M(0)+
∫ t
0
~M(τ) dτ , (b0Λ∂ℓtu)(t) = (b
0Λ∂ℓtu)(0)+
∫ t
0
(b0Λ∂ℓtu)(τ) dτ ,
and Fℓ(t) = Fℓ(0)+
∫ t
0
Fℓ(τ) dτ , respectively, we see, after applying the appropriate norm to each of these
expression and summing the result, that
‖ ~Mℓ(t)‖
Hs˜−
ℓ
2 (Ω)
+ ‖(b0Λ∂ℓtu)(t)‖Hs˜− ℓ2 (Ω) + ‖Fℓ(t)‖H(s˜− ℓ2 )∗(Ω) . ‖ ~Mℓ(0)‖Hs˜− ℓ2 (Ω) + ‖(b
0Λ∂ℓtu)(0)‖Hs˜− ℓ2 (Ω)
+ ‖Fℓ(0)‖
H(s˜−
ℓ
2
)∗(Ω)
+
∫ t
0
‖∂t ~Mℓ(τ)‖
Hs˜−
ℓ
2 (Ω)
+ ‖∂t(b0Λ∂ℓtu)(τ)‖Hs˜− ℓ2 (Ω) + ‖∂tFℓ(τ)‖H(s˜− ℓ2 )∗(Ω) dτ
for 0 ≤ ℓ ≤ 2s˜− 1. Estimating the right hand side using Lemma E.4.(i)-(ii), we deduce that
‖ ~Mℓ(t)‖
Hs˜−
ℓ
2 (Ω)
+ ‖(b0Λ∂ℓtu)(t)‖Hs˜− ℓ2 (Ω) + ‖Fℓ(t)‖H(s˜− ℓ2 )∗(Ω) . (‖b(0)‖Es,2s˜ + ‖∂tb(0)‖Es,2s˜)‖u(0)‖E s˜+1
+‖f(0)‖Es˜−1 + ‖∂tf(0)‖Es˜−1 + ‖m(0)‖Es˜ + ‖∂tm(0)‖Es˜ +
∫ t
0
(‖b(τ)‖Es,2s˜ + ‖∂tb(τ)‖Es,2s˜)‖u(τ)‖E s˜+1
+‖f(τ)‖Es˜−1 + ‖∂tf(τ)‖Es˜−1 + ‖m(τ)‖Es˜ + ‖∂tm(τ)‖Es˜ dτ (E.18)
for 0 ≤ ℓ ≤ 2s˜− 2, and
‖ ~M2s˜−1(t)‖
Hs˜−
2s˜−1
2 (Ω)
+ ‖(b0Λ∂2s˜−1t u)(t)‖Hs˜− 2s˜−12 (Ω) . (‖b(0)‖Es,2s˜ + ‖∂tb(0)‖Es,2s˜)‖u(0)‖E s˜+1
+‖m(0)‖Es˜ + ‖∂tm(0)‖Es˜ +
∫ t
0
(‖b(τ)‖Es,2s˜ + ‖∂tb(τ)‖Es,2s˜)‖u(τ)‖E s˜+1 + ‖m(τ)‖Es˜ + ‖∂tm(τ)‖Es˜ dτ.
(E.19)
By similar arguments and Lemma E.4.(iii)-(iv), we find also that
‖F2s˜−1(t)‖L2(Ω) . ‖b‖Hs(Ω)E(∂2s˜t u(0)) + (‖b(0)‖Es,2s˜ + ‖∂tb(0)‖Es,2s˜)‖u(0)‖E s˜+1 + ‖f(0)‖Es˜−1
+‖∂tf(0)‖Es˜−1 + ‖m(0)‖Es˜ + ‖∂tm(0)‖Es˜ +
∫ t
0
(‖b(τ)‖Es,2s˜ + ‖∂tb(τ)‖Es,2s˜)‖u(τ)‖E s˜+1
+‖f(τ)‖Es˜−1 + ‖∂tf(τ)‖Es˜−1 + ‖m(τ)‖Es˜ + ‖∂tm(τ)‖Es˜ dτ. (E.20)
Using (E.10) to bound the term E(∂ℓtu) on the right hand side of (E.12), for 0 ≤ ℓ ≤ 2s˜ − 1, and
the estimates (E.18)-(E.20) and those from Lemma E.4.(iv) to bound right hand side of the resulting
inequality, we see, after summing over ℓ from 0 to 2s˜ − 1 and adding the result to (E.12) with ℓ = 2s˜,
that u satisfies the energy estimate
‖u(t)‖E s˜+1 ≤ C(~κ, µ, ‖b(t)‖Hs(Ω))
(
‖u(0)‖E s˜+1 + α2(0) +
∫ t
0
α1(τ)‖u(τ)‖E s˜+1 + α2(τ) dτ
)
(E.21)
where
α1(t) = 1 + ‖b(t)‖Es,2s˜ + ‖∂tb(t)‖Es,2s˜
and
α2(t) = ‖m(t)‖Es˜ + ‖∂tm(t)‖Es˜ + ‖f(t)‖E(s˜−1)∗ + ‖∂tf(t)‖E(s˜−1)∗ + ‖∂2s˜t f(t)‖L2(Ω).
Thus far, we have established the existence of solutions that satisfy the energy estimate under that
assumption that the coefficients in the wave equation are smooth an the initial data satisfies the com-
patibility conditions in the sense of Koch to order 2s˜ + 1. Existence for the general case, where the
coefficients satisfy bαβ , ∂tb
αβ ∈ Xs,2s˜T (Ω,MN×N ), f, ∂tf ∈ X s˜−1T (Ω,RN ), ∂2s˜t f ∈ L∞([0, T ], L2(Ω,RN )),
ℓα, ∂tℓ
α ∈ X s˜T (Ω,RN ), and the initial conditions satisfy the compatibility conditions to order 2s˜ + 1 in
the sense of Definition (E.2), follows from an approximation and limiting argument, the details of which
we leave to the interested reader. Furthermore, uniqueness of solutions follows directly from the energy
estimate (E.21) in the usual way. 
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E.2. Acoustic boundary conditions. In this section, we consider the initial boundary value problem
(IBVP) for systems of wave equations with acoustic boundary conditions that are of the following form:
∂α
(
bαβ∂βu+m
α
)
= f in ΩT , (E.22)
να
(
bαβ∂βu+m
α) = q∂2t u+ p∂tu+ g in ΓT , (E.23)
(u, ∂tu) = (u0, u1) in Ω0, (E.24)
where
(i) να = δ
Σ
ανΣ where νΣ is a time-independent outward pointing conormal to ∂Ω,
(ii) u = u(t, x), mα = mα(t, x), f = f(t, x) and g = g(t, x) are RN -valued maps,
(iii) the MN×N -valued maps b
αβ = bαβ(t, x) satisfy the symmetry condition (E.4) in ΩT and there exists
constants κ0, κ1 > 0 and µ ≥ 0 such that the inequalities (E.5) and
〈∂Λu|bΛΣ(t)∂Σu〉Ω ≥ κ1‖u‖2H1(Ω) − µ‖u‖2L2(Ω), ∀ (t, u) ∈ [0, T ]×H1(Ω,RN ), (E.25)
hold,
(iv) and p = p(t, x) and q = q(t, x) are MN×N -valued maps where q satisfies
qtr = q, q ≤ 0, − 1
γ
q ≤ q2 ≤ −γq and rank(q) = Nq in ΓT (E.26)
for some positive constants γ > 0 and 0 ≤ Nq ≤ N .
Remark E.5.
(a) The coercive condition (E.25) is known to be equivalent to the matrix bΣΛ being strongly elliptic, see
(D.8), in Ω and satisfying the strong complementing condition on the boundary ∂Ω. For a proof of
this equivalence, see Theorem 3 from Section 6 of [60].
(b) Letting Pq and P
⊥
q denote the projection onto Ran(q) and its orthogonal complement, we can decom-
pose RN as
R
N = PqR
N⊕ P⊥q RN
and write q as
q = PqqPq.
E.2.1. Weak solutions. To define a weak solution of the system (E.22)-(E.24), we must supplement the
initial conditions (E.24) with an additional one given by
Pq∂tu = U1 in Γ0. (E.27)
This initial condition determines the piece of the time derivative ∂tu that lies in the range of q|t=0 when
restricted to the boundary. However, because we can choose initial data for weak solutions such that the
time derivative ∂tu|t=0 lies in L2(Ω), the trace of ∂tu|t=0 on the boundary Γ will, in general, not be defined.
Thus the initial condition (E.27), as stated, cannot be literally true and must be interpreted in a suitable
weak sense; see (E.28) below. With that said, for regular enough initial data, e.g. ∂tu|t=0 ∈ H1(Ω),
(E.27) can be used to define U1 by taking the trace of Pq∂tu on the boundary ∂Ω at t = 0.
Definition E.6. A pair (u, U) ∈ H1(ΩT ,RN ) × L2(ΓT ,RN ) is called a weak solution of (E.22)-(E.24)
and (E.27) if (u, U) define maps u : [0, T ] → H1(Ω,RN ), ∂tu : [0, T ] → L2(Ω,RN ) and U : [0, T ] −→
L2(Γ,RN ) that satisfy29
(u(t), ∂tu(t))⇀ (u0, u1) in H
1(Ω,RN )× L2(Ω,RN ), and U(t)⇀ U1 in L2(Γ,RN )
as tց 0,
U ∈ Ran(q) in ΓT ,
and
〈qU |φ〉ΓT = −〈∂tqu|φ〉ΓT − 〈qu|∂tφ〉ΓT (E.28)
and
〈bαβ∂βu+mα|∂αφ〉ΩT + 〈(∂tq − p)∂tu|φ〉ΓT − 〈g|φ〉ΓT + 〈qU |∂tφ〉ΓT = −〈f |φ〉ΩT (E.29)
for all φ ∈ C10
(
[0, T ], C1(Ω,RN )
)
.
Remark E.7.
29We use the standard notation ⇀ to denote weak convergence.
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(a) As in [40], the boundary terms 〈g|φ〉ΓT and 〈(∂tq − p)∂tu|φ〉ΓT are defined via the expressions30
〈g|φ〉ΓT = 〈ν(g) + ∂ΣνΣg|φ〉ΩT + 〈g|ν(φ)〉ΩT , (E.30)
and
〈(∂tq − p)∂tu|φ〉ΓT = 〈ν(∂tq − p)∂tu− ∂t(∂tq − p)ν(u)|φ〉ΩT
+ 〈∂ανα(∂tq − p)∂tu|φ〉ΩT + 〈(∂tq − p)∂tu|ν(φ)〉ΩT − 〈(∂tq − p)ν(u)|∂tφ〉ΩT , (E.31)
respectively, where ν(·) = να∂α(·), να = δαΣνΣ, and νΣ is any smooth extension to Ω of the
outward pointing unit normal to ∂Ω.
(ii) The condition (E.28) implies that u weakly satisfies
qU = q∂tu in ΓT ,
where here, we are again defining the boundary terms on the right hand side of (E.28) using the
same type of formula as (E.30).
The existence and uniqueness of weak solutions is a consequence of the following theorem, which follows
easily from a special case of Theorem 7.5 from [54].
Theorem E.8. Suppose s > n/2, 0 ≤ λ ≤ ǫ ≤ s, u0 ∈ H1(Ω,RN ), u1 ∈ L2(Ω,RN ), U1 ∈ L2(∂Ω,RN )
and satisfies U1 ∈ Ran(q|t=0), m = (mα) ∈ W 1,2
(
[0, T ], L2(Ω,RN )
)
, f ∈ L2(ΩT ,RN ), p, q, ∂tq ∈
W 1,∞(ΩT ,MN×N ), b
αβ ∈ W 1,∞([0, T ], L∞(Ω,MN×N )), bαβ satisfy the coercive condition (E.25), the
symmetry condition (E.4) and inequality (E.5), q satisfies (E.26), g can be written as
g = kα∂αθ +G
where k ∈ L∞([0, T ], Hs+1−ǫ(Ω)), ∂tk ∈ L∞([0, T ], Hs−λ(Ω)), θ ∈ L∞([0, T ], H1+ǫ(Ω)), ∂tθ ∈ L∞([0, T ], H1+λ(Ω))
and G ∈ H1(ΩT ,RN ), and p, q satisfy the inequality
p− 12∂tq − χq ≤ 0 in ΓT
for some χ ∈ R. Then there exists a unique weak solution (u, U) to the IBVP consisting of (E.22)-
(E.24) and (E.27), which possesses the additional regularity (u, U) ∈ ⋂1j=0 Cj([0, T ], H1−j(Ω,RN )) ×
C0
(
[0, T ], L2(∂Ω,RN )
)
. Morever, this solution satisfies the energy estimate
E(t) ≤E(0) + C
∫ t
0
(
1 + ‖∂tb(τ)‖L∞(Ω) + |χ|
)
E(τ) + ‖∂tm(τ)‖L2(Ω) + ‖f(τ)‖L2(Ω) + ‖G(τ)‖H1(Ω)
+ ‖∂tG(τ)‖L2(Ω) +
(‖k(τ)‖Hs+1−ǫ(Ω) + ‖∂tk(τ)‖Hs−λ(Ω))(‖∂tθ(τ)‖H1+λ(Ω) + ‖θ(τ)‖H1+ǫ(Ω)) dτ
for 0 ≤ t ≤ T , where C = C(~κ, µ, γ), ~κ = (κ0, κ1),
E(t)2 =
1
2
〈∂Λu(t)|bΛΣ(t)∂Σu(t)〉Ω − 1
2
〈∂tu(t)|b00(t)∂tu(t)〉Ω − 1
2
〈U(t)|q(t)U(t)〉∂Ω
+ 〈∂Λu(t)|MΛ(t)〉Ω + µ
2
‖u(t)‖2L2(Ω) +
2
κ1
‖ ~M(t)‖2L2(Ω),
MΛ = mΛ +
2
|ν|2 ν
[ΣkΛ]∂Σθ, ~M = (M
Λ),
and the energy norm E(t) is bounded below by
‖(u, U)‖2E = ‖u‖2H1(Ω) + ‖∂tu‖2L2(Ω) + 〈U |(−qU〉∂Ω
30For sufficiently differentiable vector valued and matrix valued maps {u, φ} and S, respectively, such that φ|t = φ|t=T =
0, the identities
〈u|φ〉ΓT =
∫
ΩT
∂α
[
να(u|φ)] dn+1x = 〈ν(u) + ∂ΣνΣu|φ〉ΩT + 〈u|ν(φ)〉ΩT ,
0 =
∫
ΩT
∂β
[
δ
β
0 (Sν(u)|φ)
]
dn+1x = 〈∂tSν(u) + S∂tν(u)|φ〉ΩT + 〈Sν(u)|∂tφ〉ΩT
follow from the divergence theorem. The second identity together with one more application of the divergence theorem
then yields
〈S∂tu|φ〉ΓT =
∫
ΩT
∂β
[
νβ(S∂tu|φ)
]
dn+1x = 〈ν(S)∂tu− ∂tSν(u) + ∂αναS∂tu|φ〉ΩT + 〈S∂tu|ν(φ)〉ΩT − 〈Sν(u)|∂tφ〉ΩT .
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according to
E2 ≥ min
{
κ0
2
,
κ1
8
,
1
2
}
‖(u, U)‖2E,
and above by
E2 ≤ C(k1, µ)
((
1 + ‖b‖L∞(Ω)
)‖(u, U)‖2E + ‖~m‖2L2(Ω) + ‖k‖2Hs+1−ǫ(Ω)‖θ‖2H1+ǫ(Ω)).
Proof. Since, ναk
α = k0 = 0 and g = kα∂αθ +G, we can write the boundary condition (E.23) as
να
(
bαβ∂βu+M
α
)
= q∂2t u+ p∂tu+G in ΓT , (E.32)
where
Mα = mα +
2
|ν|2 ν
[βkα]∂βθ.
We also observe that the wave equation (E.24) can be expressed as
∂α
(
bαβ∂βu+M
α
)
= F, (E.33)
where
F = f + ∂α
(
2
|ν|2 ν
[βkα]
)
∂βθ.
From the fractional multiplication inequality, see Theorem C.7, we see, for 0 ≤ λ ≤ ǫ ≤ s, that
‖F‖L2(Ω) . ‖f‖L2(Ω) + ‖k‖Hs+1−ǫ(Ω)‖θ‖H1+ǫ(Ω), (E.34)
‖M‖L2(Ω) . ‖m‖L2(Ω) + ‖k‖Hs+1−ǫ(Ω)‖θ‖H1+ǫ(Ω) (E.35)
and
‖∂tM‖L2(Ω) . ‖∂tm‖L2(Ω) + ‖k‖Hs+1−ǫ(Ω)‖∂tθ‖H1+λ(Ω) + ‖∂tk‖Hs−λ(Ω)‖θ‖H1+ǫ(Ω). (E.36)
The existence and uniqueness of a weak solution to the system of wave equations (E.33) with acoustic
boundary conditions (E.32) is then an immediate consequence of Theorem 7.5 from [54]31. The stated
energy estimates and bounds on the energy norm E(t) also follow directly from this theorem and the
estimates (E.34)-(E.36). 
E.2.2. Higher regularity. As it stands, Theorem E.8 is not useful for developing an existence and unique-
ness theory for non-linear wave equations with acoustic boundary conditions. For application to non-
linear problems, Theorem E.8 must be improved to establish the existence and uniqueness of solutions
with higher regularity. The key to doing this is to choose initial data that satisfies certain compatibility
conditions, which are made precise in the following definition.
Definition E.9. Given s˜ = k˜/2 with k˜ ∈ Z, we say the the initial data32
(u0, u1, U2s˜+1) ∈ H s˜+1(Ω,RN )×H s˜+1−
m(s˜+1,1)
2 (Ω,RN )× L2(∂Ω,RN )
for the IBVP (E.22)-(E.24) satisfies the compatibility conditions to order 2s˜+1 if the higher formal time
derivatives
uℓ = ∂
ℓ
tu|Ω0 , ℓ = 2, 3, . . . , 2s˜+ 1,
which are generated from the initial data by differentiating the wave equation (E.22) formally with respect
to t the required number of times and setting t = 0, satisfy
uℓ ∈ H s˜+1−
m(s˜+1,ℓ)
2 (Ω,RN ), 0 ≤ ℓ ≤ 2s˜+ 1,
and
∂ℓt
(
να(b
αβ∂βu+m
α)− q∂2t u− p∂tu− g
)∣∣
Γ0
= 0, ℓ = 0, 1, . . . , 2s˜− 1,
where the (2s˜+ 1) formal time derivative of u restricted to the boundary ∂Ω at t = 0 is given by U2s˜+1,
that is33
∂2s˜+10 u|Γ0 = U2s˜+1.
31We are actually employing a variation of Theorem 7.5 from [54] where E(t) is replaced by its square root. This
replacement follows from modifying the proof by dividing the differential energy inequality (7.48) from [54] by
√
EM
to yield a differential energy inequality involving
√
EM instead of EM . The remainder of the proof follows essentially
unchanged.
32See (2.4) for a definition of m(s, ℓ).
33In general, the expression has to be taken as a definition and not as the restriction of u2s˜+1 to the boundary ∂Ω0
since the trace of u2s˜+1 on the boundary is not necessarily well defined due to our assumption that u2s˜+1 ∈ L2(Ω,RN ).
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Theorem E.10. Suppose T > 0, s > n/2, s = k/2 and s˜ = k˜/2 for k, k˜ ∈ Z≥1 where k˜ ≤ k,
bαβ , ∂tb
αβ ∈ Xs,2s˜T (Ω,MN×N ), p, q, ∂tp, ∂tq ∈ Xs,2s˜−2T (Ω,MN×N ), ∂tq ∈ X
s+ 12 ,2s˜−1
T (Ω,MN×N ), f, ∂tf ∈
X s˜−1T (Ω,R
N ), ∂2s˜t f ∈ L∞([0, T ], L2(Ω,RN )), mα, ∂tmα ∈ X s˜T (Ω,RN ), g, ∂tg ∈ X s˜,2s˜−2T (Ω,RN ), the
initial data
(u0, u1, U2s˜+1) ∈ H s˜+1(Ω,RN )×H s˜+1−
m(s˜+1,1)
2 (Ω,RN )× L2(∂Ω,RN )
satisfies the compatibility conditions to order 2s˜+ 1, the matrices bαβ satisfy (E.4) and the inequalities
(E.5) and (E.25) for some constants κ0, κ1 > 0 and µ ≥ 0, the matrix q satisfies the relations (E.26) for
some constant γ > 0 and the inequalities
p+
(
ℓ− 1
2
)
∂tq − χℓq ≤ 0 in ΓT
for 0 ≤ ℓ ≤ 2s˜ for some constants χℓ ∈ R, and there exists maps
θ1 ∈
1⋂
j=0
W j,∞([0, T ], Hs−s˜+
3−j
2 (Ω,RN )), θ2 ∈
1⋂
j=0
W j,∞([0, T ], H
3−j
2 (Ω,RN )),
h1 ∈
1⋂
j=0
W j,∞([0, T ], Hs−s˜+1−j(Ω,RN )), h2 ∈
1⋂
j=0
W j,∞([0, T ], H1−j(Ω,RN ))
and
kΣa ∈
1⋂
j=0
W j,∞(([0, T ], Hs+
1−j
2 (Ω,MN×N )), a = 1, 2,
which satisfy νΣk
Σ
a = 0, such that
∂2s˜t p = k
Σ
1 ∂Σθ1 + h1 and ∂
2s˜
t g = k
Σ
2 ∂Σθ2 + h2.
Then there exists maps
(u, U) ∈ CX s˜+1T (Ω,RN )× C([0, T ], L2(Ω,RN ))
that determine the unique solution to the IBVP (E.22)-(E.24) satisfying the additional property that
U |t=0 = U2s˜+1 and the pair (∂2s˜t u, U) defines a weak solution solution of the linear wave equation obtained
by differentiating (E.22)-(E.23) 2s˜-times with respect to t. Moreover, the solution (u, U) satisfies the
energy estimate
|||(u(t), U(t))|||s˜+1 ≤ C
(
|||(u(0), U(0))|||s˜+1
+ α2(0) +
∫ t
0
α1(τ)|||(u(τ), U(τ))|||s˜+1 + α2(τ) dτ
)
where34 C = C
(
~κ, µ, γ, ~χ, α3(t)
)
, ~χ = (χℓ), ~κ = (κ0, κ1),
|||(u(t), U(t))|||2s˜+1 = ‖u(t)‖2E s˜+1 + 〈U(t)|(−q)U(t)〉∂Ω,
α1(t) =1 + ‖b(t)‖Hs(Ω) + ‖∂tb(t)‖Es,2s˜ + ‖q(t)‖Hs(Ω) + ‖∂tq‖Es+12 ,2s˜−1 + ‖p(t)‖Hs(Ω)
+ ‖∂tp‖Es,(2s˜−2)∗ + ‖h1(t)‖Hs−s˜+1(Ω) + ‖∂th1(t)‖Hs−s˜(Ω)
+
(
‖k1‖
Hs+
1
2 (Ω)
+ ‖∂tk1‖Hs(Ω)
)(
‖∂tθ1(t)‖Hs−s˜+1(Ω) + ‖θ1(t)‖Hs−s˜+32 (Ω)
)
,
α2(t) =‖m(t)‖Hs˜(Ω) + ‖∂tm(t)‖Es˜ + ‖f(t)‖H(s˜−1)∗ (Ω) + ‖∂tf(t)‖E(s˜−1)∗ + ‖∂2s˜t f(t)‖L2(Ω)
+ ‖g(t)‖Hs˜(Ω) + ‖∂tg(t)‖Es˜,(2s˜−2)∗ + ‖h2(t)‖H1(Ω) + ‖∂th2(t)‖L2(Ω)
+
(
‖k2(t)‖
Hs+
1
2 (Ω)
+ ‖∂tk2(t)‖Hs(Ω)
)(
‖θ2(t)‖
H
3
2 (Ω)
+ ‖∂tθ2(t)‖H1(Ω)
)
and
α3(t) =1 + ‖b(0)‖Hs(Ω) + ‖b(t)‖Hs(Ω) + ‖p(t)‖Hs(Ω) + ‖q(t)‖Hs(Ω) + ‖∂tq(t)‖Hs(Ω).
34See (D.5) for the definition of (s˜− 1)∗ and (2s˜− 2)∗.
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Proof. We begin by assuming that bαβ , mα, f , g, q, p ∈ C∞(ΩT ) and the initial data satisfies the
compatibility conditions to order 2s+ 3. Since s > n/2 by assumption, it follows from Theorem 7.16 of
[54] that there exists a map
(u, U) ∈ CX s+2T (Ω,RN )× C([0, T ], L2(∂Ω,RN ))
that determines the unique solution to the IBVP (E.22)-(E.24) satisfying the additional property that
U |t=0 = U2s+3 and the pair (∂2s+2t u, U) defines a weak solution solution of the linear wave equation
obtained by differentiating (E.22)-(E.23) 2s-times with respect to t.
Differentiating (E.22)-(E.23) ℓ times with respect to t, where 0 ≤ ℓ ≤ 2s˜, gives
∂α
(
bαβ∂β∂
ℓ
tu+M
α
ℓ
)
= ∂ℓtf in ΩT , (E.37)
να
(
bαβ∂β∂
ℓ
tu+M
α
ℓ ) = q∂
2
t ∂
ℓ
tu+ Pℓ∂t∂
ℓ
tu+Gℓ in ΓT , (E.38)
where Mαℓ is as defined previously by (E.9),
Pℓ = ℓ∂tq + p (E.39)
and
Gℓ =
ℓ−2∑
r=0
(
ℓ
r
)
∂ℓ−rt q∂
2+r
t u+ [∂
ℓ
t , p]∂tu+ ∂
ℓ
t g. (E.40)
Since, by assumption, Pℓ− 12∂tq−χℓq = p+
(
ℓ− 12
)
∂tq−χℓq ≤ 0 for 0 ≤ ℓ ≤ 2s˜, and ∂2s˜t g = kΣ2 ∂Σθ2+h2,
it follows from Theorem E.8 that ∂ℓtu satisfies the energy estimate
E˜
(
∂ℓtu(t)
) ≤ C(E˜(∂ℓtu(0))+ ‖ ~Mℓ(0)‖L2(Ω) + ∫ t
0
(
1 + ‖b(τ)‖L∞(Ω) + ‖∂tb(τ)‖L∞(Ω)
)
E˜
(
∂ℓtu(t)
)
+ ‖ ~Mℓ(τ)‖L2(Ω) + ‖∂tMℓ(τ)‖L2(Ω) + ‖∂ℓtf(τ)‖L2(Ω) + ‖Gℓ(τ)‖H1(Ω) + ‖∂tGℓ(τ)‖L2(Ω) dτ
)
(E.41)
for 0 ≤ ℓ ≤ 2s˜− 1, and
E˜
(
∂2s˜t u(t)
) ≤ C(E˜(∂2s˜t u(0))+ ‖ ~M2s˜(0)‖L2(Ω) + ‖k2(0)‖Hs+1−ǫ(Ω)‖θ2(0)‖H1+ǫ(Ω)
+
∫ t
0
(
1 + ‖b(τ)‖L∞(Ω) + ‖∂tb(τ)‖L∞(Ω)
)
E˜
(
∂2s˜t u(t)
)
+ ‖ ~M2s˜(τ)‖L2(Ω) + ‖∂tM2s˜(τ)‖L2(Ω)
+ ‖∂2s˜t f(τ)‖L2(Ω) + ‖(G2s˜ − ∂2s˜t p∂th− ∂2s˜t g)(τ)‖H1(Ω) + ‖∂t(G2s˜ − ∂2s˜t p∂th− ∂2s˜t g)(τ)‖L2(Ω)
+
(
(‖(k1∂tu)(τ)‖
Hs˜+
1
2 (Ω)
+ ‖∂t(k2∂th)(τ)‖Hs˜(Ω)
)(
‖∂tθ1(τ)‖Hs−s˜+1(Ω) + ‖θ1(τ)‖Hs−s˜+32 (Ω)
)
+
(
‖k2(τ)‖
Hs+
1
2 (Ω)
+ ‖∂tk2(τ)‖Hs(Ω)
)(
‖∂tθ2(τ)‖H1(Ω) + ‖θ2(τ)‖H 32 (Ω)
)
+ ‖h2(τ)‖H1(Ω) + ‖∂th2(τ)‖L2(Ω) dτ
)
, (E.42)
where C = C
(
κ0, κ1, µ, γ, ~χ, ‖b(0)‖L∞(Ω)
)
and
E˜
(
∂ℓtu(t)
)2
= ‖∂ℓtu(t)‖2H1(Ω) + ‖∂ℓ+1t u(t)‖2L2(Ω) − 〈∂ℓ+1t u(t)|q(t)∂ℓ+1t u(t)〉∂Ω.
To proceed, we view (E.37)-(E.38) as an elliptic system by expressing it as
∂Λ
(
bΛΣ∂Σ∂
ℓ
tu+M
Λ
ℓ + b
Λ0∂ℓ+1t u
)
= Fℓ in ΩT , (E.43)
νΛ
(
bΛΣ∂Σ∂
ℓ
tu+M
Λ
ℓ + b
Λ0∂ℓ+1t u) = q∂
ℓ+2
t u+ Pℓ∂
ℓ
t+1u+Gℓ in ΓT , (E.44)
where Fℓ is as previously defined by (E.11) and we have used the fact that ν0 = 0. Elliptic regularity,
see Theorem D.1, then gives
‖∂ℓtu‖Hs˜+1− ℓ2 (Ω) ≤ C
(
E˜
(
∂ℓtu
)
+ ‖ ~Mℓ‖
Hs˜−
ℓ
2 (Ω)
+ ‖b0Λ∂ℓ+1t u‖Hs˜− ℓ2 (Ω) + ‖Fℓ‖H(s˜− ℓ2 )∗(Ω)
+ ‖q∂ℓ+2t u‖Hs˜− ℓ2− 12 (∂Ω) + ‖Pℓ∂
ℓ+1
t u‖Hs˜− ℓ2− 12 (∂Ω) + ‖Gℓ‖Hs˜− ℓ2− 12 (∂Ω)
)
, (E.45)
for 0 ≤ ℓ ≤ 2s˜− 1, where C = C(κ1, µ, ‖b(t)‖Hs(Ω)) and (s˜− ℓ2 )∗ is defined by (D.5).
Lemma E.11. The following estimates hold:
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(i)
‖q∂ℓ+2t u‖Hs˜− ℓ2− 12 (∂Ω) . ‖q‖Hs(Ω)‖∂
ℓ+2
t u‖Hs˜+1− ℓ+22 (Ω), 0 ≤ ℓ ≤ 2s˜− 2,
and
‖q∂(2s˜−1)+2t u‖Hs˜− 2s˜−12 − 12 (∂Ω) ≤ C(‖q‖Hs(Ω))E˜
(
∂2s˜t u
) 1
2 ,
(ii) and for any ǫ > 0, there exists a constant c(ǫ) > 0 such that
‖Pℓ∂ℓ+1t u‖Hs˜− ℓ2− 12 (∂Ω) .
(‖∂tq‖Hs(Ω) + ‖p‖Hs(Ω))(ǫ‖u‖E s˜+1 + c(ǫ)E˜(∂ℓ+1t u) 12 ), 0 ≤ ℓ ≤ 2s˜− 1.
Proof. We begin by noting that the first estimate from part (i) follows directly from the Trace Theorem,
see Theorem C.4, and the multiplication estimates from Theorem C.7. The second estimate from part
(i) follows is a similar fashion once we observe that
‖q∂(2s˜−1)+2t u‖Hs˜− 2s˜−12 − 12 (∂Ω) . ‖(−q)
1
2 ‖
Hs−
1
2 (∂Ω)
‖(−q) 12 ∂(2s˜−1)+2t u‖L2(∂Ω) (since (−q) = (−q)
1
2 (−q) 12 )
. ‖(−q) 12 ‖
Hs−
1
2 (∂Ω)
E˜
(
∂2s˜t u
) 1
2 (since ((−q) 12 )tr = (−q) 12 )
≤ C(‖q‖Hs(Ω))E˜
(
∂2s˜t u
) 1
2 ,
where the last inequality is a consequence of the Trace Theorem (Theorem C.4), the analyticity of the
map (−q) 7→ (−q) 12 , and the Moser estimate from Theorem C.8.
Turning to the estimate from part (ii), we observe from the definition (E.39), the Trace Theorem, and
the multiplication estimates that
‖Pℓ∂ℓ+1t u‖Hs˜− ℓ2− 12 (∂Ω) .
(‖∂tq‖Hs(Ω) + ‖p‖Hs(Ω))‖∂ℓ+1t u‖Hs˜− ℓ2 (Ω), 0 ≤ ℓ ≤ 2s˜− 2, (E.46)
and
‖P2s˜−1∂2s˜t u‖Hs˜− 2s˜−12 − 12 (∂Ω) .
(‖∂tq‖
Hs−
1
2 (∂Ω)
+ ‖p‖
Hs−
1
2 (∂Ω)
)‖∂2s˜t u‖L2(∂Ω)
.
(‖∂tq‖Hs(Ω) + ‖p‖Hs(Ω))‖∂2s˜t u‖H1(Ω)
.
(‖∂tq‖Hs(Ω) + ‖p‖Hs(Ω))E˜(∂2s˜t u) 12 (E.47)
With the help of Ehrling’s lemma (Lemma C.5), we deduce from the inequality (E.46) that
‖Pℓ∂ℓ+1t u‖Hs˜− ℓ2− 12 (∂Ω) .
(‖∂tq‖Hs(Ω) + ‖p‖Hs(Ω))(ǫ‖∂ℓ+1t u‖Hs˜+1− ℓ+12 (Ω) + C(ǫ)‖∂ℓ+1t u‖H1(Ω)),
.
(‖∂tq‖Hs(Ω) + ‖p‖Hs(Ω))(ǫ‖u‖E s˜+1 + c(ǫ)E˜(∂ℓ+1t u) 12 ) (E.48)
for 0 ≤ ℓ ≤ 2s˜− 2 any ǫ > 0. Taken together, (E.47) and (E.48) show that the inequality from part (ii)
holds, and the proof is complete. 
From the above lemma and the elliptic estimates (E.45), we see that
‖∂ℓtu‖Hs˜+1− ℓ2 (Ω) ≤ C
(
‖∂ℓ+2t u‖Hs˜+1− ℓ+22 (Ω) + ǫ‖u‖E s˜+1 + rℓ
)
, 0 ≤ ℓ ≤ 2s˜− 2, (E.49)
and
‖∂2s˜−1t u‖H 32 (Ω) ≤ C
(
E˜
(
∂2s˜t u
)
+ r2s˜−1
)
, (E.50)
where
C = C
(
κ1, µ, ‖b(t)‖Hs(Ω), ‖q(t)‖Hs(Ω), ‖∂tq(t)‖Hs(Ω), ‖p(t)‖Hs(Ω)
)
(E.51)
and
rℓ = E˜
(
∂ℓtu
)
+C(ǫ)E˜
(
∂ℓ+1t u
)
+ ‖ ~Mℓ‖
Hs˜−
ℓ
2 (Ω)
+ ‖b0Λ∂ℓ+1t u‖Hs˜− ℓ2 (Ω) + ‖Fℓ‖H(s˜− ℓ2 )∗(Ω) + ‖Gℓ‖Hs˜− ℓ2− 12 (∂Ω).
We then deduce from the estimates (E.49)-(E.50) via a simple induction argument that
‖∂ℓtu‖Hs˜+1− ℓ2 (Ω) ≤C
(
ǫ‖u‖E s˜+1 + c(ǫ)
2s˜∑
m=0
E˜
(
∂mt u
)
+
2s˜−1∑
m=0
(
‖ ~Mm‖Hs˜−m2 (Ω)
+ ‖b0Λ∂m+1t u‖Hs˜−m2 (Ω) + ‖Fm‖H(s˜−m2 )∗(Ω) + ‖Gℓ‖Hs˜− ℓ2− 12 (∂Ω)
))
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for 0 ≤ ℓ ≤ 2s˜− 1, where the constant C is of the form (E.51). Summing the above inequality over ℓ and
choosing ǫ small enough shows that
‖u‖Es˜+1,2s˜−1 ≤ C
( 2s˜∑
m=0
E˜
(
∂mt u
)
+ F
)
, (E.52)
where C is again of the form (E.51) and
F =
2s˜−1∑
m=0
(
‖ ~Mm‖Hs˜−m2 (Ω) + ‖b0Λ∂m+1t u‖Hs˜−m2 (Ω) + ‖Fm‖H(s˜−m2 )∗(Ω) + ‖Gℓ‖Hs˜− ℓ2− 12 (∂Ω)
)
.
Lemma E.12. The following estimates hold:
(i)
‖Gℓ‖
Hs˜−
ℓ
2
−
1
2 (∂Ω)
+ ‖∂tGℓ‖
Hs˜−
ℓ
2
−
1
2 (∂Ω)
. σ‖u‖E s˜+1 + ‖g‖Es˜,2s˜−2 + ‖∂tg‖Es˜,2s˜−2
for 0 ≤ ℓ ≤ 2s˜− 2, where
σ = ‖p‖Es,2s˜−2 + ‖∂tp‖Es,2s˜−2 + ‖q‖Es,2s˜−2 + ‖∂tq‖Es,2s˜−2 ,
(ii)
‖∂2s˜t p∂tu‖L2(∂Ω) .
(
‖k1‖
Hs+
1
2 (Ω)
‖θ1‖
Hs−s˜+
3
2 (Ω)
+ ‖h1‖Hs−s˜+1(Ω)
)
‖u‖E s˜+1
and
‖∂2s˜t g‖L2(∂Ω) . ‖k2‖Hs+12 (Ω)‖θ2‖H 32 (Ω) + ‖h2‖H1(Ω),
(iii)
‖Gℓ − ∂ℓt g‖H1(Ω) + ‖∂t(Gℓ − ∂ℓt g)‖L2(Ω) . β‖u‖E s˜+1 , 0 ≤ ℓ ≤ 2s˜− 1,
and
‖G2s˜ − ∂2s˜t p∂tu− ∂2s˜t g‖H1(Ω) + ‖∂t(G2s˜ − ∂2s˜t p∂tu− ∂2s˜t g)‖L2(Ω) . β‖u‖E s˜+1 ,
where
β =‖∂tp‖Es,2s˜−2 + ‖∂tq‖Es+12 ,2s˜−1 + ‖∂tq‖Es,2s˜
+ ‖k1‖
Hs+
1
2 (Ω)
‖θ1‖
Hs−s˜+
3
2 (Ω)
+ ‖h1‖Hs−s˜+1(Ω) + ‖∂th1‖Hs−s˜(Ω),
(iv) and
‖k1∂tu‖
Hs˜+
1
2 (Ω)
. ‖k1‖
Hs+
1
2 (Ω)
‖u‖E s˜+1
and
‖k1∂tu‖
Hs˜+
1
2 (Ω)
.
(‖k1‖
Hs+
1
2 (Ω)
+ ‖∂tk1‖Hs(Ω)
)‖u‖E s˜+1 .
Proof. We will only prove statements (ii) and (iii). Statements (i) and (iv) can be verified using similar
arguments.
(ii): Letting ⊥ΣΛ= δΣΛ − νΣνΛ, νΣ = δΣΩνΩ, denote the orthogonal projection onto the the subspace
orthogonal to the normal vector νΛ, we set 6DΣ =⊥ΛΣ ∂Λ, which defines a complete collection of derivatives
tangent to ∂Ω. This allows us to write kΣa ∂Σ = k
Σ
a 6DΣ, a = 1, 2, since kΣa =⊥ΣΛ kΛa by assumption. Then,
from the decomposition ∂2s˜t p = k
Σ
1 ∂Σθ1 + h1, the Sobolev and multiplication inequalities (Theorems C.3
and C.7), and the Trace Theorem (Theorem C.4), we see that
‖∂2s˜t p∂tu‖L2(∂Ω) ≤ ‖kΣ1 6DΣ θ1∂tu‖L2(∂Ω) + ‖h1∂tu‖L2(∂Ω)
.
(‖k1 6D θ1‖Hs−s˜(∂Ω) + ‖h1‖Hs−s˜(∂Ω))‖∂tu‖Hs˜(∂Ω)
.
(‖k1‖Hs(∂Ω)‖θ1‖Hs−s˜+1(∂Ω) + ‖h1‖Hs−s˜(∂Ω))‖∂tu‖Hs˜(∂Ω)
.
(
‖k1‖
Hs+
1
2 (Ω)
‖θ1‖
Hs−s˜+
3
2 (Ω)
+ ‖h1‖Hs−s˜+1(Ω)
)
‖∂tu‖
Hs˜+
1
2 (Ω)
,
where in deriving this we have used that s˜ ≥ 12 by assumption. Using similar arguments, it is not difficult
to verify from the decomposition ∂2s˜t g = k
Σ
2 ∂Σθ2 + h2 that
‖∂2s˜t g‖L2(∂Ω) . ‖k2‖Hs+12 (Ω2)‖θ‖H 32 (Ω) + ‖h2‖H1(Ω).
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
From Lemma E.12, the Trace Theorem (Theorem C.4), and the integral representationGℓ(t) = Gℓ(0)+∫ t
0
∂tGℓ(τ) dτ , we observe that Gℓ can be estimated by
‖Gℓ(t)‖
Hs˜−
ℓ
2
−
1
2 (Ω)
. α2(0) +
∫ t
0
α1(τ)‖u(τ)‖E s˜+1 + α2(τ) dτ, 0 ≤ ℓ ≤ 2s˜− 1, (E.53)
where
α1(t) =1 + ‖b(t)‖Hs(Ω) + ‖∂tb(t)‖Es,2s˜ + ‖q(t)‖Hs(Ω) + ‖∂tq‖Es+12 ,2s˜−1 + ‖p(t)‖Hs(Ω) + ‖∂tp‖Es,(2s˜−2)∗
+
(
‖k1‖
Hs+
1
2 (Ω)
+ ‖∂tk1‖Hs(Ω)
)(
‖∂tθ1(t)‖Hs−s˜+1(Ω) + ‖θ1(t)‖Hs−s˜+32 (Ω)
)
+ ‖h1‖Hs−s˜+1(Ω) + ‖∂th1‖Hs−s˜(Ω)
and
α2(t) =‖m(t)‖Hs˜(Ω) + ‖∂tm(t)‖Es˜ + ‖f(t)‖H(s˜−1)∗ (Ω) + ‖∂tf(t)‖E(s˜−1)∗ + ‖∂2s˜t f(t)‖L2(Ω) + ‖g(t)‖Hs˜(Ω)
+ ‖∂tg(t)‖Es˜,(2s˜−2)∗ +
(
‖k2(t)‖
Hs+
1
2 (Ω)
+ ‖∂tk2(t)‖Hs(Ω)
)(
‖∂tθ2(t)‖H1(Ω) + ‖θ2(t)‖H 32 (Ω)
)
+ ‖h2(t)‖H1(Ω) + ‖∂th2(t)‖L2(Ω).
Using (E.53) in conjuction with (E.18), (E.19) and (E.20), it then clear that F satisfies the estimate
F(t) . α2(0) +
∫ t
0
α1(τ)‖u(τ)‖E s˜+1 + α2(τ) dτ, (E.54)
while we note, for 0 ≤ ℓ ≤ 2s˜, that
E˜
(
∂ℓtu(t)
) ≤ C(|||(u(0), ∂2s˜+1t u(0)|∂Ω)|||s˜+1 + α2(0) + ∫ t
0
α1(τ)‖u(τ)‖E s˜+1 + α2(τ) dτ
)
, (E.55)
where C = C
(
κ0, κ1, µ, γ, ~χ, ‖b(0)‖L∞(Ω), ‖q(0)‖L∞(Ω)
)
, is a direct consequence of (E.41), (E.42), Lemma
E.3 and Lemma E.12. The energy estimate
|||(u(t), ∂2s˜+1t u(t)|∂Ω)|||s˜+1 ≤ C
(
|||(u(0), ∂2s˜+1t u(0)|∂Ω)|||s˜+1
+ α2(0) +
∫ t
0
α1(τ)|||(u(τ), U(τ))|||s˜+1 + α2(τ) dτ
)
,
where C = C
(
κ0, κ1, µ, γ, ~χ, α3(t)
)
and
α3(t) = 1 + ‖b(0)‖Hs(Ω) + ‖b(t)‖Hs(Ω) + ‖p(t)‖Hs(Ω) + ‖q(t)‖Hs(Ω) + ‖∂tq(t)‖Hs(Ω),
then follows directly from the inequalities (E.52), (E.54) and (E.55).
We have, so far, established the existence of solutions that satisfy the required energy estimate under
the assumption that the coefficients are smooth and that initial data satisfies the compatibility conditions
to order 2s + 3. Existence for the general case, where the coefficients satisfy the hypotheses of the
theorem and the initial conditions satisfy the compatibility conditions to order 2s˜ + 1, follows from an
approximation and limiting argument, the details of which we leave to the interested reader. Furthermore,
the uniqueness of solutions follows directly from the energy estimate in the usual way. 
Appendix F. Index of notation
M ambient spacetime manifold; §1.2
ΩT spacetime fluid domain; §1.2
gµν Lorentzian spacetime metric; §1.2
p fluid pressure; §1 & §3; eqns. (3.5)-(3.7)
ρ fluid proper energy density; §1 & §3, eqn. (3.8)
s2 square of the fluid sound speed; §1, eqn. (1.7)
vµ fluid 4-velocity; §1 & §3, eqns. (3.4) & (3.9)
hµν induced Riemannian metric on subspace orthogonal to v
µ; §1, eqn. (1.5)
∂µ partial derivatives, §2.3
∂, 6∂ , D gradients, §2.3
∂|k|, 6∂|k|, D|k| derivatives of order ≤ k, §2.3
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R, Q, . . . generic constraint terms; §2.6
(·|·), | · | Euclidean inner-product and norm; §2.5
| · |g, | · |m tensor norms; §2.5
〈·|·〉 L2 inner-product; §2.7
W s(Ω, V ), Hs(Ω, V ) Sobolev spaces; §2.7
Xs,rT (Ω, V ) spacetime function space; §2.8, eqn. (2.1)
XsT (Ω, V ) spacetime function space; §2.8, eqn. (2.2)
X sT (Ω, V ) spacetime function space; §2.8, eqns. (2.3)
X˚s,rT (Ω, V ) spacetime function space; §2.8, eqns. (2.5)
X˚ sT (Ω, V ) spacetime function space; §2.8, eqns. (2.6)
m(s, ℓ) indexing function; §2.8, eqn. (2.4)
‖ · ‖Es,r energy norm; §2.8
‖ · ‖Es energy norm; §2.8
‖ · ‖Es energy norm; §2.8
‖ · ‖Xs,rT spacetime energy norm; §2.8‖ · ‖XsT spacetime energy norm; §2.8‖ · ‖X s spacetime energy norm; §2.8
ζ, θˆ0µ primary fields; §3.1
θ0µ timelike co-frame field; §3.1, eqn. (3.1)
θIµ spatial co-frame (auxiliary fields); §3.1
eµj frame dual to θ
i
ν ; §3.1, eqn. (3.2)
γij frame metric; §3.1 (see also Appendix A, eqn. (A.3))
ωi
k
j connection coefficients; §3.1 (see also Appendix A, eqn. (A.16))
σi
k
j auxiliary fields; §3.1 (see also §3.3, eqns. (3.12)-(3.13))
ξµ §3.1, eqn. (3.3)
a bulk constraint, §3.3, eqn. (3.10)
bJ bulk constraint, §3.3, eqn. (3.11)
ckij bulk constraint, §3.3, eqn. (3.12)
d kj bulk constraint, §3.3, eqn. (3.13)
eK bulk constraint, §3.3, eqn. (3.14)
F bulk constraint, §3.3, eqn. (3.15)
g bulk constraint, §3.3, eqn. (3.16)
h bulk constraint, §3.3, eqn. (3.17)
j bulk constraint, §3.3, eqn. (3.18)
χ collection of bulk constraints, §3.3, eqn. (3.20)
f(λ) §3.3, eqn. (3.19)
γˆ00 §3.3, eqn. (3.22)
k boundary constraint, §3.3, eqn. (3.23)
θˆ3 §3.3, eqn. (3.24)
Wαµ §3.4.1, eqn. (3.25)
mαβ Riemannian spacetime metric; §3.4.1, eqn. (3.26)
aαβ acoustic metric; §3.4.1, eqn. (3.27)
Eµ equations of motion for θˆ0µ; §3.4.1, eqn. (3.28)
Hµ §3.4.1, eqn. (3.29)
H˘ν §3.4.1, eqn. (3.30)
Cλαβ §3.4.1, eqn. (3.31)
Fαβ Electromagnetic field tensor associated to θ0µ; §3.4.1, eqn. (3.32) (see also (3.15))
K §3.4.1, eqn. (3.37)
Bµ boundary conditions for θˆ0µ; §3.4.2, eqn. (3.38)
ℓµ §3.4.2, eqn. (3.39)
L §3.4.2, eqn. (3.40)
|γ| determinant of the frame metric; Appendix A, eqn. (A.2)
Υµω §3.4.2, eqn. (3.41)
ψν §3.4.2, eqn. (3.42)
ψˆν §3.4.2, eqn. (3.43)
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pµν projection onto the subspace g-orthogonal to ψˆ
µ; §3.4.2, eqn. (3.44)
Πµν projection onto the subspace g-orthogonal to ψˆ
µ and vµ; §3.4.2, eqn. (3.45)
νναβγ volume form associate to gµν ; §3.4.2, eqn. (3.47)
Nν §3.4.2, eqn. (3.48)
sµν
γ §3.4.2, eqn. (3.49)
Π˘µν complementary projection to Π
µ
ν ; §3.4.2, eqn. (3.68)
xµ = φµ(x¯λ) Lagrangian coordinates; §4, eqn. (4.9) (see also §6.1)
h˘ §4, eqn. (4.19)
YK §4, eqn. (4.20)
| · |Λ §4, eqn. (4.21)
ΛKL §4, eqn. (4.22)
E˚µ the velocity differentiated equations of motion for θˆ0µ; §5, eqn. (5.1)
B˚µ the velocity differentiated boundary conditions for θˆ0µ; §5, eqn. (5.2)
ǫ §5, eqns. (5.12) & (5.18)
ℓ˜µ §5, eqn. (5.13)
Υˇµν inverse of Υ
µ
ν ; §5, eqn. (5.16)
Jµν Jacobian matrix of the Lagrangian map φ; §6.1, eqn. (6.1)
Jˇµν inverse Jacobian matrix of the Lagrangian map φ; §6.1, eqn. (6.1)
f the pull-back of a scalar function f by φ; §6.1, eqn. (6.2)
Q
µ1...µr
ν1...νs the pull-back of a tensor Q
µ1...µr
ν1...νs by φ; §6.1
H˜µ §6.2, eqn. (6.21)
r §6.2, eqn. (6.25)
ϑν ∇vθˆ0ν evaluated in Lagrangian coordinates; §6.2, eqn. (6.31)
Iµ §6.2, eqn. (6.36)
A αβµν §6.2, eqn. (6.41)
X αµ §6.2, eqn. (6.42)
H µ §6.2, eqn. (6.43)
Ψν §6.2, eqn. (6.50)
S µνγ §6.2, eqn. (6.58)
Pµν §6.2, eqn. (6.66)
G µ §6.2, eqn. (6.67)
M αβ §6.2, eqn. (6.70)
K §6.2, eqn. (6.71)
Qµν §6.2, eqn. (6.82)
Rµν §6.2, eqn. (6.83)
αµν §6.2, eqn. (6.84)
β˜µν §6.2, eqn. (6.85)
λ §6.2, eqn. (6.87)
βµν §6.2, eqn. (6.88)
Bαβµν §6.2, eqn. (6.94)
Fµ §6.2, eqn. (6.95)
Eµi orthonormal frame; §6.3, (see, in particular, eqn. (6.98))
Θiµ dual frame to E
µ
i ; §6.3
P0, P3, P, P˘ constant projection matrices; §6.3, eqns. (6.110)-(6.113)
q §6.3, eqn. (6.116)
Q §6.3, eqn. (6.122)
Bαβ §6.3, eqn. (6.123)
Xα §6.3, eqn. (6.124)
F §6.3, eqn. (6.125)
U §6.3 (see also eqns. (6.126)-(6.130))
E0, E1 §6.3, eqn. (6.135)
P §6.3, eqn. (6.137)
G §6.3, eqn. (6.138)
K §6.3, eqn. (6.142)
Yα §6.3, eqn. (6.143)
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Z §6.3, eqn. (6.144)
N §6.3.2 (see Lemma 6.4)
YsT §6.4, eqn. (6.206)
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