Purpose -While the demand for weather-based agricultural insurance in developed regions is limited, there exists significant potential for the use of weather indexes in developing areas. The purpose of this paper is to address the issue of historical data availability in designing actuarially sound weather-based instruments. Design/methodology/approach -A Bayesian rainfall model utilizing spatial kriging and Markov chain Monte Carlo techniques is proposed to estimate rainfall histories from observed historical data. An example drought insurance policy is presented where the fair rates are calculated using Monte Carlo methods and a historical analysis is carried out to assess potential policy performance. Findings -The applicability of the estimation method is validated using a rich data set from Iowa.
Introduction
Crop and livestock producers in the USA have access to a rich variety of yield and revenue insurance programs. Some of these products insure farm-level yields or revenues and others insure against declines in county-level yields and revenues. The actuarial success of these products depends on the availability of accurate yield histories at the farm and/or county levels and on efficient futures markets. Yield histories are needed to provide a yield guarantee, and futures prices are used to provide the price component of a revenue guarantee. These products are subsidized, and the federal government provides reinsurance. The provision of federal reinsurance is necessary in part because private sector reinsurers are wary of reinsuring the kind of systemic risks that can exist in agriculture (Miranda and Glauber, 1997 ). An equally rich range of products is available in Canada, with provincial governments rather than federal governments providing institutional support.
Crop insurance (other than hail) has not developed at a similar rate outside of the USA and Canada. Possible reasons include a lack of government provision of reinsurance, a lack of accurate and long-term yield data at the farm or regional level, and a lack of interest among producers due to the availability of other revenue support programs. An alternative to traditional insurance based on farm or area yields is that of agricultural insurance based on weather events. Varangis et al. (2002) note that while AFR 70,1 80 demand for weather risk management tools for agriculture in developed nations is limited because of the availability of subsidized insurance programs, there is considerable potential for their use in developing nations. This is attributable to many factors, including the lack of subsidized insurance programs and greater relative dependence on agriculture in developing areas, as well as the fact that weather-related disasters have a much larger adverse effect on economies in developing regions. Moreover, since weather derivatives fall into the category of index products, the costs associated with administering their use are relatively low and adverse selection and moral hazard problems are virtually eliminated.
Our working hypothesis is that the provision of crop or revenue insurance programs may benefit agricultural producers in countries that do not already have access to these programs (i.e. developing areas). Insurance programs typically increase the certainty equivalent returns by a multiple of the fair premium value (Hart et al., 2001) . Thus, if governments provide some form of free insurance or income guarantee producers will benefit. However, the feasibility of offering such programs may be limited by trade distortion restrictions mandated by the World Trade Organization (WTO 1994) . If the insurance is offered through market mechanisms, even in the presence of subsidization, the size of net benefits to producers will depend on the cost of the insurance relative to other available risk mitigation mechanisms.
This article addresses two of the principal barriers to the international expansion of crop insurance programs previously described [1] . The first barrier is the lack of highquality, long-term data that can be used for insurance program development. We directly address this by illustrating a method to interpolate among available weather stations to estimate actual rainfall at a particular site. We propose a Bayesian rainfall model that uses spatial kriging and Markov chain Monte Carlo (MCMC) techniques. Using the proposed method, unbiased rainfall histories can be estimated from a sparse grid of historical data. These constructed histories can then be used for policy design and rating purposes.
The second problem is finding a private sector substitute for the reinsurance that is currently provided by the government in the USA and Canada. While we do not explicitly outline a reinsurance scheme, the method we propose generates rainfall distributions for non-sample sites with the spatial correlation structure between observed locations. The availability of this spatial correlation structure is key because it provides the information needed by a reinsurer to separate systemic and nonsystemic risks for a portfolio of individual policies.
In order to validate the proposed method, we apply it to a problem in which the answer is already known. Iowa has a rich series of rainfall data from numerous weather stations, allowing us to predict actual rainfall at each station and compare these estimates to the actual rainfall values. Through cross-validation, we find that the estimated rainfall histories generate 30-year means and standard deviations for each of the weather stations that do not statistically differ from those implied by the actual data. We also show that it is possible to develop and rate a practical drought insurance policy using the kriging estimates.
While the application is specific to forage production in Iowa, the methods used can be generalized to estimate weather events and rate weather-based products in other regions. More importantly, spatial kriging can generate unbiased rainfall histories in areas for which the density of historical data may be quite low. This would allow weather risk products to be accurately priced for many developing areas for which historical information may be scarce.
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Background
Weather derivatives in agriculture The largest obstacles facing development of weather derivative products in developing areas are basis risk and the lack of historical weather data. Basis risk, in the specific case of rainfall and its effect on agriculture, refers to the relationships among actual precipitation at an insured site, the measured precipitation at a weather station or multiple stations which may more may not be located on the farm, and the realized production or revenue on the farm. Basis risk is more problematic for individual purchasers whose risk exposure is more centralized (Varangis et al., 2002) . Woodard and Garcia (2008a, b) found that the effectiveness of weather-based hedging increases substantially with the level spatial aggregation, concluding that reinsurers may find weather instruments to be particularly useful in hedging their portfolios of individual policies.
At the individual level, users of weather derivatives would like to minimize the basis risk involved with the use of weather data collected at a site that does not necessarily correspond with their exposure location (Dischel, 2000) . Martin et al. (2001) propose that weather derivative basis risk may be reduced considerably through a portfolio holding of various weather derivatives based on several surrounding weather stations. Dischel (2000) notes that
Farmers, growers and hydroelectric generators would like to have contracts written on rain falling on their fields, in their groves or over their watersheds. This is generally impossible because the market needs long and accurate measurement records to assess the value of a weather derivative, and unaffiliated parties do not generally compile measurement records at these locations.
Other studies have explored the potential demand for agricultural insurance based on precipitation. Sakurai and Reardon (1997) and Gautam et al. (1994) use household survey data to estimate latent demand for drought insurance in West Africa and Southern India, respectively. Using a set of reduced-form equations resulting from the optimality conditions of a dynamic household optimization problem, both studies estimate a positive latent demand for drought insurance. Additionally, it is estimated that the insurance would be implementable on a full-cost basis. McCarthy (2003) estimates the demand for rainfall-based insurance contracts for four regions in Morocco, finding that the median willingness to pay for rainfall-based insurance was 12-20 percent above the fair value of the contracts.
Weather-based insurance
Weather patterns tend to exhibit positive spatial correlation, making losses more volatile from the perspective of the insurer, increasing the cost of maintaining adequate reserves to cover potential losses from systemic events. Thus, insurance may not be the optimal mechanism for providing efficient risk sharing (Skees and Barnett, 1999) . However, if the insurer can cover an area large enough to diversify the systemic risk of weather events or has access to an adequate reinsurance program, an insurance mechanism should be feasible and implementable (Duncan and Myers, 2000; Woodard and Garcia, 2008a, b) .
Despite the largely systemic component of weather risk, there have been many recent studies examining the feasibility of developing agricultural insurance based on weather indexes. Martin et al. (2001) outline various option structures for precipitation insurance and provide a rating method application for cotton in Mississippi. Skees et al. (2001) investigate the development of drought insurance based on a rainfall index in Morocco and find that the product would be both feasible and of significant benefit to Moroccan farmers. Turvey (1999 Turvey ( , 2001 ) also discusses the application of weather derivatives in agriculture by rating various examples of rainfall and temperature options for various locations in Canada. To relate crop yields to weather events, Turvey (2001) examines the correlation of corn, soybean, and hay yields with measures of both rainfall and temperature. Temperature was found to be highly correlated with corn and soybean yields, while precipitation showed more correlation with hay yields.
Precipitation insurance policies have also been explored and utilized in other countries. Argentina, Australia, Ethiopia, Mexico, Morocco, Nicaragua, and Tunisia have all tested the feasibility of weather-based insurance products for agriculture. Two Canadian provinces, Ontario and Saskatchewan, have precipitation insurance products on the market. The use of precipitation-based insurance in the Canadian provinces is attributed to the high correlation between cattle pasture productivity and rainfall (Varangis, 2001 ).
Rainfall interpolation
There is an extensive literature focused on rainfall interpolation techniques. The simplest method sets the value of rainfall at out-of-sample locations equal to the rainfall recorded at the nearest observed site (Thiessen, 1911) . In 1972 the National Weather Service adopted another method, with rainfall estimated as a weighted average of surrounding observed values, in which the weights were inversely proportional to the squared distances from the unobserved site (Bedient and Huber, 1992) . This method is not useful for our purposes because each site is treated as an independent observation and provides no information on the spatial correlation structure of rainfall. More recently, advances in the area of geostatistics have created more statistically sophisticated interpolation methods through the use of kriging. Kriging, or optimal prediction, refers to the practice of making inferences on unobserved values of a random process given data generated from the same process (Cressie, 1993) . In practice, kriging techniques form a predictor that is equal to a weighted average of the data in the sample. The weights used in the average are determined from the correlation structure of the process, which may be given, assumed, or estimated from the data. Kriging techniques have been shown to provide predictors that are both statistically unbiased and efficient.
While kriging methods provide statistically attractive properties, they can also require a significant amount of computing time and effort. Thus, many studies have focused on the comparison of point estimates obtained from kriging to the estimates based on simpler interpolation approaches. While many authors have shown that kriging techniques provide better estimates than do simpler methods (Tabios and Salas, 1985) , others have found that the results depend critically on the density of the sampled locations. In general, studies have shown that kriging dominates the simpler interpolation methods for areas with smaller sampling densities while the methods are fairly equivalent for areas with sampling grids of higher density.
Cressie discusses various types of kriging, which differ with respect to the underlying assumptions for the stochastic process. In general, the spatial process is modeled as the sum of a mean and a spatially correlated error component. Bayesian kriging assumes that the mean and error components are random and independent while recognizing that the model parameters are themselves stochastic. Given appropriate priors for the parameters of the mean and error structure components, the optimal Bayesian predictor for out-of-sample locations can be found and has been shown to be superior to other kriging methods (Cressie, 1993) .
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MCMC methods
While point estimates for the conditional means and variances of a stochastic spatial process in a Bayesian model can be derived explicitly given appropriate distributional assumptions (see, e.g., Kitanidis, 1986) , an alternative approach is to sample directly from the posterior distribution using MCMC techniques. MCMC methods are often employed when explicit evaluation of complex and high dimensional integrals is not possible. Under these circumstances, MCMC techniques provide an alternative to more traditional numerical or analytic methods of integration. MCMC methods differ from traditional Markov chain theory in that the process's stationary distribution is used to identify the transition distribution rather than the reverse problem (Brooks, 1998) .
The theorem on which MCMC methods are based states that any chain that is both irreducible and aperiodic will have a unique stationary distribution to which the t-step transition kernel will converge as t approaches infinity (Brooks, 1998) . In practice, chains are generated either using a single transition kernel or, in many cases, using a combination of multiple sampling algorithms. The two most common transition kernels are the Gibbs sampler and the Metropolis-Hastings algorithm. The Gibbs sampler operates by splitting the current state vector into a number of components while updating each component separately in turn. The Metropolis-Hastings algorithm differs from the Gibbs sampler in that it is a generalized rejection sampler in which drawn values are corrected to match asymptotic properties of the stationary distribution.
Implementation is achieved by specifying starting values and non-informative priors for each process variable. There are several implementation issues involved with MCMC techniques. The chains are naturally autocorrelated because of the sampling algorithms' dependence on the previous step. This is generally addressed by ''thinning'' the chains to save only a portion of the realizations. Actual convergence is also an issue and is usually addressed by running multiple chains from different starting values and comparing running plots of the realizations to ensure convergence to the same distribution. These plots are also used to determine the number of initial values to discard, referred to as ''burn-in'' values, so that the portion of the chains used for analysis are an accurate representation of the stationary distribution. Sufficient chain length is also under debate. In general, the minimum chain length depends on the problem at hand and is increasing in the standard deviation of the sample mean of some function of the iterations and decreasing in the level of autocorrelation between consecutive realizations. Once convergence and stationarity have been determined, point estimates can be computed as sample moments from the sampling distributions. We refer readers to Brooks (1998) and Gilks et al. (1996) for more detailed descriptions of the theory behind MCMC methods and implications for empirical implementation.
The rainfall model Following Cressie, and Kitanidis (1986) , in order to derive an empirical Bayes predictor for rainfall, let y i denote observed rainfall at location i and assume that the actual rainfall at a given site is determined by the sum of a mean or drift process, , and a spatially correlated error process, ", which are both functions of vectors of site-specific measures X and K model parameters . The general form of the relationship may be given by:
Relevant components of the vector of site-specific measures X for any given location may include, for example, elevation, latitude and longitude coordinates, climatic or coastal region indicators, and climatic trends or indexes such as the El Nino Southern Oscillation (ENSO). The parameter vector translates the expected effects of these site specific factors on observed rainfall at any given location. Applying Bayes's theorem, the posterior distribution for the stochastic model parameters conditional on observed rainfall and site-specific factors y ¼ ( y, X ) is the product of the likelihood function and the prior distribution normalized by an appropriate constant:
For any unobserved location j, the distribution of rainfall,ỹ y j , conditional on observed rainfall at a sample of N locations, y ¼ y 1 . . . y N , is given by:
Thus, the posterior distribution for anyỹ y j given y is taken as the expected value of the posterior conditioned on y and with respect to the posterior distribution of conditioned on y. If the only variable of interest is rainfall at an unobserved sitẽ y y j , the posterior distribution given in Equation (3) is all that is required. The information contained in the posterior defined by Equation (3) could be used to accurately rate a weather derivative for unobserved site j. For example, the mean rainfall E½ỹ y j , which may be of interest as an option strike or insurance guarantee, would be given by:
However, for reinsurance purposes it is critical to have information on how rainfall is jointly distributed across space. The intra-temporal spatial correlation structure captured by the joint posterior distribution of unobserved sites provides the information needed by a reinsurer who owns a portfolio of policies rated for individual locations. The joint posterior for a collection of J unobserved locations,ỹ y ¼ ðỹ y 1 . . .ỹ y J Þ, is given by:
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The marginal distribution for any unobserved site j is then given by:
. . .
The expressions given in Equations (5) and (6) are Bayesian distributions of rainfall at unobserved locations given the rainfall data from the observed sites, y. These distributions account for parameter uncertainty and differ from a non-Bayesian approach in which point estimates for the parameters might be treated as known (Kitanidis, 1986) . The information on the spatial correlation of rainfall across space is given in both the joint posterior distribution of rainfall at the unobserved sites outlined in Equation (5) and the posterior distribution for the model parameters given in Equation (2). Given the potential size of the integral in Equation (6), many cases may arise in which explicit evaluation would be impossible. As an alternative, MCMC methods can be used to simultaneously generate Markov chains of both the model parameters from the posterior distribution in Equation (2) and rainfall estimates for any number of unobserved locations from the posteriors given in Equation (5) or (6).
To estimate the model, the structure of the mean and error processes must be specified. Appropriate starting values and priors for the model parameters and rainfall at the unobserved sites are also needed. To provide a simple example of how the rainfall model could be implemented, suppose that the mean component of rainfall at any given site is a linear function of its geographic coordinates:
Furthermore, assume that the spatial correlation structure for a group of locations can be summarized by an exponential correlogram defined by model parameters ' and :
Under the exponential specification, the correlation between rainfall at locations i and j, AE ij , is a function of the Euclidean distance d ij between the two locations. The exponential correlogram assumes that the correlation between observations declines with the distance between the observations. This property makes it a natural choice for modeling the spatial correlation structure of weather events across a region. The parameters and ' are measures of spatial smoothing and decay, respectively. The smoothing parameter, , is bounded between zero and two, with larger values indicating higher levels of spatial smoothing. A value of equal to two implies the Gaussian correlation function. The decay parameter, ', is bounded below at zero and indicates the degree of decline in correlation between two locations with distance. A larger (smaller) value of ' indicates a faster (slower) decline in correlation as distance increases. Thus, larger estimates for ' indicate a smaller degree of similarity between nearby stations. To summarize, the specific model example is characterized for a set of locations by the observed rainfall and geographic coordinates (y), and K ¼ 5 model parameters ¼ f 0 ; lat ; long ; ; g. The model is simple but sufficient for the illustrative case presented for Iowa. More complex modeling approaches could be used and would most likely be appropriate for microclimate regions and in areas where other factors, such as elevation, climatic trends, or climatic signals such as the ENSO index, would be relevant.
Given observed rainfall for a set of locations and their geographic coordinates, ordinary least squares estimates of the mean process parameters would provide appropriate starting values. Starting values for the correlogram parameters can be obtained using maximum likelihood estimates if multiple periods of data are available. Alternatively, multiple chains can be generated from a wide range of starting values to ensure model convergence of the model to the same stationary distribution regardless of starting values. Prior selection should be limited to diffuse distributions, such as the uniform, to prevent any effect of prior specification on the results of the model. We now provide an application of the proposed method using rainfall data from Iowa.
Data
State-level monthly precipitation totals for Iowa were obtained from the National Oceanic and Atmospheric Administration's National Climatic Data Center. The historical series of precipitation totals for all sequential combinations of months were compared to historical per-acre hay yields as reported by National Agricultural Statistics Service for the state of Iowa. The April-December time period showed the highest correlation between cumulative precipitation and hay yields for Iowa and was adopted as the coverage period for the weather derivative example. In addition to aggregated state-level data, the national climatic data center (NCDC) reports data from thousands of individual weather stations located throughout the country. The full data set of Iowa weather stations was condensed to exclude those weather stations that did not have complete precipitation records for the months included in the coverage period (April-December) for the entire 30-year period from 1973 to 2002. At the time of data collection, the last monthly recording was for August 2003, hence the use of 1973-2002 data to calculate the 30-year average precipitation levels guaranteed by the policy. Given the data requirements, the number of usable weather stations was reduced to 67 in the state of Iowa, which provides a relatively dense sampling grid in comparison to previous studies (Tabios and Salas, 1985; Dirks et al., 1998) . The distance between adjacent weather stations averages 20 miles, with a maximum (minimum) distance between weather stations of 50 (7) miles. Figure 1 shows the means and standard deviations of reported cumulative precipitation levels from March to December, in inches, for the counties in which the weather stations are located. The March to December time period aligns with the coverage period selected for the example rainfall insurance contract outlined in the following section. The weather station data indicate that the Northwest section of Iowa tends to be the driest, with more precipitation during the ten-month coverage period, on average, being reported moving toward the Southeast section of the state. Precipitation variability, as measured by the standard deviation of reported annual precipitation, follows a similar pattern across the state, with lower variability in the Northern section of the state and higher variability in the central and Southern regions.
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Two additional issues arose with the weather station data. First, for some stations and months, only estimated precipitation values were available. These estimated values were assumed to be unbiased and were left unchanged. Second, for some other stations and months, the precipitation values were reported as incomplete. For these incomplete months, the NCDC indicated that somewhere between one and nine days of information were missing from the reported precipitation value. In order to conserve these data points, it was assumed that the incomplete months were missing the average of five days of precipitation information and that the precipitation amount during those five days was equal to the five-day average precipitation amount for the month based on the reported total.
The coordinates of the geographical centers of each county in Iowa, measured in degrees of latitude and longitude, were calculated from a data file created by Giglierano and Madhukar (1990) . This yielded 99 county reference points, or sample ''farms'', where rainfall could be interpolated to rate the weather derivative. The geographic coordinates of each of the 67 weather stations in Iowa were obtained from the NCDC. The Euclidean distances between the weather stations and reference points were calculated using the coordinate data.
Example policy structure
The rainfall guaranteed under the policy was taken as the 30-year average of recorded precipitation for the area over the insurance period, which is patterned after the 30-year climate normals used by the NCDC. The indemnity (I) takes the form of a put option on realized cumulative rainfall over the coverage period. The indemnity structure is similar to an example outlined by Martin et al. (2001) . 
where L is the total liability insured ($/acre), F the indemnity factor, C the coverage level (C 2 [0, 1]), R A the actual rainfall (inches), and R 30 the rainfall guarantee (inches). Indemnities are triggered when actual precipitation is less than a selected percentage (the coverage level, C ) of the historical average precipitation. The percentage shortfall in precipitation is translated into a shortfall in liability value which is the indemnity paid to the insured. The indemnity factor, F, translates precipitation shortfalls into liability losses, where both are represented in percentage terms. The indemnity structure is further illustrated in Figure 2 . Indemnities are triggered when actual rainfall (R A ) falls below the rainfall guarantee determined by the elected coverage level and the location's 30-year average rainfall (C*R 30 ). The indemnity then increases at a rate of F percent of the total liability insured for each additional percentage rainfall loss from the guarantee. The indemnity is capped at the total liability level when actual rainfall is a sufficiently low level (R Ã A ). A regression relating NCDC precipitation levels to NASS hay yields was estimated for Iowa. To put all variables on a percentage basis, ratios were created for each variable. The precipitation ratio (RR) is the ratio of the current year's precipitation to the 30-year average. The hay yield ratio (YR) is the ratio of the current year's reported hay yield to the ten-year average hay yield. It is assumed that excessive amounts of rainfall can also cause crop losses. Since the intent of the application was to provide coverage against drought risk, only years in which rainfall was below the 30-year average were used in estimating the regression relationship:
The sign of the estimated slope coefficient was as expected, with precipitation shortfalls leading to a statistically significant reduction in hay yields. The simple regression relationship also provided a relatively good fit with an R 2 value of 0.85. The results exhibit fairly strong yield movements in Iowa, with a 1 percent drop in precipitation from the 30-year average resulting in a 1.52 percent drop in hay yields below the ten-year average hay yield. The indemnity factor (F) was taken as this slope 
Results
Kriging
For each year in the data a sample from the posterior distributions of each model parameter and rainfall for each of the 99 sample farms were generated. The latitude and longitude coordinates for each of the weather stations and reference points were normalized, setting the Southwest corner of Iowa as the grid origin. Sample autocorrelation plots from initial sample iterations exhibited autocorrelation through ten lags in the chains. To obtain a closer approximation to an independent sample, the chains were thinned to save every tenth iteration. To assess convergence, three chains of 55,000 iterations were run from different starting values. The first 5,000 iterations of each chain were discarded to minimize the impact of the starting values. As a diagnostic for sufficient chain length, we confirmed that the Monte Carlo error, a measure of the deviation of the sampled mean from the mean of the true posterior distribution, for the samples was less than 5 percent of the sample standard deviation [2] . Interested readers can refer to Gilks et al. (1996) and Brooks (1998) for further discussion on diagnostics in MCMC applications.
The estimation process yielded Markov chains of 5,000 rainfall and parameter samples for each year in the data. The point estimates for the model parameters and unobserved rainfall at the reference points were taken as the sample means from the Markov chains. The estimated 30-year means and standard deviations of precipitation are illustrated in Figure 3 , and are very similar to those in the actual weather station Average and standard deviation of estimated precipitation for Iowa counties, 1973 Iowa counties, -2002 data illustrated in Figure 1 . Furthermore, procedures for each weather station confirmed that the kriging results did not statistically differ from actual recorded rainfall. Actual rainfall for each year and station fell well within the 95 percent confidence intervals of the MCMC estimates. Moreover, the test that the 30-year means resulting from the MCMC estimates did not differ from the actual 30-year means at each station could not be rejected at significance levels exceeding 25 percent. Summary statistics of the parameter-point estimates for the mean process and the correlogram are given in Table I . The point estimate for Â 0 can be interpreted as a rainfall estimate for the Southwest corner of the Iowa grid and averaged just under 29 inches of rainfall, which is consistent with the true 30-year means from weather stations in that region. The point estimates for Â lat and Â long indicate that, on average, precipitation declines by 1.46 inches for every degree of latitude as you move North and increases by 0.85 inches for every degree of longitude as you move East. These results are also consistent with the relationship between average rainfall amounts and location in the state of Iowa, as depicted in Figure 1 . The point estimate of the smoothing parameter, , ranged from 0.56 to 1.66, with an average value of 1.01. Point estimates for the decay parameter, ', varied within a considerable range from 0.48 to 11.34, with an average value of 3.58. A larger point estimate for ' indicates a weaker spatial correlation structure in the rainfall data for the given year, implying the occurrence of localized storms and volatile rainfall amounts across the grid.
This information has significant value for estimating the scale of basis risk as well as implications for accurately rating a reinsurance program. Specifically, the estimates of ' and would provide a reinsurer with the information needed to parameterize the correlations structure in simulating the performance of a portfolio of individual derivatives within the region. Furthermore, the variation in these estimates over time illustrates the inter-temporal variation in the level of systemic risk potential within a portfolio of weather products. The information about the potential variation in the correlation structure over time could be used by a reinsurer within an inter-temporal framework to estimate required loads or cash reserves needed in periods when losses are driven by widespread systemic events.
Inverse-distance weighting
For comparison purposes, a simple inverse distance weighting (IDW) scheme was also used to interpolate precipitation in the Iowa counties using the historical data. For each county reference point, the weights assigned to the weather stations were equal to the inverse of the Euclidean distance between the reference point and the weather station normalized by the sum of weights for all weather stations. Using cross-validation, the number of surrounding weather stations to use in the interpolation was varied from the nearest station to the entire set of surrounding weather stations. Efficiency gains were realized for the IDW estimator as the number of surrounding stations was increased to four. Using the four nearest stations, rainfall at each of the county reference points was interpolated over the 30 years of data. The results were nearly identical to those from the kriging model with the 30-year IDW averages differing by less than 0.7 inches for all county reference points. Coefficients of variation were also nearly identical for the two methods, implying that the insurance rates generated from either method would also be nearly identical. The ''equivalence'' of the two methods should be interpreted with care. The IDW results only provide point estimates for unobserved rainfall and are not guaranteed to be unbiased or efficient estimators. Moreover, the kriging model provides a richer set of results including intra-temporal empirical distributions of rainfall at each of the outof-sample locations, and parameter estimates which define the correlation structure of rainfall across space.
Insurance rates
Monte Carlo methods were used to rate the example rainfall insurance policy, assuming that rainfall over the coverage period follows the gamma distribution defined by the historical rainfall parameters. Using a method-of-moments approach, gamma distributions were fit to the historical rainfall means and standard deviations implied by the kriging estimates for the 99 county reference points. For each method, 5,000 random draws were taken from each of the specified gamma distributions. The policy was then rated by taking the average indemnity value over the 5,000 rainfall draws for each of the 99 reference points. Note that this risk-neutral pricing approach does not incorporate a market price of risk into the fair premium rates.
The choice of gamma distributions was based on the prevalence of this distributional choice for precipitation in the scientific and agricultural literature (Barger and Thom, 1949; Ison et al., 1971; Martin et al., 2001) . Using the method proposed by Moschini, non-parametric kernel densities were fit to each of the 30-year precipitation histories for the weather stations and compared with the gamma distributions implied by the sample moments. The gamma density plots were very similar to the non-parametric estimates and were determined to provide an excellent fit to the data. As an example, the gamma distribution and the non-parametric density for the Chariton weather station are illustrated in Figure 4 .
Given the rainfall insurance structure, the MCMC simulation results, and the gamma distributional assumption, Iowa premium rates average 12.4 percent under full coverage. The average premium rate across the Iowa reference points is equal to 1.2 percent for 75 percent coverage. At 75 percent coverage, the highest rate is 2.35 percent in Southeast Iowa at the Taylor county reference point, while the lowest premium is 0.3 percent in Northeast Iowa at the Clayton county reference point. These results are expected, as the lowest implied precipitation coefficient of variation (15.8 percent) is at the Clayton County reference point, while the largest implied coefficient of variation (24.6 percent) is at the Taylor County reference point. Figure 5 maps the premium rates across Iowa at a 75 percent coverage level. In general, premium levels are the lowest in the Northeast section of the state, with areas of relatively larger premium levels located in various locations throughout the state.
Historical analysis
A historical analysis of the insurance policy was constructed for the 30 years of available data. Precipitation estimates were taken from the kriging results and used to calculate the indemnity level for each year. The top panel of Figure 6 maps the policy's loss-cost, the ratio of indemnity to liability, at 75 percent coverage for the year 2000. Precipitation was below 75 percent of the 30-year average for a pocket of counties in Southwestern Iowa, triggering indemnity payments. Up to 26 percent of the total liability covered under the policy would have been paid out in indemnities in 2000. Loss ratios, the ratio of indemnities to premiums, would have been as high as 18 in some counties, with an average loss ratio of one across the state. Thus, in 2000, the systemic risk of weather was diversifiable across the entire state.
The bottom panel of Figure 6 maps loss-cost values for each of the counties for 1988, a drought year throughout the Midwest. Indemnity payments would have been triggered in all but the Northwest quadrant of the state, with loss-cost exceeding 40 percent of the liability insured in some areas. Loss ratios in 1988 would have exceeded 40 in select regions with an average of 15.75 across the entire state. In general, the policy tends to pay indemnities in concentrated areas and at fairly high loss ratios. At higher coverage levels the loss regions expand to cover larger areas across the state. These results are expected given the spatial nature of weather events. While the policy is theoretically rated to yield a loss ratio of one over time for any given location, the systemic nature of weather risk requires a large geographic area of coverage to provide 
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proper risk pooling and insurability for any given year. These results suggest that any party offering this type of coverage should either hold a diversified portfolio of policies written across a spatially diverse area or hold sufficient reserves (or reinsurance) to cover years when rainfall is well below the level of the guarantee.
Conclusions
The institutional models used to provide farm and county-specific crop insurance in the USA and Canada depend on access to accurate yield data and the provision of public sector reinsurance. These models are not directly applicable outside of the USA and Canada, because accurate yield histories are generally not available and because public provision of reinsurance is not affordable. These barriers are most acute in lessdeveloped countries that depend heavily on agriculture. As a result there are very few examples of farm or county-level yield insurance products outside of the USA and Canada.
Weather derivatives have many properties that make them suitable as a basis for the expansion of crop insurance to areas where it is currently not available. Weather derivatives are easy to adjust and they greatly reduce the potential for moral hazard and adverse selection. Two major problems with weather derivatives are that they cannot be used to exactly replicate farm-level yield performance and, particularly in less developed regions, the amount of historical information available to be used in program design is limited. In this article we illustrate how existing weather station data can be used to estimate data histories for locations where data are unavailable to allow for program development and to reduce weather basis risk. Another difficulty faced by those who wish to introduce crop insurance in other countries is that public reinsurance is often not available. Private reinsurers and international agencies might be willing to provide reinsurance as long as they can be convinced that they can spread the risk across space; however, this requires knowledge of the spatial correlation of losses. The method we propose can provide this information given an assumed form for the correlation structure. In order to illustrate our method at work, we have implemented it for the relatively simple case of rainfall insurance in Iowa. Using kriging methods, rainfall histories for locations throughout the state of Iowa were generated based on actual weather station data. Using the 30-year average and standard deviation of rainfall from the estimated histories, simulation methods were used to rate a rainfall insurance policy. Given the systemic nature of weather, loss areas over the period analyzed tended to be geographically concentrated, exhibiting high loss ratios. While individual insurance policies can be fairly rated for any given location over time, Iowa did not represent a sufficiently large geographic area for risk pooling in all years. Thus, a rainfall insurance policy such as this may be more suited for inclusion in the book of business of a large reinsurer or an international agency.
The rainfall interpolation methods utilized in this study could be applied to data in other areas to develop other types of derivatives, including insurance for various agricultural and non-agricultural applications. However, these methods are subject to a number of limitations. Spatial kriging methods are relatively complex creating a potential trust issue in the design of the policy. This may be of particular importance for farmers in developing regions who may have relatively low levels of education and literacy. The policy could be designed and initially rated using the estimated histories, while indemnification and administration of the program using actual weather station data may help in creating a more positive perception among potential users. Also, factors beyond the geographic coordinates of locations may be relevant in specifying the rainfall model for other areas, especially in areas with more diverse topographical features or micro-climates. The proposed methodology allows for such flexibility; however, additional research is required to analyze the effect of incorporating such complexities on model performance in both statistical and practical terms.
Notes
1. There are a number of additional challenges faced by low-income or developing regions related to the development and implementation of weather-based instruments such as the timing of sales closing dates and the complexity of contract design. We refer readers to Skees (2008) for further discussion on these and other issues. 2. The Monte Carlo error is a measure of the deviation of the sampled mean from the mean of the true posterior distribution. See Gilks et al. (1996) and Brooks (1998) for further discussion on diagnostics in MCMC applications. 3. Cross-validation refers to estimating the model sequentially for each observed site, or weather station, based on the data for the N À 1 remaining stations.
