A class of fourth order wave equations with dissipative and nonlinear strain terms  by Liu, Yacheng & Xu, Runzhang
J. Differential Equations 244 (2008) 200–228
www.elsevier.com/locate/jde
A class of fourth order wave equations
with dissipative and nonlinear strain terms
Liu Yacheng a,1, Xu Runzhang a,b,∗,1
a College of Science, Harbin Engineering University, 150001, People’s Republic of China
b College of Automation, Harbin Engineering University, 150001, People’s Republic of China
Received 3 September 2006; revised 8 October 2007
Abstract
We study the initial boundary value problem for a class of fourth order wave equations with dissipative
and nonlinear strain terms. By introducing a family of potential wells we not only obtain the invariant sets
and vacuum isolating of solutions, but also give some threshold results of global existence and nonexistence
of solutions.
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1. Introduction
In the study of a weakly nonlinear analysis of elasto-plastic-microstructure models for longi-
tudinal motion of an elasto-plastic bar there arises the model equation
utt + uxxxx = a
(
u2x
)
x
+ f (x), (1.1)
where a < 0 is a constant (see [1]).
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utt + uxxxx = σ(ux)x + f (x, t), x ∈ (0,1), t > 0, (1.2)
under the assumption σ ′s(s) C (bounded below) they obtained the global existence of gener-
alized solutions and classical solutions and gave a sufficient condition for the finite time blow up
of solutions. In [3] Zhang and Chen studied the initial boundary value problem of Eq. (1.2) again
with initial boundary conditions
u(0, t) = u(1, t) = 0, ux(0, t) = ux(1, t) = 0,
u(x,0) = ϕ(x), ut (x,0) = ψ(x).
By using potential well method they proved the global existence of weak solutions, generalized
solutions and classical solutions under some assumptions which are satisfied by Eq. (1.1).
In [4] Yang first studied the initial boundary value problem of multidimensional form of
Eq. (1.2) with weak damping term
utt + 2u+ γ ut +
n∑
i=1
∂
∂xi
σi(uxi ) = 0, x ∈ Ω, t > 0, (1.3)
u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ Ω, (1.4)
u = ∂u
∂ν
= 0, x ∈ ∂Ω, t  0, (1.5)
where γ  0, Ω ⊂ Rn is a bounded domain, ∂u
∂ν
denotes derivative of u in outward normal
direction of ∂Ω . The main results obtained in [4] are as follows:
(1) Assume that
(i) σi(s) ∈ C1(R), |σi(s)| b|s|m, 2 < m + 1 < ∞ if n = 1,2; 2 < m + 1 2nn−2 if n 3,
1 i  n;
(ii) u0 ∈ W , u1 ∈ L2(Ω) and
0 < E(0) = 1
2
‖u1‖2 + 12‖u0‖
2 −
n∑
i=1
∫
Ω
Gi(u0xi )dx
< d0 = m − 14(m + 1)
(
1
bC∗
) 2
m−1
,
where
W = {u ∈ H 20 (Ω) ∣∣ I (u) = ‖u‖2 − b‖∇u‖m+1m+1 > 0}∪ {0},
Gi(s) =
s∫
0
σi(τ )dτ, C∗ = sup
u∈H 10 (Ω)
‖∇u‖m+1m+1
‖u‖m+1 .
Then problem (1.3)–(1.5) admits a global weak solution.
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problem (1.3)–(1.5) admits a global strong solution u(t) which decays to zero exponently as
t → ∞.
(3) Assume that there exist k > 2 and β > 0 such that βk|s|m+1  kGi(s) sσi(s), 1 i  n,
E(0) < 0 and 1 < m 3 if γ > 0. Then the existence time of solution u for problem (1.3)–
(1.5) is finite.
For problem (1.3)–(1.5) the following problems are still open up to now:
(i) Whether the value of d0 is the largest, i.e. whether there exists d > d0 such that if in the
assumptions of above results (1) and (2), d0 is replaced by d , then the conclusions of these
results also hold.
(ii) Global existence of solutions for the case 0E(0) < d , I (u0) < 0.
(iii) Global existence of solutions for problem (1.3)–(1.5) with critical initial conditions
E(0) = d , I (u0) 0 or I (u0) < 0.
(iv) Whether there exist some invariant sets of solutions.
(v) In particular, whether there exist some threshold results of global existence and nonexistence
of solutions.
Recently in [5] J.A. Esquivel-Avila studied the initial boundary value problem for fourth order
wave equation with nonlinear strain and source terms
utt + 2u − αu ± β
n∑
i=1
∂
∂xi
(|uxi |m−2uxi )= μ|u|r−2u, x ∈ Ω, t > 0. (1.6)
However Eq. (1.6) cannot include Eq. (1.1).
Although there have been a lot of works using potential well method, many of them are on
second order nonlinear evolution equations. And there are only a few works on high order nonlin-
ear evolution equations [3–31]. In particular, on the fourth order wave equations with nonlinear
strain terms there are only above [3–5].
In this paper we again study problem (1.3)–(1.5), where σi(s), 1 i  n, satisfy
(H)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) σi(s) ∈ C(R) ∩ C1(R+), σi(s) > 0 for s = 0,
sσ ′i (s) − σi(s) > 0 for s > 0,
there exist p and q satisfying 1 < p  q < ∞ for n = 1,2;
1 < p  q < n+2
n−2 for n 3 such that
(ii) |σi(s)| a|s|q for s ∈ R and some a > 0,
(iii) (p + 1)Gi(s) sσi(s) for s ∈ R, Gi(s) =
∫ s
0 σi(τ )dτ.
First for problem (1.1)–(1.3) we not only introduce the potential well W and outside set V of W
by using a new method, but also introduce a family of potential wells {Wδ} and corresponding
family {Vδ}. Then by using them we not only obtain the invariant sets and vacuum isolating of
solutions, but also give a threshold result of global existence and nonexistence of solutions for
E(0) < d and some region of γ . Finally we study the global existence of solutions for problem
(1.1)–(1.3) with critical initial conditions E(0) = d , I (u0)  0 or I (u0) < 0 and also give a
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for problem (1.1)–(1.3) are resolved.
In this paper we denote ‖ · ‖Lp(Ω) by ‖ · ‖p , ‖ · ‖ = ‖ · ‖2, (u, v) =
∫
Ω
uv dx, σ(s) =
{σ1(s), σ2(s), . . . , σn(s)},
C∗ = sup
u∈H 20 (Ω),u =0
‖∇u‖q+1q+1
‖u‖q+1 , λ1 = infu∈H 20 (Ω),u =0
‖u‖
‖u‖ .
Definition 1.1. u = u(x, t) is called a weak solution of problem (1.1)–(1.3) on Ω × [0, T ) if
u ∈ L∞(0, T ;H 20 (Ω)), ut ∈ L∞(0, T ;L2(Ω)) and satisfies
(i)
(ut , v)+ γ (u, v)+
t∫
0
a(u, v)dτ −
t∫
0
b(u, v)dτ
= (u1, v)+ γ (u0, v), ∀v ∈ H 20 (Ω), 0 < t < T, (1.7)
where
a(u, v) = (u,v), b(u, v) =
n∑
i=1
∫
Ω
(
σi(uxi ), vxi
)
dx;
(ii) u(x,0) = u0(x) in H 20 (Ω), ut (x,0) = u1(x) in L2(Ω);
(iii) E(t)+ γ
t∫
0
‖uτ‖2 dτ E(0), ∀t ∈ [0, T ), (1.8)
where
E(t) = 1
2
‖ut‖2 + 12‖u‖
2 −
n∑
i=1
∫
Ω
Gi(uxi )dx.
Lemma 1.2. (See [32].) For u ∈ H 20 (Ω), ‖u‖ is equivalent to ‖u‖H 2(Ω).
Lemma 1.3. (See [32].) Let q satisfy (H). Then the imbedding H 20 (Ω) ↪→ W 1,q+1(Ω) is com-
pact. And we have ‖∇u‖q+1  C‖u‖.
2. Preliminary lemmas and introducing of potential wells family
In this section we shall define and study some functionals which are relative with potential
well. Then by using them we introduce a family of potential wells Wδ and corresponding family
Vδ for problem (1.3)–(1.5).
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J (u) = 1
2
‖u‖2 −
n∑
i=1
∫
Ω
Gi(uxi )dx,
I (u) = ‖u‖2 −
n∑
i=1
∫
Ω
uxi σi(uxi )dx,
Iδ(u) = δ‖u‖2 −
n∑
i=1
∫
Ω
uxi σi(uxi )dx, δ > 0.
Lemma 2.1. Let σ(s) satisfy (H), u ∈ H 20 (Ω). Then for 1 i  n there hold:
(i) σi(0) = Gi(0) = 0, σi(s)s > 0, Gi(s) > 0 for s > 0; σi(s)s < 0, Gi(s) < 0 for s < 0.
(ii) Gi(s), σi(s) and σi(s)s are all increasing for s > 0.
(iii) |Gi(s)| aq+1 |s|q+1 for s ∈ R.
(iv)
Gi(s) B|s|p+1 for s  1 and some B > 0, (2.1)
sσi(s) (p + 1)B|s|p+1 for s  1. (2.2)
Proof. (i)–(iii) follow immediately form (i) and (ii) in (H). Next we prove (iv). First (iii) in (H)
gives
σi(s)
Gi(s)
 p + 1
s
, s > 0,
and
Gi(s)∫
G(1)
dGi(τ)
Gi(τ )
 (p + 1)
s∫
1
dτ
τ
, s  1,
which gives
Gi(s)Gi(1)|s|p+1, s  1.
Hence we get (2.1) and (2.2). 
Definition 2.2. We define
H+ = {u ∈ H 20 (Ω) ∣∣ ‖u‖ = 0, uxi (x) 0, 1 i  n},
Ω+ =
⋃
Ω+i , Ω
+
i =
{
x ∈ Ω ∣∣ uxi (x) > 0},1in
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⋃
1in
Ω−i , Ω
−
i =
{
x ∈ Ω ∣∣ uxi (x) < 0}.
Lemma 2.3. Let σ(s) satisfy (H), u(x) ∈ H+ and
ϕ(λ) = 1
λ
n∑
i=1
∫
Ω
uxi σi(λuxi )dx. (2.3)
Then:
(i) ϕ(λ) is increasing on 0 < λ < ∞.
(ii) limλ→0 ϕ(λ) = 0, limλ→+∞ ϕ(λ) = +∞.
Proof. (i) First for u ∈ H+ we have |Ω+| > 0. Hence from (i) in (H) we get
d
dλ
ϕ(λ) = 1
λ2
n∑
i=1
∫
Ω
(
λu2xi σ
′
i (λuxi ) − uxi σi(λuxi )
)
dx
= 1
λ3
n∑
i=1
∫
Ω
λuxi
(
λuxi σ
′
i (λuxi ) − σi(λuxi )
)
dx > 0.
Hence ϕ(λ) is increasing on 0 < λ < ∞.
(ii) From (ii) in (H) we have
0 < ϕ(λ) = 1
λ2
n∑
i=1
∫
Ω
λuxi σi(λuxi )dx 
a
λ2
n∑
i=1
∫
Ω
|λuxi |q+1 dx
= aλq−1
n∑
i=1
‖uxi‖q+1q+1 → 0, as λ → 0.
On the other hand, from (2.2) we have
ϕ(λ) = 1
λ2
n∑
i=1
∫
Ω
λuxi σi(λuxi )dx 
(p + 1)B
λ2
n∑
i=1
∫
Ωiλ
|λuxi |p+1 dx,
where
Ωiλ =
{
x ∈ Ω
∣∣∣ uxi (x) 1λ
}
. (2.4)
Since
n∑
i=1
∫
|uxi |p+1 dx →
n∑
i=1
‖uxi‖p+1p+1, as λ → +∞, (2.5)
Ωiλ
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lim
λ→+∞ϕ(λ) = +∞. 
Lemma 2.4. Let σ(s) satisfy (H). Assume that u ∈ H 20 (Ω) and ‖u‖ = 0. Then:
(i) limλ→0 J (λu) = 0.
(ii) I (λu) = λ ddλJ (λu).
Furthermore if u(x) ∈ H+, then we have:
(iii) limλ→+∞ J (λu) = −∞.
(iv) In the interval 0 < λ < ∞ there exists a unique λ∗ = λ∗(u) such that
d
dλ
J (λu)
∣∣∣∣
λ=λ∗
= 0.
(v) J (λu) is increasing on 0 λ λ∗, decreasing on λ∗  λ < ∞ and takes the maximum at
λ = λ∗.
(vi) I (λu) > 0 for 0 < λ < λ∗, I (λu) < 0 for λ∗ < λ < ∞ and I (λ∗u) = 0.
Proof. (i) follows from
J (λu) = λ
2
2
‖u‖2 −
n∑
i=1
∫
Ω
Gi(λuxi )dx (2.6)
and
∣∣Gi(λuxi )∣∣ aq + 1λq+1|uxi |q+1.
(ii) follows from
λ
d
dλ
J (λu) = λ2‖u‖2 −
n∑
i=1
∫
Ω
λuxi σi(λuxi )dx = I (λu).
(iii) follows from (2.6),
n∑
i=1
∫
Ω
Gi(λuxi )dx  B
n∑
i=1
∫
Ωiλ
|λuxi |p+1 dx,
and (2.5), where Ωiλ is defined by (2.4).
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d
dλ
J (λu) = λ‖u‖2 −
n∑
i=1
∫
Ω
uxi σi(λuxi )dx = λ
(‖u‖2 − ϕ(λ)), (2.7)
where ϕ(λ) is defined by (2.3).
(vi) follows from (ii), (2.7) and Lemma 2.3. 
Lemma 2.5. Let σ(s) satisfy (H). Assume that u ∈ H 20 (Ω) and 0 < ‖u‖ < r(δ). Then
Iδ(u) > 0. In particular, if 0 < ‖u‖ < r(1), then I (u) > 0, where
r(δ) =
(
δ
aC∗
) 1
q−1
.
Proof. From 0 < ‖u‖ < r(δ) we get
n∑
i=1
∫
Ω
uxi σi(uxi )dx 
n∑
i=1
∫
Ω
∣∣uxi σi(uxi )∣∣dx  a
n∑
i=1
∫
Ω
|uxi |q+1 dx
= a
n∑
i=1
‖uxi‖q+1q+1  aC∗‖u‖q+1 = aC∗‖u‖q−1‖u‖2 < δ‖u‖2
and Iδ(u) > 0. 
Lemma 2.6. Let σ(s) satisfy (H). Assume that u ∈ H 20 (Ω) and Iδ(u) < 0. Then ‖u‖ > r(δ). In
particular, if I (u) < 0, then ‖u‖ > r(1).
Proof. First Iδ(u) < 0 implies ‖u‖ = 0. From this and
δ‖u‖2 <
n∑
i=1
∫
Ω
uxi σi(uxi )dx  aC∗‖u‖q−1‖u‖2
we get ‖u‖ > r(δ). 
Lemma 2.7. Let σ(s) satisfy (H). Assume that u ∈ H 20 (Ω), Iδ(u) = 0 and ‖u‖ = 0. Then‖u‖ r(δ). In particular, if I (u) = 0 and ‖u‖ = 0, then ‖u‖ r(1).
Proof. From Iδ(u) = 0 we have
δ‖u‖2 =
n∑
i=1
∫
Ω
uxi σi(uxi )dx  aC∗‖u‖q−1‖u‖2,
which together with ‖u‖ = 0 gives ‖u‖ r(δ). 
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(i)
d = inf
u∈N
J (u),
N = {u ∈ H 20 (Ω) ∣∣ I (u) = 0, ‖u‖ = 0}.
(ii)
d1 = inf
u∈N+
J (u),
N+ = {u ∈ H+ ∣∣ I (u) = 0}.
(iii)
d(δ) = inf
u∈Nδ
J (u),
Nδ =
{
u ∈ H 20 (Ω)
∣∣ Iδ(u) = 0, ‖u‖ = 0}.
(iv)
d1(δ) = inf
u∈N+δ
J (u),
N+δ =
{
u ∈ H+ ∣∣ Iδ(u) = 0}.
Lemma 2.9. Let σ(s) satisfy (H). Then
(i) d1(δ) a(δ)r2(δ) for a(δ) = 12 − δp+1 , 0 < δ < p+12 ;(ii) d1(δ) is strictly increasing on 0 < δ  1, strictly decreasing on 1  δ < ∞ and takes the
maximum at δ = 1;
(iii) limδ→0 d1(δ) = 0, limδ→+∞ d1(δ) = −∞.
Proof. (i) For any u ∈N+δ we have ‖u‖ r(δ) and from
J (u) = 1
2
‖u‖2 −
n∑
i=1
∫
Ω
Gi(uxi )dx
 1
2
‖u‖2 − 1
p + 1
n∑
i=1
∫
Ω
uxi σi(uxi )dx
=
(
1
2
− δ
p + 1
)
‖u‖2 + 1
p + 1Iδ(u)
= a(δ)‖u‖2  a(δ)r2(δ),
which gives (i).
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u ∈N+
δ′′ we define λ = λ(δ) by
δ
∥∥(λu)∥∥2 = n∑
i=1
∫
Ω
λuxi σi(λuxi )dx, (2.8)
i.e.
δ‖u‖2 = ϕ(λ), (2.9)
where ϕ(λ) is defined by (2.3). From Lemma 2.3 it follows that for each δ > 0 there exists a
unique λ = λ(δ) satisfying (2.9) and (2.8) which implies that λ(δ)u ∈ N+δ and λ(δ′′) = 1. Let
g(λ) = J (λu). Then
d
dλ
g(λ) = 1
λ
(∥∥(λu)∥∥2 − n∑
i=1
∫
Ω
λuxi σi(λuxi )dx
)
= 1
λ
(
(1 − δ)∥∥(λu)∥∥2 + Iδ(λu))= (1 − δ)λ‖u‖2.
Take v = λ(δ′)u, then v ∈N+
δ′ .(a) If 0 < δ′ < δ′′ < 1, then λ(δ′) < λ(δ′′) = 1,
J (u) − J (v) = g(1) − g(λ(δ′))> (1 − δ′′)r2(δ′′)λ(δ′)(1 − λ(δ′))
≡ ε1(δ′, δ′′) > 0.
(b) If 1 < δ′′ < δ′ < ∞, then λ(δ′) > λ(δ′′) = 1,
J (u) − J (v) = g(1) − g(λ(δ′))> (δ′′ − 1)r2(δ′′)λ(δ′′)(λ(δ′) − 1)
≡ ε2(δ′, δ′′) > 0.
Thus we get d1(δ′′) − d1(δ′) > ε(δ′, δ′′) > 0 for any 0 < δ′ < δ′′ < 1 or 1 < δ′′ < δ′ < ∞.
(iii) For any u ∈ H+ we again define λ = λ(δ) by (2.8), i.e. (2.9). Again from Lemma 2.3
it follows that for each δ > 0 there exists a unique λ = λ(δ) satisfying (2.9) and (2.8). And by
Lemma 2.3 we have
lim
δ→0λ(δ) = 0, limλ→+∞λ(δ) = +∞.
Hence by Lemma 2.4 we get
lim
δ→0J
(
λ(δ)u
)= lim
λ→0J (λu) = 0, (2.10)
lim
δ→+∞J
(
λ(δ)u
)= lim
λ→+∞J (λu) = −∞. (2.11)
Equation (2.10) and (i) give limδ→0 d1(δ) = 0. And (2.11) gives limδ→+∞ d1(δ) = −∞. 
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(i) d  p−12(p+1) r2(1) = p−12(p+1) ( 1aC∗ )
2
q−1
.
(ii) There exists at least u ∈N such that
J (u) = d.
(iii) If w ∈N is a minimizer, i.e. J (w) = d , then w ∈N+.
(iv) d = d1.
Proof. (i) For any u ∈N we have ‖u‖ r(1) and from
J (u) = 1
2
‖u‖2 −
n∑
i=1
∫
Ω
Gi(uxi )dx

(
1
2
− 1
p + 1
)
‖u‖2 + 1
p + 1I (u)
= p − 1
2(p + 1)‖u‖
2  p − 1
2(p + 1) r
2(1)
we get (i).
(ii) From the definition of d it follows that for each m (m = 1,2, . . .), there exists um ∈ N
such that
d  J (um) < d + 1
m
, m = 1,2, . . . . (2.12)
From Lemma 2.7 and
p − 1
2(p + 1)‖um‖
2 + 1
p + 1I (um) J (um) < d + 1
we get
r2(1) ‖um‖2 < 2(p + 1)
p − 1 (d + 1), m = 1,2, . . . .
Hence there exists u ∈N and a subsequence {uν} of {um} such that as ν → ∞
uν → u in H 20 (Ω) weakly,
uν → u in W 1,q+1(Ω) strongly.
So we have ∣∣∣∣∣
n∑
i=1
∫
Gi(uνxi )dx −
n∑
i=1
∫
Gi(uxi )dx
∣∣∣∣∣
Ω Ω
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n∑
i=1
∫
Ω
∣∣σi(uxi + θνi(uνxi − uxi ))∣∣|uνxi − uxi |dx

n∑
i=1
∥∥σi(uxi + θνi(uνxi − uxi ))∥∥r‖uνxi − uxi‖q+1,
where r = q+1
q
, 0 < θνi = θνi (x) < 1.
Since
n∑
i=1
∥∥σi(uxi + θνi(uνxi − uxi ))∥∥rr

n∑
i=1
ar
∥∥uxi + θνi(uνxi − uxi )∥∥q+1q+1  C,
we get
lim
ν→∞
n∑
i=1
∫
Ω
Gi(uνxi )dx =
n∑
i=1
∫
Ω
Gi(uxi )dx.
Hence from (2.12) we obtain
1
2
‖u‖2  lim inf
ν→∞
1
2
‖uν‖2
 lim inf
ν→∞
(
d + 1
ν
+
n∑
i=1
∫
Ω
Gi(uνxi )dx
)
= lim
ν→∞
(
d + 1
ν
+
n∑
i=1
∫
Ω
Gi(uνxi )dx
)
= d +
n∑
i=1
∫
Ω
Gi(uνxi )dx,
which gives J (u) d . On the other hand, we have J (u) d . So we get J (u) = d .
(iii) Let w ∈N satisfy J (w) = d . We prove w ∈N+, i.e. |Ω−| = 0 for w. If it is false, then
|Ω−| > 0. We consider the following two cases:
(a) |Ω−| > 0, |Ω+| = 0. In this case we have
n∑
i=1
∫
Ω
wxi σi(wxi )dx < 0 and I (w) > 0,
which contradicts I (w) = 0.
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w¯ =
{
w, x /∈ Ω−,
−w, x ∈ Ω−.
Then |w¯| = |w|, w¯xi = |wxi |, 1 i  n. Hence w¯ ∈N+. From I (w¯) < I (w) = 0 and Lemma 2.4
it follows that there exists a unique λ1 = λ1(w¯) such that 0 < λ1 < 1 and I (λ1w¯) = 0. On the
other hand, from the equivalent definition of d
d = inf
u∈H 20 (Ω),u =0
(
sup
λ>0
J (λu)
)
,
we get
d = J (w) = sup
λ>0
J (λw).
So we have
d = J (w) J (λ1w) > J(λ1w¯) d1,
which contradicts the definitions of d and d1.
(iv) From the definitions of d and d1 we have d  d1. On the other hand, from (ii) and (iii) of
this lemma it follows that there exists w ∈N+ such that
d = J (w) d1.
Hence we get d = d1. 
Theorem 2.11. Let σ(s) satisfy (H). Then:
(i) d(δ) d1(δ) for 0 < δ < ∞, d(δ) a(δ)r2(δ) for 0 < δ < p+12 .
(ii) limδ→0 d(δ) = 0 and there exists δ0  p+12 such that d(δ0) = 0 and d(δ) > 0 for 0 < δ < δ0.(iii) d(δ) takes the maximum d = d(1) at δ = 1.
Proof. (i) d(δ)  d1(δ) follows from the definitions of d(δ) and d1(δ). The proof of d(δ) 
a(δ)r2(δ) for 0 < δ < p+12 is the same as the proof of Lemma 2.9.(ii) The conclusion follows from (i) of this theorem and (iii) of Lemma 2.9.
(iii) The conclusion follows from d(δ) d1(δ) < d1(1) = d1 = d for δ > 0 and δ = 1. 
Definition 2.12. Now we can define
W = {u ∈ H 20 (Ω) ∣∣ I (u) > 0, J (u) < d}∪ {0},
V = {u ∈ H 20 (Ω) ∣∣ I (u) < 0, J (u) < d},
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{
u ∈ H 20 (Ω)
∣∣ Iδ(u) > 0, J (u) < d(δ)}∪ {0}, 0 < δ < δ0,
Vδ =
{
u ∈ H 20 (Ω)
∣∣ Iδ(u) < 0, J (u) < d(δ)}, 0 < δ < δ0.
Clearly we have W = W1, V = V1.
3. Invariant sets and vacuum isolating of solutions
In this section we discuss the invariance of some sets under the flow of (1.3)–(1.5) and vacuum
isolating of solutions for problem (1.3)–(1.5). First we consider the case 0 < E(0) < d .
Theorem 3.1. Let σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω). Assume that 0 < e < d ,
(δ1, δ2) is the maximal interval including δ = 1 such that d(δ) > e for δ ∈ (δ1, δ2). Then:
(i) All solutions of problem (1.3)–(1.5) with E(0) = e belong to Wδ for δ ∈ (δ1, δ2), provided
I (u0) > 0 or ‖u0‖ = 0.
(ii) All solutions of problem (1.3)–(1.5) with E(0) = e belong to Vδ for δ ∈ (δ1, δ2), provided
I (u0) < 0.
Proof. (i) Let u(t) be any solution of problem (1.3)–(1.5) with E(0) = e, I (u0) > 0 or
‖u0‖ = 0, T be the existence time of u(t). First we prove u0(x) ∈ Wδ for δ ∈ (δ1, δ2). If
‖u0‖ = 0, then u0(x) ∈ Wδ for 0 < δ < δ0. If I (u0) > 0, then ‖u0‖ = 0. From
1
2
‖u1‖2 + J (u0) = E(0) < d(δ), δ ∈ (δ1, δ2), (3.1)
we first get J (u0) < d(δ) for δ ∈ (δ1, δ2). Then we can obtain Iδ(u0) > 0 for δ ∈ (δ1, δ2). Other-
wise there exists δ¯ ∈ (δ1, δ2) such that Iδ¯(u0) = 0 and J (u0)  d(δ¯) which contradicts (3.1).
Hence we have u0(x) ∈ Wδ for δ ∈ (δ1, δ2). Next we prove that u(t) ∈ Wδ for δ ∈ (δ1, δ2),
t ∈ (0, T ). If it is false, then there exists t0 ∈ (0, T ) such that u(t0) ∈ ∂Wδ for some δ ∈ (δ1, δ2),
i.e. Iδ(u(t0)) = 0, ‖u(t0)‖ = 0 or J (u(t0)) = d(δ). From (1.8) we get
1
2
‖ut‖2 + J (u)E(0) < d(δ), δ ∈ (δ1, δ2), t ∈ (0, T ), (3.2)
which shows that J (u(t0)) = d(δ) is impossible. If Iδ(u(t0)) = 0, ‖u(t0)‖ = 0, then by the
definition of d(δ) we get J (u(t0)) d(δ) which contradicts (3.2).
(ii) Let u(t) be any solution of problem (1.3)–(1.5) with E(0) = e, I (u0) < 0, T be the
existence time of u(t). First by an arguments similar to that in part (i) we can prove that
u0(x) ∈ Vδ for δ ∈ (δ1, δ2). Next we prove that u(t) ∈ Vδ for δ ∈ (δ1, δ2), t ∈ (0, T ). If it is
false, then there exists t0 ∈ (0, T ) such that u(t0) ∈ ∂Vδ for some δ ∈ (δ1, δ2), i.e. Iδ(u(t0)) = 0
or J (u(t0)) = d(δ). Again (3.2) shows that J (u(t0)) = d(δ) is impossible. Let t0 be the first time
such that Iδ(u(t)) = 0. Then Iδ(u) < 0 for 0 < t < t0. Hence we have ‖u‖ > r(δ) for 0 < t < t0
and ‖u(t0)‖ r(δ). Thus again we get J (u(t0)) d(δ) which contradicts (3.2). 
Note that if 0 < e′ < e < d and the interval (δ′1, δ′2) is the maximal interval including δ = 1
such that d(δ) > e′ for δ ∈ (δ′1, δ′2), then we have δ′1 < δ1 < δ2 < δ′2. Hence from Theorem 3.1
we can obtain the following:
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conclusion of Theorem 3.1 also holds.
Theorem 3.3. Let σ(s), ui(x) (i = 0,1), e and (δ1, δ2) be the same as those in Theorem 3.1.
Then for any δ ∈ (δ1, δ2) both sets Wδ and Vδ are invariant, thereby both sets
Wδ1δ2 =
⋃
δ1<δ<δ2
Wδ and Vδ1δ2 =
⋃
δ1<δ<δ2
Vδ
are invariant respectively under the flow of (1.3)–(1.5), provided 0 < E(0) e.
From (3.2) it follows that if 0 < E(0)  e < d and the interval (δ1, δ2) is the same as that
in Theorem 3.1, then for any δ ∈ (δ1, δ2), u(t) ∈ Nδ is impossible. Therefore for the set of all
solutions of problem (1.3)–(1.5) with 0 < E(0) e < d there exists a vacuum region
Ue =Nδ1δ2 =
⋃
δ1<δ<δ2
Nδ =
{
u ∈ H 20 (Ω)
∣∣ Iδ(u) = 0, ‖u‖ = 0, δ1 < δ < δ2}
such that u(t) /∈ Ue .
Next we discuss the invariant sets of solutions for problem (1.3)–(1.5) with E(0) 0.
Lemma 3.4. Let σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω). Then all nontrivial solutions
of problem (1.3)–(1.5) with E(0) = 0 satisfy
‖u‖ r0 =
(
q + 1
2aC∗
) 1
q−1
.
Proof. Let u(t) be any solution of problem (1.3)–(1.5) with E(0) = 0, T be the existence time
of u(t). First from (1.8) we get
1
2
‖ut‖2 + J (u)E(0) = 0, 0 t < T ,
which gives J (u) 0 for 0 t < T . Hence from
1
2
‖u‖2 
n∑
i=1
∫
Ω
Gi(uxi )dx 
a
q + 1
n∑
i=1
∫
Ω
|uxi |q+1 dx
= a
q + 1
n∑
i=1
‖uxi‖q+1q+1 
a
q + 1C∗‖u‖
q+1
= a
q + 1C∗‖u‖
q−1‖u‖2,
it follows that either ‖u‖ = 0 or ‖u‖  r0. If ‖u0‖ = 0, then ‖u‖ ≡ 0 for 0  t < T .
Otherwise there exists t0 ∈ (0, T ) such that 0 < ‖u(t0)‖ < r0. By a similar argument we can
prove that if ‖u0‖ = 0, then ‖u‖ r0 for 0 t < T . 
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E(0) = 0, ‖u0‖ = 0. Then all solutions of problem (1.3)–(1.5) belong to Vδ for δ ∈ (0, p+12 ).
Proof. Let u(t) be any solution of problem (1.3)–(1.5) with E(0) < 0 or E(0) = 0, ‖u0‖ = 0,
T be the existence time of u(t). From (1.8) we get
1
2
‖ut‖2 +
(
1
2
− δ
p + 1
)
‖u‖2 + 1
p + 1Iδ(u)
1
2
‖ut‖2 + J (u)E(0),
δ ∈
(
0,
p + 1
2
)
, t ∈ [0, T ). (3.3)
If E(0) < 0, then we have Iδ(u) < 0 and J (u) < 0 < d(δ) for δ ∈ (0, p+12 ). If E(0) = 0,‖u0‖ = 0, then Lemma 3.4 gives ‖u‖ r0 for 0 t < T . Thus inequality (3.3) again gives
Iδ(u) < 0 and J (u) < 0 < d(δ) for δ ∈ (0, p+12 ). Hence for above two cases we always have
u(t) ∈ Vδ for δ ∈ (0, p+12 ), 0 t < T . 
4. Global existence and nonexistence of solutions for problem (1.3)–(1.5) with E(0) < d
In this section we prove the global existence and nonexistence of solutions and give a threshold
result of global existence and nonexistence of solutions for problem (1.3)–(1.5) with E(0) < d .
First we discuss the global existence of solutions.
Theorem 4.1. Let σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω). Assume that E(0) < d
and I (u0) > 0 or ‖u0‖ = 0. Then problem (1.3)–(1.5) admits a global weak solution u(t) ∈
L∞(0,∞;H 20 (Ω)) with ut (t) ∈ L∞(0,∞;L2(Ω)) and u(t) ∈ W for 0 t < ∞.
Proof. Let {wj(x)} be a system of base functions in H 20 (Ω). Construct the approximate solu-
tions of problem (1.3)–(1.5)
um(x, t) =
m∑
j=1
gjm(t)wj (x), m = 1,2, . . . ,
satisfying
(umtt ,ws) + γ (umt ,ws) + a(um,ws) − b(um,ws) = 0, (4.1)
um(x,0) =
m∑
j=1
ajmwj (x) → u0(x) in H 20 (Ω), (4.2)
umt (x,0) =
m∑
j=1
bjmwj (x) → u1(x) in L2(Ω). (4.3)
Multiplying (4.1) by g′sm(t) and summing for s we get
d
Em(t) + γ ‖umt‖2 = 0dt
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1
2
‖umt‖2 + J (um) + γ
t∫
0
‖umτ‖2 dτ = Em(0), 0 t < ∞. (4.4)
From (4.2) and (4.3) we get Em(0) → E(0) as m → ∞. Hence for sufficiently large m we have
1
2
‖umt‖2 + γ
t∫
0
‖umτ‖2 dτ + J (um) < d. (4.5)
From (4.5) and
J (um)
p − 1
2(p + 1)‖um‖
2 + 1
p + 1I (um)
we get
1
2
‖umt‖2 + p − 12(p + 1)‖um‖
2 + 1
p + 1I (um) < d. (4.6)
From the proof of Theorem 3.1 we have u0(x) ∈ W . Then by
1
2
∥∥umt (0)∥∥2 + J (um(0))= Em(0),
(4.2) and (4.3) we can get um(0) ∈ W for sufficiently large m. From (4.5) and an argument similar
to the proof of Theorem 3.1 we can prove that um(t) ∈ W for 0 t < ∞ and sufficiently large m.
Thus (4.6) gives
1
2
‖umt‖2 + p − 12(p + 1)‖um‖
2 < d, 0 t < ∞, (4.7)
for sufficiently large m. Inequality (4.7) gives
‖um‖2 < 2(p + 1)
p − 1 d, 0 t < ∞, (4.8)
‖umt‖2 < 2d, 0 t < ∞, (4.9)
‖∇um‖q+1q+1  C∗‖um‖q+1 < C∗
(
2(p + 1)
p − 1 d
) q+1
2
, 0 t < ∞, (4.10)
∥∥σi(umxi )∥∥rr  ar‖umxi‖q+1q+1  arC∗
(
2(p + 1)
p − 1 d
) q+1
2
,
r = q + 1 , 0 t < ∞, 1 i  n. (4.11)
q
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such that as ν → ∞:
uν → u in L∞(0,∞;H 20 (Ω)) weakly star and a.e. in Q = Ω × [0,∞),
uνt → ut in L∞(0,∞;L2(Ω)) weakly star,
uνxi → uxi in L∞(0,∞;Lq+1(Ω)) weakly star, 1 i  n,
uνxi → uxi in Lq+1(Ω) strongly for each t > 0, 1 i  n,
σi(uνxi ) → χi in L∞(0,∞;Lr(Ω)) weakly star, 1 i  n.
From Lemma 1.3 in [10] we have χi = σi(uxi ). Integrating (4.1) with respect to t we get
(umt ,ws) + γ (um,ws) +
t∫
0
a(um,ws)dτ −
t∫
0
b(um,ws)dτ
= (umt (0),ws)+ γ (um(0),ws), 0 t < ∞. (4.12)
In (4.12) letting m = ν → ∞ we obtain
(ut ,ws) + γ (u,ws) +
t∫
0
a(u,ws)dτ −
t∫
0
b(u,ws)dτ = (u1,ws) + γ (u0,ws), ∀s,
and (1.7). On the other hand, from (4.2) and (4.3) we have u(x,0) = u0(x) in H 20 (Ω) and
ut (x,0) = u1(x) in L2(Ω). Next we prove that u(t) satisfies (1.8).
First by an argument similar to that in the proof of Lemma 2.10 we can prove that for each
t > 0 we have
lim
ν→∞
n∑
i=1
∫
Ω
Gi(uνxi )dx =
n∑
i=1
∫
Ω
Gi(uxi )dx.
Hence from (4.4) we get
1
2
‖ut‖2 + 12‖u‖
2 + γ
t∫
0
‖uτ‖2 dτ
 lim inf
ν→∞
1
2
‖uνt‖2 + lim inf
ν→∞
1
2
‖uν‖2 + lim inf
ν→∞ γ
t∫
0
‖uντ‖2 dτ
 lim inf
ν→∞
(
1
2
‖uνt‖2 + 12‖uν‖
2 + γ
t∫
0
‖uντ‖2 dτ
)
= lim inf
ν→∞
(
Eν(0) +
n∑
i=1
∫
Gi(uνxi )dx
)
Ω
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ν→∞
(
Eν(0) +
n∑
i=1
∫
Ω
Gi(uνxi )dx
)
= E(0) +
n∑
i=1
∫
Ω
Gi(uxi )dx,
which gives (1.8). Finally from Theorem 3.1 we have u(t) ∈ W for 0 t < ∞. 
Note that if I (u0) > 0, then by
1
2
‖u1‖2 + p − 12(p + 1)‖u0‖
2 + 1
p + 1I (u0)
1
2
‖u1‖2 + J (u0) = E(0)
we get E(0) > 0. Therefore in the following Corollary 4.2 the assumption is weaker than Theo-
rem 4.1 and the conclusion is stronger than Theorem 4.1.
Corollary 4.2. If in Theorem 4.1 the assumption “E(0) < d , I (u0) > 0” is replaced by
“0 < E(0) < d , Iδ2(u0) > 0” where (δ1, δ2) is the maximal interval including δ = 1 such that
d(δ) > E(0) for δ ∈ (δ1, δ2), then problem (1.3)–(1.5) admits a global weak solution u(t) ∈
L∞(0,∞;H 20 (Ω)) with ut (t) ∈ L∞(0,∞;L2(Ω)) and u(t) ∈ Wδ for δ ∈ (δ1, δ2), 0 t < ∞.
Theorem 4.3. If in Corollary 4.2 the assumption “Iδ2(u0) > 0 or ‖u0‖ = 0” is replaced
by “‖u0‖ < r(δ2),” then problem (1.3)–(1.5) admits a global weak solution u(t) ∈
L∞(0,∞;H 20 (Ω)) with ut (t) ∈ L∞(0,∞;L2(Ω)) and satisfies
‖u‖2  E(0)
a(δ1)
, ‖ut‖2  2E(0). (4.13)
Proof. First ‖u0‖ < r(δ2) gives Iδ2(u0) > 0 or ‖u0‖ = 0. Hence from Corollary 4.2 it fol-
lows that problem (1.3)–(1.5) admits a global weak solution u(t) ∈ L∞(0,∞;H 20 (Ω)) with
ut (t) ∈ L∞(0,∞;L2(Ω)) and u(t) ∈ Wδ for δ ∈ (δ1, δ2), 0 t < ∞. Moreover in
1
2
‖ut‖2 + a(δ)‖u‖2 + 1
p + 1Iδ(u)
1
2
‖ut‖2 + J (u)E(0)
letting δ → δ1 we obtain (4.13). 
Next we prove the global nonexistence of solutions for 0 < E(0) < d and E(0) 0, respec-
tively. First we have
Theorem 4.4. Let 0 γ < γ1(p) ≡ (p−1)λ1√p+3 , σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω).
Assume that 0 < E(0) < d and I (u0) < 0. Then the existence time of solution of problem (1.3)–
(1.5) is finite.
Proof. Let u(t) be any solution of problem (1.3)–(1.5) with 0 < E(0) < d , I (u0) < 0, T be the
existence time of u(t). We prove T < ∞. If it is false, then T = +∞. Let
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t∫
0
‖u‖2 dτ ′
then
F˙ (t) = 2(ut , u) + γ ‖u‖2,
F¨ (t) = 2‖ut‖2 + 2(utt , u) + 2γ (ut , u) = 2‖ut‖2 − 2I (u). (4.14)
From E(t)E(0) we get
1
2
‖ut‖2 + p − 12(p + 1)‖u‖
2 + 1
p + 1I (u)
1
2
‖ut‖2 + J (u)E(0)
and
F¨ (t) (p + 3)‖ut‖2 + (p − 1)λ21‖u‖2 − 2(p + 1)E(0)
= (p + 3)‖ut‖2 +
(
(p − 1)λ21 − ε
)‖u‖2 + ε‖u‖2 − 2(p + 1)E(0),
F˙ 2(t) = 4(ut , u)2 + 4γ (ut , u)‖u‖2 + γ 2‖u‖4

(
4 + p − 1
1 + ε
)
‖ut‖2‖u‖2 +
(
4(1 + ε)
p − 1 + 1
)
γ 2‖u‖4. (4.15)
Let
f (ε) = (p − 1)λ21 − ε −
4 + (p − 1)
4 + p−11+ε
(
4(1 + ε)
p − 1 + 1
)
γ 2.
Then from γ 2 < (p−1)
2λ21
p+3 we have f (0) > 0. Hence there exists ε > 0 such that f (ε) > 0, i.e.
p + 3
4 + p−11+ε
(
4(1 + ε)
p − 1 + 1
)
γ 2 < (p − 1)λ21 − ε.
On the other hand, from Theorem 3.1 we have u(t) ∈ Vδ for δ ∈ (1, δ2), 0  t < ∞, where
(δ1, δ2) is the maximal interval including δ = 1 such that d(δ) > E(0) for δ ∈ (δ1, δ2). Hence we
have Iδ(u) < 0 and ‖u‖ > r(δ) for δ ∈ (1, δ2), 0 t < ∞. And Iδ2(u) 0, ‖u‖ r(δ2) for
0 t < ∞. So by (4.14) we get
F¨ (t)−2I (u) = 2(δ2 − 1)‖u‖2 − 2Iδ2(u) 2(δ2 − 1)‖u‖2
 2(δ2 − 1)r2(δ2) ≡ C(δ2) > 0,
F˙ (t) C(δ2)t + F˙ (0). (4.16)
Hence we have
2(ut , u) + γ ‖u‖2 C(δ2)t + F˙ (0). (4.17)
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d
dt
(
eγ t‖u‖2) C(δ2)teγ t + F˙ (0)eγ t . (4.18)
Integrating (4.18) we obtain
‖u‖2  1
γ
t + 1
γ
(
F˙ (0) − 1
γ
)(
1 − e−γ t)→ +∞, as t → ∞.
Hence there exists t0 > 0 such that ε‖u‖2 > 2(p + 1)E(0) for t  t0. Thus for t  t0 we have
F(t)F¨ (t) − p + 3
4 + p−11+ε
(
F˙ (t)
)2

(
(p − 1)λ21 − ε −
p + 3
4 + p−11+ε
(
4(1 + ε)
p − 1 + 1
)
γ 2
)
‖u‖4  0, t  t0,
and
(
F(t)−α
)′′ = − α
Fα+2(t)
(
F(t)F¨ (t) − (α + 1)F˙ 2(t)) 0, t  t0,
α = p + 3
4 + p−11+ε
− 1 > 0.
On the other hand, (4.16) shows that there exists t1  t0 such that F˙ (t1) > 0. Therefore there
exists T1 > 0 such that
lim
t→T1
F−α(t) = 0, lim
t→T1
F(t) = +∞,
which contradicts T = +∞. 
Next we consider the case E(0) 0.
Theorem 4.5. Let 0  γ < γ2(p) ≡ (p − 1)λ1, σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈
L2(Ω). Assume that E(0) < 0 or E(0) = 0, I (u0) < 0. Then the existence time of solution of
problem (1.3)–(1.5) is finite.
Proof. Let u(t) be any solution of problem (1.3)–(1.5) with E(0) < 0 or E(0) = 0, I (u0) < 0,
T be the existence time of u(t). We prove T < ∞. If it is false, then T = +∞. Let
F1(t) = e
γ
2 t‖u‖2.
Then
F˙1(t) = e
γ
2 t
(
2(ut , u) + γ ‖u‖2
)
,2
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γ
2 t
(
2‖ut‖2 + 2(utt , u) + 2γ (ut , u) + γ
2
4
‖u‖2
)
= e γ2 t
(
2‖ut‖2 − 2I (u) + γ
2
4
‖u‖2
)
. (4.19)
From (4.19) and E(t)E(0) we can get
F¨1(t) e
γ
2 t
(
(p + 3)‖ut‖2 + (p − 1)‖u‖2 + γ
2
4
‖u‖2 − 2(p + 1)E(0)
)
 e
γ
2 t
(
(p + 3)‖ut‖2 + (p − 1)λ21‖u‖2 +
γ 2
4
‖u‖2
)
,
F˙ 21 (t) = eγ t
(
4(ut , u)2 + 2γ (ut , u)‖u‖2 + γ
2
4
‖u‖4
)
 eγ t
((
4 + p − 1
1 + ε
)
‖ut‖2‖u‖2 +
(
1 + ε
p − 1 +
1
4
)
r2‖u‖4
)
.
Let
f1(ε) = (p − 1)λ21 −
(
4 + (p − 1)
4 + p−11+ε
(
1 + ε
p − 1 +
1
4
)
− 1
4
)
γ 2,
then from γ 2 < (p − 1)2λ21 we have f1(0) > 0. Hence there exists ε > 0 such that f1(ε) > 0, i.e.
(
p + 3
4 + p−11+ε
(
1 + ε
p − 1 +
1
4
)
− 1
4
)
γ 2 < (p − 1)λ21.
Hence we get
F1(t)F¨1(t) − p + 3
4 + p−11+ε
F˙ 21 (t)
 eγ t
(
(p − 1)λ21 +
γ 2
4
− p + 3
4 + p−11+ε
(
1 + ε
p − 1 +
1
4
)
γ 2
)
‖u‖4  0, t  0.
On the other hand, from Theorem 3.5 it follows that u(t) ∈ Vδ for δ ∈ (1, p+12 ), 0 t < ∞. Thus
if in the proof of Theorem 4.4 δ2 is replaced by p+12 , then from (4.19) we can get
F¨1(t) e
γ
2 t (p − 1)r2
(
p + 1
2
)
≡ C(p)e γ2 t ,
F˙1(t) 2C(p)
(
e
γ
2 t − 1)+ F˙1(0),
F1(t) 4C(p)
(
e
γ
2 t − 1)+ (F˙1(0) − 2C(p))t.
222 Y. Liu, R. Xu / J. Differential Equations 244 (2008) 200–228Hence there exists t0  0 such that F1(t0) > 0 and F˙1(t0) > 0. The remainder of this proof is the
same as that in the proof of Theorem 4.4. 
Note that from
1
2
‖u1‖2 + p − 12(p + 1)‖u0‖
2 + 1
p + 1I (u0)
1
2
‖u1‖2 + J (u0) = E(0)
we see that if E(0) < 0, then I (u0)  0 is impossible. If E(0) = 0, then either I (u0) > 0 or
I (u0) = 0 with ‖u0‖ = 0 is impossible. Therefore from Theorems 4.1, 4.4 and 4.5 we can ob-
tain the following threshold result of global existence and nonexistence of solutions for problem
(1.3)–(1.5).
Theorem 4.6. Let σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω). Assume that E(0) < d and
0  γ < γ1(p) for 0 < E(0) < d ; 0  γ < γ2(p) for E(0)  0. Then when I (u0)  0 problem
(1.3)–(1.5) admits a global weak solution; and when I (u0) < 0 problem (1.3)–(1.5) does not
admit any global weak solution.
In particular, for the case γ = 0 we obtain the following
Corollary 4.7. Let γ = 0, σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω). Assume that
E(0) < d . Then when I (u0)  0 problem (1.3)–(1.5) admits a global weak solution and when
I (u0) < 0 the problem (1.3)–(1.5) does not admit any global weak solution.
Remark 4.8. The conditions 0 γ < γ1(p) and 0 γ < γ2(p) in both Theorems 4.4 and 4.5 do
not imply that γ must be small. For instance, when n = 1,2, in (H) q and p may be very large.
Hence γ1(p) and γ2(p) can be also very large.
5. Problem (1.3)–(1.5) with critical initial condition E(0)= d
In this section we discuss the global existence of solution for problem (1.3)–(1.5) with critical
initial condition E(0) = d and give a threshold result of global existence and nonexistence of
solutions. First we consider problem (1.3)–(1.5) with E(0) = d , I (u0) 0.
Theorem 5.1. Let γ  0, σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω). Assume that
E(0) = d and I (u0)  0. Then problem (1.3)–(1.5) admits a global weak solution u(t) ∈
L∞(0,∞;H 20 (Ω)) with ut (t) ∈ L∞(0,∞;L2(Ω)) and u(t) ∈ W¯ = W ∪ ∂W for 0 t < ∞.
Proof. We prove this theorem by considering two cases ‖u0‖ = 0 and ‖u0‖ = 0.
(1) ‖u0‖ = 0.
(i) If I (u0) > 0, then ddλJ (λu0)|λ=1 = 1λI (λu0)|λ=1 > 0. Hence there exists an interval
(λ′, λ′′) such that λ′ < 1 < λ′′, ddλJ (λu0) > 0 and I (λu0) > 0 for λ ∈ (λ′, λ′′). Take a sequence{λm} such that λ′ < λm < 1, m = 1,2, . . . , and λm → 1 as m → ∞. Let u0m(x) = λmu0(x) and
consider the initial conditions
u(x,0) = u0m(x), ut (x,0) = u1(x) (5.1)
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I (u0m) > 0 (5.2)
and
Em(0) = 12‖u1‖
2 + J (u0m) < 12‖u1‖
2 + J (u0) = E(0) = d. (5.3)
(ii) If I (u0) = 0, then by the definition of d we have J (u0) d which together with
1
2
‖u1‖2 + J (u0) = E(0) = d
yields J (u0) = d . Thus from Lemma 2.10 we have u0 ∈ N+. Furthermore form Lemma 2.4
we get λ∗ = λ∗(u0) = 1, J (λu0) is increasing on 0  λ  1 and I (λu0) > 0 for 0 < λ < 1.
Take a sequence {λm} such that 0 < λm < 1, m = 1,2, . . . , and λm → 1 as m → ∞. Again let
u0m(x) = λmu0(x) and consider problem (1.3), (5.1), (1.5). We see that (5.2) and (5.3) also hold.
From Theorem 4.1 it follows that for each m problem (1.3), (5.1), (1.5) admits a global
weak solution um(t) ∈ L∞(0,∞;H 20 (Ω)) with umt (t) ∈ L∞(0,∞;L2(Ω)) and um(t) ∈ W for
0 t < ∞ satisfying
(umt , v) + γ (um, v) +
t∫
0
a(um, v)dτ −
t∫
0
b(um, v)dτ
= (u1, v) + γ (u0m,v), ∀v ∈ H 20 (Ω), 0 t < ∞, (5.4)
and
1
2
‖umt‖2 + J (um) + γ
t∫
0
‖umτ‖2 dτ Em(0) < d, 0 t < ∞. (5.5)
The remainder of this proof is the same as the proof of Theorem 4.1.
(2) ‖u0‖ = 0.
In this case we have J (u0) = 0 and 12‖u1‖2 = E(0) = d . Again take a sequence {λm} such
that 0 < λm < 1 and λm → 1 as m → ∞. Let u1m(x) = λmu1(x). Consider the initial conditions
u(x,0) = u0(x), ut (x,0) = u1m(x) (5.6)
and problem (1.3), (5.6), (1.5). From
Em(0) = 12‖u1m‖
2 + J (u0) = 12‖u1m‖
2 <
1
2
‖u1‖2 = d
and Theorem 4.1 it follows that for each m problem (1.3), (5.6), (1.5) admits a global weak solu-
tion um(t) ∈ L∞(0,∞;H 20 (Ω)) with umt (t) ∈ L∞(0,∞;L2(Ω)) and um(t) ∈ W for 0 t < ∞
satisfying (5.4) and (5.5). The remainder of this proof is the same as the proof of Theo-
rem 4.1. 
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the following:
Corollary 5.2. If in Theorems 2.1 and 2.3 in [4] the assumption “|σi(s)|  b|s|m, 0 < E(0) <
m−1
4(m+1) (
1
bC∗ )
2
m−1 ” is replaced by “σ(s) satisfies (H), 0 < E(0) d ,” then the conclusions of these
theorems also hold.
Next we consider the global existence of solutions for problem (1.3)–(1.5) with E(0) = d ,
I (u0) < 0.
Lemma 5.3. Let γ > 0, σ(s) satisfy (H), u(t) be a weak solution of problem (1.3)–(1.5), T be
the existence time of u(t). Assume that
t∫
0
‖uτ‖2 dτ ≡ 0 for 0 t < T .
Then u(t) ≡ u0(x) for 0 t < T , i.e. u(t) is a steady state solution of problem (1.3)–(1.5).
Proof. From
∫ t
0 ‖uτ‖2 dτ ≡ 0 for 0  t < T we can get ut (x, t) = 0 a.e. in Q = Ω × [0, T ).
Hence we have
d
dt
‖u − u0‖2 = 2(ut , u − u0) ≡ 0, 0 t < T ,
and u(x, t) ≡ u0(x) for 0 t < T . 
Lemma 5.4. Let γ > 0, σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω) and
V ′ = {u ∈ H 20 (Ω) ∣∣ I (u) < 0}.
Assume that E(0) = d . Then V ′ is invariant under the flow of (1.3)–(1.5).
Proof. Let u(t) be any weak solution of problem (1.3)–(1.5) with E(0) = d , I (u0) < 0, T be the
existence time of u(t). We prove I (u) < 0 for 0 < t < T . If it is false, then there exists t0 ∈ (0, T )
such that I (u(t0)) = 0 and I (u) < 0 for 0 t < t0. Hence from Lemma 2.6 we have ‖u‖ > r(1)
for 0 t < t0 and ‖u(t0)‖ r(1). And by the definition of d we get J (u(t0)) d . From this
and
1
2
‖ut‖2 + γ
t∫
0
‖uτ‖2 dτ + J (u)E(0) = d
we get J (u(t0)) = d and
∫ t0
0 ‖ut‖2 dt = 0 which gives ‖ut‖2 = 0 a.e. in [0, t0] and u(t0) = u0(x).
This violates I (u0) < 0. 
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that E(0) = d and I (u0) < 0. Then the existence time of the solution for problem (1.3)–(1.5) is
finite, unless u is a steady state solution of problem (1.3)–(1.5).
Proof. Let u(t) be any solution but not the steady state solution of problem (1.3)–(1.5), T be
the existence time of u(t). We prove that T < ∞. If it is false, then T = +∞. From Lemmas 5.3
and 5.4 it follows that there exists t0 > 0 such that
∫ t0
0 ‖ut‖2 dt > 0 and I (u(t0)) < 0 satisfying
1
2
∥∥ut (t0)∥∥2 + γ
t0∫
0
‖ut‖2 dt + J
(
u(t0)
)
E(0) = d,
which gives
E(t0) = 12
∥∥ut (t0)∥∥2 + J (u(t0)) d − γ
t0∫
0
‖ut‖2 dt < d.
Let v(t) = u(t + t0). Then we have E(v(0)) < d and I (v(0)) < 0. From Theorem 4.4 it follows
that the existence time of v(t) is finite, which contradicts T = +∞. 
From Theorems 5.1 and 5.5 we can obtain the following threshold result of global existence
and nonexistence of solutions for problem (1.3)–(1.5) with E(0) = d .
Theorem 5.6. Let 0 < γ < γ1(p), σ(s) satisfy (H), u0(x) ∈ H 20 (Ω), u1(x) ∈ L2(Ω). Assume
that E(0) = d . Then when I (u0)  0 problem (1.3)–(1.5) admits a global weak solution; and
when I (u0) < 0 the problem does not admit any global weak solution.
Remark 5.7. Clearly the proof of almost all results in this paper strongly depend on the intro-
ducing of two families {Wδ} and {Vδ}. In particular, the proof of global nonexistence of solutions
strongly depend on the introducing of two families {Vδ}. Therefore in order to obtain the results
in this paper the introducing of family {Wδ} and {Vδ} is crucial.
6. Corollaries and examples
In this section we shall give some corollaries and examples and compare these results with
those in [4].
Corollary 6.1. If in assumption (H) the condition “σi(s) > 0 for s = 0 and sσ ′i (s) − σi(s) > 0for s > 0” is replaced by “σi(s) > 0 for s < 0, σi(s) is convex for s > 0 and lims→0 σ ′i (s) = 0,”
then all results of this paper also hold.
Proof. First the convexity of σi(s) for s > 0 and lims→0 σ ′i (s) = 0 give that σ ′i (s) is increasing
and sσ ′i (s) − σi(s) > 0 for s > 0 (see [7]). And from lims→0 σ ′i (s) = 0 we get σ ′i (s) > 0 and
σi(s) is increasing for s > 0, which together with σi(0) = 0 gives σi(s) > 0 for s > 0. 
226 Y. Liu, R. Xu / J. Differential Equations 244 (2008) 200–228Corollary 6.2. If in assumption (H) the condition (i) is replaced by “σi(s) ∈ C(R) ∩ C1(R+) ∩
C1(R−), σi(s) is convex for −∞ < s < ∞ and lims→0 σ ′i (s) = 0,” then all results of this paper
also hold.
Corollary 6.3. If in assumption (H) the condition (i) is replaced by “σi(s) ∈ C1(R), σ ′i (0) = 0
and σi(s) is convex for −∞ < s < ∞,” then all results of this paper also hold.
Example 6.4. If
σi(s) = ai |u|q, 1 i  n,
where ai > 0, q satisfies the conditions in (H), then σ(s) satisfies (H), where p = q .
Example 6.5. If
σi(s) = ais2k, k = 1,2, . . . , 1 i  n,
where ai > 0, p = q = 2k satisfies the conditions in (H), then σ(s) satisfies (H).
In particular, if in Example 6.5 let m = 2k and b = max{a1, a2, . . . , an}, then in assump-
tion (H) we can take p = q = m, a = b. Hence by Lemma 2.10 we have
d  m − 1
2(m + 1)
(
1
bC∗
) 2
m−1
.
Therefore the results on the global existence and asymptotic behavior of solutions in [4] are
generalized from
0 < E(0) < d0 = m − 14(m + 1)
(
1
bC∗
) 2
m−1
to
0 < E(0) d  m − 1
2(m + 1)
(
1
bC∗
) 2
m−1 = 2d0.
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