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Questa tesi tratta dello studio della connettivit` a eﬀettiva tra le aree cerebrali
motorie, mediante il Dynamic Causal Model (DCM). I capitoli sono divisi
come segue:
• il Capitolo 1 fornisce una panoramica generale sulla risonanza magne-
tica funzionale, soﬀermandosi, in particolare, sui processi ﬁsiologici alla
base del segnale BOLD e sulla risposta emodinamica legata all’attivi-
t` a cerebrale, dovuta ad un determinato stimolo. Si descrivono, poi, le
possibili tipologie di design sperimentale che si possono realizzare nella
sessione di acquisizione;
• il Capitolo 2 tratta la connettivit` a. Nella prima parte si fornisce
una distinzione tra le teorie del localizationism e del connectionism,
soﬀermandosi poi sui concetti di functional specializazion e functional
integration. Quest’ultima viene discussa in modo pi` u approfondito, de-
scrivendo le tre possibili tipologie di connettivit` a che la caratterizzano:
la connettivit` a anatomica-strutturale, la connettivit` a funzionale e la
connettivit` a eﬀettiva;
• il Capitolo 3 descrive il Dynamic Causal Model (DCM). La parte
introduttiva fornisce un confronto tra il DCM e le metodiche d’anali-
si convenzionale, e la relazione tra il DCM, il disegno sperimentale e
l’inference. Nel secondo paragrafo si analizza in modo approfondito la
struttura del DCM, trattando separatamente il livello neuronale ed il
livello emodinamico. Si discutono, quindi, i prior neuronali ed emo-
dinamici necessari per la stima Bayesiana e si fornisce una descrizione
dello stimatore utilizzato (Expectation Maximization). Nella parte ﬁna-
le del capitolo si descrive l’inference sui parametri e il Bayesian Model
Selection, ossia il criterio di selezione del modello ottimo;• il Capitolo 4 ` e relativo a materiali e metodi. Nella sezione ‘Analisi dei
dati’ si descrivono i passaggi di pre-processing eseguiti sui segnali, la
successiva applicazione del General Linear Model (GLM) per ottenere
le aree di attivazione sui singoli soggetti e l’analisi di gruppo. Nei
paragraﬁ seguenti si discutono le caratteristiche dei modelli testati e il
criterio di selezione del modello ottimo;
• il Capitolo 5 ` e dedicato ai risultati, suddivisi tra quelli relativi all’a-
nalisi sui singoli soggetti e quelli relativi all’analisi di gruppo. I primi
sono ulteriormente ripartiti tra i soggetti che presentano 4 e 3 aree di
attivazione;
• il Capitolo 6 ` e riservato alle conclusioni.Introduzione
Uno dei principali obiettivi delle neuroscienze ` e cercare di comprendere le
relazioni che intercorrono tra la struttura e le funzioni delle diverse aree
dell’encefalo. Le moderne tecniche di neuroimaging, come, ad esempio, la
risonanza magnetica funzionale (fMRI), grazie ad un’elevata risoluzione spa-
ziale, permettono di indagare in modo preciso e totalmente non invasivo i
cambiamenti che avvengono nell’attivit` a cerebrale in seguito all’esecuzione
di uno speciﬁco compito. Grazie a questo principio si ` e constatato, negli
ultimi anni, un crescente interesse della ricerca nell’indagine dell’architettura
funzionale del cervello e, in particolare, della connettivit` a.
Questa tesi si pone come obiettivo quello di determinare la connettivit` a
eﬀettiva tra le aree cerebrali motorie, mediante il Dynamic Causal Model
(DCM). La connettivit` a eﬀettiva rappresenta l’inﬂuenza causale che un’area
cerebrale esercita su un’altra area e si distingue dalla connettivit` a funziona-
le, perch` e permette di valutare il verso con cui avviene questa interazione.
Esistono diverse metodologie per studiare la connettivit` a eﬀettiva, quali lo
Structural Equation Modelling (SEM), il Multivariate Autoregressive Model
(MAR) e il Psycho-Physiological Interactions (PPI), le quali presentano, pe-
r` o, delle limitazioni dovute, ad esempio, al ridotto numero di parametri e
quindi di connessioni stimabili e al fatto che non vengono analizzate diretta-
mente le serie temporali, bens` ı la covarianza dei dati (SEM).
Il DCM, metodo introdotto da Friston nel 2003, esula da queste limitazio-
ni e risulta, di conseguenza, un modello molto complesso. Esso ` e caratteriz-
zato da due diﬀerenti livelli: un livello neuronale ed uno emodinamico. Il pri-
mo ` e costituito dalle regioni cerebrali che si attivano durante un determinato
task, le quali interagiscono tra loro mediante le connessioni intrinseche (con-
nessione A). Il livello neuronale, inoltre, ` e interessato da un input esterno, che
pu` o entrare nel sistema in due diversi modi, ossia inﬂuenzando direttamente
VIIla speciﬁca area cerebrale (connessione C), oppure modulando le connessioni
intrinseche (connessione B). L’obiettivo ` e quello di stimare i parametri A, B
e C, al ﬁne di caratterizzare la connettivit` a relativa a un determinato sistema
cerebrale. Tuttavia, il livello neuronale ` e un livello hidden, ossia non indaga-
bile direttamente, mentre il dato rilevabile ` e costituito dalle immagini fMRI.
Risulta, pertanto, necessario un livello emodinamico che permetta di legare
le variabili elettriche del livello neuronale ai segnali emodimamici acquisiti.
Il full forward model, che si ottiene considerando queste due componenti del
DCM, ` e costituito dalla predizione del modello (funzione di tutti i parametri
e dell’ingresso), da dei confound, ossia inﬂuenze di altro tipo che possono
entrare in gioco, e da un termine d’errore gaussiano. La stima avviene me-
diante l’algoritmo iterativo Expectation Maximization (EM), che identiﬁca
i parametri minimizzando la discrepanza tra il full forward model e i dati
acquisiti. Poich` e lo stimatore EM lavora in ambito Bayesiano ` e necessario
fornire dei prior sui parametri, sia per il livello neuronale, che per il livello
emodinamico. Ci` o che si ottiene ` e la distribuzione a posteriori dei parametri,
data in termini di media e di probabilit` a che la distribuzione stessa superi
una determinata soglia.
In questa tesi si ` e valutata la possibile conﬁgurazione della connettivit` a
eﬀettiva esistente tra le aree cerebrali motorie, testando diverse realizzazioni
del DCM sulle regioni di attivazione, determinate da immagini fMRI acquisite
durante un movimento di adduzione del pollice della mano destra. I diversi
modelli sono stati realizzati sulla base di informazioni ﬁsiologiche edotte dalla
letteratura e con la consulenza di un neurologo esperto.
VIIICapitolo 1
Funcional Magnetic Resonance
Imaging: fMRI
La risonanza magnetica funzionale ` e uno strumento d’indagine fondamentale
in campo neurologico. ´ E una tecnica completamente non invasiva e permette
di localizzare l’attivit` a cerebrale con una buona accuratezza temporale, ma
soprattutto con una risoluzione spaziale millimetrica. L’fMRI misura la varia-
zione dell’ossigenazione sanguigna nel tempo (segnale BOLD, Blood Oxyge-
nation Level Dependent), legata all’attivit` a neuronale che viene generata in
uno speciﬁco contesto sperimentale. Nel seguito si descriveranno brevemente
le basi ﬁsiologiche su cui si basa la risonanza magnetica funzionale e i desi-
gn sperimentali maggiormente utilizzati (Jezzard et al., 2003; Huettel et al.,
2004; Lazar, 2008; Buxton, 2009).
1.1 Il segnale BOLD e la risposta emodina-
mica HDR
Esistono essenzialmente due metodiche per ottenere delle immagine relative
all’attivit` a cerebrale: la prima consiste nel misurare le conseguenze dirette
dell’attivit` a neurale, come le variazioni dei potenziali elettrici o dei gradienti
chimici, la seconda prevede, invece, di vagliare le variazioni metaboliche cor-
relate all’attivit` a neurale, che non rappresentano in modo diretto l’attivit` a
stessa. La risonanza magnetica funzionale appartiene a quest’ultima tipolo-
gia, in quanto misura il livello di ossigenazione sanguigna, che varia a seconda
della richiesta metabolica dei neuroni attivi. Questa grandezza ` e deﬁnita se-2 Capitolo 1. Funcional Magnetic Resonance Imaging: fMRI
gnale BOLD (Blood Oxygenation Level Dependent).
In particolare, nelle immagini di risonanza magnetica funzionale, il marca-
tore utilizzato, per vagliare l’attivazione delle aree cerebrali, ` e l’emoglobina.
Essa, infatti, possiede propriet` a magnetiche diﬀerenti a seconda che si trovi
legata all’ossigeno o libera da tale molecola: l’emoglobina ossigenata (Hb)
presenta caratteristiche diamagnetiche, ovvero non possiede elettroni spaia-
ti ed ha momento magnetico nullo, mentre l’emoglobina deossigenata (dHb)
` e paramagnetica e possiede, quindi, elettroni spaiati e momento magneti-
co diverso da zero. Il sangue completamente deossigenato ` e caratterizzato
da una suscettibilit` a magnetica, cio` e da un’intensit` a della magnetizzazione
del materiale, maggiore del 20% rispetto a quella del sangue completamente
ossigenato. L’fMRI sfrutta questa propriet` a magnetica dell’emoglobina, che
viene, pertanto, utilizzata come mezzo di contrasto endogeno.
Tramite esperimenti su animali ` e stato dimostrato che, con campi magne-
tici B0 maggiori di 1.5T e immagini T2∗-pesate, ` e possibile misurare un se-
gnale dipendente dal livello di emoglobina deossigenata, presente nelle diverse
regioni cerebrali. Nello speciﬁco, la presenza di dHb crea una disomogeneit` a
di campo, che riduce i valori di T2∗ (tempo di rilassamento trasversale).
L’attivit` a neuronale ` e riﬂessa dall’emodinamica cerebrale locale, in quan-
to il ﬂusso sanguigno aumenta nelle regioni interessate dall’attivit` a stessa.
Questo avviene perch` e l’attivit` a cellulare coinvolge una serie di processi me-
tabolici, richiedenti ATP (Adenosina Trifosfato). Tale molecola viene sinte-
tizzata nei mitocondri a partire da glucosio e ossigeno, il quale viene fornito
attraverso l’emoglobina contenuta all’interno dei globuli rossi. Per soddisfare
questa maggior richiesta di ossigeno si riscontra un aumento locale del ﬂusso
di sangue, dovuto al reclutamento o alla dilatazione dei capillari e/o ad un
aumento della velocit` a del sangue.
Potrebbe sembrare logico che un aumento dell’attivit` a neurale determi-
ni un maggiore consumo di ossigeno e un conseguente incremento dell’dHb,
che, a sua volta, comporterebbe una diminuzione del segnale BOLD, tut-
tavia, le osservazioni sperimentali dimostrano che queste relazioni risultano
essere molto pi` u complesse. Infatti, durante un aumento di attivit` a nervosa,
non solo non si riscontra un decremento del segnale aquisito, bens` ı si misura
addirittura un aumento del segnale MR (Magnetic Resonance), indice del
fatto che l’attivazione determina un incremento dell’ossigenazione del sangueIl segnale BOLD e la risposta emodinamica HDR 3
(Figura 1.1).
Figura 1.1: In ﬁgura si riporta graﬁcamente l’eﬀetto, sul segnale MR pesato
in T2∗, della diminuzione locale di emoglobina deossigenata nelle aree attivate,
rispetto a quelle in condizione di rest. Questa variazione della concentrazione di
dHb comporta un aumento del segnale misurato nelle regioni caratterizzate da
attivit` a (Bertoldo, 2009).
Questo fenomeno si pu` o giustiﬁcare analizzando pi` u in profondit` a i rapporti
esistenti tra il ﬂusso sanguigno cerebrale, il livello di ossigenazione del san-
gue e il metabolismo. Tuttavia non esiste ancora un modello universalmente
accettato del rapporto tra il segnale BOLD, il ﬂusso sanguigno e l’appor-
to di ossigeno. ´ E stato misurato sperimentalmente, che una piccola frazione
del glucosio, portato dal ﬂusso sanguigno ai neuroni, non ` e metabolizzata in
modo ossidativo, ma tramite glicolisi anerobica. Tale discrepanza tra meta-
bolismo del glucosio e ﬂusso ha implicanze, talvolta apprezzabili, nel segnale
BOLD, anche se l’eﬀetto non ` e ancora completamente chiaro. Questa eviden-
za permette di spiegare l’aumento del segnale MR durante l’attivit` a neurale,
nonostante la presenza dell’emoglobina deossigenata dovrebbe causarne la
diminuzione, ovvero l’apporto di ossigeno ` e maggiore del suo consumo eﬀet-
tivo nell’area interessata. In tale regione, il ﬂusso sanguigno apporta sangue
ossigenato ed elimina la dHb. Il segnale BOLD rilevato a seguito di attivit` a
neurale, non ` e una conseguenza di un incremento di emoglobina ossigenata,4 Capitolo 1. Funcional Magnetic Resonance Imaging: fMRI
bens` ı ` e dovuto al fatto che questa sostituisce l’emoglobina deossigenata, che
causa una soppressione del segnale MR.
Esistono molteplici studi, basati su diﬀerenti ipotesi, che cercano di spie-
gare la discrepanza tra il consumo di glucosio e l’utilizzazione di ossigeno.
Uno di questi si basa sul fatto che la variazione di emoglobina ossigenata e
deossigenata segue un andamento diﬀerente nel tempo. La concentrazione di
dHb, infatti, aumenta rapidamente raggiungendo un picco circa 2 s dopo lo
stimolo, quindi velocemente decresce ﬁno a raggiungere (6 s dopo lo stimo-
lo) un valore inferiore rispetto a quello basale pre-stimolo. Al contrario, la
concentrazione di Hb risponde con un leggero ritardo alla stimolazione, ma,
dopo circa 5-6 s, raggiunge un valore di picco nettamente maggiore rispetto
alla deossiemoglobina. Inoltre, tale aumento della concentrazione dell’emo-
globina ossigenata si rileva su un’area pi` u estesa rispetto a quella interes-
sata dall’attivit` a nervosa. I risultati di questo studio portano a giustiﬁcare
il disaccoppiamento tra metabolismo del glucosio e dell’ossigeno, non come
determinato dall’incremento di glicolisi anerobica, ma come eﬀetto di una
sovra-perfusione di sangue ossigenato, maggiore dell’eﬀettiva richiesta meta-
bolica e su un’area pi` u estesa di quella attivata.
Un secondo studio sulla disparit` a tra consumo di glucosio e utilizzo di ossige-
no si basa sulla formulazione del modello del tempo di transito. Tale modello
si basa su quattro assunzioni:
• l’aumento del ﬂusso sanguigno, in risposta all’attivit` a neurale, ` e deter-
minato dall’aumento della sua velocit` a, piuttosto che dall’incremento
del numero di capillari tramite i quali il sangue ﬂuisce;
• il trasporto di ossigeno dal sangue al tessuto cerebrale ` e limitato da
diversi fattori e la quantit` a di ossigeno estratto ` e proporzionale al tempo
di transito nel letto capillare. All’aumentare della velocit` a del sangue
il tempo di transito diminuisce;
• virtualmente tutto l’ossigeno estratto dai capillari ` e metabolizzato, per-
ci` o non esiste ossigeno residuo nel tessuto cerebrale;
• non tutto il glucosio che entra nel tessuto cerebrale ` e metabolizzato.
L’aumento della velocit` a del ﬂusso sanguigno, in seguito ad attivit` a neurale,
riduce il tempo di transito del sangue diminuendo la probabilit` a totale cheIl segnale BOLD e la risposta emodinamica HDR 5
ciascuna molecola di ossigeno venga estratta. La velocit` a di trasferimento
dell’ossigeno ai tessuti ` e, perci` o, una funzione non lineare della velocit` a del
ﬂusso. Per questo, per determinare un piccolo incremento della quantit` a di
ossigeno estratto ` e necessario un incremento non proporzionale e maggiore
di ﬂusso sanguigno.
Un terzo studio ha portato, invece, alla formulazione del balloon model
(interpretazione pi` u diﬀusamente utilizzata ora), che descrive i cambiamenti
del volume sanguigno in funzione dell’aumento del ﬂusso sanguigno, durante
l’attivit` a cerebrale. L’aumento del ﬂusso genera un inﬂow nel sistema veno-
so maggiore dell’outﬂow, determinando un aumento del volume sanguigno
e quindi un’ ‘espansione’ del sistema stesso. Nei vasi di piccole dimensioni
l’aumento di volume iniziale ` e caratterizzato dalla presenza dell’emoglobi-
na deossigenata, che per prima viene eliminata dai capillari. Tale aumento
di emoglobina deossigenata causa un’iniziale diminuzione del segnale MR
(inital dip). L’aumento del segnale acquisito ` e dovuto ad un aumento spro-
porzionato del ﬂusso sanguigno rispetto alle reali necessit` a, il che provoca
un’incremento locale della concentrazione di Hb e una relativa diminuzio-
ne della concentrazione di dHb. Il successivo undershoot ` e causato, invece,
da uno sbilanciamento tra le velocit` a con cui il ﬂusso e il volume ematico
ritornano a livello basale (Figura 1.2).
Figura 1.2: In ﬁgura` e rappresentato l’andamento della risposta BOLD ad uno sti-
molo. Si evidenziano, in particolare, l’initial dip, il successivo aumento del segnale
e l’undershoot ﬁnale (Pizzolato, 2008).
Si sottolinea che il segnale BOLD relativo ad un voxel rappresenta s` ı la6 Capitolo 1. Funcional Magnetic Resonance Imaging: fMRI
quantit` a totale di emoglobina deossigenata presente, ma ` e inﬂuenzato anche
dal rumore proveniente da diverse fonti. Spesso tale rumore raggiunge am-
piezze prossime a quelle del segnale e questo ` e uno dei principali problemi
nell’analisi dei segnali BOLD fMRI.
La risposta emodinamica (HDR) ` e deﬁnita come la variazione del segnale
di risonanza magnetica. La HDR non ha una forma costante, ma varia in
funzione dello stimolo dal quale viene generata. Solitamente, un incremen-
to della frequenza di stimolazione e, quindi, dell’attivit` a nervosa, aumenta
l’ampiezza del HDR, mentre un prolungamento della sua durata, comporta
un aumento di durata della HDR stessa (Figura 1.3).
Figura 1.3: La forma della risposta emodinamica varia in funzione dello stimolo.
Nell’immagine di sinistra ` e rappresentata la HDR per uno stimolo impulsivo, men-
tre nell’immagine di destra ` e riportata la HDR per uno stimolo di durata maggiore
(Huettel et al., 2004).
´ E, comunque, diﬃcile determinare l’esatta relazione tra gli eventi neura-
li e la forma della HDR, in quanto le dinamiche che li caratterizzano sono
completamente diﬀerenti. Le risposte neurali, infatti, si esauriscono in poche
decine di ms, mentre le prime variazioni della riposta emodinamica si osser-
vano dopo 1 o 2 s. Questo si veriﬁca poich` e il segnale misurato ` e originato
da una sequenza di eventi ﬁsiologici, che portano alla generazione della HDR
(Figura 1.4).
Dopo un’iniziale latenza, caratterizzata dall’eventuale presenza dell’ini-
tial dip, le richieste metaboliche dovute all’attivit` a neuronale, aumentano
sopra i livelli basali e determinano un aumento del ﬂusso entrante di sangueIl segnale BOLD e la risposta emodinamica HDR 7
Figura 1.4: Durata temporale delle diverse fasi della risposta emodinamica
(Candeo, 2009).
ossigenato. Se la quantit` a di sangue ossigenato trasportato nell’area supera
la sua estrazione, si determina una diminuzione dell’emoglobina deossigena-
ta all’interno del voxel. Di conseguenza, il segnale BOLD aumenta sopra il
valore basale circa 2 s dopo l’inizio dell’attivit` a nervosa, crescendo ﬁno ad
un valore di picco raggiunto circa dopo 5 s per stimoli di breve durata. Se
l’attivit` a neurale permane nel tempo, allora il valore di picco si mantiene e
si determina quello che si deﬁnisce plateau. Dopo aver raggiunto il picco, il
segnale BOLD diminuisce di ampiezza ﬁno ad un valore inferiore a quello
di baseline e tale eﬀetto ` e denominato undershoot post-stimolo. La presenza
di questo andamento ` e spiegata considerando le variazioni del ﬂusso ematico
(CBF) e del volume sanguigno (CBV) (Figura 1.5).
Quando l’attivit` a neurale si esaurisce, il ﬂusso sanguigno diminuisce pi` u ra-
pidamente del volume ematico. La situazione che si veriﬁca ` e quella in cui
il volume rimane sotto il livello basale, mentre il ﬂusso torna a livello basa-
le, quindi ` e come se fosse presente una pi` u grande quantit` a di emoglobina
deossigenata. Il segnale fMRI complessivo risulta, pertanto, inferiore al livello
basale. Con il lento ritorno del volume ematico a livelli normali, il segnale
fMRI torna a crescere ﬁno al livello basale, ponendo ﬁne all’undershoot.8 Capitolo 1. Funcional Magnetic Resonance Imaging: fMRI
Figura 1.5: In ﬁgura si riportano gli andamenti nel tempo del ﬂusso ematico
(CBF), del volume sanguigno (CBV) e del segnale BOLD (Huettel et al., 2004).
1.2 Il disegno sperimentale
Il disegno sperimentale rappresenta l’organizzazione della sessione di acqui-
sizione: in base alle caratteristiche dello speciﬁco stimolo ` e possibile indurre
delle precise variazioni nel segnale BOLD, le quali sottendono alle ipotesi te-
state. Esistono principalmente tre tipologie di disegno sperimentale: blocked
design, event-related design e mixed design (Figura 1.6).
Nel disegno sperimentale blocked design vengono alternati nel tempo de-
gli intervalli di task e degli intervalli di rest. Il blocco di task ` e composto da
una serie di stimoli uguali e successivi, che possono essere motori, sensitivi o
cognitivi, mentre durante il blocco di rest il soggetto rimane in condizioni di
riposo. Queste due condizioni sono necessarie per poter ottenere delle infor-
mazioni sulle aree che si attivano, confrontando il BOLD acquisito tra la fase
di attivazione con quello basale. Il disegno sperimentale a blocchi, grazie al
fatto che le risposte ai singoli stimoli ripetuti numerosamente si sommano fra
loro in modo lineare, permette di avere un elevato rapporto segnale-rumore
(SNR) e, quindi, un alto potere di discriminazione dei voxel. Tuttavia, ` e un
metodo poco sensibile alla forma della HDR ed il suo utilizzo ` e limitato so-Il disegno sperimentale 9
Figura 1.6: In ﬁgura si riporta una schematizzazione dei tre disegni sperimentali
utilizzati nel fMRI. In blu viene rappresentato l’alternarsi di condizioni di task e
di rest, mentre in rosso si riproduce la risposta emodinamica attesa. Nella ﬁnestra
in alto si trova il blocked design, in quella centrale l’event-related design e in quella
in basso il mixed design.
lamente ad alcune tipologie di task. Inoltre, vista la durata dell’intervallo di
stimolazione, si rilevano frequentemente dei movimenti indesiderati del sog-
getto, che inﬁciano la qualit` a del segnale acquisito.
Il disegno sperimentale event-related, a diﬀerenza del blocked design, pre-
senta gli stimoli singolarmente e in modo random. Il task ha, quindi, una
durata limitata e si presenta in maniera casuale, sia nel tempo che nell’or-
dine di esecuzione (nel caso in cui stimoli diversi siano presenti nella stessa
sessione). L’intervallo temporale che separa due eventi successivi ` e detto in-
terstimulus interval (ISI) e assume, tipicamente, valori nel range 2 − 20 s.
Il segnale BOLD che si acquisisce in questo caso ` e notevolmente pi` u debole
rispetto a quello relativo ad un blocco ed ` e maggiormente corrotto da rumore,
dal momento che rappresenta la risposta ad un singolo evento. Per migliorare
l’SNR ` e, quindi, necessario acquisire pi` u scansioni cerebrali complete. Il fatto
di presentare lo stimolo in maniera random, permette di evitare fenomeni di10 Capitolo 1. Funcional Magnetic Resonance Imaging: fMRI
abituazione o di apprendimento da parte del soggetto, il che potrebbe dar
luogo a strategie neurali compensatorie, che andrebbero ad inﬁciare la deter-
minazione delle aree di attivazione dello speciﬁco stimolo.
L’event-related design permette di stimare eﬃcacemente l’andamento tem-
porale della risposta emodinamica, in quanto, tra uno stimolo e l’altro, il
segnale BOLD ha il tempo di tornare al livello basale. Due eventi successivi
devono, pertanto, essere separati da un intervallo di tempo minimo: se questa
condizione non viene rispettata, la HDR misurata non ` e corretta. Il valore
dell’ISI ` e, dunque, cruciale, ma spesso non ` e possibile stabilire a priori il suo
valore ottimale.
Il terzo tipo di disegno sperimentale, ossia il mixed design, nel quale gli
stimoli vengono presentati in modo casuale all’interno di blocchi temporali.
Potenzialmente, questo metodo permette una maggior potenza sperimentale,
ma il grosso limite alla sua applicabilit` a ` e costituito dalla complessa fase di
analisi richiesta.
In conclusione, non esiste un disegno sperimentale ottimale, ma la scelta
dello stesso dipende dallo scopo del singolo esperimento fMRI.Capitolo 2
Connettivit` a
Ad oggi ` e ben noto che, in ambito ﬁsiologico, sono molteplici i meccanismi
che concorrono a creare delle connessioni all’interno del cervello. La connet-
tivit` a ` e il risultato dell’interazione tra fattori genetici, epigenetici e mecca-
nismi dipendenti dall’esperienza. In utero l’elemento predominante ` e quello
genetico, mentre dopo la nascita le connessioni sono progressivamente riﬁ-
nite e rimodellate grazie ai meccanismi di plasticit` a, modulati dagli stimoli
e dall’esperienza. Questi cambiamenti perdurano ﬁno all’et` a adulta e que-
sta continua riorganizzazione delle connessioni va a deﬁnire le caratteristiche
comportamentali e di apprendimento durante tutta la vita.
Fisiologicamente esistono, quindi, due fattori principali che determinano
la connettivit` a: la plasticit` a cellulare, che caratterizza la migrazione cellulare
e la neurogenesi nell’encefalo in via di sviluppo, e la plasticit` a sinaptica, che
fa riferimento alla modellazione ‘attivit` a-dipendente’ del pattern e all’inten-
sit` a delle connessioni sinaptiche. Quest’ultimo tipo di plasticit` a comprende
cambiamenti nella forma, nell’espressione e nella funzione delle sinapsi. ´ E un
importante attributo funzionale delle connessioni e si presume che sia alla ba-
se dell’apprendimento percettivo e procedurale della memoria (Friston et al.,
2007).
La distribuzione delle funzioni e delle connessioni nell’encefalo umano ` e,
comunque, ancora sconosciuta per molti aspetti: diﬀerenti teorie interpre-
tative e metodologie di analisi sono state sviluppate nel corso degli anni e
rappresentano tuttora un ampio campo di studio.12 Capitolo 2. Connettivit` a
2.1 Localizationism e Connectionism
Nel diciannovesimo secolo, i principi che hanno costituito i pilastri del modo
di interpretare le funzioni corticali prendono il nome di teoria del ‘localiza-
tionism’ e teoria del ‘connectionism’.
Il functional localizationism ` e storicamente fatto risalire alla ‘‘frenologia”,
teoria ideata dal medico tedesco Franz J. Gall, secondo la quale le singole
funzioni psichiche dipenderebbero da particolari zone o regioni del cervello.
Il localizationism prevede, pi` u in generale, di associare ad ogni area corticale
una sola e speciﬁca funzione cognitiva, con una mappatura deﬁnita ‘‘one-to-
one”. Nell’ambito del neuroimaging questo concetto si traduce nel fatto che le
correlazioni voxel-wise signiﬁcative tra le serie temporali del segnale BOLD e
la funzione cognitiva d’interesse si dovrebbero riscontrare solo all’interno di
un’unica area cerebrale e che tale regione non dovrebbe presentare analoghe
correlazioni con altre funzioni cognitive. Situazione simili, tuttavia, non si
sono mai osservate.
In termini neuroﬁsiologici, non esistono unit` a neurali isolate, quindi, un’in-
terpretazione meccanicistica delle funzioni cerebrali locali dovrebbe essere
basata su un modello di sistema, che considera la presenza di interazioni
tra le diﬀerenti aree (Stephan, 2004). Ci` o che si riscontra generalmente ` e,
infatti, l’esistenza di una molteplicit` a di ‘‘one-to-many” e ‘‘many-to-one” re-
lazioni struttura-funzione su tutti i domini cognitivi (Price and Friston, 2002;
Friston, 2003). Questa nozione ` e supportata da molte evidenze sperimentali.
Si consideri, ad esempio, il sistema visivo, caratterizzato da aree altamente
specializzate. ` E stato dimostrato che l’elaborazione dell’informazione locale
` e fortemente modulata da un’ampia gamma di altre informazioni contestua-
li, mediante processi che dipendono da connessioni backward provenienti da
aree gerarchicamente superiori (Moore and Armstrong, 2003).
A livello dell’elaborazione visiva nell’area della corteccia visiva primaria (V1)
si sono osservati importanti eﬀetti contestuali in assenza di variazioni degli
stimoli, quali, ad esempio, la modulazione delle risposte neuronali per ef-
fetto della memoria implicita (Olson et al., 2001), dell’attenzione spaziale
(Motter, 1993) o dell’attenzione feature-based (Murray and Wojciulik, 2004;
Mehta et al., 2000). Un’altra prova a discapito del functional localizationism
` e data dalle sindromi di disconnessione, nelle quali l’elaborazione dell’infor-
mazione locale in un’area anatomicamente intatta risulta alterata quando ilFunctional specialization 13
suo input, proveniente da aree remote, risulta modiﬁcato a causa di lesioni
nella materia bianca o nella materia grigia (Absher et al., 1993).
La sola teoria del ‘localizationism’ non ` e, pertanto, adatta e suﬃciente
a spiegare l’architettura funzionale del cervello. Essa ` e stata sostituita dal
principio del ‘connectionism’: le aree che costituiscono un dato sistema ven-
gono s` ı considerate funzionalmente specializzate, ma l’esatta natura delle loro
elaborazioni dipende dal particolare contesto in cui avvengono, risentendo,
ad esempio, dell’inﬂuenza degli eﬀetti temporali o della natura degli input
provenienti da altre aree (Stephan, 2004).
Le funzioni cognitive sono esplicate, quindi, dal comportamento complessi-
vo del sistema, in funzione dello speciﬁco contesto neurale esaminato, os-
sia delle interazioni contesto-dipendenti tra le varie aree cerebrali interessate
(McIntosh, 2000b). La teoria del ‘connectionism’ ` e meglio conosciuta in termi-
ni di functional specialization e functional integration (Friston, 1995, 2002b).
Le strutture corticali che supportano una singola speciﬁca funzione possono
coinvolgere altre aree specializzate e la loro unione ` e mediata dall’intrega-
zione funzionale. Functional specialization e integration non sono, quindi,
due concetti esclusivi, bens` ı complementari: la specializzazione funzionale ha
senso solo nel contesto dell’integrazione funzionale e viceversa (Friston et al.,
2007).
2.2 Functional specialization
Il concetto di functional specialization presuppone che alcuni aspetti dell’e-
laborazione delle informazioni siano localizzati su speciﬁche regioni cerebrali,
ma considera anche la possibilit` a che questa specializzazione possa essere
anatomicamente segregata su aree corticali diﬀerenti. Le aree che risultano
congiuntamente correlate a un determinato compito vengono considerate co-
me gli elementi di un sistema distribuito, che rappresenta la base neurale del
task cognitivo (Stephan, 2004). Il principio in base al quale vengono distin-
te e individuate le diﬀerenti regioni specializzate ` e quello della segregazione
funzionale.
Questa si pone l’obiettivo di distinguere le diverse aree funzionali della cor-
teccia cerebrale in base alle loro caratteristiche citoarchitettoniche, ossia sulla
presenza, nelle diverse regioni, di cellule nervose caratterizzate da una speci-14 Capitolo 2. Connettivit` a
ﬁca struttura e disposizione spaziale. Sulla base di questi criteri, agli inizi del
ventesimo secolo, Broadmann, neurologo tedesco, distinse 52 diﬀerenti aree
sulla corteccia cerebrale umana e sugger` ı che ognuna di queste potesse avere
una funzione distinta (Figura 2.1).
Figura 2.1: Veduta laterale dell’encefalo, sulla quale sono rappresentate alcune
delle 52 aree funzionali deﬁnite da Broadmann (Kandel et al., 1994)
Molti studi hanno avvalorato la convinzione che sia eﬀettivamente pos-
sibile deﬁnire in modo non equivoco le singole aree cerebrali sulla base di
criteri indipendenti, quali la tipologia di cellule presenti, la loro disposizione
in strati, le connessioni aﬀerenti ed eﬀerenti e, soprattutto, la loro funzione
ﬁsiologica.
Studi pi` u recenti inducono a considerare la specializzazione funzionale come
un principio cardine dell’organizzazione corticale e a ritenere che sia possibile
suddividere il cervello in un numero di zone funzionali diverse ancora mag-
giore rispetto a quello identiﬁcato da Broadmann (Kandel et al., 1994). A
livello pratico questo concetto si riﬂette nel fatto che, in un soggetto sottopo-
sto a un determinato input sensorimotorio (attivo o passivo) o a un processo
cognitivo, si veriﬁcano dei cambiamenti di attivit` a nelle sole aree interessate
dallo speciﬁco task.
Da un punto di vista metodologico, invece, l’analisi della functional spe-
cialization richiede tests statistici voxel-wise per determinare la correlazione
tra le serie temporali (ad esempio acquisite mediante la risonanza magneticaFunctional integration 15
funzionale) e le componenti del task (Stephan, 2004).
Si precisa, inoltre, che ci` o che ` e localizzato nelle singole regioni cerebrali,
non ` e un gruppo di facolt` a mentali complesse ma un insieme di operazio-
ni elementari. Le facolt` a complesse derivano dalle connessioni reciproche di
molteplici aree cerebrali: tutti i processi sono costituiti da una serie di mecca-
nismi indipendenti di analisi e, anzi, anche il compito cognitivo pi` u semplice
richiede l’azione coordinata di diverse aree cerebrali distinte (Kandel et al.,
1994), mediata dalla functional integration.
2.3 Functional integration
L’idea di functional integration fa riferimento alle interazioni esistenti tra le
diverse popolazioni neuronali specializzate e a come queste interazioni siano
condizionate dal contesto sensitivo-motorio o cognitivo (Friston et al., 2007).
Il primo a proporre l’idea di un’analisi distribuita delle informazioni all’in-
terno del cervello fu Karl Wernicke, nel 1876. Egli, occupandosi di problemi
del linguaggio, pubblic` o un lavoro nel quale trattava di un particolare tipo di
afasia, caratterizzato da disturbi nella comprensione del linguaggio, piuttosto
che nell’espressione verbale. I pazienti di Wernicke erano in grado di parlare,
ma non di capire; mentre i pazienti studiati ﬁno ad allora, ad esempio dal
neurologo francese Pierre P. Broca, riuscivano a capire ma non a parlare.
Wernicke not` o che questo nuovo tipo di afasia era dovuta a lesioni nella zona
di connessione tra il lobo temporale con il lobo parietale e quello occipita-
le, piuttosto che dal danneggiamento di una speciﬁca area del linguaggio,
come nei pazienti di Broca. Da qui l’idea che soltanto le funzioni mentali
pi` u elementari, in rapporto con attivit` a percettive e motrici semplici, fossero
localizzate in aree corticali circoscritte e che fossero le interconnessioni fra
queste aree funzionali a rendere possibile lo svolgimento delle funzioni intel-
lettuali pi` u complesse (Kandel et al., 1994).
Il ruolo di primaria importanza dato all’integrazione funzionale fra le diver-
se aree specializzate, coinvolte nello stesso task, si pu` o evidenziare anche
valutando la loro posizione reciproca. Si considerino, ad esempio, le regio-
ni interessate nell’espressione del linguaggio. Wernicke ipotizz` o che l’area di
Broca fosse responsabile del programma motorio che coordina i movimenti16 Capitolo 2. Connettivit` a
della bocca, necessari per sviluppare un discorso coerente. In Figura 2.2 si
pu` o notare come questa sia situata immediatamente davanti all’area moto-
ria che controlla bocca, lingua, palato e corde vocali, ossia in una posizione
ottimale per comunicare con le aree, la cui speciﬁca funzione ` e strettamente
connessa alla ﬁnalit` a della prima.
Figura 2.2: A)Proﬁlo dell’emisfero sinistro. B)Alcune delle aree interessate nei
processi del linguaggio. L’area di Wernicke elabora gli input uditivi ed ` e importante
per la comprensione del discorso. Si trova vicino alla corteccia uditiva primaria e
al giro angolare, che integra le informazioni acustiche con quelle provenienti da
altre modalit` a sensoriali. L’area di Broca d` a inizio al discorso organizzato in forma
grammaticale. Essa ` e adiacente alla zona della corteccia motrice che controlla i
meccanismi di vocalizzazione e che consente alla bocca e alla lingua di emettere
parole (Kandel et al., 2000).
Un analogo esempio si ha considerando il lobo temporale, la cui funzio-
ne ` e legata alla percezione delle parole, cio` e alla componente sensitiva del
linguaggio. Anche quest’area ` e localizzata in modo adatto, in quanto ` e cir-
condata dalla corteccia uditiva e da altre aree corticali (aree associative), che
integrano informazioni acustiche, visive e somatiche in percezioni complesse
(Kandel et al., 1994). Ad oggi ` e noto, inoltre, che anche regioni anatomica-
mente distanti cooperano tra loro al ﬁne di realizzare uno speciﬁco compito,Functional integration 17
sia le aree coinvolte nel linguaggio, sia, come si vedr` a nei capitoli succesivi,
quelle responsabili di un compito motorio.
Il concetto di analisi distribuita delle informazioni all’interno dell’encefalo
` e oggi uno dei cardini delle moderne concezioni di interpretare le funzioni cere-
brali (Kandel et al., 1994). La functional integration ` e generalmente valutata
esaminando le relazioni tra le attivit` a in diverse aree cerebrali o cercando di
spiegare l’attivit` a in una determinata area in relazione ad attivit` a localizzate
altrove (Friston et al., 2007). Lo studio della connettivit` a tra le diverse regio-
ni cerebrali assume, quindi, un ruolo di primaria importanza nella compren-
sione dei meccanismi che sottostanno all’elaborazione delle informazioni nel
cervello. Nell’analisi delle serie temporali di neuroimaging si possono distin-
guere tre diﬀerenti tipi di connettivit` a: la connettivit` a anatomica-strutturale,
la connettivit` a funzionale e la connettivit` a eﬀettiva (Figura 2.3).
Figura 2.3: Rappresentazione schematica dei tre diversi tipi di connettivit` a
(Sporns, 2007)
2.3.1 Connettivit` a anatomica-strutturale
La connettivit` a anatomica-strutturale fa riferimento alla presenza di connes-
sioni assoniche e la distribuzione dei fasci di ﬁbre bianche viene stimata in Ri-
sonanza Magnetica mediante misurazione del diﬀusion tensor imaging (DTI).
Questo ` e sensibile alla diﬀusione, dovuta all’attivit` a termica, delle molecole
d’acqua lungo una direzione pre-deﬁnita (Mori, 2007). Dal momento che la
diﬀusione ` e vincolata dalle membrane delle cellule, alcune regioni del cervello,
che presentano strutture cellulari altamente organizzate (come ad esempio
i fasci di assoni nella materia bianca), mostrano una diﬀusione fortemente
anisotropa rispetto ad altre aree cerebrali, caratterizzate, invece, da una pre-18 Capitolo 2. Connettivit` a
dominanza di materia grigia (Beer et al., 2011). La direzione diﬀusiva delle
molecole d’acqua permette di stimare l’orientamento delle ﬁbre (Figura 2.4).
Figura 2.4: Immagini DTI nei tre piani anatomici (sagittale, coronale e trasversa-
le). I tre diﬀerenti colori rappresentano la direzione dei tre assi x, y e z nello spazio.
In questo caso le ﬁbre caratterizzate da colore blu presentano uno sviluppo in dire-
zione caudo-craniale, quelle rosse medio-laterale e quelle verdi antero-posteriore. In
base al numero di gradienti, utilizzati per l’acquisizione delle immagini, si possono
ottenere informazioni su un maggior numero di direzioni spaziali delle ﬁbre.
Il problema di sintetizzare e visualizzare tali informazioni viene risolto me-
diante le tecniche di ﬁber tracking, che permettono di ricostruire l’andamento
dei fasci di ﬁbre (Figura 2.5).
Figura 2.5: Risultato di ricostruzione dell’andamento dei fasci di ﬁbre
mediante le tecniche di ﬁber tracking, a partire dalle immagini di DTI
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Esistono diﬀerenti tipologie di ﬁber tracking, che possono essere divise essen-
zialmente in due gruppi: le tecniche basate su algoritmi di linee di propagazio-
ne e le tecniche basate sull’energia. Le prime usano l’informazione del tensore
locale per ricostruire ogni step della propagazione, le altre considerano la mi-
nimizzazione dell’energia globale per determinare il path energeticamente pi` u
favorevole tra due speciﬁci pixels (Mori and van Zijl, 2002).
2.3.2 Connettivit` a funzionale
La connettivit` a funzionale ` e deﬁnita come insieme di correlazioni temporali
tra eventi neuroﬁsiologici spazialmente remoti (Friston et al., 1993b). L’anali-
si di connettivit` a funzionale si riferisce solamente alle dipendenze statistiche
tra i dati misurati e non include conoscenze o assunzioni a riguardo della
struttura e dei meccanismi del sistema neurale d’interesse. In questo senso
lo studio della connettivit` a funzionale ` e model-free. Questo tipo di indagine
` e appropriato se il sistema d’interesse ` e per gran parte sconosciuto, infatti
i risultati dell’analisi di connettivit` a funzionale possono essere utilizzati per
generare delle ipotesi sul sistema stesso (Stephan, 2004).
´ E da sottolineare che, generalmente, non ` e di grande interesse la valutazione
della connettivit` a funzionale punto per punto, mentre informazioni importan-
ti si possono dedurre dai patterns di attivit` a correlate, sottese dall’insieme
di valori indicanti le relazioni tra coppie di voxels (Friston, 1994).
Per studiare la connettivit` a funzionale esistono numerose metodologie,
come schematizzato in Figura 2.6.
Queste metodiche si dividono essenzialmente tra quelle frequency-based e
quelle time-series based. Il primo raggruppamento si compone dell’analisi di
coerenza e dello studio della funzione di trasferimento. Il secondo, invece,
prevede l’ulteriore suddivisione tra misure lineari e non lineari, ossia tra ipo-
tesi di gaussianit` a e non gaussianit` a dei dati. Nel primo caso si analizza la
cross-correlazione tra le serie temporali, mentre nel secondo caso si valuta
la mutual information (MI) o la sincronizzazione. Tra i metodi pi` u appli-
cati per studiare la connettivit` a funzionale, nel caso di serie temporali non
gaussiane, si possono citare la Principal Component Analysis (PCA) e l’In-
dependent Component Analysis (ICA), in quanto utilizzano solo i dati e non
ricorrono a ipotesi sulla biologia di base (Ramnani et al., 2004). Qualsiasi sia
la metodologia adottata, comunque, la connettivit` a funzionale non consente20 Capitolo 2. Connettivit` a
Figura 2.6: Schema riassuntivo dei principali gruppi di metodologie di indagine
delle connettivit` a funzionale.
di interpretare in modo univoco le correlazioni trovate tra le diverse aree.
Considerando, infatti, le serie temporali x e y, provenienti da due diﬀerenti
regioni cerebrali funzionalmente correlate, non ` e possibile stabilire se (1) ` e x
a inﬂuenzare y, (2) se ` e y a inﬂuenzare x, (3) se le due aree si condizionano
a vicenza o ancora (4) se entrambe sono modulate da una terza variabile.
Per poter distinguere tali situazioni ` e necessario ricorrere a dei modelli che
considerino anche la causalit` a (direzione) delle interazioni, come avviene per
la connettivit` a eﬀettiva (Stephan and Friston, 2010b).
2.3.3 Connettivit` a eﬀettiva
La connettivit` a eﬀettiva, secondo la deﬁnizione pi` u generale, descrive l’in-
ﬂuenza causale che un sistema di neuroni esercita su un altro (Friston et al.,
1993a). In termini pi` u speciﬁci, la connettivit` a eﬀettiva pu` o essere inter-
pretata come il modello pi` u semplice possibile, dipendente sia dall’esperi-
mento sia dal tempo, che riesce a riprodurre le relazioni temporali osser-
vate tra le diverse aree neuronali (Aertsen and Preissl, 1991). Entrambe le
deﬁnizioni enfatizzano la necessit` a di un modello causale per descrivere le
interazioni tra le diverse parti del sistema d’interesse e tale modello pu` o es-
sere deﬁnito matematicamente nell’ambito della teoria dei sistemi dinamici
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Un modello dinamico rappresenta un sistema che evolve nel tempo, sia
in termini di segnale d’ingresso che d’uscita, e pu` o essere rappresentato me-
diante un sistema di equazioni diﬀerenziali con parametri tempo-varianti. In
particolare, un sistema pu` o essere descritto come un insieme di n elementi,
che presentano propriet` a dipendenti dal tempo e interagenti tra loro. Ogni
propriet` a tempo-variante xi (1 ≤ i ≤ n) ` e chiamata variabile di stato e
il vettore x(t) comprendente tutte le variabili ` e deﬁnito vettore di stato (o
semplicemente stato) del sistema al tempo t:
x =



x1(t)
. . .
xn(t)


. (2.1)
Considerando, ad esempio, un insieme di neuroni interagenti, gli elementi del
sistema sono rappresentati dai singoli neuroni, ognuno dei quali ` e caratteriz-
zato da una o pi` u variabili di stato, che si possono riferire a diverse grandezze
neuroﬁsiologiche. ´ E necessario, quindi, avere un modello che rappresenta le
infomazioni note e le ipotesi fatte sulla struttura e sulla funzione del sistema
stesso (Stephan, 2004). In questo senso, la connettivit` a eﬀettiva dipende dal
modello di inﬂuenza che un sistema neuronale esercita su un altro e, pertanto,
la sua validit` a si riduce alla validit` a del modello considerato (Friston, 1994).
Un aspetto essenziale del modello ` e che le variabili di stato interagisco-
no tra loro, cos` ı che il cambiamento di ogni variabile dipenda almeno dal
valore di una delle altre. Questa mutua dipendenza viene espressa median-
te un insieme di equazioni diﬀerenziali ordinarie, nel quale dei parametri θ
caratterizzano la forma e l’intensit` a dell’inﬂuenza causale tra le propriet` a
del sistema, u(t) rappresenta il vettore degli m inputs noti e F (relazione
struttura-funzione) pu` o avere una qualsiasi forma, arbitrariamete complessa
e non lineare (Stephan, 2004; Stephan and Friston, 2010a):
dx
dt
=



f1(x1,...,xn,u,θ1)
. . .
fn(x1,...,xn,u,θn)


 = F(x,u,θ). (2.2)
Un modello che segue la forma di questa equazione generale di stato forni-
sce una descrizione causale di come le dinamiche del sistema derivino dalla
struttura dello stesso, poich` e descrive (1) quando e dove gli inputs esterni22 Capitolo 2. Connettivit` a
entrano nel sistema e (2) in che modo i cambiamenti di stato, indotti da tali
inputs, si sviluppano nel tempo, in relazione alla struttura del sistema.
Data una particolare sequenza temporale di input u(t) e uno stato iniziale
x(0), si ottiene una descrizione completa di come evolvono le dinamiche del
sistema, integrando l’Eq. 2.2:
x(τ) = x(0) +
  τ
0
F(x,u,θ)dx. (2.3)
L’Eq. 2.3 fornisce, quindi, una formulazione generale per modelli di connet-
tivit` a eﬀettiva nei sistemi neuronali.
´ E importante sottolineare che sono state fatte alcune assunzioni per sempli-
ﬁcare l’esposizione:
(1) Tutti i processi sono assunti essere deterministici, escludendo, quindi,
elementi aleatori come il rumore.
(2) Si ipotizza che gli inputs del sistema siano completamente noti. Tale
presupposto ` e sensato nell’ambito del neuroimaging, poich` e gli ingressi sono
variabili sperimentalmente controllate.
(3) Gli stessi inputs sono anche considerati indipendenti. Nel caso in cui que-
sti siano interagenti, ` e necessario esprimere u(t) stesso come un sistema di
equazioni diﬀerenziali.
(4) Si trascura la possibilit` a che i cambiamenti nello stato possano dipendere
dalla storia recente del sistema (‘transitori neuronali’).
(5) Si assume, inﬁne, che sia la forma matematica delle relazioni fi, che i
parametri θ siano indipendenti dal tempo. Tale ipotesi ` e valida solo nel caso
in cui la struttura non subisca modiﬁche durante il tempo di osservazione
(Stephan, 2004).
Quanto descritto ﬁnora fa riferimento a sistemi a tempo continuo, rappre-
sentati da equazioni diﬀerenziali, tuttavia la stessa idea di base pu` o essere
applicata anche a sistemi a tempo discreto, esplicitati medianti equazioni alle
diﬀerenze, cos` ı come a sistemi ‘statici’, che presentano equilibrio in ogni istan-
te di osservazione. Quest’ultima prospettiva ` e adottata nei modelli di sistema
classici per i dati di neuroimaging, come ad esempio le Psycho-Physiological
Interactions (PPI) (Friston et al., 1997), il Structural Equation Modeling
(SEM) (Mclntosh and Gonzalez-Lima, 1994) e i Modelli Autoregressivi Mul-
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la connettivit` a eﬀettiva ` e il Dynamic Causal Modeling (DCM) (Friston et al.,
2003), che verr` a trattato in modo pi` u approﬀondito nel capitolo 3.
Psycho-Physiological Interactions (PPI)
L’analisi PPI rappresenta uno dei modelli pi` u semplici per studiare l’intera-
zione funzionale dai dati di neuroimaging. Presa come riferimento una serie
temporale x0 (ottenuta da un voxel o da una regione di riferimento), PPI
calcola le mappe di connettivit` a tra tale area e tutti gli altri voxels xi, in
base al regressore:
xi = ax0 + b(x0 × u) + cu + Xβ + e. (2.4)
Nell’Eq. 2.4, a rappresenta la forza della connettivit` a ‘interna’ tra x0 e xi,
indipendente dal contesto dell’esperimento. Il termine bilineare x0 × u pu` o
essere interpretato come l’ingresso del sistema che va a modulare la connes-
sione tra x0 e xi (× ` e un prodotto elemento-per-elemento). Il terzo termine
descrive la forza c con cui l’input u inﬂuisce direttamente su xi, indipenden-
temente da x0. Inﬁne, β rappresenta il vettore dei parametri per eﬀetti di
non interesse, contenuti nella matrice X, ed e ` e un errore gaussiano a me-
dia zero. L’aspetto pi` u importante ` e dato dall’analisi della modulazione delle
connessioni e questa ha carattere direzionale: calcolare PPI da x0 a xi non ` e
equivalente al PPI da xi a x0. Infatti la regressione x0 × u su xi ` e diﬀerente
dalla regressione xi ×u su x0. Nonostante PPI sia un modello non dinamico,
esso contiene tutte le componenti basilari della descrizione del sistema (Eq.
2.2) e, come si vedr` a in seguito, presenta alcuni aspetti simili all’equazione
di stato del DCM. Tuttavia, valutando solo le interazioni tra singole coppie
di elementi, ha una capacit` a abbastanza limitata di rappresentare i sistemi
neurali (Friston et al., 1997; Stephan and Friston, 2010b).
Structural Equation Modeling (SEM)
SEM ` e una tecnica multivariata, hypothesis-driven, basata su un modello
strutturale che rappresenta le ipotesi riguardanti le relazioni causali tra diver-
se variabili (Mclntosh and Gonzalez-Lima, 1994; B¨ uchel and Friston, 1997).
Nel contesto dell’fMRI le variabili sono le serie temporali BOLD x1,...,xn
di n regioni cerebrali e le ipotesi sulle relazioni causali sono basate su plausi-
bili connessioni anatomiche tra le diverse aree. La forza di ogni connessione24 Capitolo 2. Connettivit` a
xi → xj ` e speciﬁcata dal ‘path coeﬃcient’, che indica in che modo la varianza
di xi dipende dalla varianza di xj, nel caso in cui tutte le altre inﬂuenze su
xi siano mantenute costanti.
Il modello statistico del SEM ` e lineare e pu` o essere espresso come:
X = βX + E. (2.5)
dove x ` e la matrice delle serie temporali delle n regioni, β ` e la matrice dei
coeﬃcienti del ’path’ di connessioni e E ` e la matrice dei termini d’errore
gaussiani con media zero (esempio in Figura 2.7).
Figura 2.7: Esempio di rappresentazione graﬁca di un modello di connettivit` a e
relativa equazione del SEM (in forma matriciale). X1,X2,X3 sono le serie temporali
delle regioni considerate; β12, β13 e β23 sono i coeﬃcienti del path coeﬃcient, che
rappresentano la forza e la direzione delle connessioni.
La stima dei parametri viene eseguita mediante le tecnica di massima vero-
simiglianza, minimizzando la diﬀerenza tra la covarianza dei dati osservati
e di quelli predetti dal modello (Bollen, 1989). Nel caso dell’fMRI, il ‘pa-
th coeﬃcient’ del modello SEM descrive la connettivit` a eﬀettiva del sistema
attraverso l’intera sessione sperimentale. Ci` o che generalmente ` e interessan-
te conoscere, tuttavia, ` e la variazione che avviene tra gli accoppiamenti diFunctional integration 25
determinate regioni in funzione del contesto sperimentale, ad esempio in cor-
rispondenza di due diﬀerenti tasks. L’aspetto limitante del SEM ` e dovuto
al fatto che esso pu` o essere utilizzato solo per modelli di bassa complessit` a,
in riferimento al numero di connessioni che possono essere valutate. Questo
perch` e lo Structural Equation Modelling ` e ﬁttato per riprodurre la matrice
di covarianza osservata, ma solo un insieme limitato di punti ` e accessibile,
lasciando un numero di gradi di libert` a non suﬃciente per testare modelli
con pi` u parametri (Penny et al., 2004).
Multivariate Autoregressive Model (MAR)
Al contrario del SEM, i modelli autoregressivi esplicitano l’aspetto di cau-
salit` a delle serie temporali. Considerano, infatti, la dipendenza del presente
dal passato: ogni elemento delle serie temporali di una regione viene deﬁnito
come combinazione lineare dei valori del passato nella stessa area. I modelli
che estendono questo approccio a n regioni cerebrali prendono il nome di
modelli autoregressivi multivariati (MAR). I modelli MAR rappresentano il
segnale di ogni regione (vettore di dimensione n) al tempo t (xt) come combi-
nazione lineare di p-vettori passati, i cui contributi sono pesati dalla matrice
dei parametri Ai (Eq. 2.6):
xt =
p  
i=1
xt−iAi + ut (2.6)
con
xt = [xt
1,...xt
n]. (2.7)
Sebbene MAR sia una tecnica statistica consolidata da molti decenni nel-
lo studio delle serie temporali, solo in tempi relativamente recenti si sono
sviluppate delle implementazioni speciﬁche per il neuroimaging. Harrison et
al. (2003) considerano un modello MAR che include delle variabili bilinea-
ri, rappresentanti gli eﬀetti modulatori di alcuni elementi del sistema sulle
connessioni. La stima parametrica ` e di tipo Bayesiano e permette anche di
determinare l’ordine p ottimo del modello.
Un approccio alternativo per il MAR ` e basato, invece, sull’idea della
‘Granger causality’ (Granger, 1969), proposto da Goebel (Goebel et al., 2003).
In questo contesto, date due serie temporali X1 e X2, si considera che X1 sia26 Capitolo 2. Connettivit` a
dipendente da X2 solo se le sue dinamiche possono essere predette bene uti-
lizzando i valori passati di X1 e X2; al contrario X1 non ` e causato da X2 se
la descrizione migliore si ottiene considerando i valori passati della sola X1.Capitolo 3
DCM:
Dynamic Causal Modelling
In questo capitolo si fornisce un’approfondimento sul Dynamic Causal Model
(DCM), soﬀermandosi sugli aspetti principali di questo tipo di modellazio-
ne. Nella prima parte del capitolo viene proposta una panoramica generale
del DCM, confontandolo con le metodiche tradizionali (SEM e MAR) ed
esaminandone il disegno sperimentale e l’inference. Nella seconda sezione si
provvede a una descrizione matematicamente pi` u dettagliata del DCM.
In sintesi, esso ` e costituito da due livelli: neuronale ed emodinamico. Il pri-
mo ` e descritto mediante delle equazioni diﬀerenziali in forma bilineare, i cui
coeﬃcienti θc = {A,Bj,C} rappresentano i parametri di connessione che si
vogliono stimare. Il livello neuronale, tuttavia, ` e hidden e ci` o che si osserva
dalle immagini di fMRI` e il segnale BOLD. ´ E necessario, pertanto, considerare
un livello emodinamico (con parametri θh) per passare dalle componenti elet-
triche alle componenti emodinamiche. La combinazione di questi due livelli
porta a deﬁnire il full forward model: y = h(u,θ)+Xβ+ǫ (con θ = {θc,θh}),
che rappresenta il segnale osservato, utilizzato per identiﬁcare i parametri.
In particolare, ci` o che si vuole ottenere dal DCM ` e la distribuzione a po-
steriori dei parametri, deﬁnita mediante la media ηθ|y e la covarianza Cθ|y a
posteriori. Per calcolare questi valori ` e necessario, secondo la regola di Bayes,
fornire dei prior (ηθ e Cθ) sia sui parametri neuronali che su quelli emodi-
namici. L’algoritmo di stima utilizzato ` e l’Expectation-Maximization(EM).
Inoltre, l’inference sui parametri permette di calcolare la probabilit` a che un
parametro superi una determinata soglia γth.28
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3.1 Introduzione
Il Dynamic Causal Modelling (DCM) ` e un modello utilizzato per studiare la
connettivit` a eﬀettiva e permette di ottenere delle informazioni sui processi
neurali alla base delle serie temporali misurate mediante EEG, MEG o fMRI.
In particolare, in questa trattazione si considerer` a l’applicazione del DCM nel
solo ambito della risonanza magnetica funzionale.
Lo scopo del DCM ` e quello di stimare le connessioni tra le aree cerebrali e
determinare in che modo tali collegamenti vengano inﬂuenzati da variazioni
nel contesto sperimentale. La modellazione dinamica causale rappresenta un
sostanziale distacco dagli altri approcci esistenti per studiare la connettivit` a
eﬀettiva. Esso, infatti, si avvale di un pi` u plausibile modello generativo delle
risposte cerebrali, che tiene conto anche della loro natura dinamica e non
lineare.
L’idea di base ` e quella di costruire un modello ragionevolmente realistico
delle interazioni tra le regioni corticali d’interesse, al quale viene integrato
un forward model per trasformare l’attivit` a sinaptica o neuronale nella rispo-
sta BOLD. I parametri del modello neuronale, ossia la connettivit` a eﬀettiva,
possono, quindi, essere stimati dai dati osservati, cercando di far coincidere il
pi` u possibile il segnale BOLD predetto dal modello alle serie temporali misu-
rate. La conﬁgurazione generale del DCM ` e del tipo ‘input-state-output’, con
input e output multipli. Gli ingressi corrispondono a funzioni note e determi-
nistiche, che rappresentano i cambiamenti nella stimolazione o nel contesto
sperimentale. Le variabili di stato descrivono sia le attivit` a neuronali che le
componenti neuroﬁsiologiche e bioﬁsiche necessarie a formare le uscite. Gli
output vengono misurati come risposte emodinamiche sulle regioni d’interesse
e dipendono dagli speciﬁci inputs considerati. Intuitivamente, questo schema
fa riferimento a un disegno sperimentale progettato come perturbazione delle
dinamiche neuronali, che comporta la variazione dell’attivit` a in una speci-
ﬁca regione. Tali alterazioni generano, attraverso il modello forward, delle
risposte che vengono utilizzate per identiﬁcare l’architettura e le costanti di
tempo del sistema a livello neuronale. Il DCM, quindi, assume che gli output
dipendano da variazioni note degli ingressi e questo costituisce una grande
diﬀerenza rispetto agli approcci convenzionali per la connettivit` a eﬀettiva
(MAR, SEM, ...), nei quali si considera che le risposte osservate siano indot-
te da rumore intriseco o endogeno.Introduzione 29
Un importante aspetto concettuale dei Dynamic Causal Model, per il
neuroimaging, riguarda la modalit` a con cui gli input entrano nel sistema e
generano le risposte neuronali. Le variabili sperimentali, infatti, possono in-
durre delle risposte in due modi. Il primo tipo di ingressi va ad inﬂuenzare
direttamente speciﬁche regioni anatomiche, mentre la seconda categoria di
input esercita un eﬀetto indiretto sulle risposte, modulando le connessioni
tra le aree (Friston et al., 2003).
3.1.1 DCM e metodi convenzionali
Le metodologie convenzionali per l’analisi di connettivit` a eﬀettiva, come il
SEM e il MAR, presentano alcune limitazioni. Uno svantaggio del SEM, per
esempio, ` e quello di poter essere utilizzato solo su modelli strutturali rela-
tivamente semplici. Un secondo problema ` e dato dal fatto che esso non ` e
propriamente un modello basato sulle serie temporali, bens` ı sulle covarianze,
quindi permette di ottenere solo delle informazioni ‘istantanee’ sulle connes-
sioni. Una terza complicanza, comune sia al SEM che al MAR, consiste nella
diﬃcolt` a di descrivere i cambiamenti della connettivit` a eﬀettiva, se il design
sperimentale ` e event-related (cio` e se gli stimoli sono di diverso tipo e presen-
tati in modo random), a causa della natura transitoria delle risposte evocate.
E inﬁne, sia il SEM che il MAR non utilizzano le conoscenze disponibili sugli
stimoli esterni, bens` ı gli ingressi sono considerati come segnali non noti e
stocastici.
Tali metodologie non sono ottimali nella situazione in cui gli input esterni
risultino completamente conosciuti: per una descrizione causale dei sistemi
dinamici ` e necessario descrivere quando e dove gli stimoli esterni entrano nel
modello e in che modo l’attivit` a indotta inizialmente si propaga per il resto
del sistema, compatibilmente alla struttura delle sue connessioni. Il principa-
le limite, comune a entrambi i metodi, ` e, comunque, di natura concettuale.
L’architettura causale del sistema che si vuole identiﬁcare ` e, infatti, espressa
a livello di dinamiche neuronali. Tuttavia, i parametri del SEM e del MAR
sono ﬁttati sulle serie BOLD, che risultano da una convoluzione dell’attivi-
t` a neuronale sottostante. Poich` e questa trasformazione dall’attivit` a neurale
al BOLD ha delle componenti non lineari (Friston et al., 2000; Miller et al.,
2001), ogni inferenza sulle connessioni tra le diverse regioni ottenute dal SEM
o dal MAR ` e solo indiretta e non ` e trascurabile per valutare in che misura30
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la stima di tali legami viene inﬂuenzata nel passaggio dal livello neurale a
quello del segnale BOLD.
Per rendere possibile l’inferenza sui parametri neurali nel contesto dell’fM-
RI, ` e necessario avere dei modelli che presentino due aspetti: un modello
parsimonioso, ma neurobiologicamente plausibile, delle dinamiche neurali e
un modello forward emodinamico bioﬁsicamente plausibile, che descriva la
trasformazione dall’attivit` a neurale al segnale BOLD. Sistemi di questo ti-
po permettono di ﬁttare i parametri emodinamici e neurali in modo tale da
rendere le serie BOLD risultanti dal modello il pi` u simili possibile alle serie
BOLD osservate.
Nell’ambito dell’fMRI, il DCM ` e l’unico approccio che permette di unire mo-
delli per le dinamiche neurali e modelli forward bioﬁsici (Stephan, 2004).
Il DCM si distingue dalle altre metodologie d’analisi sia perch` e considera
gli aspetti non lineari e dinamici delle interazioni neuronali, sia perch` e in-
quadra il problema di stima in termini di perturbazioni, che si adattano agli
ingressi sperimentali. Infatti, per ottenere delle interazioni regione-speciﬁche,
il DCM si basa sugli stessi principi con cui si progetta il disegno sperimen-
tale utilizzato per indurre attivazioni in determinate aree. In particolare,
nel DCM, gli input del sistema sono le variabili che compongono la desi-
gn matrix convenzionale e i parametri del modello, ossia i collegamenti tra
diverse regioni cerebrali attivate, corrispondono alle misure di connettivit` a
eﬀettiva. L’obiettivo del DCM ` e di stimare questi parametri, perturbando il
sistema e misurandone le risposte. Il cervello viene trattato, quindi, come un
sistema deterministico, dinamico e non lineare, sottoposto a degli ingressi in
corrispondenza dei quali produce delle uscite misurabili (Friston et al., 2003).
3.1.2 DCM e disegno sperimentale
Il DCM ` e utilizzato per testare le speciﬁche ipotesi che hanno motivato il
disegno sperimentale. Non ` e una tecnica ‘‘esplorativa”, bens` ı, come tutte le
analisi di connettivit` a eﬀettiva, i risultati sono speciﬁci a seconda dei task e
degli stimoli dell’esperimento.
Nel DCM gli inputs possono indurre le risposte in due modi. Gli ingressi
possono inﬂuenzare direttamente le variabili di stato, ossia l’attivit` a neuro-
nale, oppure possono modulare le interazioni tra le aree, cio` e la connettivi-
t` a eﬀettiva. ´ E utile, quindi, considerare i fattori sperimentali come ingressiIntroduzione 31
appartenenti o alla classe che genera le risposte o alla classe di elementi
contestuali, che inducono cambiamenti nelle connessioni (sebbene, in linea
di principio, tutti gli inputs potrebbero appartenere ad entrambe). Il primo
gruppo comprende le perturbazioni legate ai trial o agli stimoli (stimulus-
bound), mentre il secondo delinea il contesto nel quale gli eﬀetti della prima
classe evocano le risposte (stimulus-free). In Figura 3.1 si riporta un esem-
pio di questi concetti di base del DCM, con riferimento al sistema neuronale
visivo.
Figura 3.1: Illustrazione schematica dei concetti base del DCM. Si evidenziano, in
particolare, le due diﬀerenti modalit` a mediante le quali gli input possono indurre
delle risposte nel modello. In questo esempio sono presenti 5 aree: le aree visive
(V1 e V4), le aree 37 e 39 (BA37 e BA39) e il gyrus temporale superiore (STG).
Le perturbazioni stimulus-bound u1 agiscono come ingressi esterni sull’area visiva
primaria (V1). Gli input contestuali o stimulus-free u2 entrano nel sistema modu-
lando le connessioni tra V4 e BA39 e tra BA37 e V4. Cos` ı, ad esempio, le risposte
di BA39 sono causate dagli inputs in V1, che vengono poi modulate mediante V4,
la cui inﬂuenza sull’area 39 ` e, a sua volta, sensibile all’ingresso u1. I quadrati scuri
rappresentano il modello emodinamico forward, che trasforma l’attivit` a neuronale
z nelle risposte emodinamiche yi misurate (Friston et al., 2003).
L’implicazione importante per il disegno sperimentale del DCM ` e data dal
fatto che esso dovrebbe essere multifattoriale, con almeno una perturbazione
diretta dell’attivit` a neuronale e un elemento di modulazione del contesto nel32
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quale si generano le risposte (Friston et al., 1997).
Per quanto riguarda la struttura matematica del DCM, in questa tratta-
zione si adotter` a per ogni modello un’approssimazione bilineare. I parametri
sono cos` ı ridotti a tre set, che controllano tre aspetti diversi del sistema: (1)
l’inﬂuenza diretta o estriseca degli ingressi sugli stati cerebrali di ogni singola
regione, (2) le connessioni intrinseche o latenti che collegano gli stati di aree
diﬀerenti e, inﬁne, (3) le variazioni nelle connessioni intriseche, indotte dagli
input. Nell’ambito del DCM, il primo set di parametri ` e, generalmente, di
minor interesse, mentre rappresenta il tema centrale nelle analisi classiche
di eﬀetti speciﬁci per ogni regione. L’intensit` a delle connessioni intrinseche
risulta essere di maggiore rilevanza, anche se l’aspetto pi` u signiﬁcativo del
DCM ` e dato dal terzo set di parametri. Questi vengono deﬁniti ‘parametri
bilineari’, poich` e un cambiamento input-dipendente nella connettivit` a pu` o
essere costruito come un’interazione del secondo ordine tra l’input e l’atti-
vit` a di una regione di origine, quando questa causa una risposta in un’altra
regione di destinazione (Friston et al., 2003). La presenza dei termini bilinea-
ri sottolinea nuovamente sia l’importanza di un disegno multifattoriale, che
consenta la misurazione di queste interazioni, sia il ruolo centrale del contesto
nel quale le risposte vengono generate (McIntosh, 2000a).
3.1.3 DCM ed inference
Rispetto alle altre metodologie, il DCM` e un modello biologicamente pi` u plau-
sibile. Non ` e circoscritto ai soli sistemi lineari o istantanei (non direttamente
dipendenti dalle serie temporali, come il SEM) e risulta essere, inevitabilmen-
te, molto complesso. Necessita di un elevato numero di parametri, la cui stima
` e strettamente legata alla presenza di vincoli o constraint. Un modo semplice
per includere i constraint necessari ` e quello di lavorare in ambito Bayesiano.
Di conseguenza, i Dynamic Causal Model, utilizzando stimatori Bayesiani o
condizionali e le inference sulle connessioni, valutano la densit` a condizionale
o a posteriori. In altre parole, la procedura di stima fornisce la distribuzione
di probabilit` a di un parametro di connessione in termini di media e deviazio-
ne standard. Avendo stabilito questa densit` a a posteriori, la probabili` a che
la connessione superi una determinata soglia ` e facilmente quantiﬁcabile. La
densit` a a posteriori viene calcolata valutando la verosimiglianza (likelihood)
e le distribuzioni dei prior. Stabiliti alcuni parametri, la likelihood dei dati ` eDynamic Causal Model 33
determinata dallo speciﬁco DCM, infatti tutti i modelli sono semplicemente
dei mezzi per speciﬁcare la verosimiglianza di un osservazione. Le densit` a
a priori dei parametri di connessione sono deﬁnite, invece, sfruttando alcu-
ni contraint ﬁsiologici sulle dinamiche dei sistemi e permettendo anche di
speciﬁcare quali connessioni sono verosimilmente presenti e quali no. Que-
ste informazioni a priori oﬀrono dei vincoli adeguati per garantire una stima
robusta ed eﬃciente. Un importante impiego di constraint di questo tipo ` e
la limitazione dei siti dove gli input possono evocare risposte estrinseche, in-
ﬂuenzando direttamente l’attivit` a di una speciﬁca area. ´ E interessante notare
come le analisi convenzionali di connettivit` a eﬀettiva assumano che tutti gli
input abbiano libero accesso a ogni regione, questo perch` e nei modelli classi-
ci le attivazioni vengono causate direttamente dai fattori sperimentali, senza
considerare la possibilit` a di mediazione da parte di altre aree cerebrali.
Per rendere pi` u parsimonioso un modello, ` e possibile, ma non necessario,
introdurre ulteriori vincoli sulle connessioni intrinseche e sulla loro modula-
zione da parte degli input contestuali. Inﬁne si sottolinea che, diversamen-
te dal SEM, non esiste un limite per il numero di connessioni che possono
essere modellate, poich` e le assunzioni e i metodi di stima del DCM sono
completamente diﬀerenti e si basano su ingressi noti (Friston et al., 2003).
3.2 Dynamic Causal Model
Il DCM rappresenta la procedura di identiﬁcazione di un sistema non lineare,
che utilizza uno stimatore Bayesiano per quantiﬁcare i parametri di sistemi
dinamici e deterministici nella forma input-state-output.
I sistemi considerati nel seguito della trattazione sono costituiti da un insieme
di regioni cerebrali interagenti, mentre per le dinamiche si valuta un’appros-
simazione di tipo bilineare, sebbene l’idea di fondo del DCM non sia ristretta
a questa sola forma. Il DCM pu` o essere visto come una collezione di model-
li emodinamici (uno per ogni area), nei quali gli ingressi sperimentali sono
integrati con l’attivit` a neuronale delle altre regioni. I parametri d’interesse
includono sia l’eﬃcacia diretta degli input sperimentali, sia l’eﬃciacia degli
input neuronali provenienti dalle aree distali (connettivit` a eﬀettiva) (Figura
3.1).
Il DCM ` e un sistema a ingressi e uscite multiple, che comprende m in-34
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put e l output, uno per ogni area cerebrale. Gli m input corrispondono agli
stimoli del disegno sperimentale e sono gli stessi che vengono utilizzati per
costruire la design matrix nell’analisi convenzionale di fMRI. Teoricamente
ogni ingresso potrebbe avere accesso diretto a tutte le regioni considerate,
tuttavia, nella pratica, gli eﬀetti estrinseci degli ingressi sono generalmente
ristretti a un numero limitato di aree. Ognuna delle l regioni del modello ge-
nera un’uscita misurata, che corrisponde al segnale BOLD osservato (Figura
3.2). Queste l serie temporali vengono normalmente considerate in termini
di media o dell’autovalore principale dei voxel costituenti le aree attivate,
individuate mediante l’analisi convenzionale (General Linear Model).
Figura 3.2: Rappresentazione schematica del DCM. Si evidenzia come il DCM sia
caratterizzato da due livelli di lavoro. (1) il livello neuronale, costituito dalle atti-
vit` a neuronali zi, tra loro interagenti (parametri aij), e nelle quali entrano gli input
esterni o inﬂuenzando direttamente le singole regioni (ci) o modulando le connes-
sioni tra le aree (bij); (2) il livello emodinamico, responsabile della trasformazione
dell’attivit` a neuronale o sinaptica nel segnale BOLD osservato.
Ogni regione ` e caratterizzata da cinque variabili di stato. Quattro di queste
sono di secondaria importanza e corrispondono alle variabili di stato del mo-
dello emodinamico. Gli stati emodinamici comprendono un segnale di vasodi-
latazione, il ﬂusso normalizzato, il volume venoso normalizzato e il contenuto
normalizzato di deossiemoglobina. Tali grandezze sono necessarie per calcola-Dynamic Causal Model 35
re la risposta BOLD del modello e non dipendono dagli stati delle altre regioni
(Friston et al., 2000). Di primaria importanza per la stima dei parametri di
connettivit` a eﬀettiva ` e, invece, la rimanente variabile di stato, corrisponden-
te all’attivit` a neuronale o sinaptica di ogni area, che ` e funzione degli stati
neuronali delle altre regioni cerebrali. Nel seguito si descriveranno le equa-
zioni per gli stati neuronali e, successivamente, le equazioni diﬀerenziali che
costituiscono il modello emodinamico per ogni regione.
3.2.1 Equazioni di Stato Neuronale
Considerando solo gli stati neuronali z = [z1,...,zl] ` e possibile costruire un
modello di forma arbitraria per la connettivit` a eﬀettiva:
˙ z = F(z,u,θ), (3.1)
dove F ` e una funzione non lineare, rappresentante le inﬂuenze neuroﬁsiolo-
giche che l’attivit` a z di tutte le l regioni e gli input u esercitano sulle altre
aree cerebrali e θ sono i parametri del modello, la cui distribuzione di pro-
babilit` a a posteriori ` e necessaria per l’inference. Si pu` o notare come l’Eq.3.1
si diversiﬁchi dalle usuali forme dei modelli causali, nei quali gli stati sono
funzioni statiche di loro stessi: z = F(z,u,θ) (ad esempio, z = θz + u, dove
u ` e un segnale di rumore). Nell’ambito dei modelli causali dinamici, la vali-
dit` a di questi sistemi statici, come il SEM, ` e limitata al caso in cui gli input
evolvano molto lentamente rispetto alle dinamiche neuronali. L’Eq.3.1 viene
qui considerata con una formulazione bilineare, che garantisce un’adeguata
riparametrizzazione in termini di connettivit` a eﬀettiva:
˙ z ≈ Az +
 
ujB
jz + Cu
= (A +
 
ujB
j)z + Cu
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=
∂ ˙ z
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∂z∂uj
=
∂
∂uj
∂ ˙ z
∂z
C =
∂F
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.
(3.2)
Lo Jacobiano, o matrice di connettivit` a, A rappresenta la connettivit` a di36
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primo ordine tra le regioni, in assenza di input. La connettivit` a eﬀettiva ` e
pensata come l’inﬂuenza che un sistema neuronale esercita su altri, inducen-
do delle risposte ∂ ˙ z/∂z. In particolare, nel DCM una risposta ` e deﬁnita in
termini di cambiamento di attivit` a nel tempo, ossia ˙ z. Gli elementi di connet-
tivit` a rappresentati dalla matrice A possono essere pensati come un insieme
di connessioni intrinseche in assenza di perturbazioni sperimentali. ´ E da sot-
tolineare come lo stato, che viene perturbato, dipenda dal disegno sperimen-
tale e questo implica che le connessioni intrinseche risultino essere speciﬁche
per ogni diverso esperimento. Le matrici Bj rappresentano eﬀettivamente le
variazioni nelle interazioni neuronali, indotte dal j-esimo ingresso. Esse de-
scrivono i cambiamenti sensibili agli input in ∂ ˙ z/∂z o, equivalentemente, la
modulazione della connettivit` a eﬀettiva da parte delle perturbazioni speri-
mentali. Poich` e le Bj sono derivate del secondo ordine, questi termini sono
deﬁniti ‘bilineari’. Inﬁne, la matrice C descrive l’inﬂuenza diretta degli ingres-
si esterni sull’attivit` a neuronale. I parametri θc = {A,Bj,C} rappresentano
la connettivit` a, ossia le matrici di connessione da identiﬁcare, e deﬁniscono
l’architettura funzionale e le interazioni tra le diverse aree a livello neuronale
(Figura 3.3).
Figura 3.3: Rappresentazione schematica delle tre tipologie di parametri della
connettivit` a.
In Figura 3.4 si riporta l’esempio dell’architettura del livello neuronale per
il sistema visivo, gi` a schematizzato in Figura 3.1, al ﬁne di chiarire la re-
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per ogni regione. Dal punto di vista delle unit` a di misura, le connessioni
rappresentano delle velocit` a. Poich` e si considera un contesto dinamico, una
‘forte’ connessione indica un’inﬂuenza caratterizzata da una piccola costante
di tempo (Figura 3.5).
Le attivit` a neuronali in ogni regione causano cambiamenti nel volume venoso
e nel contenuto di deossiemoglobina: da ci` o deriva la risposta BOLD osserva-
ta (y). Il modello emodinamico descritto nel paragrafo successivo si riferisce
alle immagini e pu` o essere sostituito da altri modelli forward, speciﬁci per
segnali di natura diversa, come, ad esempio, modelli EEG, causati da correnti
postsinaptiche misurate sullo scalpo.
In linea di principio, ` e possibile studiare tutti i problemi di identiﬁcazio-
ne all’interno della stessa procedura di stima, considerando l’Eq.3.2 come
struttura-base di un generico DCM, al quale viene poi integrato un modello
forward segnale-speciﬁco (Friston et al., 2003).
Rumore deterministico
Il modello delle equazioni di stato neuronale, trattate in questo paragrafo,
(Eq.3.2) ` e basato su delle equazioni diﬀerenziali, che non ammettono la pre-
senza di rumore deterministico. Ci` o signiﬁca che esso non tiene conto delle
dinamiche rumorose che si esprimono endogenamente in ogni regione. L’unica
componente stocastica del modello entra linearmente come errore di misura,
nel punto in cui la risposta viene osservata (Paragrafo 3.2.3).
Dal punto di vista neuronale, questa ` e chiaramente una limitazione, poich` e
le dinamiche locali non vengono regolate dai soli stimoli sperimentali. I DCM
non permettono di descrivere i processi biologici in un determinato istan-
te, ma hanno come scopo quello di rappresentare astrattamente tali processi
per ottimizzare l’interpretazione neuroﬁsiologica dei parametri del modello.
Ad esempio, ` e ﬁsiologicamente improbabile che l’attivit` a neurale all’interno
di un’area corticale sia congrua alle dinamiche di una variabile single-state.
Tuttavia, lo stato ‘eﬀettivo’ implicito nel sistema pu` o essere un’approssima-
zione accettabile e utile per lo scopo del modello.
I DCM hanno lo stesso ‘status’ dei GLM nel cercare di sintetizzare e
caratterizzare l’impatto delle perturbazioni sperimentali sulle risposte misu-
rate. I DCM si distinguono per l’essere pi` u vicini ai sistemi di base, nel senso
che includono gli aspetti dinamici della neuroﬁsiologia, le interazioni tra dif-38
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Figura 3.4: Lo schema riporta il sistema in Figura 3.1 con le rispettive equazioni
diﬀerenziali, che descrivono lo stato, in forma bilineare. Le grandezze ˙ zi descrivono
le variazioni dell’attivit` a neuronale zi in termini di componenti linearmente sepa-
rabili, che rispecchiano l’inﬂuenza delle altre variabili di stato. In particolare, ` e da
notare come gli input contestuali u2 condizionino tali equazioni. Questi, infatti,
incrementano i pametri di connessione intrinseca (aij) proporzionalmente al valo-
re dei termini di connessione bilineare (bk
ij). In questo diagramma si evidenzia,
inoltre, come la ‘trasformazione’ degli stati neuronali nelle riposte yi, attraverso
il modello emodinamico, sia funzione dello stato bioﬁsico delle speciﬁche regioni,
soprattutto in termini di contenuto di deossiemoglobina (qi) e volume venoso (vi).
Nella parte sottostante allo schema, si riporta la formulazione matriciale delle
equazioni diﬀerenziali del sistema. Queste equazioni possono essere riassunte in
modo pi` u compatto mediante le matrici dei parametri di connessione A, Bj e C
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Figura 3.5: I parametri del DCM corrispondono a delle costanti di velocit` a. La
generica soluzione di un’equazione diﬀerenziale del primo ordine ˙ z = az ` e una
funzione nella forma z(t) = exp(−at)+c. La funzione di decadimento dell’attivit` a
neuronale ` e z(t) = z0exp(−at), dove il parametro di connessione a ` e inversamente
proporzionale al tempo di dimezzamento τ di z(t): a = ln2/τ
.
ferenti aree cerebrali e le non linearit` a, tuttavia rimangono dei modelli di
sola osservazione e non costituiscono una tecnica ‘esplorativa’ per il sistema
(Friston et al., 2003).
3.2.2 Equazioni di stato emodinamico
Le altre varibili presenti nel DCM rappresentano gli stati bioﬁsici, che genera-
no il segnale osservato: esse appartengono al modello emodinamico e mediano
il passaggio dall’attivit` a neuronale alle risposte BOLD. Gli stati emodinamici
dipendono unicamente dallo stato neuronale di ogni regione (Friston et al.,
2003) e sono tutte espresse in forma normalizzata rispetto al loro valore in
stato stazionario. Il modello emodinamico ` e costituito da un semplice mo-
dello lineare dinamico, che descrive le variazioni locali del ﬂusso di sangue
cerebrale (rCBF: regional Cerebral Blood Flow), causate dall’attivit` a neuro-
nale, e dal cosiddetto ‘Balloon model’ (Friston et al., 2000). Per ogni i-esima
regione, l’attivit` a neuronale z causa un incremento del segnale di vasodilata-
zione s, che ` e soggetto ad un’autoregolazione feedback. L’aﬄusso f risponde
proporzionalmente a questo segnale con concomitanti cambiamenti nel volu-
me del sangue v e nel contenuto di deossiemoglobina q (Friston et al., 2003).40
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L’architettura del modello ` e riportata in Figura 3.6.
Figura 3.6: Lo schema rappresenta l’architettura del modello emodinamico per
una singola regione. L’attivit` a neuronale induce una vasodilatazione e un segnale
attivit` a-dipendente s, che incrementa il ﬂusso f. Tale ﬂusso causa cambiamenti nel
volume v e nel contenuto di deossiemoglobina q. Da questi due stati emodinamici
deriva la non linearit` a dell’uscita, ossia del segnale BOLD osservato. Immagine
modiﬁcata da Friston, et al. (2003).Dynamic Causal Model 41
Componenti del rCBF
Il segnale s ingloba molte componenti neurogene e diﬀusive ed ` e generato
dall’attivit` a neuronale z; regola il ﬂusso sanguigno f ed ` e deﬁnito, operativa-
mente, come velocit` a di variazione del ﬂusso normalizzato (s−1). L’equazione
che descrive la variazione di s nel tempo ` e:
˙ s = z − κs − γ(f − 1), (3.3)
dove κ e γ sono due parametri incogniti, che determinano la dinamica di
questa componente del modello emodinamico. Essi rappresentano, rispetti-
vamente, la costante di tempo del decadimento del segnale e la costante di
tempo del feedback di autoregolazione da parte di f. Il ﬂusso sanguigno, a
sua volta, ` e legato linearmente all’attivit` a sinaptica e, rispettando questo
constraint, si sceglie di descrivere l’andamento di f nel tempo con il modello
pi` u parsimonioso (Friston et al., 2000):
˙ f = s. (3.4)
Componenti del Balloon Model
Il Balloon Model (Buxton and Frank, 1997; Buxton et al., 1998) ` e un model-
lo nella forma ‘input-state-output’, caratterizzato da due variabili: il volume
v e il contenuto di deossiemoglobina q. L’input del sistema ` e il ﬂusso sangui-
gno f, mentre l’output rappresenta il segnale BOLD y, che ` e suddiviso tra
una componente intra-vascolare ed una componente extra-vascolare, entram-
be pesate per i rispettivi volumi. Il ﬂusso sanguigno provoca due reazioni: un
cambiamento nel volume e una variazione nel contenuto di deossiemoglobina.
La velocit` a di cambiamento del volume sanguigno (Mandeville et al., 1999)
` e semplicemente:
τ ˙ v = fin − fout(v)
= f − v
1/α.
(3.5)
Dall’Eq.3.5 si deduce che le variazioni nel volume riﬂettono la diﬀerenza tra
il ﬂusso entrante fin e quello uscente fout dal compartimento venoso conside-
rato. τ ` e una costante di tempo, che rappresenta il tempo medio di transito42
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del sangue nell’area. Si sottolinea, inoltre, che il ﬂusso uscente ` e funzione del
volume, secondo la relazione:
fout = v
1/α, (3.6)
dove α ` e la costante di Grubb (Grubb et al., 1974) ed ` e circa pari a 0.32, in
stato stazionario.
La variazione nel contenuto di deossiemoglobina ˙ q riﬂette la diﬀerenza tra
la quantit` a di deossiemoglobina presente nel compartimento venoso e quella
che viene esplusa dallo stesso:
τ ˙ q = finE(fin,ρ)/ρ − fout(v)q/v
= fE(f,ρ)/ρ − v
1/αq/v,
(3.7)
dove E(f,ρ) ` e la frazione di ossigeno estratto dal ﬂusso entrante e ρ, pa-
rametro incognito, rappresenta la frazione di estrazione di ossigeno a ri-
poso (Friston et al., 2000). E(f,ρ) dipende dall’apporto di ossigeno e, di
conseguenza, dal ﬂusso sanguigno (Buxton et al., 1998):
E(f,ρ) = 1 − (1 − ρ)
1/f. (3.8)
Il segnale BOLD y = λ(v,q,ρ) ` e considerato una funzione statica e non
lineare del volume venoso v, del contenuto totale di deossiemoglobina in ogni
voxel q (entrambi normalizzati ai rispettivi valori in stato stazionario) e della
frazione di estrazione di ossigeno dal sangue capillare ρ, sempre in condizioni
di stazionariet` a. Le equazioni che descrivono il segnale BOLD sono:
y(t) = λ(v,q,ρ)
= V0(k1(1 − q) + k2(1 − q/v) + k3(1 − v))
k1 = 7ρ
k2 = 2
k3 = 2ρ − 0.2,
(3.9)
dove V0 = 0.02 ` e la frazione del volume ematico a riposo. Come si pu` o vedere
dall’Eq.3.9, y(t) comprende una somma volume-pesata di segnali intra- ed
extra-vascolari, dipendenti dal volume e dal contenuto di deossiemoglobina.Dynamic Causal Model 43
Parameter Description
Prior
Mean ηθ
Prior
Variance
Cθ
κ Rate of signal decay 0.65 per s 0.015
γ
Rate of ﬂow-dependent elimi-
nation
0.41 per s 0.002
τ Hemodynamic transit time 0.98 s 0.0568
α Grubb’s exponent 0.32 0.0015
ρ
Resting oxygen extraction
fraction
0.34 0.0024
Tabella 3.1: In tabella si riportano i parametri emodinamici, con i relativi valori
di media a priori ηθ e varianza a priori Cθ (Friston et al., 2003).
Si precisa inoltre che, il valore delle costanti dell’Eq.3.9 (Buxton et al., 1998)
` e valido solo per campi magnetici prossimi a 1.5 T: campi magnetici di mag-
giore intensit` a necessitano di costanti diverse (Friston, 2002a). Nel Balloon
Model sono presenti, quindi, tre parametri incogniti, che determinano le di-
namiche del sistema: ρ, τ ed α, corrispondenti rispettivamente alla frazione
di estrazione dell’ossigeno in stato stazionario, al tempo medio di transito
del sangue nella regione di interesse e all’esponente di Grubb, che speciﬁca
la relazione tra volume e ﬂusso sanguigno. Fissato il valore di tale parametri,
l’unica grandezza richiesta per esplicitare la risposta BOLD ` e il ﬂusso san-
guigno entrante f (Friston et al., 2000).
Nella Tabella 3.1 si riporta un elenco dei parametri bioﬁsici θh = {κ,γ,τ,α,ρ}
presenti nel modello emodinamico, con i rispettivi valori.
3.2.3 Full Forward Model
Combinando gli stati neuronali ed emodinamici x = {z,s,f,v,q} si ottiene
un full forward model, speciﬁcato nella sua totalit` a dall’Eq.3.2 dello stato
neuronale e da tutte le equazioni dello stato emodinamico (Eq.3.3, Eq.3.4,
Eq.3.5, Eq.3.7):
˙ x =f(x,u,θ)
y =λ(x),
(3.10)44
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con parametri θ = {θc,θh} (Figura 3.7).
Per ogni set di parametri e di input, le equazioni di stato possono esse-
re integrate ed elaborate attraverso la non linearit` a dell’uscita (Eq. 3.9) al
ﬁne di ottenere una risposta h(u,θ) dal modello. Tale integrazione pu` o es-
sere calcolata in modo abbastanza semplice, grazie al fatto che le funzioni
di stimolo, comunemente impiegate nel design dell’fMRI, sono costituite da
elementi sparsi (Friston et al., 2003). Gli input, infatti, si presentano come
eventi non frequenti (nei paradigmi event-related), oppure le variazioni negli
ingressi avvengono sporadicamente (nei design a blocchi) (Friston, 2002a).
L’integrazione dell’Eq.3.10 ` e equivalente a una convoluzione generalizzata de-
gli input con i sistemi di kernel di Volterra. Questi kernel si ricavano dallo
sviluppo in serie di Volterra dell’Eq.3.10: (Bendat, 1990),
hi(u,θ) =
 
k
  t
0
...
  t
0
Ki
k(σ1,...,σk)u(t − σ1),...,u(t − σk)dσ1,...,dσk
Ki
k(σ1,...,σk) =
∂kyi(t)
∂u(t − σ1),...,∂u(t − σk)
,
(3.11)
dove Kk
i ` e il kernel di ordine k per la regione i. I kernel rappresentano una
riparametrizzazione del modello e vengono utilizzati per caratterizzare le
risposte locali agli impulsi, sia a livello neuronale, che a livello emodinamico.
Le serie di Volterra sono degli sviluppi di Taylor estesi ai sistemi dinamici
input-state-output, che considerano l’eﬀetto dell’input nell’istante presente
e nel recente passato. La caratteristica importante delle serie di Volterra
` e che esse non si riferisco a tutte le hidden state variables che mediano il
passaggio dall’ingresso all’uscita (ad esempio, il ﬂusso sanguigno, il volume
venoso,...). Questo le rende uno strumento molto potente, infatti forniscono
una descrizione completa del comportamento dinamico del sistema, senza
dover misurare le variabili di stato o fare assunzioni su come queste variabili
interagiscono per produrre una risposta. Entrambe le funzioni dell’Eq.3.11 si
possono ottenere mediante diﬀerenziazione numerica oppure, analiticamente,
attraverso approssimazioni bilineari (Friston et al., 2000).
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Figura 3.7: Schema completo del DCM, nel quale si evidenzia il legame tra le
equazioni del livello neuronale e del livello emodinamico. Si sottolinea, inoltre, la
relazione di confronto tra l’uscita predetta dal modello h(u,θ) e il segnale BOLD
osservato y: quest’ultimo si ottiene sommando a h(u,θ) dei termini di confound
Xβ e un termine d’errore ǫ.
risposta predetta h(u,θ), alla quale si sommano un termine d’errore ǫ e una
componente di disturbo X(t), ottenendo:
y = h(u,θ) + Xβ + ǫ, (3.12)
dove β ` e il vettore dei coeﬃcienti incogniti dei confound.
3.2.4 I prior
Ci` o che si vuole ottenere dal DCM ` e la probabilit` a a posteriori ηθ|y dei pa-
rametri. Per calcolare tale quantit` a ` e necessario, secondo la regola di Bayes,
conoscere la verosimiglianza e la densit` a a priori dei parametri, in termini46
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di valore atteso ηθ e di covarianza Cθ (Appendice A). In questo contesto
si utilizza un approccio totalmente Bayesiano, poich` e, primo sono presenti
constraint evidenti e necessari sulle dinamiche neuronali, che possono essere
utilizzati per motivare i prior sui parametri di connessione, e secondo risul-
ta relativamente semplice speciﬁcare i prior, determinati empiricamente, sui
parametri emodinamici.
Prior sui parametri di connessione
´ E evidente che l’attivit` a neuronale non pu` o divergere esponenzialmente verso
valori inﬁniti, di conseguenza, in assenza di input, lo stato neuronale deve
tornare nella condizione di stabilit` a. Matematicamente questo si traduce nel
fatto che, il maggiore autovalore reale della matrice A dei parametri intrinse-
ci, noto anche come esponente principale di Lyapunov, dev’essere negativo.
Questo vincolo verr` a utilizzato per determinare la densit` a a priori dei parame-
tri di connessione aij in modo tale da assicurare la dissipativit` a del sistema.
La speciﬁcazione di questi prior pu` o essere ottimizzata mediante una ripara-
metrizzazione delle matrici di connessione:
A → σA = σ



−1 a12 ...
a21 − 1
. . . ...



B → σB
j = σ



b
j
11 b
j
12 ...
b
j
21
...
. . .


.
(3.13)
Questa fattorizzazione di A e Bj in matrici di connessione scalari e normaliz-
zate rende gli accoppiamenti normalizzati adimensionali, cos` ı che le forze di
connessione tra le regioni siano tutte espressi in relazione alle self-connection.
Sebbene sia empiricamente evidente che l’emodinamica subisca ampie varia-
zioni da regione a regione, c’` e motivo di ritenere che le dinamiche neuronali,
intrinseche di ogni area, non diﬀeriscano marcatamente le une dalle altre. ´ E,
quindi, possibile impiegare diverse fattorizzazioni, permettendo, ad esempio,
di evidenziare le auto-connessioni per ogni speciﬁca regione, mediante delle
matrici diagonali. In questa trattazione si utilizzer` a la fattorizzazione del-
l’Eq.3.13, poich` e rende pi` u semplice la formulazione e la speciﬁcazione deiDynamic Causal Model 47
prior. Se l’esponente principale di Lyapunov di A ` e minore di zero, il siste-
ma converger` a ad un punto di attrazione, mentre se ` e pari a zero, il sistema
presenter` a dinamiche oscillatorie. Dunque, per vincolare l’intensit` a delle con-
nessioni, caratterizzate da prior Gaussiani su aij, ` e suﬃciente garantire la
negativit` a dell’esponente principale. Si presenta, per` o, un problema: diverse,
ma ugualmente probabili, conﬁgurazioni di aij possono avere diﬀerenti espo-
nenti principali. Una soluzione plausibile ` e di considerare la probabilit` a, che
il pi` u grande esponente possibile di A sia maggiore di zero e determinare i
prior in modo tale da minimizzare tale quantit` a.
In breve, i prior sui parametri di connettivit` a assicurano la stabilit` a del
sistema. Le matrici di connessione possono essere decomposte in un scaling
parameter σ, corrispondente al decadimento intrinseco o all’auto-inibizione
di ogni regione, e in una matrice di connessione normalizzata. Lo spettro degli
autovalori della matrice delle connessioni intrinseche determina le costanti di
tempo dei modi o dei pattern dell’attivit` a neuronale, espressa in risposta alla
perturbazione sperimentale. Questi sono pesati mediante il parametro σ, la
cui aspettazione a priori (ησ) controlla le costanti di tempo caratteristiche del
livello neuronale, cio` e quelle osservate in assenza di connessioni. La varianza
a priori vσ ` e scelta in modo tale da minimizzare la probabilit` a che σ assuma
valori negativi. Il prior risultante pu` o esser espresso come funzione dell’e-
mivita implicita τz(σ) = ln2/σ, osservando che p(τz) = p(σ)∂σ/∂τz. Questa
trasformazione mostra che si possono riscontrare transitori locali con costanti
di tempo che variano nel range di valori dalle poche centinaia di millisecondi
ad alcuni secondi (Figura 3.8). La distribuzione a priori di ogni singola forza
di connessione aij ` e assunta essere indipendente, con un’aspettazione a priori
ηa = 0 e una varianza va, tale da assicurare che l’esponente principale abbia
una piccola probabilit` a di essere positivo. Questa varianza decresce con il
numero di regioni. I prior per i parametri di connessione bilineare bk
ij sono
uguali a quelli per i parametri di connessione intrinseca. Poich` e rappresentano
le componenti input-dipendenti di aij, anch’essi sono normalizzati rispetto a
σ e, di conseguenza, risultano adimensionali (Eq.3.13). I prior relativi all’in-
ﬂuenza degli input estrinseci cik sono, invece, relativamente non informativi,
con aspettazione zero e varianza unitaria. ´ E importante interpretare gli ele-
menti bilineari e i loro prior in relazione alla scala di grandezza degli input.
Questo perch` e i parametri bilineari non sono invarianti alla trasformazione48
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degli ingressi.
Figura 3.8: Funzioni della densit` a di probilit` a a priori per il scaling parameter
temporale o self-connections σ. Il primo graﬁco mostra la ditribuzione Gaussiana
di σ; il secondo la distribuzione di σ quando viene espresso in termini dell’emivita
caratteristica dei transitori neuronali τz, in ogni particolare regione (Friston et al.,
2003).
Per esempio, se l’ampiezza degli input venisse raddoppiata, sarebbe necessario
dimezzare il valore di bk
ij per mantenere il medesimo eﬀetto di modulazione
sulle interazioni tra gli stati neuronali. Di conseguenza, gli input vengono
sempre ‘scalati’, cos` ı che il loro integrale di tempo sia pari al numero di even-
ti o al numero di secondi del particolare contesto sperimentale. Inoltre, gli
ingressi dovrebbero essere speciﬁcati in conformit` a all’assunzione dei prior,
ossia devono modulare le connessioni indipendentemente gli uni dagli altri.
Ci` o signiﬁca che, se si esegue una riparametrizzazione degli input, ad esem-
pio prendendo una combinazione lineare degli stimoli originali, si otterranno
risultati sensibilmente diﬀerenti, a causa del cambiamento dei prior impliciti.
Si possono, inoltre, implementare ulteriori vincoli. Ad esempio, ` e possi-
bile precludere alcune connessioni, settando la loro varianza a priori a zero
(Friston et al., 2003).
Prior emodinamici
Le medie e le varianze utilizzate come prior per i cinque parametri emo-
dinamici θh (vedi Tabella 3.1) corrispondono alla stima delle medie e delleDynamic Causal Model 49
varianze a posteriori di tali parametri bioﬁsici, calcolate su dei dati, acquisiti
durante un particolare contesto sperimentale (Friston, 2002a).
Questo risulta essere ampiamente suﬃciente per scopi generali; tuttavia,
riducendo il rango della covarianza a priori dei parametri bioﬁsici, ` e possibile
ridurre la complessit` a computazionale della stima. Questo equivale a consen-
tire a due sole combinazioni lineari dei parametri emodinamici di variare da
regione a regione. Per ogni area si avr` a:
Cov{κ
1} =
∂κ1
∂θhC
h
θ
∂κ1T
∂θh
= ǫ
hλ
hǫ
hT
C
h
θ =
∂κ1+
∂θh ǫ
hλ
hǫ
hT ∂κ1+T
∂θh ,
(3.14)
dove + denota la matrice pseudoinversa. Questa risposta ` e semplicemente il
kernel di primo ordine dall’Eq.3.11 e dipende dalla covarianza a priori dei
parametri bioﬁsici Ch
θ. Questo si spiega considerando il fatto che, nonostante
i parametri bioﬁsici possano variare in modo indipendente, la loro inﬂuenza
sulla risposta emodinamica osservata pu` o risultare indistinguibile.
Lo spettro degli autovalori nella diagonale principale di λh suggerisce che ci
sono solo due modi di variazione dell’emodinamica. Dopo aver settato tutti
gli altri autovalori a zero, la seconda parte dell’Eq.3.14 speciﬁca le covarianze
a priori, regolate nello spazio dei parametri. Se la densit` a a priori dei para-
metri emodinamici viene ristretta a un sottospazio bidimensionale, l’imporre
dei constraint non ` e pi` u un aspetto di primaria importanza, poich` e non si
` e interessati a fare inference su di essi. Tuttavia, limitando cos` ı lo spazio di
ricerca, la procedura di stima diviene pi` u eﬃciente e il tempo computazionale
si riduce.
Associando le densit` a a priori dei parametri di connessione ed emodinami-
ci, ` e possibile esprimere la probabilit` a a priori di tutti i parametri in termini50
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della loro aspettazione ηθ e della loro covarianza Cθ a priori:
θ =


 


σ
aij
bk
ij
cik
θh


 


,ηθ =
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

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0
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
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


,
(3.15)
dove le covarianza a priori CA e CB contengono gli elementi della diagonale
principale va, relativi a tutte le connessioni che possono variare.
A questo punto, avendo speciﬁcato tutti i prior necessari, ` e possibile calco-
lare la probabilit` a a posteriori e procedere con la stima, mediante l’algoritmo
ER (Friston et al., 2003).
3.2.5 Stima dei parametri: algoritmo EM
L’algoritmo utilizzato per stimare i parametri del full forward model ` e l’Expectation
Maximization (EM) (Appendice A). Seguendo l’approccio descritto in Friston
(2002), si riportano le seguenti equazioni:
y − h(u,ηθ|y) ≈ J∆θ + Xβ + ǫ
=
 
J,X
 
 
∆θ
β
 
+ ǫ
∆θ = θ − ηθ|y
J =
∂h(u,ηθ|y)
∂θ
.
(3.16)
Questa approssimazione lineare locale viene data in ingresso all’algoritmo
iterativo EM, al ﬁne di ottenere l’aspettazione ηθ|y e la covarianza Cθ|y condi-
zionale dei parametri, nonch` e le stime della Restricted Maximum LikelihoodDynamic Causal Model 51
(ReML) degli iperparametri Λ, per l’errore di covarianza.
I passi E ed M vengono iterati ﬁno a convergenza:
E − step
J =
∂h(ηθ|y)
∂θ
¯ y =
 
y − h(ηθ|y)
ηθ − ηθ|y
 
, ¯ J =
 
J X
1 0
 
,
¯ Cǫ =
   
ΛiQi 0
0 Cθ
 
,
Cθ|y = ( ¯ JT ¯ Cǫ
−1 ¯ J)
−1
 
∆ηθ|y
ηβ|y
 
= Cθ|y( ¯ JT ¯ Cǫ
−1¯ y)
ηθ|y ← ηθ|y + ∆ηθ|y
M − step
P = ¯ Cǫ
−1 − ¯ Cǫ
−1 ¯ JCθ|y ¯ J
T ¯ Cǫ
−1
∂F
∂Λi
= −
1
2
tr{PQij} +
1
2
¯ y
TP
TQiP ¯ y
 
∂2F
∂Λ2
ij
 
= −
1
2
tr{PQiPQj}
Λ ← Λ −
 
∂2F
∂Λ2
 −1∂F
∂Λ
.
(3.17)
In questo caso gli elementi di disturbo X vengono trattati come ﬁxed eﬀect,
con una varianza a priori tendente a inﬁnito, che non compare necessaria-
mente nell’Eq.3.17.
La variabile della risposta potrebbe essere vista come una serie temporale
multivariata, tuttavia essa ` e trattata come vettore di una singola osservazio-
ne, la cui covarianza dell’errore include sia le correlazioni temporali che quelle
spaziali: Cǫ = V ⊗
 
(Λ) =
 
ΛiQi. Questa covarianza ` e parametrizzata me-
diante alcuni iperparametri Λi, che pesano il contributo delle componenti Qi
della covarianza stessa. La forma della matrice Cǫ ` e conforme al prodotto
tensore di Kronecker tra la matrice V (n×n), codiﬁcante le correlazioni tem-
porali sugli errori, e un’incognita covarianza Σ dell’errore locale (l × l).
Le Eq.3.17 permettono di stimare i momenti condizionali dei parametri52
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di connessione e dei parametri emodinamici, nonch` e gli iperparametri, che
inﬂuiscono sull’errore di osservazione (Friston et al., 2003).
3.2.6 Inference
La procedura di stima ` e un’analisi della densit` a a posteriori, sulla base di
assunzioni Gaussiane (Friston, 2002a). Lo stimatore fornisce un’approssima-
zione Gaussiana della densit` a a posteriori dei parametri q(θ), in termini della
loro media ηθ|y e della loro covarianza Cθ|y. L’aspettazione ` e nota anche come
posterior mode o stimatore massimo a posteriori (MAP). Le distribuzioni a
posteriori vengono utilizzate per l’inference, in quanto si calcola la probabili-
t` a che ogni parametro o contrasto di parametri cTηθ|y superi una determinata
soglia γth (Figura3.9):
p = φN(
cTηθ|y − γth  
cTCθ|yc
), (3.18)
dove φN ` e una distribuzione cumulativa normale. Le unit` a di misura dei valori
di soglia sono concordi alle unit` a di misura dei parametri cui si riferiscono (nel
caso delle connessioni: Hz, secondi o adimensionali) (Friston et al., 2003).
Figura 3.9: Rappresentazione graﬁca della ditribuzione a posteriori dei parametri,
con media ηθ|y. L’area colorata rappresenta la probabilit` a che il parametro (o un
contrasto sul parametro) ecceda la soglia γth ﬁssata.Bayesian Model Selection (BMS) 53
3.3 Bayesian Model Selection (BMS)
Un problema cruciale per ogni tipo di metodologia modellistica riguarda la
selezione del ‘modello migliore’. La questione non ` e banale: la decisione viene
presa confrontando i vari ﬁt, ma tenendo conto anche della complessit` a di
ogni modello, che pu` o essere espressa, ad esempio, mediante il numero di
parametri da stimare. La complessit` a ` e un aspetto importante, poich` e esiste
un compromesso tra un buon ﬁt e la generalizzabilit` a del modello, ossia, la
sua capacit` a di spiegare data set diversi, generati dallo stesso processo di
base. Con l’aumentare del numero di parametri, migliora progressivamente
anche il ﬁt, mentre, oltre un certo limite, la generalizzabilit` a del modello
decresce. Questo ` e dovuto all’over-ﬁtting: un’eccessiva complessit` a porta a
ﬁttare anche le componenti di rumore, che sono proprie di ogni data set. Di
conseguenza, il modello diventa meno generalizzabile, in quanto i risultati
non possono essere estesi a una situazione generale, ma sono speciﬁci per
ogni singolo contesto sperimentale.
La questione della scelta del ‘modello ottimo’ viene, quindi, riformulata pi` u
correttamente in termini di selezione del ‘modello che rappresenta il miglior
compromesso tra un buon ﬁt e una bassa complessit` a’. In contesto Bayesiano,
questo problema viene aﬀrontato confrontando l’evidence p(y|m) relativa ai
diversi modelli. Dal teorema di Bayes, si deﬁnisce la probabilit` a a posteriori
come:
p(θ|y,m) =
p(y|θ,m)p(θ|m)
p(y|m)
, (3.19)
l’evidence del modello pu` o essere considerata come una costante di norma-
lizzazione per il prodotto della likelihood dei dati e la probabilit` a a priori dei
parametri, ossia
p(y|m) =
 
p(y|θ,m)p(θ|m)dθ. (3.20)
In generale, tuttavia, questo integrale non pu` o essere risolto analiticamen-
te ed ` e, perci` o, necessaria un’approssimazione dell’Eq.3.20.
Nell’ambito del DCM, una possibile soluzione potrebbe essere quella di uti-
lizzare la Laplace approximation, ad esempio, rappresentando l’evidence del54
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modello mediante una gaussiana. Questo porta alla seguente espressione per
il logaritmo dell’evidence del modello:
lnp(y|m) =accuracy(m) − complexity(m)
=
 
−
1
2
ln|Cǫ| −
1
2
ǫ
T
y C
−1
ǫ ǫy
 
−
 
−
1
2
ln|Cθ| −
1
2
ln
 
 Cθ|y
 
  −
1
2
ǫ
T
θ C
−1
θ ǫθ
 
ǫy =y − h(u,ηθ|y)
ǫθ =ηθ|y − ηθ,
(3.21)
dove ηθ|y denota la stima massima a posteriori (MAP), Cθ|y ` e la covarianza a
posteriori dei parametri, Cǫ ` e la covarianza dell’errore, ηθ ` e la media a priori
dei parametri, Cθ ` e la covarianza a priori e h(u,ηθ|y) ` e la predizione del mo-
dello, dato l’ingresso noto u e la stima MAP ηθ|y (?). L’Eq.3.21 rispecchia la
necessit` a per il modello ottimo di costituire il miglior compromesso tra un
buon ﬁt dei dati (l’accuratezza) e la complessit` a del modello. Il termine di
complessit` a dipende dalle distribuzioni dei prior e, quindi anche dalla cova-
rianza a priori delle connessioni intrinseche. Questo diventa problematico nel
contesto del DCM per l’fMRI, infatti questa covarianza ` e deﬁnita in modo
modello-speciﬁco, al ﬁne di minimizzare la probabilit` a di ottenere dei sistemi
instabili (Paragrafo 3.2.4.) Il confronto di modelli con un numero diverso di
connessioni comporta, quindi, il confronto di prior diﬀerenti. Risulta, pertan-
to, pi` u utile considerare un’approssimazione alternativa, e meno dipendente
dai prior, per l’evidence del modello.
Approssimazioni adeguate e indipendenti dalla dentist` a dei prior sono
espresse dal Bayes Information Criterion (BIC) e dall’Akaike Information
Criterion (AIC):
BIC =accuracy(m) −
pθ
2
lnn
AIC =accuracy(m) − pθ,
(3.22)
dove pθ ` e il numero di parametri e n ` e il numero di campioni (?). Se si con-
frontano i termini di complessit` a dei due indici, si nota che, rispetto all’AIC,Relazione con le analisi convenzionali 55
il BIC penalizza maggiormente la situazione in cui il numero di scansioni n
sia uguale o maggiore di otto (che ` e sempre il caso dei dati di fMRI):
pθ
2
lnn > pθ ⇒ n > e
2 ≈ 7.39. (3.23)
Il BIC, quindi, favorisce la scelta di modelli pi` u semplici, mentre l’AIC pro-
pende verso modelli pi` u complessi. Questo pu` o portare a risultati divergenti;
convenzionalmente, per ogni coppia di modelli mi e mj, la selezione viene fat-
ta solo, e solo se, gli indici BIC e AIC sono concordi. La decisione ` e, quindi,
basata sull’approssimazione che fornisce il minor valore per il Bayes Factor
(BF):
BFij =
p(y|mi)
p(y|mj)
. (3.24)
Per quantiﬁcare la bont` a di un modello rispetto agli altri, vengono applicate
delle scale di classiﬁcazione. Una convenzione ampiamente utilizzata ` e quella
proposta da Raftery (1995) e riportata in Tabella 3.2: l’evidence per sele-
zionare il modello mi rispetto a mj pu` o essere debole (BF < 3), positiva
(3 ≤ BF < 20), forte (20 ≤ BF < 150) o molto forte (BF ≥ 150).
Bij p(m = i|y)(%)
Evidence in favor of
model i
1 − 3 50 − 75 Weak
3 − 20 75 − 95 Positive
20 − 150 95 − 99 Strong
≥ 150 ≥ 99 Very Strong
Tabella 3.2: In tabella si riporta una classiﬁcazione dell’evidence a favore di un
modello, sulla base dei valori dei BF. Nella colonna centrale si trovano i rispettivi
valori percentuali della probabilit` a che il modello mi rappresenti l’ ‘ipotesi vera’
(?).
3.4 Relazione con le analisi convenzionali
´ E interessante notare come le analisi convenzionali dei dati di fMRI, che uti-
lizzano modelli lineari di convoluzione, risultano essere un caso particolare dei
modelli causali dinamici, che adottano un’approssimazione bilineare. Questo56
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aspetto ` e importante, perch` e fornisce una connessione diretta tra il DCM e i
modelli classici.
Ad esempio, nell’ipotesi che gli input siano connessi a ogni regione e che le
interazioni tra le aree vengano annullate, settando a zero le varianze a priori
di aij e bijk, si ottiene un insieme di regioni cerebrali disconnesse, che ri-
spondono solamente agli stimoli estrinseci. I parametri liberi di interesse si
riducono, cos` ı, agli elementi della matrice C e riﬂettono la capacit` a degli in-
gressi di stimolare l’attivit` a neuronale.
Un ulteriore esempio: impostando a zero le varianze a priori sulle self-connection
(il parametro di scala σ) e sui parametri emodinamici si arriva ad avere un
modello single-input single-output per ogni regione cerebrale, che pu` o essere
riformulato come un modello di convoluzione (Friston, 2002a). Per il voxel i e
l’input j, cij pu` o essere stimato dalla convoluzione dell’ingresso con ∂K1
i /∂cij,
dove K1
i ` e il kernel di primo ordine che media l’inﬂuenza di j su i. Gli input
convoluti sono, quindi, utilizzati per creare un General Linear Model (GLM)
che pu` o essere stimato con la tecnica dei minimi quadrati:
y = Xβ + e x(t) = u(t) ⊗ h(t), (3.25)
dove X ` e la design matrix, ottenuta dalla convoluzione tra l’input u(t) e la
risposta emodinamica h(t), β ` e il vettore dei parametri incogniti ed e` e l’errore
Gaussiano. Questo ` e precisamente l’approccio adottato nell’analisi classica,
nel quale ∂K1
i /∂cij ` e solitamente indicato come risposta emodinamica h(t).
Il punto chiave ` e che i GLM, impiegati nelle usuali analisi dei dati, non
sono altro che casi particolari dei modelli bilineari, i quali includono molte
pi` u ipotesi. Tali ulteriori assunzioni vengono implementate attraverso i prior,
che riducono le interazioni tra le regioni e prevengono ogni variazione nelle
risposte bioﬁsiche (Friston et al., 2003).Capitolo 4
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Per costruire un modello DCM a partire dai dati di fMRI acquisiti, ` e neces-
saria una preventiva elaborazione degli stessi. In questo capitolo si descriver` a
il pre-processing temporale e spaziale che permette di rendere i segnali ade-
guati all’applicazione del GLM. Un’analisi statistica sul valore stimato dei
parametri del GLM permette di determinare quali sono le aree di attivazione
rispetto a quelle non coinvolte nel task. Sui dati di fMRI viene eseguita sia
un’analisi sui singoli soggetti, sia un analisi di gruppo, che valuta le caratte-
ristiche medie di popolazione. A partire dalle regioni attivate si costruiscono
i vari modelli dinamici, testando diverse ipotesi a riguardo delle connessio-
ni presenti tra esse. Tra i modelli valutati si determina il modello ottimo,
utilizzando diversi indici di parsimonia.
4.1 Soggetti
Sono stati reclutati nove soggetti sani (quattro uomini e cinque donne) di
et` a compresa tra i 19 e i 46 anni (media: 34.1, sd: 7.9). Tutti i soggetti sono
destrimani ed hanno dato il consenso informato per lo studio, approvato dal
Comitato Etico Locale del Dipartimento Universitario e dall’Ospedale, in
accordo con la Dichiarazione di Helsinki.
4.2 Acquisizione dei dati fMRI
Le immagini funzionali vengono acquisite con una scanner di Risonanza Ma-
gnetica a 1.5 T (Symphony, Siemens, Erlangen, Germany), dotato della fun-58 Capitolo 4. Materiali e Metodi
zionalit` a Echo Planar Imaging (EPI) e di uno standard transient/receive
(TR) head coil. I dati di fMRI sono acquisiti con una sequenza EPI T2∗-
pesata, le cui speciﬁche sono:
• 36 slice
• Repetition Time, TR = 3700 ms
• Time Echo, TE = 50 ms
• matrice di scansione di dimensioni 64 × 64
• Field of View, FOV = 256 × 256
• spessore di ogni fetta = 3 mm
• dimensione del voxel = 3 × 3 × 3 mm
• orientazione assiale delle fette.
Per ogni soggetto viene eseguita, inoltre, una scansione anatomica T1-pesata:
• 192 fette
• TR = 1990 ms
• TE = 3 ms
• matrice di scansione di dimensioni 512 × 512
• FOV = 256 × 256
• spessore di ogni fetta = 1 mm
• orientazione saggitale delle fette.
4.3 Paradigma Sperimentale
All’interno della camera della Risonanza Magnetica, i soggetti sono in posi-
zione supina, con i gomiti ﬂessi a 120°, le mani prone in posizione rilassata
e la testa ﬁssata mediante un poggiatesta regolabile e imbottito sui lati. Ai
soggetti viene richiesto di mantenere il pi` u possibile invariata questa postura
durante l’esecuzione dell’esperimento e di fare, previo uno speciﬁco segnale,
un movimento di adduzione con il pollice della mano destra. Inoltre, durante
il task, i soggetti devono tenere gli occhi aperti, evitare i blinking e ﬁssareAnalisi dei dati 59
un punto, posizionato a 20 cm di distanza. L’attenzione dei soggetti a questi
ultimi, ma importanti, aspetti viene consolidata prima di ogni registrazione.
Durante l’acquisizione di fMRI, vengono registrati 100 volumi di 3700
ms ciascuno, alternando 5 cicli di attivazione a 5 cicli di controllo (rest),
per un totale di 6 min di acquisizione di EPI. La velocit` a alla quale viene
eseguito il movimento del pollice della mano destra ` e scandita da un metro-
nomo, posto alla frequenza di 1 Hz. Il suono del metronomo ` e continuativo
durante il task, mentre viene cessato in condizione di rest. Una voce segnala
ai soggetti quando avviare e fermare il movimento. Prima dell’esperimento,
ogni soggetto esegue per parecchi minuti il gesto che dovr` a poi ripetere al-
l’interno dello scanner, al ﬁne di compiere il task correttamente e alla giusta
velocit` a. Il contesto sperimentale prevede, inoltre, di avere le luci accese e di
dotare i soggetti di tappi alle orecchie, per attutire i suoni della risonanza
(Formaggio et al., 2008).
4.4 Analisi dei dati
4.4.1 Pre-Processing
Prima di procedere con l’analisi vera e propria dei dati, ` e essenziale eﬀettuare
un pre-processing degli stessi, al ﬁne di rimuovere dai segnali la variabilit` a,
che non rispecchia direttamente gli eﬀetti sperimentali. Tutti i dati fMRI,
infatti, sono soggetti ad imprecisioni spaziali e temporali di intensit` a spes-
so sovrapponibili a quella del segnale emodinamico. Queste sono causate da
movimenti indesiderati della testa, da oscillazioni ﬁsiologiche e da altre com-
ponenti di rumore, quali l’inomogeneit` a del campo magnetico. Inoltre, per
poter confrontare acquisizioni diverse ` e necessario riportare tutte le imma-
gini ad uno spazio standardizzato, al ﬁne di rendere i dati utilizzabili per
analisi statistiche.
Di seguito si descriveranno i passaggi di pre-elaborazione eseguiti me-
diante SPM8, suddividendoli tra quelli che considerano gli aspetti temporali
e quelli che comportano trasformazioni spaziali.60 Capitolo 4. Materiali e Metodi
Pre-processing temporale
L’elaborazione temporale dei dati viene eseguita utilizzando l’algoritmo di
Slice Timing. Questo provvede a correggere le diﬀerenze temporali nell’ac-
quisizione delle immagini. L’argomento Slice Order dell’algoritmo speciﬁca
l’ordine di acquisizione delle fette ed ` e un vettore di N scalari, dove N ` e il
numero di fette per volume. Ogni numero si riferisce alla posizione di una
fetta all’interno del volume stesso e la sequenza dei numeri all’interno del
vettore rappresenta l’ordine temporale di acquisizione delle fette.
Tale elaborazione ` e, quindi, necessaria per correggere l’ordine utilizzato nella
registrazione delle fette durante la scansione EPI. Questa correzione per-
mette di far corrispondere allo stesso istante temporale i dati di ogni fetta,
altrimenti i suoi campioni potrebbero rappresentare tempi diversi, distanti
anche met` a TR rispetto alla fetta adiacente (nel caso di sequenza interlea-
ved) (www.ﬁl.ion.ucl.ac.uk/spm/doc/manual.pdf, 2011).
In questo speciﬁco contesto, gli argomenti forniti in ingresso allo Slice
Timing per l’elaborazione temporale delle immagini sono:
• le immagini funzionali, eventualmente corrette con l’algoritmo di Rea-
lign
• il numero di fette: nSlice = 36
• il tempo di ripetizione: TR = 3.7
• l’Acquisition Time TA, calcolato come TR−(TR/nSlice): TA = 3.5972
• il vettore di Slice Order: [1 19 2 20 ... 18 36]
• la fetta di riferimento: 1.
Pre-processing spaziale
Il pre-processing spaziale viene eseguito per eliminare gli artefatti dovuti al
movimento, volontario o involontario, ma anche per sovrapporre correttamen-
te le immagini funzionali alla relativa anatomica e per normalizzare entrambe
ad uno spazio standardizzato.
Le immagini possono essere corrotte da eventuali movimenti del soggetto
durante l’acquisizione, spostamenti anche lievi della testa o del corpo possono
provocare alterazioni evidenti nei segnali acquisiti. Artefatti sempre presen-
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battito cardiaco, che provocano minimi, ma considerevoli, spostamenti tra la
registrazione di volumi dsuccessivi. Per correggere tali imprecisioni si procede
con l’operazione di Realign, nella modalit` a Reslice & Estimate. Questo algo-
ritmo calcola, mediante i minimi quadrati lineari, i 6 parametri che descrivono
le tre traslazioni e le tre rotazioni necessarie per riallineare le immagini fun-
zionali rispetto ad un’immagine di riferimento.
Il successivo passaggio di elaborazione consiste nello smooth. Esso regola-
rizza le immagini acquisite mediante un kernel Gaussiano di ampiezza speciﬁ-
ca, al ﬁne di eliminare il rumore intrinseco delle serie temporali. Il parametro
richiesto ` e larghezza a met` a altezza della funzione Gaussiana (FWHM) ed ` e
generalmente ﬁssato ad un valore doppio rispetto alle dimensioni dei voxel
delle immagini, in questo caso FWHM = [6 6 6].
A questo punto si procede con la fase di Coregistration (Estimate & Resli-
ce), tramite la quale si provvede al riallineamento delle immagini funzionali
sulla corrispondente anatomica. In questo modo ` e possibile sovrapporre cor-
rettamente l’informazioni data dalle immagini T2∗-pesate a quelle della T1.
L’algoritmo calcolca, similmente al Reslice, i parametri che descrivono le tre
traslazioni e le tre rotazioni codiﬁcanti le trasformazioni da eseguire sulle
immagini funzionali e le applica alle stesse.
L’ultimo passaggio di elaborazione spaziale eseguito ` e quello di Normali-
zation, nell’opzione Estimate & Write. Questa operazione permette di adat-
tare le immagini individuali acquisite ad uno spazio standard, deﬁnito da uno
modello ideale o da immagini template (ad esempio, lo spazio di Talairach
o il Montreal Neuronal Institute, MNI, template). Nello speciﬁco, per i da-
ti qui considerati, si ` e impostata come Source Image l’immagine anatomica
T1-pesata, come Images to Write sia le immagini funzionali che l’anatomica,
come Template Image la T1.nii e il Source Image Smoothing ` e stato ﬁssato
a 6.
4.4.2 GLM: General Linear Model
La metodologia pi` u utilizzata per ottenere delle mappe statistiche di attiva-
zione ` e il GLM. Questo si basa sull’idea di poter rappresentare i dati di fMRI
mediante un modello lineare nella forma:
y = β0 + β1x1 + β2x2 + ... + βnxn + e, (4.1)62 Capitolo 4. Materiali e Metodi
dove y rappresenta i dati osservati ed ` e espresso come combinazione lineare di
n fattori sperimentali xn, pi` u un termine d’errore e. I parametri βi indicano
in che misura ogni fattore contribuisce alla generazione della risposta y. Il
termine β0 riﬂette il contributo totale di tutti i fattori che rimangono costanti
durante l’esperimento: nei segnali fMRI questi sono rappresentati dall’attivit` a
cerebrale che permane durante l’esperimento, registrata anche in assenza di
attivazione BOLD (Huettel et al., 2004). Il GLM ` e solitamente espresso in
forma matriciale:
y = Xβ + e, (4.2)
dove y ` e il vettore delle risposte di ogni singolo voxel, X ` e la design matrix
che riassume le caratteristiche emodinamiche e sperimentali, β ` e il vettore dei
parametri incogniti ed e ` e un termine d’errore, assunto essere indipendente
e con distribuzione Gaussiana (N(0,σ2)). La design matrix viene costruita a
partire dall’ingresso u(t) di stimolazione, che ` e completamente noto, poich` e
viene deﬁnito in fase di progettazione sperimentale, e dalla risposta emo-
dinamica h(t). Quest’ultima ha una forma nota, stabilita a priori a meno
dell’ampiezza che, quindi, rappresenta il parametro incognito β da stimare.
Le risposte emodinamiche pi` u frequentemente utilizzate sono la canonica (che
` e ottenuta come diﬀerenza fra due funzioni gamma), la canonica integrata
con la sua derivata temporale e la canonica integrata con le derivate rispetto
al tempo e all’ampiezza (Figura 4.1). In particolare, la design matrix viene
calcolata come convoluzione tra l’ingresso e la risposta impulsiva emodinami-
ca: x(t) = u(t) ⊗ h(t) (Figura 4.2). Il valore dei parametri β, per ogni voxel,
viene determinato mediante uno stimatore ai minimi quadrati lineari pesati
(WMLS).
Per ottenere le mappe di attivazione ` e necessario eseguire un test statisti-
co sulle stime dei parametri, al ﬁne di determinare se la variazione del segnale
BOLD nel voxel pu` o essere considerata signiﬁcativa e, quindi, se il voxel pu` o
essere classiﬁcato come attivo. Solitamente viene eﬀettuato un t-test, in cui si
deﬁnisce la variabile t come rapporto tra un contrasto dei parametri stimati
cT ˆ β e i residui pesati per il contrasto (Friston et al., 1995):
t =
cT ˆ β
 
ˆ σ2cT(XTX)−1c
, (4.3)
dove c ` e un vettore di contrasto, σ2 ` e la varianza dell’errore e X ` e la de-Analisi dei dati 63
Figura 4.1: In ﬁgura si riportano la risposta emodinamica canonica, la risposta
emodinamica derivata temporalmente e la risposta emodinamica derivata rispetto
all’ampiezza (Bertoldo, 2009).
sign matrix (Worsley and Friston, 1995). I valori dei p-value possono essere
corretti al ﬁne di controllare il Family Wise Error (FWE). In SPM8 questo
principio si basa sulla random ﬁelds theory (RFT). Questa metodica eﬀettua
una sogliatura sui valori dei p-value, basandosi sull’informazione che voxel
adiacenti non sono indipendenti in virt` u della continuit` a dei dati d’origine
(Friston et al., 2007).
Nello speciﬁco caso dei dati di questa tesi, le immagini di fMRI sono ac-
quisite durante l’esecuzione di un compito motorio e le aree di attivazione
vengono determinate mediante SPM8, dopo aver eseguito il necessario pre-
processing sui segnali. ´ E stata condotta, inizialmente, un’analisi sui singoli
soggetti, seguita poi da un’analisi di gruppo.
La design matrix viene deﬁnita nella sezione Specify-1st-Level e, per l’ela-
borazione sui singoli soggetti, i parametri speciﬁci vengono modiﬁcati come
segue:
• Units for design: scans;
• Interscan interval (TR): 3.7 s
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Figura 4.2: In ﬁgura si riporta il risultato della convoluzione tra ingresso u(t)
e risposta emodinamica h(t), in tre diverse condizioni di frequenza di stimolo,
sottolineando, quindi, l’importanza del design sperimentale per ottenere un buon
segnale BOLD predetto. Nella prima immagine si raﬃgura la condizione ideale,
in cui nel segnale BOLD si distinguono bene le attivazioni dovute al task. Nella
seconda e nella terza immagine si riportano, rispettivamente, i segnali dovuti ad
una stimolazione eccessivamente veloce e ad una stimolazione irregolare nel tempo
(Friston et al., 1995).
– scans: immagini funzionali,
– conditions
∗ onset:
 
11 31 51 71 91
 
,
∗ duration: 10,
gli altri parametri vengono lasciati alle impostazioni di default. In particola-
re, si sceglie di mantenere come riposta emodinamica la funzione canonica,
poich` e ` e quella pi` u ampiamente utilizzata nell’analisi dei dati relativi a sog-
getti sani di controllo. La design matrix che si ottiene ` e riportata in Figura
4.3. Dopo aver speciﬁcato il modello, vengono stimati i parametri (Model
Estimation) e si esegue il t-test, deﬁnendo nella sezione Constrast Manager
un vettore di contrasto [1 0]. Il p-value pu` o essere lasciato inalterato (none)
oppure corretto con l’opzione FWE (Figura 4.4). In questa tesi si ` e scelto di
non apportare correzioni ai valori dei p, poich` e, in modo tale da ottenere un
numero suﬃciente di voxel classiﬁcati come attivi e deﬁnire, quindi, in modoAnalisi dei dati 65
Figura 4.3: Design matrix ottenuta da SPM8, relativa all’analisi dei dati di un
singolo soggetto.
pi` u semplice le aree che andranno a costituire il livello neuronale del DCM.
Le regioni che si attivano durante il compito motorio sono quattro: la sup-
plementare motoria (SMA), la sensitiva-motoria primaria contro-laterale al
movimento (SM1c), la sensitiva-motoria primaria ipsi-laterale al movimento
(SM1i) e il cervelletto (CER) (Figura 4.5) In alcuni soggetti le regioni che
risultano attive sono soltanto tre, poich` e dall’analisi non viene evidenziata
l’attivit` a della SM1i.
4.4.3 Analisi di gruppo
L’analisi di gruppo viene eseguita per ottenere delle informazioni di popo-
lazione, svincolate dalle componenti di variabilit` a intra-individuale e inter-66 Capitolo 4. Materiali e Metodi
Figura 4.4: Esempio di mappe di attivazione ottenute dopo il t-test: nella prima
immagine i valori dei p sono privi di correzione, mentre nella seconda si riporta la
stessa immagine corretta per FWE.
individuale. Si determinano, quindi, le attivazioni comuni a tutti i soggetti,
che riﬂettono l’anatomia funzionale ‘tipica’ della popolazione da cui l’insieme
di soggetti considerati ` e stato campionato. Questo tipo di elaborazione pu` o
essere identiﬁcata con la conjunction analysis degli eﬀetti dell’attivazione in
cui i contrasti (e le conseguenti attivazioni) sono speciﬁcate seperatamente
per ogni soggetto. La conjuction si basa sulla ﬁxed-eﬀect analysis, nella quale
si assume che ogni soggetto apporti lo stesso contributo ﬁsso alle attivazioni
osservate e, pertanto, riduce le variazioni random tra soggetto e soggetto.
Una caratteristica della ﬁxed-eﬀect analysis ` e che l’errore di covarianza viene
stimato sulle singole scansioni, le quali vengono considerate come un’osserva-
zione indipendente, ignorando le correlazioni seriali. Uno svantaggio di questo
tipo di analisi ` e che essa pu` o essere ritenuta valida solo sui soggetti studiati,
tuttavia ` e utile perch` e permette sia di conoscere le aree di attivazione dei sin-
goli soggetti, sia di osservare quali eﬀetti sono comuni ad almeno una parte
della popolazione (Friston et al., 1999).
In SPM8 la conjuction analysis viene realizzata nella sezione Specify-1st-
Level. Qui, in Data & Design vengono deﬁnite tante Subject/Session quanti
sono i soggetti. Per ogni sessione si deﬁnisce la design matrix come riportatoAnalisi dei dati 67
Figura 4.5: In ﬁgura sono rappresentate le aree motorie che si attivano durante
il movimento di adduzione del pollice della mano destra.
nel Paragrafo 4.4.2 e si stima il modello cos` ı ottenuto. Il test statistico viene
eﬀettuato deﬁnendo un vettore contrasto per ogni soggetto, con valore 1 in
corrispondenza del soggetto i con i = 1,...,n dove n ` e il numero di soggetti.
Questi vettori contrasto vengono considerati tutti assieme e la mappa stati-
stica viene ottenuta con ipotesi Global Null e senza correzione FWE (Figura
4.6 e .
4.4.4 Modelli
Per deﬁnire i modelli dinamici ` e necessario, prima di tutto, estrarre le serie
temporali dalle regioni attivate. Questo viene fatto nella sezione eigenvaria-
te di SPM, fornendo all’algoritmo il centro e il raggio della sfera con cui si
identiﬁca l’area di interesse. Sui dati qui trattati vengono deﬁnite le quattro
regioni motorie (Paragrafo 4.4.2), ﬁssando come centro il voxel di maggiore68 Capitolo 4. Materiali e Metodi
Figura 4.6: Analisi di gruppo. Il riquadro pi` u in alto rappresenta l’insieme dei
vettori di contrasto, mentre nella ﬁgura sottostante si riporta la matrice composta
dalle design matrix dei singoli soggetti.
intensit` a localizzato nell’area di interesse. Il raggio delle sfere ` e stato imposta-
to a 8 mm in tutti e quattro i casi (Figura 4.7). Si ` e notato che, se il numero
di voxel cos` ı selezionati ` e maggiore di 100, nella successiva costruzione del
DCM ne vengono eﬀettivamente considerati solo 100. Invece, se il numero
di voxel ` e inferiore a 100, il loro numero rimane invariato nella costruzione
del modello. L’algoritmo applica, quindi, una sogliatura sulla numerosit` a dei
voxel, al ﬁne di rendere pi` u omogenee in estensione le regioni considerate
(www.ﬁl.ion.ucl.ac.uk/spm/, 2011).
Il DCM viene costruito nella ﬁnestra specify della sezione Dynamic Cau-
sal Modelling. Qui ` e richiesto il ﬁle SPM.mat con le informazioni relative al-
l’attivazione e le serie temporali estratte dalle regioni d’interesse. Si procede,
quindi, speciﬁcando le connessioni intriseche presenti tra le aree, le connes-
sioni che legano l’input alla speciﬁca regione e le connessioni che modulano iAnalisi dei dati 69
Figura 4.7: Aree motorie valutate nella costruzione del DCM. Esse sono rappre-
sentate come delle sfere di raggio pari a 8 mm e il numero di voxel attivi considerati
all’interno del volume sferico ` e pari a 100 (www.ﬁl.ion.ucl.ac.uk/spm/, 2011).
legami intrinseci. Si procede, poi, con la stima dei parametri del modello.
Per poter costruire dei modelli dinamici, che spieghino correttamente i
dati acquisiti, ` e necessario avere delle informazioni sulla funzione delle aree
motorie, al ﬁne di poter avanzare delle ipotesi sulla possibile rete di con-
nessioni esistenti tra esse. Tutte contribuiscono alla realizzazione del gesto
motorio, ma nello speciﬁco, la SMA ` e importante per la programmazione di
sequenze motorie complesse e per la coordinazione di movimenti bilaterali, i
neuroni della corteccia motrice primaria codiﬁcano la forza e la direzione del
movimento che dev’essere eseguito (in particolare, l’area contro-laterale al
movimento risulta essere predominante), l’area del cervelletto, invece, svolge70 Capitolo 4. Materiali e Metodi
un ruolo di coordinazione e di controllo feedback (Kandel et al., 1994).
In base a queste informazioni, si sono realizzati 20 modelli con alcune ca-
ratteristiche di base comuni. In particolare, visto il ruolo di ‘programmazione’
del movimento da parte della SMA, si ` e scelto si considerare una connessione
diretta tra l’input (comando di movimento di adduzione del pollice della ma-
no dx) e tale area. Successivamente sono state ipotizzate delle connessioni tra
la SMA e le aree sensitive motorie primarie, poich` e queste sono responsabili
di tradurre in parametri di forza e direzione le speciﬁche elaborate dall’a-
rea supplementare motoria. Un’ulteriore considerazione riguarda la possibile
connessione tra l’input e l’area del cervelletto, poich` e questa, responsabile
della coordinazione del movimento, potrebbe essere inﬂuenzata direttamente
dallo stimolo. Inotre, ` e stata considerata una reciproca connessione tra la
SM1c e l’area del cervelletto, poich` e potrebbe essere ragionevole considerare
un controllo feedback tra il CER e l’area primaria che controlla l’ ‘intensit` a’
e la ‘spazialit` a’ del movimento.
I modelli costruiti sono stati vagliati da un neurologo esperto, che ha ri-
dotto il loro numero ai 12 ﬁsiologicamente plausibili. Fra questi se ne sono
analizzati approfonditamente 8, che si diﬀerenziano tra loro per poche ca-
ratteristiche, al ﬁne di poter confrontare la bont` a del modello al variare di
queste.
Gli 8 modelli studiati si dividono essenzialmente in due gruppi: nel primo,
i modelli non presentano una connessione reciproca a34 e a43 tra la SM1i e il
CER (Figura 4.8), mentre nel secondo queste connessioni sono presenti (Figu-
ra 4.9). All’interno di questi due raggruppamenti si possono distinguere, poi,
modelli che presentano una connessione a32 dalla SM1c alla SM1i (modelli
1, 2, 7 e 8) e modelli che, invece, sono caratterizzati da una connessione a41
diretta dalla SMA al CER (modelli 3, 4, 5 e 6). Tra questi due sottogruppi i
modelli si possono ancora distinguere tra quelli che presentano un’inﬂuenza
diretta c4 dell’input su CER (modelli 2, 4, 6 e 8), oppure quelli che sono privi
di tale connessione (modelli 1, 3, 5 e 7).
Per i soggetti che presentano tre aree di attivazione, anzich` e quattro, si so-
no considerati gli stessi modelli, ma senza il compartimento SM1i e tutte le
connessioni relative ad esso, di conseguenza i modelli si riducono a quattro
(1a, 2a, 3a e 4a) (Figura 4.10).
Per ogni modello la stima dei parametri fornisce la distribuzione a posterioriAnalisi dei dati 71
Figura 4.8: In ﬁgura sono riportati i quattro modelli caratterizzati dall’assenza
delle reciproche connessioni a34 e a43 tra CER e SM1i. I modelli 1 e 2 si distinguono
per l’interazione a32 tra SM1c e SM1i, mentre nei modelli 3 e 4 ` e presente la
connessione a41 tra SMA e CER. I modelli 2 e 4, inotre, si caratterizzano per
l’inﬂuenza diretta c4 dell’input sul CER.
degli stessi, in termini di media e della probabilit` a che la distribuzione superi
una determinata soglia γ, posta pari a 0. Questa probabilit` a ` e indice della
varianza della stima dei parametri, infatti, stime incerte presentano un’eleva-
ta varianza, che si traduce in un basso valore di probabilit` a, viceversa stime
accurate, caratterizzate da una piccola varianza, hanno un’alta probabilit` a
di superare il valore di soglia.
I quattro modelli che si ` e deciso di non analizzare tra i dodici scelti dal
neurologo sono riportati in Figura 4.11. Nel modello A si sono considerati i
termini bilineari b24 e b34, modulanti le connessioni che dal CER vanno alla
SM1c e alla SM1i, al ﬁne di interpretare la funzione di controllo feedback
del cervelletto. Questo modello, per` o, ` e stato escluso poich` e presenta delle
prestazioni inferiori rispetto agli altri sistemi. Il modello B prevede solo tre
connessioni intrinseche (tra la SMA e la SM1c, la SMA e la SM1i, il CER e
la SM1c) e due connessioni c1 e c4 dall’input alla SMA e al CER, rispettiva-
mente. Questo modello non ` e stato considerato perch` e debole dal punto di72 Capitolo 4. Materiali e Metodi
Figura 4.9: In ﬁgura sono riportati i quattro modelli caratterizzati dalla presenza
delle reciproche connessioni tra CER e SM1i. I modelli 1 e 2 si distinguono per
l’interazione a32 tra SM1c e SM1i, mentre nei modelli 3 e 4 ` e presente la connessione
a41 tra SMA e CER. I modelli 2 e 4, inotre, si caratterizzano per l’inﬂuenza diretta
c4 dell’input sul CER.
vista matematico, a causa del sottosistema chiuso rappresentato dalla SM1i.
I modelli C e D presentano delle connessioni tra la SMA e la SM1c, tra que-
st’ultima e la SM1i, e da CER alla SM1c. Il modello C si distingue per la
presenza dell’interazione a42, mentre in D si nota la connessione c4. Entram-
bi questi modelli vengono scartati, perch` e, anche in questo caso, la SM1i al
movimento costituisce un sottosistema chiuso.
4.4.5 Selezione del modello ottimo
Per la selezione del modello ottimo sono stati valutati diversi indici. In primo
luogo si sono considerati i valori inclusi nel ﬁle DCM.mat, restituito da SPM.
Questi comprendono la negative log-evidence (F), l’indice di Akaike (AIC)
e il Bayesian Information Criterion (BIC) (Paragrafo 3.3). Inoltre, ` e stato
calcolato anche il Bayes Factor (BF) a partire dall’indice di Akaike, secondoAnalisi dei dati 73
Figura 4.10: In ﬁgura si riportano i modelli costruiti su tre aree di attivazione
(SMA, SM1c e CER). Questi modelli si riducono a quattro, poich` e non ` e pi` u pos-
sibile distinguere tra quelli in cui le reciproche connessioni a34 a a43 sono presenti
e quelli in cui, invece, sono assenti.
l’Eq.3.24. Ponendo accuracy(m) = logp(y|θ,m) le due equazioni Eq.3.21 ed
Eq.3.22 diventano:
logp(y|m) = logp(y|θ,m) − complexity(m) (4.4)
e
AIC = logp(y|θ,m) − p. (4.5)
Combinando l’Eq.4.4 e l’Eq.4.5 ne deriva che AIC = logp(y|m) e, di conse-
guenza, p(y|m) = eAIC. L’Eq.3.24 diventa:
Bij =
p(y|mi)
p(y|mj)
=
eAICi
eAICj . (4.6)
La scelta eﬀettiva del modello ottimo ` e stata, per` o, eﬀettuata in base al valore74 Capitolo 4. Materiali e Metodi
Figura 4.11: In ﬁgura si riportano i quattro modelli ﬁsiologicamente plausibili, ma
che non sono stati analizzati in questa tesi. Il modello A si distingue soprattutto per
la presenza dei termini bilineari b24 e b34; il modello B ` e caratterizzato dall’assenza
delle connessioni reciproche tra il CER e la SM1i e della connessione a32 tra la
SM1c e SM1i; i modelli C e D non hanno le connessioni a34 e a43, ma presentano
l’interazione a32. I due modelli diﬀeriscono per la connessione a42 (C) e per la
connessione c4 (D).
dell’indice di Akaike calcolato con una formulazione pi` u utilizzata e meglio
conosciuta (Akaike, 1974):
AIC = nlog(WRSS) + 2p, (4.7)
dove n ` e il numero di campioni, WRSS ` e la somma dei residui quadrati
pesati e p ` e il numero di parametri del modello.Capitolo 5
Risultati
5.1 Analisi sui singoli soggetti
L’analisi GLM dei dati sui singoli soggetti porta a identiﬁcare le aree di atti-
vazione coinvolte nel compito motorio. I risultati si evidenziano quattro aree
di attivazione (SMA, SM1c, SM1i e CER) per i soggetti 1, 2 e 7, mentre
mostrano tre regioni di attivazione per i rimanenti soggetti (SMA, SM1c e
CER) (Figura5.1). Si evince, inoltre, la grande variabilit` a inter-individuale
esistente, ancha a parit` a di numero di aree di attivazione. Mettendo a con-
fronto i soggetti 1, 2 e 7, per esempio, si pu` o notare come le aree attivate
siano diﬀerenti in termini di estensione e di intensit` a dei voxel appartenenti
alla regione stessa. Il soggetto 1, infatti, mostra delle regioni di attivazione
molto pi` u circoscritte rispetto agli altri due. Diversamente, il soggetto 2 ` e
caratterizzato da delle aree di attivazione molto estese, ma i voxel relativi ad
esse mostrano una minor intensit` a di attivazione. Le stesse considerazioni si
possono esprimere mettendo a confronto le immagini relative ai soggetti che
presentano tre aree di attivazione. Anche in questo caso si nota un’elevata
variabilit` a inter-individuale, soprattutto per quanto riguarda la SM1c.
5.1.1 Soggetti che presentano quattro aree di attiva-
zione
Per i soggetti che presentano attivazione in quattro aree si sono costruiti gli
otto modelli riportati in Figura 4.8 e in Figura 4.9, mentre per i soggetti in
cui si attivano solo tre aree i modelli considerati sono quelli in Figura 4.1076 Capitolo 5. Risultati
Figura 5.1: In ﬁgura si riportano le immagini relative alle attivazioni sui singoli
soggetti.
(Paragrafo 4.4.4).
Per ogni modello viene stimata la distribuzione a posteriori dei parametri
θc, in termini di media e di probabilit` a che tale distribuzione superi un valore
di soglia γt, posta di default pari a zero. Nelle Figure da 5.2 a 5.5 si riportano
i risultati completi relativi ad un soggetto con quattro aree di attivazione.
Per ogni modello viene calcolato il valore dell’indice di AIC (Eq.4.7), sul-
la cui base i sistemi vengono ordinati (Figura5.8, Figura5.9 e Figura5.10).
Innanzitutto, si sottolinea che i diversi valori dell’indice di parsimonia non
presentano grandi variazioni, poich` e i modelli diﬀeriscono tra loro per pocheAnalisi sui singoli soggetti 77
Figura 5.2: Stime a posteriori dei parametri per i modelli 1 e 2. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.
caratteristiche e rappresentano tutti realizzazioni plausibili della rete di con-
nessione tra le aree motorie.
Considerando i soggetti con quattro aree di attivazione (Figura5.8), si pu` o
notare come l’ordine dei modelli, stabilito in base all’indice di AIC, deﬁnisca
come migliori i modelli che non presentano la reciproca connessione a34 e a43
tra SM1i e CER, ossia i modelli 1, 2, 3 e 4. Tra questi vengono prediletti i
sistemi in cui ` e assente l’inﬂuenza diretta c4 tra l’input u(t) e il CER (mo-
delli 1 e 3), indipendentemente dal fatto che sia presente un legame a32 tra
la SM1c e la SM1i o una connessione a41 tra la SMA e il CER. Quest’ultimo
aspetto si nota anche sui modelli in cui sono presenti delle interazioni tra
SM1i e CER, infatti i modelli 5 e 7 risultano migliori rispetto al 6 e all’8.78 Capitolo 5. Risultati
Figura 5.3: Stime a posteriori dei parametri per i modelli 3 e 4. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.
Questo indica che la connessione c4 sfavorisce il sistema.
Inoltre, in base ai valori di probabilit` a a posteriori dei parametri (Figure da
5.2 a 5.5) si nota che, in quei modelli in cui ` e presente la connessione c4, la
probabilit` a delle connessioni aﬀerenti al CER ` e molto bassa rispetto alle al-
tre. Generalmente, infatti, i valori tipici di probabilit` a sono superiori al 90%,
mentre in questi casi sono compresi tra il 50 e il 70%. Il modello che presenta
prestazioni peggiori ` e quello caratterizzato dal maggior numero di connessio-
ni verso il CER, ossia il modello 6, in cui ` e presente la reciproca connessione
tra SM1i e CER, c4 e l’interazione tra SMA e CER. I valori medi a posteriori
delle connessioni intrinseche A sono molto variabili e sono compresi tra 0.04
e 0.6.Analisi sui singoli soggetti 79
Figura 5.4: Stime a posteriori dei parametri per i modelli 5 e 6. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.
5.1.2 Soggetti che presentano tre aree di attivazione
In Figura5.6 e in Figura5.7 si riportano i risultati completi relativi ad un
soggetto con tre aree di attivazione.
Nei soggetti con tre aree di attivazione (Figura5.9 e Figura5.10) il modello
che garantisce le prestazioni migliori ` e l’ 1’, in cui non ` e presente la connes-
sione diretta tra input e CER ed ` e privo anche dell’interazione tra SMA e
CER. Nei soggetti 3, 4, e 9 risultano migliori i sistemi privi della connessione
a41 tra SMA e CER, indipendentemente dalla presenza di c4 (modelli 1’ e 2’),
mentre nei soggetti 5, 6 e 8 i risultati migliori sono ottenuti dai modelli 1’ e
3’, caratterizzati dall’assenza di c4. In tutti i soggetti, comunque, Il modello
che risulta peggiore in tutti e sei i casi ` e il 4’, caratterizzato invece dalla80 Capitolo 5. Risultati
Figura 5.5: Stime a posteriori dei parametri per i modelli 7 e 8. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.
presenza di c4 e della connessione a41 tra SMA e CER. Come nei modelli con
quattro aree di attivazione, anche qui si nota una riduzione della probabili-
t` a a posteriori delle connessioni relative al CER nel caso in cui sia presente
l’interazione diretta tra input e CER (soprattutto nei soggetti 5, 6 e 8).
Si sottolinea, inoltre, che in alcuni soggetti (soggetto 6 e 9) il valore sti-
mato della media di alcuni parametri risulta negativo. Questo si veriﬁca sui
modelli 2’ e 4’, relativamente alle connessioni a41 e a42, aﬀerenti al CER. Da
un punto di vista clinico tale risultato ` e stato interpretato come un’inibizione
sull’area del cervelletto da parte delle regione da cui viene esercitato il con-
trollo (SMA e SM1c).Analisi sui singoli soggetti 81
Figura 5.6: Stime a posteriori dei parametri per i modelli 1’ e 2’. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.
5.1.3 Modello ottimo
Considerando globalmente i risultati ottenuti sui singoli soggetti, si evince
che, in base all’indice di AIC, per 8 soggetti su 9 i modelli ottimi risultano
essere l’1 e l’ 1’, caratterizzati dall’assenza della connessione diretta tra input
e CER, delle connessioni reciproche tra SM1i e CER (per i soggetti con quat-
tro aree di attivazione) e della connessione tra SMA e CER. Per i soggetti con
4 aree di attivazione si sottolinea che il modello migliore, oltre a presentare
le caratterische sopra elencate, ` e caratterizzato da una connessione tra SM1c
e SM1i.82 Capitolo 5. Risultati
Figura 5.7: Stime a posteriori dei parametri per i modelli 3’ e 4’. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.
5.2 Analisi di gruppo
Per ottenere delle informazioni relative all’intera popolazione e, quindi, svin-
colate dalle componenti di variabilit` a intra e, soprattutto, inter-individuale,
` e necessario eﬀettuare un’analisi di gruppo.
Le aree motorie di attivazione motorie di popolazione, che si ottengono me-
diante la conjunction analysis sono quattro: SMA, SM1c, SM1i e CER (Figura
5.11).
I modelli considerati sono quelli di Figura4.8 e di Figura4.9. I risultati
della stima dei parametri vengono riportati in Figura5.12, in Figura5.13,
Figura5.14 e in Figura5.15.
Considerando i parametri di connessione tra l’input e le aree di attiva-
zione, si nota che essi presentano dei valori di probabilit` a molto alti, cheAnalisi di gruppo 83
superano il 98%, in particolare la probabilit` a di c1 ` e pressoch` e prossima al
100%. Inoltre, mediamente i valori di c1 sono molto pi` u elevati rispetto a
quelli di c4 e questo indica un’inﬂuenza maggiore dell’input sulla SMA ri-
spetto al CER.
Le medie dei parametri relativi alla connettivit` a intrinseca (A) presentano,
invece, un andamento molto variabile, assumendo in modelli diversi valori
positivi o negativi. Si prenda, ad esempio, il parametro a42: nel modello 1
esso ` e pari a 0.40, mentre nel modello 2 ` e uguale a -0.09. Lo stesso com-
portamento si ritrova confrontando quei modelli che diﬀeriscono per la sola
connessione c4, in particolare risultano negativi il parametro a42 nei modelli
2, 4, 6 e 8, il parametro a41 nei modelli 4 e 6, e il parametro a43 nei mo-
delli 6 e 8. Per questi parametri si evidenzia, inoltre, una diminuzione della
probabilit` a, che assume valori variabili tra i 55 e il 70%. In tutti i sistemi
nei quali si riscontrano queste caratteristiche ` e presente la connessione c4.
La negativit` a dei parametri potrebbe quindi essere indice di un’inibizione del
controllo sul CER da parte delle altre aree di attivazione, quando su di esso
viene esercitata l’inﬂuenza diretta da parte dell’input. I bassi valori di proba-
bilit` a indicano, tuttavia, che la speciﬁca connessione, all’interno del modello
testato, non ` e verosimilmente presente e questo degrada le performance del
modello stesso.
Questo aspetto si ritrova anche confrontando gli indici di AIC (Figura5.16).
Per prima cosa si nota che i modelli migliori sono quelli in cui non sono pre-
senti le reciproche connessioni a34 e a43 (modelli 1, 2, 3 e 4). Tra questi, le
prestazioni migliori si ottengono da quei sistemi in cui ` e assente l’inﬂuenza
diretta dell’input sul CER (modelli 1 e 3), indipendentemente dalla presenza
di una connessione tra SM1c e SM1i o tra SMA e CER. Lo stesso trend si
ritrova anche fra i modelli 5, 6, 7 e 8, tra i quali i risultati peggiori provengono
dai sistemi 6 e 8, caratterizzati dalla connessione c4.
La presenza di una connessione tra la SM1c e la SM1i, piuttosto che tra la
SMA e il CER non inﬂuenza molto le prestazione del modello, infatti, i va-
lori dei rispettivi indici di AIC hanno delle variazioni dell’ordine dei decimi
e, pertanto, non signiﬁcative. Il modello ottimo risulta essere il numero 3,
caratterizzato dall’assenza delle connessioni a34 e a43 tra la SM1i e il CER e
dall’assenza della connessione c4. Tale modello, inoltre, presenta la connes-
sione a41 tra la SMA e il CER.84 Capitolo 5. Risultati
La selezione di questo modello potrebbe sembrare contrastante rispetto a
quanto ottenuto dall’analisi sui singoli soggetti, in cui il modello migliore ` e
il numero 1, tuttavia bisogna tener conto che le esigue variazioni del valore
dell’indice di AIC tra il sistema 1 e il sistema 3 non permettono di fare una
scelta netta tra i modelli. Il modello con le prestazioni peggiori ` e il numero
8, in cui si trovano sia le doppie connessioni tra SM1i e CER, sia l’inﬂuenza
diretta dell’input sul CER. Esso inoltre ` e caratterizzato dalla connessione a32
tra la SM1c e la SM1i. In Figura5.17 e in Figura5.18 si riportano gli anda-
menti delle predizioni, relative al modello ottimo (modello 3) e al modello
peggiore (modello 8), plottate rispetto ai dati. Si pu` o notare che i segnali
predetti dai due modelli non diﬀeriscono in modo apprezzabile ad un’ispe-
zione visiva, tuttavia le diversit` a vengono evidenziate dall’analisi dei valori
delle stime dei singoli parametri.Analisi di gruppo 85
Figura 5.8: Valori di AIC per i soggetti con quattro aree di attivazione.86 Capitolo 5. Risultati
Figura 5.9: Valori di AIC per i soggetti con tre aree di attivazione.
Figura 5.10: Valori di AIC per i soggetti con tre aree di attivazione.Analisi di gruppo 87
Figura 5.11: Aree motorie di attivazione (SMA, SM1c, SM1i e CER) ottenute
dall’analisi di gruppo.88 Capitolo 5. Risultati
Figura 5.12: Stime a posteriori dei parametri per i modelli 1 e 2. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.Analisi di gruppo 89
Figura 5.13: Stime a posteriori dei parametri per i modelli 3 e 4. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.90 Capitolo 5. Risultati
Figura 5.14: Stime a posteriori dei parametri per i modelli 5 e 6. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.Analisi di gruppo 91
Figura 5.15: Stime a posteriori dei parametri per i modelli 7 e 8. A sinistra si
trovano i valori della media dei parametri intrinseci A e delle probabilit` a delle stesse
(pA); a destra, le stime dell’inﬂuenza diretta dell’input sulle regioni di attivazione
C e la relativa probabilit` a pC.92 Capitolo 5. Risultati
Figura 5.16: Valori di AIC di ogni modello, costruito sui dati dell’analisi di
gruppo.Analisi di gruppo 93
Figura 5.17: Andamenti delle predizioni del modello relative alle quattro aree di
attivazione, rispetto ai dati. Le immagini sono riferite al modello migliore (modello
3).
Figura 5.18: Andamenti delle predizioni del modello relative alle quattro aree di
attivazione, rispetto ai dati. Le immagini sono riferite al modello peggiore (modello
8).94 Capitolo 5. RisultatiCapitolo 6
Conclusioni
L’obiettivo che si propone questa tesi ` e quello di studiare la connettivit` a
eﬀettiva che caratterizza le aree cerebrali motorie, mediante il metodo del
DCM. La connettivit` a eﬀettiva rappresenta l’inﬂuenza causale che un’area
cerebrale esercita su un’altra regione.
Lo studio ` e stato condotto su nove soggetti volontari destrimani, i quali
hanno eseguito un movimento di adduzione del pollice della mano destra, alla
velocit` a di 1 Hz durante l’acquisizione di una sequenza di risonanza magneti-
ca funzionale. Mediante l’analisi GLM convenzionale applicata ai dati fMRI
si sono determinate le aree di attivazione cerebrali coinvolte nel task moto-
rio: SMA, area adibita alla programmazione di sequenze motorie complesse
e per la coordinazione di movimenti bilaterali, SM1c e SM1i aree legate alla
determinazione della forza e della direzione del movimento, CER coinvolto
nella coordinazione e nel controllo feedback del gesto motorio. Tre su nove
soggetti hanno evidenziato l’attivazione di tutte e quattro le aree, mentre
nei rimanenti sei non si ` e riscontrata l’attivazione dell’area sensitivo-motoria
ipsi-laterale al movimento. Sulla base dell’attivazione di queste aree e delle
conoscenze funzionali delle diverse regioni si sono costruiti 20 modelli di con-
nettivit` a, ipotizzando delle possibili reti di connessione. Questi sistemi sono
stati vagliati da un neurologo esperto, che ha ridotto il loro numero ai 12
ﬁsiologicamente plausibili.
Per i soggetti che presentano quattro aree di attivazione si ` e scelto di testare
8 fra questi modelli, che diﬀeriscono tra loro per alcune connessioni, al ﬁne
di poter testare in che misura alcune propriet` a inﬂuiscono sulla predizione
del modello. La struttura comune ai modelli analizzati ` e caratterizzata da:96 Capitolo 6. Conclusioni
presenza di una connessione tra la SMA e la SM1c, connessione tra la SMA
e la SM1i, connessione reciproca tra il CER e la SM1c ed inﬂuenza diretta
dell’input (l’ordine di eseguire il movimento) sulla SMA. Le diﬀerenze, inve-
ce, presenti tra questi modelli riguardano le doppie connessioni tra il CER
e la SM1i, la connessione diretta dell’input sul CER e la presenza di una
connessione tra l’SMA e il CER oppure tra l’SM1c e la SM1i.
I modelli testati sui soggetti che attivano tre aree presentano le medesime
caratteristiche dei precedenti ma con l’unica diﬀerenza che l’area SM1i e tutte
le connessioni ad esso relative sono mancanti. Sulla base di questa costruzio-
ne il numero dei modelli si riduce da otto a quattro, non esistendo pi` u una
distinzione tra i sistemi in cui la reciproca connessione tra la SM1i e il CER
` e presente o assente. All’interno del DCM la stima dei parametri del modello
fornisce la distribuzione a posteriori dei parametri stessi, caratterizzata dal
valore medio e dalla probabilit` a che tale distribuzione superi una determina-
ta soglia. Inﬁne al ﬁne di ordinare i modelli e selezionare il modello ottimo
viene calcolato per ognuno di essi l’indice di Akaike. Per i modelli costruiti a
partire da quattro aree di attivazione, si deduce che i sistemi con prestazioni
migliori sono quelli in cui SM1i e CER sono mutualmente connessi e in cui ` e
assente l’inﬂuenza diretta dell’input sul CER. Tale connessione, infatti, porta
a una destabilizzazione del sistema, causata da una diminuzione dei valori di
probabilit` a delle connessioni relative al CER. Lo stesso risultato si ottiene
in modelli con tre aree di attivazione, in cui la presenza dell’interazione tra
input e CER degrada le prestazioni del modello.
In conclusione per otto soggetti su nove il modello ottimo risulta essere
quello privo delle reciproche connessioni tra SM1i e CER e in cui ` e assente
anche la connessione tra l’input e il CER. Tale modello ` e, inoltre, caratte-
rizzato dalla presenza della connessione tra la SM1c e la SM1i (e non tra la
SMA e il CER).Il modello peggiore presenta invece la connessione tra SMA e
CER e l’interazione tra input e CER. Nei modelli con quattro aree il sistema
peggiore ` e anche caratterizzato dalla presenza delle reciproche connessioni
tra SM1i e CER.
Per evidenziare le componenti comuni presenti nel gruppo ed ottenere del-
le informazioni riguardanti la popolazione, ossia svincolate dalle componenti
di variabilit` a intra-individualeed inter-individuale, si ` e eseguita un’analisi di
gruppo. Essa evidenzia quattro regioni di attivazione (SMA, SM1c, SM1i e97
CER), su cui sono stati costruiti gli otto modelli testati sui singoli soggetti.
Anche in questo caso, in base all’indice di AIC, si evince che i sistemi migliori
sono quelli privi delle connessioni tra la SM1i e il CER e privi dell’inﬂuenza
diretta dell’input sul CER. Il modello migliore inoltre ` e caratterizzato dalla
connessione tra la SMA e il CER (e non tra la SM1c e la SM1i). Diversa-
mente il modello peggiore ` e quello in cui sono presenti l’interazione diretta
tra l’input e il CER, la doppia connessione tra SM1i e il CER e l’interazione
tra la SM1c e la SM1i.
La diversa scelta del modello ottimo tra l’analisi dei singoli soggetti e l’a-
nalisi di gruppo, potrebbe sembrare contraddittoria. Tuttavia, si sottolinea
che i valori degli indici di AIC presentano tra i due modelli esigue variazioni
che non permettono di scegliere in modo netto un sistema rispetto ad un al-
tro. Una possibile spiegazione ` e che i modelli confrontati diﬀeriscono tra loro
per poche caratteristiche e sono, in partenza, tutti ﬁsiologicamente accetta-
bili. In particolare i modelli migliori di entrambe le analisi si diﬀerenziano
solamente per la connessione tra la SM1c e la SM1i (sui singoli soggetti) e
tra la SMA e il CER (nell’analisi di gruppo). Le caratteristiche comuni ad
entrambi i modelli trovano un signiﬁcativo riscontro ﬁsiologico. L’inﬂuenza
diretta dell’input (l’ordine di eseguire il movimento) sulla SMA, infatti, pu` o
essere motivato dal fatto che la SMA ` e responsabile della preparazione del
gesto motorio e quindi ` e la prima area dal punto di vista temporale ad essere
coinvolta. La SMA ` e, quindi, connessa alle aree sensitive primarie, le quali
determinano la forza e la direzione del movimento che dev’essere eseguito.
La presenza di una doppia connessione tra la SM1c e il CER spiega l’azio-
ne di coordinazione e di controllo feedback del CER, che, pertanto, scambia
informazioni con l’area predominante che comanda l’intensit` a e la spazialit` a
del movimento stesso.
In conclusione, i DCM ottenuti rappresentano tutti dei sistemi matematica-
mente accettabili dal punto di vista della stabilit` a e, soprattutto, i risultati
ottenuti identiﬁcano verosimilmente la possibile connettivit` a eﬀettiva esisten-
te tra le aree cerebrali motorie.
Le prospettive future di questo studio sono quelle di analizzare dati fM-
RI acquisiti con design sperimentali diversi, al ﬁne di testare la connettivit` a
eﬀettiva su sistemi diﬀerenti rispetto a quello motorio. Un altro aspetto inte-
ressante sar` a quello di identiﬁcare, mediante il DCM, la connettivit` a eﬀettiva98 Capitolo 6. Conclusioni
su soggetti con stroke, al ﬁne di valutare in che modo questa varia rispetto
ai soggetti sani e determinare le vie di connessione alternative che il cervello
riesce a sviluppare (plasticit` a) per supplire ad eventuali danni.Appendice A
Stima dei parametri e degli
iperparametri con EM
In questa appendice viene fornita una motivazione euristica per i passaggi
di Estimation (E) e Maximization (M) dell’algoritmo di stima, sintetizzato
nell’Eq.3.17. Questi step possono essere interpretati come un aumento del
Fisher Scoring su una funzione obiettivo F, che rappresenta l’andamento del
logaritmo della probabilit` a a posteriori.
E-step
Le aspettazioni condizionali e le covarianze dei parametri sono stimate nell’E-
step, che realizza un gradiente ascendente sul logaritmo della probabilit` a a
posteriori, comprendendo sia la verosimiglianza, che i potenziali a priori:
l =lnp(θ|y,Λ;u)
=lnp(y|θ,Λ;u) + lnp(θ;u)
lnp(y|θ,Λ;u) = −
1
2
(y − h(u,θ))
TCǫ
−1(y − h(u,θ))
lnp(θ;u) = −
1
2
(ηθ − θ)
TCθ
−1(ηθ − θ),
(A.1)
dove lnp(y|θ,Λ;u) ` e il logaritmo della likelihood e lnp(θ;u) il logaritmo del-
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Considerando dei gradienti rispetto ai parametri si ottiene il seguente schema
di ‘aggiornamento’ di Fisher:
ηθ|y ←ηθ|y −
 
∂2l
∂θ2
 −1 ∂l
∂θ
(ηθ|y)
∂l
∂θ
=J
TCǫ
−1r + Cθ
−1(ηθ − ηθ|y)
−
 
∂2l
∂θ2
 
=J
TCǫ
−1J + Cθ
−1 = Cθ|y
−1,
(A.2)
dove J = ∂h(ηθ|y)/∂θ, r = y − h(u,ηθ|y) e Cǫ =
 
ΛiQi ` e la covarianza
dell’errore iperparametrizzata. L’Eq.A.2 ` e formalmente la stessa dell’E-step
nell’Eq.3.17, dopo l’inclusione delle variabili di disturbo X.
M-step
Gli iperparametri sono stimati nell’M-step, esattamente nello stesso modo
dei parametri, ma considerando che il logaritmo della verosimiglianza dipende
solo da parametri incogniti, i quali vengono estromessi utilizzando una distri-
buzione condizionale approssimata q(θ). Si evidenzia che negli iperparametri
non sono presenti dei prior. Questa integrazione spiega un lower bound sul-
la log-likelihood, deﬁnito ‘‘energia libera negativa” (Neal and Hinton, 1998).
Dalla disuguaglianza di Jensen:
lnp(y|Λ;u) =ln
 
q(θ)
p(θ,y|Λ;u)
q(θ)
dθ ≥
F =
 
q(θ)ln
p(θ,y|Λ;u)
q(θ)
dθ.
(A.3)
Considerando dei gradienti rispetto agli iperparametri, si pu` o ottenere il
seguente schema per lo scoring di Fisher.
Λ ← Λ−
 
∂2F
∂Λ2
 −1∂F
∂Λ
(Λ)
∂F
∂Λi
=
1
2
tr{PQi} −
1
2
r
TP
TQiPr
−
 
∂2F
∂Λ2
 
ij
=
1
2
tr{PQiPQj},
(A.4)101
dove P = Cǫ
−1−Cǫ
−1JC
−1
θ|yJTCǫ
−1. L’incremento del parametro sul logaritmo
della probabilit` a a posteriori l nel passo E ` e strettamente collegata all’ascesa
sull’energia libera negativa F, utilizzata per gli iperparametri nell’M-step,
con esatta equivalenza quando q(θ) ` e deterministica. Questo pu` o essere visto
se si scrive:
F =
 
q(θ)lnp(y|θ,Λ;u)dθ −
 
q(θ)ln
q(θ)
p(θ)
dθ
= lnp(y|θ,Λ;u) q − KL(q(θ),p(θ)).
(A.5)
F comprende la log-likelihood attesa in q(θ) e un termine a priori, rappresen-
tato dalla divergenza di Kullback-Leibler (KL), tra le densit` a condizionali
e a priori. Quando q(θ) si riduce a una densit` a di punti su ηθ|y, si ottiene
l’uguaglianza tra F e l.
Per completezza, ` e da notare che, in un contesto lineare, F ` e equivalente
anche alla Restricted Maximum Likelihood (ReML), funzione obiettivo uti-
lizzata nella stima classica dei componenti della varianza (Harville, 1977).
L’algoritmo EM ` e semplice e robusto e trova molteplici applicazioni nelle
analisi dei dati, passando dalle stime ReML delle correlazioni seriali in fMRI,
alla stima degli iperparametri nei modelli di osservazione gerarchici. Nell’im-
plementazione qui considerata, i passi di estimation e maximization vengono
iterati ﬁno a convergeza, prima di ricalcolare J = ∂h(ηθ|y)/∂θ. Per maggiori
dettagli si citano (Friston et al., 2002) e (Stephan et al., 2005).102 Capitolo A. Stima dei parametri e degli iperparametri con EMBibliograﬁa
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