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Abstract 
Arge, E., M. Daehlen and A. Tveito, Box spline interpolation; a computational study, Journal of Computa- 
tional and Applied Mathematics 44 (1992) 303-329. 
We present a computational study of box spline interpolation in two space dimensions. We are in particular 
concerned with the problem of computing the box spline coefficients in the presence of large data sets. The 
issues of convergence and regularity of the interpolants are also considered from a computational point of 
view. 
Keywords: Box splines; conjugate gradients; convergence; regularity. 
1. Introduction 
The purpose of the present paper is to study box spline interpolation problems in two space 
dimensions. We are concerned with the computational problem of finding certain box spline 
coefficients defined as the unique solution of a large and sparse positive definite system of 
linear equations. By using the Conjugate Gradient (CG) method, we are able to compute the 
coefficients defining the interpolants on very fine mesh scales, thus enabling us to address, 
computationally, the question of convergence of the interpolants in proper topologies. 
The box splines we consider will be translates of bivariate (d = 2) box splines defined on the 
three uniform grids shown in Fig. 1. The two-direction grid is determined by drawing straight 
lines in the directions e1 = (1, OIT and e2 = (0, l>T through all points on the form ie’ +je2, i, 
j E L, and we obtain the three-direction grid (type-l triangulation) by, in addition, drawing 
straight lines in the directions e1 + e2. Finally the four-direction grid (type-2 triangulation) is 
obtained by adding straight lines in the direction e1 - e2. We note that box splines on the 
two-direction grid are cardinal tensor product B-splines, and hence the cardinal tensor product 
splines form a special case of box splines. 
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Fig. 1. The two-, three- and four-direction mesh. 
Recently, box splines defined on these grid partitions have found applications within image 
and signal processing, terrain modelling, seismic modelling, etc. Interpolants to point sets 
emerging from these fields will in general give rise to huge interpolation problems, and since 
the general bivariate box spline interpolation problem cannot be separated into series of 
univariate interpolation problems, as is the case for tensor products, we need fast equation 
solvers. This is the motivation for considering the Conjugate Gradient method in this setting. 
We will restrict our study to domains a, which are rectangular sets in [w2, bounded by lines 
in the two-direction mesh, and we will focus on interpolation problems using low-degree ( < 4), 
C’ and C2 box splines. Furthermore, the interpolation points x1,. . . , x, will be given at the 
nodes (grid points) in the grid. The corresponding interpolation problems are of the form 
Ac=f, (14 
where A is the box spline collocation matrix, c = (c,, . . . , cJT are the unknown box spline 
coefficients and where f = ( fr, . . . , f,)’ are the values to interpolate at the nodes x1,. , . , x,. 
The computational efficiency of the CG method is mainly determined by two factors. These 
are the spectral condition number of the collocation matrix, and the start vector for the CG 
iteration. It turns out that the collocation matrices corresponding to the two- and three-direc- 
tion box splines are uniformly well-conditioned, i.e., their condition numbers are O(l), while 
the condition numbers of the collocation matrices corresponding to the four-direction box 
splines are 0(K2). Here h is the mesh size of the grid. Therefore the four-directional 
interpolation problems become ill-conditioned as the mesh size tends to zero. However, by 
choosing the start vector as the right-hand side of (1.11, we will obtain an initial residual vector 
which compensates for the effect of ill-conditioning. The number of iterations required will 
therefore essentially decrease with decreasing mesh size for all the problems we consider. We 
also note that, compared to standard banded Gaussian elimination, the CG method will be 
significantly faster and less storage-consuming. 
For references on box spline interpolation, and in particular cardinal interpolation, see the 
surveys [19,22]. Interpolation by box splines on bounded regions is considered in [1,7]. 
The rest of this paper is organized as follows. In the next section we define box splines and 
give some basic properties of those. We discuss the interpolation problem and box spline 
collocation matrices for various choices of box splines. In Section 3 we consider the question of 
convergence of the CG method. In particular, we estimate the eigenvalues of the collocation 
matrices and we study how the start vector for the iteration affects the number of iterations 
needed to reach the error tolerance. In Section 4 we present some examples investigating the 
approximation properties of box splines. In the Appendix we prove that the box spline 
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collocation matrices under consideration are positive definite, which is a necessary condition 
for a successful application of the CG method. 
2. Box splines 
The first systematic treatment of box splines can be found in [23]. The general definition of 
multivariate box splines was introduce in [12], and their basic properties were studied more 
carefully in [9,13]. A detailed analysis of smooth piecewise polynomials on a three-direction 
mesh using box spline methods was given in [14]. Various aspects of the box spline theory and 
its applications can be found in [5,8,18]. 
In this section we will give a brief introduction to bivariate box splines. We will start by 
defining univariate cardinal B-splines. With these at hand, we successively define bivariate box 
splines on two-, three-‘and four-directional meshes, cf. Fig. 1. 
Let M, = X(0,1) denote the characteristic function of the interval [O, 1). Then the univariate, 
degree k - 1, cardinal B-splines are recursively defined by 
M,(x)=I,IM~_,(x-t) dt, XER, k> 1. 
This is usually referred to as the convolutional definition since 
k 
Mk=M1*Mkpl=-Ml* ... *M;, 
see [5,8] for more details. The two-directional box spline (or cardinal tensor product B-spline) 
determined by the directions e1 = (1, OjT and e2 = (0, ljT is now given by 
M (k,,!& Y> =M&)M&L x7 Y E @ 
where k, and k, are the polynomial order (degree + 1) in the x- and y-direction, respectively. 
By convolving this cardinal tensor production k, times in the third direction e1 + e2 = (1, l>T, 
we obtain box splines on the three-direction mesh by 
We continue this, and by convolving k, times in the fourth direction e’ - e2 = (1, - ljT, we 
obtain box splines on the four-direction mesh by 
M (k,,k2,k,,k,)(X> Y> = 11M(kI,k2,k3,kd-,,(x - t, y + t) dt, k4 > l. 
0 
Here we have USed the notation Mck,,kZ) = M(k,,k,,O) and Mck,,k,,k,) = M(k,,k,,k,,O). If k,, k, > 0 
and k,, k, a 0, we obtain well-defined bivariate box splines. We can of course change the order 
in which the convolutions are performed. 
The integers k,, k,, k, and k, are multiplicities associated with the four directions d’ = e’, 
d2 = e2, d3 = e’ + e2 and d4 = e1 - e2, respectively. That is, the integer ki is the number of 
times the direction d’ is repeated in the convolution definition of the box spline Mck,,k,,k,,k,j. 
This is easily seen by following the definitions back to the univariate cardinal B-splines. 
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Fig. 2. The support of the boxes (2, 2, 2,O) (left) and (1, 1, 1, 1) (right). 
In the following we will also refer to the box spline Mck,,k,,k,,k,j by “the box (k,, k,, k,, kJ’. 
The general definition of box splines allows bivariate box splines defined along arbitrary 
directions as long as these directions span R2 [8,X3]. We will not go into any further details on 
this topic. 
Let us recall some basic properties of the box splines defined on two-, three- and four-direc- 
tional meshes. The set 
E (k,,k,,k,,k,) = 
i 
&d’: O<ti<ki, i= 1, 2, 3, 4 
i=l I 
is called the support of the box (k,, k,, k,, kJ. It is the closure of the region in R2 over which 
the box (k,, k,, k,, k4) is nonzero. Moreover, the box (k,, k,, k,, kJ is a piecewise polyno- 
mial of degree p - 2, where p = Ciki, and it can be shown that the boxes are CP-2-kl across 
grid lines in the direction d’. Figure 2 shows the support of the three-direction C2 box 
(2, 2, 2, 0) and four-direction C’ box (1, 1, 1, 1). The box (1, 1, 1, 1) is known as the Zwart 
element. 
2.1. Box spline spaces 
On the domain R in R2 we are interested in the box spline space 
s (k,,k,,k,,k,)(“n) = { c 
(i,j)EIW) 
Ci,jM(k,,k,,k,,k,)(X - iy Y -j>y ‘i,jy xy J’ E ‘}J 
where 
I(O) = l(k,,k,,k,,k,)(“n) 
= 
0 ) i, j 
:M Ck,,k,,k,.k,b - 
i, y -j) # 0 for some (x, y) En). 
That is, the number of index pairs in Z(0) is equal to the number of translated box splines 
whose support overlap the domain 0. 
The spanning set for the box spline ~~k+&,k,) consists of k, times the vector di, for i = 1, 
2, 3, 4, respectively. A necessary and sufficient condition for global linear independence of 
translates of bivariate box splines is that any choice of two vectors Y = ( y ‘, y2> from the 
spanning set is such that det YE { - 1, 0, 11. This implies that box splines on the two- and 
three-direction meshes are globally linearly independent, while box splines on the four-direc- 
tion mesh are not. However, in the finite-dimensional case, all these box spline spaces will have 
full dimension. For more details about this, see [X3] and references therein. 
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2.2. The collocation matrix 
Our main interest in this paper is the grid point interpolation problem, and we have 
restricted ourselves to look at rectangular domains 0 bounded by horizontal and vertical lines 
in the respective meshes. This implies that a domain fl is partitioned by a mesh which contains 
some m x n number of nodes. By nodes we mean the integer pairs in the mesh. Hence, for 
simplicity we assume that the domains of interest are on the form 
n = [l, m] x [l, n] c lR*, 
which can be linearly mapped onto some other rectangular region in R*. The unit square 
[O, 11 x [0, 11 with IZ = m is used in later examples. The box spline interpolation problem on R 
can now be stated as follows. 
Given values fi,j, i = 1, . . . , m, j = 1, . . . , n at the nodes (i, j> E 0; find a box spline surface 
g(x, y> E Sk k k ,(O> so that I) 2, 3, 4 
g(i, j)=fi,j, i=l,..., m, j=l,..., n. 
In the,following we will refer to the data fi j, i = 1,. . . , m, j = 1,. . . , n, as a grid function. A 
piecewise linear interpolant to the given data is given by 
gl(X, Y> = Ii It fi,j”(l,l,l,O)(’ -in Y 4. 
i=l j=l 
The box (1, 1, 1, 01 is known as the Courant element, and Mol,i,“)(x, y) is a six-sided pyramid 
function, which is 1 at (x, y) = (1, 1) and 0 at all other grid points. Another trivial interpolant is 
the piecewise bilinear tensor product interpolant given by 
g2(Xg Y> = li it fi,j"(2,2,0,0)(x - 4 Y 3). 
i=l j=l 
The box spline MC,,,,,,,, (x, y) (bilinear tensor product on the two-direction mesh) is a four-sided 
pyramid, which is 1 at (x, y> = (1, 11 and 0 at all other grid points. The four sides of the 
pyramid are bilinear polynomials of the form a,, + a,x + a,y + a,xy. Hence, the surface 
g,(x, y> is a piecewise bilinear interpolant to the grid function fi,j on the two-direction grid. 
Both g, and g, are continuous interpolants with discontinuous first derivatives across grid 
lines, and hence Co. 
These Co interpolants are trivial in the sense that we do not need to solve any system of 
bilinear equations. However, in order to obtain smoother interpolants, preferably C’ and C*, 
systems of linear equations have to be solved. In our investigation of box spline interpolation 
we shall concentrate on the two C’ boxes (2, 2, 1, 0) and (1, 1, 1, l), and the three C* boxes 
(4, 4, 0, 0) (bicubic tensor product), (2, 2, 2, 0) and (2, 2, 1, 1). 
In order to construct the box spline collocation matrix we need interpolation points 
associated with each translated box spline 
MC.,@ - i, Y -.i) = ~ck,,k,,k,,k,j(X - iy Y 9) 
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Fig. 3. n and some translates of the box (1, 1, 1, 1). Note that the translates are shifted by (- +, - i) relative to the 
given grid. 
in I(0). Natural candidates are the centers of the supports I?(., of the translates M(.,(x - i, y 
- j) given by 
8,,j = (i + +(k, + k, + k4), j + $(k, + k, - k,))T. 
For the C’ boxes (2, 2, 1, 0) and (1, 1, 1, 1) the 6i,j’s are located between the nodes in the 
grids, see the support of the box (1, 1, 1, 1) shown in Fig. 2, while for the C* boxes we obtain 
the 13~,~‘s at the nodes in the grid. We want to interpolate at the 8i,j’s, which implies that we 
have to shift the translates M(.,(x - i, y -j> by (- 3, - $1 when using the boxes (2, 2, 1, 0) and 
(1, 1, 1, 1). Figure 3 shows a region R with interpolation condition indicated by solid dots at 
the grid points. Three out of the (m + 2) x (n + 2) - 4 (the corner box splines are zero inside 
0) translates of the box (1, 1, 1, 11, which overlap 0, are illustrated on the figure. Figure 4 
Fig. 4. 0 and some translates of the box (2, 2, 2, 0). Fig. 5. Weights at the point Oi,j and its surrounding 
points. 
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shows the same for the box (2, 2, 2, 0). We observe that the nodes of the mesh coincide with 
the 13~ j’s. 
Due to the overlap of the boxes in the lower-right and upper-left corners of .R, the number 
of elements in J(Q) are (m + 2) X (n + 2) - 4 for the box (1, 1, 1, 11, (m + 2) X (n + 2) - 2 for 
the boxes (2. 2, 1, 0) and (2, 2, 2, 01, and (m + 2) X (n + 2) for the boxes (2, 2, 1, 1) and 
(4, 4, 0, 01, while the number of interpolation conditions fi,j is equal to m X n. The box spline 
coefficients indicating the extra degrees of freedom along the boundary are illustrated by the 
open circles in Figs. 3 and 4. In order to obtain an m X n system of linear equations we fix the 
coefficients corresponding to the box splines for which 8,,j @ 0 (open circles outside the 
boundary of R shown in Figs. 3 and 4). Now, the interpolation problem can be stated as 
follows. 
GivenfiJ, i=l,..,, m, j=l,..., n, at the grid nodes (i, j> in 0; find coefficients ck,, of 
g E SC, k k k ) so that ,r z, 31 4 
m+l n+l 
gci7 j> = c c Ck,lM(k,,k,,k,,k,)(i - ky j - ‘1 =fi,j, 
k=O l=O 
for i = 1,. . . , m and j = 1,. . . , n, subject to the boundary conditions 
ci,j = [i,j, (i, j) G Z2 flC!, 
for some estimated values ti,j. 
There are several ways of incorporating the boundary conditions. We have implemented and 
tested three different strategies. One possible choice is “constant” extrapolation of the grid 
function fi,j given by 
ci,O=fi,l> Ci,n+l =fi,,, i=l .*,mT 
‘O,j =fl,jy C m+l,j =fm,jy 
j=;’ n 
,***> , 
co,0 - f l,l, CO,n+l = f l,n, 
C m+l,O = m.1, f Cm+l,n+l =f,,,* 
Another choice is linear extrapolation of the grid function given by 
‘i,O = 2fi,l -fi,2 9 ‘i n+l = 2fi,n -fi,n-13 i=l ,***, m, 
‘O,j = 2fl,j -fi,j, C rLl,jE2fm,j-fm-l~ j= l,...,n, 
Co,0 = 2fl.l -f2,2, Co,n + 1 = 2fl,, -f2,n4 
C m+l,O = 2fVzJ -fm-1,2, Cm+l,n+l = 2fl?l,tl -fm-l/-l’ 
Finally, if the data f has a natural extension to the boundary, we have the following very 
simple boundary condition: 
ci,j = fi j. 
(2.1) 
The coefficients c~,~, co,++ 1, c,+~,~ and c,+r ,,+ 1 are not involved in the case when the box 
(1, 1, 1, 1) is used, and the coefficients c~,~ +1 anh c, + l,. are not involved in the cases when the 
boxes (2, 2, 2, 0) and (2, 2, 1, 0) are used. Other possible choices of extrapolation schemes for 
the boundary conditions are parabolic extrapolation and extrapolation due to an extended 
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Table 1 Table 2 
Coefficients of the collocation matrix for some box 
splines 
CPU-times for direct solution of the linear systems 
using banded Gaussian elimination 
Box Wt W2 w3 w4 
(1, 1, 1, 1) d 0 0 1 2 
(2, 2, 2, 0) ’ 1 0 1 12 iz z 
(4, 4, 0, 0) + 1 1 4 ?i; 36 9 
(2, 2, 1, 1) i 1 1 5 
2-z 48 12 
(2, 2, 1, 0) I 1 0 7 
i5 33 is 
N T = CPU-time (Y = T/N2 
(Number of nodes) (seconds) 
100 0.10 10-s 
400 1.28 8.0. 10-6 
900 6.46 8.0 ’ 10-6 
1600 21.00 8.2. lo-’ 
2500 49.22 7.9 10-6 
10 000 795.64 8.0. 10Fh 
dataset given outside 0, e.g., in case where known functions are to be approximated. 
In the numerical test examples given in Section 4 we have used constant extrapolation. We 
will refer to this as a Neumann type boundary condition, since it can be regarded as an 
approximation to the true Neumann boundary condition, which requires cross-boundary 
derivatives equal to zero. Since we are operating on huge samples fi,j and we know that the 
coefficients c~,~ of the box spline converges to fi,j with increasing IZ and m if fi,j comes from an 
underlying continuous function, we conclude that constant extrapolation is reasonable in our 
approach. 
We observe that the five actual box splines (1, 1, 1, l), (2, 2, 1, O), (2, 2, 2, 01, (4, 4, 0, 0) and 
(2, 2, 1, 1) are nonzero at 5, 7, 7, 9 and 9 grid nodes, respectively. The box spline values are 
given in Table 1, while their locations are indicated in Fig. 5, where the center frame with 
weight wq corresponds to the 13,,~ of the translated box spline MCk k k k ,(x - i, y -j>. We 1, 2, 3, 4 
observe that the actual boxes are symmetric about 8,,+ which has the value w,. An efficient 
method for evaluating these box splines can be found m [6]. 
So far, we have introduced box splines and interpolation points associated with the location 
of the translated box spline. Let us turn to the structure of the box spline collocation matrix. 
Denoting the set of unknown box spline coefficients by c and the set of interpolation values by 
f we obtain m x y1 equations of the form 
fk,l = w,(ck,l-l + ck,l+l + ‘k-l,/ + ‘k+l,l) 
+ w2(ck-l,l-l + %+l,l+l) + W3(Ck+l,l&l + ‘k-l,l+l) + W4Ck,l* 
The two-dimensional arrays c and f are here regarded as grid functions in R*. In order to put 
these equations into a matrix formulation, using a natural ordering, let 
B 
c 
A= 0 
CT 
B 
0 
CT 
c 
0’ 
B 
C 
0 
0 
CT 
B_ 
(2.2) 
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be an rnrz X rnn matrix, where B and C are m X m matrices: 
B- 
w4 Wl 0 . . . 0. 
Wl w4 w, . . 
0 Wl * 0 
w4 Wl 
0 -1 0’ Wl w, 
and C = 
Wl w3 0 
. . . 0. 
w2 Wl w3 . . : 
0 w2 * 0 
. . 
Wl w3 
0 e-1 0’ w2 w1 
From this we obtain the following system: 
Ac=f-b, 
311 
(2.3) 
where b corresponds to the fixed boundary conditions. For simplicity, we let f:=f- b. In the 
next sections we shall study methods for solving this system. 
We note that for all the boxes listed in Table 1 the weights satisfy 
w+o, i= 1,...,4, (2.4) 
2(2w, + w2 + w3) + w, = 1, (2.5) 
which is due to the positivity and the partition of unity properties of box splines. 
3. Solution of the linear systems 
In this section we will discuss the solution of the linear algebraic equations which determine 
the coefficients of the interpolating box spline functions. The collocation matrices that arise are 
sparse, symmetric and positive definite. Thus, there are several ways to solve these equations. 
We focus on two alternatives: a standard Gaussian elimination procedure for band matrices 
and the Conjugate Gradient method. The positive definiteness of the collocation matrices is 
considered in the Appendix. 
3.1. A direct method 
A uniform grid on the unit square with m = n grid points in each direction leads to a linear 
system with N = n2 equations and unknowns. 
The linear system (2.3) can be solved by a nonpivoting standard Gaussian elimination 
procedure. However, for fine meshes, this is a rather time-consuming operation. In Table 2 we 
list the CPU-times needed to solve the linear systems for several grid sizes using banded 
Gaussian elimination. The calculations were performed in double precision on a standard 
HP-375 workstation. 
We observe from the table that the CPU-time, measured in seconds, is given by T = 8.0. 
10-6N2. Thus, for N = 250000 we expect to use nearly a week of CPU-time. This motivates the 
search for more efficient methods. 
In the actual computation we used the box (1, 1, 1, l), but the results are similar for the 
other box spline functions. We remark, however, that the box (4, 4, 0, 0) is a bicubic (degree-six) 
cardinal tensor product spline. Thus, the basis is separable in x and y, which implies that the 
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linear system can be formulated as series of tridiagonal systems of order IZ, cf. [lo]. This 
reduces the CPU-efforts considerably compared with the standard band solver. In fact, for 
N = 250000 the CPU-time is reduced from about a week to 17 seconds. The CPU-time for this 
method is O(N), whereas for the standard banded solver it is 0(N2). 
We remark that also the storage requirements of the standard banded solver are pro- 
hibitively large. Due to fill-in during elimination, the bands have to be stored, hence the storage 
requirements are of order N3j2, 
3.2. The Conjugate Gradient method 
The CG method is an iterative method for solving linear systems of equations for which the 
matrix is symmetric and positive definite. 
The CG method is often used when solving linear algebraic equations arising from discretiza- 
tion of self-adjoint partial differential equations. It is especially efficient if the matrix is sparse 
and well-conditioned, and if there exists a good start vector for the iteration. For a derivation 
of the method and discussion of its properties, we refer to [16]. The method was originally 
developed in [17], cf. [15] for a short account on the history of the CG method. 
For completeness we present the CG algorithm. Let xk denote the kth iterate of the CG 
method, and let 
rk=f-hk 
denote the corresponding residual vector. Here A and xk represent the box spline collocation 
matrix and the unknown coefficients derived in the previous section, respectively. The grid 
function f corresponds to the right-hand side of (2.3). 
Algorithm. Computes the solution of the linear system 
h=f, 
where A is symmetric and positive definite, x is the unknown vector and f is the given data 
vector, for a given start vector x0 and stopping criterion E. 
r” :=f-hO 
p":=ro 
k:= 0 
while )I rk /IA,2 > E do 
(rk, r”) 
(yk := @k, Apk) 
Xk+L=Xk+(ykpk 
rk+l .- k _ akApk ‘- r 
pk := 
(r k+l , rk+l) 
(rk, r”) 
P 
k+l irk+1 +pkpk 
k:=k+l 
end 
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Here (a, *) and 11. 11 A,2 represent the discrete version of the L2 inner product and its 
associated discrete norm, respectively. The algorithm can be implemented using four vectors 
(x, r, p, q =Ap). Each iteration requires one matrix-vector multiplication and five O(N) 
operations; two inner products and three scalar-vector products. 
For the application of the CG method to box spline interpolation problems on a uniform 
grid, the matrix-vector product takes a particularly simple form. Let d =A, where A is the box 
spline collocation matrix and where c and d are II X n vectors represented as grid functions; 
hence, c, d E [w”,” and cj k, dj,k denote the value of c and d at the grid point (j Ax, k Ay). 
Since the interpolation points are located only at the grid points (j Ax, k Ay), the matrix A 
consists of constant diagonals defined by the values given in Table 1. Hence, we do not 
assemble the matrix, we only store the constants wi, i = 1,. . . ,4. The components of d are given 
by 
dj,k = cACh,k = WI(Cj,k+l + ‘j,k-1 + ‘j+l.k ’ 'j-l,k) 
+ w3(cj+l,k-I fCj-l,k+l) ’ w4cj,ky (3.1) 
for j, k = 1,. . . , n. For convenience we let cj,k = dj k = 0 whenever j or k equals 0 or IZ + 1. 
Thus, the storage requirements for solving the interpolation problem using the CG method is 
about 4(n + 2j2, where y1 is the number of grid points in each coordinate direction. Computing 
the matrix-vector product is clearly an O(N) process, hence each iteration of the CG method 
requires O(N) floating-point operations. 
The iteration is stopped when the residual vector satisfies 
II rk II A,2 G E, WI 
for a given value of E. Here the 2-norm is chosen to mimic the properties of the L2-norm for 
ordinary functions, 
11dA,2= Ax AY 2 2 ci’,k 
i 
10 
. 
j=l k=l 
The inner product is accordingly given by 
(C> d) =Ax AY C C Cj,kdj,k 
j=l k=l 
We will discuss possible choices of the start vector x0 below. 
(3.3) 
3.3. Convergence of the CG method 
It is well known, cf. [16], that the kth iterate of the CG method satisfies the following error 
estimate: 
llx-XklL4e 
i I 
m-1 xl, _ oII 
/m+1 x X A’ (3 4 
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Here K(A) denotes the spectral condition number of the matrix A, and the norm is defined by 
II c IIA = (c, AC)1’2, 
where ( a, - > is the inner product defined by (3.3). From the estimate above, we see that the rate 
of convergence of the CG method depends on the spectral condition number of the collocation 
matrix A as well as the approximation properties of the start vector x0. We will discuss these 
issues for the particular interpolation problem defined in (2.3). 
We would like to estimate the number of iterations k”, required for the CG method to 
reach the stopping criterion (3.2). Since our stopping criterion is based on the 2-norm of the 
residual vector, we would like to reformulate (3.4) to give an error estimate for the residual 
rather than for the error ek =x -xk. Let pcL, and pu, denote the smallest and the largest 
eigenvalue of the matrix A, respectively. By using the definition of the residual vector, we 
observe that 
ek =A-‘rk , 
hence, 
(ek, Aek) = (A-‘rk, r”) > L II rk II&, 
and similarly 
(e’, Ae’) = (A-‘r’, r”) < 
By using (3.41, we obtain the desired 
1 II r” lG,2. 
m 
estimate 
II rk II42 G 2akJm II r” 1142, 
where 
V’KO-1 
6= \IKo+l’ 
P-5) 
Now the number of CG iterations required to fulfil the stopping criterion can be estimated: 
k*z 
ln( E[2 II r” Il~,zliii:(A)] -‘) 
In 6 P-6) 
3.3.1. Condition numbers 
Next we consider the condition numbers of the collocation matrices. Our purpose is to 
obtain rough estimates on the behaviour of the condition numbers. We shall study the 
condition numbers both numerically and by applying a Fourier-based technique for estimating 
the eigenvalues of grid point operators. This technique, which is described in [3], actually 
computes the eigenvalues of an associated periodic problem. In the periodic problem we have 
interpolation conditions given at the interior nodes, while the periodic boundary conditions are 
given by 
‘i,O , =‘jn+l, j=O,...,n+l, 
CO,k = c, + 1,k 7 k=O,...,n + 1. 
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It turns out that the eigenvalues of the periodic problem are very good approximations to the 
eigenvalues of the nonperiodic problem. For a detailed discussion of this technique we refer to 
[3]. In the present paper we will apply this technique to estimate the condition numbers of the 
matrices defined by (2.3). 
The matrix operator applied to a grid function c results in a grid function with elements 
given by (3.1). We want to determine eigenvalue, eigenvector pairs A,,, and cc’,‘) such that 
/@“) = A, tc(s”)_ (3.7) 
In order to do this we define the angles 
2rs 
0,= --++ 
n+l’ 
and, for s, t, . . . , II, the vectors 
‘i,k 
(s,t) = eijS, eikO, P-8) 
Here i denotes the imaginary unit. Inserting these values into (3.71, we obtain 
h,,, = w‘$ + 2{w,[cos 8, + cos e,] + w2 cos(8, + 0,) + wj cos(8, - e,)}. (3.9) 
It is easily verified that A,,, and ~(‘3’) defined by (3.7) and (3.8) are eigenvector, eigenvalue pairs 
for the periodic problem. Hence, the spectral condition number for the nonperiodic problem 
can be estimated by 
max(,,t, s,t A 
K”(A)= . . 
mln(s,r)*s,t 
(3.10) 
By calculating, numerically, the condition number of the matrix A, cf. (2.3), we can determine 
the quality of the estimate (3.10). We have calculated the eigenvalues by using the LAS0 
package ‘. The results of the numerical computations were verified by using the routines 
supplied in [21]. The results of the comparison between the numerically computed condition 
number K(A) and the estimated condition numbers K*(A) are given in Table 3. We remark 
that we have used ~1’ = 2n + 1 for the estimated eigenvalues, where y1 is the number of grid 
points used in each coordinate direction in the interpolation. This gives a better approximation 
than using ~1’ = IZ (cf. [3] for a discussion of this phenomenon). 
We observe from the table that the estimated condition numbers are very close to the actual 
condition numbers of the matrices. Thus, we can use the estimate K*(A) to predict the 
behaviour of K(A) for large values of N. For the boxes (2, 2, 1, O), (4, 4, 0, 0) and (2, 2, 2, 0) 
the condition number is O(l), i.e., they are uniformly well-conditioned. It can in fact be shown 
analytically that they converge with iV to 3, 9 and 4, respectively. The condition numbers of the 
collocation matrices corresponding to the boxes (1, 1, 1, 1) and (2, 2, 1, 1) are O(N), hence the 
matrices become ill-conditioned as N tends to infinity. 
As pointed out above, the translates of the box splines defined on the two-direction mesh 
(tensor products) and the translates of the box splines defined on the three-direction mesh are 
linearly independent, while box splines on the four-direction mesh are globally linearly 
’ The LAS02 documentation and source code is available from the Netlib service. The package was developed at 
the Computer Science Department, University of Texas by D.S. Scott. 
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Table 3 
Numerically computed condition numbers K(A) and the estimated condition numbers K*(A) for some system sizes 
N and for a selection of box splines 
N (1, 1, 1,l) (2,2,2,0) (4,4,0,0) (22, 1, 1) (2,2, LO) 
K(A) K(A)* K(A) K(A)* HA) K(A)* K(A) K(A)* K(A) K(A)* 
100 48.4 49.4 3.7 4.0 8.1 8.3 71.4 73.3 2.9 3.0 
256 116.5 117.5 3.9 4.0 8.6 8.7 173.5 175.5 3.0 3.0 
400 178.1 179.1 3.9 4.0 8.7 8.8 265.9 267.9 3.0 3.0 
900 388.8 389.8 4.0 4.0 8.9 8.9 582.0 584.0 3.0 3.0 
1600 680.6 681.6 4.0 4.0 8.9 8.9 1019.7 1021.7 3.0 3.0 
dependent. From the results in Table 3 we see that the collocation matrix given by the two- and 
three-directional boxes (2, 2, 1, O), (4, 4, 0, 0) and (2, 2, 2, 0) are well-conditioned for all N, 
while the condition number tends to infinity with N for the four-direction boxes (1, 1, 1, 1) and 
(2, 2, 1, 1). However, we observe that for a fixed N the grid point box spline collocation matrix 
is nonsingular also in the four-directional case. 
3.3.2. The start vector 
From the error bound (3.51, we see that the number of iterations may be reduced by 
choosing a good start vector x ‘. A commonly used start vector in CG computations is the null 
vector x0 = 0. If we interpolate a function F = F(x, y), this particular choice of x0 results in 
the following initial residual: 
II r” IL,2 = II f IL,* = (@(x, Y)‘)~‘*. (3.11) 
Another possibility is to choose the right-hand side of the system as the start vector, i.e., 
xO=f. 
Then the initial residual vector becomes 
Y0 =f-Af, 
and the components of Y’ are given by 
Tj$ =fj,k - (-4f)jh 
= -Wl(fj,k+l +fj,k-l +fj+l,k +&1,/c) -W2(fj+l,k+l +fj-l,k-1) 
- W3(fj+l,k-l +fj-l,k+I) + (l - W4)fj,k* 
Suppose the function F is smooth, and suppose we impose the boundary conditions (2.1). 
Then, by a Taylor expansion, we have, 
rik = (I - (~4 + 2(2~, + ~2 + W3)))fj,k + G(h’), 
where h = Ax = Ay. Hence, by partition of unity (2.51, we get 
II r” II42 = O( h*). (3.12) 
E. Arge et al. / Box spline interpolation 317 
This indicates that the right-hand side of the system of equations will be a very good start 
vector for the CG iteration. The numerical experiments presented below verify that this is 
indeed the case. 
3.4. Numerical experiments 
We will present some numerical experiments with the CG method. First we investigate the 
influence of the condition number on the number of iterations. This is done by using the null 
vector as a start vector. Secondly, we study the effect of putting x0 =f, which according to 
(3.12) should be a much better start vector than the null vector. Finally, we present some 
computations where we have measured the CPU-time used to solve the equations by the CG 
method for different stopping criterions. In the next section we use the CG method in a 
computational study of the convergence of box spline interpolants. 
3.4.1. The condition number 
We want to study numerically how the condition number affects the number of iterations for 
the CG method, and compare this behaviour with the estimate (3.6) given above. For these 
experiments we interpolate the function 
F,( x, y ) = e-(xz-y), 
at n x n = N regularly spaced points over the unit square [O, 11 X [O, 11. The stopping criterion 
for the CG method is chosen to be E = 10w8. By choosing x0 = 0 (the null vector), the norm of 
r” is approximately constant, cf. (3.111, i.e., independent of h ( = Ax = Ay). Hence, according to 
the iteration estimate (3.6), the number of iterations is governed by the condition number of 
the collocation matrix. For the uniformly well-conditioned boxes (2, 2, 2, 01, (4, 4, 0, 0) and 
(2, 2, 1, O), the condition numbers are bounded by 4, 9 and 3, respectively, cf. Table 3. By 
inserting these bounds into (3.6) and approximating 11 r” 116,2 by (3.111, we estimate the 
corresponding number of iterations to be 18, 30 and 15, respectively. The results of the 
computations are given in Table 4, and we observe that the iteration estimates are quite 
accurate. 
For the boxes (1, 1, 1, 1) and (2, 2, 1, l), the condition number is O(N), hence we expect the 
number of iterations to increase as a function of N. This is also the case, cf. Table 4. But the 
Table 4 
Number of iterations to fulfil the stopping criterion for x0 = 0 and E = lo-’ 
N (1, 1, 1, 1) (2,2,2,0) (4, 4, 0,O) (2, 2, 1, 1) (2, 2, 1,O) 
100 24 16 21 29 14 
400 42 17 2.5 55 15 
900 57 17 25 76 15 
1600 72 17 25 97 14 
2500 85 16 25 113 14 
10000 120 16 24 164 14 
318 E. Arge et al. / Box spline interpolation 
estimate (3.6) is less accurate for these box splines. For N= 1600, we estimate the number of 
iterations to be 296 for the (1, 1, 1, 1) box and 365 for the (2, 2, 1, 1) box. In both cases these 
estimates are very pessimistic. 
3.4.2. The start vector 
We indicated above that the right-hand side of the system of equations might be a good start 
vector for the CG iteration, i.e., x0 =f. In fact, by interpolating a smooth function F = F(x, y), 
it follows by (3.6) and (3.2) that the number of iterations k* required to fulfil the stopping 
criterion is estimated by 
k* ln(d[ch2mq) 
z 
In6 ’ 
for some constant c depending on the smoothness of F, cf. (3.12). Since 
we get 
For the uniformly well-conditioned boxes the number of iterations is governed by 
k” = cl ln(c2h2), 
where the constants cr and c2 are independent of the grid size. Thus, we expect the number of 
iterations to decrease as a function of N. 
For the boxes (1, 1, 1, 1) and (2, 2, 1, 11, the condition number is 0(hp2>, and we obtain 
k*=q 
W2h) 
h ’ 
Table 5 
Number of iterations needed to fulfil the stopping criterion for x0 = f and E = lo-’ 
N (1, 1, 1, 1) C&2,2,0) (4,4,0,0) C&2, 1, 1) (2,2, LO) 
100 18 11 15 24 10 
400 21 10 15 38 9 
900 23 9 13 36 8 
1600 18 9 12 41 7 
2500 14 8 12 38 7 
10000 7 7 9 18 6 
40 000 4 5 6 9 5 
499 849 2 3 4 4 3 
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Table 6 
CPU-times and number of iterations (it) to fulfil the stopping criterion, E = lo-‘, using the CG method 
N (1, 1, 1, 1) (2, 2, 2,0> (4,4,0,0> (2,2, 1, 1) (2,2, LO> 
it CPU it CPU it CPU it CPU it CPU 
100 23 0.20 14 0.08 20 0.16 28 0.16 12 0.06 
400 39 0.74 13 0.28 21 0.46 53 1.16 11 0.20 
900 52 2.22 13 0.56 20 0.96 73 3.48 11 0.52 
1600 63 4.46 12 0.92 19 1.60 89 7.34 11 0.88 
2500 71 7.78 12 1.50 18 2.46 105 13.56 10 1.24 
10000 73 31.78 11 5.32 17 8.94 147 75.26 9 4.64 
40 000 42 72.80 10 19.32 15 31.66 123 248.98 8 16.38 
250 000 20 220.30 8 99.06 12 162.00 59 768.74 7 91.56 
for grid-independent constants cr, c2. Thus, we expect the number of iterations to decrease as 
a function of O(N), for N sufficiently large. 
In Table 5 we present the results of the computations with the start vector x0 =f. As 
expected, the number of iterations decreases as a function of N, when N becomes large. For 
the well-conditioned matrices the number of iterations decreases monotonically as a function of 
N. 
3.4.3. The stopping criterion 
We mentioned above that solving the linear system (2.3) using banded Gaussian elimination 
for N = 250000 would require about a week of CPU-time. We will compare this with the 
computational cost for the CG method. The CPU-time used to solve the algebraic equations 
with the CG method are given in Table 6. In this case we have interpolated the nonsmooth 
function 
Fz(x, y) = e-l”Z-yl, 
while the stopping criterion is the same as above: E = lo- *. The bivariate function F2 has a 
ridge along the parabola y =x2. We will discuss the choice of test functions in the next section. 
First of all we note that the CG method requires much less CPU-time than the banded 
Gaussian elimination. One week of CPU-time is reduced to 13 minutes, which is the worst case 
(the box spline (2, 2, 1, 1)). Secondly, we note that the number of iterations is larger for this 
nonsmooth function than for the smooth function considered above. Finally, we observe that 
the number of iterations is smaller for well-conditioned boxes than for the poorly conditioned 
boxes, and that the number of iterations decreases as a function of N, for N sufficiently large, 
also when we interpolate a nonsmooth function F2. 
In many applications the stopping criterion E = lo-’ is far too restrictive. In Table 7 we 
present the results for E = 10p4. We observe that the number of iterations is reduced 
considerably, and hence the CPU-time is further reduced. We note that for N = 250000, the 
CPU-time is now less than 35 seconds for all the boxes, which is quite remarkable compared to 
the cost of solving the system using banded elimination. 
We remark that for the box (4, 4, 0, 01, which is a tensor product spline, a very fast direct 
method has been developed, see [lo]. It is also possible to develop fast solvers for some of the 
other boxes, cf. [24] for a description of such techniques as applied to problems arising from 
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Table 7 
CPU-times and number of iterations (it) for the solution of the linear systems using the CG method; here we used 
the stopping criterion E = 10e4 
N (1, 1, 1, 1) 
it CPU 
(2,2,2,0> 
it CPU 
(4,4,0,0) 
it CPU 
(2, 2, 1, 1) 
it CPU 
(2, 2, LO> 
it CPU 
100 10 0.04 6 0.06 9 0.06 17 0.14 5 0.04 
400 6 0.12 5 0.10 8 0.20 19 0.40 5 0.12 
900 5 0.22 5 0.24 7 0.38 14 0.70 4 0.20 
1600 4 0.34 4 0.30 6 0.54 11 0.96 4 0.32 
2500 3 0.36 4 0.52 6 0.86 9 1.22 3 0.44 
10000 2 1.14 3 1.66 4 2.42 5 2.88 3 1.70 
40 000 2 4.44 2 4.74 3 7.38 4 9.38 2 5.00 
250 000 1 18.16 1 19.18 2 34.76 2 33.84 1 20.52 
discretization of partial differential equations. These fast solvers are, however, restricted 
simple domains, whereas the CG method is applicable as long as the linear system 
symmetrical and positive definite. 
4. Approximation properties 
to 
is 
In order to study the convergence of box spline interpolants, we have to solve huge systems 
of linear algebraic equations to find the box spline coefficients. Applying the CG method to 
these systems, we will in this section give numerical results illustrating the approximation 
properties and convergence rates for some smooth box spline interpolants. The box splines in 
question are the five boxes (1, 1, 1, 11, (2, 2, 1, 01, (2, 2, 2, 01, (2, 2, 1, 1) and (4, 4, 0, 0). Linear 
combination of translates of these boxes gives surfaces which are overall C’ for the boxes 
(1, 1, 1, 1) and (2, 2, 1, 0) and C* for the three other boxes. The functions which we will 
approximate by box spline surfaces are 
F,( x, y ) = e-(x2-y), F2(n, y) = e-I”2-Yl, 
(4.1) 
defined over the unit square [0, l] x [0, 11. Here F1 is a smooth function, F2 has a ridge along 
the parabola y =x2, F3 has a cliff (is discontinuous) along this parabola and F4 has a ridge 
along x = y. 
Let J2, be the unit square [0, l] x [0, 11, where G denotes the uniform 12 X it grid with nodes 
(ih, j/z), i, j = 1,. . . , II, and h = l/(n + 1). In a given box spline space S(.,(R,) (cf. Section 2) 
we shall find the surface candidate g(x, y>, so that g(ih, jh) = FJih, jh), i, j = 1,. . . , ~1, k = 
1, 2, 3, 4. 
4.1. Properties of the interpolants 
We present some plots of the interpolants to the functions F,, . . . , F4 computed on a 10 X 10 
grid. For the smooth function f,, all the interpolants are good approximations. In Fig. 6 we 
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Fig. 6. Interpolants of F, using the box (1, 1, 1, 1). 
have shown the interpolant generated by the box (1, 1, 1, 1). 
In Fig. 7 we show four interpolants which approximate the ridge function F,. We observed 
from the figures that all the boxes give fairly good approximations, but that the four-direction 
mesh interpolants (1, 1, 1, 1) and (2, 2, 1, 1) have some small oscillations in the vicinity of the 
ridge. The interpolant (2, 2, 1, 0) is not visually different from (2, 2, 2, 0). However, we note 
that the interpolant (2, 2, 1, 0) is C’ while (2, 2, 2, 0) is C2. 
For the discontinuous function F3, none of the interpolants become particularly good 
approximations. In Figs. 8(a) and S(b) we show two (1, 1, 1, 1) interpolants on a 10 X 10 and a 
20 x 20 mesh, respectively. Figs. 8(c) and 8(d) show the same for the (2, 2, 1, 0) interpolant. As 
a natural consequence of the discontinuity of F3 we obtain an over- and under-shoot near the 
discontinuity and a fairly good approximation away from the discontinuity for the well-condi- 
tioned problem using the (2, 2, 1, 0) box. This is not the case for the (1, 1, 1, 1) box. We 
observe that the (1, 1, 1, 11 interpolant, which has an underlying four-directional mesh, behaves 
poorly all over the surface. 
In order to visualize the difference between the two C2 boxes (2, 2, 2, 0) and (4, 4, 0, 0) we 
have interpolated the function F4 on a 5 x 5 grid over the unit square (see Fig. 9). Since the 
directional discontinuity of F4 coincides with the diagonal mesh line in the three-direction 
mesh, the (2, 2, 2, 0) interpolant becomes nice and smooth along the edge, while the (4, 4, 0, 0) 
interpolant has an oscillating behaviour in the direction of the edge. 
4.2. Error estimates 
We have computed the interpolants for several different grid sizes and estimated the rate of 
convergence in several relevant norms. The norms are chosen to approximate the L’, L2, L” 
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Fig. 7. Box spline interpolants to the ridge function F2 using different boxes: (a) (1, 1, 1, 1); (b) (2, 2, 2,O); 
Cc> (4,4,0,0); Cd) (2,2, 1, 1). 
and the H’ norms: 
IIcIIA,I=Ax’ AY'C C ICj,kl~ j k II c hi,2 = (Ax’ AY'~ CC,$)“~? j k 
II C Ild,m = SUP I Cj,k IT 
j,k 
111 c 111 A,1 = 
Ax, Ay,c ~~;+l,~ + , 
i k 
where Ax’ and Ay’ are some fractions of Ax and Ay. In our computations we have applied 
Ax’ = Ay ' = ~AX = fA y. Thus, the error estimates are based on uniform samples of the error 
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Fig. 8. Box spline interpolants to the cliff function F3 using different boxes: (a) (1, 1, 1, 1) on a 10x 10 mesh; 
(b) (1, 1, 1, 1) on a 20 x 20 mesh; (c) (2, 2, 1, 0) on a 10 X 10 mesh; (d) (2,2, 1,O) on a 20 X 20 mesh. 
function on a refined grid and the coefficients of the refined box spline surface. Box spline 
refinement, also known as subdivision, can be found in [S]. 
In Table 8, the error estimates for interpolation of the function F2 are given. 
convergence rates are computed by comparing two successive approximations, assuming 
the error is of the form 
The 
that 
const * h”, 
where (Y is referred to as the convergence rate. 
We note that here is no significant difference between the error behaviour of the different 
approximations for the function F2. In Tables 9 and 10 we have summarized the approximate 
rates of convergence for the four interpolation problems. For the smooth function F, and the 
ridge function F2 all the different box spline interpolants seem to have almost equal conver- 
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Fig. 9. Box spline interpolants to the function F4 using different boxes: (a) (4,4,0,0>; (b) (2,2,&O). 
gence behaviour. For the discontinuous function F3 we obtain convergence in weak norms and 
divergence in the stronger norms. Note that since F3 is not in H’, it is not surprising that the 
approximation does not converge in this norm. 
Finally, we note that for the box splines generated by a four-directional mesh (1, 1, 1, 1) and 
(2, 2, 1, l), the convergence behaviour is quite different on the two ridge functions F2 and F4. 
It is surprising that the convergence is slower as the ridge coincides with the grid points. We 
have not found any plausible explanation for this effect. 
5. Conclusion 
We have studied the behaviour of different box spline interpolants to smooth, continuous 
and discontinuous functions. A basic tool in our study has been the CG method, which, due to 
the existence of good start vectors for the iterations, solved the linear equations very rapidly. It 
is reasonable to believe that most iterative solvers for linear systems of equations will behave 
well on these problems since they all depend on a good start vector. It is also reasonable to 
believe that iterative solvers will be superior to direct solvers for most multidimensional box 
spline approximation problems, since they generate large and sparse matrices and supply good 
start vectors. The iterative solvers are also favourable compared to direct methods in terms of 
storage requirements, since the whole band has to be stored due to fill-in in the elimination 
process. Direct methods are of course preferred when the multivariate problem can be 
separated into a sequence of univariate problems, as is the case for tensor products. 
We have seen that the box splines generated by a four-directional grid generate ill-condi- 
tioned linear systems as the grid size goes to zero. This is not surprising since the associated 
basis functions are cardinally linear dependent. The interpolation problem generated by box 
splines on the two- (tensor products) and three-direction mesh are uniformly well-conditioned. 
The approximation properties of the different box spline interpolants are almost indistin- 
guishable for smooth functions. For functions with a ridge, we observed small oscillations for 
the boxes generated by a four-direction mesh. For discontinuous data, the interpolants 
converge in the L’ and the L2 norms, but not in the La or the H’ norms, which is not at all 
surprising. 
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Table 8 
Error estimates for interpolating F2 
Box n L’ Rate L2 Rate L” Rate H’ Rate 
(1, 1, 1, 1) 
(2,2, LO) 
(2, 2, 2, 0) 
(4,4,0,0) 
(2,2, 1, 1) 
5 0.026 676 
10 0.008 533 
20 0.001625 
40 0.000 487 
80 0.000 131 
160 0.000038 
5 0.015 644 
10 0.003 793 
20 0.000 930 
40 0.000 235 
80 0.000 059 
160 0.000015 
5 0.015 999 
10 0.003 787 
20 0.000 944 
40 0.000 239 
80 0.000 060 
160 0.000015 
5 0.019573 
10 0.004 721 
20 0.001171 
40 0.000 302 
80 0.000 077 
160 0.000 020 
5 0.022 959 
10 0.006 657 
20 0.001424 
40 0.000411 
80 0.000 109 
160 0.000 030 
1.64 
2.39 
1.74 
1.90 
1.77 
2.04 
2.03 
1.98 
1.99 
1.98 
2.08 
2.00 
1.98 
1.99 
1.98 
2.05 
2.01 
1.96 
1.97 
1.93 
1.77 
2.23 
1.79 
1.92 
1.87 
0.036235 
0.012311 
0.003 363 
0.001201 
0.000424 
0.000 153 
0.024 656 
0.007463 
0.002437 
0.000836 
0.000 288 
0.000 101 
0.024375 
0.007 161 
0.002353 
0.000 808 
0.000 278 
0.000 098 
0.029 951 
0.009036 
0.002 938 
0.001005 
0.000 347 
0.000 122 
0.032559 
0.010416 
0.003 091 
0.001080 
0.000377 
0.000 134 
1.56 
1.87 
1.49 
1.50 
1.47 
1.72 
1.61 
1.54 
1.54 
1.51 
1.77 
1.61 
1.54 
1.54 
1.51 
1.73 
1.62 
1.55 
1.54 
1.51 
1.64 
1.75 
1.52 
1.52 
1.49 
0.170774 
0.084378 
0.043 842 
0.022 009 
0.010972 
0.005 488 
0.137498 
0.070 336 
0.035 160 
0.017541 
0.008 752 
0.004 370 
0.127460 
0.063 900 
0.031700 
0.015 764 
0.007859 
0.003 925 
0.160649 
0.083 454 
0.041955 
0.020 981 
0.010492 
0.005 264 
0.164697 
0.082 847 
0.042484 
0.021291 
0.010628 
0.005 310 
1.02 
0.94 
0.99 
1.00 
1.00 
0.97 
1.00 
1.00 
1.00 
1.00 
1.00 
1.01 
1.01 
1.00 
1.00 
0.94 
0.99 
1.00 
1.00 
0.99 
0.99 
0.96 
1.00 
1.00 
1.00 
0.495 063 
0.396 521 
0.327 210 
0.168263 
0.121514 
0.088 901 
0.332 678 
0.232 805 
0.166907 
0.117088 
0.082 008 
0.057878 
0.327 758 
0.226 045 
0.162565 
0.113992 
0.079 836 
0.056 346 
0.400 122 
0.276 698 
0.199341 
0.136910 
0.096 195 
0.067 993 
0.435 792 
0.324 864 
0.205 468 
0.148 228 
0.105 546 
0.075 812 
0.32 
0.80 
0.43 
0.47 
0.45 
0.52 
0.48 
0.51 
0.51 
0.50 
0.54 
0.48 
0.51 
0.51 
0.50 
0.53 
0.51 
0.51 
0.51 
0.50 
0.42 
0.66 
0.47 
0.49 
0.48 
We conclude that it is reasonable to apply box splines, at least on the two- and three-direc- 
tion meshes. Moreover, we conclude that iterative methods should be used to solve linear 
equations arising from box spline interpolation on the three- and four-directional meshes. 
Table 9 Table 10 
Approximate rates of convergence for the boxes Approximate rates of convergence for the boxes 
(1, 1, 1, 1) and (2, 2, 1, 1) (2, 2, 1, Ok (2, 2, 2, 0) and (4, 4, 0, 0) 
F, F, F3 F4 F, F2 F3 F4 
L’ 2 2 ; 1 1 L’ 2 2 1 2 
H’ 1 T -; 0 _H’ 
I 
z _ 
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Appendix 
In this Appendix we will consider the spectral condition number of the box spline collocation 
matrices. In particular, we will show that the eigenvalues of the matrices considered here are 
positive, so that the matrices are positive definite. This is necessary for a successful application 
of the CG method. For simplicity we will consider matrices originating from an y1 X n grid. 
The eigenvalues of the box spline collocation matrices associated with the boxes (1, 1, 1, 11, 
(4, 4, 0, 0) and (2, 2, 1, 1) can be computed explicitly; hence we can determine the spectral 
condition number analytically. For the (2, 2, 2, 0) and the (2, 2, 1, 0) boxes, the condition 
numbers have to be estimated. We remark that estimates of the condition number for the 
matrices were presented above. The eigenvalues were estimated by finding the eigenvalues of 
an associated periodic problem. In the present section we address our problem directly, without 
applying any periodic approximation. 
We recall that the matrix operator A applied to a grid function c results in a new grid 
function d with elements of the form 
dj,k = CAC)jh = wl(cj,k+l + ‘j&l + ‘j+l,k + ‘j-l&) 
+ w*(cj+l,k+l +Cj-l,k-l) 
+ w3(cj+l,k-l + Cjpl,k+l) + w4cj,ky (A.1) 
where the grid function c is defined to be zero at the boundary, i.e., cj k = 0 whenever j, k = 0, 
n + 1. The coefficients wi are given in Table 1. 
We start by considering the boxes (1, 1, 1, l), (4, 4, 0, 0) and (2, 2, 1, 1). For these boxes we 
have w2 = wg. Define (Y = w1 and p = w2, and let c(‘,‘), s, t = 1,. . . , II, be grid functions with 
components of the form 
cj;i’) = sin( j+,) sin( k$,), 
where 
4,= -EL 
n+l’ 
r=l ,...,n. 
By defining 
A@“) = w, + 2a(cos 4, + cos 4,) + 4p cos 4, cos +,, 
for s, t = 1,. . . , II, it is a straightforward computation to verify that hcs~r), ~(‘3’) is an eigenvalue, 
eigenvector pair for the matrix A. Since A(‘,‘) is positive for all s and t, the matrices are positive 
definite. Moreover, since A(‘,‘) is decreasing in s and t for the boxes under consideration, the 
spectral condition number is given by 
$1”) 
K(A) = h(“‘“)? 
for the boxes (1, 1, 1, 11, (4, 4, 0, 0) and (2, 2, 1, 1). Thus we have the following condition 
numbers: 
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l box (1, 1, 1, 1): 
K(A) = 
1 + cos(,/(n + 1)) 4(” + 1)2 
1+ COS(y1~/(y2 + 1)) = 7r2 ; 
l box (4, 4, 0, 0): 
(2 + cos( 7r/(II + 
K(A)= (2 
1)))2 
+ cos(y1Tr/(?z + 1))) 
2 <9; 
l box (2, 2, 1, 1): 
(1 + cos(rr/(y1 + 1)))(5 + cos(7r/(yt + 1))) 
K(A) = (1 
6(” + 1)’ 
+ cos(I1-rr/(y1 + 1)))(5 + cos@rr/(y1 + 1))) = 7T2 * 
The condition number of the remaining boxes, i.e., (2, 2, 1, 0) and (2, 2, 2, O), have to be 
estimated. These can be accurately estimated by the Fourier technique described above. 
However, the Fourier-based estimates do not rigorously prove positive definiteness of the 
matrices. We therefore derive some rigorous bounds here, which show that the matrices are 
positive definite. These bounds are, however, not sharp, i.e., the Fourier-based estimates give 
more accurate information about the condition numbers. 
We first derive a bound for the condition number of the box (2, 2, 1, 0). It is a straightfor- 
ward application of Gershgorin’s theorem (cf. [16]) to show that the eigenvalues are positive, 
and that the condition numbers for the collocation matrices associated with this box satisfy 
K(A) ~6. 
Finally, we bound the spectral condition number for the matrices associated with the box 
(2, 2, 2, 0). Recall that the inner product of two grid functions is defined by 
(c, d) = Ax Ay 5 k cj,kdj,k. 
j=lk=l 
Since 
(A.2) 
where the numerator and the denominator give the largest and smallest eigenvalue, respec- 
tively, we have to give a positive bound for the expression 
(AC, c) 
cc, 4
from above and below. From (A.l) we obtain 
(AC, C) = i(C, C) + h AX AY C (2Cj,k+iCj,k + 2cj+i,kCj,k + 2Cj+i,k+iCj,k). 
i>k 
(A.3 
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Using the inequality 
2ab<a2+b2, a, bE[W, 
we obtain 
(AC, c) < (c, c). 
The lower bound is derived by using the inequality 
2aba -(ea*+ fb’), a, bE[W, E>O. 
Let aj,kY Pj,k, Yj,k > 0; then, using (A.3), we get 
i,k \ \ 
Let 
ffj,k = 1 + A, 
Pj,k = 1 + $I 
then 
1 
l 1 + 2 2 - Yj,k - 
Yj-l,k-1 
‘j,k * 
1 
Yj,k = 1 + 2(j+k) ; 
(A4 
and 
2 - aj,k - - = 
aj,k- 1 2k(2k - 1) =: sky 
1 1 
-= 
2 - Pj,k - Pj_l,k 2j(2j _ 1) “‘j 
1 3 
2 - Yj,k - = 
Yj-l,k-1 4(j+k)(j+k- 5) 
=: bj,k. 
Since the sequences {ak} and (bj,k} are nonincreasing in j and k, we obtain 
(AC, c) 2 &(2a, + b,,,)(c, c); 
hence, by (A.41, we get the desired estimate: 
1 
K(A) =G 
&(2% + b,,,) 
= 18n* = 18N. 
We remark that for the boxes (2, 2, 2, 0) and (2, 2,1, 0) the bounds on the spectral condition 
number are not sharp, cf. the numerical results presented above. 
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