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Abstract 
It is well known that if f is an entire function of exponential type less than log 2, then the sequence of Newton 
interpolating polynomials based on the data {f(k)}, k = 0, 1,. . . , converges. The convergence of this interpo- 
lation process for rational functions of first degree is investigated. The result is applied then to answer a recent 
question of Askey (this journal, 1993) concerning the nonnegativity of the sums xi, Pk(a’P) (x)/Pi”“’ ( 1) , 
-1<x<l,n=1,2 ,.... 
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1. Introduction 
Denotebyp,(z)=z(z-1)s. . (z - n + 1)/n!, n > 0, pa(z) =: 1, the binomial polynomials. Let 
A”f(0) := Cnk,O(-l)“-k(;)f(k), IZ = 0,1,2,. . ., be the finite differences of the function f. Then we 
may write the Newton interpolating polynomial in the form 
N,(f;z) = 2 A’f(O)pi(z). 
k=O 
(1) 
ThissatisfiesN,(f;k)=f(k),k=O,...,n. 
It is natural to ask whether the sequence of Newton interpolating polynomials { N,( f; z ) } converges 
to the interpolated function f. This problem has been completely investigated in the case when f 
is an entire function [ 51. Denoting by h(8, f) the growth indicator (growth indicatrix) of f, Buck 
[6] proved that if h(t9, f) < cos 8 log(2cos0) + 0~0s 8 for all 181 < $T, then the sequence (1) 
converges to f( z ) for all z . This means that, roughly speaking, convergence holds for entire functions 
of exponential type less than log2. 
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In this note we consider the convergence problem for rational functions of first degree. The result 
is as follows. 
Theorem 1. Let f(z) = A(z)/(pz - q), where A (z ) is an algebraic polynomial, p f 0 and q/p 
is not a nonnegative integer. Then the sequence { N,( f; z ) } converges to f (z ) for all z such that 
Rez > Re(q/p). 
Note that if one considers only the real line, then { N,,( f; x)} converges to f(x) for all x > q/p. 
Recently Askey [ 1 ] posed some “interesting and/or annoying” problems. The one to which he paid 
most attention concerns the behaviour of a sum of Jacobi polynomials. Let the Jacobi polynomials 
be defined by the Rodrigues’ formula 
(1 - X)“( I + x)W”,~) ,, (x)=gg$ [(l -x)=+*(1 +xy+q, 
or equivalently in terms of the hypergeometric function 2 F,, 
p,‘“‘P’(x) = (a fi,l’n #I(-n,n+cu+p+ l;a+ l;i(l -x)). 
Here (a),=a(a+l)...(a+k-l), (a),,=l, is thePochhammersymboland 
c4 ta)k(b>k z’ 
2Flta,b;c;z) =c 
kzO (C)k 2 (4) 
If cy, p > - 1, then Pn(n@) are orthogonal on [ -1, 1 ] with respect to (1 - x)“( 1 + x)fi. We prefer to 
introduce them by (2) or (3) because then Pj”,P) are defined for every real (Y and /3. Moreover, if 
p # -l,-2,..., then P,,‘P,“) ( 1) # 0 and one can ask if the inequalities 
c fl P;“‘yx) > o k=O Fpyl) ’ ’ -1 <x< 1, n=1,2 ,..., 
hold. This problem originates from Fej6r and further contributions are due to Jackson, Gronwall, 
Feldheim, Askey, Fitch and Gasper. A comprehensive survey is given in [ 11. Summarizing, one can 
say that the validity of (5) is proved if a 6 0, p 2 max{O, --cy - 2) and a 3 0, p 3 max{-i, -cy} 
and it is known that (5) fails if p < max{-i, -a - 2). Askey’s problem is to prove or disprove 
(5) for the remaining values of Q and 0, namely, when ((Y, p) lies in the parallelogram D = 
{<C&P): -; < p < o,-2 < LY + p < O}. He particularly emphasizes the case -2 < (Y < - 1: 
“However, ( 1.3) - (5) above-holds for p = 0 when -2 < LY < -1, and (1.3) may hold for some 
/3 < 0 in this range. If so, this is very interesting, and should be studied carefully.“. We will show 
that, unfortunately, these expectations cannot be justified. 
Theorem 2. Let - $ < p < 0, -2 < (Y + p < - 1. Then there exists a positive integer n and 
x E [ -1, l] such that Ci* Pi”“‘(x)/Pk WG) ( 1) < 0. In particulal; if ILY - i 1 - i ,< p < 0, then 
there exists a positive integer n such that xi, Pk(a’P)( 1) /I’~““‘( 1) < 0. 
In view of this result and the previous notes it remains to investigate (5) only when (a, p) 
belongs to the parallelogram D, = { (cy, p) : -i < p < 0, - 1 < (Y + /? < O}. In this case the problem 
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is closely related to the question of whether the integral inequality S,” t_PJ, dt 3 0 for the Bessel 
function J, holds for every 0 > 0 (see [ 11, [ 4, Problem 2 J ) and this problem appears to be rather 
intractable. 
2. Proofs 
Let us note that the hypergeometric series (4) is absolutely convergent for Iz 1 = 1 if Re( a-b-c) > 
o,czo,-I)...) and in this case the famous identity of Gauss 17, p.1041, [ 81 
*F,(a,b;c; 1) = 
r(c)T(c - a - b) 
T(c - a)T(c - b) 
holds. It is the principal tool in the proofs. 
Proof of Theorem 1. Obviously the Newton interpolation operator 
of degree not exceeding IZ and 
N,(f;z) = N,(f(-z&z), 
(1) recovers all the polynomials 
(7) 
where N; is the Newton interpolating polynomial of degree y1 based on the data f(k), k = 
(6) 
0,-l,..., -n. Hence it suffices to verify the assertion of the theorem for the operator N; and 
the function f(z) = fr(z) = (y - l)/(y - 1 - z), y # 0, -1, -2,. . . . More precisely, we have to 
prove that {IV,; ( fy; z ) } tends to fY (z ) for all z , Re z < Re y - 1. In order to show this we note that 
(6) yields 
2fi(l,z;y;l)= 
T(Y)T(Y - 1 - z> Y-l 
T(y-l)T(y-z) =y-l-z 
On the other hand, 
O” (Z)k 
zF,(l,z;y;l) =c- 
&j (Y)k' 
Let us denote the partial sums of this series by 
The theorem will be proved if we show that 
f,,(z,r) = K(f,;z), 
or equivalently that 
fn(-kry) = ‘- 1 
y+k-1’ 
k = 0,. . . , rz. 
Rez<Rey- 1. (8) 
(9) 
(10) 
(11) 
(12) 
These inequalities follow by induction with respect to n and the identity 
fn(z,y) = 1 + $,(z + I,y+ 1). 0 (13) 
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Proof of Theorem 2. First we prove that the inequality 
holds for sufficiently large 12. Note that by (3) we have Pk(a’P)( 1) = (cr + 1) J/C! and then 
n Pk(Q) ( 1) c Pya) ( 1) k=O 
(14) 
(15) 
where f,,( z, y) is defined above. It follows from Theorem 1 that {f,,( LY + 1, ,B + 1) } converges 
to p/(/? - 1 - (Y) for all CY < /I - 1 as IZ diverges. Now (7) is a consequence of the fact that 
p/(p--1-a) <Oforcu+l <p<O. 
It remains to prove the first statement of the theorem. It is known [ 2, (3.4) 1, [ 3, Theorem B] that 
if (5) holds for some ((Y, p), j? > -1, then it holds also for all (a - p, /? + ,u), p > 0. Therefore, 
if (5) failsforsome (a,P),P> -1, thenitfailsalsoforall ((Y+,u,/?--p), ~>0,/3-p> -1. 
Thus, taking into account (7)) we conclude that if -i < /I < 0, -2 < cy + p < - 1, then 
n Ppqx) < o 
g Py-“‘(l) ’ 
(16) 
for some positive integer n and x E [ - 1,l I. 0 
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