The astroparticle studies at Ooty have their roots going way back into the fifties, when studies using cosmic rays were initiated with cloud chambers of progressively larger sizes as the primary detector and measuring device to obtain properties of hadrons at high energies. This study was subsequently strengthened with the installation of a total absorption calorimeter and a modest extensive air shower array to probe the composition of the primary cosmic rays to very high energies. The discovery of pulsars provided a thrust for the exploration of these compact objects as the sources of γ-rays at TeV energies with the aid of atmospheric Cerenkov detectors in the seventies. With the rapid technological advances occurring during the subsequent years in detectors, electronics and computers, physicists world-wide were able to set up very large and remarkably sensitive experiments that were hard to imagine a decade earlier. With the increasing sophistication and complexity the modern experiments require participation of very large teams of scientists. This development has made the formation of collaboration of large number of physicists both experimental and theoretical, engineers, technicians etc., from a number of institutions and universities, a prerequisite for setting up any major experimental facility. The GRAPES-3 experiment is a collaboration of 34 scientists from 13 institutions, including 8 from India and 5 from Japan. The GRAPES-3 experiment contains a dense extensive air shower array operating with ~ 400 scintillator detectors and a 560 m 2 tracking muon detector (Em > 1 GeV), at Ooty in India. 25 % of scintillator detectors are instrumented with two fast photomultiplier tubes (PMTs) for extending the dynamic range to ~ 5x10 3 particles m -2
Introduction
The high altitude laboratory for cosmic ray studies at Ooty was set up in the premises of the Raj Bhavan in the mid-fifties, at the initiative of Dr. Homi J. Bhabha by one of his most illustrious associate, Prof. B.V. Sreekantan. It is a remarkable coincidence that the platinum jubilee of the Indian National Science Academy falls in 2009, a year that happens to coincide with two other epoch making events in the history of Indian science. As the year 2009 also marks the centenary of the birth of Dr. Bhabha and the 828 S K Gupta completion of 150 years of the birth of Acharya JC Bose. Acharya Bose had laid the foundation of advanced scientific research in India in the nineteenth century and Dr. Bhabha following in his footsteps nearly a half century later, created the edifice of modern scientific research in the country. In the present article we focus on a specific branch of research, namely, the area of high energy astroparticle physics where a unique facility, the Cosmic Ray Laboratory was created in the fifties which continues to expand and thrive till today.
Early History
During his inaugural address at the dedication of the Bose Institute in Kolkata in November 1917 Acharya J.C. Bose had stated, But high success is not to be obtained without corresponding experimental exactitude, and this is needed to-day more than ever, and tomorrow yet more again. Hence the long battery of highly sensitive instruments and apparatus designed here, which stand before you in their cases in our entrance hall [1] . This timeless statement remains as valid today as it did nearly a century back. That was also the spirit that drove Prof. Sreekantan and his colleagues in TIFR to develop a number of state-of-the-art instruments and detectors [2] , starting with small to the world's largest cloud chamber for studying the interaction of hadrons in high energy interactions which lead to many interesting phenomena to be observed, including the first hint of rising hadronic interaction cross-section at TeV energies [3] . This result was soon verified by the then newly built colliding beam accelerator, ISR at CERN in Geneva, Switzerland.
The discovery of pulsars and their identification with rapidly rotating neutron stars with huge magnetic fields made them a natural candidate for the sources of high energy particles in the galaxy. This lead to a surge in world-wide experimental efforts to detect TeV γ-rays from these objects in the seventies. Employing the atmospheric erenkov technique, a major experimental initiative was launched at Ooty using a number of parabolic reflectors to search for γ-rays from pulsars, such as the ones in the CRAB and VELA supernova remnants. Rapid improvements in the sensitivity of these telescopes followed in the early eighties from the application of new techniques such as the optimization of aperture and fast timing of the erenkov shower front [4] . Subsequent development of the imaging technique achieved enhanced rejection of the charged particle background, completely transforming the field of γ-ray astronomy into a new window for the study of the universe. Clearly, new technological breakthroughs in the design of large reflectors and better data processing software have provided the launching pad for the developments and maturing of the atmospheric Èerenkov technique.
Energy Spectrum and Composition
The energy spectrum of the primary cosmic rays is remarkable, in that, it can be described by a simple power law over nearly 10 decades in energy, with only two significant changes in the exponent at ~ 3 x 10 15 termed the knee and ~ 3x10 18 eV termed the ankle. Despite a great deal of progress being made in recent times, a comprehensive understanding of the nature of the sources and the acceleration mechanism(s) responsible for the primary cosmic rays continues to elude us. In the absence of the direct detection of primary cosmic ray sources, owing to their deflection in the galactic magnetic field, precise measurements of the energy spectra of different nuclear components over a wide energy range could be helpful in deciphering the process of the acceleration of high energy cosmic rays and their propagation.
At energies < 300 TeV, the direct measurements made by using the detectors flown aboard balloon and satellite borne platforms have provided crucial information on the composition and the energy spectra for various nuclear groups [5] . However, the results obtained from the direct measurements above 100 TeV suffer from limited statistics, due to the practical limitations on the size and weight of the space-borne detectors, which restricts the exposures to < 10 3 m 2 h. The indirect measurements on some of the components of an extensive air shower (EAS) such as the electrons, the muons, the hadrons, and the erenkov photons using the ground-based detectors, are the only available method for the study of the primary cosmic rays, wherein the exposure
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factors of >10 7 m 2 h are achieved [6] [7] [8] [9] [10] [11] . However, with the exception of the Tibet-ASg and ARGO-YBJ experiments [8, 9] , the energy thresholds for most of the EAS arrays are significantly higher than the highest energy cosmic rays observed in the direct measurements. This is primarily due to the large atmospheric overburden at the observational sites, but also owing to the practical constraints, such as the large inter-detector separation in the shower arrays and the relatively smaller areas of the hadron and/or the muon detectors, that contribute to the higher threshold energies. Equally significantly, the results obtained from the observation of the EAS are strongly dependent on the details of the hadronic interaction generators used in the Monte Carlo simulations of the observed components of the EAS.
Due to the absence of the data from the accelerator experiments at > 1000 TeV in the laboratory frame, especially in the forward region relevant for the propagation of the EAS in the atmosphere, the details of the assumptions made on the energy dependence of various interaction parameters, have a major impact on the final outcome. In the past, different characteristics of an EAS, such as the shower size (N e ), the electron-muon or the electron-hadron correlations, the erenkov photon density etc. have been exploited, for determining the nuclear composition and the energy spectrum at > 1000 TeV. Unfortunately, the energy dependence of these components for different hadronic interaction generators are often significantly different. Therefore, it becomes necessary to validate a combination of these observables along with a hadronic interaction generator, by having an overlap with the results from the direct measurements. This objective has been rather difficult to achieve for most of the air shower experiments, due to a variety of practical reasons, some of which have been outlined above.
The GRAPES-3 observations of the muon multiplicity distributions (MMDs) [60, 61] for several shower size 'N e ' groups, have been used to obtain the energy spectra of various nuclear groups in the primary cosmic ray flux in the energy range ~ 100-1000 TeV. Therefore, a sizable overlap in the energy range ~ 100-300 TeV of the GRAPES-3 data with the direct measurements was achieved, that helped in the selection of a specific hadronic interaction generator as the preferred model, for the simulation of the EAS at energies ~ 100-1000 TeV. It is wellknown that the correlation between the shower size N e and the muon content N µ is a sensitive probe of the composition of the primary cosmic rays.
The recent results from the Monte Carlo simulations have shown that the shape of the MMD measured with a large area muon detector possesses excellent sensitivity to the composition of the primary cosmic rays [10] . This is primarily because the lighter nuclei, such as the proton (H) and helium (He) etc. predominantly contribute to the lower multiplicity region of the MMD, as opposed to the heavier nuclei, namely, aluminum (Al) and iron (Fe) etc. that dominate the high multiplicity region. On the other hand, the medium nuclei such as the carbon, nitrogen and oxygen contribute to the mid-multiplicities in the MMDs. This fact may be readily understood, if one considers two primary cosmic rays, namely, a proton 'H' and an iron nucleus 'Fe', each having the same primary energy E 0 . The Fe nuclei would break up in the very first interaction producing A nucleons each of which carrying an energy of ~E 0 /A, where A is the mass number of Fe. Therefore, the subsequent hadronic interactions of these A nucleons would produce a larger number of charged pions of systematically lower energies than those produced in the interactions of H of the same primary energy. Therefore, the pions in the Fe initiated EAS would more likely decay, producing a significantly larger number of muons than in an H initiated EAS. These intuitive arguments are supported by the results of the detailed Monte Carlo simulations as would be shown subsequently.
Diffuse γ γ γ γ γ-Ray Flux ~ 100 TeV
The cosmic rays are the highest energy particles that are present in the nature with energies exceeding 10 20 eV. The highest energy cosmic rays have been extensively studied over the past several decades, but their origin is yet to be clearly understood [12] . The current theories of the origin of the highest energy cosmic rays may be broadly classified into two distinct categories, namely, the "bottom up" 830 S K Gupta acceleration based models, and the "top-down" decay scenario. In the "bottom up"' scheme the charged particles are accelerated from low to high energies under very special astrophysical environments. Some of the examples of this approach include diffusive acceleration in supernova shocks, active galactic nuclei (AGNs), powerful radio galaxies, or the acceleration in the strong field associated with rotating neutron stars having high surface magnetic field. In contrast, the "top-down" invoke production of highest energy particles from the decay of sufficiently massive particles that had originated from the physical processes occurring in the early universe, thereby no acceleration mechanism is required [13] .
The study of the highest energy cosmic radiation has been vigorously pursued, by using several large area extensive air shower (EAS) arrays with collection areas exceeding hundreds of km 2 , to directly detect the extremely low fluxes of < 1 km -2 sr -1 century -1 expected of these particles [14, 15] . Recently, two new giant experiments, namely, the Pierre Auger Observatory (PAO) [16] and the Telescope Array (TA) [17] have been set up with effective collection areas in excess of 1000 km 2 for the study of the highest energy cosmic rays. Since the magnitude of the interstellar magnetic fields are insufficient to confine these particles to within the galaxy, the sources of highest energy particles are expected to be of extra-galactic in nature. The recent results from the PAO indicate that the hypothesis of a single power law beyond the ankle in the cosmic ray spectrum is not valid and their data are consistent with the existence of the so called Greisen-ZatsepinKuzmin (GZK) cutoff [18, 19] beyond the energy of 4 x 10 19 eV [20] . An important corollary of this result is the large reduction in the flux of the highest energy cosmic rays. Therefore, the cosmic ray flux would be lower by more than a factor of ten at 10 20 eV, as compared to the earlier estimates. Therefore, the number of events recorded, even by these giant experiments would be drastically reduced, thereby making the task of their study at the highest energies enormously more difficult.
However, there is a direct and intimate connection between the highest energy cosmic rays and the ultra-high energy (UHE, ~ 100 TeV) γ-rays. In principle, this connection may be exploited for an indirect study of the highest energy cosmic rays. Above the GZK cutoff around 4 x 10 19 eV, the protons have a relatively short path-length before suffering photo-nuclear reactions with the photons of the 2.7 o K universal cosmic microwave background radiation, the relic of the big bang. The produced pions and other mesons decay into the electron, the photons and the neutrinos. Bethe-Heitler pair production in this photon field is also an important mechanism [21] . Since the electromagnetic decay products, namely, the photons and the electrons also have a relatively short path-length in the photon field of the cosmic microwave background radiation, electromagnetic showers develop in the universe as a consequence of the presence of the cosmic ray particles above the GZK cutoff. The observation of the UHE γ-rays that are the final outcome of the energy loss processes of the extremely high energy cosmic rays in the 2.7 o K background [22, 23] becomes an interesting probe of this mechanism. Extensive calculation have shown that the flux of 10-100 TeV γ-rays is within the reach of the planned γ-ray telescopes [24, 25] .
Therefore, the presence of the UHE γ-ray component in the cosmic radiation offers an interesting possibility for further investigation. Specially, since it is possible to envisage the scenarios where the production of the cosmic rays is accompanied by the electromagnetic showers that might generate a sizable flux of the UHE γ-rays in the universe. The study of the γ radiation is of course extremely important in it its own right, because being neutral radiation, they are completely unaffected by the intervening interstellar and/or intergalactic magnetic fields and thereby retaining the sense of their original direction. Therefore, the γ-rays have the potential to provide significant information on the sites of the production and acceleration of the highest energy particles in universe.
There are a number of possible candidate sources for the production of the diffuse flux of UHE γ-rays. Some of the conventional scenarios for the production of these γ-rays include; (i) the unresolved point sources, such as the distant active galactic nuclei
High Energy Astroparticle Physics at Ooty and the GRAPES-3 Experiment
831
(AGNs) and the powerful radio galaxies etc., which in addition may also be the sources of the extremely high energy cosmic rays, (ii) the decay of the mesons produced in the collisions of the charged cosmic rays with the interstellar and/or the intergalactic gas and dust, and finally (iii) the electromagnetic showers generated in the interactions of the extremely high energy cosmic rays with the cosmic microwave background photons.
In addition to the conventional sources, several unconventional astrophysical phenomena have been proposed that could produce a diffuse γ-ray flux at the UHE energies. For instance, it has been speculated that the highest energy cosmic rays may not be produced by any acceleration mechanism, but could be the decay product of some super-massive particles (generally termed the X particle) with mass m X > 10 11 GeV that can have energies up to ~ m X . Therefore, no acceleration mechanism is invoked to explain the highest energy particles. The massive X particles may have originated in the high energy processes in the early universe. Such an unconventional nonacceleration, "top-down" decay mechanism as opposed to the conventional "bottom-up" acceleration mechanism has significantly different predictions that may be experimentally verifiable [13] .
In the top-down scenario of the origin of the extremely high energy cosmic rays, the X particles typically decay into quarks and leptons. The quarks undergo hadronization, producing jets of hadrons containing primarily light mesons with a small fraction of baryons. The pions decay into photons, electrons and neutrinos. Therefore, energetic photons, electrons and neutrinos together with a small percentage of nucleons are directly produced with energies going up to ~ m X , without invoking any acceleration mechanism. For these decay products to be detected, either the X particles should decay in recent cosmological epoch, or the decay should occur at distances < 100 Mpc from the Earth. The nature of the X particles is also a subject of considerable speculation. The X particles could be super-massive gauge bosons, Higgs bosons, super-heavy fermions produced from the collapse of the cosmic topological defects such as the cosmic strings, magnetic monopoles, superconducting cosmic strings etc., which may have formed in the symmetry breaking phase transitions associated with the grand unified theories in the early universe [26] . Te X particle could be a long-lived metastable super-massive relic of nonthermal origin, which may be produced through the vacuum fluctuations during a possible inflationary phase in the early universe. A fraction of such particles decaying in the recent epoch may give rise to the extremely high energy cosmic rays.
In the process of the collapse or the annihilation of the topological defects, the integral γ-ray flux at E < 100 TeV is expected at the level of 10 -3 -10 -2 of the cosmic rays flux. These values were obtained by taking into account only the cascading in the field of the cosmic microwave background radiation. Due to the absence of definitive information about the level of the universal far infrared radiation, its role in the attenuation of the γ-ray flux is rather unclear. However, in the present discussion for the application of the SUSY GUT model, the far infrared radiation may also have a major impact on the observed γ-ray flux and its characteristic energy could come down by two or three orders of magnitude to < 0.1TeV. Thus as a result, the diffuse γ-ray flux produced by the extragalactic cosmic rays would be drastically reduced and could become undetectable with the present generation of detectors.
As explained above, the highest energy charged cosmic rays during their passage through the intergalactic medium interact with the ubiquitous cosmic microwave background photons, resulting in the production of the pions including the π 0 s and other short-lived mesons. These interactions and decays occur repeatedly during the propagation of the cosmic rays over cosmological distances, resulting in a relatively rapid loss of primary energy leading to the occurrence of the so called Greisen-ZatsepinKuzmin or GZK cutoff in the primary cosmic ray energy spectrum at ~10 20 eV [18, 19] . One of the endproducts of these meson decays are the γ-rays, the electrons and the positrons. The interaction of this electromagnetic component in the photon field of the cosmic microwave background plays an important role through the following QED processes, namely, 832 S K Gupta (i) the pair production γγ → e + e -, (ii) the inverse Compton scattering of electrons eγ → γe, (iii) the electron pair production via virtual photons eγ → e +-e, and finally (iv) the pair production γγ → e + e -e + e -. However, the two leading order processes, namely, (i) and (ii) dominate in the intermediate energy region between 10 15 and 3x 10 17 eV and above this energy domain the electron pair production via virtual photons dominates until the double pair production takes over above 7x 10 20 eV.
As a result of the above mentioned processes, for distances of 100 Mpc or more become opaque to the propagation of the UHE γ-rays, and electrons due to the above mentioned interactions in the intergalactic medium. In summary, these interactions transfer the energy of the primary cosmic rays into the γ-rays of progressively lower energy and that in turn produce e + , e -pairs in the cosmic microwave background field, until the center of mass energy drops below the e + , e -pair production threshold. This occurs at ultra-high energies (Eγ < 100 TeV). Thereafter the universe becomes relatively transparent to the propagation of the γ-rays of energỹ 100 TeV. Thus a pileup of the γ-ray flux around 1 00 TeV is expected. Since the sources of the highest energy cosmic rays are expected to be located at cosmological distances and therefore would be isotropically distributed. The resultant UHE γ-ray flux would constitute a diffuse and nearly isotropic background. Therefore, it is important to measure the flux of diffuse γ-rays at the UHE (Eγ < 100 TeV) as a probe of the astrophysics of the cosmic rays at the highest energies [24, 25] .
A measurement of the ratio of intensities of the diffuse γ-and cosmic rays in the energy region 20-500 TeV has therefore become of paramount importance. Some of the theoretical estimates show that at several tens of TeV, the diffuse γ-ray flux is enhanced as a result of the electromagnetic cascading from the interactions of the extremely high energy (~ 10 20 eV) cosmic rays with the cosmic microwave background in the bottom-up [25] , as well as, in the top-down models [27] . However, experimentally it is an extremely difficult proposition to distinguish the γ-ray from the charged cosmic ray induced showers with the ground based observations. In the recent times have placed stringent upper limits on the diffuse flux of γ-rays which appear to question the validity of certain models in the several tens of TeV to a PeV (10 15 eV) energy region. The HEGRA collaboration had used the HEGRA EAS array in association with the AIROBICC array of atmospheric erenkov detectors to probe the diffuse γ-ray flux in the energy region 65-200 TeV. They had placed a limit of 10 -2 at 65 TeV on the ratio of the flux of γs to charged cosmic rays [28] . This upper limit at the time was a factor of 4 lower than the predicted ratio for one of the topological defect models [27] . In a subsequent report the HEGRA collaboration had reported an upper limit of 1.2 x 10 -2 at 31 TeV and 1.4 x 10 -2 at 53 TeV [29] . The EASTOP collaboration had also performed an extensive search for the diffuse flux of UHE γ-rays using the EAS with low muon content [30] . The CASA-MIA collaboration had reported sensitive upper limits on the diffuse flux of γ-rays in the energy range 500 TeV to 50 PeV [31] .
Solar Flares, Coronal Mass Ejections
The solar flares and coronal mass ejections (CMEs) accelerate charged particles through a variety of mechanisms, which may be constrained through observations at high energies (> 10 GeV). The Sun is the closest astrophysical source accelerating particles to GeV and possibly higher energies, yet there is very limited understanding of, and little consensus on, the sites and processes leading to the production and acceleration of energetic particles associated with the solar flare activity [32, 33] .
The available data obtained so far have shown that the solar flares and CMEs are a complex combination of a variety of physical processes involving the reconnection of the solar magnetic field lines due to certain instabilities occurring in the chromospheric and coronal regions surrounding the Sun. In some cases, the solar flares are observed in association with the CMEs. However, no such association between these two phenomena is seen in a number of other instances. The relationship between the emission mechanisms responsible for the solar flares and CMEs is an area of active research and much debate [34] . Solar flares are among the most
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833 energetic events to occur in the solar system, releasing vast amounts of energy (~ 10 25 J) on relatively short time-scales (~ 10 2 s). The solar flares give rise to the emission of a variety of radiation ranging from radio, micro-wave, optical, soft and hard x rays and γ rays of up to several MeV including the γ ray lines due to nuclear de-excitation. Energetic solar particles contain electrons and ions which are accelerated in the solar flares [35] . Solar flares are classified into two broad categories, namely, "gradual" and "impulsive" flares. The gradual flares occur higher up in the corona and generally last for a longer duration of time and are also spread over a larger geographical region on the Sun. The gradual flares are also associated with CMEs and are accompanied with soft and hard x-ray emission. The ions accelerated in the gradual events display a composition which is rather similar to that of the coronal abundances. The impulsive flares on the other hand are believed to emanate from the regions closer to the Sun in the chromosphere and/or lower corona; the emission takes place for a shorter duration of time and over a relatively compact geographical region. The composition of the energetic ions in the impulsive events displays a very significant enhancement of the heavier nuclei as compared to the coronal abundances by an order of magnitude or more. In the case of helium, the ratio 3 He/ 4 He, is observed to be ~ 1 as compared to the coronal value of ~ 10 -3 [35] [36] [37] [38] .
Based on the observations, it appears that the ions in the gradual events are accelerated by a CME driven shock front. The shock front itself may be formed as a result of the magnetic reconnection, induced due to some instability in the coronal region. In the case of the impulsive events, several processes have been proposed for the modeling of the turbulent acceleration of particles in the flare region. Stochastic acceleration involving interaction of the particles with plasma waves gives a reasonable fit to some of the features of the energy spectra and the abundance ratios for several ions in the impulsive solar flares [35, [39] [40] [41] [42] . However, some of the recent observations have shown that this canonical scenario of different acceleration mechanisms and characteristics for the impulsive and gradual flares is not always valid. It has been argued that the mechanism(s) responsible for impulsive events may also accelerate ions in some gradual events leading to a heavy ion rich impulsive composition in those cases [43] . Alternatively in some instances, shock acceleration could play a significant role in the acceleration of the particles in impulsive events. This hypothesis has been borne out by the observation of a CME in association with an impulsive flare on 1 May 2000 [44] .
While the primary particles generated in a solar flare are charged, and are accelerated in the solar convection zones which serve to transfer energy to the interaction regions in the chromosphere, the γ-ray and neutron emission provides information on the interaction between solar energetic particles and the ambient medium around the Sun. For example, the temporal profiles of the γ-ray flux at different energies provide a wealth of data on the interaction of various particles and their entrapment near the Sun. The continuum γ-ray emission is produced due to the bremsstrahlung from high energy electrons. The bombardment of the chromosphere by high energy ions leads to the excitation of the ambient matter resulting in the emission of γ-ray lines in the MeV region due to the nuclear de-excitation in the chromosphere [45] . On the other hand, solar neutrons provide crucial information on the interaction of energetic ions, as the neutrons escaping into the interplanetary medium can be observed as decay protons or electrons by the detectors in space, and in rare cases, through the recoil protons in the groundbased NMs. However, the NMs mostly observe secondary neutrons produced by the interaction of primary protons with air nuclei.
In terms of the requirement for the energy budget, the conversion of the magnetic potential energy into other forms, during the process of magnetic reconnection [46, 47] provides a viable and attractive possibility to accelerate particles to several tens of GeV in a relatively short time. Therefore, there is a great deal of interest, in exploring the energy spectrum of the particles emitted during the solar flares, over a broad range of energy. This becomes especially important in view of the fact that the NMs 834 S K Gupta operating at high rigidities have only rarely recorded high energy events above 10 GeV. As in the other branches of astrophysics, a significant advance in the understanding of the phenomenon of the solar flares is unlikely to occur in the absence of multiwavelength observations with a variety of groundand space-based instruments. This approach has been successfully employed in the case of the large solar flare that had occurred on 29 September 1989 [45] .
While the satellite-borne detectors with high sensitivity such as the instruments aboard the Advanced Composition Explorer [48] provide excellent measurements at sub-GeV energies, the energy range spanning from a few GeV to tens of GeV, can only be explored through the studies, with the network of NMs and muon telescopes located at various sites around the world. The highest energy of the particles accelerated during the solar flares is one of the decisive parameters that can be used to differentiate among various possible models of particle acceleration in the Sun. Observations of flare particles show spectra with cutoff at energies beyond a few GeV which have to be understood on the basis of the models of particle acceleration. Observations carried out using the detectors with high sensitivity opens up the possibility of search for particle fluxes at high energies near the cutoff and/or the shape of the energy spectrum near such cutoffs. Such measurements may provide new constraints on models of particle acceleration in solar flares. However, the galactic cosmic rays constitute the dominant background for the detection of the high energy (above tens of GeV) solar particles. The detection of the secondary muons (produced in the atmosphere by energetic solar particles) with the surface and the underground muon telescopes with good directional capability is an important tool to probe the high energy end point of the energetic solar particle spectrum. It has been pointed out that muon detectors with relatively good angular resolution may be able to observe the energetic solar particles at 1 00 GeV.
In the past, there have been several reports of the detection of the bursts of muons which were nearly coincident in time with the associated solar flare activity in x rays, although with somewhat limited statistical significance [38] . One of the significant detection of a muon burst was by the Baksan group which occurred on 29 September 1989 at an energy of > 200 GeV, indicating possible acceleration of the solar protons to several hundreds of GeV. However, the direction of this muon burst did not coincide with the direction of the Sun. Also the enhanced muon flux was observed after a delay of a couple of hours after the impulsive phase of the associated solar flare [49, 50] . The delayed arrival of the high energy solar particles opens up the possibility, in at least some of the solar flares, of the acceleration of high energy protons and ions after a significant delay, following the initial impulsive phase. The AGASA group had reported the detection of an enhanced flux of prompt muons during the solar flare of 4 June 1991, which they claimed was due to the arrival of the solar neutrons of energy > 10 GeV [51] . The L3 group, using their precision tracking muon detectors at CERN, have reported the detection of a significant excess of muons in association with the solar flare of 14 July 2000 [52] .
The occurrence of the solar flares and the CMEs result in a sudden injection of high energy plasma with frozen-in magnetic field lines into the interplanetary space. This phenomenon leads to the formation of a shock front in the interplanetary space surrounding the Sun. The electromagnetic field present in the plasma acts as a potential barrier for the incoming cosmic radiation, when the shock front passes in the vicinity of the Earth. As a consequence, the observed rate of the secondary particles (neutrons and muons etc. produced by the primary cosmic rays) in the atmosphere of the Earth registers a sudden drop, which is termed "Forbush decrease (Fd)" [53] . The passage of the Earth through the shock front results in the sudden commencement of a geomagnetic storm. Several variants of the shock models involving ordered and/or turbulent magnetic fields have been proposed to explain the phenomenon of Fd [54] .
The Fds are characterized by a rapid decrease (~ 5-15 %) in the intensities of the observed muon and neutron fluxes at the Earth with an onset time, ranging from several hours to about a day. This is
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followed by a relatively slower recovery time, ranging from about a week to several months. The magnitude of a Fd is defined as the fractional decrease in the intensity of the muon/neutron flux from its quiescent value. The magnitude of the Fds is observed to decrease with increasing rigidity. The Fds also display some correlation with the 11-year solar cycle. The occurrence of the Fds is generally accompanied by the observation of large anisotropies in the flux of the cosmic radiation [54] . The phenomenon responsible for a Fd evolves as it propagates farther into the heliosphere. This evolution results in a gradual increase in the onset and the recovery times with the heliocentric distance. There have been suggestions that the cosmic ray modulation with the 11-year solar cycle could be a result of the cumulative effects of the Fds occurring over a long period of time [55] .
The ground-based NMs and space-borne detectors in general, have a very poor angular resolution. Therefore, the information on the directional dependence of the Fds is usually obtained from the worldwide network of ground-based NMs located all over the Earth, with the help of appropriate modeling techniques [56, 57] . However, due to the variation in the cutoff rigidity with the geomagnetic latitude of the site, various NMs respond differently to a given Fd event, thus making the interpretation of the observed data somewhat complicated and model dependent. However, a single monitor with a good angular resolution may be able to provide simultaneous information on the directional dependence of the observed Fd. In addition, the detectors located near the geomagnetic equator have rigidity cutoff, which varies rapidly with the arrival direction, thus permitting the measurement of the rigidity dependence of the detected Fd from a single instrument.
The search for the emission of protons of > 20 GeV during the active phase of solar flares is an important activity using a large area tracking muon telescope of the GRAPES-3 experiment. Protons were accelerated during the solar flare on 28 October 2003 around 11:10 UTC nearly 80 min after the detection of this flare in the x rays. This solar flare had occurred in the active sunspot region 10486 in the east of the central meridian of the Sun. An intriguing feature of the solar flare of 28 October 2003 has been that the earliest arriving particles were recorded by the neutron monitors (NMs) viewing the anti-sunward direction. Also the enhancement in the nucleon flux continued for a long duration of time (~ 20 h) until the fast moving (mean velocity ~ 2200 km/s) coronal mass ejection (CME) shock front arrived at the Earth. Two distinct components, namely, a prompt and a delayed one, were observed by the global network of Earth-based NMs [58] . Detailed modeling of charged particle propagation in the interplanetary medium permeated with magnetic fields to explain, the delayed and the prompt components of the solar particles, observed by the worldwide network of a large number of NMs, has also been attempted. Here one exploits the delays in the onset of the rate increases seen in the NMs, to estimate that the pathlength of the relativistic protons from the Sun to the Earth to be ~ 2.2 AU. This model implies that the acceleration of the protons in the flaring region is followed by their transport along a stretched magnetic field loop (~ 2.2 AU) to the Earth. During this period the Earth was located at the interface of the interplanetary CME and a co-rotating stream from the Sun. The direction of the loop from the antisunward direction was used to explain the direction of the radiation and the anisotropy seen in the NM data. The onset of the Fd started in the wake of the fast CME on 29 October 2003 nearly 20 h after the start of the X17 class solar flare at 09:51 UTC on 28 October 2003. Concurrent observations of sub-GeV solar neutrons using several NMs and of solar γ rays from INTEGRAL satellite have been made with good statistical significance. The correlation in the time profiles of the solar neutrons and the γ rays was used to conclude that the solar neutrons and the γ rays were produced at the same time [59] .
The arrival of the CME on 29 October 2003, 2 0 h after the start of the X17 class solar flare at 09:51 UTC on 28 October 2003, started the onset of a large Fd. New information on this Fd has been provided by the GRAPES-3 experiment. The magnitude of this Fd as measured by the GRAPES-3 experiment is ~ 8 % and a comparatively short onset 836 S K Gupta time of ~ 10 h and thereafter the recovery phase of the Fd commenced. The onset and recovery phases of this Fd display a rich time structure. The tracking feature of the muon telescope has shown a systematic time shift in the onset of the Fd on a time scale of an hour. By exploiting the tracking feature of the muon telescope for analyzing the rigidity of the incoming particles, the rigidity dependence of the magnitude of the Fd has been estimated [32] .
With the passage of time it has been realized that measurement of as many components of the EAS as possible holds the key to the future success of these studies. The electrons, in an EAS are the most studied component for getting information on the shower, particularly for generating the trigger, determining the arrival direction and for estimating the energy of the primary particle. A measurement of the lateral (radial) density distribution of the particles in a shower using an array of unshielded charged particle detectors provides a good estimate of the observed number of particles in the shower. Despite considerable fluctuations in the development of individual showers in the atmosphere and the differences in the development profile for different primary nuclei, the shower size N e is known to be a good parameter for estimating the primary energy of a shower. Practical and economic constraints limit the number of detectors deployed in a shower array, thus providing only a sampling of the particle density at a limited number of points. Even in good shower arrays, for example, the CASA-MIA [62] , the Tibet AS γ [63] and the KASCADE [64] arrays, the detection area does not exceed about 1 percent of the physical area over which the array is spread out. However, this is an important parameter which contributes significantly to the accuracy of the measurement of shower size (and consequently primary energy) as well as the arrival direction, particularly for γ-ray astronomy. With similar considerations in mind, the GRAPES-3 EAS array has been designed to have one of the most compact configurations of conventional type arrays with only 8 m separation between adjacent detectors that are arranged in a symmetric hexagonal geometry. While the final target is to have 15 rings with 721 detectors, covering a distance of up to 120 m from the center of the array, the observations were started in early 2000 with 217 detectors located within the inner 8 rings which now have increased to 400 detectors. To extend the dynamic range of the primary energy it was decided to measure the density of the particles in the EAS with an enhanced range of up to 5000 m -2 [60] .
Certain aspects of high energy cosmic ray astrophysics require correlated studies of the electron and the muon components of air showers, namely, the search for cosmic ray sources through γ-ray astronomy and studies of the variation of the nuclear composition of the primary cosmic rays with energy. While studies on the electron component provide basic information on the arrival direction and the energy, it is the muon component that plays a crucial role in distinguishing a primary γ-ray from a charged cosmic ray particle and in determining the composition. A large area (560 m 2 ), tracking muon detector of the GRAPES-3 experiment, operating at Ooty in southern India, was designed for the detailed studies on both of these aspects of cosmic ray astrophysics.
Role of Muons in Composition Studies
Observational studies during recent years have focused on two aspects of cosmic ray astrophysics, namely, the direct studies on the sources of γ-rays and the indirect studies on the nuclear composition of the cosmic rays. Although the importance of studies of TeV cosmic γ-rays for high energy cosmic ray astrophysics was highlighted in the fifties [66] [67] [68] , the field of of TeV γ-ray astronomy advanced only in the eighties [69] following the breakthrough provided by the development of the imaging technique [70] . This was essentially due to an efficient rejection of the large background of charged cosmic rays. Similarly, at higher energies (10 14 -10 16 eV), another breakthrough has been sought by the use of the muon component [71, 72] for identifying the γ-initiated showers in the presence of a large flux of showers due to the charged cosmic rays. The Chicago Air Shower Array (CASA) in association with the Michigan Muon Array (MIA) was the first experiment to use an array of large area muon detectors to search [73] for muon-poor showers as a signal from potential γ-ray sources. The EAS-TOP [74] , the KASCADE
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837 [64, 65] and the GRAPES-2 [10] are the other recent experiments using either a large area muon detector or an array of muon detectors with the capability to observe the muon-poor showers. However, the GRAPES-3 experiment [61] with its single large area (560 m 2 ) muon detector is attempting to reach a significantly higher level of sensitivity to the γ-initiated showers based on their small muon content, particularly at the sub-PeV energies, lower than those achieved by the CASA-MIA experiment.
The muon component has been studied in recent experiments in two different ways. Using an array of muon detectors, the muon size is determined for individual showers from an integration over the lateral distribution function as fitted to the observed muon densities, for example in the CASA-MIA [62] and KASCADE [64] experiments. Using a single large area muon detector, such as in the EAS-TOP experiment [74] , the muon size has been estimated for individual showers from the lateral distribution function obtained from a fit to the data. On the other hand, the GRAPES-2 [10] experiment had made a detailed study of the muon multiplicity distribution in an attempt to obtain the flux of the light nuclei (H+He+CNO groups) and the heavy nuclei (Si+Fe groups) in the cosmic rays almost independently. Pursuing the strategy of the GRAPES-2, the GRAPES-3 collaboration has constructed a large, 560 m 2 area, muon detector to study the muon multiplicity distribution for showers over a wide energy range.
Development of Cutting Edge Detectors and Electronics
With rapidly advances in the detector technology and specially in the area of signal processing and data recording it has now become feasible to set up large experimental facilities that were unthinkable even a decade back. As in other areas of science the progress in astroparticle physics is governed by the technological advances but with an additional requirement for a large number of instruments (channels). Therefore the development of the stateof-the-art equipment that is detectors and signal processing electronics is a key to the success in this field of research. Such an indigenous research and development activity offers numerous advantages from the point of view of cost and optimization according to the specific requirements of a given experiment. In addition, a home-grown capability allows rapid in-house repairs in the case of malfunctioning of the equipment, future improvements and continuous customization to suit the physics needs of the research activity. This is not something new but was the philosophy followed by Bose and Bhabha while laying the foundation of modern research in India as briefly mentioned at the start of this article. This was also the rationale for building a series of increasingly sophisticated cloud chambers to study the interactions of high energy hadrons in Ooty [2] . In the following we summarize some of the technological achievements that led to the development of high quality plastic scintillators.
The plastic scintillators are used extensively in the detection of charged particles in the experiments in the fields of nuclear physics, high energy physics, space physics and cosmic ray physics. In India high quality plastic scintillators are not available and have to be imported from abroad. High quality refers to a high light output (~ 50-60 % of anthracene) and good transmission of photons (attenuation length λ ~ 50 cm). The imported scintillators are prohibitively expensive and therefore involve large expenditure. Worldwide, only a handful of manufacturers, located in the USA, Europe and Japan supply plastic scintillators. In addition, sometimes there are certain complications in importing these scintillators. For setting up the GRAPES-3 experiment, in principle, our requirement could be met by importing plastic scintillators. But we decided against this easier but extremely expensive import option. For example, the high quality Bicron scintillator (BC-400 series) costs approximately Rs 100,000/-per m 2 . Thus for 1000 m 2 of plastic scintillator for the GRAPES-3 experiment the import bill would have been substantial.
In the year 1998 an R&D program with the goal to develop high quality, low-cost plastic scintillators was started in Ooty. Since the bulk cost of styrene is low, we decided to purchase the basic raw material in the form of polystyrene granules. This was done to avoid the problem of inhibitors in liquid styrene. 838 
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Polystyrene granules were doped by the manufacturer with para-terphenyl and POPOP in specified quantities at the time polymerization as the primary and secondary scintillants. To the best of our knowledge no literature is available that describes the methodology for making high quality plastic scintillators from raw input. Since the casting of the high quality plastic scintillator in the form of sheets is a difficult process, any information pertaining to it, is kept confidential by the manufacturers. Therefore, we had to make a start from scratch. This R&D effort progressed steadily over the next 3 years in several distinct phases, successfully culminating in late 2001 with desired performance. The actual development is described in greater detail in a later section.
As already mentioned earlier the success of the experiment also critically depends upon the availability of high speed signal processing electronics. The photons produced due to passage of the charged particles through a scintillation detectors are converted into an electric pulse by the photomultiplier tubes (PMTs). Intrinsically fast response (~ 1 ns) of a plastic scintillator can only be effectively utilized if the subsequent signal processing electronics has an equally short response time. The analog signals from PMTs have to be amplified and then converted into a digital signal by discriminators for subsequent use. A discriminator is operated at a user selected threshold and all signals with a pulse height below this threshold are rejected. Signals above the threshold trigger the discriminator and produce an output pulse of standard height and user defined width. Since there are no indigenous manufacturers of fast amplifiers and discriminators, therefore, every experimenter is forced to import these units from abroad. These units are very expensive and cost ~ Rs 5000 per channel. Since the requirement for the GRAPES-3 experiment is nearly 1000 channels, a goal was set to develop an 8-channel amplifier-discriminator module with a response comparable to the best imported modules.
The direction of the shower is obtained from the accurate measurements of the arrival time of shower particles in the EAS array. The arrival times have to be measured to accuracies of ~ 1 ns. Multichannel time to digital converters (TDCs) are used to perform this task to a precision of ~ 0.5 ns. In effect, the TDC is a fast stop-watch with sub-nanosecond accuracy and a large dynamic range with fast conversion time. Since there are no Indian manufacturers, the TDC modules have to be imported in large numbers at a very high price. However, a more serious constraint arises from the fact that in the case of a failure it takes a long time to get the imported equipment repaired. In the GRAPES-3 experiment where a large number of TDC modules are used the probability of a failure is not at all insignificant. Therefore, the development of high performance TDC had become a necessity for the success of this activity. Spread over a period of 5 years we had developed two models of the TDCs based on a application specific integrated circuit designed at CERN, Geneva called the TDC32 and HPTDC, respectively. The TDC32 based module contains 32 individual channels and it can measure a maximum time interval of up to 1 ms with a precision of 0.5 ns. The HPTDC based module with 32 channels can measure an interval up to 50 ms with 100 ps precision. In the subsequent discussion some of the salient features of these R&D activities are summarized. 
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The GRAPES-3 Experimental Setup
The Initial Array
The GRAPES-3 (Gamma Ray Astronomy at PeV EnergieS Phase-3) extensive air shower (EAS) array [60] has been designed to have one of the most compact configurations of the conventional type arrays with only 8 m separation between adjacent detectors that are arranged in a symmetric hexagonal geometry. The final target is to have 15 rings with 721 detectors, covering a distance up to 120 m from the center of the array, the observations were started in 2000 with 217 detectors located within the inner 8 rings. The GRAPES-3 experiment is located at Ooty (11.4 o N latitude, 76.7 o E longitude and 2200 m altitude), a popular mountain resort town in southern India. The GRAPES-3 EAS array shown in Fig. 2 at present time consists of 400 plastic scintillator detectors, each 1 m 2 in area. A schematic of the array is shown in Fig. 3 , where each scintillator detector is represented by a filled triangle blue and the four muon supermodules are represented by filled squares green . Each filled square green represents a 4-layer tracking muon detector with an energy threshold of 1 GeV along vertical direction. Each layer consists of 58 proportional counters (PRCs), each 6 m long with a 10 x 10 cm 2 cross-sectional area. This large area muon detector has been designed for the studies on the composition of the primary cosmic rays and studies on cosmic sources of multi-TeV γ-rays. Large area muon detector is also required for the observations on muons [32] produced by lower energy protons which are affected by the phenomena occurring on the Sun, such as the solar flares and the coronal mass ejections leading to magnetic disturbances around the Earth.
Each of the older shower detectors consists of four blocks of plastic scintillators, each 5 cm thick and 50 x 50 cm 2 in area, placed inside a square aluminum tank as shown in Fig. 4 . A 5 cm diameter photomultiplier tube (ETL9807B) is mounted on top of a trapezoidal-shaped aluminum cone, with its face at a height of 60 cm above the scintillator surface. The inner surfaces of the tank and the cone have been painted with super-white (TiO 2 ) paint to increase the efficiency for collection of diffuse photons at the photomultiplier tube. The whole detector assembly is covered by a large aluminum cone to protect it from rain and heating due to direct sunlight. The detector is mounted on a 40 cm height stand, as shown in Fig.  4 , to protect it from the flowing rain water. This arrangement allows a small muon telescope as shown in Fig. 4 , to be placed under the detector for single particle (muon) calibration.
Fig. 2: GRAPES-3 Extensive Air Shower Array
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As shown in Fig. 4 , the detectors are calibrated using a small muon telescope made of two (5 cm thick and 15x15 cm 2 area) independent scintillator pedals placed inside an aluminum box with a vertical separation of 5 cm between them. Each being fully sensitive to the passage of minimum ionizing particles, a 2-fold 100-ns coincidence between the two scintillators selects almost all muons with zenith angle θ < 50 o . Most of these muons pass through the detector located above the muon telescope, thus providing the distribution of the integrated-charge for the passage of minimum ionizing particles. Typical single particle response for a detector in terms of the distribution of integrated-charge (ADC value) follows the Landau distribution [60] . The most probable ADC value obtained from the calibration distribution for each detector is used to convert the signal observed in a shower to 'equivalent' number of particles. The spatial non-uniformity in the response of the detector to single particles arises due to differences in the scintillation efficiency from block to block and due to geometrical effects. However, all the detectors have fairly uniform response, within ~ 10 %, over its surface of 1 m 2 area.
Development of High Quality Plastic Scintillators
Approximately 200 detectors could be deployed in the array by recycling the older scintillator blocks that became available following the closure of cosmic ray activity in the Kolar Gold Fields (KGF) near Bangalore. However, many of these scintillators were of poor quality and suffered from severe limitations such as low photon output and poor bulk transmission of photons and sizable non-uniformity. Unfortunately in the nineties due to low cost of imported styrene the indigenous manufacturers stopped its production completely and the group in BARC was forced to use imported styrene. Due to lack of large cold storage facilities within the country, imported styrene had to be stored at room temperature. Since styrene at room temperature undergoes gradual auto-polymerization the foreign manufacturers add so called 'inhibitors' to prevent the process of auto-polymerization. Unfortunately presence of these inhibitors kills the scintillating action of styrene based scintillators. Thus by mid-nineties the BARC had to abandon the production of scintillators. Therefore, by this time 
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there was no indigenous source of plastic scintillators in the country. The GRAPES-3 experiment was planned around this time with the aim of deploying an array of over 700 large (1 m 2 ) plastic scintillators. As mentioned above only partial requirement of the GRAPES-3 was met by recycling old scintillators which had became available after the closure of the KGF but we still needed another 500-700 m 2 of plastic scintillators. In principle, this requirement could be met by importing plastic scintillators. But we decided against this easier but extremely expensive import option. For example, high quality Bicron plastic scintillator (BC-400 series) costs approximately Rs 100,000/-per m 2 .
In the year 1998 we started an R&D program with the goal of making high quality, low cost plastic scintillators. Since the bulk cost of styrene is low we decided to purchase the basic raw material in the form of polystyrene granules. This was done to avoid the problem of 'inhibitors' in liquid styrene. Polystyrene granules were doped by the manufacturer with 1 % para-terphenyl (primary scintillator) and 0.03 % POPOP (wave-length shifter) as specified by us at the time of polymerization. The granules by weight are approximately a factor of 15-20 lower in cost as compared to the finished scintillator. To the best of our knowledge no literature is available that describes the methodology for making high quality plastic scintillators. Since the casting of high quality plastic scintillator in the form of sheets is a difficult process, any information pertaining to it, is kept confidential by the manufacturers. Therefore we had to make a start from the very beginning. This R&D effort progressed over the next 3 years in several distinct phases before successfully culminating in world-class scintillator in late 2001. The performance of the scintillator may be summarized as follows, it has a decay time of 1.6 ns with a photon output which is 54 % of anthracene and an attenuation length ~ 100 cm. These parameters are comparable to the best quality scintillators available world-wide at a fraction of their cost. In addition, we have the unique advantage that we could manufacture scintillator of any shape and size exactly according to our requirements. Since all high quality plastic scintillators depend on total internal reflection for efficient collection of photons, all scintillator surfaces are required to be in highly polished state. Commercial scintillators are normally delivered with two surfaces in polished state but not the four edges. Polishing of the scintillator is technically a very challenging and expensive proposition. Cost of polishing of the scintillator edges can be comparable to that of scintillator itself. We have also developed the necessary technique to produce scintillators with polished edges. The development of scintillator in the Cosmic Ray Laboratory at Ooty has provided a major impetus to the GRAPES-3 experiment by providing high quality, customized plastic scintillator at a low cost. Taking advantage of this development we have also designed new state-of-the-art plastic scintillator detectors for the expansion of the GRAPES-3 experiment which are vastly superior to the earlier detectors that are described below.
New High Performance Scintillator Detectors
In view of the difficulties outlined earlier it was decided that for further expansion of the array, an alternative readout of the scintillator using wavelength shifting (WLS) fibers would be employed in association with the newly developed plastic scintillators. This resulted in an improved performance with a larger photon signal and a more uniform response. With the inclusion of a second PMT, the dynamic range for particle detection was increased to ~ 5 x 10 3 particles m -2 . The use of the plastic scintillators, developed in-house to cut costs thus also resulted in a vastly improved performance [75] . An efficient detector system should provide a large separation between the PMT noise and the signal due to the charged particles in the EAS, and should also have a uniform spatial response over the entire area of the scintillator. As already mentioned earlier that in the original GRAPES-3 trapezoidal shaped detectors, the scintillation photons collected at the PMT are, primarily due to diffuse reflection from the inner walls of the container [60] . This is not an efficient process, and results in a sizable loss of the signal. Most of the scintillator detectors had a photon output < 10 photo-electrons, even for the 5 cm thick scintillators used. The geometry of the detector also resulted in a large spatial non-uniformity in the signal 842 S K Gupta across the detector and a variation ~ 30 % was observed in photon output from the center to the edge of the detector. In view of these limitations, we had investigated the use of wave-length shifting (WLS) fibers for an efficient collection of photons.
Observation of the photon pulses with a decay time of a few nanoseconds in plastic fibers were reported in 1981 and subsequently, extensive development of the plastic fibers occurred. Use of WLS fibers, where wave-length shifting cores ranging from several hundred microns to a few mm diameter, surrounded by single or multiple layers of cladding of progressively lower refractive indices were developed. The double-clad WLS fibers provide readout of the blue photon emitting scintillators in a detector, with the subsequent re-emission of the photons in the green wavelength using a 3-hydroxyflavone (3HF) type wavelength shifter present in the core material. A fraction of the reemitted photons are transported to the end of the fiber through total internal reflections. It is known that the double clad fibers provide an improved photon yield of up to 70 % higher than the single clad ones, by increasing the fraction of light trapped through total internal reflections [75] .
A new scintillator detector has been developed with significantly improved performance, by suitable placement of the WLS fibers in machined grooves on the scintillator surface. Since, the spatial uniformity and the response time of the scintillator critically depends on the layout of the fibers, the performance of the detector was also simulated using a Monte Carlo simulation code 'G3ScSIM' developed by us for this purpose. A direct comparison of the results from the simulations and the actual measurements allowed, a better understanding of the performance of the detector to emerge. Three different layouts of WLS fibers were evaluated using Monte Carlo code, G3ScSIM. However, the final configuration was adopted on the basis of cost effective fabrication with excellent uniformity and high photon output. The saturation of the PMTs encountered at very high particle densities in the earlier GRAPES-3 detectors, limited their use over a wider range of primary cosmic ray energies. To overcome this limitation, the WLS fiber detectors were designed with two PMTs.
In the present study, Kuraray double clad WLS fibers of type Y11 (200) were used. These 1 mm diameter fibers consist of a central polystyrene core (refractive index η = 1.59) with two outer claddings of progressively lower refractive indices. The inner cladding is polymethyl-methacrylate (PMMA) with η = 1.49 and the outer cladding is fluorinated polymer (FP) having η = 1.42. All fibers are cut to a length of 1.3 m. To place the WLS fibers inside the scintillator, 1.5 mm wide and 2 mm deep grooves have been machined on the surface of the scintillator (50 cm x 50 cm 2 cm). Three different groove designs named, 'parallel', 'matrix' and 'σ' were investigated. The layout of these 3 designs are schematically shown in Fig. 5 . Since the parallel and matrix grooves are straight, they are machined using an ordinary milling machine. However, the σ grooves require the use of a CNC milling machine.
For the parallel and the matrix configurations, a total of 12 grooves with equal inter-groove separation were machined. An inter-groove separation of 4.0 cm was used for the parallel grooves (50 cm long) as shown in Fig. 5a . For the matrix grooves the separation was 9.6 cm, for the two mutually orthogonal sets of 6 grooves (50 cm long), as shown in Fig. 5b . A total of 16 σ grooves were machined, each 41 cm long as seen in Fig. 5c . The total length of the WLS fibers embedded in the scintillator was 900 cm in the cases of the parallel and the matrix groove configurations. The WLS fibers are restrained from any movement by applying tiny strips of adhesive aluminum tape just above the groove. A total of 18 fibers used were placed in alternative grooves as single and two fibers, respectively. The total length of WLS fibers was 656 cm for the σ configuration with only one fiber in each groove as shown in Fig.  5 . The entire scintillator and WLS fiber assembly was wrapped inside two layers of Tyvek paper, which acts as an efficient but diffuse reflector, resulting in a substantial enhancement in the number of the photons collected. Tyvek was chosen for its high reflectivity, chemically inert nature and excellent mechanical strength. Since only a small fraction of
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843 the total length (41 or 50 cm) of WLS fiber is embedded inside the groove, the remainder was used for its smooth and safe bending, en-route to the PMT. The free ends of the WLS fibers were bunched together and glued into an acrylic disk called a 'cookie' which was finally coupled to the PMT using an optical glue. The entire assembly was placed inside a light-tight aluminum tank. The experimental conditions were kept unchanged during the tests with different groove designs.
Prior to the actual experimental measurements, a Monte Carlo simulation code 'G3ScSIM' [75] was developed to obtain an understanding of the response of the scintillator for different fiber configurations. The G3ScSIM is basically a photon tracking code, for a plastic scintillator of rectangular geometry, with embedded WLS fibers of cylindrical geometry. In this code, the trigger conditions were kept identical to the one in the experiment with cosmic ray muons. The important input parameters used in G3ScSIM are summarized in Table 1 . Some of the simplified assumptions made in G3ScSIM were; (i) the scintillator response is homogeneous, (ii) the scintillator photons are monochromatic, and (iii) the WLS fibers are in optical contact with the scintillator surface, over an area projected by it. A brief description of some of the relevant features of G3ScSIM code are summarized below.
The cosmic ray muons were simulated over the surface of the scintillator with random coordinates x, y and arrival direction; zenith angle θ (0 < θ < 60 o ), azimuthal angle φ (0 < φ < 360 o ). A trigger was generated, only if a muon passes through all the five triggering detectors. The energy loss -dE/dx of the muon, in the scintillator was calculated using the Landau distribution based on an algorithm from the CERN library. A production rate of one short wavelength (blue) photon per 100 eV energy loss was assumed. The blue photons were generated along the track of the muon, every 0.1 mm, with the emission angles θ and φ, selected randomly from an isotropic angular distribution. The emission time of each photon was calculated from an exponential distribution with a decay time of 1.7 ns for the scintillator, as was measured by us earlier.
The propagation of the blue photons in the scintillator was tracked, by a ray tracing method, governed by the laws of geometrical optics. The incidence of a photon on the scintillator surface was determined, from among the six surfaces of the S K Gupta scintillator. At every reflection from the scintillator surface, three possibilities exist, namely; (i) the absorption of the photon in the scintillator, (ii) the interception by a WLS fiber, and (iii) the reflection from the scintillator surface. To determine absorption of a photon in the scintillator, the total path-length traversed was compared with the survival path-length for that photon, using the Monte Carlo technique. Normally a photon incident on the scintillator surface at an angle greater than the critical angle, would undergo total internal reflection from a flat surface. However, the scintillator surface is not perfectly flat and any departure from the flatness would result in the escape of the photon. This effect was taken into account by assuming an effective total internal reflectivity (ETIR) < 100 %. The exact value of ETIR was determined empirically as described below. The Tyvek wrapping of the scintillator provides an efficient and diffuse reflecting surface of known reflectivity, for the photons escaping from the scintillator back into the scintillator. The photon reflection probability from the diffuse reflector was calculated using the Lambert's cosine law, where the angle of reflection is independent of the incident angle. However, when the scintillator was wrapped inside a black plastic sheet, the reflectivity from its surface of escaped photons was assumed to be zero.
To determine the incidence of a photon on the WLS fiber, we assumed the area projected by the fiber on the scintillator surface as the overlap area. A photon incident on the overlap area was deemed to have been absorbed by the fiber. Subsequently, a new longer wave-length (green) photon was generated with a wave-length distribution derived from the emission spectrum of WLS fiber, and tracked in case of trapping in the fiber, using the critical angle condition. At this point, a new start time was generated from the measured decay time (6.1 ns) of the WLS fiber. This in turn was added to the earlier transit time of the blue photon, from the time it was generated in the scintillator to the time of its absorption in the fiber. A trapped green photon was propagated, until it was absorbed in the fiber due to attenuation or if it reached the collection end of the fiber. The green photons propagating in the direction opposite to that of the PMT were assumed to be lost.
The green photons reaching the PMT were converted into photo-electrons at the photo-cathode using the wave-length dependent quantum efficiency of the PMT. The amplitude and the response time of the PMT were convoluted to generate the PMT pulse. For each muon, the recorded information includes the X, Y coordinates, also the photon statistics such as the number of photons (i) produced in the scintillator, (ii) escaped from the scintillator, (iii) lost due to the attenuation, (iv) absorbed in the WLS fiber, (v) escaped from the fiber, and finally the number of the photo-electrons and their arrival times at the PMT.
A Monte Carlo simulation can reproduce the experimental data only if the detector parameters describing its performance are sufficiently close to their true values. These parameters include the scintillation efficiency, the surface reflectivity, the attenuation length, and the decay times etc. Many of these parameters were directly measured by us or were available in the literature. The remaining parameters had to be obtained by assuming some initial values and then fine tuning those values by matching the simulation results with the experimental data for a particular configuration of the detector. The results could then be cross checked by carrying out another set of measurements with a different configuration of the detector. To fix the free parameters in the simulations, the parallel groove design, with and without the Tyvek wrapping was modeled. The only free parameter used in these simulations was the ETIR. The initial value of the ETIR was taken to be 100 %, implying that the scintillator surfaces to be perfectly flat. The resultant photon distribution from the simulations disagreed with the experimental data. It was observed that the simulated ratio of the mean number of photons with and without the Tyvek wrapping was 2.2, while the experimental value was 3.3. It was observed that this ratio increases with decreasing value of ETIR. A value of ETIR = 93 %, gave a nearly perfect agreement with the experimental data. This value of the ETIR was used for all subsequent simulations.
The muons suffer a mean energy loss of 1.89 MeV/cm in a scintillator. However, when due account was taken of the muons arriving from different
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directions that trigger the setup, the mean energy loss becomes 4.6 MeV in the 2 cm thick scintillator used. This results in the production of a large number of photons (~ 46000), but only a small fraction eventually reaches the PMT. The simulations showed that ~ 86 % of the produced (blue) photons were either absorbed or escaped from the scintillator. The mean path-length traversed by the blue photons was ~ 51 cm and the mean number of reflections was ~14 inside the scintillator. Therefore, ~14 % of blue photons managed to enter the WLS fiber, which after initial absorption were re-emitted as green photons. Furthermore, because of the large value of the critical angle, most of the green photons escaped from the WLS fibers, and only ~14 % of the photons were trapped. These photons travelled along both directions in the fiber. The mean path-length traversed by the green photons was ~ 112 cm and the mean number of reflections was ~ 430 prior to reaching the PMT. Finally, only ~ 0.45 % of the total photons produced in the scintillator, namely ~ 208 photons arrived at the PMT.
The main design objective for the new detector was to efficiently record the shower particles over a large dynamic range (1-10000 particles), to cover a wide range in the energy spectrum of the primary cosmic rays from ~ 10 13 , where the particle density at the core is rather small; to ~10 17 eV where densities may reach several thousand particles m -2 . Efficient detection of a single or a few particles was ensured by designing a detector with high photon yield and good spatial uniformity. The high photon yield also implies that the PMT could be operated at a relatively lower voltage, thereby reducing the noise and increasing its life. The PMTs are typically operated at gains of (3-5) x 10 6 . However, at high particle densities, the anode current become very large and the PMT response become non-linear. For the ETL-9807B PMT used here, the response became nonlinear at a peak anode current of 50 mA to 150 mA. This translates into the onset of the non-linearity at > 50 particles and of saturation at ~ 100-200 particles. This introduced error in the estimation of the various shower parameters. Although, one could use the signal from an earlier stage of the dynode chain to avoid saturation, we preferred to employ a second PMT to enhance the dynamic range of our detectors.
As described below, through a study of the; (i) photon output, (ii) uniformity and (iii) the time response for different groove designs, we found that the simple and inexpensive parallel groove configuration met our design goals. Using four scintillator tiles, a 1 m 2 detector was fabricated. The side-view of a complete dual-PMT WLS fiber detector is shown in Fig. 6 . The single-PMT fiber detector was identical to a dual-PMT detector, except that it was operated with only one high-gain PMT. The photons from each 50 cm x 50 cm scintillator tile were collected by 18 fibers for the high-gain PMT, whereas only 6 fibers were used for the low-gain PMT. The groups of 18 and 6 fibers for the high-and low-gain PMTs were placed inside 12 grooves, as has been described earlier. Two groups of fibers from the four scintillators are coupled to two PMTs, A comparison of the photo-electron distributions for the parallel, the matrix, and the σ groove designs for the experimental data and the Monte Carlo simulations are presented in Fig. 7 , and the results are also summarized in Table 2 . Here it needs to be emphasized that the simulation parameter 'ETIR' was extracted, using only the parallel groove data and then subsequently used for the matrix and the σ grooves. An excellent agreement between the photo-electron distributions from the data with the Monte Carlo simulations for the remaining two designs, namely, the matrix and the σ is seen in Fig.  7 . Further, it may be seen from Table 2 that the photoelectron yield in the case of the parallel groove is comparable to that of the matrix groove, whereas it was significantly lower in the case of the σ groove. The embedded length of the fibers in the σ groove was 27 % less, as compared to the other two groove designs, however, the photo-electron yield in the σ groove was 13 % less as compared to the parallel groove and 18 % less compared to the matrix groove. Thus the photo-electron yields per unit length of the embedded fiber, for the three groove designs were comparable to within ~10 %, irrespective of the shape and the layout of the grooves. Based on these results, it was decided to employ the parallel groove configuration, since it is economical to implement and the assembly of the detector is also relatively simpler.
The variation in the response, across the scintillator surface for all the three groove designs with Tyvek wrapping, were carefully studied. In the case of the parallel groove, a small decrease in the photon output was observed, from near the PMT end to the far end of the fiber. In the matrix groove, a similar trend with reduced magnitude was seen. However, in the case of the σ groove, no such variation was observed. Also no transverse variation in the photon output was observed for the matrix and σ grooves, whereas for the parallel groove the edge response was slightly higher than from the central area as stated above. The root mean square (rms) non- 
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847 uniformity for the three groove designs was calculated separately, for both the data and simulations and these results are summarized in Table 3 . The simulated (Model C205N) 32-channel, 15-bit dynamic range, ADC module through some additional cable delay (80 m co-axial cable). The second pulse is amplified by a factor of 10 before being fed to the discriminator set at a threshold of -30 mV. One of the outputs of the discriminator goes to a channel of the TDC (200 ps resolution) while the other output goes for shower selection as well as to the rate monitoring system. In order to achieve a low energy threshold for the trigger, a simple 3-line coincidence was used to generate the Level-0 trigger, as shown in Fig. 8 values of the rms non-uniformity was always slightly smaller (0.2-0.7) %, than the corresponding experimentally measured value for all three designs. This was not surprising, in view of the fact that many of the simplifying assumptions in the simulations only provide approximations to the real world. For example, any imperfections on the surface of the scintillator or any variations in its density, would result in an enhanced rms non-uniformity in the experimental data. However, the rms non-uniformity was less than 4 % for all three groove designs, well below the acceptable level of 5 %.
The GRAPES-3 Trigger
The symmetric hexagonal geometry, used in the deployment of the detectors was employed, to ensure a uniform selection of the showers, over a welldefined area of the array as shown in Fig. 3 . The array also contains a large (560 m 2 ) tracking muon detector in the form of four supermodules, that are visible as the four large halls in the top-center region of Fig. 2 [61]. These halls also house the signal processing and recording electronics for the muons, for that supermodule. Each 140 m 2 area supermodule, in turn comprises of four modules. The muon detectors provide a reliable estimate of the muon multiplicity, even for a low energy EAS.
The anode pulse from each shower detector is taken to the central control room using a 230 m long co-axial cable. It is then passively split into two pulses, one a.c. coupling to a channel of the CAEN 
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showers whose cores located far away from the array. Therefore, an additional condition was imposed on the shower selection, namely, a requirement that at least 'n' out of 127 detectors should have triggered the discriminators within 1 ms using relatively slow EPROMS [60] . The observed shower rate for this Level-1 trigger currently is ~ 30 Hz for a value of n = 10 used in the experiment.
Rate Monitoring
The stability of the response of the shower detectors is an important parameter to ensure the stability of the trigger energy threshold. While single particle calibrations, as discussed above are carried out about once in a month, the counting rate for each detector is recorded for every 100 ms using the output pulse from the discriminator through the 'RATE MONITOR' system designed for this purpose. This is an independent data recording system which was designed to look for short term transients and correlations of the detector rates with atmospheric parameters.
In Fig. 9 variation in the rates for three of the 217 detectors namely detector numbers 06, 16 and 30 over a period of seven days during 15-22 February 2001 along with the variations in the shower trigger rate (Level-1), the atmospheric pressure and the temperature are shown. As expected the temperature shows diurnal variation in phase with solar radiation received on ground as seen in Fig. 9f . However the pressure data as seen from Fig. 9e shows periodic variation of two cycles per day. It is to be noted that the three detector rates (Fig. 9a-c ) also show periodic variations of two cycles per day but with a second peak of significantly smaller amplitude. This observation may be understood in terms of the thermal properties of the scintillation detectors and their response to varying atmospheric pressure. A major fraction of the detector rate variation seen in Fig. 9a c is due to a negative temperature coefficient of the scintillator and the photomultiplier assembly and a smaller fraction is due to the varying absorption of charged particles in the atmosphere. It is interesting to note that the shower trigger rate (Fig. 9d) also shows a periodic variation of two cycles per day but in opposite sense to the pressure change (Fig. 9e) .
The pressure wave is produced by a complex interaction of solar heating and the nonlinear response of the upper atmosphere to this forcing. It is well known that the amplitude of the pressure wave depends on the latitude of the site and is larger at lower latitudes. The low latitude location (11.4 o N) of Ooty was responsible for the 12 hour periodicity seen in the pressure data (Fig. 9e) . The sensitivity of the GRAPES-3 experiment may be gauged from the fact that a small amplitude (~ 1 hPa) pressure wave (~ 0.2 %) significantly modulates the observed rate of showers (~ 1 %). For the sake of clarity the Level-1 shower trigger rate and the pressure data are plotted separately in Fig. 10 . A strong anti-correlation between the two parameters is clearly visible. The pressure data shows that the highest values are reached at about 10 h and 22 h local time when the rigger rates reach their minimum values. The coefficient of the anti-correlation is ~ 80 %. This anticorrelation may be explained in terms of a change in the atmospheric absorption of the cosmic ray showers due to this pressure wave. This feature of the GRAPES-3 experiment has turned out to be of critical importance in studying various transient phenomena including those of cosmic, solar or atmospheric origin. The pressure effect is also clearly seen in the muon counting rate [61] .
Muon Detector
As mentioned in §1.5 the muon component has been studied in great detail to obtain unravel the composition of the primary cosmic rays. Proportional counter (PRC) is the basic element of the GRAPES-3 muon detector. The PRC is a 600 cm long, mildsteel, square pipe with a cross-sectional area of 10 cm x 10 cm and a wall thickness of 2.3 mm. A muon detector module with a sensitive area of 35 m 2 consists of a total of 232 proportional counters (PRCs), each with a cross-section of 10 cm x 10 cm, arranged in 4 layers, with alternate layers placed in mutually orthogonal directions. Two successive layers of the PRCs, separated by two 15 cm thick slabs of concrete, permit a 2-dimensional reconstruction of the muon tracks. A separation of 50 cm between the two layers of the PRCs in the same plane, allows the track direction to be measured to an accuracy of 6 o in the projected plane. To achieve an energy threshold of 1 GeV for the vertical muons in the EAS, a total thickness ~ 550 g cm -2 in the form of concrete blocks is employed as absorber by placing a total of 15 layers of concrete blocks above the Layer-1. This arrangement of the concrete blocks, in the shape of an inverted pyramid provides an energy threshold of sec(θ) GeV, for the muons incident on the detector at a zenith angle of θ. The projection of the concrete shielding on all four sides of the PRCs, as shown in Fig. 11 provides a coverage for the penetrating muons out to 45 o . A cross-section of two adjacent muon detector modules is shown schematically in Fig. 11 . It needs to be emphasized that the PRCs in the muon detector have to be protected from the high humidity which is typical of the forested area surrounding the GRAPES-3 array. This is necessary to reduce the noise due to potential electrical discharge from the exposed anode wires that are operated at a voltage of 2800 V.
Four modules under common overburden of concrete absorber constitute a supermodule and a cross section of the two modules inside a supermodule is shown in Fig. 11 . It is to be noted that the top 7 
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layers of the concrete blocks are shared as an absorber by all four modules in a super-module. Therefore, the absorber above the 10th layer from the base, is essentially a full-size layer covering all four modules as seen in Fig. 11 . Finally, a 30 cm thick and 18 m x 18 m concrete slab was cast as the top layer of the absorber in order to make it weather-proof. Similarly at the bottom, a single 30 cm thick, 16m x 16m concrete block cast on the ground, serves as the floor for the super-module. This was done for uniform distribution of the nearly 1200 tons load of the absorber in a super-module to the soil below. Thus the GRAPES-3 tracking muon detector consisting of sixteen modules of total area 560 m 2 , is used for the identification of the multiple muon tracks in an EAS. In the data some of the observed muon tracks could also be due to the accidental coincidences during the latency time of the PRCs and may not have been associated with the detected air shower. To reject such unassociated muons, the arrival time of each muon, called the time offset 'T 0 ' relative to the EAS trigger is also recorded. The peak in Fig. 13 is due to the muons associated with the EAS, while the tail on both sides of it, is contributed by the accidental coincidence of the unassociated muons. By limiting the value of T 0 between -0.8 to 2.6 µs, the number of the accidental muons was reduced to < 0.2 per EAS.
The PRC wall serves as the cathode and a 100 mm diameter tungsten wire serves as the anode, is mounted at the center of the pipe using hermetic seals. After evacuation, each PRC was filled with P-10 (90 % Ar and 10 % CH 4 ) gas to a pressure of 24 cm of Hg above local atmospheric pressure and then sealed. The amplitude distribution of the output pulses from each PRC was measured with a multi-channel analyzer. A typical distribution, shown in Fig. 12 , displays a prominent peak due to cosmic ray muons corresponding to an energy loss of ~ 20 keV in the 10 cm column of P-10 gas in the PRC. The muon peak is well separated from the other two smaller peaks; the first peak is due to the fluorescent K α Xray emission in Fe at 6.4 keV and the second minor peak at 8.6 keV is due to the same effect in the Zn coating on the mild steel pipe, used for its protection from rusting. Any malfunction of the PRC can be easily detected from the change in the shape of this distribution and suitable corrective steps can be initiated to restore its performance.
The anode pulse from the PRC was shaped to an exponential form with a decay time of 7 ms and amplified (gain = 83). The amplified pulse was discriminated at a threshold of -100 mV which corresponds to ~ 0.2 of a minimum ionizing particle. The output of the discriminator was a TTL signal. The following information on the discriminator output pulse was recorded; i) the arrival time with a resolution of 167 ns and ii) the width with a resolution of 333 ns. Due to the exponential nature of the amplified pulse, the pulse width is proportional to the logarithm of the PRC pulse amplitude. The number of particles passing through a PRC in a given event are estimated as follows, assuming T s to be the pulse-width for a minimum ionizing particle, as calculated from the pulse-width monitoring system and τ to be the decay time constant, the number of particles N in an event is given by, 
where T n was the pulse width observed for the event. This feature is used to estimate the total number of muons in large multiplicity events. 
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The maintenance of the stability of gain and detection efficiency of each PRC is an important experimental requirement. In order to monitor the performance of the muon detector, the pulse-width of all 3712 PRCs is continuously measured with a Pulse Width Analyzer system. It is to be noted that as a result of the exponential shaping of the PRC pulse and subsequent measurement of its width, the number of 'equivalent' minimum ionizing particles entering a PRC are effectively digitized to a precision of ~ 5 % for 1 to 5 particles and ~ 10 % for more than 5 particles. The shape of the pulse-width distribution is utilized to detect noisy and/or leaky PRCs. The 6.4 keV fluorescent K α X-ray emission peak in Fe is used for calibration and monitoring of the gain of the PRCs. In addition, the counting rates of any 3-layer and all 4-layer coincidences between Layer-OR signals are also monitored continuously to provide information on the health of the muon detector.
Since the shower muons are also aligned along the direction of the EAS, a further removal of the accidental muons was achieved by reconstructing the direction of the muon tracks in two mutually orthogonal vertical projection planes (X-Z and Y-Z, where Z is the vertical direction), by employing the tracking capability of the muon detector. The procedure used is as follows, first the projection angles of the air shower are calculated for these two orthogonal planes. Next, in each projection, the reconstructed muon track is required to lie within 10 0 of the EAS direction for it to be considered a shower muon. The number of the shower muons are independently determined for each projection plane and the larger of the two is treated as the true number of the shower muons in a given module. The total number of detected muons is obtained by summing the number of muons in all sixteen modules. Therefore, the twin criteria of restricting the time offset and the direction allows a relatively clean identification of the shower muons to be made. The estimate of the number of muons through the reconstruction of individual tracks is fairly reliable for a relatively small number of tracks in a given module. However, as the number of muon tracks in a module increases, these tracks start to overlap and their number gets underestimated. This saturation effect in a 35 m 2 module was investigated through the Monte Carlo simulations and the results obtained are displayed in Fig. 14. For example, on an average 10 incident muon tracks actually get reconstructed as only 8 tracks.
Since there are sixteen modules this effect becomes significant for muon multiplicities of = 150. However, this saturation effect is automatically accounted for, since the shower simulation code used here also includes the true reconstruction capability of the muon detector. In the analysis of the real data, the showers with cores landing between 60 and 80 m from the center of the muon detector were selected as is shown in Fig. 3 . This was done not to mitigate the above mentioned saturation effect, but to minimize the probability of the incidence of the penetrating hadrons in the muon detector. 
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The GRAPES-3 trigger was optimized for the selection of low energy EAS, by requiring a 3-fold coincidence between the detectors on the adjacent lines, formed by the inner 127 detectors located inside the dashed hexagon shown in Fig. 3 . In addition, a minimum of > 10 detectors were required to be triggered, each with a signal equivalent to > 30 % of a minimum ionizing particle. The arrival time and the charge in the PMT pulse were recorded for all detectors, for the subsequent determination of the arrival direction (θ, φ) and the shower size (N e ) [60] . The Monte Carlo simulations of the EAS initiated by the primary cosmic rays, using the CORSIKA code, for the five nuclei, namely, H, He, N, Al and Fe had shown that a triggering efficiency of ~ 90 % is obtained at a primary energy of 50 TeV for the H, which increases with the atomic mass, eventually reaching a value of 100 TeV for the Fe primaries [60] .
For every EAS trigger, the following information was recorded for each PRC in the muon detector; (i) the arrival time of the digital pulse, formed by an amplifier-discriminator module, with a time resolution of 167 ns, and (ii) the pulse width with a time resolution of 333 ns. Due to the exponential nature of the amplified pulse, the pulse width is proportional to the logarithm of the pulse amplitude. The arrival time of the pulse was used for the rejection of the PRCs that may have fired accidentally during its latency time as explained earlier. In Fig. 15 the observed muon tracks in one out of sixteen modules are shown. Two distinct tracks are clearly visible in each of the two orthogonal projections. In most cases the individual muon tracks are readily identified, except when the track multiplicity becomes very high. The lateral density distribution of the detected charged particles in a typical shower is shown in Fig. 16 . As expected, a large number of particles are detected near the core of the EAS, and their density falling off rapidly away from the core of the EAS.
Cosmic Ray Composition
Some of our earlier results [10] based on the Monte Carlo simulations had indicated that the shape of the muon multiplicity distribution (MMD) measured with a large area muon detector was a sensitive probe of the relative mix of different nuclei in the primary cosmic ray flux [89] . Following this indication, we have attempted to extract the energy spectrum of the protons and other nuclei through a comparison of the observed MMDs with the expectations from the Monte Carlo simulations, for different models of hadronic particle interactions as discussed in the subsequent sections. Some of the key shower parameters at the atmospheric depth of the experiment, namely, the lateral distribution is used to fit the shower core and size. The errors in the core location and shower size have been studied as a function of the shower size. The dependence of the differential shower size spectra at different zenith angles etc., has also been studied. Using these distributions the vertical flux is derived for further analysis. 
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particular detector i is less than 10 -4 of the expected value, then also that detector is rejected from further calculations.
The accuracy of the core location is estimated by using the Monte Carlo simulations. The protons are injected as the primary cosmic ray particles and the error in the location of the shower core is calculated by using the CORSIKA code and the same reconstruction procedure as was used for the real data. Next, the distance Dr between the original and the reconstructed shower core locations is calculated. The estimated mean error ∆r m in the shower core location varies from ~ 1.6 m at a shower size of 10 4.3 to about 0.6 m at a shower size of 10 5.2 . The accuracy of the shower size determination has also been estimated through the Monte Carlo simulations using the CORSIKA code. In these simulations the protons are injected as the primary cosmic rays and the shower size , to achieve better clarity in the presentation. It also needs to be emphasized that the statistical errors on the data points shown in Fig. 17 are very small. This is due to the fact that there are more than 10 5 showers in each N e , sec(θ) bin. A comparison of the shapes of these nine spectra for the sec(θ) varying from 1.025 (middle value for the first bin, θ ~ 13 o ) to 1.425 (for the ninth bin, θ ~ 45 o ), clearly demonstrates the close similarity among them, apart from the differences in the magnitude of the flux values. Since the spectral slope is independent of the zenith angle θ, it was decided to combine the data of all showers with sec(θ) < 25 0 , after suitable normalization for further analysis of the muon content of the EAS. The vertical flux shown in Fig. 17 is derived from the showers with zenith angles θ < 25 o and converted into equivalent vertical size by using the following relation,
where vertical depth X n and the attenuation length λ are 800 g cm -2 and 200 g cm -2 respectively.
The number of muons observed in the sixteen modules of the muon detector are counted after reconstructing the tracks in both of the orthogonal projections, based on the hit pattern observed in the four layers of the PRCs. A muon which is outside the time window from -0.8 to 2.6 ms, relative to the accompanying shower or whose projected direction is more than 10 o away from the shower direction in any one of the planes is rejected as due to the background flux of the atmospheric muons. In addition, only the showers whose cores lie between 60 and 80 m from the center of the muon detector and are also within the 30 m radius circle around the center of the GRAPES-3 array are analyzed. This kidney shaped area for the selection of the showers, is shown as shaded in Fig. 3 .
The distribution of the number of detected muons is referred to as the observed muon multiplicity distribution, hereafter referred as the MMD. The MMDs shown in Fig. 21 are for two different size groups, namely, 10 4.4 < N e < 10 4.6 and 10 5.0 < N e < 10 5.2 , respectively for hadron interaction generator QGSJet. Similar MMDs were also obtained for the remaining seven shower size groups, whose size spectra were shown in Fig. 17 . These MMDs were used for determining the energy spectra and the relative proportion of various nuclear groups in the primary cosmic ray flux. This was accomplished by a comparison of the observed MMDs with the expectation from detailed Monte Carlo simulations using the CORSIKA code [79] and the detector response using GEANT4 [60] , following the selection of a suitable generator for the hadronic interactions as discussed below.
Monte Carlo Simulations
Most of the ground based observations of the extensive air showers record the presence of the hadrons, the electrons, the muons and other components deep down in the atmosphere, after nearly 8-10 mean free paths for the interaction of high energy particles [91] . Therefore, the detected flux of particles at the observational level is the end product of hundreds of interactions at different depths in the atmosphere. Thus, the extraction of the information on the primary cosmic rays and the characteristics of the first few ultra-high energy interactions necessarily requires a comparison of the observations with the expectations from the Monte Carlo simulations, using the models of particle interactions for an assumed primary cosmic ray flux, energy spectrum and composition. Since the extreme forward region of the particle interactions in the laboratory frame can not be studied, in the high energy collider experiments, the models of the high energy interactions need to be necessarily extrapolated from the energies of a TeV to as high as a 1000 TeV and beyond.
Since some of the parameters used to describe the hadronic interactions in the CORSIKA Monte Carlo simulations are extrapolated from the lower energy measurements, a significant model dependent uncertainty in the results of these simulations is naturally to be expected. The CORSIKA code version 6.020 (2003-March-24) has several built-in hadronic interaction generators [80, 81] and the ones considered here include the quark-gluon string based QGSJet [82] , the dual parton with mini-jet based SIBYLL [83, 84] , the NeXus [85] generators. The interactions of the low energy hadrons (< 80 GeV) were treated using the GHEISHA generator [86] .
In the CORSIKA code, the electromagnetic cascade can be treated by two different methods, namely, the EGS4 code [87] or the NKG function [77, 78] . The EGS4 code individually tracks each electromagnetic particle in a given cascade. However, the NKG function only calculates the density distribution at the observational level and therefore, proceeds much faster than the EGS4 code. To save the computation time, we had decided to use the NKG function. However, we had also performed simulations using the EGS4 code for a limited number of events, in order to investigate the differences between the results obtained from these two methods, after folding the detector response using the GEANT4 code [60, 88] . In particular, the saturation effects on the number of observed muons at high multiplicities were properly accounted for. This comparison showed that the results were relatively insensitive to the specific method used.
For the sake of simplicity, the primary flux was assumed to be composed of only five species, namely, the protons (H, A=1), the helium (He, A=4), the nitrogen (N, A=14), the aluminum (Al, A=27) and the iron (Fe, A=56). In the simulations of the EAS, the primary cosmic ray energies were randomly selected from a power-law energy spectrum of slope -2.7 for the five nuclei, namely, H, He, N, Al, and Fe with threshold energies that are summarized in Table  4 . These thresholds were selected to be sufficiently small such that the efficiencies are < 10 % for the generation of the GRAPES-3 trigger [60] . The core of the simulated showers were thrown randomly over an area of radius 100 m around the centre of the array. The simulated showers were subjected to an analysis procedure identical to the one used for the observed showers. First, it was checked if the criterion for the 
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GRAPES-3 trigger is met and only then the EAS parameters, such as the shower size and the muon multiplicity of the simulated shower were calculated for obtaining the simulated MMD. Since there is significant overlap between the MMDs for the Al and the Fe groups, thus these two species have been combined by assuming an abundance ratio (Al/Fe) of 0.8 based on one of the direct measurements [99] . Since the abundance ratio Al/Fe was fixed, therefore, effectively the number of independent mass species were reduced to four resulting in a relatively rapid convergence during the minimization procedure. Only the showers arriving at a zenith angle of < 30 o were simulated. All hadrons and muons in the shower were tracked until their energy dropped to 1 GeV.
The simulated MMDs for each of the five nuclei were normalized per shower and the contribution a i of each nuclei is extracted from the minimization of the χ 2 using MINUIT minimization program to reproduce the observed MMD for each shower size N e bin. 
where, k is the bin number of the multiplicity, i represents different mass groups in used the simulations, for example, i = 1 ~ 5 refers to proton, helium, nitrogen, aluminum and iron respectively, and i = 0 refers to the observational data. n ik and ε ik are the mean frequency and the corresponding statistical error in the k-th bin. Initially the magnitude of the free parameters a i were set to 0.2 and the effect of the initial values on the final result was found to be negligible.
It has been pointed out by the CORSIKA development team [79] that different models of fragmentation of the incident nucleus, from a full fragmentation in the first interaction (superposition model), to a partial fragmentation into other nuclei and their subsequent interactions, lead to essentially the same results for most of the observables deep down in the atmosphere, where the observations are made. Various distinctive features of the fragmentation are smeared out by the occurrence of large fluctuations in the huge number of individual interactions, during the development and propagation of the shower in the atmosphere. Therefore, we decided to use the simpler superposition model and treat the interactions of an incident nucleus of atomic mass 'A' as the superposition of the interactions of A incident nucleons, from the first interaction.
Before going into a detailed comparison of the observed MMDs for the various shower size groups, with the results from the Monte Carlo simulations, it is useful to familiarize with some of the broad features of the predictions from different models. For example, on an average, the QGSJet generator predicts a smaller shower size at the observational level as compared to the other two generators, namely, the SIBYLL and the NeXus. Thus the QGSJet requires a relatively higher primary energy to generate the same observed shower size. This is clearly visible from the distributions of the simulated shower size for the H and the Fe nuclei, for the primary energies of 100 TeV, as seen from Fig. 18a-b . The ratio of the shower sizes for H and Fe at 100 TeV is ~ 3. A very similar result is obtained at 1000 TeV as seen from Fig. 18c-d . As compared to the QGSJet results, the shower size is about 10 % larger for the SIBYLL generator and is the largest for the NeXus generator. A similar comparison of the distributions of the number of muons of energy > 1 GeV, the so called 'muon size' N µ , in the showers initiated by H and Fe nuclei for three different hadronic interaction generators, namely, the QGSJet, the SIBYLL, and the NeXus is shown in Fig. 19a-d . It is interesting to note that the trend is reversed for the muon size N µ , as compared to the electron size N e , for these three hadronic interaction generators. The muon size, on an average, is significantly larger for the QGSJet generator as compared to the SIBYLL or the NeXus generators. This reversal further enhances the differences in the MMDs when the showers of the same electron size N e are compared.
Since the muon multiplicity in the 560 m 2 area muon detector at a well-defined distance from the shower core is a key observable in the GRAPES-3 experiment, it is relevant to compare the expected muon lateral distributions for different interaction models. This comparison is displayed in Fig. 20a for the showers that were initiated by 100 TeV protons. The variation in the ratio of the expected muon densities for different generators, namely, the SIBYLL and the NeXus with the radial distance, relative to the QGSJet generator is shown in Fig. 20b . It is seen that the expected density for the SIBYLL and the NeXus generators is ~ 10 % smaller as compared to the QGSJet generator. However, the NeXus generates a broader muon lateral distribution as compared to the other two generators. Here, we had used the GHEISHA 6.00 hadronic interaction generator [86] at energies < 80 GeV.
Composition Results
Since one of the main objectives of the GRAPES-3 experiment is to compare the absolute flux and the energy spectra extracted from the MMDs with the results from the direct measurements, the number of simulated showers were normalized to the number expected during the actual observation time of 4.71 x 10 7 s used in the present analysis. The number of detected showers in a size group on the average, are heavily weighted in favor of protons and other lighter nuclei, due to a relatively larger shower size, as compared to the heavier nuclei of the same primary energy as discussed earlier. This is shown clearly for H and Fe at 100 TeV in Fig. 18a-b and at 1000 TeV in Fig. 18c-d . The ratio of the sizes is ~ 3 for H and Fe at these energies.
The observed MMD for the showers in the size range 10 4.4 -10 4.6 is shown in Fig. 21a . Also shown in the same figure are the results of the simulated EAS initiated by H, He, N, Al and Fe nuclei, using the QGSJet generator. It is to be noted that the relative minimization for the fit between the observed distribution and the sum of the 4+1 distributions is displayed in Fig. 21a . It is interesting to note that the summed distribution, also shown in Fig. 21a gives a good fit to the observed distribution for the full range of muon multiplicity, from 1 to 30 muons. A similar comparison of the same observed muon distribution with the summed distribution expected for the SIBYLL generator is also shown in Fig. 22a . The summed muon distribution shown in Fig. 22a , also yields an equally good fit to the observed muon distribution, although with different relative abundances of various nuclear groups.
However, from a comparison of the data displayed in Fig. 21a and Fig. 22a , it is clearly seen that relatively fewer heavier nuclei are required to fit the large (n µ > 20) multiplicity region for the QGSJet as compared to the SIBYLL generator. It is also of interest to note that the small (n µ > 10) multiplicity region is entirely accounted for, by the showers due to the lighter nuclei. Dominance of different mass groups at different muon multiplicities clearly indicates the sensitivity of this technique to the nuclear composition of the primary cosmic rays. These two sets of plots in Figs. 21a, and 22a also show a clear evidence of the presence of the heavier nuclei in the primary flux at energies responsible for the generation of the showers in the size range, 10 4.4 -10 4.6 . This comparison also shows that the interpretation of the same data requires significantly different composition for the QGSJet and the SIBYLL generators.
In Figs. 21b 22b the observed MMDs for the showers in the size range 10 5.0 -10 5.2 are shown for the QGSJet and the SIBYLL generators, respectively. The muon multiplicities are significantly larger for this shower size range and extend from 1 to 60. A similar analysis using the simulations with the same five components, shows that for this shower size range also, the QGSJet generator requires a relatively small contribution of the heavier nuclei for the interpretation of the data as shown clearly in Fig. 21b . On the other hand the same analysis requires the presence of a substantial contribution of the heavier nuclei for the reproduction of the observed MMD using the SIBYLL generator as seen from Fig. 22b .
The discussion above, using the MMDs for two different shower size ranges clearly demonstrates that the derived composition of the primary cosmic rays is intricately linked to the selection of the hadronic interaction generator. Since it is not possible to unambiguously identify a unique hadronic interaction generator from the present analysis of the GRAPES-3 MMD data, we had to resort to other constraints to select an appropriate generator.
Following the procedure outlined above, the relative abundances of the four primary groups, were determined from the simulations using the QGSJet generator. This was done for each of the five shower size groups, namely, It is rather interesting to compare these results on the relative abundances for these two interaction generators, since they also yield substantially different trends for the size dependence of the composition of the primary cosmic rays. On the one hand, the H are much more abundant while using the QGSJet, as compared to the SIBYLL generator. These Monte Carlo simulations show that the H showers generated using the QGSJet have ~ 15 % more muons as compared to those generated using the SIBYLL, for the same primary cosmic ray energy. This is also reflected in the results shown in Fig. 23 where the H fraction for the QGSJet is > 70 % at N e =10 4.3 . However, thereafter the H fraction decreases with increasing shower size N e , for both the generators, thereby suggesting a steeper energy spectra for the H, as compared to the other nuclei. It is specially significant that the abundance of the H sharply decreases by ~ 30 % from N e = 10 4.3 to N e =10 5.1 for both the QGSJet and the SIBYLL generators.
On the other hand, the fraction of He increases with increasing size for the QGSJet, while it stays almost constant for the SIBYLL generator. Interestingly, exactly reverse size dependence is observed for the fraction of N, wherein this fraction increases with the increasing size for the SIBYLL, while it is almost size-independent for the QGSJet generator. More significantly, the heavy nuclei (Al+Fe) fraction is relatively large for the SIBYLL as compared to the heavy fraction for the QGSJet generator. It is to be noted that even a small fraction of ~ 5 % for the (Al+Fe) component for a given size group corresponds to a much larger (> 15 %) fraction in the corresponding primary energy range. This is due to the well-known fact that the EAS initiated by the heavy nuclei develop much faster in the atmosphere, reaching their maximum size higher up in the atmosphere and then attenuating faster in the lower atmosphere prior to their detection. This leads to a size at the observational level which is almost one-third of the size for a H-initiated shower of the same primary energy. Of course, as mentioned earlier the heavy nuclei component is much smaller for the larger size groups for the QGSJet generator. These results have significant implications for the nature of the sources of the primary cosmic rays and the acceleration processes that are dominant over the energy region 100-1000 TeV [92, 93] .
For a direct comparison, the observed N e spectra have to be converted into energy spectra for the five nuclear groups. Taking into account the exposure factor of the data used for the MMDs, for example, those shown in Fig. 21 and Fig. 22 for a given size group and for the two interaction generators, it is relatively straightforward to convert the relative abundances that were shown in Fig. 23 to the flux values for various nuclear groups at a median primary energy relevant for that particular size group. The mean energy for each logarithmic N e bin is computed from the primary energy of the showers included in that bin, after imposing the selection cuts discussed above.
Thus a median primary energy is assigned to the each shower size group, using the size-to-energy relations derived from the Monte Carlo simulations for the five primary nuclear groups and for the two interaction generators. The relation between the median primary cosmic ray energy 〈E 0 〉 and the median shower size 〈N e 〉 for the five nuclear groups for the QGSJet generator is shown in Fig. 24 . To obtain this relationship we have used the Monte Carlo 
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simulated MMDs with the same slope of energy spectra and applied the same cuts as in the experimental data, including the trigger, the core location etc. The shower size is converted into energy through this relationship. Similar relationship for the SIBYLL generator, between the shower size and the median energies was also obtained. The energy spectra so derived are compared with the results obtained by other groups as shown in Fig. 25 . The H and He data are taken from [94, 95, [98] [99] [100] and the N, Al and Fe data from [5, 95, 99, 100 ].
The energy spectra for the H and the He nuclei, are shown in the top and second panel of Fig. 25 , for the two interaction generators, namely, QGSJet (blue ) and SIBYLL (red •). The spectra obtained for the other three nuclear groups namely, N, Al and Fe are shown in Fig. 25 in the third, fourth and fifth panels, respectively. Here, it may be reiterated that the spectra for the Al and Fe groups have an identical shape since the relative abundance was assumed to be 0.8 for these two groups. They have been plotted separately here to facilitate a comparison with the results from the direct measurements, which are also displayed in Fig.  25 .
A good agreement on the nuclear composition and the energy spectra of the primary cosmic rays between the GRAPES-3 results and the direct measurements is clearly seen when the SIBYLL generator is invoked, particularly with the JACEE and the SOKOL results [95, 98] . The comparison with the direct measurements show that the SIBYLL generator seems to provide a significantly better description of the hadronic interactions in the overlap energy region from 100 to 300 TeV. These are absolute fluxes as they were derived from the shower size N e and the MMD directly, without recourse to any other flux normalization. The extension of the energy spectra by a factor of ~ 3, for the five nuclear groups provided by the GRAPES-3 experiment is consistent with an extrapolation of the spectra measured by the direct methods. Although, the shower size N e spectra shown in Fig. 17 can be fitted to a single power law, however, when it is combined with the MMDs, different spectral slopes emerge for the five nuclei as shown in Fig. 25 .
The consistent results obtained using the SIBYLL generator with the direct measurements, underscores the utility of the energy overlap in the 
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861 selection of the appropriate generator. A comparison of the GRAPES-3 all-particle energy spectrum with the direct observations [94] [95] [96] [98] [99] [100] as seen in Fig.  26 also display good agreement, except for the RUNJOB results [99] . However, this comparison of the all-particle spectra does not allow any distinction to be made between the QGSJet and the SIBYLL generators.
An analysis of 6 x 10 8 extensive air showers and associated muon content as measured in the GRAPES-3 experiment, has been used to obtain the muon multiplicity distribution as a function of the shower size N e in the range 10 4.2 -10 5.2 , which corresponds to the energy range 100-1000 TeV. A comparison of the energy spectra for the H and the other four nuclear groups obtained using the MMDs, with the direct measurements as shown in Fig. 25 , demonstrates the inadequacy of the QGSJet generator to provide a good agreement. On the other hand, the SIBYLL generator leads to a significantly better agreement between the results from the GRAPES-3 and the direct experiments. This observation is specially relevant for the comparison of the H spectra for the following two important reasons, (i) the flux values from the direct measurements are intrinsically more reliable, especially at the lower end of the overlap energy region, and (ii) no assumptions are required for the nuclear break-up in the first incident nucleus-air nucleus collision. A similar conclusion is also reached from a comparison of the GRAPES-3 energy spectra with the direct measurements for the other four nuclear groups. It is seen from Fig. 25 that there is no significant difference in the energy spectra of the He nuclei for these two generators. However, the differences between them widen for the nitrogen and other heavier nuclei.
Among the three direct measurements, JACEE, RUNJOB and SOKOL, the GRAPES-3 results agree rather well with the JACEE and the SOKOL spectra. There is a substantial discrepancy in the flux values of the He nuclei reported by the RUNJOB and the JACEE/ SOKOL experiments. The GRAPES-3 results provide good support and continuity with the measurements from the JACEE and the SOKOL experiments. Another compelling result from the Fig. 25 , relates to the difference in the steepness of the H spectrum relative to the spectra of the other nuclear groups which are decidedly flatter up to ~ 1000 TeV. This difference in the slopes of the energy spectra may have important implications for the nature of the cosmic ray sources and the environment surrounding them and the processes responsible for accelerating the nuclei in the energy range, 100-1000 TeV within the galaxy.
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It is also relevant to remark here that the GRAPES-3, proton spectrum agrees very well with the results reported by the other indirect experiments, such as the HEGRA experiment at La Palma [97] and the Tibet AS/γ experiment at Yangbajing [8] . Our results also agree with the KASKADE results [11] on the proton flux at 1000 TeV. However, the results from the Tibet AS/γ experiment are in serious disagreement, both with the GRAPES-3 as well as with the JACEE and the SOKOL results for the He nuclei, probably showing the inadequacy of the shower size spectrum determined with an air shower array alone, to provide the spectral information on the He and other heavier nuclear groups.
The observations of the MMDs with the large GRAPES-3 muon detector have provided convincing evidence for a steeper energy spectrum for the protons, consistent with the results from the direct measurements obtained from the balloon and the satellite borne detectors. The GRAPES-3 results on the energy spectra of He, N, Al and Fe groups also agree well with the direct measurements, extending the energy reach and confirming the flatter nature of the spectra of these nuclei as compared to the protons. The GRAPES-3 results indicate SIBYLL to be a suitable generator for the description of the hadronic interactions in the overlap energy region from 100 to 300 TeV. The extension of the energy spectra by a factor of ~ 3 up to ~ 1000 TeV for the five nuclear groups is also fully consistent with an extrapolation of the spectra measured by the direct methods. With greater confidence in the suitability of the SIBYLL generator at these energies, the analysis of the larger size (N e > 10 5.4 ) showers is now in progress for extending these measurements to the knee region and beyond, which may help in understanding the physical process (es) responsible for this critically important feature in the energy spectrum of the primary cosmic rays.
Diffuse γ γ γ γ γ-Ray Limits
There is a direct and intimate connection between the highest energy cosmic rays and the ultra-high energy (UHE, ~ 100 TeV) γ-rays. In principle, this connection may be exploited for an indirect study of the highest energy cosmic rays. Above the GZK cutoff around 4 x 10 19 eV, the protons have a relatively short path-length before suffering photo-nuclear reactions with the photons of the 2.7 o K universal cosmic microwave background radiation, the relic of the big bang. The produced pions and other mesons decay into the electron, the photons and the neutrinos. The Bethe-Heitler pair production in this photon field is another mechanism for the production of γ-rays. Since the electromagnetic decay products, namely, the photons and the electrons also have a relatively short path-length in the photon field of the cosmic microwave background radiation, electromagnetic showers develop in the universe as a consequence of the presence of the cosmic ray particles above the GZK cutoff. The observation of the UHE γ-rays that are the final outcome of the energy loss processes of the extremely high energy cosmic rays in the 2.7 o K background [22, 23] becomes an interesting probe of this mechanism. Extensive calculation have shown that the flux of 10-100 TeV γ-rays is within the reach of the planned γ-ray telescopes There are a number of possible candidate sources for the production of the diffuse flux of UHE ã-rays. Some of the conventional scenarios for the production of these γ-rays include; (i) the unresolved point sources, such as the distant active galactic nuclei (AGNs) and the powerful radio galaxies etc., which in addition may also be the sources of the extremely high energy cosmic rays, (ii) the decay of the mesons produced in the collisions of the charged cosmic rays with the interstellar and/or the intergalactic gas and dust, and finally (iii) the electromagnetic showers generated in the interactions of the extremely high energy cosmic rays with the cosmic microwave background photons.
In addition to the conventional sources, several unconventional astrophysical phenomena have been proposed that could produce a diffuse γ ray flux at the UHE energies. For instance, it has been speculated that the highest energy cosmic rays may not be produced by any acceleration mechanism, but could be the decay product of some super-massive particles (generally termed the X particle) with mass m X > 10 11 GeV that can have energies up to ~ m X . Therefore, no acceleration mechanism is invoked to explain the 863 highest energy particles. The massive X particles may have originated in the high energy processes in the early universe. Such an unconventional nonacceleration, "top-down" decay mechanism as opposed to the conventional "bottom-up" acceleration mechanism has significantly different predictions that may be experimentally verifiable [13] .
High Energy Astroparticle Physics at Ooty and the GRAPES-3 Experiment
Here we report our attempt to detect the diffuse γ-ray flux above 20 TeV. In the following discussion the physical basis for the criteria utilized in segregating the γ-rays from the proton induced showers is outlined, along with a brief outline of earlier attempts in the same direction. The comparison of the γ-ray with the proton induced showers, based on their muon content provides a rather conservative upper limit on the ratio of the γs to cosmic rays. This is primarily because the showers initiated by the heavier primary cosmic ray nuclei contain significantly larger muon content than the proton initiated showers as described in the previous section. As already described the GRAPES-3 is a large EAS array that was designed for the detailed studies of a number of topics, including the diffuse γ-ray emission around 100 TeV region. The array contains two principle components, namely, the density detectors and the muon detectors that may be seen in Fig. 2 .
The UHE γ-rays and protons arriving at the Earth interact in the atmosphere and initiate EAS. The EAS arrays on ground sample the secondary shower particles including the electrons, the photons, and the muons that are produced after several generations of interactions. It is well known that in showers initiated by the cosmic ray nuclei the dominant source of the muons, is decays of the charged mesons produced in the hadronic interactions. However, the γ-ray induced showers being electromagnetic in nature, the cross section for the photo-production of the mesons is much smaller than the pair production, by a large factor of ~ 1000 [101, 102] . As a consequence, we expect a very tiny fraction of the secondary hadrons to be present in the γ-ray induced showers relative to the proton induced showers. Therefore, a drastically reduced number of muons would be present in a γ-ray shower [31] .
Extensive Monte Carlo simulations of the EAS have indicated that the γ-ray showers contain a muon content of about a few percent of that found in the showers initiated by the cosmic ray protons of same primary energy. These results on the muon content are based on the conventional values of the electromagnetic and the photo-production cross sections [71, 103] . In the past there have been some reports indicating anomalously high muon content in the γ-ray signals reported from the binary X-ray sources such as the Cygnus X-3 and Hercules X-1 etc. [104] [105] [106] . However, the possibility of such an anomalously high cross section for the photoproduction of the pions is already ruled out by the H1 [101] and the ZEUS [102] experiments on the electron-proton collisions at the HERA accelerator up to an equivalent laboratory energy of 20 TeV. The pion photo-production cross sections used in the Monte Carlo simulations mentioned above, were based on the HERA measurements and at higher energies they were obtained by a smooth extrapolation of the HERA results.
Since the flux of the cosmic rays reduces rapidly with the primary energy, therefore, a direct and statistically significant measurement of the energy spectrum and the nuclear composition of the primary cosmic rays above 100 TeV can not be performed from the balloon or the space borne platforms. The only practical option available is the indirect method of the detection of the showers produced in the atmosphere, through a ground based array of detectors, where exposure factors of ~ 10 7 m 2 h are readily achieved. Since the showers on the surface of the Earth are dominated by the secondary electromagnetic particles that are several generations removed from the primary cosmic ray particle, there is little difference between the showers initiated by primary cosmic ray protons and γ-rays.
The idea of using the muon content of a shower to identify the nature of its primary particle dates back to the sixties. The presence of the muon-poor showers was reported by the BASJE [107] [108] [109] and also by a Polish-French [110, 111] collaborations. Subsequently, other detections were also reported by the [112] and the Tien-Shan [113] experiments. The 864 S K Gupta CASA-MIA collaboration had reported an upper limit on the diffuse flux of UHE γ-rays [114] . Upper limits on the diffuse flux UHE γ-rays was also reported by the HEGRA collaboration in the energy region TeV, based on their study of the lateral distribution of the Cerenkov photons in the EAS [28] . The EASTOP collaboration had also probed the diffuse UHE γ-rays above 870 TeV using the muonpoor criterion [30] . The CASA-MIA collaboration had subsequently reported newer and more stringent upper limit with their complete detector system between 570 TeV and 5.5 PeV based on the muon content of the EAS [31] . The segregation of the γ-ray from the proton induced showers has become a reality, with the advent of the large area muon detectors that are operated in association with EAS arrays, which have permitted the detection of the muons with good statistics.
As mentioned earlier, the γ-ray initiated showers contain far fewer (< 5%) muons as compared to the proton initiated showers. Therefore, the criterion of the showers being unaccompanied by the muons, the so called µ-poor showers, provides an efficient identification of the γ-ray initiated showers. This hypothesis is strongly backed by the results obtained from detailed Monte Carlo simulations that have been carried out by several independent groups in recent times [30, 31, 115] . A total of 5.9 x 10 8 showers collected over a total live time of 4.5 x 10 7 s (525 d), spread over the 2-year period from March 2000 to December 2001, were analyzed for determining various shower parameters, namely, the arrival direction, defined by the zenith (θ) and the azimuthal (φ) angles, the shower size (N e ), the core position (x c ,y c ) and the shower age (s). For each shower, the zenith angle θ and the azimuthal angle φ were determined by using the timing information from the TDC information for each detector by fitting a conical shower front. The angular resolution of the GRAPES-3 EAS array was estimated by using three different methods, namely, the even-odd, the left-right as well as from the observation of the shadow of the Moon on the isotropic flux of the cosmic rays. The angular resolution was estimated to be 0.7 o for the showers of energy as low as 30 TeV [76] .
For the selection of the showers, the following cuts were imposed during the off-line analysis; (a) out of the four scintillator detectors with the largest particle densities recorded, the outer-most ring of the detectors must not contribute more than one detector, (b) the sum of the number of particles in the four detectors with the highest density must be > 10, (c) for the six detectors with the highest density, the distance from the center of the array should not exceed 30 m, (d) number of particles detected in the outermost two rings should not exceed 35 % of the total number of particles detected by the array.
For the analysis of the muon component the detected muon number was estimated from the observed muon tracks in the four layers of the detector. Further, the direction of each muon was required to match within 10 0 with the arrival direction of the shower determined from the electromagnetic component. The number of the detected muons depends on the primary energy of the EAS, the distance of the shower core from the muon detector, and the area of the muon detector. In the GRAPES-3 EAS array, typically several muons are detected if the total number of detected particles in the density detectors exceeds 30, for the distances of the muon detector to the EAS core of < 30 m. The width of the gate for the recording of the muons was 5 µs. The muon count rate, unrelated to the EAS trigger was 4 000 s -1 per module for the muon that generate a coincidence in any 3 out of the 4 layers. Therefore, a conservative estimate of the mean number of muons due to accidental coincidences is 0.23 per EAS for all four supermodules in the muon detector. This rate drops to 0.07 per EAS after the condition of the alignment of the muon and EAS directions is imposed. In Fig. 4 we show the muon multiplicity distributions for different shower size groups as classified by the detected number of particles in an EAS.
As already mentioned, the γ-ray induced showers are muon-poor as compared to the proton induced showers due to the production of a minuscule number of secondary hadrons through the photoproduction processes. The Monte Carlo simulations carried out using the CORSIKA code show that about 2-3% of muons are expected from the γ-ray as compared to the proton induced shower of the same primary energy. Since the typical events recorded by the GRAPES-3 array contain zero to several tens of muons, we have classified the showers with no associated muons as the muon-poor events. The upper limit on the ratio of the γ-rays to the cosmic rays was obtained using the muon-poor criterion for the selection of the γ-ray candidates as is described below. The real challenge was to design the selection cuts for the proton induced showers that ensured the detection of a finite number of muons.
First, we calculated the median value of the energy of the primary cosmic rays from the distribution simulated using CORSIKA for a given value of the detected particle density. In the energy range from ten to a few hundred TeV, we did not find any significant difference between the proton and the γ-ray primaries. This simulation provided the number of muons for each shower, allowing the probability of the detection of muon-poor γ-ray showers to be estimated as a function of the distance from the center of the muon detector. Therefore, the same selection criteria was applied for the density detectors for both the γ-ray and proton showers. Next, we use the cosmic ray energy spectrum and constrain the core position in the simulations to generate the γ-ray induced showers including the trigger effects and the errors in the estimation of the core position etc. Using these results, we calculated the efficiency for the detection of the γ-ray induced showers as muon-poor events. The observational data and the simulation results are displayed in the table. The upper limit on the ratio of γ-to proton flux is given by 90 . . 1
where N µ-poor (90 % C.L.) is the 90 % confidence level upper limit on the number of muon-poor air showers assuming a Poisson distribution, N all is the total number of air showers, ε γ is the efficiency for the detection of the γ-ray induced air showers as muonpoor air showers. E CR is the median cosmic ray energy and E γ is the median γ-ray energy and α (=2.65) is the power-law spectral index of the primary energy spectrum.
The upper limits obtained from the GRAPES-3 experiment are shown in Fig. 27 and are compared with the results published by other groups. It is seen that the GRAPES-3 upper limits on the ratio I γ /I CR from the present work are comparable to the ones placed by the HEGRA group [29] for the 50-100 TeV region. However in the 100-550 TeV region, the 
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GRAPES-3 upper limits are significantly more sensitive than the ones placed by the AIROBICC [28] , Utah-Michigan [114] , EASTOP [30] , and CASA-MIA [31] experiments. In the important 50-200 TeV energy region the GRAPES-3 upper limits are about an order of magnitude smaller than the rest. The limit of 10 -4 on the ratio I γ /I CR at 200 TeV rules out models based on topological defects for the production of highest energy cosmic rays.
Solar Phenomena
High Energy Protons in Solar Flares
The GRAPES-3 muon detector is uniquely suited for studies of solar flares, coronal mass ejections and these studies provide valuable information on the space weather. Solar flares accelerate charged particles through a variety of mechanisms, which may be constrained through observations at high energies (> 10 GeV). 3 sr) shows a remarkably similar behavior, with an evolution on a time scale of ~ 1 h. A power law dependence of the magnitude of the Fd on the cutoff rigidity was derived, using the data from tracking muon telescope, over a narrow range of cutoff rigidity 14.3-24.0 GV, which showed a spectral slope "γ = 0.53 ± 0.04", in agreement with earlier measurements.
The very large area tracking muon telescope operating as part of the GRAPES-3 experiment [60, 61] is an unique instrument used to search for the high energy protons emitted during the active phase of a solar flare. The muon telescope is capable of providing a high statistics, directional study of muons. The GRAPES-3 muon telescope has a total area of 560 m 2 , consisting of 16 modules, each of which is 35 m 2 in area. These modules are located very close to each other as shown in Fig. 2 . A cluster of four 35 m 2 area neighboring modules, located inside a common hall, constitutes one supermodule with a total area of 140 m 2 . The energy threshold of the telescope is 1GeV for the muons arriving along the vertical direction. The cutoff rigidity at Ooty is 17 GV in the vertical direction and varies from 12 to 42 GV across the field of view of the tracking muon telescope The percent variation observed in the muon rates from a single module is consistent with a statistical error of 0.04 %, expected from the total muon counts ~ 6 x10 6 over a period of 30 min in the sample. This high level of precision permitted a very detailed study of the cosmic ray intensity variation to be carried out. For example, the onset of the However, most of the detected muons are generated by > 20 GeV galactic cosmic rays, which are of little interest to us here, except for the fact that they form a stable and dominant background to the variation in the muon flux produced by the solar flare. The statistical variations in the muon rate are relatively small in magnitude because of the large area of the GRAPES-3 muon telescope, as ~ 3 x 10 6 muons are detected every minute, from the hits recorded in the 3712 PRCs of the GRAPES-3 muon telescope [61] . The muon data are grouped online every 10 s, into solid angle bins of ~ 0.05 sr, consistent with the angular resolution of the muon telescope. However, despite the drastic reduction in the data generated due to this angular segmentation, we still record ~ 9 GB of data from the four supermodules every day.
The relativistic solar particles can provide a key to the understanding of the acceleration processes at work in the Sun. The global network of NMs has
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867 been used to detect relativistic neutrons produced in the atmosphere from the interactions of the high energy particles from the Sun, which were accelerated during the solar flare on 28 October 2003 around 11:10 UTC nearly 80 min after the detection of this flare in x rays. This solar flare had followed in the wake of the highly disturbed interplanetary conditions prevailing because of the earlier eruptions that had occurred in the Sun. We have searched for the direct emission of protons at the time of this solar flare. However, during the period of interest only three out of four supermodules were operating and therefore the total area of the muon detector was reduced to 420 m 2 . In Fig. 28 the pressure-corrected GRAPES-3 data of 28 October 2003 for the muon rates summed over the three working supermodules is displayed. The variation in the rate of muons, with an amplitude of ~1 % due to the diurnal anisotropy is clearly visible. However, no statistically significant excess was recorded in the time interval of 30 min after the start of the solar flare at 09:51h UTC, indicated by the first arrow in Fig. 28 or after 11:10 h UTC, indicated by the second arrow when the global network of NMs started recording an increase in the rate of neutrons.
The value of 30 min was selected as the energetic (multi-GeV) protons are expected to arrive within 1-2 times the light travel time (8-16 min) from the Sun to the Earth as given in the model quoted above [116] . However, in the absence of the precise knowledge of the energy spectrum of solar protons at high energy and that of the interplanetary magnetic field, there is a considerable degree of uncertainty in the actual travel time of the energetic solar protons. The NM data showed the presence of the proton flux over an extended period of time. Thus an interval of 30 min was expected to provide a reasonable time window for the detection of any direct high energy protons from the solar flare. The exact choice of the time window is not a critical parameter because the upper limit on the proton flux is not particularly sensitive to the duration of the time window selected. Since > 1 GeV muons are secondaries produced by the primary protons of energy > 20 GeV in the atmosphere, therefore these observations were used to place a 99 % C.L. upper limit of 1.4 x 10 -6 cm -2 s -1 sr -1 on the wide-angle (~ 2.5 sr) flux of solar protons. The tracking muon telescope is being operated round the clock to search for direct protons during the solar flares which may occur in the future.
It is well known that the solar protons of energies of tens of GeV, need not be observed from the direction of the Sun, due to their deflection in the interplanetary and geomagnetic fields. Therefore, it is possible to enhance the sensitivity of the muon detector by incorporating the measurement of the arrival direction of the muons. This novel feature was incorporated into all four supermodules of the GRAPES-3 detector by recording the muon direction into 225 solid angle bins. This capability was achieved after the installation of new, additional direction-sensitive trigger electronics and a separate data acquisition system for each of the four supermodules. As shown in Fig. 29 , for each PRC in the lower layer, the muon angle is determined and binned into 15 angular bins based on the specific PRC triggered in the upper layer from among the 15 PRCs, one directly above (central PRC) and 7 each on either side of the central PRC. This angular binning is carried out in each of the two orthogonal projections (XZ and YZ), thereby generating a 2-dimensional 15 x 15 = 225 solid angle map of the muon directions. The contents of the 225 solid angle bins are recorded, once every 10s, thus permitting a continuous monitoring of the directional flux of the muons in the sky.
Although the excess in the muon rate can be 
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searched for in any of the 225 solid angle bins, it is expected that the flux of the solar protons from a flare would be spread over several bins. This directional spread could arise from a number of factors, namely, (a) the size of the bin is comparable to the angular resolution of the muon telescope, (b) the magnetic field in the solar flare and in the interplanetary regions, (c) the terrestrial magnetic field, and (d) the transverse momentum imparted in the atmospheric collisions. Therefore, for the purposes of the present study, the muons have been regrouped into 3x3 = 9 coarse solid angle bins, as shown schematically in Fig. 30 . This regrouping of the data has been done by either combining a set of 3x5 or 5x5 solid angle bins. The exception being the vertical direction which combines 3x3 bins. This peculiar choice of binning is dictated by the fact that the muon flux is comparatively larger for the near central directions (N, E, W, S) as compared to the outer directions (NE, SE, NW, SW). This regrouping of the data results in a relatively similar solid angle coverage for the nine bins. Therefore, this re-binning also results in muon statistics for various bins which are not too dissimilar from each other. The geomagnetic cutoff rigidity for the field of view (FOV) of the GRAPES-3 muon telescope varies significantly for the nine solid angle bins. In Fig. 30 the contours of the constant geomagnetic cutoff rigidity in the FOV are superimposed over the schematic of the nine solid angle bins of the muon arrival directions in two orthogonal projected planes. The geomagnetic cutoff rigidity varies from a low value of 12 GV in the west to 42 GV in the east direction within the FOV of the GRAPES-3 tracking muon telescope. Thus the measurement of the direction of muons in the GRAPES-3 experiment permits the effect of the rigidity on various solar phenomena to be systematically studied.
No statistically significant excess was seen, from any of the nine directions in the muon rate, Based on the past observations, the energy spectra of the particles accelerated in the solar flares display considerable complexity. It is reasonable to assume that the energy spectrum of the particles accelerated during a solar flare follow a power law. A compilation of the major solar flare events during the past 60 yr has shown that the spectral index of the assumed power law shows progressive steepening with increasing energy of protons, reaching a value of 3.5-4.0 at energies above 10 GeV [117] . However, it is very difficult to arrive at a definitive conclusion on the energy spectrum of the solar flare particles in view of the huge variation seen from flare to flare; based on the past claims, it is likely that the solar flares may accelerate protons to energies well above 100 GeV [45, 49] . A lower limit on the spectral index of an assumed power law for the energy spectrum of the 28 October 2003 flare can be placed at γ ~ 5.3 based only on the worldwide NM and the GRAPES-3 data. However, in view of the rapidly changing spectral indices and/or cutoffs observed in the case of most of the solar flares, the actual value of the spectral index is likely to be significantly higher [117] . The narrow-angle upper limits on the flux of solar flare particles derived for the nine bins are very similar and for that reason a common value of 4 x 10 -6 cm -2 s -1 sr -1 is obtained.
Forbush Decrease
In addition to the acceleration of particles due to the energy released from the coronal loops, the solar flares are also associated with the coronal mass ejections which are blobs of plasma ejected during the flaring activity. An expanding CME-driven shock front accelerates ions at various helio-longitudes. Apart from the complex structure of a CME and its interaction with the heliospheric magnetic cavity, its effect on the structure of the geomagnetic field is also very important for various studies at the Earth. It is widely recognized that the CMEs and high-speed streams from the coronal holes have considerable influence on the propagation of the particles within the heliosphere. The interaction of these flows with the quiet solar wind creates regions of compressed heated plasma and shocks which are responsible for further acceleration and modulation of the particles incident over the atmosphere of the Earth. Detailed observations on the modulation of the cosmic rays, using NMs and muon telescopes, provide important information for modeling the propagation and acceleration of the solar energetic particles in the interplanetary medium. The short-term modulations such as Fds may be related, either directly to the material ejected from the Sun or to the transient interplanetary shocks generated by these ejections [54, 55] . 
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The capability to observe the directional muon flux, with the three working supermodules, provides a completely new view of the evolution of a Fd, which should help in modeling the propagation of the high energy particles in the interplanetary and in the nearEarth regions. This may be seen from the detailed information available on the Fd, observed on 29 October 2003 from the nine solid angle bins, each with a solid angle coverage of ~ 0.3 sr as displayed in Fig. 30 . The observed muon rate for time intervals of 6 min for one of the nine bins, namely, "V", after applying appropriate corrections for the variation in the atmospheric pressure as a function of time in hours UTC on 29 October 2003, is shown in Fig. 32 . The rapid onset of the Forbush decrease starting around 7 h and lasting until 18 h UTC is clearly visible. Also shown in Fig. 32 is a dot next to the legend 1 σ whose diameter represents the size of 1 σ error bar. Therefore, the rich structure in the muon rate seen during the onset of Fd is to be regarded as real, and it indicates the rapid variation in the evolution of the Fd on a time scale of minutes. It has been pointed out that a "two-step" structure observed in several Fds is caused by the ejecta and the shock effects of the CME [118] . Therefore, any model proposed to account for the particle acceleration and propagation through the interplanetary space during a solar flare should also be able to explain this rich time structure during the onset phase of the Fd.
As shown in Fig. 30 , the geomagnetic cutoff rigidity for the nine bins in the GRAPES-3 field of view varies from 14 to 42 GV. This fact combined with the high quality GRAPES-3 muon data, makes it possible to study the rigidity dependence of the magnitude of the Forbush decrease observed on 29 October 2003. The mean geomagnetic cutoff rigidity for the nine solid angle bins varies from 14.3 GV in west to 24.0 GV in the east direction. The muon rates averaged over 6 min successive intervals for the nine solid angle bins were used to estimate the magnitude of the Fd in each direction. In Fig. 33(a) the magnitude of the Fd is shown, as a function of geomagnetic cutoff rigidity for the nine bins. A clear inverse correlation between the geomagnetic cutoff rigidity and the magnitude of Fd can be noticed, because the magnitude of the Fd decreases as the cutoff rigidity increases. A change of 1.6 % in the magnitude of the Fd is seen in going from 14.3 to 24 GV. However, another interesting feature of this variation is the setwise clustering of the values of the Fd magnitudes into groups of three bins. The three east bins labeled NE, E, SE and represented by filled circles in Fig. 33 (a) form a cluster. But the middle bin "E" shows a sizable departure in its magnitude (~ 0.4 %) as compared to the two outer bins NE and SE. Similarly the three center bins labeled N, V, and S represented by filled triangles also show clustering with bin V separated by ~ 0.5 % from the other two bins N and S. The displacement of bin W in the west set, represented by filled squares, is the largest ~ 0.8 % with respect to the remaining two bins, namely, NW and SW.
The inverse correlation between the magnitude of the Fd and the geomagnetic cutoff rigidity is an established feature of the phenomenon of Fd, and it can be readily understood on the basis of the rigidity spectrum of the modulation of the cosmic rays. The rigidity dependence of the magnitude of the Fds have been measured by a number of groups primarily using NMs. The rigidity dependence can be reasonably approximated by a power law of the type, K x r -γ where r is the rigidity in GV and the measured spectral index γ ranges from 0.4 to 1.2 [118] . Although the observed displacement of the middle bin relative to the remaining two bins in each set is rather small (F 
Future Plans
Expansion plans in a number of areas including doubling of the area of the muon detector is being initiated to further increase the sensitivity of this experiment. Plans are also afoot to install a large imaging telescope to measure the Cerenkov component of the EAS in a bid to expand the reach of the experiment to include this component which would provide information on the longitudinal development of the EAS and also the primary energy in a completely independent manner. It is also proposed to expand the area of the array with reduced detector density to cover a much larger area to extend the energy reach of the experiment to 10 18 eV and thereby create a single facility to study the cosmic radiation all the way from 10 13 to 10 18 eV, a range of nearly 5 orders of magnitude. Finally plans are underway to install neutron monitors to further enhance the capability to study various space weather phenomena.
Summary
A brief survey of the present GRAPES-3 experiment, after starting from the early activity in the fifties has been presented. Continuing with the philosophy of Acharya J.C. Bose and Dr. Homi J. Bhabha with strong emphasis on the development of state-of-theart detectors and signal processing electronics has in the long run paid rich dividends. Allowing the GRAPES-3 collaboration to perform world-class experiments in astroparticle physics at a fraction of the cost elsewhere. The thriving activity has attracted a large number (34) of scientists from within India and abroad to join and contribute to further growth of this activity. The GRAPES-3 collaboration has demonstrated its unique capability to measure the cosmic ray composition with unprecedented resolution. The GRAPES-3 collaboration has also placed the most sensitive upper limits on the diffuse flux of 100 TeV γ-rays and is now poised to make still more sensitive measurements with the planned expansion of this experiment. Precision studies of the Sun induced phenomena such as the solar flares, coronal mass ejections are offering a new probe to study the space weather.
