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a b s t r a c t
Functions with poles occur in many branches of applied mathematics which involve
resonance phenomena. Such functions are challenging to interpolate, in particular in higher
dimensions. In this paper we develop a technique for interpolation with quotients of two
radial basis function (RBF) expansions to approximate such functions as an alternative
to rational approximation. Since the quotient is not uniquely determined we introduce
an additional constraint, the sum of the RBF-norms of the numerator and denominator
squared should be minimal subjected to a norm condition on the function values. The
method was designed for antenna design applications and we show by examples that
the scattering matrix for a patch antenna as a function of some design parameters can be
approximated accuratelywith thenewmethod. Inmany cases, e.g. in antennaoptimization,
the function evaluations are time consuming, and therefore it is important to reduce the
number of evaluations but still obtain a good approximation. A sensitivity analysis of the
new interpolation technique is carried out and it gives indications how efficient adaptation
methods could be devised. A family of suchmethods are evaluated on antenna data and the
results show that much performance can be gained by choosing the right method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Resonant phenomena occur in many types of physical systems which involve some kind of wave propagation, for
example, acoustic waves in musical instruments, mechanical vibrations in solid structures and electromagnetic waves for
antennas. The resonance frequency of the physical system is the frequency of the periodic driving force which produces
the largest amplitude of the oscillation. Around this frequency the response often behaves as an analytic function with
poles located near the resonant frequency but with a small imaginary part. As a consequence, the response can often be
modelled accurately with rational functions. In the multivariate case, for example when the response depends on several
design parameters, it is natural to use multivariate rational functions to approximate the true response. As for polynomial
approximations in higher dimensions, the number of coefficients to be determined grows exponentially as the space
dimension and the order of the polynomials increase. Nevertheless, multivariate rational functions have been used for
approximating the responses for resonant systems [1–3]. To determine the coefficients for the rational function from the
data is a nonlinear problem. If the order of the polynomials is lowwe usually havemore data than coefficients, the problem is
therefore overdetermined and the interpolating conditions need to be relaxed. On the other hand, if high order polynomials
are used the problem is underdetermined and additional constraints are needed to make the problem unique.
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Table 1
Common radial basis functions.
Radial basis function φ(r) Order
Spline type (Rn) (−1)dn/2e|r|n dn/2e
Thin plate spline (TPSn) |r|2n log |r|, n ∈ N even n+ 1
Multiquadric (MQ)
√
1+ r2 1
Inverse multiquadric (IMQ) 1√
1+r2
0
Inverse quadratic (IQ) 1
1+r2 0
Gaussian (GS) e−r2 0
An alternative to approximation with rational functions is interpolation with radial basis functions (RBF) [4–7]. This
is a popular method for approximation of scattered data in any dimensions with a well developed theory. Here the RBF
expansion depends linearly on the data and the interpolation problem is uniquely solvable with only weak assumptions
on the data sites. In a project on optimization of MIMO (multiple-input–multiple-output) antenna systems we applied a
multi-objective optimization algorithm based on interpolation with radial basis functions. Two reports which emphasize
the multi-objective antenna problem have been written about this project [8,9]. It turned out that the RBF interpolation
of the antenna scattering matrix as a function of the design parameters could not approximate the true objective function
well. The reason is, as we shall see in this paper, that standard RBF interpolation has problems with the steep gradients
which occur for functions with poles. In these cases the RBF interpolant either suffers from overshooting (if we have data
points in the steep region) or the interpolant takes a ‘‘short cut’’ compared to the real data (if the data points miss the steep
region). Further tests revealed that approximation with rational functions performed better when few design parameters
were considered but ran into problem as the dimension and order increased.
In this paper we try to combine the good properties from these two methods: the ability of rational approximation
to model functions with poles and the flexibility of the RBF interpolation method to approximate scattered data in higher
dimensions. The idea is to consider quotients of twoRBF expansionswhere the interpolation condition is put on this quotient.
In addition to the interpolation condition we enforce a minimization in the native space semi-norms on the two expansions
which makes the quotient unique. The resulting method is nonlinear and is able to reproduce rational functions of the same
order as the polynomial space as used for the RBF expansion. Several examples show that the new interpolation method is
able to approximate antenna data accurately with only a few data points. However, in areas where the denominator is small
the approximation is quite sensitive to changes in the numerator. A sensitivity analysis of the interpolationmethod indicates
that the uncertainty of the approximation can be measured by the power function (an uncertainty measure for standard RBF
interpolation) times a factor depending on the interpolant itself. In the paper we use such products as error indicators for a
adaptation strategies. New evaluation points are put where the error indicator attains its maximum. At this point we should
also mention that there are ongoing research in RBF interpolation to use spatially variable shape parameters together with
adaptive node placement to deal with sharp gradients [10]. Different adaptation techniques for RBF based methods are also
explored in [11,12].
The rest of the paper is organized as follows: First we recall some theory and results from standard RBF interpolation
including the definition of the native space norm. In Section 3 we define the rational RBF interpolation through a
minimization problem and show how it can be computed. By choosing some free positive constants appropriately it is
possible to make the method homogeneous of degree one and inversive (defined in Eq. (20) below). Here we also carry out
the sensitivity analysis. Then the method is tested on antenna data for one, two and four design parameters and compared
with standard RBF interpolation. Several different adaptation methods are tested and evaluated in Section 5. Finally, we
include a section with conclusions and future work.
2. Interpolation with radial basis functions
Radial basis functions provide a very general and flexible way of interpolation in multi-dimensional spaces, even for
unstructureddatawhere it is often impossible to apply polynomial or spline interpolation. Because of its good approximation
properties and ease of implementation, the method is a popular choice in many different areas, ranging from statistics to
the approximation of partial differential equations, see for example [4] and the books [5–7]. The basic theory that will be
important for the forthcoming sections is here briefly summarized.
Suppose that g is the function to be interpolated at the set Y = {xk}Nk=1 of data points, all inRd. Let φ be a function defined
on the positive real axis. The interpolation space then consists of all functions of the form
s(x) =
N∑
l=1
γlφ(‖x− xl‖)+ h(x), (1)
for coefficients γl ∈ R and h ∈ Πm−1(Rd), whereΠm−1(Rd) is the space of polynomials of degree at mostm− 1 in Rd. Here
‖ · ‖ denotes the standard Euclidean norm. Some common basis functions are given in Table 1. The third column shows
to which order the basis function is conditionally positive definite which is also the order of the singularity of the Fourier
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transform of the basis function at the origin (see [7, Chapter 8]). The polynomial spaceΠm−1(Rd) should be chosen so thatm
is larger or equal to the order of the basis function (this will guarantee that we have a solution to our interpolation problem).
In many cases it is appropriate to scale the basis function with a so-called shape parameter ε. The basis function is
then replaced by φε(r) = φ(εr). For the spline type basis functions the result is independent of the shape parameter.
The data points are sometimes called centers, and the basis functions are radial around these centers. The coefficients
γ = (γ1, . . . , γN)T and the polynomial are then chosen so that s interpolates g exactly at the data points
s(xk) = g(xk), 1 ≤ k ≤ N,
and γmust also be so that
0 =
N∑
i=1
γi˜h(xki)
for all polynomials h˜ inΠm−1(Rd). Let {pl}Ll=1, L = dim(Πm−1(Rd)), be a basis forΠm−1(Rd). Then the polynomial part h can
be expanded in this basis
h(x) =
L∑
l=1
βlpl(x).
This leads to a linear equation system for the coefficients γ and the coefficients for the polynomial β which takes the form(
M P
PT 0
)(
γ
β
)
=
(
g
0
)
, (2)
whereM is the interpolation matrix
Mkl = φ(‖xk − xl‖), 1 ≤ k, l ≤ N.
and P is the N × L matrix defined by Pk,l = pl(xk), k = 1, . . . ,N , l = 1, . . . , L. Here we have introduced the vector of
function values g = (g(x1), . . . , g(xN))T, and β which is the vector of coefficients for the polynomial h. The interpolating
function will be denoted by Sg,Y. If φ is one of the basis functions given in Table 1 and the order of the basis function does
not dominatemwherem− 1 is the order of the polynomial spaceΠm−1(Rd), then the resulting system is non-singular and
a unique solution exists. Given that the interpolation matrixM is invertible (as it is for many RBFs), we can solve for γ and
β to obtain
γ = M−1g−M−1PMPPTM−1g (3)
and
β = MPPTM−1g, (4)
where
MP =
(
PTM−1P
)−1
.
The matrixMP is often called the Schur complement.
Each basis function φ induces a semi-Hilbert function space (the norm is positive definite but not strictly positive
definite), the Native spaceNφ . Then Sg,Y can be interpreted as the function with the smallest native space semi-norm among
those which interpolate g on Y. The semi-norm of Sg,Y in this space is given by
‖Sg,Y‖2Nφ = γ ∗Mγ . (5)
From (3), we get
‖Sg,Y‖2Nφ = g∗
(
M−1 −M−1PMPPTM−1
)
M
(
M−1 −M−1PMPPTM−1
)
g
= g∗ (M−1 − 2M−1PMPPTM−1 +M−1PMPPTM−1PMPPTM−1) g.
By using the definition ofMP, we get
‖Sg,Y‖2Nφ = g∗
(
M−1 −M−1PMPPTM−1
)
g. (6)
For convenience we define the matrix
NNφ = M−1 −M−1PMPPTM−1. (7)
This matrix will be important in the derivation of the rational RBF interpolant.
The native space norm for an arbitrary function f can be written in terms a Fourier transforms of f and the basis function
and resembles the form of the Sobolev norm in the Hilbert space case [7, Chapter 10]. In general the smoothness of the
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basis function is inherited by the functions in the native space. In a vague sense one can say that a smooth function has
a low native space norm and a bumpy function high. In [13,14], the native space norm is interpreted as a measure of the
‘‘bumpiness’’ of a function.
The standard error estimate for radial basis functions involves the so-called power function Pφ,Y∣∣f (x)− Sf ,Y(x)∣∣ ≤ Pφ,Y‖f ‖Nφ . (8)
This is a local error estimate. The power function provides an uncertainty estimate at a point x ∈ Ω for the interpolation.
For this reason it is natural to include the power function in adaptation methods as we will do later on. Another estimate to
measure the error is the fill distance
hY,Ω = sup
x∈Ω
min
k=1,...,N ‖x− xk‖.
This is a used for global error estimates and therefore not suitable for adaptation methods.3 A modification which can be
used by adaptation methods is the local fill distance for local error estimates
dY(x) = min
k=1,...,N ‖x− xk‖.
Let y ∈ Ω . Let RY,y be the RBF interpolant based on the centers Y∪ ywhich is zero on all points in Y and has RY,y(y) = 1.
We call RY,y the cardinal function of ywith respect to Y. Then
Sf ,Y∪y(x) = Sf ,Y(x)+ (f (y)− Sf ,Y(y))RY,y(x). (9)
We see that
‖f ‖2Nφ ≥ ‖Sf ,Y∪y‖2Nφ = ‖Sf ,Y‖2Nφ + |f (y)− Sf ,Y(y)|2‖RY,y‖2Nφ . (10)
A detailed look at the derivation of the inequality (8) reveals the sharp inequality∣∣f (x)− Sf ,Y(x)∣∣ ≤ Pφ,Y√‖f ‖2Nφ − ‖Sf ,Y‖2Nφ . (11)
Since both the estimates (10) and (11) are sharp we have the identity
Pφ,Y(x) = 1‖RY,y‖Nφ
. (12)
3. Rational RBF interpolation
Suppose we want to interpolate a function f as a quotient of two functions p and q at the data points Y = {xk}Nk=1 ⊂ Rd
and f (xk) = fk ∈ C. Then we must have
f (xk) = p(xk)q(xk) , k = 1, . . . ,N. (13)
This does not determine the values of p and q at the data points. A good option is to choose them as simple as possible. For
rational interpolation in one space dimension p and q are chosen as polynomials of some orders
p(x) = p0 + p1x+ · · · + pmxm, q(x) = 1+ q1x+ · · · + qnxn.
The task is then to determine the coefficients of these polynomials so that the interpolation condition (13) holds for all
k = 1, . . . , (m + n + 1) (compare with Padé approximations for which the derivatives up to order (m + n) agree with a
given function’s derivatives). If we have more data than coefficients, the coefficients can be chosen to minimize the least
square error:
min
p∈Πm(Rd),
q∈Πn(Rd)
N∑
k=1
∣∣∣∣fk − p(xk)q(xk)
∣∣∣∣2 , (14)
whereΠm(Rd)denotes the space of polynomials of orderm inRd. This is a nonlinear optimizationproblem indim(Πm(Rd))+
dim(Πn(Rd)) − 1 variables. Rational approximation with polynomials works well for one-dimensional data but cannot be
generalized easily to higher dimensions. This is due to the fact that the number of coefficient to be determined increases
very rapidly as the order of the polynomials and the spatial dimension increases. Our efforts so far have shown that rational
3 If the fill distance is used for adaptation one is led to study minimax and maximin types of problems for the distance function which potentially will
perform better but are also more costly to use [15].
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approximation can be made to work well in two dimensions for the antenna data from our simulations but becomes too
complicated in higher dimensions. However, we should mention that there are work on for example Thiele type continued
fractions which are aimed to find interpolating rational function efficiently even in the multivariate case [1–3]. Rational
interpolation of scattered data in many dimensions have previously also been investigated in [16].
In this work we instead let p and q be two RBF expansions subjected to the interpolation condition (13). To make p and
q unique we need to define the values of p and q at the data points xk and therefore we need to impose an extra condition.
It is natural to choose p and q as smooth as possible which means that their native space semi-norms should be as small as
possible relative to the size of their values at the data points. The size of the values at the data points are naturally measured
by the l2 norm
‖p‖2l2 =
N∑
k=1
|p(xk)|2 and ‖q‖2l2 =
N∑
k=1
|q(xk)|2.
Thus, the following minimization problem is a realization of this idea:
min
p,q∈Nφ ,
c‖p‖2
l2
+d‖q‖2
l2
=1,
p(xk)=f (xk)q(xk).
(
a‖p‖2Nφ + b‖q‖2Nφ
)
, (15)
where ‖ · ‖Nφ denotes the native space semi-norm and a, b, c and d are four positive constants. If p and q are the minimizer
to the problem (15), then we define the rational RBF interpolation of the function f to be
f (x) ≈ Sf ,Y(x) = p(x)q(x) , x ∈ R
d.
In the following theorem we show that this minimization problem has a solution and how it can be found.
Theorem 3.1. The solution to the minimization problem (15) is the least eigenvalue and the optimal q = (q(x1), . . . , q(xN))T is
the corresponding eigenvector to the generalized eigenvalue problem
Aq = λBq (16)
where
A = aD∗fNNφDf + bNNφ ,
B = cD∗fDf + dI,
I the identity matrix,
Df = diag (f (x1), . . . , f (xN))
and NNφ is the native space normmatrix defined in Eq. (7). The optimal vector p = (p(x1), . . . , p(xN))T is given by p = Dfq. The
rational RBF interpolant is obtained by computing the standard RBF interpolant of the vectors p and q.
Remark 3.2. The generalized eigenvalue problem can easily be transformed to an eigenvalue problem in standard form,
Cu = λu, since B is a strictly positive diagonal matrix.
Proof. Let q = (q1, . . . , qN)T be a vector of complex numbers. Then p = Dfq is the unique vector p = (p1, . . . , pN)T
such that pk = f (xk)qk holds for all k = 1, . . . ,N . From the theory of radial basis functions we know that for every vector
v ∈ CN there exists a unique function v ∈ Nφ with minimal normwhich interpolate this vector at the data sites v(xk) = vk,
k = 1, . . . ,N . The norm of this function in the native space is
‖v‖2Nφ = v∗NNφv,
where N is the native space norm matrix defined in Eq. (7). By applying this result to both p and q and using the relation
p = Dfq between the vectors of function values, we can reduce the minimization problem (15) to quadratic minimization
problems for complex vectors:
min
q∈CN ,
c‖Dfq‖2l2+d‖q‖
2
l2
=1,
(
aq∗D∗fNNφDfq+ bq∗NNφq
)
. (17)
But this is equivalent of finding the least eigenvalue and the corresponding eigenvector to the eigenvalue problem (16). 
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To solve for all eigenvalues of a general eigenvalue problem is computationally very expensive for large complex matrices
but since we only need the least eigenvalue and eigenvector, it is possible to use specialized software such as Arpack [17]
(which is also used by the matlab routine eigs to solve for a few eigenvalues and eigenvectors). Our experience is that up
to a few thousands of complex degrees of freedom it is no problem to solve for the least eigenvector.
Now we know how to compute the rational RBF interpolant. The next issue is how we should choose the positive
constants a, b, c and d. First it is appropriate to discuss some general properties of approximation/interpolation methods.
Most approximation methods are linear in the sense that the interpolant depends linearly on the data, for example, spline
approximation, least squares approximation withmultivariate polynomial and interpolation with radial basis functions. For
linear methods the following two conditions hold: additivity
Sf+g,Y = Sf ,Y + Sg,Y, (18)
where f = (f (x1), . . . , f (xN))T and g = (g(x1), . . . , g(xN))T, and homogeneity of degree one
Sαf ,Y = αSf ,Y, (19)
where α is a scalar. It is often natural to require homogeneity of degree one sincewe do notwant the particular scaling of the
function to be interpolated to affect the result. For functions f with non-zero function values, we say that an approximation
method is inversive if
S1/f ,Y = 1Sf ,Y . (20)
First, we note that it is impossible to choose the positive constants a, b, c and d so that the rational RBF interpolant depends
linearly on the data and also that it is impossible for any linear interpolation method to be inversive. The simplest choice
is to put all constants equal to 1. In that case it is easy to see that method becomes inversive since the transformation
f (xk) 7→ 1/f (xk) just switches the roles of p and q. To make the method homogeneous of degree one we can choose
a = c = 1/‖f‖2l2 and b = d = 1.
To make the method inversive and homogeneous of degree one we can choose
a = c = 1/‖f‖l2 and b = d = 1/‖1/f‖l2 .
A drawback with this choice is that it cannot handle the case where f is zero at some data point since this would make
‖1/f‖l2 infinite. For our application to the scattering parameter S11 in the next section this is not a problem because S11 will
never attain the value zero since this corresponds to an antenna with zero return loss which does not exist. Inversiveness
may, for example, be of interest in antenna engineering when approximating the impedance matrix Z and its inverse, the
admittance matrix Y = Z−1, which relates the currents and voltages according to Ohm law V = ZI and I = YV . By using
an inversive method, the accuracy of both quantities are equally emphasized and consistently modelled. Currently this can
only be used for one-port antennas since the interpolation is for scalar-valued functions but we plan to extend it to this type
of matrix-valued functions.
Let us summarize some properties of the new interpolation method
• If f is a quotient of two polynomials in Πm−1(Rd) then p and q are these polynomials (up to a multiplicative constant)
and f = p/q. In principle the order of the polynomial space can be arbitrary. However, the best results are obtained
if the order of the polynomial space is the order of pole of the function to be interpolated. The number of data points
should be at least 2 dim
(
Πm−1(Rd)
)
(twice the number needed for standard RBF interpolation) so when the order of the
polynomial space is increased the number of data points needed is also increased.
• The resulting interpolation algorithm is nonlinear.
• Versions of the algorithm which are homogeneous of degree one and inversive (condition (19) and (20)) can be defined.
• The minimization problem leads to an eigenvalue problem which can be solved quite efficiently with Arpack (eigs in
matlab) since only the eigenvector corresponding to the smallest eigenvalue is needed.
3.1. Sensitivity analysis
For approximation methods it is of course of interest to have some control of the error. Moreover, if the error control
is given in terms of some function defined on the domain then it can be used for adaptation methods in order to improve
the approximation iteratively. For standard RBF interpolation this can be achieved with the power function, see inequalities
(8) and (11). Suppose that we have a (standard) RBF expansion Sf ,Y which interpolates a function f at the data points in
Y = {xk}Nk=1. Now consider a new candidate point y ∈ Ω . Then the function f probably does not attain the same value as
Sf ,Y at this point. The deviation is
ε = dev(y) = f (y)− Sf ,Y(y). (21)
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Let RY,y be the cardinal function as constructed at the end of Section 2. Thus, the updated RBF interpolant Sf ,Y∪y can be
written
Sf ,Y∪y(x) = Sf ,Y(x)+ εRY,y(x)
and has the norm (since Sf ,Y∪y and RY,y are orthogonal in the native space inner product)
‖Sf ,Y∪y‖2Nφ = ‖Sf ,Y‖2Nφ + |ε|2‖RY,y‖2Nφ = ‖Sf ,Y‖2Nφ +
|ε|2
P2φ,Y(y)
and
|ε| =
√
‖Sf ,Y∪y‖2Nφ − ‖Sf ,Y‖2Nφ
Pφ,Y(y)
.
This means for limited increases in the native space norm, the largest deviations can be obtained where the power function
is large. For the rational RBF interpolation the situation ismore complicated. A first thoughtwould be to relate the sensitivity
to the value of the minimization problem and study how it depends on new points and deviations ε. This turns out to be
difficult because the dependence is complicated. Below we do a simplified analysis based on estimates of the sum of the
native space norms of the updated numerator and denominator.
Suppose we have interpolated all points in Ywith the rational RBF method
Sf ,Y(x) = p(x)q(x) .
A reasonable candidate S˜f ,Y∪y function for the newminimizationproblem is,wherewehave added thenewcandidate point y,
S˜f ,Y∪y(x) = p(x)+ αRY,y(x)q(x)+ βRY,y(x) .
Clearly, it satisfies the interpolation condition at all points in Y. To fulfill the interpolation condition at the new candidate
point y, we must have
ε = p(y)+ α
q(y)+ β −
p(y)
q(y)
.
We get
ε (q(y)+ β) q(y) = (p(y)+ α) q(y)− p(y) (q(y)+ β) .
Simplification yields
α = εq(y)+ εβ + β p(y)
q(y)
. (22)
The total native space norm squared for S˜f ,Y∪y becomes
‖p+ αRY,y‖2Nφ + ‖q+ βRY,y‖2Nφ = ‖p‖2Nφ + ‖q‖2Nφ +
(|α|2 + |β|2) ‖RY,y‖2,
where we have used that RY,y is orthogonal to both p and q. Thus, we should minimize
(|α|2 + |β|2) = ∣∣∣∣εq(y)+ β (ε + p(y)q(y)
)∣∣∣∣2 + |β|2. (23)
Consider the quadratic expression
|ux+ y|2 + |u|2 = (1+ |x|2)|u|2 + 2Re (uxy¯)+ |y|2
= |y|2 + (1+ |x|2) (|u|2 + 2Re (uxy¯)
1+ |x|2
)
= |y|2 + (1+ |x|2) (∣∣∣∣u+ xy¯1+ |x|2
∣∣∣∣2 − ∣∣∣∣ xy¯1+ |x|2
∣∣∣∣2
)
.
The minimum with respect to u is obtained for
u = xy¯
1+ |x|2 .
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Fig. 1. The PIFA design considered for the frequency band 750–800 MHz with a single antenna element.
and is
|y|2 − |x|
2|y|2
1+ |x|2 =
|y|2
1+ |x|2
Apply the result to the quadratic expression in Eq. (23) with x = ε + p(y)q(y) and y = εq(y) to obtain
|ε|2|q(y)|2
1+ |ε + p(y)q(y) |2
= |ε|
2|q(y)|2
1+ |ε + Sf ,Y(y)|2 = |ε|
2 |q(y)|2
1+ |Sf ,Y(y)|2 + O(|ε|
4).
Collecting the results we see that
|q(y)|2
1+ |Sf ,Y(y)|2 ‖RY,y‖
2 = E(y)2‖RY,y‖2
gives a measure of the sensitivity and can therefore be used as an error indicator in adaptation methods. Here we have
defined the function
E(y) = |q(y)|√
1+ |Sf ,Y(y)|2
. (24)
4. Approximation of antenna data
The interpolationmethod presented herewas developed in a project onmulti-objective optimization ofMIMO (multiple-
input–multiple-output) antenna systems. The family of antennas considered were PIFA-antennas (planar/printed inverted
‘‘F’’ antennas) with either one or two antenna elements. In this report we consider the one patch antenna shown in Fig. 1
for the frequency band 750–800 MHz. The design parameters were length lR and widthwR of patch R, the length lL of patch
L and the feeding position xp. See Table 2 for the range of these parameters and also the values of the other dimensions of
the antenna.
4.1. Definition of test cases
All simulations were made with a method of moments code, a frequency domain boundary element solver for
electromagnetics, from the Efield software company [18]. A line gap excitation with a characteristic impedance of 50 
was used.
For the evaluation a two-dimensional and a four-dimensional grid were constructed. The two-dimensional grid was
made with the design parameters lR and wR consisting of 41 × 41 points while the other two parameters were kept fixed.
The four-dimensional grid consisted of 9302 evaluated points (the boundary conditions excluded some of the grid points).
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Table 2
Dimensions of the antenna. The first four are the design parameters in the optimization.
Parameter Description Value (mm)
lR Length of R 3.0 ≤ lR ≤ 45.0
wR Width of R 2.0 ≤ wR ≤ 45.0
lL Length of L 2.0 ≤ lL ≤ 45.0
xp Feed position 5.0≤ xp ≤ 40.0
wL Width of L 3.0
lF Length of F 45.0
wF Width of F 3.0
hF Height of F 10.0
lg Length of the ground plane 100.0
wg Width of the ground plane 45.0
tg Thickness of the ground plane 2.0
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Fig. 2. A comparison of RBF interpolation and rational RBF interpolation for S11 as a function of the design parameter lR (cf. Table 2) properly scaled. Here
the data points are where S11 is evaluated and the interpolation condition is enforced at the five sample points.
4.2. Numerical tests
In all numerical test in this paper we try to approximate the scattering matrix S which is a complex-valued antenna
parameter containing both magnitude and phase information about the antennas radiation properties. All experiments are
done with the spline type basis function φ(r) = r3. For antennas with only a single element this matrix contains only one
entry denoted S11. Since rational RBF interpolation is a nonlinear method it is not equivalent to interpolating the real and
imaginary part of S11 separately and then add them together compared with interpolating S11 as a complex-valued function.
It turns out that the latter method is far more efficient and it is therefore adopted here. This is in contrast to linear methods
where both approaches are equivalent. In all tests, the design parameters are scaled so that they all run from−1 to 1.
In Fig. 2, we compare the new interpolation method with standard RBF interpolation of the scattering matrix S11 as a
function of one of the design parameters. One reason for the good results is that S11 behaves as a rational function of order
one in these cases and such functions are interpolated exactly.
Fig. 3 shows the performance of the methods for the two-dimensional grid. Here only seven randomly distributed points
are used. Standard RBF interpolation fails completely to approximate the scatteringmatrixwhereas the rational RBFmethod
seems to predict the shape correctly although the error levels in some areas are quite high. It is clear from the figure that the
largest interpolation errors are along the valley where we have the steep gradients. To reduce the errors of the newmethod,
one must put additional sampling points with care. Tests have shown that not much accuracy is gained if new sampling
points are put where the function is flat. Instead, by adaptively putting new points where the approximation errors are
large, it is possible to obtain an approximation with high accuracy and relatively few points. Fig. 4 shows the interpolation
after nine adaptations of the initial approximation from Fig. 3 where a new sampling point is put where we have the largest
error in each iteration. One sees that all new points except one lie in the valley of steep gradients. From the graphwe see that
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Fig. 3. A comparison of RBF interpolation and rational RBF interpolation for S11 as a function of the two design parameters lR andwR (cf. Table 2) properly
scaled.
after adaptation the maximal error for the rational RBF method is below 0.04 whereas the standard RBF method it exceeds
5 at some points.
The same adaptation strategy is also applied to the four-dimensional grid consisting of 9302 evaluated points. The result
of this test is postponed to the next section which deals with adaptation methods which do not use that the interpolation
error is known. The reader can have a glimpse on Fig. 6 in Section 5.1 which shows an example how the interpolation error
is reduced during the course of adaptation. The final maximal error after 600 iteration with 30 initial points is below 0.03.
Similar results have not been possible to obtain with standard RBF interpolation on this data.
5. Adaptation methods based on error indicators
Surrogatemodels are used as approximation of the true function. Initiallywhenwe only havemade a few simulations, the
surrogate model will be a quite crude approximation and the errors might be large. However, close to the already computed
points the approximation is likely to be good whereas we will have no control of the errors far away from these points. In
addition, in areas where the objective function has steep gradients the approximation might also be poor. In a real situation
we have no possibility to have control of the error everywhere and we have to rely on estimates of the errors. An error
indicator is a function defined on the domainΩ and also dependent on the set Y ⊂ Ω of evaluated points which can be used
to estimate the errors. If f is the objective function and Sf ,Y the surrogate model the error is defined by
ef ,Y(x) =
∣∣f (x)− Sf ,Y(x)∣∣ , x ∈ Ω.
We assume that all objective functions and surrogate models are continuous and that the surrogate models interpolate the
objective functions at all points in Y. For a good type of error indicator r , in combination with a class of surrogate models
which are suitable for approximating the class of objective functions we are interested in, there should exist a constant Cf
(dependent of f ) such that the following estimate is true
ef ,Y(x) ≤ Cf r(x), x ∈ Ω.
It is desirable that the constant is as small as possible and that Cf ‖r‖ is not so much larger than ‖ef ,Y‖. The error indicator
r = rSf ,Y,Y may depend both on the set Y and the surrogate model. In the adaptation algorithms below we update the set of
evaluated points to get a sequence of point sets Y0 ⊂ Y1 ⊂ · · · ⊂ Yk ⊂ · · ·Ω . To simplify the notation we let Sk = Sf ,Yk and
rk = rSf ,Yk ,Yk .
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Fig. 4. The result after nine adaptation steps of the approximation shown in Fig. 3.
Algorithm 1 Adaptation method based on error indicators
Input: A discrete set of initial points Y0 ⊂ Ω , a class of surrogate models and a class error indicators.
Output: An adaptively improved surrogate model.
Compute the surrogate model S0 based on the points in Y0
Construct the error indicator r0 for S0 and Y0
for k = 1 to kmax do
Find the point xk ∈ Ω where the error indicator rk−1 attains its maximum:
xk = argmaxx∈Ω rk−1(x) // The new evaluation point
Update the set of data points Yk = Yk−1 ∪ {xk}
Compute fk = f (xk)
Construct the surrogate model Sf ,Yk
Construct the error indicator rk based on Sf ,Yk and Yk.
end for// Adaptation loop
In Algorithm 1, we put a new evaluation point where the error indicator attains its maximum in each iteration step. This
will of course suppress the error well locally around this point but may not be optimal for suppressing the overall error. To
suppress the overall error it is more reasonable to focus on the norm of the error indicator and minimize this norm instead.
However, for the time being we will focus on adaptation schemes based on local error indicators.
The special character of the rational RBF interpolation suggests that an effective error indicator for this method should
involve an uncertainty measure, for example the power function or the local fill distance, and some factor depending on
the interpolant itself. In the Master’s thesis [19] it was demonstrated that efficient error indicators based on the local fill
distance could be constructed for the two-dimensional case but the approach failed for the four-dimensional case probably
because the local fill distance and the power function behaves very differently near the boundaries in higher dimensions.
Thus, we will only use the power function as an uncertainty measure and our error indicators will look like
r(x) = Pφ,Y(x)m(x)α,
where m is an interpolant dependent multiplier and α an exponent. The exponent α is used to balance the importance of
the power function and the multiplier. As multipliers we will use the inverse of absolute value of the interpolant 1/|S(x)|,
the numerator 1/|p(x)|, and the denominator 1/|q(x)|, as well as the norm of the gradient ‖∇S(x)‖ and the inverse of the
function E derived from the sensitivity analysis (Eq. (24)).
All considered error indicators are summarized in Table 3.
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Table 3
Different error indicators tested for adaptation.
Symbol Error indicator Description of the multiplier
S Pφ,Y(x)|S(x)|−α The surrogate model.
p Pφ,Y(x)|p(x)|−α The numerator of the surrogate model.
q Pφ,Y(x)|q(x)|−α The denominator of the surrogate model.
D Pφ,Y(x)‖∇S(x)‖α The derivative of the surrogate model.
E Pφ,Y(x)E(x)−α The sensitivity measure defined in (24).
Table 4
Statistics for the interpolation error in different norms after 600 iterations for the largest interpolation error method.
Mean Median Min Max Std. dev.
‖error‖l1 0.00663 0.00662 0.00616 0.00717 0.00018‖error‖l2 0.00824 0.00823 0.00765 0.00886 0.00021‖error‖l∞ 0.02478 0.02410 0.02229 0.03851 0.00210
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Fig. 5. Estimated density functions of the error in different norms after the last adaptation step of the largest interpolation error method computed with
the matlab routine ksdensity.
5.1. Adaptation tests
For the adaptation test we used the four-dimensional grid consisting of 9302 evaluated points, each corresponding to
the scattering parameter S11 for an antenna. The exponent for the multiplier was chosen to be α ∈ {0.0, 0.5, 1.0, 1.5, 2.0}.
For α = 0, the indicator is independent of the multiplier and we take this as our reference case (this would normally be
a good choice for standard RBF interpolation). It turned out that the most promising error indicators were the ones for the
numerator p, the denominator q and the function E for α = 0.5 and these also performed well for α = 1.0. Therefore we
complemented the test with α = 0.75 for these indicators. All computations are done in scaled units, i.e., every design
parameter is scaled so that it runs from -1 to 1.
The test was accomplished in the followingmanner: First, an initial set Y0 of Ninit = 30 randomly chosen points from the
grid Ygrid with the separation constraint that no points in Y0 were allowed to be closer than δ = 0.25 to each other. Then the
adaptation Algorithm 1 was run with Nadapt = 600 iterations with the restriction that new evaluation points were chosen
where the error indicator attained its maximum among those in Ygrid. In each adaptation step we compute the error in l1, l2
and l∞-norm for all data points:
‖error‖l1 =
1
Ngrid
∑
x∈Ygrid
|f (x)− S(x)| , (25)
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Fig. 6. The reduction of the error in different norms during the course of adaptation of the largest interpolation error method.
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Fig. 7. Estimated density functions of the error in l∞-norm after the last adaptation step computed with the matlab routine ksdensity.
‖error‖l2 =
√√√√ 1
Ngrid
∑
x∈Ygrid
|f (x)− S(x)|2, (26)
‖error‖l∞ = max
x∈Ygrid
|f (x)− S(x)| . (27)
Before we look at the results for the error indicators we show how the adaptation strategy from the previous section
where new evaluations points are chosen where we have the largest interpolation error in the previous step (we call
this strategy the largest interpolation error method in the figure and table captions). Table 4 shows some statistics of the
interpolation error in different norms and Fig. 5 shows the estimated density functions for these quantities. All density
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Table 5
Statistics for the l∞-norm of the interpolation error after the last adaptation step. The results are sorted with respect to the mean value with the best first.
Method Mean Median Min Max Std. dev.
E α = 0.75 0.145 0.144 0.116 0.180 0.013
q α = 0.5 0.153 0.148 0.110 0.245 0.024
p α = 0.5 0.159 0.152 0.118 0.275 0.027
q α = 0.75 0.159 0.160 0.123 0.220 0.015
E α = 0.5 0.166 0.157 0.118 0.287 0.033
D α = 1.0 0.189 0.184 0.135 0.319 0.032
p α = 0.75 0.203 0.201 0.146 0.263 0.023
E α = 1.0 0.219 0.216 0.144 0.326 0.027
q α = 1.0 0.236 0.234 0.176 0.445 0.032
S α = 2.0 0.262 0.251 0.161 1.038 0.075
D α = 1.5 0.282 0.258 0.157 0.633 0.085
S α = 1.5 0.311 0.293 0.168 0.816 0.091
p α = 1.0 0.318 0.295 0.223 0.709 0.077
D α = 0.5 0.319 0.316 0.206 0.451 0.049
S α = 1.0 0.347 0.318 0.178 0.760 0.105
D α = 2.0 0.471 0.429 0.199 1.109 0.177
E α = 1.5 0.506 0.412 0.235 1.661 0.251
S α = 0.5 0.524 0.491 0.323 1.176 0.136
q α = 1.5 0.542 0.481 0.263 1.527 0.219
Ref. α = 0.0 0.681 0.672 0.418 1.076 0.137
p α = 1.5 0.831 0.687 0.358 5.689 0.505
E α = 2.0 0.953 0.858 0.412 1.913 0.396
q α = 2.0 0.963 0.844 0.377 1.977 0.395
p α = 2.0 1.611 1.310 0.616 12.711 1.340
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Fig. 8. Estimated density functions of the error in l2-norm after the last adaptation step computed with the matlab routine ksdensity.
functions are computedwith thematlab routine ksdensitywith default settings. In average the l∞-norm of the error after
600 iterations is approximately 0.025 and for the l1 and l2-norms the maximal values are less than 0.01. Fig. 6 shows typical
example how the error in different norms is reduced during the adaptation procedure. Since it is unlikely that algorithms
which do not use information about the largest error will preform better, this gives an indication what can be achieved at
best by an adaptation algorithm on this example and therefore interesting for comparison.
For our comparisons we have focused on the error in l∞-norm after the last adaptation step. In Table 5 we have collected
the statistics from the 225 runs for this experiment. The same sets of initial points were used for all 24 error indicators and
for the largest interpolation error method. Fig. 7 shows the estimated density functions of this quantity for the eight best
methods. The best result was obtained for the indicator E with α = 0.75 but there are a number of indicators which perform
well. In general it seems as the p, q and E indicators with α in the interval (0.5−1.0) are best. It is clear from the test that the
reference indicator, which was the power function alone, could not compete with the best indicators and that high values
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Fig. 9. The reduction of the error in l∞-norm during the course of adaptation for different methods.
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Fig. 10. The reduction of the error in l2-norm during the course of adaptation for different methods.
of α also led to bad indicators. We also see that the indicators based on the rational RBF interpolant itself and its gradient in
general performed worse than the other. Fig. 8 shows the density function for the best indicators when the error in l2-norm
after the last adaptation step is considered. The best results are now obtained for slightly smaller values of α. As an example
an adaptation procedure we have the Figs. 9 and 10 which show the reduction of the error in l∞ and l2-norm, respectively.
Of course, this is very case dependent but the improvements in l2-norm are in most cases smoother than in l∞-norm which
improves stepwise.
If we compare the results with the largest error method we see that l∞-norm of the error is about 6 times larger for
the best error indicator method after the last iteration. This suggests that some additional factors could be considered in
the construction of the error indicator. It may be so that in some parts of the parameter space it is harder approximate
well then in other parts. Maybe one could try to identify these parts during the adaptation process by measuring the
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difference between the value of the current approximation at new evaluation point and the true value and thereby construct
a ‘‘difficulty measure’’ to be included in the error indicator.
6. Conclusions and further research
In this paper we have proposed a new interpolation method for approximation of functions with poles. Such functions
are challenging to interpolate due to the presence of steep gradients close to resonances. In several exampleswhere antenna
scattering matrix data are interpolated we demonstrate that the proposed method based on rational radial basis functions
clearly outperforms standard radial basis functions. The initial examples also show that it is beneficial for the interpolation
accuracy to have a higher density of data points in the areaswherewehave steep gradients. Sincewe cannot know in advance
where these areas are,wehave tested several different adaption strategies based on error indicators. For the specific example
it is shown that the interpolation error is reduced efficiently for the best performing error indicators. We conclude that the
new interpolation method combined with a suitable adaption strategy is a promising alternative for optimization problems
involving objective functions with poles. Future work includes applying the method to multi-objective optimization of
MIMO systems with several antenna elements.
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