It is shown that for every E>O with the probability tending to 1 as n-00 a random graph G(n,p)
Introduction
Let G(n,p) be a random graph on n vertices in which each possible edge is present independently with probability p. We shall consider asymptotical properties of G(n,p) when II + 03, where the probability p may vary as a function of n. We say that G(n,p) has a property almost surefy (as.) if the probability that G(n,p) has this property tends to 1 as n + 00. Besides p =p(n), we also use the expected average degree c = c(n) = (n -l)p(n) as another parameter characterizing the density of G(n,p).
In this paper we deal with properties of holes (i.e., induced cycles) which are contained in G(n,p). If c(n) + d< 1, then a.s. all cycles of G(n,p) are smaller than a(n), where here and below o(n) denotes a function which tends to infinity as n --t 03. Moreover all cycles of such a random graph are induced, and their distribution can be found using the standard Poisson convergence method (see [3] or [l, Theorem IV. I]). When (n -I)p(n) = 1 then again a.s. each cycle of G(n,p) is a hole (see [5] ), but the sequence of numbers which are lengths of cycles of G(n,p) contains large gaps. Indeed, computing moments of appropriate random variables shows that a.s. G(n,p) contains (2/3 + o(l))log n cycles, the smallest of them of length less than o(n) whereas the largest one with more than n 1'3/w(n) vertices. On the other hand. if p(n) +pO for some constant po, where O<p, < 1, then a.s. G(n,p) contains holes of all lengths, from three to the largest one, which can be checked using Chebyshev's inequality.
Thus, we shall consider here only random graphs such that c(n) = o(n) but c(n) is bounded from below by a constant greater than 1. Our main theorem is the following. 
The algorithm
The proofs of both Theorems 1 and l* are constructive; we show that there exists a polynomial time algorithm which a.s. finds in G(n,p) holes of all demanded sizes.
The basic idea of our approach is to modify some hole in order to obtain others of smaller sizes. The existence of a large hole in G(n,p) is guaranteed by the following result from [4] .
Theorem 2. Let (n -l)p(n) -+ d, where d is a constant greater than 1. Then there exists a polynomial time algorithm LARGEHOL which a.s. finds in G(n,p) a hole of size larger than a(d)n for some constant a(d)>O. Moreover, for every positive constant E there is a constant d(E) such thatfor every function c(n) = (n -l)p(n) with d(e)<c(n) = o(n) a.s. a hole constructed by LARGEHOL
is larger than (1 -e)n log c/c. Now for a given hole H= r,r2.. . r,r, and a natural number k, we shall look for a pair of vertices {u, w} such that:
(i) {u, w} is not an edge of G(n,p); (ii) both u and w are adjacent to exactly two from vertices r,, r2, . . . , r,, where I= min(m -1, (1 -c)n log c/c). We call these neighbours riCoj, rjCU) and r+,,), rjCW) The following lemma is crucial for our arguments. 
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Moreover, the expectation of pairs {u, w} E Tk such that either u, w belong to the same subset of partition W or the set {{u, w}, {u', w'}} is not W-disjoint for some pair {v', w'} from T, is bounded above by is a martingale known as Doob's martingale process (see [6] ). Furthermore, due to the fact that X counts pairs which are W-disjoint, we have IX;-X;-ilIl for i=l,2 ,..., m+l.
Thus we may use the following result of Azuma (see [2] or [6] ):
Lemma 4. Let X,, X1, , . . , X, be a martingale such that IXj-Xi_,lll for i=l,2,...,S.
Then, for each l>O, we have
Since in our cases=m+l, X0=E8andXs=Xso
This completes the proof of Lemma 3. q
In the case when c is small a result corresponding to Lemma 3 can be stated as follows. The second part of Theorem 1 * follows from the fact that for d large enough the probability that for some k, w(n) I ks (1 -&)n log d/d, the Algorithm does not construct a hole of size k, is, from Lemma 3, bounded above by 
