Abstract. For any Banach space X the n -th James constants J n (X) and the n -th Khintchine constants K n p,q (X) are investigated and discussed. Some new properties of these constants are presented. The main result is an estimate of the n -th Khintchine constants K n p,q (X) by the n -th James constants J n (X) . In the case of n = 2 and p = q = 2 this estimate is even stronger and improvs an earlier estimate proved by .
Introduction
Several constants of a Banach space X = (X, . ) are used in the description of its geometric properties. The James constant J(X) , the Jordan-von Neumann constant C NJ (X) , the n -th James constants J n (X) and the n -th Khintchine constants K n p,q (X) are examples of such constants. We will derive some properties of these constants and also investigate the relations among them.
Our main results are about estimates of the Jordan-von Neumann constant by the James constant and also the n -th Khintchine constants by the n -th James constants.
In Section 1 we collect and discuss some properties of the constants J(X) and C NJ (X) . Moreover, we prove a new estimate which improves the Kato-MaligrandaTakahashi [25] estimate (see Theorem 1) . In Section 2 we consider the n -th James constants J n (X) and collect their properties as the measure of B-convexity of a Banach space X . We calculate them for L p spaces by using Clarkson's inequalities (see Theorem 2). The n -th strong James constants J s n (X) are also considered and a nontrivial estimate of J n (X) by J
An estimate of the Jordan-von Neumann constant by the James constant
The James non-square constant of a Banach space X is the number J(X) defined by J(X) = sup{min( x + y , x − y ) : x, y ∈ B X }, and the Jordan-von Neumann constant C NJ (X) of X is defined by C NJ (X) = sup x + y 2 + x − y 2 2( x 2 + y 2 ) : x, y ∈ X not both zero .
These constants have been studied by several authors (see e.g. Casini [4] , Gao-Lau [11] , [12] , Kato-Maligranda-Takahashi [25] and Kato-Maligranda [24] ). Let us collect some properties of these constants:
(i) J(X) = sup{min( x + y , x − y ) : x, y ∈ S X }.
(ii) √ 2 J(X) 2 and 1 C NJ (X) 2.
(iii) X is Hilbert space =⇒ J(X) = √ 2 and the converse is not true; C NJ (X) = 1 ⇐⇒ X is a Hilbert space.
(iv) J(X) < 2 ⇐⇒ C NJ (X) < 2 ⇐⇒ the space X is uniformly non-square, i.e., there exists a δ ∈ (0, 1) such that for any x, y ∈ S X either x + y /2
and there exists a two-dimensional Banach space X such that J(X * ) = J(X) , where X * and X * * are dual and the second dual of X; C NJ (X * ) = C NJ (X) .
Kato-Maligranda-Takahashi [25] proved that
Moreover, if X is not uniformly non-square, then we have equalities in (1) and there exists a two-dimensional Banach space X for which J(X) 2 /2 < C NJ (X) .
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To improve the second inequality in (1) we will need the following lemma. LEMMA 1. Let X be a normed space and x, y ∈ X with x y . Then
Proof. Let x = 0 (otherwise we have even equality). Then
and, similarly,
Our improvement of (1) reads: THEOREM 1. For any Banach space X we have
Proof. If J(X) = 2 , then we have equalities in (3). Therefore, we assume that J(X) < 2 . To prove the first inequality in (3), let x, y ∈ X , not both zero and x y . Then for x = x x + y , y = y x + y , we have that
.
Thus,
n and B-convexity of a Banach space X . These notions were introduced by James [15] and Beck [1] .
For every natural number n 2 we say, as in Giesy-James [14] , that a Banach space X is uniformly non-l 1 n if there exists a δ ∈ (0, 1) such that for every
In the connection to these two notions we consider the n -th James constants (or the measure of uniformly non-l 1 n , or sometimes called the measure of B-convexity). For given n ∈ N the n -th James constant J n (X) of a Banach space X is defined by
Note that J 1 (X) = 1 , J 2 (X) is just the James constant J(X) discussed in Section 1 and J n (l 1 ) = J n (l 1 m ) = n for m n (which can be seen by considering unit vectors). We have also equality J n (X) = inf{C > 0 :
It is clear that X is uniformly non-l 1 n if and only if J n (X) < n and X is B-convex if and only if J n (X) < n for some n 2 .
The n -th James constants were studied by several authors e.g. Giesy [13, 
Let us collect some properties of n -th James constants:
(iv) If X is a Hilbert space and dim X n , then J n (X) = √ n ; the converse is not true in general.
Before we give the proof of these properties let us prove a useful result concerning n -James constants for finitely representable spaces. The notion of finitely representable spaces was introduced by James in [16] .
A Banach space X is said to be finitely representable in a Banach space Y if, for every ε > 0 and for every finite-dimensional subspace X 0 of X , there exists a subspace Y 0 of Y and an isomorphism T from X 0 onto Y 0 such that
It is well-known that an infinite dimensional Banach space X is B -convex if and only if l 1 is finitely representable in X (see e.g.
The first part is clear. If dim X = ∞ then, according to Dvoretzky's theorem (see e.g. [7] , [44] ), it yields that l 2 is finitely representable in X . Hence, from Proposition 1 we obtain that
where e k are unit vectors.
(ii) The first part is easy to prove by just taking zero as the (n + 1) -element. For the proof of the second part we assume that m, n ∈ N and then for arbitrary ε > 0 there exist
for any choice of signs θ k = ±1 we have
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We have (iv) By the parallelogram law we have
n , which can be seen by considering the unit vectors. The proof is complete.
Some results concerning the n -th James constants for L p spaces are presented in the following theorem (cf. also Proposition 4):
Proof. First, let 1 p 2 . In this case we have Clarkson's inequality (cf. [5] or
In fact, by the Clarkson inequality and the induction assumption (for n − 1 ) we obtain that
and, hence,
This implies that if
Then, for every choice of signs θ 1 , . . . , θ n , we have that 
In fact, by the first and second estimates above and the induction we obtain that
√ n follows from the property (i) . The proof is complete. PROBLEM 1. Find the exact formula for J n (L p (μ)) when p > 2 and n 3 .
It is well-known (see [6] ) that a Banach space X is B-convex if and only if its dual space X is B-convex. In this connection and in view of the estimates (v) between the James constants J(X) and J(X ) we can ask the following question: PROBLEM 2. Find some relations between J n (X) and J m (X ) for m, n ∈ N and n 3 .
We can also consider the n -th strong James constants of a Banach space X defined by The first equality can be proved by considering two extreme cases x 1 = (1, a), x 2 = (1, b), x 3 = (1, c) and x 1 = (1, a), x 2 = (1, b), x 3 = (c, 1) and the second estimate we obtain by taking x 1 = (1, 1), x 2 = (−1, 1), x 3 = (0, ε) with 0 < ε < 1 since then
and our claim follows by letting ε → 0 + . We don't know any example of a Banach space X such that dim X 3 and J s 3 (X) < J 3 (X) but we guess that only J s 2 (X) = J 2 (X) for dim X 2 . We easily see that J s n (l 1 ) = J s n (l 1 m ) = n for m n and in the paper [34] it was proved that for the Cesàro sequence spaces ces p , 1 < p ∞ we have the equalities J s n (ces p ) = n for all natural n 2 , which means that they are not B-convex.
Our main result in this Section is to estimate J n (X) by J s n (X) constants.
THEOREM 3. For any Banach space X and n 2 we have the estimate
Proof. Denote for simplicity J s n (X) = a . Let c = c(a) be a number from [0, 1] which we will determine later on in a suitable way . For fixed x 1 , . . . , x n ∈ B X consider two cases:
I. min k=1,2,...,n x k c. Then, for every choice of signs θ k , we have that
There is a choice of signs θ k such that
it follows that for this choice of signs
Putting these two cases together we obtain that
and taking the supremum over all x 1 , . . . , x n ∈ B X we get that
Denote the right hand side by f (c) and let us look for the minimum of this function on CONJECTURE. If J n (X) < n , then J s n (X) < J n (X) for n 3 and dim X 3 .
Type and the n -th Khintchine constants of Banach spaces
For given n ∈ N , 0 < p, q ∞ and a Banach space X , we define the n-th Khintchine constants K n p,q (X) to be the smallest of all numbers C 1 such that
are the Rademacher functions. If X = R with the absolute value as the norm, then we will write K n p,q (R) . Moreover, for p = q we denote these constants by t p,n (X) as the numbers connected with the type p of the space X and if p = q = 2 we denote them shortly by t n (X) as the numbers connected with the type 2 of the space X . Note that t 2 (X) = C NJ (X) . REMARK 1. For 0 < q < ∞ we have equality [39] proved in 1973 that a Banach space X has non-trivial type, i.e., is of type p > 1 if and only if it is B-convex.
The Khintchine constants K n p,q (X) for some choices of p, q were studied by several authors, e.g. Pisier [39] , [40] in 1973, Enflo-Lindenstrauss-Pisier [8] in 1975 and Figiel-Lindenstrauss-Milman [10] in 1977 considered t n (X) , Maurey-Pisier [33] in 1976, Woyczyński [46] in 1978, and Milman-Schechtman [36] in 1986 investigated t p,n (X) for 1 p 2 . Let us collect some properties of these constants in the next proposition: We modify the proof in [36] and [3] , where the statement (iv) was proved for p = q , and prove it for p q . Let m, n ∈ N and x 1 , . . . , x mn ∈ X . For each k = 1, . . . , n and t ∈ [0, 1] define
PROPOSITION 2. The following properties for the n -th Khintchine constants hold
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The products {r k (s)r j (t)} have the same joint distribution as {r j (t)} . Hence, by the Minkowski inequality (since q/p 1 ),
If X is a Hilbert space, then K n 2,2 (X) = 1 and the rest of the proof follows from the properties (i) and (ii).
(vi) In fact, by using the Minkowski inequality twice we obtain that
p,q and the reversed inequality follows from (i) . The proof is complete. . Thus, we obtain that The function g has maximum at t 0 = 1 n−1 and, hence, g(t) g(t 0 ) = n 1/p , which is again the right hand side of (10) and the proof is complete.
We will now point out some direct consequences of Theorem 4. 
