Abstract. Given a symplectic three-fold (M, ω) we show that for a generic almost complex structure J which is compatible with ω, there are finitely many J-holomorphic curves in M of any genus g ≥ 0 representing a homology class β in H2(M, Z) with c1(M ).β = 0, and that each such curve is embedded and super-rigid.
Introduction
Let (M, ω) be a symplectic three-fold, and J be an element in the space J ω of almost complex structure on M tamed by ω. For any given homology class β ∈ H 2 (M, Z) and any given genus g ≥ 0, the virtual dimension of the moduli space of J-holomorphic curves in class β which have genus g is equal to c 1 (M ).β. In particular, when c 1 (M ).β = 0 (e.g. if c 1 (M ) = 0), this moduli space is expected to be zero-dimensional. The following is the main result of this paper: Theorem 1.1. For any J in a subset J reg ⊂ J of second category, any given genus g ≥ 0 and any homology class β ∈ H 2 (M, Z) which satisfies c 1 (M ).β = 0, the moduli space M g (β; J) = M g (M, β; J) of somewhere injective J-holomorphic curves of genus g representing the homology class β consists of finitely many elements. Moreover, every curve in this moduli space is embedded and super-rigid.
We remind the reader that an embedded J-holomorphic curve C ⊂ M with holomorphic normal bundle N C is called super-rigid if for any holomorphic multiple covering π : Σ → C from a smooth Riemann surface Σ to C, there is no no-zero section X ∈ Γ(Σ, π * N C ) satisfying the linearized Cauchy-Riemann equation (1) ∇X + J∇ j Σ X + (∇ X J)dπj Σ = 0
where ∇ comes from a metric connection, j Σ is the complex structure on Σ, and the equation takes place in Γ(Σ, Ω 0,1 Σ ⊗ J π * N C ). The significance of super-rigid curves in the holomorphic category was observed by Bryan and Pandharipande ([1] ) in the study of a local version of Gopakumar-Vafa conjecture (see [4] ) which describes the Gromov-Witten 1 invariants of a Calabi-Yau three-fold M in terms of (not mathematically defined) integer valued invariants, called the Gopakumar-Vafa invariants.
It was observed in [11] by Pandharipande that the contribution of a superrigid holomorphic curve to the Gromov-Witten invariants of higher genus (corresponding to the multiples of the homology class the curve represents) is independent of its normal bundle. Thus, for an ideal Calabi-Yau three-fold, where for an integrable almost complex structure J and associated with each homology class and genus there are only finitely many J-holomorphic curves and all of them are embedded and super-rigid, Gopakumar-Vafa conjecture is equivalent to its local version.
As a consequence of our main theorem, we will prove a structural formula for the Gromov-Witten invariants N g : H 2 (M, Z) → Q of symplectic threefolds with vanishing first Chern class, which would imply the following in the special case of genus zero, and gives conjecture 7.4. compatible with ω. Let E be the vector bundle over Y = X × J whose fiber over the pair (f : Σ → M, J) is the vector space
where j Σ is the complex structure on Σ. Here Ω 0,1 j Σ denotes the vector space of (0, 1)-forms on the Σ, determined by the complex structure j Σ . We may consider sections in W n,α , for an integer n > 1 and 0 ≤ α < 1, and denote the corresponding vector space by Γ n,α (•). The correct way to present the construction of this paper is to do everything using sections in Γ n,α (•) and then prove the regularity (smoothness) of final solutions. Since this de-tour is completely standard, we avoid it to keep the notation simple (the reader may look up [13] or [8] ). We thus use Γ(•) without any reference to the type of sections considered. The almost complex structure J defines a section ∂ J of the vector bundle E| X ×{J} over X × {J}, given by
Proposition 2.1. For any J in a subset J 0 reg ⊂ J ω of second category the intersection of ∂ J and the zero section is transverse, and M g (J, β) is a manifold of dimension 2c 1 (M ).β for all g ≥ 0 and β ∈ H 2 (M, Z).
Proof. The sections ∂ J glue together and define a smooth section ∂ of E → Y given by ∂(f, J) = ∂ J (f ).
Lemma 2.2. With the above notation, the intersection of ∂ with the zero section of E → Y is transverse.
Assuming the above lemma, the moduli space
is a smooth, Banach manifold (assuming that we consider maps of type W n,α for a positive integer n and 0 ≤ α < 1). The projection map Y = X × J ω → J ω induces a map π : M g (β) → J , which will be Fredholm of index 2c 1 (M ).β. By Sard-Smale theorem, the set of regular values for the projection map π :
is a smooth manifold whose dimension is equal to the index of the projection map π. The regularity of the J means that ∂ J : X • × {J} → E intersects the zero section transversely over M g (β, J).
Proof. (of lemma 2.2.) Let T J be the tangent space to J at J, which consists of linear homomorphisms u : T M → T M that anti-commute with J. The derivative of the section ∂ J at a zero of this section is a linear map
Projection over the last factor in this decomposition, composed with the differential d∂, give a linear map
The intersection of ∂ and the zero section at (f, J) is transverse if and only if this linear map L is surjective. Once a connection is fixed, we may write down an explicit formula for this linear map:
which is Fredholm of index 2c 1 (M ).β, since it is a zero order perturbation of the Cauchy-Riemann operator. By integrating the point-wise Hermitian inner product of Ω
Using these inner products we may define an adjoint operator for K:
If the image of L is not all of Γ(Ω 0,1
, there is an element α ∈ Ker(K * ) that is orthogonal to the image of L. If for every α ∈ Ker(K * ) there is some u ∈ H J such that α, L 1 (u) > 0 the above criteria is violated. No α ∈Ker(K * ) can vanish identically on open neighborhoods in Σ. Since f is somewhere injective, say on an open neighborhood U in Σ, we may choose u so that u.df.j is equal to a positive multiple of α on a ball inside U , and is zero outside this open ball. For this choice of u, α, L 1 (u) > 0, and the surjectivity of the linear map L follows.
If a somewhere injective J-holomorphic map (f : Σ → M ) ∈ M g (β, J) is not an embedding, we would have two points x, y ∈ Σ such that f (x) = f (y), or we will have a point x ∈ Σ such that df (x) = 0. In the first case, (f : (Σ, x, y) → M ) is a point in the moduli space M g,2 (β, J) of J-holomorphic maps from the Riemann surfaces of genus g with two marked points x and y to M (representing β ∈ H 2 (M, Z)) with the property that f (x) = f (y). The domain curve (Σ, x, y) ∈ M g,2 may have an automorphism group H, and we get corresponding stratifications of moduli spaces
We may construct a universal moduli space M g,2 (β) = ∪M H g,2 (β) by putting together all the moduli spaces M g,2 (β, J) for J ∈ J . The universal moduli space M H g,2 (β) is realized as the transverse intersection of a ∂ section with a zero section, by somewhere injectivity assumption. This implies that for any regular value of the projection map Π
smooth, and its dimension is at most 2c 1 (M ).β − 2. Thus, for generic J, the moduli space M g,2 (β, J) is empty if c 1 (M ).β = 0. If there is a point x ∈ Σ such that df (x) = 0, then (f : (Σ, x) → M ) is a point of the moduli space M g,1 (β, J) of maps from the Riemann surfaces of genus g with one marked points to M (representing β ∈ H 2 (M, Z)) with the property that df (x) = 0. We may construct a universal moduli space M g,1 (β) by putting together all the moduli spaces M g,1 (β, J) for J ∈ J . Again, this universal moduli space is stratified according to the automorphism group of the domain, and each stratum is realized as the transverse intersection of a ∂ section with a zero section, by somewhere injectivity assumption. This implies that for any regular value of the projection map Π
is stratified into a union of smooth strata, such that the dimension of each stratum is at most 2c 1 (M ).β −4. Thus again, for generic J this moduli space is empty and all the maps (f : Σ → M ) ∈ M g (β, J) are embeddings. A more precise argument for the above claims, especially for the second part, is already given in [10] , where the following is in fact proved.
Proof. Let J reg,i (β, g, H) be the set of regular values for the projection map Π H g,i (β) for i = 1, 2. For the almost complex structures J in
the first part of this proposition is already proved in the above discussion. A similar argument shows that the space of two J-holomorphic curves of genuses g 1 and g 2 representing homology classes β 1 and β 2 with an intersection point is a smooth moduli space M g 1 ,g 2 (β 1 , β 2 ; J), which is stratified according to the automorphism group of the domain. The union of these moduli spaces is a stratified universal moduli space
If we set J reg to be the intersection of the regular values of all the maps Π H g 1 ,g 2 (β 1 , β 2 ) for all g 1 , g 2 ≥ 0 and β 1 , β 2 ∈ H 2 (M, Z), and all automorphism groups H of the domain with J 1 reg , the second claim of the proposition would also be immediate.
Fix J ∈ J reg . The existence of a sequence of embedded J-holomorphic curves f i : Σ i → M in M g (β, J) implies that the domains converge to an element Σ ∈ M g , and a subsequence of f i will converge to a J-holomorphic map f : Σ → M , by Gromov compactness theorem. The homology class associated with the map f is a homology class α ∈ H 2 (M, Z) which may be different from β. The class β − α will be represented by J-holomorphic bubbles (i.e. J-holomorphic maps from CP 1 to M ). Thinking of these bubbles as the components of Σ and dropping the stability condition on the domain, we may assume that f * [Σ] = β. The normalization of the domain Σ will be a union Σ 1 ∪ Σ 2 ∪ ... ∪ Σ k of smooth components. The map f induces a J-holomorphic map f i : Σ i → M on each component which decomposes as f i = g i • π i where g i is a somewhere injective map from a domain C i of some genus h i to M and π i : Σ i → C i is a branched covering (which may be Id Σ i ). If the homology class represented by
This moduli space has dimension 2c 1 (M ).α i , and thus c 1 (M ).α i ≥ 0. Since
.., k and c 1 (M ).β = 0, we conclude that c 1 (M ).α i = 0 for i = 1, ..., k, and proposition 2.3 implies that the images of g i are disjoint or identical. Since Σ needs to be connected, we may conclude that there is a J-holomorphic curve C in M such that each map g i is in fact the embedding of C i ≃ C in M . A neighborhood of C in M may be identified with a neighborhood of the zero section in its normal bundle N C . For m sufficiently large we may assume that the image of f m is included in this neighborhood. The domain Σ m of f m may be considered as a union of certain sub-domains Σ i m which are connected to each-other by necks, so that Σ i m is identified with an open subset of Σ i ⊂ Σ which converges to Σ i − {nodes} as m goes to infinity. The embedding f m may be considered as a multi-section of N C → C. We may thus re-scale f m by multiplication with a constant c m , so that the distance of the image with the zero section on the component Σ i m has maximum 1. As f m converge to f j over the component Σ j , their re-scaled image in N C converge to a multi-section, which is in fact a section X j ∈ Γ(Σ j , (f j ) * N C ). This section satisfies the following equation
This means that X j gives an element in the kernel of the operator [9] , theorem 7.1 for a detailed proof, also [6] proposition 6.6). The section would be non-constant on at least one j ∈ {1, 2, ..., k}. In the upcoming sections, we will show that for generic J, for any J-holomorphic curve C in M which represents a homology class α ∈ H 2 (M, Z) with c 1 (M ).α = 0, and for any multiple covering map π : Σ → C, the operator
will have trivial kernel. This implies that M g (β; J) can not contain an infinite sequence of distinct elements.
Moduli space of multiply covered curves
We may fix the topological type of the map π : Σ → C of degree n > 1 from a Riemann surface Σ of genus g to another Riemann surface C of genus h (the branching and monodromy information of the map) and consider the moduli space M π (β) which is fibred over M h (β/n). The fiber of M π (β) over (g : C → M ) ∈ M h (β/n) consists of the subset of maps of degree n from Riemann surfaces of genus g to C (i.e. M g (C, n[C])) consisting of the maps of type π. It is easy to show that M π (β) is also a smooth manifold with the projection map q = q π :
is the branching divisor of π : Σ → C, and if as a set π(B) = {q 1 , ..., q ℓ } ⊂ C, the index of the Fredholm map q π is equal to ℓ. Denote the composition of q π with the projection map from M h (β/n) to J by Π π .
Consider the subset M • π (β) of M π (β) consisting of the points of the form
Abusing the notation, we re-define the bundles E and F over φ = (π :
Here N C denotes the normal bundle of the curve g(C) in M which is pulled back over C using the embedding g. The bundle E may be pulled back over F using the projection map F → M • π (β). The operator K (considered at the end of previous section) defines a section of E → F. Fix a point q ∈ C − π(B) = C − {q 1 , ..., q ℓ }. Let U be a neighborhood of q in C which is disjoint from π(B) and let U 1 , ..., U n be the pre-images of U which are diffeomorphic to U under π. Let p i be the point in
with base at q representing an element of G, we may find a lift γ i of γ under the covering map π which starts from p i . Define the action of γ on p i by γ ⋆ p i := γ i (1) which is a point in π −1 (q) = {p 1 , ..., p n }. Thus, there is a natural homomorphism ρ : G → S n from G to the group of permutations in n letters. This action may be easily extended to π −1 (U ) if U is simply connected. Consider the n-dimensional real vector space R generated by p 1 , p 2 , ..., p n . The natural action of S n on this vector space gives a representation of G. Let I(G) be the set of sub-representations m of R (i.e. subspaces of this vector space which are invariant under G). If X is a section of a vector bundle π * L → Σ, which is the pull back of a vector bundle L → C, let m X be the subspace of R consisting of the vectors a 1 p 1 + ... + a n p n ∈ R such that for any point x ∈ C, for some path γ : [0, 1] → C with γ(0) = p and γ(1) = x, and for the lift
, for any point x ∈ C the path γ may be changed with γ ′ = γ.δ, and we would thus have
This would already imply that m X is one of the invariant representations in I(G). Once the map π : Σ → C is fixed we may fix the order of p 1 , ..., p n up to permutations by the elements in ρ(G) < S n . Thus in fact, I(G) only depends on π, and so is the subspace m X ∈ I(π) := I(G). Proof. Suppose that φ = (π, g, J) is a point of M • π (β) and that (φ; X) is a point of F m such that K π (X) = 0. We should show that the differential of K m = K m π , projected over the fiber, defines a surjective operator 
The following lemma then completes the proof of this proposition.
Lemma 3.2. For any 0 = X ∈ Ker( K) the following operator is surjective:
Proof. Suppose that ∇ X is not surjective. Identify the cokernel of K m with the kernel of its adjoint K * m . Choose the section δ in Ker( K * m ) such that it is orthogonal to the image of ∇ X . Choose an open ball U ⊂ C − π(B). Let p ∈ U be a point in U and assume that p 1 , ..., p n are the pre-images of p under π. Let U i be the component of π −1 (U ) containing p i . Let z be a local coordinate in U with z = 0 corresponding to p and let z i be the pull-back of this local coordinate to U i . Choose a bump function ϕ over π −1 (U ) which is of the form ψ • π. Since the restriction of u to the image of g vanishes
Letting ϕ converge to the delta function on {p 1 , ..., p n } we obtain that
The vector fields X and Y locally satisfy equations of the form where Φ and Ψ are real linear transformation on C 2 which depend on w. If
Im(a j,k ).X(p k ) = 0.
If we differentiate F kj and F kj we find that for k = 1, 2
where the last equality follows from the fact that 
imply that
Since X is analytic, the section X(z) := n i=1 a j,i .X(p i (z)) should be trivial in an open ball around p ∈ U . Since X is in the kernel of a perturbation of Cauchy-Riemann operator by a zero order term, Aronszajn's theorem (see [8] , theorem 2.1.2) implies that for
and Y j (p i ) is thus zero. Since this is true for all j and p, δ = 0.
We are now almost ready to prove the main theorem of this paper. For an almost complex structure J ∈ J reg , a fixed genus g ≥ 0 and a homology class β ∈ H 2 (M, Z) satisfying c 1 (M ).β = 0, the moduli space M g (β, J) is a zero dimensional manifold. If this manifold is not compact, a sequence in M g (β, J) will converge to an element φ = (π, g, J) in some M π (α, J) for some topological type of a map π : Σ → C and some homology class α ∈ H 2 (M, Z) which satisfies c 1 (M ).α = 0 (α may be different from β). Moreover, from this convergence we obtain an element (φ; X) in N m π (α, J) for some (non-trivial) invariant subspace m ∈ I(π). If we set G = π 1 (C − π(B)), where B is the branched locus of π as before, we may assume that there is no nontrivial element τ ∈ ρ(G) < S n for which m ⊥ is τ -invariant. Here m ⊥ is the orthogonal complement of the subspace m = m X of R ≃ R n , constructed using the standard inner product of R n . In fact, if τ acts trivially on m ⊥ , divide the set {1, 2, ..., n} into disjoint subsets I 1 ∪I 2 ∪...∪I ℓ such that for any α = a i p i ∈ m ⊥ and any i, j ∈ I k we have a i = a j while I k s are maximal with this property. If a permutation σ ∈ ρ(G) takes some i ∈ I k to some j ∈ I l , then it would take I k to I l . In particular these two sets would have the same size. If x is a point in C, γ is a path connecting p to x, and γ i is a lift of γ which starts from p i , we may set x i to be the end-point of γ i . Define x i ∼ x j if i, j ∈ I k for some k. This equivalence relation is independent of the choice of γ. Let C ′ be the quotient of Σ by this equivalence relation, which is a Riemann surface on its own. The map π may be decomposed as π = π 1 • π 2 where π 1 : C ′ → C and π 2 : Σ → C ′ are holomorphic maps. The invariant subspace m gives a corresponding invariant subspace m ′ ∈ I(π 1 ). Since m ⊥ X is τ -invariant, X would be of the form π * 2 X ′ , where (π 1 , g, J; X ′ ) ∈ N m ′ π 1 (ℓα/n, J). Thus, we would obtain a smaller non-empty moduli space. A subspace m ∈ I(π) will be called a minimal subspace if for any non-trivial permutation τ ∈ ρ(G) < S n the action of τ on m ⊥ is non-trivial. By passing to smaller moduli spaces, we may assume that the moduli space N m π (α, J) is non-empty for some minimal subspace m ∈ I(π). In the following section, we will estimate Index( K m ) and will prove proposition 3.4. Assuming proposition 3.4, N m π (β, J) is a smooth manifold, by regularity of J, whose dimension is equal to b+Index( K m ), which is at most 0 by the above proposition. If this manifold is non-empty, and (φ; Y ) ∈ N m π (β, J), then for any 0 = λ ∈ R, (φ; λY ) is also in N m π (β, J). This contradicts the fact that the points of this moduli space are isolated unless Y = λY (i.e. Y = 0). Thus N m π (β, J) is empty for m = R, and there can not be any convergence by a sequence in M g (β, J) to an element of M π (α, J). Moreover, for any J-holomorphic curve C in M g (β; J), any degree d map π : Σ → C, and any invariant subspace m ∈ I(π), the moduli space N m π (dβ; J) is empty and thus the curve C is super-rigid. This completes the proof.
Index computation
Fix a holomorphic map π : Σ → C of degree n > 1 and suppose that G is the subgroup ρ(π 1 (C − π(B), q) < S n considered earlier. For any m ∈ I(π) and any vector bundle of the form π * L let
For any m ∈ I(π), the index of the Fredholm map K m π may be computed by looking at the complex case (i.e. integrable J), where we have Ker(
Since N C may be deformed to O C ⊕ K C , where K C is the canonical bundle of C, this implies that Index( K m ) = χ m (π * K C )+χ m (π * O C ). Let O B be the sheaf over Σ which is supported over the branched divisor B of π. Proof. By Serre duality,
. The line bundle associated with B sits in a short exact sequence
Considering the cohomology long exact sequence associated with this short sequence we obtain
Proof. (of proposition 3.4) Let x ∈ C be a point in the image of the branched locus of π. The monodromy around x gives a partition of n as
Associated with each d i is a point y i in π −1 (x) which has multiplicity d i and is a branched point if
The monodromy around x may be assumed to correspond to the permutation
where
, where z i is the pull-back of the local coordinate z around x to a neighborhood of y i . If α = a 1 p 1 + ... + a n p n ∈ m, the product φ, α is defined by
where ζ i = exp
We then obtain a decomposition m ⊥ = m 1 ⊕m 2 ⊕...m r to irreducible τ -invariant subspaces. Since
we have h 0 m (B x ) ≥ 1 unless for i = 1, 2, ..., r we have H 0
The irreducible invariant (complex) subspaces for the action of τ are the following
For a typical element φ ∈ H 0 (B x ) using equation 12 we obtain
where we set In the discussion above, we considered complex representations for simplicity. For the discussion of independence from almost complex structure and wall-crossing phenomena we need to know when the index of the projection map Π m π (β) : N m π (β) → J is zero, or equivalently when the index of K m is equal to b for a minimal real representation. Although this is not needed in this paper, we will include the following proposition as an addendum to the above discussion on the index of the operator K m . In this situation, m ⊥ would be τ 2 -invariant. Thus τ 2 is the identity, and τ is a product of disjoint transposition. For x ∈ π(B) let τ x be the product of more than one transposition, say
and let m r correspond to the transposition (2k − 1, 2k). Thus for any α = a i p i in m ⊥ we should have a 1 = a 2 . Let {1, 2, ..., n} = I 1 ∪ I 2 ∪ ... ∪ I s be a disjoint partition of the indices so that for any α ∈ m ⊥ as above we have a i = a j if i, j ∈ I k for some k (with each I k maximal). For any permutation σ in ρ(G), σ(I k ) is precisely one of I l 's for some l. Thus the sets I k have the same cardinality, which is greater than or equal to 2, since 1 and 2 are in the same index set. On the other hand, since m ⊥ = p 1 + ... + p n , s is at least 2. This description gives a decomposition of π as π 2 • π 1 where π 1 : Σ → C ′ and π 2 : C ′ → C and the points of C ′ correspond to the sets of indices I 1 , ..., I s (i.e. π 2 has degree s and π 1 has degree |I 1 | = ... = |I s |). Now, H = (π 2 ) * (π 1 (C ′ − π 1 (B))) will act trivially on m ⊥ , which contradicts the minimality assumption on m. Thus any τ x should be a simple transposition. For a fixed x ∈ π(B), without loss of generality, let τ x = (1, 2)(3)(4)... This completes the proof of proposition. 
Conclusion and final remarks
) is the cokernel of the operator K π . After a suitable stabilization of this bundle, we may extend it as a virtual obstruction bundle over M g (C, d[C]) (see [7] , or [3] ). Denote the Euler class of this obstruction bundle by χ g (J) = χ g (C, d; J). Since the rank of the obstruction bundle and the dimension of the virtual moduli cycle are both 4((g − 1) − d(h − 1)), χ g (J) may be integrated against the virtual class
vir to give the rational numbers (15)
The rational number C g (C, d; J) is the local contribution of the curve C to the Gromov-Witten invariant N g (M, dβ), and depends not only on the normal bundle of the J-holomorphic curve C, but also on ∇J in normal directions. In particular C h (C, 1; J) is always equal to ±1, depending on the sign of the spectral flow from the Dolbeault ∂-operator to K Id . Moreover, the argument of [11] may be used to compute all C g (C, 1; J) for C ∈ M h (β; J) and g ≥ 0 via the following generating function formula
Let us define the enumeration of J-holomorphic curves of genus h representing α ∈ H 2 (M, Z) (with c 1 (M ).α = 0) by
When J is integrable in a neighborhood of C, (∇ X J)dπj Σ is automatically zero for any normal vector field X and χ g (C, d; J) only depends on the holomorphic normal bundle N C . Pandharipande (see [11] ) observed that if in this case the normal bundle is super-rigid, as we deform N C to ω C ⊕ O C the total Chern class of the derived bundle
is the natural projection map. Hence C g (C, d; J) is in fact independent of J and even from j C (see [1] ). In this case, the contribution may be denoted by
For an ideal symplectic three-fold, i.e. for a three-fold which admits an integrable J ∈ J reg , we may conclude that
This equation already implies, via a Möbius inversion of the above formula (see [1] ), that e h (α; J) ∈ Z is independent of J, and gives an enumerative invariant of the symplectic threefold (M, ω). When J is non-integrable, however, the contribution C g (C, d; J) may be different from C g (h, d) (at least C h (C, 1; J) may be ±1 = ±C h (h, 1)). Among major questions arising from the above discussion are the following:
It may be shown that if β ∈ H 2 (M, Z) with c 1 (M ).β = 0 is an odd homology class (i.e. it is not of the form 2α for some α ∈ H 2 (M, Z)) e g (β; J) does not depend on the choice of J ∈ J reg and is an enumerative invariant of the symplectic three-fold (M, ω). This claim will appear in an extended version of this paper. However, for even classes β = 2α wall-crossing phenomena may change e g (β; J) as we move J in J reg . The phenomena is similar to the wall-crossing in Taubes' work (see [14] , also [5] ), and may be described precisely in certain local models (e.g. normal bundle of a curve C with β = 2[C] and g = 2g C − 1). Yet, the author does not completely understand the phenomena in arbitrary setup. The structural equation 19 may be generalized to the following result for an arbitrary symplectic three-fold (M, ω) with c 1 (M ) = 0: Proposition 5.1. Let (M, ω) be a symplectic three-fold with c 1 (M ) = 0 and J ∈ J reg be a regular (generic) almost complex structure on M . Then the Gromov-Witten invariants N g : H 2 (M, Z) → Q may be described via the following structural equation
where C g (C, d; J) for a super-rigid J-holomorphic curve C ⊂ M is defined by equation 15. In particular, the contribution of embedded spheres to rational GromovWitten invariants may be extracted from this equation: This presentation of genus zero Gromov-Witten invariants of (M, ω) is a re-statement of conjecture 7.4.5 from [2] and proves corollary 1.2 stated in the introduction of this paper.
When d = c 1 (M ).β > 0 for a homology class β ∈ H 2 (M, Z) on a symplectic three-fold (M, ω), the moduli spaces M g (M, β; J) are of dimension 2d. In this case, we obtain the invariants (compare with [13] ) (24) e g (β|.) :
We will sketch the construction (which is much easier in this case) in what follows. If the homology class α i ∈ H ℓ i (M, Z) is represented by a pseudomanifold a i : A i → M , we consider the moduli space M g,k (β|α 1 , ..., α k ; J) of the J-holomorphic curves f : (Σ, p 1 , ..., p k ) → M , with (Σ, p 1 , ..., p k ) ∈ M g,k and (f : Σ → M ) ∈ M g (β; J), such that the image of f (p i ) is in the image of a i . It is not hard to see that for a generic J, this moduli space is smooth and zero-dimensional. If a sequence f i in this moduli space converges to a Gromov limit f : Σ → M (with Σ possibly not stable), and if Σ 1 , ..., Σ l are the components of the normalization of Σ with f i = f | Σ i , then we may assume that f i = g i • π i for some somewhere injective J-holomorphic map g i : C i → M representing a homology class β i . Thus c 1 (M ).β i ≥ 0. Furthermore, the target will have k marked points which are mapped to the images of a 1 , ..., a k . If p i 1 (j) , ..., p i k j (j) are the points on Σ j , we may check The above argument may be used to show that the number of curves in the moduli space M g,k (β|α 1 , ...α k ; J), counted with appropriate sign, does not depend on the representatives a i : A i → M of α i ∈ H 2 (M, Z) and the generic almost complex structure J, and is thus an invariant of the symplectic three-fold (M, ω).
