We study the expressive power of counting logics in the presence of auxiliary relations such as orders and preorders. The simplest such logic, rst-order with counting, captures the complexity class TC 0 over ordered structures. We also consider rst-order logic with arbitrary unary quanti ers, and in nitary extensions.
Introduction
The development of Descriptive Complexity suggests a very close connection between proving lower bounds in complexity theory and proving inexpressibility results in logic. The latter are of the form \a property P cannot be expressed in a logic L over a class of nite models." Developing tools for proving such expressivity bounds is one of the central problems in Finite-Model Theory. In this paper we show how tools based on locality of logics can be applied to the complexity class TC 0 and, more generally, how they allow us to derive new expressivity bounds of counting extensions of rst-order logic in the presence of complex auxiliary relations. The class TC 0 is an important complexity class: problems such as integer multiplication and division, and sorting belong to TC 0 ; this class has also been studied in connection with neural nets, cf. 30]. Despite serious e orts and a number of proved lower bounds (see 1] for a survey), it is still not known Here, as usual, TC 0 is the class of problems solvable by polynomial-size, constant-depth threshold circuits, and uniform means DLOGTIME-uniform, see 2] for more details. From now on, whenever we write TC 0 , we mean the uniform class.
By FO(C) we mean the extension of rst-order logic with counting quanti ers 9i, where 9ix: '(x) means that there are at least i elements x that satisfy '. We shall give a full de nition later, and at this point o er an example: 9i; j((j + j = i)^9!ix:'(x)) (where 9!i is a shorthand for \exists exactly i") states that the number of x satisfying ' is even | this is known not to be expressible in rst-order logic alone. By FO(C)+ < we mean FO(C) in the presence of a built-in order relation.
The problem of separation of uniform TC 0 from classes such as DL; NL, P, etc, is thus reduced to proving that their complete problems are inexpressible in FO(C)+ <. However, it appears that the presence of an order relation is a major obstacle to proving such expressivity bounds for FO(C). Several partial results (for example, 8, 22] ) show that there are problems complete for DL that cannot be de ned by FO(C) in the presence of auxiliary relations, whose degrees are bounded by a xed constant k. If we talk about directed graphs, by degrees we mean in-and out-degrees of nodes.
For example, in the graph of a successor relation, every node has in-and out-degree either 0 or 1. In contrast, in a linear order on an n-element set, all n di erent (in-and out-) degrees from 0 to n ? 1 are realized. Thus, in order to move closer to proving expressivity bounds in the presence of an order relation, one has to at least be able to lift the results from constant degrees to those that depend on the size of the input. A result in this direction was proved in 22], using a de nition on moderate degree by Fagin, Stockemeyer and Vardi 9] . We say that a class C of graphs (more generally, relational structures) is of moderate degree, if degmax C (n), the maximal in-or out-degree of an n-element graph from C, is at most log o(1) n. That is, for some function (n) such that lim n!1 (n) = 0, we have degmax C (n) log (n) n. Then 22] proved that there is a DL-complete problem which is not de nable in FO(C) in the presence of auxiliary relations of moderate degree. In 9] , auxiliary relations of moderate degree were shown to be of no help for expressing connectivity of graphs in monadic The intuition behind the introduction of a linear order is that it allows us to simulate encodings of structures on the tape of a Turing machine (or the order of inputs of a circuit). While for orderinvariant properties it does not matter in which order elements appear on the tape (indeed, properties like connectivity of graphs to do not depend on how graphs are represented), they do appear in some order, and one must be able to use this order in logical formulae. Even though the particular ordering does not change the truth value of an order-invariant formula, the mere presence of an order gives many logics extra power. For example, while FO+LFP and FO+PFP capture PTIME and PSPACE over ordered structures 16, 34] , they possess the 0-1 law over unordered structures 20] , meaning that such a simple PTIME property as parity cannot be expressed. The lower bound of Cai, F urer and Immerman 4] shows that there are PTIME properties of unordered structures not de nable even in FO+LFP extended with counting quanti ers. A similar phenomenon is observed for other logics, e.g., FO and FO(C) 3, 29] .
Our main goal is to study the impact of auxiliary relations, such as orderings, on the expressive power of logics with counting. The results we prove apply to a variety of logics, starting with FO and FO(C), and ending with a logic L 1! (C) proposed in 23]. This logic subsumes FO(C) and all other known pure counting extensions of FO. (When we speak of counting extensions of FO, we mean extensions that only add a counting mechanism, as opposed to those { extensively studied in the literature, see 28] { that add both counting and xpoint.) We consider a class of relations which are extremely close to linear orderings { these are preorders, with equivalence classes of size at most 2, which coincide with linear orders almost everywhere (see Section 2 for precise de nition, and Figure 1 for a picture). We rst prove, by a simple direct argument, that there are DL and NL-complete problems not de nable in all the counting logics above, in the presence of such relations. This immediately leads to a question whether the expressivity of, say, FO(C) in the presence of such relations is the same as that of FO(C)+ <. In the second part of the paper, we prove a more involved result showing that this is not the case. In particular, logics such FO(C) and L 1! (C), in the presence of preorders which are almost everywhere linear orders, exhibit very tame behavior, normally associated with rst-order de nable properties. To prove the main result, we exploit the locality techniques in nite-model theory.
Organization In Section 2, we give formal de nitions of various counting extensions of FO, notions of locality, and de nability with auxiliary relations. We also give an example that shows how the presence of auxiliary relations a ects expressiveness. In Section 3, we give a direct proof that the transitive closure query is not expressible in FO(C) in the presence of almost-everywhere linear orders. We also explain that the technique of the proof does not straightforwardly generalize to proving separation results in the ordered case. In Section 4, we address the question whether it is possible to use the almost-everywhere linear orders to prove separation results in the ordered case. We give a negative answer, by showing that, for all counting logics we consider here, adding order is strictly more expressive than adding preorder, however close to a linear order it might be. We state the result and some of its corollaries, and give the proof in Section 5, where we rst describe notions of weak locality, and then combine them with bijective Ehrenfeucht-Fra ss e games. Two extended abstracts with the results of this paper appeared in the Proceedings of 15th Symposium on Theoretical Aspects of Computer Science 26] We abbreviate rst-order logic by FO, and omit the standard de nitions. FO with counting, denoted by FO(C), is a two-sorted logic, with second sort being interpreted as an initial segment of natural numbers. That is, a structure A is of the form hfv 1 ; : : : ; v n g; f1; : : : ; ng; <; BIT; 1; max; R A There are several counting extensions of FO that are more powerful than FO(C); among them FO(Q u ), which is FO extended with all unary quanti ers. We refer the reader to 13, 19] for the de nition of FO(Q u ) and its properties. Here, we mostly work with an even more powerful logic, de ned below.
We denote the in nitary logic by L 1! ; it extends FO by allowing in nite conjunctions V and disjunctions W . Then L 1! (C) is a two-sorted logic, that extends in nitary logic L 1! . Its structures are of the form (A; N), where A is a nite relational structure, and N is a copy of natural numbers. Assume that every constant n 2 N is a second-sort term. To L 1! , add counting quanti ers 9ix for every i 2 N, and counting terms: If ' is a formula andx is a tuple of free rst-sort variables in ', then #x:' is a term of the second sort, and its free variables are those in ' exceptx. Its interpretation is the number of tuplesã over the nite rst-sort universe that satisfy '. That is, given a structure A, a formula '(x;ỹ;|),b A, and| 0 N, the value of the term #x:'(x;b;| 0 ) is the cardinality of the ( nite) set fã A j A j = '(ã;b;| 0 )g. For example, the interpretation of #x:E(x; y) is the in-degree of node y in a graph with the edge-relation E.
As this logic is too powerful (it expresses every property of nite structures), we restrict it by means of the rank of a formulae and terms, denoted by rk. It is de ned as quanti er rank (that is, it is 0 for atomic formulae, rk( W i ' i ) = max i rk(' i ); rk(:') = rk('); rk(9x') = rk(9ix') = rk(') + 1) but it does not take into account quanti cation over N: rk(9i') = rk('). Furthermore, rk(#x: ) = rk( ) + jxj. De nability with auxiliary relations An m-ary query on -structures, Q, is a mapping that associates to each A 2 STRUCT ] a structure hA; Si, where S A m . We writeã 2 Q(A) ifã 2 S, where hA; Si = Q(A). A query Q is de nable in a logic L if there exists an L formula '(x 1 ; : : : ; x m ) such that Q(A) = ' A] def = hA; fã j A j = '(ã)gi.
Let 0 be a relational signature disjoint from . If A is a -structure on a universe A, and A 0 is a 0 -structure on A, we use the notation (A; A 0 ) for the 0 -structure on A which inherits the interpretation of relational symbols from A, and the interpretation of 0 symbols from A 0 . Let C be a class of 0 -structures, with and 0 being disjoint. Let A 2 STRUCT ]. A formula '(x) The BNDP is very easy to use for proving expressivity bounds 25]. For example, it is very easy to verify that (deterministic) transitive closure violates the BNDP.
Locality All existing proofs of the BNDP establish rst that a logic is local. We now de ne this concept. Given a structure A, its Gaifman Given tuplesã = (a 1 ; : : : ; a n ) andb = (b 1 ; : : : ; b m ), and an element c, we writeãb for the tuple (a 1 ; : : : ; a n ; b 1 ; : : : ; b m ), andãc for (a 1 ; : : : ; a n ; c). 1. The cardinality of B is at least n ? g(n).
2. R restricted to B is a linear order.
3. R restricted to C is a relation from -2 , that is, a preorder where every equivalence class has at most two elements. See Figure 1 for a preorder from < g . Actually, we show the associated successor relation in the Figure. A relation from < g is really the transitive closure of the one shown in Figure 1 . Intuitively, if g is very small (e.g., log log : : : log n), then this can be viewed as the least possible \damage" that can be done to a linear ordering: we make a small subset at the end into a preorder, with its classes having no more than 2 elements.
3 Expressivity bounds for FO(C) and FO(Q u ) in the presence of relations of large degree
We start by giving a general technique for proving expressivity bounds for local logics. Then we apply it to FO(C) to prove our main result that DL-complete problems (in particular, deterministic transitive closure) cannot be expressed in it in the presence of relations that are very close to linear orderings. In particular, it will follow that DL 6 FO(C)+ -k for any k > 1.
Proving expressivity bounds in local logics Let Q be a query that takes structures from STRUCT ] as inputs and returns m-ary relations (e.g, transitive closure takes graphs from
STRUCT gr ] as inputs and returns graphs). Let R be a class of relations, and L a logic. Suppose we want to prove that Q 6 2 (L + R) w . For that purpose, we introduce two conditions.
Def L ] R; C] Assume C STRUCT ]. Then there exists a number n and an L formula ' in the vocabulary such that ' A] 2 R for every A 2 C with jAj > n. That is, relations from R are de nable by -formulae of L on large enough structures from C. Sep L ] Q; C] For any two numbers r; n > 0, there exists A 2 C with jAj > n and two m-ary vectors a,b of elements of A such thatã A rb ,ã 2 Q(A) andb 6 2 Q(A).
That is, Q separates similarly looking (in a local neighborhood) tuples on arbitrarily large structures from C. Lower bounds for transitive closure Recall 17 ] that deterministic transitive closure of a graph is obtained by closing its deterministic paths, that is, if G = hV; Ei is a directed graph, then dtc(G) = hV; E 0 i where (a; b) 2 E 0 i either (a; b) 2 E or there exists a path (a; a 1 ); (a 1 ; a 2 ); : : : ; (a n?1 ; a n ); (a n ; b) 2 E such that a and each a i , i = 1; : : : ; n have outdegree 1.
That is, the edge (a; a 1 ) is the only outgoing edge from a, etc. We shall use tc to denote the transitive closure of a graph. Bushy trees In what follows, trees are directed graphs with edges oriented from the root to the leaves.
A tree is called bushy if, for any two non-leaf nodes x 6 = y, out-deg(x) 6 = out-deg(y). A k-bushy tree is a bushy tree in which every path from the root to a leaf has the same length k. A canonical k-bushy tree is obtained as follows. We start with the root of outdegree 2. Its rst child has 3 children, the second child has 4 children. This completes level 2, and we now have 7 elements at level 3. They will have 5, 6, 7, 8, 9, 10 and 11 children, respectively. This gives us 56 nodes at level 4, which will have 12(=11+1), 13, ..., 67(=11+56) children, resp. We continue until we fully lled all k levels. See the picture in Figure 2 . We use B k to denote the canonical k-bushy tree. Now, to those nodes at the second level that do not belong to the two canonical k-bushy trees, we give 2s k ; 2s k + 1; : : : children, as before, increasing the number by one. We continue this process until we fully ll the k + 1st level. Now that the k + 1st level is lled (i.e. we have a graph with all paths from root to leaves being of length k + 1), we look at the node at the level k with most children, say M of them, and start giving nodes at the k + 1st level M + 1; M + 2; M + 3; : : : children. We stop the process when we completely ll the dth level. This is the graph G Let B 1 and B 2 be the sets of non-leaf nodes in B 1 k and B 2 k . Then, for any two distinct nodes x; y 6 2 B 1 B 2 , it is the case that (in-deg(x); out-deg(x)) 6 = (in-deg(y); out-deg(y)). Indeed, outdegrees are di erent for non-leaf nodes of G 0 d;k (except for those in B 1 B 2 ), and all in-degrees are di erent for the leaf nodes. The only leaf node with in-degree one is the smallest in the linear order, and thus has the outdegree which exceeds that of all the internal nodes. To complete the proof for deterministic transitive closure, we just reverse all the edges of G d;k . Since all paths not involving leaves now become deterministic, the above proof works for the deterministic case. . However, we will show that there is an enormous gap between L+ < g and L+ <, where L is one of the counting logics we consider here, and g is very small. Namely, our main result is the following. That is, with auxiliary structures arbitrarily close to linear orders, the most powerful of counting logics, L 1! (C), still exhibits the very tame behavior typical for FO queries over unordered structures.
The proof of this result is somewhat involved, and will be given in the next section. Here we state some corollaries.
Corollaries With g as above, the (deterministic) transitive closure, and, more generally, problems complete for classes DLOGSPACE and above it under rst-order reductions, are not de nable in any of the counting logics we consider, even in the presence of relations from < g . That is, Corollary 2 Let g : N ! R be a nondecreasing function that is not bounded by a constant. Then every query in (FO(Q u )+ < g ) w , (FO(C)+ < g ) w , L 1! (C)+ < g , FO(Q u )+ < g , or FO(C)+ < g has the BNDP.
The following corollaries demonstrate the enormous gain in expressiveness by going from \almost orders" to orders. By a colored graph we mean a structure of the signature (E; U 1 ; : : : ; U m ) where E is binary, and U i s are unary. That is, it is a graph with a few selected subsets of nodes. A colored graph query is a binary query Q on colored graphs; that is, it returns graphs. The hardness of such a query is de ned as the function H Q : N ! N where H Q (n) is maxfdeg count(Q(A))g with A ranging over structures with jAj = n and E being a successor relation.
Recall that deg count( ) is the cardinality of the set of all degrees realized in a structure. That is, the hardness shows how complex the output might look like if the input is a successor relation with a few colored subsets. Note that 0 H Q (n) n + 1. Since every property of ordered structures is de nable in L 1! (C) 23], we obtain the following dichotomy result:
Corollary 3 Let g : N ! R be any nondecreasing function that is not bounded by a constant. Let Q be a colored graph query in L 1! (C)+ < g . Then there exists a constant C such that H Q (n) < C for all n. For any function f : N ! N such that 0 f(n) n + 1, there exists a colored graph query Q in L 1! (C)+ < such that H Q = f.
Thus, dropping a tiny portion of linear order (e.g., log log : : : log n elements) accounts for the increase in hardness from constant to arbitrary one! FO(C) also admits this kind of dichotomy, as there exists a colored graph query Q de nable in Note that the presence of some form of counting is essential in these results: it was shown recently 12] that every invariant query in FO+ < has the BNDP. That is, H Q is bounded by a constant for colored graph queries in FO+ <.
5 Proof of the Main Theorem: Failure of Locality, Weak Locality, and Bijective Games
Failure of locality
All proofs of the BNDP that are currently known derive it from locality of queries. Unfortunately, we cannot use this method as queries in (L 1! (C)+ < g ) w need not be local.
Proposition 3 Let g(n) < log n log log n be nondecreasing, and not bounded by a constant. Then there exist nonlocal queries in (L 1! (C)+ < g ) w .
Proof: We construct a query Q de nable by a formula '(x) and a sequence of structures A n , n 2 N, with an n-element universe, so that for each n large enough, there are two points a; b in A n with isomorphic r-neighborhoods, and (A n ; P) j = '(a)^:'(b), where r = O(log log n), for any P 2< g . This will prove that (L 1! (C)+ < g ) w is not local. By log n we mean blog 2 (n + 1)c.
The signature consists of three unary relations U 1 ; U 2 and C, and one binary relation E. We use P for the auxiliary relation from < g . Let l(n) = b log(n?log n) g(n)+1 c. This function is not bounded by a constant as n grows. In A n , whose universe is denoted by A, U 1 has cardinality M n = l(n)(g(n)+1) log(n?log n), and U 2 is interpreted as A?U An 1 . The unary relation C is interpreted as a two-element subset of U 2 . Let E 0 be de ned on U 1 to be a disjoint union of g(n) + 1 successor relations of length l(n) each. For each such successor relation E 0 i , i = 1; : : : ; g(n) + 1, let c i be the node at the distance bl(n)=3c from the start node, and d i be the node at the distance b2 l(n)=3c from the start node. Let C An = fa; bg. We then de ne
Next, de ne (x) 8y:(P(x; y)^P(y; x) ! y = x) saying that x is in the linear order part of P, which we shall denote by P . From the above, we obtain M n log(jP j). We now show that there exists a formula (x; y) in FO(C) such that (x; y) implies x; y 2 C and (A n ; P) j = (a; b) and (A n ; P) j = : (b; a) for any interpretation of P as a relation from < g on A. This will clearly su ce to conclude the proof, since one then de nes '(x) C(x)^9y:(C(y)^ (x; y)^:(x = y)) and notices (A n ; P) j = '(a)^:'(b) while a and b have isomorphic neighborhoods of radius O(l(n)).
The formula (x; y) is de ned as C(x)^C(y)^9u; v:(E(x; u)^E(y; v)^ (u; v)) where (u; v) holds i there is an E-path from u to v all of whose nodes are in P . Since the number of successor relations in E is g(n) + 1, at least one of them is totally contained in P , which shows that (A n ; P) j = (a; b).
Since there is no path between d i and c i for every i, we have (A n ; P) j = : (a; b). Thus, we must show how to express in L 1! (C) (in fact, one can express it in FO(C)).
To express , we follow the proof of the failure of the BNDP for FO(C)+ < given in 14]. Let P 1 = U 1 \ P . Since P 1 jU 1 j = M n log(jP j), subsets of P 1 can be coded by the elements of P : a set S P 1 is coded by c S 2 P such that fx j BIT(m 1 ; m 2 ); where m 1 = jfy j y < xgj ; m 2 = jfy j y < c S gj g = S With this coding, we can simulate monadic second-order on P 1 in FO(C), which su ces to express . This concludes the proof.
2
Proposition 3 provides the rst nontrivial example that separates the notion of locality from the BNDP. Now one needs a di erent technique to prove Theorem 3. We introduce this technique in two steps. In the next subsection, we consider two ways of weakening the notion of locality, and we show that one of them, weak semi-locality, implies the BNDP. In subsection 5.3, we show how the bijective games 13] can be used to prove weak semi-locality of (L 1! (C)+ < g ) w queries.
Weak locality
To de ne locality of a query, we considered the equivalence relationã A rb i N A r (ã) = N A r (b). We now consider two re nements that lead to weaker notions of locality. Proof. The chain of implications local ) weakly semi-local ) weakly local is obvious. Next, consider the following query Q 0 on graphs. If for the input graph hV; Ei, with vertices V and edges E, E = f(x 1 ; x 2 ); (x 2 ; x 3 ); : : : ; (x n?1 ; x n )g f(x i ; x i ); (x j ; x j )g with i < j, where V = fx 1 ; : : : ; x n g, then the output of Q 0 is a graph hV; f(x i ; x j )gi. Otherwise, the output has no edges. Clearly, this query is not local: for any r, we consider a graph as above with i > r, j < n ? r and j ? i > 2r + 1; then N r (x i ; x j ) = N r (x j ; x i ), showing that lr(Q 0 ) cannot equal r. At the same time, Q 0 is weakly semi-local, with r = 1 witnessing weak semi-locality. Indeed, assume that in a graph G as above (x k ; x l ) ! G 1 (x i ; x j ), with (x k ; x l ) 6 = (x i ; x j ). Since there are only two nodes, x i and x j , with loops, we get that k = j and l = i, but this contradicts (x k ; x l ) ! G 1 (x i ; x j ). Thus, whenever we have (x k ; x l ) ! G 1 (x s ; x t ), none of the pairs is (x i ; x j ) and hence (x k ; x l ) 6 2 Q 0 (G) and (x s ; x t ) 6 2 Q 0 (G), proving weak semi-locality.
To separate weak locality from weak semi-locality, consider another graph query Q 1 . If its input G = hV; Ei is of the form E = f(x 1 ; x 2 ); (x 2 ; x 3 ); : : : ; (x n?1 ; x n )g f(x i ; x i ); (x j ; x j ); (x k ; x k )g with i < j < k, where V = fx 1 ; : : : ; x n g, then the output of Q 1 is the graph hV; f(x i ; x j )gi. Otherwise, the output has no edges. To show that it is not weakly semi-local, let G be as above, r > 0, and let i; j; k be such that i > r; j > i + 2r + 1; k > j + 2r + 1; n ? k > 2r + 1. Then (x i ; x j ) ! G r (x i ; x k ) but (x i ; x j ) 2 Q 1 (G) while (x i ; x k ) 6 2 Q 1 (G), and r cannot witness weak semi-locality. To show that Q 1 is weakly local, consider again G as above, and let (x i ; x j ) ! ! G 1 (x s ; x t ). Since x s and x t must then be distinct and have loops, it is impossible that S G 1 (x i ; x j ) \ S G 1 (x s ; x t ) = ;. Thus, whenever we have (x s ; x t ) ! ! G 1 (x p ; x q ), none of the pairs is (x i ; x j ) and hence (x s ; x t ) 6 2 Q 1 (G) and (x p ; x q ) 6 2 Q 1 (G).
Therefore, Q 1 is weakly local. 2
We study these notions because they are easier to prove than the BNDP, and we will see that the BNDP can be derived from them. The notion of weak locality is particularly simple: the only di erence between it and locality is the disjointness of neighborhoods. However, it only gives us a partial result:
Proposition 5 a) Let Q be a binary weakly local query (i.e., the output is a graph). Then Q has the bounded number of degrees property. Then every other point z realizing must be either in S 2d+1 (a; b) or in S 4d (x; y), for otherwise x; y; z would witness (a; b)-goodness of . Thus, the number of points realizing is at most 2 F 0 (2d+1; k)+ 2 F 0 (4d; k), and hence M 0 is bounded above by
nishing the proof of the claim. Combined with the results of Section 5.3, that would be su cient to derive Theorem 3 for queries that return graphs. However, for arbitrary queries, we need the more involved notion of weak semi-locality:
Theorem 4 Every weakly semi-local query has the bounded number of degrees property. Proof. Letx = (x 1 ; : : : ; x n ) and let I = fI 1 ; I 2 ; I 3 g be a partition of f1; : : : ; ng. Then byx I j , j = 1; 2; 3, we denote the subtuple ofx which consists of the components ofx whose indices are in I j , appearing in the same order as inx. We rst prove that this su ces to show that the duplicator wins. For this we need to establish a 0cx A 0b 0cỹ , and furthermore, show that the mapping F induced by these two tuples preserves P. where n = rk('). Assume that ' is < g -invariant on A. Let P 0 be a preorder on A, such that P 0 2< g . Letã 2 Q(A) = ' (A; P 0 )]. Choose P to be the preorder given by Lemma 3. Due to the invariance of ',ã 2 ' (A; P)]; that is, (A; P) j = '(ã). By Lemmas 3 and 2, (A; P) j = '(b), and again by invariance (A; P 0 ) j = '(b). Thus,b 2 ' (A; P 0 )] = Q(A). This proves g-weak semi-locality of Q.
2
If g = id, we obtain Corollary 8 Let -2 be the class of preorders in which every equivalence class has size at most 2. Then every query de nable in L 1! (C)+ -2 is weakly semi-local, and has the BNDP.
Proof of Theorem 3 Let Q be in (L 1! (C)+ < g ) w . By Theorem 5, it is g-weakly semi-local. By Corollary 7, it has the BNDP. We have shown that queries de nable in counting logics FO(C), FO(Q u ) and L 1! (C), in the presence of relations from the class < g have the bounded number of degrees property. In other words, even extremely powerful counting logics in the presence of relations which are almost-everywhere linear orders have a very tame behavior. The situation changes drastically when < g is replaced by a linear order: for example, L 1! (C)+ < expresses every query on ordered structures. A similar phenomenon is observed for other logics, most notably, FO(C) which captures uniform TC 0 on ordered structures. The techniques of this paper cannot be straightforwardly extended to prove separation results in the ordered case. The logic L 1! (C) is very powerful, as it expresses every property of natural numbers, and all other known counting extensions of FO can be embedded into it. We also relied on bijective games to prove the main result. However, bijective games characterize expressiveness of a logic which de nes all queries on ordered nite structures. Thus, in the ordered case one cannot use the generic techniques from 13, 22, 23, 27] that apply to a variety of counting logics.
It was shown in 8] that if there is a proof of inexpressibility of some property in FO(C)+ <, then there must be a proof of that based on the counting games of 18]. The counting game is weaker than the bijective game; on the other hand, it does not have the inherent limitations of the latter in the ordered case. Thus, a possible way of proving a separation result may be to modify the locality techniques to work with the counting, rather than bijective, games. Another approach would be to modify the ordered conjecture of 21] to include counting. Namely, such a modi ed conjecture would say that there is no unbounded class of ordered structures on which FO(C) captures polynomial time. One reason to consider this is that there are strong indications that for FO the conjecture holds 21]. With counting, however, one has to be careful: by considering the class of linear orders and adding unary quanti ers which test for polynomial time properties of cardinalities, one obtains a counting logic for which the conjecture fails. However, FO(C) has rather limited arithmetic, and perhaps an attempt to understand why it fails to capture polynomial time on various classes of structures may lead to a better understanding of its structural properties which are not shared by other counting logics.
