Let F ∈ C[x, y, s, t] be an irreducible constant-degree polynomial, and let A, B, C, D ⊂ C be finite sets of size n. We show that F vanishes on at most O(n 8/3 ) points of the Cartesian product A × B × C × D, unless F has a special group-related form. A similar statement holds for A, B, C, D of unequal sizes. This is a four-dimensional extension of our recent improved analysis of the original Elekes-Szabó theorem in three dimensions.
Introduction
Elekes and Rónyai [2] and Elekes and Szabó [3] initiated the study of algebraic structures behind problems from combinatorial geometry. The main result of [3] was quantitatively improved in [8] to the following statement; we state it roughly and refer to [8] for a full and precise statement. Given an irreducible polynomial F ∈ C[x, y, z] and finite sets A, B, C ⊂ C of size n, we have the bound (writing Z(F ) for the zero set of F ) |Z(F ) ∩ (A × B × C)| = O(n 11/6 ) (with constant of proportionality depending on the degree of F ), unless F has the special property that, in a certain local sense, the equation F (x, y, z) = 0 is equivalent to ϕ 1 (x)+ϕ 2 (y)+ϕ 3 (z) = 0, for some locally defined analytic functions ϕ 1 , ϕ 2 , ϕ 3 . This improves significantly on the simple bound O(n 2 ) that follows from the Schwartz-Zippel lemma (see [8, Lemma A.4] ). A similar bound holds in the "unbalanced case", when the sets A, B, C are allowed to have different sizes. We refer to [3, 7, 11] for further background, including many examples of problems from combinatorial geometry that reduce to this algebraic framework.
In the current paper we prove the following natural four-dimensional variant of the result of [3, 8] . The only previous work that considered such a variant is [9] , where a weaker bound was proved in the case F = f (x, y, s) − t for a real polynomial f . Our theorem gives a condition under which we can improve the simple bound O(n 3 ) from the Schwartz-Zippel lemma to the sharper bound O(n 8/3 ). As in [8] , we state it in a more general "unbalanced" form, where the finite sets are permitted to have different sizes.
Theorem 1.1. Let F ∈ C[x, y, s, t] be irreducible of degree δ, with none of F x , F y , F s , F t identically zero. Then one of the following two statements holds. The proof of Theorem 1.1 proceeds along the same lines as the proof in [8] : The bound in (i) can be deduced from a Pach-Sharir-type incidence bound for points and algebraic curves, unless the obtained points and curves are degenerate in a certain sense; this degeneracy implies that F satisfies a certain differential equation, which then leads to the special property in (ii). In fact, the proof of Theorem 1.1 is in some ways simpler than that in [8] . In particular, the curves can be defined in a more straightforward way (each curve is the zero set of F (x, y, s 0 , t 0 ) for fixed s 0 , t 0 ) than in [8] (where the curves were defined using quantifier elimination). On the other hand, the argument leading from the differential equation for F to the property (ii) is more complicated in the current case than in [8] .
The connection between Theorem 1.1 and the underlying incidence bound is so close that we could even view Theorem 1.1 itself as a Pach-Sharir-type incidence bound [10, 6] . Indeed, most algebraic applications of such incidence bounds involve families of curves defined by a single polynomial F (x, y, s, t), with each curve in the family obtained from F by fixing values of s and t. A subset of these applications has the further feature that the point set is a Cartesian product A × B of two finite sets A, B in R or C, and the curve set is parametrized by a Cartesian product S × T with S, T finite sets in R or C; see [10, Section 7] for several examples of such applications. The incidence bound proved in [10] , of which Proposition 2.7 below is a corollary, is tailored to such applications, but it comes with a combinatorial condition on the incidence structure of the points and curves (as does the original point-curve incidence bound of Pach and Sharir [6] ). Theorem 1.1 replaces this combinatorial condition with an algebraic condition on F . An incidence bound with a similar (but different) algebraic condition was obtained in [5] , for point sets and curve sets that do not have this Cartesian product structure.
One application of Theorem 1.1 is a higher-dimensional variant of the original result of [2] on expanding polynomials. This states (after an improvement in [7] ) that for f ∈ R[x, y] and finite sets A, B ⊂ R of size n, we have |f (A × B)| = Ω(n 4/3 ) (with the constant of proportionality depending on the degree of f ), unless f has one of the special forms g(h(x) + k(y)) or g(h(x) · k(y)), for g, h, k ∈ R[t]. Schwartz, Solymosi, and de Zeeuw [9] proved a three-variable version, which states that for f ∈ R[x, y, z] and finite sets A, B, C ⊂ R of size n, we have |f (A × B × C)| = ω(n), unless f = g(h(x) + k(y) + l(y)) or g(h(x) · k(y) · l(y)), for g, h, k, l ∈ R[t]. From Theorem 1.1, we can deduce a quantitative improvement of this bound.
Proof. Set F = t − f (x, y, s) and D = f (A × B × C), and apply Theorem 1.1. So f satisfies one of the properties (i) or (ii). Suppose first that (i) holds. Then we have
which leads to |D| = Ω(n 3/2 ).
Assume next that f satisfies property (ii). In this case, locally Z(F ) identifies with a surface of the form ϕ 1 (x) + ϕ 2 (y) + ϕ 3 (s) + ϕ 4 (t) = 0.
But then clearly one can choose some finite A, B, C ⊂ C, each of size n (where n can be taken to be arbitrarily large), so that the total number of elements t ∈ C satisfying ϕ 1 (a) + ϕ 2 (b) + ϕ 3 (c) + ϕ 4 (t) = 0, for some (a, b, c) ∈ A × B × C, is linear in n. (More concretely, one can choose A, B, C such that each of the sets ϕ 1 (A), ϕ 2 (B), ϕ 3 (C) forms an arithmetic progression.) This implies in particular that f (A × B × C) is of cardinality linear in n. The result of Schwartz, Solymosi, and de Zeeuw [9] then implies that f is of one of the forms f = g(h(x) + k(y) + l(y)) or g(h(x) · k(y) · l(y)), for some univariate polynomials g, h, k, l ∈ C[t].
The organization of our paper is rather simple: In Section 2 we give the proof of Theorem 1.1, except for the proof of the crucial Proposition 2.4, which is given in Section 3.
2 Proof of Theorem 1.1
Setup
Let F ∈ C[x, y, s, t] be as in the statement of the theorem, and let A, B, C, D ⊂ C be four arbitrary finite sets. The quantity we wish to bound is
The strategy of the proof is to transform the problem of bounding M into an incidence problem for points and curves in C 2 . The latter problem can then be tackled using the machinery that we have established in our recent work [8, Theorem 4.3] , provided that the resulting curves have well-behaved intersections, in a sense that we will make precise below. A major component of the proof is to show that if the points and curves that we are about to define do not have well-behaved intersections, of the kind alluded to above, then Z(F ) must have the special form described in property (ii) of the theorem.
Curves
Primal curves. For every point (c, d) ∈ C 2 , we define
It is not always the case that γ c,d is a curve; it can turn out to be two-dimensional.
The following lemma quantifies the exceptional case, allowing us to exclude it in what follows.
Lemma 2.1. Let F ∈ C[x, y, s, t] be an irreducible polynomial of degree δ such that none of F x , F y , F s , F t is identically zero. Then there is a finite set T ⊂ C 2 with |T | ≤ δ 2 such that, for each (c, d) ∈ T , the set γ c,d , as defined in (1), is either an algebraic curve of degree at most δ or the empty set; for each (c, d) ∈ T , the set γ c,d equals C 2 .
Proof. The set T we are after is 
Observe that the existence of a common factor of the polynomials α i,j , for 0 ≤ i+j ≤ δ, would contradict the irreducibility of F , or the assumption that none of its firstorder derivatives is identically zero. By the same token, there must be at least two polynomials α i,j that are not identically zero. By an application of a variant of Bézout's inequality for many curves, given as Lemma 3.10 in [8] , we conclude that T is finite and |T | ≤ δ 2 .
Let T ⊂ C 2 be the set given by Lemma 2.1 for our F . That is, |T | ≤ δ 2 and, for every (c, d) ∈ C 2 \T , the set γ c,d is an algebraic curve of degree at most δ.
Dual curves. We define, in an analogous manner, a dual system of curves by switching the roles of the coordinates x, y and the coordinates s, t, as follows. For every point
As above, Lemma 2.1 implies that there exists an exceptional finite set S of size at most δ 2 , such that for every (a, b) ∈ C 2 \S the set γ * a,b is an algebraic curve of degree at most δ or the empty set.
Note that (x, y) ∈ γ s,t if and only if (s, t) ∈ γ * x,y , and both are equivalent to F (x, y, s, t) = 0.
We will analyze what happens when many of these curves have a large common intersection. The following definition introduces the terminology for this step, which we will use throughout the analysis. Definition 2.2. We say that an irreducible algebraic curve γ ⊂ C 2 is a popular curve if there exist at least δ 2 + 1 distinct points (s, t) ∈ C 2 \T such that γ ⊂ γ s,t . We denote by C the set of all popular curves. Similarly, we say that an irreducible algebraic curve γ * ⊂ C 2 is a popular dual curve if there exist at least δ 2 + 1 distinct points (x, y) ∈ C 2 \S such that γ * ⊂ γ * x,y . We denote by D the set of all popular dual curves.
Informally, the following lemma asserts that the "finite popularity" in Definition 2.2 in fact implies "infinite popularity".
Proof. We prove only part (a) of the lemma, since (b) is fully symmetric. By definition of C, if γ ∈ C, then there exists a set I ⊂ C 2 \T of size |I| = δ 2 + 1 such that γ ⊂ γ s,t for all (s, t) ∈ I. This means that, for all (s, t) ∈ I and for all (x, y) ∈ γ, we have F (x, y, s, t) = 0, which implies that (s, t) ∈ γ * x,y . Thus we have I ⊂ γ * x,y for all (x, y) ∈ γ.
Note that for (x, y) ∈ S we have γ * x,y = C 2 , but S is finite and γ is infinite, so at least one γ *
x,y is a curve, and we can safely ignore the pairs (x, y) ∈ S in the above intersection. By the previous paragraph we have I ⊂ S γ . Since all the curves γ *
x,y for (x, y) ∈ γ\S have degree at most δ, Lemma 3.10 of [8] , mentioned above, implies that S γ either contains a one-dimensional component of degree at most δ, or is finite and consists of at most δ 2 points. Since |I| > δ 2 , the former case must hold. Let γ * be some irreducible one-dimensional component of S γ .
If (s, t) ∈ γ * , then for all (x, y) ∈ γ we have (s, t) ∈ γ *
x,y , which by duality implies that (x, y) ∈ γ s,t . Thus for all (s, t) ∈ γ * , we have γ ⊂ γ s,t , as asserted.
We refer to γ * , which is not necessarily unique, as an associated curve of γ. Note that γ * need not be one of the dual curves γ *
x,y , but may be only a component of such a curve. Nevertheless, we find it convenient to use the star notation also for the associated curves.
Splitting the variables. Note that in setting up the curves, we made an arbitrary choice by splitting the four coordinates into the two pairs x, y and s, t. Evidently, since our assumptions on F are symmetric in the variables x, y, s, t, any split of the variables x, y, s, t into two pairs will give a set of curves and a set of dual curves with the same properties discussed above. On the other hand, F itself is not assumed to be symmetric in x, y, s, t, and thus certain splits might yield better-behaved curves than other splits.
Note, though, that our analysis handles the first and the second coordinate pairs in a fully symmetric manner, and that the order of the coordinates in each pair is also irrelevant. Hence it suffices to consider only the three coordinate splits {(x, y), (s, t)}, {(s, y), (x, t)}, and {(t, y), (s, x)}. To keep the notation simple, we represent each of these splits by a permutation σ of (x, y, s, t), and we introduce the notation
with the understanding that the corresponding split is into the pairs (σ(x), σ(y)), and (σ(s), σ(t)). The three relevant permutations are thus (x, y, s, t), (s, y, x, t) and (t, y, s, x). Clearly, F is of the special form described in Theorem 1.1(ii) if and only if F σ is, for any permutation σ. For each σ, we define the curves (and the dual curves) exactly as above, only with F σ replacing F .
The main step in our proof is the following key proposition, which shows that for some permutation σ of the coordinates (out of the three that we consider), we can exclude (or rather control) the popular curves and popular dual curves, unless F σ (and thus F ) satisfies property (ii) of Theorem 1.1. The proof of the proposition is given in Section 3. Note that its statement is only about F and does not involve the specific sets A, B, C, D.
Proposition 2.4. Either F satisfies property (ii) of Theorem 1.1, or, for some permutation of the coordinates x, y, s, t, both of the following properties hold. (a) There exists a one-dimensional variety T ′ ⊂ C 2 of degree O(δ 4 ) containing T , such that for every (s, t) ∈ C 2 \T ′ , the curve γ s,t does not contain a popular curve.
(b) There exists a one-dimensional variety S ′ ⊂ C 2 of degree O(δ 4 ) containing S, such that for every (x, y) ∈ C 2 \S ′ , the dual curve γ *
x,y does not contain a popular dual curve.
Incidences
We continue with the analysis, assuming that F does not satisfy property (ii) of Theorem 1.1, and that Proposition 2.4 holds, for some permutation of x, y, s, t. By relabeling the variables if necessary, we may assume that the corresponding coordinate split is {(x, y), (s, t)}.
We introduce the following set of points and multiset of curves (some of the curves may coincide or overlap as point sets): . This lets us relate M, the quantity that we want to bound, to I(Π, Γ), the number of incidences between these points and curves; since curves in Γ may coincide or overlap, these incidences should be counted with the multiplicity of the relevant curves.
where the constant of proportionality depends only on the degree δ of F .
We apply the Schwartz-Zippel lemma (see [8, Lemma A.4] ) to the curves S ′ and T ′ , each of degree O(δ 3 ). To be precise, we apply the lemma to the purely one-dimensional components of S ′ , and add the number of zero-dimensional components of S ′ , which, as follows from the proof of Proposition 2.4 (given in Section 3), is only O(δ 2 ). We do the same for T ′ . It follows that |S ′ ∩ (A × B)| = O(δ 3 |A| + δ 3 |B|), and similarly We now define exactly in what sense we require the curves to have well-behaved intersections.
Definition 2.6. Let Π be a finite set of points in C 2 , and let Γ be a finite multiset of curves in C 2 , which can coincide or overlap. We say that the system (Π, Γ) has (λ, µ)-bounded multiplicity if 1 (a) for any curve γ ∈ Γ, there are at most λ other curves γ ′ ∈ Γ such that |γ ∩ γ ′ | > µ; and (b) for any point p ∈ Π, there are at most λ other points p ′ ∈ Π such that there are more than µ curves that contain both p and p ′ .
We use the following incidence bound, taken from our previous work [8] , where it was deduced from the incidence bound in Solymosi and De Zeeuw [10] .
Proposition 2.7. Let A 1 , A 2 be finite subsets of C and Π ⊂ A 1 × A 2 , and let Γ be a finite multiset of algebraic curves in C 2 of degree at most δ, such that the system (Π, Γ) has (λ, µ)-bounded multiplicity. Then
where the constant of proportionality depends on λ and µ. Lemma 2.8. If F does not satisfy property (ii) of Theorem 1.1, then (Π, Γ) is a system that has (δ 3 , δ 2 )-bounded multiplicity.
Proof. By our choice of Γ, every γ ∈ Γ does not contain a popular curve. Thus, by definition, each of its irreducible components is common to at most δ 2 other curves of Γ. So we get a total of at most δ 3 curves of Γ that share an irreducible component with γ. For any other curve γ ′ ∈ Γ, which is not one of the at most δ 3 excluded curves, the intersection γ ∩ γ ′ contains at most δ 2 points, by Bézout's theorem. This shows that (a) of Definition 2.6 holds.
Similarly, by our choice of Π, for every p = (x, y) ∈ Π, the curve γ *
x,y does not contain a popular dual curve. Thus, by definition, each of its irreducible components is shared by at most δ 2 dual curves γ * x ′ ,y ′ , for p ′ = (x ′ , y ′ ) ∈ Π. So we get a total of at most δ 3 points p ′ of Π with this property. For any other point p ′ ∈ Π, which is not one of the at most δ 3 excluded ones, we have |γ * x,y ∩ γ * x ′ ,y ′ | ≤ δ 2 , by Bézout's theorem. But this, by our definition of dual curves, exactly means that the number of curves of the form γ c,d that pass through both p and p ′ is at most δ 2 . This shows (b) of Definition 2.6, and thus proves the lemma.
Combining Lemma 2.8 with Proposition 2.7, and then with Lemma 2.5, we conclude that Proof. Recall our assumptions that F is irreducible and that none of F x , F y , F s , F t is identically zero. The variety V is not empty, since it contains the point (x, y, x, y, s, t) for any point (x, y, s, t) ∈ Z(F ). Since V is the common zero set of two nontrivial polynomials in C 6 , it follows by standard arguments in algebraic geometry (see, e.g., [8, Lemma A.1]) that V has dimension either 4 or 5. Moreover, since F is irreducible, it follows that V is of dimension 5 if and only if F (x, y, s, t) ≡ αF (x ′ , y ′ , s, t), for some constant α ∈ C, where this is interpreted as a polynomial identity in C[x, y, x ′ , y ′ , s, t].
Noting that the derivative of αF (x ′ , y ′ , s, t) with respect to the variable x is identically zero, for any α, whereas the derivative of F (x, y, s, t) with respect to x is not, we conclude that this identity is impossible, and thus V is four-dimensional.
Let G be the polynomial in C[x, y, x ′ , y ′ , s, t] given by
Consider the subvariety W := V ∩ Z(G) of V . Note that in case the set T (from Lemma 2.1) is non-empty, the variety W (and hence also V ) contains the subvariety V 0 := C 4 × T , and the latter is 4-dimensional, as it is the union of a finite number of 4-flats in C 6 . What is relevant to us in our analysis are the components of W that are not contained in V 0 . For this reason we replace W by the subvariety W ⊂ W which is defined as the union of the irreducible components of W that are not contained in V 0 .
The following lemma shows the significance of G (and W ): It serves to detect popular curves. Proof. Let γ, γ * be as in the statement, and consider any pair of points (x, y), (x ′ , y ′ ) ∈ γ. By the definition of γ * in Lemma 2.3, we have γ ⊂ γ s,t for all (s, t) ∈ γ * , which by duality gives γ * ⊂ γ *
x,y ∩ γ * x ′ ,y ′ . In particular, for each (s, t) ∈ γ * we have F (x, y, s, t) = F (x ′ , y ′ , s, t) = 0, implying that (x, y, x ′ , y ′ , s, t) ∈ V . That is, γ × γ × γ * ⊂ V . Moreover, proceeding with the same pair (x, y), (x ′ , y ′ ) if (s, t) ∈ γ * is a nonsingular point of γ *
x,y and γ * x ′ ,y ′ , then both must have the same tangent line as γ * at (s, t). Then the vectors (F s (x, y, s, t), F t (x, y, s, t)) and (F s (x ′ , y ′ , s, t), F t (x ′ , y ′ , s, t)) are parallel, since they are tangent vectors to γ *
x,y and γ * x ′ ,y ′ at (s, t), respectively. Thus we have
If (s, t) ∈ γ * is a singular point of γ * x,y or of γ * x ′ ,y ′ , then the corresponding vector (F s (x, y, s, t), F t (x, y, s, t)) or (F s (x ′ , y ′ , s, t), F t (x ′ , y ′ , s, t)) is zero, so the determinant above is also zero. Therefore, G(x, y, x ′ , y ′ , s, t) = 0 for all (x, y), (x ′ , y ′ ) ∈ γ and (s, t) ∈ γ * , implying that γ × γ × γ * ⊂ W . Since T is finite, γ * ∩ T is at most finite, and thus γ × γ × γ * cannot be contained in V 0 . Hence γ × γ × γ * ⊂ W .
Note that W is of dimension at least three, since
Also, since W ⊂ W ⊂ V , and in view of Lemma 3.1, its dimension is at most four.
We will show that if dim W = 3, for some permutation σ of the coordinates x, y, s, t, then we can use this to control the popular curves and the dual popular curves, as in parts (a) and (b) of Proposition 2.4. On the other hand, if dim W = 4 for every choice of σ, then we will deduce that F must have a special form.
The case dim W = 3
Assume that W is of dimension at most three, for some permutation of the coordinates x, y, s, t, which, without loss of generality, we take to correspond to the split {(x, y), (s, t)}. We claim that then properties (a) and (b) of Proposition 2.4 hold for that permutation.
Let γ be a popular curve and let γ * be an associated curve of γ. Note that γ ×γ ×γ * is an irreducible three-dimensional algebraic variety, since it is a Cartesian product of three irreducible one-dimensional varieties (see [8, Appendix A.1]). By Lemma 3.2, γ × γ × γ * is contained in W . In other words, γ × γ × γ * is one of the three-dimensional irreducible components of W . Since each of γ, γ * is of degree at most δ, it follows, by a basic property of algebraic varieties (see, e.g., [8, Lemma A.3] ), that W has O(δ 3 ) such components.
Suppose we have a pair of distinct curves γ * 1 , γ * 2 , with γ * 1 associated to a popular curve γ 1 and γ * 2 associated to a popular curve γ 2 (but γ 1 and γ 2 are not necessarily distinct). Then the products γ 1 × γ 1 × γ * 1 and γ 2 × γ 2 × γ * 2 are distinct. It follows that the number of distinct associated curves γ * is bounded by O(δ 3 ).
In other words, the points (s, t) ∈ C 2 \T for which γ s,t contains a popular curve are contained in the union of at most O(δ 3 ) (associated) curves, each of degree at most δ. We define T ′′ to be the union of these O(δ 3 ) curves, and set T ′ := T ∪ T ′′ . Then T ′ is a union of a curve of degree O(δ 4 ) and at most δ 2 isolated points. This proves (a).
Similarly, for any pair of distinct popular curves γ 1 , γ 2 , with respective associated curves γ * 1 , γ * 2 (distinct or not), the products γ 1 × γ 1 × γ * 1 and γ 2 × γ 2 × γ * 2 are distinct. So, as above, the number of popular curves γ is bounded by O(δ 3 ).
By Lemma 2.3(b), for every popular dual curve γ * there exists an irreducible algebraic curve γ ⊂ C 2 of degree at most δ, such that γ * ⊂ γ *
x,y for all (x, y) ∈ γ. By duality, this implies that (x, y) ∈ γ s,t , for every (s, t) ∈ γ * and every (x, y) ∈ γ. Thus, γ ⊂ γ s,t for every (s, t) ∈ γ * . Hence γ is popular, and γ * is an associated curve of γ. To recap, we get that every popular dual curve γ * is an associated curve of some popular curve γ.
Hence, points (x, y) ∈ C 2 \S for which γ *
x,y contains a popular dual curve are contained in the union of O(δ 3 ) curves, each of degree at most δ. We define S ′′ to be the union of these O(δ 3 ) curves, and set S ′ := S ∪ S ′′ . Then S ′ is a union of a curve of degree at most O(δ 4 ) and of at most δ 2 isolated points. This proves (b), which completes the proof of Proposition 2.4 in the case dim W = 3.
The case dim W = 4
Assume that W is four-dimensional for each of the three permutations σ of the coordinates x, y, s, t. Fix a permutation σ; by relabeling the variables if necessary we can assume that σ is the permutation {(x, y), (s, t)}. Proof. Let W ′ be the set of regular points (x, y, x ′ , y ′ , s, t) of some four-dimensional irreducible component of W , such that none of the partial derivatives of F vanishes at (x, y, s, t) or at (x ′ , y ′ , s, t). Since the complement of each of these properties (being singular or having a vanishing derivative) defines a lower-dimensional subvariety of W (as is not hard to verify), the Zariski closure of W ′ is four-dimensional.
Consider the projection π : (x, y, x ′ , y ′ , s, t) → (x, y, s, t). We have π(W ′ ) ⊂ Z(F ). If the Zariski closure of π(W ′ ) is three-dimensional, then it must be equal to Z(F ). In this case, there is a two-dimensional subvariety Z 0 ⊂ Z(F ) such that Z(F )\π(W ′ ) ⊂ Z 0 , and we are done.
Suppose then that the Zariski closure of π(W ′ ) is a subvariety of Z(F ) of dimension at most two. We claim that there exists a point (x 0 , y 0 , s 0 , t 0 ) ∈ π(W ′ ) for which the fiber π −1 (x 0 , y 0 , s 0 , t 0 ) ∩ W is at most one-dimensional. Indeed, by our construction of W , the set W ′ := W \ V 0 is a Zariski-dense open subset of W , and (s, t) ∈ C 2 \ T , for every (x, y, x ′ , y ′ , s, t) ∈ W ′ . Since W ′ is also Zariski-dense and open in W , it means that there exists a point (x 0 , y 0 , x ′ 0 , y ′ 0 , s 0 , t 0 ) ∈ W ′ ∩ W ′ . In particular, (x 0 , y 0 , s 0 , t 0 ) ∈ π(W ′ ) and (s 0 , t 0 ) ∈ T . Noting that
the fiber π −1 (x 0 , y 0 , s 0 , t 0 ) is indeed at most one-dimensional. But, by [4, Theorem 11 .12], dim W = dim Cl(W ′ ) ≤ dim Cl(π(W ′ )) + dim(π −1 (x 0 , y 0 , s 0 , t 0 ) ∩ W ), which implies dim W ≤ 3. This yields a contradiction (to π(W ′ ) being at most twodimensional), and hence completes the proof.
Recall that in this subsection we assume that W is four-dimensional for each of the three permutations σ of the coordinates x, y, s, t. In what follows we will make use of all three permutations, so let σ 1 , σ 2 , σ 3 denote the permutations {(x, y), (s, t)}, {(t, y), (s, x)}, {(s, y), (x, t)}, respectively, and let us denote the variety W that corresponds to a permutation σ by W σ .
For each i = 1, 2, 3, let Z σ i denote the excluded subvariety of dimension at most two, given by applying Lemma 3.3 to the variety W σ i , and, by a slight abuse of notation,
Fix (x 0 , y 0 , s 0 , t 0 ) ∈ Z(F )\Z 0 . Let U ⊂ Z(F )\Z 0 be an open neighborhood of (x 0 , y 0 , s 0 , t 0 ). By Lemma 3.3, there exist x ′ 0 , y ′ 0 such that (x 0 , y 0 , x ′ 0 , y ′ 0 , s 0 , t 0 ) is a regular point of W σ 1 and the partial derivatives of F do not vanish at (x 0 , y 0 , s 0 , t 0 ) and at (x ′ 0 , y ′ 0 , s 0 , t 0 ). In particular, there exists a neighborhood U 1 of (x 0 , y 0 , x ′ 0 , y ′ 0 , s 0 , t 0 ) in W σ 1 , such that every point of U 1 is a regular point of W σ 1 , we have
F (x, y, s, t) = 0, (2) F (x ′ , y ′ , s, t) = 0, and the partial derivatives of F do not vanish at (x, y, s, t) and at (x ′ , y ′ , s, t), for every (x, y, x ′ , y ′ , s, t) ∈ U 1 . In other words, locally, over U 1 , the varieties W σ 1 and V coincide.
We apply the implicit function theorem to the last two equations in (2) to write y = y(x, s, t), y ′ = y ′ (x ′ , s, t) for (x, y, x ′ , y ′ , s, t) ∈ U 1 . (For this we use the fact that (a) F y (x, y, s, t) and F y (x ′ , y ′ , s, t) do not vanish at any (x, y, x ′ , y ′ , s, t) ∈ U 1 , and (b) W σ 1 ≡ V over U 1 .) Then (with a suitable reshuffling of the coordinates) U 1 is the graph of the function (x, x ′ , s, t) → (y(x, s, t), y ′ (x ′ , s, t)), over the open (i.e., four-dimensional) domain τ (U 1 ) ⊂ C 4 , where τ is the projection (x, y, x ′ , y ′ , s, t) → (x, x ′ , s, t).
The first equation in (2) gives (note that the denominators do not vanish) 
Let π : C 6 → C 4 denote the projection (x, y, x ′ , y ′ , s, t) → (x, y, s, t). By shrinking U 1 , if needed, we may assume that π(U 1 ) = U. So U is an open neighborhood of (x 0 , y 0 , s 0 , t 0 ) in Z(F ) and forms the graph of the function y = y(x, s, t) (again, with a suitable reshuffling of the coordinates) over the open domain ρ(U) ⊂ C 3 , where ρ : C 4 → C 3 denotes the projection (x, y, s, t) → (x, s, t). Then the function h 1 , as represented in (3), is defined over the domain ρ(U) and is independent of the variable x.
We can do the same for the permutations (t, y, s, x) and (s, y, t, x) (although we permute the roles of the variables, we will keep listing them in the same order as the variables of F , to limit the confusion). In appropriate neighborhoods U 2 ⊂ W σ 2 and U 3 ⊂ W σ 3 we get F s (x, y, s, t)F x (x, y ′ , s, t ′ ) = F s (x, y ′ , s, t ′ )F x (x, y, s, t), F x (x, y, s, t)F t (x, y ′ , s ′ , t) = F x (x, y ′ , s ′ , t)F t (x, y, s, t), so, by shrinking U 2 and U 3 , if needed, we may assume that π(U 2 ) = π(U 3 ) = U, and conclude that we can write h 2 (s, x) = y s (x, s, t) y x (x, s, t)
for (x, s, t) ∈ ρ(U), and similarly, we can write
for (x, s, t) ∈ ρ(U).
In what follows, let us restrict ourselves to the open set ρ(U) ⊂ C 3 . From (3), (4), and (5) we have h 2 (s, x) = h 1 (s, t)h 3 (t, x),
so we see that y s (x, s, t) y x (x, s, t) = h 2 (s, x) = h 1 (s, t)h 3 (t, x)
is independent of t. Thus, we can substitute any value of t that occurs in ρ(U), say t = t 0 , and get y s (x, s, t) y x (x, s, t)
where p(x) := 1 h 3 (t 0 ,x) dx and q(s) := h 1 (s, t 0 )ds (the arbitrary constants in these definitions clearly do not matter).
In a similar manner, we see that y s (x, s, t) y t (x, s, t) = h 1 (s, t) = h 2 (s, x) h 3 (t, x)
is independent of x, so substituting x = x 0 , say, we get y s (x, s, t) y t (x, s, t) = q ′ (s) r ′ (t) ,
where q(s) := h 2 (s, x 0 )ds and r(t) := h 3 (t, x 0 )dt. However, by (6), we have h 2 (s, x 0 ) = h 1 (s, t 0 )h 3 (t 0 , x 0 ), so q(s) := h 2 (s, x 0 )ds = h 3 (t 0 , x 0 ) h 1 (s, t 0 )ds = h 3 (t 0 , x 0 )q(s) (up to an additive constant, which we may assume to be zero). Therefore, we can redefine r(t) := h 3 (t 0 , x 0 ) h 3 (t, x 0 )dt, and get y s (x, s, t) y t (x, s, t) = q ′ (s) r ′ (t) .
Combining (7) and (8), we get
for all x, s, t such that (x, y(x, s, t), s, t) is in the neighborhood U.
We change variables to u = p(x), v = q(s), w = r(t), so that the equations in (9) By shrinking the neighborhood U further if necessary, we can assume that h is invertible, so that for all (x, y, s, t) ∈ U we have p(x) − h −1 (y) + q(s) + r(t) = 0. This is the form in property (ii) of Theorem 1.1, so Proposition 2.4 is proved also in the case dim W = 4.
