It is common in parametric bo. ~tstrap to select the model from the data, and then treat as if it were the tl ue model. Chatfield (1993, 1996) has shown that ignoring the model uncerte inty may seriously undermine the coverage accuracy of prediction intervals. In this paper, we propose a method based on moving block bootstrap for i atroducing the model selection step in the resampling algorithm. We presel t a Monte Carlo study comparing the finite sample properties of the propose i method with those of alternative methods in the case of prediction interva s.
Introduction
When studying a time serie ~, one of the main goals is the estimation of forecast intervals based on ar observed sample path of the process. The traditional approach to finding prediction intervals assumes that the series {Xt}tez follows a linear finite dimensional model with a known errors distribution, e.g. a Gaussian autoregressive-moving average ARMA(p, q) model as in Box et al. (1994) . In such a case, if the orders p and q are known, a maximum likelihood procedure could be employed for estimating the parameters and then, plug in those estimates in the linear predictors. In addition, some bootstrap approaches have been proposed in order to avoid the use of a specified errors distribution, see e.g. Stine (1987) and Thombs and Sehucany (1990) For finite autoregressive models, Masarotto (1990) and Grigoletto (1998) , propose to take into account model uncertainty as follows: first, to obtain
