We prove the essential self-adjointness of Ornstein-Uhlenbeck operators perturbed by a dissipative drift and a potential with polynomial growth, by establishing certain gradient estimates and using Berezanskii's parabolic criterion.
Introduction
In this paper we study the essential self-adjointness of Ornstein-Uhlenbeck operators perturbed by a dissipative drift and a potential with polynomial growth, by using Berezanskii's parabolic criterion. This work is related to Ref. 20 , where the same criterion was used to deal with the case where the drift is Lipschitz.
Questions related to the essential self-adjointness of infinite dimensional operators have been studied by many authors. Essential self-adjointness of infinite dimensional Dirichlet operators without potential was studied by 17 , and references therein. This paper is organized as follows. In Section 2, we establish the notation, state the main result and give two examples. In Section 3, we first establish an approximation criterion (see Proposition 3.1) for the essential self-adjointness of perturbed Ornstein-Uhlenbeck operators with a potential by using gradient estimates and Berezanskii's parabolic criterion. Then, we prove our main result by verifying that the dissipative drift and potential terms satisfy the hypotheses specified in the approximation criterion.
Notation and Main Result
Let H be a separable Hilbert space with norm . and inner product < . , . >. We denote by L(H) the space of all bounded linear operators on H with the norm . L(H) , by L 1 (H) the space of all trace-class operators on H with the norm . L 1 (H) and by L 2 (H) the space of all Hilbert-Schmidt operators on H with the norm . L 2 (H) . In this paper, we shall use the notation c, C, C T , κ, κ(α), K, K T etc., for finite constants, which may be different at various places.
Our basic assumptions are the following. (A.1) A is a self-adjoint and negative unbounded linear operator on H, which generates a contraction C 0 -semigroup S(t), satisfying || S(t)|| L(H) ≤ e ρt for some constant ρ < 0; Q is a symmetric bounded operator on H, Q is invertible and Q −1 ∈ L(H). Moreover, A and Q have discrete spectrum with a common set of normalized eigenvectors {e n } n∈N , which form an orthonormal basis of H with corresponding, eigenvalues α n < 0, λ n > 0, n ∈ N such that ∞ n=1 (−α −1 n )λ n < +∞. We denote by γ the Gaussian measure on H with mean 0 and covariance operator −
2) W is a cylindrical Wiener process on H with identity covariance, defined on a probability space (Ω, F, P ).
(A.3) For some T > 0, there exists λ ∈ (0, 1 2 ) such that
Under these assumptions, the stochastic convolution
is a well defined Gaussian process on H. Let F : D(F ) ⊂ H → H be a measurable mapping. We consider the differential operator L defined by
with domain
Throughout this paper, we assume that (L, D(L)) is well-defined and symmetric on L 2 (H, µ), where µ is a probability measure on (H, B (H)). (ii) For some real number α ≥ 1, there exists a constant κ > 0 such that
Let P n be the orthonormal projection of H onto span{e 1 , · · · , e n }, where {e k } k∈N is the orthonormal basis for H given in (A.1).
(ii) For some real number α ≥ 1 and for each T > 0, there exist β ≥ 1 and K > 0, such that ∀n ∈ N and ∀x ∈ H 
Assume that there exist constants C > 0 and β ≥ 1 such that |f (x)| ≤ C(1 + |x| β ), ∀x ∈ R. Then, F satisfies Hypothesis 2.2, for all α ≥ 1. Indeed, we have
From (2.2), it follows that
On the other hand, (P n Z(t))(ξ) is a real Gaussian random variable with mean zero and variance
As the right hand side of this inequality is independent of n, ξ and t, we can show that there is a constant C ′ such that
The assertion follows from (2.3), (2.4) and (2.5).
The main result of the paper is the following.
Theorem 2.1. Assume that (A.1)-(A.3) hold and that F : D(F ) ⊂ H → H is a measurable mapping such that F −CI is m-dissipative, for some constant
If, in addition, Hypotheses 2.1 and 2.2 are satisfied for the same real number α ≥ 1, as well as µ(D(F )) = 1, µ ≪ γ and
. We consider the realization in H of the Laplace operator with Dirichlet boundary conditions, given by
The operator A is negative, selfadjoint with compact resolvent. There is a set of normalized eigenvectors {e n } n∈N , which form an orthonormal basis of H, and we have |e k (ξ)| ≤ 1, ∀ξ ∈ (0, 1), ∀k ∈ N. For simplicity, we let Q = I (the identity operator on H).
Let
, and µ(dx) = e 2U (x) γ(dx), then F = DU and the assumptions of Theorem 2.1 are satisfied. Therefore, we can conclude that (L + V, D(L)) is essentially self-adjoint on L 2 (H, µ).
An Approximation Criterion and Proof of The Main Result
We first establish some preliminary results on moment estimates and gradient estimates for dissipative stochastic evolution equations. For each n ∈ N, let X n (t, x) be the mild solution of the following stochastic evolution equation (SEE)
where F n : H → H is a Lipschitz mapping. In Lemmas 3.1 and 3.2, we give estimates which will be needed for our proofs.
Lemma 3.1. Suppose that the sequence {F n } n∈N , where F n : H → H is a Lipschitz mapping, satisfies the following conditions:
where Z(t) is the process given by (2.1); (ii) There exists a constant C > 0 such that
Then, for each T > 0, there exists a constant
Proof. We have
Consider the process X n (t) = X n (t) − Z(t). We have
From this, we get
As we have X n,λ (s) ≤ X n (s) and
, by letting λ → ∞ and using the dominated convergence theorem, we obtain
It follows that
Therefore, for 0 ≤ t ≤ T , we have
where C p , C ′ p , K p are constants depending only on p, C, and K. By Gronwall's lemma, we get
and this implies the result.
Lemma 3.2. Suppose that the sequence {F n } n∈N , where F n : H → H is twice Fréchet differentiable with bounded and continuous derivatives, satisfies the following condition: There exists a constant C > 0 such that
Then, for 0 ≤ t ≤ T , we have
Proof. From the assumptions on F n , it follows (see Da Prato and Zabczyk 11 ) that X n (t, x) is differentiable in x and that for any h ∈ H, the process Y h n (t) = D h X n (t, x), t ∈ [0, T ], is a mild solution of the following equation
From the condition (3.2), it follows that
This implies that
is bounded for each fixed n ∈ N. Therefore, by letting λ → ∞ in (3.4) and using the dominated convergence theorem, we obtain
We introduce the following assumptions on F : H → H and V : H → R.
Hypothesis 3.1. There exists a sequence of mappings {F n } n∈N , where F n is twice Fréchet differentiable with bounded and continuous derivatives for each n ∈ N, and such that
2) For all n ∈ N , there exists a mapping G n : H → H twice Fréchet differentiable with bounded and continuous derivatives, such that A −1 F n (x) = G n (A −1 x), ∀x ∈ H; (3) There exists a constant C > 0 such that
≤ c for all x ∈ H, for some constant c ≥ 0 , and there exists a sequence of functions {V n } n∈N ,such that
b (H) and V n (x) ≤ c for all n ∈ N and all x ∈ H; (3) For each n ∈ N, there exists a functionṼ n ∈ C 2 b (H) such that V n (x) = V n (A −1 x), ∀x ∈ H; (4) For each T > 0, there exists a constant σ T > 0 such that for all n ∈ N and all x ∈ H, 0 ≤ s ≤ T , E(|V n (X n (s, x))| 2 ) ≤ σ T ζ(x), where ζ : H → R is a locally bounded function satisfying
and X n (t, x) is the mild solution of the SEE (3.1).
We have the following approximation criterion for essential self-adjointness of perturbed Ornstein-Uhlenbeck operators.
. If the Hypothesis 3.1 and 3.2 are fulfilled, then
It was proved in Ref. 20 (Lemma 2.2 and Theorem 2.1) that u
is a strong solution of the following Cauchy problem in
Using the estimate (3.3) in Lemma 3.2, we can prove, as in Ref. 20 , that for any T > 0, there exists a constant C T > 0 such that for 0
where ζ is the function given in Hypothesis 3.2-(4). Using this estimate, it is easy to show that
The result follows by applying Berezanskii's parabolic criterion (Theorem 6.13 in Chap. 2 of Ref.
3).
For the proof of Theorem 2.1, we need the following two lemmas.
, such that F − CI is m-dissipative, for some constant C > 0. Then F satisfies Hypothesis 3.1.
Proof.
Step 1. Consider the functions F n = F n + CI, where F n are the Yosida approximations of F = F − CI, i.e.
Using the properties of the Yosida approximations (see e.g. Ref. 10) , it is easy to check that {F n } n∈N is a sequence of Lipschitz mappings, such that
as n → ∞ and the following condition is satisfied
, for all n ∈ N, x ∈ H and h ∈ H.
Step 2. Given F : H → H Lipschitz continuous, satisfying
where we identify R n with span{e 1 , · · · , e n } and set T n ξ = n k=1 ξ k e k , for ξ ∈ R n , and {ρ n } is a sequence of non-negative smooth functions such that
For each n ∈ N, F n is twice Fréchet differentiable with bounded and continuous derivatives. It is easy to check that F n − F → 0 in L 2 (H, µ) as n → ∞, and that the conditions (2) and (3) of Hypothesis 3.1 are satisfied.
Lemma 3.4. Let V : H → R satisfy Hypothesis 2.1 for some constants c, α and κ. Let µ be a measure on H, such that µ ≪ γ and H x 2α µ(dx) < ∞. Then, there exists a sequence of functions {V n } n∈N satisfying conditions (1)-(3) of Hypothesis 3.2 and such that
where κ(α) is a constant depending only on κ and α.
Step 1. For each n ∈ N, let V n =max {−n, V (x)}. Then {V n } n∈N , is a sequence of bounded Borel measurable functions converging in L 2 (H, µ) to V as n → ∞, and such that V n (x) ≤ c and
Step 2. For φ : H → R bounded and Borel measurable, let
where Z(t, x) is the mild solution of the SEE
The measure γ is invariant for the transition semigroup Q t and we can extend Q t to a strongly continuous semigroup of contractions on L 2 (H, γ). Let V : H → R satisfy Hypothesis 2.1 for some constants c ≥ 0, κ > 0 and
, for all n ∈ N and for all x ∈ H, and we have
where κ(α) > 0 is a constant depending only on κ and α. Since V n → V in L 2 (H, γ) as n → ∞, then V n → V in measure with respect to γ. As µ ≪ γ, it follows that V n → V in measure with respect to µ. On the other hand, |V n (x) − V (x)| ≤ κ ′ (α)(1 + ||x|| α ), therefore, by the dominated convergence theorem, V n → V in L 2 (H, µ) as n → ∞.
Step 3. Let V : H → R be a function in C Proof of Theorem 2.1. The first part of the theorem is a consequence of Lemma 3.3 and Proposition 3.1.
To prove the second part of the theorem, it is enough to show that V satisfies Hypotheses 3.2. Let {V n } n∈N be the sequence of functions given by Lemma 3.4. We have |V n (x)| ≤ κ(α) (1 + ||x|| α ), ∀n ∈ N, ∀x ∈ H. E F n (Z(t)) 2α ≤ K, ∀n ∈ N.
Therefore, we can apply Lemma 3.1 to (3.6), to get E(|V n (X n (s, x))| 2 ) ≤ σ T (1 + ||x|| 2α ), ∀n ∈ N, ∀x ∈ H.
We can easily check that, under our assumptions, the sequence {F n } n∈N , given by Lemma 3.3 satisfies H F n (x) − F (x) 2 · x 2α µ(dx) → 0 as n → ∞.
Then F and V satisfy Hypotheses 3.1 and 3.2, and the result follows from Proposition 3.1.
