Abstract. The aim of this paper is to study the full K−moment problem for measures supported on some particular infinite dimensional non-linear spaces K. We focus on the case of random measures, that is K is a subset of all non-negative Radon measures on R d . We consider as K the space of subprobabilities, probabilities and point configurations on R d . For each of these spaces we provide at least one representation as a generalized basic closed semi-algebraic set to apply the main result in [J. Funct. Anal., 267 (2014) no.5: 1382-1418. We demonstrate that this can be significantly improved using the particular chosen representation of K. In the case when K is a space of point configurations, the correlation functions (also known as factorial moment functions) are easier to handle than the ordinary moment functions. Hence, we additionally express the main results in terms of correlation functions.
Introduction
The classical full d−dimensional K−moment problem (d-KMP) asks whether a multi-sequence of real numbers m = (m α ) α∈N d 0 is actually the moment sequence associated to a non-negative Radon measure whose support is contained in a fixed closed subset K of R d (here d ∈ N). If such a measure exists, it is said to be a K−representing measure for m. Already at an early stage of its history, the d−KMP was generalized to the case when K is a subset of an infinite dimensional vector space. We refer to this problem as the infinite dimensional K-moment problem (∞−KMP). A general treatment of the full ∞−KMP has been given e.g. in [1] , [3, Chapter 5, Section 2], [6] , [8] , [15] , [16] , [17] , [40, Section 12.5] . Special infinite dimensional supports, particularly useful in applications, have been considered e.g. in [18] , [34] , [35] , (see also [9] , [27] , [29] , [30] , [31] for the truncated case i.e. when the starting m consists of finitely many elements).
In this article, we focus on the full ∞−KMP for some specific infinite dimensional sets K, namely the set of all sub-probabilities, probabilities or point configurations on R d . The main distinguishing feature of this paper, in contrast to the aforementioned ones, is that specific properties of the considered K are exploited to get solvability conditions for the KMP which are much weaker than the ones directly obtainable from general results. In probabilistic language these KMPs correspond to the full moment problem for random sub-probabilities, probabilities, random point processes or point fields, respectively. The choice of R d as underlying space is just for simplicity and the results can be easily extended for example to differentiable manifolds.
In order to have a joint convenient framework we consider all these K as subsets of the vector space I. positivity conditions on the moment sequence; II. conditions on the asymptotic behaviour of the moment sequence as the order goes to infinity; III. conditions on the support K of the representing measure; IV. regularity properties of the moments as generalized functions; V. growth properties of the moments as generalized functions. Conditions of type IV and V are only relevant for the infinite dimensional moment problem. The general aim in moment theory is to obtain characterizations of the solutions to a given KMP which are as weak as possible w.r.t. some combination of the above different types of conditions, since it seems unfeasible to get a result which is optimal in all types simultaneously.
In this paper, we exploit III to weaken the conditions of the other types. Our results are based on [18 On the one hand these examples, interesting in its own right, show the power of the method developed in [18] . On the other hand, they pose further challenges and point at potential for further development beyond the general theory.
Let us describe our results in more details following the structure of the paper. In Section 1, we introduce some basic notions and formulate the KMP for
In Subsection 2.1 we recall our previous result in [18] , which combines techniques from the finite and the infinite dimensional moment theory (see reference therein), in particular [3] , [6] , [32] and [41] . The case where K is the space of sub-probabilities is treated in Subsection 2.2. Inspired by the results in [41] , we are able to derive directly from the positive semi-definiteness assumptions a bound on the sequence of moments which guarantees its determinacy. Any measure supported on the sub-probabilities gives rise indeed to a determined moment sequence. However, the catch here is that we establish this bound without using the existence of a representing measure. Hence, we can get a theorem solving the moment problem for random sub-probabilities which essentially only involves conditions of positive semi-definite type. This is possible for a carefully chosen representation of K as a g.b.c.s.s.. To treat the case where K is the space of probabilities, we show in Subsection 2.3 that it is necessary and sufficient to add a single extra condition containing only the moments of order zero and one. In Subsection 2.4 we consider the space of point configurations as the set K. The polynomials we use to represent this K as a g.b.c.s.s. are wellknown and give rise to the so-called factorial moment measures in the theory of point processes, also known as correlation functions in statistical mechanics. To the best of our knowledge, it was not known before that the non-negativity of polynomials of this class with non-negative coefficients characterizes the space of point configurations. We also study the case of simple point configurations, these are point configurations which have at most one point at the same position. As an extra condition we introduce here that the second moment function on the diagonal coincides with the first one. Surprisingly, in this case the number of conditions of type I can be reduced to only considering shifts of the putative moment sequence by polynomials up to degree 2. Note that these positive semi-definiteness conditions are not sufficient to represent the space of simple point configurations as a g.b.c.s.s.
The determining condition in all these cases can be weakened to a Stieltjes type growth condition on the m (n) 's which requires only a bound of the form B Cn 2 ln(n) n for some constant B, C ≥ 0. This had been already proved by A. Lenard [33] for the case of point configurations. Positive semi-definite type solvability conditions for the moment problem for point processes were given before only under determining conditions of the type B (Cn ln(n)) n and additional positivity or regularity assumptions, cf. [4] and [23] , whereas the classical Ruelle bound corresponds to a growth of type C n in our notation. There exist models with strong clustering where the Stieltjes type condition is achieved, cf. [22] .
The solvability conditions for KMP for point processes and point random fields are frequently formulated in terms of correlation functions instead of moment functions. Therefore, in Section 3 we rewrite our results of the previous sections in terms of correlation functions. To this aim we need to extend the "harmonic analysis" on point configuration spaces in [23] 
Though this was already used in the past, we are not aware of a systematic exposition as in Subsection 3.1. In Subsection 3.2 we show that the sequence of putative correlation functions fulfills the Stieltjes determining condition if and only if the sequence of associated usual moments fulfills the Stieltjes determining condition modulo a very mild assumption. Moreover, one can show that a sufficient solvability condition is the positive semi-definiteness of a shifted sequence of correlation functions with some of its arguments fixed (see (67) and Theorem 3.13). Certain technical proofs are moved to the appendix.
Let us briefly state some related results on the ∞−KMP for the special supports, considered here, which are based on positive semi-definiteness. (Results for the ∞−KMP holding for generic K have been mentioned in the first paragraph of this introduction.) The case of all random measures, that is K is the cone of all non-negative Radon measures, has been treated in [42] where the cone structure is used to improve the conditions of type II. The case when K is the set of all sub-probabilities can be treated using the general result in [15] (see Remark 2.8). The moment problem for point processes and point random fields has a rich and long history starting with A. Lenard showing an analogue of Riesz-Haviland's result in [34] . In the same period K. Krickeberg [28] characterizes point processes via restrictions of moment functions to the diagonals. Beside the results in [4] and [23] mentioned before, solutions to the moment problem on point configuration spaces using positive semi-definiteness have been formulated also in terms of the generating function of the correlation functions, the so-called the Bogoliubov functional, see e.g. [24] for a result under L 1 -analyticity. The case of random discrete measures treated in [25] cannot be treated via g.b.c.s.s. as the required support is not even closed. All these works resolve in different ways the balancing among the conditions I to V but the solvability conditions they provide are not comparable with the ones in this article, in the sense that one cannot show the equivalence of the two sets of conditions without using that each of them guarantees the existence of a representing measure.
Preliminaries
In this section we state the full ∞−KMP for K closed subset of the space of all generalized functions on R d according to the notation used in [18] . Let us start by recalling some preliminary notations and definitions. For Y ⊆ R , that is, the smallest topology such that the mappings η → f, η are continuous for all f ∈ D(R d ). Let us introduce now the main objects involved in the K−moment problem for subsets
Moreover, we say that a generalized process µ is concentrated on a measurable subset
In fact, by the Kernel Theorem, for such a generalized process µ there exists a symmetric functional m
, which will be called the n−th generalized moment function in the sense of
As described above to a generalized process µ can be associated the corresponding generalized moment functions given by (1). The moment problem, which in an infinite dimensional context is often called the realizability problem, addresses exactly the inverse question. 
i.e. m (n) is the n−th generalized moment function of µ for n = 0, . . . , N .
If such a measure µ does exist we say that m = (m (n) ) N n=0 is realized by µ on K or equivalently that µ is a K−representing measure for the sequence m. Note that the definition requires that one finds a measure concentrated on K and not only on
In the case N = ∞ one speaks of the "full KMP", otherwise of the "truncated KMP". In the following we are going to focus only on the full case and so we address to it just as the moment problem.
To simplify the notation from now on we denote by M * (K) the collection of all generalized processes concentrated on a measurable subset
is a symmetric functional of its n variables. Let us introduce the version of the classical Riesz functional for Problem 1.3. Denote by
where
When the sequence m is realized by a non-negative measure
Hence, an obvious property of type I which is necessary for an element in F (D ′ (R d )) to be the moment sequence of some measure on D ′ (R d ) is the following.
This is a straightforward generalization of the classical notion of positive semi-definiteness of the Hankel matrices considered in the finite dimensional moment problem, that is equivalent to require that the associated Riesz functional is non-negative on squares of polynomials.
Realizability of Radon measures in terms of moment functions

Previous results.
In [18, Theorem 2.3], we derived necessary and sufficient conditions for the solvability of Problem 1.3 in the full case when K is a generalized basic closed semi-algebraic (g.b.c.s.s.), namely when it can be written as
where I is an index set and
Note that the index set I is not necessarily countable. When I is finite, this definition agrees with the classical one of basic closed semi-algebraic subset. Denote by P K the set of all the polynomials P i 's defining K. Then w.l.o.g. we can assume that 0 ∈ I and that P 0 is the constant polynomial
In this paper we are going to consider some well-known infinite dimensional subsets of the space R(R . As mentioned in [18] , using a result due to S.N.Šifrin about the infinite dimensional moment problem on dual cones in nuclear spaces (see [42] ), it is possible to obtain a version of [18, Theorem 2.3] for the case when K is a g.b.c.s.s. of R(R d ) (the latter is in fact the dual cone of C
. Before stating this result, let us introduce a growth condition on a generic ξ ∈ F D ′ (R d ) which will turn out to be sufficient for the uniqueness of the representing measure for ξ on such subsets of R(R d ).
Definition 2.1 (Stieltjes determining sequence).
A sequence ξ ∈ F D ′ (R d ) is said to be Stieltjes determining if and only if there exists a total subset E of C ∞ c (R d ) and a sequence (ξ n ) n∈N0 of real numbers such that
and the class C{ √ ξ n } is quasi-analytic.
Note that the classical Stieltjes condition We are ready now to state the result mentioned above about the KMP for
be a Stieltjes determining sequence and K ⊆ R(R d ) be a generalized basic closed semi-algebraic set of the form (4). Then m is realized by a unique non-negative measure µ ∈ M * (K) if and only if the following hold
Condition (5) is equivalent to require that the functional L m is non-negative on the quadratic module Q(P K ) associated to the representation (4) of K, i.e.
is the set of all sum of squares of polynomials in 
is algebraically isomorphic to the symmetric algebra S(V ). In this way one gets that the conditions in (5) are necessary and sufficient to solve the KMP for m under the assumption that L m is τ proj -continuous, where τ proj is the particular extension of τ proj to [15] . By [15, Remark (9)- (10)], it is clear that the τ proj -continuity of L m implies that m is a Stieltjes determining sequence. Note that this continuity assumption also forces the support of the representing measure to be contained in a compact subset of K.
In this paper, we assume more regularity on the putative moment functions, that is, we require that they are all non-negative symmetric Radon measures, i.e. the starting sequence belongs to F R(R d ) . This is actually the case in most of applications. One of the advantage of this additional assumption is that it allows us to rewrite the Stieltjes determinacy condition as follows.
Definition 2.4.
A sequence ξ ∈ F R(R d ) satisfies the weighted generalized Stieltjes condition if for each n ∈ N there exists a function k
for all |κ| ≤ ⌈ d+1 2 ⌉. As suggested by the name, the condition (6) is an infinite-dimensional weighted version of the classical Stieltjes condition, which ensures the uniqueness of the solution to the one dimensional moment problem on R + (see [10, 43] ). Condition (6) 
and for any n ∈ N 0 we have
In the rest of this section, we are going to present different applications of Theorem 2.2 and Corollary 2.5, giving concrete necessary and sufficient condition to solve the full Problem 1.3 for any starting sequence m ∈ F R(R d ) and for some well-known infinite dimensional K of R(R d ).
2.2.
The moment problem on the space of sub-probabilities SP(R d ). We first provide a representation as g.b.c.s.s. of the set SP(R d ) of all sub-probabilities on R d , which can be defined as follows:
From now on for any function f ∈ C c (R d ) we denote by f ∞ the supremum norm of f , i.e.
More precisely, we get
Proof. Let us preliminarily recall the set of all non-negative Radon measures on R d can be represented as a g.b.c.s.s. as follows (for a proof see [18, Example 4.8] ).
Hence, the desired equality (10) can be simply rewritten as
Conversely, let η be an element of the right-hand side of (12) then clearly η ∈ R(R d ) and for any ϕ ∈ C +,∞ c (R d ) with ϕ ∞ ≤ 1 we easily get that
To prove η ∈ SP(R d
χ
Note that the function 1 1 R d can be approximated pointwise by the increasing sequence of functions
(R d ) whose elements are s.t. χ R ∞ = 1. Hence, by using the monotone convergence theorem and (13), we have that
Using the representation (10), we can rewrite Corollary 2.5 for SP(R d ) in the following improved version, where we drop the conditions (6) and (8).
is realized by a unique non-negative measure µ ∈ M * (SP(R d )) if and only if the following inequalities hold
where Φ ψ (η) := ψ, η and Υ ϕ (η) := 1 − ϕ, η 2 .
Proof. Sufficiency Assume that (15), (16) and (17) are fulfilled and let us show that (6) and (8) hold for the function k (n) 2 ≡ 1, ∀n ∈ N. In fact, for any n ∈ N and for any ϕ ∈ C
and iterating, we get that
Consequently, for any real positive constant R, if we take in the previous inequality ϕ = χ R as defined in (14) then we have that
Therefore, using the monotone convergence theorem as R → ∞ we obtain
Then, the conditions (8) and (6) hold for k (n) 2 ≡ 1, ∀n ∈ N. Hence, by Corollary 2.5 the sequence m is realized by a unique µ ∈ F (SP(R d )).
Necessity
The necessity of (15), (16) and (17) follows by the simple observation that integrals of non-negative functions w.r.t. a non-negative measure are always non-negative.
This proof was inspired by the results in [41] about the moment problem on a compact basic closed semi-algebraic subset of R d . In fact, the set SP(R d ) is a compact subset of R(R d ) w.r.t. the vague topology (see Corollary A2.6.V in [12] ). However, the technique in [41] does not apply straightforwardly to the moment problem on SP(R d ), because it applies only to classical basic closed semi-algebraic set (i.e. defined by finitely many polynomials), which is not a natural situation in the infinite dimensional case we are considering in this paper. 
is algebraically isomorphic to the symmetric algebra S(V )). By the first part of the sufficiency proof and the CauchySchwartz inequality we get that:
We will now show that (18) implies that L m is τ proj −continuous, where τ proj is the extension to [15] . Using the linearity of L m , we can easily derive from (18) that
Then for all ϕ ∈ C ∞ c (R d ) we have ϕ = ϕ + − ϕ − with ϕ + (x) := max{ϕ(x), 0}, ϕ − (x) := − min{ϕ(x), 0}, and so:
By using Cauchy-Schwarz inequality in the previous inequality and then (19) we get:
This gives in turn that for each n the following multilinear form on C ∞ c (R d ) n endowed with the product
Indeed, using the polarization identity and then (20), we have that:
and therefore
where we used first that by triangle inequality we have n i=1 ε i ϕ i ∞ ≤ n and then the Stirling's formula.
Hence, the multilinear mapping 
In particular, this holds for 
where ρ ⊗n is the projective tensor norm on C ∞ c (R d ) ⊗n induced by ρ and ρ n the quotient norm on
where ρ := N n=1 ρ n is exactly the extension used in [15] (keeping in mind that 
Depending on the choice of the representation, we get different versions of Corollary 2.5 for SP(R d ). For instance, using the representation (21) in Corollary 2.5, we obtain: Corollary 2.9. Let m ∈ F R(R d ) fulfill (6) and let SP(R d ) be represented as in (21) . Then m is realized by a unique non-negative measure µ ∈ M * (SP(R d )) if and only if (15), (16), (8) and the following hold:
where Θ ϕ (η) := 1 − ϕ, η .
Note that here we did not manage to drop (6) and (8), because the trick used in the proof of Theorem 2.7 does not work for the representation (21).
The conditions (15) , (16) and (22) can be rewritten more explicitly in terms of moment measures as
w.r.t the Lebesgue measure, then (15), (16) and (22) respectively mean that (α (n) ) n∈N0 is positive semi-definite and for λ−almost all y ∈ R d the sequence (α (n+1) (·, y)) n∈N0 and (α (n) (·) − α (n+1) (·, y)) n∈N0 are positive semi-definite. This reformulation makes clear the analogy with the Hausdorff moment problem as treated in [13] , where [0, 1] is represented like
and so necessary and sufficient conditions to solve the [0, 1]−MP for a sequence of reals (m n ) n∈N0 are that (m n ) n∈N0 , (m n+1 ) n∈N0 and (m n − m n+1 ) n∈N0 are positive semi-definite. Also in this case we get different conditions on (m n ) n∈N0 depending on the representation we choose for [0, 1] as basic closed semi-algebraic subset of the real line (see [7] ).
2.3.
The moment problem on the space of probabilities P(R d ). Using the results in Subsection 2.2, we can prove the following version of Corollary 2.5 for the set P(R d ) of all probabilities i.e. P(
and only if the following inequalities hold
Proof. Necessity W.l.o.g. we can assume that the sequence m is realized by a probability µ concentrated on P(R d ). This means that m (0) = 1. Moreover, m is also realized on SP(R d ) ⊃ P(R d ) by µ. Hence, Theorem 2.7 implies that (23), (24) and (25) (14) .
Sufficiency
Due to Theorem 2.7, the assumptions (23), (24) and (25) imply that there exists a unique non-negative measure µ ∈ M * (SP(R d )) representing m. Since µ is finite, we can assume w.l.o.g. that it is a probability on SP(R d ). It remains to prove that actually µ is concentrated on P(R d ), i.e.
On the one hand, as η ∈ SP(R d ), we get
On the other hand, approximating pointwisely the function 1 1 R d by an increasing sequence of functions
with χ R ∞ = 1 (see (14) for the definition of χ R ) and using the monotone convergence theorem together with the fact that µ is an SP(R d )−representing measure for m, we have that:
where in the last equality we used (26) . Since µ is non-negative and by (28) the integrand is also nonnegative on SP(R d ), the previous equation implies that µ−a.s. in SP(R d ) we have 1 − 1 1 R d , η = 0, which is equivalent to (27) .
2.4.
The moment problem on point configuration spaces. Let us preliminarily give a brief introduction to point configuration spaces (see [23] ). For any subset Y ∈ B(R d ) and for any n ∈ N 0 , we define the space of multiple n−point configurations in Y as
0 (Y ) as the set containing only the null-measure on Y . To better understand the structure of Γ (n) 0 (Y ) we may use the following natural mapping:
Then it is clear that we can identify the space of multiple n−point configurationsΓ (n) 0 (Y ) with the symmetrization of Y n w.r.t. the permutation group over {1, . . . , n} and endow it with the natural quotient topology.
We define the space of finite multiple configurations in Y as
equipped with the topology of disjoint union. When we consider finite point configurations in Y having in each site at most one point, we speak about finite simple point configurations in Y . More precisely, for any n ∈ N 0 , we define the space of simple n−point configuration in Y as (32) Γ
0 (Y ) as the set containing only the null-measure on Y . Therefore, using the mapping in (30), we can identify the space of simple n−point configurations Γ 
Using the following identification
we can also represent Γ and can be equipped with the topology of disjoint union.
We are going to consider now the case of locally finite configurations of points in R d and also in this case we will distinguish between multiple and simple configurations. Let us denote by B c (R d ) the system of all sets in B(R d ) which are bounded and hence they have compact closure. We define the space of multiple point configurations in R d as the set of all Radon measures on R d
taking as values either a non-negative integer or infinity, i.e.
Any η ∈Γ(R d ) can be written as η = i∈I δ xi where (x i ) i∈I is such that x i ∈ R d with I either N or a finite subset of N and if I = N then the sequence (x j ) i∈I has no accumulation points in R d (see [12] ). This correspondence is one-to-one modulo relabeling of the points. The requirement that the sequence (x i ) i∈I has no accumulation points in R d corresponds to the condition that η is a Radon measure on
is equipped with the vague topology τ v , i.e. the weakest topology such that all the following functions are continuous
The space of simple point configurations in R d as There is also in this case a natural representation of Γ(R d ) as a set of subsets in R d , i.e.
Indeed, any η = i∈I δ xi ∈Γ(R d ) corresponds to {x i } i∈I . One advantage of defining point configurations as Radon measures is the ease of defining their powers, which is particularly convenient in the analysis of the moment problem on such spaces. 
More precisely, we get that
The power η ⊙k of a generalized function η ∈ D ′ (R d ) is called factorial power and it is defined as follows. For any f (n) ∈ C ∞ c (R dn ) and for any n ∈ N
The definition in (40) shows that for any n ∈ N and for any
For example, in the cases n = 1 and n = 2 the previous definition gives
The name "factorial power" comes from the fact that for any η ∈ R(R d ) and for any measurable set A
Note that the definition of factorial power is very natural for point configurations inΓ(R d ) (see [30] ). In fact, using the representation η = i∈I δ xi for the elements inΓ(R d ), (40) becomes
where ′ denotes a sum over distinct indices.
such that for any k ∈ N and for any ϕ ∈ C
In particular, the case k = 1 implies that η ∈ R(R d ). Moreover, by a density argument, the condition (44) also holds for ϕ = 1 1 A with A ∈ B c (R d ), i.e.
Hence, for any A ∈ B c (R d ) we get that η(A) ∈ N 0 ∪ {+∞}. The other inclusion trivially follows from (43) .
Using the representation (39) and Theorem 2.2, we have the following. 
where Φ ϕ,k (η) := ϕ ⊗k , η ⊙k .
2.4.2.
The moment problem on the set of simple point configurations Γ(R d ). The condition (46) involves infinitely many polynomials of arbitrarily large degree. However, we can show another version of the previous theorem which only involves polynomials of at most second degree and which gives a solution to the full Γ(R d )−moment problem. 
Remark 2.14. By Theorem 2.2, the conditions (47), (48), (49) are necessary and sufficient for the existence of a uniquẽ K−representing measure µ for the Stieltjes determining sequence m, wherẽ
Note thatK is not the required support in Corollary 2.13 as it is strictly larger than Γ(R d ).
Proof. Sufficiency LetK as in Remark 2.14. By Theorem 2.2 there exists a uniqueK−representing measure µ for m. W.l.o.g. we can suppose that µ is a probability onK. Hence, it remains to show that µ is actually concentrated on Γ(R d ). Let η ∈K, then for any ϕ ∈ C
ϕ, η ≥ 0 and ϕ ⊗2 , η ⊙2 ≥ 0.
On the one hand, by a density argument, the previous conditions also hold for ϕ = 1 1 A where
The latter relations imply that η(A) ∈ {0} ∪ [1, +∞]. Hence, for any η ∈K there exist I ⊆ N,
and real numbers a i ≥ 1 (i ∈ I) such that
where I is either N or a finite subset of N and if I = N then the sequence (x i ) i∈I has no accumulation points in R d .
1
. On the other hand, using (50), the fact that µ is aK-representing measure for m and thatK is a subset of Radon measures, we get via approximation arguments that for any Λ ⊂ R d measurable and compact
As the integrand is non-negative onK, it follows that 1 1 diag(Λ×Λ) , η ⊗2 − 1 1 Λ , η = 0 µ−a.e. and so by (51)
Since a i ≥ 1 for all i ∈ I, we necessarily have that j∈I xj =xi a j − 1 = 0, namely
The latter implies that ∀i ∈ I, a i = 1 and ∀j, i ∈ I with j = i we have x j = x i .
Hence, we got that for µ− almost all η ∈ K η = i∈I δ xi and η({x}) ∈ {0, 1} where I is either N or a finite subset of N and if I = N then the sequence (x i ) i∈I has no accumulation points in R d . This means that µ(Γ(R d )) = 1. Necessity By Remark 2.14, it only remains to show the condition (50). Recall that for any η ∈ Γ(R d ) there exist I ⊆ N and x i ∈ R d such that η = i∈I δ xi and η({x}) ∈ {0, 1}.
Therefore, for any Λ ⊂ R d measurable and compact
Hence, using approximation arguments and that µ is Γ(R d )−representing for m, we get (50).
Realizability of Radon measures in terms of correlation functions
To simplify the notations in this section we will use the following abbreviations
3.1. Harmonic analysis on generalized functions. As already mentioned in the introduction, we will need in the following some concepts from the so-called harmonic analysis on configuration spaces developed in [23] . However, since we aim to apply such notions to measures whose support is only a priori known to be contained in D ′ (R d ), we are going to provide a generalization of these concepts to our context. 
In fact, by the Kernel Theorem, for such a generalized process µ there exists a symmetric functional ρ
, which will be called the n−th generalized correlation function in the sense of
By convention, ρ
In the previous definition the only change w.r.t. Definition 1.2 is that we consider a different basis for
, that is, we take
This basis is different from the system of the Charlier polynomials commonly used in Poissonian analysis (see e.g. [11, 19, 26, 37, 38] and [24] for a detailed overview). Any polynomial in
can be written as:
where g (0) ∈ R and g (j) ∈ C ∞ c (R dj ), j = 1, . . . , N with N ∈ N. W.l.o.g. each g (j) can be assumed to be a symmetric function of its j variables in R d . These symmetric coefficients are uniquely determined by P . One may introduce the following mapping which associates to a sequence of coefficients (g 
The K−transform is well defined, because only finite many summands are different from 0. One can give a more direct description of the K−transform whenever η = i∈I δ xi ∈Γ (see Section 2.4). Then by using (43), we have that (KG)(η) = where S j denotes the symmetric group on {1, . . . , j} and for any π ∈ S j we set J := {π(1), . . . , π(j)}. Then using (57) and (58) together with Definition 3.2 we get the conclusion. 
Remark 3.5.
To any ρ := (ρ (n) ) n∈N ∈ F (D ′ (R d ) we can always associate the sequence m = (m
In other words, L m =L ρ on P C ∞ c (D ′ ).
