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A cross-hole imaging technique is developed to follow the evolution of an oil-water en-
croachment front over time during the water flooding of an oil reservoir. I simulate borehole
electric potentials associated with a two-phase flow between two wells in a heterogeneous
reservoir. The flow of the water phase generates a source (streaming) current density, which
is responsible for the occurrence of an electrical field that can be measured remotely. I
develop a least-squares static inversion algorithm, a time-lapse inversion algorithm and a
differential inversion algorithm to invert a set of snapshots of the electrical potential distri-
bution in a borehole in order to localize and monitor the position and shape of the oil-water
encroachment front. I demonstrate through a synthetic case study that the magnitude of the
electric signal can reach up to hundreds of millivolts, and that the position and the shape of
the oil-water encroachment front can be successfully recovered while it is still tens to hun-
dreds of meters away from the well where the sensors are located. Such information could
be part of an intelligent feedback system between borehole monitoring and flow-control that
optimizes injection and production in a producing reservoir.
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“The geologic detail needed to properly develop most hydrocarbon reservoirs substan-
tially exceeds the detail required to find them,” (Robertson, 1989). There are generally four
stages to develop a field: (1) exploration, where the reservoir content and structure are being
investigated, (2) delineation, where the size of the reservoir is being assessed, (3) develop-
ment, where the reservoir is fairly well-understood and production rate is rising towards a
peak, and (4) maturation, where the reservoir is well understood and its contents are be-
ing depleted (Sclumberger, 2004). Every asset team faces several fundamental challenges
at each of these stages: increasing cash flow, achieving a greater return on investment, and
extending the life of a reservoir. This introduces the concept of reservoir management and
its importance in the development of a hydrocarbon field.
1.1 Traditional Reservoir Management
A good working definition of reservoir management is “maximizing the economic value
of a reservoir by optimizing recovery of hydrocarbons while minimizing capital investments
and operating expenses” (Robertson, 1989).
1.1.1 The Development Plan
After the reservoir exploration and delineation stages, reservoir management becomes the
activity of planning and controlling the reservoir production. This is what is known as the
development plan, which aims to determine the number, types and locations of additional
wells and designs the rig work schedule and the rates for injection and production of fluids.
The conventional way to design a development plan according to da Cruz (2000) has been:
(1) to build a deterministic or stochastic geological model of the reservoir, (2) to generate the
possible production scenarios (number of wells, configurations, types of wells, time to start
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method of enhanced recovery), (3) to run a multiphase flow simulation for each scenario to
generate the respective production/injection curves (4) to perform a cash flow analysis for
each scenario, and (5) to select the scenario that provides the maximum profit. In reality,
the process becomes rather iterative; typical field development and management processes
rely on geologic, analytical, and numerical engineering models and the subsequent updating
of the reservoir model. The more accurate the reservoir model is, the better we can predict
a reservoir’s performance because the updated model will reflect the current understanding
of the field performance (Davies et al., 2008).
1.1.2 Seismic as a Monitoring Tool
One example of data that could be collected at the field and used to update the reser-
voir model are seismic surveys. The first commercial land 3D seismic survey was conducted
in 1973 in Lea County, New Mexico, by Geophysical Service Inc. (GSI), for a consortium
consisting of Amoco, ARCO, Chevron, Mobil, Phillips, and Texaco (Robertson, 1989). The
first commercial marine survey followed two years later in 1975, acquired in the High Island
area of the Gulf of Mexico by GSI for Sun Oil Company (Robertson, 1989). The first field
tests of seismic monitoring, however, did not occur until the late 1980s and early 1990s in
Canada and Indonesia, and focused mainly on steam injection (Lumley, 2001). This is be-
cause steam injection maximizes all the parameters needed for successful seismic monitoring:
large change in fluid compressibility, reservoir temperature and pressure. 3D seismic data
can provide valuable information on the geometric framework of the hydrocarbon accumu-
lation, rock and fluid properties, and fluid flow and pressure in the reservoir. A 4D seismic
monitoring project involves repeating 3D seismic surveys for a field, or its subsection, after
a given period. If the acquisition parameters are not significantly modified, changes in the
results of the surveys could indicate changes in the reservoir fluid content. These results help
monitor fluid movement over time. The most important applications include (Schlumberger,
2004): (1) mapping bypassed oil, (2) monitoring injected reservoir fluids such as water,
steam, gas, and carbon dioxide, (3) studying the effect that production and/or injection has
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upon pressure throughout the field, (4) estimating the fluid-flow variations related to pres-
sure compartmentalization, and (5) assessing the hydraulic properties of faults and fractures.
4-D seismic is a proven method in monitoring fluid flow and saturation changes with a broad
number of published case studies supporting the advantages of this method (e.g., Lumley et
al., 1999; Helgerud et al., 2009). That said, 4D seismic has some limitations in some major
plays such as tight formations (Lumley, 2001). In many cases, the resolution of the seis-
mic is much coarser than the reservoir internal heterogeneities. The necessity for optimized
production and water management in ever-so complex plays and capital-intensive locations,
call for enhanced reservoir monitoring and management systems. This can be achieved by
developing real-time and automated monitoring and control systems, to optimize hydrocar-
bon production. Effective real-time reservoir management will require development in the
following key areas: (1) permanent down-hole monitoring and acquisition systems, (2) com-
puting capabilities able to handle the large and continuous streams of data, (3) software that
enables the operators to integrate, analyze, and interpret the data, and (4) control systems
that allow intervention in the injection/production regime.
1.2 The “Instrumented Field”
We can imagine an oil field where a handful of skilled geoscientists and engineers remotely
control every aspect in the development and production of a reservoir. These geoscientists
and engineers would be presented with a continuous stream of reservoir, well and pipeline in-
formation, and have automated systems to analyze the data and formulate effective responses
to changing surface and subsurface conditions, and the means to implement these responses
in real time. The emerging technology allows them to respond quickly to economic factors
and increase or reduce production rates from individual wells to reflect changing quotas or
market conditions (Schlumberger, 2004). The objective of instrumenting an oil field is to op-
timize production and minimize development and operations costs through early investment
in continuous monitoring and control of a field. In deep and ultra-deep water, where drilling
is the riskiest and most expensive component of the entire exploration and field development
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process, instrumenting an oil field early on could considerably improve the bottom line eco-
nomics. In this case, both the investments required and the potential returns are large (Tura
and Cambois, 2001). There are two main components to an instrumented field: (1) perma-
nent borehole sensors to provide real-time data (pressure, temperature, and saturation) to
monitor fluid flow, and (2) permanent downhole ICVs (Interval Control Valves) to control
fluid flow into or out of an isolated reservoir interval. “Intelligent” (Robison, 1997) or smart
wells have IWCs (Intelligent Well Completion) and allow operators to both monitor and
control fluid flow. These wells could be production/injection wells or stand-alone monitoring
wells.
1.2.1 Permanent Borehole Monitoring
Until relatively recently, data could only be acquired in discrete testing and logging pe-
riods. This process was considered expensive because it interrupted production, and was
conducted at infrequent intervals with months or years between each assessment (Schlum-
berger, 2004). The first permanent downhole gauges were installed during the 1970s, and
since the late 1980s, as their reliability improved, permanent reservoir-monitoring systems
mainly revolved around pressure gauges (Bezerra et al., 1992).
Permanent downhole instrumentation and borehole technology have developed rapidly
over the past two decades (e.g., Bezerra et al., 1992; Brodie and Allan, 1995; Jalali and
Charron, 1998). Downhole resistivity data through cemented arrays have been used to
monitor waterfronts several hundreds of meters away from monitoring wells (Bryant et al.,
2002; Karaoulis et al., 2012). Permanent downhole seismic monitoring was performed in
flowing wells (Jaques et al., 2003) where the seismic signal was decoupled from the flow-
induced acoustic noise originating within the production tubing. High-resolution time-lapse
seismic monitoring has also been conducted in the borehole in both vertical seismic profile
and cross-well geometries. Multicomponent seismic receivers can be installed for little more
cost than acoustic sensors, but the additional information gained from the shear wave data
could help the reservoir engineer to monitor pressure fronts, in-situ stress, and fracturing.
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Cross-well electromagnetic technology has also been used for reservoir waterflood monitoring
(Schlumberger, 2004). Borehole electromagnetic sensors can produce 3D resistivity distribu-
tion images thereby identifying faults and fractures, locating bypassed hydrocarbon zones,
and monitoring water, steam, and polymer flooding operations. Brown et al. (2004) used
permanent fiber-optic distributed temperature systems to monitor alternating CO2 and wa-
ter injection and its effects on production in a carbonate reservoir. Chen at al., (2006)
measured streaming potentials in horizontal and vertical wells using cemented arrays of elec-
trodes, while Jackson et al. (2005, 2010, 2011, 2012) and Saunders et al. (2008, 2012)
conducted feasibility studies that suggest the use of downhole self-potential method to de-
tect and monitor the oil-water encroachment front while it is still hundreds of meters away
from the production well. Their work will be discussed extensively in Chapter Two. More
recently, cross-hole synthetic seismoelectric data was used by Mahardika et al. (2013) to
monitor the oil-water encroachment front.
Monitoring and predicting the movement of reservoir fluids may help operators achieve
the following: (1) to locate bypassed oil, (2) to delay or avoid premature water breakthrough,
(3) to optimize infill well locations, and (4) to evaluate enhanced-oil-recovery pilots before
full-field implementation. In some places, the arrival of water at a well means that the well
needs to be shutdown (Schlumberger, 2004).
When linked to advanced completion technology, permanent downhole sensors can help
optimize the drainage of multiple reservoir targets by measuring flow rates and pressure
changes during production, and modifying completion parameters in an effort to maximize
recovery, optimize production, and minimize unwanted gas and water production (Schlum-
berger, 2004).
1.2.2 Permanent Borehole Controls
The bottom-line of any reservoir management system is to transform data into decision
to maximize ultimate recovery and minimize operating expenditure. If asset teams could use
these data to squeeze a few extra percentage points in recovery, it could result in billions of
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dollars in added revenues.
Information about the location of the water-front while it is still hundreds of meters away
from the production well could be part of an intelligent feedback system that optimizes
injection and production (Nyhavn et al., 2000, Davies et al., 2008; Jackson et al., 2005).
Intelligent wells would be equipped with ICVs, and flow could be controlled at different
isolated sections of the wells to sweep more the zones with low permeability and less the zones
with high permeability. The result is a more uniform sweeping of the reservoir, and delaying
or preventing breakthrough of water. If water breakthrough occurs, the process could reduce
the volume of water produced, thereby improving displacement efficiency. This could provide
substantial economic and environmental benefits, especially in remote production systems
like deep or ultra-deep water fields where interventions can be expensive.
1.3 Research Outline
The objective of this research is to monitor an oil-water encroachment front using self-
potential data measured with permanent downhole electrodes. This introduction discusses
the motivation behind this research and the importance of instrumented fields to the industry.
Chapter Two explains the principles behind the generation of the self-potential during flow.
It also presents what has been done so far by the research community to monitor the oil-
water encroachment front using borehole self-potential measurements, and what has not been
done, yet. Chapter Three models a 2D 2-phase flow (oil and water) through a heterogeneous
reservoir and formulates the forward model used to create synthetic data. Chapter Four
formulates the inversion algorithms used to invert the self-potential measurements for the
shape and location of the oil-water encroachment front. Chapter Five presents the major
conclusions and contributions of this research, and suggests possible future extensions.
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CHAPTER 2
A LITERATURE REVIEW OF THE SELF-POTENTIAL METHOD IN OIL AND GAS
RESERVOIRS
This chapter aims to provide a background on self-potential: its principles, history, and
applications. It presents the research conducted so far on using borehole self-potential data
to monitor multiphase flow in hydrocarbon-bearing reservoirs.
2.1 Background
Self-potential is a low-frequency, non-intrusive, passive electrical method in which an
electrical response is measured. This response may be associated with the generation of
electric current due to the flow of pore water in porous media, a salinity gradient, and/or
the concentration of redox-active species (see Revil et al., 2012 and references therein). Other
low-frequency electrical methods include DC-resistivity and induced polarization. Revil et
al. (2012) have recently reviewed the principles, history, and applications of the self-potential
method. In the following chapters, I am especially interested in the use of the self-potential
method to monitor subsurface flow during hydrocarbon production.
The main sources of current in the ground at the scale of a representative elementary
volume of a porous rock are related to the existence of the electrical double layer at the
pore-water/mineral interface. The term “electric double layer” is a generic name describing
the ionic perturbations surrounding a solid grain in contact with water (Figure 2.1). At pH
higher than 2, the mineral surface of silica loses protons because of chemical reactions with
the pore water. The charged surface attracts counter-ions (cations) and repels co-ions. Some
ions are directly sorbed on the surface forming the so-called “Stern” layer, characterized by
an excess in immobile counter-ions. The fluid adjacent to the Stern layer is known as the
“diffuse” layer, characterized by the presence of an excess of mobile counter-ions. If the water
is subject to an external pressure gradient, the free excess charges are dragged along relative
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to the fixed charge at the surface of the silica grains and a streaming current density is
created. This source current density is responsible for an electrical field called the streaming
electric field.
Figure 2.1: Diagram of the electrical double layer at the grain/pore-water interface. The
charge density Qv (C/m
3) denotes the volumetric charge density in the pore space (modified
from Revil et al., 2012).
The self-potential method consists of recording this electrical field using non-polarizing
electrodes (e.g., Petiau Pb/PbCl2 electrodes), where the difference of the electric poten-
tial between the electrodes is measured with a high-sensitivity (minimum of 0.1 mV) and
high-input-impedance (between 10-100 MOhm for soils) voltmeter (Revil et al., 2012). Mea-
surements are done with a fixed reference electrode and a moving electrode that measures
electric potential at a set of stations relative to the reference electrode. In borehole moni-
toring, measurements are done with an array of fixed electrodes, with one electrode acting
as the reference electrode (e.g. Chen et al., 2006). Common sources of noise in self-potential
can be associated with background white noise, drift in the measuring electrodes, poor con-
tact between the electrodes and the soil, and cultural noise (Minsley, 2007). Cultural noise
such as power lines and grounding systems are minimal in borehole measurements, and the
other sources of noise can be reduced by installing the electrodes permanently. Typically we
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expect measurement errors of less than 5 mV with modern self-potential equipment (Minsley,
2007), but more importantly we should consider the signal to noise ratio. Large signals such
as the ones expected in this research (on the order of several tens to hundreds of mV) should
not be affected by the relatively small errors. Recently, some experimental and numerical
results from the group of Jackson at the Imperial College of London (Jackson et al., 2005,
2010, 2011, 2012; Saunders et al., 2008, 2012; Jaafar et al., 2009; Vinogradov et al., 2010;
Vinogradov and Jackson, 2011) suggest that streaming potential due to water flow (which is
related to the flow of oil) in a hydrocarbon reservoir is in fact detectable above background
electric noise (0.1 – 0.2 mV) in a wide range of reservoir injection and production scenarios,
and could be used to detect and characterize an approaching water-front while it still several
tens to hundreds of meters away from the production well (Jackson et al., 2012). The next
section summarizes some of their major findings and results.
2.2 Self-Potential during Hydrocarbon Production
The research by Jackson and coworkers suggests that measurements of self-potential
signals during production, using permanently installed downhole electrodes, could be used
to detect water encroachment towards an intelligent well. They propose that a permanent
installation of a set of electrodes in insulated cemented arrays can be used to monitor water
flooding, as demonstrated by Bryant et al. (2002) and Chen et al. (2006). More specifically,
Bryant et al. (2002) have conducted field experiments that validate the feasibility of using
cemented resistivity arrays in a producing field to monitor water flooding, and that show
voltage differences as low as 0.2 mV constitute a measurable signal in excess of background
noise. Chen et al. (2006) used permanently-installed electrodes in injection and production
wells to monitor fluid flow associated with pressure transients. Jackson and coworkers used
numerical and experimental techniques to forward model the downhole streaming potential
associated with influx during production.
Primarily, their results suggest that encroaching water causes changes in the streaming
potential at the production well which could be resolved in the order of several tens to
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hundreds of mV, well above the background electrical noise discussed earlier. Even the
smallest of their simulated self-potentials was an order of magnitude greater than typical
background noise, which suggested that field measurements should be interpretable. First
they start with the reservoir model used by Wurmstich and Morgan (1994) (Figure 2.2).
Figure 2.3 shows the simulated streaming potential measured at a production well for a
single-phase (water) flow through a reservoir, with a production rate of 1000 bbl/day. We
can see that the self-potential signal peaks over the reservoir interval where water is flowing.
Although in this case they only simulate water flow for simplicity, we should keep in mind
here that multiphase flow is an inherent part of most reservoirs. In the next chapter I will
simulate a two-phase flow (water and oil) to measure the associated self-potential signal.
They also concluded from their simulations that increasing the production rate increases the
measured electric potential (Figure 2.4)
The second major finding from their research is that during 2-phase flow (water and oil)
the encroaching oil-water front can be detected while it is still several tens to hundreds of
meters away from the production well. Their preliminary results suggest that the technique
would be most successful in reservoirs with relatively low salinity brines, clean sandstones,
and wells producing at high rates (at least 1000 bbl/day). They also showed that the high
electrical conductivity of the confining shale layers of the reservoir above and below reduces
the measured electric potential at the production well, but the signal is still interpretable.
Figure 2.5 shows how the maximum simulated electric potential down a production well
increases by several hundred mV as an oil-water encroachment front approaches the well,
for two models with different reservoir-confining layer conductivities. The first model has
the reservoir-confining layers with conductivity 0.0013 S/m and the second model has the
reservoir-confining layers with conductivity 0.5 S/m.
Jackson et al., (2010, 2012) broke down the self-potential measured down a production
well to its three main contributors: (1) streaming potential, (2) electrochemical potential,
and (3) thermoelectric potential. The streaming potential is associated with the streaming
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Figure 2.2: Cross-section of model used for subsequent single-phase or two-phase flow simu-
lations. σrf denotes the layer conductivity in (S/m). Layer 1 represents a weathered resistive
layer. Layers 2 and 6 represent brine-saturation sandstone. Layers 3 and 5 represent lime-
stone confining layers. Layer 4 represents the reservoir interval we are interested in. The
conductivity in layers 3 and 5 are changed to investigate the effect of having high conductiv-
ity bounding shale layers. Flow occurs only in layer 4 (reservoir layer) and the conductivity
of the brine in the reservoir is 0.29 S/m and its viscosity is 0.001 Pa s (Jackson et al., 2005).
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Figure 2.3: Simulated streaming potential measured down a production well as a function of
depth for a single-phase (water) flow. We assume that the producing well is perforated over
the whole reservoir interval, and is equipped with electrodes mounted on the outside of the
insulating case only. Production rate is 1000 bbl/day (0.00138 m3/s) (Jackson et al., 2005).
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Figure 2.4: Maximum measured potential at the production well increases as a function of
production rate (Jackson et al., 2005).
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Figure 2.5: Change in maximum measured potential at the production well as an oil-water en-
croachment front approaches the well. Full line denotes a model with the reservoir-confining
shale layers having a low conductivity of 0.0013 S/m (layers 3 and 5 in Figure 2.2); dashed
line denotes a model with the reservoir-confining shale layers having a high conductivity of
0.5 S/m (layers 3 and 5 in Figure 2.2) (Jackson et al., 2005).
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current generated during fluid flow due to pressure gradients. The electrochemical potential
is generated due to variations in water composition that result in concentration gradients,
while the thermoelectric potential is generated due to variations in water temperature that
result in thermal gradients. In all cases ionic species migrate down the gradients, resulting
in charge separation. Their results suggest that temperature and concentration gradients
induced by injecting water with a different temperature and salinity from the formation brine
may result in the generation of significant thermoelectric and electrochemical potentials.
However, the thermoelectric potentials recorded down the production well are likely to be
negligible until long after water breakthrough because the temperature front lags behind
the saturation front, while the electrochemical potentials may be significant even before
water breakthrough and add to the streaming potential. Their results even suggest that
in high permeability reservoirs saturated with high-salinity brine, or in reservoirs with a
low production rate, the magnitude of the electrochemical potential might dominate the
streaming potential. Finally, they showed that the shape of the measured total-self potential
profile along the production well reflects the geometry of the oil-water encroachment front.
This is because the self-potential signal peaks at the location of the moving waterfront where
there are steep gradients in saturation and salinity, and decays with distance from the front.
Figure 2.6 shows a cross-section of a heterogeneous reservoir penetrated with 2 layers of high
permeability, and Figure 2.7 shows the water flow simulation through this heterogeneous
reservoir and the associated self-potential signals measured at the production well.
Numerical results by Saunders et al. (2008, 2012) and experimental results (Jaafar et al.,
2009; Vinogradov et al., 2010) show that the magnitude of the streaming potential associated
with the encroaching front is larger in reservoirs with low-salinity brine, because it yields
lower electrical conductivity, thereby increasing the electrokinetic coupling coefficient. This
coupling coefficient denotes the sensitivity of the electrical potential to a change in the pore
water pressure. Results also showed that the magnitude of streaming potential predicted
remains above the expected level of background electric noise discussed earlier, even at
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Figure 2.6: Cross-section of a heterogeneous reservoir model, with 2 high-permeability layers
of thickness 20 m and permeability 1500 mD embedded in a reservoir with permeability 150
mD. The dashed line shows the location of the production well (modified from Jackson et
al., 2012).
salinities well above that of seawater (Saunders et al., 2012). The measured streaming
potential at the production well is maximized in thick reservoir intervals, and in reservoirs
with low permeability produced at a high rate, because the potential is proportional to the
pressure gradient in the well (Saunders et al., 2008). Saunders et al. (2012) confirmed that
temperature has a small effect on the predicted downhole self-potentials, and also showed that
the streaming potential method is successful in locating advancing water even in horizontal
wells.
2.3 Recovering the Oil-Water Encroachment Front
The research by Jackson and co-workers summarized above implies that self-potential
signals measured down a production well comply with variations in the geometry and prox-
imity of the oil-water encroachment front to the production well. The forward model has
been extensively solved and tested. Parameters affecting the magnitude of the measured
downhole self-potential have been identified, and sensitivity tests have been carried out to
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Figure 2.7: Self-potential signals are shown in (d), (e) and (f) simulated for a water flow
through the reservoir modeled in Figure 2.6. The cross-section shows water saturation when
the water is (a) 50 m away from the production well, (b) 25 m away from the production well,
and (c) at water breakthrough. The production well is indicated by the black dashed line.
EK, TE, and EC correspond to streaming, thermoelectric, and electrochemical potentials
respectively (Jackson et al., 2012).
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have a better understanding on the limitations of this technique. I simulate borehole self-
potential assosiated with a two-phase flow through a thick reservoir interval of relatively
low permeability, bounded above and below by sealing shales. This may not always be the
case for reservoirs, especially in North America where we have many unconventional plays,
and where the average reservoir thickness is 17 ft (Davis, personal communication). I use
reservoir parameters in the simulation that maximize the electric signal, as suggested by
Jackson and his coworkers. What my research hopes to achieve is to take their work one
step further by attempting to invert the borehole self-potential measurements to retrieve
the shape and the location of the oil-water or gas-water encroachment fronts during water
flooding. If I am successful, this opens the door in using quantitatively the self-potential




In this section, I model the 2-phase (oil and water) flow through a heterogeneous reservoir
between two wells. The fluid flow will be coupled with the electric equations to model an
electric field throughout the reservoir and to forward model borehole fluctuations in the
self-potential data in the two wells.
3.1 2D Reservoir Modeling
The reservoir porosity and permeability distribution is generated using the petrophysical
model of Revil and Cathles (1999) for clay sand mixtures. Porosity for such mixtures changes
as clay fills the pores of sand or as sand disperses in shales. Figure 3.1 and Figure 3.2 show the
relationship between the clay volume fraction (dimensionless), porosity, and permeability.
Figure 3.1: As the clay content increases (from left to right) between the pores of the sand,
porosity decreases until a critical point where the clay volume fraction is equal to the porosity
of the clean sand end-member ϕV = φsd where all the pore space is occupied by clay particles.
Beyond this point porosity increases with shale content because clay particles replace the
quartz grains (Revil and Cathles, 1999).
The porosity of a clayey-sand (Figure 3.3) is given by:
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Figure 3.2: A plot showing permeability versus porosity as the clay content increases (indi-
cated by black arrows) for sand-clay mixtures (Revil and Cathles, 1999). ϕV = 0 denotes
clean sand, ϕV = φsd denotes that the sand is filled with clay, and ϕV = 1 denotes pure
shale.
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φ = φsd − φv(1− φsh), (3.1)
where φsd = 0.4 denotes a typical value for the porosity of the clean sand end-member and
φsh = 0.6 denotes a typical value for the porosity of the shale end-member. Equation 3.1 is a
good first order approximation to the porosity of a binary mixture assuming ideal packaging.
Ideal packaging is a good approximation when the ratio between the coarsest and the finest
grain size is large, which is the case for sand-shale mixtures (Revil and Cathles, 1999). The
spatial distribution of the volumetric clay content of the sand clay mixture ϕV , is generated
with the SGeMS library (see Stanford University, Stanford Geostatistical Earth Modeling
Software, http://sgems.sourceforge.net/). The following semi-variogram is used:











where the parameters a = b = 37.5 m and the distances are expressed in meters. The
semi-variogram describes an ellipse centered at a model cell, which will have little spatial
dependence on other cells outside this ellipse. The choice of the parameters a and b here
were chosen rather randomly to suit the scale of the model; we want every model cell to be
spatially dependent on the nearest model cells within a circle of radius 37.5 m. Realistically,
these parameters could be inferred from borehole measurements.
The permeability of clayey sand (in m2) (Figure 3.4) is related to the permeability of
clean sand by (Revil and Cathles, 1999),
k = ksd(φ/φsd)
3m, (3.3)
where m is the so-called “cementation exponent” which varies between 1 and 4 depending
on pore geometry, set here to m = 2 as an acceptable cementation exponent for consolidated
sandstones with a range of porosity between 0.03 and 0.3 where the grains are not perfectly
spherical (Revil and Cathles, 1999). ksd = 200 mD denotes the permeability of the clean-
sand end member (1 mD = 10−15 m2). This is rather on the low end and suggests that the
sand is very fine. Equation 3.3 is true for clayey sand with ϕV < φsd.
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Figure 3.3: Geostatistically modeled porosity distribution in a sandstone reservoir bounded
above and below by layers representing shales.
Figure 3.4: Geostatistically modeled permeability distribution in a sandstone reservoir
bounded above and below by layers representing shales.
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The reservoir area of interest is 250 m long and 150 m thick at a depth between 2130
m and 2280 m. The sandstone is bounded above and below by formations with very low
porosity (0.02%) and permeability (0.0002 mD) and high electrical conductivity (0.1 S/m)
representing sealing shales. An injector well is located at x = 0 m and a production well
at x = 250 m. In the next section a 2-phase flow (oil and water) will be simulated between
these 2 wells.
3.2 Two-Phase Flow Simulation
Sandstone is considered with oil being the non-wetting pore fluid phase and water being
the wetting pore fluid phase. In the following Sw and So denote the water and oil saturation,
respectively (So + Sw = 1 ), and swr and sor denote the residual (irreducible) water and oil
saturations, respectively. The two continuity equations for the mass balance of the water
and oil fluid phases are used (e.g., Pedlosky, 1987),








where ρo = 644 kg m
−3 and ρo= 1000 kg m
−3 denote the mass densities of oil and water,
respectively. φ denotes the porosity and is assumed constant in time and qo and qw are oil
and water volumetric flux in (m3/s). uo and uw are the oil and water Darcy velocities in









where k (m2) denotes the intrinsic permeability of the porous material, kro and krw are
dimensionless relative permeabilities of oil and water respectively, non-linear functions of
saturations. The viscosity of the oil and water are given by µo= 5Ö10
−3 Pa s and µw=
0.6Ö10−3 Pa s. The oil pressure is Pw − Pcow where Pcow is water-oil capillary pressure (in
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Pa), a nonlinear function of water saturation Sw. The following expressions for the relative
permeabilities and capillary pressure function are used,
krw =







swr < Sw ≤ 1− sor










sor < So ≤ 1− swr











swr < Sw ≤ 1− sor
370 Sw > 1− sor
, (3.10)
where k∗ro = 0.7 is the end point of the oil relative permeability, k
∗
rw = 0.08 the end point
of the water relative permeability, nw = 2 and no = 2 are empirical parameters that can be
obtained from measured data, and swr = 0.25 and sor = 0.3 the residual (irreducible) water
and oil saturations respectively. A constant injection of water at the injection well and a
constant pressure at the production well are maintained, so the oil and water volumetric flux
qo and qw are given by (see Peaceman et al., 1982),
qw =

−0.000082m3/s, x = 0m, 2177.5m < z < 2252.5m
WI krw
µw







(Pw − PBHPP ), x = 250m, 2177.5m < z < 2252.5m
0, elswhere
, (3.12)
where the production pressure (wellbore pressure) is controlled at PBHPP = 0 Pa and WI is
the well index which defines the relationship between well pressure and flow rate to reservoir
















Water is injected at x = 0 m between z = 2177.5 m and z = 2252.5 m and oil is produced
at x = 250 m also between z = 2177.5 m and z = 2252.5 m. The flow is simulated for a
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total of 76 days. Figure 3.5 shows four representative time snapshots T1, T2, T3 and T4 at
10, 30, 50, and 70 days, respectively. The initial oil saturation in the reservoir is 75%.
Figure 3.5: Four snapshots representing the 2-phase flow (oil and water) over time. The
times shown are at 10, 30, 50 and 70 days. Initial oil saturation is 75%.
3.3 Field Equations
The following framework is used to model the electric field generated due to the 2-phase
flow (e.g., Revil et al., 2012; Jardani et al., 2008; Linde et al., 2007). The generalized Ohm’s
law for the total electrical current density j (A m−2) at the quasi-static limit of the Maxwell
equation is defined as,
j = σE + js, (3.14)
where σ (S/m) denotes the DC electrical conductivity of the porous material, E = −∇ψ
the electrical field (in V/m) in the quasi-static limit of the Maxwell equations, ψ (V) the
electrical potential and js (A/m
2) the source current density. The source current density for
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3) is the excess charge in the diffuse layer per unit pore volume of the porous
medium under water-saturated conditions that is dragged by the flow of the pore water, uw
(m/s) the Darcy velocity, and Sw the water saturation. The volumetric charge density has
been determined empirically as a function of permeability k to be (Jardani et al., 2008),
log(Q̂v) = −9.2349− 0.8219 log(k). (3.16)
In addition to the constitutive equation 3.14, a continuity equation for the total current
density is needed to determine the equation for the electric potential field,
∇.j = 0, (3.17)
which means that current entering the system is equal to current leaving it and there is no
storage of charges. Combining equations 3.14 and 3.17 yields the Poisson equation governing
the electric potential distribution (e.g. Revil et al., 2012):
∇.(σ∇ψ) = S, (3.18)
where S = ∇.js denotes the volumetric source current density in (A/m3) and is a function
of both space and time.
Equation 3.18 states that the electric potential distribution is controlled by the diver-
gence of a source current density and by the distribution of the electrical conductivity. The
electrical conductivity distribution to solve the above equation can be measured by elec-
trical resistivity tomography (ERT) (Revil et al., 2012) or calculated from simulated water
saturation values using Archie’s law. In our forward simulation we calculate the electrical








where F = φ−m is the electrical formation factor empirically related to the porosity (Revil
and Cathles, 1999), m the cementation exponent dexcribed before, σw the electric conduc-
tivity of the pore water (in S/m), and n = 2 Archie’s saturation exponent. The water
conductivity σw ranges from 0.005 S/m for drinking water to 5 S/m for sea water, and I use
σw = 1 S/m as an acceptable value in the following calculations.
3.4 Simulation of Synthetic Borehole Self-Potential Data
The forward problem is simulated with the finite-element package COMSOL Multiphysics
4.3. The package allows defining the geometry of the model, assigning the model parameters
(namely the source current density js and the electric conductivity distribution σ), designing
the finite element mesh and selecting the boundary conditions. The package solves the
partial differential equation (3.18) for the electric potential distribution across the reservoir
with respect to a reference located at a boundary ten times larger than the source area
of interest, far enough to be considered at infinity where the electrical potential goes to
zero (Dirichlet boundary condition). Figure 3.6 shows the volumetric source current density
distribution S at the same snapshots as before (T1, T2, T3 and T4), and Figure 3.7 shows
the resulting electric potential distribution computed with COMSOL for each of those time
snapshots.
In Figure 3.6 we can identify 3 main anomalies: (1) the positive anomaly near the injection
interval, which is attributed to the start of the water flow where the water Darcy velocity is
increasing in magnitude, (2) the negative anomalies at the interfaces between the sandstone
and the impermeable shale layers above and below, where the water Darcy velocity decreases
in magnitude, and (3) the negative anomaly at the oil-water encroachment front where the
water Darcy velocity also decreases in magnitude. All these volumetric source current density
anomalies are responsible for electric potential fields as seen in Figure 3.7. The dominating
electric potential field is due to the biggest volumetric source current density anomaly near
the injection interval, and remains dominating throughout the entire simulation. The second
biggest electric potential field is due to the volumetric source current density at the oil-
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Figure 3.6: Volumetric source current density distribution (A/m3) at snapshots T1, T2, T3
and T4.
Figure 3.7: Resulting electric potential fields (mV) throughout the reservoir at snapshot T1,
T2, T3, and T4.
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water encroachment front. This electric potential field takes the shape of the oil-water
encroachment front, and moves with the front as it advances between the two wells. Finally,
the electric potential fields due to the sandstone-shale interface anomalies diffuse in the
highly conductive shale layers, and constructively or destructively interfere with the other
electric fields in the sandstone.
The simulation of the electric potential fields will permit us to sample the electric po-
tential values at any location in the wells, at any given time during the test. The above
procedure is done at every time step, simulating real-time field measurements. For example,
Figure 3.8 shows the electric potential profiles sampled by electrodes placed with a 2.5 m
spacing down a monitoring well at x = 100 m for the time snapshots T1, T2, T3 and T4.
We can see that the amplitude of the electric potential at the monitoring well increases as
the front approaches the monitoring well, after which it decreases as the front advances away
from the well. Also the electric signal seems to take the shape of the oil-water encroachment
front. Figure 3.9 shows the electric potential profile sampled by electrodes placed with a
2.5 m down the injection well at x = 0 m, for time snapshots T1, T2, T3 and T4. We can
see that the amplitude of the electric potential at the injection well increases as water is
being injected into the reservoir formation, after which it stabilizes at some time when the
oil-water encroachment front is far enough from the injection well, and this electric signal
remains dominant throughout the rest of the simulation.
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Figure 3.8: Synthetic self-potentials sampled by electrodes with 2.5 m vertical spacing placed
down a monitoring well at x = 100 m. The amplitude of the electric potential increases until
the oil-water encroachment front arrives at the monitoring well (almost at T2), after which
it starts decreasing again as the front advances away from this monitoring well.
Figure 3.9: Synthetic self-potentials sampled by electrodes with 2.5 m vertical spacing placed
down the injection well at x = 0 m. The amplitude of the electric potential increases as water
is being injected into the reservoir formation, after which it stabilizes and remains dominant




This chapter will provide a method for the inversion of the self-potential data to re-
cover an electrical source current density model. Determination of the 2D distribution of
the current sources that describe the measured borehole self-potential data should provide
valuable information on the 2-phase flow in the heterogeneous reservoir. Ultimately, this will
lead to the localization of the oil-water encroachment front while it is still several hundreds
of meters away from the production well. I attempt 3 types of inversion: (1) static (single
time-snapshot) inversion (2) time-lapse inversion and (3) differential inversion. Accurate cal-
culation of the current source density will depend on the accuracy of the resistivity structure
estimation.
4.1 The Electric Forward Problem
In this thesis, the forward problem refers to the calculation of ψ in equation 3.18 from a
known source current density model S and a known conductivity distribution σ (see section
3.3). Equation 3.18 is solved by discretizing the model into a network of M cells, and
assuming constant S and σ in each cell. Also the 3-D problem is transformed into a 2.5D
problem by assuming that the model is homogenous in the strike direction y, and the strike
direction extends to infinity in both directions (e.g. Araji et al., 2012). The electric potential



















where D represents the volume of the entire domain, MP is the distance from the source
located at position M to the electrode located at position P , ρ = 1/σ is the resistivity in




K∗(P,M, ρ)S(M, t)dV, (4.2)
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where K∗ is called the kernel function and depends on the resistivity structure of the medium.
The elements of the kernel are the Green functions connecting the volumetric source current
density at a set of source locations to the self-potential data at a set of measurement stations
(e.g. Haas et al., 2013).
Equation 4.2 can be written as a linear system of equations in Matrix form as:
d = Km, (4.3)
where d is a vector of length N containing the recorded electric potentials at each of the
electrode locations, m is vector of length M containing the volumetric source current den-
sity terms S, and K is the kernel matrix of size NÖM. The columns of K are effectively
constructed by computing the forward response to a unit volumetric current source density
located at each of the M node locations.
4.2 The Inverse Problem
In this thesis, the inverse problem involves the calculation of the volumetric source current
density distribution S in equation 3.18 from some measured borehole self-potentials ψ and
an assumed or estimated conductivity distribution σ. Theoretically S could be calculated
if ψ is completely known, but in typical potential field applications we can only measure
ψ at a finite number of locations N , typically less than the number of model parameters
M . This results in the inverse problem being ill-posed with a non-unique solution. An
infinite number of model configurations can produce the same data measurements. This is
addressed by imposing certain constrains or a priori information about the model structure
or distribution. This is a subjective and interactive process, and will be discussed next.
4.2.1 Static Inversion
The first constrain requires that the predicted data agrees with the observed data by
minimizing a metric known as the data misfit Φd defined as the following L2 norm,
Φd = Wd(Km− dobs)22, (4.4)
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where Wd is the data weighting matrix, a diagonal matrix containing information on the
standard deviation of the measurement errors, and for the remainder of this work I set
Wd = I for simplification. dobs is the observed noisy data. The second constrain is imposed




where Λis the inverse sensitivity scaling weighting matrix. There is a large variation in the
sensitivity of the data with respect to different model parameters. The sensitivity is typically
greatest near the measurement locations (near the monitoring wells). Therefore we need to
apply a sensitivity scaling, which is calculated from the cumulative sensitivity of each model








k = 1, ...,M, (4.6)
where Λkk form a diagonal matrix that allows for solutions away from the measurement
locations where sensitivity is usually decreased.
The best model solution will be the solution of the minimization of the following objective
(cost) function:
Φ = Km− dobs22 + β
2Λm22, (4.7)
where β is a positive Lagrangian regularization parameter that balances the contributions
of the two terms in the objective function. β is determined by the L-curve criterion. The
L-curve is a plot of the data misfit Φd as a function of the model norm Φm calculated over
a range of β. The plot often demonstrates, as the name suggests, an L shape, and the
optimum regularization parameter should lie at the maximum curvature of the L-curve – i.e.
at the corner of the L-curve thereby balancing the terms. Using a regularization parameter
is admitting there is noise in the data, where there is no point in over-fitting the data (by
only minimizing the misfit) because we will be fitting noise. An alternate regularization
33
method could be minimization of the low order spatial derivatives of the model using an L1
norm, which generates “blocky” images that are piecewise constant over one or more regions
(Minsley, 2007), and could could better preserve sharp discontinuities in the model. Another
alternative is to impose other constrains to the inversion such as a spatial compactness
constrain where the volumetric source current densities tend to have a sparse distribution
(e.g. Araji et al., 2012; Minsley et al., 2007).
It is convenient to make the transformation mw = Λm, and the weighted objective
function becomes,
Φw = KΛ




Minimizing this weighted object function with respect to mw we get,
m∗w = (Λ
−1KTKΛ−1 + β2I)−1Λ−1KTdobs, (4.9)
where Λ−1 scales the left term on the right hand side such that the diagonals are unity. By
equalizing the diagonals, parameters with big sensitivities are less dominant and solutions
can be found away from the measurement locations at the monitoring wells. Finally, m∗w
multiplied by the diagonal matrix Λ−1 to recover the unscaled solution m∗.
4.2.2 Time-Lapse Inversion
Time-lapse or 4D inversion defines the subsurface as a space-time model which encom-
passes all the space models, continuously changing in time during the entire monitoring
period. The entire monitoring data are also defined in the space-time domain. However
this definition of the space-time model is highly impractical due to the enormous amount of
data. Therefore, the space-time model vector X will contain reference space model vectors
at pre-selected reference times (time snapshots), and assumes that the material properties at
a fixed location changes linearly between two consecutive reference times (Kim et al., 2009).
4D inversion will allow simultaneous inversion of all (or some) time snapshots to obtain a
4D model using just one inversion process.
34
Since both the data and the model are defined using time-space coordinates, we adopt two
regularizations in the time and space domain to stabilize the inversion. The new weighted
objective function that we wish to minimize with the transformation Xw = ΛX becomes,
Φt = KΛ







where Wt is the time weighting matrix which is a cross-model constraint that incorporates
time-lapse information. In this thesis Wt is a first order differential operator applied to
the model vector, which is based on the realistic assumption that the change of the material
properties in the time domain is small compared to the space domain (Karaoulis et al., 2011).
Practically Wt is a square matrix in which only the diagonal and one sub-diagonal element
have values of 1 or -1 to add constrains for the same model parameters in consecutive time
steps. Dobs a space-time data vector that contains the measurement data at the pre-selected
reference times (time-snapshots). α is the Lagrangian parameter that controls the time
regularization, and could be set to be constant or variable in reference time, and should be
chosen by considering the signal-to-noise ratio and the amount of expected change in the
model (Kim et al., 2009). The sensitivity-scaled solution that minimizes ΦT can be obtained
by:
X∗w = (Λ
−1KTKΛ−1 + β2I + α2WTt Wt)
−1Λ−1KTDobs. (4.11)
Finally, X∗w is multiplied by Λ
−1 to recover the unscaled solution of the inversion X∗, a
vector that contains all the solutions for all the snapshots.
4.2.3 Differential Inversion
As discussed in section 3.4, the volumetric source current distribution (Figure 3.6) ex-
hibits high-amplitude anomalies near the injection interval and at the interfaces between the
sandstone and the shale layers. These anomalies are attributed to the extreme changes in
permeability between the injection well and the sandstone formation on one hand, and be-
tween the sandstone formation and the shale layers on the other hand. One way to eliminate
these undesired anomalies while maintaining the anomaly due to the oil-water encroachment
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front is by observing that the undesired anomalies are almost constant between 2 consecutive
time snapshots. Figure 4.1 shows an example of how I eliminate those undesired anomalies
for the time snapshot at day 50 by subtracting from it the volumetric source current density
of the previous time snapshot at day 49.
Figure 4.1: The volumetric source current density distribution at (a) 50 days and (b) 49
days. (c) shows the differential model (a) - (b) to eliminate all undesired anomalies near the
injection interval and at the interfaces between the sandstone and shales, while preserving
the anomaly generated by the oil-water encroachment front.
The formulation of the differential inversion method to invert for the difference in vol-
umetric source current density between two consecutive time snapshots is identical to the
formulation of the static inversion method from section 4.2.1 with the exception: instead of
using data from one time snapshot dobs in the algorithm I use the differential data between
two consecutive time snapshots:
∆dobs,i = dobs,i − dobs,i−1, (4.12)
where dobs,i is the observed data at day di. The solution of the minimization problem should




−1KTKΛ−1 + β2I)−1Λ−1KT∆dobs. (4.13)
Finally, ∆m∗w is multiplied by Λ
−1 to recover the desired unscaled solution of the inver-
sion ∆m∗.
4.3 Electric Resistivity Tomography
The true earth resistivity structure is never completely known; therefore some assump-
tions must be made about the resistivity structure in order to calculate the kernel K. In
self-potential interpretation, simple resistivity structures based on prior information of the
surveyed area can be used, or a more complex resistivity surveying method can be used such
as Electric Resistivity Tomography (ERT). The principle of this resistivity method is to in-
ject current through a pair of electrodes each in a different well, and measuring the resulting
electric field through a network of borehole electrodes. By knowing the injected current, we
can use the measured electric field to calculate the apparent resistance and invert for the
distribution of the electric resistivity of the subsurface (e.g., Revil et al., 2012; Karaoulis et
al., 2013).
4.4 Synthetic Case Study
The self-potential inversion method is tested for 4 time snapshots t1, t2 and t3 and t4 at
5, 10, 15 and 20 days respectively, where the oil-water encroachment front advances between
the injection well (at x = 0 m) and a monitoring well (at x = 100 m). It is important to
clarify here that in this case study I only focus on the region of the domain between x = 0
and x = 100 m instead of the entire domain which extends to x = 250 m.
4.4.1 Static Inversion Results
For the static (single time-snapshot) inversion, the following steps are done for each time
snapshot:
Step 1: Discretize the 2D model into M=20Ö28=560 square cells with 5 m sides.
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Step 2: Simulate borehole self-potential data in 2 wells (see section 3.4): the first well is
the injection well located at x = 0 m and the second well is a monitoring well located at x
= 100 m. The data is discretized via N=188Ö2=376 electrode locations with 1 m vertical
spacing, between z = 2112.5 m and z = 2300 m (see Figure 4.2 for model geometry and
location of the sensors).
Figure 4.2: The domain is 100 m Ö 200 m. The discretization comprises 20Ö28=560 cells
with 5 m length sides. The first borehole (left) is located at position x = 0 m and the second
borehole (right) is located at position x = 100 m. 188 electrodes are placed in each borehole
with a 1 m spacing, between z = 2112.5 m and z = 2300 m, for a total of 376 electrodes,
indicated by the inverted triangles.
Step 3: Add a zero-mean Gaussian noise to the simulated self-potential data with stan-
dard deviation equal to 10% of the computed data mean to obtain dobs.
Step 4: Compute the estimated conductivity distribution using the ERT method from
section 4.3. We use the IP4DI software developed by Karaoulis et al. (2013). We consider
the portion of the reservoir only between the injection well (at x = 0 m) and a monitoring
well (at x = 100 m). We simulate the acquisition of a total 4592 bipole-bipole cross-well
resistivity measurements, with a 5 meter vertical spacing between the electrodes. Figure 4.3
shows the true and estimated resistivity structure for the 4 time snapshots t1, t2, t3 and t4.
Step 5: Compute the kernel K of size NÖM, which will incorporate information on the
resistivity structure. Each column of K is calculated by assigning a unit volumetric current
source density S at one of the M cells, and calculating the forward response at all of the N
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Figure 4.3: The top row shows the true conductivity distribution calculated using equation
3.19 for each of the 4 time snapshots t1, t2, t3 and t4. The bottom row shows the estimated
smooth conductivity distribution recovered using the IP4DI software developed by Karaoulis
et al., (2013), for each of the 4 time snapshots t1, t2, t3 and t4.
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measurement locations.
Step 6: Calculate the sensitivity scaling using Equation 4.6.
Step 7: Calculate the recovered weighted model using Equation 4.9 for a range of β to
construct the L-curve.
Step 8: Choose the β that corresponds to the corner of the L-curve. Figure 4.4 shows
the L-curve obtained for each time snapshot for a range of β between 10−5 and 105.
Figure 4.4: L-curves used for choosing the regularization parameter for the static inversion.
The optimum β is chosen at the corner of the L-curve (indicated with red circle) to balance
between data misfit and model norm. The optimum values are β1 = 0.1259,β2 = 0.1995,
β3 = 0.2512 and β4 = 0.1 for the 4 time snapshots t1, t2, t3 and t4 respectively.
Step 9: Use the optimum β to calculate the optimum weighted solution of the inversion
m∗w using equation 4.9.
Step 10: Multiply m∗w by the diagonal matrix Λ
−1 to recover the final unscaled solution
of the inversion m∗.
Figure 4.5, Figure 4.6, Figure 4.7 and Figure 4.8 show the static inversion results for time
snapshots t1, t2, t3 and t4 respectively.
The results of the static inversion are difficult to interpret, although we do observe a
smooth positive anomaly that could be interpreted as a rough location of the oil-water
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Figure 4.5: The result of the static (single time-snapshot) inversion for snapshot t1. (a)
shows the observed and predicted data for both the left borehole (red) and right borehole
(blue), (b) shows the true volumetric source current density in (A/m3) and (c) shows the
recovered volumetric source current density from the static inversion.
Figure 4.6: The result of the single snapshot inversion for snapshot t2. (a) shows the observed
and predicted data for both the left borehole (red) and right borehole (blue), (b) shows the
true volumetric source current density in (A/m3) and (c) shows the recovered volumetric
source current density from the static inversion.
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Figure 4.7: The result of the single snapshot inversion for snapshot t3. (a) shows the observed
and predicted data for both the left borehole (red) and right borehole (blue), (b) shows the
true volumetric source current density in (A/m3) and (c) shows the recovered volumetric
source current density from the static inversion.
Figure 4.8: The result of the single snapshot inversion for snapshot t4. (a) shows the observed
and predicted data for both the left borehole (red) and right borehole (blue), (b) shows the
true volumetric source current density in (A/m3) and (c) shows the recovered volumetric
source current density from the static inversion.
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encroachment front, with an accuracy of around 15 meters. However, the method was not
able to recover the well-defined thick negative anomaly observed in the true model at the
location of the oil-water encroachment front. The anomalies near the injection interval were
better recovered because the data from the injection well was dominated by these high
amplitude anomalies.
4.4.2 Time-Lapse Inversion Results
For the time-lapse inversion, steps 1 - 8 above are the same, but now instead of inverting
for each single snapshot separately we wish to incorporate all the snapshots together and
add a time constraint to do the inversion in one process. We wish to solve Equation 4.11
which is equivalent to solving the following system: GβWm
αWt












0 0 0 K4Λ4
−1
 , (4.15)
where each of the KiΛi (i = 1, 2, 3, 4) corresponds to the NÖM sensitivity-scaled kernel at
each time snapshot ti. The size of G is 4NÖ4M.
Also,
Wt =
 −I I 0 00 −I I 0
0 0 −I I
 , (4.16)
where I is an identity matrix of size MÖM and the size of Wt is 3MÖ4M. In this thesis I set
α = 0.1 based on values used by Karaoulis et al. (2013).





where di,obs (i = 1, 2, 3, 4) is the observed data vector at each time snapshot ti. The size of
Dobs is 4NÖ1.
Solving the system of equations 4.13 yields X∗w (4MÖ1), the sensitivity-scaled vector of











Finally we need to unscale the solution by multiplying each of the X∗i,w by Λ
−1 to obtain
the final solution X∗i at each time snapshot ti.Figure 4.9 shows the results of the time-
lapse inversion and Figure 4.10 shows the observed and predicted data, for each of the time
snapshots t1, t2, t3 and t4.
Figure 4.9: Top row shows the true volumetric source current density in (A/m3), and bottom
row shows the time-lapse inversion results for all the snapshots t1, t2, t3 and t4.
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Figure 4.10: The observed and predicted data for the time-lapse inversion at the left injection
borehole (in red) and right monitoring borehole (in blue), at each of the time snapshots t1,
t2, t3 and t4. The predicted data fits well the observed data without overfitting the noise.
The results of the time-lapse inversion are almost identical to the results from the static
inversion, which is not surprising. The well-defined negative anomaly at the oil-water en-
croachment front location is still not recovered. The time-lapse inversion algorithm is however
faster than the static inversion algorithm and therefore the method could not be dismissed
as an acceptable inversion solution.
4.4.3 Differential Inversion Results
For the differential inversion, the same steps 1 - 10 are followed with the exception of using
the differential observed data ∆dobs at every time snapshot instead of the static observed
data dobs, and using Equation 4.13 instead of Equation 4.9. Figure 4.11 shows the L-curves
obtained for each time snapshot for a range of β between 10−5 and 105.
Figure 4.12, Figure 4.13, Figure 4.14 and Figure 4.15 show the differential inversion
results for time snapshots t1, t2, t3 and t4 respectively.
Another way to better view the results of the differential inversion method is to plot the
sign of the volumetric source current density distribution instead of the actual values. This
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Figure 4.11: L-curves used for choosing the regularization parameter for the differential
inversion. The optimum β is chosen at the corner of the L-curve (indicated with red circle) to
balance between data misfit and model norm. The optimum values are β1 = 0.1,β2 = 0.5012,
β3 = 0.2512 and β4 = 0.1585 for the 4 time snapshots t1, t2, t3 and t4 respectively.
Figure 4.12: The result of the differential inversion for snapshot t1. (a) shows the observed
and predicted differential data for both the left borehole (red) and right borehole (blue),
(b) shows the true differential volumetric source current density distribution in (A/m3) and
(c) shows the recovered volumetric source current density distribution from the differential
inversion.
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Figure 4.13: The result of the differential inversion for snapshot t2. (a) shows the observed
and predicted differential data for both the left borehole (red) and right borehole (blue),
(b) shows the true differential volumetric source current density distribution in (A/m3) and
(c) shows the recovered volumetric source current density distribution from the differential
inversion.
Figure 4.14: The result of the differential inversion for snapshot t3. (a) shows the observed
and predicted differential data for both the left borehole (red) and right borehole (blue),
(b) shows the true differential volumetric source current density distribution in (A/m3) and
(c) shows the recovered volumetric source current density distribution from the differential
inversion.
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Figure 4.15: The result of the differential inversion for snapshot t4. (a) shows the observed
and predicted differential data for both the left borehole (red) and right borehole (blue),
(b) shows the true differential volumetric source current density distribution in (A/m3) and
(c) shows the recovered volumetric source current density distribution from the differential
inversion.
is because we expect to see a positive amplitude to the left of the oil-water encroachment
front and a negative amplitude to its right, as we observe from the differential true model
from figure Figure 4.1. This will permit us to recover with an accuracy of less than 10 meters
the shape and position of the oil-water encroachment front, as seen in Figure 4.16.
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Figure 4.16: Top row shows the true differential model, and bottom row shows the sign of
inverted model, for each of the time snapshots t1, t2, t3 and t3. Red color indicates positive
values and blue color indicates negative values.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
This section provides a summary of the work done, some discussion and conclusions on
the major findings, and suggests possible future extensions of this research.
5.1 Conclusions
In this thesis, I attempt to monitor an oil-water encroachment front during water-
flooding, using borehole time-lapse self-potential data. In order to test the feasibility of
this method, I simulate a 2-phase fluid flow (oil and water) between two wells in a hetero-
geneous 2D reservoir. This fluid flow generates a streaming current, which is responsible for
an electric field that can be measured remotely. I simulate borehole self-potential data in 2
monitoring wells and estimate the cross-well resistivity distribution using the ERT method.
Finally I invert the self-potential data to recover the current sources responsible for those
self-potentials. I attempt to invert four single time-snapshots separately (static inversion), all
four time-snapshots together (time-lapse inversion), and finally for the difference in consecu-
tive time-snapshots (differential inversion) to get rid of all undesired anomalies and preserve
only the anomaly due to the oil-water encroachment front.
The static inversion method results were sufficient to interpret the rough location of the
oil-encroachment front. The time-lapse inversion method provided no real improvements to
the results from the static inversion method except that the algorithm was faster; however
both inversion methods were successful in locating the oil-water encroachment front while it
is up to a hundred meters away from the monitoring well, with a lateral accuracy of around
15 meters. Finally, the results from the differential inversion method were the most accurate,
and the method was able to recover the location in addition to the shape of the oil-water
encroachment front with an accuracy of less than 10 meters. Figure 5.1 shows the true
and recovered position of the oil-water encroachment front using the differential inversion
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method. With all inversion methods the data rms percentage error encountered was less
than 5%.
Figure 5.1: True (blue) and inverted (red) position of the oil-water encroachment front using
the differential inversion method, for each of the time snapshots t1, t2, t3 and t4.
One very important issue that should be addressed is that the true volumetric current
sources are spatially focused near the injection well, at the sandstone-shale boundaries and
at the oil-water interface, while the recovered sources were somewhat laterally smeared.
This could be addressed by adding a minimum support constraint to the regularization
to produce a compact source solution (Minsley et al., 2007; Araji et al., 2012). A main
source of uncertainty when interpreting self-potential is the uncertainty in the resistivity
structure of the subsurface. This could variably affect the inversion results. Minsley (2007)
demonstrated the influence of the resistivity structure on the self-potential data, in relation
to self-potential source inversion. He used the analytic description of the forward modeled
self-potentials and their sensitivity to uncertainty in the resistivity structure to quantify the
cases where resistivity uncertainty is most important, for example near the receiver locations
or near the source locations. It is therefore very important to understand the uncertainties
in the resistivity structure in order to avoid misinterpreting the self-potential signals.
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5.2 Future Work
I could see this research go in several directions which I highlight here:
1. Extend the modeling and simulation to a 3D heterogeneous reservoir model with a
3-phase fluid flow (oil, gas and water). Typically on a hydrocarbon field we have a
complex network of vertical and horizontal injection and production wells, and it would
be interesting to attempt to simulate the borehole self-potentials associated with a 3D
fluid flow to monitor the waterflood in 3D.
2. Attempt a time-lapse differential inversion which could minimize possible inversion
artifacts. The idea is to invert time-lapse self-potential data for the differences between
the background model and subsequent models.
3. Attempt a time-lapse joint inversion of the self-potential data with another geophysical
method such as seismic or seismoelectric data. Recently Karaoulis et al. (2012) con-
ducted a time-lapse joint inversion of synthetic cross-well DC resistivity and seismic
data to successfully detect the oil-water encroachment front. This time-lapse approach
yields tomograms with better spatial resolutions than independent/static inversion.
The inverted water saturations could be used in a different inversion problem to deter-
mine other important properties such as permeability (Karaoulis et al., 2012).
4. Apply the method to field data to validate its feasibility. The field needs to be during
the secondary recovery stage, and we should assess the possibility of permanently
installing borehole electrodes for continuous monitoring.
5. Simulate the response of an intelligent well to the encroaching oil-water front. Jackson
et al. (2005) attempted such a simulation, where they had a conventional injection
well and a production well equipped with an inflow control valve in each of the com-
partmentalized reservoir. By locating the oil-water encroachment front, they were able
to control the production from the different reservoir zones to have a more uniform
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sweeping of the reservoir. This could accelerate oil production, decrease or prevent
watercut, and minimize overall water production (Jackson et al., 2005).
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