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ABSTRACT
In LiDAR Simultaneous Localization and Mapping (SLAM), probability dis-
tribution approximations of point clouds, such as the Normal Distribution
Transform (NDT), can be leveraged for compact map storage and fast lookup.
Augmentation of these techniques with a measurement consensus-based esti-
mate of feature reliability can make them robust to measurement faults. In
the presence of a large number of outliers, a nominal error model is required
to estimate the measurement consensus. As laser measurement faults are
dependent on a large number of operating conditions and a dynamic feature
arrangement, the point cloud nominal error model is intractable. In addition
to this, errors of clustered low-reliability features can be highly correlated
and induce a disproportionate drift in the navigation solution. A measure-
ment consensus metric must be sensitive to the difference in the arrangement
of features while quantifying the reliability of a navigation solution.
In this work, we propose a consensus-NDT SLAM framework that utilizes
measurement consensus metrics to achieve faster convergence and reduce
the impact of outliers, feature mismatches, and occlusions on the navigation
solution. The measurement consensus metric provides an estimate of the
reliability of the navigation solution by a two-tiered quantification approach.
First, an NDT approximation is used for the nominal error model on a voxel
level. The voxel consensus metric is quantified using a smooth normalized
residual squared sum that detects measurement faults. Second, this metric
is combined to give the localization consensus metric by calculating the nor-
malized inverse of the Consensus Weighted Dilution of Precision (CWDOP)
for all voxels. In this way, the localization consensus metric models the im-
pact of the voxel arrangement on the reliability of the navigation solution.
In the LiDAR odometry component of consensus-NDT SLAM, first an in-
termediate navigation solution is obtained using all features present in the
point cloud. After this coarse optimization, low consensus metric voxels are
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removed and the remaining voxels are used to obtain a fine-tuned naviga-
tion solution. The removal of low consensus voxels reduces the impact of
outliers, feature mismatches, and occlusions on the obtained navigation so-
lution. Voxel consensus metric thresholding leads to faster convergence and
reduced computational load without sacrificing localization accuracy. The
mapping component uses the LiDAR odometry solutions as initializations
for the optimization and updates the map and LiDAR poses using high con-
sensus voxels.
To validate our proposed architecture, a localization and mapping experi-
ment is conducted using real-world data collected on the campus of the Uni-
versity of Illinois at Urbana-Champaign. Results show that consensus-NDT
SLAM maintains localization accuracy while providing faster convergence
with a lower computational cost. Additional experiments conducted using
point clouds from the KITTI Vision Benchmark Suite show that the proposed
consensus metric successfully quantifies the goodness of match between the
measurement and reference with respect to the navigation solution, irrespec-
tive of the algorithm used.
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CHAPTER 1
INTRODUCTION
LiDAR Simultaneous Localization and Mapping (SLAM) [1] [2] [3] algorithms
are an important tool for mobile robot navigation. Each LiDAR measure-
ment, called a point cloud, extracts a large number of structured geometric
features present in the environment. LiDAR localization techniques [4] [5] use
these features in scan matching between a prior representation of the environ-
ment and current measurements to provide a navigation solution. The prior
representation of the environment may be a map generated before operation,
or simply point clouds from previous time instants. Scan matching iteratively
optimizes an objective function to yield a navigation solution that results in
the smallest distance (or dissimilarity) between the prior and transformed
current measurement. At each iteration, a candidate navigation solution is
used to transform the current point cloud and the result is matched to the
prior. The goodness of this match is influenced by the presence of measure-
ment faults, such as outliers and occlusions, present in the measured point
clouds. Dynamic objects that move between consecutive point clouds also
create faults that impact the goodness of match. Such measurement faults
are detrimental to a reliable navigation solution and it is important to quan-
tify the extent of their effect on the result.
There has been prior work on studying the impact of measurement faults on
the reliability of laser-based navigation. In [6] and [7], the authors theorize
that erroneous feature correspondences are the main source of faults in laser-
based navigation. By estimating the probability of incorrect feature corre-
spondence, the authors quantify the probability of an unreliable (hazardously
misleading) navigation solution. The integrity of LiDAR localization can also
be studied by quantifying the effect of feature-level uncertainty on that of
the navigation solution [8]. These approaches are applicable to algorithms,
such as variations of the Iterative Closest Points (ICP) algorithm [9] [10],
where feature extraction and correspondence are a part of scan matching.
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As a result, these methods cannot be applied to alternative LiDAR local-
ization approaches that use probability distribution approximations for the
prior references. Scan matching algorithms that correspond to these tech-
niques do not require explicit feature extraction or correspondence and avoid
the large errors associated with faults in these steps. These algorithms also
provide compact map storage and faster lookup [11] while maintaining local-
ization accuracy [12]. The impact of faulty measurements on the localization
solution obtained by these methods can be reduced by introducing a mea-
surement consensus metric to estimate navigation solution reliability.
The arrangement of features in the LiDAR’s field of view (FOV) also has a
significant impact on the reliability of the navigation solution. Points mea-
suring physically connected features exist as clusters in the point cloud. Scan
matching errors of these points are highly correlated due to the shared phys-
ical nature of the underlying features. When this feature collection contains
faults, for example when they all belong to the same moving object, the cor-
related scan matching error induces a large drift in the navigation solution.
Since it is hard to tell when a cluster of points might share the same phys-
ical characteristics, all clusters of low-reliability points should be treated as
if they can have a disproportionate effect on the navigation solution. Sub-
sequently, an additional requirement on a measurement consensus metric is
the ability to capture the impact of different arrangements of voxels on the
reliability of navigation solutions.
The approach chosen to estimate and utilize measurement consensus depends
on the fraction of outliers present in a measured point cloud. When the
fraction of outliers is low, Random Sample Consensus (RANSAC) [13] pro-
vides an efficient method for identifying [14] and utilizing [15] features with
high measurement consensus. Alternatively, in the presence of a significant
fraction of outliers a nominal measurement model is used [16]. This nominal
error model provides an estimate of acceptable variations in the point clouds.
Outliers to these acceptable variations are called measurement faults. In the
large number of features measured by a LiDAR, the magnitude and location
of faults depend on the weather conditions and surface which reflects the
laser. It is impractical to model this behavior for all possible cases, which
makes it hard to mathematically describe nominal operation along a laser
scan line. Additionally, the error induced by each feature in the navigation
solution depends on its geometry and location with respect to other features
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in the LiDAR’s field of view (FOV). Due to the large number of variables
per scan line and the dynamic spatiotemporal arrangement of features in the
LiDAR’s FOV, the required nominal error model for measured point clouds
is intractable. Since the nominal error model provides an estimate of the ac-
ceptable variation in the point cloud, computing the measurement consensus
while lacking such a model is challenging.
We propose estimating the nominal error model for a point cloud by combin-
ing nominal error model approximations for the features present in the point
cloud. The measurement consensus metric depends on the goodness of match
between the prior and transformed point cloud on a feature level. Intuitively,
high measurement consensus for a majority of features in the LiDAR’s FOV
will imply high measurement consensus on the point cloud level. This mo-
tivates an approach in which measurement consensus is first quantified by
a feature-level metric, using the corresponding feature-level nominal error
model. The feature-level consensus metric is then combined for all features
to obtain the measurement consensus for the navigation solution. However,
the large variety of features present in a point cloud still presents an obstacle
to the efficient implementation of this approach. Defining a common metric
for different features, or a metric to deal with these features on a case-by-
case basis is a tedious task. A viable alternative is to approximate features
present in the environment by a common set of parameters. Additionally,
a uniform division of the point cloud into these approximate features leads
to an algorithm that is easy to implement. Probability distribution approx-
imations of a point cloud are well suited to these needs. In particular, the
Normal Distribution Transform (NDT) [17] [18] provides an approximation
for a point cloud wherein its 3D space is divided into voxels (cubes), and the
points inside each voxel are approximated by a 3D Gaussian distribution.
This Gaussian approximation provides a nominal error model based on pre-
vious measurements for the features inside that voxel. We describe a metric
that estimates the impact of measurement faults using the Gaussian error
model and is combined to quantify the reliability of the navigation solution
obtained by these methods. Additionally, as the NDT scan matching method
does not have a closed-form solution, the consensus metric is used during lo-
calization and mapping to decrease the convergence time of the algorithm
and increase robustness to measurement faults.
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1.1 Contribution of this Thesis
Briefly, the main contributions of this work are:
1. We design a consensus-NDT SLAM framework that uses measurement
consensus to improve LiDAR odometry convergence performance and
robustness to measurement faults.
2. We estimate the measurement consensus using a two-tiered approach:
(a) First, using the NDT approximation of a point cloud, the measure-
ment consensus is quantified on a voxel level. The voxel consensus
metric is computed using the smooth normalized residual squared
sum (RSS) of points present inside the voxel.
(b) Second, the voxel consensus metrics are combined to yield a lo-
calization consensus metric that estimates the measurement con-
sensus supporting the navigation solution. This combination is
performed by using the normalized inverse of Consensus Weighted
Dilution of Precision (CWDOP) for the mean of the voxel Gaus-
sian approximations.
3. The LiDAR odometry component of the consensus-NDT SLAM utilizes
a voxel consensus metric thresholding to reduce the impact of outliers,
feature mismatches, and occlusions on the navigation solution. The
computational cost and convergence time for LiDAR odometry calcu-
lation is also reduced by using this thresholding. These navigation
solutions are used as initial estimates by the mapping component to
obtain a refined pose estimate at every time instant. The mapping
component also uses high consensus voxels to build reliable maps of
the environment.
4. We validate the localization and mapping components of the consensus-
NDT SLAM using data collected on the campus of the University of
Illinois at Urbana-Champaign.
5. We use data from the KITTI Vision Benchmark Suite [19] to demon-
strate the effectiveness of the proposed localization consensus metric in
capturing the deviation of the navigation solution from the estimated
ground truth. We also show that the localization consensus metric
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detects the presence of an additive ranging fault in the LiDAR point
cloud.
1.2 Thesis Outline
Chapter 2 provides a high-level description of the consensus-NDT SLAM ar-
chitecture. This chapter also briefly discusses the advantages and limitations
of using the proposed algorithm in real-world settings.
Chapter 3 introduces the two-tiered consensus estimation method used in
this work. It provides background information on the NDT approximation
and how it is utilized to obtain the voxel consensus metric. This chapter also
describes the procedure for calculating the localization consensus metric.
Chapter 4 describes components of the consensus-NDT SLAM algorithm,
beginning with details of the scan matching algorithm. This chapter then
provides a detailed description of the LiDAR odometry and mapping com-
ponents and how they utilize the voxel consensus metric.
Chapter 5 describes the validation procedure and discusses experimental re-
sults. Results verifying the effectiveness of the voxel and localization con-
sensus metrics are included here. A comparative analysis of the localization
performance of consensus-NDT SLAM with respect to a naive NDT SLAM
implementation is also provided.
Chapter 6 concludes this thesis.
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CHAPTER 2
CONSENSUS-NDT SLAM: OVERVIEW
In the consensus-NDT SLAM framework, the consensus metric evaluates the
similarity between measured points and the prior NDT approximation of the
corresponding environment to improve optimization performance and esti-
mate the reliability of obtained navigation solution. Figure 2.1 shows the
key steps of this framework for an individual keyframe.
In the algorithm, the LiDAR odometry pose is computed every time a point
cloud is received, at a high update rate. The LiDAR odometry returns
the pose and corresponding voxel consensus metrics between consecutive
point clouds. On the other hand, the mapping component runs once every
keyframe, at a lower rate than the LiDAR odometry. We define a keyframe
as a collection of all point clouds that fulfill a pre-determined similarity cri-
terion. The ratio of common features to total features is used as the sim-
ilarity criterion in our work. Once this similarity falls below a threshold,
the keyframe along with the corresponding NDT approximations and pose
vectors is passed to the mapping component. The mapping component up-
dates the map with high consensus voxels and refines the localization solution
for all given point clouds. The consensus-NDT SLAM yields a 6 Degree of
Freedom (DOF) pose of the LiDAR: [x, y, z, φ, θ, ψ]T and a localization solu-
tion measurement consensus metric: Cm for every time instant. The map of
the environment contains landmarks that have high measurement consensus.
Each landmark is represented by a Gaussian distribution (µj,Σj) for a voxel
with center [mxj ,m
y
j ,m
z
j ]
T , and the corresponding voxel consensus metric Cv.
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Figure 2.1: The key steps executed for an individual keyframe in
consensus-NDT SLAM. In this figure, info at l refers to the collection of the
NDT approximation of point cloud at l − 1, the point cloud at l and the
output of the LiDAR odometry at l. In this example the keyframe
comprises of point clouds from time 0 to l.
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Apart from localization and mapping solutions, the proposed architecture
for consensus-NDT SLAM also provides an estimate of the reliability of a
navigation solution by means of a localization consensus metric. This local-
ization consensus metric makes it possible to detect some sensor-level faults
by simple thresholding as well. Additionally, a voxel consensus metric thresh-
olding step is used to reduce the computational load and convergence time
of the LiDAR odometry step.
However, using the NDT approximation results in decreased localization
accuracy compared to methods like ICP that utilize the complete point cloud
in scan matching. Additionally, measurement faults can only be detected
when they cause a difference between nominal error models of the prior rep-
resentation and current point cloud. If the same sensor-level fault affects
both the prior and current measurements, the localization consensus metric
will fail to detect this fault. Along similar lines, the localization consensus
metric is also incapable of detecting Slow Growing Errors (SGEs) which may
gradually alter the prior representation concurrently with the current point
cloud. There is potential to expand the study of measurement consensus
to solve these problems by utilizing a different probability distribution ap-
proximation and incorporating external sources of information like additional
sensors.
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CHAPTER 3
MEASUREMENT CONSENSUS METRIC
AND NDT APPROXIMATION
Despite the lack of a nominal error model for the measured point cloud,
we are able to estimate measurement consensus supporting the navigation
solution by tackling the problem from the feature level. In this two-tiered
approach, first, a smooth normalized RSS metric estimates the measurement
consensus for each NDT voxel. The acceptable variation for measurements
inside the voxel is modeled by the covariance of the corresponding NDT ap-
proximation. Finally, these voxel consensus metrics are combined by means
of a normalized inverse of the CWDOP to quantify the total measurement
consensus supporting the navigation solution.
3.1 Normal Distribution Transform
The NDT [17] [18] is a technique of approximating a point cloud by a collec-
tion of Gaussian distributions. In NDT, the 3D space occupied by a point
cloud is divided into voxels and each voxel has a Gaussian distribution that
approximates the points present in it. To ensure a smooth and accurate rep-
resentation of points that are close to a voxel edge, a set of 8 overlapping
voxel grids is used for the NDT approximation. For completeness, key details
of the 3D NDT approximation used in our work are included here while a
detailed discussion can be found in [18]. An example showing the result of
the NDT approximation alongside the original point cloud is given in Figure
3.1.
Each point from the transformed point cloud is binned into its corresponding
voxel, and the voxel’s mean and covariance are updated using
µ =
mnew
Nnew
, (3.1)
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Figure 3.1: An example of the NDT approximation: (a) The measured point
cloud; (b) the corresponding NDT approximation, with voxel length 1m.
where mnew = mold +
∑
i pi and mold = µold ×Nold; and
Σ =
Snew − µµT
Nnew
, (3.2)
where Snew = Sold +
∑
i pip
T
i and Sold = Σold ×Nold + µoldµTold.
In these equations, pi = [p
x
i , p
y
i , p
z
i ]
T are the points binned in the voxel, Nold
and Nnew are the number of points in the voxel and, µold, Σold, µ and Σ are
the voxel statistics before and after the update, respectively.
To prevent degeneracy in representations of low-dimensional features like
lines and planes, the smallest eigenvalue of the covariance matrix is set to
be greater than 0.001 times the largest eigenvalue. Finally, to ensure the
construction of non-degenerate 3D Gaussian distributions, the update step
is implemented only if Nnew ≥ 4.
3.2 Voxel Consensus Metric
In a measurement outlier detection test [20] [21], the state estimate is used to
generate values for expected measurements and the corresponding residuals.
The squares of these residuals are weighed by the measurement variance and
added to give a χ2 distributed residual squared sum (RSS). This RSS is high
in the presence of an outlier measurement, an example of low consensus, and
10
Figure 3.2: Comparison of current measured points with the prior
Gaussian for different cases: (a) feature match, (b) outliers, (c) feature
mismatch and (d) occluded features. A decrease in the value of Cv, when
compared to nominal operation (a), indicates that (b) outliers, (c) feature
mismatches and (d) feature occlusions are detected.
low when all measurements have low residuals, an example of high consensus.
For fault detection, the RSS is compared to a threshold obtained from the
inverse CDF of a χ2 distribution and if it exceeds this threshold a fault is
detected in the received measurements. This method of outlier detection is
of particular interest to our study as it requires no external information and
utilizes measurement redundancy.
We draw an analogy between the measurement in outlier detection and points
binned inside a voxel and extend this method to LiDAR NDT voxels. The
Gaussian distribution models the shape, size and location of the feature con-
tained in a voxel. Although this feature is rarely a single point, the mean of
the Gaussian can be treated analogously to the expected measurement for
that feature. The covariance of the Gaussian gives a nominal error model for
measurements of the feature contained in the voxel. The measured points are
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analogous to the received measurements and are assumed to be 3D normally
distributed about the expected value. For voxel j, the χ2 distributed RSS is
rj =
∑
i
qTi Σ
−1
j qi
Nj −m , (3.3)
where qi = vi − µj, vi are the coordinates of points binned inside the voxel
and µj, Σj and Nj are the mean and covariance of the voxel Gaussian and the
number of measured points respectively. The factor Nj−m in the denomina-
tor is the degrees of freedom possessed by the χ2 distribution. At least four
points are required to obtain a non-degenerate 3D Gaussian approximation
for a voxel. This implies that for Nj measured points, the distribution has
Nj − 4 degrees of freedom, which gives m = 4.
For a uniform quantification of measurement consensus, the RSS must be
scaled to a common range irrespective of the number of points measured in-
side the voxel. We smoothly normalize the RSS to yield a voxel consensus
metric between 0 and 1, indicating low and high consensus between the mea-
sured points and underlying Gaussian respectively.
To achieve this smooth normalization, the RSS is first linearized between
τhigh and τlow to give
r¯ = s− 2s
(
r − τlow
τhigh − τlow
)
. (3.4)
r¯ is then passed through a sigmoid function to give the voxel consensus metric
Cv =
1
1 + e−r¯
. (3.5)
The hyperparameter s = 3 is chosen such that Cv ≥ 0.95 when r ≤ τlow
and Cv ≤ 0.05 when r ≥ τhigh. The hyperparameters τhigh = χ20.999,Nj−4 and
τlow = χ
2
0.001,Nj−4 are used in this work as they correspond to a measurement
outlier detection test for a p-value of 0.001. The notation χ2p,q represents the
inverse CDF of a χ2 distribution at p for q degrees of freedom.
This consensus metric quantifies the goodness of match between the mea-
sured points and reference Gaussian in a voxel. A high consensus implies
that the measured points are drawn from the prior Gaussian with a high
probability whereas a low consensus implies that the measured points rep-
resent a feature different from the prior Gaussian. In Equation (3.5) the
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Figure 3.3: Two different arrangements of voxels with the same mean voxel
consensus metric: (a) Spread out voxels; (b) clustered voxels. The cluster of
low consensus voxels (b) is liable to induce a drift in the navigation
solution. This effect is captured by the comparatively lower localization
consensus metric. Due to the limited nature of this test, the variation in
these values is smaller than that seen in 3D point clouds encountered
during real-world tests.
smooth normalization of r into Cv ensures that the metric is close to 1 when
the RSS is below the lower threshold, indicating high consensus. Similarly,
when the RSS is above the upper threshold, the metric will be close to 0
indicating low consensus.
As shown in Figure 3.2, the presence of outliers (b), feature mismatches
(c) and feature occlusions (d) is captured by a decrease in the value of the
voxel consensus metric. Voxels that contain measurement outliers and oc-
cluded features are not reliable sources for the navigation solution and can
be filtered by a voxel consensus metric threshold. The thresholding will also
remove feature mismatches, which may be caused by the motion of dynamic
objects present in consecutive point clouds.
3.3 Localization Consensus Metric
The arrangement of voxels (features) in the LiDAR’s FOV influences the
uncertainty in the navigation solution [22]. For example, consider the two
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arrangements of points and corresponding voxel consensus metrics illustrated
in Figure 3.3. Low consensus voxels contain outliers, occlusions or feature
mismatches and are susceptible to errors as a result. If low consensus voxels
are clustered together in the LiDARs FOV for a particular point cloud, like in
Figure 3.3 (b), this cluster may exacerbate the individual errors and introduce
a drift in the navigation solution. Compare this arrangement to that in Figure
3.3 (a) where high consensus voxels are spread throughout the FOV and
clustering of low consensus voxels is absent. The mean of the voxel consensus
metrics in both cases is the same, but by virtue of their arrangement in the
FOV (a) is more robust to errors in low consensus voxels.
The Dilution of Precision (DOP) [23] [24] is used to study a similar problem in
Global Navigation Satellite System (GNSS) navigation. The DOP quantifies
the effect of satellite geometry on the susceptibility of the navigation solution
to measurement error. The use of a similar formulation for the combination
of voxel consensus metrics captures the effect of their arrangements on the
localization consensus metric.
The geometric spread of the voxel consensus metrics is measured by the
CWDOP
CWDOP =
√∑
H¯ii , where H¯ =
(
G¯TΩG¯
)−1
. (3.6)
The geometry matrix of the occupied voxels is
G¯ =

µ¯x1 µ¯
y
1 µ¯
z
1
...
µ¯xk µ¯
y
k µ¯
z
k
...
µ¯xM µ¯
y
M µ¯
z
M

, (3.7)
where
[
µ¯xj µ¯
y
j µ¯
z
j
]
are unit vectors corresponding to the mean of the voxel
Gaussian distributions. Ω is a diagonal matrix containing the corresponding
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voxel consensus metrics and is expressed as
Ω =

C2v,1
. . .
C2v,j
. . .
C2v,M

. (3.8)
Similar to our previous approach, we obtain the localization consensus metric
by normalizing CWDOP to a common range, irrespective of the number of
occupied voxels in the LiDAR’s FOV. The localization consensus metric
Cm =
DOP
CWDOP
, (3.9)
lies between 0 and 1, indicating low and high consensus respectively. Here
DOP =
√
tr{(G¯T G¯)−1} captures the geometric arrangement of the voxels,
and is equal to the best case CWDOP, when Cv = 1 for each voxel. The nor-
malization, given in Equation (3.9), quantifies the spread of the features with
respect to the voxel consensus. Any arrangement of voxels will have a higher
CWDOP than this case, indicating a poorer arrangement of voxels and a
lower value of Cm. As Cm is normalized and not impacted by the number of
features or distance metric used to match them, it quantifies the localization
solution measurement consensus irrespective of the algorithm used.
3.4 Summary
In this chapter, we described a two-tiered approach to quantifying the mea-
surement consensus supporting a navigation solution. We provided a brief
background on NDT, which is used to estimate a feature-level nominal error
model for measurements. This error model is used to calculate a normalized
voxel consensus metric that detects measurement faults. We then provided
a method of combining the voxel consensus metrics that accounts for the
impact of voxel arrangements on the reliability of the navigation solution.
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CHAPTER 4
LOCALIZATION AND MAPPING
This paper utilizes the SLAM framework introduced in [25], which is briefly
described here. A LiDAR odometry solution is generated between consecu-
tive point clouds at a high update rate. The localization solutions are used
as an initial condition for the mapping component, which is run at a lower
update rate. The mapping component runs once per keyframe, updates the
map and refines the navigation solution estimate obtained from the LiDAR
odometry.
The NDT scan matching algorithm described in [18] uses an objective func-
tion related to the RSS described in Equation (3.5). This allows us to aug-
ment this scan matching algorithm with the voxel consensus metric described
in Section 3.2. A description of this scan matching algorithm follows; along
with descriptions of the LiDAR odometry and map building components.
4.1 NDT Scan Matching
The goal of scan matching is to provide an affine transformation that maps
the test point cloud to the reference point cloud. The test point cloud
refers to the latest measured point cloud, while the reference point cloud
is measured at the previous time instant. This affine transformation is rep-
resented as a vector of the translations and Tait-Bryan angles [26]: x =
[Tx, Ty, Tz, φ, θ, ψ]
T , where T (x) = [Tx, Ty, Tz]
T is the translation vector. The
transformation is applied to a point pi by means of a matrix A(x) such that
v˜i(x) = A(x)p˜i where v˜i(x) and p˜i are of the form v˜i = [v
x
i , v
y
i , v
z
i , 1]
T . A(x)
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is expressed as A(x) =
[
R(x) T (x)
0 1
]
, where the rotation matrix
R(x) =
 c2c3 −c2s3 s2c1s3 + c3s1s2 c1c3 − s1s2s3 −c2s1
s1s3 − c1c3s2 c3s1 + c1s2s3 c1c2
 (4.1)
corresponds to an intrinsic rotation of φ, θ and ψ about the x, y and z axes
respectively. The short hand notation used for trigonometric functions of
rotation angles is c1 = cosφ, s1 = sinφ, c2 = cos θ, s2 = sin θ, c3 = cosψ and
s3 = sinψ.
Methods such as ICP minimize the distance between corresponding points to
obtain this affine transformation. On the other hand, NDT scan matching
minimizes a score between the test point cloud and NDT approximation of
the reference point cloud. For a given transformation vector x, the score for
a voxel is
sj(x) = −
∑
i
exp(
−qTi Σ−1j qi
2
) , (4.2)
where qi(x) = vi(x)−µj, µj and Σj are the mean and covariance correspond-
ing to voxel j. vi(x) are the coordinates of points binned in voxel j after
transformation by x. The dependence of the points and transformations on
x is assumed to exist unless stated otherwise and the notation is hereafter
shortened by removing (x).
Ideally, when the test point cloud is aligned with the reference NDT, the
score will be minimized for every voxel. In order to model this effect while
increasing robustness to measurement noise, the objective function defined
for the pair ndtn and pcm is
S(x;ndtn; pcm) = S(x) =
∑
j
sj(x) . (4.3)
The exponential function is monotonically increasing and as a result, min-
imizing the score from Equation (4.3) also maximizes the sum of the voxel
consensus metric given in Equation (3.5). The objective function is also
locally convex in the vicinity of the minimizing solution for a given NDT
approximation-point cloud pair. Due to these reasons, this score is preferred
over a sum of the probability density function for every point.
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We use Newton’s Conjugate Gradient Method to minimize S(x) with re-
spect to the transformation x. An implementation of the update rule for
this method [27] requires the Jacobian vector J and Hessian matrix H of the
objective function with respect to x. The kth element of the Jacobian vector
is
Jk =
∂S
∂xk
=
∑
j
∂sj
∂xk
=
∑
j
∑
i
(
qTi Σ
−1 ∂qi
∂xk
)
exp(
−qTi Σ−1j qi
2
) , (4.4)
where ∂qi/∂xk refers to the k
th column of the first derivative
∂qi
∂x
=

1 0 0 0 −s2c3pix + s2s3piy + c2piz −c2s3pix − c2c3piy
0 1 0 (−s1s3 + c1s2c3) pix− s1c2c3pix − s1c2s3piy+ (c1c3 − s1s2s3) pix−
(s1c3 + c1s2s3) p
i
y − c2c1piz s1s2piz (c1s3 + s1s2c3) piy
0 0 1 (c1s3 + s1s2c3) p
i
x+ −c1c2c3pix+ (s1c3 + c1s2s3) pix+
(c1c3 − s1s2s3) piy − s1c2piz c1c2s3piy − c1s2piz (−s1s3 + c1s2c3) piy

.
(4.5)
Similarly, the element of the Hessian matrix located at the nth row and mth
column is
Hnm =
∂2S
∂xn∂xm
=
∑
j
∂s2j
∂xn∂xm
=
∑
j
∑
i
(
exp(
−qTi Σ−1j qi
2
) ×
((
−qTi Σ−1j
∂2qi
∂xn∂xm
)
+
(
−∂q
T
i
∂xn
Σ−1j
∂qi
∂xn
)
−
(
−qTi Σ−1j
∂qi
∂xn
)(
−qTi Σ−1j
∂qi
∂xm
)))
.
(4.6)
An analytical expression for the second derivative as required by Equation
(4.6) is cumbersome to obtain. In place of a closed-form expression, the
second derivative is numerically approximated by using the forward difference
approximation
∂2qi
∂xm∂xn
≈
(
∂qi(. . . xm + δxm . . .)
∂xn
− ∂qi(. . . xm . . .)
∂x
)
δxm
. (4.7)
The optimization objective function given in Equation (4.3) is used by both
the LiDAR odometry and map building components. However, the Jacobian
vector and Hessian matrix, described in Equations (4.4) and (4.6) respec-
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Figure 4.1: The LiDAR odometry component of the algorithm
tively, are utilized by only the LiDAR odometry. The mapping optimization
objective is a complex nonlinear function of the pose at different time steps
and a numerical approximation of the mapping Jacobian is used during op-
timization instead.
4.2 LiDAR Odometry
Our LiDAR odometry approach utilizes voxel consensus metric thresholding
to remove low consensus voxels at an intermediate stage. This thresholding
step reduces the computational load and the convergence time of the LiDAR
odometry. By removing low consensus voxels, the impact of outliers, dy-
namic objects and occluded features on the final navigation solution is also
reduced. A schematic depicting the steps of the LiDAR odometry compo-
nent, described below, is given in Figure 4.1.
19
To calculate the pose between two consecutive point clouds:
1. The optimization problem is initialized assuming no motion between
the consecutive point clouds i.e. x0 = [0, 0, 0, 0, 0, 0]
T and an NDT
approximation is created for the reference point cloud.
2. Scan matching is performed using all NDT voxels and measured points.
The result of this coarse optimization step yields an intermediate affine
transformation x1 = [Tx1, Ty1, Tz1, φ1, θ1, ψ1]
T , which is optimal for all
features combined. Points belonging to low consensus voxels are also
utilized during this coarse optimization step and might have a detri-
mental effect on the navigation solution.
3. Voxels with Cv < 0.7 are removed from the NDT approximation to
reduce the impact of outliers, dynamic objects and occluded features
on the navigation solution.
4. With x1 as the initial condition, scan matching is performed again with
the remaining voxels. During this fine optimization step, the use of high
consensus voxels refines the navigation solution. This step yields an
estimate of the pose x = [Tx, Ty, Tz, φ, θ, ψ]
T between the consecutive
point clouds.
5. Finally, x and the high consensus voxels are used to yield the localiza-
tion consensus metric Cm.
Once the pose solution x is obtained, it is used to obtain an estimate of the
LiDAR pose at the current time instant t,
x¯t+1 = f
−1 (A−1t A¯t−1) . (4.8)
Here, At and A¯t−1 are the homogeneous affine transformations, described in
Section 4.1, corresponding to xt and x¯t−1 respectively. xt is the pose between
the point clouds collected at time t and t−1 while x¯t−1 represents the pose of
the LiDAR from the map reference at time t−1. f−1 denotes a function that
yields the pose vector x¯t given the homogeneous affine transformation A¯t [26].
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Figure 4.2: A simplified schematic of the map update component of the
algorithm.
4.3 Map Building
The map is updated between consecutive keyframes and is run at a slower
update rate than the LiDAR odometry. The map building process refines
pose results obtained from the LiDAR odometry and updates the existing
map with high consensus voxels from the keyframe. A simplified schematic
of this process is given in Figure 4.2. Maps built using probability distribu-
tion approximations like NDT can be leveraged for compact storage and fast
lookup [11].
The optimization is computationally expensive due to the high dimension-
ality of the optimization argument and a large number of features in the
accompanying NDT approximations. We reduce the computation load by
removing voxels with low consensus metrics and by using the result of the
LiDAR odometry for each pair as an initial point for the optimizer. For
mapping, the objective function
Smap(x1, . . . , xl) =
∑
k
S (x¯k;ndtmap,p−1; pck) +
∑∑
m 6=k
S(x¯k − x¯m, ndtk, pcm)
(4.9)
is minimized with respect to the vectors x1, . . . , xl that correspond to the l
consecutive point cloud pairs present in the keyframe. These vectors rep-
resent the incremental change in the pose of the LiDAR over the current
keyframe. Notationally, the pose vector xl denotes the affine transformation
that maps the point cloud pcl to the point cloud pcl−1.
The score of a point cloud from the reference map after keyframe p − 1 is
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captured in the term S (x¯k;ndtmap,p−1; pck), where x¯k represents the pose of
pck from the last pose in the reference map (x0). x¯k is obtained by combin-
ing the pose vectors x0, x1, x2, . . . xk iteratively using Equation (4.8). The
score of each point cloud in the keyframe with respect to the NDT ap-
proximation of other point clouds in the keyframe is captured in the term
S(x¯m − x¯k, ndtk, pcm). In this term, x¯k − x¯m represents the transformation
that maps pcm to ndtk and is obtained by an inverse application of Equation
(4.8). In all the above expressions, k,m ∈ {1, . . . , l} refer to the indices of
point clouds present in the keyframe.
Minimizing the objective in Equation (4.9) ensures an optimal balance be-
tween the point clouds matching the map (first term) and each other (second
term). Once the optimization is complete, the point clouds in the keyframe
are transformed by the optimal pose vectors x¯l and high consensus voxels
are used to update the map by using Equations (3.1) and (3.2). The optimal
poses are appended to the vector of LiDAR poses over time.
4.4 Summary
In this chapter, we described components of the consensus-NDT SLAM algo-
rithm. We first introduced the NDT scan matching algorithm used to match
consecutive point clouds. Next, we described the LiDAR odometry and map-
ping components and how they utilize the voxel consensus metric for faster
optimization convergence and increased robustness to measurement faults.
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CHAPTER 5
RESULTS AND DISCUSSION
For a practical validation of the SLAM algorithm, we built a map using data
collected on the campus of the University of Illinois at Urbana-Champaign.
The point clouds were measured using a Velodyne VLP-16 Puck Lite LiDAR
and recorded with the help of an Asctec Mastermind computer.
For validation of the consensus metric, synced and rectified point clouds from
the raw dataset of the KITTI Vision Benchmark Suite [19] are used with the
corresponding ground truth estimate from an independent GPS/IMU system.
5.1 Localization and Mapping Results
The localization and mapping test was conducted using point clouds collected
on the University of Illinois at Urbana-Champaign. The algorithm localizes
the robot in and maps the previously unseen environment. The map con-
structed in this particular experiment using consensus-NDT SLAM is given
in Figure 5.1. Localization results from consensus-NDT SLAM are also com-
pared to those from naive NDT SLAM. Our implementation of naive NDT
SLAM does not utilize the consensus metric in any capacity but is the same
as the consensus-NDT SLAM in all other aspects.
Fewer iterations are required to converge to the optimal LiDAR odometry so-
lution for consensus-NDT SLAM (≈ 20) than for naive NDT SLAM (≈ 28).
Iterations from the fine optimization step of consensus-NDT SLAM are also
faster because of the computational load reduction achieved by removing
low consensus voxels. Both these factors combine to reduce the average time
taken to converge to a navigation solution for the consensus-enhanced NDT
SLAM. Details of the convergence improvements are given in Tables 5.1 and
5.2.
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Figure 5.1: Map of a corridor built using point clouds collected on the
campus of the University of Illinois at Urbana-Champaign.
Algorithm
Average Iterations
per point cloud pair
Average time per
point cloud pair
Consensus-NDT SLAM
(Voxel Length = 50 cm)
20 110 s
NDT SLAM (Voxel Length
= 50 cm)
28 196 s
Table 5.1: Consensus-NDT SLAM converges faster to a navigation solution
than naive NDT SLAM
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Algorithm
Average time per
iteration (coarse
optimization)
Average time per
iteration (fine opti-
mization)
Consensus-NDT SLAM
(Voxel Length = 50 cm)
7 s 1 s
NDT SLAM (Voxel Length
= 50 cm)
7 s 7 s
Table 5.2: Voxel consensus metric thresholding reduces the computational
load in each iteration of the fine optimization step in consensus-NDT
SLAM..
The improvement in convergence time doesn’t compromise the localiza-
tion accuracy of consensus-NDT SLAM. In fact, the voxel consensus met-
ric thresholding reduces the impact of low consensus voxels on the naviga-
tion solution and results in slightly better localization performance by the
consensus-NDT SLAM. Translation errors for both algorithms are given in
Table 5.3 while rotational errors from the same localization test are given in
Table 5.4.
Algorithm ∆x ∆y ∆z
Consensus-NDT SLAM
(Voxel Length = 50 cm)
7.6 cm 7.4 cm 1.4 cm
NDT SLAM (Voxel Length
= 50 cm)
7.8 cm 7.3 cm 1.8 cm
Table 5.3: The localization accuracy of both consensus-NDT SLAM and
naive NDT SLAM is similar, despite the faster convergence and lower
computational load provided by consensus enhancement. Translational
accuracy is an order of magnitude less than the voxel length used.
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Algorithm ∆φ ∆θ ∆ψ
Consensus-NDT SLAM
(Voxel Length = 50 cm)
0.13◦ 0.14◦ 0.38◦
NDT SLAM (Voxel Length
= 50 cm)
0.15◦ 0.14◦ 0.40◦
Table 5.4: The rotational accuracy for both consensus-NDT SLAM and
naive NDT SLAM is similar as well. However, the use of an NDT
approximation results in the loss of sub-voxel-level feature details, which
results in poor rotational performance.
The translational error due to the use of the NDT approximation is an
order of magnitude lower than the voxel size. We infer from this that the
approximation preserves features that have a sub-voxel length size. However,
the approximation of features inside a voxel by a single Gaussian causes a
loss of sub-voxel-level detail, which affects the rotational accuracy of both
NDT SLAM algorithms significantly.
5.2 Voxel Consensus Metric Examples
Thresholding with the voxel consensus metric removes many instances of out-
liers, feature mismatches, and occlusions present between consecutive point
clouds. An example of the result of this thresholding is given in Figure 5.2
where the high consensus voxels are indicated by white points while low
consensus voxels are indicated by black points.
26
Figure 5.2: An example of the voxel consensus metrics for a match
between consecutive LiDAR point clouds: (a) The original reference point
cloud; (b) the NDT approximation of the point cloud with drawn points
shaded by the voxel consensus metric. This voxel consensus metric
quantifies the goodness of match with the test point cloud on the feature
level. The navigation solution obtained from the GPS/IMU system is used
for this match. White points indicate high consensus voxels, while black
points indicate low consensus voxels.
Figure 5.3 shows a feature mismatch present in the match of the consec-
utive point clouds from Figure 5.2. In Figure 5.3 (a) the transformed test
point cloud is visually compared to the reference point cloud to show a fea-
ture mismatch. The corresponding voxel consensus metrics for the reference
point cloud, shown in Figure 5.3 (b), are low indicating that this measure-
ment fault has been successfully detected.
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Figure 5.3: Feature mismatch between consecutive point clouds: (a) The
reference point cloud (blue) and the transformed current point cloud (pink)
show a feature mismatch; (b) points drawn from the NDT approximation of
the reference point cloud, shaded by the corresponding voxel consensus
metric. The low value of the voxel consensus metric captures the feature
mismatch between the consecutive point clouds.
5.3 Localization Consensus Metric Results
To measure the effectiveness of the localization consensus metric, we compare
the poses obtained by different methods for consecutive point cloud pairs. We
started by removing dynamic objects from the reference point cloud using the
estimated ground truth. This removal is done by matching the reference point
cloud to a test point cloud that is transformed by the ground truth estimate.
As this estimate is recorded independently of the LiDAR, dynamic objects
show a mismatch while static objects in the point cloud have a good match.
These static features provide a representation of the underlying structure in
the environment and are used to corroborate candidate navigation solutions.
For the consensus metric to effectively capture the quality of the navigation
solution, it should be highest for the ground truth estimate, followed by poses
obtained by LiDAR odometry methods. As these methods yield a pose by
optimizing a cost function, their results should yield a higher consensus than
that of a randomly initialized pose.
For these experiments, point clouds from the KITTI Vision Benchmark Suite
were used along with the corresponding estimate of the ground truth provided
by a GPS/IMU localization system. A set of 100 consecutive point cloud pairs
belonging to the city data category and the collection ’2011 09 26 drive 0005’
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were used. The mean of the results for all point cloud pairs is reported here.
Estimates of the pose were obtained by using consensus-NDT SLAM and
ICP. The metric resulting from these poses was compared to an initial guess
of the pose between the consecutive point clouds. This initial guess assumes
no motion between consecutive point clouds and provides a good guess as the
magnitude of the motion is small. The results of this experiment are given
in Table 5.5.
Independent
GPS/IMU
ICP
Consensus-NDT SLAM
(Voxel Length = 1 m)
Initial
Guess
Cm 0.95 0.94 0.92 0.88
Table 5.5: The localization consensus metric is high for navigation solutions
that are close to the estimated ground truth.
These results in Table 5.5 show that the consensus metric captures the
closeness of a pose to the underlying reference as it is consistently high for
the independent GPS/IMU system. This also validates the belief that a scan
matching solution is more reliable than a random initialization irrespective of
the algorithm or the point cloud pair. The small range over which the values
are distributed can be attributed to the small motion between the consecu-
tive point clouds and their relative closeness, to begin with. The sensitivity
of the consensus metric to these values can be tuned by changing the values
of the thresholds τhigh and τlow. Decreasing τhigh and increasing τlow would
make the consensus metric more sensitive to smaller ranges of motion.
Experiments were also conducted to assess the sensitivity of the consensus
metric to large deviations from the estimated ground truth solution. A sin-
gle element of the pose vector was varied while keeping all other elements
of the vector the same as that in the GPS/IMU estimate of the ground
truth. These deviations represent bad estimates of the pose between con-
secutive point clouds and should be characterized by a drop in the value of
the localization consensus metric. The magnitude of the deviations for this
test was selected to be 10 times the largest magnitude of the pose vector
along that axes. The results of this experiment are given below in Tables
5.6 and 5.7. In Table 5.6, ∆x refers to the case where the navigation solu-
tion x = xGPS/IMU + [∆x, 0, 0, 0, 0, 0] is used to obtain an estimate for Cm.
Similarly, the other cases represent deviations of ∆y, ∆z, ∆φ, ∆θ, ∆ψ from
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xGPS/IMU respectively. For this experiment, the voxel length of 1 m was used
for the NDT approximation.
Translational deviation from the estimated ground truth
GPS/IMU ∆x = 5 m ∆y = 5 m ∆z = 0.5 m
Cm 0.95 0.51 0.52 0.55
Table 5.6: A significant drop in the localization consensus metric indicates
poor translation estimates in the candidate navigation solutions.
Rotational deviation from the estimated ground truth
GPS/IMU ∆φ = 10◦ ∆θ = 10◦ ∆ψ = 30◦
Cm 0.95 0.83 0.54 0.76
Table 5.7: A drop in the localization consensus metric indicates a poor
rotational estimate in the candidate navigation solution. For the point
clouds used in this experiment, the localization consensus metric is more
sensitive to translational deviations than rotational.
As expected, significant deviations from the ground truth estimate are
characterized by a drop in the consensus metric. The sensitivity of Cm to
various elements of the pose vector will depend on the locations of com-
mon features in the consecutive point clouds and will vary depending on the
environment.
5.3.1 Additive Bias to LiDAR Ranging
The localization consensus metric is capable of detecting sensor-level faults
when they cause a step change in current LiDAR measurements. When
such step changes occur, they modify the current measurement while leaving
the prior representation unaffected. In these cases the fault introduces a
difference between the error models of the prior and the measurement, which
causes a reduction in the localization consensus metric.
An experiment was conducted to determine the sensitivity of the localization
consensus metric Cm to a point cloud with an additive bias added per meter
ranging. As a result of the introduction of the bias ∆R, the point cloud is
modified from [pxi , p
y
i , p
z
i ]
T to [(1 + ∆R
Ri
)pxi , (1 +
∆R
Ri
)pyi , (1 +
∆R
Ri
)pzi ]
T , where
Ri =
√
(pxi )
2 + (pyi )
2 + (pzi )
2 . The variation in the value of Cm as a function
of ∆R is shown in Figure 5.4
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Figure 5.4: Cm is capable of detecting the additive bias per meter ranging
∆R with a thresholding test.
The plot above shows that Cm is capable of detecting the fault introduced
in the test point cloud. Using a threshold of Cm = 0.7 for fault detection,
gives a minimum detectable bias of ∆R = 0.5 m.
5.4 Summary
In this chapter, we provided experimental validation for the proposed consensus-
NDT SLAM architecture. Localization and mapping experiments showed
that the consensus-NDT SLAM converges faster to the navigation solution
as compared to a naive NDT SLAM, without sacrificing localization accu-
racy. We also demonstrated that the voxel consensus metric detects feature
mismatches and similar faults in real-world measurements. We also validated
the ability of the localization consensus metric to quantify the reliability of a
navigation solution, irrespective of the algorithm used to obtain it. Finally,
we conducted experiments that demonstrate the capability of the localiza-
tion consensus metric to detect the introduction of sensor-level faults in the
LiDAR point clouds.
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CHAPTER 6
CONCLUSION
In this work, we presented a consensus-NDT SLAM algorithm that improves
the optimization convergence performance and robustness to measurement
faults by utilizing measurement consensus metrics. A two-tiered consensus
metric is utilized to evaluate the reliability of features and navigation solu-
tions. We proposed a smooth normalized RSS-based voxel consensus metric
to quantify the measurement consensus on a voxel level. This consensus met-
ric is then combined by using a normalized inverse of the CWDOP of voxels
that contribute to the navigation solution. The localization consensus metric
obtained as a result captures the effect of the arrangement of voxels in the
LiDAR’s FOV.
Removing low consensus metric voxels by thresholding in the LiDAR odom-
etry step of the consensus-NDT SLAM results in lower computational load,
faster convergence to a navigation solution and reduces the impact of outliers,
mismatches, and occlusions on the result. Additionally, the consensus-NDT
SLAM utilizes high consensus voxels to build 3D LiDAR consensus maps of
the environment.
Experiments conducted using real-world data collected on the campus of
the University of Illinois at Urbana-Champaign show that the accuracy of
the proposed SLAM algorithm is comparable to standard NDT SLAM while
providing a performance increase and robustness to faulty measurements.
Additional experiments on point clouds from the KITTI Vision Benchmark
Suite show that the proposed consensus metric quantifies the goodness of
match between a measured point cloud and the reference irrespective of the
scan matching algorithm used. Preliminary experiments also show that the
localization consensus metric is capable of detecting an additive ranging bias
fault in point clouds.
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