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ABSTRACT 
Three applications of inverse methods are considered, 
The theoretical bases of the or inverse scattering techniques 
used to the interior of penetrable bodies are reviewed 
X-ray crystallography is used to the molecular structure of 
crystals. Two models of the DNA molecule are analysed on the basis of 
the X-ray diffraction data. The two models are the widely accepted 
"double helix" and the recently proposed "side-by-side". It is shown 
that the side-by-side model fits the diffraction data at least as well 
as the double helix. A stereochemical analysis shows that the side-by-side 
model is also stereochemically acceptable. 
Current methods. for imaging regions of variable refractive index are 
useful only for weak inhomogeneities, A time domain method for imaging 
one-dimensional regions of arbitrary variation in refractive index is 
outlined. It is shown that this method may be applied to. branched 
transmission line networks. These techniques are applied to both 
simulated and measured data. 
Physiological and clinical aspects of cardiac arrhythmias are 
reviewed. 
A modelling approach to the inverse ?roblem of cardiac arrhythmia 
diagnosis is outlined. The important variables describing cardiac conduction 
are identified and used as· the basis of an interactive computer 
model to assist in arrhythmia diagnosis. It is shown that the model can 
simulate realistic quantitative rhythms, Methods of processing patients' 
clinical data to identify the model parameters are described. Examples 
of the use of the model to simulate two patients' arrhythmias are 
presented. 
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PREFACE 
Direct observation of a physical system is often either undesirable, 
impracticable or impossible. In such a circumstance one must resort to 
indirect measurement schemes which involve the measurement of quantities 
related to those required, rather than those quantities themselves. These 
indirect measurement methods often fall within the realm of inverse 
problems. Inverse problems usually involve the determination of the cause 
of a phenomenon, given a measurement of its effect. Direct problems, on 
the other hand, generally involve the determination of an effect, given the 
cause. Inverse problems are, in general, significantly less well understood 
than the corresponding direct problems. 
This thesis is concerned with three applications of inverse methods. 
Two of these (chapters 1 to 3) fall within the realm of "inverse scattering" 
which involves the determination of some of the properties of an object 
from measurement of radiation scattered by it. The third application 
(chapters 4 and 5) is concerned with physiological modelling to assist in 
the inverse problem of cardiac arrhythmia diagnosis. Review material is 
presented in chapters 1 and 4, and original work is reported in chapters 2, 
3 and 5. 
Chapter 1 contains most of the theoretical preliminaries required for 
chapters 2 and 3, and reviews the major inverse scattering techniques for 
imaging the interior of penetrable bodies. The chapter begins with 
derivations of the equations describing electromagnetic and acoustic waves 
in unbounded space and on guiding structures. This is followed by a 
description of the major inverse scattering techniques used in imaging, 
crystallography, echo-location, sounding and profile inversion. 
X-ray crystallography is an inverse scattering technique,used to image 
the molecular structure of crystals from measurement of their X-ray 
diffraction patterns. However structure determinations are oft~n not 
unique because the phase of the diffraction pattern cannot be measured and 
one often measures incomplete data. These ambiguities can sometimes be 
resolved by making use of independent stereochemical (geometrical factors 
related to atomic positions) information. For many biological molecules, 
however, the ambiguity remains and the best that can be done is to build 
a trial model for the structure, calculate the diffraction pattern and 
vi. 
see how well it agrees with that observed. Adjustments are made to the 
model in an attempt to reduce the discrepancy between the calculated and 
observed diffraction patterns below an acceptable level. Chapter 2 
describes the comparison of a new model for DNA (proposed by Dr Gordon 
Rodley of the Chemistry department of this University) with the accepted 
double helix model in terms of the observed X-ray diffraction data. 
A stereochemical assessment of Rodley's model is also described. 
Most practical inverse scattering techniques used to image regions 
of variable refractive index provide useful results only if there is no 
need to go beyond simple echo-location principles. These methods are 
unsuitable for imaging inhomogeneities which are either strong or are of 
spatial extent which is large in comparison to the wavelength of the 
radiation. In chapter 3 a method, formulated in the time domain, for 
imaging plane stratified regions with arbitrary variations in refractive 
index is described. This method is inherently unstable and data 
pre-processing procedures. are described which maximise the stability of 
the algorithm. Examples of applications to both simulated and measured 
data are presented. The effects of signal bandwidth and measurement noise 
are discussed as are the improvements in reconstructions over those which 
are based on simple echo-location ideas. Applications, with examples, of 
the technique to branched transmission line networks are also described. 
The time domain method is discussed in relation to the Gelfand-Levitan 
technique and the inverse normal mode problem. 
Chapter 4 serves as an introduction to chapter 5 and reviews cardiac 
electrophysiology, cardiac arrhythmias and the clinical measurements which 
are used to assist in arrhythmia diagnosis. 
Cardiac arrhythmias are sometimes life threatening and are often 
difficult to diagnose. The inverse problem in cardiac arrhythmia diagnosis 
is to determine the mechanism and phYSiological basis of an arrhythmia from 
measurements of the surface and intracardiac electrocardiograms under 
various conditions. Because cardiac rhythm processes are so complex and 
the amount of clinical data measured is relatively small, it is often not 
possible for a cardiologist to find a unique mechanism for an arrhythmia. 
When a system is complex and the data obtained is sparse, inverse problems 
can usually only be usefully solved by model fitting procedures •. Modelling 
provides a convenient way of including the available a priori knowledge in 
the solution. Chapter 5 describes a modelling approach to arrhythmia 
diagnosis. The important parameters describing the conduction of electrical 
vii. 
impulses (which control heart rhythm) in the cardiac conduction system 
are identified. These are used as the basis of an interactive computer 
model of the conduction system which a cardiologist can use to assist 
in arrhythmia diagnosis. Means of estimating the model from 
clinical data are described. Examples of the use of the model to 
simulate patients' arrhythmias are 
The thesis concludes with chapter 6, which presents conclusions 
and suggestions for future research. 
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1, INVERSE SCATTERING 
1.1 INTRODUCTION 
In many situations of scientific and technical importance, direct 
observation of a physical system is either impossible or impracticable. 
In such cases one often wishes to determine the properties of 
a system from a remote location, Problems of this sort are variously 
referred to as imaging, remote probing or non-invasive measurement, and 
they all lie within the realm of inverse problems. The term "inverse 
problems" is used to distinguish them from If one knows 
the properties of a and the stimulus applied to it, the direct 
problem consists of determining the system's response, However in a 
typical inverse problem, the response of the system to a known stimulus 
is measured and as many as possible of the system properties are to be 
determined. 
Inverse problems are generally more difficult mathematically, 
computationally and conceptually than the corresponding direct problems. 
One of the main reasons for the conceptual difficulty is that they reverse 
our classical notion of cause and effect. Many inverse problems belong to 
the class of improperly-posed problems (Deschamps and Cabayan, 1972) in 
which the solution may depend uniquely but not continuously on the data. 
Small errors in the data can lead to large errors in the solution unless 
particular care is taken. Experimental data inevitably contains errors 
and noise, so this feature of inverse problems is important in practical 
situations. 
In many imaging applications, wave-like radiation is used to probe 
the unkno,Yn system. By measuring the resulting radiation field, one hopes 
to determine some of the of the system. Obviously the 
interaction between the system and the radiation must be a function of 
these properties in order for them to be imaged. Inverse problems of this 
type, involving measurement of the scattering (diffraction) of radiation 
, 
by material bodies (scatterers) to determine some of their physical 
properties, are known as 
problems are closely related to inverse scattering problems. Inverse 
source problems involve the determination of the radiation source 
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the properties of the scatterer and measurements of the directly radiated 
and scattered fields. In many practical inverse source problems the source 
is located inside the scatterer. Inverse scattering and inverse source 
problems are often referred to as and respectively 
(see Colin, 1972). In some cases both the properties of the scatterer and 
the source need to be determined from the measurements and this adds another 
order of difficulty to the problem. An example of this is the determination 
of the structure of the earth from seismic recordings made at the surface. 
which requires that at least some of the characteristics of the initially 
unknovlIl earthquake source also be inferred. 
Following Bates (1977), the generalised inverse scattering problem may 
be described in the following way. Consider a space S partitioned into two 
regions T and Q (see 1.1) such that T is exterior to Q and S = T U Q 
where U denotes set union. The physical properties of the medium in Tare 
. assumed to be known completely and for simplicity. it is assumed that T 
contains free space. A set of functions X describes the inhomogeneities in 
the Q. An wave field '¥ is introduced in to Sand 
o 
the field '¥ is measured at a set of points in the measurement 
s 
region T. The scattered field is defined by 
'¥ = '¥ + '¥ 
o s 
(1.1) 
where '¥ is called the Note that '¥ reduces to '¥ when the 
o 
medium in Q is free space, i.e. there are no scatterers. The scattered 
field contains all the observable information about X. 
. 1.1 
'¥ 
s 
T 
'¥ 
o 
STun 
Partitioning of the space S for the 
generalised inverse scattering problem. 
The direct scattering problem consists of determining ~~ throughout S 
given ~ and X. This operation may be expressed as 
o 
( 1.2) 
where the direct scattering operator A represents a set of mathematical 
operations on ~ and X. The operator A describes the interaction between o . 
the radiation and the scatterers. The inverse scattering problem is to 
determine X given ~ and ~ in T. which may be expressed as 
o s 
x A(~ ,'!' ) o s (1.3) 
where A denotes the inverse scattering operator. Equations (1.2) and (1.3) 
illustrate why inverse scattering problems are more difficult than direct 
problems, because both X and,'!' have to be inferred within n. 
-- s 
In most practical situations the' set of functions X must satisfy a 
number of constraints in order that the scatterers be physically reasonable 
and are consistent with other independent information. These constraints 
form the available a priori knowledge of X. The a priori knowledge plays 
an essential role in inverse problems by reducing the number of possible 
solutions X. In fact, in most practical situations, if no a priori 
information is available, the solution would be so non-unique as to be 
useless. In dealing with inverse problems the mathematical questions of 
existence, uniqueness and stability are of prime importance. 
,I 
There are two general approaches to inverse scattering problems. 
-Firstly, A (or an approximation to A) may be constructed and (1.3) used 
to determine X. This procedure is what is usually meant by "inverse 
scattering". Secondly, X may be modelled as a set of convenient functions 
with free parameters. These parameters are fitted to the measurements by 
repeated solution of the direct problem to check the model against the 
data until they become consistent. In a strict sense methods of this 
second sort are model fitting procedures rather than inverse scattering 
techniques. However in most practical situations, solution methods fall 
somewhere in between these two extremes, depending on the complexity of 
the problem and the amount of a priori information available. 
At the present time, most practical methods of solving inverse 
scattering problems are based on echo location ideas, A pulse type signal 
is transmitted and the echoes scattered back from the object are received, 
The position of a scatterer is estimated from the time between emitted and 
received pulses and the directional characteristics of the transmitting 
and receiving transducers. The "sizes" (or more precisely the "cross-
sections") of the scatterers are estimated from the amplitudes of the 
received pulses. Examples of applications based on these ideas are sonar, 
radar, seismology and echoradiography. However these techniques assume 
that the field propagates along straight lines at a known constant speed. 
If the field passes through a continuously variable medium then ray 
curvature, variable propagation speed and diffraction effects may become 
significant. Inverse scattering theory involves examining the possibility 
of using more rigorous approaches to the problem. Key comprehensive 
references to inverse scattering are Colin (1972), Chadan and Sabatier 
(1977), Baltes (1978), Weston (1978), Baltes (1980) and Boerner et al. 
(1981) . 
In this chapter a number of inverse scattering techniques are reviewed. 
In §1.2 and §1.3 the wave equations describing electromagnetic and acoustic 
direct scattering are derived. Section 1.4 deals with propagation in ducts 
and transmission lines. The rest of the chapter deals with the inverse 
problem. Sections 1.5 and 1.6 describe two important approximate approaches 
to inverse scattering, and §1.7 deals with the application of one of these 
to X-ray crystallography. Aspects of three so-called "exact" solutions to 
the inverse scattering problem are discussed in §1.8 to §1.10. In §1.11 
one of the most important model fitting type procedures is described. The 
relationship between the techniques described in this chapter and those 
discussed in chapters 2 and 3 is summarised in §1.12. 
I 
It is worth pointing out that techniques considered in this thesis are 
applicable to scatterers. The problem of the determination of 
""------
the location and shape of or perfectly reflecting bodies is =~=~.;;;;.;;;;...;;;;;..;;;.. 
just as important and the reader is referred to Colin (1972) and Boerner 
et al, (~981) for references to this topic. 
1,2 ELECTROMAGNETIC SCATTERING 
The electromagnetic (EM) field is described by 
(Jones, 1964, ch. 1) 
. 
I7xg B 
-. 
17 x H :: D + J 
v • D "" P 
and 
(1.4) 
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~vhere the field ~, ~, ~, ~, land p are the electric field 
intensity, field intensity, electric flux flux 
density, electric current density and charge density They 
are functions of position denoted by the vector x and time t. A dot above 
a quantity denotes differentiation with respect to time. The constitutive 
relations 
B 
D (1.5) 
and 
J crE 
describe the behaviour of isotropic linear matter in the presence of 
the EM field where ~, € and cr are the permeability, permittivity and 
conductivity respectively. Conservation of leads to the 
continuity 
. 
'iJ J + P o (1. 6) 
that the medium is source free (i.e. p = J = 0, which implies 
a = 0) and time-invariant (£ = 0 = 0) then, making use of (1.5), (1.4) 
reduces to 
. 
'iJxE ::::: -~!! 
'iJxH := 
'iJ.(E:~) 0 
and 'iJ.(~) 0 = 
Taking the curl of (1.7) and using the vector 
'iJ x 'iJ x F _ 'iJ ('iJ • !:) 
(1.9) and substituting into (1.11) leads to 
o . 
Substituting from (1.7) and (1.8) allows (1.13) to be reduced to 
:= 0 
(1. 7) 
( 1.8) 
(1. 9) 
(1.10) 
(loll) 
(1.12) 
--, 
(1.13) 
(1. 14) 
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The differential equation for ~ is found by similar reasoning to be 
.. 
17 2 H - )l£~ + l7(geVln')l) + (VIne:) x (\7xg) = 0 
It is convenient to define the relative permittivit.y £ by 
r 
(1.15 ) 
(1.16 ) 
where £ is the permittivity of free space. Most materials are non-magnetic 
o 
()l =)l = permeability of free space) so that (1.14) becomes 
o 
where the refractive index V and free space velocity c are defined by 
V 
and 
c 
When £ is a function of only one dimension then a scalar wavefunction 
(1:17) 
(1. 18) 
(1. 19) 
y = y(~,t) can be chosen which is the component of § perpendicular to this 
dimension and (1.17) reduces to the scalar wave equation 
(1. 20) 
Furthermore, if £ varies arbitrarily in three dimensions but the spatial 
rate of change of £ is small enough compared to that of §. then the last 
term in (1.17) may be neglected so that it reduces to 
V2E - (V/C)2 E = 0 . 
- -
Note that the vector components of ~ in (1.21) are uncoupled so that it can 
be split into three scalar wave equations. 
Equation (1.20) is called the time domain or time dependent form of 
the wave equation. If the field quantities are time harmonic with time 
dependence exp(iwt), where w is the angular frequency, then (1.20) becomes 
(1.22) 
where k is the free space wavenumber defined by 
k w/c (1. 23) 
and ~ = ~(~,k) is the temporal Fourier transform (Bracewell, 1978) of 
'¥(?!,t) given by 
00 I '¥(?!,t) exp(i2TIkct) dt . 
_00 
Equation (1.22) describes the propagation of EM waves under the same 
restrictions as described above. Equation (1.22) is often called the 
reduced wave equation or the Helmholtz equation. 
1.3 ACOUSTIC SCATTERING 
(1. 24) 
Consider the displacement s = s(x) of an element of an elastic medium 
from its mean position. The medium is assumed to be a perfect fluid so 
that it cannot support shear stresses. The strains developed in the medium 
are assumeq to be small so that it is linear and strain is proportional to 
stress (Hookes law). Hookes law may be written as 
P = -K9·s (1.25) 
where P =P(?!. t) is the excess pressure and K is called the bulk modulus of 
elasticity. The force on this element is given by 
-II (Pg) dA = - III 9P dV (1. 26) 
A v 
where A and V are the surface area and volume of the element respectively 
and n is the outward normal to A. Taking the limit as V ~ 0 shows that the 
force on the element is equal to -9P. Hence Newton's third law for the 
element is 
-9P ps (1.27) 
where p is the density. Combining (1.25) and (1.27) gives 
0,28) 
Since the medium cannot support shear stresses, the vector s must be 
irrotational (Le. 9x s = 0) and so may be written as the gradient of a 
scalar '¥, Le. 
s '" 9'¥ (1. 29) 
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where ~ is called the ______ -L~ ____ ~~ Substituting from (1.29) into 
(1.28) gives 
where the propagation speed c is given by 
k 
c "" (Kip) 2 • 
Since the time invariant part of ~ is of no interest, (1.30) can be 
integrated to give the wave equation 
. 
(1. 30) 
(1.31) 
(1. 32) 
Taking the divergence of (1.27) and substituting for ~·s from (1.25) 
gives 
o , (1. ~3) 
since p is approximately constant for small amplitude disturbances, so the 
excess pres~ure satisfies the same wave equation. Inspection of (1.21) and 
(1.32) shows that, under the appropriate conditions, small amplitude acoustic 
waves and EM waves satisfy wave equations of the same form. 
Equation (1.32) describes acoustic waves which propagate in a gas or 
fluid. They are scalar waves and are called pressure waves or p-waves. 
Elastic solids, however, support shear stresses and hence she~r waves or 
s-waves propagate in addition to p-waves. Seismic waves which propagate in 
the earth consist of both p-waves and s-waves (Bullen, 1963). The 
scattering of s-waves is descr~bed by a vector wave equation and they 
travel slower than the corresponding p-waves. 
1.4 WAVES IN DUCTS AND TRANSMISSION LINES 
1.4.1 
The propagation of EM waves on transmission lines (for example a line 
consisting of two separated conductors) may be described in terms of 
distributed circuit parameters (Jordan and Balmain, 1968, ch. 7). The 
transverse EM (TEM) mode that propagates in waveguides which consist of 
two separate conducting structures (for example co-axial lines consisting 
of an inner and outer conduc but not hollow cylindrical waveguides 
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consisting of one conductor) may also be described non-dispersive 
transmission line theory. The TEM mode is the only mode which propagates 
if the highest present is less than the cutoff frequency of the 
lowest order waveguide mode (Jordan and Balmain, 1968, ch. 7). Transmission 
line modes are whereas waveguide modes are dispersive (refer 
to §l.S.l for a discussion of dispersion). 
An EM wave on a transmission line may be characterised 
by the voltage V V(x,t) between the two conductors or the current 
r = r(x.t) flowing in one of the conductors equal to the 
negative of the current flowing in the other conductor) where the 
coordinate x denotes position on the line. A non-uniform line is 
considered, which means that the cross-sectional geometry and the medium 
in which it is embedded may vary arbitrarily with x. It is assumed that 
the line is lossless which means that the 
and the conductivity of the medium in which. 
of the conductors 
are embedded are zero. 
Hence the line may be characterised by a distributed capacitance and 
inductance per unit length, denoted by C = C(x) and L = L(x) respectively. 
The voltage and current on the line satisfy the telegraphist's equations 
(Jordan and Balmain, 1968, ch. 7) 
av/ax (1. 34) 
and 
dr/ax = CV (1. 35) 
Taking partial derivatives of (1.34) and (1.35) with respect to x and t 
respectively allows I to be eliminated, giving 
- (d(lnL)/dx) av/ax - LCV = 0 (1. 36) 
It is convenient to define the characteristic impedance ~ = ~(x) and 
refractive index V = vex) as functions of position on the line by 
and 
V 
!" (L/C) 2 
!" 
c(LC) 2 
(1.37) 
(1. 38) 
where the constant c is the velocity of propagation when the wires are of 
uniform and cross-section and are embedded in free space. 
Equations (1.37) and (1.38) a11mv (1.36) to be written as 
o (1.39) 
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where 
G = G(x) = In(s~/c) . (1.40) 
1.4.2 Sound Waves in Ducts 
Consider the propagation of sound waves in a duct or tube filled with 
a homogeneous fluid and whose cross-sec.tional shape varies with position x 
along the axis of the duct or tube. The wave propagating in the duct must 
be a plane wave if it is to be a function of only one spatial dimension. 
If the cross-sectional dimensions of the duct do not change too rapidly 
with x and are small compared to the shortest wavelength of the wave then 
the wave motion is approximately planar (Morse, 1948, §24). The propagation 
can then be accurately described by transmission line theory. 
Consider a thin shell of fluid in the duct. Let s = sex) be the 
displacement (which is in the x direction since the wave is planar) of this 
shell and let A = A(x) be the cross-sectional area of the duct. Hence for 
this elemental shell (1.25) becomes 
P = -(KIA) a(As)/ax (1.41) 
and (1.27) becomes 
- ap/ax ::: ps (1.42) 
Differentiating (1.42) with respect to x and substituting for ds/ax by 
expanding (1.41) gives 
(1.43) 
where 
H = H(x) InA (1.44) 
and c is the free space propagation speed defined by (1.31). The 
characteristic of the duct is defined by 
l;; "" ciA. (1. 45) 
Inspection of (1.39), (1. LlO) , (1.43) and (1.44) shows the equivalence 
between the EM transmission line and the acoustic duct. The refractive 
index of the duct is constant (equal to unity because of the way c has been 
because the duct is filled with a homogeneous fluid, 
11-
1.5 THE BORN INVERSE SCATTERING APPROXIMATION 
The Born approximation to inverse , sometimes called 
is based on the Born (or Rayleigh-Gans) 
approximate method of solving the direct scattering problem (Jones, 1964, 
§6.13). It is the basis of crystallography which is discussed in 
§1.7, The Born approximation is a frequency domain or spectral technique 
as it is formulated for the scattering of monochromatic waves described 
by (1.22), which is repeated here; 
(1. 46) 
Equation (1.46) may be written in the form 
(1.47) 
where S : S(~) represents equivalent sources which have been called 
polarization sources by Bates and Ng (1972) since they represent the 
polarization of the medium by the total field. Equation (1.47) may be 
solved for ~ using the Green's function technique (Morse and Feshbach, 
1953, ch. 7) so that 
~(~,k) = ~o(~,k) + JIf S(~) G(~, 
n 
d~ (1. 48) 
, \ 
where ~o is a solution of the homogeneous or free space equation 
(1. 49) 
and n is defined in §1.1. Reference to (1.1) and (1.49) shows that ~ is 
o 
the incident field defined in §1.1. The free space Green's function, G, for 
(1.47) is given by (Cowley, 1975, §1.5) 
(1.50) 
Subs from (1.47) and (1.50) into (1.48) and making use of (1.1) 
and (1.49) allows the scattered field ~ to be written as 
s 
~ (x,k) 
s -
(1.51) 
The direct problem can be solved using (1,51) which is an integral 
equation for ~) , since ~ and \! are known. However the 
S 0 
iculty with 
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using (1.51) to solve the inverse problem for v is that ~s is known only 
in T but not in Q. The Born approximation (more strictly, the first term 
of the Born series - see Cowley, 1975, §1.5) consists of assuming that the 
scattering is so weak that 
for xf.S 
Equation (1.53) may be solved for v since ~ is only required in the 
s 
measurement region T. 
(1.52) 
(1.53) 
A particularly simple form of (1.53) results if the incident field 
is a plane wave 
~ (x,k) = exp(ik-x) 
o - - -
(1.54) 
where the vector wavenumber k is defined by ~ = ~, A denotes a unit vector 
A 
and k is the direction of propagation of the plane wave. Assuming that ~s 
is measured in the far field ( I!I » I~I ) then (1.53) may be .solved 
using Fourier transforms. Substituting from (1.54) and applying (1.53) 
in the far field gives 
~ (x k) = k2exrik!~I) Iff (V2(_t;) -1] exp(i(k __ kx_A) ._t;] dt:" • (1.55) 
s -' 4rr ~I ~ 
Q 
If ~s is measured at a constant radius from the origin (I~I is constant) 
and the observation coordinafes are transformed from x to u (sometimes 
called the scattering vector, see Fig. 1.2) defined by 
(1. 56) 
then (1.55) may be written as 
co 
F(!:!) = IIf (v2(p-l)'exp(i2rr!:!·p d~. (1.57) 
-CO 
F = F(!:!) is equal to ~s divided by the scale factor outside the integral 
in (1.55) and the region of integration has been changed to all of space 
because v 2 -1 = 0 outside Q. Equation (1.57) is a Fourier transform and 
hence can be inverted to give v explicitly in terms of F: 
co 
v
2 (~) - 1 = Iff F(!:!) exp( -i2rr~·!:!) du (1. 58) 
-co 
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2TIu 
• 1.2 Definition of the scattering vector u. 
For the inverse Born approximation to be useful, (1.55) must hold. 
This means firstly, that (v-I) must be small so that the scattering is 
weak and the amplitude of ~ is small in comparison with that of ~ . 
s 0 
Secondly, (v-l)L, where L is the largest linear dimension of n, must be 
small to ensure that the additional phase accumulated by ~ compared to 
. 
~ is small. This second restriction is important if L is greater than 
o 
a few wavelengths and can cause large errors in the reconstruction of V 
if it is violated (Vezzetti and Aks. 1979). Hence the inverse Born 
approximation can be expected to be useful only if the scatterer is 
either very tenuous or consists of very small scatterers. 
Vezzetti and Aks (1979) describe the following iterative scheme to 
improve reconstructions based on the inverse Born approximation. The 
reconstructed V calculated using (1.58) is used to" estimate the average 
refractive index, <V>, in n. In order to help account for the additional 
phase shift of ~ compared to ~ , the total field on the RHS of (1.51) is 
o 
replaced by exp(i<v>~·~) rather than ~. The FT relationship (1.58) still 
o 
applies and a new reconstructed V is calculated and the process repeated 
until V settles down. The results of Vezzetti and Aks (1979) indicate 
that, if the initial reconstruction is reasonably accurate, this procedure 
may give useful improvements in the reconstruction. However iterative 
correction procedures of this type must be treated with caution as 
convergence is not assured. It sometimes happens that even if the 
procedure converges, the corrected reconstruction is less accurate than 
that initially obtained. 
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1.6 THE RYTOV INVERSE SCATTERING APPROXIMATION 
The Rytov approximation to inverse scattering is similar to the inverse 
Born approximation as it is based on a weak scattering solution to the 
direct problem. The difference between these two approximations stems from 
defining Rytov's scattered $ = ~ (x,k) by 
. s s -
~ == 1J! (ln1J! - In~) (1.59) 
S 0 0 
rather than the conventional scattered field ~ = 1J! - 1J!. In order to 
S 0 
derive the wave equation satisfied by ~s' the functions y. Yo and Ys are 
defined by 
1J! = exp(y) 
1J!o ". exp(y ) and 0 
Ys "" Y Yo 
} (1. 60) 
so that 
~s ~oYs . (1.61) 
Substituting for 1J!0 from (1.60) into (1.49) shows that Yo satisfies 
v2y + Vy • Vy + k 2 =: 0 . 
o 0 0 
(1. 62) 
Substituting for 1J! from (1.60) into (1.46) and making use of (1.62) gives 
v2ys + 2fJy • vy + Vy • vy + k 2 (\)2 - 1) == 0 . 
o s s S 
0.63) 
The Rytov approximation is predicated on the scattering being weak, 
so that 
vy «Vy 
s 0 
which means that (1.63) reduces to 
Making use of (1.61), (1.49), (1.60) and (1.65) shows that Rytov's 
scattered field satisfies 
0.64) 
(1.65) 
(1.66) 
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Since the term on the RHS of (1.66) depends only on the incident field, 
(1.66) may be transformed to an integral equat.ion for (\)2 - 1) similar 
to (1.53). The equation may be converted to a FT under the 
conditions described in §1.5. It is claimed (Chernov, 1960, §16) that 
the Rytov is more accurate for extended scatterers than 
the Born approximation because it only requires that the relative 
amplitude and additional phase changes of ~ must be small . 
........... ---~---'''-'--
However, as shown by Keller (1969), the Rytov approximation is only 
superior to the Born approximation when the total field 
approximates a plane wave. This means that it is only useful 
when most of the scattering is in the forward direction, or that 
"refraction predominates over reflection" (Bates et a~., 1976). 
Bates et a~. (1976) describe an extension to the Rytov approximation 
by taking partial account of the term ~Ys'~Ys neglected in (1.65). 
They show that this extension can give increased accuracy for some forward 
scat computations and that the inverse problem can still be 
formulated as an integral equation of the same form as (1.53)! 
1.7 X-RAY CRYSTALLOGRAPHY 
1. 7.1 
This section is concerned with the theory of the diffraction of X-rays 
by crystals, which is the basis of molecular structure determination. It 
serves as an introduction to the techniques used in chapter 2 to study the 
structure of DNA. The minimum distance between atoms in a crystal is about 
1 . 5· Q (1 Q 10- 10 m). X d . 11 h h 1 h f A A -rays use ~n crysta ograp y ave a wave engt 0 
about 1.5}\ and so are suitable for imaging the molecular structure of 
crystals. Technological constraints (the short wavelength of X-rays would 
demand small tolerances) have precluded the construction of an 
IIX-ray microscope fl which would allow direct of molecules at atomic 
resolution. when a crystal is irradiated with the only 
measurable quantity is the diffraction pattern formed by the scattered 
The information contained in the diffraction pattern has to be 
processed numerically in order to produce an 
are EM radiation which cause charged to oscillate. 
The accelerated particles form a tilue varying current which re-radiates an 
EM field. If the frequency of the incident is much greater than 
the resonant frequency of the particles then the scattering is elastic (the 
scattered and incident X-rays have the same frequency) and is described by 
Thompson scattering theory (Cowley, 1975, §4.1). Since the scattered 
amplitude is inversely proportional to the mass of the particle, scattering 
the electrons in atoms is much more significa01: than by the protons. 
The electron density f = f(~) acts like a potential and hence satisfies a 
wave equation of the Schrodinger form (see §L 9.1) 
(1.67) 
Because the space occupied by atoms is so small, the scattering is 
sufficiently weak (most of the incident X-ray beam passes undeflected 
through the crystal) that the Born approximation (§l.S) applies. Hence the 
diffraction pattern F = F(~) is the Fourier transform of the electron 
density: 
F(~) ~ Iff f(~) exp(i2rr~·~) dx (1.68) 
_co 
In crystallographic terminology, the space containing the scattering 
vector u is called ~~~~~~~~~: 
1. 7 .2 
A crystal is a collection of atoms whose centres are arranged in 
a three-dimensional array or The latter is defined as a 
collection of points called lattice points. The geometry of the crystal 
lattice is defined by the unit cell, which is the smallest parallelepiped 
which can be constructed with lattice points at its corners. By repeating 
the unit cell regularly and indefinitely in three dimensions to fill all 
space, the crystal lattice is generated. The ~. band c 
are defined by the edges of the unit cell. Lattices encountered in this 
thesis have lattice vectors which are orthogonal and a unit cell of this 
type is called 
-------
The electron density, f, of a crystal can be written as a convolution 
(Bracewell, 1978, eh. 3) of the electron density, e, of a single unit cell, 
with the lattice points. Hence 
00 
f , y, z) e(x,y,z) €I c(x ~ha) c(y kb) c(z ~Q,c) (1.69) 
h 
where (x,y z) defines a Cartesian coordinate system, a, band c are the 
lengths of the lattice vectors, 0 ( ) is the. Dirac delta function, and €I 
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denotes convolution. On defining a Cartesian coordinate system (u,v,w) 
in reciprocal space, (1.68) becomes 
00 
E(u,v,w) '" fJf e(x,y,z) exp(i21T(UX+VY+wz» dxdydz (1. 70) 
-00 
where E(u,v,w) is the diffraction pattern of a unit cell. 
However, what is measured is the diffraction pattern F(u,v,w) of the 
whole crystal, which is obtained by Fourier transforming (1.69) and 
applying the convolution theorem (Bracewell, 1978, ch. 6), which gives 
00 
F ( u • v , w) :: E ( u , v , w) ( 1 / ab c ) I 8 (u - h / a) 8 (v - k /b ) 8 ( w 9., / c) . 
h,k,9.,=_oo 
(1.71) 
Hence the observed diffraction pattern is equivalent to the diffraction 
pattern of a single unit cell sampled at the reciprocal lattice points 
(h/ a, k/b, 9.,/ c). The complex amplitudes of these samples are called the 
Fhk9v :::: abc F(h/a.k/b,9.,/c) . 
Making use of (1.70) to (1.72) gives 
c b Q 
Fhk9., = f J J f(x,y,z) exp(i21T(hx/a + ky/b + 9.,z/c» dxdydz 
000 
(1. 72) 
(1. 73) 
'Equation (1.71) is an expression of Bragg's law (Sherwood, 1976) which 
) 
states that significant diffracted intensity occurs only at discrete 
angles where the diffracted waves are in phase. If the unit cell contains 
N atoms then the structure factors are given by 
N 
L F hk9., exp(i21T(hx /a +ky /b + 9.,z /c» 
n=1 n, n n n 
-(1. 74) 
where (x ,y ,2 ) are the coordinates of the centre of the nth atom, and 
~ n n n 
the F
n
,hk9., are the structure factors of the nth atom when it is centred 
at the origin. 
It is conventional crystallographic practice to write the reciprocal 
lattice indices -h, -k, and -9., as h, k and ~ respectively. Since the 
electron density is real it follows that 
Fhk9., '" (1. 75) 
where :~ denotes the complex conjugate. 
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1. 7.3 
Structure determination (the basic goal of X-ray crystallography) 
involves the determination of the positions of the atoms in the unit cell. 
Since the electron density of an atom is concentrated close to its n.ucleus, 
the peaks in the electron density occur at the atomic positions. The 
are proportional to the atomic numbers and so the 
of the atoms. Hence the structure is "solved" if the electron 
is determined to sufficient resolution. 
Fourier transforming (1.73) gives 
f(x,y,z):::: I Fhki exp(i2TI(hx/a + ky/b + iz/c» 
h.k,i=....oo 
and so the electron density is. determined from the structure factors. 
, f, 
(1.76) 
The of computing fusing (1.76) is known as ~~~~~~~~~ 
However technological constraints preclude measurement 
diffraction , so what is actually measured are the ~~~~~ 
intensi ties 1 Fhki 12.• Hence Fourier synthesis can only be used if the 
phases of the structure factors can be inferred. This is an of the 
~;...,......;...,.......o....;...;...;;;...;;;;,,;;.;;;;;;. which is encountered in many branches of science for 
If it was not for the phase problem, the 
determination of molecular structures would be relatively 
However crystallograph'ers have developed a number of methods of phase 
determination which are divid'"'ld into "direct methods!! (see \ llolfson, 1961) 
and methods" (see Sherwood, 1976, ch. 12). These later methods 
are used for macromolecular structure determination and are described later 
in this section. 
A useful quantity which can be computed directly from the observed 
structure intensities 1Fhkil2. is the Patterson function or Patterson map, P, 
equal to the FT of the 1Fhkil2 so that 
P(x,y,z):::: L 1Fhldl2 exp(i2TI(hx/a + ky/b + h/c» . (1.77) 
h,k,i=...ro 
for Fhki from (1.73) gives 
P(x,y,Z):= L A(x-ha,y-kb,z-Q,c) (1.78) 
h,k9i=~oo 
1vhere A is the autocorrelation (Bracewell, 1978, ch. 3) of the electron 
dens! of a single unit cell given by 
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00 
A(x,y,z) = Iff e(~.n,~) e(~-x.n-y,~-z) dsdnd~ . (1. 79) 
-m 
Equation (1.78) shows the difference between the Patterson and the 
autocorrelation, the former being equal to the sum of autocorrelations 
centred at each lattice point (see F:!-g. 1.3) and hence it has the same 
periodicity as the structure. The autocorrelation, and hence the Patterson, 
is symmetric about the origin. Equations (1,78) and (1.79) show that the 
Patterson has peaks at positions corresponding to interatomic vectors in 
the crystal, The amplitude of each peak is equal to the product 
of the two atomic numbers of the corresponding atoms. The effect of (1.78) 
is that the autocorrelation contains contributions only from atom pairs 
~.ithin a single unit cell whereas the Patterson also contains those due to 
atom pairs in adjacent unit cells. 
-2a -a 0 a 2a 
.x 
Fig. 1.3 The Patterson (---) and autocorrelations' (--) in one dimension. 
If the unit cell contains N atoms then the Patterson has N(N-1) peaks. 
Each Patterson peak is the cross-correlation of two electron density peaks 
and so the width of a Patterson peak is the sum of the widths of the two 
corresponding electron density peaks. Hence the degree to which the 
Patterson may be interpreted to give direct information on atomic positions 
depends critically on N. If N is very small (i.e. about 10 or so) the 
Patterson can often be unravelled directly, with the aid of independent 
chemical knowledge, to determine the atomic positions. However biological 
molecules may contain over 1000 atoms in the unit celL The Patterson then 
contains over 10 6 peaks, many of which overlap. making direct interpretation 
virtually impossible, However one of the main uses of Patterson maps is 
phase determination which is discussed next. 
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The main methods of phase determination, particularly for biological 
macromolecules, are chemical modification methods (Sherwood~ 1976, ch. 12). 
These all require investigation of the diffraction of at least two 
crystals, one of which must contain a heavy atom (an atom with 
===..:..;:.;;..::..:;;,;;;., 
a large atomic number). Isomorphous crystals have (nearly) identical 
crystallographic structure and very similar chemical constituents, The 
diffraction pattern of an isomorphous crystal in which a small number of 
atoms have been replaced by heavy atoms is measured and the Patterson is 
computed. Patterson peaks corresponding to interatomic vectors involving 
the atoms stand out and this usually allows the positions, of 
the heavy atoms to be determined. Let F and be the structure factors, 
at a point in reciprocal space, of the original and the isomorphous 
sample respectively. Then ::; F + FH so that 
1 Fr 12 "" IFI2 + I 12 + FF * + H F*F H (L80) 
where is the structure factor of the heavy atoms minus the structure 
factors of the atoms which they replaced. Equation (1.80) may be written 
( 1.81) 
where a and S are the phases of F and FR respectively. Now IFI and 1 
are known from the diffraction patterns, and the p0sitions of the heavy atoms 
are found from the Patterson, allowing IFHI and S to be computed. Rence 
(1.81) can be solved for a, the phase of the structure factor F. Unless 
the crystal has special symmetry properties, three isomorphous are 
to obtain a unambiguously (Sherwood, 1976, ch. 12), 
In some cases it is convenient to choose a heavy atom which has an 
absorption band close to the X-ray wavelength. The X-rays then suffer 
(inelastic) scattering by the heavy atom, so the electron densi'ty 
behaves as a complex quantity and (1.75) is not satisfied. Information from 
anomalous scattering can assist in phase determination (Ramachandran and 
Srinivasan, 1970). Once the structure factor phases have been found, the 
electron density can be computed by Fourier 
The atomic positions obtained as described in §1.7.3 are subject to 
inaccuracies due to errors in the measured structure intensities, errors in 
determination, truncation of the series in (1.76) because of the 
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finite number of measured structure factors and uncertainties in inferring 
the atomic positions from the electron density map. The effect of these 
errors on the structure can be minimised by refin~ment procedures. 
Structure refinement normally proceeds in three stages. Fourier 
refinement consists of computing structure factor phases from an estimate 
of the structure and using these, together with the observed magnitudes, 
to compute a new structure. The process is repeated until there is no 
significant change in the phases. This is similar to phase correction 
techniques used in other branches of image processing (see, for example, 
Fienup, 1978). Following this, a difference Fourier map is computed 
which is a Fourier synthesis using the difference between the observed 
and calculated structure amplitudes. Difference Fourier synthesis is 
used for the more precise location of atomic positions and identification 
of missing atoms. Finally the atomic positions are adjusted by minimising 
(using least squares techniques) the crystallographic residual (or 
R-factor) R, given by 
R CI IIF I -IF II)/IIF I 
m om c m mOm 
(1. 82) 
where IF I and IF I are the mth structure amplitudes observed and 
o m c m 
calculated respectively. At this stage the best possible estimate of 
the structure should have been obtained. 
Often, particularly with biological macromolecules, high quality 
crystals cannot be obtained, which means that the diffraction data 
obtained is also of very low quality. In such cases, often the best 
that can be done is to propose a model for the structure and refine it 
using least squares refinement. 
Structure determination using X-ray crystallography provides a good 
example of the essential role of a priori knowledge mentioned in §1.1. 
From chemical analysis the number and types of the atoms in the molecule 
and their electron density functions are known. Stereochemical 
parameters (geometrical properties such as bond lengths, bond angles 
and a number of others) must be within fairly narrow tolerances. All 
this a priori information is necessary in order to obtain a reliable 
solution to the crystallographic inverse scattering problem. 
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1.8 BATES' SOLUTION TO THE INVERSE SCATTERING PROBLEM 
It was shown in §1.2 and §1,3 that, under appropriate conditions. E}l 
and acoustic scattering is accurately described by the Helmholtz equation 
(1. Solutions to the inverse scattering problem described so far 
have all been approximate as they assume that the scattering is weak. 
In this section a method proposed by Bates (1975) to exactly solve the 
inverse scattering problem for the Helmholtz equation is described. This 
seems to be the only published attempt to solve this problem in more than 
one spatial dimension. Exact solutions to the inverse scattering problem 
for the Schrodinger equation are discussed in §1.9. 
The method is described for two space dimensions although it is easily 
extended to three dimensions by invoking spherical Bessel functions and 
spherical harmonics. A polar coordinate system (r,S) is introduced in S, 
and Q is taken to be a circle of radius a circumscribing the scattering 
region so that 
v v(r,e) r < a 
= 1 r > a 
The wavefunction is written as an angular Fourier series 
00 
tlJ(r,8,k) = 
m=~ 
~ (r,k) exp(ime) 
m 
} (1.83) 
(1. 84) 
Now ~ can be measured for r ~ a which allows the wave impedance vector Z at 
r a to be determined. The mth component of Z is defined by 
Z (k) = ~ (r.k)/~'(r,k) I (1.85) 
m m m r=a 
where the prime denotes the derivative with respect to r, The inverse 
scattering problem is to determine V for r < a given Z. Firstly V and ~ 
are written as series of orthogonal functions satisfying the necessary 
boundary conditions at r = a. Since V = v(r,8) is equal to unity at r = a, 
it can be written as a Fourier-Bessel series (Watson, 1966, ch. 18) 
co 00 
n=~ 
A 
np (g ria) exp(ine) np r < a (1. 86) 
where J (0) is the cylindrical Bessel function of the first kind of order n 
n 
and g is the pth zero of J so that 
np n 
J (g ) "" 0 • 
n np 
An appropriate series 
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for W which satisfies the impedance 
boundary condition (1.85) is the Dini series (Watson, 1966, ch. 18) 
w (r. 8, k) 
m=..co 
where the htm(k) are defined by 
J (h n ) = (h n la) Z J'(h n ) • m X,m X,m m m x,m 
(1.87) 
(1. 88) 
(1.89) 
Note that the nQ,m can be determined, using (1.89), from the measurements Zm' 
(1.88) and the fact that the J satisfy Bessel's differential 
m 
(Watson, 1966, ch. 2), V2W can be written as 
00 00 
b n (h n la)2 J (h n ria) exp(im8) X,m X,m m X,m 
m=-oo 
Substituting from (1.86), (1.88) and (1.90) into (1.22) and using the 
orthogonality of exp(im8) and J (h n ria) m X,m 
00 00 
( [k2 I I (hQ,tm,/a)2] NQ,tm' oQ,Q,! 0mm' 
m=-"" Q,=1 
00 
+ k2 I A XQ, Q,' !, J bQ,m 0 m'-m,p , ,m,m ,m -m,p 
where Q,' > 0, 
a 
XQ"t' ,m,m' ,n,p(k) = f J (g ria) J (h n ria) J ,(hnf ,ria) r dr • n np m X,m m x, m 
o 
a 
NQ,m(k) = f [Jm(hQ,mr/a)]2 r dr 
o 
and 6 is the Kronecker delta defined by 
ron 
(1. 90) 
(1.91) 
(1. 92) 
(1. 93) 
6 =: 1 
ron 
m := n 
} (1.94) 
o m f:. n 
The quantities defined by (1.92) and (1.93) can be computed from the 
measurements, and (1.91) can be treated as an infinite set of homogeneous, 
simultaneous for the unknown bQ,m "lv-ith the unknown Anp 
as coefficients. If (1.91) is to have a non-trivial solution 
then the determinant of the coefficient matrix, which Bates calls the 
inverse scattering determinant, must equal zero. The significant property 
of this determinant is that the only unknowns it contains are the A which 
np 
characterise the inhomogeneity v, If measurements are made at a number, M 
say, of values of k then M independent determinants are obtained, If M is 
large then the determinants may be truncated to order M and 
solved simultaneously for M values of the A thereby giving an estimate of 
np 
V, However the determinant is very non-linear in the A and the practical 
np 
numerical aspects of the method require further investigation, 
At present there is no exact solution to the inverse scattering problem 
for the in more than one dimension. Although the method described above 
does not provide a closed form solution, it does go some of the way towards 
formulating such a solution, 
1.9 THE GELFAND-LEVITAN TECHNIQUE 
1.9.1 
The (SE) 
describes the (non-relativistic) quantum mechanical scattering of particles 
by the potential V = V(~). The wavefunction ~ characterises the particles 
I 
the wavenumber k is related to their energy. In this section the 
discussion is limited to the one dimensional form of (1.95). 
(1. 96) 
which applies to the scattering of plane waves by a plane stratified medium 
or, with slight modifications, by a circularly symmetric potential. 
Equations of the form of (1.96) also describe EM scattering by a plane 
stratified plasma (Jordan and Ahn, 1979) and monochromatic EM plane,wave 
scattering by a plane stratified dielectric slab where the angle of 
incidence than the wavenumber) is the variable (Mittra 
et aZ .. , 1972), Fourier (1.96) gives the time domain form 
0/ ) '¥ ~ v'¥ o , (1.97) 
Note that t in (1.97) is a pseudo~time because in the conventional 
Schrodinger equation the term i()1.jl / d (time) occurs rather than the term 
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The difference between the SE (1,96) or (1.97) and the Helmholtz 
equation (HE) (1,22) or (1.20) is that the function describing the 
inhomogeneity is multiplied by the wavefunction in the former rather 
than its second time derivative in the latter. This means that for the 
Schrodinger equation the propagation is dispersive and furthermore that 
the wavefront travels at the free space velocity c. Both of these 
characteristics can be understood by examining the variation of propagation 
speed with wavenumber, The local propagation speed v inside the scattering 
region is equal to W/K where K is the local wavenumber. Reference to 
(1.96) and (1.22) shows that 
v == cO V/k2) for the SE l (1. 98) 
== cN for the HE J 
Hence the SE is because v is a function of k, so that, even in 
a homogeneous medium. the shape of ~ with time as the different 
frequency components travel at different speeds. However the HE is 
non-dispersive because v is independent of k and so the wave shape is 
constant with time in a homogeneous medium. Examination of (1,98) shows, 
assuming V ~ 0. that v increases from ° to c as Ikl varies from Q to 00, 
so the wavefront of ~travels at the free space speed c. Hence the depth 
of penetration of ~ into the scattering region after a particular time is 
independent of the inhomogeneity V. However for the HE the wavefront 
travels at a c/v and so the depth of penetration is a function of 
the inhomogeneity v. 
The scattering of one-dimensional scalar waves may be described with 
the aid of the scattering matrix (or S-matrix). Consider. the scattering 
of monochromatic waves by a potential which vanishes at infinity, i.e. 
Vex) - 0 as x - ±oo. As Ixl approaches infinity, the medium approaches 
free space and the wavefunction satisfies the free space equation. so that 
~ == A(k) exp(ikx) + B(k) exp(-ikx) as 
} (1.99) 
C(k) exp(ikx) D(k) exp(-ikx) as 
The scattering matrix S :: S(k) transforms the incoming waves into the 
outgoing waves: 
( Al = s [: 1 '" [ s 11 (k) sIZ(k) rl ·D s21 (k) (k) lB ~ , (1.100) 
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Applying (1.100) to an incident wave from first the left (x _00) and then 
the right (x +00) shmvs that and s11 (and s12 and are the 
reflection and transmission coefficients respectively from the left (and 
right). The principle of reciprocity (Jones, 1964, §1.3.2) ensures that 
(1.101) 
and energy conservation requires that S be 
---"-
I , ( 1.102) 
where the superscript T denotes matrix transposition and I is the unit 
matrix. (S*)T is often called the Hermitian conjugate or adjoint of S. 
Carrying out the operations in (1.102) gives 
} (1.103) and 
1* s22 = 0 . 
It can be shown (Kay, 1272) that (1.101) and (1.103), together with 
physically reasonable assumptions on the analytic properties of the s,., 
1J 
imply that a knowledge of the reflection coefficient s21 (or s12) alone 
(but not the transmission coefficient alone) determines the remaining 
coefficients of the S-matrix. The significance of this is discussed in 
§3.2. Inspection of (1.96) shows that for large k, the effect of the term 
Vo/ is negligible so that 
~ 1 and as (1.104) 
If the HE (1.26) could be transformed into the SE (1.102) the solutions 
to both direct and inverse scattering problems formulated for the SE could 
be appfied to the HE. Such a transformation exists and has been called the 
(Bates and Wall, 1976). Consider an inhomogeneity 
which is confined to the half-space x > 0 so that 
v 1 x < 0 
"'" v(x) x > 0 
} (LI05) 
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The Chandrasekhar transform is motivated by the first order WKB 
solution (Heading, 1962), denoted here by ~ ~ ~WKB' to (1.26) which is 
x 
~ :::: V~ exp( -ik f \) (~) d~) . WKB (1. 106) 
o 
A new coordinateu is' defined by 
u x x < 0 
} (1.107) 
x > 0 
so that 
du = Vdx ( 1.108) 
and a new wavefunction $ is defined by 
(1. 109) 
Equation (1.107) defines the electrical (or optical or acoustic) distance u 
into scattering region, and the wavefront travels with constant 
c with respect to u. Substituting (1.108) and (1.109) into (1.26) 
( l.1l0) 
which is a SE where the "potential ll q q(u) is by 
q o u < 0 
(l.111) 
u > 0 . 
Since W is identical to ~ in the free space region (where ~ is measured) 
then, if the inverse problem for the SE can be solved, q(u) can be 
determined from the data. Then v(u) can be computed (in principle) 
by solving the non-linear differential equation (1.111) and v (x) 
determined using (1.108). The solution to the inverse problem for the 
SE is described in the following section. 
It is worth noting that a similar 
SE to the HE has not been found. 
from the 
1.9.3 
The Gelfand~Levitan (GL) technique is a method for solving exactly the 
inverse scattering problem for the one-dimensional SE. It has received 
a considerable amount of attention in the more theoretical literature on 
inverse scattering; probably because it provides an explicit mathematical 
solut.ion t.o this particular problem, However the method is not 
amenable to numerical computation and so there has been very 
little reported on the processing of real scattering data. The method 
itself is an outgrowth of the work of two mathematicians, Gelfand and 
Levitan (1951), on a type of differential equation. Their work 
has been extended and applied to a number of inverse scattering problems. 
The technique has also been widely used in the solution of non-linear 
differential equations (Sabatier, 1978). 
Most reported derivations of the GL equation use spectral techniques 
(see, for example, Newton, 1966, §20.2), however these are not easily 
understood by non~mathematicians unfamiliar with spectral theory. For 
this reason a more physically motivated derivation in the time domain 
us causality (following Kay, 1960) is given here. Almost. all derivations 
of the GL equation in the literature gloss over the details (some of which 
are quite intricate) so I consider it useful to present a fairly detailed 
treatment here. For convenience, subscripts are used in this section to 
denote partial derivatives, 
Consider the by an inhomogeneous half space x > 0 (see 
1.4 (a) described by the SE (1.96) so that the potential V satisfies 
Vex) =:: 0 x < 0 • (1.112) 
The reflection coefficient from the left, s21(k), which is denoted here by 
r(k). is measured as a function of k at some point in the free' space region 
x < 0, Let R(x+ct) be the reflected field in the region x < 0 due to the 
incident field 8(x~ct) so that the total field in this region is given by 
lJ!(x,t) "" o(x ct) + R(x+ct) x < 0 (1.113) 
Since no reflected field appears before the incident field strikes the 
scattering region at x 0, causality implies that 
R(x +ct) =: 0 x < -ct (1.114) 
• 1.4 
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x 
(a) 
---
__ .,- - cfl(x, t) 
x 
(b) 
One-dimensional scat by a potential. 
(a) The potential V. 
(b) The form of the wavefunctions ¢ and 
'¥ at time t. 
The impulse response R(T) is equal to the FT of r(k), i.e. 
R(T) :::: J r(k) exp( -i21TkT) dk . (1.l15) 
So R(T) may be measured directly or computed from a measurement of r(k). 
A free space field cfl = cfl(x,t) is defined x by .;;;.,;:..:::-~;.;;:;;....= 
¢(x,t) == o(x-ct) +R(x+ct) , 'it x (1.116) 
and hence satisfies the free space equation all x 
-----
= 0 'it x (1.117) 
Hence ¢ is an extension of '¥ for x < 0 by 0.l13) into the region 
x > 0 assuming that all of space is free (V = 0). 
An essential step is to assume that the solution '¥ to (1.97) is given 
by a linear transformation of the solution ¢ of the free space equation 
(Ll17) so that 
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00 
~(x,t) = ~(x)t) + f K(x,z) ~(z,t) dz x > 0 . (1.118) 
The kernel K = K(x,z) is called the transformation kernel since it transforms 
a solution of the equation (1.117) to a solution or the 
.......... ~~~~ 
equation (1.97). Since the wavefront of ~ with a velocity c then it 
satisfies the causality relations 
~(x,t) = 0 x < ct and x > ct , ( 1.119) 
The relations (1.104) indicate that ~(x,t) is continuous at x = -ct but 
discontinuous at x = ct, as illustrated in . 1.4(b), because the high 
frequencies are not reflected, which accounts for the closed and open end-
points in (1.119). A detailed description of the propagation of transients 
in a dispersive medium is given by Karbowiak (1957). It seems reasonable 
to assume that ~ will only depend on W in the space interval for which ~ 
is non-zero, so that 
K(x,z) = 0 z < - x and z > x . 
Making use of (1.118) and (1.120) gives 
~(x. t) 
x 
~(x~t) + f K(x.z) ~(z,t) di . 
-x 
Equation (1.120) gives one boundary condition, 
K(x,-x) := 0 , 
(1.120) 
(1.121) 
(1. 122) 
for K(x,z) and the other conditions are found by substituting (1.121) into 
(1.97). Differentiating (1.121) twice with respect to x and using (1.122) 
gives 
~ (x,t)::: 
xx 
+ 
x 
(x,t) + f K (x,z) $(z,t) dz + 2 K (x,x) $(x,t) xx x 
-x 
(x,-x) ~(-x,t) + K(x,x) $ (x,t) 
x 
(1.123) 
Differel1tiating (1.121) twice ~yith respect to~t and using (1.117) gives 
and twic.e by 
X 
(x,t)/c 2 + f K(x,z) ~ (z,t) dz 
~ zz 
-x 
gives 
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x 
q,tt(x,t)/c2. + J 
~x 
(x,z) q,(z,t) dz ~ K (x,x) q,(x,t) 
x 
+ K (x,-x) q,(-x,t) + K(x,x) 
x 
(x,t) , (1. 124) 
Substituting (1,121), (1.123) and (1,124) into (1.97) and using (1.117) 
gives 
x 
J (K -xx 
-x 
- VK) ~ dz + (2K (x,x) - Vex»~ q, = 0 
x 
x > 0 
which requires that K(x,z) satisfies the differential equation 
K - K VK == 0 
xx zz 
and the boundary condition 
Vex) = 2K (x,x) , 
x 
(1. 125) 
(1. 126) 
Finally, substituting (1.116) into (1,121) and using (1.114) and (1,119) 
gives 
x 
R(x+ct) + K(x,ct) + f K(x,z) R(z+ct) dz 
-ct 
o x > ct (1,127) 
which is called the ~==~~~~~~~~~~ The GL equation must be 
solved as a preliminary to solving the inverse scattering problem, i.e. 
RC!) is computed from r(k) and the integral equation (1.127) is solved 
for K(x,z). for each value of x (regarded as a parameter), considered as 
a function of z over the range -x < z < x . The potential V is then 
given by (1.126). 
If the. potential has bound state solutions (these correspond to poles 
of r(k) on the positive imaginary k-axis) then additional terms must be 
included on the RHS of (1.115) to take account of these (see Chadan and 
Sabatier, 1977, ch. 2). Kay (1960) shows that if r(k) is a rational 
function (characterised by a finite number of poles and zeros), i.e. of 
the form 
r(k) 
N 
A II 
n=l 
(k - fl ) / 
n 
M 
II (k 
m::::1 
A ) 
In 
(1. 128) 
where A and the fl and A are constants, then a closed form expression 
n m 
for Vex) can be obtained. 
No·te that in a quantum mechanical inverse scattering problem (just 
as in X-ray crystallography) only Ir(k)1 2 can be measured experimentally 
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and the phase problem must be solved (Newton, 1966. §20,1) before the GL 
technique can be applied. The technique of extending the free space field 
into the scattering region and then requiring that the total field satisfy 
causality conditions is similar, in a sense, to the "null field" method 
(Bates and Wall, 1977) used to solve the direct scattering problem for 
scatterers with sharp boundaries. 
Extensions of the GL technique to three space dimensions (Kay and 
Moses, 1961, Newton, 1974 and Chadan and Sabatier, 1977, ch. 14) have been 
made, but the practical implications of these are not well understood. Also, 
the three-dimensional GLmethod has not yet been adapted to handle the three-
dimensional HE, the difficulty arising from trying to generalise (1.107) 
to three dimensions. Bates and Millane (1981) propose a generalisation of 
(1.107) to three dimensions, but the significance of this needs further 
investigation. 
1.10 THE INVERSE EIGENVALUE PROBLEM 
An inverse scattering problem of interest (particularly in geophysics) 
is the determination of the properties of a body from its natural 
frequencies of oscillation. After a large earthquake the earth oscillates 
for many days, and the frequencies of a number of these modes of oscillation 
have been measured quite accurately (Gilbert and Dziewonski, 1975). The 
question arises as to what properties of the earth (for example, the density 
and elastic parameters as a function of radius) can be determined fr.om this 
data set. froblems of this type are referred to as inverse eigenvalue or 
inverse normal mode problems. In this section some of the characteristics 
of a simple one-dimensional inverse eigenvalue problem are considered. 
Equation (1.22) can be cast as an eigenvalue problem by placing 
appropriate boundary conditions (at, say, x = 0 and x a) on W. The 
boundary conditions usually considered are homogeneous so that 
w + ex dW/dX '" 0 0.129) 
at the particular boundary and ex is a constant, The eigenvalue problem is 
sati'sfied by discrete values of k 2 , denoted by ,~vhich are called the 
Note that the eigenvalues are p.roportional to the squares of 
the resonant frequencies. The corresponding wavefunctions W , called the 
n 
modes or satisfy 
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( 1.130) 
The eigenfunctions form a complete orthogonal set with weight function v 2 
on the interval (0 ,a) ~ see~ for example, Morse and Feshbach (1953) §6. 3·. 
It is convenient to consider two eigenvalue problems on the interval 
(O,a), with eigenfunctions ~ and ~ defined 
n n' 
the following 
conditions. Both ~ and ~ satisfy the n n -.;........,.;;,.....~..;;;. (or sound soft) boundary 
condition at x = a so that 
~ (a,k) = ~ (a,k) = 0 . 
n n 
(1.131) 
At x 0, ~ and q, 
n n Dirichlet and ~~~~ (or sound hard) boundary 
conditions respectively so that 
~n(O,k) := 0 (1.132) 
and 
a~ (O,k)/dX = 0 (1.133) 
n 
The eigenvalues of ~n and ~n are denoted by k~ and i~ respectively. If 
v(x) is differentiable then it can be shown (Krein, 1952) that the 
eigenvalues satisfy the asymptotic relations 
and 
k ~ mr/A 
n 
as (1.134) 
as (1.135) 
for large n where the constant A is the integrated refractive index on the 
interval (O,a) given by 
a 
A = f v(~) ,(1.136) 
o 
Hence the average refractive index <v> on (O,a) is given 
<v> "" A/a (1.137) 
It can also be shown (Barcilon, 1979) that the k and i interlace, i.e. 
n n 
The problem of determining v(x) from sets of eigenvalues (these are 
sometimes called or 
~~------~---- spectra) is a example 
of the inverse has been studied, for instance 
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by (1946), Krein (1952) and Barcilon (1979). Since (1.22) also 
describes small transverse displacements on a of constant tension 
and mass density ~2(X) stretched between x = ° and x a. it is occasionally 
referred to as the "string problem", A very similar problem (sometimes 
called the "inverse Sturm-Liouville problem"), the determination of the 
Vex) from of the Schrodinger equation (1.96), has 
also been studied by Borg (1946)., Levitan (1964) and BarcHon (1975), It 
has been shown (Borg. 1946; Krein, 1952) that ~(x) is determined uniquely 
if both the spectra {k } and {i } are known for all n. Tne equivalent 
n n 
result applies to the inverse Sturm-Liouville problem (Levitan, 1964), 
In fact the same result if the boundary conditions (1.131) to 
(1.133) are replaced by any homogeneous boundary conditions that are 
identical at one endpoint and distinct at the other. (Levitan, 1964). 
That ~(x) is uniquely determined by the two spectra can be shown 
it as a scattering problem with an incident wave from the left. 
The reflection coefficient is a meromorphic function (regular except for 
poles) given by (Gerver, 1970) 
rek) 
co (1 2) 
= A ll.---"""""';O;;.......... 
n=1 (1 k2/i 2) 
n 
(1.139) 
As a result of the boundary condition (1.131) all uf the incident energy 
is reflected so that 
Ir(k)1 :; 1 (1.140) 
Equation (1.139) shows that the two spectra {k } and {i } determine the 
n n 
reflection coefficient, and it was shown in §1.9 that the or the 
refractive index is uniquely determined by the reflection 
Hence ~(x) is uniquely determined by {k } and {i } for all n. If it is 
n n 
known a priori that ~(x) is symmetric on (O,a), i,e. 
~(x) "" ~(a -x) , 0.141) 
then only the single {k } is since ljJ and aW/dX are equal 
n 
to zero alternately at x = a/2 and so {k } is equivalent to two spectra for 
n 
~ on the interval (0,a/2), 
Usually the boundary conditions are determined by the physics of the 
particular problem studied. Hence, often, only one spectrum is 
available for measurement and this provides insufficient data for a unique 
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solution. However some other information may be equivalent to the 
unavailable spectrum. For example, Levitan (1964) has shown that one 
spectrum plus the slope of the eigenfunctions at one endpoint provide 
a sufficient data set for a unique solution of the inverse Sturm-Liouville 
problem. The same problem occurs for the normal modes of oscillation of 
the earth because they can only be measured for one boundary condition at 
the surface, Barcilon (1978) has examined the information content of the 
normal modes of a spherically symmetric fluid sphere associated with 
different angular orders but it appears that such a data set does not 
uniquely determine the velocity profile of such a sphere. 
I,ll THE BACKUS AND GILBERT METHOD 
In this section an important model. fitting type procedure of very 
general application is described. The method is due to Backus and Gilbert 
(1968) who have applied it to a number of geophysical inverse problems; 
for example the inverse normal mode problem described in §1.10. It has 
also found wide application in atmospheric profile inversion (Rodgers, 
1976). The method can be applied to the determination of a number of 
profile functions but for simplicity, the case of a single profile is 
considered here. 
Firstly, the linear inverse problem is considered where the profile 
f(x) is to be estimated from a set of N linearly independent measurements 
m which are linear func.tionals of the profile so that i' 
m. = f g.(x) f(x) dx 
~ J., 
i 1,2, ... ,N (1.142) 
L 
where the g.(x) are N known functions and L is the interval over which 
~ 
f(x) exists. Normally f(x) will be subject to physical restrictions or 
a priori constraints (for example a mass density must be positive) which 
are usually in the form of inequalities. Each m. could be a single normal 
~ 
mode, for instance, or perhaps a satellite radiance measurement through 
the atmosphere in a single spectral band. The inverse problem is to 
determine the profile f(x) from the data set {m.}. Equation (1.142) is 
~ 
a Fredholm integral equation of the first kind (Porgorzelski, 1966) for 
f(x), the solution to which is unstable or "improperly posed" (as 
described in §1,1) in that small errors in the data m. can lead to large 
~ 
errors in f(x). A common method of stable solution of equations of this 
(cf. Deschamps and Cabayan. 1972), However, if N is 
so small that the solution cannot be stabilised. then the original problem 
is not directly solvable. In this case all that can be reasonably done is 
to take a linear combination of the measurements m .. This gives a linear 
1-
function of f(x). The essence of the Backus and Gilbert method is to 
control the shape of this function to provide meaningful information on 
f(x). 
Let the estimate of f(x) at x = y be hey) which is determined from a 
linear combination of the data so that 
N 
hey) = L a. (y) 
i=1 1. 
Substituting (1.142) into (1,143) gives 
hey) f A(x,y) f(x) dx 
L 
where 
N 
A(x,y) L 
i=1 
a. (y) g. (x) , 
1. 1. 
It is convenient to normalise A(x,y) so that 
( 
J A(x,y) dx 1 , 
L 
(1.143) 
(1.144) 
(1. 145) 
(1. 146) 
The ideal form of A(x,y) is 6(x-y) since then hey) = fey) would provide a 
perfect solution, The idea is to choose the a.(y) so that A(x,y) resembles 
1 
o(x y) as closely as possible, under the constraint (1.146), so that 
(1,144) gives a local average of f(x) around the point x = y with as good 
resolution as possible. This is done by defining the "spread" or "non-
deltaness" , 3(y), of A(x,y) around the point x = y by 
S(y) = f J(x,y) A(x,y) dx 
L 
where J(x,y) is small near x = y and 
(1.147) 
away from x = y. Backus and 
Gilbert have found J ,y) ~ (x y)2 to be reasonably adequate, The 
5(y), is minimised with respect to the a.(y) under the constraint (1.146) 
1 
to find the best values for a.(y), 
1. 
This is a constrained optimisation 
problem and can be solved using Lagrange multipliers (Backus and Gilbert, 
1968). This process must be repeated for each value of y whe~e the profile 
is to be estimated. Once the a,(y) are determined, the estimate h(y) of 
J. 
the profile is computed using (1.143). The resolution in the reconstructed 
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profile can be estimated by computing A(x,y) as illustrated in Fig. 1.5(a). 
In practice, of course, account must be taken of the noise in the 
measurements and so a weighted sum of the spread and the noise variance is 
minimised. The relative weights assigned to the spread and the noise are 
chosen according to the application to give the best tradeoff between 
resolution and noise sensitivity as illustrated in Fig. 1.5(b). 
If the measurements are non-linear functionals of f(x) then an 
initial estimate f(x) of f(x) is chosen and the data m. it would produce 
]. 
are computed. Hopefully f(x) is sufficiently close to f(x) that the 
problem can be linearised so that, to a reasonable approximation, (m. -m.) 
_ ]. ]. 
is a linear functional of (f(x) - f(x». Using the above technique, an 
improved estimate of f(x) can be computed to replace f(x). The process is 
repeated in an iterative fashion until there is no significant change in 
f(x). 
Fig. 1.5 
1 • 12 SUMMARY 
(a) 
noise 
level 
The Backus and Gilbert Method. 
spread 
(b) 
(a) Form of the weighting functions A(x,y) 
for different values of y. 
(b) Form of the resolution-noise tradeoff curve. 
The topics discussed in this chapter serve as a summary of the main 
inverse scattering techniques for penetrable bodies and as background to 
chapters 2 and 3. The methods of X-ray crystallography outlined in §1.7 
are extended and applied to an analysis of DNA structure in chapter 2. 
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Chapter 3 is primarily concerned with exact solutions to inverse scattering 
for the HE in stratified media and in branched ducts and transmission lines, 
Since chapter 3 is concerned with macroscopic wave motion described by the 
HE. the GL method does not directly apply so that alternative time domain 
procedures are adopted and their relationship to the GL method is discussed. 
These techniques are to the Born approximation outlined in §1.5 
and to a first order solution to the inverse 
in §1.10. 
problem introduced 
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2. TRE STRUCTURE OF DNA 
2.1 INTRODUCTION 
Deoxyribonucleic Acid (DNA) is one of the most important molecules in 
the living cell (Watson, 1976). It controls cell processes by regulating 
the production of proteins, and "stores" genetic information. DNA is found 
within the chromosomes (made up of DNA and protein) of cells where all the 
genetic information of the organism, to which the cell belongs, is stored. 
It is a large molecule (since it stores an enormous amount of genetic 
information) and belongs to the class of so-called biological macromolecules. 
The DNA molecule also enables the genetic information to be transferred 
during cell reproduction. The total length of DNA in a human cell is 
about one metre and contains about lOll atoms. Thus long lengths of DNA 
are folded up so that they fit into the cell. The detailed molecular 
structure of DNA has far reaching implications in (a) the study of how it 
packs into the cell and (b) the mechanisms for protein synthesis and 
genetic code transcription. 
DNA is a long chain-like molecule, and the individual units which link 
together to form the chain are called nucleotides. Molecules of this type 
are called polynucleotides. A nucleotide consists of three groups of 
atoms called a phosphate, a sugar (deoxyribose) and a base, as shown in 
Fi~. 2.1(a). The base is one of four called adenine, thymine, guanine 
and cytosine, abbreviated to A, T, G and C respectively. The nucleotides 
link together to form a strand as shown in Fig. 2.1(a). The part of the 
strand made up of the sugars and phosphate groups is called the sugar-
phosphate backbone. It is primarily the geometrical association of these 
strands in DNA which is investigated in.this chapter. 
Watson and Crick (1953) proposed the now fami'liar double helix (DR) 
model for DNA. By building models of the nucleotides and deriving clues 
from the X-ray diffraction pattern, they produced the DR, model shown 
ip Fig. 2.1(b). This structure is made up of two strands running in a 
right-handed helical fashion around the molecular axis. The two .strands 
are joined together by their bases which form base pairs as shown in 
Fig. 2.1. The two bases of a base pair are linked together by hydrogen 
bonds (relatively weak forms of chemical bonds). Two nucleotides 
(a) 
Fig, 2.1 
(a) 
(b) 
(c) 
(b) 
The geometrical arrangement of DNA. 
The arrangement of the phosphate -(P) , 
sugar (8) and base (B) groups. 
The sugar-ph0sphate strands of the DR model. 
The sugar-phosphate strands of the 8BS model. 
(c) 
containing a single base pair are referred to here as a nucleotide pair. 
The two strands are antiparallel. which means that they have equivalent 
structure but run in opposite directions. Probably the most important 
feature of Watson and Crick's structure is that the bases pair together 
only in specific combinations - A with T and G with C. It is the sequence 
of the bases along the chain which codes the genetic information. The 
specific base pairing explains how the genetic information is transferred 
when a cell divides. The two strands separate (denature) when the cell 
divides and one strand goes into each daughter cell. The specific base 
pairing allows the correct replacement strands to be built onto each of 
these single strands forming two new DNA molecules, each containing the 
original information. However the DR has a or shortcoming with 
to this denaturing process. Because of the extensive intertwining 
of the two strands, they must rotate relative to each other in order to 
separate. Taking into account the time taken for denaturation and the 
length of the molecule, it is found that they must rotate extremely rapidly 
et a~., 1977). The mechanism by which this separation is thought to 
occur so rapidly without the strands getting tangled is extremely intricate, 
-41-
A number of enzymes are known to be involved in vivo (in the living state) 
but the manner in which they assist tlunwinding" is not known. In addition 
to the unwinding problem, the agreement between the observed 
diffraction data and that predicted by theDH is not all that good, even 
after 20 years of refinement. It is important to realise that it is the 
base pairing scheme proposed by Watson and Crick (and not the double 
helical disposition of the two strands) which has had such a profound 
influence on biology. 
In 1976, Gordon Radley of the Chemistry department of this University 
proposed the ~~~~~~ (SBS) model as a possible alternative structure 
for DNA (Rodley et aZ., 1976). This model retains the Watson-Crick base 
pairing scheme with two antiparallel sugar-phosphate strands on the outside 
of the molecule. However the two strands twist one way and then the other 
and so lie, essentially, side by side (see Fig. 2.1(c». The SBS model 
can be considered, approximately, as ~ succession of alternating left 
and right-handed double helical segments. The major appeal of the SBS 
structure is that the two strands can more simply pare apart in replication. 
and other situations. In order to assess the viability of the SBS 
structure, it is essential to determine if it is compatible with the 
observed X-ray diffraction data. A number of people in this department -
R.H.T. Bates, C.H. Rowe, R.M. Lewitt, P.M. Andreae, G.C. McKinnon and 
myself - have contributed. in this regard. In this chapter a number of 
increasingly accurate representations of the SBS and DH models are compared 
with the observed X-ray diffraction data. The stereochemical character-
istics of the SBS model are of prime importance in determining the 
structure's viability. Stereochemical refinement of the structure is also 
described in this chapter. 
The two chief forms in which DNA crystallises (depending on the 
relative humidity of the sample) are called A-DNA and B-DNA. ~The analysis 
presented in this chapter applies to B-DNA. B-DNA forms at 92% relative 
humidity and the unit" cell is orthorhombic. X-ray diffraction data shows 
that B-DNA repeats along its axis (forming a of length 33.8 R) 
with 10 nucleotide pairs per repeat unit, and the base pairs are 
approximately perpendicular to the molecular axis. The high relative 
humidity of DNA crystals means that there is a large quantity of water 
dispersed between the molecules. Because the sequence of base pairs is 
variable, the molecule is not strictly periodic along its axis. However 
the base pairs are similar in structure and so the molecule can be 
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considered ~vith "average bases". The two strands are labelled 
A and B and the nucleotide pairs of a repeat unit are numbered 1 to 10. 
The z-axis is chosen to coincide with the molecular axis and the 
a, band c of the lattice vectors are equal to 30,76 R, 22.50 Rand 33.80 R 
respectively. 
Crystalline 
of the measured 
of DNA so far obtained are so poor that the quality 
diffraction pattern is not high to allow 
unambiguous structure determination to be made using the 
in §1.7. The direct interpretation of diffraction 
outlined 
in terms of 
molecular structure is difficult because of the FT relationship described 
in §1.7. The effect of an atom is spread throughout all of reciprocal space 
and the at a point in reciprocal space is due to the effects of 
all the atoms in the molecule. As described in §1.7, the Patterson function 
is calculable directly from the diffraction data and is (in pr;nciple) more 
easily in terms of molecular structure than the diffraction 
pattern. For this reason the analysis presented in this is in 
terms of functions. The low quality of the data means 
that a conventional Patterson cannot be calculated and so alternative 
Patterson-type functions are used to compare model structures with the data. 
Because the phosphate groups are strong scatterers of initial 
comparisons with the X-ray data concentrated on the effects of these groups. 
Bates et al. (1977) showed that a SBS model consisting of strands 
of electron density following the sugar-phosphate bac1<bone a 
diffraction pattern in general agreement with that observed. They also 
showed that .a filament~y model of the DR is not consistent with certain 
" features of the observed diffraction pattern. 
In §2.2 and §2.3 the SBS and DR models are compared (using the 
phosphate groups only) in terms of the paracrystalline and fibre diffraction 
data This work was followed up by Graeme McKinnon (1980) who 
computed "axial Pattersons" and diffraction using all the atoms 
(except the hydrogen atoms since they are such weak scatterers that their 
effect is insignificant) in the molecule. The results of this work are 
reported in Bates et al~ (1978) and Bates et . (1980). An accurate 
model of the SBS st~ucture was built by Gordon Rodley, and the 
atomic coordinates measured. In §2.4 the stereochemical refinement of these 
coordinates to bring the model within stereochemical limits is 
described, The stereochemically refined coordinates and other stereo-
chemical details are reported in Millane and (1981) and Millane et 
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a~. (1982). Axial Pattersons of this stereochemically refined structure 
are described in §2.5 and the significance of this work is discussed in 
§2.6. 
2.2 PARACRYSTALLINE ~~ALYSIS 
Many macromolecular specimens cannot be prepared as good single 
crystals. Paracrystalline specimens of DNA consist of molecules which have 
all their molecular axes parallel but are made up of crystallites randomly 
rotated with respect to each other. Each crystallite consists of molecules 
forming a perfect crystal as described in §1.7.2. Because of the presence 
of crystallites, the diffraction pattern is observed only at the reciprocal 
lattice points. However the random orientation of the crystallites means 
k 
that all structure intensities IFhk~12 w~th the same value of (h2 + k2~ 2 
are superimposed. Hence, taking (1.75) into account, the independent 
measurable quantities are IF12hk~ defined by 
IFI~k~ = (EhEkE~/8) (IFhk~12 + IFhk~12 + IFhk~12 + IFhk~12 
+ 1Fhk£I2 + I Fhk£l 
2 
+ 1FhkII2 + 1FhkI12) 
where s is the Neumann factor defined by 
n 
S 
n 
1 
2 
n = 0 
n 'f 0 
and h, k and ~ are non-negative integers. 
(2.1) 
The unit cell contains one molecule of DNA in the centre and one at 
each of the four corners as shown in Fig. 2.2. Let g = g(x,y,z) and 
f = f(x,y,z) be the electron densities of the crystal and a crystal which 
contains only the molecules in the centres of the unit cells respectively 
so that 
g(x,y,z) "" f(x,y,z) + f(x -a/2, y -b/2, z -c~) (2.3) 
where d is the fractional shift along the z-axis of the corner molecules 
relative to the central molecules. Taking the FT of (2.3) gives 
G(u,v,w) = F(u,v,w) [1 + exp(i2n(ua/2 + vb/2 + wcd»] 
2.2 
so that 
The contents of 
unit cell. 
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f 
c 
1 
--
(2.4) 
where upper case letters denote the FT. Making use of (2.1) and (2.4) gives 
(2.5) 
so that the measured data \G\~ki can be transformed to that ~h~~h would be 
obtained if there was only one molecule per unit cell. Making use of this 
transformation reduces the number of intermolecular peaks in Pattersons 
calcula~ed from the data, simplifying their interpretation. Note that this 
transformation can only be made when the denominator in (2.5) is non-zero 
so that. 
h + k + 2id 'f 2n + 1 (2.6) 
where n is an For A-DNA d o so that only half the values of 
!F\~ki can be obtained from the data. For B-DNA d = 1/3 so that IFI~ki 
can be obtained for all values of hand k if i is neither zero nor a 
multiple of three. 
Since the individual structure intensities cannot be measured, th~ 
Patterson, P (as defined in ,7.3), cannot be computed from the data. 
\.Jhat can be computed is the P == P (r, z) 
~~~~~~~ ____ ~L-____ ~~~ 
(MacGillavry and Bruins, 1948) defined by 
P(r,z) 
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0/2rr) (rrp(r cose, r sine, z) de 
o 
(2.7) 
where (r,e,z) are cylindrical polar coordinates. This is related to the 
data by 
co 
(2.8) P(r,z) = (l/abc) \ IFI2 l. hkR-h,k,R-=O 
It is convenient to leave the evaluation of (2.8) until the discussion of 
fibre in §2.3, 
In this section, different models of the structure of DNA are assessed 
by examining the dependence of Patterson type functions on coordinates 
transverse to the molecular axis (i.e. in the x-y or r-e plane). Because 
P(r,z) is equal to the Patterson averaged over e, its r dependence is not 
easy to A new Patterson type function, whose dependence on x 
and y is easier to interpret in terms of molecular, structure, is introduced 
in this section. Note however that the axial or z dependence of P(r,z) is 
very informative, and extensive use is made of this in §2.3 and §2.5. 
Making use of (1.73) allows the structure intensities to be written as 
co 
1FhkR-12 = Iff A(x,y,z) exp~i2rr(hx/a + ky/b + R-z/c» dxdydz (2.9) 
where A(x,y,z) is the autocorrelation of a single unit cell defined by 
(1.79). Using (2.1) and (2.9) 
co Iff A(x,y,z) cos(2rrhx/a) cos(2rrky/b) cos (2rrR-z/c) dxdydz . 
-co 
The function ~9.,(x,y) (cf. Bates et al., 1978) is defined by 
~9.,(x,y) 0/4ab) I IFI~k9., cos(2rrhx/a). cos(2rrky/b) . 
h,k=o 
Substituting for IFI~kR- from (2.10) in (2.11) gives 
(2.10) 
(2.11) 
1'9., (x,y) "" 0/4) f [P(x,y,z) +P(-x,y,z) +P(x,-y,z) +p -y,z»)cos(2rrR-z/c)dz 
_co (2.12) 
where the function P(x,y,z), which takes the form of a Patterson in the 
x and y direct-ions and an autocorrelation in the z direction, is given by 
00 
A(x - ha, y kb, z) . (2,13) 
h, 
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A 
Since P is symmetric about the origin, (2.12) can be used to relate <L>.Q,(x,y) 
to Pattersons in the x and y directions so that 
co 
<L>x,(x,O) f P(x,O,z) cos(2TIx,z/c) dz (2.14) 
...co 
and 
00 
f 
A 
<L>x,(O,y) =: P(O.y,z) cos (2TIx,z/c) dz . (2. 15) 
_00 
Hence the functions <L>x,(x,O) and <L>x,(O,y), henceforth called the Phi functions, 
are Patter sons in the x and y directions respectively, together with a 
weighted average in the z direction. The Phi functions can be computed from 
the observed data using (2.11) and from model structures using (2.14) and 
(2.15). Inspection of (2.13) to (2.15) shows that the Phi functions do not 
involve averaging of the Patterson in the x-y plane and so are suitable for 
comparing the SBS and DH structures. 
The Phi functions are computed using the diffraction data for 
paracrystalline B-DNA listed in Arnott and Hukins (1973). The measured 
data IGI~k.Q, are reduced to the IFI~kX,' which corresponds to one molecule 
per unit cell, using (2.5) for X, = 1 and X, = 2. In practice the IFI~kX, are 
recorded· as diffraction spots on film. Some of these diffraction spots 
overlap so that not all of tne individual IFI~kx, can be obtained. Table 2.1 
shows the number of the IFI~kx, which can be obtained uniquely and those 
which be obtained if. in aJdition, the ones which overlap in pairs in 
Table 1 of Arnott and Hukins (1973) are also included. 
Table 2.1 
.Q, 
1 
2 
The number of values of IFI~kx, used to compute 
<t>x,(x,O) and <[:>x,(O,y) in Figs 2.3 and 2.4. 
I 
Single spots Single and double spots 
16 28 
9 16 
. 2,3 shows the Phi functions computed using the IFI~kX, obtained from 
the single spo.ts only. For either x or y less than about 2 R, the Phi . 
functions <L>x,(x,O) and <[:>9,(O,y) are proportional to the auto correlations of" 
the structure in the x and y directions respectively. Since the atoms, to 
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100 l\ 100 
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\ 
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\ 
\ 
<Pl(x~O) \ <PZ(x,Q) 
<P1(O,y) <P 2(O,y) 
0 0 
x.y (.~b 
-50 ~50 
. 2.3 Phi functions <P~(x.O) (---) and <P~(O.y) (---) calculated 
from the diffraction data (single spots only) given in 
table 1 of Arnott and Hukins (1973). 
a good approximation, are spherically symmetric the autocorrelation is 
independent of direction so that 
(2.16) 
Inspection of the curves in 2.3 shows that (2.16) is not satisifed, 
sugges that the resolution has been limited by the small number of 
the IFI~kt used. Fig. 2.4 shows <P~(x,O) and <P~(O.y) computed using the 
!FI~k~ obtained from the and double spots. The intensity recorded 
for the double spots was divided equally (an but reasonable 
choice) between the two IFI~k~' The curves in 2.4 show a clear 
improvement in resolution since (2.16) is now satisfied quite well. 
The main features of the curves in Figs 2.3 and 2.4 are the same, so 
the arbitrary apportioning of the IFI~k~ for the double spots) 
those in Fig. 2.4 are probably reasonably accurate. The curves for ~ 2 
have very little structure indicating that the resolution is quite low. 
Hence only the curve for ~ 1 in Fig. 2.4 is used to compare the data 
with different models of DNA. 
100 
50 
CP1(x,0) 
CP1(O,y) 
~50 
50 
x~ y (R) x, y (R) 
-50 
Fig. 2.4 Phi functions cp~(x.O) and $~(O,y) (---) calculated 
from the diffraction data (single and double spots) given 
in table 1 of Arnott and Hukins (1973). 
In order to compare the SBS and DR models of DNA with the diffraction 
data, $l(x,O) and $l(O,y) are computed for the two models. To extend the 
work of Bates et al. (1977) (who represented the different DNA models as 
continuous strands of electron density following the sugar-phosphate back-
bones) to more accurate representations to which modifications can be made, 
it was considered appropriate to use a model consisting of the phosphate 
groups only. This allows the atomic coordinates to be adjusted to improve 
the agreement with the X-ray data. Since a phosphate group is symmetric 
about its phosphorus atom. this is the same as considering the phosphorus 
atoms only. Because of the different shapes of the backbones in the SBS and 
DR structures; the positions of the phosphorus atoms are quite different (as 
shown in projection onto the x-y plane in Fig. 2,5) allowing a comparison of 
the two models. Each phosphorus atom is approximated by a Gaussian ball of 
electron density per) so that 
per) "" exp( (2.17) 
(a) 
Fig. 2.5 
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y 
Dyad axis 
Projections of phosphorus atoms onto the x-y plane. 
(a) > DR - Arnott and Rukins (1972a). 
(b) SBS Rodley et aZ. (1976). 
where r is the radius from the centre of the phosphorus atom and r is 
o 
its "effective radius". It was found that r = 0 .75 ~ gave the best 
o 
<1>1 (x,O) and <1>1 (O,y) in Fig. 2.4 in the region for which x and y 
are less than 2 R, and this value of r was used throughout. Using 
o 
(2.17) allows (2.14) and (2.15) to be evaluated analytically giving 
~~(x,O) and <1>~(O,y) in terms of the coordinates of the phosphorus 
atoms . 
• 2.6 shows <1>l(x,O) and ~1 (O,y) for the DR. The DR phosphorus 
coordinates used in this section and §2.3 are those given by Arnott and 
Rukins (1972a) and are illustrated in Fig. 2.5(a). The distance between 
the phosphorus atoms and most of the atoms in the sugars and the bases 
is greater than about 6 R. This means that the Phi functions of models 
represented only by their phosphorus atoms can be reliably compared 
with those calculated from the data only for x and y less than about 6 R . 
Inspection of • 2.6 shows that ~l ,0) and ~l~'Y) are both of the 
same general shape. This is to be expected as the symmetry of the DR 
implies that Pattersons in the x-y plane would be independent of direction. 
However the curves in 2.4 are quite different in the x and y 
directions, suggesting that the DNA molecule does not have the same 
symmetry as the DR. 
x 
-50"", 
50 \ 50 
\ 
\ 
\ 
'PI (x, 0) \ 'P1(O,y) 
\ 
\ ",.-, 
\ / 0 / 0 \ 3 I 6 
\ / x (.~.) y (l\.) /' 
'-
"'-
-20 
-20 
Fig. 2.6 The Phi functions for the data and the DR model ( 
given by Arnott and Hukins (1972a) • 
• 2.7 shows the Phi functions calculated using the phosphorus 
coordinates for the SBS model given in Rodley et aZ. (1976). These 
coordinates are illustrated in Fig. 2.5(b). The SBS structure has an axis 
of symmetry as shown in Fig. 2,5(b) which is called a dyad axis. 
50 50 \ 
\ 
\ 
'P 1 (x,O) <P1(Q,y) 
\ 
\ 
0 
3 6 
-2oL 
x CR) 
Fig. 2.7 The Phi functions for the data 
given by et al. (1976). 
\ 
\ 
'\ 
0 
-20 
and the SBSmodel (~~-) 
0° . 
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The significance of the dyad axis is discussed in more detail in §2 4, 
and it suffices to say here that one half of the repeat unit can be 
by rotation of the other half by 1800 about the dyad axis. 
When the molecule is viewed in projection, the dyad axis becomes a 
reflection axis of symmetry as shown in Fig. 2.5(b). The orientation 
of the SBS model in the unit cell is defined by the angle, denoted here 
bye, between the dyad axis and the y-axis, The Phi functions for e = 00 
are shown in Fig. 2.7, and a comparison with those in Fig. 2.4 shows 
that fit the data about as, well as the DR. 
The SBS coordinates 
(called a long range 
by Radley et at, (1976) have a nett rotation 
of 350 per 10 base (or 33,8 R) because 
the right-handed sections rotate more than the left-handed sections. 
However the diffraction data indicates that the molecule has a unit 
of 33.sR suggesting that it has no long range twist in the paracrystalline 
state. This twist may be present in vivo but absent, because of 
packing forces, in paracrystalline samples. The SBS coordinates were 
therefore adjusted (minimally disturbing the molecule's stereochemistry) 
to remove this long range twist (see table 2.2(a». 
Table 2.2 SBS Phosphorus Coordinates (R) 
(a) 
00 ) 
(b) 
Untwisted (8 = Untwisted' and modified (8 
Phosphorus , 
" 
atom x y z x y z 
A6 -7.22 -4.56 -4.55 -3.97 -7.56 -4.55 
A7 -3.39 -7.71 -7.65 0.92 -7.90 -7.65 
AS -3.46 -8.03 -11.50 -0.20 -8.68 -11.50 
A9 -7.37 -3.44 -11.95 -4.66 -6.66 -11.95 
AI0 -7,90 0.32 -14.80 -7.00 -3.67 -14.80 
B6 8.81 0.01 1.00 7.62 4.41 1.00 
B7 8.38 4.56 -2.37 4.98 8.14 -2.37 
B8 5.55 7.98 -5.67 0.28 9.69 -5.67 
B9 4.06 7.77 -11.85 -0.37 8.76 -11.85 
. 
B10 7.16 4.56 -15.68 3.92 7.53 -15,68 
The dyad axis lies in the x-y plane, passes through the or~g1n and is 
inclined at an angle 8 to the y-axis. Phosphorus atoms Al AS and 
Bl B5 can be generated from the above coordinates by a rotation of 
1800 about the dyad axis. 
300 ) 
-
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Since the Phi functions are forms of Pattersons. they can be interpreted in 
terms of interatomic vectors as long as the weighted averaging over z 
taken into account. This means that small adjustments can be made to the 
atomic coordinates in order to change particular features of the Phi 
functions. Modifications were made to the SBS phosphorus coordinates to 
make the Phi functions match the data as closely as possible (see Table 2.2 
(b)-) , It was also found that e = 300 gave the best agreement with the data. 
Only small changes were made to the phosphorus coordinates so that there was 
only minimal disturbance to the stereochemistry. In Fig. 2.8 the Phi 
functions of this modified SBS structure are compared with those of the DR 
and the data. It is apparent that the Phi functions for the SBS model 
follow the data more closely than do those for the DR. 
y (~ 
.. 
-20 
-20 
Fig. 2.8 The Phi functions for the data (---), the DR (~ •• ) 
and the modified SBS model ) for e 300 (see 
text) , 
These results are far from conclusive because of the simplified 
representations of the molecules used. However they do indicate a general 
consistency between the SBS model and the diffraction data, sugges 
that this alternative structure is worthy of further study. 
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2.3 FIBRE ANALYSIS 
Fibre samples differ from paracrystals because they are not 
of crystallites. The molecules are randomly rotated about their axes with 
to each other but all the molecular axes are parallel. Because a 
fibre sample is periodic; in the z: direction, the diffraction pat!tern exists 
on dis crete planes (called layer planes), with VI ~/c, in reciprocal space. 
Since there is no periodicity in the x-y plane. a continuous diffraction 
is recorded on each layer plane. It is convenient to introduce 
cylindrical polar coordinates (r,8,z) and (R.1jJ,w) into real and 
space respectively. 
molecule is given by 
c 00 21T 
(1.70), the diffraction pattern of a 
F~(R,1jJ) :: J J J f(r;8,z) exp(i21T(Rr cos(lji -8) + ~z/c» r d8drdz. (2.18) 
o 0 0 
Since the individual molecules in the fibre sample are randomly rotated, 
what is measured is the angular average of the diffracted intensity of a 
molecule. Hence the intensity n~(R) of the fibre pattern on the 
~th layer line is given by 
f21T n~ (R) (1/21T) IF~(R,lji)12 dlji . 
0 
(2.19) 
Because only the average of the diffraction pattern is 
available, it is not possible to calculate the Patterson P(r;8,z) from 
the data ni(R). However the cylindrically averaged Patterson P(r,z), 
introduced in §2.2, can be computed. Transforming (2.7) to 
coordinates gives 
21T 
P(r,z) == (l/21T) f P(r;8,z) dS . (2.20) 
o 
The Patterson of a single molecule is obtained by Fourier transforming the 
diffraction' pattern so that 
00 21T 
P(r;8,z) = Iff IF~(R,lji)12 exp(i21T(rR cos(S-lji) + ~z/c) R dljidR. (2.21) 
~=...co 0 0 
Note that P(r;8,z) takes the form of a Patterson in the z direction and an 
autocorrelation in the r-e plane. Subs from (2.21) into (2.20), 
an integral representation of J (x) (Watson, 1966, §2.2) and making 
o 
use of (2.19) 
00 
P(r,z) = tI-oo exp(i2TItz/c) f ~t(R) J
o
(2TIrR) R dR (2.22) 
o 
-showing that P(r,z) can be calculated from the data ~t(R). 
~ 
At this point (2.8) relating P(r,z) to the paracrystalline diffraction 
pattern is conveniently derived. For a paracrystalline sample ~t(R) is the 
angular average of the I Fhkt 12 so that 
~t (R) I 
h,k=_co 
(2,23) 
Substituting (2.23) into (2.22) and making use of (2.1) gives (2.8). 
Returning to the fibre patterns, the cylindrically averaged Patterson 
is given by 
2TI 00 
~P(r.z) '" f- fj(f ,- f (x. y ,z !) f (x - reosS. y - rsinS, z' dxdydz ' dEl , (2.24) 
Equation (2.24) is not particularly informative because the electron density 
is a function ot' Cartesian coordinates. An expression in terms of 
cylindrical polar coordinates is derived as follows. Substituting from 
(2.18) into (2,19) and reducing one of the angular integrations to a Bessel 
function gives 
where 
and 
c 00 2TI 
= f If J 
o 0 0 
Q(r,r l ,8,z) J (2TIRB) exp(i2TItz/c) rr' dedrdr'-dz 
o 
c 2TI 
Q(r,r' ,8,z) =: J f f(r;(j),;;) f(r';8 +(j),z +;;) d<jldi; 
o 0 
2 k B - (r a +r' - 2rr' cose) 2 • 
On substituting from (2.25) into (2.22), the integral over the Bessel 
functions and the summation both reduce to delta functions giving 
00 2TI 
P(p,z) If J Q(r,rl,e.z) 6(p B) rr~ dedrdrt/p . 
o 0 
(2.25) 
(2.26) 
(2.27) 
(2.28) 
The interpretation of (2.28) is rather complicated, however, if the 
ele.ctron density can be approximately represented as being confined to a 
circular cylinder of radius r so that 
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f (r; 8 , z) = f (8, z) <5 (r - r) , 
then (2.28) simplifies to 
21T 
P(r,z) J Q(8,z) <5(r - 2r sin(8/2)) d8 
o 
where 
C 21T 
Q(8,z) ~2 f f f(CP,I;;) f(8+cp,z+l;;) dcp dl;;. 
o 0 
(2.29) 
(2.30) 
(2.31) 
The 8 dependence of Q(8,z) has the form of an angular autocorrelation which 
is expected to be useful for comparing SBS and DR structures. The argument 
of the delta function in (2.30) is zero for two values of 8 so that (2.30) 
may be written as 
A ~ 1\ + (r/2) cos(8/2) P(2r sin(8/2),z) = Q (8,z) (2.32) 
where Q+(8,z) is the even part of Q(8,z) defined by 
Q+(8,z) = (Q(8,z) + Q( -8,z))/2 (2.33) 
and 
-1 1\ 8 = 2 sin (r/2r) . (2.34) 
Q+(8,z) is called here the angular Patterson. Equation (2.32) allows the 
fibre diffraction data and model structures to be compared, since the 
angular Patterson can be computed from the data and models using (2.22) and 
(2.31) respectively. Since the phosphorus atoms of both the SBS and DR 
models of DNA lie approximately on the surface of a cylinder, the angular 
Patterson can be applied to this representation of the models. 
The angular Patterson is calculated from the fibre pattern using 
(2.22) in the form 
P(r,z) 
A 
L R 
I E~ COS(21T~Z/C) f 
~=o 
o 
(2.35) 
where Land R are the maximum values of ~ and R for wnich ~~(R) is recorded. 
The fibre diffraction data are taken from Feughelman et aZ. (1955) for which 
1\ 0-1 0-1 L = 10 and R = 0.026 A . Values of ~ (R) for R < 0.05 A are not 
o 
available (and so have been set to zero) since they are ,obliterated by the 
incident X-ray beam. The values of ~10(R) for R < 0.05 ~-1 have been 
extrapolated from the data given by Feughelman et aZ. (1955). Fig. 2.9 
shows the angular Patterson calculated from the data, 
o 
. 2.9 
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Q+(8,z) calculated from the fibre diffraction data 
of Feughelman et aL. (1955). 
180 
Note that the angular Patterson is symmetric about the line z == 17 R so it 
only need be displayed on the interval a < z < 17 R. It is also worth 
noting that the angular Patterson should be a positive function. The 
negative (not shown in 2.9) are due to ~Q,(R) only being measured in 
a finite region of reciprocal space - this also limits the resolution. 
Reference to (2.31) shows that peaks in Q+ correspond to interatomic 
"vectors" (in 8 and z) in the structure. The peaks in the angular Patterson 
calculated from the data are shown in Fig. 2.10. The peaks spaced by 3.4R 
along the z-axis correspond to the base pairs which are stacked parallel to 
each other with this spacing along the molecular axis. 
Since the angular Patterson is most interpreted in terms of its 
peaks, it is calculated from model structures whose atoms are represented 
as points (i,e. the electron density is as a delta function) 
+ in order to accentuate these peaks. Fig. 2.11 shows Q for a 
representation of the phosphate groups of the DR. + Note that Q peaks on 
straight lines in the r-8 
lying on helices. Comparing 
which is a result of the phosphorus atoms 
2.9 and 2.11 shows that while the ridges 
in 2.9 tend towards the dotted lines, there is no'evidence of the 
strong present in . 2.11. 
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Fig. 2.10 Positions and amplitudes of the peaks in Fig. 2.9. 
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Fig. 2.12 + Q (6,z) for a point representation of 
the SBS model (see text). 
Fig. 2.12 shows Q+ for a point representation of the phosphorus atoms 
in the SBS model. The SBS coordinates used are those of Rodley et at. (1976) 
which have been untwisted as described in §2.2 (see table 2.2(a». The peaks 
of Q+ for the SBS model are not highly localised like the DH. However, Q+ 
calculated from the data has six peaks on the z-axis (6 0), and the DH and 
SBS models, have two and four peaks respectively near the z-axis. Inspection 
+ of Figs 2.10 to 2.12 shows that the peaks of Q near the z-axis for the SBS 
model, accord more closely with the data than do those of the DH. 
+ The above results suggest that it is worth examining Q along the z-axis. 
Making use of (2.32) shows that 
+ Q (0, z) (:e/2) P(O.z) (2.36) 
and so, referring to (2.24), the axial P 
'" 
(z) may be defined 
ax 
by 
00 
(z) O/rri)Q+ (0, z) Jjf f(x,y,l;) f ,y,1;;-Z) dxdydl; . (2.37) 
-00 
Inspection of (2,37) shows that P takes the form of a Patterson along the 
ax + 
z-axis. In order to take account of the peaks of Q which are close to (but 
not on) the z-axis, the finite size of the atoms must be taken into account 
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when computing realistic axial Pattersons. For this reason P 
ax 
is 
calculated from (2.37) using Gaussian atomic electron densities as 
described in §2,2. Axial Pattersons calculated in this manner for the 
DR and SBS models are shown in Fig. 2.13. 
35 
P (z) 
ax 
5 
Fig. 2.13 
. 
7 9 11 
z db 
11 
/, 
. ~ . 
13 15 
Axial Pattersons calculated from the diffraction 
data (---), the DR model ("0) and the SBS model 
(see text). 
17 
Making use of (2.35) to (2.37) shows that the axial Patterson is related 
to the data by 
P (z) "" 
ax 
A 
L R ~ Et cos(2TItz/c) f Ut(R) R dR , t=o 
o 
(2.38) 
Inspection of (2.38) shows that U (R) does not affect the variation of 
o 
P (z) with z but only adds a constant value. Since U (R) is not known 
ax -1 0 . 
for R < 0,05 R , the value of this cons tan t is unknown. Hence a cons tant 
value has been added to the axial Patterson calculated from the data 
(displayed in Fig. 2.13) and subsequently scaled so that it matches those 
calculated from the models as well as possible. 
Since P (z) is a Patterson along the molecular axis, it is sensitive 
ax 
to the relative angular positioning of the nucleotides. This is because 
nucleotides with similar angular positions produce large values of P (z) ax 
a,t values of z to their axial The spaced by 
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approximately 3.4~ in P (z) calculated from the data are due to overlap 
ax 
of the nucleotides(particularly the base pairs) which are spaced by about 
3.4R. As described in §2.2, an accurate measure of the angular positioning 
of the nucleotides would allow one to decide between the SBS and DR models. 
Hence the axial Patterson is considered to be particularly useful for 
comparing these two models with the data 
Inspection of Fig. 2.13 shows that the axial Patterson for the SBS 
.model fits the data better than the DR, particularly because the latter does 
not produce a peak at about 6.8 R. The nucleotide pairs on each side of the 
bend region (where the molecule changes its sense of rotation) of the SBS 
structure have similar angular positions and are spaced by about 6.8 R which 
explains the presence of this peak. Because the DR does not change its sense 
of rotation, nucleotide pairs separated by 6.sR have quite different angular 
.positions and so produce little amplitude at this axial distance. Hence the 
axial Pattersons displayed in • 2.13 appear to provide quite strong 
evidence in favour of the SBS model over the DH. The presence of the base 
pairs has a strong influence on the axial Patterson since because they are 
planar and perpendicular to the molecular axis, they overlap significantly 
as they shift along the molecular axis. However, as described above, it is 
difficult to see how including the effects of the bases would produce 
significant amplitude in the axial Patterson at z = 6.8R, However before 
these results could be taken too seriously, the axial Patterson needed to be 
calculated using realistic representations of all the atoms in the molecule. 
This is discusse~ in §2.S. 
Note that in moving from the angular Patterson Q+(8,z) to the axial 
Patterson P (z), the restriction that the electron density must be confined 
ax 
to the surface of a cylinder has been removed. This can be seen from (2.37) 
and it allows the axial Patterson to be calculated for a more realistic 
representation of the molecule. It is worth noting that Bates et at. (1980) 
conclude that, in some circumstances, it may be safer to base structural 
refinement on fibre, rather than paracrystalline, diffraction data. 
2.4 STEREOCHEMICAL REFINEMENT 
The stereochemistry of a molecule refers to the geometrical relation~ 
ships between constituent atoms and groups of atoms. Some of these geometric 
parameters (such as bond lengths and bond angles) have been found to vary 
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very little over a large number of different molecules. Others (such as 
some conformation angles) are known to vary over much larger ranges of 
values (Arnott, 1970). Nonetheless, Hingerty (1979) has shown that even 
te small changes in some of these parameters produce large changes in 
helical polynucleotide conformations. The ranges of values which these 
can adopt are referred to as the 
on the molecule. 
The atomic coordinates presented by Rodley et aL. (1976) demonstrate 
the of the SBS structure but do not conform accurately to 
these stereochemical constraints. Following the supportive evidence of ' 
the X-ray calculations described in §2.2 and §2.3 and those of McKinnon 
(1980) (reported in Bates et aLe, 1980), using more accurate 
tions of the molecule, it was considered essential to examine the 
stereochemical viability of the SBS structure. 
As described in §2.1, ~he DNA molecule is made up of two strands 
of nucleotides. each consisting of a phosphate, a sugar and one of four 
bases. The bases are planar groups of known fixed conformations and the 
primary concern here is with the sugar-phosphate backbC!ne. The sugar 
phosphate part of a nucleotide is called a nucleoside, the constituent 
atoms of which are shown in Fig. 2.14. 
04 
base 
Fig. 2.14 Constituent atoms of a nucleoside. 
81 86 = conformation 
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The conformation of the phosphate group is fixed. The sugar ring can adopt 
a number of conformations which are discussed later. Since the bond lengths 
(distance between two bonded atoms) and (angle between two 
adjacent bonds) are fixed, a single nucleoside has six degrees of freedom 
due to rotation about six bonds as shown in Fig. 2.14. These rotations are 
described by six conformation angles (Arnott, 1970) denoted by 81 to 86 in 
Fig. 2.14. Polynucleotide structures have been observed with a wide range of 
conformation angles (Arnott and Chandrasekaran, 1981). Since the DR is a 
regular structure in which successive nucleotides are shifted and rotated by 
3,38 Rand 36 0 respectively, the backbone is completely described by these 
, 
six conformation angles and the sugar conformation. The SBS model does not 
possess this high degree of symmetry as the conformation of each nucleotide 
is different. especially at the bend regions where the sense of rotation 
changes. 
In this section the symmetry of the SBS structure, the physical model 
from which initial atomic coordinates were obtained, the stereochemical 
parameters considered and the subsequent refinement procedure are described, 
The original SBS structure (Rodley et at., 1976) contains a long range 
o twist of about 35 per ten base pairs. It appears from the subsequent 
stereochemical investigation described here that this is an essential feature 
of the structure. This means that a ten base pair unit does not form a 
repeat unit. However successive ten base pair units can be generated by an 
axial shift (by a distance denoted by, c), followed by a rotatj)n about the 
molecular axis by the long range twist angle denoted here by 8. Since the 
two chains are antiparallel, one can be generated from the other by a 
rotation of 1800 about an appropriately positioned dyad or two-fold axis 
which is perpendicular to and passes through the molecular axis. Rotation 
about the dyad axis allows a five base pair unit to be generated from an 
adjacent five base pair unit. Let T(e,c) represent a translation of distance 
c along the molecular axis followed by a rotation by 8 about the same axis. 
Let R(~,~) represent a rotation by 1800 about a line which is perpendicular 
to the molecular axis with angular coordinate ~ and axial coordinate ~. 
It is easily shown that 
T(8,c) R(~ +8/2,'[, +c/2) R(~,1;;) (2.39) 
Equation (2.39) shows that the translation and axial rotational symmetry is 
equivalent to two rotations about two dyad axes spaced by c/2 and rotated 
with respect to each other by 8/2, Hence the SBS structure is completely 
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described by the coordinates of a five base pair unit together with these 
two dyad axes. 
In order to study the stereochemical viability of the SBS structure 
it was necessary to construct an accurate physical model to obtain the 
initial atomic coordinates. The model pertains to the fibre form of DNA 
since the long range t1;l7ist is retained and so only the intramolecular 
(and not the intermolecular) stereochemistry need be considered. In 
paracrystalline samples, crystal packing forces could reduce the long 
range twisting to zero. The base pairs in the original model (Rodley et 
aZ" 1976) were constrained such that they were perpendicular to~ and 
their midpoints coincided with, the molecular axis. This produced 
unacceptably short distances between non-bonded atoms in the bend 
regions. It was found that by relaxing these constraints~ it is possible 
to build a stereochemically acceptable model. 
The physical model was constructed by Dr. Rodley of the Chemistry 
department using "Kendrew (2 cm "" 1 R) molecular units" for the sugar-
phosphate backbone (except the hydrogen atoms) and perspex plates to 
represent the base pairs. The model consists of seven nucleotide pairs 
in order to allow the positions of the two two-fold axes at each end of 
the central five base pair unit to be estimated. The central five 
nucleotide pairs (with the bend region in the centre) are numbered 6 to 
10. The two two-fold axes (labelled LZ and R2) lie in the centres of the 
left-handed and right-handed regions between dinucleotide pairs 5 and 6 and 
between 10 and 11 respectively, The model was adjusted to satisfy the 
stereochemical constraints as well as possible. The coordinates of the 
backbone atoms and the glycosidic nitrogen atoms (.the base atoms bonded 
to the sugars see Fig. 2,14) w'ere measured (by Miss G.F. Rodley) using 
sightings from t\l70 theodolites. The theodolite measurements had an 
accuracy equivalent to about. 0.002R for each Cartesian axis for the 
atomic coordinates. This is well within the stereochemical tolerance 
required and so the limiting factor was the accuracy of building the 
physical model. The coordinates were fed into the computer where the 
refinement procedure was carried out. 
The standard values for the backbone bond lengths (rounded to 0.01 R) 
and bond angles are taken from Arnott and Hukins (1972b) (sugars) and 
Arnott (1970) (phosphate) and are listed in table 2.3. These values have 
been determined by high resolution X~ray crystallographic analysis of 
monomers (single nucleotides or nucleosides) related to nucleic acids. 
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Table 2.3 Standard bond lengths (~) and bond angles (0). 
- p 
C3 - C4 1.53 p 01 1,60 
Cl 05 1.42 P 
- 02;;03 1.48 
05 - C4 1.46 01 - C3 1.42 
N -Cl 05 108.0 C4 - cs - 04 110.0 
N - Cl - C2 113.7 C5 - 04 - p 119.0 
05 C1 -C2 107.6,105.6* 04 -p 01 101.4 
Cl - C2 - C3 101.4 P -01 C3 119.0 
C2 - C3 - C4 102.S 04 -p -02 107.8 
C3 - C4 - 05 104.0,105.5*,103.9** 01 -p -03 107.7 
C1 05 -C4 109.7 02 -p 
-03 116.0 
05 C4 -C5 108.9 01 - C3 C4 111. 9,108.9* 
C3 - C4 - C5 115.8 01 -C3 -C2 113.3,109.3*,** 
Values listed are for C3-endo. Those that are different for 
C2-endo and C3-exo are indicated by * and ** respectively. 
The SBS coordinates were refined so that the bond lengths and bond angles 
are within ±O.025 Rand ±2.0o respectively of these standard values. These 
tolerances are close to the standard deviations of these parameters observed 
in various nucleotide structures (Arnott and Hukins, 1972b). 
The distances between pairs of non-bonded atoms (excluding atoms of a 
pair which are bonded to a common atom) are referred to as contacts and 
must be greater than prescribed minimum values. Minimum allowable intra-
molecular contacts within macromolecular structures tend to be shorter than 
those between different molecules (Haschemeyer and Rich, 1967). The guide 
for allowable contacts is taken from the sum of the intramolecular nucleoside 
Van der Waals radii given by Haschemeyer and Rich (1967) which are listed in 
table 2.4. Short non-bonded distances to the nitrogen atoms do not occur in 
the SBS structure. 
The five atoms making up the sugar ring are non-planar and this is 
referred to as the sugar £..:;;=,;;;;.;;;;.. The pucker· can vary considerably with 
negligible changes occurring in the bond lengths and bond angles. The 
sugar pucker can be described by three conformation angles (Arnott, 1970) 
Table 2.4 Minimum Intramolecular Contacts (R). 
From Haschemeyer and Rich (1967) 
Atom Limit used in 
pairs Normal limit Rare limit SBS refinement 
C -0 2.85 2.65 2.7S 
C - C 3.00 2.80 2.80 
0-0 2.70 2.S0 2.7S 
or equivalently by the distances (denoted by d2 and d3) of the atoms C2 
and C3 from the C1-0S-C4 plane (Arnott and Hukins, 1972b). The latter 
description is used here as the geometrical significance is more immediately 
apparent. The sign of d2 (d3) is positive if C2 (C3) is on the same side 
of the C1-0S-C4 plane as CS, and negative if it is on the other side. The 
terms C2-endo, C3-endo, C2-exo and C3-exo are commonly used as qualitative 
descriptions of sugar pucker. The prefix refers to the atom most distant 
from the C1-0S-C4 plane, and endo or exo signifies that this atom is on 
the same or the opposite side respectively of the C1-0S-C4 plane as CS. 
A survey of sugar puckers carried out by Arnott and Hukins (1972b) shows a 
wide variability in the values of d2 and d3 so it is considered appropriate 
to use sugar' puckers which are reasonably close to one of those observed by 
them. 
The bases are positioned on the backbone using the glycosidic bond 
(the N-C1 bond in Fig. 2.14) and then twisted and tilted into position 
so as to satisfy the stereochemical constraints. The bases are fixed 
planar groups and the coordinates are computed from the conformations given 
by Arnott and Hukins (1973). Each base can rotate about its glycosidic 
bond. This is referred to here as twist and is measured by the twist angle 
a. Zero twist (a = 0) occurs when a line in the base plane which is 
perpendicular to the glycosidic bond is perpendicular to the molecular axis. 
The base can also be tilted so that the glycosidic bond does not lie in the 
base plane (Haschemeyer and Rich, 1967). The angle B between the glycosidic 
bond and the base plane is called the tilt angle. Haschemeyer and Rich 
(1967) have observed tilt angles up to 12.40 . These definitions of twist 
and tilt are different from those of Arnott (1970) which apply to regular 
helical structures. The angle between the normals to the two base planes 
of a base pair is called the dihedral. 
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The refinement procedure has three objectives: 
1. Bring the bond lengths, bond angles, contacts and sugar puckers 
within the limits described above, 
2. Obtain the positions of the dyad axes L2 and R2 so that 
connectivity between successive five base units is 
achieved with the same stereochemical constraints. 
3. Position the bases on the backbone satisfying the same 
stereochemical constraints and align the two bases of 
each base pair as well as possible. 
The stereochemical tolerances used are listed in Table 2.7. 
The large number of complex interrelationships between all the 
stereochemical parameters described above would make the complete automation 
of the refinement procedure a computationally horrendous task. So in order 
to make the refinement tractable and obtain a sensible solution, it is 
necessary to carry it out in an interactive manner. The computer is used 
to calculate all the stereochemical parameters (described above) necessary 
to assist the operator in making appropriate adjustments to the atomic 
coordinates. The strategy of this refinement procedure is as follows. 
1. Adjust the atomic coordinates until the bond lengths, bond angles" 
contacts and sugar puckers are within the required limits. 
2. The dyad axis is initially estimated as being the line joining 
the midpoints of ASN-B6N and BSN-A6N (and similarly for R2) where 
the coordinates of nucleotides 5 and 11 are obtained from the model. 
3. Using these dyad axes, coordinates are generated for nucleotide pairs 
5 and 11. The stereochemistry across the dyad axis is adjusted by 
moving atoms 01 and C3 and deriving new dyad axes. This step is 
repeated until the stereochemistry across the two-fold axes is 
within the required limits. 
4. Each of the four bases (A, T, G or C) is located on each nucleoside 
and the position of the glycosidic nitrogens adjusted to minimise 
contacts to the backbone and improve the hydrogen bond lengths. 
5, The bases are then tilted and twisted to minimise the remaining 
contacts and dihedral angles, and make the bases as coplanar as 
possible. 
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The resulting refined atomic coordinates with GC base pairs are 
given in table 2.8 and the stereochemical tolerances achieved are 
summarised in table 2.7. Other base pair arrangements can be accommodated 
by the same backbone structure. The contacts are all greater than 2.75 R, 
the C-C contacts are all greater than 2. 80 ~, and these are related to the 
Haschemeyer and Rich (1967) limits in table 2.4. The angle between the 
dyad axes L2 and R2 is 23.40 , they are spaced by 16.998 ~ and their 
positions are given in table 2.8. This gives a long range twist of 
e = 46.80 per ten dinucleotides and c 33.996 R. The sugar atom 
displacements d2 and d3 are listed in table 2.5 and each pair (d2 , d3) 
is within 0.12 R of that for one of the observed structures reported in 
table 1 of Arnott and Hukins (1972b). 
Table 2.5 Sugar puckers. 
Nucleoside Pucker d2 (R) d3 (~) 
I 
Nucleoside Pucker d2 (~) 
A6 C3-endo 0.34 0.79 B6 C3-endo 0.10 
A7 C3-endo 0.28 0.78 B7 C3-endo 0.20 
A8 C3-endo -0.28 0.43 B8 C3-endo 0.60 
A9 C3-exo 0.10 -0.31 B9 C3-endo 0.59 
AI0 C3-endo 0.60 0.73 I BI0 C2-endo 0.39 
I 
I 
I 
Base tilt angles are listed in table 2.6 and are all less than the 
maximum value of 12.40 observed by Haschemeyer and Rich (1967). 
The base twist and dihedral angles (see table 2.6) are all small, 
being less than 10 and 30 respectively. All hydrogen bond lengths 
are ~vithin the range 2.48 - 3.14 R. 
d3(~) 
0.74 
0.76 
0.83 
0.77 
-0.05 
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Table 2.6 Base pair geometry. 
Base I Tilt, f$ (0) 0 Dihedral ( ) 
A6 -2.1 0.3 
A7 0 2.7 
A8 0 1.1 
A9 -0.5 to 5.0 0.1 
A10 0 1.2 
B6 0 
B7 5.0 
B8 5.6 
B9 -3.9 to -10.4 
BI0 6,0 
Tilt angles at A9 and B9 depend on the base, 
Table 2.7 Summary of stereochemical tolerances. 
I 
Parameter Tolerance Reference 
Bond lengths ±0¢o2R from standard values Table 2.3 
Bond angles 0 ±2.0 from standard values Table 2.3 
Contacts All <2.75 R. C-C <2 .80 ~ Table 2.4 
Sugar puckers d2 and d3 within ±0.1 of observed values Table 2.5 
Base tilt (6) All <11 0 Table 2.6 
Base twist (ex) All <1 0 
Base pair dihedral All <30 Table 2.6 
0 
Hydrogen bond lengths 2,48 3.14 A 
Long range twist (8) L.6.8° per 10 dunucleotides 
I i 
The refined structure outlined here demonstrates the stereochemical 
viability of the SBS model for DNA. Two stereodiagrams of the model ~iewed 
along 12 and R2 (see Fig. 2.15) show that it is a structure since 
the centres of the base do not lie above each other. 
(a) 
(b) 
Fig. 2.15 Stereodiagrams of 10 base sections of the stereochemically 
refined SBS modeL 
(a) View L2 with the left-handeo region in the centre, 
(b) View along RZ ",ith the right-handed region in the centre. 
6" l;) 
Table 2.8 Backbone atomic coordinatesAfor the 
stereochemically refined SBS model. 
i Atom x y z Atom x y z 
A6Cl 4.137 -1.956 -1.720 BGel -6.419 3.851 -L810 
A6el 5.470 -2.004 -0.929 B6C2 -7.542 -4.186 -2.810 
A6e3 6.528 -1.876 -2.020 B6C3 -8.564 -4.864 -1.875 
A6C4 5.812 -1.060 -3.075 86C4 -8.431 -'-3.976 -0.620 
A6e5 6.418 -1.160 -4.455 B6C5 -8.940 -4.598 0.685 
A605 4.453 -1.559 -3.070 B605 -6.983 -3.792 -0.512 
A604 5.851 -0.176 -5.375 8604 -8.562 -3.728 1.800 
A6P 5.838 1.395 -5.007 B6P -9.090 -2.193 L865 
A601 4.258 1.772 -5.035 B601 -7.745 -1.323 1.605 
A602 6.539 2.148 -6.072 8602 -9 .597 -1.909 3.277 
A603 6.360 1.576 -3.635 B603 -10.042 -1. 958 0.757 
A7Cl 1.099 
-0.128 -5.015 B7Cl -7.606 -6.699 -5.365 
A7C2 2.385 0.337 -4.285 B7C2 -8.371 -7.535 -6.415 
A7C3 3.278 0.795 -S .443 B7C3 -9.126 -8.484 -5.495 
A7C4 2.257 1.334 -6.465 B7C<1 -9.467 -7.619 -4.300 
A7C5 2.714 1.497 -7.905 B7C5 -9.849 -8.333 -3.000 
A705 L150 0.367 -6.370 B705 -8.234 -6.870 -4.095 
A704 L663 2.059 -8.685 B704 -9.859 -7.367 -1.930 
A7P 1.097 3.535 -8.370 B7P -10.892 -6.131 -2.060 
A701 -0.361 3.453 -9.080 B701 -9.912 -4.B77 -2.380 
A702 1.934 4.546 -9.054 8702 -11.559 -5.912 -0.757 
A70J 0.936 J 706 -6.909 B703 -11.787 -6.362 -J.216 
ABCl - 2.764 0.702 -B.655 B8Cl -7.160 -9.282 -8.840 
A8C2 -1.B93 1.797 -8.025 aBe2 -7.502 -10.105 -10.065 
ABC3 -1.042 2.199 -9.222 BSCJ -8.29J -11.277 -9.495 
ABC4 -2.100 2.235 -10. JJO BBC4 -8.691 -10 .B31 -8.110 
MC5 -1.591 2.147 -11.750 BSCS -8.821 -11.938 -7.065 
MaS -2.989 1.109 -10 .020 B805 -7.618 -9.970 -7.700 
A804 -0.207 1.683 -11.792 B804 -9.275 -11.352 -5.815 
A8P 0.897 2.637 -12.425 B8P -10.672 -10 .595 -5.725 
A801 2.238 2.253 -11.605 B801 -10.288 -9.100 -6.070 
AS02 0.533 4.044 -12.144 B802 -11.176 -10 .658 -4.335 
A80) 1:074 2.285 -13.852 B80) -11.582 -11.116 -6 770 
MCI 1.104 -0.717 -12.085 S9Cl -8.256 -6.289 -11.770 
A9C2 1.914 -0.085 -10.955 B9C2 -9.070 -6.524 .050 
A9C) 2.799 0.927 -11.679 B9C3 -10.365 -7.209 -12.530 
A9C4 2.917 0.385 -13 .100 B9C4 -10.J20 -7.016 -11.030 
A9C5 4.177 -0.462 -13 .385 B9C5 -10.992 -8.116 -10.185 
A905 1.768 -0.455 -13 .L97 B905 -8.917 -6.901 -10 .685 
1\904 4.539 -1.248 -12.205 B904 -10.126 -9.282 -10 .014 
A9P 5.885 -2.157 -12.265 B9P -10.593 -10 .682 -10.695 
MOL 5.950 -2.603 -13 .820 B901 -9.402 -11.708 -10.295 
A902 5.704 -3.359 -11.421 B902 -10 .622 -10.522 -12.166 
A903 7.060 -1.314 -11.950 8903 -11.854 -1l.133 -10.066 
AI0Cl 2.999 -3.770 -15.425 BI0Cl -7.876 -2.741 -15.200 
AI0C2 3.626 -3.523 -14.045 BlOC2 -8.601 -2.684 -16.570 
AI0CJ 5.141 -3.699 -14.30J BI0C3 -9.962 -2.113 -16.225 
AI0C4 5.263 -3.813 -15.840 BI0C4 -10.178 -2.509 -14.775 
AlOCS 6.341 -4.759 -16.298 BLOCS -11.172 -3.595 -14.493 
AlOOS 3.978 -4.247 -16 308 BI005 -8.891 -2.845 -14.225 
A1004 6.035 -6.086 -15.880 B1004 -10.629 -4.909 -14 .760 
AlOP 6.924 -7.308 -16.343 SLOP -11.589 -6.214 -14.650 
ALDOL 6.229 -7.673 -17.740 BI001 -11.543 -6.579 -13 .069 
Al002 6.760 -8.4 28 -15.390 B1002 -'10 .991 -7.325 -15.424 
AI003 8.312 -6.850 -16.573 BlO03 -12.971 -5.835 -15.021 
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Table 2.8 (cont.) Base pair (GC) coordinates 
Atom 
A6N9 
A6CS 
A6N7 
A6C5 
A6C4 
A6C6 
A606 
A6Nl 
A602 
A6N2 
A6N3 
A7N9 
A7C8 
A7N7 
A7C5 
A7C4 
A7C6 
A706 
A7Nl 
A702 
A7N2 
A7N3 
A8N9 
A8C8 
A8N7 
A8C5 
A8C4 
A8C6 
A 806 
A8Nl 
A802 
A8N2 
A8N3 
A9N9 
A9C8 
A9N7 
A9C5 
A9C4 
Age6 
A906 
A9Nl 
M02 
x 
3.489 
4.068 
3.206 
1.972 
2.135 
0.650 
0.303 
-0.319 
-0.058 
-1.130 
1.170 
1.014 
2.032 
1.618 
0.233 
-0.146 
-0.777 
-0.641 
-2.061 
-2.344 
-3.644 
-1.408 
-2.096 
-0.752 
-0.501 
-1.763 
-2.745 
-2.145 
-1.425 
-3.537 
-4.448 
-5.741 
-4.098 
0.863 
1. 775 
1.229 
-0.136 
-0.370 
-1.249 
-1.245 
-2.466 
-2.602 
A9N2 -3.859 
A9N3 -1.570 
AI0N9 1.923 
AI0C8 2.053 
AI0N? 0.914 
AI0C5 -0.038 
AI0C4 0.570 
AIOC6 -1.463 
A 1006 -2.182 
AlONl -2.043 
AlO02 -L348 
AI0N2 -2.092 
AI0N) -0.020 
y z 
-3.284 -1. 785 
-4.536 -1.790 
-5.522 -1.799 
-4.883 -1.802 
-3.513 -1.793 
-5.423 -1.811 
-6.603 -1.820 
-4.413 -1.810 
-3.059 -1.801 
-2.254 -1.801 
-2.5119 -1.792 
-1.629 -5.086 
-2.560 -5.109 
-3.801 -5.175 
-3.687 -5.198 
-2.361 -5.144 
-4.694 -5.265 
-5.916 -5.319 
-4.137 -5.265 
-2.788 -5.208 
-2.459 -5.219 
-1.844 -5.145 
-0.653 -8.635 
-0.963 -8.620 
-2.248 -8.604 
-2.832 -8.609 
-1.864 -8.628 
-4.208 -8.599 
-5.205 -8.582 
-4.355 -8.610 
-3.319 -8.629 
-3.673 -8.637 
-2.036 -8.639 
-2.171 -11.955 
-3.206 -11.960 
-4.397 -11.955 
-4.136 -11.945 
-2.776 -11.945 
-5.031 -11.936 
-6.261 -11.934 
-4.339 -11.928 
-2.966 -11.929 
-2.500 -11.920 
-2.1~7 -11.937 
-4.834 -15.373 
-6.207 -15.357 
-6.851 -15.309 
':..837 -15.290 
-4.600 -15.329 
-5.909 -15 .. 240 
-6.907 -15.201 
-4.634 -15.~39 
-3.443 -15.280 
-i.328 -15.270 
-3.370 -15.327 
Atom 
B6Nl 
B6C6 
B6C5 
B6C4 
B6N4 
B6N3 
B6C2 
B602 
B7Nl 
B7C6 
B7C5 
B7C4 
B7N4 
B7N3 
B7C2 
B702 
B8Nl 
B8C6 
B8C5 
B8C4 
BBN4 
B8N3 
B8C2 
Bea2 
B9Nl 
B9C6 
B9CS 
B9C4 
B9N4 
B9N3 
B9C2 
B902 
BlONl 
BI0C6 
BlOCS 
BIOC4 
BI0N4 
BlON3 
BI0C2 
BJ002 
x 
-5.348 
-5.63B 
-4.652 
-3.306 
-2.298 
3.029 
-4.033 
-3.818 
-6.157 
-5.767 
-4.451 
-3.507 
-2.212 
-3.901 
-5.224 
-5.629 
-5.697 
-4.745 
-3.421 
·-3.087 
-1.821 
-4.033 
-5.351 
-6.255 
-:6.866 
-6.621 
-5.350 
-4.294 
-3.035 
-4.545 
-5.826 
-6.099 
-7.046 
-7.618 
-6.858 
-5.440 
-4.642 
-4.B86 
-5.667 
-5.192 
y 
-4.870 
-6.199 
-7.134 
-6.654 
-7.507 
-5.342 
-4.424 
-3.203 
-7.075 
-8.377 
-8.717 
-7.643 
-7.900 
-6.362 
-6.047 
-4.875 
-8.938 
-9.909 
-9.596 
-8.206 
-7.831 
-7.257 
-7.594 
-6.746 
-6.819 
-8.156 
-8.639 
-7.676 
-8.074 
-6.359 
-5.900 
-4.690 
-3.977 
-5.211 
-6.338 
-6.161 
-7.213 
-4.940 
-;3.827 
-2.681 
z 
-1.815 
-1.8/1 
-1.826 
-1.824 
-1.82B 
-1.817 
.813 
-1.807 
-5.270 
-5.305 
-5.338 
-5.333 
-5.363 
-5.298 
-5.266 
-5.234 
-8.667 
-8.660 
-8.637 
-8.622 
-8.600 
-8.630 
-8.653 
-8.660 
-11.885 
-11.884 
-11.894 
-l.l.905 
-11.916 
-11.906 
-11.896 
-11.897 
-15.065 
I -15.054 
-15.073 
-is .104 
-15.124 
-15.114 
... 15.095 
-15.103 
For this set of backbone and GC 
base coordinates the two-fold 
axis, L2, lies along the y axis 
and R2 is defined by the line 
joining the points (-1.000, 
-2.311, -16.998) and (1.000, 
2.311, 16.998). 
2.5 AXIAL PATTERSONS 
As described in §2.3, the axial Patterson is a convenient means of 
comparing the SBS and DB models with the fibre diffraction data. Graeme 
McKinnon (1980) computed axial Pattersons of the SBS and DR models using 
accurate representations of the electron density of all the non-hydrogen 
atoms in the molecule. The results are similar to those in Fig. 2.13 and 
still favour the SBS model because of the better agreement with the data 
at z = 6.8 R (Bates et at,. 1980). The stereochemical refinement of the 
SBS model allows a more accurate comparison with the X-ray data to be mad~ 
and so axial Pattersons were computed (using McKinnon's (1980) techniques) 
for the refined structure given in table 2.8. The axial Patterson should 
be computed using a model which is periodic, so the long range twist of 
the SBS structure must be removed before P (z) is calculated. The effect 
. ax . 
of the long range twist on the axial Patterson is removed in two different 
ways. In the first approach, two different axial Pattersons are computed 
by treating two different ten base pair sections of the SBS structure as 
"re.peat units". One axial Patterson is computed using nucleotide pairs 
1 to 10 as the repeat unit (see Fig. 2,15(a» and the other using nucleotide 
pairs 6 to 5 as the repeat unit (see Fig. 2.15(b». These two axial 
Pattersons are then averaged to give an axial Patterson representation of 
an "averaged SBS structure". In the second approach each nucleotide pair 
is rotated by 4.680 relative to its neighbour to produce a structure with 
:1 
no long range twist, allowing direct computation of the axial Patterson 
for an "untwisted SBS structure!'. 
These two SBS axial Pattersons are compared with those calculated 
from the DR (with AT base pairs) and the fibre diffraction data (taken 
from Bates et at., 1980) in Fig. 2.16, Inspection of Fig. 2.16 shows that 
there is little difference in the forms of the two curves computed from 
the SBS model except at z = 5~. The curve computed from the data has 
been averaged over three curves computed from three independent sets of 
diffraction data taken from Feughelman et at. (1955), Bram (1977) and 
Zimmerman and Pheiffer (1979). Inspection of Fig. 2,16 sho~s that the 
SBS model still fits the diffraction data better than the DR because of 
the better agreement at z ~ 6.8~. The small peak for the averaged SBS 
model at z = 5 ~ is due to the ~hosphate groups B8 and B9 in the bend 
regions, Small lateral displacements of these atoms removes this peak 
as shovffi by the axial Patterson for the untwisted structure. The reduced 
amplitude of the SBS axial Pattersons at z "" 17 g is due to the" zig-zag 
p (z) 
ax 
o 
Fig. 2.16 
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3.4 6,8 
z d{) 10.2 13.6 17.0 
Axial Pattersons calculated from the diffraction data (----), 
the DR model ( •••• ) and the "averaged" (----) and "untwisted" 
(_'_0) stereochemically refined SBS models (see text). The 
solid and dotted curves are ~aken from Bates et at. (1980). 
arrangement of the base pairs (see Fig. 2.15) so that tqose separated by 
c/2 = 17 ~ are offset from each other. This indicates that the 
displacements of some of the base pairs from the molecular axis may have 
been overestimated. The SBS structure is probably sufficiently flexible 
to allow appropriate small adjustments to be made without affecting the 
stereochemical viability of the model. 
2.6 DISCUSSION 
Although the question of DNA structure is considered closed by the 
majority of the biochemical community, there is still no direct evidence 
which allows one to say with certainty that long stretches of DNA adopt 
the DR structure. Small, but significant, interest is still being shown 
in the SBS structure, Recently, different forms of DNA, such as left-handed 
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or liZ-DNA", have been observed by Wang et at. (1979) and Arnott et at. 
(1980). The two main kinds of experimental evidence used to elucidate 
DNA structure are the data and results from experiments with 
covalently closed circular (Cee) DNA. 
The difficulty with the da.ta is that it is observed at such 
low resolution, that the Fourier techniques described in §1.7.3 
cannot be used, Hence in determining the structure from the X~ray data, 
many a priori constraints are built in. The structure refinements carried 
out by Arnott and Hukins (1973) using the linked atom least squares (LALS) 
technique have, in effect, assumed a DR structure from the outset. The 
R-factor they obtain (0.31) need not be considered particularly low 
as lower R-factors have been obtained for structures which have subsequently 
been found to be grossly incorrect (Donohue, 1969). The SBS and DR models 
are structurally very similar (although they are topologically very 
different because of the different association of the two strands) so it 
is not surprising that it is difficult to distinguish between them on the 
basis of the data. In fact the only major structural differences 
are due to the presence of left-handed regions and bend regions, the first 
of which would be difficult to detect from low quality X-ray data. This 
only leaves the bend regions which is precisely what would produce the 
axial Pat terson peak at 6.8 zL If this peak is not an artifact (remember 
that three independent sets of data give similar peaks) it clearly supports 
the SBS model and is difficult to explain in terms of the DR. et al. 
(1980) have recently reported a high resolution structural analysis (using 
.Fourier synthesis and isomorphous replacement techniques) of a twelve base 
pair unit of DNA, This fragment does have a right-handed DR structure 
of the sort refined by Arnott and Rukins (1973). However this does not 
necessarily mean that much longer lengths of DNA adopt the same structure. 
Experimental studies with eee DNA (Crick et al., 1979) have also been 
used as evidence in support of the DR. In these experiments, short lengths 
of DNA are inserted in closed circles of DNA and the resulting topological 
(degree of intertwining) changes observed. The results can be nicely 
explained in terms of the DR. However, when working with such short lengths 
of DNA it seems possible that the structure (be it SBS or DR) could be 
distorted, making interpretation of the results difficult. The main support 
(apart from the axial Patterson) for the SBS model rests on topological 
arguments. DNA denatures and renatures very rapidly et at., 1977) 
and this is difficult to understand if the strands are intertwined hundreds 
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of thousands of times. The separation of the two strands has been observed 
by electron microscopy and they appear to pare apart without any topological 
difficulties. Interpretation in terms of the SBS model is much simpler 
than for the DR. Cutting and splicing enzymes are known to be 
(probably for DNA repair) but whether these are involved in replication is 
unknown. 
While the case for the DR looks very good, there are enough 
difficulties with it to justify a full investigation of the SBS model. 

-77-
3. SOME ASPECTS OF EXACT MACROSCOPIC INVERSE SCATTERING 
3.1 INTRODUCTION 
In this chapter some aspects of the inverse scattering problem for 
macroscopic wave motion - i.e. applied to the HE rather than the SE - are 
examined. The emphasis is on techniques which, in principle, provide "exact" 
solutions as opposed to those (such as the ones described in §1.S and §1.6) 
which are based on some sort of physical approximation such as weak 
scattering. Significant progress with practical algorithms for exact 
solutions (for penetrable scatterers) has only been made for one-dimensional 
problems so the emphasis in this chapter is on these. The implications of 
extending these techniques to more than one space dimension are discussed. 
As described in chapter 1, both the forward and inverse scattering problems 
can be formulated in either the time domain (1.20) or the frequency domain 
(1.22). Approaches to the inverse problem in these two domains are quite 
different, and one aim of this chapter is to demonstrate the limitations 
and advantages of formulations in these two different domains. 
As described in §1.9, the GL method provides an exact solution to the 
inverse problem for the one-dimensional SE. The GL method is formulated in 
the time domain and is based on the application of causality arguments. 
Causality can be used in a similar manner to formulate a time domain 
inversion algorithm for the one-dimensional HE. Because the HE is non-
dispersive, this inversion technique is much simpler than the GL method and 
is probably more stable numerically. This algorith~ is described in §3.2 in 
terms of EM scattering of a.plane wave by a stratified medium. The 
implications of applying this technique to the probing of dispersive media 
is also addressed. Pre-processing of measurements of the scattered field is 
important in making the application of the inversion algorithm as stable as 
possible. This data pre-processing is described in §3.3. In §3.4 examples 
of applications to both simulated and measured data for stratified media and 
transmission lines are presented. An interesting extension of these ideas 
can be made for applications to branched duct or transmission line networks. 
This is also related to the situation where a duct or transmission line 
contains localised losses. These extensions to the algorithm, together with 
examples of applications to both simulated and measured data, are presented 
in §3.S. In §3.6 a first order solution to the inverse eigenvalue problem 
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introduced in §1.10 is examined. The examples presented in §3.6 highlight 
the advantages and limitations of approximate frequency domain methods 
compared to exact time domain methods. In §3.7 the methods used in this 
chapter are compared with each other and with some of the techniques 
described in chapter 1. 
The new results 
Millane, 1981) and are 
in §3.2, §3.4 and §3,5 have been (Bates and 
(Mil lane and Bates, 1981) published, 
3.2 TIME DOMAIN MACROSCOPIC INVERSE SCATTERING 
The GL method for exactly solving the inverse scattering problem for 
the SE is based on the causal nature of the field, It might be thought that 
a similar inversion procedure could be applied to the HE directly (since the 
field is still causal) without resorting to the protracted procedure 
.. described in § 1. 9.2 to make use of the GL method. That this is indeed the 
case seems to have been recognised only fairly recently (Lesselier, 1978; 
Tijhuis, 1981; Bates and Millane, 1981). These techniques have sometimes 
been referred to as liS discretization!' (Lesselier, 1978; Tijhuis, 
1981). In fact, application to the HE is both conceptually and procedurally 
much simpler than the GL method because the HE is non-dispersive. However, 
because the wavefront travels at a speed which is unknown a priori (since 
.the refractive index is initially unknown), the solution has not been 
in closed mathematical form. 'nits probably accounts for the lack 
of attention to it in the literature as compared to the GL method. Similar 
techniques have been used in the determination of conductivity profiles 
(Bolomey et al., 1981) and the shapes of reflecting scatterers 
(Bennett, 1981), in vocal tract analysis (Stansfield and Bogner, 1973) and 
in reflection seismology (Aki and Richards, 1980, ch. 12). 
Consider the scat of a plane EM wave, travelling in the i 
direction, by an inhomogeneous loss less confined to x > O. 
The scattering medium is plane stratified so that 
E: E: and 11 '" 110 for x < 0 } 0 and (3.1) 
€ "" €(x) and 11 '" l1(X) for x > 0 . 
Let If If(x,t) be a component of the electric field so that (as 
outlined in §1.2) If satisfies the HE (L20). The free space velocity c, 
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refractive index V = Vex) and impedance s sex) are defined by (1.19), 
V 
!,; (qllE W ) 2 
o 0 
and 
respectively. In order to formulate the inversion procedure, it is 
convenient to approximate V and s (and hence E and W) by the piecewise 
constant distributions V 
V V 
m 
and 
vex) and ~ = ~(x) where 
for 
(3.2) 
(3.3) 
(3.4) 
the V and s are constants and x 0. The x are chosen such that the 
m mom 
electrical length of each "piece" is equal to cT/2, so that 
(x - x 1)v 
m m- m 
cT 12 
where T is a constant. 
Consider the scattering of the impulsive incident field 
If' (x,t) = o(x -ct) 
o 
The resulting scattered field observed on the observation plane x.= 0, 
R(t) = If' (O,t), which lS called here the impulse response, is given by 
s 
R(t) == 
co 
~R o(t-nT) 
n 
n=o 
(3.5) 
(3.6) 
(3.7) 
where the R are constants and a tilde above a quantity denotes that it 
n 
applies to the approximate profile v and S. Equation (3.7) is of the form 
of a Bremmer series. Bremmer (1951) has shown that in the limit as the 
approximate profile approaches the actual profile (i.e. as T - 0), the 
approximate field approaches the actual field so that 
R ( t) = lim R ( t) (3 . 8) 
T-o 
Hence a reasonable estimate of each R is 
n 
R 
n 
(n+ 1) T j R(t)dt. 
nT 
(3.9) 
Each R is equal to the sum of the amplitudes, at x = ° and t = nT, of an 
n 
impulse which undergoes a single reflection at x = x and those which undergo 
n 
multiple reflection and emerge at the observation plane at time t = nT . 
The causal nature of the scattered field ensures that the multiply reflected 
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impulses contributing to R can only have penetrated the scattering region 
n 
a maximum distance of x = x
n
_1 . Hence R can be written in the form n 
R 
n 
n-l 
r 11 (l-f 2) + g (r ,f1,···,r 1) n m n 0 n-
m=o 
(3.10) 
where r is the reflection coefficient at x for a wave travelling to 
m 
the right (increasing x) and g is equal to the sum of the amplitudes of 
n 
the multiply reflected impulses which arrive at x o at time t = nT 
It follows from (3.10) that, if r is known for m < n - 1, gn can be m 
computed and r determined from R . Since r = R the reflection 
n n 0 0' 
coefficien ts can be sequentially estimated from the impulse response. 
Requiring that ~ and a~/ax be continuous at x = x gives 
n 
+1;; ) • 
n 
(3.11) 
Since 1;; is equal to the impedance of free space, the impedance, l;; , of 
o m 
each piece can be determined from the reflection coefficients. The 
functional dependence of g in (3.10) is an expression of causality (on 
n 
which the inversion procedure·depends) for the reflected field. A similar 
relation cannot be obtained for the transmitted field. This is related to 
the statement made in §1.9.1 that the reflection coefficient alone, but not 
the transmission coefficient alone, uniquely determines the scattering 
matrix. 
The procedure outlined above provides a solution to the inverse 
problem since it allows the impedance of the scattering region to be 
reconstructed from a measurement of the impulse response. The physical 
basis of the technique is apparent and it allows the limitations, a priori 
information requirements and sensitivity to noise to be readily assessed. 
Probably the most important limitation is that only the impedance of the 
scattering region can be determined from the data. It is not possible to 
recover the individual constitutive parameters E and ~ or the refractive 
index. Furthermore, because of (3.5), l;; can only be determined as a 
function of electrical distance (and not physical distance x) into the 
scattering regiono Additional a priori information is required if these 
ambiguities are to be resolved. For example few materials are significant-
ly "magnetic" so that it is often reasonable to set ~ = ~o everywhere, in 
which case 
v . (3.12) 
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where ~ is the impedance of free space, so that V (or s) can be determined. 
o 
Since V is then known. the electrical distance can be converted to physical 
distance. In the rest of this chapter it is assumed that ~ ~ ~ everywhere. 
o 
The sensitivity to noise of inverse problems is illustrated by the 
algorithm described above. Each successive reflection coefficient computed 
using (3.10) makes use of the previously reconstructed reflection 
coefficients and hence errors tend to accumulate, making r increasingly 
n 
unreliable for larger values of n. The effect of this is that errors in the 
reconstructed profile tend to increase with distance from the observation 
plane. By using (3.5) to discretize the scattering region in constant 
distance, the procedure is much simpler than that described by 
Lesselier (1978) who discretizes the scattering region in constant physical 
distance. This increases the instability of his procedure so that he 
embarks on a complicated (and, it appears, computationally expensive) 
correction procedure during the reconstruction to correct errors in the 
profile. 
It is instructive to consider the possibility of developing a similar 
inversion procedure for a dispersive system such as the SE (1.97). In the 
same way as described above, consider scattering by a plane stratified 
potential Vex) which is zero for x < O. The potential is approximated by a 
piecewise constant distribution V , each piece being of length CT/Z. The 
m 
reflected field for the HE can be expressed in the form (3.7) because it is 
non-dispersive. This means that the propagation speed in each piece and 
the reflection coefficient at each interface are independent of frequency. 
Consequently the shape of the field does not change as it undergoes 
transmission and reflection. Hence the value of R(t), at t = T say, is 
made up only of disturbances which have travelled an electrical distance cT 
in the scattering region. Thls is what makes possible the straightforward 
interpretation of the impulse response described above. Because the SE is 
dispersive, the propagation speed and reflection coefficients are frequency 
dependent.· However the wavefront travels with velocity c and hence 
causality should allow the V to be recovered from the impulse response. 
m 
The impulse response can be written as 
where 
nT) + L wn(Vl'VZ,···vn,t-nT) 
n=2 
(3.13) 
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u ( ... ,t) = w ( ... ,t) = 0 . for 
n n 
t < 0 • (3.14) 
The funct{ons u and w the contribution to RCt) from single and 
n n 
multiple reflections respectively for which the wavefront arrives at x 0 
at time t '" nT. The functional dependence of the u and w on 
n n 
that, if the u can be isolated from R(t), then the V 
n n 
the V 
m 
can be 
reconstructed in a similar manner as described above for the HE. However, 
because of dispersion, identification of the individual u is not straight~ 
n 
forward as they may in time. The dispersion (or the effective 
temporal spread) of the and w , in general. increases with n. Hence 
n 
one might expect to be able to isolate u from R(t) for values of n less 
n 
than, say, n = p. The value of p is determined by requiring that the 
effective temporal spread of u for n < p is less than about T. This 
n 
would allow the determination of V for n < p. The V could, in 
n n 
be determined for n > p from the leading edge of the u , however this is 
n 
to be a very noise sensitive procedure. If Vex) actually varies 
continuous~y with x then there is no obvious way of unravelling the u 
n 
from R(t). The above discussion shows that the time domain procedure 
outlined for the HE is not really suitable for the SE because of dispersion. 
It is for this reason that one must resort to the GL algorithm in this case. 
3.3 DATA PRE-PROCESSING 
The inversion described in §3.2 makes use of the impulse 
response as data. The impulse response is not a directly observable 
quantity (it would an incident field of infinitely wide bandwidth) 
and hence has to be estimated by pre-processing the observed scattered 
field. The linearity of the HE implies that the scattered field observed 
at x = 0 takes the form 
'¥ (O,t) = R(t) 0'¥ (O,t) . 
s a 
Hence R(t) can be estimated by deconvolving the observed '¥ (O,t) with 
s 
IjJ (0, t) • 
o 
(3.15) 
This pre-processing of the data is an important part of the inversion 
procedure presented here. In a similar time domain technique described by 
Lesselier (1978), s of the profile are determined from the 
(in order to make use of causality) of '¥. Because this leading edge 
o 
is (usually) of lov] amplitude, the procedure is very noise sensitive and 
) 
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the reconstructed profile degrades rapidly with distance from the 
observation plane. Tijhuis (1981) avoids using the leading edge of ~ 
o 
to compute the profile by formulating the problem for all of the profile 
so that successive samples are not determined iteratively. An initial 
guess is made at the whole profile which is updated in an iterative manner 
and hence has features of a model fitting process. However the convergence 
of this technique is not assured and it is only really suitable for a 
region of comparatively narrow width. The data pre-processing step used 
here avoids these difficulties and allows a simpler and more stable 
inversion. 
Two different deconvolution methods (outlined in Appendix 1) are used 
for the examples presented in the following sections, depending on the 
type of refractive index profile. If the profile is discontinuous (i.e. 
piecewise constant) then R(t) consists of a train of delta functions 
corresponding to reflections from the discontinuities in V. In this case 
the "clean" deconvolution algorithm (Schwarz, 1978) is used to deconvolve 
R(t) from ~ (O,t). Because "clean" is a subtractive technique (Bates et 
s 
al., 1982a, 1982c), it is suitable for deconvolving data of this type and 
produces a discrete impulse response. For smooth profiles, R(t) is a 
continuous function of time and "Wiener filtering" (McDonnell et at., 1976 
and Bates et at., 1982b) is a suitable deconvolution procedure. 
3.4 EXAMPLES OF TIME DOMAIN INVERSE SCATTERING 
In this section, results of applying the technique described in §3.2 
to simulated and measured data are presented. For the simulated data 
(generated in the computer), the incident field is a Gaussian pulse given 
by 
where t 
o 
The 
If (O,t) 
o 
(3.16) 
a constant and the "length", 1, of the pulse is defined by 
L "" (3.17) 
is approximately equal to the distance between half power points 
when the pulse propagates in free space. The scattered field is computed 
using (3,11), (3.10), (3,7) and (3.15) followed by the addition of "noise". 
The noise is,normally distributed with an rms signal to noise ratio of l/y. 
The scattered field is then deconvolved (either cleaned or Wiener filtered 
Fig, 3,1 
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Reconstructions of a discontinuous Vex) from simulated data, 
y = 0 and L = 3.5 
profile. SSA. y = 0 and 
(----). y = 0.2 and L 
is indistinguishable from the actual 
L 3.5 ( ••.• ). y = 0 and L = 14 
3.5 (_._.). 
as appropriate, see §3.3 and Appendix 1) to estimate the impulse response. 
The numbers R are estimated using (3,9) for 100 values of n. These are 
n 
used in tpe inversion procedure to reconstruct vex). 
The results of these simulations for discontinuous and smooth profiles 
are shown in Figs 3.1 and 3.2 respectively, The profiles in Figs 3.1(b) and 
3.2(b) have a variation in V than those in Figs 3,1(a) and 3,2(a). 
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Fig. 3.2 Reconstructions of a smooth vex) consisting of three Gaussian 
inhomogeneities~ The different curves are defined in the 
caption to . 3.1. 
The actual profiles (solid lines in Figs 3.1 and 3.2) are accurately 
reconstructed if there is no measurement noise and if the length of the 
incident field is less than twice the electrical length of all detail in 
profile. 
If the profiles were reconstructed using elementary echo-location 
principles then the variable propagation speed, attenuation of the incident 
field as it penetrates the scattering region and multiple scattering would 
be neglected. Such a reconstruction would be very erroneous because of the 
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large variations in refractive index shown in Figs 3.1 and 3.2 A more 
realistic approximate reconstruction is obtained by account of 
the variable propagation and attenuation of the incident field 
but neglecting multiple scattering. This is here called the single 
(SSA). The dotted curves in 3.1 and 3.2 
are the SSA reconstructions, Note that the deterioration in the 
reconstruction increases with distance from the observation plane 
because the number of reflections increases as the field 
the scat Inspection of 3.1 and 3.2 shows 
that reconstructions based on the SSA are more accurate if the scatterer 
has a smaller variation in v. This is to be expected, as the magnitudes 
of the multiple reflections are smaller. Hence, for scatterers whose 
refractive index variations ~re large, it is necessary to consider multiple 
scattering if accurate reconstructions are required. 
The other two curves in Figs 3.1 and 3.2 illustrate the effects of the 
length, L, of the incident field and measurement noise y. The electrical 
length of detail which is accurately resolved in the reconstructed profile 
is limited by L as shown ~in 3,1 and 3.2 The dotted line in Fig. 3.2 
(b) shows additional errors which are due to the value of L. Both 
·af these effects are due to the imperfect nature of the deconvolution 
process. Inspection, of 3.1 and 3.2 shows that contamination of the 
scattered field with noise produces errors in the reconstruction which 
increase with distance from the obsefvation plane as described in §3.2. 
A comparison of these two figures suggests that the reconstructions of 
discontinuous profiles are more sensitive to noise than are smooth 
profiles. This is because the noise causes the deconvolution procedure 
to misposition the peaks in R(t) so that the positions of the steps in V 
are slightly in error. Hence predicted multiple reflections do not 
accurately cancel those in the data, causing errors in the reconstructed 
profile. 
In order to test the inversion algorithm on real data, measurements 
were made using a time d?main reflectometer (TDR) a coaxial 
transmission line, The experimental procedure .and apparatus are described 
in Appendix 2, of (1,39), (1.40) and (3.12) shows that the 
inversion procedure described in §3.2 can be to a transmission line 
of uniform cross-section filled with a material of constant permeability, 
but the permittivity of which varies arbitrarily with x. The impulse 
response of the line is estimated by cleaning (see Appendix 1) the 
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reflected waveform with the incident waveform. The response is 
processed to recover the distribution of refractive index in the line. 
Reconstructions are shown in Fig. 3.3. The reconstruction is reasonably 
accurate but deteriorates with distance x from the input to the line. A 
reconstruction based on the SSA is also shown in . 3.3. Even for this 
relatively small variation in refractive index, the effect of multiple 
scattering has become 
from the input. 
significant towards the end of the line remote 
1.7 
-
..-~ 
I I 
I 
I 
V(x) 
1.3 F-
I 
I \ I \.. 
J 
""" 
("" 
/' . 
I 
I 
I 
I 
J 
I 
.j 
I 
40 
x (em) 
. \ 
. 
1 
I 
I 
\ 
-
,.... 
I I 
I 
I 
... 
· 
· 
· 
I 
. 
\ '. ... I \ . 
\ / . . ... .~ . 
'- / . 
. . 
\ 
J\. ./J 
80 
Fig. 3.3 Reconstructions of v(x) in a coaxial transmission line 
from measured data obtained as described in Appendix 2. 
The widths of the perspex beads are 7.5 em, 7.5 em and 
5.0 em. Actual profile (---) , reconstructed profile 
( and SSA reconstruction (e.e). 
3.5 BRANCHED NETWORKS 
In this section inverse solutions to a class of problems intermediate 
between one-dimensional and many-dimensional , Le. those 
branched duct or transmission line networks, are considered. As mentioned 
in §3.4, the inversion procedure is, under the 
applicable to ducts and transmission lines. 
conditions, 
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The shape (i.e. the cross-sectional area as a function of position) 
of the vocal tract is of fundamental importance in speech production, and 
methods of determining the using acoustical measurements made at 
the have been examined, for example, by Gopinath and Sondhi (1970) 
and Stansfield and Bogner (1973). However, in such analyses. the branch 
from the pharynx to the nasal cavity is not usually accounted for, This 
branch is important because motion of the velum speech, 
the to the nasal (Hardcastle, 1976, ch. 5). The 
outlined in this section a starting point for methods which could 
be used to characterise the effect of the branch to the nasal cavity, 
. 
However, before meaningful results could be obtained, a more complete model 
of the branch would probably be required in order to usefully interpret the 
geometry of the branch in terms of the reflection coefficients. 
Referring to Appendix 3, the inverse problem considered is to 
determine the position and of branches off the main line and 
whether they are in parailel or series with the main line. The discussion 
in §3.2 and Appendix 3 makes it clear that this information can be 
recovered, using (A3.1) and (A3.2), from the impulse response measured at 
the observation point x :: 0 if the "structure" Appendix 3) of the 
network is known. This is possible because the to be 
reconstructed is uniquely related to an impedance which is a function of 
increasing electrical distance from the observation point. It is important 
when reconstructing branched networks to neglect responses in R(t) which 
are below a threshold (based on the estimated noise level) to minimise the 
number of false branches produced in the reconstruction. Apparent energy 
loss into false branches rapidly degrades the reconstruction. For the same 
, 
reason, the electrical distance between junctions in the network must be 
greater than L/2 so that errors introduced by the deconvolution procedure 
do not introduce false branches into the reconstruction. If there are a 
small number of possibilities for the structure, they can each be tried in 
turn. Some of the structures chosen which are incorrect may lead to an 
inconsis during the subsequent reconstruction by predicting 
a reflection coefficient at some in the network which has a magnitude 
greater than unity, If it is known a priori that the network contains no 
closed loops then these structures can be rejected from the set of 
possibilities considered. In order to detect incorrect structures in this 
fashion it is essential to take the multiple reflections into account to 
make the, estimation of the reflection coefficients as accurate as possible. 
If the observed data allows more than one consistent solution then 
the "simplest" network is "probably" the correct solution. The simplest 
network is defined as being the one with the smallest number of branches 
or impedance changes. This is because, if the predicted branching pattern 
is incorrect, reflections are interpreted as originating from wrong 
positions in the network. Hence some of the multiple reflections predicted 
will not cancel those in: the data and will be interpreted as originating 
from additional branches or impedance changes. For this reason it seems 
sensible'in many practical situations to choose the reconstruction which 
is the simplest network. 
As intimated in Appendix 3, the magnitude and location of localised 
losses in the network can also be determined in the same manner as described 
above. Of course a localised loss cannot be distinguished from an 
equivalent infinite branch unless some a priori information is available 
that only one or the other is present. Inspection of (A3.3) indicates 
that it is possible to distinguish between parallel and series losses. 
Experimentally determined vocal tract area functions show a sharp 
discontinuity at the epiglottis (Gopinath and Sondhi, 1970) which would 
lead to viscous energy loss at this point. It may be possible to take this 
loss into account using the techniques described here. 
Results are presented of applying the ideas described above to both 
simulated and measured data. In order to obtain sensible results, a 
pa.Jticularly simple branching pattern is considered. The main line is of 
constant known impedance ~ with single branches terminated in matched 
a 
loads. The inverse problem is to recover the positions and impedances of 
the branches, and whether they are in series or parallel with the main line, 
from an estimate of the impulse response measured at one end of the line. 
Numerical simulations were performed to illustrate the effects of 
multiple scattering and the possibility of distinguishing between different 
branching patterns. The two different branching patterns considered are 
that described above and an unbranched line simply consisting of impedance 
changes. In these examples both the noise level and incident signal length 
are assumed to be very small. Fig. 3,4(a) shows a branched line which is 
reconstructed when mUltiple scattering is taken into account. Fig. 3.4(b) 
shows a reconstruction based on the SSA. The neglect of multiple 
scattering causes errors in the estimate of t;he branch impedances and 
introduces false branches into the line. Fig. 3.4(c) shows the effect of 
processing the data on the basis of an unbranched line with a variable 
Fig. 3.4 
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Reconstructions of a branched network from simulated data 
(with y = L = 0). Vertical lines above and below the 
horizontal line indicate parallel and series branches 
respectively. The numbers next to each branch denote 
~/so where ~ and ~o are the impedances of the branches and 
the main line respectively. 
(a) Actual branched network which is reconstructed 
when multiple scattering is taken into account. 
(b) SSA reconstruction. 
(c) Profile of vex) obtained when data are interpreted 
as pertaining to an unbranched line. 
refractive index. The simplicity of • 3.4(a) over Fig. 3.4(c) suggests 
that the line does in fact contain branches. Fig. 3.5 shows the result of 
processing the data from Fig. 3.1(a), on the assumption that it originates 
from a branched network. The arrow in Fig. 3.5 shows the point at which 
the reconstruction procedure indicates that the data is inconsistent as 
described above. This shows that the data does not originate from a 
branched network of this type . 
. The inversion procedure for branched networks was applied to 
measurements made using the TDR (see Appendix 2) feeding branched 
transmission line networks. The networks were constructed from coaxial 
sections and unctions. The impulse response was estimated by cleaning 
(see Appendix 1) the measured reflected waveform. . 3.6(b) shows a 
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Reconstruction of a branched network using the data 
characterised by the full line in . 3.1(a), 
The arrow indicates the point where, during the 
inversion procedure, the data become inconsistent. 
The numbers next to each branch denote ~/~ (see 
o 
caption to . 3.4). 
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Reconstructions of a branched network from measured data 
obtained as described in Appendix 2. The numbers next to 
each branch denote ~/~ (see caption to Fig. 3.4). 
o 
(a) Actual branched line. 
(b) Reconstruction. 
(c) SSA reconstruction. 
reconstruction of the branched line shown in Fig. 3.6(a); . 3.6(c) 
shows the decrease in accuracy of the reconstruction if the data is 
processed using the SSA. 
3.6 SOLUTIONS TO THE INVERSE EIGENVALUE PROBLEM 
In this section, a first order solution to the inverse eigenvalue 
problem introduced in §1.10 is examined. The procedure follows closely 
that of Schroeder (1967) and Mermelstein (1967) used to estimate vocal 
tract area functions. Since this is an approximate frequency domain method, 
the results presented in this section, when compared with those in §3.4, 
provide a means of comparing, firstly, approximate and exact inverse 
scattering and, secondly, frequency domain and time domain 
methods. It is shown in §1.10 that the refractive index profile V is 
uniquely determined by the two spectra {k } and {i}. Perhaps the most 
n n 
obvious way to estimate V from these two spectra, is to compute the 
reflection coefficient using (1.139), Fourier transform it to obtain 
the impulse response and then apply the inversion procedure described 
in §3.2. However a number of the eigenvalues are needed in order 
to compute the impulse response with reasonable accuracy. As described 
in §3.2, any errors in the impulse response cause a degradation in 
the reconstruction with increasing distance from the point where it is 
measJred (x ~ 0 in this case), In many practical situations only a small 
number of the resonant frequencies may be available for measurement. It 
is important to determine the limitations imposed by a small data set and 
to devise which are suitable in such situations. Hence a more 
direct method which does not make use of the impulse response (and is 
hopefully. therefore, more stable) is desirable. Since in many practical 
situations only one (rather than two) spectra are available, it is of 
interest to determine what, if any, useful information is provided by one 
spectrum. Backus and Gilbert (1968) have used their method (see §l.ll) to 
estimate 
method is 
from natural frequency data. However, although their 
useful in practice, as with many model fitting 
procedures, it does not provide much in the way of physical insight into 
the problem, 
Exact methods of proceeding directly from the eigenvalues to the 
profile (for the method of Krein (1952) and that described in 
Appendix 4) are not amenable to numerical computation, so it is instructive 
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to consider the case where the actual 
perturbation ovz to a known profile vZ. Multiplying (1.130) by 1jJ and 
n 
integrating over (O,a), integrating by parts and making use of (1.131) 
and (1,132) gives 
< 1jJ I Z > 
n 
where the notation < f> is defined by 
(3,18) 
<f>=Jaf(X)dX (3.19) 
o 
and a prime denotes the derivative with respect to x. Considering small 
perturbations ok Z and oW to k 2 and W • respectively. evaluating (1.130) 
n n n n 
to first order and making use of (1.131), (1.132) and (3.18) gives 
ok 2 < V 2 W 2 > 
n n. 
Similar reasoning shows that 
< ov2 1jJ Z > • 
n 
_ Q, Z < OVZ cp Z > . 
n n 
(3.20) 
(3.21) 
Note that 01jJ and ocp do not appear in (3.20) and (3.21) •. Equations 
n n 
(3.20) and (3.21) are integral equations for ov 2 in terms of the 
eigenvalues. Note that these integral equations are of the first kind 
Fredholm type (Porgorzelski, 1966) and hence are inherently unstable with 
respect to noise or incompleteness in the data. 
A stable way of makIng use of (3.20) and (3.21) is as follows. It 
can be shown (Barcilon, 1979) that the functions 1jJ 2 and cp Z together 
. n n 
form a complete orthogonal set on the interval (O,a), which suggests that 
it might be useful to expand ov z in terms of these functions. Consider 
the case where the unperturbed profile is the constant value v2 
that the eigenfunctions are given by 
sin(mrx/a) 
and 
A so 
o 
} (3.22) 
The appropriate expansion for ov2 is then the Fourier cosine series 
00 
{A cos(2TInx/a) + B cos(2n-1)TIx/a)} . 
n n 
(3.23) 
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Substituting (3.22) and (3.23) into (3.20) and (3.21) and the 
orthogonality of cos and sin gives 
ok 2 /k 2 :: A /2A 
n n n 0 
} .(3.24) and 
o Q, 2 / Q, 2 := - B /2A 
n n n 0 
In order to make use of (3.24) the value of A '" <V2 > and the unperturbed o ~ _ 
eigenvalues k 2. and!L 2 must be estimated. Let k 2 and It 2 be the measured 
n n n n 
eigenvalues which are measured for 1 < n < N, Making use of (3.23) and 
rememb that for small perturbations A «A and B «A, then to 
no  0 
first order 
A "" < V (3.25) 
0 
Hence, (1. 134) • (1. 135) • (1.137) and (3.25), allows A to be 
0 
,estimated 
A :::: (N'IT /~a) 2 
} 0 or (3.26) 
A :::: (N-~) 'IT/I a) 2 
0 N 
iMaking'use of (1.134) and (1,135) allows the unperturbed eigenvalues to be 
"es timated by 
k ::: n~/N 
} n and (3.27) 
Q, :::: (n~~)!L /(N-~) 
n N 
Equations (3.23). (3.24), (3.26) and (3.27) allow the profile to be 
estimated from the measured eigenvalues. Equation (3.24) confirms (at 
least to first order) the observations made in §1.10) that both sets of 
ei are required to V and that only the set {k } is 
n 
required if it is known a priori that V is about x a/2, 
i.e. all the O. 
The results of computer simulations of the above procedure are shown 
in Figs 3.7 and 3.8. The refractive index profiles have been estimated 
from N of each of the eigenvalues and i. Because they have been 
n 
determined us a first order procedure. the reconstructions of profiles 
with larger variations in V are less accurate than those with smaller 
variations. However, even for the larger variations in V, the 
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Fig. 3.8 Reconstructions (---) of smooth refractive index 
for N :::: 10. 
reconstructions a reasonably faithful estimate of the shapes of the 
profiles. Note, however, that the variation in V in Figs 3.7 and 3.8 is 
much smaller than that in 3.1 and 3.2 The small number of resonant 
frequencies used has limited the resolution of the discontinuities in the 
reconstructed shown in Fig. 3.7. Probably the most significant 
feature of the reconstructions in Figs 3.7 and 3.8 compared to those in 
Figs 3.1 and 3.2 is that the errors in the former are spread throughout 
the profile whereas the errors in the latter increase away from x = O. 
This feature is a result of the difference between utilising frequency 
domain and time domain Mermelstein (1967) has been able to 
improve reconstructions of vocal tract area functions by using 
1 0 
-96~ 
profiles reconstructed as above as starting points in an iterative model 
fitting type of procedure, He appears to have obtained good results but 
convergence is not assured, It may be possible to extend the first 
order solution of the inverse eigenvalue problem described here to more 
dimensions by making use of appropriate eigenfunction 
3.7 DISCUSSION 
The time domain approach to inverse scattering described in §3,2 
provides an exact solution to the one-dimensional problem for the HE. 
The physical basis of the method is readily apparent which allows one 
to assess what information can and cannot be recovered from a set of 
measurements and what a information is required in a particular 
application. The procedure is potentially noise sensitive but provides 
accurate results if one does not attempt to probe the medium too far 
from the measurement point. By deconvolving the, scattered field and 
basing the inversion on the impulse response, the procedure is more 
stable than if the scattered field is used directly. By sampling the 
profile in constant • rather than physical, distance the 
procedure is computationally more efficient and more stable than that 
reported by Lesselier (1978), The reconstructions shown in §3,3, 
'calculated from simulated data, show that useful reconstructions can be 
obtained even in the presence of a reasonably high level of measurement 
noise. The results show that the technique is sufficiently 
stable to provide useful results from measured data. 
The time domain method is closely related to the GL method for the 
SE. It is simpler to to regions of variable refractive index than 
the procedure described in §1.9,2 which makes use of the Chandrasekhar 
transform and the GL method. However the method is not, in general, 
suitable for media as outlined in §3,2. The reconstructions 
in the examples show the importance of considering multiple scattering 
even if changes in impedance in the scatterer are If 
elementary echo-location ideas were used directly, the reSHlts would be 
even worse than the dotted lines in Figs 3.1 3.3 because of the effect 
of delay and attenuation of the incident field. This would be similar 
to using the inverse Born approximation aescribed in §1,5 in which the 
incident field is assumed to propagate through the region 
as if it were through free space. If the SSA is used then 
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the reconstructions may still contain significant errors. This is 
equivalent to using only the first term of the Bremmer series for the 
wavefunction inside the scatterer. It is also equivalent to the first 
order WKB forward scattering approximation (Bremmer, 1951). However no 
frequency domain "inverse WKB II method has been formulated. It would 
be possible to construct a time domain inversion procedure which takes 
account of a finite number, N say, of terms in the Bremmer series (i.e. 
N = 3 includes single, double and reflections). the accuracy of the 
procedure increasing N. This may be more sensible in some practical 
situations than taking N to be indefinitely large as has been done, in 
principle, in the examples here. Similar frequency domain inverse methods 
of higher order than the Born approximation have so far eluded discovery. 
The first order solution to the inverse eigenvalue problem described 
in §3.6 illustrates a number of features common to approximate frequency 
domain inverse scattering techniques. Similar results would be obtained 
if the Born approximation were used with the total field inside the 
scatterer replaced by exp(ik<v>x) rather than exp(ikx). The method is 
inherently more stable than the time domain method as successive samples 
in the reconstruction do not depend on previously calculated samples. 
" 
Hence the errors tend to be spread throughout the profile rather than 
increasing with distance from the observation point as occurs when using 
the time domain technique. However, because the method is approximate, 
it only provides useful results where the variation in refractive index 
is small. 
Attempts to extend exact macroscopic inverse scattering solutions 
for one-dimensional problems to more than one dimension have been largely 
unsuccessful. Frequency domain formulations of inverse scattering tend 
to be more easily extended to more than one dimension. However, useful 
frequency domain methods are only approximate. The difficulty with 
extending exact time domain techniques to more than one dimension is that 
the positions of the wavefronts are unknown a priori which makes it 
difficult to apply causality conditions. Bates and Millane (1981) propose 
an extension of the time domain method outlined in §3.2 to three dimensions 
by using a three-dimensional form of the Chandrasekhar transform to construct 
a fictitional space in which the wavefront travels with a constant speed. 
However scattering in this fictitional space is dispersive and so there 
are non~trivial difficulties, as described in §3.2, in interpreting the 
scattered field. The'GL method has been extended to three dimensions (see 
§1,9.3) using spectral techniques. As H.E. Moses intimates on page 8-33 
of Colin (1972), an interpretation of the three~dimensional GL method in 
terms of causality would probably provide significant insight into the 
multi~dimensional inverse scattering problem. The practical implications 
of the three-dimensional GL method are as little understood as is the 
possibility of applying it to the three-dimensional HE. 
The extension of the time domain technique to branched transmission 
line networks is possible because the location of the wavefront is 
predetermined. Localised losses may be handled by the same technique 
which has potential application in vocal tract analysis. It is shown 
in §3.S that, in some circumstances, it may be possible to determine the 
correct branching pattern from a number of possibilities by requiring 
consistency of the data and simplicity of the network. For ease of 
exposition, the branched systems examined in §3.5 have a particularly 
simple branching pattern, However the technique is applicable to any 
branched or tree-type duct structure, provided that it does not contain 
closed loops. For a complicated branching pattern, considerable a priori 
information would be needed to allow a unique reconstruction from the 
impulse response measured at only one point in the network. Nevertheless, 
the requirements of consistency and simplicity are likely to reduce the 
amount of necessary a priori information. Also, if the impulse response 
was measured at more than one point in the network, it might be possible 
to construct a more nearly unique solution relying on less a priori 
information. 
-99.,.. 
4, CARDIAC ELECTROPHYSIOLOGY 
4,1 INTRODUCTION 
Disorders of cardiac rhythm (known as cardiac arrhythmias) are 
potentially lethal, particularly in patients with some types of heart 
disease (Krikler and Goodwin, 1975). Recent advances in the electro-
physiology of cardiac tissue (Nayler and Krikler, 1975) and the development 
in the 1960s of safe techniques for recording intracardiac electrical 
activity (Curry, 1975) have led to a greater understanding of arrhythmias. 
In addition, intra cardiac stimulation (or "pacing") (Curry, 1975), besides 
being a means of initiating and terminating arrhythmias, has allowed 
accurate measurement of parameters of cardiac conduction, thereby enhancing 
the understanding of arrhythmic mechanisms. This has allowed effective 
treatment to be chosen for many arrhythmias in the form of surgery 
(Spurrell, 1975a), and the use of cardio-active drugs (Oreifus et al., 
1976) and pacemakers (Spurrell, 1975b). Electrophysiologic testing is 
comprehensively reviewed by Fisher (1981). 
In chapter 5, a computer model used to assist in the analysis of 
cardiac arrhythmias is described. This chapter serves as an introduction 
to cardiac electrophysiology, cardiac arrhythmias and the measurements 
on which arrhythmia diagnosis is based. The physiology of the heart and 
electrophysiology of the cardiac conduction system are outlined in §4.2. 
The different types of cardiac arrhythmias are described in §4.3. In 
§4.4 and §4.5, the main electrophysiologic measurements, the surface 
and intracardiac electrocardiograms respectively, are described. 
4,2 CARDIAC PHYSIOLOGY 
The heart is a vital organ which acts as a pump to circulate blood 
throughout the body. It consists of four chambers called the left and 
rigbt atria and the left and right ventricles (see Fig. 4.1). The right 
and left ventricles are the main pumping chambers and they circulate blood 
through the lungs and the rest of the body, respectively. The left and 
right atria pump blood into, or "prime", the left and right ventricles-
respectively. The four chambers pump the blood by contraction of the 
cardiac muscle tissue or myocardium which surrounds each chamber. 
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Sinus node ---_~ 
atrium--__ 
Left atrium ---__ 
Bundle of His ---------
Bundle branches---------~~ 
Right ventricle-----------~~--
Left ventricle-----------~~~-~+_~~+_ 
. 4.1 The components of the cardiac conduction system. 
The cells which make up most of the heart tissue are electrically 
excitable. Each cell is enclosed in a membrane and it is the flow of 
ions (particularly Na+, K+ and Ca2+) across the cell membrane which is 
the basis of its excitory properties. The electrical state of a cell 
(AP) 
which is the voltage across the cell membrane (the inside of the cell 
relative to the outSide), The transmembrane potential of a cell in the 
"resting" state is approxiJruiltely -90 mV so the cell is normally 
"'-""----
Cell activation is premediated by a change in the membrane permeability 
to certain 
) I;' ; 
Ions then flow across the membrane and the cell' 
to a potential of approximately zero mV (see Fig. 4.2). 
A cell depolarises when it receives a sufficiently strong electrical 
stimulus, either externally or from the depolarisation of adjacent cells. 
AP(mV) 
threSholdt 
-90 
. 4.2 
(a) (b) 
Schematic representation of cardiac action potentials 
for (a) a muscle cell and (b) a pacemaker cell, 
The cell remains depolarised for approximately 250 ms (during which time 
muscle contraction occurs) and then to the resting state. 
While a cell is depolarised, it is refractory, which means that it is 
unable to be re-activated. Some cardiac cells. called ~~~~~~~~ 
possess the property of When these cells 
are in the res state, the AP slowly increases until, when it 
reaches a threshold value, the cell spontaneously depolarises as shown 
in Fig. 4.2(b). 
The of the atrial and ventricular contractions (the heart 
rhythm) is controlled by the propagation of action potentials (often 
called simply through the cardiac conduction system (eeS). 
The ees consists of the sino-atrial node (SAN), atrial myocardium, 
atrio-ventricular node (AVN) , (HB), bundle branches and 
ventricular myocardium as shown in Fig. 4.1. The bundle branches divide 
into three divisions, of which the (LABB) and left posterior 
(LPBB) bundle branches terminate on the left ventricle, and the ~~~ 
bundle branch (RBB) which terminates on the right ventricle. The atrial 
and ventricular myocardia are separated by a sheet of inexcitable tissue 
called the AV ring. The HB provides the only electrical connection 
(through the AV ring) between the atrial and ventricular myocardium. 
The left and right atria are formed by a continuous piece of myocardium 
and hence depolarise together. The same applies to the left and right 
ventricles. The HB and bundle branches form the ventricular specialised 
conduction system (VSeS) and the AVN and vses form the ~~~~~==~~~ 
conduction system (AVeS). 'Pacemaker cells are located in the SAN and Aves. 
The SAN is embedded in the top of the right atrium and normally 
provides the pacemaking impulses to the heart. These impulses propagate 
through the atrial myocardium (producing contraction of the atria) to the 
AVN which is located at the base of the right atrium. The impulses pass 
through the AVN, the HB and the bundle branches which spread over the 
ventricular myocardium, Propagation through the AVN is slow - it takes 
between 50 and 150 ms. This delay allows time for blood to be ejected 
from the atria into the ventricles before ventricular contraction occurs. 
The AVN has important properties which ensure the maintenance of correct 
cardiac rhythm, If, for some pathological reason, the atrial tissue 
sustains a high rate of activation, the refractory properties of the AVN 
protect the ventricles from the same dangerously high rate by blocking 
conduction of some of the impulses. If the atrial impulses fail to occur 
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or do not conduct to the ventricles at least about 40 times per minute, 
then pacemaker cells in the AVCS spontaneously depolarise to maintain a 
low rate of ventricular contraction. Conduction in cardiac tissue can 
occur in both the ____ '---..1.<..,;...;......_ (from the atria towards the ventricles) 
(from the ventricles towards the directions. 
A convenient way of illustrating conduction sequences in the CCS 
is by use of a Fig. 4.3 shows ladder diagrams of two 
conduction sequences (which are described further in §4.3) through the 
atria (A), AVN and HE. The different sections of the CCS are represented 
as horizontal rows and time increases from left to The propagation 
of impulses is represented by lines through the sections, and a blocked 
impulse is denoted by a bar perpendicular to a line. The slope of a line 
gives an indication of the propagation speed. 
A A 
AVN AVN 
HE 
Fig. 4.3 
HE 
(a) (b) 
Ladder diagrams of second degree block (see §4.3). 
(a) 3:2 Wenckebach (type 1 block). 
(b) 2:1 conduction (type 2 block). 
4.3 CARDIAC ARRHYTHMIAS 
Any defect of normal cardiac rhythm is called an arrhythmia. 
Arrhythmias are usually caused by disease in the CCS, electrolytic 
disturbances or congenital anatomical defects. Arrhythmias can be divided 
into those due to abnormalities of impulse production and impulse conduction, 
Examples of abnormalities of impulse production are (no 
SAN activity) and (enhanced SAN activity), Excessive 
refractoriness of the tissue surrounding the SAN may block some of the 
sinus from propagating to the atria, If sinus impulses do not 
reach the ventricles? spontaneous depolarisation usually occurs in the AVeS 
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and this is called a junctional rhythm. Myocardial cells (either in the 
atria or the ventricles) may also spontaneously depo1arise to produce 
Ectopic beats may occur either singly or in rapid 
succession as a tachycardia (a continuous series of ectopics from a 
single group of cells) or as fibrillation (a random sequence of ectopics 
from many sites which produces no coordinated contraction of the muscle). 
Abnormalities of impulse conduction may be divided into those due 
to slowed conduction (usually caused by disease) and those due to the 
existence of an e~tra conducting or accessory pathway (or pathways). 
Slowed conduction is referred to as block and is described as occurring 
in three (Schamroth, 1971). In first degree block, all impulses 
are conducted (but slowly) to their destination; in second degree block 
some impulses are not conducted because they encounter refractory tissue; 
and in third degree (or complete) block, no impulses are conducted 
through the site of the block. Conduction block usually occurs in the 
AVCS. Block in one or more of the bundle branches is referred to as 
bundle branch block. 
First and second degree block usually occur in the AVN. Second 
degree block is divided into two types called type 1 and type 2 as shown 
in Fig. 4.3. Type 1 block (often referred to as Wenckebach - see Simpson 
et al., 1978) is a repeating sequence, each sequence consisting of a 
number of conducted stimuli (each consecutive stimulus having an increased 
conduction ~ime through the AVN) followed by one blocked stimulus. Type 2 
! 
block consists of a repeating sequence of only one conducted stimulus 
followed by a number of blocked stimuli. The conduction ratio of second 
degree block is defined as m:n where m and n are the numbers of applied 
stimuli and conducted stimuli respectively. Conduction ratios often 
observed during second degree block are 4:3 and 3:2 (type 1 block) and 
2:1 and 3:1 (type 2 block). As the rate of stimulation increases, 
the AVN becomes more refractory and conduction proceeds from 
normal conduction, to first degree block, to second degree block. 
During second degree block, n/mdecreases with increasing stimulation rate. 
Abnormalities caused by the existence of an accessory pathway 
(usually between the atria and ventricles, bypassing the AVN) are called 
(Gallagher et al., 1978). The accessory pathway 
usually conducts more rapidly than the AVN and so the ventricles are 
activated ~ hence the term "pre-excitation". Pr'e-excitation 
syndromes may lead to tachycardias (rapid heart rates) by allowing an 
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impulse to circulate continuously through the atrial and ventricular tissue. 
An example of a pre-excitation syndrome called the "wolff-Parkinson-White 
syndrome" is examined in detail in §5.S. 
4.4 THE ELECTROCARDIOGRAM 
The propagation of action potentials in the heart produces a time-
varying electric field in the heart tissue. This causes current to flow 
in the tissue surrounding the heart, producing a time-varying electric 
field over the body surface. This time-varying body surface field is 
called the (ECG). The ECG is measured as the 
differential voltage between two electrodes (or sets of electrodes) 
on the body surface. The ECG is the first-line diagnostic measurement 
used by a physician to examine cardiac arrhythmias. ECG measurements 
are non-invasive, safe, repeatable and relatively inexpensive. Because 
the ECG is so conveniently measured, an enormous amount of empirical 
information has been accumulated over the years relating features of 
the ECG to various types of arrhythmia - see, for example, Schamroth 
(1971). However, the ECG does not always provide enough information 
for the physician to determine the mechanism of an arrhythmia or the 
best treatment, so that the more extensive measurements described in 
§4.5 must be made. 
The EeG of a normal person consists of three major features called 
the P QRS wave and wave as shown in- 4.4(b). These three 
waves are caused by depolarisation of the atrial myocardium and 
depolarisation and repolarisation respectively of the ventricular 
myocardium. The exact shape of the ECG, of course, depends on the 
positions of the recording electrodes. The EeG illustrated in Fig. 4.4 
(b) is the sort of signal that would be measured on lead II (electrodes 
positioned on the left foot and the right arm refer to Goldman (1976), 
ch. 1, and Bones (1981) for a description of the different electrode 
positions used). The duration of the P wave averages about 100 ms which 
is the time taken for all of the atrial myocardium to depolarise. The 
interval between the onset of the P wave and the onset of the QRS wave 
(called the P-R interval see Fig. 4.4(b» is highly variable - between 
about 100 ms and 200 ms. This wide variation is due to the variable 
propagation time through the AVN which is further discussed in §4.S. 
The duration of the QRS wave is approxima 80 ms which is the time 
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QRS 
ECG 
j+-P-R ~I< Q-T ~I 
(b) 
HRA V 
A 
LRA H 
HBE 
-?/ A-H I H-V I+-
(a) 
(c) 
Fig. 4.4(a) Catheter electrode positions normally used for intracardiac 
recording. HRA = high right atrium, LRA = low right atrium, 
HBE = His bundle electrode, RV = right ventricle, and 
CSE = coronary sinus electrode. (From Curry, 1975, p. 48.) 
(b) Form of the ECG measured on lead II. 
(c) Form of a typical recording from the HEE. 
taken for depolarisation of the ventricular myocardiuID<1 The Q-T interval 
(see Fig. 4.4(b)) has a normal variation of 300-420 ms and the T wave is 
of lower amplitude and longer duration than the QRS wave. 
4.5 INTRACARDIAC ELECTROCARDIOGRAPHY 
The ECG recorded on the body surface contains only information 
relating to activity of the atrial and ventricular myocardium. However, 
in order to assist in an accurate diagnosis of arrhythmias, it is often 
necessary to be able to detect activation of specific sites of the CCS 
which are not identifiable in the surface ECG. A number of workers, for 
example Berbari et al. (1979) and Bones (1981), have detected signals from 
the VSCS in the surface ECG using high gain, low noise circuitry and signal 
averaging techniques. However difficulties caused by measurement noise and 
the need for accurate time registration of the signals have so far prevented 
clinically useful interpretations of these signals from being made. 
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IIIntracardiac electrocardiography" (also called "electrophysiological 
studies" or simply EP studies) is a technique for directly recording 
activation of various parts of the ees tissue. The technique involves the 
positioning of one or more electrode catheters within the heart. The 
method is invasive (and, therefore, potentially dangerous) and expensive, 
hence it is used only when necessary and is not usually repeated in the 
same patient. Catheters are normally positioned only in the right-sided 
chambers of the heart so that access may be gained via peripheral veins. 
An important advantage of intracardiac electrocardiography is that an 
electrode catheter may be used to pace the heart at specific locations 
with a variety of pulse sequences. The response of the heart to these 
pacing sequences provides valuable information on the conduction properties 
of the ces tissue .. The positions commonly used for catheters are shown in 
Fig. 4.4(a). The high right atrial (HRA) lead is positioned in the 
vicinity of the SAN to record early activation of the atria. Signals 
from the lower right atrial (LRA) and coronary sinus electrode (CSE) 
positions detect activation in the right and left sides of the atrial 
myocardium respectively. The His bundle electrode (HBE) is pOSitioned near 
the bundle of His. The HBE is important as it is used to detect when 
activation exits from the AVN. The sort of signal obtained from the BEE is 
shown in Fig. 4 .A(c). The symbols A, H and V are often used to indicate 
the atrial, bundle of His and ventricular activations respectively as 
recorded by the HBE as shown in Fig. 4.4(c). The A-H interval shown in 
.' 1 
Fig. 4.4(c) gives a measure of the conduction time through the AVN, 
The right ventricular (RV) electrode is positioned in the apex of the 
right ventricle, 
An EP study involves the measurement of conduction times through 
various parts of the CCS during the patient's normal rhythm and in response 
to various sequences of pacing stimuli applied at various cardiac sites. 
EP study protocols are reviewed comprehensively by Curry (1975). Only the 
measurements relevant to the discussion in chapter 5 are described here. 
Beca.use of the importance of the AVN and the ease of making HB recordings, 
many of the measurements are made only on the AVN. 
The heart rate and the A-H and H-V intervals (see . 4,4(c)) during 
the patient's normal rhythm are measured, The shapes of the surface lead 
P and QRS waves are monitored during the EP study as these may indicate 
the manner in which the atrial and ventricular myocardium is activated. 
The heart is then paced, at the atria, at rates between about 100 and 200 
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beats per minute (BPM). Conduction times through the AVN at the 
different rates are measured and a pacing curve of A-H versus A-A 
(often called the cycle length (CL» is plotted - see Figs 4.S(a) 
and 4.6(a). The longest CL at which Wenckebach and Z:l block occur 
are also measured. 
A A 
H H 
Fig. 4.5 
(b) 
Ladder diagrams of (a) constant pacing 
and (b) the extrastimulus test. 
The refractory properties of the AVN are measured as follows using, 
the extrastimulus technique. A number (at least eight) of pacing stimuli 
are delivered at a constant rate to the atria and these are followed by a 
single early stimulus (the "extrastimulus") at a period called the 
stimulus interval (SI) as shown in Fig. 4.5(b). The last regular stimulus 
and the early stimulus are labelled 1 and Z respectively as shown in Fig. 
4.5(b). The refractory properties (at this CL) are characterised by 
plotting a curve of either AZ-HZ versus A1-AZ (called the refractory curve) 
or HI-HZ versus A1-AZ as shown in Fig. 4.6. These two curves both contain 
equivalent information. These curves are often summarised by two parameters 
called the effective refractory period (ERP) and the functional refractory 
period (FRP) which are indicated in Fig. 4.6. 'The ERP is the shortest 81 
for which the extrastimulus is conducted to the HB, and the FRP is the 
shortest interval which is measured at the HB. A number of authors (for 
example, Simpson et al., 1979) have pointed out that the FRP is a 
complicated function of refractoriness and is not easily inte:preted in 
terms of delay in conduction. However the FRP is useful in that it 
describes the minimum SI which can be coupled to following tissue. 
Usually extrastimulus tests are carried out at only one, or perhaps two, CL. 
H-H 
Fig. 4.6 
A-A 
(a) 
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Conduction curves for the AVN. 
(a) Pacing curve. 
(c) 
(b) Refractory curve (obtained from extrastimulus data). 
(c) HI-H2 versus curve (obtained from extrastimulus data), 
If the patient suffers from an intermittent tachycardia, then 
the tachycardia may be ~ or "precipitated", by some of 
the .constant pacing or extrastimulus sequences described above. In fact, 
in such a patient. one to trigger the tachycardia in this manner 
in order to learn something of its mechanism. Attempts are often made to 
terminate a tachycardia by pacing at a rate higher than the tachycardia 
rate. This is called 
..::....;..;;;..;;;:..&:;.;::.==;z.- Some artificial pacemakers use over-
pacing to terminate tachycardias. Depending on the type of arrhythmia 
present, the pacing and extrastimulus tests may also be carried out at 
other sites such as the coronary sinus and the right ventricle in order 
to measure both the antegrade and retrograde conduction properties of 
different parts of the ecs. Some or all of the above tests may also be 
carried out after the administration of anti-arrhythmic drugs to assess the 
suitability of the drugs as treatment. 
Information from the EP study, together with the surface ECG and 
other clinical data, is used by the cardiologist to try to determine the 
mechanism and physiological basis of a. 's arrhythmia. Various 
treatments may then be undertaken, However. the complexity 
of cardiac conduction and the relatively small amount of data collected 
during an EP study often make the precise determination of the mechanism 
of an arrhythmia extremely difficult, In chapter 5 a model of 
the CCS is described which may be used as an aid in arrhythmia diagnosis, 
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5 . MODELLING CARDIAC ARRHYTHMIAS 
5.1 INTRODUCTION 
The diagnosis of cardiac arrhythmias is an inverse problem 
(as described in §1.1) since some of the system (heart) properties 
(electrophysiological parameters which are related to the presence of 
tissue disease or defects) are to be determined from the response (the 
EP data, the ECG and other clinical data) of the system to certain 
controlled inputs (pacing sequences, drugs etc.). Because the CCS is 
so complex, and the number of measurements available is relatively small, 
the determination of the cause of an arrhythmia directly from the clinical 
data is often not possible. The cardiologist draws on a large amount of 
empirical knowledge in an attempt to determine conduction sequences which 
are consistent with all the data. These conduction·sequences may suggest 
possible underlying physiological defects. However the variability of 
cardiac conduction (particularly through the AVN) under different conditions, 
makes it difficult for him to accurately determine possible conduction 
sequences which are quantitatively consistent with the EP data. 
As described in §1.1, inverse problems for complex systems can often 
only be usefully solved by model fitting procedures,. especially if the 
number of measurements available is small. The model provides a convenient 
way of including the available a priori information on the system. Some 
of the unknown system parameters may be estimated directly from the 
measurements and others may be estimated by requiring that, in response 
to the same stimulus, the model outputs mimic the system outputs. The 
model parameters are then assumed to be reasonable estimates at the system 
parameters. This chapter describes a modelling approach to the inverse 
problem of cardiac arrhythmia diagnosis with a view to assisting the 
cardiologist in the interpretation of patients' EP data. This is 
facilitated by the construction of a model of the CCS. Data obtained from 
EP studies performed on a patient are used to estimate some of the model 
parameters. The model can then be used to investigate possible mechanisms 
for a patient's arrhythmia. The model may also be used to predict the 
response of a patient to a variety of therapies such as drugs and 
pacemakers. 
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Various ways of modelling cardiac conduction. have already been reported. 
Miller (1979) describes numerical simulations of conduction, delay and block 
in cardiac tissue fibres based on the Hodgkin-Huxley equations (Hodgkin and 
Huxley, 1952; Noble, 1962). Networks of coupled excitable elements have 
been used as a basis for simulating action potential propagation in sheets 
of cardiac muscle tissue (Joyner et aZ .• 1975; van Capelle and Durrer, 1980) 
and in the AVN (Flanigan and Swain, 1967; Heethaar et at., 1973c). These 
models are useful for simulating conduction in isolated sections of cardiac 
tissue but are not suitable for modelling the ees as a whole, since it is 
very inhomogeneous and anisotropic. To model the ecs and relate the model 
to EP data, modelling at a functional rather than cellular level is required. 
Bhereur et aZ. (1971) describe a simple functional model consisting of two 
coupled relaxation oscillators representing the SAN and AVN. This model is 
able to simulate simple rhythms such as those that occur in second degree 
block but is not suitable (because of its simplicity) for quantitative 
simulation of arrhythmias in specific patients. 
A ces model (",hose parameters are directly related to EP data) suitable 
for simulating arrhythmias, and which is relatively easy for a cardiologist 
to interact with, is described in §5,2. In §5,3 the implementation of the 
model and the output display format are described. Methods of estimating 
the model parameters from data obtained during routine patient EP studies 
are outlined in §5.4. Examples of simulations of two patients' arrhythmias 
are presented in §5.S. The Significance of this wo~k and potential 
applications of the model are described in §5.6. 
Early work on this model has been published by Millane et aZ. (1980). 
5.2 MODELLING CARDIAC CONDUCTION 
The CCS model is made up of 11 sections (see 5.1), each represent-
ing a functional section of the CCS tissue. Ten of these sections make up 
the normal conduction system and the "bypass" section can be connected 
between any two of these sections to represent an accessory pathway. Each 
section has two ports (except the SAN which has one) through which impulses 
can enter and exit. Sections are connected by their ports so that 
instantaneous conduction can occur between connected sections. Toallow 
the model to be used to represent a particular patient's conduction system, 
the electrophysiological properties of each section are described by a 
111-
Fig. 5.1 Block diagram of the conduction system model. 
number of variable parameters which are listed in table 5.1. The manner 
in which conduction through the sections has been modelled is described 
in terms of these parameters. 
Table 5.1 Model parameters 
Parameter* Description 
T spontaneous period 
A basal conduction time (antegrade) c 
0 
R basal conduction time (retrograde) c 
0 
9.- basal CL 
0 
A basal ERP (antegrade) e 
0 
R basal ERP (retrograde) 
d maximum delay 
a (refractory curve time constant) -1 
f3 rate of change of ERP with CL 
(eL time constant) 1 y 
b effect of a concealed stimulus on, the subsequent stimulus 
length of concealed conduction zone 
*Each parameter may be different for each section except that 9., is the 
o 
same for all sections and band T apply only to the AVN. 
cc 
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The parameter T is the spontaneous period and represents the pacemaker 
properties of a section. If a section does not receive a stimulus within a 
time interval T, then a spontaneous impulse is generated in the centre of 
the section and conducts in both directions. 
The conduction time through a section from one port to the other~ 
denoted by c "" c(9..,s), depends on the CL, t, and sr, s, associated ~vith the 
stimulus when it arrives at the section. Conduction times through tissue 
other than the AVN are almost independent CL and SI (except, sometimes, 
for 81 very close to the ERP) (Ferrier and Dressel, 1973) and so conduction 
times would usually be set to constant values in the non-AVN sections. 
Experimental studies on the rat AVN by Heethaar et at. (l973b) and the human 
AVN by et al. (1976) show that the conduction time (for a particular 
CL) can be reasonably well approximated by an exponential function of the 
sr, so the modelled conduction time is defined by 
c(t,s) "" 00 
c + d exp ( -a, (s - e) ) 
o 
s < e 
s > e 
'\ 
J (5.1) 
where c = 00 means that the stimulus is blocked and d, a, and e are the 
maximum delay, (time constant)-1 and ERP respectively. The parameter c is 
o 
called the basal conduction time and is equal to the conduction time in the 
limit of long sr. If the delay drops to 5% of its maximum value for a 8I 
which is 300 ms longer than the ERP, then a = 0.01 ms-1 Equation (5.1) 
defines the modelled refractory curve described in §4.5. 
In general, the shape of the refractory curve varies with CL in an 
ill-defined manner. In fact no comprehensive study of the dependence of 
refractory curves on CL appears in the literature. Since very little EP 
data which allows one' to characterise the change in the refractory curve 
with CL is routinely available, it is pointless to characterise it by more 
than one parameter. It seems reasonable to expect c to be independent of 
o 
CL since the CL would have no effect after a sufficiently long SI. It is 
well known (see) for example, Denes et al., 1974) that the refractoriness 
of all cardiac tissue depends on the CL at which it is measured, Hence the 
refractory curve is made a function of CL by making the ERP depend on CL. 
Denes et al. (1974) show that the ERP of both the AVN and atrial tissue 
varies approximately linearly with CL for CL less than about 800 ms. As 
would be expected, the refractoriness of cardiac tissue tends to approach 
a constant value for sufficiently long CL (Janse et al., 1969), Based on 
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this information, the ERP. e = e(~). is modelled as 
e(~) + 13(9., ~ ) 
o 
~ < ~ 
o 
9., > ~ 
o 
} (5,2) 
where the constants e and ~ are called the basal ERP and basal CL 
o 0 
respectively, and S is a measure of the rate of of ERP with CL. 
It is to note that S < 0 for the AVN whereas S > 0 for other 
cardiac tissue (Denes et aZ,. 1974). This means that the AVN adapts to 
block the conduction of high stimulus rates whereas the other tissue adapts 
to allow conduction of higher rates, This difference between AVN and non-
AVN tissue is discussed with reference to examples in ,5. The minimum 
constant period 8 1 : 1 which produces 1:1 conduction, occurs when 
e(8 1: 1) = s1:1' so that, using (5.2), 
s 1 : 1 = (eo - f3~ 0) 1(1 - (3) • 
Inspection of (5.1) and (5.2) shows that the modelled conduction time is 
defined by 
C(~>s) 00 s < e I 
c + d exp [ -ct (s - e - 13 (~ - ~ »] ~ < ~ }s > e J(So3) 0 o 0 0 
Co + d exp [ -ct (s - e )] ~ > ~ 
. 0 0 
Especially under .pathological conditions, conduction and refractoriness 
may be different in the antegradeand retrograde directions 
(cf, Akhtar et aZ., 1975). Since little information on retrograde 
conduction is usually obtained during routine EP studies, only the model 
parameters c 
o 
and e 
o 
can be different for the two directions of conduction. 
The symbols c A 
o • 
values 
e A, c Rand e R indicate 
o 0 0 
of these parameters. 
the and retrograde 
It is worth noting that the variation of refractoriness with CL 
described by (5.2) only strictly applies while the AVN is being externally 
paced. sinus rhythm the autonomic nervous causes AVN 
refractoriness to vary with CL in the opposite manner to that during 
pacing ( ,~1975, p. 54). The significance of this is further 
discussed in §6.3, 
The of CL in §4.5 applies to the extrastimulus situation -
i,e. where the previous stimulus is preceded by a sequence of equally 
spaced stimuli. However the conduction times and ERP in the model must 
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be defined for any stimulus sequence that may occur. A number of 
investigators, such as Janse et at. (1969), Han and Moe (1969) and Heethaar 
et at. (1973a), have examined the conduction properties of the AVN and 
other cardiac tissue in response to step changes in stimulation rate. 
Studies of this type show that refractoriness continues to change 
significantly for approximately five seconds following the change of rate, 
This has sometimes been to as the "cumulative effect of eLI! and 
simply means that the tissue adapts slowly to changes in stimulation rate. 
This effect is modelled by defining the CL, ~ , after a stimulus of 51 s by 
n 
~ 
n 
~n-l exp(-ys) + s(1-exp(-ys)) (5.4) 
-1 
where ~ 1 is the CL before the stimulus and y is a (time constant) , 
n-
Heethaaret at. (1973a) model conduction time in the AVN in a similar manner 
to the definition of ~n in (5.4). Applying (5.4) to the case of a step 
change in stimulation rate from period ~ to t', then the CL, ~ , n stimuli 
n 
after the change is given by 
~ '" t' + (~-t') exp(-nyt') 
n 
(5.5) 
Equation (5.5) shows that the conduction properties of the AVN following a 
step change in stimulation rate are an exponential function of time (equal 
to nt') following the change, in agreement with the observations of Heethaar 
et at. (1973a). 
2 seconds, then y 
If the relative change of t 
1 n 
from ~ to t' is 95% after 
0.0015 ms 
I f a stimulus arrives a t a sec tion with a. S I less than the ERP, 
then it is blocked and does not enter the section. The manner in which a 
following stimulus conducts through the section, depends on the effect that the 
blocked stimulus has on the tissue's refractoriness. The effect of a 
blocked stimulus on the conduction time of a following impulse in the AVN 
has been examined by Langendorf (1948) and Wu et at. (1976), and the results 
of their work are summarised as follows. To avoid confusing notation, the 
time interval between stimuli Ai and A. (denoted by A. J 1 in §4.5) 
denoted by s .. in this section, Consider the pacing sequence shown in Fig. 
1J 
5,2 consisting of three stimuli labelled AI' A2 and A3' Al is the last 
stimulus of a sequence ~qhose period. defines the CL t,.and s12 is 
less than the ERP, e(t), so that A2 is blocked. is a test stimulus whose 
conduction time A3-H3 is examined. It is found that if s12 < e(~) -
where is called here the length of the concealed conduction zone (CCZ), 
then the conduction time A3-H3 is equal to what it would be if A2 was not 
present. Hence the SI 8.ssociated with A3 is effectively s 13' 
A 
AVN 
HB 
Fig. 5.2 
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CCZ 
Pacing sequence used by Wu et aZ. (1976) 
to examine concealed conduction. 
This is interpreted as being because AZ does not enter the AVN tissue 
(sometimes called "entrance block") and so has no effect on its 
refractoriness. However if e(~) -LCC < s12 < e(~) then it is found that 
the conduction time of A3 is longer than it would be if AZ was not present. 
Hence, in this case, AZ has depressed the conduction of A3' This is 
interpreted as being due to AZ penetrating the AVN tissue (and so making 
the tissue more refractory) but the AP "dying out" before it exists from 
the AVN. This is often referred to as concealed or decramental conduction. 
The interval (e(~) ~L , e(t» is called the CCZ. Concealed conduction is 
cc 
modelled by reducing the SI associated with a stimulus, if the previous 
stimulus falls in the GCZ. Since few, if any, measurements obtained during 
routine EP studies can be used to characterise concealed conduction, it is 
pointless to use more than one paramet~r (in addition to L ) to quantify 
cc 
concealed conduction in the model. The modelled st, s3' of the third 
stimulus, A3, of a consecutive sequence of stimuli AI' A2, A3 is defined by 
::: b 8 12 + 8 23 
slZ < e 2 - Lee 
- Tcc < s12 < } (5.6) 
where is the ERP associated with and b is a constant such that 
o < b < 1, The parameter b reflects the degree to \.Jhich the concealed 
stimulus affects conduction of the following stimulus. If b = 1 then the 
concealed stimulus does not affect the following stimulus. The definition 
of 8 3 in (5.6) is consistent with the observations of Wu et aZ. (1976), 
that a large value of 8 1Z increases the conduction time of A3 more than 
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does a small value. Measurement of the concealed conduction zone is 
hampered by the atrial FRP limiting the minimum 81 which can be coupled 
to the AVN. The results of Wu et al. (1976) suggest that on average 
T 
cc 
> 100 ms. Inspection of the data for case 8 given in Wu et aZ. (1976) 
(using values extracted from their Figure 4 for A3-H3 = 230ms) and making 
use of (5.6) gives a rough estimate for b of 0.5 for this patient. 
Nominal values for the model parameters are given in table 5.2. It 
is instructive to examine the way in whieh the model simulates Wenckebach 
block. 
Table 5.2 Nominal values for model parameters. 
c A A i a eo and and 
T Q,o c R eJ- d a. y 0 (ms- I ) (ms-I) Section (ms) (ms) (ms) (ms) (ms) !3 b 
SAN 800 I~ 5 200 0 0 0 0.0015 -
Atria 1200 40 200 0 0 0.15 0.0015 
-
AVN 1000 80 300 120 0.01 -0.18 0.0015 0,5 
HE 1300 1000 10 200 0 a 0.15 0.0015 -
3 bundle 1500 20 200 0 0 0.15 0.0015 -branches 
3 ventricles 1800 40 200 a a 0.15 0.0015 
Bypass 1800 \, 20 200 0 a 0.15 0.0015 -
Tee 
(ms) 
-
-
100 
-
-
-
Consider the stimulation, with period s, of the AVN producing 4:3 Wenckebach 
as shown in ,5.3(a). The model refractory curves seen by each stimulus 
in the cycle are shown in Fig. 5.3 (b). The SI of Al is long (equal to '(1 + b) s 
or 2s, depending on whether or not A4 falls in the CCZ) and so Al is 
conducted rapidly. This long 8I causes the CL to lengthen and so the AVN 
becomes less refractory (since S < a for the AVN) allowing AZ to be 
conducted, Following A2 , the CL begins to shorten because of the smell 81 
and the AVN becomes increasingly refractory (since S < 0) so that subsequent 
impulses are conducted with increasing delay until stimulus A4 is blocked. 
The cycle then repeats. Note that this mechanism requires that B < 0 so that 
Wenckebach is usually observed only in the AVN. The mechanism for Wenckebach 
described above is consistent with that of Simpson et aL (1978) who measured 
A 
AVN 
HB 
Fig. 5.3 The 
(a) 
(b) 
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c 
(a) 
mechanism of Wenckebach cycles. 
Ladder diagram of 4:3 Wenckebach. 
Refractory curves associated with 
s 
(b) 
(b+l) s 
or 29 
each of the four stimuli. 
(using rather sophisticated programmed pacing) refractory curves following 
each stimulus during Wenckebach. However they interpret the 81 of Al as 
being s, and A4 producing a decrease in refractoriness. 
5.3 IMPLEMENTATION OF THE MODEL 
The conduction system model described in §5.2 was implemented 
as an interactiye program on a PDP 11/70 computer, interaction being via 
an alphanumeric VDU. On running the program., the operator first connects 
the bypass section (if it is required) between the· required sections. The 
parameters of each section are displayed on the VDU and the operator can 
, } 
change any of these to the values he requires. A facility is provided 
for inserting stimuli in any section and at any time during the simulation 
to represent pacing sequences or ectopics •. The operator specifies any 
such stimuli that he requires and labels them as "paced" or "ectopic". 
The simulation time is entered by the operator and the simulation runs. 
At the end of the simulation the operator can have a ladder diagram 
and an ECG trace displayed. An example of a ladder diagram produced by 
the model is shown in Fig. 5.4. The model sections are listed vertically 
and time increases from left to right. The characters printed on the 
ladder diagram indicate the times at which the sections are activated. 
To aid interpretation, six characters are used to shot., the type of impulse 
These characters are A, R, 8, P, E and B which indicate antegrade, 
retrograde, spontaneous, paced, ectopic and a stimulus conducted from the 
bypass respectively. The ladder diagram is displayed to the operator on 
the VDU and may be printed out on the line printer. 
~o BYPASS 
PING AND fCTOPIC 5EOUENC~ 
N SFC TYPE 
o 30 2 P 
Sl~ LAT ON TI~E ~ 10 SEC 
SECCHWS 0 2 :3 5) , I I i 
S R R R R R R 
Il. Ii' P P Ii' Ii' Ii' 
! • AV !'i00r. A II A A l\ A A 
HIS A A It A ':.. A A ~A A 
'" 
+ .. 
II A A A A A II A A-
li II A A A A J\. J\. A 
A 11 A II. A A A A A 
'lI \j ,l-
II f;. A 1\ A A A A A 
A A 11 A A II A A II 
A A II A A A l\ A A 
I 
f-' 
f-' 
00 
i 
. 5.4 Simulation of a of 360 ms 
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The ECG trace is displayed on a graphics terminal, and an example is 
shown in Fig. 5.4. In the examples presented in this chapter, the ECG 
trace represents lead II (see §4.4). The ECG, E(t), is made up of wave-
forms that are initiated each time the atrial or one of the ventricular 
sections is activated. Hence the ECG is defined by 
E(t) =L fi(t-t i ) i 
where f.(t) is the waveform of the section activated at time t = t., if 
l l 
the section was activated at time t = O. The waveforms f.(t) (for lead 
l 
II) in are shown in table 5.3 and have been chosen so that they produce 
(as closely as possible for such a simple model of the EGG) typical bundle 
branch block patterns (refer to Goldman, 1979, ch. 9) when these forms of 
block occur. As indicated in table 5.3, the waveforms depend on the 
manner in which the sections are activated. Because of the simplified 
representation of the atrial and ventricular myocardium used in the model, 
the EGG provides accurate timing information but the shape of the EGG 
does not provide reliable clinical information. 
Table 5.3 ECG waveforms (lead II) 
(scale: ~ = 50 ms). 
Type of Impulse 
Section A R S, P, E, B 
r-
Atria 
-v'-~ 
LA Ventricle ~ f\., /L 
LP Ventricle /L ~ ~ 
R Ventricle 
~ 
~. 
800 
400 
370 
360 
345 
CL (ms) 
~120-
J_J_J_J~~~J~J 
• 5,5 ECG traces of a "normal heartH 
at different rates (see text). 
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If he wishes, the operator can also obtain a detailed printout which shows 
the simulation time, type of stimulus, CL, SI, ERP, and conduction time, 
each time a section is stimulated. 
Fig. 5.4 shows the output from the model when it is used to simulate 
a "normal heart" (Le. using the parameters in table 5.2) paced at the 
atria at a CL of 360 ms. Arrows have been added to the ladder diagrams 
shown in this chapter, to clarify the conduction sequences. After 1.5 
seconds from the beginning of the simulation, the AVN develops stable 3;2 
Wenckebach block. The ECG shmvs the characteristic increasing P-R interval 
folloWing the block stimulus. Fig. 5.5 shows ECGtraces for a simulation 
of a normal heart paced at various rates at the atria. The AVN conducts 
normally at a CL of 800 ms, suffers first degree block at 400 ms, 
Wenckebach (4:3 at 370 ms and 3:2 at 360 ms) and type two second degree 
block (2:1) at 345 ms, simulating the increasing degree of block with 
increasing pacing rate described as in §4.3. The bottom trace in Fig. 5.5 
shows a simulation of complete AV block. The ventricles are activated by 
spontaneous depolarisation in the AVCS, and there is complete dissociation 
of the P and QRS waves. 
5.4 PROCESSING MEASURED ELECTROPHYSIOLOGICAL DATA 
In order to. use the ecs model to simulate patients i arrhythmias, 
the model parameters described in §5. 2 mus't be estimated from the measured 
EP data. As mentioned in §5.2, some of these measurements will usually 
only apply"to the AVN. The values of T for the SAN and Co for all the 
sections can be obtained directly from recordings made with the patient 
in sinus rhythm. It is assumed that extrastimulus measurements are made 
at only one CL (which is often the case), denoted here by ~ , and the 
e . 
subscript e is used to denote quantities measured at ~ = ~. Hence is 
e 
obtained directly from the measured refractory curve. By fitting a 
straight line (using least squares) to the extrastimulus data in the form 
In(c c ) versus (s - e ), d and a 
o e 
Evaluating (5.3) for constant pacing at a period s (i,e. ~ = s), 
shows that 
c(s,s) == c + d exp [-o,(s - e - l3(s - ~ »] 
000 
s < ~ 
o 
(5,1) 
where c(s,s) is the conduction time for constant pacing, and evaluating 
(5.2) at ~ = ~ gives 
e 
= e + S(~ ~) 
o e 0 
~122~ 
~e < ~o 
Making use of (5.7) and (5.8) shows that 
c(s,s) =: C + d exp[-(1(S~ e +(1 ~S)s)] 
o e e 
s < ~ 
o 
(5.8) 
(5.9) 
Since, usually. s < ~ for the constant pacing measurements, fitting a 
o 
straight line to the pacing data in the form of In(c(s,s) =c ) versus s 
o 
and using (5.9) gives an estimate of S. A reasonable value (say 1000 ms) 
is chosen for ~ , and e is determined using (5.8). 
o 0 
It is usually possible to pace the heart such that the AVN exhibits 
stable 2:1 block. Since 2:1 block occurs at a SI which is close to the 
ERP, the blocked stimulus is assumed to undergo concealed conduction. 
Let s2:1 and cZ: 1 be the pacing period at which 2:1 conduction is achieved 
and the measured conduction time of the conducted stimulus during 2:1 
conduction respectively. Applying (5.3) and (5.6) to stable 2:1 conduction 
shows that 
Co + d exp [ -(1 « b + 1) s 2 : 1 (5.10) 
which on rearrangement gives 
1 (5.ll) 
Hence (5.11) can be used to estimate b from EP measurements made during 
stable 2:1 conduction. In order that b is consistent with 2:1 conduction 
at this 51 the conditions 
(b +1)82 : 1 > e«b +1)8 2 : 1) 
) (5.12) . and 
must be satisfied. If (5.12) is not satisfied then b must be usted 
until (5.12) is satisfied and c 2 : 1 given by (5.10) i8 reasonably close to 
that measured. 
In order to estimate y, measurement of conduction times during a period 
of va~ing CL is required. The most convenient way to estimate y would be 
to measure the conduction times of stimuli following a step change in 
stimulation rate" Then y could be estimated using (5.3) and (505), 
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However measurements of this type are not usually made during routine 
EP studies. Another situation which involves a CL is Wenckebach, 
as described in §5.2. Measurements made during stable 3:2 Wenckebach may 
be used to estimate y as follows. Because Wenckebach occurs at a 51 close 
to the ERP, the blocked stimuli are assumed to fall within the eez. Let Sw 
be the SI at which stable 3:2 Wenckebach is achieved and let cWl and cW2 be 
the measured conduction times of the stimuli Al and A2 respectively as shown 
in Fig. 5.6. 
A 
AVN 
HB 
Fig. 5.6 Illustration of EP quantities defined for 3:2 Wenckebach. 
Let ~Wl and ~W2 be the eL associated with the stimuli Al and A2 
respectively. The values of ~Wl and ~W2 can be computed from the 
measurements sW' ~1 and cW2 using (5.3) and (5.6). Making use of (5.4) 
and (5.6) gives 
(5.13) 
and 
(5.14 ) 
Inspection of (5.13) shows that y can be estimated as 
y (5.15) 
In order that 3:2 Wenckebach occurs at a SI of sW' the conditions 
and 
S'.J < e(~Wl) 
(b + 1) Sw > e(~Wl) 
sH > e(~W2) 
} (5.16) 
-124-
must be satisfied. Adjustments may have to be made to band y to ensure 
that (5.16) is satisfied and also that (5.13) and (5.14) are reasonably 
well satisfied, 
An interactive computer program was written which performs the 
calculations described above and this is used by the operator to assist in 
determining the model parameters from the patient's measured EP data. 
Sufficient EP data is not usually available to allow determination of all 
the model parameters so these must be estimated from either other data or 
an "educated guess", 
5.5 EXAMPLES 
The CCS model has been used to simulate arrhythmias in two· patients 
who were examined at The Princess Margaret Hospital, Christchurch. Both· 
of these patients suffered from an arrhythmia called the Wolff-Parkinson-
White (WPW) syndrome (Kriklerand Wellens, 1975). However they exhibited 
slightly different characteristics during EP studies and the model 
simulations suggest a possible physiological basis for these differences. 
The study did not involve experimentation on the patients as the EP data 
was obtained from existing records: The patients' EP data (in the form of 
chart recordings of catheter electrode traces) obtained during routine EP 
studies were examined and the EP parameters described in §4.5 determined. 
These were processed, as described in .4, to estimate the maj CCS model 
parameters. The model was then used to simulate the patients' arrhythmias. 
The WPW syndrome is described in §5.5.1, and the two patients' EP 
data, model parameters and simulations are outlined in §5.S.2 and §5.S.3. 
The results of the simulations are used to compare the two patients' 
arrhythmias in §5.S.4. 
5.5,1 The Wolff-Parkinson~White Syndrome 
The WPW syndrome is an example of one of the pre~excitation arrhythmias 
described in § 4,3 and involves arLaccessory pathway between the atria and 
ventricles. In the classical form (which is that considered here) of the 
\~W syndrome, the accessory pathway forms a direct connection between the 
atria and ventricles. In other forms of the syndrome, the accessory 
pathway may involve the AVN or HB (Krikler and Wellens, 1975), The main 
ECG features of the WPW syndrome are a short P-R interval and a wide QRS 
Fig. 5.7 Form of the ECG for 
the WPW syndrome. 
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delta 
wave as shown in Fig. 5.7. The sinus impulse is conducted through both the 
AVCS and the accessory pathway, however the accessory pathway conducts the 
impulse more rapidly as it does not possess the delaying properties of the 
AVN. Hence the ventricles begin to depolarise early, resulting in an early 
initiation of the QRS wave and a short P~R interval. Because the impulse 
that first reaches the ventricles has not travelled through the bundle 
branch system, depolarisation of the myocardium begins slowly and the 
initial part of the QRS is not as steep as usual - see Fig. 5.7. This 
early section of the QRS is called a delta wave. Once the impulse that 
conducts through the AVCS reaches the ventricles, depolarisation of the 
myocardium is rapid and the rest of the QRS is normal. 
The WPW syndrome is not, in itself, dangerous, however patients with 
this syndrome often experience associated tachycardias. These tachycardias 
are usually.of the "re~entrant" type (Wit and Cranefield, 1978) since they 
involve propagation of impulses around a closed circuit consisting of the 
AVCS, ventricular tissue, accessory pathway and atrial tissue. The tissue 
in this closed circuit must have specific conduction times and refractory 
periods for a tachycardia to occur. In addition, the tachcardia is usually 
only triggered by specific stimulus sequences. These tachycardias can be 
dangerous if they allow the ventricles to sustain high rates for significant 
periods of time. If the patient's CCS can be modelled reasonably 
accurately, experimentation with the model may allow an assessment of the 
patient's susceptibility to high ventricular rates. 
5.5.2 Patient 1 
Results of routine EP studies on patient 1 are listed in table 5.4. 
Episodes of tachycardia were precipitated by the extrastimulus testing for 
81 between 329 and 350 ms. The period of the tachycardia was 337 ms and 
it was sustained only for between two and six beats. The QRS during the 
tachycardia ,JaS similar to the normal QRS. Attempts to precipitate the 
tachycardia by constant pacing at 337 ms were unsuccessful. 
Sinus Rhythm: 
Atrial Pacing: 
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Table 5.4 EP data for patient 1. 
CL = 1032 ms 
A-H == 80 ms 
H-V '" 18 ms 
QRS has a delta wave 
CL range : 300 to 600 ms 
A-H/A-A measurements: see Fig. 5.8 
CL > 500 ms : QRS has a delta wave. H-V = 18 ms 
CL < 500 rns : QRS norrnalises (delta wave disappears) 
and H-V interval lengthens to 42 ms 
Atrial Extrastimulus: CL 605 rns 
250 
A~H (rns) 
145 
SI range = 300 to 500 ms 
A2-H2/A1-A2 measurements: see Fig. 5.8 
Extrastimulus CL 
40b------=~--------~~ __ =_ ______ ~ __ ~ 
Fig. 5.8 
100 450 
A-A (ms) 
Measured pacing (0) and extrastimulus (x) data, 
and modelled pacing (---) and refractory 
curves for patient 1. 
800 
The above data indicates the ,\VPW syndrome with early activation of the 
ventricles via antegrade conduction through the accessory pathway for a CL 
greater than 500 ms. For a CL less than 500 rns the accessory pathway is 
refractory and normal conduction through the AVeS occurs, The tachycardia 
could be triggered by an extrastimulus but not by constant pacing. Because 
the tachycardia has a normal QRS, conduction is antegrade through the AVCS 
and retrograde through the accessory pathway during the tachycardia. 
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The model parameters were estimated from the EP data as described in §5.4 
and are listed in table 5.5. Fig. 5.8 shows the modelled pacing and 
refractory curves that have been fitted to the measured EP data. The 
bypass section is connected between the atria and the LA ventricle. 
Table 5.5 Model parameters for patient 1. 
T Q, A R A R d b c c e e a T 
0 0 0 0 0 
i3 y cc 
Section (ms) (ms) (ms) (ms) (ms) (ms) (ms) (ms -1) (ms- 1 ) (ms) 
SAN 1032 2 2 300 300 0 0 0 0.0015 - -
Atria 2000 10 10 300 300 0 0 0.15 0.0015 - -
AVN 2000 r 70 70 200 200 100 0.004 -0.24 0.0015 0.5 100 
HB 2000 1000 10 10 300 300 0 0 0.15 0.0015 -
3 bundle 2000 
1 
32 32 300 300 0 0 0.15 0.0015 -branches 
3 ventricles 2000 40 40 300 300 0 0 0.15 0.0015 -
Bypass 2000 88 80 590 400 0 0 0.15 0.0015· -
Figs 5.9 to 5.11 show simulations of this patient's conduction 
sequences. Fig. 5.g shows a simulation of the patient's sinus rhythm. 
The ladder diagram shows that the sinus impulse is conducted to the 
) 
ventricles by the accessory pathway. The ECG shows a short P-R interval 
-
-
-
-
and a wide QRS with a delta wave. The result of constant pacing at the 
atria with six stimuli at the tachycardia period of 337 ms is shown in 
Fig. 5.10. At the end of the pacing sequence, the tachycardia is not 
triggered and the model reverts to sinus rhythm. Reference to the ladder 
diagram shows that a re-entrant circuit is not established because the AVN 
is refractory at this rate. Fig. 5.11 shows the simulated response to an 
extrastimulus test with CL = 605 ms and SI 337 ms. The extra'stimulus has 
initiated a tachycardia with a normal QRS. The period of the tachycardia 
is 342 ms. Inspection of the ladder diagram shows that after three beats, 
the tachycardia reverts to sinus rhythm because the AVN has adapted to 
the higher rate and has become refractory. Further simulations showed 
that at least one beat of a tachycardia is obtained for SI between 300 ms 
and 350 ms. 
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Fig. 5.11 Simulation of the initiation of patient 1's tachycardia 
by atrial extrastimulus testing (refer to text). 
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5.5.3 2 
Routine EP study results for patient 2 are listed in table 5.6. 
Table 5.6 'EP data for patient 2, 
Sinus Rhythm: CL 721 ms 
A-H = 75 ms 
'" 5 ms 
QRS has a delta wave 
Atrial Pacing: CL range = 300 to 600 ms 
CL > 360 ms : QRS has a delta wave, H-V = 5 ms 
CL < 360 ms : QRS normalises (delta wave disappears) 
and H-V interval lengthens to 20 ms 
Atrial Extrastimulus: CL = 569 ms 
51 range 200 to 550 ms 
isodes of tachycardia were precipitated by constant pacing at a CL of 
310 ms. The period of the tachycardia was 294 ms, it had a normal QR5 and 
was stable (i.e. it did not spontaneously terminate). The tachycardia was 
not precipitated during the extrastimulus testing. The tachycardia could 
be terminated (sometimes) by pacing the atria at a CL of 284 ms. 
The above data indicates the WPW syndrome of the same type as for 
patient 1. However this patient's tachycardia was triggered by constant 
pacing but not by an extrastimulus and Was stable. The model parameters 
were estimated from the EP data and are listed in table 5.7. The bypass 
section is connected between the atria and the LA ventricle. 
Table 5.7 Model parameters for patient 2. 
I 
T X,O A R A R d S b T cc Co Co eo eo a. 
Section (ms) (ms) (ms) (ms) (ms) (ms) (ms) ) ) (ms) 
--
SAN 721 
r 
2 2 250 250 0 0 0 0.0015 
Atria 2000 10 10 300 300 0 0 0.15 0,0015 -
AVN 2000 60 60 150 150 126 0.008 -0.23 0,0015 0,5 100 
HB :2000 800 5 5 300 300 0 0 0.15 0.0015 - -
3 bundle 2000 
1 
15 15 300 300 a 0 0.15 0.0015 - -branches 
3 ventricles 2000 40 40 300 300 a 0 .0.15 10.0015 -
Bypass 
1
2000 70 70 400 340 0 0 0.15 0.0015 - -
5.12 and. 5.13 show simulations of the patient's rhythms. 
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Simulation for patient 2 (refer to text), 
(a) First five secon~s simulation showing initiation 
by constant at the atria. 
(b) five seconds of simulation showing termination of 
tachycardia by overpacing at the atria. 
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The response of the model to six stimuli of constant pacing at a CL of 
300 ms is shown in Fig. 5.12(a). The ladder diagram in Fig. 5.12(a) 
shovJS that the pacing triggers a tachycardia, with a period of 298 ms, 
of the same type as that for patient 1 (Fig. 5.11). However this 
tachycardia does not spontaneously terminate. Fig. 5.12(b) is a 
continuation of the simulation shown in Fig. 5.12(a) and shows the 
tachycardia being overpaced at the atria at a CL of 270 ms. Overpacing 
begins 5 seconds after the start of the simulation and consists of six 
stimuli. Inspection of the ladder diagram in Fig. 5.12(b) shows that 
the high rate of the overpacing makes the AVN refractory, breaking the 
tachycardia loop and the model returns to sinus rhythm. Fig. 5.13 shows 
a simulation of an extrastimulus test with CL = 569 ms and 51 = 300 ms. 
The extrastimulus does not trigger the tachycardia. Reference to the 
ladder diagram in Fig. 5.13 shows that this is because the accessory 
pathway is refractory to the high tachycardia rate, due to the large CL 
of the preceding stimuli. 
5.5.4 Comments on the Examples 
The examples described above show that the CC5 model can be used to 
accurately si~ulate patients' heart rhythms under various conditions. 
The two patients studied both exhibit the same type of arrhythmia, however 
their arrhythmias are different with respect to their stability and the 
conditions under which they are precipitated. The simulations suggest 
possible electrophysiological bases for these differences. 
Define a "tachycardia margin", m(i), for section i by 
m(i) = T -e. ('r) 
1. 
(5.17) 
where L is the tachycardia period and e. is the ERP of section i. Clearly 
1. 
a stable tachycardia is only possible if m(i) > 0 for all tissue sections i 
in the re~entrant loop. In fact M, given by 
M = m~n[m(i)] (S.18) 
1. 
is a measure of a patient's "susceptibility to a tachycardia" - i.e. the 
patient is more susceptible for larger values of M • Inspection of tables 
. 
5.5 and 5.7, and making use of (5.2) and (5.17) gives 
m(AVN) -22 lUS for patient 1 } (5.19) 28 ms for patient 2 
and 
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m(accessory pathway) = 36 ms 
::: 30 ms 
for patient 1 
for patient 2 } (5.20) 
Equations (S.19)·and (5.20) show that patient 1 cannot support a stable 
tachycardia (because of the refractory properties of the AVN) whereas 
patient 2 can. It is for .the same reason that patient l's tachycardia is 
triggered by constant pacing whereas patient 2's is not. It is worth 
noting that the (clinically significant) result expressed by (5.19) is 
obtained from only a knowledge of the tachycardia period and the AVN 
pacing and extrastimulus measurements, by making use of the EP data 
processing described in §5.4. 
Referring to Fig. 5,11, a transient tachycardia is precipitated in 
patient 1 by an extrastimulus for the following reason, The long CL 
preceding the extrastimulus decreases the ERP of the AVN so that it is, 
initially, able to conduct the fast tachycardia rate. However, after 
three beats at the fast rate, the AVN has adapted (because of the cumulative 
effect of CL) to the high rate and become refractory, terminating the 
tachycardia. The reason that an extrastimulus does not precipitate a 
tachycardia in patient 2 is (referring to Fig. 5.13) as follows. The long 
CL preceding the extrastimulus makes the accessory pathway sufficiently 
refractory to block the extrastimulus, preventing initiation of the 
tachycardia. Hence the difference in the response of the two patients to 
extrastimuli at their tachycardia periods is due to the different way in 
which refractoriness changes with CL for the AVN .e. S < 0) and the 
accessory pathway (i,e. S > 0). 
5.6 DISCUSSION 
The CCS model described in this chapter is based on parameters 
measured during EP studies rather than on the more fundamental electro-
physiological properties used in other models (cf. references in §5,1). 
This allows a reasonably simple but realistic model of the whole ecs to 
be constructed which can be related to patients' EP data and used to 
simulate a wide range of arrhythmias, This approach to arrhythmia analysis 
seems to be ne~v, The model has been implemented in such a way that it is 
easy for a cardiologi.st to use with very little training. The output 
display (particularly the ladder diagram) provides, in a familiar format, 
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detailed information which allows the simulation to be readily assessed, 
The examples presented in ,5 show that the model can be used to assist 
the cardiologist to explore feasible mechanisms consistent with a 
patient's measured data. The model could also be used to predict the 
response of a patient to treatment with drugs or pacemakers. 
One advantage of models of this type is that they may suggest 
(a) new ways of processing data to provide more useful information, and 
(b) new measurements which may be useful. For example the method 
described in §5.4 for determining S for the AVN from standard and 
extrastimulus data allows the ERP of the AVN to be estimated under 
different stimulation conditions. The discussion in §5.4 suggests that 
useful information (for example. the parameters y and b) on AVN conduction 
may be obtained by making accurate measurements during stable second degree 
block at various conduction ratios. This information is potentially very 
useful as it may allow one to predict the ability of the AVN to conduct 
high (and hence dangerous) rates to the ventricles in re~ponse to atrial 
fibrillation and other tachycardias. Further analysis of experimental data 
is required to assess the accuracy with which the ees (particularly the AVN) 
has been modelled. Studies to determine if any of the model parameters 
described in §5.2 are related to particular forms of conduction system 
disease would also be useful. 
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6. CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH 
6.1 THE STRUCTURE OF DNA 
X-ray diffraction is, at present, the only direct means available of 
imaging molecules at atomic resolution. However, as the work reported here 
has shown, the poor quality of DNA crystals (and the resulting low quality 
X-ray data) so far obtained precludes a unique structure determination. 
It is shown here that the gross features of the side-by-side model are 
consistent with the data (for the B form of DNA at least) and in 
fact agree with it slightly better than does the double helix model. 
It should be emphasised that structural refinements, based on the R-factor 
of an initial model do not provide a unique structure solution. However, 
with such low quality data, little else can be done. Refinement based on 
individual structure intensities, rather than the R-factor, may be 
preferable and should be explored. 
The successful stereochemical refinement described here shows that. 
the side-by-side model is a stereochemically viable structure. The use 
. of theodolites to measure atomic coordinates of an initial physical model 
appears to be new and is a convenient means of obtaining such information 
from models of macromolecules. 
The relevance of structure determinations of crystalline, i.e. 
in vitro, specimens of DNA to the in vivo structure is an important 
question. Structure determinations of short lengths of DNA are not 
necessarily representative of the in vivo structure. These difficulties 
could be alleviated if structure determinations of good crystals of DNA 
attached to protein, or of nucleosomes, could be made. 
As described in §2.6, experiments with circular DNA provide 
information on the topological relationship between the two strands 
of DNA. Whether or not experiments based on this indirect technique can 
provide definitive structural information remains to be seen. 
6,2 MACROSCOPIC INVERSE SCATTERING 
The work reported here shows that t~e inverse scattering problem 
for plane stratified regions of variable refractive index is essentially 
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solved. However, little has been reported on the application of such 
techniques to measured scattering data. The results presented here 
of processing experimental data indicate the sensitivity of the algorithm 
to noisy data. However this algorithm appears to be more stable than many 
other reported techniques. The data pre-processing described here assists 
in stabilising the algorithm. Other methods of stabilising it by making 
use of any a p~iori information or measurement of the transmitted field 
should be explored. 
Current methods of usefully imaging regions of arbitrary refractive 
index variation in more than one dimension apply only to weak 
inhomogeneities with radiation in either the low frequency (Born or 
Rayleigh-Gans approximation) or high frequency ("rays") regimes. Time 
domain methods which take account of multiple scattering are required. 
Similarly, attempts should be made to devise frequency domain methods of 
higher order, and which apply under wider conditions than. the Born 
approximation. While a general purpose technique would provide considerable 
insight, solutions that apply under different sets of restrictive conditions 
are likely to provide more tractable and useful solution techniques. 
Because the Born approximation applies to the Schrodinger equation under 
wider conditions than it does to the Helmholtz equation, use of the 
Chandrasakher transform and the Born approximation to process scattering 
data from regions of variable refractive index may provide improved 
reconstructions over those obtained by direct use of the Born approximation 
(refer to §1.5 and §1.9.2). 
The effect of the nasal cavity on acoustical determination of vocal 
tract area functions should be investigated because it might provide 
useful information for speech analysis and synthesis. The inverse method 
for branched ducts described in §3.5 could provide a useful starting point 
for such an investigation. 
Higher order solutions to the inverse eigenvalue problem require 
further investigation. The inverse eigenvalue problem for a circularly 
symmetric sphere is of vital importance in interpreting natural frequencies 
of oscillation of the earth, However the effect of having only one spectrum 
(i.e. for a single boundary condition at the surface - refer to §1.10) 
available for measurement, on uniqueness of the solution, is not well 
understood and should be further investigated. 
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6.3 CARDIAC ELECTROPHYSIOLOGICAL MODELLING 
The model of the cardiac conduction described here is 
potentially useful in a clinical setting because it is based on 
physiological parameters which are routinely measured. This approach 
to modelling cardiac does not yet appear to have been explored. 
However, because of the complexity of cardiac conduction and the small 
amount of data obtained routine clinical investigations, it is 
unlikely that modelling can be used to supply specific diagnostic 
information on arrhythmias. The model described here is, however, 
pot useful in suggesting possible arrhythmia mechanisms to the 
cardiologist. Trials in which a cardiologist uses the model are necessary 
to assess this potential. 
In order to assess, and possibly improve, the accuracy of the model, 
more definitive experimental data on the dependence of the atrio-ventricular 
nodal refractory curve on cycle length are required. The model suggests 
measurements (made during second degree block) which may assist in 
characterising the conduction propertie~of the atrio-ventricular node. 
An experimental study is needed to determine the usefulness of these 
measurements. A clinical study is required to assess the usefulness of 
the tachycardia index, M, to measure patients' susceptibility to 
tachycardias. 
One of the most promising potential applicatiori's of the model is as 
a teaching aid. \~ith the addition of suitable interactive software, the 
model could be used as the basis of a computer aided learning program. 
An interaction with the program could involve simulation of the effects 
of different drugs and diseases, and also nervous and hormone effects. 
For such a program it would be essential to include the autonomic effect 
which couples sinus node rate to atrio-ventricular nodal refractoriness 
(mentioned in §5.2) in the model. 
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APPENDIX 1 
DECONVOLUTION METHODS 
Let f(x) be the convolution of g(x) with the point 
hex) so that 
f(x) g(x) ® hex) + n(x) 
00 
= I g(y) h(x-y) dy + n(x) 
function 
(Al.I) 
where n(x) represents the measurement noise. The functions f(x) and g(x) 
are referred to as the and the ect respectively in image 
---=- -~---
processing terminology. Deconvolution is the process of recovering g(x) 
when f(x) and hex) are known. The bases of the two deconvolution 
techniques invoked in §3.3, which may be called subtractive and 
-,=;::::"':;.;;;;J;;..===~ methods, are outlined here. 
Subtractive Deconvolution 
The method clean (Schwarz, 1978; Bates et al., 1982a) is a subtractive 
deconvolution technique used originally for processing radiointerferometery 
images. It is most useful for objects which consist of isolated peaks. 
The strategy of the procedure is to subtract scaled versions of the point 
spread function from the image until only the measurement noise remains. 
In order to simplify the subsequent discussion, hex) is shifted and scaled 
so that 
maxlh(x) I = h(O) 
x 
1 . 
The residual image, f (x), after the nth iteration is 
where a is 
n 
(x) = f
n
_1 (x) 
a constant called 
maxl f (x) I == 
x n-1 
a f
n
_1 (xmax) hex - x ) . max , 
the loop gain and x is 
max 
1 (x ). max 
(A1.2) 
given by 
(A1.3) 
given by 
(Al.4) 
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The estimated object, g (x), after the nth iteration is given by 
n 
g (x) == g' lex) + Ci. n n~ l ex )6(x-x ). max max 
The procedure is stopped when 
(AL5) 
(AL6) 
where y is the estimated noise leveL Fig. Al.l shows f(x). hex) and the 
estimated g(x) for the example in Fig, 3.3. 
x 
(a) 
o 5 
x 
(b) 
Fig. Al.l IICleaning" the reflected field for the example in . 3.3. 
(a) hex) (the incident field). 
10 
, \ 
(b) g(x) (vertical dotted lines) (the calculated impulse response). 
f(x) (solid curve) (the measured reflected field). 
gN(x,) (vertical solid lines) (the estimated impulse response 
for Ci. = 0.08, Y = 0.08, N = 270). 
useof the convolution theorem (Bracewell, 1978, ch, 6) allows 
(Al.l) to be written as 
F(u) G(u)H(u) + N(u) (Al.7) 
where upper case letters denote the FT and u is the transform variable. 
Dividing (Al. 7) by H(u) 
F(u)/H(u) ~ C(u) + N(u)/H(u) . (AL8) 
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The difficulty with using (Al.8) to estimate G(u) is that the noise is 
amplified when H(u) is small. It can be shown (cf. Helstrom, 1967) 
that the best least squares estimate, G(u), of G(u) is given by 
G(u) = F(u)W(u) (Al.9) 
where W(u), called the -=-:..===-,..,;;;.::== is given by 
(Al.lO) 
and (u) and P (u) are the power spectra of the image and the noise 
n 
respectively. Usually, in practice, the dependence of Pf(u) and Pn(u) 
on u is unknown so that P (u) 
n 
(u) is often replaced by a constant 
so that 
W(u) = H*(u)/(iH(u)1 2 + $) (Al.ll) 
where $ is an estimate of the square of the noise to signal ratio. Hence 
g(x) is estimated by using (Al. 9) and (Al.ll) to determine G(u) and taking 
the inverse FT. Fig. Al.2 shows f(x), hex) and g(x) and an estimate, g(x), 
of g(x) obtained by Wiener filtering the reflected field calculated for 
the profile shown in Fig. 3.2(b). 
o 
J 
x 
(a) 
o 
I 
I 
I 
, . 
5 
x 
(b) 
Fig, Al.2 Wiener filtering the reflected field calculated for the profile 
shown Fig. 3.2(b) for y = 0.1 and L = 7 (see §3.4), 
(a) hex) (the incident field), 
(b) g(x) (--) (the actual impulse response) 
f(x) ( (the reflected field) 
g(x) (0 Q) (the estimated impulse response for ¢ 0.01). 
10 
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APPENDIX 2 
TIME DOMAIN REFLECTOMETER EXPERIMENTS 
The time domain reflectometer (TDR) (Hewle~t Packard models HP4151A 
and HP140B) and associated equipment used to obtain the experimental data 
described in §3.4 and §3.5 are shown in Fig. A2.1. A variable length 
short~circuited T~section was used to produce a pulse from the voltage 
step provided by the TDR. The pulse was launched in the coaxial test 
line and the reflected waveform captured by the TDR and subsequently 
digitized and stored in the computer. 
computer D h TDR 
AID ~ .... .. 
~V I~ 
S 
~ J1. I J I I 
coaxial test line 
-
T~section 
1 
Fig. A2.1 Apparatus for TDR experiments. 
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It was found necessary to use sufficiently long lengths of coaxial cable 
feeding the T-section that transients reflected· by the connectors did not 
interfere with the wanted signal. The cross~sectional dimensions of the 
line were sufficiently small that only the TEM mode (see §1.4.1) propagates. 
Perspex beads were inserted in the line to provide a variable refractive 
index. The incident pulse at the input to the line was measured by placing 
a short circuit there and the reflected pulse. The incident 
pulse had a duration of approximately 0.8 ns which corresponds to a length 
of 16 em (betw'een half power points) in the air filled line. The actual 
experimental arrangement used for the measurements reported in §3.4 and 
§3.5 was originally set up by Goronno (1980) and McNeill (1980). 
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APPENDIX 3 
BRANCHED NETWORKS 
Branched networks considered here consist of interconnected sections 
of ducts or transmission lines. The impedance of each section is constant. 
To simplify the discussion of the inversion described in §3.5, 
a particular path through the network is chosen as the main line as shown 
in Fig. A3.1. Position along the main line is identified by the coordinate 
x. Measurements are made at the observation 
of the network refers to the branching pattern of each branch. 
o 
. A3.1 
x 
A general branched network consisting of a 
main line (---) and branches 
Consider a branch of impedance ~ on a of impedance?;. . The 
o 
branch may be either in parallel or in series with the main line as shown 
in Fig. A3.2. Requiring that the voltage and current are continuous at 
the junctions that the voltage reflection coefficients for waves 
on the line are by 
and 
r p 
r;/( 
(l; +21;;) 
o 
(A3.1) 
(A3.2) 
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L 
(a) (b) 
Fig. A3.2 (a) Parallel and (b) series branches. 
for parallel and series branches respectively. Inspection of (A3.1) and 
(A3.2) shows that 
and r > 0 
s 
(A3.3) 
so that, given so' the impedance of the branch, and whether it is in 
parallel or series with the line, can be calculated from the reflection 
coefficient. 
A branch of infinite length (or terminated in a matched load) has the 
same effect as a localised loss. Hence localised losses can be treated in 
the same manner as described above. A localised loss may be either in 
parallel or series with the line. For an EM transmission line, parallel 
and series loss could be due to non-zero conductivity of the medium in 
which the line is embedded and non~zero conductor resistance respectively. 
For an acoustic duct, parallel and series loss could be due to a hole in 
the duct wall and viscous energy loss due to a sudden change in duct 
cross~section respectively (Morse and Ingard, 1968, §9.1). 
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APPENDIX 4 
A POWER SERIES FORMULATION OF THE INVERSE EIGENVALUE PROBLEM 
Consider the inverse eigenvalue problem (as described in §1.10) for 
the HE· 
(A4.1) 
on the interval (0,1) where ~ ~ ~(x) is the square of the refractive index 
profile. The wavefunction satisfies the boundary condition 
8l/J(0,k)/Clx == 0 (A4.2) 
at x 0 and measurements are made at x = 1. The profile ~ is expanded as 
a power series, 
The 
and 
and 
~(x) 
wavefunction 
n=o 
2n 
~n x 
is expanded 
00 
o < x < 1 . 
as a power series 
l/J(x,k) ::: 1 + L B9, (x) kU , 
9,=1 
substituting (A4.4) into 
BII (x) := -~(x) 1 
(A4.1) gives 
(A4.3) 
in k, 
(A4.4) 
t (A4.5) 
where a prime denotes the derivative with respect to x. Inspection of 
(A4.4) and (A4.5) show·s·that B9,(x) is of the form 
00 
X
29, '\ 
L b9,m o < x < 1 (A4.6) 
m"'o 
where the b9,m are constants. Substituting from (A4.3) and (A4.6) into 
(A4.S) and equating like power~of x 
2(9,+m+l)(U,+2m+l) b9.,+l,m "" (A4.7) 
Inspection of (A4.4) shows that the wavefunction at the measurement point 
x '" 1 is by 
00 
ljJ(l,k) "" 1 + I 
Q.=1 
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where BQ. = BQ.(l). which can be written as 
co 
(A4.8) 
(A4.9) 
The kQ. are the measured short circuit resonant frequencies and so, using 
(A4.8) and (A4.9), the constants BQ. can be computed from the measurements. 
Similar reasoning shows that the constants Bi Bi(l) can be computed from 
the open circuit resonances. Making use of (A4.6) shows that 
co 
B == Q. I bQ.m 
m=o 
and (A4.10) 
co 
B' = I 2(m+Q,) bQ,m . Q, 
m=o 
If L both short circuit and open circuit resonances are measured and the 
summations in (A4.10) are truncated to m ::::: L, then (A4.10) provides 2L 
linear equations in the bQ,m' In addition, (A4.7) • for o < Q, < L 1 and 
o < m < L, provides L(L + 1) quadratic equations in the bQ.m and 11 . In n 
total there· are L(L + 3) equations in (L + 1) 2 unknowns which include 11n 
for 0 < n < L. Solution of this (overdetermined) set of equations for 
the J1 , in principle, solves the inverse eigenvalue problem. However, 
n 
because some of the equations are quadratic, the solution is not straight-
forward and may not be unique. Also, power series expansion 0:1'.1 the 
wavefunction is not particularly efficient since oscillatory functions 
require a large number of terms for reasonable accuracy. 
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