).
INTRODUCTION
Development of a petroleum field requires planning on multiple horizons. In the short term, usually days to weeks, production optimization becomes important. Typically both the sub-surface part, like the reservoir and wells, and the surface part like the manifolds, pipelines and downstream production equipment are taken into account. We consider such a problem, commonly called the real-time production optimization (RTPO) problem. Production may be constrained by reservoir conditions such as coning effects and/or the production equipment like pipeline capacity or downstream water and gas handling capacity. Decision variables in RTPO include production and possibly injection rates, and the routing of well streams. Several authors provide readable overviews of the RTPO and its use in the upstream industry today, see for example (Wang, 2003) , (Saputelli, Mochizuki, Hutchins, Cramer, Anderson, & Muller, 2003) , and (Gunnerud & Foss, 2010) .
There are several complicating factors when it comes to the RTPO. The models in the optimization problem are often nonlinear, e.g. well behavior relating pressure to production rates, and pressure drop along pipelines that support multiphase fluid transportation. In addition, the RTPO often includes both continuous and discrete decision variables. The discrete variables originate from routing when flow from a manifold can be directed to one of several pipelines. The presence of nonlinear relations combined with the need for discrete variables makes the RTPO formulation a Mixed Integer Nonlinear Program (MINLP), which belongs, perhaps, to the most challenging class of optimization problems. This paper presents a method for formulating and solving the RTPO by combining state-of-the-art optimization techniques with the simulation of oil fields. For related topics on simulators and optimization in the petroleum industry, see for example (Sarma, Chen, Durlofsky, & Aziz, 2008) .
Currently for very complex systems one relies to a significant extent on human intervention and the optimization is carried out on disconnected (from a mathematical point of view) sub problems. Consequently, any results can be significantly suboptimal, independently of how well the (sub)-problems are modeled and how well the optimization is carried out. By combining modeling, simulation and optimization the proposed method of this paper seeks to avoid significantly suboptimal solutions.
RTPO can, in a natural way, be modeled as a network, with well-defined building blocks that have rather simple relations connecting each other but more complicated relations between the variables within each of the blocks. This is exploited in the approach outlined in this paper, where the complicated features are modeled by fitting polynomials to data generated from a simulator, while the simple structural relations tying the blocks together are analytical constraints inherent to the RTPO, and are handled directly.
The remainder of this paper is organized as follows. First, the mathematical model of the RTPO is presented, discussing complicated parts and the need for simulator assistance in a derivative-free approach. Then the actual algorithm is explained in detail, before results are presented and compared to a reference case where the entire network is treated as one simulator and optimized using a standard, but state-of-the-art, black box approach. 
MODEL FORMULATION
The production optimization problem considered here includes reservoirs and wells and also collection and downstream production equipment, see Figure 1 .
The operator seeks to maximize the oil production while adhering to the gas handling limitations. This means finding suitable production quantities from each well, and also determining which pipeline to route it to. The ratio between oil and gas produced from the wells are rate dependent, and the pressure drop through the system constrains the production from the various wells.
As will shortly be explained, only the wells and the pipelines are not easily represented by analytical equations in this system. This means that a large part of the modeling can be formulated as an explicit optimization problem. So instead of treating the whole production network as one black box, each well and pipeline simulator will be treated as a relatively small black box, while all other relations will be formulated as explicit equations.
To be able to feed the complete network problem into an optimization solver, the well and pipeline simulators are represented by analytical surrogate models. Second degree polynomial functions are used for this purpose. The problem then becomes a Mixed Integer Nonlinear Programming (MINLP) problem. Now the general problem formulation will be presented. Indexes are presented in Table 1 , while sets, parameters and variables can be found in Table 2 -Table 4 . 
Objective Function and Capacity Constraints
The objective function (1) represents the oil production from the cluster, while constraint (2) ensures that the gas production remains below a given limit.
Well Model
Equation (3) with the undetermined function represents the fact that the nonlinear relationship between the flows and the wellhead pressures are given by simulation. The results presented later were obtained by using the simulator developed in-house by Statoil, known as the Gas Oil Ratio Model (Hauge & Horn, 2005) . This flow model is combined with PROSPER from Petroleum Experts, which models the vertical part of the well. For given well head pressures these simulators return gas, oil and water flow rates.
Equation (4) is the (surrogate) model for (3). By using such a surrogate model, an explicit MINLP formulation can be achieved. The α parameters are updated iteratively, since (4) is intended to represent (3) locally.
Routing and Mass Balance
Two binary variables, y jl , are defined for each well, stating that the fluid can only be routed to one of the two pipelines, or the well can be closed. This is stated as
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For the pipes between the manifold and the platform separator, the mass balance constraint (6) states that the sum of flow for a given phase p, from all wells that are routed to a particular pipeline, is the flow that runs through it, q lp P . The binary variable y jl is used to indicate the route taken by the fluid into one of the pipes if there is flow. ,
Control Valve and Pressure Balance
Pressure relations for the control valves need also to be obeyed. This is done in equation (7). Further, the relation between the pressure at the separator and the manifolds are given in (8), keeping the pressure at the separator at the fixed value P S . ,
(8)
Pipeline Model
Equation (9) represents the nonlinear relationship given by a multi-phase flow simulation. The simulator relates the gas, oil and water flow going through the pipeline to the pressure drop across it. The simulator used in this study is steady-state and is provided by Petroleum Experts through their GAP simulation and optimization package. Again, this is locally approximated by the quadratics (10).
, ,
3. ALGORITHM
The basic aim of the algorithm, which was first presented in (Gunnerud, Conn, & Foss, 2011) , is to find the optimal production quantities from each well, and to determine to which pipeline the flow from each well should be routed.
Since the relation between the pressure at the wellhead and the flow of oil, gas and water at the outlet is too complex to be described easily by explicit functions, it is described via advanced simulators. As we already mentioned, this relationship is approximated relative to a neighborhood of initial wellhead pressures, using quadratic polynomials, giving equations (4). By running the simulator for different wellhead pressures, the α parameters of (4) can be computed.
The same is true for the relation between the flow through the pipelines and the pressure drop across them. These relations are approximated around an initial point of flow rates of gas, oil and water, with quadratic polynomials, as in equations (10). In the same way as for the wells, the β parameters of (10) are computed by sampling the pipeline flow rates around this point.
In addition, a trust region is incorporated for each of these surrogate models, with the trust region radii decided based on the expected quality of the model.
When the parameters of (4) and (10) are established locally, the entire problem formulation is a MINLP problem that can be handled by BONMIN, an open source optimization solver within the COIN-OR framework (COIN-OR, 2011). After solving the MINLP and obtaining a solution, the values of the pressure and flow variables for the well and pipeline surrogate models need to be matched with their respective simulators. This is to determine if the surrogate models were in fact good local approximations. If the match for one or more of the surrogate models is outside the tolerance requirement, the models are updated to match the well or pipeline simulators around a new operational point; the optimal point of the previous run. A new MINLP problem is thus formulated by using the newly obtained parameters from (4) and (10), and this is subsequently solved by BONMIN. When all surrogate models return with solutions that are within the tolerance requirement, the optimization procedure terminates with a locally optimal solution.
CASE STUDY
A case study has been conducted using the methodology proposed in this paper, and the results are carefully documented here. Besides the numerical results this section is meant to demonstrate the procedure as well as to promote an understanding of the details of the algorithm, especially considering the surrogate models.
The case example is from the Troll oil and gas field on the Norwegian continental shelf. Troll consists of many subsea production clusters. The problem addressed in this computational study is a three well, one manifold cluster, ref. Figure 1 . The problem was solved to optimality after four iterations using the proposed algorithm.
Well Approximations
To help explain the algorithm, well number two in the cluster is considered, see Figure 2 and Figure 3 , representing the gas and oil well flow, respectively. All wells, including well two have a starting pressure of 50 bar. This means that the first iteration uses 50 bar as the center pressure point for calculating the α parameters using least squares. The succeeding iterations use the optimal solution from the previous iteration as center point, see Table 5 . The least square method uses this center point, along with three pressure points below (with increments of one bar) and three pressure points above. This gives a total of 7 data points that are used to find the three α parameters which constitute equations (4). Figure 2 illustrates how the well two gas flow proxy model is updated through the algorithm, and Figure 3 does the same for the oil.
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Note how the proxy model matches the simulator in the neighborhood of the center points. Note also that the approximated functions of runs two and three are almost identical, which is not surprising considering the center points of these two runs are right next to each other (63 and 64 bar). Also note how the approximated function of run four is more curved, this is due to the center point of 78 bar being in the more curved (far right) area of the simulator data.
A simple trust region method is also incorporated for the well models. A large trust region is used in the first two iterations (25 bar above and below the center point), where one expects to be far away from the optimal solution, and a smaller one (10 bar above and below the center point) comes into play from iteration three in order to narrow down the search area. The rules of the trust region management are based on experience from preliminary tests. It should be mentioned that the well head pressures have upper bounds, e.g. well two has a maximum pressure of 87 bar.
Pipeline Approximations
To aid the explanation of how the pipeline proxies are acquired, pipeline one will be considered in detail. Figure 4 is the plot of the simulator data for pipeline one. Note that the x-axis gives liquid, meaning the sum of water and oil, which is done in order to be able to use a representative 3D plot.
In the same way as for the wells, center points (along with a number of surrounding points) will be used in the least square method. Table 6 gives the center points used to calculate the β in the four iterations. Note that the center point of iteration one is given, while the succeeding center points use the optimal solution of the previous iteration.
The surrounding points used in the least square method make up a cube, in the gas, oil, water and pressure space (one more dimension than in the figures), with the geometric center of the cube at the center point. Specifically, three points below and three points above the center point are used in each dimension. This gives 7 data points in each direction, totaling 343 data points used in the least square method to find the β parameters of (10). 
Reference case
In addition to the algorithm described and solution method proposed, the case study data was also optimized using a more conventional "black box" approach in order to provide a reference. The results from both approaches can be found in Table 7 .
The reference case treats the entire network as one simulator implemented in MatLab, and it is solved by using NOMADm, the MatLab version of the NOMAD black box optimization software (NOMAD, 2011) a well-known stateof-the-art pattern search method.
The MatLab network simulator used data from high resolution tables generated upfront, instead of running the simulators within the optimization loop, to avoid interface coding. Linear interpolation was used to mimic the continuous behavior. The NOMADm optimization algorithm suggested well head pressure and routing of each well to the simulator. The network simulator then returned total oil production, which is the objective function value, total gas production, and the pressure on each line at the inlet separator.
Since the complete production network was modeled as a black box, it was necessary to move the pressure constraint to the boundary of the network simulator. It should therefore be noted that the pressure modeling is done differently than described in Section 2, MODEL FORMULATION; the manifold pressure is chosen equal to the lowest well head pressure of the wells routed to it. Then, the pressure in this line at the separator level is equal to the manifold pressure, subtracted the pressure drop through it. The solution is considered feasible if gas production is below the capacity level, and the pressure in each line at separator level is above the separator pressure.
In the proposed approach, the network simulator is divided into pieces and the network structure is included as explicit constraints, as explained earlier. The interface to the well and pipeline simulators were handled through the same high resolution tables as used in the reference case. Table 7 summarizes the results from both approaches. Well simulations refer to the sum of all well simulations that had to be done i.e. in the black box approach there were three simulations per network simulation, while in the proposed method there were seven simulations for each of the three wells. And similarly for the pipeline simulations, two for each black box network simulation, while the proposed method is two times 343. Normalized oil production 0.896 1
Computational results

DISCUSSION AND CONCLUSIONS
As can be seen in Table 7 , the results of the proposed algorithm are markedly superior to that of the standard black box approach. Most significant is the number of iterations and simulations that were conducted in order to reach an optimal solution in each method. The objective function value (total oil production) is also higher for the proposed method with structural constraints.
The approach outlined has shown satisfying results in testing, but it is important to be aware that the method is only viable for network simulators, where the system is divisible into natural components. However, this accounts for most of the process industry. This property motivates the algorithm, where the rather simple relations between the system components are modeled as explicit restrictions, while the significantly more complex relations within each component need more intricate modeling efforts. This implies that the method proposed in this paper cannot be implemented on systems that cannot be split into underlying parts.
The approximating models (4) and (10) highly depend on the underlying simulator data, and on the complexity of this data. This makes the approach very case sensitive, and thus convergence cannot be guaranteed. Also, more advanced approximation techniques should be considered in order to make better fitting proxy models. For example, when looking at Figure 4 two apparently different regions are present, and this could have been included in the proxy model formulation by introducing a binary variable indicating what part of the region a solution is in and subsequently using data from that region in order to get a better proxy model.
Another possibility for gaining better proxy models in the case study of this paper would have been to impose restrictions on the second derivatives of the well approximations, which would have forced the right curvature on the proxy models. Using more complex methods for building the approximations and gaining more correct models should be compared to the increase in complexity of the entire model and cost in computational effort.
It should also be noted that the proposed approach is generally more complex than the standard black box approach. It is more difficult to implement, and requires a higher level of understanding from the persons implementing and/or using the approach. But for the same reasons, the gain can be considerable. The authors feel the increase in complexity of the approach is more than offset by the gain in solution time and solution quality, especially since the degree of complexity (and thus solution quality) can to some extent be controlled by the user in the building of the proxy models and the setup of the structural constraints.
