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A monopole superconductor is a novel topological phase of matter with topologically protected
gap nodes that result from the non-trivial Berry phase structure of Cooper pairs. In this work we
study the zero-energy vortex bound states in a model of a monopole superconductor based on a
time-reversal broken Weyl semi-metal with proximity-induced superconductivity. The zero modes
exhibit a non-trivial phase winding in real space as a result of the non-trivial winding of the order
parameter in momentum space. By mapping the Hamiltonian to the (1 + 1)d Dirac Hamiltonian,
it is shown that the zero modes, analogous to the Jackiw-Rebbi mode, are protected by the index
theorem.
Introduction. – The discovery of topological phases
of matter has revolutionized our understanding of mod-
ern condensed matter physics. Unlike the traditional
paradigm of Landau theory where states of matter are
classified based on the symmetries they break, topolog-
ical phases are characterized by topological invariants
which are unchanged under continuous deformations [1–
7]. For example, the very first discovered topological
phase, the integer quantum Hall state, has a non-trivial
first Chern number, which arises due to the breaking
of time-reversal (TR) symmetry [8, 9]. The robustness
of the Chern number is responsible for the quantized
plateaus observed in measurements of Hall conductivity
[10–12]. Subsequently, the notion of a topological quan-
tum number has been introduced to lattice systems, with
band topology playing the central role in classifying novel
quantum states of matter. This has led to the discovery
of a wide range of topological materials, such as quantum
anomalous Hall insulators [2, 13], topological insulators
[14–17], and Dirac and Weyl semi-metals [18–52].
One particular class of topological phases that has gar-
nered significant attention recently is topological super-
conductors [53, 54]. Perhaps the most striking feature of
a topological superconductor is its ability to trap zero-
energy Majorana modes in superconducting vortices [53–
56]. These Majorana zero-modes possess non-Abelian
braiding statistics and are stable against small pertur-
bations, which make them ideal candidates for realizing
a topological quantum computer [53, 57, 58]. Further-
more, they can also be constructed from hybrid struc-
tures consisting of a topological insulator or semiconduc-
tor in proximity with an s-wave superconductor [59–67].
The universal feature underlying all these systems is that
their low-energy physics is described by a spinless chiral
p-wave superconductor.
A recent work [47] has opened up the possibility for
a superconducting gap function to possess pairing sym-
metry beyond the usual spherical harmonic symmetry.
When the constituent electrons of a Cooper pair reside
on two different Fermi surfaces (FSs) carrying opposite
Chern numbers, the gap function possesses monopole
harmonic symmetry regardless of the concrete pairing
mechanism. In this case the gap function is described by
a monopole harmonic, as opposed to a spherical harmonic
used in the traditional classification of unconventional
superconductivity. Furthermore, the gap function has a
non-zero total vorticity in momentum space over the FS.
The non-zero vorticity forces the gap function to possess
topologically protected nodes, in contrast to ‘traditional’
topological superconductors, such as a two-dimensional
px + ipy superconductor, which are fully gapped. This
novel class of superconductors, called monopole super-
conductors, can be realized in, for example, a doped,
TR-broken Weyl semi-metal in proximity with an s-wave
superconductor, which has been studied in some previ-
ous works [47–51]. This exotic pairing state is also closely
related to the J-triplet pairing of p-wave triplet pairing
state with Cooper pair total angular momentum J = 1,
which has been proposed in systems of magnetic dipolar
fermions [68, 69].
In this work we study the zero-energy Majorana vor-
tex bound states of a monopole superconductor. A sim-
ple model of a monopole superconductor in a TR-broken
Weyl semi-metal is considered. Its gap function shows a
non-trivial phase winding in momentum space. A string-
like vortex in real space is then imposed onto the sys-
tem and the wavefunctions of a branch of Majorana zero-
energy vortex bound states are solved both analytically
and numerically. The evolution of the zero mode wave-
function as the momentum along the vortex line varies
is analyzed. It is shown by mapping the Hamiltonian to
a (1 + 1)d Dirac Hamiltonian with a mass domain wall
the zero modes are protected topologically by the index
theorem [70–72].
Model of a Monopole Superconductor. – A monopole
superconductor can be realized in a doped TR-breaking
Weyl semi-metal with proximity-induced superconduc-
tivity. For the sake of concreteness, let us consider the
following model Hamiltonian,
Hˆ = HˆWeyl + Hˆ∆, (1)
where HˆWeyl is the Hamiltonian for the Weyl semi-metal
and Hˆ∆ is the mean-field pairing Hamiltonian. The Weyl
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2Hamiltonian reads
HˆWeyl =
∑
k,σ,σ′
cˆ†kσhσσ′(k)cˆkσ′ , (2)
where cˆ†kσ is the electron creation operator with spin
σ =↑, ↓. The matrix kernel h(k) = ∑i=x,y,z hi(k)σi−µI,
where
hx(k) = t sin kx, hy(k) = t sin ky,
hz(k) = t (2− cos kx − cos ky − cos kz + cosK0) .
(3)
Here µ is the chemical potential, σx,y,z are the Pauli spin
matrices, I is the identity matrix, and t is the hopping
amplitude. Without loss of generality, we assume µ > 0
throughout this article. This Hamiltonian originates
from a three-dimensional tight-binding model on a cubic
lattice with spin-orbit coupled nearest-neighbor hopping
[50–52]. It breaks TR symmetry but is invariant under
the symmetry operation (kx, ky, kz) 7→ (kx, ky,−kz), and
possesses two Weyl nodes along the kz axis at ±K0 =
(0, 0,±K0)T with chiralities ±1. For simplicity, we re-
strict our discussion to the case with isotropic nodes by
setting tx,y,z ≡ t ≡ ~vF and K0 = pi2 . The energy disper-
sion of the model along the kx = ky = 0 cut is shown in
Fig. 1 (a). The pairing Hamiltonian reads
Hˆ∆ =
1
2
∑
k,σ,σ′
cˆ†kσ∆σσ′ cˆ
†
−kσ′ + H.c.. (4)
Here the s-wave pairing gap function ∆ = ∆0iσy, and,
without loss of generality, its amplitude ∆0 is taken to
be real.
The Bogoliubov-de Gennes (BdG) quasi-particle spec-
trum along the kx = ky = 0 cut is plotted in Fig. 1 (b),
which shows two nodes at kz equal to kN = K0 + qnode
and kS = K0 − qnode, where qnode =
√
q2F + (∆0/~vF )2
and the Fermi wavevector qF ≡ µ/(~vF ). Further details
of the BdG Hamiltonian and quasi-particle excitations
are presented in the Supplemental Material (S. M.) I.
Low-energy Effective Hamiltonian. – To illustrate the
monopole harmonic pairing, we construct a low-energy
effective theory for the Hamiltonian Eq. (1). The doping
µ > 0 creates two Fermi surfaces FS± carrying Chern
numbers ±1 about the Weyl nodes at ∓K0. The pair-
ing between FS+ and FS− gives the Cooper pairs a non-
trivial Berry phase structure and is characterized by a
monopole harmonic function. With small doping, the
low-energy Hamiltonians around ±K0 are represented by
h±(q) ≡ h(±K0+q) ≈ ~vF (qxσx+qyσy±qzσz)−µI, (5)
where q is the wavevector relative to the respective nodes.
The electrons in the inter-FS Cooper pair are individ-
ually described by the eigenstates ξ−(q) = (uq, vq)T
and ξ+(−q) = (uq,−vq)T , where uq = cos(θq/2) and
vq = sin(θq/2)e
iφq . This choice of gauge, which we term
gauge I, has the Dirac string along θq = pi. The single-
electron creation operators on the helical Fermi surfaces
FS∓ are defined as αˆ
†
∓(±q) =
∑
σ ξ∓,σ(±q)cˆ†±K0±q,σ.
Even though Eq. (4) describes simple on-site, singlet,
s-wave pairing, the Cooper pairing wavefunctions acquire
a non-trivial Berry phase structure and the projected gap
function is characterized by a monopole harmonic func-
tion [47]. Consider an inter-FS pair state consisting of
two electrons with wavevectors k = ±(K0 + q) living on
FS∓. In the weak-coupling regime |∆0|  |µ|, the pair-
ing Hamiltonian can be projected onto the helical FSs,
yielding
ˆ˜H∆ =
1
2
∑
q
[
αˆ†−(q)∆˜(q)αˆ
†
+(−q) + H.c.
]
, (6)
where the projected gap function is ∆˜(q) = −∆02u∗qv∗q =
−∆0 sin θqe−iφq , exhibiting nodes at the north and south
poles. This expression is valid everywhere except at the
south pole where the Dirac string lies. In order to include
the south pole in the description, one must employ a dif-
ferent gauge. For example, one could choose the follow-
ing gauge, which we term gauge II: uq = cos(θq/2)e
−iφq
and vq = sin(θq/2). In gauge II, the Dirac string is
along θq = 0 and the projected gap function is ∆˜(q) =
−∆0 sin θqeiφq . The fact that the gap function must be
described using two different gauge patches is one of the
defining characteristics of a monopole superconductor.
The gap function can be written more compactly by em-
ploying the monopole harmonic functions Yqlm(θq, φq)
[73], in terms of which the gap function in our model is
∆˜(q) = −∆0
√
8pi
3 Y−1,1,0(θq, φq).
Consider a momentum space cut at a fixed kz near the
north pole. Under gauge I, which is regular at the north
pole, the gap function is ∆˜(q) = −∆0 1|q| (qx − iqy). In
this case, H˜BdG(q) is equivalent to a two-dimensional
(2D) spinless px − ipy superconductor. A chiral p-
wave superconductor has two distinct phases: the topo-
logical non-trivial weak-pairing and topologically trivial
strong-pairing phases. These two situations correspond
to whether the momentum space cut of kz meets FS+, or,
not. For the cut near the south pole, we employ gauge
II, giving ∆˜(q) = −∆0 1|q| (qx + iqy), which is equivalent
to a 2D spinless px + ipy superconductor. A schematic
diagram of the order parameter ∆˜(q) is shown in Fig. 1
(c).
Vortex Bound States. – We study the vortex prob-
lem in a monopole superconductor and investigate the
zero-energy vortex core states. Assuming the vortex line
is along the z-axis, kz is conserved because of transla-
tion symmetry along the vortex line. Define the op-
erator ψˆkz (r) = (1/
√
A)
∑
kx,ky
ei(kxx+kyy)cˆkσ, where
r = (x, y)T and A is the area of the system on the x-
y plane. For simplicity, we use a low energy continuum
3(a) (b)
(c)
FIG. 1. (a) Energy dispersion of the band Hamiltonian Eq.
(2) along the kx = ky = 0 cut showing the two Weyl nodes at
±K0. Parameter values are t = 1 and µ = 0.2. (b) Bulk BdG
quasi-particle energy spectrum in the reduced Brillouin zone
with ∆0 = 0.1 with the color representing the quasi-particle
charge e. (c) The magnitude of the gap function (dashed green
line) on the FS (solid black line) has nodes at the north and
south poles, which manifest as the emergent Weyl nodes in (b).
A momentum slice perpendicular to the kz direction near the
north (south) pole is a 2D px− ipy (px+ ipy) superconductor.
model around ±K0 for the band Hamiltonian,
h±K0,z+qz zˆ(r) = ~vF (−i∂xσx − i∂yσy ± qzσz)− µI, (7)
where qz is measured from the band Weyl points mo-
menta ±K0. The BdG Hamiltonian reads
HˆBdG =
∑
kz>0
ˆ
d2rΨˆ†(kz, r)hBdG(kz, r)Ψˆ(kz, r), (8)
where the 4-component Nambu spinor operator is defined
as Ψˆ†(kz, r) =
(
ψˆ†kz↑(r), ψˆ
†
kz↓(r), ψˆ−kz↑(r), ψˆ−kz↓(r)
)T
,
and, correspondingly, the summation over kz only covers
kz. The matrix kernel hBdG(kz, r) is defined as
hBdG(kz, r) =
[
hkz (r) ∆(r)iσy
−∆∗(r)iσy −h∗−kz (r)
]
. (9)
A vortex configuration of ∆(r) with the winding number
+1 is imposed in the x − y plane: ∆(r, z) = ∆(ρ, z)eiφ,
where ρ =
√
x2 + y2 and ∆(ρ) = ∆0 tanh(ρ/ξ) is set to
describe the radial profile of the gap function and ξ is
the healing length. The detailed vortex solution needs to
be solved self-consistently. Nevertheless, the topological
properties, such as the existence of the zero-energy vortex
bound states, should only depend on the phase winding
of ∆(r), and be independent of the self-consistency pro-
cedure. In order to obtain the quasi-particle excitation
spectrum, we perform a Bogoliubov transformation to
solve for the eigen-wavefunction ψn,kz (r)
hBdG(kz, r)ψn,kz (r) = En,kzψn,kz (r), (10)
where n runs over all the eigenstates. Then HˆBdG is
diagonal, Hˆ =
∑
n,kz
En,kz γˆ
†
n,kz
γˆn,kz .
We seek the zero-energy vortex bound state solutions
to the BdG equation. Note that the Hamiltonian pos-
sesses the particle-hole symmetry ChBdG(kz, r)C−1 =
−h∗BdG(−kz, r) = −h∗BdG(kz, r), where C = τxK and
K is the complex conjugation operator. Therefore,
for every solution ψn,kz (r) to HBdG(kz, r) with energy
En,kz , there exists another solution Cψn,kz with energy
−En,kz . The zero-energy solutions can be arranged
to satisfy ψ0,kz = Cψ0,kz . In other words, we look
for the zero-energy solutions of the form ψ0,kz (r) =
[u0,kz↑(r), u0,kz↓(r), u
∗
0,kz↑(r), u
∗
0,kz↓(r)]
T . For every mo-
mentum slice at kz = +K0 + qz, we consider the expo-
nentially decaying solution
ψ0,kz (ρ, φ) = e
− 1~vF
´ ρ
0
dρ′∆(ρ′)
χkz (ρ, φ), (11)
corresponding to a vortex bound state. When |qz| < qF ,
χkz (ρ, φ) is solved analytically as
χK0+qz (ρ, φ) =

Ae−i
pi
4 J0(kρ)
Bei
pi
4 eiφJ1(kρ)
Aei
pi
4 J0(kρ)
Be−i
pi
4 e−iφJ1(kρ)
 , (12)
where A =
√
1 + qz/qF , B =
√
1− qz/qF , J0,1(z) are
the zeroth and first order Bessel functions, respectively,
and k =
√|q2F − q2z | is the in-plane component of the
Fermi wavevector. When qF < |qz| < qnode, the solutions
for ψ0,kz are non-oscillating, with
χK0+qz (ρ, φ) =

Ce−i
pi
4 I0(kρ)
Dei
pi
4 eiφI1(kρ)
Cei
pi
4 I0(kρ)
De−i
pi
4 e−iφI1(kρ)
 , (13)
where I0,1(z) are respectively the zeroth and first
order modified Bessel functions of the first kind,
and C =
√
1 + qz/qF
(√−1− qz/qF) and D =
−√−1 + qz/qF (√1− qz/qF) for qz > qF (qz < −qF ).
When |qz| > qnode, there is no zero-energy solution.
The above solution can be understood in the following
way. When |qz| < qnode, each momentum slice with a
fixed qz cuts out a Fermi surface cross section, which is
effectively a two-dimensional topological superconductor
with a full gap, hence it can host a single zero-energy
Majorana vortex bound state [53]. For kz greater than
kN or less than kS , i.e. |qz| > qnode, the momentum slice
4(a) (b) (c)
FIG. 2. (a) The energy spectra of the lowest lying energy
states with a vortex for the cut of qz = 0, showing a zero-
energy mode. The radial wavefunctions of the zero mode (b)
u0,↑(r) and (c) u0,↓(r). Parameter values are t = 1, µ = 0.2,
∆0 = 0.1, and ξ/a = ~vf/∆ = 10 on a Lx × Ly = 400 × 400
lattice.
does not cut the Fermi surface anymore. We enter the
topologically trivial strong-pairing phase which does not
have zero-energy solutions.
The phase windings and the relative weights of differ-
ent components of Eq. (12) can be understood from the
projected gap function ∆˜(q). Consider a momentum slice
near the north pole. The corresponding helical states
at µ > 0 are approximately spin polarized along the z-
direction. The gap function vorticity around the north
pole is approximately equivalent to a two-dimensional
px − ipy superconductor. Hence, the 1st and 3rd rows of
Eq. (12) dominate. A similar problem has been solved
in the previous works, such as Ref. [74], and the parti-
cle part of the wavefunction exhibits no phase winding.
A similar argument applies near the south pole: The
helical states are nearly spin down, and the pairing is
approximately equivalent to a two-dimensional px + ipy
superconductor. Hence, the 2nd and 4th rows of Eq.
(12) dominate and exhibit the phase windings e±iφ. The
solutions at the north and south poles are not related
by symmetry: The momentum space gap function vor-
ticities are opposite at the north and south poles, but
the real space gap function winding number remains the
same. As kz is varied continuously from the north pole
to the south, since no gap function nodes are swept, the
phase winding of each component of of Eq. (12) does
not change, but the dominant components change from
1 and 3 to 2 and 4.
The quasi-particle operator γˆ0,kz =´
d2r u0,kz↑ψˆkz↑(r) + u0,kz↑ψˆkz↓(r) + u
∗
0,kz↑ψˆ
†
−kz↑(r) +
u∗0,kz↑ψˆ
†
−kz↓(r) associated with the zero mode solution
satisfies γˆ0,kz = γˆ
†
0,−kz . Hence, this kz branch of
zero modes is a Majorana zero-energy band. Under
open boundary condition along the z-direction, we can
organize the quasi-particle operators into real Majorana
operators as
γˆkz = N−1kz
∑
z,σ
ˆ
d2r sin kzz
[
u∗0,kz,σ(r)ψˆσ(r) + H.c.
]
,
where Nkz is the normalization constant. kz is restricted
to kS < kz < kN and takes values kz =
nzpi
Nz+1
, where
nz = 1, ..., Nz and Nz is the number of lattice sites in the
z direction.
In addition to the above analytic solution which keeps
the low energy electron states, we also solve the vortex
problem numerically with the full lattice Hamiltonian by
employing Eq. (1) and the onsite pairing gap function
∆(r) with the phase winding defined before. The fea-
tures of the zero-energy vortex state are qualitatively the
same. The energy spectrum of the lowest lying energy
states at the qz = 0 cut is shown in Fig. 2 (a), which
shows the existence of a zero mode localized at the vor-
tex core. Moreover, the radial wavefunctions u0,qz=0↑(r)
and u0,qz=0↓(r) of the zero mode are shown in Figs. 2 (b)
and (c) and are very close to the zeroth and first order
Bessel functions, respectively. The phase winding of each
component of the zero-energy state is also in agreement
with the pattern shown in Eq. (12).
Topological Protection of Zero Modes – The index the-
orem [75] is a powerful tool for proving the existence and
topological stability of zero modes. As shown by Jackiw
and Rebbi, a kink in the spatially dependent mass term
of the 1D Dirac equation topologically protects the exis-
tence of the zero-energy half-fermion mode [72, 76, 77].
It has also been applied to a 2D topological superconduc-
tor to show that a vortex possessing odd-integer winding
can host a robust zero-energy Majorana mode [70, 71].
We have performed a similar analysis for the vortex
problem of a monopole superconductor as shown in S.
M. II. Due to the azimuthal symmetry around the vortex
line, the z component of the angular momentum, denoted
mj , is a good quantum number, which takes half-integer
values due to spin-orbit coupling. As a result of the real
space phase winding, Cooper pairing takes place between
states with the angular momenta satisfying mj+m
′
j = 1.
Hence, the channel mj = m
′
j =
1
2 is singled out and
decoupled from channels with other angular momenta.
Then for each momentum cut of kz, there exists a pair
of channels with mj = m
′
j =
1
2 lying on FS+ and FS−,
respectively. They form a 2-component Nambu spinor
and the Hamiltonian can be mapped into a (1+1)d Dirac
Hamiltonian
Hˆ =
∑
kz>0
ˆ
dx
[
−iv˜F φˆ†kzτz∂xφˆkz + φˆ
†
kz
τxm(x)φˆkz
]
,
(14)
where the sum kz is over all momenta cutting through
FS+, and m(x) is a spatially dependent mass term. The
details of the derivation can be found in S. M. II, which
shows that m(x) is an odd function of spatial coordinate
exhibiting a kink configuration. Hence the zero mode
at each kz is topologically protected and belongs to the
mj =
1
2 channel, consistent with our solution in Eq. (12):
the spin up solution has ml = 0 and ms =
1
2 , and the
spin down component has ml = 1 and ms = − 12 .
Conclusion. – We have studied the zero-energy vortex
5bound states in a monopole superconductor constructed
from a Weyl semi-metal with broken TR symmetry in
proximity with an s-wave superconductor. For every mo-
mentum slice labelled by kz cutting through the FS, there
exists a single zero mode. The relation between the real
space phase winding of the zero mode and the projected
order parameter was discussed. These zero modes are
topologically protected by the index theorem.
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S-1
SUPPLEMENTAL MATERIALS
I. THE MEAN-FIELD HAMILTONIAN
In the Nambu basis Ψˆk = [cˆk↑, cˆk↓, cˆ
†
−k↑, cˆ
†
−k↓]
T , the Hamiltonian Eq. (1) takes the form Hˆ = 12
∑
k Ψˆ
†
kHBdG(k)Ψˆk,
where the one-body Bogoliubov-de Gennes (BdG) Hamiltonian is
HBdG(k) =
[
h(k) ∆
∆ −h∗(−k)
]
. (S1)
The quasi-particle energy spectrum is determined by the eigenvalues of HBdG(k),
E±,±(k) = ±
[
|h(k)|2 + µ2 + ∆20 ± 2
√
µ2|h(k)|2 + ∆20h2z(k)
] 1
2
, (S2)
where |h(k)|2 = ∑i h2i (k). The quasi-particle spectrum consists of four bands. In the lightly-doped and weak-
coupling regime, |t|  |µ|  |∆0|, there are two linear band crossings at zero energy in the reduced Brillouin zone
(−pi ≤ kx,y < pi, 0 ≤ kz < pi) located at kN/S ≈
(
0, 0, kN/S
)
, where kN = K0 + qnode and kS = K0 − qnode, where
qnode =
√
q2F + (∆0/~vF )2 and the Fermi wavevector qF ≡ µ/(~vF ).
II. MAPPING TO THE (1 + 1)d DIRAC HAMILTONIAN
In this section we derive the effective (1 + 1)d Dirac Hamiltonian Eq. (14) in the main text. We follow the method
presented in [70, 71] and generalize it to our case of a monopole superconductor.
Weyl Hamiltonian
The kinetic Hamiltonian is given by the Weyl band structure Hamiltonian Eq. (2). Because only low-energy
excitations are of interest, the sum over q can be restricted to momenta near the two FSs,
HˆWeyl = HˆWeyl,+ + HˆWeyl,−
HˆWeyl,± =
∑
q
cˆ†±K0+q,σh±,σσ′(q)cˆ±K0+q,σ′ , (S3)
where h±(q) = ~vF (qxσx + qyσy ± qzσz) − µIσ, as defined in the main text. HˆWeyl,± are the parts of the band
structure Hamiltonian near the nodes ±K0. It is convenient to exploit the cylindrical symmetry of the vortex by
utilizing cylindrical coordinates. By keeping qz discrete and taking the continuum limit in the qx and qy directions,
the Hamiltonians HˆWeyl,± can be recast into
HˆWeyl,± =
1
(2pi)2
∑
qz
ˆ k(qz)+Λ
k(qz)−Λ
q‖dq‖
ˆ 2pi
0
dφq cˆ
†
±K0+qz,σ(q‖, φq)h±,σσ′(q‖, φq)cˆ±K0+qz,σ′(q‖, φq), (S4)
where q‖ =
√
q2x + q
2
y and φq = arctan
qy
qx
is the azimuthal angle of q. Here k(qz) ≡
√
q2F − q2z is the ‘Fermi radius’
for the momentum space cut at qz and Λ is a momentum cutoff. The operators cˆkz,σ(q‖, φq) satisfy the fermionic
anti-commutation relation{
cˆkz,σ(q‖, φq), cˆ
†
k′z,σ′
(q‖, φq)
}
= δkz,k′zδσ,σ′
1
q‖
δ(q‖ − q′‖)δ(φq − φq′). (S5)
As a result of spin-orbit coupling, the z-component of the orbital and spin angular momenta, ml and ms, are not
good quantum numbers, while the total angular momentum in the z direction, mj = ml + ms, is. It is therefore
convenient to decompose the fermion operator cˆ†kz,σ(q‖, φq) in angular momentum channels with definite mj :[
cˆkz,↑(q‖, φq)
cˆkz,↓(q‖, φq)
]
=
1√
2piq‖
∑
mj
[
ei(mj−
1
2 )φq cˆkz,↑,mj (q‖)
ei(mj+
1
2 )φq cˆkz,↓,mj (q‖)
]
, (S6)
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where mj takes on half-integer values and cˆkz,σ,mj (q‖) satisfies the anti-commutation relation{
cˆkz,σ,mj (q‖), cˆ
†
k′z,σ′,m
′
j
(q′‖)
}
= δkz,k′zδσ,σ′δmj ,m′jδ(q‖ − q′‖). (S7)
Performing the partial wave decomposition on HˆWeyl,+ and integrating over the azimuthal angle, the Hamiltonian
becomes
HˆWeyl,+ =
1
(2pi)2
∑
qz
∑
mj
ˆ
dq‖
[
cˆ†K0+qz,↑,mj (q‖) cˆ
†
K0+qz,↓,mj (q‖)
] [−µ+ ~vF qz ~vF q‖
~vF q‖ −µ− ~vF qz
] [
cˆK0+qz,↑,mj (q‖)
cˆK0+qz,↓,mj (q‖)
]
.
(S8)
For fixed qz and mj , the Hamiltonian can be diagonalized by the unitary transformation[
cˆK0+qz,↑,mj (q‖)
cˆK0+qz,↓,mj (q‖)
]
=
[
cos
θq
2 − sin θq2
sin
θq
2 cos
θq
2
] [
fˆK0+qz,mj ,−(q‖)
fˆK0+qz,mj ,+(q‖)
]
, (S9)
where θq is defined via qz = q cos θq and q‖ = q sin θq with q =
√
q2z + q
2
‖. Because the transformation is unitary,
the operators fˆK0+qz,mj ,∓(q) inherit the fermionic anti-commutation relations from cˆK0+qz,σ,mj (q). In terms of these
operators, the Hamiltonian becomes
HˆWeyl,+ =
1
(2pi)2
∑
qz
∑
mj
ˆ
dq‖
[
fˆ†K0+qz,mj ,−(q‖) fˆ
†
K0+qz,mj ,+
(q‖)
] [−µ+ ~vF q 0
0 −µ− ~vF q
] [
fˆK0+qz,mj ,−(q‖)
fˆK0+qz,mj ,+(q‖)
]
.
(S10)
We further project the Hamiltonian by keeping the states near the Fermi energy,
HˆWeyl,+ =
1
(2pi)2
∑
qz
∑
mj
ˆ k(qz)+Λ
k(qz)−Λ
dq‖fˆ
†
K0+qz,mj ,−(q‖) (−µ+ ~vF q) fˆK0+qz,mj ,−(q‖). (S11)
A similar analysis can be performed for HˆWeyl,−. After decomposing into angular momentum channels and per-
forming the unitary transformation[
cˆ−K0−qz,↑,mj (q‖)
cˆ−K0−qz,↓,mj (q‖)
]
=
[
− sin θq2 cos θq2
cos
θq
2 sin
θq
2
] [
fˆ−K0−qz,mj ,−(q‖)
fˆ−K0−qz,mj ,+(q‖)
]
, (S12)
the Hamiltonian becomes
HˆWeyl,− =
1
(2pi)2
∑
qz
∑
mj
ˆ
dq‖
[
fˆ†−K0−qz,mj ,−(q‖) fˆ
†
−K0−qz,mj+(q‖)
] [−µ− ~vF q 0
0 −µ+ ~vF q
] [
fˆ−K0−qz,mj ,−(q‖)
fˆ−K0−qz,mj ,+(q‖)
]
.
(S13)
Projecting onto the FS, the Hamiltonian is
HˆWeyl,− =
1
(2pi)2
∑
qz
∑
mj
ˆ k(qz)+Λ
k(qz)−Λ
dq‖fˆ
†
−K0−qz,mj ,+(q‖) (−µ+ ~vF q) fˆ−K0−qz,mj ,+(q‖). (S14)
Pairing Hamiltonian
The pairing Hamiltonian with a vortex of winding number +1 imposed is given by
Hˆ∆ =
∑
kz>0
ˆ
d2r ∆(ρr)e
iφr ψˆ†kzσ(r)[iσy]σσ′ ψˆ
†
−kzσ′(r) + H.c., (S15)
where ∆(ρr) = ∆0 tanh(ρr/ξ). Here we put in the subscript r in ρr and φr explicitly to indicate they are variables in
real space. Again here the summation over kz only covers kz > 0.
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Switching to the momentum representation ψˆ†kzσ(r) =
1
(2pi)2
´
d2qe−iq‖·rcˆ†kzσ(q‖), the pairing Hamiltonian becomes
Hˆ∆ =
1
(2pi)4
∑
qz
ˆ
d2q‖d2q′‖
ˆ
d2r∆(ρr)e
iφre−i(q‖+q
′
‖)·r︸ ︷︷ ︸
I(q‖+q′‖)
cˆ†kzσ(q‖, φq)[iσy]σσ′ cˆ
†
−kzσ′(q
′
‖, φq′) + H.c..
The integral I(q‖ + q′‖) has been evaluated in Refs. [70, 71], which we repeat here for completeness. Writing the
integral as
I(q‖ + q′‖) =
ˆ
d2r∆(ρr)e
iφre
−i|q‖+q′‖|ρr cos(φr−φq‖+q′‖ ) (S16)
and making the change of variables φr → φr + φq+q′ + pi2 , it becomes
I(q‖ + q′‖) = e
i(φq+q′+pi2 )
ˆ
ρrdρr∆(ρr)
ˆ
dφre
i(|q‖+q′‖|ρr sinφr+φr). (S17)
Using the integral representation for Bessel functions of integer order Jn(z) =
1
2pi
´ pi
−pi dτe
i(z sin τ−nτ), the φr integral
can be written as 2piJ−1(|q‖ + q′‖|ρr). Finally, performing the radial integral, we obtain
I(q‖ + q′‖) = −2pii∆0
eiφq + eiφq′
|q‖ + q′‖|3
. (S18)
Substituting in the integral, the pairing Hamiltonian becomes
Hˆ∆ = − i∆0
(2pi)3
∑
qz
ˆ
d2q‖d2q′‖
eiφq + eiφq′
|q‖ + q′‖|3
[cˆ†kz,↑(q‖)cˆ
†
−kz↓(q
′
‖)− (↑↔↓)] + H.c.. (S19)
Because |q‖ + q′‖| =
√
q2‖ + q
′2
‖ − 2q‖q′‖ cos(φq − φq′) is periodic in φq − φq′ , we can expand it in angular momentum
channels:
1
|q‖ + q′‖|3
=
∑
n
un(q‖, q′‖)e
in(φq−φq′ ),
where n takes on integer values. Since |q‖ + q′‖| is even in φq − φq′ , the coefficients satisfy un(q‖, q′‖) = u−n(q‖, q′‖).
Next step, we expand the fermion operators in angular momentum channels as well and performing the angular
integrals, the pairing Hamiltonian becomes
Hˆ∆ = − i∆0
(2pi)3
∑
qz
∑
n
ˆ
dq‖dq′‖
√
q‖q′‖un(q‖, q
′
‖)[
q‖cˆ
†
kz,↑,n+ 32
(q‖)cˆ
†
kz↓,−n− 12
(q′‖) + q
′
‖cˆ
†
kz↑,n+ 12
(q‖)cˆ
†
−kz,↓,−n+ 12
(q′‖)− (↑↔↓)
]
+ H.c. (S20)
Then mj =
1
2 (n = −1 in first term and n = 0 in second term) channel in Eq. (S20) pairs with itself, and is
decoupled from the rest. The Hamiltonian for this angular momentum channel is
Hˆ∆,mj= 12 = −
i∆0
(2pi)3
∑
qz
ˆ
d2q‖d2q′‖
√
q‖q′‖[u−1(q‖q
′
‖)q‖+u0(q‖q
′
‖)q
′
‖]
[
cˆ†±kz,↑, 12
(q‖)cˆ
†
∓kz,↓, 12
(q′‖)− (↑↔↓)
]
+H.c.. (S21)
In what follows we will deal exclusively with the mj =
1
2 angular momentum channel so the mj index will henceforth
be neglected.
Since only the low-energy excitations are of interest, we can project the pairing Hamiltonian onto the FSs. Using
the transformations in Eqs. (S9) and (S12), we can write[
cˆ†kz,↑(q‖) cˆ
†
kz,↓(q‖)
] [ 0 1
−1 0
] [
cˆ†−kz,↑(q
′
‖)
cˆ†−kz,↓(q
′
‖))
]
=
[
f†kz,−(q‖) f
†
kz,+
(q‖)
] [ cos θq2 sin θq2
− sin θq2 cos θq2
] [
0 1
−1 0
] [− sin θq′2 cos θq′2
cos
θq′
2 sin
θq′
2
][
fˆ†−kz,−(q
′
‖)
fˆ†−kz,+(q
′
‖)
]
=
[
fˆ†kz,−(q‖) fˆ
†
kz,+
(q‖)
] [ cos θq−θq′2 − sin θq−θq′2
− sin θq−θq′2 − cos
θq−θq′
2
][
fˆ†−kz,−(q
′
‖)
fˆ†−kz,+(q
′
‖)
]
. (S22)
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We project onto the FS by selecting out the term containing fˆ†kz,−(q‖)fˆ
†
−kz,−(q
′
‖). Doing so, the pairing Hamiltonian
Hˆ∆,+ becomes
Hˆ∆,+ =
∑
qz
ˆ
dq‖dq′‖fˆ
†
kz,−(q‖)h∆(q‖, q
′
‖)fˆ
†
−kz,+(q
′
‖), (S23)
where
h∆(q‖, q′‖) =
i∆0
(2pi)3
√
q‖q′‖[u−1(q‖, q
′
‖)q‖ + u0(q‖, q
′
‖)q
′
‖] sin
θq − θq′
2
. (S24)
h∆(q‖, q′‖), as a function of two variables, can be decomposed as
h∆(q‖, q′‖) =
h∆(q‖, q′‖) + h∆(q‖, q
′
‖)
2︸ ︷︷ ︸
S(q‖,q′‖)
+
h∆(q‖, q′‖)− h∆(q‖, q′‖)
2︸ ︷︷ ︸
A(q‖−q′‖)
, (S25)
where S(q‖, q′‖) (A(q‖ − q′‖)) is symmetric (anti-symmetric) in the exchange of q‖ and q′‖.
Using the anti-commutation relations for fˆ†, it can be seen that the symmetric terms cancel out. Hence, the pairing
Hamiltonian become
Hˆ∆ =
∑
qz
ˆ
dq‖dq′‖fˆ
†
kz,−(q‖)A(q‖ − q′‖)fˆ
†
−kz,−(q
′
‖) + H.c., (S26)
(S27)
where A(q‖ − q′‖) = −A(q′‖ − q‖).
Fourier Transform
Combining the above results, we arrive at the projected BdG Hamiltonian as
Hˆ =
∑
qz
ˆ
dq‖dq′‖
[
fˆ†kz,−(q‖) fˆ−kz,+(q‖)
] [~vf (q − qF )δ(q‖ − q′‖) A(q‖ − q′‖)
A∗(q‖ − q′‖) −~vf (q − qF )δ(q‖ − q′‖)
][
fˆkz,−(q
′
‖)
fˆ†−kz,+(q
′
‖)
]
(S28)
We expand ~vF (q − qF ) = ~v˜F δq‖, where v˜F = vF / cos θq and δq‖ = q‖ − k(qz), i.e., δq‖ is set to zero at the Fermi
radius at a fixed qz. Then we have
Hˆ =
∑
qz
ˆ Λ
−Λ
dδq‖
ˆ Λ
−Λ
dδq′‖
[
fˆ†kz,−(δq‖) fˆ−kz,+(δq‖)
] [~vf (q − qF )δ(δq‖ − δq′‖) A(δq‖ − δq′‖)
A∗(δq‖ − δq′‖) −~vf (q − qF )δ(δq‖ − δq′‖)
][
fˆkz,−(δq
′
‖)
fˆ†−kz,+(δq
′
‖)
]
(S29)
Define the Fourier transforms
fˆkz,−(δq‖) =
ˆ
dxe−iδq‖xfˆkz,−(x),
fˆ−kz,+(δq‖) =
ˆ
dxe−iδq‖xfˆ−kz,+(x).
In this new representation, the Hamiltonian becomes
Hˆ =
∑
qz
ˆ
dx
[
−iv˜F φˆ†qzτz∂xφˆqz + φˆ†qzτxm(x)φˆqz
]
, (S30)
where φˆqz (x) =
[
fˆK0+qz,−(x), fˆ
†
−(K0+qz),+(x)
]T
, and the mass function
m(x) ≡
ˆ
dδq‖A(δq‖)eiδq‖x (S31)
is an odd function in x because A(δq‖) is an odd function in δq‖. This is the derivation of Eq. (14) in the main text.
