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RÉSUMÉ
Le contrôle des vibrations devient de plus en plus important dans les éoliennes modernes.
Ce travail démontre les méthodes de choisir les capteurs et d'estimer les états dans le contrôle
des vibrations dans les structures des éoliennes et explore aussi quelques alternatives dans la
commande individuelle du calage des pales. Une analyse du problème de l'estimation des états
conclut qu'il n'y a pas besoin de mettre les capteurs à l'extérieur de la nacelle : les états dont la
commande a besoin, tels que les deflexions de la structure et les variations des vitesses du vent
dans le plan du rotor, sont bien estimés à partir des mesures de force, de couple et d'accélération
dans la nacelle et son enroulement d'embardée. Quant aux algorithmes d'estimation, le filtre de
Kalman à réponse impulsionnelle infinie sert bien dans les applications de commande, mais une
diminution de la réponse impulsionnelle du filtre peut augmenter la précision de l'estimateur
aux fréquences plus élevées. Les simulations du NKEL Offshore Baseline Turbine (5MW)
indiquent que la commande individuelle du calage des pales peut permettre des réductions
d'environ 24% dans les couples aux racines des pales dans certaines conditions, mais que la
dynamique des actionneurs de calage et les suppositions dans la modélisation peuvent limiter la
performance de la commande dans d'autres conditions. La stratégie de contrôle qui s'avère la
plus performante dans ce travail est une régulation de l'angle d'attaque estimé.
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INTRODUCTION
La croissance récente dans l'industrie éoiienne est partiellement attribuée à la baisse des
coûts de l'énergie produite par les éoîiennes^. Afin de stimuler plus de croissance dans
l'industrie, il est nécessaire de continuer cette tendance à la baisse des coûts et surtout à la
baisse des coûts en capitaux, étant justement ces coûts qui comprennent la partie majeure du
coût de l'énergie^. Les tableaux 1 et 2 ci-joints résument les coûts typiques des composants
d'une éolienne131 et les coûts de toute une installation éolienne121. Cette étude vise à améliorer
la commande pour alléger les charges structurelles, ce qui permettra de concevoir une structure
plus légère et moins coûteuse. La motivation du but provient du moindre coût du contrôleur par
rapport aux coûts des composants structurels.
„ Coût en
Composant Capitaux (%)
Éoîienne (ex works)
Fondation
Installation électrique
Connexion au réseau
Consultation
Terrain
Coûts de finance
Construction des routes
74-82
1-6
1-9
2-9
1-3
1-3
1-5
1-5
TABLEAU 1: Les coûts typiques d'une installation éoiienne
Ces améliorations du contrôle sont basées sur un développement des capacités de choisir
les capteurs pour le système de commande et sur une étude de l'estimation des états, ceci afin
d'augmenter l'information qu'on peut retirer des capteurs. L'estimation des états s'avère un
outil puissant dans les cas où l'utilisation efficace d'une machine dépend de la valeur d'une
variable non-mesurable. Ceci est forcément le cas dans l'éolienne, vu l'impossibilité de me-
surer les vitesses du vent qui produisent la puissance de la machine et ia difficulté de me-
surer plusieurs des charges et des déplacements structurels qui contribuent à son vieillisse-
ment. C'est aussi le cas lorsque l'on vise identifier les événements anormaux, telles que le
givrage {ex. Réf. 4) et les changements des caractéristiques de la machine durant sa vie. La
précision de l'estimation des états est fonction du choix des capteurs, donc c'est ce choix qui
règle la qualité totale du système d'estimation et de contrôle et, par conséquent, la fiabilité et la
capacité qu'a l'éolienne de minimiser son coût d'énergie.
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Composant
Rotor
Pales (trois)
Moyeu
Actionnaire et enroulements de calage
Transmission et Nacelle
Système de Transmission
Électronique de puissance pour la vitesse variable
Génératrice
Structure de support
Transformateur
Câble
Clôture de la nacelle
Actionneurs et enroulements d'embardée
Relais
Contrôle et système de sécurité
Refroidissement de la génératrice
Freins, système hydraulique
Tour
Fondation
Coût(%)
16,6%
7,2%
4,0%
17,7%
6,9%
6,7%
3,8%
2,5%
2,0%
1,9%
1,8%
1,4%
0,8%
0,3%
0,6%
20,6%
5,4%
Total 100%
TABLEAU 2: Les coûts typiques d'une éoiienne
La structure du mémoire
Ce mémoire est divisé en quatre chapitres qui traitent, respectivement, de la modélisation
aéroélastique des éoliennes, la sélection des capteurs, l'estimation des états et de la com-
mande individuelle du calage des pales (CICP). L'approche en modélisation tient compte de
la fidélité limitée des modèles simples employés dans la conception des contrôleurs. Le cha-
pitre 1 présente un survol des modèles dans les simulateurs FASTt5] et HAWC2t6] et discute
de la modélisation des actionneurs de calage qui agissent comme interface entre l'éolienne et
le système de commande que l'on conçoit ici. Le chapitre 2 traite des aspects théoriques du
problème de l'estimation des états et de la nature de l'information disponible des différentes
combinaisons de capteurs. Augmenté des mesures qualitatives de la fiabilité et du coût des
capteurs, le chapitre trouve une combinaison optimale de capteurs pour l'estimation des états
nécessaires dans la commande individuelle du calage des pales. Un observateur Linéaire, Qua-
dratique et Gaussien (LQG)S un filtre de Kalman et une version de filtre robuste sont tous
développés dans le chapitre 3, où l'on explique aussi leur interface au code HAWC2. Le cha-
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pitre 4 introduit les condrôleurs en variables d'états, soit le Régulateur Linéaire et Quadratique
(LQR) et un contrôleur pour mitiger l'effet des perturbations (DAC). Ces confrôleurs sont peu
performants, tant au niveau de l'activité des actionneurs, que par rapport à la compensation des
vibrations quand les actionneurs sont assujettis aux contraintes de vitesse. Le restant du chapitre
est dédié au développement d'une stratégie simplifiée destinée à réguler l'angle d'écoulement
estimé sur chaque pale. Cette dernière stratégie permet d'inclure les effets des contraintes des
actionneurs et potentiellement de prévoir la séparation dynamique de l'écoulement sur chaque
pale.
Les contributions
Ce travail apporte trois nouvelles idées au corpus de connaissances dans le domaine de la
commande individuelle du calage des pales des éoliennes à axe horizontal :
1. La sélection des capteurs : la méthode consistant à évaluer la distance à l'inobservabilité,
élucidée au chapitre 2, fournit une base quantitative au choix optimal des capteurs pour
la commande individuelle du calage des pales.
2. L'estimation des états : à date, la plupart du travail dans l'estimation des états des
éoliennes se limite aux observateurs. Ce travail démontre la puissance des filtres récursifs,
qui sont plus aptes à représenter la dynamique de la machine dans toute sa région d'opération.
3. Les variables de référence dans le contrôle : la régulation de l'angle d'attaque est recon-
nue dans le domaine comme étant la stratégie de CÏCP la plus performante. Néanmoins,
il n'existe actuellement aucun capteur fiable pour mesurer l'angle d'attaque. Une impor-
tante amélioration de la fiabilité de la commande est apporté par l'idée d'estimer l'angle
d'attaque à partir des forces et des accélérations dans la nacelle.
CHAPITRE ï
LA MODÉLISATION AÉROÉLASTIQUE
L'environnement donne lieu aux oscillations de îa structure d'une éoîienne à cause des varia-
tions du vent, de l'action des vagues et des effets de la gravité. Ce chapitre explique la physique
des éoliennes dans leur environnement et les modèles mathématiques qui représentent les inter-
actions de la structure, l'aérodynamique et le système de contrôle, dont l'ensemble est connu
sous le nom de la dynamique aéroélastique. On ne tient compte ni de la dynamique des interac-
tions hydrodynamiques, ni des effets dynamiques dans l'évolution du couple de la génératrice
électrique. Le chapitre commence en introduisant la dynamique aéroélastique qui s'applique
aux basses fréquences, puis décrit les modèles mathématiques dans FAST et HAWC2.
Le NREL Offshore Baseline Turbine^'85, d'une puissance nominale de 5MW, sert comme
cas d'étude dans ce travail. Son rotor a un diamètre de 126 m, la hauteur de sa tour est de
90 m et elle est contrôlée en vitesse variable et en calage. En principe, îe modèle représente une
machine avec les propriétés semblables à la machine REpower 5M.
l.î La physique des éoliennes
Les éoîiennes transforment l'énergie cinétique du vent en énergie électrique. Cette section
résume les étapes du processus, qui est une dynamique continue entre l'aérodynamique, la
structure et le système de contrôle.
1.1.1 L'aérodynamique
Les pales des éoliennes sont des profils aérodynamiques tournants conçues pour produire de
îa portée et donc du couple, à partir de l'écoulement de Fair qui les entoure. Dans la perspec-
tive d'une moyenne temporelle, le rotor agit comme un disque sustentateur, qui donne lieu à une
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FIGURE 1.1: Démonstration du concept du disque sustentateur (adapté de Réf. 9)
chute de pression à travers le rotor et à un ombrage qui traîne dans la direction de l'écoulement.
À cause de l'extraction de l'énergie, l'écoulement est ralenti par la présence de l'éolienne et,
puisque les forces doivent être finies, ce ralentissement est distribué dans la direction principale
de l'écoulement. La forme des profils produit une circulation autour des pales et cette circula-
tion génère un tourbillon continu au bout et à la racine de chaque pale. Ces tourbillons traînent
dans l'ombrage et ont pour effet de diminuer la portée produite aux extrémités des pales.
L'induction dynamique
On appelle induction le ralentissement de l'écoulement qui se produit par la perte de l'énergie
dans l'écoulement. Quand la vitesse moyenne du vent ou les angles de calage des pales changent
dans le temps, l'établissement de l'ombrage et donc l'induction, créé une dynamique. On peut
comprendre cette dynamique comme intermédiaire entre deux cas idéaux : le premier est celui
où la vitesse du vent dans le plan du rotor prend immédiatement la valeur qu'elle atteindrait en
équilibre (l'ombrage équilibré) et le second est celui où le rotor n'a pas d'effet sur la perturba-
tion de la vitesse du vent (l'ombrage fixe). Dans les cas où l'induction est élevée, normalement
aux basses vitesses du vent, la situation tend plus vers l'ombrage fixe, puisque les vitesses du
vent dans l'ombrage ne sont pas assez élevées pour atteindre un équilibre pendant les variations
de l'écoulement. Quand l'induction est moins élevée, ce qui arrive quand l'angle de calage et
donc la vitesse du vent, est plus élevée, l'équilibre s'établit plus rapidement et la situation tend
plutôt vers l'ombrage équilibré1105.
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FIGURE 1.2: Les axes d'un profil aérodynamique. M est autour de l'axe qui longe la pale, T est
l'axe qui est parallèle à la corde du profil, et N est l'axe qui est perpendiculaire à la corde.
L'aérodynamique transitoire
Les effets de l'induction dynamique sont importants dans un temps caractéristique de l'ordre
du rayon du rotor divisé par la vitesse nominale du vent, tandis que souvent, les pales vivent
des conditions beaucoup plus transitoires, celles-ci ayant un temps caractéristique de l'ordre de
la corde du profil divisée par la vitesse locale du vent relative à la pale. Normalement, cette
dernière durée de temps est d'un ordre plus rapide que le temps caractéristique d'intérêt dans
l'induction dynamique^101. Afin de mieux comprendre cette aérodynamique transitoire, on pose
les variations dans l'écoulement comme les déplacements du profil autour de l'axe qui longe
la pale, dans l'axe parallèle à la corde du profil et dans l'axe perpendiculaire à la corde (voir
la figure 1.2). Si l'écoulement reste attaché au profil, la circulation s'ajuste constamment aux
changements dans l'angle d'attaque, ce qui donne lieu à un tourbillon qui se déclenche de
l'arrière du profil à cause des forces produites par l'accélération de l'air autour du profil.
Les déplacements du profil sont aussi liés aune dynamique dans le processus de la séparation
de l'écoulement du profil. Les déplacements du profil influencent la distribution de la pres-
sion autour de celui-ci et c'est justement cette distribution qui donne lieu et qui maintient la
séparation de l'écoulement. Les profils des pales des éoliennes sont relativement épais (>15%),
donc la séparation ne commence guère au bord d'attaque, mais plutôt de l'arrière du profil. Ce
dernier type de séparation commence par une migration du point arrêt sur la face arrière du pro-
fil (dessus) à cause d'une basse pression vers l'arrière du profil. L'écoulement se sépare quand
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FIGURE 1.3: Les événements durant la séparation dynamique de l'écoulement autour d'un
profil (adapté de Réf. 11). La direction normale est perpendiculaire à la corde du profil et les
couples négatifs agissent dans le sens antihoraire dans le diagramme.
un tourbillon se forme au bord de fuite et couvre le dessus du profil. Ce tourbillon est transporté
lentement dans le sens de l'écoulement et part du profil quand l'angle d'attaque prend une cible
critique (figure 1.3). Pour les déplacements angulaires dans l'axe qui longe la pale et ceux dans
l'axe perpendiculaire à la corde du profil, ce n'est que la région de basse pression qui cause
la séparation ; dans le cas des déplacements dans l'axe de la corde du profil, il y a aussi un
ralentissement relatif de l'écoulement qui encourage la migration du point arrêt.
1,1.2 La dynamique structurelle
Les charges aérodynamiques, gravitationnelles et inertielles sont la source de la plupart
des vibrations dans les composantes flexibles des éoliennes. Les fréquences naturelles de ces
vibrations dans les éoliennes multi-mégawatt, telles que la machine NREL Offshore Baseline
Turbine, sont de l'ordre de 1,5 à 10 fois la fréquence de rotation du rotor pour les premiers
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modes de flexion et de l'ordre de 10 à 15 fois la fréquence de rotation pour les deuxièmes
modes de flexion (cf. Réf. 8). La plupart des modes ont un faible amortissement de la part de
la structure, tandis que l'amortissement dominant provient des effets de l'aérodynamique. En
pratique, il est commun d'augmenter l'amortissement de ia tour au moyen d'un amortisseur
liquide dans le haut de la tour'-12' 13-1.
Les charges de ia gravité dominent les charges parallèles au plan du rotor et donc elles
sont normalement associées aux déflexions des pales dans ie plan du rotor et aux charges dans
î'axe de rotation des enroulements de calage. La gravité génère aussi les couples qui tendent
à fausser la pale quand celle-ci est fléchie hors le plan du rotor. Les charges qui surgissent à
cause de l'inertie, par contre, sont produites par les accélérations relatives des composantes de
la structure. Durant l'opération de ia machine, ces charges font ie lien entre les vibrations des
diverses composantes de la structure et déterminent donc les couplages entre les composantes
dans la dynamique de la machine. L'inertie s'avère très importante aussi dans les événements
extrêmes, tels que les arrêts soudains, où les accélérations sont sévères.
Sans l'influence des variations des vitesses du vent, qui sont plutôt aléatoires, les vibrations
de la structure d'une éolienne seraient détenmnistes. Dans l'entropie du vent, il y a, cependant,
les structures qui permettent une certaine caractérisation, soient les suivantes :
La turbulence: la turbulence permet une décomposition en tourbillons, ceux qui parcourent
une gamme d'échelles spatiales et d'orientations dans l'espace. Les tourbillons échangent
de l'énergie et en dissipent dans le frottement de l'air. Cette énergie dissipée est instaurée
de nouveau par les tourbillons générés dans la couche limite et aussi par le réchauffement
externe. En tournant, les pales de l'éolienne vivent les variations des vitesses dues à
la turbulence et produisent donc les charges transitoires ; les tourbillons de l'échelle du
rotor donnent lieu aux charges plutôt périodiques, tandis que ceux d'une échelle beaucoup
inférieure à la taille du rotor produisent une charge plutôt aléatoire dans la structure de
l'éolienne.
Les ombrages : l'ombrage d'une éolienne continue à évoluer pendant qu'elle est transportée
dans la direction de l'écoulement. Après quelques diamètres du rotor, la vitesse du vent
dans l'ombrage, qui est plus faible que dans l'écoulement qui l'entoure, devient plutôt
uniforme'14^. Dans les parcs éoliens, iî est commun qu'une éolienne abritée soit partielle-
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ment ou entièrement dans l'ombrage des autres. Les données indiquent que les ombrages
migrent à travers les rotors des autres éoliennes dans l'ordre des dizaines de secondes^15*,
donc les conditions d'ombrage ou d'ombrage partiel existent dans une durée de temps où
elles peuvent influencer la dynamique de la structure d'une manière significative.
Les cisaillements du vent : comme résultat de la forme de la couche limite terrestre, la vitesse
moyenne du vent est normalement une fonction croissante de la verticalité. Les pales
voient ce cisaillement dans leur rotation et donc la charge aérodynamique assume une
fréquence \p, ce qui produit une fréquence de 3p dans la tour.
L'embardée : en réalité, il est rare qu'une éolienne soit orientée directement dans ia direction
du vent. L'embardée donne lieu aux variations \p dans la vitesse du vent vécue par
les pales, ce qui produit les vibrations des pales à Ip et les couples de 2p dans l'axe
d'embardée.
L'obstruction de la tour : l'écoulement atteint un point arrêt sur la tour, donc il y aune petite
région devant la tour où l'écoulement décélère. L'affaiblissement des vitesses du vent
dans cette région donne lieu à une impulsion dans les pales chaque fois qu'elles la tra-
versent. À cause des changements dans la direction locale des vitesses du vent, l'effet de
l'obstruction de la tour est non-stationnaire dans l'espace.
La charge aérodynamique dépend aussi du fléchissement de la structure parce que, dans cer-
taines conditions, ia vitesse de la structure même peut être une partie importante de la vitesse
relative des écoulements. Le fléchissement change aussi les orientations de la portée et de la
trainee produites par les profils aérodynamiques.
Les éoliennes sont faites pour produire de l'énergie à partir des forces aérodynamiques
qu'elles génèrent dans leur interaction avec le vent. Les paies transfèrent les couples au moyeu
et le moyeu transfère un couple à la génératrice, par les intermédiaires de l'arbre de basse
vitesse et de l'engrenage. La génératrice donne une réaction à ce couple pour produire de ia
puissance. Dans ce travail, on ne considère la génératrice que comme un couple appuyé sur
l'arbre de basse vitesse, négligeant donc la dynamique de la génératrice et de l'engrenage. Il est
possible que cette supposition simplifie trop la dynamique, car il a été trouvé que la dynamique
de ia génératrice est capable d'influencer la dynamique de la structure, principalement dans le
deuxième mode transversal de la
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FIGURE 1.4: Les régions de contrôle d'une éolienne à vitesse variable
1.13 La commande
On décompose en quatre régions la commande des éoliennes à pas et vitesse variable. Dans
la région I, où la vitesse du vent est trop faible pour produire de la puissance, l'éolienne tourne,
mais sa génératrice n'est pas alimentée. Dans la région H, l'objectif est de maximiser la puis-
sance en variant la vitesse de rotation et en région M, la puissance est limitée à sa valeur
nominale par l'angle de calage et par une cible constante sur la vitesse de rotation. Aux vi-
tesses extrêmes du vent dans la région IV, les pales sont orientées pour laisser passer le vent et
l'alimentation de la génératrice est coupée. En pratique, les mesures de la vitesse du vent ne
sont pas suffisamment fiables comme entrées au système de commande, donc on se sert plutôt
des mesures de la vitesse de rotation et de l'angle de calage. On filtre ces mesures pour éviter
que le système de commande excite ou provoque des vibrations des pales via le couple de la
génératrice, parce que, dans les deux cas, la transmission vivrait les variations de couple qui
ne seraient pas acceptables. Dans la région H, le couple de la génératrice est proportionnel au
carré de la vitesse de rotation, tandis que dans la région III, il est proportionnel à l'inverse de la
vitesse de rotation pour que la puissance reste constante. Dans la région III, le contrôleur règle
aussi l'angle de calage selon l'erreur entre la vitesse de rotation et la vitesse nominale. Entre
les distinctes régions du contrôle, il y a de courtes régions de transition qui font que l'éolienne
accélère doucement à sa vitesse optimale dans la région I et que la vitesse maximale n'est pas
dépassée dans la transition entre les régions II et III.
Il y a deux types d'actionneurs qui sont communs dans la commande des angles de ca-
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lage, soit un moteur électrique, soit un piston hydraulique. Les angles de calage commandés
sont traduits en commandes de couple, qui servent donc dans la commande des régulateurs hy-
drauliques ou comme tensions aux bornes des moteurs. Il y a plusieurs forces et couples qui
influencent le couple que doit exercer le mécanisme de calage pour atteindre un angle ciblé,
y compris l'inertie pour tourner la pale, les couples dû à la torsion de la paie et aux forces
gravitationnelles et le couple du frottement dans l'enroulement de calage. La friction dans
l'enroulement est du type Coulomb^, qui consiste en un terme proportionnel à la vitesse de
rotation de la pale et un terme constant qui change de signe avec les changements de direction
de rotation de la pale.
1.2 Les propriétés de la machine NREL Offshore Baseline Turbine
La référence 8 explique la conception des données structurelles et aérodynamiques de la
machine NREL Offshore Baseline Turbine. Comme les éoliennes de cette puissance ne sont
pas communs et les données détaillées ne sont souvent pas disponibles, l'auteur a du tirer les
données de plusieurs éoliennes de puissances semblables. En gros, la machine NREL Off-
shore Baseline Turbine ressemble à la machine REPower 5M. Les propriétés globales de la
machine NREL Offshore Baseline Turbine sont énoncées dans le tableau l.î. Pour les pro-
priétés détaillées de la structure, et de l'aérodynamiqe, voir l'Annexe D.
13 La simulation de l'aéroélasticUé
Les logiciels HAWC2 et FAST sont des logiciels de simulation informatique qui permettent
de calculer les interactions entre les forces de l'environnement, la réponse de la structure et
les actions de commande sur une éolienne de conception quelconque. Cependant, les codes
HAWC2 et FAST diffèrent dans leurs représentations des phénomènes énumérés ci-hauts. Cette
section résume les modèles dans les deux simulateurs et démontre, à partir des modèles FAST, la
démarche dans la construction des modèles périodiques (LTP) en variables d'états. On exploite
le formalisme des variables d'états dans l'analyse du choix des capteurs, dans l'estimation des
états et dans la conception des contrôleurs, tous à partir de modèles LTP, alors que ce sont les
modèles HAWC2 qui servent comme plate-forme pour valider la performance de ces méthodes.
Une validation comprehensive des codes aéroélastiques est en cours sous l'Annexe XXIIÎ de
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Puissance nominale
Orientation du rotor
Contrôle
Diamètre du rotor / moyeu
Hauteur du moyeu
Vitesse maximale du rotor / génératrice
Vitesse maximale des extrémités des pales
Distance entre le centre de la tour et ie centre
du rotor
Inclinaison de la transmission
Angle entre le plan du rotor et les axes
longitudinaux des pales
Masse du rotor
Masse de la nacelle
Masse de la tour
Centre massique de toute la machine
5MW
Face au vent
Vitesse variable, calage collectif
126m/3m
90m
12.1rpm/l 173,7rpm
80m/s
5m
5°
2,5°
110000 kg
240000 kg
347 460 kg
(xt,yt^t) = (-0,2m,0,0m,64,0m)
TABLEAU 1.1: Les propriétés globales du NREL Offshore Baseline Turbine (adapté de la
référence 8).
l'Agence Internationale de l'Énergie mais, pour les fins de ce mémoire, on prend pour ac-
quis qu'il y a des différences entre les codes HAWC2 et FAST, mais que, grosso modo, ils
représentent un comportement semblable.
13.1 HAWC2
Le logiciel HAWC2 calcule la charge aérodynamique sur la structure au moyen d'une
théorie qui se base sur celle des éléments de pales (BEM), mais qui a été augmentée avec plu-
sieurs effets qui sont énoncés ci-dessous. Les forces et les couples dans la structure découlent
d'une représentation multicorps de la dynamique de la structure et l'interface de contrôle permet
aux contrôleurs d'échanger de l'information avec ie modèle en temps simulation et d'appliquer
les contraintes de force, de couple, ou d'angle sur la structure.
L'aérodynamique
Le logiciel HAWC2 implante une méthode BEM qui tient compte des effets de l'induction
dynamique, des grands angles d'embardée, de la séparation dynamique et des changements
dans la superficie du rotor à cause des fléchissements de pales. La charge aérodynamique est
calculée dans une série de points sur chaque pale et la position des points est choisie pour bien
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capter les gradients dans les forces aux racines et aux bouts des pales. Le code tient compte
de l'orientation locale des éléments de pale dans l'application des forces aérodynamiques. Les
calculs BEM prennent comme entrée les tableaux de portée, de trainée et de couple pour les
profils ie long de la pale ; la référence 8 explique les données pour la machine NREL Offshore
Baseline Turbine et liste les procédures qui servent à extrapoler les données sur tous les angles
d'attaque et à corriger les données pour les effets 3-D dus au rotation. HAWC2 implante les cal-
culs de F aérodynamique transitoire selon îa référence 18, ce qui tient compte des déplacements
du profil en rotation, en direction transverse et en direction avant-aval. Les vitesses du vent sont
entrées dans le module aérodynamique comme une grille 2-D de séries temporelles. Les séries
peuvent représenter la turbulence, ou bien elles peuvent être constantes. Dans les deux cas, les
cisaillements peuvent être apliqués a posteriori et la forme du cisaillement peut représenter,
par exemple le profil logarithmique standard, ou bien un cisaillement non-linéaire de forme
quelconque.
La dynamique muHîcorps
Le logiciel HAWC2 représente la structure comme un assemblage de corps rigides et flexibles,
fixés ensemble par les équations de contraintes. Les composantes de la structure, e.g. les pales,
la tour, etc. permettent une décomposition en plusieurs de ces corps flexibles et rigides. La
déformation locale de chaque corps flexible est représentée par la théorie Timoshenko, qui
permet non seulement des déformations en flexion, en elongation et en torsion, mais aussi
en cisaillement. Bien que les déformations soient linéaires dans les limites de chaque corps,
l'ensemble devient non-linéaire à cause de la réorientation des corps en réponse aux déflexions
de ceux auxquels ils sont attachés et parce que les forces sont appliquées dans les systèmes de
coordonnées locaux, fixés aux éléments flexibles de la structure.
La commande
Les bibliothèques de liens dynamiques (DLLs) font le lien entre les contrôleurs et l'environnement
du simulateur HAWC2. Aux temps prescrits, HAWC2 rend disponible les valeurs d'une sélection
de ses variables internes et accepte les contraintes prescrites par les contrôleurs. De cette
manière, toutes les forces iaertielles sont réactualisées pour tenir compte des actions de contrôle.
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Dans ce travail, la commande envoyée à la génératrice n'est qu'une référence de couple, que la
génératrice fournit immédiatement. Les actionneurs de calage sont représentés comme des
systèmes de second ordre dans l'angle de calage, qui prennent comme entrée wi angle de
référence et qui donnent comme sortie l'angle de calage que les pales atteignent dans l'intervalle.
Cette forme permet de décrire la dynamique jusqu'au niveau de détail qui comprend l'action
non-linéaire du frottement dans l'enroulement ; si on vise capter l'effet des glissements dans
l'enroulement quand les couples externes dépassent les limites de couple de l'actionneur^,
il serait nécessaire de reformuler le modèle. Le modèle des actionneurs de calage est tiré de
van der Hooft et. afll\ où la fonction de transfert entre la référence de calage et l'angle atteint
par les pales est la suivante :
e*(s)=H(s)-d(s)
e(Td+Td>
H(J)° . .
 2g 7. (1-1)
6* est la référence, d est l'angle de calage, 7J est un retard constant dans le système de com-
munication et d'actuation, T£ est un retard dû au frottement dans l'enroulement quand la pale
arrête de tourner dans son axe de calage, «$, est la fréquence naturelle du système de second
ordre et J3 est l'amortissement de ce système. Dans leur travail sur une éolienne de 2MW,
van der Hooft et. al suggèrent les valeurs suivantes pour T£, TJ[, (un et j3: 1-3 ms, 100 ms, 80-
100 rads"1 et 0,3-0,5, respectivement. Vu l'inertie supérieure des pales de la machine NREL
Offshore Baseline Turbine, une valeur de 60 rads"1 semble appropriée ici comme fréquence
naturelle, bien que Jonkman^ a prescrit une valeur de 190 rads"1 dans son travail. La vitesse
des actionneurs de calage est limitée à S deg-s"1, selon les résultats non publiés du GE Wind
Long Blade Test Program (ibid.). Implanté dans la DLL, le retard du friction, 7J, est inséré
chaque fois que le taux de calage tombe à zéro et le retard recommence chaque fois que la
commande change de direction pendant que la pale est arrêtée. La limite au taux de calage agit
chaque fois que la différence absolue entre l'angle de calage au début et à la fin de l'intervalle
est plus grande que la différence maximale permise.
Ce travail se sert d'un contrôleur structuré comme dans la figure 1.5, où les commandes au
couple de la génératrice et à l'angle collectif de calage servent à contrôler la dynamique lente
de la vitesse du rotor, alors que la commande individuelle du calage des pales sert a mitiger
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FIGURE 1.5: La structure d'un contrôleur qui se sert du couple de la génératrice et de l'angle
collectif de calage pour contrôler la vitesse de rotation et de l'angle individuel du calage des
pales pour mitiger les charges dans la structure.
les variations dans la charge aérodynamique. Les modules de la DLL s'occupent de tous les
calculs qui sont démontrés en dehors du noyau HAWC2. L'estimateur et le contrôleur CICP
opèrent sur une série de modèles linéaires qui représentent chacun la dynamique de la machine
autour d'un seul point dans la région d'opération. L'estimateur et le contrôleur CICP sont donc
ordonnancés par la demande de l'angle collectif de calage dans la région HI et par la vitesse du
rotor dans la région II.
1J.2 FAST
Cette section aborde les suppositions qui permettent de réduire le modèle FAST dans un
modèle linéaire de la dynamique d'une éolienne. Les détails des capacités de FAST en tant que
simulateur non-linéaire sont présentés dans la référence 19.
L'aérodynamique
En développant les modèles linéaires, FAST se sert de la théorie BEM standard {e.g. Réf. 9)
pour calculer l'induction et donc les vitesses du vent dans le plan du rotor. Les forces dans les
points près des racines et des bouts des pales sont corrigées au moyen de la théorie de Prandti
et l'ombrage est représenté comme étant fixe, donc on ne tient pas compte de l'induction dy-
namique. De plus, les effets de l'aérodynamique transitoire et de la séparation dynamique sont
omis. L'entrée du vent consiste en une distribution fixe des vitesses, représentée par une su-
perposition de cisaillements prescrits et par les perturbations des ampleurs de ces cisaillements.
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Les cisaillements sont choisis les suivants : une vitesse du vent uniforme dans le plan du rotor,
les variations verticales de la forme linéaire ou exponentielle, les variations horizontales de la
forme linéaire, les composants de vitesse dans les directions horizontales et verticales et les
variations azimutales et radiales, qui varient de manière sinusoïdale avec deux fois l'azimut et
de manière linéaire dans le rayon. Dans ce travail, l'entrée du vent pour les modèles linéaires
ne consiste que des cisaillements dans la figure 1.6 sur la page 21. FÂST ne modélise pas l'effet
de l'obstruction de la tour.
Les modes structurels
Le logiciel FAST représente l'état de la structure comme une superposition d'un ensemble
limité de modes de la structure. Inclus dans les degrés de liberté (dof) de la structure sont les
premiers et deuxièmes modes de la tour dans la direction du vent et celle à travers le vent,
les premiers deux modes de déflexion des pales dans leur dimension la plus mince, le premier
mode des pales dans le sens de la corde et la torsion de la transmission comme un simple
ressort linéaire. Il est possible de choisir individuellement les degrés de liberté qui seront actifs
et donc de réduire à volonté l'ordre du modèle. Les formes des modes sont pré-calculées par
une analyse en éléments finis, qui inclut les effets de la rotation pour les pa l e s^ . La torsion de
la tour et des pales est omise du modèle.
La commande
Dans le processus de linéariser le modèle, FAST possède l'option de déterminer les dérivées
partielles de la dynamique par rapport aux entrées de contrôle suivantes : l'angle de l'embardée,
le taux de changement de l'angle de l'embardée, le couple sur la génératrice, l'angle collectif
du calage des pales et l'angle individuel du calage des trois pales, non compris la dynamique
des actionneurs dans tous les cas. La sortie est linéarisée aussi ; la référence 19 donne une liste
comprehensive des sorties possibles. Ici, on a ajouté les sorties suivantes au code FAST : l'angle
d'attaque, le nombre Reynolds, la pression dynamique, les vitesses relatives de l'écoulement au-
tour des pales, les accélérations locales sur les pales et les moments locaux dans les pales. Tous
les degrés de liberté de la structure sont inclus dans le calcul des conditions dans l'écoulement
autour de la pale, mais le système de coordonnées pour les mesures demeure celui qui tourne
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avec le rotor et avec les actions de calage, mais qui ne se réoriente pas avec les déflexions de ia
pale.
133 Les modèles linéaires
Cette section explique en plus de détail le processus de linéariser le modèle non-linéaire de
FAST. Elle explique aussi la conversion entre les modèles en temps continu et les modèles en
temps discret, ceux qui servent dans l'estimation des états.
Simuler ie comportement linéaire
Le logiciel FAST se sert d'une méthode de différence centrale pour linéariser la dynamique
autour d'un point de fonctionnement. Les étapes sont les suivantes :
L'équilibration : en général, on ne sait pas, a priori, ie couple de la génératrice, ni l'angle de
calage qui sont nécessaires pour garder une vitesse prescrite dans une condition de vent
quelconque. On appelle l'équilibrage la procédure de rechercher ie couple et l'angle de
calage nécessaires. Dans la région H, l'éoiienne est équilibrée en désignant les degrés de
liberté actifs, l'angle de calage rixe (normalement zéro) et la vitesse du rotor cherchée. Le
module d'équilibrage cherche donc ie couple fixe sur la génératrice pour garder l'équilibre
dans la vitesse du rotor aux conditions spécifiées. Dans la région III, le module d'équilibrage
est chargé de trouver l'angle de calage qui maintient l'équilibre autour de la vitesse no-
minale et le couple nominal, encore dans les conditions prescrites.
La convergence : quand îe module d'équilibrage trouve son équilibre, le couple de la génératrice
et l'angle de calage sont tenus fixes pendant que réolienne est simulée jusqu'à ce qu'elle
atteigne une condition où toutes les déflexions deviennent périodiques dans l'azimut du
rotor. Dans la version de FAST qui est distribuée par le Laboratoire National des Énergies
Renouvelables (NREL), Ja condition pour déterminer ia convergence à cet équilibre périodique
fut d'atteindre un maximum sur les normes des vecteurs des différences entre les déplacements
et les vitesses des points sur la structure aux premiers et aux derniers pas de temps dans
chaque période. Cependant, cette condition ne réussit pas à trouver un équilibre propre-
ment périodique dans quelques uns des degrés parce que, par exemple, les ampleurs des
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déplacements de la tour dans la direction transversale sont d'à peu près un cinquantième
à un dixième des ampleurs des déplacements des bouts des pales, donc ces premiers
déplacements n'ont aucun rôle dans le norme du vecteur des déplacements qui détermine
la convergence. Dans ce travail, on a modifié la condition de convergence pour que toutes
les différences dans les déplacements et vitesses des degrés soient normalisées par rapport
à leurs ampleurs durant la période, ce qui donnait la périodicité voulue.
La perturbation: après la convergence à un équilibre oscillatoire, FAST dérive la dynamique
de l'éolienne en perturbant chaque état et chaque entrée à une série d'azimuts du rotor.
Cette procédure est détaillée dans la référence 19, mais on donne ici un bref survol. La
dynamique non-linéaire est représentée par une matrice d'inertie, M et par les forces
internes et externes, / :
M(q,u,t)q+f(q,q,u,ud,t)=Q, (1.2)
où q est le vecteur des degrés, u représente les entrées du contrôleur, t est le temps, iid est
un vecteur composé des perturbations dans le vent et le point suscrit indique la dérivée
temporelle. L'équation (1.2) est valide dans l'équilibre périodique, donc celle-ci permet
une expansion en série de Taylor autour des variables qop, qop, qop, uop et Ud)Op
représentent cet équilibre :
' = Fi8u+FijSud
'• q—qoP 8q~q — qop 5§ = § — S[op 8u — u — uop 8ud ~Ud — Ud,oP
•Ml C = ^ K « [~ + ^ l
a/
où le symbole \op indique que la dérivée partielle est évaluée autour de l'équilibre périodique.
Mi, Ci, Ki, F\ et Fij sont toutes les matrices aux coefficients périodiques dans l'azimut
du rotor. Les Jacobiens sont évalués une colonne à la fois, à plusieurs pas dans l'azimut.
L'évaluation est munie en perturbant chaque état, entrée et entrée perturbatrice dans les
deux sens autour de son équilibre périodique, à chaque azimut. Une forme linéaire de
La modélisation aéroélastique
l'équation des sorties découle d'un traitement pareil :
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Laissant la notation delta et assemblant les équations :
u+Dd5ud.
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'
d
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(1.3)
ce qui est justement la forme canonique, x — Ax+Bu+Bdud; y = Cx+Du+Ddud, d'un
modèle en variables d'états quand les perturbations agissent sur le modèle. Dans ce cas,
le vecteur d'états est [q ; q] et ies dimensions des vecteurs sont les suivantes : x € Rn, u e
W, ud € R**, and y € Rm.
Ce sont les équations linéaires, en temps continu, qui représentent la dynamique périodique
d'une éolienne autour d'un seul point de fonctionnement. Dans ce travail, on a limité ies degrés
aux premiers modes dans le fléchissement de la tour en avant-aval et en direction transverse,
à la torsion simple de la transmission et aux premiers modes dans la direction où la pale est
la plus mince. On a calculé les formes des modes des pales à 12,1 RPM dans tous les points
de fonctionnement. Le vecteur des états, x, comprend, donc, ces dernières variables et leurs
premières dérivées. On sépare le con&ôîe des charges de celui de la vitesse (voir la figure Î.5),
alors les entrées, u, du modèle linéaire comprennent tout simplement les angles individuels du
calage des pales. Les entrées perturbatrices, ud, sont les amplitudes des cisaillements Op, \p et
2p (voir dessous); on laisse le choix des sorties au chapitre 2, ce qui explique comment choisir
les capteurs selon les besoins de l'estimation des états.
Il est à noter que la dynamique pourrait aussi être formulée en format LU au moyen d'une
transformation aux coordonnées stationnaires, e.g. Réf. 21. Cela serait bienvenu comme supplément
à ce travail, mais on ne l'aborde pas ici.
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L'estimation des entrées perturbatrices est rendue possible par la supposition d'un modèle
dynamique pour représenter la variation des perturbations, Uj = ©z; z = Fz+p. On aug-
mente donc le vecteur des états par ces états de la perturbation et la matrice du système par
leur dynamique, ce qui permet d'estimer la perturbation à partir des mesures prises sur le
système (voir e.g. réf. 22, p.99). L'entrée du système des perturbations est un vecteur des
constantes qui sautent aléatoirement aux instants aléatoires. Les états du système augmenté
sons [*(*) ; z{t)} et les entrées demeurent u(t), car p est inconnu. Les matrices du système aug-
menté sont :
X
i
' - [
A Bo®
0 F
c Dde]
x
z
X
z
B
0
+Du. (1.4)
Afin d'alléger la lecture des équations dans ce qui suit, on se sert des symboles redondants
dans la représentation en variables d'états et du système standard, x — Ax+Bu + B^Md', y =
Cx+Du+DdUd et du système augmenté x = Ax+Bu; y — Cx -f Du ; on résout cette ambiguïté
dans le texte accompagnant les formules en question.
On a expliqué que le vent turbulent se compose de variations aléatoires dans les vitesses
et les directions du vent. Cependant, il y a de la structure dans la turbulence et c'est cette
structure qu'on cherche à exploiter dans le développement d'un modèle d'ordre réduit pour les
perturbations qui agissent sur l'éolienne. Ne visant que le composant longitudinal de la vitesse
du vent, les variations des vitesses, n(x,t), dans un point fixe quelconque, x, permettent une
décomposition en modes spatiaux, ^(x) , avec les coefficients, a/(r), qui varient dans le temps.
/ - I
Dans le cas de n^ = 5 et les fonctions de base dans la figure 1.6, les variations des Cj captent
environ 80% de l'énergie cinétique dans la turbulence (TKE)[23]. Encore plus de TKE réside
dans les prochaines fonctions de base ; les prochaines les plus optimales sont démontrées dans
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Position dans le plan du rotor, normalisée
FIGURE 1.6: Les fonctions de base dans une représentation d'ordre réduit des vitesses du vent
dans le plan du rotor, 07-(x) (la perturbation uniforme est omise).
les références 23 et 24, aussi corroborée par le travail d'autres auteurs dans la référence 25.
On prend les aj comme états du système des perturbations et on suppose que leurs varia-
tions sont continues et constantes en morceaux, donc 0 = / et F = O^*^, La représentation
mathématique des fonctions de base lp est tout simplement r/D • VH [cos(y) , sin(—y)] et celle
des fonctions 2p, r/D • vu [cos(2v),sin(2i/)|, où r est la position radiale du point en question,
D est le diamètre du rotor, VH est la vitesse nominale du vent au moyeu, non influencée par la
perturbation uniforme et i// est l'azimut du point en question dans le plan du rotor, défini comme
positif dans le sens antihoraire, à partir d'un rayon vertical ascensionnel et vu d'un point sur
le toit de la nacelle. Dans le texte, on fait référence à ces fonctions de base sous les noms de
cisaillements linéaires dans l'axe vertical, linéaires dans Taxe horizontal, 2p cosinusoïdal et 2p
sinusoïdal, respectivement.
La représentation en temps discret
Le but de représenter un système dynamique en temps discret est d'éliminer l'intégration
dans l'évolution temporelle du système. En discrétisant, on gagne par rapport au temps de
calcul, mais on perd de l'information entre les bornes de chaque pas de temps. Entre deux
instants, le système évolue selon son état initial et selon les entrées durant l'intervalle :
(1.5)
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où 4>(f ,*o) est la matrice de transition qui gouverne l'évolution du système dans l'intervalle
[to,t] dans le cas homogène. Elle est la solution de l'équation différentielle, 4> = A<î> sur
l'intervalle^. La notation de la représentation d'un système périodique en temps discret, in-
dexé par k et avec les pas azimutaux de taille h, est la suivante :
Nous supposons que la constance des entrées durant chaque pas de temps est donnée par :
Ak.x = * ( t t , (t - 1)A), Bi-i = J$11)A*(**, T)B(t)«(T)rfT, Cfe = C(tt) et D* = D(kh). Dans
ce travail, on a fait une intégration trapézoïdale dans le calcul des A* et £&• La représentation
en temps discret sert surtout dans l'estimation des états au chapitre 3.
1.4 Les conclusions
Le modèle LTP de FAST simplifie beaucoup la dynamique d'une éolienne par rapport à la
représentation plus fidèle dans HAWC2. Son modèle aérodynamique omet l'induction dyna-
mique, l'aérodynamique transitoire, la séparation dynamique et les effets des réorientations des
profils des pales. On ne retient que les modes les plus énergétiques dans l'entrée du vent et le
choix des degrés de la structure limite la bande des fréquences auxquelles le modèle structu-
rel reste fidèle. Dans la commande, on omet la dynamique des actionneurs de calage et de la
génératrice. Le chapitre 3, qui traite l'estimation des états, sera limité à supposer que la vitesse
de rotation soit constante dans la région m, tandis qu'en vérité la vitesse de rotation variera et
donc il n'existera pas une corrélation exacte entre les pas azimutaux du modèle et les pas de
temps dans l'estimation. Toutes ces suppositions et simplifications seront plus ou moins valides
dans les conditions diverses vécues par l'éolienne et leurs effets seront soulignés au besoin en
interprétant les résultats dans les chapitres 3 et 4.
CHAPITRE n
LE CHOIX DES CAPTEURS
Ce chapitre aborde la question de choisir les sorties du modèle linéaire, ceci dans le but
de maximiser la précision possible dans l'estimation des états à partir d'un modèle approxi-
matif de la dynamique d'une éolienne. En vue de l'implantation des systèmes de mesures
et d'estimation, on tient compte aussi de la fiabilité et de la fonctionnalité des solutions pro-
posées. Il y a eu considérablement de discussion dans le domaine du choix des capteurs pour
les systèmes de contrôle des éoliennes et plusieurs solutions ont été proposées. Celles qui sont
peut-être les plus fiables, par exemple le système de Stol[22>271, qui ne se sert que des mesures de
la vitesse et de l'azimut du rotor, souffrent en générale d'une manque de robustesse par rapport
et à la dynamique non modélisée et aux non-linéarités (e.g. Réf. 22, p. 111). Wright explique
en termes qualitatifs que c'est la faiblesse du couplage entre la vitesse du rotor et les motions
des pales et de la tour qui sont la cause de cette faible performance (voir Réf. 28, p. 187). Ca-
selitz et aP9^ et Bossanyi[3a~33] élaborent des concepts pour augmenter la robustesse du CICP
par rapport aux erreurs de modélisation, mais ces concepts sont aussi légèrement moins fiables
en tant qu'ils nécessitent les mesures de force et de couple dans l'enroulement principal ou
dans les racines des pales. Larsen et al soulignent le fait que ces derniers systèmes supposent
une variation linéaire dans les vitesses du vent à travers le plan du rotor et proposent comme
solution de réguler l'angle d'attaque sur chaque pale selon les mesures prises par les capteurs
à l'extérieur des pales, vers les bouts des pales. Hand propose l'emploi des mesures du type
Light Detection and Ranging (LiDAR) pour gagner d'avance dans la détection des vitesses du
vent dans le plan du rotor[34]. Néanmoins, à cause des coûts et des problèmes de fiabilité,
ni les capteurs d'angle d'attaque[35], ni ceux du LiDAR[341 sont prêts à être commercialisés
dans l'industrie éolienne. En vue de la prochaine génération des contrôles des bords de fuite
flexibles, Andersen^36-37! propose de mesurer les accélérations à plusieurs points dans les pales.
Cependant, l'impossibilité de l'entretien des capteurs dans les pales fait qu'il faudrait un haut
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degré de redondance dans un tel système, ce qui pourrait nuire aux avantages de coût apportées
par le système de contrôle. Une synthèse récente des capteurs pour la commande avancée des
éoliennest38^ révèle que le compromis fidélité / information demeure loin d'être bien déterminé.
Le manque d'un consensus au sujet du choix des capteurs dans le domaine du contrôle des
éoliennes met en évidence le besoin d'une méthode concrète pour évaluer les options. La ques-
tion du choix des capteurs est bien étudiée dans le domaine des industries chimiques et pour les
systèmes en régime permanent139'40^ et plus récemment pour les systèmes dynamiques {e.g. les
éoliennes). On peut diviser en deux groupes les publications qui touchent sur le choix des cap-
teurs pour les systèmes dynamiques : celles qui évaluent directement la covariance des erreurs
dans le problème d'estimation des états[41^5] et celles qui se mettent à maximiser les diverses
mesures de l'observabilité du système mêrne^46"51]. La méthode des covanances permet une
optimisation simultanée de l'erreur de l'estimation, de la fiabilité et des coûts. D'un autre côté,
les méthodes qui se basent dans l'observabilité mènent plus directement à une compréhension
du transfert de l'information entre les états du système et les mesures prises sur le système.
En plus, elles permettent une optimisation comme dans le cas des méthodes des covanances, à
condition qu'on connaisse une relation entre l'observabilité et la précision de l'estimation, ce
qui n'est pas toujours le cas. Comme beaucoup des capteurs qu'on considère dans cette étude
ne sont pas encore commercialisés, leurs coûts et leurs fiabilités ne sont pas bien caractérisés.
Il est donc plus profitable d'explorer maintenant les aspects du transfert de l'information, voire
l'observabilité, afin de mieux comprendre la dynamique à l'enjeu et de diminuer l'étendue de
l'espace des options qu'il faut évaluer à la suite par rapport au coût et à la fiabilité.
La balance de ce chapitre suit la structure suivante : la section 2.1 développe les mesures
d'observabilité des modèles LTI et LTP et la section 2.2 incorpore les mesures qualitatives du
coût et de la fiabilité dans l'évaluation du choix des capteurs selon l'observabilité des modèles
linéaires. Les sections 2.2.1.1 et 2.2.1.2 présentent, respectivement, une stratégie de recherche
simple et exhaustive et une qui est plus dirigée et donc efficace. Le chapitre finit par discuter
des retombées des résultats du choix des capteurs. Le développement dans ce chapitre ne se
limite à aucune représentation particulière de la dynamique, mais comme on vise estimer les
états des perturbations, ce sont les résultats avec les modèles augmentés qui sont présentés.
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2.1 L'analyse de l'observabilité
On appelle observable dans l'intervalle [to, h] tout système dynamique, D, si et seulement si
son état initial, x(to), est uniquement déterminé par le modèle, D, les entrées durant l'intervalle
et les sorties durant l'intervalle, V entrées u^,,] et V sorties ci-conséquentes, y^f2®. II est
possible, donc, de reconstruire le comportement du système durant tout l'intervalle à partir de
l'état initial, de la matrice de transition et des entrées connues. Étant donné une représentation
d'un système à paramètres variables, [A(-),B(-),C(-),D(-)\ et les entrées au système, M[,Oit],
l'état, x(t), évolue selon (1.5) et la sortie est déterminée par :
y(0 =
Supposant que u est connu, c'est le premier terme qui détermine l'effet de la dynamique sur
l'observabilité du système. De la définition de l'observabilité, tout état, XQ, est inobservable si
son effet sur les sorties est nul pendant l'intervalle, [fo,fi], Le., XQ est inobservable si J j y{*)Ty(t)dv :
0. Dans le but de comparer l'observabilité entre plusieurs combinaisons de capteurs, il est pra-
tique d'écrire la condition d'observabilité en termes de la représentation du système en variables
d'états, soit : XQ est inobservable quand
det W0(to,ti) = det / " ^(r,tQ)TC(z)TC(r)^(T,to)dr = 0, (2.1)
Jta
où W0{to,ti) est le gramian d'observabilité sur l'intervalle [to,h\. La référence 50 résume les
diverses mesures du gramian d'observabilité des systèmes LTI qui ont été proposées comme me-
sures de l'observabilité. Ici, on propose une mesure qui quantifie directement l'effet des erreurs
de modélisation sur l'observabilité de deux types de systèmes, LTI et LTP. La démonstration
de la signification de cette mesure commence par un développement de la dite distance à
l'inobservabilité à la section 2.1.1. Par la suite, la section 2.1.2 établit le lien entre la dis-
tance à l'inobservabilité et les limites de la précision de l'estimation des états et la section 2.1.3
démontre comment poser les maintes configurations d'un système et ses sorties dans une forme
où la distance à l'inobservabilité varie d'une manière quantitative et significative entre les di-
verses options, indépendant de la dimensionnalité des espaces des états, des entrées et des sor-
ties. La méthode qu'on présente s'applique aux systèmes en temps continu, mais, en prin-
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cipe, le même concept s'applique aux systèmes en temps discret s'ils sont réversibles. Le
développement se base sur l'énoncé suivant du problème :
Soit le système linéaire, x = Ax+Bu; y = Cx+Du, qui a plusieurs sorties, ou
combinaisons des capteurs, représentées par les diverses paires matricielles, (C,D).
Comparez l'observabilité des diverses paires, (A,C).
2.1.1 La distance à l'inobservabilité : definition et calcul
II est bien reconnu que le gramian d'observabilité d'un système LU est non singulier si la
paire (A, C) est conforme au test de Popov, Belevkch et Hautus (PBH) :
rwg([sI-AT,CT])=n V seC, (2.2)
où [M,N] indique une matrice composée des deux matrices M et N, concaténées dans la dimen-
sion de leurs colonnes. Également, un système périodique (voir l'annexe A) est observable*52?
si
xaog([sI-%Wo(T)])=n V seC. (2.3)
Selon leurs rôles dans les équations (2.2) et (2.3), respectivement, il est évident que la paire
(AT,CT) soit équivalente, dans l'analyse de l'observabilité, à la paire (^,W0(r)). Les er-
reurs de modélisation, qui se manifestent dans les erreurs des coefficients des (A,C) ou des
(¥,VV0), peuvent donc réduire le rang des matrices ci-dessus et peuvent donc compromettre
l'observabilité du système. La définition de la distance à l'inobservabilité de la paire LTI,
(A,C), est la suivantet53'54]:
Ho(A,C) = {min | |M, AC||F tel que (A+M,C+AC) soit inobservable}. (2.4)
Vu la structure équivalente des tests d'observabilité LTI et LTP, (2.2) et (2.3), la distance à
l'inobservabilité d'un système LTP est :
HoÇ¥,Wo{T)) = {min||A¥,AW0(r)||F tel que (¥+A¥,W 0 (D+AW o ( r ) ) soit inobservable}.
(2.5)
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On arrive à une formulation convenable au calcul des définitions (2.4) et (2.3) en mettant les
conditions de rang, (2.2) et (2.3), sous forme de problèmes de valeurs singulières^551 :
LTI: n0(AT,CT) = mLnon([sI-AT,CT]) < ||Mr,ACT||2 (2.6)
LTP: ^(%Wo(r))=minffn([5/-¥,Wo(T)])<||A^,AWo(r)||2. (2.7)
La figure 2.1 démontre une interprétation géométrique de la décomposition en valeurs sin-
gulières (SVD) pour le cas d'une transformation à deux dimensions : si la moindre valeur
singulaire, Oi, approche zéro, l'espace à deux dimensions à droite se réduit à une dimension
et le rang de la matrice M devient unitaire. Par la définition de la décomposition en valeurs
singulières, c'est justement cette moindre valeur singulière qui détermine la norme de la per-
turbation minimale, ÔM, pour laquelle le rang de la matrice M + 8M devient inférieur à celui
de la matrice M. Il est important de noter que, bien que les coefficients de M soient incer-
tains, sa décomposition en valeurs singulières reste bien déterminée parce que la SVD est bien
conditionnée1561. Ce résultat s'applique donc directement au problème de la détermination de
la distance à l'inobservabilité, car elle est également une mesure de la norme de la perturba-
tion minimale qui diminue le rang d'une matrice. Les définitions (2.6) et (2.7) indiquent une
inégalité parce que les définitions (2.4) et (2.S) spécifient la norme Frobenius comme mesure de
la perturbation, tandis que la définition de la SVD spécifie la norme deux. Les nonnes sont ce-
pendant équivalentes, à savoir que \\M\\2 < \\M\\? < y/n\\M\\2 pour toute matrice, M, de rang n.
L'important est donc qu'on se sert toujours de la même norme matricielle quand on compare
les jUo entre les paires (A,C).
2.1.2 Le conditionnement de l'estimateur d'états
La distance à l'inobservabilité ne mesure que la norme de la perturbation qui rend le système
inobservable et donne, à première vue, aucune information sur la précision possible dans l'estimation
des états. La section ci-présente justifie l'observation qu'il est possible d'estimer plus précisément
les états d'un système dont la distance à l'inobservabilité est relativement élevée. Ici, il faut dis-
tinguer entre les observateurs et les estimateurs : un observateur est un système dynamique LTI
ou LTP, aux gains constants ou périodiques et avec une matrice d'états (A+LC) ; un estimateur
est un filtre aux gains variables, sans contrainte d'invariance ou de périodicité.
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FIGURE 2.1: La géométrie de la décomposition en valeurs singulières (adapté de la Réf. 26)
Le problème de placer les pôles de l'observateur LTI donne des aperçus du lien entre fo et
la robustesse des estimateurs des systèmes LTI ou LTP. Dans la conception d'un observateur,
le but est de placer les pôles de l'observateur, A+LC = XAX~l, aux endroits stables. L'indice
de conditionnement de la matrice des vecteurs propres, X, quantifie la sensibilité et du gain de
l'observateur, L et de Teneur de l'observateur X, aux erreurs dans les paramètres du modèle[57].
L'équation (2.8)f58] démontre une relation inverse entre la distance à l'inobservabilité, po et
l'indice de conditionnement de l'observateur, K(X) (voir les références 59 et 48 pour les appli-
cations de ce concept) :
K(X)> 0,187 (2.8)
= max ( | |A-WHP- | |(A-V)- l | |2 , | |A| |F- | | (A-W)- 1
Le résultat LTI permet une généralisation directe au cas LTP parce que, dans la conception
d'un observateur LTP, le but est de placer les pôles de *Fr + LW0(T) dans le cercle de rayon
unitaire dans le plan complexe et ceci au moyen du choix de L[60]. En comparant la structure
des problèmes LTI et LTP, on voit directement que le conditionnement de l'observateur LTI
dépend de l'équation (2.6) de la même manière que le conditionnement de l'observateur LTP
dépend de l'équation (2.7). On conclut, donc, que le conditionnement de l'observateur LTP est
aussi fonction de jU"1. Considérant le cas plus général de l'estimateur, les gains variables de
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l'estimateur sont calculés à partir de la solution transitoire d'une équation Riccati. Comme les
gains LTI[61] et LTP[62] découlent des solutions stationnâtes des équations Riccati, il faut aussi
tenir compte que le conditionnement de l'estimateur est proportionnel à l'inverse de jUo-
2.1.3 Les effets de la dimensionnalité dans la comparaison des sorties
In view of all that we have said in the foregoing sections, the many obstacles
we appear to have surmounted, what casts the pall over our victory celebration?
It is the curse of dimensionality, a malediction mat has plagued the scientist from
earliest days[63].
La physique de l'observabilité est obscurcie par la dimensionnalité des états, des entrées et des
sorties. L'observabilité étant une propriété structurelle d'un système d'équations, elle dépend
des distances et des angles dans les espaces vectoriels et donc de la dimensionnalité des vec-
teurs dans le modèle en variables d'états. La distance à l'inobservabilité perd la significa-
tion qu'on vise lui attacher si les matrices A et C sont composées des paramètres dimension-
nels, car la dimensionnalité des différentes sorties, C, fait que les dimensions de la distance
à l'inobservabilité seront fonction du choix des sorties. Cette intuition s'est manifestée dans
la discussion précédente, où on a vu que K(X) dépend de Kc, qui est fonction des dimensions
des sorties. Paige suggère de normaliser les matrices A et C pour que les incertitudes dans
leurs éléments soient égales^. Comme les incertitudes dans les éléments de ces matrices
sont réfléchies dans les incertitudes des états et des sorties, il est raisonnable de normaliser
les variables d'états et les sorties pour qu'elles résident dans les régions sphéroïdales de rayon
unitaire. L'équation 2.9 explique comment mettre les variables d'états, les entrées et les sor-
ties dans l'intervalle [—1,1] au moyen de transformations (cf. Réf. 64, p.I.ll). La dynamique
du système est indépendante de ces transformations parce que les matrices diagonales sont les
transformations semblables.
x = Nxxn u = Nuun Ud y
xn=N-ïA(t)Nxxn(t) +N-lB(t)Nuun(t) + Nxl Bd(t)Ntldudn(t)
yn = N-lC(t)Nxxn{t) +Ny-1D(t)Nuun(t) +NylDd(t)Ntldudn(t).
Pour les fins de cette étude, les éléments sur la diagonale des matrices Nx et Ny sont les variations
maximales des états et des sorties autour de leurs points de fonctionnement durant l'opération
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à vitesse fixe et à pas fixe (boucle ouverte) dans une simulation non linéaire du modèle FAST
dans le vent variable, où tous les degrés de liberté de la structure sont actifs. Dans ce travail,
on a choisi une série d'échelons en vitesse du vent et en cisaillement comme entrée dans les
simulations pour trouver les coefficients des transformations normalisantes (voir nca. wnd dans
l'Annexe D.l.S). Il serait également valide de mettre un vent turbulent comme entrée. Les
matrices Nu étaient prescrites à partir des limites des actionneurs à zéro et à 90°et les matrices
Nud à partir d'une estimation des variations typiques des coefficients, aj, des fonctions de base
en représentant le vent turbulent. On a choisi 2,0,5 et 0,3 comme coefficients des fonctions de
base uniforme, \p et 2/7, respectivement. On normalise le système augmenté, (1.4), avec F = 0
et 0 = /, au moyen de la transformation suivante :
«.- * '
0
La figure 2.2 confirme une croissance générale dans la précision de l'estimation des états
quand Ho augmente (le chapitre 3 explique en détail l'estimation des états). L'erreur dans
l'estimation du fléchissement de la tour dans la direction transversale et l'erreur dans l'estimation
de la torsion de la transmission varient très peu avec jUo, ce qui est probablement causé, dans le
cas de la tour, par une simplification excessive des degrés de liberté et, dans le cas de la trans-
mission, par des erreurs dans la rigidité et l'amortissement. Le lien entre l'erreur d'estimation
et la distance à l'inobservabilité donne un outil puissant dans le choix des capteurs parce que ça
crée un lien direct entre la structure du modèle et le problème du choix des capteurs et évite le
processus d'optimiser les estimateurs pour chaque combinaison de capteurs, ce qui demanderait
beaucoup de temps.
2.1.4 Le gramian d'observabilité
La littérature pour la sélection des capteurs pour les systèmes LTI, citée ci-dessus, suggère
que l'analyse du gramian d'observabilité puisse donner de l'information sur l'observabilité re-
lative des modes du système. Le gramian d'observabilité est une transformation entre les condi-
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FIGURE 2.2: La variance des erreurs dans l'estimation des états en fonction de jUo ; les vibra-
tions et les conditions locales dans l'écoulement autour des pales du NREL Offshore Baseline
Turbine, estimés par le filtre de Kalman. La vitesse moyenne du vent est de 11,4 et de 18 ms" 1 ,
avec intensité de turbulence de 17%; les données pour la condition à 18 ms " 1 correspondent
aux axes à droit.
tions initiales et l'énergie dans les sorties (e.g. Réf. 26, p.234) :
(yTy)=x*Qw0(to,ti)xo, (2.10)
où on se sert de la valeur attendue, (•), dans les cas avec du bruit dans le processus ou dans
les mesures et l'intervalle, [to,h], qui est choisie selon les temps caractéristiques du problème.
Si la durée de l'intervalle d'intérêt est supérieure à la période du système LTP, ti > to + T, la
recursion :
T
 for Ï > 1
peut sauver de l'effort dans le calcul du gramian d'observabilité^2^. La normalisation de la
section 2.1.3 s'applique aussi dans l'analyse du gramian et pour éliminer les dimensions des
vecteurs et pour mettre les vecteurs dans les espace uniformes. Gawronskit47] démontre que
les valeurs propres des gramians d'observabilité et de contrôlabilité ne sont pas indépendants
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FIGURE 2.3: Un exemple de la variabilité des valeurs propres de la matrice monodromie en
fonction du pas azimutal dans l'intégration à pas fixe et à pas variable.
des transformations semblables, tandis que les valeurs singulières de Hankel le sont. Pourtant,
ce sont les valeurs propres du système normalisé qui sont pertinentes ici, parce qu'elles per-
mettent une interprétation physique du transfert de l'information dans le système dynamique.
Comme l'équation (2.10) est valide pour toute direction dans l'espace des états, il est instructif
de prendre comme condition initiale les vecteurs propres de A [¥], ce qui permet de mesurer
l'observabilité de chaque mode d'un système LTI [LTP].
*
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i i
i i
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2.1.5 Les aspects numériques du choix des capteurs
Afin de pouvoir bien évaluer le choix des capteurs d'un système LTP, il faut calculer fidèlement
la matrice monodromie, le gramian d'observabilité et la distance à l'inobservabilité. La matrice
monodromie est la matrice de transition après une période du système, donc sa précision dépend
de la précision de l'intégration de l'équation différentielle de premier ordre pour la matrice de
transition. On a trouvé que l'intégration Runge-Kutta à pas fixe est sensible à la taille du pas
azimutal dans l'intégration, tandis que l'intégration par colonnes de l'équation différentielle,
employant un intégrateur Runge-Kutta (4,5) à pas variable, est plus lente, mais beaucoup moins
sensible à la taille du pas azimutal (voir la figure 2.3). Dans l'intégration à pas variable, on
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fait une interpolation linéaire entre les paramètres de la matrice A, qui sont donnés à plusieurs
azimuts. On a donc utilisé l'intégration à pas variable dans tout ce travail.
Le gramian d'observabilité peut être calculé soit comme la solution d'une équation matri-
cielle de Ljapunov, soit en forme intégrale à partir de la matrice de transition (2.1). La formu-
lation en équation de Ljapunov sert plutôt dans les cas où on veut éviter de calculer la matrice
de transition, mais comme on a déjà la matrice de transition, le plus simple est d'employer
la formulation intégrale. On a trouvé qu'une intégration trapézoïdale est peu sensible au pas
azimutal, mais qu'il faut de la précision dans la matrice de transition.
Selon les équations (2.6) et (2.7), le calcul de la distance à l'inobservabilité dépend d'une
minimisation dans le plan complexe d'une valeur singulière. La validité du résultat est fonction
et du domaine des valeurs 5 dans la minimisation de on([sl — *¥,WO\) et de l'algorithme de
minimisation même. Boley et Lu[65] ont démontré qu'on tend à surestimer la valeur de \io
quand on limite le domaine de minimisation à s € R, donc on prend tout le plan complexe
comme domaine de s dans les minimisations de on dans ce travail. L'algorithme de bissection
de Wicks et DeCarlo[661, comme implanté dans les logiciels MATCONTROL de la référence 56,
est acceptable, mais il faut vérifier les résultats parce qu'il n'est strictement un algorithme de
minimisation local. Les contours de la figure 2.4 indiquent plusieurs valeurs minimales en Gn,
surtout quand la distance à l'inobservabilité est plus faible. Par conséquent, on a vérifié tous les
résultats de l'algorithme Wicks et DeCarlo au moyen d'une recherche exhaustive à travers une
grille de points dans l'intervalle î 6 [ ± l ± i ] . Cette dernière recherche a un coût de calcul élevé
et donc il serait profitable d'explorer les algorithmes de minimisation globale élaborés dans la
référence 67.
2.2 La conception des réseaux de capteurs
Cette section se sert des mesures de la distance à l'inobservabilité et de Pobservabilité mo-
dale pour identifier les combinaisons de capteurs qui donnent suffisamment d'information pour
les problèmes en estimation et contrôle des vibrations des éoliennes. La source des résultats
numériques est le modèle LTP de la section 1.3.3; on pose le modèle en temps continu et
l'augmente par la dynamique des perturbations. Les idées qualitatives du coût et de la fiabi-
lité servent comme guides dans la sélection, mais il faudrait les données quantitatives pour faire
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1.1 1.2 1.3
-1 -0,5 0 0,5 1-1 -0,5 0 0,5 H -0,5 0 0,5 1-1 -0,5 0 0,5 1
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FIGURE 2.4: Une représentation graphique de la fonction à minimiser, mins€c Cn{[sl — ^,W0]),
dans le calcul de la distance à l'inobservabilité ; exemple des réseaux de. capteurs les plus
observables de la classe I du tableau 2.2. Le titre de chaque figure indique la classe du réseau et
le nombre de types de capteurs dans le réseau.
une optimisation complète.
2.2.1 Les stratégies de recherche
Étant donné n capteurs comme candidats et un objectif que d'en implanter k, la stratégie de
recherche la plus simple est de calculer la distance à l'inobservabilité pour toutes les n\j ((n — k) \k\)
combinaisons et puis de trouver la distance minimale à l'inobservabilité. Cette stratégie est le
sujet de la section 2.2.1.1, tandis que la section 2.2.1.2 explique une stratégie itérative qui donne
plus d'aperçus de la physique du système et qui réduit de façon significative les calculs.
L'annexe B liste les capteurs considérés comme candidats dans la recherche de la combi-
naison optimale des capteurs. Le tableau 2.1 définit la division des réseaux de capteurs selon la
position des capteurs qui les constituent. En classifiant les réseaux par la position des capteurs,
on suppose que la position d'un capteur et donc son environnement opérationnel, est une partie
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Classe
I
n
m
IV
V
Description
Tous les capteurs sont installés sur les composants fixes dans la
tour et la nacelle
Au moins un capteur est installé sur la partie tournante de l'arbre
de basse vitesse
Au moins un capteur est dans le moyeu
Au moins un capteur est à l'intérieur des pales, éloigné du moyeu
Au moins un capteur mesure la condition aérodynamique sur les
pales
TABLEAU 2.1: La définition des classes des capteurs
importante dans son coût et sa fiabilité. On suppose que les réseaux de capteurs de la classe I
sont les moins chers, les plus fidèles et les moins dangereux à entretenir, car les environnements
dans la nacelle et dans la tour sont les plus stables par rapport aux environnements dans les
composants qui tournent. On peut supposer aussi que l'implantation des réseaux de classe I
serait la plus facile, comme la communication avec les capteurs serait relativement simple.
2.2.1.1 La recherche exhaustive des réseaux de capteurs avec distance à tfnobservabilité
maximale
Cette section compile la distance à l'inobservabilité pour toutes les combinaisons des cap-
teurs candidats, avec une limite de huit types de capteurs dans un réseau (on a compté comme
type de capteur chaque capteur individuel dans la tour ou dans la nacelle et chaque triple de
capteurs avec symétrie dans les trois pales ou leurs racines). On a forcé les combinaisons avec
capteurs dans les pales ou leurs racines d'être symétrique dans les trois pales et on a spécifié
que toute combinaison comprenne le couple sur l'arbre de haute vitesse. On a appliqué la clas-
sification du tableau 2.1, en classifiant les réseaux selon la classe de leur capteur de plus haute
classe. Le tableau 2.2 donne les réseaux à Ho maximale, selon la classe du réseau et le nombre
de capteurs dans le réseau. Le capteur HSShftTq, ou Base.l, est le premier membre des en-
sembles pour chaque classe. Les résultats sont valides pour le point de fonctionnement à une
vitesse moyenne du vent de 12 ms" 1 et à un angle collectif de calage de 4,69°. La figure 2.5
résume les résultats de la recherche. Dans la figure, on démontre comme repère le cas où on
mesure tout l'état du système et de la perturbation, x+z- II y a trois conclusions qui découlent
de la figure : en premier, les réseaux de la classe I possèdent une distance à l'inobservabilité
assez forte avec relativement peu de capteurs, donc il n'y a pas besoin de considérer les capteurs
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à l'extérieur de la nacelle; en deuxième, on voit des rendements décroissants en augmentant le
nombre de capteurs, ceci dans toutes les classes des réseaux; et en troisième, plusieurs réseaux
de capteurs atteignent les distances à l'inobservabilité qui sont proches au maximum dans leur
classe. Il y a donc considérablement de liberté dans le choix des capteurs, ce qui fait qu'il y a
de la liberté à exploiter dans l'optimisation du coût et de la fiabilité des réseaux, même dans les
réseaux de classe I. La figure regroupe les réseaux par nombre de types de capteurs, donc les
réseaux de classe III, IV et V possèdent plus de capteurs que les réseaux dans les autres classes.
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FIGURE 2.5: Les distances maximales à l'inobservabilité pour les réseaux de capteurs dans les
classes I à V
Classe
Base
I
II
m
Cas
1
2
3
4
5
6
7
2
3
4
5
6
7
8
2
3
4
6
700
Capteurs
Mesures de l'état complet
Mesures de l'état complet, plus les états de la perturbation
HSShftTq
HSShflTq, NcIMUTAys
HSShftTq, YawBrMxn, LSSGagMys
HSShftTq, YawBrMxn, NcIMUTAxs, LSSGagMys
HSShftTq, YawBrMxn, NcIMUTAxs, NcIMUTAys, LSSGagMys
HSShftTq, YawBrMxn, YawBrMyn, NcIMUTAxs, NcIMUTAys, LSSGagMys
HSShftTq, TwHt2ALxt, YawBrMxn, YawBrMyn, NcIMUTAxs, NcIMUTAys, LSSGagMys
HSShftTq, TwHt2ALxt, YawBrMxn, YawBrMyn, NcIMUTAxs, NcIMUTAys, LSSGagMys, LSSGagMzs
HSShftTq, LSSGagMza
HSShftTq, NcIMUTAxs, LSSGagMya
HSShftTq, TwHtlMLxt, NcIMUTAxs, LSSGagMza
HSShftTq, YawBrMxn, NcIMUTAxs, LSSGagMys, LSSGagMya
HSShftTq, YawBrMxn, NcIMUTAxs, NcIMUTAys, LSSGagMys, LSSGagMya
HSShftTq, YawBrMxn, YawBrMyn, NcIMUTAxs, NcIMUTAys, LSSGagMys, LSSGagMya
HSShftTq, TwHt2ALxt, YawBrMxn, YawBrMyn, NcIMUTAxs, NcIMUTAys, LSSGagMys, LSSGagMya
HSShftTq, RootMycl, RootMyc2, RoocMyc3
HSShftTq, NcIMUTAxs, RootFxcl, RootFxc2, RootFxc3
HSShftTq, YawBrMxn, NcIMUTAxs, RootMycl, RootMyc2, RootMyc3
HSShftTq, YawBrMxn, NcIMUTAxs, NcIMUTAys, RootMycl, RootMyc2, RootMyc3
HSShftTq, YawBrMxn, NcIMUTAxs, NcIMUTAys, LSSGagMys, RootMycl, RootMyc2, RootMyc3
HSShftTq, YawBrMxn, YawBrMyn, NcIMUTAxs, NcIMUTAys, LSSGagMys, RootMycl, RootMyc2, RootMyc3
HSShftTq, TwHt2ALxt, YawBrMxn, YawBrMyn, NcIMUTAxs, NcIMUTAys, LSSGagMys, RootMycl, RootMyc2,
RootMyc3
/Jo
0488
0,592
0,019
0395
0,508
0,559
0,591
0,602
0,607
0,610
0300
0,522
0,529
0460
0493
0,602
0,607
0346
0424
0,553
0,566
0,594
0,603
0,609
Classe
IV
V
Cas
2
3
4
5
6
7
8
2
3
4
5
6
7
8
Capteurs
HSShflTq, SpnlMLybl, SpnlMLyb2, SpnlMLyb3
HSShflTq, NcIMUTAxs, Spn3ALxbl, Spn3ALxb2, Spn3ALxb3
HSShflTq, TwHtlMLyt, YawBrMxn, Spn3ALxbl, Spn3ALxb2, Spn3ALxb3
HSShftTq, TwHtlMLxt, YawBrMxn, NcIMUTAxs, Spn3ALxbl, Spn3ALxb2, Spn3ALxb3
HSShflTq. YawBrMxn, NcIMUTAxs, NcIMUTAys, LSSGagMys, Spn3ALxbl, Spn3ALxb2, Spn3ALxb3
HSShflTq, YawBrMxn, NcIMUTAxs, NcIMUTAys, LSSGagMys, LSSGagMzs, Spn3ALxbl, Spn3ALxb2,
Spn3ALxb3
HSShflTq, YawBrMxn, YawBrMyn, NcIMUTAxs, NcIMUTAys, LSSGagMys, LSSGagMzs, Spn3ALxbl,
Spn3ALxb2, Spn3ALxb3
HSShflTq, Spn2AoAl, Spn2AoA2, Spn2AoA3
HSShflTq, NcIMUTAxs, Spn2AoAl, Spn2AoA2, Spn2AoA3
HSShftTq, NcIMUTAxs, Spn3ALxbl, Spn3ALxb2, Spn3ALxb3, Spn2AoAl, Spn2AoA2. Spn2AoA3
HSShftTq, TwHtlMLyt, YawBrMxn, Spn3ALxbl, Spn3ALxb2, Spn3ALxb3, Spn2AoAl, Spn2AoA2, Spn2AoA3
HSShftTq, TwHtlMLxt, YawBrMxn, NcIMUTAxs, Spn3ALxbl, Spn3ALxb2, Spn3ALxb3, Spn2AoAl, Spn2AoA2,
Spn2AoA3
HSShftTq, YawBrMxn, NcIMUTAxs, NcIMUTAys, LSSGagMys, Spn3ALxbl, Spn3 ALxb2, Spn3ALxb3, Spn2AoAl,
Spn2AoA2,Spn2AoA3
HSShftTq, YawBrMxn, NcIMUTAxs, NcIMUTAys, LSSGagMys, LSSGagMzs, Spn3ALxbl, Spn3ALxb2,
Spn3ALxb3, Spn2AoAl, Spn2AoA2, Spn2AoA3
Ho
0353
0,534
0,574
0,592
0,620
0,627
0,634
0.264
0,449
0,538
0,575
0,596
0,621
0,629
TABLEAU 2.2: La distance à l'inobservabiHté pour les capteurs de classe I-V, avec 1-8 types de
capteurs
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2.2.1.2 La recherche dirigée, selon l'observabilité modal
Une recherche à travers toutes les combinaisons possibles de capteurs serait hasardeuse et
comprendrait beaucoup de calculs à faire. L'idée d'une recherche dirigée est d'apporter une
connaissance physique dans la recherche pour limiter les options. On se sert de l'observabilité
des modes du système comme guides dans l'emplacement des capteurs, continuant à ajouter
les capteurs appropriés jusqu'à ce que tous les modes soient observables au degré stipulé. La
méthode est résumée par les étapes suivantes :
1. Identifier les capteurs possibles pour l'éolienne en question. Cette décision tient compte
de l'emplacement des capteurs et de leur fiabilité ;
2. Pour chaque combinaison des mesures identifiées dans 1, construire dans FAST un modèle
linéaire en variables d'états qui représente la dynamique de l'éolienne et son effet sur les
mesures.
(a) Si le nombre de combinaisons est trop élevé, choisir quelques combinaisons « in-
tuitives > qui mesurent les quantités qui sont influencées par les parties de la dyna-
mique de la machine qu'on veut mesurer ;
(b) Calculer l'observabilité modale pour chaque combinaison ;
(c) Ajouter ou enlever les capteurs jusqu'à ce que l'observabilité modale soit forte pour
tous les modes d'intérêt.
3. Comparer la distance à l'inobservabilité entre les combinaisons de mesures de l'étape 2
ou 2c;
4. Choisir la combinaison des mesures pour laquelle la distance à l'inobservabilité est la
plus élevée ;
5. Vérifier que les déplacements de la structure et les variations du vent sont bien esdmés
par un estimateur qui utilise la combinaison de mesures choisie dans l'étape 4.
L'étape 2c prend de l'intuition physique et peut nécessiter du tâtonnement s'il n'est pas clair
quel capteur donnerait la meilleure information sur la dynamique d'un mode quelconque. Le
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Mode
La flexion transversale de
la tour
La tour - flexion
transversale + avant-aval
La torsion de l'arbre de
basse vitesse
La flexion des pales dans
leur dimension la plus
mince + la torsion de
l'arbre de basse vitesse
La flexion
anti-symmétrique des
pales (#1)
La flexion
anti-symmétrique des
pales (#2)
La perturbation uniforme
+ la torsion de l'arbre de
basse vitesse
Le cisaillement linéaire
dans l'axe horizontal + la
flexion transversale de la
tour
Le cisaillement linéaire
dans l'axe vertical
Le cisaillement 2p avec
max/min sur l'axe
horizontal et l'axe vertical
Le cisaillement 2p avec
max/min sur les axes à 45°
de l'horizontal/ vertical
1.1
0,012
0,037
0,456
0,399
0,006
0,001
0,882
0,001
0,007
0,067
0,066
1.2
0,565
0,347
0,509
0,448
0,025
0,324
0,882
0,006
0,015
0,492
0,492
1.3
0,044
0,070
0,782
0,692
0,184
0,163
1,568
0,242
1,015
0,298
0,298
1.4
0,044
0,412
0,782
0,729
0,205
0,206
1,568
0,243
1,016
0,388
0,388
1.5
0,597
0,723
0,835
0,777
0,225
0,530
1,568
0,248
1,025
0,814
0,814
1.6
0,597
0,727
0,835
0,778
0,325
0,655
1,568
0,317
1,944
0,996
0,996
1.7
0,597
0,951
0,836
0,802
0,338
0,683
1,568
0,318
1,944
1,055
1,055
1.8
0,597
0,952
0,836
0,803
0,726
0,997
1,568
2,889
2,051
1,510
1,511
TABLEAU 2.3: Les observabilités modales des réseaux de la classe I et à distance maximale de
l'inobservabilité
tableau 2.3 se sert des connaissances de la section précédente pour démonter le concept de la
recherche dirigée, mettant en évidence l'influence de chacun des capteurs de la classe I sur
l'observabilité des modes du système. Les cas sont numérotés selon leur ordre dans le ta-
bleau 2.2 (point de fonctionnement : vitesse de vent de 12 m-s"1 et angle collectif de calage
de 4,69°). Chaque mode est décrit par ses degrés de liberté les plus actifs et les observabilités
modales sont normalisés par rapport au cas où on mesure l'état au complet et tous les états de
la perturbation.
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Commençant par la mesure seule du couple sur l'arbre de haute vitesse, 1.1, on voit une
observabilité assez forte dans le mode qui correspond à la perturbation uniforme et la torsion
de la transmission et une observabilité moyennement forte dans les modes de flexion collectifs
des pales et de torsion de la transmission. Ce résultat est anticipé parce que le couple est
sensiblement influencé par la vitesse du vent et un peu moins influencé par la torsion de la
transmission. La flexion des pales produit les variations dans le couple à cause du composant
de l'accélération des pales qui réside dans un axe tangentiel à la rotation du rotor quand l'angle
de calage est non nul. Quand on ajoute une mesure de l'accélération de la nacelle dans la
direction transversale, 1.2, on devient mieux capable d'observer les motions de la tour et, ce qui
est intéressant, on détecte aussi un peu de la variation 2p dans le vent. 1.3 enlève la mesure de
l'accélération de la nacelle et ajoute les mesures de couple dans l'enroulement d'embardée (dans
l'axe parallèle à la direction du vent) et de couple dans l'enroulement principal du rotor dans
l'axe horizontal. La perturbation uniforme et les cisaillements verticaux sont maintenant bien
détectés et la mesure du couple sur l'arbre de haute vitesse continue à donner de l'information
sur la torsion de la transmission et la flexion collective des pales. En ajoutant l'accélération en
avant-aval de la tour, 1.4 détecte mieux la motion de la tour en avant-aval et ajoute un incrément
à l'observabilité de tous les modes. La réinstallation de la mesure de l'accélération transversale
de la tour en I.S regagne l'observabilité des modes de la tour et ajoute à l'observabilité des
modes antisymétriques des pales. Avec six mesures ou plus, les capteurs de la classe I détectent
effectivement tous les modes du système.
23 Les conclusions
La distance à l'inobservabilité est une mesure quantitative de l'effet des erreurs de modélisation
sur la précision des estimations des états d'un système dynamique. En complément à une ana-
lyse du gramian d'observabilité pour déterminer l'observabilité des modes du système, la me-
sure est un outil puissant dans la sélection des capteurs pour les systèmes d'estimation d'états.
On trouve les combinaisons avec une forte distance à l'inobservabilité dans toutes les classes
des réseaux et donc toutes les classes permettent l'estimation précise des états de la structure
et des perturbations dans les vitesses du vent. Il est probable que les capteurs de la classe I
sont les plus intéressants d'un point de vue de l'implantation et, du nombre de combinaisons
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qui possèdent une forte distance à l'inobservabilité, on voit que cette classe permet un degré
de liberté dans la conception des systèmes de mesures. Il serait donc possible d'exploiter cette
liberté dans l'optimisation du coût, de la fiabilité, ou des détails dans l'implantation du système
de mesures.
Il est intéressant de noter que la distance à l'inobservabilité change très peu quand on met
les capteurs à l'extérieur de la nacelle. Il n'y a, donc, pas besoin de développer ce type de
capteur pour faire la commande individuelle du calage des pales.
CHAPITRE III
L'ESTIMATION DES ÉTATS
Ce chapitre explique les principes de l'estimation des états. La section 3.1 aborde le concept
théorique, puis illustre les suppositions qui mènent aux formes de l'observateur optimal, du
filtre de Kalman et d'un filtre robuste. On discute dans le développement de chaque type
d'estimateur les méthodes pour tenir compte des erreurs de modélisation, ainsi que la démarche
de concevoir, d'optimiser et d'implanter l'estimateur en temps réel. La section 3.2 donne les
détails de l'interface des estimateurs avec le code HAWC2 et la section 3.3 compare la perfor-
mance des estimateurs en simulation HAWC2. Les développements théoriques sont généraux
et s'appliquent à tout modèle en variables d'états ; cependant, tout résultat se sert du système
augmenté afin de pouvoir estimer les états de la perturbation en même temps que d'estimer les
états de la structure.
3.1 La théorie de l'estimation des états
L'estimation des états permet de trouver la valeur la plus probable d'une variable, ou état,
inconnue, selon les mesures bruitées. Le concept est basé sur les modèles de l'effet de l'état
sur les mesures et sur un modèle de l'évolution de l'état dans les intervalles entre les mesures.
Comme il n'est ni souhaitable, ni pratique, d'enregistrer beaucoup de données, les algorithmes
d'estimation des états sont mis en forme recursive, ce qui leur permet d'encapsuler de manière
implicite les données antérieures. Dans la section 3.1.1, on montre l'estimation recursive d'un
état constant, à partir d'une série de mesures bruitées. La section 3.1.2 incorpore l'évolution des
états dans les intervalles entre mesures et montre le developpment du filtre de Kalman. Dans la
section 3.1.3, on réduit la sensibilité du filtre aux erreurs de modélisation et dans la section 3.1.4
on démontre une structure qui prend considérablement moins de calculs en temps réel. La
section 3.1.5 adopte une approche alternative, qui tient compte des erreurs de modélisation dès
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le début dans la conception de l'estimateur, ceci aux dépens d'une augmentation des calculs en
temps réel.
3.1.1 L'estimation par la méthode des moindres carrés
Cette section et la suivante tirent leur structure du développement du filtre de Kalman dans
la référence 68. Le développement commence par l'estimation recursive d'un état constant à
partir d'une série de mesures bruitées.
Soit un état constant et inconnu, x et les vecteurs des mesures, yk, qui deviennent disponibles
aux instants k. Supposant une relation linéaire entre l'état x et les mesures yk et un vecteur du
bruit, v*, un estimateur récursif pour x prend la forme :
\ (3.1)
où l'estimation est réactualisée avec la nouvelle information apportée par chaque mesure. Le
but est donc de concevoir le gain de l'estimateur, Kk, tel que l'erreur est minimisée chaque
fois que l'estimation est réactualisée. On exprime comme matrice Pk=E [{x—£k)(x—Xk)T] la
covariance des erreurs d'estimation, où £[•] indique la valeur anticipée. L'objectif est donc de
trouver le xk qui minimise la trace de la covariance (la somme des variances des erreurs) avec
chaque nouvelle mesure. De l'équation (3.1),
X-Xk =ek = {I-KkCk)ek..x -Kkvk (3.2)
h =E [(I-KkCjEk-^il-KkCk)7-
{l-KkCk)ek-XvTkKl -KkvkETk_x{l-KkCk)T+KkvkvrkKkT].
Comme l'erreur d'estimation, sk-\ est indépendante de vk et substituant E[vjfcv£] = Rk, on ob-
tient une recursion pour fy :
Pk = (/ - KkCk)Pk-i (/ - KkCk)T + KkRkKl.
Avec chaque nouvelle mesure, la covariance de l'erreur dépend du gain de l'estimateur, Kk
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et de la variance des mesures. Le gain optimal découle de dTt{Pk)/dx'k = 0 au moyen de
l'identité dTr(ABAT)/dA = 2AB, qui tient quand B est symmétrique :
= 0 = 2(7 - KkCk)h-i (~CTk) + 2KkRk.
Enfin, Kk = Pk-iCk(CkPk-iCk+Rk)~l • Comme on a posé le gain comme solution aux moindres
carrés des variances, on appelle ce gain l'optimal selon le critère des moindres carrés et on
l'applique dans les cas où on cherche à réactualiser une estimation de l'état constant à partir des
mesures bruités. Prenant la valeur anticipée de (3.2), on voit que la valeur anticipée de l'erreur
de l'estimation sera zéro si {v*} est un processus à moyenne nulle et si l'estimation initiale est
égale à je.
3.1.2 Le filtre de Kalman
La section précédente a montré une méthode optimale pour réactualiser l'estimation d'un
état constant à partir de nouvelles mesures. Les mêmes principes sont valides dans l'estimation
de l'état d'un système dynamique en variables d'états, mais il faut une deuxième étape dans
l'estimation pour extrapoler l'état dans les intervalles entre les mesures. Nous supposons que le
système dynamique est représenté par :
xk =Ak-\Xk~\
où Wk est un vecteur des bruits sur les états, ce qui représente les effets de la dynamique
non modélisée et des perturbations. Le fait que le système soit linéaire implique, si {wk}
est un processus à moyenne nulle, non corrélatif, à distribution Gaussienne et à covariance
Q, que {xk} soit aussi un processus Gaussien, non corrélatif et à moyenne nulle. À cause
de la propriété Gaussien de {**}, sa moyenne, Xk est coïncidente avec sa valeur anticipée et
donc Xk = Ak-iXk-i +Bk-\Uk-i- Le but de l'estimation des états est d'approximer la valeur
anticipée des états, donc on met la valeur initiale de l'estimation de l'état égale à la valeur
anticipée de l'état au temps initial pour que la valeur anticipée de l'estimation suive celle de
l'état, Le. Jfc = Ak-\&k-\ +#*-!«*-!• La covariance du processus aléatoire, {xk — &}, évolue
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dans les intervalles entres les mesures selon :
E[(xk-xk){xk-Xk)T] =
-iwifc.-i + termes composés],
où (a)(---) indique (a)(a). Les termes composés sont nuls en évaluant la valeur anticipée
parce que la valeur de (xk-i — &-i) est indépendante de wk et donc la covariance de (** — JE*)
l k - i . Avec la notation suivante (voir la figure 3.1) :
X£ = L'estimation a priori = E [xk\y\ ,y2,..., yk-i]
x£ = L'estimation a posteriori = E [xk\yi ,y2, • • • ,?*]
P^ = La covariance des erreurs a priori = E [(xk —^)(xk—Xk"f\
Pk+ = La covariance des erreurs a posteriori — E [{xk—$£) (xk — $£)T],
où E[a\b] indique la probabilité conditionnelle de l'événement a, étant donné b, le filtre de
Kalman synthétise l'estimation des états d'un système dynamique :
j £ Wi 0.3a)
P+ = (/ - KkCk)Pk-(I - KkCkf + KkRkKl (3.3b)
Kk = PkCk(CkP^Ck+Rk)-1 (3.3c)
4 (3.3d)
(3.3e)
L'établissement des fondations théoriques du filtre de Kalman demande une discussion de
l'implantation. D'abord, il y a la question d'obtenir les conditions initiales pour P et pour £.
Les conditions initiales sont plus importantes dans les problèmes à horizon finie, tandis que
l'horizon est plutôt infini dans le problème ci-présent. On met donc l'estimation, .î, initiale
à zéro et la covariance, P, initiale à la matrice nulle. Les effets transitoires et non physiques
dominent les premiers trente secondes de la simulation, alors l'évolution initiale de l'estimation
et sa covariance sont, en fait, sans rapport. Une alternative dans la condition initiale pour P
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FIGURE 3.1: La séquence des événements dans le filtre de Kalman en temps discret
serait la solution en régime permanent de l'équation Riccati à paramètres périodiques, comme
on l'illustre à la section 3.1.4, mais en pratique il n'y a aucune différence perceptible entre cette
condition et la condition de la matrice nulle.
En choisissant les valeurs de Qk et de Rk pour le système non normalisé, il est pratique de
noter qu'on peut mettre à l'identité les variances du système normalisé en temps continu, Qc/l
et Rc<n. Cette observation simplifie énormément la conception des estimateurs. Le fait se base
sur trois concepts : une évaluation des ampleurs des bruits dans le système normalisé en temps
continu ; les relations d'échelle entre les QC/i,Rc/i du système normalisé en temps continu et
les Qc,Rc du système non normalisé en temps continu; et les relations d'équivalence entre la
variance du bruit en temps continu et en temps discret.
L'ampleur des bruits Soit le système normalisé en temps continu, xn =Anxn+Bnun+wn; yn =
CnXn+DnHn+vn, comme une représentation approximative d'un système dynamique plus
complexe. Le vecteur wn représente le bruit introduit dans le système par la dynamique
et les perturbations non modélisées et vn représente le bruit des erreurs de modélisation,
des perturbations et du système des mesures. Le système étant normalisé, les éléments
des états et des mesures varient dans les sphères de rayon unitaire et les variations des
éléments des wn et vn sont d'un ordre sensiblement égal. Le bruit des mesures contribue
aussi aux variations des vn, mais, comme on verra par la suite, ces variations deviennent
nulles dans la limite du temps continu.
Les relations d'échelle Les gains de l'observateur sont optimaux en tant qu'ils minimisent un
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coût quadratique : /0°° [^Qc^n+yfiRc,nyn\ dt. À partir de cette formulation des gains
et à partir de la définition des transformations normalisantes, on voit que les covariances
dans le système non normalisé en temps continu sont Qc = NxQCjnNx et Rc — NyRCtnNy.
La formulation en termes du coût quadratique met en évidence aussi que les gains opti-
maux sont indépendants des transformations scalaires des covariances, le. les gains sont
indépendants de la valeur scalaire, a, quand QCji,Rc,n sont remplacés par aQc^,aRc,n-
Comme les ampleurs des variances des termes dans les vecteurs wn et vn sont tous du
même ordre, il est admissible donc de mettre, tout simplement, les termes diagonaux
des QcA et Rç^ à un et les autres à zéro, supposant que les sources du bruit sont, grosso
modo, indépendantes.
L'équivalence temps continu - temps discret Le bruit est strictement un phénomène en temps
discret. Néanmoins, le bruit permet une approximation en temps continu si on dimi-
nue la largeur des variations en augmentant leur ampleur. Les développements dans les
références 61 et 68 démontrent que Qk -> QcAt et Rk -*• Rc/At quand Ai -»• 0. Ce sont
donc les relations qui déterminent les covariances des états et des sorties du système non
normalisé en temps discret à partir des transformations normalisantes. Justement, les
covariances du filtre de Kalman prennent les valeurs Qk = Nxàt et Rk = Ny/At. De la
relation dans R, on voit aussi la justification de la revendication, ci-haut, que le bruit du
système des mesures devient nul en temps continu parce que Rc —» 0 quand At —»• 0.
Implanté de cette façon, le filtre de Kalman est l'estimateur optimal, tenant compte de toutes
les mesures à partir de t = 0. Les prochaines sections illustrent deux variations du concept
qui augmentent la robustesse des estimations par rapport aux erreurs de modélisation et qui
augmentent l'efficacité du calcul des estimations.
3.1.3 L'estimation à réponse impulsionnelle finie
It has been a general rule of thumb that the [Finite Impulse Response] FIR struc-
ture filter is more robust against numerical errors than the infinite impulse response
(HR) structure filter, which utilizes all measurements on the infinite interval[69'70].
Le filtre de Kalman est conçu de manière qu'il met les poids égaux sur toutes les mesures
jusqu'au temps initial, (y*,... ,yo). Cependant, les perturbations persistantes et les erreurs de
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modélisation diminuent la certitude avec laquelle les mesures antérieures déterminent la proba-
bilité de l'état présent du modèle. La précision de l'estimateur est donc souvent améliorée si on
limite le poids qu'on met sur les mesures antérieures (voir les références. 61 et 68, pp. 280-287
et 208-212, resp.). Le filtre de Kalman à réponse impulsionnelle finie est une implantation
commune du concept de limiter l'effet des mesures antérieures, car il consiste à modifier tout
simplement l'équation (3.3a) en multipliant le terme APAT par un scalaire, s et de suivre donc
les autres étapes du filtre de Kalman comme présentées ci-dessus. Le paramètre d'oubli, s>l,
a l'effet que RJ = ^~jRj pour j = k,k - 1,it — 2,. . . , où Rj est une covariance effective des
mesures au pas de temps passé, j . Le filtre met donc de moins en moins de poids sur les me-
sures antérieures en fonction de leur distance au présent ; le taux de l'oubli est gouverné par
le paramètre, s. D'un point de vue déterministe, le filtre à réponse impulsionnelle finie met
plus de poids sur le vecteur des mesures et moins de poids sur le modèle dynamique, ce qui est
équivalent à augmenter le bruit du processus gfc (e.g. Réf. 68).
3.1.4 L'observateur optimal LTP
De la formulation du filtre de Kalman on voit que le gain est indépendant des états et des
mesures, ce qui présente la possibilité de calculer en avance les gains du filtre s'il est possible
de stipuler en tout temps l'évolution des A& et des C*. Le problème de trouver P est formulé
en termes de l'équation différentielle de Riccati, P-AP + PA7 -PCTR~lCP + Q en temps
continu. Si les paramètres de A(t) et de C(t) sont indépendants du temps [périodiques], la
solution atteint, en régime permanent, une solution constante [périodique], où la croissance de
l'incertitude dans l'estimation, Q, est juste compensée par l'amortissement du système, A et
par la nouvelle information des mesures, PCTR~lCP (voir Réf. 61, p. 142). On peut diminuer
la sensibilité des paramètres de l'observateur optimal par rapport aux erreurs de modélisation
en augmentant le bruit qui agit sur les états, Q. La matrice K = PCTR~X, qui est constante ou
périodique, est le gain de l'observateur optimal. L'observateur optimal a la dynamique suivante
en temps continu :
=A(t)x{t) +B(t)u(t) +K(t){y-Ot).
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Afin d'éviter l'intégration en temps réel, on pose la dynamique de l'observateur plutôt en temps
discret. La performance de l'observateur est limité par le besoin de stipuler l'évolution des A* et
des Ck en tout temps, parce que ça limite, effectivement, la validité de l'observateur à un point
de fonctionnement.
Les calculs dans la conception de l'observateur
Une intégration Runge-Kutta à pas fixe donne une solution précise pour l'équation Riccati
avec des paramètres périodiques quand la résolution azimutale du modèle LTP est > 100/27C
rad"1. Il a été suggéré que la solution atteint plus rapidement sa valeur finale si on prend comme
condition initiale la solution à l'équation algébrique de Riccati avec les paramètres des matrices
du système évalués à t = 0[22], mais la solution est stable pour toute condition initiale qui est
positive semi-définie. Si on trouve P au moyen des matrices du système normalisé, le gain de
l'observateur du système non normalisé est égal à : N^P^XN^C^Nj^R^Ny1.
3.1.5 L'estimation des modèles incertains
Les données et le modèle dynamique qu'on attribue aune éolienne ne sont qu'une manifesta-
tion de la dynamique incertaine et des propriétés incertaines de la structure et de l'aérodynamique.
Le filtre robuste permet de garantir la performance du filtre si on donne les bornes pour l'incertitude
dans les paramètres du modèle. Il existe plusieurs formulations de filtres robustes, mais celle de
la référence 71 est une des seules à être faisable pour l'estimation en temps réel, car elle évite
les conditions d'existence qui limitent l'applicabilité de la plupart des autres filtres robustes. Le
filtre part des mêmes principes que le filtre de Kalman : il réactualise l'estimation, .Ç, à partir
des mesures, y&, de manière que la nouvelle estimation minimise un coût quadratique. Pourtant,
dans le cas du filtre robuste, le coût est posé comme jeu à deux joueurs, avec les erreurs de
modélisation qui cherchent à maximiser le coût et l'estimation qui cherche à le minimiser :
max [ H * ! # _ i H , * i }
AC*'
\\yk-Ck{A&k + H-,)H*.,],
où ||JC||^ indique une norme vectorielle pondérée, xTMx. Le filtre de Kalman suppose que le
modèle est tout à fait certain (AAk-i,&Ck = 0 V k), tandis que le filtre robuste suppose que
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les erreurs de modélisation vont avoir le pire effet possible. La solution au problème du filtre
robuste est fonction d'un paramètre scalaire, Â* et des incertitudes dans le modèle en variables
d'états, [ A (QAjt-i ) AC* ] = MkSk [ Ea,* Egjk ] > où Mk détermine les colonnes incluses dans
l'incertitude et ||5^|| < 1 est un facteur arbitraire et les Eajc,Eg!k représentent les incertitudes
dans le modèle (voir Réf. 71, tableau 1 pour les détails). Les différences entre le filtre robuste
et le filtre de Kalman se manifestent dans le fait que le filtre robuste change non seulement les
covariances, Q et R, mais aussi la matrice d'états, A&_i, qui sert dans l'extrapolation de l'état
dans les intervalles entre les mesures, (3.3d). L'effet total est que les erreurs de modélisation
tendent moins à déstabiliser le filtre robuste qu'elles le font au filtre de Kalman. Cependant,
à chaque pas de temps il faut calculer l'inverse de cinq matrices dans la formulation du filtre
robuste, tandis que le filtre de Kalman ne prend qu'une inversion.
La référence 72 a démontré la possibilité que la performance de ce filtre robuste soit pire
que la performance de l'observateur et du filtre de Kalman quand il n'est pas possible de stipu-
ler avec précision les bornes des incertitudes. Il est assez simple d'ajuster la formulation des
erreurs de modélisation pour les modèles LTI à dimension réduite, comme démontré dans la
référence 71, mais les incertitudes d'un modèle aéroélastique d'une éolienne sont assez com-
plexes et il faudrait considérablement d'analyse pour déterminer la meilleure formulation des
incertitudes dans le modèle. Comme on verra, la performance du contrôleur n'est pas limitée par
l'algorithme d'estimation, donc on préfère dédier un effort au développement des algorithmes
de contrôle qu'à l'optimisation du filtre robuste.
3.2 L'estimation des états dans l'environnement HAWC2
On a mis les algorithmes d'estimation de la section précédente dans une bibliothèque de
liens dynamiques (DLL), ce qui permet d'échanger les variables avec le code HAWC2 pendant
son opération. Quand HAWC2 commence, il crée un lien à la DLL, puis il fait des appels à la
DLL régulièrement pendant la simulation. La section 3.2.1 explique l'initialisation des codes
d'estimation et la section 3.2.2 donne les détails des événements à chaque appel à la DLL.
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3.2.1 L'initialisation
La DLL détecte le premier pas de temps, ce qui déclenche la lecture des fichiers en format
binaire pour établir les paramètres des modèles et de l'algorithme d'estimation. La lecture
suit le type du filtre : pour l'observateur, l'entrée est la représentation en temps discret de la
dynamique de l'observateur et pour le filtre de Kalman, l'entrée consiste de la représentation en
temps discret du système aéroélastique, les variances des bruits et le paramètre d'oubli.
La dynamique aéroélastique est fonction du point de fonctionnement, donc l'estimateur est
conçu pour interpoler entre les modèles périodiques aux divers points de fonctionnement (voir
la section 3.2.2). Tous les modèles et les paramètres sont donc fonction du point de fonction-
nement et sont enregistrés par la DLL comme matrices avec une dimension correspondante aux
indices qui caractérisent le point de fonctionnement. Quand l'éolienne est dans la région m, le
point de fonctionnement est caractérisé par la demande de l'angle collectif de calage et quand
l'éolienne est dans la région II, on caractérise le point de fonctionnement par la vitesse du rotor,
filtrée par un filtre de premier ordre pour éviter les excursions rapides. L'opération à vitesse va-
riable et la contrainte d'un pas de temps fixe fait que les modèles en variables d'états ne sont pas
tous sur les mêmes intervalles dans l'azimut du rotor. Dans l'implantation présente, on fait une
simple interpolation pour mettre tous les modèles sur les mêmes intervalles dans l'azimut ; les
autres alternatives sont de traiter les matrices à dimension variable, ou de transformer le système
en format LTI au moyen d'une transformation Coleman et d'éviter donc toute interpolation en
azimut.
3.2.2 Les événements en temps simulation
À chaque appel à la DLL, les variables de HAWC2 sont rendues disponibles aux modules
de cette bibliothèque. Cette section explique les variables qui sont échangées et les procédures
qui agissent à chaque pas de temps.
L'ordonnancement en point de fonctionnement
Le contrôleur central de l'éolienne donne des références de couple et d'angle collectif du ca-
lage à partir d'une valeur filtrée de la vitesse du rotor. On ordonnance les paramètres du modèle
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et de l'estimateur selon la valeur filtrée de la vitesse du rotor quand la vitesse est inférieure à
la vitesse nominale et selon la demande de l'angle collectif du calage quand cette demande est
non nulle. Dans les deux régions, respectivement, les points de fonctionnement sont indexés en
vitesse, vitesse(l)... vitesse(y) et en angle collectif du calage, acc(l)... acc(£). Le traitement de
la transition entre les deux régions est légèrement délicat parce qu'il n'est pas garanti que les
bornes des deux régions soient coïncidentes. Soit, par exemple, une transition entre la région
ordonnancée en angle de calage et la région ordonnancée en vitesse du rotor quand l'angle de
calage vient tout juste de tomber à zéro mais quand la vitesse du rotor (filtrée) est déjà inférieure
à la vitesse du rotor stipulée pour la transition : au dernier pas de temps dans la région en calage,
les paramètres dans la DLL prennent les valeurs au point de fonctionnement acc(l)=vitesseO')-
Au prochain pas de temps, la DLL change à la région de vitesse et fait une interpolation à la vi-
tesse filtrée, qui est inférieure à la vitesse au point de fonctionnement vitesse(y). Ce saut donne
lieu à un saut dans les paramètres dans la DLL, ce qui agit comme impulsion à l'estimateur et
qui produit les excursions non physiques des estimations. Afin d'éviter ces sauts, on a implanté
une méthode d'interpolation qui détecte les transitions entre les régions et qui fixe une nouvelle
borne pour la nouvelle région. Dans le cas des transitions ci-dessus, la borne supérieure de la
région de vitesse sera redéfinie comme la valeur filtrée de la vitesse du rotor au moment de la
transition, ce qui évite le saut dans les paramètres. Il faut aussi éviter un saut au retour, donc on
déplace la borne vers sa valeur nominale et on le fait dans un intervalle qui est environ la moitié
du temps caractéristique des variations de la vitesse du rotor.
La synthèse du bruit
À chaque mesure est attribué un rapport signal sur bruit (SNR) en décibels (dB) selon la
puissance du signal. Comme les puissances des signaux ne sont pas connues avant la simulation,
on calcule leurs variances dans l'intervalle t = 30—40 secondes, quand la simulation commence
à s'établir autour des valeurs nominales. L'écart type du bruit, GbruU, qui correspond à un SNR
et à un écart type d'un signal, o^snai, est :
Obmit = Signal/\J'l0,
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La DLL produit un nombre aléatoire à distribution Gaussienne, avec variance unitaire pour
chaque signal à chaque appel. Chaque signal a son propre générateur de nombres aléatoires pour
assurer que les séquences soient indépendantes et qu'il n'y ait aucune corrélation temporelle
dans les nombres aléatoires. On multiplie les nombres aléatoires par leurs variances avant de
les ajouter aux mesures comme bruit.
L'estimation
Le module estimation de la DLL calcule les estimations des états, ainsi que les estimations
de la vitesse du vent à chaque pale et les angles d'attaque aux points sur les pales. La structure
de l'implantation suit les algorithmes d'estimation de la section 3.1. Les entrées au module es-
timation sont les mesures bruitées du pas actuel, les mesures des angles de calage (non bruitées)
du dernier pas de temps et l'estimation des états du dernier pas de temps. On enlève les valeurs
nominales de tous les états, perturbations, mesures et entrées, on estime les perturbations au-
tour des valeurs nominales, puis on rajoute les valeurs nominales avant d'enregistrer les résultats
dans un fichier et avant de calculer les vitesses du vent et les angles d'attaque sur les pales.
Les états, z, de la perturbation sont une mesure de la distribution du composant longitudinal
des vitesses du vent dans le rotor. L'estimation de la vitesse du vent, z*e, à un rayon donné, r et
à azimut, y, est :
Ue(r,v) = uOp+zi +— uOp(-Z2smY+Z3COS\if+Z4Cos{2yf)+Z5sm(2\/)),
où les composants de la perturbation sont la variation uniforme, le cisaillement linéaire dans
l'axe horizontal, le cisaillement linéaire dans l'axe vertical, la variation 2p cosinusoïdale et la
variation 2p sinusoïdale (voir la section 1.3.3). L'azimut prend les valeurs positives en tournant
dans le sens antihoraire d'un point de vue sur la nacelle, avec y = Q dans le haut du rotor. La
vitesse relative de l'écoulement et l'angle d'attaque sont fonctions de la vitesse de rotation, de
l'estimation de la vitesse du vent et de la vitesse locale de la pale à cause de ses déplacements,
comme le démontre la figure 3.2 dans le cas où la pale est orientée dans la direction verticale.
Quand l'angle d'embardée, y, est non nul, l'angle d'attaque et la vitesse relative de l'écoulement
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Plan du rotor, sans embardée
FIGURE 3.2: L'estimation de l'angle d'attaque
sont fonctions de l'azimut :
vx( \j/) = Çlrcos y+v/i cos ( — — ycos y—6 J
( IE \
— — ycos y— 6)
%; J3 = arctan(vy/vx) - ycos y ; oc = jS - 6.
Pourtant, on ne connait jamais l'angle y avec précision, donc on suppose ici que y = 0. Les
simulations justifient cette supposition parce que les états de la perturbation détectent, dans une
certaine mesure, la variation des vitesses relatives dans les conditions où y / 0.
La dynamique de la circulation autour des pales est forcée par les variations dans la vitesse
relative de l'écoulement et les variations de l'angle d'attaque, comme l'explique la section 1.1.1.
Hansen et. a/[18] ont démontré que les effets des variations dans la circulation permettent une
modélisation en termes d'un angle d'attaque équivalent, Gfe, quand l'écoulement reste attaché à
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la pale :
= «3/4(1 -A i -A 2 ) +*i +x2
xi + y ( h + ^ \ xi = biA^-a3/A; i = 1,2 (3.4)
Les paramètres, A,- et bt sont les propriétés connues d'un profil aérodynamique, c est la corde
du profil et 0(3/4 e s t l'angle d'attaque au point à 3/4 de la corde, ce qui comprend les effets de la
déflexion vers le bas dans l'écoulement, w3/4 et de la vitesse de rotation de la pale autour de son
axe de calage. En tout, W3/4 = — c/AB — 3àc/4. La physique de l'aérodynamique transitoire
donne un retard entre l'angle d'attaque et l'angle d'attaque équivalent Le retard a deux temps
caractéristiques, qui correspondent à*i et X2; un qui représente la dynamique dans l'évolution
de la circulation autour du profil et un qui représente le couplage entre le profil et les tourbillons
déclenchés du bord de fuite. En pratique, les équations (3.4) sont raides, ce qui fait qu'il est
mieux de les solutionner en format indiciel (voir e.g. Réf. 18).
L'évolution de <XE détermine aussi l'établissement des conditions de la séparation dyna-
mique, ce qui souligne la possibilité intéressante de prévoir la séparation et, idéalement, de
l'éviter au moyen des actions de contrôle. Les résultats démontrent, cependant, que les estima-
tions de l'angle d'attaque ne sont pas encore assez précis pour ce faire, à cause de l'approximation
de l'équilibre dans l'ombrage. Il faut, donc, plus de travail sur le modèle aéroélastique avant
d'implanter la détection des conditions de séparation dynamique.
3.3 Les résultats
Cette section présente la performance des observateurs et des filtres de Kalman dans les
conditions déterministes et turbulentes, sans l'action de la commande individuelle de l'angle de
calage. La source des résultats numériques est le modèle LTP de la section 1.3.3; on pose le
modèle en temps continu et l'augmente par la dynamique des perturbations. On ordonnance les
filtres de Kalman selon la vitesse du rotor et les demandes de l'angle collectif de calage. Le pas
de temps dans les simulations et dans les modèles en variables d'états en temps discret, est de
12,4 ms et les points de fonctionnement pour les modèles, selon la vitesse du rotor (RPM) et
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l'angle collectif de calage (°), sont les suivants: (10,1,0), (12,1,0), (12,1,4,7), (12,1,10,8),
(12,1,15,2) et (12,1,18,9). Les vitesses du vent à chaque point de fonctionnement sont de 9,
11,2,12,15, 18 et 21 ms" 1 , respectivement. L'observateur ne permet pas l'ordonnancement,
parce sa structure suppose une évolution déterministe dans les paramètres du modèle en va-
riables d'états. On choisit donc le modèle de base dans l'observateur comme celui au point de
fonctionnement à une vitesse uniforme de 15 ms" 1 , puis on l'applique dans toutes les simula-
tions. Le contrôleur de couple et d'angle collectif de calage, ainsi que les modules d'estimation,
prennent comme entrée une valeur filtrée de la vitesse de rotation du rotor. On stipulait un temps
caractéristique pour ce filtre de premier ordre de 0,6 s, ce qui donne un point -3dB à 0,25 Hz, qui
est à environ 1/4 de la fréquence de vibration des pales dans le sens de leur corde. On calcule
l'angle d'attaque et la vitesse relative de l'écoulement à un rayon de 45 m, ce qui est à environ
3/4 R. Les traces des mesures de ces variables représentent la moyenne des valeurs retirées de
la simulation aux rayons de 35 m, 45 m et 55 m. Les valeurs pour les paramètres A,- et bu dans
l'aérodynamique transitoire, sont celles du profil Ris0 A1-A24 : (AitA2,bi,bi) =(0,294,0,331,
0,0664,0,3266). Dans tous les cas, l'estimation est basée sur les mesures suivantes : HSShftTq,
YawBrFxn, YawBrFyn, YawBrMxn, YawBrMyn, NcIMUTAxs, LSSGagMys, and RotThrust;
cette combinaison a une distance à inobservabilité de 0,605.
33.1 L'optimisation des paramètres de l'estimateur
Comme on a vu dans la section 3.1.2, l'étape de normaliser le modèle, expliquée dans la sec-
tion 2.1.3, simplifie beaucoup le choix des Q et R. De ces repères raisonnables, il est intéressant
de voir comment la performance des estimateurs change en fonction du paramètre d'oubli et
de voir comment la réponse des observateurs varie en fonction de la proportion scalaire, Q^t,
entre le Q original et le Q avec lequel l'observateur est conçu. Les figures 3.3 à 3.6 démontrent
l'effet de varier le paramètre d'oubli dans le filtre de Kalman et les figures 3.7 à 3.10 démontrent
l'effet de varier gfact- L'angle d'embardée est nul et les conditions du vent sont résumés par la
vitesse moyenne, il et l'intensité de la turbulence, /. Dans toutes les simulations où le vent est
turbulent, l'exposant du cisaillement vertical est de 0,143.
Le filtre de Kalman capte bien le fléchissement de la tour en avant-aval et le fléchissement
des pales dans leur dimension la plus mince. Les déflexions de la tour dans sa dimension trans-
versale et la torsion de la transmission sont moins bien captées, ce qui renforce les résultats
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FIGURE 3.3: L'influence du paramètre d'oubli sur la précision des estimations des degrés struc-
turels par le biais du filtre de Kalman, U =11,4 ms" 1 , /=17%
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FIGURE 3.4: L'influence du paramètre d'oubli sur la précision des estimations des conditions
dans l'écoulement par le biais du filtre de Kalman, û = 11,4 m-s"1, 7=17%
théoriques de la section 2.2.1.2, où était démontré, pour la combinaison 1.8, une faible obser-
vabilité des déflexions transversaux de la tour et du mode qui comprend la torsion de la trans-
mission et la déflexion collective des pales. La combinaison 1.8 est semblable à la combinaison
qu'on utilise ici, sauf qu'on remplace les mesures des accélérations dans le haut de la tour et
du couple dans l'enroulement d'embardée par les mesures des forces dans l'enroulement de
l'embardée et de la force du rotor dans la direction du vent. L'erreur la plus importante du filtre
de Kalman est l'écart entre les estimations et les mesures de l'angle d'attaque et de la vitesse
relative de l'écoulement à la vitesse du vent de 11,4 m-s"1. L'erreur vient de la supposition
de l'équilibre dans l'ombrage, qui fait que le modèle représente les conditions où les variations
dans la vitesse du vent au rotor produisent instantanément les variations des vitesses dans tout
l'ombrage. Ce n'est surtout pas le cas quand l'induction est haute, à cause du transport ralenti
dans l'ombrage. Par conséquent, la charge aérodynamique est plus forte que dans le cas où
l'ombrage serait en équilibre et donc le modèle produit les estimations des vitesses du vent qui
sont trop élevées.
À partir des résultats avec le filtre de Kalman, il apparaît que l'oubli des mesures antérieures
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FIGURE 3.5: L'influence du paramètre d'oubli sur la précision des estimations des degrés struc-
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FIGURE 3.6: L'influence du paramètre d'oubli sur la précision des estimations des conditions
dans l'écoulement par le biais du filtre de Kalman, û = 18 m-s"1, 7=17%
améliore la réponse dynamique de l'estimateur, aux dépens de la suppression du bruit. Ce
résultat est anticipé parce que le modèle en variables d'états néglige la dynamique de haute
fréquence, donc, plus on met du poids sur les mesures, plus on est capable de suivre la dyna-
mique à plus haute fréquence. Cependant, pondérer trop les mesures bruitées ne donne que du
bruit additionnel dans les estimations. Pour les fins de la commande individuelle du calage des
pales, il semble qu'une bande de fréquences acceptable est disponible pour le filtre de Kalman
à réponse impulsionnelle infinie.
L'observateur donne les résultats acceptables dans toutes les conditions, malgré le fait que
le modèle ne représente qu'un point de fonctionnement. Aux basses vitesses du vent, la per-
formance de l'observateur est supérieure à celle du filtre de Kalman, surtout dans l'estimation
de l'angle d'attaque. Cependant, cette performance est plutôt fortuite, car elle est le produit de
deux erreurs qui s'annulent : l'équilibre de l'ombrage et le mauvais point de fonctionnement
pour le modèle. Le filtre de Kalman suit le point de fonctionnement avec son modèle dyna-
mique de la structure et de l'aérodynamique, mais le modèle de l'ombrage n'est pas fidèle à la
physique dans les basses vitesses du vent, donc les dérivées aérodynamiques ne sont pas bonnes
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FIGURE 3.7: L'influence de la proportion scalaire, <2fact. sur la précision des estimations des
degrés structurels par le biais de l'observateur optimal, û =11,4 m-s"1, 7=17%
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FIGURE 3.8: L'influence de la proportion scalaire, fifact, sur la précision des estimations des
conditions dans l'écoulement par le biais de l'observateur optimal, U = 11,4 ms"1,7=17%
et le filtre perd sa précision. Par contre, les changements de point de fonctionnement ne sont pas
représentés par le modèle dynamique qui gouverne les estimations de l'observateur, mais, tou-
tefois, il se trouve que les dérivées aérodynamiques au point de fonctionnement de 15 ms" 1 ,
plus l'erreur du point de fonctionnement, donnent des résultats assez proches à la simulation
dans les basses vitesses du vent. Comme on préfère une approche avec plus de justification
physique, on prend donc comme standard le filtre de Kalman à réponse impulsionnelle infinie
et on ordonnance le modèle dynamique et les covariances selon le point de fonctionnement,
sachant bien que le modèle a des faiblesses par rapport au modèle de l'ombrage.
33.2 Les écoulements déterministes
On obtient un aperçu de la performance de l'estimateur en analysant sa réponse à quelques
conditions connues. Ces conditions permettent d'observer quelques effets plus subtils qu'on
verrait dans les écoulements turbulents. Ici, on explore les effets de l'obstruction de la tour,
de l'embardée et des cisaillements non linéaires. La section précédente a démontré que les
vibrations de la tour dans la direction transversale, ainsi que la torsion de la transmission ne sont
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FIGURE 3.9: L'influence de la proportion scalaire, ôfact. s u r la précision des estimations des
degrés structurels par le biais de l'observateur optimal, il = 18 m-s"1, 7=17%
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FIGURE 3.10: L'influence de la proportion scalaire, <2fact> sur la précision des estimations des
conditions dans l'écoulement par le biais de l'observateur optimal, û =18 m-s"1,1=11%
pas bien recrées par les modèles dynamiques, donc, comme ces degrés sont moins intéressants
à la CICP, on les omet des figures dans cette section.
La figure 3.11 indique que la performance de l'estimateur est relativement pauvre dans les
conditions d'embardée où l'écoulement est uniforme. L'estimation de la vitesse relative du
vent ne reproduit pas de variations importantes et il existe un retard important dans l'estimation
de l'angle d'attaque. Ces fautes pourraient être à cause du fait que le modèle dynamique ne
comprend pas les perturbations dans la direction du vent et il faudra donc explorer, dans les
travaux futurs, si l'incorporation de ce type de perturbation peut améliorer l'estimation. Il est
aussi intéressant à noter de la figure 3.11, que l'estimation du déplacement de la tour est plus
bruitée qu'elle ne l'est dans les conditions avec perturbations persistantes (cf. figs. 3.3 et 3.5).
La figure 3.12 démontre la réponse de l'estimateur dans un cisaillement non linéaire où une
moitié du rotor est dans un cisaillement linéaire avec vitesse maximale de 1,35 fois la vitesse
nominale et l'autre moitié est dans un écoulement uniforme. L'estimateur ne détecte pas la
variation rapide qui vient de l'obstruction de la tour, mais à part de ça, les composants 2p de la
perturbation suivent bien le cisaillement. La vitesse relative est légèrement sous-estimée, ce qui
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FIGURE 3.11: Les estimations par le filtre de Kalman du fléchissement de la tour en avant-aval,
du fléchissement des pales et des conditions locales dans l'écoulement autour des pales, le cas
d'un écoulement uniforme avec obstruction de la tour et 20° d'embardée, û =18 m-s"1, y = 20°
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FIGURE 3.12: Les estimations par le filtre de Kalman du fléchissement de la tour en avant-aval,
du fléchissement des pales et des conditions locales dans l'écoulement autour des pales, le cas
d'un cisaillement non linéaire, U =18 ms " 1
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FIGURE 3.13: L'aérodynamique transitoire, écoulement attaché : mesures et estimations de
l'angle d'attaque et l'angle d'attaque équivalent, û =11,4 m-s"1 et 7=17%
donne une estimation de l'angle d'attaque qui est un peu exagéré.
Une courte épreuve des effets de l'aérodynamique transitoire dans les conditions turbulentes
démontre que ces effets sont mineurs quand l'écoulement reste attaché (voir la figure 3.13). Il
se peut que ces phénomènes soient plus importants aux fréquences plus élevées que la limite
de la réponse en fréquences de l'estimateur. Les estimations représentent plutôt les conditions
locales à l'échelle de chaque pale entière, tandis que peut-être ce sont les conditions dans les
plus petites régions sur les pales qui sont plus importants dans l'aérodynamique transitoire.
3.33 Les écoulements turbulents
La section 3.3.1 a déjà donné quelques résultats de l'estimation des états dans les conditions
turbulentes. Cette section présente encore des résultats, ceux-ci des simulations de dix minutes,
dans le but de montrer les forces et les faiblesses des autres suppositions qu'on n'a pas encore eu
l'occasion de tester. On se concentre sur l'estimation des conditions dans l'écoulement, comme
ce sont ces variables qui s'avèrent les plus intéressantes par rapport aux systèmes de contrôle
qu'on explore dans le prochain chapitre.
En particulier, il y a trois conditions d'intérêt : là où la vitesse du rotor tombe en dessous de
la vitesse du premier point de fonctionnement dans l'ordonnancement des modèles en variables
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d'états, là où la vitesse du rotor dépasse de loin la vitesse nominale et là où l'estimateur est forcé
de passer entre ces deux régions d'ordonnancement. La figure 3.14 démontre que l'estimateur
reste stable dans la région des basses vitesses. La vitesse du rotor n'est pas tombée en dessous
de celle du premier point de fonctionnement (10,1 RPM) durant la simulation, mais il serait
toujours possible de définir les modèles de telle manière qu'on évite cette condition si on trouve
que ça tend à déstabiliser l'estimateur. L'important à retirer de l'opération à basse vitesse, c'est
qu'il paraît être valide d'enregistrer le modèle à une résolution azimutale moins haute que si
on divisait la rotation en pas azimutaux de même durée que le temps d'échantillonnage, ce
qui pourrait être significatif s'il existe des contraintes d'espace dans la mémoire vive du vrai
contrôleur. La vitesse du rotor dépasse de loin sa vitesse nominale dans la figure 3.16 et encore
l'estimateur reste stable, malgré l'erreur en vitesse par rapport au modèle en variables d'états.
La figure 3.16 démontre une transition entre les régions d'ordonnancement quand la vitesse du
rotor est inférieure à la vitesse nominale, ce qui démontre le succès de la stratégie de transition
qu'on a élaboré dans la section 3.2.2.
La section précédente a mis en question la validité de la réponse de l'estimateur dans les
conditions où il y a un composant non négligeable de la vitesse moyenne qui est parallèle
au plan du rotor, tel qu'est le cas dans les conditions d'embardée. La figure 3.17 confirme
l'acceptabilité de la précision des estimations dans ces conditions quand l'écoulement est tur-
bulente. Il apparaît que la perturbation persistante influence, en général, les estimations de
manière positive. Aussi à noter dans ces simulations de plus longue durée est que le filtre de
Kalman n'ajoute point au temps de calcul de la simulation, donc il est raisonnable de supposer
que les systèmes informatiques dans les éoliennes commerciales seraient capables de faire les
calculs associés au filtre de Kalman.
3.3.4 L'analyse des suppositions
Cette section résume les effets des suppositions de modélisation par rapport à la précision
des estimations.
La modélisation aérodynamique II est clair qu'il existe des erreurs dans l'estimation des vi-
tesses du vent dans le plan du rotor, ce qu'on peut attribuer à l'omission de l'induction
comme état dynamique dans le modèle aéroélastique. La figure 3.1 S démontre que la
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FIGURE 3.14: Les estimations de la vitesse relative et de l'angle d'attaque dans la région aux
basses vitesses
valeur moyenne de l'estimation de la vitesse du vent suit plutôt la vitesse du vent sans in-
duction au lieu de la vraie vitesse du vent, i/jnci ; on détecte aussi un retard entre l'évolution
de «jnd et celle de ue. La solution à ces deux problèmes serait d'augmenter la dynamique
du système par un état qui représente la dynamique de l'induction. La valeur moyenne de
cet état serait fonction du point de fonctionnement et constituerait l'écart entre les valeurs
moyennes de «in(j et de ue, tandis que sa dynamique rectifierait le retard entre ces deux,
vitesses. Les outils TURBU[73] et HAWCStab[21] modélisent la dynamique de l'ombrage
dans un modèle en variables d'états et devraient donc être capables de corriger cette fai-
blesse de FAST. Des estimations de l'angle d'attaque dans les figures ci-haut, on voit
aussi la validité d'avoir omis les facteurs tels que l'effet du fléchissement de la structure
sur l'orientation des forces aérodynamiques, l'influence des variations de la superficie du
rotor quant à l'induction aérodynamique et l'effet des variations de la vitesse du vent aux
fréquences spatiales supérieures à 2p.
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FIGURE 3.15: Les estimations de la vitesse relative et de l'angle d'attaque quand la vitesse du
rotor dépasse de loin sa vitesse nominale
Les fonctions de base, <j>j(x), ne représentent que l'écoulement axial et ne tiennent pas
compte, donc, des vitesses du vent dans les directions parallèles au plan du rotor. On a
observé les défaillances des estimations de la condition aérodynamique dans les condi-
tions d'embardée en écoulement uniforme, mais on a vu aussi que ces défaillances tendent
à disparaître sous la perturbation persistante de la turbulence. Les fonctions de base
Ip captent bien la vitesse relative aux pales quand l'éolienne opère dans les conditions
d'embardée, ce qui suggère qu'il serait possible de contrôler l'orientation de la nacelle en
employant les variations basse fréquence des aj(t) qui correspondent aux Qj(x) \p.
La modélisation structurelle II suffit de représenter la dynamique de la structure par la dy-
namique de ses premiers modes, surtout si on se limite à la bande des fréquences à la-
quelle les actionneurs de calage seraient capables d'agir. FAST n'a pas bien représenté
la torsion dans la transmission, ni les déplacements transversales du haut de la tour. Ces
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FIGURE 3.16: Les estimations de la vitesse relative et de l'angle d'attaque durant une transition
entre les régions d'ordonnancement des modèles ; dans la figure du haut, la demande de l'angle
collectif du calage est tracée par la ligne mince et bleue et est marquée sur l'axe à droite.
erreurs suggèrent qu'il faut ajuster la constante de ressort de l'arbre de basse vitesse, mais
comme la dynamique de la transmission ne semble pas être importante dans l'estimation
des fléchissements des pales et de la tour en avant-aval, ni dans la reconstruction des va-
riations de la vitesse du vent, on n'embarque pas ici dans une optimisation des propriétés
de la transmission.
La représentation en temps discret Avec la supposition d'une vitesse unique et constante à
chaque point de fonctionnement, on suppose, en représentant le système en temps discret,
que le rotor traverse un angle prescrit durant chaque intervalle d'échantillonnage. Cette
supposition est légèrement invalide dans la région II, où on ordonnance le modèle selon
une valeur filtrée de la vitesse du rotor, au lieu de la vraie vitesse du rotor ; elle est
encore plus invalide dans la région III, où la vitesse du rotor varie sensiblement autour
de la vitesse nominale. On voit, cependant, que cette supposition est effectivement sans
L'estimation des états 73
S
C3
i l
-a
en
Filtre de Kaknan
100 120 140 160 180 200 220 240 260 280 300
Temps, s
FIGURE 3.17: Le fléchissement d'une pale et l'angle d'attaque dans les conditions d'embardée
avec écoulement turbulent, M =18 m-s^1,7=17%, y =15°
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FIGURE 3.18: Une estimation des vitesses du vent dans le plan du rotor, vues d'un point à 3/4
du rayon sur une pale tournante, dans les conditions de U =11,4 ms" 1 et 7 = 17%. La vitesse
du vent sans induction est u, la vitesse du vent avec l'effet de l'induction est «;nd et l'estimation
de la vitesse du vent est ue
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conséquence par rapport à la précision des estimations.
3.4 Les conclusions
La performance des estimateurs est exceptionnellement bonne. Le filtre de Kalman à réponse
impulsionnelle infinie est suffisant pour les applications en commande parce qu'il capte bien
les mouvements de la structure et les variations des vitesses du vent. On a pu résoudre aussi
quelques questions dans l'opération des estimateurs, telles que les effets des variations de la
vitesse du rotor autour de sa vitesse nominale dans un point de fonctionnement et l'effet de
l'ordonnancement et les transitions entre ces deux régions d'ordonnancement. Il n'y a pas
grand effet de l'aérodynamique transitoire en régime attachée, mais il se peut que ces effets
se fassent sentir sur une échelle plus fine que les estimations sont capables de capter. Il est
nécessaire, cependant, de tenir compte de l'induction aérodynamique et de sa dynamique pour
bien reconstruire les vitesses du vent, surtout dans les conditions où l'induction aérodynamique
est assez forte. Un meilleur modèle de l'ombrage permettrait donc de bien suivre les variations
dans l'angle d'attaque à travers le fonctionnement de l'éolienne et de prévoir les conditions de
la séparation dynamique.
Les filtres à réponse impulsionnelle finie sont peut-être avantageux quand le but est tout
simplement d'estimer les états, parce que la réponse impulsionnelle finie permet de repous-
ser un peu la limite des fréquences auxquelles les estimations de la dynamique structurelle et
des variations de l'écoulement sont valides. Cependant, ces fréquences sont bien au-delà des
capacités des actionneurs de calage dans les éoliennes actuelles.
CHAPITRE IV
LA COMMANDE INDIVIDUELLE DU CALAGE DES PALES
La commande individuelle du calage des pales (CICP) est une des stratégies les plus réalisables
parmi les maints concepts qui visent atténuer les vibrations structurelles dans les éoliennes qui
surgissent à cause des variations plutôt locales dans la vitesse du vent[38]. On reprend donc ce
concept, en vue des méthodes qu'on vient de présenter, qui permettent une sélection judicieuse
des capteurs et une estimation précise des états. L'analyse commence par une révision des
études précédentes, puis on teste deux approches dans la CICP : une stratégie multivariable qui
se base sur la théorie du régulateur linéaire et quadratique (LQR) et de la commande pour mi-
tiger l'effet des perturbations (DAC) et une stratégie simple qui vise réguler une estimation de
l'angle d'attaque sur chaque pale. La stratégie simple s'avère plus prometteuse, et parce que sa
performance dépasse celle du contrôleur multivariable et parce qu'il sera possible d'améliorer
encore sa performance en tenant compte des vitesses relatives du vent sur chaque pale et des
non linéarités qui nuisent également aux capacités des deux stratégies.
La commande individuelle du calage des pales vise à atténuer les vibrations structurelles qui
surgissent dans les conditions où la vitesse du vent n'est pas uniforme dans le plan du rotor (voir
la section 1.1.2). Les études précédentes dans le domaine ont démontré que la performance de
la CICP est fonction de la précision avec laquelle on connaît les conditions de vent vécues par
les trois pales. Larsen et. àP^ attribuent à deux facteurs le succès relatif de leur stratégie de
réguler une mesure de l'angle d'attaque, par rapport aux autres stratégies dans la CICP :
1. Le choix des capteurs : 1 ' angle d'attaque est une mesure directe de la condition aérodynamique
sur les pales. Ces mesures ne sont pas, donc, contaminées par la dynamique de la struc-
ture comme le sont les mesures dans la structure qui ont été proposées dans les autres
études ;
2. La conception du contrôleur : dans un écoulement complexe, le régulateur de l'angle
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d'attaque admet une meilleure performance que les autres contrôleurs, qui ont été tous
conçus à partir de la supposition des variations linéaires dans les vitesses du vent.
Les chapitres précédents démontrent une alternative prometteuse aux mesures directes de la
condition aérodynamique : le modèle dynamique tient compte de la dynamique structurelle et
fait que les estimations des angles d'attaque ne sont pas en retard sur les mesures et le modèle
des cisaillements 2p permet à l'estimateur de capter une panoplie de cisaillements non linéaires.
La section 4.1 présente la théorie fondamentale d'un contrôleur en variables d'états. Le
contrôleur a pour objectifs de réguler les déplacements de la structure à leurs points de fonc-
tionnement périodiques et d'annuler l'effet des perturbations, uj, estimées. Le principe du
régulateur de l'angle d'attaque, qu'on démontre dans la section 4.2, est tout simplement qu'en
minimisant les différences entre les angles d'attaque sur les trois pales, on minimise aussi les
variations dans la charge aérodynamique et donc on contrôle les vibrations structurelles.
4.1 La régulation linéaire et quadratique avec mitigation des perturbations
Les contrôleurs LQR et DAC sont bien connus dans le domaine de l'éolien122'28'75"781. Ici,
on suit l'approche de Stolp2], qui est le seul, parmi ces dernières références, à tenir compte de
la périodicité dans les paramètres des modèles en variables d'états.
Le LQR détermine une loi de contrôle qui est optimale par rapport aux pondérations qu'on
donne aux erreurs de régulation et aux actions de commande. La loi détermine une entrée,
«LQR = Kx, où K est un gain de contrôle et x est le vecteur d'états, sans les états de la per-
turbation. Comme il n'est pas possible de mesurer le vecteur d'états, on doit substituer les
estimations en place des vrais états. Cette substitution compromet la marge de stabilité de la
boucle fermée (voir e.g. Réf. 79), mais c'est de là qu'on part, tout comme la grande majorité
des autres études en commande multivariable des éoliennes. Pareil au problème d'estimation,
le gain du contrôleur minimise un coût quadratique, / :
/o
où Q est maintenant une pondération sur les erreurs de régulation des états et R est une pondération
sur les actions de contrôle. La normalisation simplifie aussi le choix des paramètres Q et R,
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parce qu'il est raisonnable, comme point de départ dans la conception, de mettre une pondération
uniforme sur tous les états et toutes les entrées Q — N% et R = N%. Le gain optimal dans le
système périodique et non augmenté, x = A(t)x-\-B(t)u, est
K(t) = -R-lB(t)TP(t),
où P(t) est la solution d'une autre équation de Riccati, qu'on intègre contre la direction du
temps dans ce cas. Enlevant l'écriture de la dépendance temporelle,
P = -AP-PAT +PBR-ÏBTP-Q
S t o l ^ explique les conditions d'existence des solutions à l'équation de Riccati. On a trouvé ici
que les conditions d'existence ne sont pas très contraignantes et qu'il existe une solution pour
pratiquement tout choix raisonnable de Q et R. Comme l'équation de Riccati qu'on a vu dans
l'estimation, on intègre cette équation sur les pas fixes dans l'azimut du rotor et les solutions
de la méthode Runge-Kutta sont fiables quand la résolution du domaine dépasse à peu près 100
par révolution.
Le régulateur LQR permet de réguler les états, mais ne tient pas compte des perturbations.
La théorie DAC vise à réduire l'effet des perturbations au moyen d'une loi de commande,
"DAC = Kdud> qui annule la terme B^Ud dans la dynamique du système. Le principe DAC est
très simple et consiste à minimiser les moindres carrés des effets de la perturbation. On annule
la terme à droite dans l'équation ci-dessous quand Kd = —B^Bj, où B* = BT(BBT)~1, qui est
le pseudo-inverse de Moore-Penrose. L'entrée au système se compose, donc, de la régulation
des états et de la mitigation des perturbations, u = «LQR + «DAC- La dynamique du système en
boucle fermée et en temps continu est donc
x = (A+BK)x + (BKd + Bd)ud.
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FIGURE 4.1: La structure d'un régulateur de l'angle d'attaque
4.2 La régulation de l'angle d'attaque
Les contrôleurs multivariables marchent assez bien dans les conditions idéales, mais leur
performance tombe rapidement face aux problèmes de la saturation des actionneurs et de la
séparation dynamique. Ces problèmes sont mieux adressés par un contrôleur de structure plus
simple. Cette section explique le principe d'un contrôleur simple comme celui de Larsen et. al,
sauf que le contrôleur ci-présent serait plus pratique en implantation parce qu'il prend comme
entrées les estimations de l'angle d'attaque, au lieu des mesures. L'angle d'attaque, a,, est
estimé à 3/4 du rayon sur chaque pale en supposant que v// = 0 et y= 0 (voir la figure 3.2). Le
contrôleur agit sur les actionneurs de calage, qui varient les angles de calage de chaque pale, 6i,
pour diriger cet angle estimé vers la moyenne des estimations, S. Le contrôleur est un simple
régulateur PI comme dans Larsen et. al, voir la figure 4.1; on n'a pas encore implanté la partie
de leur contrôleur qui tient compte des variations dans la vitesse relative du vent sur chaque
pale. Les simulations démontrent que les demandes aux actionneurs de calage sont acceptables
et que la performance du contrôleur est bonne quand on conçoit le gain proportionnel, Kp, et
le gain intégral, Ki, du régulateur pour que le temps d'établissement soit de 1 seconde et que le
pourcentage de dépassement soit de 10%. On a supposé un temps caractéristique de tp =0,1 s
dans la dynamique de premier ordre qu'on attribuait à l'actionneur de calage dans la conception
du régulateur.
4 3 Les résultats
Cette section présente la performance du contrôleur en variables d'états et du régulateur de
l'angle d'attaque pour des vents de /=17% et de vitesse moyenne de 11,4 m-s"1 et de 18 ms" 1 .
On limite le contrôleur en variables d'états à une vitesse de calage de 8°-s"1 et à un angle de
calage minimum de 0°, tandis qu'on permet au régulateur de l'angle d'attaque de dépasser ces
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Condition
ll,4m-s"1,7 = 0°
18 ms - 1 , 7=0°
11.4 ms- 1 ,7 =15°
18m-s-1,7=15°
Contrôle
Standard
Multivar.
Régul. a
Standard
Multivar.
Régul. a
Standard
Multivar.
Régul. a
Standard
Multivar.
Régul. a
No.
-
1
2
-
3
4
-
5
6
-
700
M-flap,
kN-m
3,13e+3
4,76e+3
3,14e+3
4,97e+3
4,61e+3
3,90e+3
3,24e+3
4,80e+3
4,38e+3
5,42e+3
4,77e+3
4,13e+3
Mjemb
kN-m
2,44e+3
3,38e+3
2,38e+3
4,13e+3
4,19e+3
4,12e+3
2,49e+3
3,60e+3
2,77e+3
4,05e+3
4,24e+3
3,93e+3
M_av-av,
kN-m
l,68e+3
2,78e+3
l,75e+3
5,77e+3
l,64e+4
l,08e+4
l,85e+3
2,72e+3
l,91e+3
5,46e+3
l,01e+4
8,07e+3
M_transv
kNm
6,27e+3
7,80e+3
6,27e+3
l,00e+4
l,03e+4
l,03e+4
6,10e+3
7,51e+3
6,03e+3
9,92e+3
9,92e+3
9,86e+3
TABLEAU 4.1: La charge 1 Hz équivalente : le contrôleur multivariable et le régulateur de
l'angle d'attaque. MJlap est le couple aux racines des pales et orienté autour d'un axe parallel
à la corde du profil aux extrémités des pales, exposant Wôhler m=l2; M_emb est le couple à
l'haut de la tour et orienté autour d'un axe vertical, m=6,5; M_av-av est le couple à la base de
la tour et orienté autour d'un axe horizontal et perpendiculaire à l'arbre de transmission, m=4;
M-transv est le couple à la base de la tour et orienté autour d'un axe horizontal et perpendiculaire
à l'axe de M^av-av, m=4.
deux contraintes. En pratique, ces contraintes évitent que le contrôleur en variables d'états
déstabilise la boucle de régulation de vitesse. Aussi, pour éviter que le contrôleur en variables
d'états opère toujours aux limites des actionneurs, on filtre les commandes du contrôleur en
variables d'états par un filtre de premier ordre avec un temps caractéristique de 1,6 s. Cette
stratégie est commune dans la commande des systèmes avec les contraintes, e.g. Réf. 80, bien
qu'elle introduit un retard important dans la commande. La figure 4.3 montre que, non comme
le contrôleur en variables d'états, le régulateur de l'angle d'attaque atteint ou dépasse rarement
les limites des actionneurs et que les actionneurs sont beaucoup moins actifs sous cette stratégie.
La figure 4.2 et le tableau 4.1 résument la performance des deux stratégies. Dans la plupart des
conditions, les charges augmentent à cause des actions du contrôleur en variables d'états, mais
surtout dans les conditions où l'induction dynamique et la séparation dynamique viennent à
l'enjeu. Le régulateur de l'angle d'attaque produit des diminutions assez importantes dans la
charge sur les pales, mais la charge dans la tour est exacerbée (ce qui est aussi le cas, mais moins
extrême, dans les résultats de Larsen et. aî) et toutes les charges augmentent dans les conditions
avec une vitesse moyenne de 11,4 m-s"1 et un angle d'embardée de 15°. Il est évident de ces
résultats qu'il faut encore de l'optimisation de ces contrôleurs.
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FIGURE 4.2: La charge 1 Hz équivalente : le contrôleur multivariable, multiv., et le régulateur
de l'angle d'attaque, a rég. Sous-figures: (a) le couple aux racines des pales et orienté autour
d'un axe parallel à la corde du profil aux extrémités des pales, exposant Wôhler m=12; (b) le
couple à l'haut de la tour et orienté autour d'un axe vertical, m=6,5; (c) le couple à la base de
la tour et orienté autour d'un axe horizontal et perpendiculaire à l'arbre de transmission, m=4;
(d) le couple à la base de la tour et orienté autour d'un axe horizontal et perpendiculaire à celui
mentionné dans la figure (c), m=4. Toutes les valeurs sont normalisées par la charge équivalente
dans les simulations avec le contrôleur conventionnel.
Le régulateur de l'angle d'attaque produit de fortes vibrations dans les pales à la fréquence
\p dans les conditions d'embardée (voir la figure 4.4). Ces vibrations sont dues à l'omission de
la compensation des différences dans la vitesse du vent sur chaque pale. La figure montre aussi
que la commande excite la tour à sa fréquence naturelle de 0,31 Hz (environ 1,5/?), surtout à la
condition de 18 ms" 1 avec y = 0° (le cas no. 4). Pour le cas de l'embardée aux basses vitesse
du vent, il serait possible d'améliorer la performance du régulateur de l'angle d'attaque en
augmentant les équations du système par un modèle de l'induction dynamique et en corrigeant
la référence du régulateur pour les effets des différences de vitesses relatives sur les trois pales.
Il paraît aussi être nécessaire d'enlever les commandes de calage à 1/3 de la fréquence de la tour
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FIGURE 4.3: L'activité des actionneurs de calage : le contrôleur multivanable et le régulateur
de l'angle d'attaque. L'ordre des figures, selon le colon No. du tableau 4.1, est 1, 3, 5, 7, 2, 4,
6,8.
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FIGURE 4.4: La composition en fréquences des cas où la charge augmente par l'action du
régulateur de l'angle d'attaque
et à la fréquence de la tour en avant-aval.
4.4 Les conclusions
La régulation d'une estimation de l'angle d'attaque s'avère prometteuse par rapport aux
stratégies qui mesurent directement l'écoulement. Bien qu'il n'a pas été possible de réaliser
tout le potentiel dans cette étude, les aperçus qu'on a eu font qu'il est probable qu'on verrait
une amélioration dans la performance suite à une deuxième itération de la conception. L'activité
des actionneurs de calage est acceptable et la structure de ce régulateur est suffisamment simple
qu'il devrait être possible d'incorporer les considérations anti-windup si nécessaire.
CONCLUSION
Le niveau de maturité des modèles aéroélastiques suggère qu'il est de plus en plus possible
d'incorporer ces modèles dans l'automation des éoliennes. Ce mémoire a développé quelques
outils de base qui permettent de choisir de manière systématique les capteurs dans les appli-
cations d'estimation des états. Le travail a aussi développé une compréhension de plusieurs
approximations et suppositions de modélisation, surtout quant à leurs effets sur l'estimation des
états et sur la commande en variables d'états. Les résultats démontrent le potentiel d'implanter
les contrôleurs qui sont et fiables et performantes dans la diminution des charges.
Le travail en estimation a démontré qu'il est faisable d'estimer précisément les conditions
du vent et les vibrations structurelles à partir des mesures qui viennent des capteurs dans la
nacelle (ci-nommés les capteurs classe I). Les capteurs classe I sont préférables aux capteurs
dans les pales ou dans le moyeu parce que : la fiabilité des capteurs devrait normalement être
plus élevée à cause de l'environnement assez contrôlé dans la nacelle ; la plupart de la techno-
logie est mature ; l'entretien des capteurs est facile et non dangereux ; et la communication avec
les capteurs est relativement facile. L'estimation précise est possible avec un grand nombre de
combinaisons de capteurs classe I, donc il y a de la liberté dans la conception des systèmes
d'acquisition des données. On peut exploiter cette liberté en optimisant le coût ou la fiabilité
des réseaux de capteurs.
Parmi plusieurs algorithmes d'estimation, le filtre de Kalman est le plus approprié dans
les applications d'estimation des vitesses du vent et des vibrations structurelles. Il est facile
d'ordonnancer le filtre de Kalman à travers les conditions vécues par une éolienne et il est
possible d'améliorer légèrement la robustesse du filtre en limitant sa réponse impulsionnelle.
Un filtre rigoureusement robuste s'avère trop compliqué à optimiser et trop lourd en calculs,
tandis qu'un observateur, qui est facile à optimiser et prend moins de calculs que le filtre de
Kalman, est limité à représenter la dynamique qu'autour d'un seul point de fonctionnement.
On a trouvé la performance des contrôleurs en variables d'états inférieure à la performance
d'une stratégie simple de réguler une estimation de l'angle d'attaque. Dans les deux cas, la
commande individuelle du calage des pales est limitée par les limites de vitesse des actionneurs
de calage. Néanmoins, sans trop dépasser les limites de vitesse des actionneurs de calage, un
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régulateur d'une estimation de l'angle d'attaque permet des diminutions jusqu'à 24% dans le
couple aux racines des pales dans les vitesses du vent élevées. Dans le futur, cette structure
simple permettra d'incorporer les capacités d'éviter la séparation dynamique et d'accommoder
les limites des actionneurs. Les simulations démontrent, cependant, qu'il faut d'abord incorpo-
rer la dynamique de l'ombrage dans le modèle en variables d'états.
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ANNEXE A
ANALYSE DES SYSTÈMES LPV
A.1 La théorie Floquet-Ljapunov
La théorie Floquet-Ljapunov illustre les propriétés des systèmes gouvernés par les équations
différentielles avec coefficients périodiques (ex. 52,81). Soit le système homogène
x(t)=A(t)x(t) (A.1)
Avec A(t) =A(t + T), où T est la période du système. La solution de (A.1) est une fonction des
conditions initiales et de la matrice de transition $>(r,0):
x(t)=*(t,0)x(0)
(A.2)
L'essentiel de la théorie Floquet-Ljapunov, c'est que la matrice de transition peut être décomposée
dans une matrice périodique et l'exponentielle matricielle d'une matrice constante.
&(t,Q)=P(t)eRt (A.3)
La matrice 4>(f + T,t), appelée la matrice monodromie au temps t, joue un rôle fondamental
dans la dynamique des systèmes périodiques. Ses valeurs propres, A,-, qu'on appelle les mul-
tiplicateurs caractéristiques du système, sont indépendantes de t. Si les A* appartiennent au
cercle unitaire ouvert dans le plan complexe, le système est stable. Souvent, on fait référence à
<ï>(r,0) = eRT, qu'on appelle la matrice monodromie du système, ou simplement ¥ .
Les exposants caractéristiques, ai, du système, qui sont les valeurs propres de R, jouent ap-
proximativement le même rôle que les valeurs propres de la matrice A dans les systèmes LTI,
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sauf que la composition des modes qui les définissent est périodique. La relation entre les
exposants caractéristiques et les multiplicateurs caractéristiques est la suivante[22^:
(A.4)
Vu d'une autre manière, les exposants caractéristiques sont les valeurs propres du système LTI
É(0 = *«(«),
ANNEXEB
LES SORTIES FAST
Cette annexe sert comme index aux capteurs qu'on considère comme candidats dans la
section 2.2. Le tableau B.2 liste les noms des capteurs et donne une description et leurs
unités. Le tableau montre la convention taxonomique de FAST, qui indique typiquement le type,
l'orientation et la position d'un capteur. Par exemple, le nom SpnlMLyb2 indique une mesure
du couple local (ML) à la station 1 (Spnl) dans la direction y du système de coordonnées VI.
Comme illustre l'exemple, la description des noms a plus de sens en anglais, donc on donne
toutes les définitions des noms des capteurs en anglais. Le tableau B.l donne l'emplacement
des stations pour les mesures candidates et la figure B.l explique l'orientation des systèmes de
coordonnées dans FAST.
No.de
Station
1
2
3
Hauteur
de tour (m)
45,0
63,0
Rayon
de pale (m)
32,25
48,65
56,17
TABLEAU B.l: L'emplacement des stations de mesure dans les pales et dans la tour
Nom
HSShftTq
TwHtlMLxt
TwHtlMLyt
TwHt2ALxt
YawBrFxn
YawBrFyn
YawBrMxn
YawBrMyn
Description
High speed shaft torque (about xs)
Bending moment about the xt axis at tower station 1 (side-side)
Bending moment about the yt axis at tower station 1 (fore-aft)
Acceleration of tower station 2 in the xt direction (fore-aft)
Yaw bearing force in the xn direction (fore-aft)
Yaw bearing force in the yn direction (side-side)
Yaw bearing moment about the xn axis (nay)
Yaw bearing moment about the yn axis (nod)
Unités
kNm
kNm
kNm
ms~^
kN
kN
kNm
kNm
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Nom
NcIMUTAxs
NcIMUTAys
LSSGagMys
LSSGagMzs
LSSGagMya
LSSGagMza
RotThrust
RootFxcl
RootFxc2
RootFxc3
RootMycl
RootMyc2
RootMyc3
SpnlMLybl
SpnlMLyb2
SpnlMLyb3
Spn2AoAl
Spn2AoA2
Spn2AoA3
Spn3ALxbl
Spn3ALxb2
Spn3ALxb3
Description
Nacelle inertial measurement unit fore-aft acceleration
Nacelle inertial measurement unit side-side acceleration
Main rotor bearing moment about the ys axis (nod)
Main rotor bearing moment about the zs axis (yaw)
Low-speed shaft bending moment about the ya axis at the main rotor
bearing
Low-speed shaft bending moment about the za axis at the main rotor
bearing
Main rotor bearing force in the xs direction (fore-aft)
Blade 1 root shear force in the JCCI direction (out of plane)
Blade 2 root shear force in the xc2 direction (out of plane)
Blade 3 root shear force in the xc3 direction (out of plane)
Blade 1 root moment about the yc\ axis (out of plane)
Blade 2 root moment about the ydl axis (out of plane)
Blade 3 root moment about the yc3 axis (out of plane)
Local moment about the y M axis at blade 1 station 1 (flapwise)
Local moment about theyb2 axis at blade 2 station 1 (flapwise)
Local moment about the yb3 axis at blade 3 station 1 (flapwise)
Angle of attack at blade 1 station 2
Angle of attack at blade 2 station 2
Angle of attack at blade 3 station 2
Acceleration of blade 1 station 3 in the xb\ direction (flapwise)
Acceleration of blade 2 station 3 in the xbl direction (flapwise)
Acceleration of blade 3 station 3 in the xbl direction (flapwise)
Unités
ms~^
ms~2
kNm
kNm
kNm
kNm
kN
kN
kN
kN
kNm
kNm
kNm
kNm
kNm
kNm
deg
deg
deg
ms~2
ms~^
ms-2
TABLEAU B.2: Un index des noms des capteurs et leurs abréviations
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ventO0
xt
ventO0 angle cone
incl. arbre A*-""" yn,ys
xs
xa yayc\
angle calage
ys xsja
FIGURE B.l: L'orientation des systèmes de coordonnées dans FAST dans la structure sans
déformation. Les origines des systèmes de coordonnées sont les suivantes: t à la base de la
tour avec tz dans la direction verticale en haut; n sur le plancher de la nacelle avec la même
orientation que ;; s sur l'arbre de basse vitesse, du côté de l'engrenage et non tournante; a le
même que s sauf que le système tourne avec l'arbre; c(l-3) dans le centre du moyeu, orienté
comme les enroulements de calage, mais ne tourne pas avec les actions de calage; et b(l-3) aux
stations dans les pales, suivant les déformations des pales et les actions de calage.
ANNEXE C
LA DESCRIPTION DES CODES
Oa a développé plusieurs codes pour les analyses et la simulation dans ce travail. L'annexe
ci-présente donne un bref survol des fonctions des codes. Ces codes étaient disponibles au jury
pour revaluation de ce mémoire, mais ne sont pas fournis dans ce mémoire ou avec ce mémoire.
Comme les codes ne sont pas fournis, les fichiers d'entrée mentionnés dans cette annexe ne sont
pas fournis dans ce mémoire non plus.
C l La modélisation aéroélastique
On a modifié FAST pour inclure toutes les mesures énoncées dans le tableau C l et on a
corrigé la condition de convergence dans la linéarisation, comme le décrit la section 1.3.3. On
donne avec ce mémoire les modifications aux codes FAST et AeroDyn. Pour l'addition des cap-
teurs, voir les sous-routines ChckOutLst dans FASTJO.f90 et CalcOuts dans FASTJ90. Pour
la nouvelle condition de convergence, voir CalcSteady dans FASTXin.f90. Pour la normalisa-
tion, on rend disponible aussi tous les états et leurs premières dérivées. On a modifié Aerodyn
pour représenter les cisaillements 2p, voir VWrel2G dans AeroSubs.f90. On a ajouté aussi une
perturbation individuelle de la vitesse du vent sur chaque pale, Linearize dans FAST_Lini90,
mais on ne l'a pas utilisé.
C2 L'analyse des modèles linéaires
On fournit les codes MATLAB qui servent à analyser la dynamique et l'observabilité des
modèles en variables d'états.
calc.jco.in Entrée, voir, respectivement: example.acf, example.lin et example.nc pour les pa-
ramètres d'une analyse, pour un modèle en variables d'états de FAST et pour les données
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Abbreviation
RlAoAl-
R5AoA3
RlDynPresl-
R5DynPres3
RlReyNuml-
R5ReyNum3
RlVxl-
R5Vx3
RlVxl-
R5Vx3
RlVxl-
R5Vx3
SpnlMLxbl-
Spn5MLxb3
SpnlMLybl-
Spn5MLyb3
SpnlMLzbl-
Spn5MLzb3
Description
Angle of attack at blade stations 1 -5, on blades 1-3
Dynamic pressure at blade stations 1-5, on blades 1-3
Reynolds number at blade stations 1-5, on blades 1-3
Longitudinal wind speed in global coordinates at blades sta-
tions 1-5, on blades 1-3 (positive downwind)
Transverse wind speed in global coordinates at blades sta-
tions 1-5, on blades 1-3 (positive to left, looking downwind)
Vertical wind speed in global coordinates at blades stations
1-5, on blades 1-3 (positive up)
Local moment about the xb axis, at blade stations 1-5 on
blades 1-3
Local moment about the yb axis, at blade stations 1-5 on
blades 1-3
Local moment about the zb axis, at blade stations 1-5 on
blades 1-3
Unités
deg
Pa
m-s"1
ms" 1
ms" 1
kNm
kNm
kNm
TABLEAU C l : Les noms des capteurs ajoutés à FAST
de simulation qui servent à normaliser le modèle en variables d'états. Le code calcule la
stabilité, l'observabilité et le contrôlabilité des modèles LTP de FAST. Le code pour lire
le modèle vient avec FAST^l L'analyse fait appel aux codes suivants:
odePhi.m qui implante l'équation différentielle pour l'intégration à pas variable pour la
matrice de transition.
floquet.m a été adapté du code de Karl Stol[22>82}. Le code calcule la matrice de tran-
sition dans une période, ainsi que d'autres variables d'intérêt dans l'analyse de la
dynamique des systèmes périodiques (voir l'annexe A).
gramo.m calcule le gramian d'observabilité dans une période au moyen de l'intégration
trapézoïdale. Après une période, on se sert de la recursion énoncée dans la sec-
tion 2.1.4.
SensPerm.m donne la distance à l'inobservabilité pout toutes les combinaisons d'une liste de
capteurs, pour les modèles à plusieurs points de fonctionnement. On calcule la distance à
l'inobservabilité avec la fonction calc_muo.m et on lit les matrices C avec read_CMat.m.
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calcjnuo.m prépare un appel à discntrl.m de la référence 56, qui calcule la distance à
l'incontrôlabilité d'une paire matricielle; ici on se sert de la fonction pour calculer
la distance à l'inobservabilité. L'algorithme de recherche d'un minimum est celui
de Wicks et DeCarlo^. On vérifie le résultat par recherche globale sur tout le
domaine [± l± i ] .
readXMat.m lit et normalise une série de matrices C pour plusieurs points de fonction-
nement d'un modèle.
CJ L'estimation
On utilise MATLAB pour préparer le modèle en variables d'états et pour générer les fichiers
d'entrée pour la simulation HAWC2.
hawc_estcontr_prep.m Exemple, voir: example.csp. Ce code donne les fichiers d'entrée pour
l'interface DLL. H fait appel à hawc_mdlstitch.m.
hawcjndlstitch.m lit les modèles linéaires, trouve les transformations normalisantes à
partir des données de simulation FAST, augmente la dynamique par la dynamique
des perturbations, joint les modèles dans les matrices 4-d et transforme le système
en temps discret. Si on stipule de générer un observateur, le code fait appel à
plqe.m pour calculer les gains optimaux de l'observateur LQG. hawcmdlstitch jn
fait appel aussi à plqnm pour calculer les gains des contrôleurs en variables d'états.
plqe.m vérifie l'existence d'une solution, puis calcule les gains de l'observateur optimal
au moyen de l'intégration Runge-Kutta à pas fixe de l'équation différentielle de
Riccati.
plqr.m calcule les gains périodiques pour les contrôleurs LQR etDAC. Les gains viennent
d'une intégration Runge-Kutta à pas fixe de l'équation différentielle de Riccati.
L'estimation en HAWC2 se sert de routinesI90, de modules.f90 et de rug.f90. Au début,
le code lit les fichiers préparés par un appel à hawc-estcontr.prep.rn. Les paramètres au début
des fichiers gouvernent l'exécution de leur lecture.
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C.4 La commande
Les contrôleurs en variables d'états se trouvent dans la même sous-routine que les estima-
teurs; le régulateur de l'angle d'attaque se trouve dans une autre sous-routine du même fichier.
Les gains pour les contrôleurs en variables d'états viennent des fichiers d'entrée et les gains
du régulateur de l'angle d'attaque viennent des commandes HAWC2 au début de la simulation
et sont passés à la DLL en temps simulation. Un autre dossier comprend les codes pour la
dynamique des acû'onneurs de calage.
ANNEXE D
LES FICHIERS D'ENTRÉE FAST ET HAWC2
FAST et HAWC2 prennent les fichiers d'entrée qui font référence à d'autres fichiers de
données. Cette annexe donne des exemples des fichiers principaux et des fichiers dont ils font
référence. Afin d'améliorer la lisibilité des fichiers, on a mis des retours à la ligne sur les lignes
qui sont trop longues pour la page. Le lecteur doit enlever ces retours avant d'utiliser ces fichiers
comme entrée aux simulateurs FAST ou HAWC2.
D.l Les fichiers FAST
Cette section présente les exemples des fichiers utilisés comme entrée pour le logiciel de
simulation informatique FAST. La référence 19 explique en plus grand détail la signifiance et
le syntaxe de toutes les commandes dans les fichiers d'entrée.
D.l.l Le fichier 1st
Le fichier .fst dirige un simulation FAST. Le travail de ce mémoire avait besoin de deux
types de simulations FAST: 1. les simulations dans le domaine temporel et 2. les simulations
pour produire les modèles linéaires. En gros, les paramètres du fichier .fst sont les mêmes pour
ces deux types de simulation, sauf les suivants:
Paramètre
AnalMode
TMax
ADFile
Domaine temporel
1
varie
varie
Modèle linéaire
2
4000
varie
La section D. 1.4 explique les différences dans les ADFile. Le fichier .fst ci-dessous spécifie
une simulation de 415 secondes dans le domaine temporel.
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FAST
NREL 5.0 MV Baseline Wind Turbine for Use in Offshore Analysis.
Properties from Dutch Offshore Wind Energy Converter (DOWEC) 6MW Pre-Design
(10046.009.pdf) and REpower EM 5MW (5m_uk.pdf); Compatible with FAST vS.O.
SIMULATION CONTROL
False Echo - Echo input data to "echo.out* (flag)
1 ADAMSPrep - ADAMS preprocessor mode {1: Run FAST, 2: use FAST as a preprocessor to create
an ADAMS model, 3: do both} (switch)
1 AnalMode - Analysis mode {1: Run a time-marching simulation, 2: create a periodic
linearized model} (switch)
3 NumBl - Number of blades (-)
600.0 TMaz - Total run time (s)
0.0125 DT - Integration time step (s)
TURBINE CONTROL
YCMode - Yaw control mode {0: none, 1: user-defined from routine UserYawCont, 2:
user-defined from Simulink} (switch)
TYCOn - Time to enable active yaw control (s) [unused when YCMode=0]
PCMode - Pitch control mode {0: none, 1: user-defined from routine PitchCntrl, 2:
user-defined from Simulink} (switch)
TPCOn - Time to enable active pitch control (s) [unused when PCMode»0]
VSContrl - Variable-speed control mode {0: none, 1: simple VS. 2: user-defined from
routine UserVSCont, 3: user-defined from Simulink} (switch)
VS_RtGnSp - Rated generator speed for simple variable-speed generator control (HSS side)
(rpm) [used only when VSContrl=l]
VS.RtTq - Rated generator torque/constant generator torque in Region 3 for simple
variable-speed generator control (HSS side) (N-m) [used only when VSCoatrl=l]
VS_Rgn2K - Generator torque constant in Region 2 for simple variable-speed generator
control (HSS side) (N-m/rpm*2) [used only when VSContrl-1]
- Rated generator slip percentage in Region 2 1/2 for simple variable-speed
generator control (X) [used only when VSContrl=l]
GenModel - Generator model {1: simple, 2: Thevenin, 3: user-defined from routine UserGen}
(switch) [used only when VSContrl=0]
GenTiStr - Method to start the generator {T: timed using TimGenOn, F: generator speed
using SpdGenOn} (flag)
GenTiStp - Method to stop the generator {T: timed using TimGenOf, F: when generator power
- 0} (flag)
SpdGenOn - Generator speed to turn on the generator for a startup (HSS spaed) (rpm) [used
only when GenTiStr»False]
TimGenOn - Time to turn on the generator for a startup (s) [used only when GenTiStr»True]
TimGenOf - Time to turn off the generator (s) Cased only when GenTiStp-True]
HSSBrMode - HSS brake model {1: simple, 2: user-defined from routine UserHSSBr} (switch)
THSSBrDp - Time to initiate deployment of the HSS brake (s)
TiDynBrk - Time to initiate deployment of the dynamic generator brake [CURRENTLY IGNORED]
(s)
TTpBrDp(l) - Time to initiate deployment of tip brake 1 (s)
TTpBrDp(2) - Time to initiate deployment of tip brake 2 (s)
TTpBrDp(3) - Time to initiate deployment of tip brake 3 (s) [unused for 2 blades]
TBDepISp(l) - Deployment-initiation speed for the tip brake on blade 1 (rpm)
TBDepISp(2) - Deployment-initiation speed for the tip brake on blade 2 (rpm)
TBDepISp(3) - Deployment-initiation speed for the tip brake on blade 3 (rpm) [unused for 2
blades]
TYawManS - Time to start override yaw maneuver and end standard yaw control (s)
TYawManE - Time at which override yaw maneuver reaches final yaw angle (s)
NacYawF - Final yaw angle for yaw maneuvers (degrees)
TPitManS(i) - Time to start override pitch maneuver for blade 1 and end standard pitch
control (s)
TPitManS(2) - Time to start override pitch maneuver for blade 2 and end standard pitch
control (s)
TPitManS(3) - Time to start override pitch maneuver for blade 3 and end standard pitch
control (s) [unused for 2 blades]
TPitManE(l) - Time at which override pitch maneuver for blade 1 reaches final pitch (s)
TPitManE(2) - Time at which override pitch maneuver for blade 2 reaches final pitch (s)
TPitManEO) - Time at which override pitch maneuver for blade 3 reaches final pitch (s)
[unused for 2 blades]
BlPitch(l) - Blade 1 initial pitch (degrees) 4.688
BlPitch(2) - Blade 2 initial pitch (degrees) 4.688
BIPitchO) - Blade 3 initial pitch (degrees) [unused for 2 blades] 4.688
BlPitchF(l) - Blade 1 final pitch for pitch maneuvers (degrees)
BlPitchF(2) - Blade 2 final pitch for pitch maneuvers (degrees)
BlPitchF(3) - Blade 3 final pitch for pitch maneuvers (degrees) [unused for 2 blades]
9999.9
0
0.0
0
9999.9E-9
4.068E4
9999.9E-9
9999.9E-9 VS.SlPc
True
True
9999.9
0.0
9999.9
1
9999.9
9999.9
9999.9
9999.9
9999.9
9999.9
9999.9
9999.9
9999.9
9999.9
0.0
9999.9
9999.9
9999.9
9999.9
9999.9
9999.9
4.688
4.688
4.688
9999.9
9999.9
9999.9
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9.80665 Gravity
True
True
True
False
True
False
False
True
True
True
True
True
False
0.0
0.0
0.0
0.0
12.1
0.0
0.0
0.0
63.0
1.5
1
FlapDOFl
FlapD0F2
EdgeDQF
TeetDQF
DrTrDQF
GenDOF
YawDOF
TwFADQFl
TwFAD0F2
TvSSDOFl
TvSSDQF2
CompAaro
CompNoisa
OoPDefl
IPDefl
TeetDefl
Azimuth
RotSpeed
NacYaw
TTDspFA
TTDspSS
TipRad
EubRad
PSpnEIN
ENVIRONMENTAL CONDITIONS
- Gravitat ional acce lerat ion (a/s*2)
FEATURE FUGS
0.0 UndSling
0.0
-5.01910
1.9
0.0
1.7S
87.6
1.96256
0.0
-5.0
0.0
-2.5
-2.5
-2.5
0.0
0.0
240.00E3
56.78E3
0.0
0.0
0.0
2607.89E3
534.116
11B.926E3
100.0
100.0
97.0
False
28.1162E3
0.6
867.637E6
HubCH
OverHang
HacCHxn
NacCMyn
NacCMzn
ToverBt
Tvr2Shft
TwrRBHt
ShftTilt
Delta3
PreCone(l)
PreCone(2)
Pr«Cona(3)
AzioBlUp
TavBrHass
NacMaas
EubHaas
TipHass(l)
TipHass(2)
TipMass(3)
NacYIner
Oenlner
Eublner
GBozEff
GenEff
GBRatio
GBRevers
ESSBrTqF
HSSBrDT
DynBrkFi
DTTorSpr
- First flapwise blade mode DOF (flag)
- Second flapwise blade node DOF (flag)
- First edgewise blade mode DOF (flag)
- Rotor-teeter DOF (flag) [unused for 3 blades]
- Drivetrain rotational-flexibility DOF (flag)
- Generator DOF (flag)
- Yaw DOF (flag)
- First fore-aft tower banding-nod» DOF (flag)
- Second fore-aft tower banding-node DOF (flag)
- First side-to-side tower banding-mode DOF (flag)
- Second side-to-side tower bending-mode DOF (flag)
- Compute aerodynamic forces (flag)
- Compute aerodynamic noise (flag)
INITIAL CONDITIONS
- Initial out-of-plane blade-tip displacement (neters)
- Initial in-plane blade-tip deflection (meters)
- Initial or fixed teeter angle (degrees) [unused for 3 blades]
- Initial azimuth angle for blade 1 (degrees)
- Initial or fixed rotor speed (rpm)
- Initial or fixed nacelle-yaw angle (degrees)
- Initial fore-aft tower-top displacement (meters)
- Initial side-to-side tower-top displacement (meters)
TURBINE CONFIGURATION
- The distance from the rotor apex to the blade tip (meters)
- The distance from the rotor apex to the blade root (meters)
- Number of the innermost blade element which is still part of the pitcbable
portion of the blade for partial-span pitch control [1 to BldNodes] [CURRENTLY
IGNORED] (-)
- Undersling length [distance from teeter pin to the rotor apex] (metars)
[unused for 3 blades]
- Distance from rotor apex to hub mass [positive downwind] (meters)
- Distance from yav axis to rotor apex [3 blades] or teeter pin [2 blades]
(meters)
- Downwind distance from the tower-top to the nacelle CM (meters)
- Lateral distance from the tower-top to the nacelle CM (meters)
- Vertical distance from the tower-top to the nacelle CM (meters)
- Height of tower above ground level [onshore] or MSL [offshore] (meters)
- Vertical distance from the tower-top to the rotor shaft (meters)
- Tower rigid base height (meters)
- Rotor shaft tilt angle (degrees)
- Delta-3 angle for teetering rotors (degrees) [unused for 3 blades]
- Blade 1 cone angle (degrees)
- Blade 2 cone angle (degrees)
- Blade 3 cone angle (degrees) [unused for 2 blades]
- Azimuth value to use for 1/0 when blade 1 points up (degrees)
MASS AND INERTIA
- Taw bearing mass (kg)
- Nacelle mass (kg)
- Hub mass (kg)
- Tip-brake mass, blade 1 (kg)
- Tip-brake mass, blade 2 (kg)
- Tip-brake mass, blade 3 (kg) [unused for 2 blades]
- Nacelle inertia about yaw axis (kg m*2)
- Generator inertia about HSS (kg m*2)
- Sub inertia about rotor axis [3 blades] or teeter axis [2 blades] (kg m*2)
- Gearbox efficiency (%)
- Generator efficiency [ignored by the Thevenin and user-defined generator
models] a.)
- Gearbox ratio (-)
- Gearbox reversal {T: if rotor and generator rotate in opposite directions}
(flag)
- Fully deployed BSS-brake torque (N-m)
- Time for HSS-braka to reach full deployment once initiated (sec) [used only
when HSSBrMode-1]
- File containing a mech-gen-torque vs HSS-speed curve for a dynamic brake
[CURRENTLY IGNORED] (quoted string)
- Drivetrain torsional spring (N-m/rad)
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6.21SE6 DTTorDmp - Drivetrain torsional damper (N-m/rad/s)
SIMPLE INDUCTION GENERATOR —
9999.9 SIG.SIPc - Rated generator slip percentage ('/,) [used only when VSContrl=0 and GenModel=l]
9999.9 SIG.SySp - Synchronous (zero-torque) generator speed (rpm) [used only when VSContrl»0 and
GenModel-1]
9999.9 SIG.RtTq - Rated torque (N-m) [used only when VSContrl=0 and GenModel»l]
9999.9 SIG.PORt - Pull-out ratio (Tpullout/Trated) (-) [used only when VSContrl-0 and
GenModel=l]
THEVENIK-EQUIVALENT INDUCTION GENERATOR
9999.9 TEC.Freq - Line frequency [50 or 60] (Hz) [used only «hen VSContrl'O and GenModel*2]
9998 TEC_NPol - Number of poles [even integer > 0] (-) [used only when VSContrl=0 and
GenHodel>2]
9999.9 TEC.SRes - Stator resistance (ohms) [used only when VSContrl=0 and GenModel-2]
9999.9 TECRRes - Rotor resistance (ohms) [used only when VSContrl=0 and GaaModal=2]
9999.9 TEC.VLL - Line-to-line RMS voltage (volts) [used only when VSContrl-0 and GenModel»2]
9999.9 TEC.SLR - Stator leakage reactance (ohms) [used only when VSContrl=0 and GenModel*2]
9999.9 TEC.RLR - Rotor leakage reactance (ohms) [used only when VSContrl=0 and GenModel*2]
9999.9 TEC.HR - Magnetizing reactance (ohms) [used only when VSContrlO and GenModel-2]
0 PtfmModel - Platform model {0: none, 1: onshore, 2: fixed bottom offshore, 3: floating
offshore} (switch)
PtfmFile - Name of file containing platform properties (quoted string) [unused when
PtfmModel«0]
————————«— —————— TOWER ———————»———————————————————
10 TwrNodes - Number of tower nodes used for analysis (-)
'N0B5_Tower.dat" TwrFile - Name of file containing tower properties (quoted
string)
17—YiU — — — m, —— — —— — — — — — — ————
9028.32E6 TawSpr - Nacelle-yaw spring constant (H-m/rad)
19.16E6 TawDamp - Nacelle-yaw damping constant (N-m/rad/s)
0.0 TawNeut - Neutral yaw position—yaw spring force is zero at this yaw (degrees)
FURLING
- Read in additional model properties for furling turbine (flag)
- Name of file containing furling properties (quoted string) [unused when
Furling-False]
ROTOR-TEETER — — — —
- Rotor-teeter spring/damper model {0: none, 1: standard, 2: user-defined from
routine UserTeet} (switch) [unused for 3 blades]
- Rotor-teeter damper position (degrees) [used only for 2 blades and when
TeatMod=l]
- Rotor-teeter damping constant (H-m/rad/s) [used only for 2 blades and when
Ta«tMod=l]
- Rotor-teeter rate-independent Coulomb-damping moment (N-m) [used only for 2
blades and when TeetMod=l]
- Rotor-teeter soft-stop position (degrees) [used only for 2 blades and when
TeetMod-i]
- Rotor-teeter hard-stop position (degrees) [used only for 2 blades and when
TeetMod=l]
- Rotor-teeter soft-stop linear-spring constant (N-m/rad) [used only for 2
blades and when TaatHod-1]
- Rotor-teeter hard-stop linear-spring constant (N-m/rad) [used only for 2
blades and when TeetMod»i]
llr OAAAa — — — — — — — — — — — — - * — — — — — — — — — —
- Tip-brake drag constant during normal operation, Cd*Area (m*2)
- Tip-brake drag constant during fully-deployed operation, Cd*Area (m"2)
- Time for tip-brake to reach full deployment once released (sec)
QT â HP —————————————————w———————————
BldFile(i) - Name of file containing properties for blade 1
(quoted string)
BldFile(2) - Name of file containing properties for blade 2
(quoted string)
BldFile(3) - Name of file containing properties for blade 3
(quoted string) [unused for 2 blades]
AERODYH
- Name of file containing AeroDyn input parameters
(quoted string)
False
0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
Furling
FurlFile
TeetMod
TeetDmpP
TeetDmp
TeetCDmp
TeetSStP
TeetHStP
TeetSSSp
TeetHSSp
0.0 TBDrCoaN
0.0 TBDrConD
0.0 TpBrDT
"N0B5_Blade.dat"
"N0B5.Blade.daf
"N0B5.Blade.daf
"nca.ipf ADFile
NoisaFile - Name of file containing aerodynamic noise input parameters (quoted string)
[used only when CompHoisa-True]
"N0B5_ADAMSSpecific.dat" ADAMSFila - Name of file containing ADAMS-specific input
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•N0B5_Linear.dat"
False
True
•ES10.3E2"
250.0
1
1.0
0.0
0.0
0.0
1.912
2
4,7
1
9
SumPrint
TabDelim
OutFmt
TStart
DecFact
SttsTiffle
HcIHUzn
HcIHUyn
HcIHUzn
ShftGagL
NTwGages
TwrGagNd
HBIGages
BldGagHd
OutList
•Azimuth"
"NcIHUTAz3,
"NcIMURAys,
"HSShftTq"
"LSSGagMys,
"RotThrust"
"SpnlALxbl,
"St.TFAl,
"St_FllBl,
"StD.TFAi,
parameters (quoted string) [unused when ADAMSPrep*l]
LINEARIZATION CONTROL
LinFile - Mama of file containing FAST linearization
parameters (quoted string) [unused when AnalMode=l]
OUTPUT ™—»—»—•——™™—™™—™™™™™———•—
- Print summary data to "<RootName>.fsm' (flag)
- Generate a tab-delimited tabular output file, (flag)
- Format used for tabular output except time. Resulting field should be 10
characters, (quoted string) [not checked for validity!]
- Time to begin tabular output (s)
- Decimation factor for tabular output {1: output every tine step} (-)
- Amount of time between screen status messages (sec)
- Downwind distance from the tower-top to the nacelle IHU (meters)
- Lateral distance from the tower-top to the nacelle IHU (meters)
- Vertical distance from the tower-top to the nacelle IHU (maters)
- Distance from rotor apex [3 blades] or teeter pia [2 blades] to shaft strain
gages [positive for upwind rotors] (meters)
- Number of tower nodes that have strain gages for output [0 to 5] (-)
- List of tower nodes that have strain gages [1 to TwrNodes] (-) [unused if
NTwGages»0]
- Number of blade nodes that have strain gages for output [0 to S] (-)
- List of blade nodes that have strain gages [1 to BldModes] (-) [unused if
NBlGages=0]
- The next line(s) contains a list of output parameters. See 0utList.txt for a
listing of available output channels, (-)
NcIHUTAys"
NcIHURAzs"
LSSGagHzs"
SpnlALxb2, SpnlALxb3*
St.TSSl, St_DrTr"
St_FllB2, St_FllB3"
StD.TSSl, StDJJrTr"
"StD_FllBl, StD_FllB2, StD_FllB3"
END of FAST input file (the word "END" must appear in the first 3 columns of this last line).
D.1.2 Les données structurelles de la tour
FAST représente les déplacements distribués de la tour comme une superposition des modes
structurels. Il y a deux modes pour les déplacements en avant-aval et deux modes pour les
déplacements transversaux. Les formes de ces modes sont générées par le logiciel Modes^
(voir la référence 19 pour une explication des coefficients des modes). Les forces réactrices
sont calculés à partir des propriétés de masse, d'élasticité et d'inertie qui varient à travers la
longueur de la tour.
FAST TOWER FILE —
NREL 5.0 Hff offshore baseline tower input properties.
TOWER PARAMETERS —
11 NTwInpSt - Number of input stations to specify tower geometry
False CalcTHode - Calculate tower mode shapes internally {T: ignore mode shapes from below, F:
use mode shapes from below} [CURRENTLY IGNORED] (flag)
1.0 TwrFADmp(l) - Tower 1st fore-aft mode structural damping ratio (%)
1.0 TwrFADmp(2) - Tower 2nd fore-aft mode structural damping ratio ('/•)
1.0 TwrSSDmp(l) - Tower 1st side-to-side mode structural damping ratio ('/,) was 1.0 or 2.0
1.0 TwrSSDmp(2) - Tower 2nd side-to-side mode structural damping ratio (X)
TOWER ADJUSTMUNT FACTORS
1.0 FAStTunr(l) - Tower fore-aft modal stiffness tuner, 1st mode (-)
1.0 FAStTunr(2) - Tower fore-aft modal stiffness tuner, 2nd mode (-)
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1.0
1.0
1.0
1.0
1.0
HtFract
<-)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
SSStTunr(l) - Tower sido-to-side stiffness tuner, 1st node (-)
SSStTunr(2) - Tower side-to-side stiffness tuner, 2nd node (-)
AdjTwMa - Factor to adjust tower mass density (-)
idjFASt - Factor to adjust tower fore-aft stiffness (-)
AdjSSSt - Factor to adjust toner side-to-side stiffness (-)
DISTRIBUTED TOWER PROPERTIES
0.9869
0.2715
-0.3968
0.3008
-0.1624
-39.6691
14.8015
56.4263
-22.6549
-7.9038
0.9869
0.2715
-0.3968
0.3008
-0.1624
-39.6691
14.8016
66.4263
-22.6549
-7.9038
THassDen TwFAStif TwSSStif TwGJStif TwEAStif
(kg/m) (HB-2) CNm-2) (Hm-2) (H)
5590.87 614.343E9 614.343E9 472.751E9 138.127E9
5232.43 534.821E9 534.821E9 411.558E9 129.272E9
4885.76 463.267E9 463.267E9 356.495E9 120.707E9
4550.87 399.131E9 399.131E9 307.141E9 112.433E9
4227.75 341.883E9 341.883E9 263.087E9 104.450E9
3916.41 291.011E9 291.011E9 223.940E9 96.758E9
3616.83 246.027E9 246.027E9 189.323E9 89.357E9
3329.03 206.457E9 206.457E9 158.874E9 82.247E9
3053.01 171.851E9 171.851E9 132.244E9 75.427E9
2788.75 141.776E9 141.776E9 109.100E9 68.899E9
2536.27 115.820E9 11S.820E9 89.126E9 62.661E9
TOWER FORE-AFT MODE SHAPES
TwFAMlSh(2) - Mode 1, coefficient of z*2
TwFAIner
(kgm)
24866.3
21647.5
18751.3
16155.3
13838.1
11779.0
9958.2
8356.6
6955.9
5738.6
4688.0
TwSSIner
(kgm)
24866.3
21647.5
18751.3
16155.3
13838.1
11779.0
9958.2
8356.6
6955.9
5738.6
4688.0
TwFAMiSh(3)
TvFAHlSh(4)
TwFAMSh(5)
TwFAMlSh(6)
TwFAH2Sh<2)
TwFAM2Sh(3)
TwFAM2Sh(4)
TwFAH2Sh(5)
TwFAH2Sh(6)
- Mode 2
TwSSHlSh(2)
TwSSKlSh(3)
TwSSMlSh(4)
TwSSMlSh(5)
TwSSMlSh(S)
TwSSH2Sh(2)
TwSSM2Sh(3)
TwSSM2Sh(4)
TwSSH2Sh(5)
TwSSH2Sh(6)
- Mode 1
- Mode 2
term
coefficient of x"3 term
coefficient of z"4 term
coefficient of x"5 term
coefficient of z*6 term
coefficient of z*2 term
coefficient of z*3 term
coefficient of z*4 term
coefficient of z*5 term
coefficient of z*6 term
TOWER SIDE-TO-SIDE MODE SHAPES
coefficient of z*2 tern
coefficient of z"3 term
coefficient of z*4 term
coefficient of z*5 term
coefficient of z*6 term
coefficient of z*2 term
coefficient of z*3 term
coefficient of x"4 term
coefficient of z*5 term
coefficient of z*6 term
TwFAcgOf
(m)
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
TwSScgOf
Cm)
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
D.1.3 Les données structurelles des pales
Dans le texte qui suit, le tableau des propriétés structurelles est trop large pour la page donc
on coupe les derniers sept colonnes et les met en dessous de la première partie du tableau. La
signifiance des coefficients des formes des modes est la même que pour celles de la tour.
FAST «[DIVIDUAL BLADE FILE
HREL 5.0 HW offshore baseline blade input properties.
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False
HBlInpSt
CalcBHode
0.477466 BldFlDap(l)
0.477465 BldFlDmp(2)
0.477465 BldEdDmp(l)
- Number of blade input stations (-)
- Calculate blade mode shapes internally {T: ignore mode shapes from below,
F: use mode shapes from below> [CURRENTLY IGNORED] (flag)
- Blade flap mode #1 structural damping in percent of critical ('/.)
- Blade flap mode #2 structural damping in percent of critical (%)
- Blade edge mode #1 structural damping in percent of critical ('/.)
BLADE ADJUSTMENT FACTORS
1.0 FlStTunr(l)
1.0 FlStTunr(2)
1.04536 AdjBlMs
1.0 AdjFISt
1.0 AdjEdSt
- Blade flapwise modal stiffness tuner, 1st mode
- Blade flapwise modal stiffness tuner, 2nd mode
- Factor to adjust blade mass density (-)
- Factor to adjust blade flap stiffness (-)
- Factor to adjust blade edge stiffness (-)
DISTRIBUTED BLADE PROPERTIES
(-)
(-)
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BIFract
(-)
0.00000
0.00325
0.01951
0.03577
0.05203
0.06829
0.08455
0.10031
0.11707
0.13335
0.14959
0.16585
0.18211
0.19837
0.21465
0.23089
0.24715
0.26341
0.29595
0.32846
0.36098
0.39350
0.42602
0.45855
0.49106
0.52358
0.55610
0.58862
0.62115
0.65366
0.68613
0.71870
0.75122
0.78376
0.81626
0.84878
0.88130
0.89756
0.91382
0.93008
0.93821
0.94636
0.95447
0.96260
0.97073
0.97886
0.98699
0.99512
1.00000
Edglner
(kg m)
1394.54
1394.54
1470.42
1481.28
1634.30
1286.36
913.92
831.29
747.31
630.59
635.23
695.96
779.19
890.08
783.19
622.65
589.16
AeroCent
(
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
-)
.25000
.25000
.24951
.24510
.23284
.22059
.20833
.19608
.18382
.17156
.15931
.14706
.13481
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
.12500
StrcTvst
(dag)
13.308
13.308
13.308
13.308
13.308
13.308
13.308
13.308
13.308
13.308
13.308
13.308
13.181
12.848
12.192
11.561
11.072
10.792
10.232
9.672
9.110
8.534
7.932
7.321
6.711
6.122
5.546
4.971
4.401
3.834
3.332
2.890
2.503
2.116
1.730
1.342
0.954
0.760
0.574
0.404
0.319
0.253
0.216
0.178
0.140
0.101
0.062
0.023
0.000
, BMassDen
(kg/n)
678.935
678.935
773.363
740.550
740.042
592.496
450.275
424.054
400.638
382.062
399.655
426.321
416.820
406.186
381.420
352.822
349.477
346.538
339.333
330.004
321.990
313.820
294.734
287.120
263.343
253.207
241.666
220.638
200.293
179.404
165.094
154.411
138.935
129.555
107.264
98.776
90.248
83.001
72.906
68.772
66.264
59.340
55.914
52.484
49.114
45.818
41.669
11.453
10.319
FlpStff
(Hn-2)
18110.00E6
18110.00E6
19424.90E6
17455.90E6
15287.40E6
10782.40E6
7229.72E6
6309.54E6
5528.36E6
4980.06E6
4936.84E6
4691.66E6
3949.46E6
3386.52E6
2933.74E6
2568.96E6
2388.65E6
2271.99E6
2050.05E6
1828.25E6
1588.71E6
1361.93E6
U02.38E6
875.80E6
681.30E6
534.72E6
408.90E6
314.54E6
238.63E6
175.88ES
126.01E6
107.26E6
90.88E6
76.31E6
61.05E6
49.48E6
39.36E6
34.67E6
30.41E6
26.52E6
23.84E6
19.63E6
16.00E6
12.83E6
10.08E6
7.55E6
4.60E6
0.25E6
0.17E6
PraervRef PreswpRef FlpcgOf EdgcgOf
GO
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
GO
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
GO
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
GO
0.00017
0.00017
-0.02309
0.00344
0.04345
0.05893
0.06494
0.07718
0.08394
0.10174
0.10758
0.15829
0.22235
0.30756
0.30386
0.26519
0.25941
EdgStff
(Hm-2)
18113.60E6
18113.60E6
19558.60E6
19497.80E6
19788.80E6
14858.6OE6
10220.60E6
9144.70E6
8063.16E6
6884.44E6
7009.18E6
7167.68E6
7271.66E6
7081.70E6
6244.53ES
5048.96E6
4948.49E6
4808.02E6
4501.40E6
4244.07E6
3995.28E6
3750.76E6
3447.14E6
3139.07E6
2734.24E6
2554.87E6
2334.03E6
1828.73E6
1584.10E6
1323.36E6
1183.68E6
1020.16E6
797.81ES
709.61ES
518.19E6
454.87E6
395.12E6
353.72E6
304.73E6
281.42E6
261.71E6
158.81E6
137.88E6
U8.79E6
101.63E6
8S.07E6
64.26E6
6.61E6
5.01E6
GJStff
(Hm-2)
55S4.40E6
55S4.40E6
5431.B9E6
4993.98E6
46S6.59E6
3474.71E6
2323.64E6
1907.87E6
1570.36E6
1158.26E6
1002.12E6
855.90E6
672.27E6
547.49E6
448.84E6
335.92E6
311.35E6
291.94E6
261.0OE6
228.82E6
200.75E6
174.38E6
144.47E6
119.98E6
81.19E6
69.09E6
57.45E6
45.92E6
35.98E6
27.44E6
20.90ES
18.64E6
16.28E6
14.53E6
9.07E6
8.06ES
7.08E6
6.09E6
5.75E6
5.33E6
4.94E6
4.24ES
3.66E6
3.13E6
2.64E6
2.17E6
1.58E6
0.25E6
0.19E6
FlpEAOf EdgEAOf
GO (m)
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
0.0 0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
EAStff
(H)
13942.85E6
13942.85E6
15054.91E6
13707.94E6
13330.23E6
9981.35E6
6886.27E6
6048.03E6
6279.51E6
4460.74E6
4329.30E6
4460.98E6
4625.25E6
5024.26E6
4374.89E6
3479.90E6
3261.55E6
3029.59E6
2564.99E6
2167.76E6
1881.07E6
1619.67E6
1247.78E6
1021.15E6
758.93E6
658.99E6
556.00E6
418.78E6
342.08E6
270.31E6
298.01E6
239.54E6
177.13E6
146.30E6
96.79E6
79.64E6
64.66E6
54.86E6
28.04E6
25.11E6
22.22E6
11.33E6
8.61E6
6.44E6
4.77E6
3.40E6
1.94E6
0.38E6
0.23E6
Alpha
<-)
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
Flplner
(kgm)
1394.03
1394.03
1540.56
1260.31
1031.75
709.92
463.33
378.31
308.59
261.56
230.63
196.24
145.86
114.77
91.79
73.33
63.15
56.81
45.76
36.28
27.65
20.52
13.33
8.51
5.30
3.35
2.03
1.36
0.88
0.55
0.32
0.25
0.19
0.14
0.11
0.08
0.05
0.05
0.04
0.03
0.03
0.02
0.01
0.01
0.01
0.00
0.00
0.00
0.00
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549.11
467.24
397.27
348.56
303.42
236.23
195.72
146.49
128.44
109.17
82.39
67.53
53.51
59.28
47.66
35.23
29.11
19.25
15.85
12.88
10.93
6.57
4.99
4.42
2.25
1.71
1.28
0.95
0.68
0.39
0.08
O.OS
0.0622
1.7254
-3.2452
4.7131
-2.2555
-0.5809
1.2067
-15.S349
29.7347
-13.8255
0.3627
2.5337
-3.5772
2.3760
-0.6952
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
0.0 0.0
pr j
BldFllSh(2) -
BldFllSh(3) -
BldFllSh(4) -
BldFllSh(5) -
BldFllSh(6) -
BldF12Sh(2) -
BldF12Sh(3) -
BldF12Sh(4) -
BldF12Sh(S) -
BldF12Sh(S) -
BldEdgSh(2) -
BldEdgShO) -
BldEdgSh(4) -
BldEdgSh(5) -
BldEdgSh(6) -
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
LDE MODE SHAI
Flap mods 1
Flap mode 2
Edge mode 1
0.25007
0.23155
0.20382
0.19934
0.19323
0.14994
0.15421
0.13252
0.13313
0.14035
0.13950
0.15134
0.17418
0.24922
0.26022
0.22554
0.22795
0.20600
0.21662
0.22784
0.23124
0.14826
0.15346
0.15382
0.09470
0.09018
0.08561
0.08035
0.07096
0.05424
0.05387
0.05181
J17Q
eoeff of 1*2
coeff of z*3
coeff of x*4
eoeff of x"5
coeff of z*6
coeff of x-2
coeff of x*3
coeff of x*4
coeff of x*5
coeff of x~6
coeff of x*2
coeff of x*3
coeff of x*4
coeff of x*5
coeff of x'6
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
D.1.4 Les commandes aérodynamiques
Le processus de linéairisation numérique dans FAST n'est pas équipé à tenir compte de
l'aérodynamique transitoire, ni de la dynamique de l'ombrage donc ces aspects de l'aérodynamique
doivent être désactivés pour les simulations où on génère un modèle linéaire. Par contre, ces
effets sont modélisés dans le domaine temporel. Voir la référence 83 pour une description
plus détaillée de la signifiance des commandes aérodynamiques. Les coefficients des profils
aérodynamiques varient à travers la longueur des pales. Les coefficients sont présentés en for-
Les fichiers d'entrée FAST et HAWC2 110
mat graphique dans la référence 8.
D.l.4.1 Simulation dans le domaine temporel
NREL 5.0 HV offshore baseline aerodynamic input properties.
- System of units for used for input and output [must be SI for FAST] (unquoted string)
- Dynamic stall included [BEDDOES or STEADY] (unquoted string)
- Use aerodynamic pitching moment model? [USE_CM or NO.CK] (unquoted string)
- Inflow model [DYNIN or EQUIL] (unquoted string)
- Induction-factor model [HONE or WAKE or SWIRL] (unquoted string)
- Induction-factor tolerance (convergence criteria) (-)
- Tip-loss model (EqUIL only) [PRAlIDtl, GTECH. or NONE] (unquoted string)
- Bub-loss model (EQUIL only) [PRAHdtl or HONE] (unquoted string)
- Name of file containing wind data (quoted string)
- Wind reference (hub) height [TowerHt+Twr2Shft+0verHang*SIN(ShftTilt)] (m)
- Tower-shadow velocity deficit (-)
- Tower-shadow half width Cm)
T_Shad_Refpt- Tower-shadow reference point (m)
- Air density (kg/m*3)
- Kinematic air viscosity [CURRENTLY IGNORED] (m'2/sec)
- Time interval for aerodynamic calculations (sec)
- Number of airfoil files (-)
SI
BEDDOES
USE.CK
DYNIH
SWIRL
1E-6
PRANDtl
PRANDtl
"nca.wnd"
90.0
0.0
9999.9
9999.9
1.225
1.464E-5
0.02479
8
SysUnits
StallHod
UseCm
InfHodel
IndHodel
AToler
TLHodel
HLModel
WindFile
HE
TvrShad
ShadHWid
AirDens
KinVisc
DTAero
NunFoil
•AeroData\Cylinderl.dat"
•AeroData\Cylinder2 .daf
"AeroData\DU40_A17.dat'
•AeroData\DU35_A17.dat*
"AeroData\DU30_A17.dat"
*AeroData\DU25_A17.dat'
•AeroData\DU21_A17.dat"
"AeroData\NACA64_A17.dat"
FoilNm - Names of the airfoi l f i l e s [NumFoil lines] (quoted strings)
17
RNodes
2.8667
5.6000
8.3333
11.7500
15.8500
19.9500
24.0500
28.1500
32.2500
36.3500
40.4500
44.5500
48.6500
52.7500
56.1667
58.9000
61.6333
BldNodes - Number of blade nodes used for analysis (-)
AeroTwst
13.308
13.308
13.308
13.308
11.480
10.162
9.011
7.795
6.544
5.361
4.188
3.125
2.319
1.526
0.863
0.370
0.106
DRNodes
2.7333
2.7333
2.7333
4.1000
4.1000
1000
1000
1000
1000
1000
1000
1000
1000
1000
2.7333
2.7333
2.7333
Chord
3.542
3.854
4.167
4.557
4.652
4.458
4.249
4.007
3.748
3.502
3.256
3.010
2.764
2.518
2.313
2.086
1.419
NFoil
1
1
2
3
4
4
5
6
6
7
7
8
8
8
8
8
8
PrnElm
NOPRINT
NOPRINT
NOPRINT
HOPRINT
HOPRINT
HOPRINT
HOPRINT
NOPRINT
PRINT
NOPRINT
NOPRINT
HOPRINT
PRINT
NOPRINT
HOPRINT
HOPRINT
NOPRINT
WndElm
HOWIND
NOWIND
NOVIND
NOWIND
NOWIND
NOVIND
NOWIND
NOWIND
WIND
NOWIND
NOWIND
NOVIND
WIND
NOWIND
NOWIND
NOWIND
NOWIND
D. 1.4.2 Linéarisation
NREL 5.0 HW offshore
SI
STEADY
USE.CM
EQUIL
SWIRL
1E-6
PRANDtl
SysUnits
StallHod
UseCm
InfHodel
IndHodel
AToler
TLHodel
baseline aerodynamic input properties.
- System of units for used for input and output D»u3t be SI for FAST] (unquoted string)
- Dynamic stall included [BEDDOES or STEADY] (unquoted string)
- Use aerodynamic pitching moment model? [USE.CM or HO.CM] (unquoted string)
- Inflow model [DYNIN or E0.UIL] (unquoted string)
- Induction-factor model [NONE or WAKE or SWIRL] (unquoted string)
- Induction-factor tolerance (convergence criteria) (-)
- Tip-loss model (EQUIL only) [PRANDtl, GTECH, or NONE] (unquoted string)
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HLModel
VindFila
HH
TwrShad
ShadHWid
T_Shad_Refpt-
AirDens
PRANDtl
"lca.wnd"
90.0
0.1
2.0
4.0
1.225
1.464E-5 KinVisc
0.02479 DTAero
8 NumFoil
"AeroData\Cylinderl.daf
•AeroData\Cylinder2 .dat"
•AeroData\DU40_A17.dat"
•AeroData\DU35_A17.dat"
"AaroData\DU30_A17.dat•
"AeroData\DU25_A17.dat"
"AeroData\DU21_A17.dat"
"AeroData\NACA64_A17.dat"
17 BldNodes
RNodes AeroTvst DRNode
Hub-loss model (EqUIL only) [PRAHdtl or KOKE] (unquoted string)
Name of file containing wind data (quoted string)
Wind reference (hub) height [TowerHt+Twr2Shft+0verHang*SIN(ShftTilt)] (m)
Tower-shadow velocity deficit (-)
Tower-shadow half width (m)
Tower-shadow reference point (n)
Air density (kg/n"3)
Kinematic air viscosity [CURRENTLY IGNORED] (m*2/sec)
Time interval for aerodynamic calculations (sec)
Number of airfoil files (-)
FoilKm - Names of the airfoil files [NumFoil lines] (quoted strings)
2.8667
5.6000
8.3333
11.7500
15.8500
19.9500
24.0500
28.1500
32.2500
36.3500
40.4500
44.5500
48.6500
52.7500
56.1667
58.9000
61.6333
13.308
13.308
13.308
13.308
11.480
10.162
9.011
7.795
6.544
5.361
4.188
3.125
2.319
1.526
0.863
0.370
0.106
2.7333
2.7333
2.7333
4.1000
4.1000
4.1000
4.1000
4.1000
4.1000
4.1000
4.1000
4.1000
4.1000
4.1000
2.7333
2.7333
2.7333
Number of blade
i Chord NFoil
3.542
3.854
4.167
4.557
4.652
4.458
4.249
4.007
3.748
3.502
3.256
3.010
2.764
2.518
2.313
2.086
1.419
nodes used for analysis (-)
PrnElm VndElm
NOPRINT NOHIND
NOPRINT NOWIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT HQVIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT NOVIND
NOPRINT HOVIND
NOPRINT HOVIND
NOPRINT HOVIND
D.1.5 Les entrées du vent
Dans le travail ci-présent on a utilisé les entrées du vent dans le style AeroDyn, pour lequel
les commandes sont expliquées dans la référence 83. On a ajouté trois nouveax cisaillements,
HVJET, XJET et VR, pour le travail en estimation. Les cisaillements HVJET et XJET sont
représentés dans les deux sous-figures inférieures de la figure 1.6. Le cisaillement VR n'a pas
été utilisé mais il représente une variation radiale qui est uniforme à travers tout azimut. Le
fichier nca.wnd, ci dessous, est un fichier d'entrée pour calculer les coefficients des transfor-
mations normalisantes au point de fonctionnement de 12m/s.
! Sample hub-height wind file for AeroDyn
! Time
!
0
299.9
300
349.9
350
399.9
400
500
Vind
Spaed
12
12
11
11
13
13
12
12
Vind
Dir
0
0
0
0
0
0
0
0
Vert.
Speed
0
0
0
0
0
0
0
0
Horiz.
Shear
0
0
0.2
0.2
-0.2
-0.2
0
0
Vert.
Shear
0
0
0
0
0
0
0
0
LinV
Shear
0
0
0.2
0.2
-0.2
-0.2
0
0
Gust
Speed
0
0
0
0
0
0
0
0
HVJET XJET
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
V
0
0
0
0
0
0
0
0
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Le fichier l ca . wnd, ci-dessous, est un fichier d'entrée pour la linéairisation du modèle.
! Sample hub-height wind f i l e for AeroDyn
! Time Wind Wind Vert. Horiz. Vert. LinV Gust HVJET XJET VR
! Speed Dir Speed Shear Shear Shear Speed
0 12.0 0 0 0 0 0 0 0 0 0
D.1.6 Les commandes de linéairisation
La référence 19 explique les commandes pour la linéairisation du modèle FAST. Dans le tra-
vail ci-présent, on a ajouté les perturbations HVJET et XJET comme l'explique la section D.l .5.
F A ST LINEARIZATION CONTROL FILE
NREL 5.0 MW offshore baseline linearization input properties.
PERIODIC STEADY STATE SOLUTIOK
True CalcStdy - Calculate periodic steady state condition {False: linearize about initial
conditions} (flag)
3 TrimCase - Trim case {1: find nacelle yaw, 2: find generator torque, 3: find collective
blade pitch} (switch) [used only when CalcStdy=True and GenDOF=True]
0.0001 DiapTol - Convergence tolerance for the 2-norm of displacements in the periodic steady
state calculation (rad ) [used only when CalcStdy=True]
0.05 VelTol - Convergence tolerance for the 2-norm of velocities in the periodic steady
state calculation (rad/s) [used only when CalcStdy=Trua]
HODEL LINEARIZATION
200 NAzimStep - Number of equally-spaced azimuth steps in periodic linearized model (-)
1 HdlOrder - Order of output linearized model {1: 1st order A, B, Bd, C, D, Dd; 2: 2nd
order M, C, K, F, Fd, VelC, DspC, D, Dd} (switch)
4 NInputs - Number of control inputs [0 (none) or 1 to 4+NumBl] (-)
3,5,6,7 Cntrllnpt - List of control inputs [1 to NInputs] {1: nacelle yaw angle, 2: nacelle yaw
rate, 3: generator torque, 4: collective blade pitch, 5: individual pitch of
blade 1, S: individual pitch of blade 2, 7: individual pitch of blade 3
[unavailable for 2-bladed turbines]} (-) [unused if Nlnputs'0]
5 NDisturbs - Number of wind disturbances [0 (none) or 1 to 9+NumBl] (-)
1,4,6,8,9 Diaturbnc - List of input wind disturbances [1 to HDisturbs] {1: horizontal hub-height
wind speed, 2: horizontal wind direction, 3: vertical wind speed, 4:
horizontal wind shear, 5: vertical power law wind shear, 6: linear vertical
wind shear, 7: horizontal hub-height wind gust, 8:HVJET, 9: XJET} (-) [unused
if NDisturbs'O]
D.2 Les fichiers d'entrée HAWC2
Les commandes HAWC2 sont expliqués dans la référence 84. On ne donne ici que le fichier
principal (.htc) pour une simulation HAWC2 car les données structurelles et aérodynamiques
sont les mêmes que pour FAST.
begin Simulation;
tima.stop 700.0
solvertype 1 ;
begin neumark;
beta 0.27;
gamma 0.51;
deltat 0.0124;
Les fichiers d'entrée FAST et HAWC2 113
bdynamic 1.0 ;
and navnark;
end simulation;
begin nev.htc.structure;
begin main.body; tower 90m
name tower ;
type timoschenko ;
nbodies 1 ;
node.distribution c2_def ;
damping 5.0E-02 5.0E-02 8.0E-01 1.0E-03 1.0E-03 4.5E-04
begin timoschenko.input;
filename ./data/hawc_st.new2.nrl ;
set 6 1 ;
and timoschenko.input;
begin c2_def;
nsec 1
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
1
2
3
4
S
6
7
8
9
lt
L0;
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
) 0.
and c2_def
end main_body
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0 0.0
0.0
-10.0
-20.0
-30.0
-45.0
-60.0
-70.0 0
-87.6 0
-89.14
-89.56
0.0
0.0
0.0
0.0
0.0
0.0
.0 ;
.0 ;
0.0
0.0
Definition of centerline (main_body coordinatas)
x,y,z,twist
begin main.body;
name frame ;
type timoschenko ;
nbodies 1 ;
node.distribution c2_def ;
damping 3.0e-02 3.0e-02 4.0e-01 3.0e-03 3.0e-03 4.5e-02
begin timoschenko.input;
filename ./data/have_st_ne«2.nrl ;
set 8 1 i
end timoschenko.input;
begin c2.def;
nsec 4;
sac 1 0.0 0.0 0.0 0.0 ;
sec 2 0.0 0.0 0.5 0.0 ;
sec 3 0.0 0.0 1.85 0.0
sec 4 0.0 0.0 1.95 0.0
and c2_def ;
and main.body;
Dafinition of centerline (main.body coordinatas)
begin main.body;
name shaft ;
type timoschenko ;
nbodies 1 ;
node.distribution c2_def ;
damping 3.0e-02 3.0e-02 4.0e-01 3.0e-03 3.0e-03 4.5e-02
begin timoschenko.input;
filename ./data/have_st_ne«2.nrl ;
sat 2 1 ;
and timoschenko_input
begin c2.def;
nsec 5;
sec 1 0.0 0.0 0.0
sac 2 0.0 0.0 0.1
sec 3 0.0 0.0
end c2.def ;
end main.body;
set subset I-flexible,2-stiff
Definition of centerlina (main.body coordinates)
0.0
0.0
1.96256 0.0
sec 4 0.0 0.0 3.10710 0.0
sec 5 0.0 0.0 5.01910 0.0
Tower top i,y,z,twist
Generator and
Gearbox position
Main bearing
Rotor centre
begin main.body;
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name bladel ;
type timosehenko ;
nbodies 4 ;
node.distribution c2_def ;
damping 3.0«-2 5.2e-2 4.0e-2 S.9e-4 2.9a-4 5.0e-4
damping 3.0e-2 5.2e-2 4.0e-l S.9e-4 2.9e-3 S.Oe-2 ;
bagia tiooschenko.inpat;
filenam» ./data/havc_st_new2.nrl ;
•et 1 7 ;
end timoschenko.input ;
begin c2_def;
nsac 2
sac
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
sec
1
2
3
4
5
6
7
8
9
10
11
12
13
14
IS
16
17
18
19
20
21
L;
0.0
0.0
0.0
-0.2
-0.4800
-0.5200
-0.5696
-0.5815
-0.65725
-0.53112
-0.50088
-0.46000
-0.43775
-0.407
-0.37625
-0.3455
-0.31475
-0.289125
-0.26075
-0.177375
-0.10362
end c2_def ;
and main.body;
begin «ain.body;
name
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
blade2 ;
eopy_main_body bladel;
end aain.body;
Definition of centerline (mai
0.0000
1.0000
l.SOOO
2.8667
5.6000
8.3333
11.7500
15.8500
19.9500
24.0500
28.1500
32.2500
36.3500
40.4500
44.5500
48.6500
52.7500
66.1667
58.9000
61.6333
63.0000
0.000
0.000
0.000
-13.308
-13.308
-13.308
-13.308
-11.480
-10.162
-9.011
-7.795
-6.850
-5.361
-4.188
-3.125
-2.319
-1.526
-0.863
-0.370
-0.106
-0.000
x.y.z.twist
x.y.z,twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
x.y.z.twist
begin aain.body;
name blad«3 ;
copy_main_body bladel ;
end aain.body;
begin orientation;
begin base;
body tower;
inipos 0.0 0.0 0.0
body.eulerang 0.0 0.0 0.0;
end base;
begin relative;
bodyl tower last;
body2 frame 1;
body2_eulerang -90.0 0.0 0.0;
end relative;
begin relative;
bodyl tower last;
body2 shaft 1;
body2_eulerang 90.0 0.0 0.0;
body2_eulerang 5.0 0.0 0.0;
body2_eulerang 0.0 0.0 -90.0;
body2_ini_rotvec_dl 0.0 0.0 -1.0 1.267109
end relative;
begin relative;
bodyl shaft last;
body2 bladel 1;
507.blada radius
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body2_eulerang -90.0 0.0 0.0;
body2_eulerang 0.0 90.0 0.0;
body2_eulerang 0.0 0.0 -4.688;
body2_eulerang 2.E 0.0 0.0;
end relative;
begin relative;
bodyl shaft last;
body2 blade2 1;
body2_eulerang -90.0 0.0 0.0;
body2_eulerang 0.0 90.0 0.0;
body2_eul«rang 0.0 120.0 0.0;
body2_eulerang 0.0 0.0 -4.688;
body2_eulerang 2.S 0.0 0.0;
end relative;
begin relative;
bodyl shaft last;
body2 bladeS 1;
body2.eulerang -90.0 0.0 0.0;
body2_eulerang 0.0 90.0 0.0;
body2_eulerang 0.0 240.0 0.0;
body2_eulerang 0.0 0.0 -4.688;
body2_eulerang 2.5 0.0 0.0;
end relative;
and orientation;
begin constraint;
begin fizO; fixed to ground in translation and rotation of node 1
body tower;
end fixO;
begin fixl; fixed relative to other body in translation and rotation
bodyl tower last;
body2 frame 1;
end fixl;
begin bearingl; free bearing
nane shaft_rot ;
bodyl tower last;
body2 shaft 1;
bearingjvector 2 0.0 0.0 -1.0;
end bearingl;
ï
begin bearing2; forced bearing
name pitchl;
bodyl shaft last;
body2 bladel 1;
bearing_vector 2 0.0 0.0 -1.0;
end beazing2;
begin bearing2; forced bearing
name pitch2;
bodyl shaft last;
body2 blade2 1;
bearing.vector 2 0.0 0.0 -1.0;
end bearing2;
begin bearing2; forced bearing
name pitch3;
bodyl shaft last;
body2 blade3 1;
bearing_vector 2 0.0 0.0 -1.0;
end bearing2;
and constraint;
end new_htc_structure;
begin dll;
begin havc.dll;
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filename ./control/bladed2havc.dll ;
dll_subroutine regulation ;
arraysizes 13 10 ;
deltat 0.0124;
begin output;
general time ; 1
constraint bearing2 pitchl 1; 2,3
constraint bearing2 pitch2 1; 4,5
constraint bearing2 pitch3 1; 6,7
constraint bearing2 shaft.rot 1; 8,9
wind free.wind 1 0.0 0.0 -90.4; 10,11,12
general constant 97.0 ; 13
end output;
begin actions;
body moment.int shaft 1 3 tower 10 ;
end actions;
end havc.dll;
begin havc.dll;
filename ./control/est.cont.dll ;
dll.subroutine core ;
arraysizes 34 32;
deltat 0.0124;
begin output;
general time ; 1
constraint bearingl shaft.rot 1; 2,3
wind free_wind_hor 1 0.0 0.0 -90.4; 4,5
general constant 0.0;
general constant 0.0;
dll inpvec 1 2;
dll inpvec 1 3;
dll inpvec 1 4;
constraint bearing2 pitchl 1;
constraint bearing2 pitch2 1;
constraint bearing2 pitch3
mbdy monentvec shaft 1 1 shaft;
nbdy meaentvec tower 8 1 tower;
mbdy forcevec tower 8 1 tower;
mbdy state ace tower 9 1 frame;
mbdy momentvec shaft 4 1 frame;
mbdy forcevec shaft 4 1 frame;
end output;
;
begin actions;
end actions;
end havc.dll;
l!
17
20
23
26
29
32
6
7
8,9,10
11,12
13,14
15,16
,18,19
.21.22
,24,25
.27,28
.30,31
,33,34
begin havc.dll;
filename ./control/est.cont.dll ;
dll.subroutine aoa_reg ;
arraysizes 7 3 ;
deltat 0.0124;
begin output;
general time ; 1
general constant 0.0124; deltat 2
general constant 4.53; ki * integral gain 3
general constant -0.2; kp - proportional gain 4
dll inpvec 2 30; 5
dll inpvec 2 31; 6
dll inpvec 2 32; 7
end output ;
begin actions;
end actions;
and havc.dll;
begin havc.dll;
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filename ./control/2nd_ord_pteh_servo_v_delay.dll ;
dll_8ufaroutine fst_ord ;
arxaysizes 7 3 ;
deltat 0.0124;
begin output;
general time ; 1
general constant 0.0124; deltat of filter 2
general constant 0.1; tau.fo " period at -3dB (in seconds) 3
general constant 100; max pitch rate of pitch motors (deg/s) 4
dll inpvec 3 1; 5
dll inpvec 3 2; 6
dll inpvec 3 3; 7
end output;
begin actions;
end actions;
•nd havc.dll;
begin havc.dll;
filename ./control/2nd_ord_ptch_servo_v.delay.dll ;
dll.subroutine sec.ord.d ;
arraysizes 10 3 ;
deltat 0.0124;
begin output;
general tine ; 1
general constant 0.0124; deltat of pitch notors 2
general constant 100; sax pitch rate of pitch motors (deg/s) 3
general constant 0.0; deadtima of the pitch motors (s) 4
dll inpvec 4 1; S
dll inpvec 4 2; 6
dll inpvec 4 3; 7
dll inpvec 12; 8
dll inpvec 13; 9
dll inpvec 1 4; 10
end output;
begin actions;
body bearing_angle pitchl;
body bearing.angle pitch2;
body b«aring_angle pitch3;
end actions;
end hawc.dll;
!
»
begin hawc.dll;
filename ./control/damper.dll ;
dll.subroutine damp ;
arraysizes 7 1 ;
deltat 0.0124;
begin output;
general tiae ;
general constant 2.0;
general constant 30.0;
general constant -l.OES ;
abdy state vel tover 9 1.0 tower;
end output;
begin actions;
body foree.ext tover 10 2 ;
end actions;
end hawc.dll;
begin hawc.dll;
filename ./control/combine.dll ;
dll.subroutine combine ;
arraysizes 107 67 ;
deltat 0.0124 ;
begin output ;
constraint bearing3 shaft.rot 2; angle and angle velocity 2,3
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ESTIMATOR
have structure state 3
mbdy state pos tower 9 1.0 global * tower top flange position
body node.rot 3 4 1 1 * shaft deflection ;
mbdy state pos bladel 20 1.0 bladel • blade 1 tip pos ;
mbdy state pos blade2 20 1.0 blade2 * blade 2 tip pos ;
nbdy state pos blade3 20 1.0 blade3 * blade 3 tip pos ;
body node.rot 7 5 1 3 # blade 1 tip rotation ;
have wind state, bl 1 21
aero vindspeed 3 1 2 35.0; induced wind speed seen fron blade 1
aero vindsp«ed 3 1 2 45.0; induced wind speed seen from blade 1
aero vindspeed 3 1 2 60.0; induced wind speed seen fron blade 1
aero indue 3 1 2 35.0; induced wind speed seen from blade 1
aero indue 3 1 2 45.0; induced wind speed seen from blade 1
aero indue 3 1 2 60.0; induced wind speed seen fron blade 1
aero vindspeed 3 2 2 35.0; induced wind speed seen from blade 2
aero vindspeed 3 2 2 45.0; induced wind speed seen from blade 2
aero vindspeed 3 2 2 60.0; induced wind speed seen fron blade 2
aero indue 3 2 2 35.0; induced wind speed seen from blade 2
aero indue 3 2 2 45.0; induced wind speed seen from blade 2
aero indue 3 2 2 60.0; induced wind speed seen from blade 2
aero vindspeed 3 3 2 35.0; induced wind speed seen from blade 3
aero vindspeed 3 3 2 45.0; induced wind speed seen from blade 3
aero vindspeed 3 3 2 60.0; induced wind speed seen from blade 3
aero indue 3 3 2 35.0; induced wind speed seen from blade 3
aero indue 3 3 2 45.0; induced wind speed seen from blade 3
aero indue 3 3 2 60.0; induced wind speed seen from blade 3
aero vrai 1 35.0;
aero vrel 1 45.0;
aero vrel 1 60.0;
aero vrel 2 35.0;
aero vrel 2 45.0;
aero vrel 2 60.0;
aero vrel 3 35.0;
aero vrel 3 45.0;
aero vrel 3 60.0;
aero alfa 1 35.0;
aero alfa 1 45.0;
aero alfa 1 60.0;
aero alfa 2 36.0;
aero alfa 2 45.0;
aero alfa 2 60.0;
aero alfa 3 35.0;
aero alfa 3 45.0;
aero alfa 3 60.0;
estimated state 30
dll inpvec 2 4 * tfa state;
dll inpvec 2 S t tss state;
dll inpvec 2 6 * dtr state;
dll inpvee 2 7 * blf state;
dll inpvec 2 8 * b2f state;
dll inpvec 2 9 * b3f state;
dll inpvec 2 16 # u state;
dll inpvec 2 17 * hshr state;
dll inpvec 2 18 * vshr state;
dll inpvec 2 19 # hvjet state;
dll inpvec 2 20 * zjet state;
FLOW ESTIMATES 41
dll inpvee 2 21;
dll inpvec 2 22;
dll inpvec 2 23;
dll inpvec 2 24;
dll inpvec 2 25;
dll inpvee 2 26;
dll inpvee 2 27;
dll inpvee 2 28;
dll inpvee 2 29;
dll inpvee 2 30;
dll inpvec 2 31;
dll inpvec 2 32;
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; commands
dll inpvec 1 2 # col pitch cmd;
dll inpvec 3 1 * pitch cmd aoa 1;
dll inpvec 3 2 * pitch cmd aoa 2;
dll inpvec 3 3 * pitch cmd aoa 3;
; résulta 51
constraint bearing2 pitchl 1; angle and angle velocity
constraint bearing2 pitch2 1; angle and angle velocity
constraint bearing2 pitch3 1; angle and angle velocity
; ANALYSIS OUTPUT —57
; loads
mbdy monentvec tover 1 1 tover # tower base flange ;
mbdy momentvec tower 9 2 tower # yaw bearing ;
mbdy moaentvee bladel 3 1 bladel # blade 1 root ;
mbdy forcevec bladel 3 1 bladel # blade 1 root ;
; power 69
aero torque;
dll inpvec 1 1 * Hgen slow;
dll inpvec 1 6 t Hgea fast;
aero power;
dll inpvec 1 8 # Mechanical power generator [kW];
dll inpvec 1 9 * Electrical power generator Cktf];75
end output ;
;
begin actions ;
end actions ;
end havc.dll ;
end dll;
begin wind ;
density 1.225 ;
wsp 11.4 ;
tint 0.1738 ;
horizontal.input 1 ;
windfield_rotations 0.0 0.0 0.0 ;
center.posO 0.0 0.0 -90.0 ;
shear.format 3 0.143 ;
turb.foraat 1 ;
tower_shadow.method 1 ;
scale.time.start 30.0 ;
wind_ramp_factor 0.0 20.0 0.8 1.0 ;
begin aann;
filanaue.u ./wind/oc3_llas_rect6_6u.bin ;
filename.v ./wind/oc3_llms_rect6_6v.bin ;
filename.» ./wind/oc3_llms_rect6_6w.bin ;
box_dim_u 8192 0.97412109375 ;
box.dim.v 32 4.6875;
box_dim_w 32 4.6875;
std.scaJ.ing 1.0 0.7 0.5 ;
end mann;
begin tower_shadow_potential;
tower.offset 0.0 ;
nsec 2;
radius 0.0 3.0 ;
radius -90.0 1.935 ;
end tower_shadow_potential;
end wind;
begin aero ;
nblades 3;
hub.vec shaft -3 ;
link 1 mbdy_c2_def bladel;
link 2 mbdy.c2_def blade2;
link 3 mbdy.c2.def blade3;
ae.filename ./data/hawc2nf_ae.NRL ;
pc.filename ./data/have _pc.nrl ;
induction_method 1 ;
aerocalc_method 1 ;
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aerosections
ae.s«ts
30 ;
1 1 1
tiplossjnethod 1 ;
dynstalljaethod 2 ;
end aero ;
begin output
filename .
tine 100.0
buffer 100
.
/res/case001;
700.0 ;
J
general time
data_fonu
' dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
dll
inpvec
inpvee
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
Inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
inpvec
t
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
;
hawc.ascii;
1 ;
2
3
4
5
6
7
8
9
10
11
12
13
14
15
IS
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45 ;
46 •
47 ;
48 ;
49 ;
50 :
51 ;
52 i
53 ;
54 ;
55 ;
56 ;
57 ;
58 ;
Les ûchiers d'entrée FAST et HAWC2 121
dll inpvec 7 59 ;
dll inpvee 7 60 ;
dll inpvec 7 61 ;
dll inpvec 7 62 ;
dll inpvec 7 63 ;
end output;
exit ;
