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ABSTRACT

This research focuses on the nanoscopic investigation of the three-dimensional surface
morphology of the neural growth cones from the snail Helisoma trivolvis, and InN and InGaN
semiconductor material systems using Atomic Force Microscopy (AFM). In the analysis of the
growth cones, the results obtained from AFM experiments have been used to construct a 3D
architecture model for filopodia. The filopodia from B5 and B19 neurons have exhibited
different tapering mechanisms. The volumetric analysis has been used to estimate free Ca2+
concentration in the filopodium. The Phase Contrast Microscopy (PCM) images of the growth
cones have been corrected to thickness provided by AFM in order to analyze the spatial
refractive index variations in the growth cone. AFM experiments have been carried out on InN

and InGaN epilayers. Ternary InGaN alloys are promising for device applications tunable from
ultraviolet (EgGaN=3.4 eV) to near-infrared (EgInN=0.7 eV). The real-time optical characteristics
and ex-situ material properties of InGaN epilayers have been analyzed and compared to the
surface morphological properties in order to investigate the relation between the growth
conditions and overall physical properties. The effects of composition, group V/III molar ratio
and temperature on the InGaN material characteristics have been studied and the growth of high
quality indium-rich InGaN epilayers are demonstrated.
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Chapter 1
1. Introduction to surface morphology analysis in material characterization
Nanoscopic investigation of surface morphological properties of materials is of crucial
importance to explore the component parts and their relations to the macroscopic physical
materials properties. In fact, the functional correlations between nano-scale and macro-scale
properties may lead to nano-scale engineered materials with multi-functional properties.
This research focuses on the nanoscopic investigation of three-dimensional surface
morphology of the neural growth cones from the snail Helisoma trivolvis, and InN and InGaN
semiconductor systems using atomic force microscopy. The analysis methods are different for
these material systems with different physical properties.

1.1 Surface morphological analysis of neural growth cones
Neurons are complex cellular structures specialized in intercellular communication
throughout the nervous system. They are often very complex and polarized structures, receiving
information from other neurons on their input side, the dendrites, and communicating with
neurons at their often distant output regions, the axon terminal. The latter are typically located at
the end of a long axon. During the development and the regeneration of the nervous system, the
tips of axons and dendrites, often collectively called neurites, are tipped by highly motile sensory
structures known as growth cones. These growth cones are responsible for the establishment of
the correct connectivity in the nervous system and do so by surveying the environment and
‘reading’ local environmental guidance cues to locate an appropriate synaptic partner1. Function

2
and morphology of the growth cones are correlative; so, the shape and structure of the growth
cones provide information about their functions.
The major cytoskeletal components of growth cones are microtubules and actinfilaments. There are three structural domains in a growth cone as classified by cytoskeletal
organization and functionality (see Figure 1.1). The central domain (C-domain) is the thick,
microtubule rich, central region containing organelles and transport vesicles. The transition zone
(T-zone) is the transition region from axon microtubule bundles to a meshwork of filamentous
actin. The peripheral zone (P-domain) is actin rich and the most dynamic domain of the growth
cone. The P-domain contains the lamellipodium (veil), thin, sheet-like protrusions, and filopodia,
fine, finger-like extensions, which are the most distal and the most dynamic components of the
growth cone. The extension mechanism of growth cones is based on both filopodia and
lamellipodia.

Figure 1.1 Structural domains of a growth cone. Letters C, T, F, and L stand for C-domain, T-zone,
filopodium, and lamellipodium respectively.

3
In biological and biomedical research, microscopic analysis techniques are essential to
study the static and the dynamic properties of complex systems. Earlier applications of
microscopy in biological research concentrated on optical microscopy2, while newer microscopic
techniques include electron transmission/reflectance microscopy and atomic force microscopy
variations3. Optical microscopy techniques enable the visualization of large biological structures
such as cells and bacteria4-6. As a consequence of limitations introduced by optical diffraction,
the study of morphological details smaller than 100 nm has not been possible, although contrast
enhancement methods have been practiced2,7. In addition, the use of fluorescence microscopy has
provided the capability of looking inside the cells and distinguishing individual intracellular
structures at high spatial resolution8. None of these optical techniques are informative on the
third dimension, as images obtained on 3-dimensional structures are compressed into 2dimensions resulting in loss of information. The information on the third dimension, however, is
absolutely necessary to elucidate the real-life characteristics of biological structures. Whereas
confocal microscopy has closed the gap and provides 3-renderings of biological structures using
fluorescent dyes, direct quantification of the nano-scale topography of structures in the third
dimension is possible by Atomic Force Microscopy (AFM) 9.
A powerful tool to analyze the cytoskeletal components of the growth cones is
ImmunoFluorescence Microscopy (IFM). This microscopy technique is based on the specificity
of antibody-antigen reaction so that cytoskeletal components such as microtubules and F-actin
can be labeled using specific fluorescent ligand complexes and the fluorescent antibodies emit
radiation at different wavelengths. So, IFM is an invasive technique which requires staining
procedures of the specimen prior to imaging. IFM has successfully been employed to analyze the

4
microtubule and actin organization in the growth cones10-12. In order to analyze real
characteristics of the growth cones, non-invasive microscopy approaches are required.
Phase Contrast Microscopy (PCM)7 is a non-invasive tool which requires no additional
sample preparation prior to imaging. The PCM offers direct quantification while IFM provides
an indirect way since the spatial intensity variations in an IFM image is the map of fluorophores
rather than the target complexes they are attached to. So, the quantification in IFM is limited to
the antigen-antibody reaction. On the other hand, in PCM, the light interacts with the matter
itself in terms of refractive index variations. These refractive index variations together with the
thickness through which the light interaction takes place construct the PCM image. Because of
this reason, PCM, when combined with AFM, can be used to quantify the refractive index
variations in the growth cone. This is of importance to investigate cytoskeletal material
organization of the growth cones using light interaction with the cytoskeletal components of the
growth cones.
While light travels through a medium, the transmitted light carries information about
optical properties of the medium depending on the origin of the interaction. PCM is one of the
contrast enhancement methods used in optical microscopy utilizing the phase lag of light
transmitted through a medium. The contrast of a PCM image is the transformation of the phase
lag into visible light intensity. The interaction between light and matter in PCM microscopy is
illustrated in Figure 1.2. The phase variations are different at the different regions of the
biological structure. This is because of the different light propagation speeds exhibiting Optical
Path Difference (OPD) variations. The OPD is the product of the refractive index and specimen
thickness along the path in which the radiation interacts with the matter.

5

Figure 1.2. Phase contrast microscopy operation on a biological structure.

In Figure 1.2, the phase of the probe light experiencing different conditions such as
refractive index and thickness are denoted by different subscripts. The contrast variations in the
figure correspond to refractive index variations. δ0 is the phase of the incident light. δ1 is the
phase of the light interacting with the cover slip and medium and, thus, is used as the reference
for the PCM image. δ2 and δ3 are the phases of the lights interacting within the different
thicknesses, dh and dm, respectively. The corresponding PCM intensity would be different for
both as long as the materials are of the same type and density along their interaction paths. δ4

6
and δ5 are the phases of the lights interacting within the same thickness dS. Assuming the
materials are not of the same type and density along their interaction paths, the corresponding
PCM intensity would be different for both, although they have the same thicknesses of
interaction. Therefore, thickness is the essential component to analyze the refractive index
variations which might relate to different material type as well as material density variations.
The optical phase shift relation for the light passing through a biological structure in a
medium can be written as



2 







 nspecimen  nmedium  d

(1.1)

where δ is the phase shift, λ is the wavelength of the light, nspecimen and nmedium are the optical
refractive index of the specimen and the medium, respectively, and d is the thickness of the
specimen. In the equation, δ refers to the differential change in the phase between the shifts
introduced by cover slip-medium-cell and cover slip-medium due to the differential refractive
index (nspecimen - nmedium). Consequently, changes in δ are only due to the biological structure
probed. In Figure 2, δ refers to the difference between δi (i=2,3,4,5) and δ1. Using Equation 1,
the differential refractive index can be analyzed by acquiring the phase, δ, from PCM and the
thickness, d, from AFM. However, the following assumptions are necessary:



The functional dependence of the phase shift to wavelength is negligible. In PCM,
visible wavelengths (Halogen lamp light source) are utilized in which the growth

7
cones are quite transparent. Therefore, no significant spectral absorption feature is
present. Also, the interaction between molecular energy levels and light is negligible.


The membrane thickness is constant over the growth cone. So, the membrane effect
on the phase shift is a constant offset, which does not superimpose on the phase shift
by the growth cone.



The variation of refractive index is uniform along the path in which the light interacts
with the growth cone.



The depth of the medium is much larger than the thickness of the biological structure
probed.

The calculated differential refractive index using the approach above is quantitative with
an unknown offset. This offset contains the refractive index of the medium, the PCM image
contrast, and the membrane contribution. The refractive index of the medium depends on the
solution type, concentration, and depth in the dish. The PCM image contrast depends on the
instrumental parameters such as, focus, incident light intensity, and scattering within the optical
path including the sample itself. However, the quantitative measurement of the internal refractive
index is possible by quantification of these contributions on the offset. This calibration can be
done by calibrating the PCM instrument and the medium by considering all possible effective
components.
The PCM analysis together with the AFM results is promising for the non-invasive and
the quantitative measurement of the cytoskeletal refractive index distribution. The variations in
the refractive index in biological structures are mainly due to the variations in concentration and
material type. Consequently, using a combined PCM-AFM approach, the number of molecules
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and the cytoskeletal composition can be mapped over a biological structure. Furthermore, this
information is essential to advance the nanomechanical analysis of biological events.

1.2 Surface morphological analysis of InGaN semiconductor alloys
Ternary In1-xGaxN alloys are of significant interest for the development of advanced
optoelectronics13 and high–efficient photovoltaic

14-16

device applications, due to their unique

physical properties such as, direct band-gap, high carrier mobility, and strong chemical
bonding17. The optical band gap in the In1-xGaxN alloy system can be tuned from Ultra-Violet
(UV) (EgGaN =3.4 eV) to Near-Infra Red (NIR) (EgInN =0.7 eV 18,19). Consequently, devices based
on compositional controlled In1-xGaxN heterostructures have the potential to operate in a wide
spectral range spanning over more than 80% of the solar spectrum and whole visible spectrum.
The potential operation area of In1-xGaxN based devices is illustrated in Figure 1.3. At higher
gallium compositions (x>0.5), the band-gap of this alloy system can be tuned within the visible
spectrum, which for example is of interest for solid-state lightning applications. For instance,
potential monolithic integrated Red-Green-Blue (RGB) LED chips can generate white light with
tailored color points. In1-xGaxN alloys with higher indium compositions (x<0.5), are of interest
for device components to be employed in optoelectronic communication applications. A further
application utilizing the complete composition range is the development of high-efficiency
monolithic multi-junction solar cells, which are capable of utilizing a large amount of solar
irradiance (see Figure 1.3).
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Figure 1.3 Potential band gap tuning of ternary In1-xGaxN alloys and solar spectrum at sea-level21.

However, the growth of the In1-xGaxN alloys and heterostructures is challenging due to
the large differences between thermodynamic and physical properties of the two binaries GaN
and InN. Two of the main differences are

i)

the lattice constants of InN (c=5.7034Å) and GaN (c=5.1250Å)31, and

ii)

InN has a much lower disassociation temperature compared to that of GaN.
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The lattice mismatch between InN and GaN along c-axis is about 11%. This large lattice
mismatch induces lattice strain22, which may result in a potential solid-phase miscibility gap in
the ternary In1-xGaxN system23 or microscopic compositional inhomogeneities25-29. In addition,
the lattice mismatch in GaInN/GaN heterostructures induces piezoelectric fields at the interfaces,
adding to the difficulty to grow compositionally stable InGaN epilayers
The large differences in the disassociation temperatures leads to a difference in the
growth temperatures of several hundreds degrees Celsius between the two binaries GaN and InN,
which is a huge challenge in the growth and stabilization of embedded ternary In1-xGaxN
heterostructures. Presently, the most common employed growth techniques for In1-xGaxN
epilayers and related heterostructures are low-pressure deposition techniques such as Plasma
Assisted Molecular Beam Epitaxy (PAMBE)30-32 and Metal-Organic Chemical Vapor Deposition
(MOCVD)33,34. While both techniques are able to stabilize the growth surface by off-equilibrium
means for one compositional In1-xGaxN alloy, the large difference in the growth temperatures
between different In1-xGaxN remains an unsolved problem and requires approaches that can
reduce or eliminate growth temperature gap.
A potential path to reduce the growth temperature gap in the In1-xGaxN system is to
explore the pressure dependency of the growth temperatures and to analyze the surface
stabilization of In1-xGaxN alloys as a function of total pressure above the growth surface35. This
path leads to the development of High-Pressure Chemical Vapor Deposition (HPCVD), a growth
technique that utilizes the nitrogen reactor pressure as an additional control parameter to stabilize
the growth surface in order to suppress the thermal decomposition process of In1-xGaxN alloys at
higher growth temperatures36.
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To analyze the effects of the growth parameters (growth temperatures, partial pressures
of the constituents, total reactor pressure, precursors, etc.) on the structural, optical, electrical and
surface morphological properties of In1-xGaxN epilayers, a variety of real-time and ex-situ
characterization techniques have to be applied. The combination of real-time and ex-situ
characterization techniques is critical, since the physical layer properties are strongly influenced
by the layer nucleation and potential nonlinear layer growth behavior and only the real-time data
provide information on the growth history.
Gaining insights in the correlations between atomic level growth surface processes and
physical thin film properties requires diagnostic tools on the nano-scale level as well spatially
integrating methods. Surface processes such as adsorption, desorption, and surface diffusion
processes37 govern interface morphology and affect the optical and electrical bulk layer
properties38. These surface processes are directly related to process parameters (temperature,
precursors, partial pressures, etc.) and control the growth chemistry at the surface. The growth
chemistry determines the crystal defect chemistry and the evolution of surface morphology due
to the different growth modes and/or the different growth kinetics. Analyzing the surface
morphology at different stages of the growth provide therefore information about the surface
growth chemistry and can be indirectly related to the process parameters. In the next step, the
nano-scale surface morphology information have to be correlated to the macroscopic level
structural, optical, and electrical properties in order to improve the knowledge about the growth
process and the physical properties of In1-xGaxN alloys.
The surface morphology analysis may also reveal correlations on how the lattice
mismatch between growth template (substrate) and growing In1-xGaxN epilayers influence the
material quality. Lattice strain and/or interfacial induced piezoelectric strain effect the growth
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surface chemistry, resulting in surface morphological modifications leading to a different surface
roughnesses and grain size/area distributions. These modifications may exhibit local variations at
the growth surface, requiring investigations at different length scales such as, micrometers and
millimeters. These investigations provide critical pieces of information on how the local surface
morphological variations relate to the overall physical material characteristics.
Since most growth processes due not a allow real-time access to study the surface
morphology evolution on a nano-scale during the thin-film growth process, a correlation has to
be found between ex-situ surface morphology analysis data and real-time macroscopic optical
surface topography characterization tools, such as laser light scattering (LLS)36. Also, since the
growth surface chemistry depends on the growth mode, the formation of different surface facets due to island growth, grain boundaries, etc. – may lead to different growth processing windows
for the facets with less stable surface regions. Such unstable surface regions can also be
introduces by lattice strain, when growing on lattice mismatch substrates. Therefore, the
correlation between real-time surface topography characterization results and ex-situ nano-scale
surface morphology analysis may reveal information on how the substrate template induced
lattice strain affects the surface chemistry and the surface stability.
An important growth parameter is the temperature at the growth surface, which controls
the surface kinetics of the adatoms during deposition. Analyzing the surface topography as a
function of growth temperature reveals therefore information about the growth modes, a
knowledge that can be integrated with the real-time observations to grow engineered
nanostructures using constant or graded growth temperature profiles.
A further important aspect of this thesis is the correlation of the electrical properties of
the In1-xGaxN epilayers with the surface morphology studies. The surface grain area and grain
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provides only a snapshot at the end of the film growth process. However the grain density and
grain area morphology is related to the amount of extended defects and point defect chemistry,
which in turn relates the number of defect states and scattering centers, affection the carrier
concentration and carrier mobility in the layer. A decreased grain area might result in an increase
in free carrier concentration as the carrier mobility decreases due to the grain boundary
potentials. Since the grain density is a result of increased crystalline strain, surface
morphological analysis provides useful information linking the electrical and the structural
properties of the In1-xGaxN layers.

1.3 Main tools to analyze surface morphology at nano-scale
Analyzing organic or inorganic surface topographies/morphologies at a nano-scale level
requires combining the most appropriate microscopy technique available with the specific
physical properties of the object under investigation. The criteria to select a suitable microscopy
technique can be summarized as:



required image resolution - or spatial resolution



what is probed: topographical, electrical, optical, or magnetic properties



invasive / noninvasive analysis?



is specimen destructed - either in the preparation stage or during the probing process?



static or dynamic systems (real-time)?



physical properties of the specimen: conductivity, softness, elasticity, and microscopy
environment; vacuum, liquid, variable temperature, and pressure
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One of the first approaches to investigate nano-scale structural properties of materials is
the electron microscopy, which utilizes an accelerated electron with a wavelength in the order of
atomic distances. The wavelength of electrons moving with the speed v is given by39

v2 h
  1 2
c mv

(1.2)

where λ is the wavelength of the matter, c is the speed of light, h is the Planck’s constant, and m
is the mass of the electron. According to the formulation, the wavelength of the electrons can be
adjusted to values that allow a lateral resolution down to a few nanometers (nm’s).
Over the last seventy years of development, a variety of electron microscopy techniques
has been developed. Scanning Electron Microscopy (SEM) and Transmission Electron
Microscopy (TEM) are extensively used in scientific research for high-resolution surface and
cross-section analysis.

However, most electron microscopy techniques are invasive and/or

destructive, need an ultra-high vacuum environment, and they provide very limited information
on the z-scale.
Other microscopy methods that can achieve nano-scale resolution are Scanning Probe
Microscopy (SPM) techniques: Near-Field Scanning Optical Microscopy (NSOM), Scanning
Tunneling Microscopy (STM), Atomic Force Microscopy (AFM), and variations thereof.
NSOM undergoes spatial resolution enhancement by probe-matter distance and evanescent field
interaction. This method provides crucial information about structural and optical properties in
addition to topography information when integrated to other SPM techniques. STM was the first
microscopy technique that achieved atomic scale resolution (10-10 m). The principle of an STM is
based on utilization of feedback that is provided by tunneling current between tip and sample. An
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operation limitation for STM is reached when the tunneling current between tip and sample
vanishes or becomes too small, a phenomenon encountered in dielectrics and other insulating
materials.
AFM is another atomic scale resolution SPM technique, where - as in STM – a feedback
control signal is used to map the surface topographies of the specimen. The feedback control
mechanism is provided by the attractive (noncontact mode) or repulsive (contact mode) forces
between a tip and the sample. AFM can be applied to any type of material such as, conducting,
non-conducting, hard, soft, dry or in liquid. Further details of these methods are given in the
following three subsections.

1.3.1 Near-field scanning optical microscopy (NSOM)
The first optical microscopy approach using near field (<λ) behavior of radiation was first
proposed by Synge40 in 1928. In 1984, the applications of near-field microscopy using visible
wavelengths were demonstrated41,42. Near-field scanning optical microscopy takes advantage of
low physical dimensions to increase the spatial resolution by breaking the diffraction limit (~
200-250 nm).
In NSOM, an optical fiber of very small aperture size (<λ) is brought close (<<λ) to the
surface of interest. In near field approach, the resolution of NSOM image is limited to the
aperture size of the optical fiber but not to the wavelength of the illumination. Therefore, fine
details as low as 20 nm 43 can be resolved. The different operational modes of NSOM are shown
in Figure 1.4.
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Figure 1.4 Near-field scanning optical microscopy (NSOM) operational modes.

There are different techniques to control the separation between NSOM tip and surface.
The most common approaches to engage the NSOM tip to the surface can be summarized as;

 Optical interferometry: This method is based on the investigation of the diffraction of
incident and reflected radiation.
 STM feedback: The tip-sample distance is controlled by using tunneling current.
Therefore, this method is limited to applications in conducting samples only.
 AFM feedback: The feedback for z-positioning is provided from the interaction with
surface forces. Two techniques for force feedback are common: 1) The lateral force
feedback using an optical fiber attached to a quartz tuning fork, 2) The normal force
feedback using a bent optical fiber with a reflective surface or cantilever with hollow tip.

Whatever the surface engagement technique is, NSOM combined with another SPM
technique provides more than topography information. So, NSOM can be used to investigate the
optical properties such as,
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dielectric function at surface



wavelength dependent reflection and transmission



modulation of light polarization



optical spectroscopy analysis (Raman, IR, Fluorescence, Absorption)

1.3.2 Scanning Tunneling Microscopy (STM)
In 1931, was Ernst Ruska and Max Knoll introduced the first application of electron
microscopy and demonstrated higher resolution than any other microscopy technique available at
that time. In 1982, a new application of electrons in microscopy was introduced by Binnig and
Rohrer54

-44

. This new technique called Scanning Tunneling Microscopy (STM) relied on

quantum mechanical phenomena, tunneling current, instead of wavelike particle behavior. With
this new technique, Binnig-Rohrer shared Nobel Prize in physics with Ernst Ruska in 1986.
The operation principle of an STM is based on a sharp conducting cantilever that is
brought closer to a voltage biased conducting surface, until a tunneling current can be
established. This tunneling current is used as a feedback signal for mapping surface topography
as the STM tip scans over the surface. The basic principle of an STM is depicted in Fig. 1.5. An
STM can be operated in two different modes, constant height, and constant current modes. In
constant height mode, after the tunneling current is obtained, the STM tip is scanned over plane
while the changes in the tunneling current are monitored. This mode is favorable for height speed
acquisition; however, it requires flat surfaces to eliminate the possibility of tip crashing to the
surface. The information obtained in constant height mode is the map of tunneling current over
surface. In constant current mode, after the tunneling current is obtained, the STM tip is scanned
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over the surface as the tunneling current is kept constant. The surface topographical changes at
surface induce changes in tunneling current since tip-surface distance is manipulated. The
tunneling current is readjusted to the current set point by the motion of the z-servo. The motion
of the piezoelectric z-servo provides a surface topography map.

Figure 1.5 Principle of a scanning tunneling microscopy (STM).

In STM operation, the STM tip and the sample can be assumed as two metal plates
separated by a very small distance behaving as a potential barrier. In the classic mechanical
approach, electrons having energy less than the barrier potential are not allowed to pass other
side. However, in the quantum mechanical approach, the probability of finding electrons within
or beyond the barrier is finite since the probability function penetrates into potential barrier as a
decaying exponential function. If the barrier width is small enough, the wavefunction does not
collapse completely and results in presence of a tunneling current beyond the potential barrier.

19
The quantum mechanical description of STM operation can be done by assuming the separation
between tip and sample behaves as a rectangular infinite potential barrier of width z. The
solution of the wavefunction 0 (at surface) to z (at tip) is45

 ( z )   (0)  e 

2  m (   E ) / 

(1.3)

,

where Φ is workfunction relating to barrier height and E is the energy of electrons to tunnel. The
workfunction Φ is superposition of tip and sample contribution. The solution involves a negative
real exponential indicating wavefunction decays exponentially since Φ>E. However, in other
regions (<0 and >z), the solutions are harmonic and, thus, the tunneling electrons penetrate
through the tip creating an electrical current. Therefore, the tunneling current can be detected
only if is the STM tip conductive. The probability of finding electrons beyond the barrier is45
2

2
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.

The tunneling current is proportional to the number of charges, which would be present
probabilistically beyond the barrier. Assuming the tunneling current is due to the electrons
having energy near the Fermi level46, the tunneling current I can be written as
2

2
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2 m (   E ) / 

,

(1.5)

where Io is the electrical current if the STM tip and sample are in contact.
1.3.3 Atomic Force Microscopy (AFM)
Atomic Force Microscopy (AFM) 7 is a scanning microscopy technique that is capable of
imaging three-dimensional surface topography with atomic resolution. AFM utilizes surface
forces (Van der Waals, electrostatic, magnetic, chemical forces) as feedback signal with the aim
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of keeping the tip-sample interaction force constant. Therefore, the sample doesn’t have to be
conductive as required in STM. The fundamental principle of an AFM is illustrated in Figure 1.6.

Figure 1.6 Principle of an Atomic Force Microscopy (AFM) in laser beam deflection mode.

A sharp tip mounted on a cantilever scans over the surface while the cantilever oscillates
at resonance frequency. The deviation of oscillation frequency/amplitude from a set-point value
provides a feedback signal that adjusts the tip-surface distance via a piezoelectric driver (Zpiezo) at every point. The changes in the position of the piezoelectric driver correspond to the
surface topography, since the extension and retraction of piezoelectric crystal can be quantified
as a function of applied voltage.
Besides surface topographical analysis, AFM can be used to investigate the mechanical
surface properties such as softness and elasticity, using phase lag and amplitude information of
the cantilever oscillation.
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Although there are several different methods to measure the cantilever deflection, the
laser beam deflection method is the most common used approach (see Figure 1.6). In this
method, a laser beam is projected onto the back of a cantilever tip and the reflected beam is
analyzed by a quadrant photo-detector. The four signals from each quadrant in the photo-detector
used to generate differentials that can be related to the normal forces and lateral forces between
cantilever tip and the sample. Whatever the origin of the surface forces are, AFM has five
essential components:



A sharp tip mounted on a cantilever. The spatial resolution of an AFM is given by the
sharpness of the cantilever tip.



A proper method to control the vibrational motion/oscillation of the cantilever.



A feedback unit that drives piezoelectric z-servo by comparing the detected and set
motion components of the cantilever.



A high-resolution scanning stage.



An electronic controller unit and a computer for data acquisition and monitoring.

AFM experiments can be performed in three modes, contact mode, non-contact mode and
tapping mode. The modes differ by the nature of force interaction between cantilever and
surface. In terminology “contact” doesn’t necessarily mean that the cantilever touches surface
and “non-contact” that it doesn’t. In this very low force and dimension regime, they are just a
measure of how close the tip is to the surface. Figure 1.7 shows the three different modes of
AFM operation with respect to typical surface force curve.
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Figure 1.7 Atomic force microscopy operational modes on a typical Force-distance curve.

In contact mode, the repulsive forces between tip and the surface are utilized. The total
tip-surface force is the sum of both large range van der Waals (vdW) and short range chemical
interactions. For distances below 2Å, the chemical interaction is dominated by the Pauli
repulsion and starts to balance the attractive van der Waals force. AFM images taken at small
tip-surface distances, where the total tip-surface force is repulsive (the van der Waals interaction
is smaller than the short range atomic repulsion, are said to be formed during the contact mode.
In a non-contact AFM mode (nc-AFM), the probe tip on the cantilever is not in contact
with the sample, and long-range interaction forces, e.g. van der Waals, electrostatic, and
magnetic force can also be probed. Unlike to the contact mode, the nc-AFM mode is sensitive to
the force gradient, rather than the interaction forces between the tip and the sample surface.
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To establish the feedback control signal, the cantilever is driven to oscillate at its
resonance frequency by means of a piezoelectric element. The changes in the resonant frequency
as a result of tip-sample interaction are measured and analyzed. The force gradient

= -∂Fz=∂z

results in a modification of the effective spring constant of the cantilever.

k eff  k  F '

(1.6)

where k is the spring constant of cantilever in the absence of tip-surface force interaction. An
attractive tip-surface interaction with (

> 0) will therefore soften the effective spring constant

(keff < k), whereas a repulsive tip-surface force interaction (

< 0) will strengthen the effective

spring constant (keff > k). The change of the effective spring constant, in turn, produces a shift in
the resonant frequency ω of the cantilever according to
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where m is the effective mass and ωo is the resonance frequency of the cantilever in the absence
of force gradient. If

is small relative to k then Eqn. (1.7) can be approximated by
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Therefore,

0
an attractive force with (

> 0) will lead to a decrease of the resonant frequency (ω < ωo),

whereas a repulsive force (

< 0) will lead to an increase (ω > ωo).
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In tapping mode atomic force microscopy (T-AFM) - which is similar to nc-AFM - the
cantilever tip is brought closer to the sample so that the bottom of it just barely hits, or “taps”,
the sample. The cantilever’s oscillation amplitude changes in response to tip-to-sample spacing.
An image representing surface topography is obtained by monitoring these changes. Soft
samples are best handled by using T-AFM instead of contact or non-contact AFM. T-AFM is
less likely to damage the sample than contact AFM because it eliminates lateral forces (e.g.
friction) between the tip and the sample. In general, T-AFM is more effective than nc-AFM for
imaging larger scan sizes that may include greater variation in sample topography and also for
biological imaging where cantilever induced lateral forces can yield significant manipulative
effects by other AFM modes, c-AFM and nc-AFM.
AFM has the capability of imaging surfaces of insulating samples such as, biological
samples. Furthermore, it can image in different physiological conditions such as conditional
media. In this research, AFM has been selected as the most appropriate microscopy tool to study
the nano-scale surface morphological properties of neural growth cones, and InN and InGaN
semiconductor material systems.

1.4 Research objectives
Nano-scale surface morphology characterization tools become increasingly important, as
they provide the missing correlation links between microscopic structures and macroscopic
physical properties. The imaging capability of Scanning Probe Microscopy (SPM) techniques at
atomic scale has expanded the term microscopy beyond the traditional use of an “optical
microscope”, which was limited by observing the interaction between electromagnetic radiation
with matter - in reflection or transmission. Scanning microscopic probes can utilize various
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interaction forces between probe tip and specimen surface, enabling nano-scale interaction forces
with imaging capabilities. The Atomic Force Microscopy (AFM) technique is the most dominant
SPM technique, which delivers topography mapping of surfaces with atomic resolution while
revealing information on the physical surface properties such as softness and elasticity. The
AFM can be operated at various environments such as vacuum, air or in liquids. In this thesis,
the AFM technique is utilized for the surface morphology characterization of organic and
inorganic materials.
The AFM studies on organic surface structures focused on the topological
characterizations of growth cones from chemically fixed Helisoma trivolvis B19 and B5 neurons,
which widths and heights are below the optical diffraction limits. The surface morphology data
are correlated to the structural properties of the neural growth cones. The objective of these
studies is to correlate the surface topography information with phase-sensitive optical images in
order to investigate cytoskeletal organization of the growth cones and its relation to the
nanomechanical properties.
The AFM surface morphological studies on In1-xGaxN compound semiconductor
epilayers aim to provide correlations between processing parameters with layer nucleation and
growth dynamics. AFM surface topography analysis data (grain area/size and root mean square
surface roughness) are correlated to the macroscopic structural, electrical and optical properties
in order to improve material quality. These relations link the atomic scale structural properties to
the overall physical properties of the In1-xGaxN epilayers.
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Chapter 2
2. Surface morphology studies on neural growth cones
Neural growth cones are highly dynamic sensory structures located at the tip of neurites.
During the development and regeneration of the nervous system, growth cones are responsible
for guiding and extending neuronal processes to their targets in a process termed neuronal
pathfinding1. Optical microscopy imaging techniques have been used to study the behaviour and
morphology of growth cones for more than a century. However, traditional optical microscopes
are limited by diffraction to a resolution of a few hundred nanometers, making it impossible to
resolve morphological details smaller than 100nm. The recent advances in fluorescence
microscopy have enabled new techniques providing a size-resolution better than 100nm. These
techniques are based on using laser modes of different geometries, photoactivation and
localization of energy states and structural illumination with image processing47. Although these
fluorescence microscopy approaches may achieve size resolution better than the optical
diffraction limit, the observations are made on the fluorescent markers, not on the structure itself.
Therefore, optical microscopy approaches are still of crucial importance for non-invasive
investigation of biological structures.
In optical microscopy, contrast enhancement methods, such as Phase Contrast
Microscopy (PCM) and Differential Interference Contrast (DIC) microscopy, have been
developed and used to image filopodia with a diameter close to 100nm 2. These imaging methods
provide a two-dimensional projection of the topography of a growth cone, but they do not
provide information about the third dimension, which is the height information - or the z-axis.
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However, to gain insight in the true morphology of any biological structure, techniques and/or
concepts have to be developed to obtain/reconstruct the missing third dimension. Direct
quantification of the nano-scale information on the third dimension are made possible by Atomic
Force Microscopy (AFM)7 and are used here to provide a detailed 3-D description of neuronal
growth cones, and particularly of their filopodia.
There have been several reports on AFM studies on biological structures demonstrating
the capabilities of AFM to characterize the topographic structures of biological objects with a
nano-scale resolution48-51. The AFM investigations of nerve cells have been performed on living
and chemically fixed nerve cells52-63. Some of these studies focused on comparing AFM
topographic images with optical microscopy58,59,62,63 and electron microscopy53 images. While
these reports provide valuable 3-D information on growth cones of several neuronal cell
types52,56,59,61,63, high resolution AFM information on the fine morphological details of Helisoma
growth cones were still lacking. Such data are crucial for a better understanding of the biological
and structural properties of growth cones, as they act as a model system of neuronal development
and regeneration.
In this thesis, we investigated the three-dimensional morphology of two different types of
growth cones from chemically fixed B19 and B5 neurons from the buccal ganglion of Helisoma
trivolvis. A combination of PCM and AFM is used to obtain and reconstruct the threedimensional architecture of filopodia, and to build a geometric model that would be useful for
future modelling studies of signalling events in growth cones. Moreover, we demonstrate for a
B19 growth cone that the combined analysis of PCM and AFM images allow to estimate a
thickness normalized phase contrast image for more detailed insights in compositional and
structural variations inside of growth cones.
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2.1 Experimental methods
Preparation of Cell Cultures of Identified Neurons
Identified B5 and B19 neurons from the buccal ganglion of snail Helisoma trivolvis were
individually removed and plated on polylysine (MW, 70-150 K; 0.25mg/mL, Sigma, St. Louis,
MO)-coated, glass coverslip-bottomed cell culture dishes (Falcon 1008, 35 mm). These neurons
were grown in 2 mL of conditioned medium per dish. Conditioned medium was made by
incubating Helisoma brains (two brains per 1 mL) for 3-4 days in diluted Leibovitz L-15 medium
(Invitrogen, Carlsbad, CA, USA). The diluted Leibovitz L-15 medium had a final concentration
of 40 mM NaCl, 1.7 mM KCl, 1.5 mM MgCl2, 4.1 mM CaCl2, 5 mM HEPES, 50 µg/mL
gentamycin, and 0.15 mg/mL glutamine in distilled water, and pH was adjusted to 7.3-7.4.
Neurons were used 24-48 hr after plating in order to obtain mature growth cones.

Neuronal Fixation
Neurons were fixed at room temperature for 15 minutes with a solution containing 4%
paraformaldehyde and 0.1% glutamaldehyde dissolved in Helisoma saline (pH=7.3-7.4). Then,
dishes were rinsed twice with Helisoma saline for 5 minutes each. The final wash was replaced
with Helisoma saline before imaging.

Optical Microscopy Imaging and Data Analysis
Neurons were viewed under a 100X oil immersion objective on a Sedival microscope
(Jena, Germany). Images were captured by a CCD C72 camera (MIT Dage, Michigan City, IN,
USA) and digitized on a frame grabber (Scion LG-3, Scanalytics, Fairfax, VA).
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AFM Imaging and Data Analysis
AFM experiments were carried out by using a di MultiMode V microscope (Veeco
Instruments) equipped with a Nanoscope V controller. The probes used for experiments were
triangular cantilevers, which were made of Si3N4 and had Au reflective coating to maximize
reflected laser intensity in liquid. Probes had a nominal resonance frequency of 11 kHz and a
nominal force constant of 0.02 N/m. The typical tip curvature radius was less than 20 nm. In
AFM operation in liquid, the observed peak position of resonance frequency of the cantilever
was around 8 kHz. Tapping mode was used in AFM experiments and scanning speed was kept at
less than 15 µm/seconds.
Optical phase-contrast images of cells and growth cones of interest were initially
obtained by using phase-contrast microscopy. These images were later used to identify regions of
interest imaged/analyzed by AFM. 26 filopodia from three B19 growth cones and 28 filopodia
from six B5 growth cones were used in this study. The filopodium heights were measured from
the cover-slip surface to the maximum height in both scanning directions. The filopodium widths
were determined from the Full Width Half Maximum (FWHM) of the filopodium height profile
analysis to minimize the effect of ‘shadowing’, which is caused due to sample softness and/or
scan speed. Error values of the height and width measurements from AFM data were determined
in the performed scan speed range as error percentage and had values of

3nm and

10nm,

respectively. All mathematical calculations were done correspondingly and the ‘standard error of
the mean (SEM) error bars are indicated in the figures.
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Geometric Modeling of Filopodia
The motivation for the geometric modeling is to describe the overall shape of filopodia in
order to determine whether the filopodia structures differ between growth cones of different
neuron types. Given that the filopodial diameter decreases from base to tip, we included this
filopodial tapering behavior in the model. Figure 2.1 shows the model considerations used here.
Although the real tapering behavior of individual filopodium height and width is not expected to
be exactly linear, we assume in our model a linear tapering behavior to reduce the complexity
and limiting variations to a first order differential. Another assumption is that the chemical
fixation process of neurons does not affect the topographical profiles of filopodia.

Figure 2.1 Schematic view of the geometrical model of a filopodium. θN is the normal tapering angle to
parameterize the change in the height profile for different lengths. θL is the lateral tapering angle.

In the experimental data, three anchor points at different parts of a filopodium were
chosen and analyzed: the base point was determined as a point within 200nm from where the
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filopodium emerged from the lamellopodium; the tip point was any point at the farthest 200nm
zone of the filopodium, and the median point was determined as half of the total length of a
filopodium. The height and width data measured at these anchor points were analyzed
independently to obtain the tapering information. The slope of the best linear fit of height and
half of width gave tangents of the normal tapering angle θN and the lateral tapering angle θL,
respectively.

Volumetric Analysis
The total volume of a filopodium was calculated with the geometrical simplification that
a filopodium was approximated to a truncated cone of elliptical cross-section and uniformly
decreasing area. The best fit lines to height and width at three points were used to calculate the
area at the base (the region where the filopodium exits the lamellipodium and at the tip of the
filopodium. Then, the total volume was calculated by integrating the basal area weighted by the
product of the best fit lines to the upper limit of the tip.

2.2 Results
Growth cones are comprised of three domains, which are classified by cytoskeletal
organization and functionality (Figure 2.2). The central domain (C-domain) is a thick,
microtubule rich, central region containing organelles and transport vesicles. The transition zone
(T-zone) is a region between the central domain and the flat peripheral domain (P-domain). The
P-domain is actin rich and the most dynamic region of the growth cone. It is made up of
lamellipodium (or veil) comprised of thin, sheet-like protrusions, and the filopodia, which are
thin, finger-like extensions that are highly motile and act as sensory structures ahead of the
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growth cone proper. In Figure 2.2, C-domain, T-zone, P-domain, filopodia and lamellipodium
are shown and labeled by letters C, T, F, and L respectively.

Figure 2.2 Structural domains of a growth cone. Letters C, T, F, and L stand for C-domain, T-zone,
filopodium, and lamellipodium respectively.

The 3-D topography of growth cones was measured by AFM. A typical AFM image for
a representative B19 growth cone is shown in Figure 2.3.a. Figure 2.3.b shows two height
profiles through a growth cone along the axis of growth cone advance (arrow 1, profile 1) and
perpendicular to it (arrow 2, profile 2). Note, that the neurite is approximately 200nm high and
that the central domain is the highest point on the growth cone, reaching about 700 nm. From the
central domain, the z-profile decreases towards the transition zone and from there to the Pdomain which has a height of about 100nm. The statistical data analysis for the B19 growth
cones investigated in this study is summarized in Table 2.1.
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a)

b)
Figure 2.3. a) 3D AFM image of a growth cone of a chemically fixed B19 neuron. b) Height profiles calculated
from (a) along profile lines 1 and 2.

The AFM analysis for a growth cone from a B5 neuron is depicted in Figure 2.4. The zprofiles starting on the substrate and extending into the C-domain indicate that the P-domain at
its leading edge has a height of approximately 70nm. The lamellipodium has a width of less than
800 nm and from there, the height profile rises through the T-zone into the C-domain. At the
very end of lamellipodia, narrow ridges are observed that rise above the height of the
lamellipodium. The height of these ridges is very similar for B5 and B19 growth cones.
Quantification of data obtained from all growth cones is summarized in Table 2.1.
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a)

b)

Figure 2.4. a) AFM image of the leading edge of a growth cone of neuron B5 showing filopodia, lamellipodia
and T-zone. b) Line height profiles extracted from the regions shown by arrows.

In the next step, the topographic structure of filopodia was analyzed in more detail. Highresolution AFM images and height profiles of representative filopodia from growth cones of a
B5 and a B19 neuron are shown in Fig.2.5.a and Fig.2.5.b, respectively. Note, that the z-profiles
taken at the tip, at half length and at the base of each filopodium clearly indicate that filopodia
are thickest at their base, where they emerge from the lamellopodium, and taper towards their tip.
The average heights of filopodia at half-length and the arithmetic average of the observations at
the three anchor point are both on the order of ~70nm for B19 and B5 growth cones.
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a)

b)
Figure 2.5. Height profiles at different locations along the length of filopodia from representative growth
cones of a) B5 and b) B19 neurons. The measurement locations are indicated by arrows in the corresponding
AFM images on the right.

From the observation that the height profiles of the filopodia undergo a tapering along
their length, the filopodial tapering mechanism/behavior was analyzed by plotting the normal
and lateral tapering angles versus the length for the B5 and B19 filopodia (see Figure 2.6). As
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depicted in Fig. 2.6a, the best curve fit analysis showed that the normal tapering angle curve can
be approximated by a inverse square root behavior:

N


B5

1
filopodium length

:

(2.1)

with R=0.82 for B5 growth cones and by a inverse behavior:

N


B19

:

1
filopodium length

(2.2)

for B19 filopodia.
The lateral tapering angle versus filopodial length for B19 and B5 neurons are shown in
Figure 2.6.b. The best curve fit analysis for lateral tapering angle reveals the same
proportionality as found for the normal tapering angle, but with different radii. For the B5
growth cones the lateral tapering angle is inverse square root proportional to the filopodium
length with R=0.66, and for the B19 growth cones the lateral tapering angle is inverse
proportional to the filopodium length with R=0.77. For short filopodia, the tapering in B19
filopodia is steeper compared to that of B5 filopodia. However, for longer filopodial lengths, the
effects of tapering become less pronounced.
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a)

b)
Figure 2.6 a) Normal tapering angle and b) Lateral tapering angle versus length of growth cone filopodia of
B5 and B19 neurons.
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Table 2.1 a) Summary of the AFM results obtained from different domains of the growth cones of B19 and B5
neurons. Filopodial dimensions are measured at their base, tip and at filopodial half length.

Neuron B19

Neuron B5

Average
height ±
SEM (nm)

Average
width ± SEM
(nm)

Number of
observations
(n)

Average
height ±
SEM (nm)

Average
width ± SEM
(nm)

Number of
observations
(n)

Filopodium
base

102 ± 7

199 ± 24

26

101 ± 5

254 ± 46

28

Filopodium
median

70 ± 6

139 ± 20

26

78 ± 3

177 ± 42

28

Filopodium
tip

55 ± 4

111 ± 16

26

53 ± 2

143 ± 34

28

Observation

Lamellipodia

83 ± 6

36

70 ± 4

38

Lamellipodial
ridge height

98 ± 3

17

96 ± 3

19

C-domain

446 ± 15

16

469 ± 12

18

Filopodium
volume /
length

11 ± 2 attoliter/µm

16 ± 2 attoliter/µm

In order to investigate further the morphology of growth cones of Helisoma B5 and B19
neurons in detail, we started out comparing phase contrast microscopy and AFM images of
identified growth cones. The Phase Contrast Microscope (PCM) utilizes specimen induced phase
lags instead of intensity attenuation of electromagnetic radiation. The Optical Path Differences
(OPD) causing phase lags are products of refractive index and thickness of specimen – relative to
the surrounding medium. For instance, two specimens with large differences in thickness may
result in the same OPD if the thinner specimen has a larger refractive index, so that products of
individual refractive index and thickness of each are the same. Furthermore, two specimens of
the same thickness may result in a large difference in OPD if their refractive indices are
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different. In order to decouple refractive index and thickness, an independent measurement of
either the refractive index or the thickness is required. Here, we use the thickness information
obtained from the AFM imaging to calculate the refractive indices of specimens imaged by
PCM. To do so, we assume that the refractive index value is constant over the thickness, which is
a zero-order approximation and may have to be revised in a more detailed model. In the
propagation of electromagnetic (EM) waves across interfaces, the phase shift relation can be
expressed as

 '  0 

2



 ( nsample  nmedium )  d

(2.3)

where δ’- δ0 is the induced phase shift , λ is the wavelength of light, nsample and nmedium are the
optical refractive index of specimen and medium, respectively, d is the thickness of the
specimen. The phase contrast in the PCM images is proportional to the induced phase shift.
Using the thickness values d obtained from AFM measurements, we can define a thickness
normalized phase contrast for each PCM image pixel and compute normalized phase contrast
images (NPCI), which are proportional to

 '  0
d

=

2



 ( nsample  nmedium )

(2.4)

As mentioned above, the assumptions made in this analysis are:
a) Wavelength dependence of phase lag is negligible,
b) Membrane thickness over the growth cone is constant, so that the introduced phase lag
amounts to a constant offset, and
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c) Variation of refractive index is uniform along the direction of observation (z-direction).
d) The depth of the medium is much larger than the thickness of the biological structure.

In order to analyze and compare the obtained PCM and AFM images, an image
registration was performed in feature-based mode50 where the physical growth cone boundary
was used as the feature reference. After registering the images, we obtained the refractive index
difference map of a B19 growth cone by dividing the phase contrast image (Figure 2.7.a) by the
AFM image (Figure 2.7.b) on a pixel by pixel basis. Note, that the difference in the refractive
index values for each pixel is the average value over the propagation distance of light through the
specimen. The calculated differences in the refractive indices are contrast coded and represented
in the image shown in Figure 2.7.c. The z-scale ranges from white to black, representing an
increase in the refractive index difference towards black. The refractive index difference is a
qualitative measure, since the PCM images are contrast based. The local variations in the
differences of the refractive indices are related to the constituents in the medium and density of
intracellular medium - both defining an average dielectric function of the medium that interacts
with the electromagnetic field.
As mentioned above, the PCM image is a function of change in refractive index and
thickness of the medium. Using the thickness information obtained from the AFM image, we can
compute an image of ‘refractive index differences’ per thickness unit, where the image contrast
is in first order directly related to the constituents and density of the medium. This approach
significantly improves the contrast of local variations in T-zone and P-domain of the B19 growth
cone.
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Considering only the contrast information in the PCM images, the central domain of the
B19 growth cone shows the largest phase contrast, whereas the phase contrast in the
lamellipodium is small. This contrast is mainly due to differences in thickness of the medium,
which is highest in the central domain and lowest in the lamellipodium. After normalization of
the phase contrast for growth cone thickness, the C-domain shows a higher refractive index
difference than the P-domain. This result can likely be explained by the fact that the C-domain
contains both microtubules and f-actin, which together have a higher refractive index value than
F-actin by itself, which serves as the main cytoskeletal component in the P-domain. After
correction for height, the filopodial ‘ridges’ that run under the lamellipodium, are shown more
clearly, indicating they have a higher refractive index compared to the surrounding lamellipodia.
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a)

b)

c)
Figure 2.7. a) PCM, b) AFM , and c) refractive index difference images of a B19 growth cone.

Volumetric analysis:
After reconstructing the topographical structure of filopodia, the associated volumes of
the B5 and B19 filopodia can be estimated by using volume model considerations described in
the ‘Experimental methods’ section. The volume data obtained for filopodia were then used to
calculate the total filopodium volume as a function of length. The average volume change per
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length for B19 and B5 filopodia was found to be 11 ± 2 attoliter/µm and 16 ± 2 attoliter/µm,
respectively. Given the very small volume of the filopodia, the question of interest is whether an
estimate for the total number of free Ca ions in such a structure can be given?
The average volume change per unit length was used to estimate the absolute number of
free Ca2+ ions as a function of filopodial length. The relations found are given in Equations 2.5
and 2.6 for B5 and B19 filopodia, respectively.

Number of Ca2+ = Filo. Ca2+Molarity (µM). Filo. Length (µm) · 9.6 ·(µM-1·µm-1)

(2.5)

Number of Ca2+ = Filo. Ca2+Molarity (µM)· Filo. Length (µm) · 6.6· (µM-1·µm-1)

(2.6)

Calcium serves as an important second messenger in cells and changes in its
concentration are used for diverse signalling purposes. The calcium concentration in filopodia is
controlled by mechanisms that allow Ca2+ to enter the cytosol via influx through Ca2+ channels and
by pumps and ion exchangers that reverse the entry of Ca2+. To determine the effect of Ca2+ influx
to the overall Ca2+ concentration, we calculated the number of Ca2+ ions necessary to double or
triple the free Ca2+ concentration in a filopodium.
The calculations suggest that the number of free Ca2+ contained in both types of filopodia
is quite low. For instance, a B5 filopodium with a length of 10 µm would only need about 10 Ca2+
ions to maintain an assumed free Ca2+ concentration of 100 nM. For a B19 filopodium of the
same length 7 Ca2+ ions are needed to maintain a molar calcium concentration of 100 nM. The
direct relation between the molar concentration and the number of Ca2+ ions suggests that, for a
B5 filopodium, 20 ions would double the concentration as 30 ions would triple. For a B19
filopodium, 14 and 21 ions would double and triple the concentration, respectively. At assumed

44
conditions, a B19 filopodium requires 11 additional ions to triple the free calcium concentration
while B5 filopodium requires 20. So, B19 filopodia require a smaller increase in the number of
free Ca2+ ions than B5 filopodia to double or triple their free calcium concentration.
The efficacy with which Ca2+ ions entering a given cell volume will change the
intracellular calcium concentration depends on several variables. For a very thin and elongated
structure, such as a filopodium, the surface area is an important factor that will affect changes in
the intracellular Ca concentration. Therefore, we next calculated the total surface area for B5 and
B19 filopodia and assumed a constant density of calcium channels over surface area, with one Ca
channel per µm2. Figure 2.8 shows the results of these calculations for B5 and B19 filopodia. In
both types of filopodia, the total number of Ca channels increases linearly with filopodium
length.

Figure 2.8 Calculated number of Ca2+ channels of B5 and B19 filopodia as a function of filopodium length.
The surface Ca channel density was assumed to be 1 per µm2.
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This linear behavior indicates that the ratio of number of Ca channels to the individual
filopodium length is a constant. This constant is 0.75 µm-1 and 0.47 µm-1 for B5 and B19
filopodia and directly related to the total surface area increase with increasing filopodium length.
In the next step, we used the equations 2.5 and 2.6 to calculate the resulting free Ca
concentration. In both equations, the concentration is a function of the ratio of number of Ca ions
to the individual filopodium length divided by neuron specific multiplier which is 9.6 µM-1·µm-1
for a B5 filopodium and 6.6 µM-1·µm-

1

for a B19 filopodium. Evaluating these equations

together with the findings from the surface area analyses, we observed that the filopodial Ca
concentration stayed constant for a constant number of Ca influx per channel. For instance,
assuming 2 Ca ions influx per channel, the resulting free Ca concentration would be 160 nM and
140 nM for B5 and B19 filopodia, respectively. In Figure 2.9, the free Ca concentration is shown
for changing number of Ca ions flowing per channel with the assumption of 1 per µm2 surface
channel density.
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Figure 2.9 Free Ca concentration for B5 and B19 filopodia as a function of number of Ca ions per channel.
The surface Ca channel density was assumed to be 1 per µm2

2.3 Discussion
Surface topographical analysis on B19 and B5 neurons
The measurements of topographical details of growth cones showed that growth cones
are highest at their C-domain and the height profile from there decreases towards the P-domain.
No significant differences were observed between the average heights of the C-domain for fixed
B5 and B19 neurons. However, the average heights of lamellopodia of B5 and B19 were found
to differ. On average, B19 lamellopodia were about 10nm higher than those of B5 lamellopodia.
Ridges of similar heights were located at the very ends of lamellopodia in both types of growth
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cones. The average height of filopodia measured at the filopodial half length, as well as the
arithmetic average of observations at the three anchor point are both on the order of ~70nm for
B19 and B5 growth cones. These results are in good agreement with reports from filopodia of
fixed hippocampal neurons and glia (68 ± 8nm)52 , as well as from filopodia of fixed Aplysia
neurons (73 ± 11nm)59,61. Although our height measurements of filopodia are in agreement with
those reported in literature, our finding that filopodia do not have a constant diameter along their
length suggests that the filopodial height and width can be better described considering their
tapering behavior.

Filopodial tapering
According to the topographical analysis of filopodia, a tapering of the filopodia in height
and width is observed for both B5 and B19 neurons. A simplified geometric model was
constructed, which suggests that the tapering mechanisms in B5 and B19 neurons can be
approximated to be propotional to (filopodium length )-1/2 and (filopodium length )-1, respectively.
The correlation coefficients (R) were smaller in curve fitting analysis of lateral tapering
compared to normal tapering. One potential reason for the smaller correlation coefficients for the
lateral tapering might be the way how the filopodium width was determined. We used the full
width half maximum of the filopodium height profile to measure the width, while the filopodium
height was a direct measurement out of this profile. Filopodia of shorter lengths showed larger
tapering angles compared to longer ones and this tapering behavior was different for B5 and B19
neurons. The tapering angle of B19 filopodia was steeper than in B5 filopodia with shorter
filopodial lengths. At longer filopodial lengths, the difference between the tapering behaviours of
B5 and B19 filopodia became less since both flattened rapidly. At present, the significance of
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different filopodial tapering angles for the two neuronal types is not completely understood, nor
the mechanisms by which they arise.

Evaluation of PCM images together with AFM images
Phase contrast microscopy (PCM) is a well established microscopy technique for imaging
transparent biological structures with a size resolution of about 100 nm. Using a combination of
PCM and AFM imaging a thickness normalized phase contrast image has been established,
where the image contrast maps the refractive index variations in growth cones. The results of our
analysis on a B19 growth cone indicated that the microtubules and F-actin located in the Cdomain had higher refractive index than F-actin meshwork present in the P-domain of the growth
cone. The filopodial ‘ridges’ that run under the lamellipodium show a larger refractive index
change, suggesting a higher average dielectric function in this area - compared to the
surrounding lamellipodia.

Volumetric analysis
The average filopodial volume was calculated for B19 and B5 filopodia and found to be
on the orders of attoliters (10-18 liter). This very small volume constitutes a very confined
biochemical environment in which signalling events elicited by contact of extracellular signaling
molecules with receptors embedded at the filopodial tip are processed. We used this volumetric
information to estimate how many free Ca2+ ions are required in a filopodium to maintain a
calcium concentration of about 100nM typically found in resting cells. By using the average
volume change per length, we estimated the number of Ca2+ ion as a function of filopodium
length and filopodial Ca2+ molarity. One interesting finding was that the number of Ca2+ ions
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contained in a filopodium is quite small for both types of filopodia. For instance, a B5
filopodium with a length of 10 µm would only need about 10 Ca2+ ions to maintain an assumed
free Ca2+ concentration of 100 nM. For a B19 filopodium of the same length and Ca2+
concentration, this number would be about 7. Ignoring all other mechanisms supporting Ca2+
homeostasis in neurons, a 3-fold increase from 100-300nM in the free Ca2+ concentration would
require the influx of about 20 Ca ions in B5 filopodia for a total of 30, while for B19 it would
require an additional influx of 14 for a total of 21. So, tripling the concentration is possible in
B19 by using about 2/3 of the Ca ions that would be required to triple the concentration in B5.
Thus, 14 additional Ca2+ ions are required to triple the Ca2+ concentration in B19, compared to
10 required to double the concentration in B5 filopodia. Consequently, these low numbers of
ions are of significant importance in Ca2+ signaling events in filopodia.
These numbers indicate, that relatively few Ca ions entering a filopodium are likely to
result in significant changes in the free Ca concentration and would have strong signalling
potential. Assuming a surface density of Ca channels at 1 µm-2, the calculated number of Ca
channels exhibited a linear dependency to filopodium length. In fact, these functional
dependencies were different for B5 and B19 filopodia. Linearity of these dependencies suggested
that, at any filopodial length, the Ca concentration would be the same for a constant ion inflow
per channel and assuming all channels were active. Our analysis of changes in the Ca
concentration resulting from different Ca ion counts in filopodia showed that very small changes
in ion channel permeability would result in large changes in the free Ca2+ concentration in
filopodia.
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Chapter 3

3. Surface morphology studies on indium containing group III-nitrides
This chapter focuses on surface morphology studies of indium based group III-nitride
semiconductors. The binary InN and ternary InGaN epilayers investigated have been grown by
High-Pressure Chemical Vapor Deposition (HPCVD) technique, a growth method explored to
study and optimize the processing conditions for InN and InGaN epilayers at elevated
temperatures and pressures. In this chapter,



the basic properties of group III-Nitrides are provided, a brief history in the
materials development is given, and the research objectives are formulated.



the parameters and the capabilities of HPCVD growth system are detailed and
the epitaxial thin film growth procedures are described.



the effects of changing experimental parameters on surface morphology are
reported.



the correlation of results obtained from ex-situ characterization techniques to
surface morphology studies is given.
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3.1 Properties of indium based group III-nitride semiconductors
The group III-nitride semiconductors have distinctive material properties that enable
semiconductor optoelectronics devices to extend their operation into the areas where presently
utilized material systems (e.g. the group III-As and Si) show severe limitations. Such application
areas are for instance, blue/green Light Emitting Diodes (LED), UV/blue laser diodes, hightemperature electronics, spintronics, high-density optical data storage, and high-efficiency multijunction photovoltaic energy conversion systems. Group III-nitride semiconductors are also
suitable for device applications operating in extreme/harsh conditions such as, high temperature
or high radiation background, which is a result of the stronger chemical bonding between group
III atoms and nitrogen than that for conventional Si and III-V structures.
Group III-nitride compound semiconductor crystals and epilayers can either crystallize in
wurtzite, zincblende or rocksalt structures64. The wurtzite crystal structure is a hexagonal system
with P63mc C6v4 point group symmetry. The sublattice is of type Hexagonal Close Pack (HCP)
containing tetrahedrally configured group III elements and nitrogen atoms. The wurtzite crystal
structure does not have inversion symmetry; thus, group III-nitrides exhibit piezoelectric
properties. The zincblende crystal structure is a cubic crystal system and has F43m Td2 point
group symmetry. The zincblende crystal structure consists of two intersecting Face Centered
Cubic (FCC) sublattices. The group III-nitrides of zincblende structure can be grown on
substrates with cubic crystal structure such as, GaAs and Si. The rock-salt structure differs from
zincblende in terms of the relative configurations in the lattice positions. Consequently, group
III-nitride alloys with rock-salt crystal structure can only be synthesized at high pressures,
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where the lattice positions are manipulated mechanically. Under conventional processing
conditions such as low-pressure MOCVD or MBE, the stable crystal configuration for the group
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III-nitrides is a wurtzite crystal structure, which is energetically favorable compared to the
zincblende and rocksalt structures. However, the inclusion of zincblende and rocksalt phases into
the wurtzite crystal structure has been observed and contributed to the number of structural
defects in the material system64.
The crystallographic defects play a major role for overall assessment of the physical
properties and critically limit the efficiency of the device applications. Common types of defects
in the group III-nitride structures include the extended defects such as, stacking faults, grain
boundaries, etc., as well as point defects such as, vacancies, interstitials, antisides, impurities,
etc. Structural crystal defects can be classified as:



0-dimensional: vacancies, interstitials, dopants



1-dimensional: line defects, dislocations



2-dimensional: stacking faults, grain boundaries



3-dimensional: precipitates and inclusions

One of the challenges in the growth of group III-nitride epilayers is the lack of close
lattice-matched substrates with similar thermal expansion coefficients. One consequence of this
problem is the lattice strain induced in the growing layer, which leads to the formation of
stacking faults due to energy minimization by strain relaxation. Point defects are intrinsic, zero
dimensional defects that affect the physical properties by disturbing the local symmetric structure
due to an altered bond configuration. Point defects often contribute to an increased background
doping and/or reduce the mobility of the free carriers in the semiconductor. The effect of the
point defects on the optical and structural properties can be assessed by a variety of
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characterization techniques such as absorption or Raman spectroscopy, photoluminescence, IR
reflectance, etc., in terms of optical absorption centers and modifications in molecular vibrational
states. In semiconductor materials, point defects, extended defects, doping, and impurities
decrease the carrier mobility due to the increase in scattering centers for the carriers.
Growth chemistry is closely related to the inclusion of the structural defects. For instance,
grain boundaries behave as extended defects as they grow. The amount of these grain boundaries
depends on the grain areas which are determined by the growth chemistry at surface. The
minimization of the inclusion of the structural defects can be achieved at the optimum growth
conditions leading to the epitaxial thin film growth. The growth behavior during epitaxial growth
is of importance in making up the overall physical properties of the layers.
Epitaxial growth is generally initiated by the formation of the individual islands and the
advances by coalescence of the islands66. Epitaxial thin film growth can be categorized by three
fundamental growth modes:



Frank-van der Merwe growth mechanism (2D) as illustrated in Figure 3.1.a in which
the epilayers grow in a monolayer by monolayer mode.



Volmer-Weber growth mechanism (3D) as illustrated in Figure 3.1.b in which growth
is driven by individual 3D islands that subsequent coalesce and form a layer.



Stranski-Krastanov growth mechanism (2D then 3D) as illustrated in Figure 3.1.c in
which the growth initiates in a layer-by-layer growth mode and advances into an
island growth mode for a layer thickness beyond a critical thickness The surface
energy increase with the increased layer thickness determine this critical thickness
211

.
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Figure 3.1 Epitaxial thin film growth modes: a) Frank-van der Merwe (layer by layer), b) Volmer-Weber
(individual islands), and c) Stranski-Krastanov (layers then islands). (reproduced from Wikipedia)

3.1.1 Indium Nitride (InN) material system
Group III-nitride compound semiconductor alloys are important for opto-electronic
devices operating in blue and ultraviolet (UV) region. Among group III-nitride alloys, the Ga1xAlxN

material system is the most studied alloy system, covering a spectral range from 6.2eV

(AlN) to 3.4 eV (GaN). The observation of the small band-gap of InN with 0.7eV 67-71 instead of
previously reported 1.89 eV
xGaxN

72,73

dramatically increased the interest in InN and indium-rich In1-

due to the potential band-gap tuning to the Near-Infrared Regime (NIR). With this,

quaternary group III-nitride alloys based on GaAlInN have potential to cover the spectral region
from UV to NIR spanning whole the visible wavelength regime. The growth of high-quality
quaternary alloys and heterostructures over all compositional range is crucial for the
development of multitandem solar cells, advanced high-speed optoelectronic structures,
monolithic integrated spectral tunable light sources, and high-efficiency photovoltaic converters
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74,75

operating in a wide spectral range 74,76. Despite the significant progress made in recent years

in the growth and the understanding for the binary group III-nitride systems (GaN, AlN, and
InN), the formation of indium based ternary/quaternary alloys and the realization of their
fundamental properties are still limited due to various factors. Some of these factors are



the high lattice mismatch between GaN-InN and AlN-InN, which leads to substantial
lattice introduced strain as function of composition for ternary or quaternary alloys. The
lattice mismatch in c-direction of the wurtzite crystal is 4% for GaN and AlN, 9.6% for
GaN and InN, 13.6% for AlN and InN 77.



The differences between the growth temperatures between the individual binary systems
evoking different processing conditions - e.g. partial pressures, temperatures, etc. - for
the growth and stabilization of the ternary or quaternary group III-nitride alloys.

The synthesis of InN was first reported in 1938 for powder samples. The structural
analysis revealed that InN has wurtzite crystal structure78. In 1972, the growth of InN films on
sapphire and silicon substrates was reported79. The films were grown by RF sputtering and
showed reasonably good electrical properties (Hall mobility 250 ± 50 cm2/Vs, and n-type carrier
concentration 5.8·1018 cm-3). The first study on surface morphology of InN was reported in 1984
80

. This study analyzed the effects of surface conditions on the physical properties of the InN

layers grown by RF sputtering. Another study reported in 1984 provided evidence for high
carrier mobility in InN81. The first epitaxial growth of InN was demonstrated in 1990 on
Sapphire (0001) substrates by Metal Organic Vapor Phase Epitaxy (MOVPE) and high film
quality was achieved for the growth temperatures less than 500 C73. In 2002, the band-gap of
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InN was found to be 0.7eVfor MBE grown InN epilayers82,83. The magnetic properties for InN
layers doped with Cr were reported in 2005 discussing the ferromagnetism84,85 and its relation to
n-type doping of the layers84,86,87. The thermoelectric properties of InN layers were investigated
in 2005 and the first InN based thermoelectric devices were presented85. Theoretical studies
investigating surface accumulation on InN layers were reported88,89,90 employing ab-initio
calculations based on Density Functional Theory (DFT) and Local Density Approximation
(LDA) on the electronic structure88. An unusually low conduction band minimum at the zone
center was reported to be responsible for surface donor states. Another study reported pinning
due to the location of the Fermi level located above the valence band, was responsible for donor
type states at surface90.The experimental investigation of surface accumulation at InN/GaN and
InN/AlN interfaces was published in 200591,92,93. The results of this study revealed that the
charge accumulation was more in InN/AlN interface than InN/GaN91. Capacitance-voltage
measurements on MBE grown InN layers showed excessive amount of sheet charge which was
attributed to the surface charge due to surface indium accumulation. Since 2000, another issue in
InN layers has been the high level of n-type background doping94. In 2008, a study on the effects
of hydrogen related donors on n-type doping of InN layers was published95 which demonstrated
H-type donors contributed to n-type doping of the layers. In the following table, the physical
properties of unstrained InN are summarized.
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Table 3.1 Summary of basic parameters of epitaxial InN films

Crystal structure and symmetry

Wurtzite C46v (P63mc)

Lattice constant, a0(Å)

3.5377 74

Lattice constant, c0 (Å)

5.7037 74

4.986101

Effective mass (m0)

0.07 96, 0.11 97,98, 0.12 72

0.066102

Mobility(cm2/Vs) (Theoretical)

4400

82

Mobility(cm2/Vs) (Experimental)

3500

83

Peak drift velocity (cm/s)

5x1027

73

Static dielectric constant

15.3 99

High frequency dielectric constant

8.4 75,100

Band gap (eV)

Cubic F4 3m

0.8 68, 0.7 71, 0.65

70

0.595103, 0.65104

3.1.2 The ternary Indium-Gallium-Nitride (InGaN) alloy system
The ternary In1-xGaxN compositional alloy system spans between the two binary group
III-nitride semiconductor alloys InN and GaN. The physical properties of In1-xGaxN alloys vary –
e.g. nonlinearly – between those of InN and GaN semiconductors. The GaN compound
semiconductor crystallizes also a wurtzite crystal structure, is chemically stable, and has a large
heat capacity105. Its physical properties are uniquely suited for devices operating in extreme
environmental conditions. The following table summarizes the physical properties of unstrained
GaN.
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Table 3.2 Summary of basic parameters of epitaxial GaN films

Crystal structure and symmetry

Wurtzite C46v (P63mc)

Lattice constant, a0(Å)

3.189 96

Lattice constant, c0 (Å)

5.185 96

4.52110

Effective mass (m0)

0.2 82 mo

0.13110

Mobility(cm2/Vs) (Theoretical)

1000

Mobility(cm2/Vs) (Experimental)

900

Cubic F4 3m

106
107

Peak drift velocity (cm/s)

3x102 73

Static dielectric constant

15.3 108

9.7110

High frequency dielectric constant

5.3 96

5.3110

Band gap (eV)

3.47

109

3.2111

One of the earliest reports on the synthesis of GaN goes back to 1969, where the first
GaN layers were grown by MOCVD.112 Those epilayers showed a high free carrier
concentrations - similar to what is presently observed in InN epilayers. In 1989, the p-type GaN
layers were successfully grown by using a low temperature (LT) AlN buffer layer113. Since then,
GaN based optoelectronics devices have been developed despite ongoing challenges to tackle in
p-type GaN films such as low hole mobility, low hole concentration, and low resistivity ohmic
contacts.
The binary InN has the potential to be active in NIR and visible region in its alloy with
GaN after it was observed to have a band-gap value of 0.7 eV instead of previously believed 1.9
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eV. The ternary In1-xGaxN alloys are promising material systems for the advanced
optoelectronics114 (i.e., fiber-optic communication) and high efficiency photovoltaic115-117 (i.e.,
multi-junction solar cells) applications. The devices based on Ga1-xInxN / In1-xGaxN
heterostructures span a spectral range from UV (EgGaN=3.4 eV) to NIR (EgInN=0.7 eV).
However, the growth of In1-xGaxN alloys is challenging due to the lower thermal
disassociation temperature of InN than GaN and the high lattice mismatch between them
(~11%). The integration of higher concentrations indium in Ga1−xInxN is a challenge in the
presently employed low-pressure deposition techniques such as, molecular beam epitaxy
(MBE)118-120

and

metal-organic

chemical

vapor

deposition

(MOCVD)121,122

due

to

thermodynamic limitations such as, the difference between the processing temperatures and
lattice mismatch. In order to take further steps on development of InGaN alloys, the
compositional dependence of its physical parameters on composition has to be understood.
The physical parameters of the In1-xGaxN system (lattice parameters, band-gap, lattice
vibrations etc.) depend on the composition, and they are calculated by interpolating the physical
parameters of the base binaries InN and GaN. In order to develop successful In1-xGaxN based
devices of precise tunability, understanding the compositional dependence of the band-gap is
essential, which is given as

E gIn1-xGax N  x  E gGaN  (1- x)  E gInN - b  x  (1- x)

(3.1)

as function of composition x. The coefficient b in Equation 3.1 refers to the bowing parameter
with the unit eV. Reports on the bowing parameter value range from 1eV to 6eV

123,124

. The

current status of the band-gap dependence of In1-xGaxN on composition is illustrated in Figure
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3.2. The large spread in the bowing parameter is an expected result due to the complexities in
In1-xGaxN grown at different experimental conditions by different techniques. The complexities
consist of crystalline lattice strain introduced by high lattice mismatch, compositional
inhomogeneities, and phase separation. Consequently, the determination of the band-gap
dependence on the composition is a difficult task and is still under investigation by several
research groups worldwide.

Figure 3.2 The dependence of band-gap of In1-xGaxN alloy system on composition x for bowing parameters
range (1.0 – 6.0 eV) reported in the literature.

The dependence of the lattice parameters of In1-xGaxN system on the composition x can
be estimated by linear interpolation between corresponding values of the base binaries InN and
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GaN. According to Vegard’s law, the relation between In1-xGaxN lattice parameters and
composition is given by

ao

In1-xGax N 

co

In1-xGax N 

 x  ao GaN   1- x   ao InN 

 x  co GaN   1- x   co InN 

(3.2)

Although the Vegard’s law assumes a linear relationship between the lattice parameters
and composition, a careful investigation of dependence of In1-xGaxN lattice parameters on
composition is required in order to estimate the contribution from crystal distortions.
Alloying the binaries InN and GaN entails sufficient mixing of the members within the
same crystal structure. The deviation of this process from ideal mixing conditions (random
mixing) results in phase separation125 generally due to spinodal decomposition. The spatial
inhomogeneity in indium atom inclusion in In1-xGaxN layers due to spinodal decomposition
results in distinct indium-rich and gallium-rich In1-xGaxN phases distributed uniformly
throughout the film. According to the theoretical calculations126, the solubility of InN in GaN is
less than 6% due to temperature dependent binodal and spinodal decomposition. Another
calculation showed that suppression of the phase decomposition would be possible in strained
epitaxial layers127. There have been several studies in the recent years reporting phase separation
in InGaN layers 128-130.
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3.1.3 Growth techniques employed for InN, GaN, and InGaN
Presently employed growth techniques for InN, GaN and InGaN growth are
Sputtering131,132 , Metal Organic Chemical Vapor Deposition (MOCVD)121,122, Molecular Beam
Epitaxy (MBE)118-120, and Hydride Vapor Phase Epitaxy (HVPE)133,134. InN growth by
Sputtering is processed at very low temperatures and the reported band-gap values are the highest
among all available techniques. Even though recent results of InN layers grown by MOCVD and
MBE have demonstrated that the growth of high-quality InN layers is possible, the integration of
such layers into the wide bandgap group III-nitrides heterostructures is still a challenge due to
the low InN disassociation temperature and high equilibrium N2 vapor pressure over the InN
film. The following sections present the currently used techniques for group III-nitride growth.

Molecular beam epitaxy (MBE)
Molecular Beam Epitaxy (MBE) is a growth technique which is used to deposit
'molecular beam' of a source material. An MBE reactor is a modified version of Ultra High
Vacuum (UHV) (~10-10 Torr) evaporator system
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. The group III-nitride growth by MBE

requires high temperatures for optimal thermal cracking of NH3 and N2 – the standard nitrogen
sources used in MBE. The breakthrough in the growth of group III-nitride by MBE came with
the development of plasma excitation nitrogen sources, using Radio-Frequency (RF) emission or
Electron Cyclotron Resonance (ECR). In RF plasma, the effective generation of the reactive
nitrogen requires a small aperture size. In the case of an ECR plasma source, the generation rate
of reactive atomic nitrogen increases with increasing input microwave power. However, nitrogen
ions with energy higher than ~ 60 eV may induce defects in the epitaxial layer. The growth of
single phase high quality InN layers by MBE were reported with the band-gap of 0.7eV67-71.
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Reactive indium is provided by effusion cell by temperature adjustments. The growth of InN is
processed in the growth temperature regime of 450 to 600 °C; while GaN epilayer growth is is
accomplished in the growth temperature regime of 700 to 800 °C. The encountered 200°C
difference between the processing temperatures of InN and GaN contributes to the observed
difficulties to stabilize embedded indium-rich InGaN heterostructures at optimum growth
temperatures.

Metalorganic Chemical Vapor Deposition (MOCVD)
Metalorganic Chemical Vapor Deposition (MOCVD) – also denoted as ‘metalorganic
vapor phase epitaxy’ (MOVPE), ‘organometallic chemical vapor deposition’ (OMCVD), or
‘organometallic vapor phase epitaxy’ (OMVPE) - is a chemical vapor phase growth technique
where the metal precursors – e.g. group III or group II-elements are transported to the growth
surface via organometallic compounds. Organometallic compounds – also denoted as precursors
- used in the growth of group III-nitride compound semiconductors are for instance
trimethylindium (TMI), trimethylgallium (TMG), or Trimethyaluminum (TMA). The group V
precursor is typically ammonia (NH3). In MOCVD, the growth is driven by chemical reaction
processes rather than the kinetic of the molecular beams utilized in MBE. MOCVD is generally
used for compound semiconductor growth and is advantageous due to its high throughput, film
homogeneity, and its ability to use large wafers as substrate Nitrogen (N2) and and/or hydrogen
(H2) are commonly used carrier gases to transport the precursors to the reaction region. The
growth of InN by low-pressure MOCVD requires typically high V-III ratios (>104) due to the
inefficient cracking of the ammonia precursor at the InN growth temperatures. So far, high defect
densities have been observed in InN layers grown by MOCVD. One possible cause is the lack of
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lattice-matched substrate material. Sapphire is presently the most suited substrate material
choice. Commonly, a GaN buffer layer on sapphire is used to reduce the lattice-mismatch from
22% to 10%. In order to overcome lattice mismatch related growth limitations, various growth
techniques have been applied, including Atomic Layer Epitaxy (ALE) and double-zone
MOCVD. The suitable growth temperature region for deposition of InN by low-pressure
MOCVD is 450-600C, while it is between 80 °C and 100 °C for the growth of GaN epilayers.
In order to integrate indium-rich In1−xGaxN layers into gallium-rich InGaN heterostructures, the
indium-rich epilayers have to be stabilized at growth temperatures where thermal deposition of
the indium-rich epilayers is observed - a server limitation in the fabrication of envisioned device
structures.

Hydride Vapor Phase Epitaxy (HVPE)
Hydride Vapor Phase Epitaxy (HVPE) is an epitaxial growth technique that has been
used for over four decades to grow group III-nitrides

112

. In HVPE, hot gaseous metal chloride

precursors (GaCl, InCl or AlCl) react with NH3. The metal chlorides are formed by passing HCl
gas over group III-metals in a reaction temperatures controlled quartz furnace. HVPE establishes
reaction pathways for the growth at the substrate of group III-nitride semiconductor materials.
Thick, free-standing GaN substrates with an electron mobility of 1320 cm2/V sec and a donor
concentration of 7.8  1015 cm-3 have been grown via this method

133,134

. It has been shown that

the dislocation density in GaN layers decreases with an increase in layer thickness134. As a result,
HVPE is an attractive technique for lattice matched growth of thick epilayers. Single crystal InN
samples were grown by using an In-Br2-NH3-N2.135 The growth of InN epitaxial layers by HVPE
was also reported using InCl, InCl3 and NH3 sources136,137.
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Growth using sputtering technique
Sputtering is a thin film growth technique based on ballistic bombardment of reactive
species evaporated from solid material by temperature. The rf-sputtering technique is very
challenging, since the metal sources In, Ga, and Al are easily oxidized. The first group III-nitride
growth by plasma assisted deposition was InN powder in 1910 in which metallic indium reacted
with nitrogen by cathodic discharge138. The group III-nitride layers grown by sputtering are
generally polycrystalline or have columnar morphology limiting material efficiency. Epitaxial
InN layers grown by sputtering were reported139 with less quality of electrical and structural
properties compared to those grown by other techniques.

3.2 Nano-scale surface morphology analysis on semiconductors
Scanning Probe Microscopy (SPM) techniques offer the ability of mapping physical
properties (topography, conductivity, force, softness, magnetic, capacitance etc.) with nano-scale
resolution. SPM techniques extend conventional optical microscopic material characterization to
atomic level investigation. The SPM techniques can be applied to different fields of scientific
research and industrial processes. A few application areas of SPM in semiconductor research are:



high-resolution mapping of the physical properties



nano-scale patterning and etching



microengineering and microfabrication



self-assembly of surface adsorbates and nanomanipulation



nanotribology and nanometrology
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In synthesis of semiconductor layers, epitaxy refers to growth of a layer in a particular
crystallographic orientation preferred by the substrate. Epitaxial thin film growth requires
production of monocrystalline (single phase) structures with low defect and dislocation density
to achieve high performance devices. In order to improve the quality of semiconductor materials,
a complete knowledge about the growth path leading to the final product is essential. This path
involves physical and chemical processes at growth surface. The characterization of epitaxial
layers has generally focused on electrical, optical, and magnetic properties of the final product.
Microscopic and nanoscopic level investigation of surface processes at the atomic level is crucial
to understand the growth process itself and how it may lead to improved material properties.
Growth surface processes such as, adsorption, desorption, and surface diffusion processes are
influenced by the interface and surface morphology. Other factors influencing material quality
are the defects and the dislocations which can propagate through crystals resulting in interface
modification. Since the film surface is the final interface of a growing layer, surface morphology
is defined by overall contributions of surface processes, defects and dislocations. Therefore,
microscopic investigation of surface morphology reveals information about all these factors
affecting macroscopic optical and electrical properties of the layers and is of importance both
from technological and academic points of view.
In surface morphology analysis of semiconductors, surface roughness and grain area are
important parameters related to surface characteristics and they can be correlated to the structural
properties such as, crystallographic orientation and crystalline lattice strain. The surface
roughness is the key element controlling the abruptness of the interfaces. In MQW applications
of In1-xGaxN films, the interface abruptness relates carrier dynamics on diffusive and scattering
effects on the interfaces140. Manipulation and optimization of the interfacial and surface
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properties of the layers can be achieved by evaluating the surface morphological properties and
macroscopic properties together. The morphology of the grains in thin films are related to crystal
lattice distortion and the electrical mobility of the carriers since the grain boundary potentials
introduce the additional resistance against free carriers toward reduced mobility.
The In1-xGaxN alloys are the least understood and the most promising among group IIInitride ternary alloys. An improved knowledge about this alloy system can be obtained by
investigating the physical and the surface morphological properties of this alloy system and its
base binaries and evaluating the findings together. Understanding the correlation between
macroscopic material properties and surface morphological properties may lead improved ability
to engineer nanoscopic properties in relation to desired material properties. In this research,
nanoscopic investigation of surface morphological properties of InN and InGaN surfaces was
performed to change experimental conditions (growth temperature, precursor ratios etc.). The
findings from the surface morphological analysis were correlated to the results obtained from
other characterization techniques (X-Ray diffraction, Raman spectroscopy, optical transmission
spectroscopy, and infrared reflectance spectroscopy). The significant aspects of nano-scale
surface morphology evaluation for this research are stated below:



The acquisition of surface morphology information from InN and In1-xGaxN layers and its
evaluation together with the results of the ex-situ characterization experiments. Raman
spectroscopy experiments were performed to analyze crystalline quality and lattice strain
analysis and plasmon coupling to the lattice vibrations. X-ray diffraction experiments
were carried out to analyze the orientation and the quality of crystal phases and
dependence of lattice parameters to the composition x in In1-xGaxN layers. Optical
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transmission spectroscopy experiments were performed to characterize the optical bandedge dependence on the composition x. The results of infrared reflectance spectroscopy
experiments were analyzed to obtain information about dielectric function, film thickness
and plasma frequency.


Analyzing the etching-growth behavior of indium-rich group III-Nitride layers in order to
gain insights in the role of grain boundaries or the other extended defects on the electrical
and optical properties and correlation of this information to real-time optical
characterization data to understand the effects of the different growth parameters in this
behavior.



Analyzing the growth modes of InN and correlating them to the process parameters such
as, growth temperature - as well as to the real-time optical monitoring data gathered by
laser light scattering. The correlation information is analyzed in order to understand how
different growth modes influence the structural, electrical, and optical properties of InN.
The related growth parameters to the growth modes are important to engineer embedded
or free-standing self-organized nanostructures under HPCVD conditions and control
these structures by changing the growth parameters.



Optimization of InN nucleation at initial stages of growth by employing different growth
conditions such as, precursor delivery sequence, precursor ratio, and substrate
temperature. The spatial distribution and dimension of the nucleated islands are
investigated by AFM.



Analyzing the effects of different precursor (ammonia) exposure time on the growth rate
and the surface morphology of InN layers.
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Understanding the effects of varying composition x of In1-xGaxN layers on the surface
morphology.



Analyzing the effects of different precursor ratios and substrate temperatures on surface
morphological and electrical properties of In1-xGaxN layers in relation to phase stability in
these layers.

3.3 Growth and characterization of InGaN layers
This section presents a short introduction on the growth of group III-nitrides by HPCVD
and the processing parameter for the InGaN layers investigated in this thesis. It also describes the
real-time and ex-situ characterization techniques used, and the numerical techniques applied to
analyze the surface morphology results.

3.3.1 High-pressure Chemical Vapor Deposition (HPCVD)
As discussed in section 3.1.3, the encountered limitations in the growth of embedded
InGaN layers by low-pressure growth techniques such as, MOCVD and MBE require the
exploration of alternative growth techniques that provide the ability to control and stabilize the
partial pressures of constituent during the growth process. The approach explored by HPCVD is
to utilize the pressure dependency of surface reaction chemistry to stabilize the constituent at
higher growth temperatures than possible under low-pressure CVD conditions. The higher
growth temperature provides two major advantages; a higher mobility of the constituents at the
growth surface, which may lead to better structural properties, and an avenue to narrow the
growth temperature window between the binaries InN and GaN and may therefore allow us to
stabilize ternary InGaN alloys not stable otherwise. The original motivation to explore HPCVD
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stems from the desire to stabilize highly volatile compounds like InN and related alloys141,142.
Studies in the indium - nitrogen system143 have shown that much of the uncertainty in the p - T x relations due to the missing experimental validation144. Under thermodynamic equilibrium
conditions, the nitrogen pressures required to prevent thermal decomposition of bulk InN is
given by the relation145

 H r
p N 2   p0 . exp
 R

 1 1 
  
 T T0 

(3.3)

where Hr is the heat of formation, R is the universal gas constant and T is the equilibrium
temperature. Solution of Equation 3.2 to AlN, GaN, and InN provides the p-T-1 relation
illustrated in Figure 3.3. The thermodynamic equilibrium relation is essential for the bulk crystal
growth and provides an upper criterion for off-equilibrium conditions utilized in thin film growth
techniques. It indicates that in the pressure range p N 2  10 2 bar and for substrate temperatures ≤
900 K the surface decomposition of InN may effectively be suppressed. In view of the higher
melting temperature of InN (~1200 C) as compared to InP (1062 C), this appears to be a
minimum requirement for the growth of high quality epitaxial InN layers and related
heterostructures.
The custom-built high-pressure CVD reactor at GSU can be operated at pressure up to
100 bars in order to explore the growth of InN145-147, an essential step to improve the material
quality and for the fabrication of indium rich group III nitride alloys. The details of the HPCVD
system have been described elsewhere148,149.
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The HPCVD system is based on a horizontal flow reactor148,150. In order to prevent
uncontrolled deposition on the opposite site, a symmetrical sample design was chosen. The
schematic view and the image of the inner shell of the HPCVD reactor are shown in Figure 3.4.
In order to optimize the precursor and carrier gas consumption, a narrow flow channel with a
height of 1mm was implemented.
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Figure 3. 3 Thermal decomposition pressure vs. reciprocal temperature for AlN, GaN and InN142.
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Figure 3.4 a) Schematic view of the HPCVD reactor showing the flow direction and containing the optical
access ports, b) image of the assembled HPCVD reactor151.

The schematic view of inner concentric reactor embedded to outer shell is illustrated in
Figure 3.5. The optical access ports are located perpendicular to flow direction. The outer shell is
symmetric confirming inlet and outlet optical ports are on-axis. The optical access ports are used
for real-time observation of precursor delivery kinetics by Ultraviolet Absorption Spectroscopy
(UVAS), evolution of the surface topography by Laser Light Scattering (LLS), and evolution of
the growth chemistry by Principal Angle Reflectance Spectroscopy (PARS). The optical access
ports used for PARS are located at 28o which is specific to the application142.
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Figure 3. 5 Schematic view of the HPCVD reactor. Two optical ports provide access to the flow channel and three
ports in each of the two half sections of the reactor provide access to the growth surface142.

The InN and In1-xGaxN layers investigated in this thesis were all grown at reactor
pressure of 15 bar. Under these conditions, the successful growth of InN epilayers146 at growth
temperatures 200°C higher than the possible at low-pressure CVD conditions has been
demonstrated.

3.3.2 Growth procedure
The previous section summarized the design and physical construction parameter of the
HPCVD system. In this section, details on the growth procedure of InN and InGaN layers are
provided. The main issue in HPCVD is the delivery of the sufficient amount of precursors at
high-pressures, while avoiding pressure fluctuations during the embedding of the precursors in
the high-pressure carrier gas stream. Elements of HPCVD operation are
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compression of the precursors to the reactor pressure and embedding of the precursor
pulses in the main carrier flow,



temporal controlled embedding of the precursors at precise times in order to control the
chemical reactions at growth surface,



verification of the stability of growth temperatures,



real-time growth monitoring techniques for gas phase and growth surface,

In the growth of InN and InGaN layers explored in this thesis, active indium, gallium,
and nitrogen precursor fragments were supplied to growth surface via Trimethylindium (TMI),
Trimethylgallium (TMG), and Ammonia (NH3) precursors, respectively. A schematic
representation of the pulsed injection scheme used for precursor delivery is illustrated in Figure
3.6. The NH3 and (TMI, TMG) injection times were the parameters under investigation. The
pulse separation time between the (TMI, TMG) and NH3 was a further parameter studied. The
InGaN layers were grown on GaN/Sapphire(0001) templates or Sapphire (0001) substrates at a
reactor pressure of 15 bar and a main gas carrier flow of 12 slm.
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Figure 3. 6 Schematic view of the pulsed injection mode employed for InN and InGaN growth.

3.3.3 Real-time growth monitoring
Understanding the relations between growth surface chemistry and thin film properties
requires highly sensitive real-time monitoring techniques. Optical characterization techniques are
uniquely suited due to the noninvasive character and their high-sensitive nature to surface and
bulk materials properties.
The versatile nature of optical characterization techniques allows the monitoring of
specific to molecular vibration modes in the IR or UV wavelength region, the evolution of the
dielectric function of the growing layer, as well as the analysis of scattering processes at
surfaces/interfaces and the evolution of growth modes.
In the HPCVD system, the gas phase above the growth surface is monitored by
Ultraviolet Absorption Spectroscopy (UVAS). The precursors TMI, TMG and NH3 all have
characteristic optical fingerprints in the UV wavelength region. These spectral signatures can be
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utilized to identify and track the spatial and temporal evolution of the employed precursors. The
evolution of the surface morphology is characterized by Laser Light Scattering (LLS). The
change in the angular dependence of the laser signal is function of the roughness of the growth
surface. The surface chemistry of the layers is investigated by Principal Angle Reflectance
Spectroscopy (PARS). PARS monitors the changes in the reflectance close to the pseudo
Brewster angle, which is altered by the growth surface chemistry processes, as well as the overall
thin film growth process. In the following section, these techniques are described in more detail.

3.3.3.1 Laser Light Scattering (LLS)
Knowing the real-time evolution of the surface topography provides important
information related to the thin film nucleation and growth modes, to potential etching processes,
or any deviations of processing conditions. Here, the non-specular scattered PARS laser light is
utilized for real-time Laser Light Scattering (LLS). Although, LLS does not provide information
on the scale of monolayers, it provides information on evolution of surface roughness on the
scale of several tens of injection cycles. The LLS system implemented in the HPCVD system is
illustrated in Figure 3.7.
The laser light incidence to surface is 28 deg from the surface normal. For a specular
surface, incident photons are expected to be reflected at the same angle as incidence. Any
topographical modification at the surface results in off-angle scattering.

Here, only light

scattered perpendicular to the surface is collected and correlated to changes in the surface
topography / roughening. The scattered intensity is acquired by a Photo Multiplier Tube (PMT).
The surface roughening in epitaxial film growth can be correlated to the growth mode, the
overall surface roughening, and/or etching processes.
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Figure 3. 7 Schematic view of the LLS operation in HPCVD reactor142.

LLS is a powerful technique to observe surface topographical properties in real-time and
relate them to the changes in the surface chemistry during growth.

3.3.3.2 Principal Angle Reflectance Spectroscopy (PARS)
Principal Angle Reflectance Spectroscopy (PARS) utilizes p-polarized laser light
impinging the substrate-ambient interface near the pseudo-Brewster angle B and monitors the
changes in the reflected intensity. The reflectance behavior in this configuration is illustrated in
Figure 3.8. Depending on the substrate temperature and monitoring wavelength, the principal
angle P varies from 27.5 deg to 30 deg for the sapphire-ambient interface143. The angle of total
reflection, T, is approximately 5 deg above P. Both inner half parts of the reactor are identical
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to the exception of the angle of incidence for (PARS), which is set to 28 deg and 30 deg for the
upper and lower part, respectively, as schematically depicted in Figure 3.9.

Figure 3.8 Angle dependency of reflectance for p- and s- polarized light at the interface Sapphire-ambient,
Depicted are the characteristic angles: principal angle p and total reflection angle T.142

Figure 3. 9 Schematic view of the PARS operation in HPCVD reactor.142
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The modification of the angle P is a result of deviations at refractive index; thus, the
dielectric function of the material143. Therefore, the information obtained on PARS is a collective
contribution of surface chemistry and surface topography modification since both are involved in
the effective medium modulating the dielectric function. In the HPCVD system, PARS is
operated with a p-polarized light beam (=6328Å) incident to the surface. The scattered intensity
is probed at the same angle as incidence, and the signal is detected using a Si photodiode.
The temporal evolution of the PARS trace contains crucial information related to the
growth surface and information on the overall layer growth. A typical set of real-time optical
monitoring traces by PARS and LLS is illustrated in Figure 3.10. Superimposed on the
interference oscillations is a fine structure that is strongly correlated to the time sequence of the
supply of precursors employed. From the analysis of the PARS signal, the average growth rate
and the difference between the dielectric functions of film and substrate can be estimated. The
monitored LLS trace tracks the evolution of the surface morphology, providing details on the
nucleation and the overgrowth kinetics as well as the overall surface roughness. As shown in
Figure 3.10, the LLS signal increases at the beginning of the growth, but it decreases and
becomes smoother during the steady-state growth.
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Figure 3. 10 Real time optical monitoring of InN growth by PARS and LLS.

3.3.3.3 Ultra Violet Absorption Spectroscopy (UVAS)
In the HPCVD system, the precursors, TMI, TMG, and ammonia injected into the growth
surface are tracked using Ultra Violet Absorption Spectroscopy (UVAS)143,152. The reasons why
UVAS was chosen are due to limitations of optical probe techniques in the visible and infrared
regime, even if modulation techniques are applied. The heater radiation for a 1000K black body
emitter vanishes below 350 nm and probe techniques utilizing lower wavelengths are not
affected by the heater radiation.
In UVAS, ultraviolet radiation is passed through the growth channel interacting with the
precursors in the gas phase (see Figure 3.11). The transmitted intensity is spectrally resolved
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recorded and the absorption for each precursor determined. During growth, a characteristic
precursor absorption wavelength is chosen/set and recorded as a function of growth time. An
optimal wavelength where all three precursors TMI, TMG and NH3 can be monitored is 221.3
nm 151.

Figure 3. 11 Schematic view of the UVAS operation in HPCVD reactor.142 The source and probe signal are onaxis and perpendicular to the flow direction.

The UVA traces carry information about arrival time and pulse shape of the precursors.
This is of importance to investigate the gas-phase and the growth surface reaction kinetics, which
play an important role on the overall physical properties of InN and InGaN layers. For instance,
the separation between ammonia and TMI/TMG precursor arrival times relate the time given to
the mobile precursor fragments at the growth surface and in potential gas-phase reactions. UVAS
and PARS (see 3.3.3.2) provide complementary information to access these relations.
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Figure 3. 12 Typical PARS and UVAS traces along with the corresponding injection scheme. Three injection
cycles are presented.

Figure 3.12 illustrates typical UVAS and PARS traces together with the corresponding
precursor injection sequence. The precursor injection sequence corresponds to the switching
pattern at which the precursors are injected in the growth reactor, while the UVA and PAR traces
are recorded at the time when the precursors reached the center of the growth surface. The time
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difference between the switching action and observation at the center of the growth surface
relates to the travel time of the gas-phase precursors. The UVA trace shows the superimposed
signal for all the precursors recorded at wavelength =221.3nm, as well as the deconvoluted
gaussian peak contributions for each precursor injected. The UVA trace provides information on
arrival times, the respective amounts of precursors, and the overlapping of individual species at
the surface relating to the growth chemistry. The arrival of group III-fragments at the growth
surface increases the intensity of PAR signal due to the higher effective dielectric function of the
metal-containing fragments and the growth surface. The arrival of the active nitrogen fragments
at the growth surface results in a decrease of the effective surface dielectric function and a
decrease of the UVA signal. The analysis of the UVA and PAR traces can provide correlations to
the growth chemistry per precursor injection sequence as well as to the growth evolution (e.g.
thickness, dielectric function) over an extended growth period.

3.3.4 Ex-situ characterization techniques
This section describes the ex-situ characterization techniques utilized to analyze the
structural, electrical, and surface morphological properties of InN and InGaN layers.

3.3.4.1 Raman Spectroscopy (RS)
In order to study the structural quality and electrical properties of the InN and InGaN
layers, Raman spectroscopy was utilized to analyze the phonon modes in the epilayers. The
Raman experiments were carried out using a custom built153 Raman spectrometer consisting of a
McPherson 2062 monochromator, McPherson 275 DS double monochromator. The Raman
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experiments were performed in back-scattering geometry (z(xx)z) using excitation wavelength of
532nm.The Raman spectra were collected using nitrogen cooled CCD array.
Raman spectroscopy is an optical characterization technique for studying lattice
vibrations by analyzing the inelastic scattered radiation that is generated during the interaction
with the phonons. Vibrational frequencies provide a unique insight on the forces responsible for
chemical binding. Therefore, Raman spectroscopy is a powerful technique to identify the crystal
type and quality. The inelastic scattering of radiation during its interaction with matter was first
described by C. V. Raman in 1928.
The interaction of the electric field of incident radiation with matter leads to exchange of
energy in two ways; elastic or inelastic. The elastic scattering of radiation is called Rayleigh
scattering. If the interaction is inelastic, the scattering process is called Raman scattering in
which the number of photons is as low as one millionth of the Rayleigh photons. The Raman
scattering can happen in two ways:

1. The incident photons can transfer some of their energy to excite molecules into
higher vibrational levels resulting in scattered photons of decreased energy, and
this process is called Stokes scattering.
2. The incident photons can attain some energy from molecular vibrations resulting
in scattered photons of increased energy, and this process is called Anti-Stokes
scattering.

Stokes and Anti-Stokes scattering processes in the Raman Effect are illustrated in Figure
3.13.

In normal conditions (no external excitation), the energy of a molecular system is

85
minimized as the lowest vibrational energy level is populated. Consequently, Stokes scattering is
more intense since the molecules that are vibrationally excited prior to irradiation can give a rise
to the anti-Stokes line.

Figure 3. 13 Stoke’s and Anti-Stoke’s scattering in Raman effect.192

Raman spectroscopy is one of the challenging optical spectroscopy techniques in which
only inelastically scattered photons are detected among billions of elastically scattered ones.
Therefore, instrumentation and sensitivity in detection are very important. The essential
components of a Raman spectrometer are given in the following:

 A monochromatic laser light source of very small beam diameter is required. The
size of the beam diameter has influence on resolution. The excitation wavelength
should be selected by considering fluorescence and resonance effects. The shape
of the beam should carefully be investigated since the Raman lines screen the
shape of the excitation beam.
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 An optical filter is necessary to eliminate the photons which are scattered
elastically, and the filter can be a supernotch or a super edge filter.
 A spectrometer is utilized to analyze the spectral behavior of the scattered
radiation. A monochromator with high density diffraction grating is the best
solution for the spectrometer. The density of grating has influence on resolution.
The optical throughput and resolution optimization are the key elements in the
Raman spectrometer integration.


High-sensitivity radiation detection is essential. CCD detector arrays are
generally used to optimize the optical integration time in the investigated spectral
regime.

According to the group theory, the intensity of the scattered radiation has a non-zero
value only for specific polarizations and scattering geometries for specific vibrational
orientations. These are known as Raman selection rules, which are essential for determining the
crystal symmetry and allowed Raman modes. These selection rules are determined by
considering the polarization of incident electric field and if this field is able to induce a change in
the polarizability of the oscillation.
InN and InGaN have wurtzite crystal structure with four atoms in the unit cell and belong
to C46v space group. The character table for C6v is presented in Table 3.3.
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Table 3.3 Character table for C6v point group symmetry

Linear
2C6(z) 2C3(z)

Quadratic
Cubic Functions

D2d

E

2C2(z)

A1

+1

+1

+1

+1

+1

A2

+1

+1

+1

+1

B1

+1

-1

+1

B2

+1

-1

+1

Functions

Functions

+1

z

x2+y2,z2

z3, z(x2+y2)

-1

-1

Rz

-

-

-1

+1

-1

-

-

x(x2-3y2)

-1

-1

+1

z

-

y(3x2-y2)
(xz2,yz2) [x(x2+y2),

(x,y)
E1

+2

+1

-1

-2

0

0

(xz,yz)
(Rx,Ry)
(x2-y2) ,

E2

+2

-1

-1

+2

0

0

y(x2+y2)]
[xyz, z(x2-y2)]

xy)

The lattice vibrations in a wurtzite crystal system with C6v point group symmetry are
characterized by the following irreducible representation109:

 ac  opt   A1  E1    A1  2 B1  E1  2 E2 

(3.3)

The character table for the C6v point group symmetry shows that the symmetry of the
lattice vibration is classified into non-degenerate A1, A2, B1, and B2 modes and double
degenerate E1 and E2. The modes A1, E1, and E2 with the quadratic basis functions are Raman
active. The modes A1, and E1 with linear basis functions are both Raman and IR active;
therefore, they exhibit Longitudinal Optical (LO) and Transverse Optical (TO) splitting. B1 mode
is neither Raman nor IR active, thus, is silent. Consequently, the group III-nitrides may exhibit
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six optical phonon modes, E2(high), E2(low), E1(LO), E1(TO), A1(TO), and A1(LO), in the first
order Raman spectrum. In Table 3.4, the spectral positions of these Raman active phonons are
shown for wurtzite InN and GaN. The modes allowed for a specific scattering configuration are
determined by the Raman selection rules.

Table 3. 4 First order Raman active phonon frequencies (cm-1) of hexagonal
(wurtzite) GaN and InN at room temperature.

GaN

InN

E2(low)

144

87

A1(TO)

531.8

447

E1(TO)

558.8

476

E2(high)

567.6

488

A1(LO)

734

586

E1(LO)

741

593

109

152

Reference

The Raman selection rules are determined by the scattering geometry considering the
polarization of incident radiation with respect to the polarity of the lattice vibrations. Table 3.5
shows the Raman selection rules for the wurtzite group III-nitrides. The scattering configuration
is given in the Porto notation which is an encoding technique to describe the configuration of the
directions and polarizations of the incident and scattered radiation. For instance, in z(x,y)z, z is
the direction of incident radiation, x is the polarization direction of the incident light, y is the
polarization direction of the scattered light, and z is the direction of the scattered light.
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Table 3. 5 Raman selection rules for hexagonal group III-nitrides109

Configuration

Allowed Mode
A1(LO), E2(low), E2(high)
E2(low), E2(high)
A1(LO)
A1(LO), E2(low), E2(high)
E1(TO)
E1(TO), E1(LO)

Besides wurtzite, the group-III nitrides can also crystallize in zincblende (cubic) structure
whichhas F43m Td2 point group symmetry. In the cubic crystal symmetry, only one lattice
vibration is allowed in Raman spectrum and splits into LO and TO components154. In Table 3.6,
the spectral positions of these phonon components are shown for cubic InN and GaN.
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Table 3. 6 First order Raman active phonon frequencies (cm-1) of cubic
(zincblende) GaN and InN at room temperature.

GaN

InN

TO

555

472

LO

742

586

151

152

Reference

Whether the crystal structure is wurtzite or zincblende, the phonon modes in the group
III-nitrides are sensitive to compositional fluctuations, and crystal strain due to defect
incorporation. As a result, the corresponding Raman lines exhibit shifted spectral positions, and
modified line-shapes.
This study focuses on Raman spectroscopic analyses of wurtzite InN, and InGaN in the
backscattering geometry z(xx)z. In this scattering configuration, A1(LO), E2(low), and E2(high)
phonon modes are allowed according to the Raman selection rules. The high-energy split of the
E2 phonons, E2(high), is sensitive to crystalline strain which modifies the line-shape and the
spectral position. Therefore, this phonon mode can be used to characterize the local crystalline
quality of the InN and InGaN layers. The phonons in the InGaN crystal are expected to obey
one-mode behavior155 in which the positions of the Raman lines alternates between its
corresponding values for InN and GaN linearly as a function of the composition. For instance, E2
(high) phonon mode is observed at 567 and 488 cm-1 for GaN and InN, respectively. Then, the E2
(high) mode of In0.5Ga0.5N is expected to be positioned at 527.5 cm-1. Although there are
reports155 showing one-mode behaviors of phonon modes of InGaN, it requires more studies on
unstrained and intrinsic layers.
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Corresponding Raman line of the longitudinal split of the A1 phonons, A1(LO), is also
expected to be modified by crystalline strain, however, the polar nature of this line results in
additional contributions from coupling to plasmons broadening the spectral line-shape. This
coupling between the A1(LO) phonon mode and plasma oscillations is advantageous to estimate
the free carrier concentration in InN and InGaN layers156.

Calculation of free carrier concentration from A1(LO) phonon mode
In Raman scattering, plasmon coupling to LO phonon modes results in the line-shape
broadening. This coupling is due to the longitudinal macroscopic electric field components of
LO phonons. As a result of the plasmon-phonon coupling, two coupled modes (LPP- and LPP+)
are expected to appear in the Raman spectrum, however, they have not been observed yet.
The line-shape broadening of the A1(LO) phonon mode can be used to estimate free electron
concentration in InN layers156. In order to do this, a model dielectric function is usedto simulate
the experimental A1(LO) Raman line. The most general expression for the dielectric function is
given by

 ( q,  )      c   e

(3.4)

where ε∞, εc, and εe are the high frequency dielectric constant, the phonon and plasma
contributions, respectively. The dielectric function model based on the classical Drude approach
doesn’t take electron-electron interaction into account; so, the dielectric function can be
expressed as
2
2

 p2 (q) 



LO
TO

 q,       1  2
 2
2

 TO    i   i p 

(3.5)
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where ωLO and ωTO are the oscillation frequencies of LO and TO phonon modes, respectively, Γ
is the broadening parameter and γp is the collision frequency of free carriers. At the small wavevector limit, plasma frequency, ωp, can be expressed as

3
5

 p2 (q)   p2  q 2  v 2f
vf 


(3   2  n)1 / 3
*
m

(3.6)

(3.7)

where vf is the velocity of the Fermi electrons, m* is the effective electron mass and n is the free
electron concentration.
The dielectric function based on the Lindhard-Mermin approach takes the conservation of
the local electron density into account..In Lindhard-Mermin approach, the dielectric function is
given by157

(1  i /    )[  e0 (q,   i /  )  1]
 e ( q,  )   
1  (i /   ){[  e0 (q,   i /  )  1] / [  e0 (q, 0)  1]}

(3.8)

where the time dependent Lindhard susceptibility is given as158

 (q,  ) 
0
e

e2

2   3  q 2 V

f (E f ,T , k )

E (q  k )  E (k )
[ E ( q  k )  E ( k )]2  (    ) 2

(3.9)

which includes the Fermi distribution and the Fermi energy of the electron gas at a specific
temperature.
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In a polar crystal, the light scattering mechanism depends on the lattice configuration, the
charge density, and the band structure of the material. The lattice configuration induces the
Deformation Potential by allowed Electro-Optics (DPEO) scattering mechanism in which the
atomic displacement introduces elastic strain while the effective mass is unchanged. The charge
density effect induces the Charge Density Fluctuations (CDF) scattering mechanism in which the
scattered light is configured by the charge density fluctuations of free electrons. The band
structure of the material induces the Impurity Induced Froclich (IIF) scattering mechanism in
which the electron or hole is scattered within the same band by the macroscopic electric field of
the LO phonon.
The Raman intensity of the scattered light can be calculated by integrating the spectral
line shape function up to a maximum wave-vector limit with a weight factor function of Yukawa
type impurity potential. The Raman intensity can be expressed as

I   

qmax

 W  q   L(q,  )  dq
0

 4 
W q    2
2
 q  qTF





(3.10)

2

(3.11)

where qTF is the Thomas-Fermi screening wave-vector which is expressed as
2
TF

q

6    n  e2

EF   

(3.12)
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The spectral line shape function is the product of a scattering factor S(ω) and the
imaginary part of the negative of the inverse dielectric function.


1 
L   S    Im

  q,  

(3.13)

S(ω) for the DPEO scattering mechanism is
2
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(3.16)

where C is the first Faust-Henry coefficient. S(ω) for the CDF scattering mechanism is
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(3.17)

and S(ω) for the IIF scattering mechanism is

S    q 2

(3.18)
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In this analysis, the free carrier concentration is the input for the simulation routine based
on the theory described above. The free carrier concentration is varied until the best Lorentzian
type peak fit to the experimental A1(LO) peak is obtained. The Raman intensity is calculated by
iterating Lindhard susceptibility triple integral in the intensity integral. Execution time of the
program is optimized by adjusting the size of integration steps and the integration method.

3.3.4.2 Infrared Reflectance (IR) spectroscopy
The film thickness, the plasma frequency, and the free carrier concentration of the InN
and the InGaN layers have been analyzed using Infrared Reflectance Spectroscopy (IRS). The
IRS experiments were performed in the reflection mode using the Perkin Elmer System 2000
Fourier transform infrared spectrometer with Graseby reflection accessories. A Mercury
Cadmium Telluride (MCT) detector was used for the short wavelength (1.5-20 µm) range and
TGS based pyroelectric detector was used for long wavelength (<50 µm) range.
IRS analysis of InN and InGaN involves the utilization of both elastic and inelastic
scattering components of infrared radiation-sample interaction. The inelastic component is due to
the interaction between the phonons and the radiation. The elastic component of the interaction is
utilized using ray optics.
A major advantage of the IRS is that it can be used to determine the plasma frequency
since the radiation having smaller frequency than plasma frequency results in the increased
reflectance. At smaller frequencies than the plasma frequency, interference of the infrared
radiation reflected from the film surface and the film-template interface results in oscillations in
the reflectance signal. The frequency of this oscillation is related to the optical path difference
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introduced by the travel time of the radiation through the film. This travel time depends on the
film thickness and the dielectric constant of the film. So, from interference oscillations, it is
possible to calculate the film thickness for a known dielectric constant. This calculation is
performed employing a simulation routine with the theory described in the following.

Calculation of the structural and the electrical properties of the group III-nitrides using IRS
analysis

The experimental IRS results are simulated by using a model dielectric function in order
to characterize the phonon and the plasmon properties, the carrier concentrations, the carrier
mobility, the layer thickness, and the interface behavior159. The model dielectric function
consists of the high frequency dielectric constant (ε∞), and plasmon and phonon contributions
which can be expressed as

         
i



2
si   TO2   LO





  2
p

 2   2  i     2  i   p

(3.19)

TO

where γp is the electron damping due to the scattering from randomly distributed stationary
impurities, ωp is the plasma frequency, ωTO, ωLO, Γ, Si are the TO and LO phonon frequencies,
the damping and the strength of ith oscillator, respectively.
The light propagation through a multilayer stack is modeled using the Transfer Matrix
Method160,161. Reflectivity can be calculated by solving the Maxwell equations for plane
electromagnetic waves with boundary conditions of electric/magnetic field components at the
air/film and the film/substrate interfaces. There are two waves with the electric-field amplitudes
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E+ and E- propagating in the opposite directions in each layer. Suppose ‘0’ refers to air, ‘1’ to
the film, and ‘2’ to the substrate, respectively. The transfer matrix Mr can be expressed as

M r  M 01  M 1  M 12

(3.20)

The interface matrix between the jth and (j+1)th layers has the from

M j , j 1 

1
2   j 1

  j 1   j

  j 1   j


 j 1   j 
 j 1


  j 

(3.21)

and the propagation matrix for the film of thickness d can be written as

 exp(i 2  d


M1  

0





exp(i 2  d 

0

(3.22)

where λ is the wavelength of the incident radiation. Then, the reflectance R can be written as

R

M r1,0
M r1,1

2

(3.23)

Employing the transfer matrix model described above, the best fitting parameters for the
layers are obtained using the nonlinear Levenberg-Marquart fitting algorithm. The theory and the
application of IR reflectance spectroscopy simulations have been detailed extensively
elsewhere159.
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3.3.4.3 X-Ray Diffraction (XRD)
A crystal is a three-dimensional distribution of atoms in an ordered manner (wurtzite,
zincblende etc.). As a result of this arrangement, parallel planes of the atoms are formed and the
separation between these planes is a result of lattice configuration. The spacing between these
crystallographic planes is in the order Ao. X-rays are the most suitable radiation to analyze the
crystallographic planes since their wavelengths have close matches to lattice spacing. Diffraction
of the x-rays from the crystallographic planes exhibits interference maxima peaks only at some
specific incidence angles depending on the orientations of the planes investigated. According to
Bragg’s law, the diffraction of the waves from a lattice plane is given as the following

n    2  d  sin 

(3.24)

where n is the diffraction order, λ is the wavelength of the x-ray, 2dsinθ is the path difference
resulting in this diffraction. All these parameters are shown in the illustration of XRD operation
(see Figure 3.14).
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Figure 3. 14 Schematic illustration of X-ray diffraction from lattice planes of a crystal 162.

In XRD analysis of the InN layers, the Full Width Half Maximum (FWHM) of the Bragg
reflection peak from (0002) plane of the wurtzite crystal has been investigated. The 2-θ position
of this reflection is 31.3o for relaxed wurtzite InN. Increased compressive strain in InN could
change the lattice parameters along c-axes shifting the spectral position and broadening the
spectral line-shape of this reflection. Therefore, the position and FWHM of (0002) Bragg
reflection peak can be used to investigate the crystalline quality. Different from the Raman
spectroscopy, where the probing size is on the µm order, the probing size of XRD is at mm
order.
The spectral position of the InGaN (0002) Bragg reflection has been used to calculate the
lattice parameters by using the equations 3.24 and 3.25 which is given as31
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1
4 h 2  k 2  hk l 2

 2
2
d hkl
3
a2
c

(3.25)

where a and c are the lattice parameters of the wurtzite crystal, d is the planar spacing, and h,k,l
are the Miller indices of the reflection plane. According to the Vegard’s law (see section 3.1.2),
in InGaN, the lattice parameters a and c are located between the binary end members (InN and
GaN) and both shift linearly with changing alloy composition. The lattice parameters for InN and
GaN are given in Table 3.1 and Table 3.2, respectively.
In this research, the FWHM of the InGaN (0002) Bragg reflection peak has been used to
investigate the crystal strain in InGaN layers. The crystalline strain effect might also shift the
spectral position of this Bragg reflection. As a result, the shift in the spectral position of InGaN
(0002) Bragg reflection is due to the contributions from the strain effect and the composition.
Since the contribution from the strain effect is relatively low compared to that of the
composition, the shift in the spectral position has been assumed completely due to the
composition and the strain effect has been kept within the error margin provided in the
compositional analyses of InGaN layers.
XRD experiments were performed by a Philips X`pet MRD-pro 4-circle diffractometer
with a monochromatized CuK x-ray source. The statistical properties of the Bragg reflection
peaks, the FWHM and the spectral position, were determined using peak fitting 163.

3.4 Results and discussion
The results of the ex-situ and real-time characterization experiments performed on InN
and InGaN layers grown by high-pressure CVD are presented in this section.
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3.4.1 Indium Nitride (InN) layers
The results of surface morphological studies on InN layers are reported in this section.
These results have been correlated to the results obtained from the real-time optical
characterization tools and ex-situ characterization experiments.

3.4.1.1 Surface morphology versus crystallographic planes
The influence of different templates on crystallographic and surface morphological
properties of InN layers has been investigated. InN layers were grown on Sapphire (0001) and
GaN/Sapphire (0001) templates which had different lattice mismatch to InN. The lattice
mismatch between InN and Sapphire is about 18% while it is about 11% between InN and GaN.
In Figure 3.15, the correlation between surface roughness and FWHM of (0002) Bragg
reflection is presented. For InN layers grown on both types of templates, a similar behavior is
observed in which the broadening in XRD (0002) reflection peak results in higher surface
roughness. The dashed ellipse encloses the most of the InN layers grown on GaN/Sapphire
(0001) templates. The samples having single InN phase are marked with arrow. Although there
are some samples grown on GaN/Sapphire (0001) templates (outside of the dashed ellipse) with
respectively lower surface roughness, the general tendency is that the samples grown on
GaN/Sapphire (0001) templates have higher surface roughness than the ones grown on Sapphire
(0001) for a similar FWHM of (0002) Bragg reflex peak. All samples within the dashed ellipse
have double InN phase on the XRD pattern.
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Figure 3.15 InN surface roughness versus FWHM of (0002) Bragg reflection peak for samples grown on
GaN/Sapphire(0001) and Sapphire(0001) templates.

The correlation between the average grain area and the FWHM of (0002) Bragg
reflection peak is shown in Figure 3.16. The samples exhibiting material decomposition at
surface are marked with asterisk. There is a rough correlation between average grain area and
FWHM of (0002) Bragg reflection peak. However, this correlation is highly affected by material
decomposition decreasing the average grain area. The material decomposition is more dominant
at the surface of the InN layers grown GaN/Sapphire (0001) templates despite the fact that they
have sharper (0002) reflection peak than their counterparts grown on Sapphire (0001) templates.
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Figure 3.16 InN average grain area versus FWHM of (0002) Bragg reflection peak for samples grown on
GaN/Sapphire(0001) and Sapphire(0001) templates.

The broadening of InN (0002) Bragg reflection peak in XRD pattern is a measure of how
good the reflection plane is arranged at long range order (~mm). The degradation in the long
range ordering along InN (0002) plane resulted in line-shape broadening in the corresponding
XRD peak. The InN layers grown on Sapphire (0001) templates generally exhibited larger
broadening in the XRD (0002) reflection line-shape than the ones grown on GaN/Sapphire
(0001) templates due to higher lattice mismatch which degrades long range atomic ordering
along (0002) plane more. The InN layers grown on GaN/Sapphire (0001) showed higher
inclusion of the second InN phase (0101) exhibiting increased surface roughness and increased
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long range ordering along (0002) plane of InN. These layers enclosed by the dashed ellipse in
Figure 3.16 exhibited surface material decomposition more than their counterparts grown on
Sapphire (0001) templates. In the next section, the correlation between the surface morphological
properties and phonon dynamics of the same layers is discussed.

3.4.1.2 Surface morphology versus phonon dynamics
The phonon dynamics and surface morphological properties of InN layers grown on
GaN/Sapphire (0001) and Sapphire (0001) templates have been studied. Surface roughness and
average grain area of InN layers have been correlated to the broadening in the line-shape of
E2(high) Raman line.
In Figure 3.17, the correlation between surface roughness and FWHM of E2(high) Raman
line of InN layer grown on different templates is shown. The InN layers having single phase are
marked by black arrow. The layers grown on GaN/Sapphire (0001) templates were populated in
low the FWHM region of the E2(high) Raman line although they spanned a wide region of
surface roughness depending on inclusion of the second InN phase as discussed in the previous
section. Single phase InN layers grown on Sapphire (0001) templates exhibited a broadening in
the line-shape of E2(high) Raman line and high surface roughness. Although some InN layers
grown on Sapphire (0001) templates exhibited sharper E2(high) Raman line, their surface
roughness was higher than the ones grown on GaN/Sapphire (0001) templates.
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Figure 3.17 RMS surface roughness versus FWHM of E2(high) Raman line of InN layers grown on
GaN/Sapphire(0001) and Sapphire(0001) templates.

The correlation between average grain area and FWHM of E2(high) Raman line is shown
in Figure 3.18. The InN layers exhibiting material decomposition on the surface are marked with
asterisk. The InN layers grown on GaN/Sapphire (0001) templates were populated in low the
FWHM of E2(high) Raman line. The grain area was affected by material decomposition at
surface especially for the layers grown on GaN/Sapphire (0001) templates.
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Figure 3.18 Average grain area versus FWHM of E2(high) Raman line of InN layers grown on
GaN/Sapphire(0001) and Sapphire(0001) templates.

The lattice oscillations are sensitive to crystal distortion due to strain effect; therefore, the
broadening in the observed line-shape of a phonon mode in Raman spectrum refers to reduced
crystalline quality. In order to investigate the quality of InN crystal, the most suitable phonon
mode is E2(high) because it doesn’t couple to other vibrational modes and is not affected by
plasma oscillations but the crystalline quality. The broadening in the line-shape of E2(high)
phonons in Raman spectrum of wurtzite InN is the indicator of crystalline quality at short range
orders (~µm) dictated by the beam diameter of Raman excitation. The InN layers grown on
GaN/Sapphire (0001) templates exhibited higher crystalline quality at local range than the ones
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grown on Sapphire (0001) templates. This was due to the higher lattice mismatch between
Sapphire and InN than that between GaN and InN. This observation is in a good agreement with
the report investigating on the effects of different templates on crystalline quality of InN layer
grown by MOCVD167. In Figure 3.17, it is observed that inclusion of the second InN phase
(0101) increases the surface roughness of InN layers grown on GaN/Sapphire (0001) templates.
However, there is no such relation observed in the layers grown on Sapphire (0001) templates.
The single phase InN layers grown on Sapphire (0001) templates have large surface roughness
and FWHM of E2(high) Raman line. The same samples exhibit large grain areas as presented in
Figure 3.18. Therefore, these results suggest that it would be possible to grow strained single
phase InN layers on Sapphire (0001) templates. Utilization of this type strained III-V layers in
semiconductor technology is mature and the details are described elsewhere168. This strain in
group-III nitride structures can also be manipulated to engineer advanced optoelectronic
applications169. From Figure 3.18, the average grain areas of InN layers grown on GaN/Sapphire
(0001) templates were reduced by material decomposition at surface. The behavior of surface
decomposition is different from the layers grown on templates of different lattice mismatch to
InN. In the next section, the results of the studies on surface material decomposition are
presented.

3.4.1.3 The effects of in-situ material decomposition
In order to study the influence of lattice mismatch in in-situ material decomposition, InN
layers have been grown on GaN/Sapphire (0001) and Sapphire (0001) templates. The results of
ex-situ surface morphological analysis have been compared to the results of real-time optical
characterization experiments performed on these InN layers.

108
In Figure 3.19.a, the real-time PARS and LLS traces are shown. In both traces,
interference oscillations are present. The intensity of LLS signals starts to increase after the
growth time about 5500 seconds marked by the arrow. This increase in the LLS signal is due to
the increased off-axis scattering from the surface due to material decomposition at surface
increasing the surface roughness. In Figure 3.19.b, AFM image of the same surface is depicted.
At the surface, there are surface pits as a result of material decomposition.
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a)

b)
Figure 3.19 a) Real-time LLS and PARS traces and b) 5.0µm x 5.0µm AFM image of decomposed InN layer

In Figure 3.20.a, the decomposition time as a function of surface pit depth is shown. In
this analysis, the decomposition time refers to the total time from the green arrow position
(see Figure 3.19.a) to the end of the growth run. The InN layers grown on Sapphire (0001)
templates exhibit surface pits at lower decomposition time than the layers grown on
GaN/Sapphire templates. In Figure 3.20.b, the correlation between FWHM of InN (0002) Bragg
reflection peak and surface pit depth is shown. In both panels of the Figure 3.20, the layers
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exhibiting single phase are marked by arrow. The InN layers grown on GaN/Sapphire (0001)
templates exhibit sharper (0002) Bragg reflection peak than the layers grown on Sapphire (0001)
templates. Increased surface pit depth results in broadening in the spectral line-shape of (0002)
Bragg reflection peak.

a)

b)

Figure 3.20 a) Decomposition time and b) FWHM of (0002) Bragg reflection peak versus average surface pit
depth.

The results of material decomposition time versus average surface pit depth correlation
suggested that InN samples grown on GaN/Sapphire (0001) templates had surfaces of higher
stability than the samples grown on Sapphire (0001) templates; therefore, it took longer to remove
the material on their surfaces. The layers grown on Sapphire (0001) templates tend to have single
phase although the material decomposition is easier at their surface. Since XRD probes long range
ordering, the observations made on XRD are affected by decomposition on both types of InN layers
grown at different templates. InN layers grown on GaN/Sapphire (0001) templates exhibited better
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(0002) lattice plane arrangement than the samples grown on Sapphire (0001) templates. However,
the effects of decomposition were similar so that the increased average surface pit depth disturbed
the (0002) lattice plane arrangement resulting in broadening in the corresponding XRD (0002) Bragg
reflection.
3.4.1.4 Growth modes: Surface topography versus growth history
In order to investigate the influence of the growth temperature in growth modes, InN
layers have been grown at different growth temperatures. The surface morphological and
crystallographic properties of the layers have been analyzed and linked to the growth
temperature.
The kinetic processes at the growth surface are affected by the surface characteristics
such as, adsorption sites and potential barriers which are defined by the distribution of the
surface energy. The growth driven by the arrival, the motion of the surfactants under the
presence of adsorption sites, and the path that the advancing growth follows define the growth
mode. In epitaxial growth, layer by layer growth of monocrystalline layers is the essence while
three dimensional growth is utilized for development of unstrained nanostructures. In either case,
a complete understanding of the growth conditions is essential to improve the understanding
about InN layers to take further steps into the development of advanced optoelectronics
structures. In order to understand the growth conditions defining the growth mode of InN layers,
in-situ and ex-situ observations were compared and the findings from this analysis were
correlated to surface morphology.
The growth modes of InN have been studied by OMVPE170-172 and MBE173 growth
techniques. The effects of different buffer interlayer, HT-GaN and LT-InN, were studied and
their effects on the crystalline properties and the growth modes were demonstrated170. Another
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study reported the growth InN nanostructures by utilizing Volmer-Weber model for growth171
and demonstrated the growth of InN nanostructures. A pulsed-MOVPE technique was
demonstrated to provide high quality InN layers and the effects of the substrate in the growth
mode was demonstrated172. The effect of high-speed reactant gas on MOVPE technique was
investigated and the concentration was shown to enhance the 2D growth mode172. By the MBE
technique, 2D and 3D growth modes of InN were investigated173. This study demonstrated that
lowering the growth temperature from 450 Co to 370 Co shifts the growth modes of InN toward
3D from 2D growth. However, the information about the quality of the InN layers was not
provided. In this research, the growth modes of InN at temperatures above 800 C were
investigated and the findings were correlated to XRD characterization results.
The morphology of a surface is defined by the variation of surface energy174; thus, the
final surface topography is constructed by the surface energy minimization real-time depending
on the related growth path. The real-time evolution of the surface topography was investigated
by LLS traces from different samples having different types of growth modes: 2D-like growth
(i.e epitaxial growth), Columnar, and 3D growth.

2D-like growth
In Figure 3.21, InN layer grown on GaN/Sapphire (0001) template is presented. This
surface is intentionally called 2D-like since it is not pure epitaxial although it has a relatively
smooth surface of surface roughness ~17nm. In Figure 3.21.a, the AFM image of the sample is
shown. It is a relatively smooth surface and large grain areas.
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a)

b)

c)
Figure 3. 21 a) PARS and LLS signals, b)AFM image, c) XRD pattern for 2D-like InN growth.

In Figure 3.21.b, the real-time evolution of LLS and PARS signal is demonstrated. LLS
signal has a decrease in the first ~5000 seconds indicating the transition of the surface from
nucleation to layer and latter progression of the signal tends to decrease while maintaining the
interference oscillations due to changing thickness of the growing film. The overall down-slope
tendency of LLS signal is the indication of 2D growth while the interference oscillations confirm
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the growth of a single layer. In Figure 3.21.c, the XRD pattern of the sample is shown. A sharp
InN (0002) Bragg reflection peak is an indication of high quality single phase InN crystal. This
peak has a FWHM of about 458 arcseconds.

Columnar growth
The columnar growth has been observed on InN layer grown on Sapphire (0001)
template. The AFM image of this surface is shown in Figure 3.22.a. This growth is not perfectly
columnar since the hexagonal columns are located on the top of non-geometric large grains. This
observation indicates that the growth was redirected from 2D to columnar growth during the
growth progression. In Figure 3.22.b, corresponding to the real-time LLS trace is shown. In LLS
signal, the decrease observed in first ~8000 seconds along with interference oscillations is
because of the layer formation. However, further progression of the growth is toward the
columnar growth since the interference oscillations are not present anymore although LLS signal
continues to decrease.
In Figure 3.22.c, XRD pattern of the layer is shown where single phase InN (0002) Bragg
reflection is present. The FWHM of the peak is about 962 arcseconds indicating a reduction in
crystalline quality. The broadening of an XRD feature could be influenced by mainly crystalline
quality, tilting of the crystallites from preferred c-axes orientation, and thermal expansion
difference between the film and the template.
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a)

b)

c)
Figure 3. 22 a) PARS and LLS signals, b)AFM image, c) XRD pattern for columnar InN growth.

In Figure 3.23, the deviations of the InN crystallites from c-axes are presented in oblique
view of the AFM image. The tilt angles vary from 15-35 degrees to surface normal. The tilts and
the variations are owing to the common contributions of the lattice mismatch and thermal
expansion difference between InN and Sapphire. In InN samples grown on GaN/Sapphire
templates, both effects are suppressed by the GaN buffer layer. In the AFM image, the hexagonal
symmetry is observed from clear hexagonal shapes of the InN crystallites. Therefore, the
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broadening in the (0002) reflection is the result of lattice mismatch and thermal expansion
difference.

Figure 3.23 AFM image of InN columnar growth showing tilt axis of the columns due to lattice strain and
thermal expansion difference between InN and Sapphire.

3D growth
Three-dimensional growth has been observed in InN sample grown on GaN/Sapphire
templates. The AFM image of the surface is shown in Figure 3.24.a in which a representative
hexagonal pyramid is observed. Another region on the surface is shown in the next panel, b, of
the same image where there is a 2D layer and hexagonal plate underlying large pyramid. The
plate is shown by continuous arrow while the pyramid is shown by dashed arrow. The optical
image of the surface is shown in Figure 3.25, where the hexagonal pyramids and plates are
observed.
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a)

b)

c)

d)

Figure 3. 24 a) AFM image of 3D InN growth, b) AFM image of the same sample at a different region showing
plates and 2D layer under 3D structures, c) PARS and LLS traces and d)XRD pattern of 3D InN growth.

The real-time PARS and LLS traces are shown in Figure 3.24.c. The LLS signal
decreased in first ~3000 seconds of the growth indicating formation of a thin layer at surface.
However, the progression of the signal shows a tendency of a slight increase. In no stage of the
LLS trace, are interference oscillations present. The XRD pattern of the sample is depicted in the
panel d of the same figure. The XRD pattern presents that the layer is a single phase InN with a
broad (0002) Bragg reflection peak. The FWHM of this peak is about 1659 arcseconds. The tilt
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angles of the pyramids vary between 3-7 degrees from AFM results since the GaN buffer layer
suppresses the effects due to the lattice mismatch and the thermal expansion difference. Hence,
the broadening observed in the XRD (0002) reflection is due to the large 3D structures rather
than lattice mismatch.

Figure 3. 25 Optical image (1mm x 1mm) of InN surface of 3D structures.

Discussion: InN growth mode investigation
In HPCVD growth, the efficiency in source material use and the optimization of diffusion
length is provided by small channel height around ~1mm (see section 3.1.1). The consequence of
the small height of the flow channel is that the film growth on both substrates is affected by the
both heaters loaded symmetrically. So, the growth temperatures on both heaters have to be
considered in the evaluation of the AFM results. In Table 3.7, all the findings on growth modes
are summarized. All templates utilized in this analysis were loaded into lower substrate holder.
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Table 3. 7 Summary of the results of the growth modes analysis of InN layers grown on different
templates.

Growth
Mode

Template

Growth
Temperature (Co)
Lower
Heater

Upper
Heater

FWHM of XRD
(0002) Reflection
(arcsec)

Tilt angle of
crystallites
(deg)

2D

GaN/Sapphire

800

Constant 820

457

-

Columnar

Sapphire

800

Graded 820-800

962

15-35

3D

GaN/Sapphire

800

Constant 820

1659

3-7

One of the factors to determine the growth mode in epitaxial film growth is the surface
mobility of the adatoms due to their kinetic energy at surface. This energy is provided by the
temperature introduced by the heaters to the growth surface and the growth temperature
influences the growth mode directly. The InN sample grown on GaN/Sapphire (0001) template at
temperatures of the lower heater at 800 Co and the upper heater at constant 820 Co reveals 2Dlike growth mode. This growth was dominated by Frank-van der Merve model in which layer by
layer growth was proposed174. However, as the lower heater decreased to 800 Co and the upper
heater is graded (linearly) from 820 Co to 800 Co, the growth mode shifts to Stranski- Krastanov
mode174 in which the growth starts 2D; however, it advances towards 3D in terms of hexagonal
columns. The mobility of the adatoms in the early stages of the sample showing columnar
growth was enough to be adsorbed at appropriate growth sites evoking the 2D growth. However,
at the later stages of the growth, by gradual decrease of the upper heater temperature, their
mobility was decreased resulting in adatom adsorption at the closest sites instead of preferential
sites. Because of this reason, the growth initializing in 2D progressed and resulted in 3D growth.
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The same behavior observed in the LLS trace of this sample where the interference oscillations
were not continuously observed as the sample showing 2D growth but disappeared after
sometime by the change of the growth mode to 3D. These temperature settings where the
columnar InN growth was observed are the transition regions for InN growth modes. The
observation made on the InN sample showing a strong 3D mode is supportive of this idea. As the
lower and the upper heater temperatures are kept constant at 800 Co and 820 Co, respectively, the
growth processes promoted 3D growth resulting in large hexagonal pyramids. The upper heater
temperature is the highest that the sample showing columnar growth was decreased from.
Because of this reason, in the sample exhibiting large pyramids, the adatom motility was higher
which promoted their lateral motion. This growth was dominated by Volmer-Weber model in
which 3D growth was proposed174. Shifting the growth from 2D to 3D broadens the XRD
(0002) Bragg reflection peak since it modulates the long range ordering of the lattice planes. The
tilting of the crystallites due to this shift into 3D growth differs depending on the template type.
The template with higher lattice mismatch to InN, Sapphire (0001), exhibits InN layer with
crystallites of larger tilt angles than GaN/Sapphire (0001) template.
The results of this section suggest that single phase high quality InN layers can be grown
at different temperatures yielding a variance in crystalline quality and the growth modes.
Temperature gradient approach can be used to play with the geometry of InN such as, transition
from hexagonal columns to hexagonal pyramids. Depending on the direction and the range of the
temperature gradients, embedded or free-standing strain-free nanostructures can be engineered.
The results obtained from this analysis demonstrated similar behavior to the report149
investigating the tendency of the growth to advance 3D by decreased growth temperature
although there is a large difference between the growth temperatures investigated.
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3.4.1.5 Surface morphology during coalescence
In order to study the coalescence behavior of InN layer grown on GaN/Sapphire (0001)
template, a transition region from substrate to film has been investigated by AFM. The transition
is due to the temperature gradient at a close area of the template edge. At this transition region, it
is possible to investigate how the film forms from the individual islands.
The coalescence of InN islands in the initial stages of growth has been studied by
OMVPE175-157 and MBE178 growth techniques. By MOCVD growth technique, the temperature
dependence of the coalescence behavior was demonstrated175. The effects of indium predeposition were demonstrated to enhance the coalescence behavior176. Another report
demonstrated the introduction of CCl4 to suppress indium droplet formation177. The results of
this analysis demonstrated that the increasing CCl4 incorporation enhanced the InN coalescence.
On the other hand, in MBE grown InN films, the growth temperature was demonstrated to play
the major role in determining the coalescence behavior178.
The optical image in Figure 3.26.a shows the direction of flow by the arrows and the
transition region within the red square. The line in the square was where the AFM investigation
was performed. In Figure 3.2.6.b, the square is zoomed and the transition region of length of 2.5
mm is demonstrated. High resolution AFM image was taken at every 0.1mm step and surface
roughness of 200nm x 200nm area at each step was determined. The c panel of the same figure
shows the 4µm x 4µm AFM image of the transition region. The surface roughness as a function
of distance is depicted in the panel d. The roughness at point 0 nm is about 15 nm which is the
roughness of the grown layer. Moving to the coalescence region, there is a gradual increase
observed in the surface roughness from 15 nm to 20 nm within 1 mm of the transition region. In
the next 0.5 mm, at 1.5 mm of transition line, the surface roughness increases from 20 nm to 40
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nm rapidly where the surface minimization occurs exhibiting a turning point at the curve, and
there is a rapid decrease in the surface roughness to 12 nm. This is the region where there are
infrequent nucleated islands on smooth template surface.

a)

c)

b)

d)

Figure 3. 26 a)AFM image of the InN grown on GaN/Sapphire template for coalescence study in which the
region studied is shown by a red line, b) the zoomed optical image of the region within red box in a, c) AFM
image of the same region, d) changes in the surface roughness as a function of distance along the transition
region.
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In the initial stages of the thin film growth, the adsorption sites capture the mobile
adatoms to form islands. As the growth continues, these islands become large enough to coalesce
with each other to form larger grains of the deposited material and the growth advances until a
uniform layer of film is obtained179. The coalescence is the first step in which the layer is
formed; therefore, it is important to understand the coalescence behavior to improve the
knowledge about InN thin film growth. The surface tension of InN islands during nucleation
governs the coalescence behavior during transition from nucleation to layer stage exhibiting
changes in the surface roughness. The results of this analysis reveal that the turning point of the
surface roughness is about 40 nm during coalescence of InN layers grown by HPCVD on
GaN/Sapphire (0001) templates. The maximum height of the nucleated islands during the
coalescence could be an important limiting factor for heterostructures of thin epitaxial InN layers
by determining the critical thickness of the nucleation.

3.4.1.6 Optimization of InN nucleation
In order to investigate the nucleation behavior, InN layers have been nucleated using
different deposition mechanisms with changing precursor injection steps. The same procedure
has been applied for the nucleation on GaN/Sapphire (0001) and Sapphire (0001) templates to
investigate the influence of the templates of different lattice mismatch to InN.
The GaN/Sapphire (0001) and Sapphire (0001) templates were loaded into the HPCVD
reactor in a symmetrical configuration. The growth pressure and the main flow were set to 15 bar
and 12 slm which were kept constant along with the growth temperatures during the nucleation
studies. The separation between TMI/TMG and ammonia pulses was 1.2 sec. A special
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nucleation procedure was applied on samples grown on GaN/Sapphire (0001) and Sapphire
(0001) templates.

Figure 3. 27 Schematic view of growth pattern to optimize nucleation.

The schematic view of the nucleation procedure is shown in Figure 3.27. The nucleation
procedure consisted of 4 sequences before the steady state growth sequence. The first was the
heat-up sequence in which the heater temperature was increased gradually under high-pressure
N2 flow. At the end of the first sequence, the second sequence was nitridization of the template
while temperature was still being ramped up. The nitridization time was kept constant for all
samples investigated in this section. The third sequence was indium-rich (low V-III ratio ~500)
InN growth at nucleation temperature which was kept lower than the growth temperature to
decrease the mobility of indium atoms at surface. The fourth sequence was employed to consume
the excess indium left from the previous sequence while the temperature was being ramped up to
the growth temperature. The last sequence is the steady-state growth which was applied for 5
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minutes for all samples investigated. In this study, only the number of the steps in the third and
the fourth sequences was changed. The details of the patterns investigated are summarized in
Table 3.8. Each step corresponds to one precursor injection cycle.

Table 3. 8 Different patterns for nucleation studies

Sequence

Pattern 1

Pattern 2

Pattern 3

Low V/III steps

5

10

15

Heat-up NH3 steps

30

60

90

Growth steps

50

50

50

AFM images of nucleation surfaces on GaN/Sapphire (0001) templates using different
nucleation patterns are demonstrated in Figure 3.28. All AFM images were acquired for an area
of 30µm x 30µm. The color bar scales for z-axis are located to the right of each image. The
nucleation by applying 5 steps of low V-III ratio and 30 steps of NH3 heat-up sequences is
shown in Figure 3.28.a. The nucleated clusters had large dimensional variations and their
distribution was not homogeneous. By the increase of low V-III ratio sequence steps from 5 to
10 and NH3 heat-up sequence steps from 10 to 60 in the pattern 2, the dimensional variation of
the clusters decreased as the homogeneity increased. The AFM image of the surface nucleated by
the pattern 2 is shown in the panel b. The pattern 3 consisted of 15 steps of low V-III sequence
and 90 steps of NH3 heat-up sequence. The AFM image of the surface nucleated by the pattern 3
is shown in the panel c. Application of the pattern 3 took the dimensional variation further down
by increasing the homogeneity.
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a)

b)

c)
Figure 3.28 AFM images of the nucleation surfaces on GaN/Sapphire (0001) templates deposited with a)
Pattern 1, b) Pattern 2, c) Pattern 3.

In Table 3.9, the results of the AFM analysis of GaN/Sapphire (0001) nucleation surface
are shown for different patterns employed. The 3D surface coverage provides the ratio of the
total cluster area to the total surface area in percentages. The average surface grain area is the
arithmetic average of the projection area of the clusters at surface. The total 3D volume is the
total volume of the clusters at surface. The standard deviation of cluster is the standard deviation
of the projection area curve of the surface clusters. In a better nucleation, 3D surface coverage
and average surface grain area should converge to a maximum while total 3D surface volume
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and standard deviation of cluster area should converge to a minimum. According to the behavior
of the parameters, a better nucleation is obtained by increasing the number of the steps in the
heat-up sequence from 30 to 90 resulting in an increase in 3D surface coverage and average
surface grain area and a decrease in total 3D surface volume and standard deviation of cluster
area.

Table 3. 9 The 3D surface coverage, average surface grain area, total 3D surface volume of nucleated islands
on GaN/Sapphire (0001) templates for different InN nucleation patterns.

Pattern 1

Pattern 2

Pattern 3

11

13

30

0.74

0.86

0.93

39.2

36.4

13.2

0.97

0.68

0.17

Island surface coverage
(percentage)
Average island area
(µm2)
Total island volume at
surface (µm3)
Standard deviation of
island area distr. (µm2)

The AFM images of the nucleation surfaces on Sapphire (0001) templates using the same
procedure are shown in Figure 3.29. All AFM images were acquired for an area of 30µm x
30µm. The color bar scales for z-axis are located to the right of each image. The nucleation
surface nucleated by applying 5 steps of low V-III ratio and 30 steps of NH3 heat-up sequences is
shown in Figure 3.29.a. The nucleated clusters had large dimensional variations and their
distribution was not homogeneous similar to what was observed at GaN/Sapphire (0001) surface.
By the increase of low V-III ratio sequence steps from 5 to 10 and NH3 heat-up sequence steps
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from 10 to 60 in the pattern 2, the dimensional variation of the clusters decreased as the
homogeneity increased as shown in Figure 3.29.b. The AFM image of the surface nucleated by
the pattern 3 is shown in Figure 3.29.c.

b)

a)

c)
Figure 3.29 AFM image of the nucleation surface on Sapphire (0001) templates deposited with a) Pattern 1,
b) Pattern 2, c) Pattern 3.

In Table 3.10, the results of the AFM analysis of Sapphire (0001) nucleation surface are
shown for different patterns employed. A better nucleation has been obtained by increasing
number steps in the heat-up sequence from 30 to 90 resulting in an increase in 3D surface
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coverage and average surface grain area and a decrease in total 3D surface volume and standard
deviation of cluster area. The 3D surface coverage of the layers grown on Sapphire (0001) is
higher than that of the InN layers grown on GaN/Sapphire (0001) templates.

Table 3.10 The 3D surface coverage, average surface grain area, total 3D surface volume of nucleation on
Sapphire (0001) templates for different InN nucleation patterns.

Pattern 1

Pattern 2

Pattern 3

12

26

43

0.78

0.84

0.95

46.0

40.1

28.2

1.03

0.72

0.80

Island surface coverage
(percentage)
Average island area
(µm2)
Total island volume at
surface (µm3)
Standard deviation of
island area distr. (µm2)

As a result of successful nucleation, the nucleated islands should exhibit minimum
variation in cluster size and maximum areal coverage of adsorbate clusters. Epitaxy could be
achieved by Frank-van der Merwe growth model174 for which the highest population of surface
nucleation sites and layer by layer growth are essential. In Molecular Beam Epitaxy (MBE), the
epitaxial growth is achieved by ballistic beam of source atoms while in Chemical Vapor
Deposition (CVD), it is achieved by kinetic processes happening at the growth front. These
kinetic processes consisting of adsorption, diffusion, and desorption depend on the growth
temperature and conditions. Another important parameter is the consumption efficiency of the
source atoms at surface. The effects of this parameter are more pronounced in pulsed CVD
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approach in which every growth cycle has to be self-complementary (~100% consumption) or
special growth sequences have to be employed to consume the excess material left from previous
sequence. This was one of the motivations behind application of different numbers of steps at
different sequences of the nucleation procedure. The findings from nucleation studies on
GaN/Sapphire (0001) and Sapphire (001) templates suggested that the increasing number of NH3
resulted in surface clusters of larger areas, smaller volumes, and smaller standard deviation in
clusters areas. This could be due to the increased number of the indium atoms from low V/III
steps creating higher number of nucleation sites at the surface. Larger number of NH3 steps
provides more nitrogen atoms to the growth front by compensating these indium atoms and
immobilizing at the nucleation sites. Therefore, higher density of surface cluster distribution is
observed in a constant supply of material per injection cycle. The results of this analysis could
have important implications in the development of self organized InN and/or group-III nitride
nanostructures since they demonstrate that the nucleation can be manipulated for tailoring the
nano-scale morphology.

3.4.1.7 Effects of ammonia (NH3) exposure time
In order to understand the influence of the changing NH3 pulse injection time on the
surface morphological and structural properties, InN layers have been grown by HPCVD using
the most successful nucleation pattern described in the previous section (see section 3.4.1.6). The
surface morphological properties of the layers have been investigated using AFM. XRD and
Raman spectroscopy have been used to investigate the structural properties of these layers.
Figure 3.32 demonstrates the pulse injection scheme employed for steady-state growth.
Injection cycle shown by the double-head arrow is 6 seconds and TMI injection time was set to
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800ms. S2 is the time separation between the end of the TMI injection and the start of the NH3
injection. S2 and total growth time were kept constant for all samples investigated in this study
while NH3 injection time was varied from 1000 ms to 2500 ms by 250 ms steps. Corresponding
NH3 injection at each increment is shown by rectangles of fading blue. At each increment, V-III
molar ratio was kept constant at 2100 and the precursor flux was adjusted accordingly. The
HPCVD reactor was loaded with GaN/Sapphire (0001) and Sapphire (0001) templates in this
study in order to investigate the lattice strain effect.

Figure 3.30 Pulsed injection sequence employed for steady-state growth for NH3 injection time study.

AFM images of InN layers grown on GaN/Sapphire templates are shown in Figure 3.31
a-g for NH3 pulse injection time of 1000 ms, 1250 ms, 1500 ms, 1750 ms, 2000 ms, 2250 ms,
and 2500 ms, respectively. AFM was also used to measure the film thickness using the regions at
film surface in which the material decomposition resulted in surface pits reaching to the template
surface. These surface pits had relatively small areas (diameter ~ 5-10 µm) distributed randomly
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over the surface. The depths of the surface pits were measured at different regions on the film
surface and they are averaged to determine the film thickness.

a)

b)

c)

d)

e)

f)

g)
Figure 3.31 AFM images of InN layers grown on GaN/Sapphire (0001) templates with NH3 pulse injection
time of a)1000, b)1250, c)1500, d)1750, e)2000, f)2250, g)2500 ms.
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The results of surface morphology analysis of the samples are summarized in Table 3.11.
The parameters used for this analysis are film thickness, surface roughness, average grain area,
average grain volume, and average growth rate. The average growth rate was calculated by
dividing film thickness to the number of steady-state growth cycles. In the table, the average
growth rate is given in monolayers/cycle. These InN layers were grown on GaN buffer layers on
Sapphire templates. The crystal orientation of the underlying Sapphire was in c-direction (0001);
therefore, the preferred crystal orientation for buffer GaN and grown InN layers were in (0001)
direction. The lattice parameter of InN along c-axes is 5.7037
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. This value was used for the

thickness of one monolayer of InN. The increased NH3 pulse injection time results in an increase
in film thickness, average growth rate, average grain area, and average grain volume. The surface
roughness decreases with the increasing NH3 pulse injection time.
Table 3. 11 Summary of the results of the surface morphology analysis of InN layers on GaN/Sapphire grown
by changing NH3 pulse injection time.

NH3 pulse
injection time (ms)

1000

1250

1500

1750

2000

2250

2500

Film thickness
(nm)

295

328

376

386

458

468

512

Surface roughness
(nm)

8.1

7.7

7.5

7.2

7.3

6.9

6.6

Average grain area
(µm2)

2.9e-2

3.2e-2

3.8e-2

4.8e-2

4.7e-2

7.5e-2

1.0e-1

Average grain
volume (µm3)

8.0e-4

8.4e-4

1.1e-3

1.7e-3

1.8e-3

2.1e-3

2.9e-3

Average growth
rate
(monolayers/cycle)

0.28

0.31

0.37

0.39

0.44

0.46

0.49
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In Figure 3.32, the dependence of the film thickness and average steady-state growth rate
on NH3 pulse injection time is presented. For NH3 pulse injection time of 1000 ms, the film
thickness is 295 nm. The increase in the NH3 pulse injection time up to 2500 ms resulted in film
thickness of 512 nm. At 2500 NH3 pulse injection time, the average steady-state growth rate was
about half a monolayer per cycle. The dependence on the film thickness and the average steadystate growth rate with respect to NH3 pulse injection time is almost linear.

Figure 3.32 Film thickness and average growth rate of InN layers on GaN/Sapphire as a function of NH3 pulse
injection time.
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In Figure 3.33, the surface roughness and the average grain volume as a function of
changing NH3 pulse injection time are shown. The increased NH3 pulse injection time results in
the decreased surface roughness while average grain area increased. This observation suggests
that the decrease in the surface roughness is due to the increase in the grain areas in the lateral
growth direction. This observation could also be supported by the decrease in the average grain
volume by increasing NH3 pulse injection time shown in Table 3.7. Therefore, the findings
implied that the growth was pushed towards 2D growth regime by increasing NH3 pulse injection
time.

Figure 3.33 Surface roughness and average grain area of InN layers on GaN/Sapphire as a function of NH3
pulse injection time.
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The InN layers have been characterized by XRD to understand the effects of changing
NH3 pulse injection time with respect to crystallographic properties, depicted in Figure 3.34. The
panels a and b present positions and FWHM of InN(002) Bragg reflection and the rocking curve
analysis of InN (0002) plane with respect to NH3 injection time, respectively. All InN layers had
FWHM of (0002) reflection less than 420 arcseconds which demonstrated the high crystalline
quality. The unstrained InN crystal has (0002) Bragg reflection at 31.3o. The deviation of this
position is a strain effect. Because of this reason, NH3 pulse injection time of 1750 ms decreased
the crystal strain; however, further increase in the injection time introduced more strain to the
lattice by shifting the peak position down and FWHM up. From the rocking curve analysis,
shown in 3.34.b, the FWHM of the rocking curve decreased at higher NH3 pulse injection time.

a)

b)

Figure 3.34 XRD analysis of InN layers on GaN/Sapphire (0001) templates with different NH3 pulse injection
time. a) (0002) Bragg reflection position and FWHM b) Rocking curve position and FWHM.

XRD provides information about crystal quality at macro scale (~mm). However, the
investigation of local crystalline quality is useful to understand the effects of NH3 pulse injection
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time on structural quality of InN layers. This local information could be acquired from phonon
behavior in the InN crystal. Raman spectroscopy experiments were conducted to characterize the
phonons. E2(high) phonon line in Raman spectra of group-III nitrides is informative about the
crystalline quality. The spectral position and FWHM of this phonon line can be altered by the
crystal strain and the crystalline quality, respectively. The spectral positions and FWHM of
E2(high) vibration modes are shown in Figure 3.35. There is a tendency observed in the position
E2(high) line to higher wavenumbers with line-shape sharpening by the increasing NH3 pulse
injection time. From the modulation of both curves in the figure, there is a clear dependency
between spectral position and broadness of the E2(high) Raman line. As the position of this
phonon line shifts to higher energies, the peak is sharpened due to the strain relaxation and it is at
the highest energy position in the InN layer grown with NH3 pulse injection time of 2500 ms.
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Figure 3.35 The position and FWHM of E2(high) Raman line of InN layers on GaN/Sapphire (0001) as a
function of NH3 pulse injection time.

The strain effect on phonons can also be observed on InN layers grown on different
substrates of different lattice mismatch to InN. Sapphire has higher lattice mismatch to InN than
GaN. In Figure 3.36, the position of E2(high) phonon line is demonstrated by changing NH3
injection time for InN samples grown on GaN/Sapphire (0001) and Sapphire (0001) templates.
Although the general trend of E2(high) phonon line position on both curves is toward higher
energies, the spectral positions of this phonon line stay at lower energies for the layers grown on
Sapphire (0001) templates than those grown on GaN/Sapphire (0001). This is due to the
suppression of strain effect by the GaN buffer layer.
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Figure 3.36 The spectral position of E2(high) Raman line of InN layers grown on GaN/Sapphire and
sapphire templates as a function of NH3 pulse injection time.

In Figure 3.37, the correlation between the position and FWHM of the E2(high) phonon
line of InN samples grown on GaN/Sapphire (0001) templates is presented. This correlation
suggests that E2(high) phonon line shifts to higher wavenumber as sharpening due to strain
relaxation.
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Figure 3.37 The FWHM versus the position of E2(high) Raman line of InN layers on GaN/Sapphire (0001).

In Figure 3.38, the position and the FWHM of A1(LO) phonon line of InN as a function
of NH3 pulse injection time is presented. A1(LO) does not show a significant dependence to the
variation of NH3 pulse injection time. Furthermore, there is no correlation between the spectral
position and the FWHM of this phonon line.
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Figure 3.38 The position and FWHM of A1(LO) Raman line of InN layers on GaN/Sapphire (0001) templates
as a function of NH3 pulse injection time.

The influence of NH3 exposure time on surface morphological and structural properties
of InN layers has been investigated. The dependence of the film thickness and average steadystate growth rate to NH3 pulse injection time was almost linear suggesting that the consumption
of Indium by NH3 may not still be ~100%. The linear increase in the growth rate could indicate
that the InN growth might be diffusion limited since a longer NH3 injection pulse can increase
the growth rate proportional to its exposure time and the amount of NH3 injected to the growth
surface is the same for all injection times. At 2500 ms, NH3 pulse injection time, the average
steady-state growth rate was about half a monolayer per cycle. The observations made on
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E2(high) phonons of InN revealed that the local crystalline quality increased by extending the
NH3 pulse injection time. Strain effect on phonons can also be observed on InN layers grown on
different substrates of different lattice mismatch to InN. Sapphire has higher lattice mismatch to
InN than GaN. The position of the E2(high) phonon line of InN samples grown on both types of
templates followed a similar fashion for changing NH3 pulse injection time; however, the
measured values for InN on GaN/Sapphire were higher than the ones on Sapphire due to less
crystal strain. A1(LO) phonon mode did not show a significant dependence to the variation of
NH3 pulse injection time. Although there was a slight dependence of this phonon line shifting
downward, it was hard to extract a result out of the picture since A1(LO) phonons could be
coupled by plasmons. In the next section, the results of plasmon and LO phonon coupling
analysis are presented.

3.4.1.8 Plasmon coupling to LO phonons in InN
The plasmon coupling to the A1(LO) mode of InN crystal has been investigated by
employing simulations on the observed line-shape of this phonon mode on the Raman spectrum.
The theory behind the simulation was detailed in 3.3.4.1. The interaction between phonon and
plasmons has been studied in highly doped III-V semiconductors180-185 including InN.
In the previous section, the phonon mode which was not informative enough about the
changes in the crystalline quality of InN was A1(LO). Because of the polar nature of this
oscillation, the effect of plasmon coupling is present besides the crystal strain effect.
Consequently, this coupling is advantageous to quantify plasmon related the properties such as,
free carrier concentration since the A1(LO) phonons strongly interacts with the conduction-band
electrons broadening the line-shape of this phonon mode 185.
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In order to estimate the free electron concentration, the spectral peak corresponding to
A1(LO) phonon line was determined using Lorentzian peak fitting and, then, this peak was
reconstructed numerically using the Linhard–Mermin dielectric function. In this approach, the
dielectric function consists of high frequency, plasmon and phonon contributors. The best fit to
experimental line-shape of the A1(LO) phonon mode was obtained for DP+EO (Deformation
Potential with Allowed Electro-optics) scattering mechanism. The effective mass meff was set to
0.14 m0, noting that this will slightly underestimate the free carrier concentration186. The best-fit
approximation for an InN layer grown on GaN/Sapphire template is presented in Figure 3.39.

Figure 3.39 The experimental Raman spectra with the curve fit. The dashed peaks are the Lorentzian
components of the curve fit. Simulated A1(LO) peak is presented using the cross type variable markers.

144
The results of the simulations and the XRD analysis are summarized in Table 3.12. The
XRD analysis revealed the epitaxial and single-phase InN layers with hexagonal symmetry and
the FWHM of 202 arcseconds of (0002) Bragg reflection peak. The Raman analysis exhibited
high crystalline quality by a sharp E2(high) Raman peak of FWHM of 8.3 cm-1. The observed
line-shape of A1(LO) phonon line in the Raman spectrum was simulated and the free carrier
concentration was estimated as 2.5x1018 cm-3.

Table 3.12 Summary of the results obtained from XRD analysis and simulations on plasmon-phonon
coupling.

XRD
(0002)
Position
(deg)

XRD
(0002)
FWHM
(arcsec)

Raman
E2(high)
Position
(cm-1)

Raman
E2(high)
FWHM
(cm-1)

Raman
A1(LO)
Position
(cm-1)

Raman
A1(LO)
FWHM
(cm-1)

Free carrier
concentration
from A1(LO)
simulations

31.34

202

486.3

8.3

591.9

18.2

2.5x1018

The free carrier concentration estimations obtained from A1(LO) phonon line simulations
have been compared to the estimations from infrared reflection spectra simulations using the
method described in 3.3.4.2. InN samples, A and B, have been grown on GaN/Sapphire (0001)
and Sapphire (0001) templates, respectively. Corresponding Raman spectra for these samples
along with the Lorentzian curve fitting parameters and simulated spectra are presented in Figure
3.42.a-b for samples A and B, respectively. The FWHM of E2(high) phonon line is smaller for
the InN layer grown on GaN/Sapphire (0001) template.
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a)

b)
Figure 3.40 Raman spectra and simulated A1(LO) phonon mode of InN samples (a)A and (b) B. 187.
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Experimental and simulated IR spectra of the samples are shown in Figure 3.43. The
interference oscillations observed in IR spectra of sample A is due to the GaN buffer layer in
template. The horizontal line indicates the base line for the IR spectra of sample B.

Figure 3.41 Experimental and simulated IR spectra of InN samples A and B. 187

The estimations on high-frequency dielectric function (ε∞), plasma frequency (ωp) and
free carrier concentration (n) by simulating Raman spectra and IR spectra are summarized in
Table 3.13.
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Table 3.13 Summary of the results obtained from XRD analysis and simulations on plasmon-phonon
coupling.

Sample

A
Raman

ε∞

8.3

ωp (cm-1)

3441

n (cm-3)

1.0 1020

B
IR

7.5
3494
9.0 1019

Raman
8.6

IR
7.1

3907

3720

1.04 1020

1.0 1020

The dielectric constant acquired from IR analysis is lower than that acquired from Raman
analysis. This could be due to larger effect of surface morphology. In infrared reflectance
experiments, the spectra are obtained from an area larger than Raman experiments. Probing
larger area in reflection mode could result in higher contribution from effective surface medium
approximating the dielectric constant to smaller values as a result of the surface voids introduced
by the surface morphology. The free carrier concentration estimations from both analyses are
close to each other. However, it should be noted that in IR reflectance calculations, the
contribution from the effective medium and in Raman analyses, the contributions from the
crystal strain effect are neglected.
3.4.2 Indium Gallium Nitride (InGaN) layers
The significance of InGaN material system for designing advanced device structures has
been summarized in section 3.1.1. Up to date, there have not been detailed studies reported on
the surface morphological properties of InGaN and their correlation to structural properties.
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3.4.2.1 The effects of composition on surface morphology
In order to investigate the influence of composition on surface morphological properties,
In1-xGaxN layers have been grown in the incorporation range between 0.12 and 0.59.
The In1-xGaxN layers investigated have been grown by HPCVD on GaN/Sapphire (0001)
templates. The pulse separation S2 (see Figure 3.32) was set to 1400 msec. The mixture of TMI
and TMG precursors was pulsed for 800 msec and NH3 precursor was pulsed for 1500 msec at
every growth cycle. V-III ratio was set to 1300. Growth temperatures were 880 oC and 720 oC
for the lower and the upper heaters, respectively. The experimental conditions for all samples
were kept the same but the incorporation x.
The AFM images of the In1-xGaxN layers are shown in Figure 3.42a-e for gallium
incorporation of 0.12, 0.19, 0.35, 0.47, and 0.59 respectively. The AFM images are in oblique
view and corresponding z-scale is placed next to each image.
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a)

b)

d)

c)

e)
Figure 3.42 2µm x 2µm AFM images In(1-x)GaxN layers grown on GaN/Sapphire (0001) templates, a) x=0.12 ,
b) x=0.19, c) x=0.35, d) x=0.47, e) x=0.59

In Figure 3.43, the surface roughness of the In1-xGaxN layers are presented as a function
of gallium incorporation. At low compositions (x < 0.20>, very smooth surfaces were obtained.
By the increasing composition, surface of the In1-xGaxN layers became roughened. At
composition of 0.6, the surface roughness is almost tripled as compared to the composition of
0.10.
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Figure 3.43 Surface roughness versus gallium incorporation in In1-xGaxN layers grown on GaN/Sapphire
(0001) templates.

The results of this analysis suggest that increasing gallium incorporation results in surface
roughening. This could be due to the strain effect introduced by incorporation of more gallium.
The binary GaN system is processed at higher temperatures than InN. Therefore, increased
gallium incorporation in In1-xGaxN could require variable growth temperature as a function of
composition.
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3.4.2.2 Effects of the group V/III molar ratio
The influence of the group V/III molar precursor ratio on the surface morphological and
electrical properties of In0.65Ga0.35N epilayers has been investigated. The layers studied have
been grown by high-pressure Chemical Vapor Deposition, a growth technique that utilizes the
reactor pressure as an additional processing parameter. The surface morphology analysis
revealed that with the increasing V/III molar precursor ratio, the surface morphology degrades
with increasing surface roughness and decreasing average grain areas. The free carrier
concentration in the In0.65Ga0.35N epilayers increased with the increased group V/III molar
precursor ratios in the 700-3000 range.

Introduction
The ternary In1-xGaxN alloy system is being explored for advanced optoelectronics188 and
high–efficient photovoltaic116,14,16,18 applications. Devices based on indium-rich and gallium-rich
In1-xGaxN heterostructures have the potential to operate in a wide spectral range from UV
(EgGaN=3.4 eV) to NIR (EgInN=0.7eV). However, the growth of In1-xGaxN alloys is challenging
due to the low thermal disassociation temperature of InN compared to that of GaN, as well as the
high lattice mismatch between the two binaries.
The high n-type background doping levels observed in most InN layers have been
partially attributed to interstitial hydrogen atoms by the theoretical189 and the experimental
studies190-192. Ruffenach, et al.192 showed that the thermal annealing of InN layers at 550 °C
under NH3 atmosphere resulted in an increased free carrier concentration, a process which was
reversible. In order to study the influence of the group V/III molar precursor ratio on the surface
morphological, structural and electrical properties of In0.65Ga0.35N epilayers grown by High-
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Pressure Chemical Vapour Deposition (HPCVD), a set of epilayers with different group V/III
molar precursor ratios ranging from 700 to 3000 was grown and analyzed. The surface
morphology and free carrier concentration of the epilayers have been studied by Atomic Force
Microscopy (AFM) and Infrared Reflectance Spectroscopy (IRS).The HPCVD growth technique
is explored in order to assess the stabilization of alloys with large differences in the partial
pressures at higher processing temperatures. This is especially important for the InN-GaN
ternary alloy system, where the different partial pressures lead to significant differences in
growth temperatures between the two binaries.

Experimental details
The In1-xGaxN layers investigated were grown by HPCVD on ~5 µm thick GaN / c-plane
sapphire templates. Active indium, gallium and nitrogen fragments were supplied to the growth
surface via Trimethylindium (TMI), Trimethylgallium (TMG), and Ammonia (NH3) precursors,
respectively. As schematically illustrated in Figure 3.44, the precursors were temporally
embedded in a nitrogen carrier gas stream, such that the total flow and pressure remained
constant at any given time. The ammonia and (TMI, TMG) injection times were 1.5 sec and 0.8
sec, respectively, with pulse separations between TMI/TMG - ammonia and ammonia TMI/TMG set to 1.4 sec and 2.3 sec, respectively. The In0.65Ga0.35N epilayers were grown at a
temperature of 1150 K, a reactor pressure of 15 bar, a main gas carrier flow (N2) of 12 slm
(standard liters per minute), and a growth time of 3 hrs. For the series presented here, all
parameters were kept constant, while V/III molar precursor ratio was varied between 700 and
3000. The surface morphology of the layers was analyzed by AFM using a ‘XE 100 Park’
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system in non-contact mode. The AFM tips used in the AFM experiments had a resonance
frequency of 300 kHz and a spring constant of 45N/m.

Figure 3.44 The pulsed injection sequence employed for In1-xGaxN growth.

For IR reflectance, a Perkin-Elmer 2000 system was used. The experiments were carried out
at room temperature in the energy range of 0.062–0.744 eV in near normal incidence geometry.
The plasma frequency and free carrier concentration of In0.65Ga0.35N layers were obtained by
fitting the simulated IR spectra to the experimental spectra. The simulated spectra were
constructed by using optical transfer matrices and a four-layer stack model consisting of sapphire
substrate, an i-GaN layer, a p-GaN interface layer, and an InGaN layer from bottom to top. The
InGaN dielectric function employed in these calculations is based on coupled contributions from
plasma oscillations by classical Drude model and phonons by Lorentzian type oscillator model
146,193

. The dielectric function for the sapphire substrate was calculated by using Sellmeier

equation194. The effective electron mass used for the InGaN layer calculations was 0.15 mo 195.
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Results and discussion
Figure 3.45 a - d show 2µm x 2µm AFM images of the In0.65Ga0.35N layers grown with
group V/III molar precursor ratios of 700, 1000, 2000, and 3000, respectively. The statistical
analyses for the surface roughness, average grain area, grain size distribution, and surface void
fraction as function of the V/III molar precursor ratio are summarized in Table 3.14. The results
show that the surface roughness increases with the increasing V/III molar precursor ratio,
indicating a degradation of surface quality. The decrease in the average grain area with increased
V/III molar precursor ratio suggests an increase in extended defects for higher V/III molar
precursor ratios. The increased group V/III molar precursor ratio resulted in decreased amount
of surface voids.

Figure 3.45 2µm x 2µm AFM images of In65Ga35N layers on GaN/Sapphire (0001) templates. The layers were
grown by V/III molar ratios of a) 700, b) 1000, c) 2000, d) 3000.
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Table 3.14 Summary of the results obtained from AFM analysis of In0.65Ga0.35N layers grown with different
V/III molar ratios

V/III molar ratio

700

1000

2000

3000

Surface roughness (nm)

6.9

7.3

7.9

8.7

Ave. grain area (10-2 µm2)

7.3

6.9

3.5

1.8

9.5

9.3

4.9

2.4

37

42

36

32

Standard deviation of grain size
distribution (10-2 µm2)
Surface void fraction (%)

The IR reflectance spectra obtained for the In0.65Ga0.35N epilayers grown with group V/III
molar precursor ratios ranging from 700 to 3000 are depicted in Figure 3.46. The IR reflectance
spectra show a clear shift of the plasma frequency with increasing group V/III molar precursor
ratio. The estimated free carrier concentrations from the IR simulation analyses are depicted in
the inset of the figure.
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Figure 3.46 IR reflectance spectra of In0.65Ga0.35N layers grown with different group V/III molar ratios
varying between 700 and 3000. Inset plot shows free carrier concentration estimate as a function of the group
V/III molar precursor ratio.

The analysis shows an increase in the free carrier concentration with increasing group
V/III molar precursor ratio from 700 to 3000, a tendency that might be related to the increased
hydrogen concentration at the growth surface, with potential incorporation in the layers as
reported for InN 189-192. A further potential contribution to the increased free carrier concentration
with higher V/III molar precursor ratio (see Table 3.14) might be the decreased average grain
area, since a higher concentration of grain boundaries may induce a higher density of edge-type
threading dislocations that may contribute to a higher n-type doping as observed in MOCVD
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grown InN layers

196

. The best fitting parameters obtained from simulations of the experimental

IR spectra are summarized in Table 3.15.
Table 3.15 Summary of the results obtained from IR reflectance forIn0.65Ga0.35N layers grown with different
V/III molar ratios

V/III molar ratio

700

1000

2000

3000

Plasma frequency (cm-1)

800

550

1050

1150

7

5.5

8.5

25

4.8

4.7

4.8

6.0

Free carrier concentr.
18

-3

(10 cm )
High frequency dielectric
const. ε∞

The increase in the dielectric function ε∞ with increasing V/III molar precursor ratio
suggests the formation of a denser layer for higher group V/III molar ratios. According to
Bruggeman’s effective medium approximation197, the inclusion of void components lowers the
dielectric constant ε. As depicted in Table 3.14, a decrease in surface void fraction is observed
with increasing group V/III molar precursor ratio. Assuming that the void component is
completely related to the surface morphology, a direct correlation between effective dielectric
constant ε∞ and surface void fraction is observed. Further studies in a wider range of V/III molar
precursor ratios are needed to improve the material quality in this composition regime.

Conclusions and summary
The influence of the group V/III molar precursor ratio on the surface morphological and
electrical properties of the In0.65Ga0.35N epilayers was studied. An increased group V/III molar
precursor ratio from 700 to 3000 resulted in a higher free carrier concentration with a higher
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surface roughness, a smaller average grain area, and a denser layer. The increase in the free
carrier concentration is thought to be due to the higher hydrogen concentration at the growth
surface, related to the increased amount of ammonia in the gas phase and/or increased amount of
grain boundaries.

3.4.2.3 Effects of growth temperature on InGaN layers
The influence of the growth temperature on the phase stability and composition of single
phase In1-xGaxN epilayers has been studied. The In1-xGaxN epilayers were grown by highpressure Chemical Vapor Deposition with nominally composition of x = 0.6 at a reactor pressure
of 15 bar at various growth temperatures. The layers were analyzed by x-ray diffraction, optical
transmission spectroscopy, atomic force microscopy, and Raman spectroscopy. The results
showed that a growth temperature of 925 °C led to the best single phase InGaN layers with the
smoothest surface and smallest grain areas.

Introduction
The ternary In1-xGaxN alloy system attracts significant attention due to its unique physical
properties such as direct band-gap, high carrier mobility, and strong chemical bonding64,116. The
optical band gap of the In1-xGaxN alloy system can be tuned from ultraviolet (Eg GaN=3.4 eV) to
near-infrared (Eg InN=0.7eV), spanning over more than 80% of the solar spectrum. This is of
interest for the development of high-efficiency monolithic multijunction photovoltaic solar cells
based on In1-xGaxN / Ga1-xInxN heterostructures. However, the growth of the In1-xGaxN alloys
and heterostructures is a challenge due to the lower disassociation temperature of InN compared
to that of GaN. A further challenge is the large difference between the lattice constants of the
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binaries InN and GaN 83 (~11%), which may induce lattice strain 127 and contribute to a potential
solid-phase miscibility gap in the ternary In1-xGaxN system

126

. These facts contribute to the

reported compositional inhomogeneity observed in InGaN layers

198,129,130,199-201

, which reduces

the device efficiencies of InGaN based optoelectronic structures.
The phase stability of InGaN epilayers has been studied for different growth temperatures
with different growth techniques

129,200,201

. For instance, InGaN layers grown by RF-MBE show

a linear correlation between gallium incorporationwith increased growth temperature between
600°C - 700°C 208. MOVPE grown InGaN layers exhibited a similar behavior in the temperature
range between 700°C - 850°C

86

. Pantha et al.129 reported the growth of single phase InGaN

layers by MOCVD and observed decreased indium incorporation with increasing growth
temperature from 600°C - 750°C. This research effort explores the potential of high pressure
Chemical Vapor Deposition (HPCVD) to improve the phase stability in InGaN layers, utilizing
high pressures nitrogen gas to stabilize the In1-xGaxN growth surface and effectively suppressing
the thermal decomposition process above the growth surface141,142. This contribution focuses on
the characterization of a set of single-phase In1-xGaxN layers that were grown under identical
growth conditions, varying the growth temperature only. X-Ray Diffraction (XRD), Optical
Transmission Spectroscopy (OTS), and Raman spectroscopy were used to analyze the structural
and optical properties of the epilayers. The findings were linked to the surface morphological
properties of the In1-xGaxN layers.

Experimental details
The In1-xGaxN epilayers analyzed were grown by HPCVD on ~5 μm thick GaN/c-plane
sapphire templates. Trimethylindium (TMI), Trimethylgallium (TMG) and ammonia (NH3)
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precursors were used to provide active indium, gallium and nitrogen fragments respectively to
the growth surface. As depicted in Figure 3.47, the precursors were provided to the growth
surface via temporally controlled precursor pulses, which are embedded into the nitrogen main
carrier gas stream. NH3 and (TMI, TMG) injection times were 2.0 sec and 0.8 sec, respectively.
The pulse separations between TMI/TMG - ammonia and between ammonia - TMI/TMG were
set to 1.4 sec and 2.2 sec, respectively. The In1-xGaxN layers were grown at a reactor pressure of
15 bar, a nitrogen (N2) main carrier gas flow of 12 slm (standard liters per minute), a group V-III
molar precursor ratio of 1500, and a group III composition set value of x = 0.6. All experimental
parameters were kept constant except the growth temperature, which was varied between 910°C
and 960°C.

Figure 3.47. The pulsed injection sequence employed for In1-xGaxN growth.

XRD experiments were carried out utilizing an X`Pert PRO MPD (Philips) 4-circle
diffractometer with a monochromatic X-ray (CuKα) source. XRD spectra were analyzed by
Gaussian curve fitting to determine the position and Full Width Half Maximum (FWHM) of the
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(0002) Bragg reflex. The position and corresponding miller indices of this Bragg reflex were
evaluated together to calculate the lattice parameter ‘c’ of the In1-xGaxN layers83. The
composition of the In1-xGaxN epilayers were estimated using Vegard’s law, which assumes a
linear dependence of the ternary lattice parameters and their binaries alloys GaN and InN,
respectively. Neglecting further any interfacial strain effects on XRD spectra, the lattice
parameter ‘c’ can be expressed as

co

In1-xGax N 

 x  co GaN   1- x   co InN 

(3.26)

In order to analyze the behavior of the absorption edge of In1-xGaxN layers for different
growth temperatures, optical transmission experiments were carried out at room temperature
using a UV-VIS-NIR spectrometer. The acquired optical transmission spectra were corrected for
detector, monochromator and light source characteristics and normalized to the growth templates
used. The optical absorption spectra (OAS) of the layers were calculated from the optical
transmission spectra using Beer–Lambert’s law in order to estimate the optical absorption edge
of the In1-xGaxN alloys. The surface morphology of the layers was analyzed by Atomic Force
Microscopy (AFM) using a ‘XE 100 Park Systems’ AFM in non-contact mode. The AFM tips
used in the AFM experiments had a resonance frequency of 300 kHz and a spring constant of
45N/m. The phonon modes of the In1-xGaxN layers were studied by Raman spectroscopy in
backscattering geometry (z(xx)z) using an excitation wavelength of 532nm. The Raman spectra
were analyzed using a Lorentzian peak fitting algorithm in order to obtain peak positions and
FWHM’s values for the phonon modes.
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Results and discussion
Figure 3.48.a shows 2Θ-ω scans for the In1-xGaxN layers with a nominally composition
value x=0.60 grown at growth temperatures ranging from 910°C to 960°C. All epilayers exhibit
single In1-xGaxN (0002) Bragg reflexes, indicating no macroscopic observable phase separations.
The line-shapes and peak positions of the In1-xGaxN (0002) Bragg reflexes show a strong
dependency with growth temperature. The line-shape and peak position analysis of these Bragg
reflexes are summarized in Table 3.16. The In1-xGaxN layer grown at 925°C exhibited the most
pronounced In1-xGaxN (0002) Bragg reflex. The estimated InGaN composition as a function of
growth temperature is depicted in Figure 3.48.b. The red dashed line marks the experimental setpoint, defined by the set values for the precursors TMI and TMG in the gas phase. Figure 3.48.b
indicates a nonlinear correlation between the molar group III-ratio in the gas phase and bulk
layer, with a closest match for 925°C for which the highest indium incorporation is observed.

Figure 3.48. a)XRD patterns and b)optical absorption spectra of In1-xGaxN layers grown on GaN/c-sapphire
templates with different growth temperatures varying from 910 °C to 960 °C.
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The optical absorption spectra obtained for the In1-xGaxN epilayers grown at different
temperatures are shown in Figure 3.49.a. As shown, the optical absorption edge changes as a
function of the growth temperature. To quantify the absorption edge, a linear slope fit of the
curves was used to obtain the intercept point with the energy axis. The calculated intercept
values are plotted in Figure 3b as a function of the growth temperature. The estimate shows that
the absorption-edge follows the indium composition behavior shown in Figure 3.48.b. The
highest indium incorporation is observed for a growth temperature of 925°C with decreasing
indium content as the growth temperature increases to 960°C.

Figure 3.49. a) OAS spectra and b) calculated absorption edge of In1-xGaxN layers grown at different growth
temperatures from 910 °C to 960 °C

Figure 3.50.a, b, c and, d depict 2μm x 2μm AFM images of the In1-xGaxN epilayers
grown at 910°C, 925°C, 940°C, and 960°C, respectively. Statistical analysis techniques were
used to calculate the surface roughness and average grain areas of these AFM images. The
correlation of surface roughness and average grain area as function of growth temperature are
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shown in the Figure 3.50.e. With increasing growth temperature from 910°C to 925° the surface
roughness and average grain area decrease and then increase as the growth temperature increases
to 960°C.

a)

b)

c)

d)

e)
Figure 3.50 2µm x 2µm AFM images of In1-xGaxN layers grown at a) 910, b) 925, c) 940, d) 960 oC , e) Surface
roughness and average grain area as a function of the growth temperature.
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The Raman spectra for the In1-xGaxN epilayers are shown in Figure 3.51.a in the
frequency region for the E2 (high) and A1 (LO) phonon modes. In wurtzite InN and GaN, the
Raman phonon modes allowed in z(xx)z geometry along (0001) direction are A1 (LO) and E2
(high)

52

. The most distinct phonon mode observed in the Raman spectra is the A1 (LO) mode,

while the E2 (high) mode is present, but not distinct enough to be statistically analyzed. The A1
(LO) Raman line was fitted using two Lorentzian peaks side by side. The curve fitting results are
summarized in Table 3.16 and variations in the peak positions as a function of growth
temperature is depicted in Figure 3.51.b. As the growth temperature increases from 910°C to
925°C, both contributions in A1 (LO) peak shift to lower wavenumbers. As the growth
temperature increases further, both contributions in A1 (LO) increase nonlinearly back to higher
energies.

Figure 3.51 a) The results obtained from RS experiments on In1-xGaxN layers grown at changing growth
temperatures from 910 °C to 960 °C, b) the position and FWHM of A1(LO) phonon line of In1-xGaxN.
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Table 3.16 Summary of the results obtained from XRD, AFM, OAS, and Raman spectroscopy analyzing
In1-xGaxN layers with a nominal set value of x = 0.6, as a function of growth temperature.

Growth temperature

910°C

925°C

940°C

960°C

2-θ (in deg)

33.36

33.31

33.38

33.56

FWHM (arcsec)

2160

1210

1510

2110

Estimated composition x

0.64

0.61

0.64

0.70

Absorption edge (eV)

2.2

1.9

2.3

2.6

Surface roughness (nm)

8.5

5.7

8.6

10.3

Ave. grain area (10-2 µm2)

1.5

0.9

1.8

2.2

Low energy side position (cm-1)

666

644

656

658

Low energy side FWHM (cm-1)

60

43

49

47

High energy side position (cm-1)

688

682

685

693

High energy side FWHM (cm-1)

33

38

32

34

XRD
(0002)

OAS

AFM

RAMAN

The XRD analysis suggests that – under the set of chosen growth conditions - at the
growth temperature of 925°C the highest amount of indium was incorporated in the In1-xGaxN
(x=0.61) epilayers. Smaller and high growth temperatures led the less indium incorporation and
reduced structural quality. The XRD (0002) Bragg reflex from the In1-xGaxN layer grown at
925°C showed an optimum, but is at least a factor 3 to 5 too high for device quality material. The
same In1-xGaxN layer, showed the lowest optical absorption edge, the smoothest surface
roughness and the smallest average grain area. The A1 (LO) phonon line in Raman spectra had to
be fitted using two contributions, which could be due either a two phonon mode behavior or due
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to microscopic compositional fluctuations that are not observable in XRD spectra. The low
energy side A1 (LO) peak contribution was the sharpest at 925 °C, indicating strain relaxation
while the higher energy side peak was the broadest. The results from Raman analysis are in good
agreement with those reported by Hernandez et al.202 in which the higher indium incorporation
shifted the LO phonons to lower energies, while the spectral line-shape is broadened. Further
studies in a wider range of growth temperatures and reactor pressures are needed to improve the
phase stability and structural quality in this composition regime.

Conclusions
We have studied the compositional variations in single-phase In1-xGaxN (x=0.6) epilayers
grown by HPCVD in the temperature range of 910°C - 960°C. XRD analysis revealed single
phase epilayers with a local structural optimum at growth temperature of 925°C, which coincide
with the smoothest surface morphology and the smallest average grain area as analyzed by AFM
analysis. The line shape analysis of the A1 (LO) phonon mode observed in Raman spectroscopy
indicates the highest strain component for a growth temperature of 925°C, at which the indium
incorporation was closest to the set molor group III ratio in the gas phase.
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Chapter 4
4. Summary and conclusions
Atomic Force Microscopy (AFM) has been used to study the nano-scale surface
morphological properties of the neural growth cones, and InGaN semiconductor epilayers.

The neural growth cones:
We investigated the surface morphology of neural growth cones of identified neurons
from the buccal ganglion of the pond snail Helisoma trivolvis using AFM. While AFM studies
have been performed on a variety of growth cones from other species, this is, to the best of our
knowledge, the first report detailing the nano-scale structure of growth cones of Helisoma
neurons B5 and B19. The evaluation of PCM with AFM images provides a method to link
internal properties of growth cones to their structure. In addition to providing high-resolution
topographical information on two types of growth cones, we describe in detail the twodimensional (height and width) tapering of B19 and B5 filopodia. The tapering mechanisms in
B5 and B19 filopodia was observed to be function of (filopodium length)-1/2 and (filopodium
length)-1, respectively. The volumetric analysis of filopodium revealed that relatively low number
of Ca2+ ions would be sufficient to exhibit up to 10 fold increase in the free Ca2+ concentration.
Furthermore, this increase in the concentration is different for B5 and B19 filopodia. The here
presented surface morphological studies on filopodium provide a basis for future modeling
studies of Ca2+ signaling events in filopodia and their growth cones.
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The InN and InGaN semiconductor materials
The surface topography of InGaN epilayers has been studied by AFM. The results are
correlated with the characterization data obtained by XRD, Raman, IR and PARS in order to
gain a better understanding on how the various growth processing parameters influence the
physical properties of the grown InN and InGaN epilayers.
The correlation between surface roughness and InN XRD (0002) Bragg reflection has
shown that there is a linear dependence between the surface roughness and the FWHM of the
InN (0002) Bragg reflex, suggesting a direct correlation between the disturbance in crystalline
quality and the surface roughening. InN epilayers grown on GaN/Sapphire (0001) templates have
shown a higher surface roughness than epilayers grown on Sapphire (0001). The correlation
between the average grain area and FWHM of (0002) Bragg reflection indicates that InN layers
grown on GaN/Sapphire (0001) templates move in the decomposition-regime earlier than InN
layers grown on Sapphire (0001) templates.
The correlation between surface roughness and the InN Raman E2(high) vibrational mode
showed that InN layers grown on GaN/Sapphire (0001) have better localized crystalline microstructures than those grown on Sapphire (0001) templates. When a partial decomposition
(etching) during growth was observed, the etch process decreased the average grain areas of the
layer grown on GaN/Sapphire (0001) templates more than those grown on Sapphire (0001)
substrates. The effects of decomposition on the InN layer were also observed in the real-time
LLS traces as an increase in the scattering intensity. InN layers grown on Sapphire (0001)
substrate and GaN/Sapphire (0001 templates grew epitaxial single phase. However, the onset of
material decomposition was observed earlier for InN on Sapphire (0001) than for InN on
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GaN/Sapphire (0001). XRD studies revealed that InN layers grown on GaN/Sapphire (0001)
templates had better (0002) lattice plane crystalline arrangement.
The studies on the growth modes of InN layers showed that InN layers grown on
GaN/Sapphire (0001) templates at temperatures of the lower heater at 800 °C and the upper
heater at constant 820 °C revealed 2D-like growth mode. As the lower heater is decreased to
800°C and upper heater was lowered from 820°C to 800°C, the growth mode shifted to StranskiKrastanov mode76 in which the growth started 2D; however, it advanced towards 3D in terms of
hexagonal columns. The temperature settings where the columnar InN growth was observed
were the transition region for InN growth modes. As the lower and the upper heater temperatures
were kept constant at 800 °C and 820 °C, respectively, the growth processes promoted 3D
growth resulting in large hexagonal pyramids. The set points around 800°C provided the lowest
surface adatom mobility, limiting the lateral growth to a minimum and resulting in the growth of
hexagonal columns in vertical dimension. Any temperature gradient approach between these
temperature settings can be used to adjust the geometry of these structures such as, transition
from hexagonal columns to hexagonal pyramids. Depending on the direction and the range of the
temperature gradients, embedded or free-standing nanostructures might be engineered.
The investigation of the coalescence behavior of InN revealed that surface roughness was
the largest at about 40 nm for InN layers grown on GaN/Sapphire (0001) templates. Further film
growth resulted in decreased surface roughness.
The characterization results from the InN nucleation studies on GaN/Sapphire (0001)
templates and Sapphire (0001) substrates indicate that a small molar group V-III ratio during the
nucleation period improves the nucleation on both types of the growth templates. The results
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provide useful information for the development of self organized InN nanostructures with
tailored nano-scale morphology.
The effect of the NH3 exposure time on the surface morphological and the structural
properties of InN layers showed that the average steady-state growth rate increased almost
linearly with the increased NH3 pulse injection time. This indicates that at the end of the each
cycle sequence, indium fragments on the growth surface are carried over to the next injection
cycle, leading to the buildup of an indium adlayer on the growth surface. For a NH3 pulse
injection time, of 2500 ms, the average steady-state growth rate was about half a monolayer per
cycle. With increasing NH3 pulse injection time, the surface roughness decreased and the
average grain area increased. The local crystalline quality, analyzed by Raman spectroscopy,
showed that the Raman E2(high) mode improved for extended NH3 pulse injection times. The
A1(LO) phonon mode did not show a significant dependence to the variation of the NH3 pulse
injection time. Although there was a slight dependence of this phonon line shifting downward,
there was no clear correlation to extract due to the A1(LO) phonon-plasmon coupling which
needs further investigations. Simulations on the line-shape of the A1(LO) phonon mode showed
that the A1(LO) line broadening provides an estimate on the free electron concentration in the
InN layers, which can be cross-verified with IR-reflectance analysis results.
The lattice strain effect on the crystalline quality of the InN layers for different substrate
templates has been investigated by analyzing the E2(high) phonon line position. Since the lattice
mismatch between InN and Sapphire is larger compared to lattice mismatch between InN and
GaN, the E2(high) phonon line position is higher for InN on GaN/Sapphire (0001) compared to
InN on Sapphire (0001), indicated a smaller crystal strain component in InN layers grown on
GaN/Sapphire (0001).
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Analyzing the effects of the gallium incorporation in the In1-xGaxN layers on the surface
morphology showed that the surface roughness increases linearly with increasing gallium
content. The surface morphological analysis also indicates that the surface roughness increases
with the increasing group V/III molar ratio. The increase in surface roughness with increasing
group V-III molar ratio was higher in the layers grown on Sapphire (0001) templates. The free
carrier concentration analysis of the In1-xGaxN layers with x larger than 0.35 showed reduced
free carrier concentrations, a phenomenon not understood at present. The IR reflectance analysis
showed that the free carrier concentration increases with increasing V/III molar ratio from 700 to
3000, a phenomenon thought to be related to the increased hydrogen amount present at the
growth surface and/or the increased amount of grain boundaries. XRD analysis revealed single
phase In1-xGaxN (x=0.6) epilayers with a local structural optimum at a growth temperature of
925°C, which coincides with the growth temperature that gave the smoothest surface
morphology and the smallest average grain area as analyzed by AFM. The line shape analysis of
the A1(LO) phonon mode observed in Raman spectroscopy indicates the highest strain
component at 925°C.
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