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a b s t r a c t
Infinite permutations (in our sense) were introduced in 2005 by Fon-Der-Flaass and Frid.
We introduce an infinite permutation τ in some sense similar to the Thue–Morse word
w (where w is the fixed point of the morphism ϕw: 0 7→ 01, 1 7→ 10). We suggest two
essentially different definitions of τ and show their equivalence.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Infinite permutations
Infinite permutations (in our sense) were introduced in [3,4]. However, some problems concerning such objects were
investigated earlier. For example, in [2] infinite permutations avoiding longmonotonic arithmetical patterns are considered.
The periodicity and low complexity of infinite permutations were investigated in [4].
We consider infinite permutations as linear orderings of countable sets with respect to a given ‘‘usual’’ linear ordering
(usually we use the set N = {1, 2, 3, 4, . . .} or N∪ {0}with the usual linear ordering ≤). More precisely, each permutation
pi is a triple (X,≤,pi ), where X is a countable set, ≤ and pi are linear orderings of X . We may also consider finite
permutations, when X is finite (usually X = {1, . . . , n}). Clearly, such an approach conforms perfectly with the usual
definition of finite permutations as bijections of finite sets pi : {1, . . . , n} → {1, . . . , n}.
1.2. The Thue–Morse word
Let ϕw: {0, 1} → {0, 1}2 be a mapping such that ϕw(0) = 01 and ϕw(1) = 10. For an arbitrary word s, where
s = s(1) · · · s(n) ∈ {0, 1}n, define ϕw(s) = ϕw(s(1)) · · ·ϕw(s(n)). Consider the sequence w0 = 0, w1 = 01, w2 = 0110,
w3 = 01101001, . . . , where wn+1 = ϕ(wn). It is easy to prove that, for every n, the word wn is a prefix of wn+1. Hence
there exists an infinite wordw = w(0)w(1)w(2) · · · such thatwn = w(0) · · ·w(2n− 1) for every n. This word is called the
Thue–Morse word (see for example [1]). In what follows we denote it byw.
2. Lexicographic linear ordering on the suffixes of the Thue–Morse word
Due to notions from [5], one can define an infinite permutation by using the lexicographical linear ordering on the suffixes
of a given infiniteword. Taking differentwords,we obtain a lot of permutationswith interesting properties. The permutation
generated by the period doubling word and the permutations generated by the Sturmian words are considered in [6,7]
respectively. Now, in this paper, we consider the case of the Thue–Morse word in detail.
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For every n ∈ N ∪ {0}, we consider the binary real number




We have 0 < Rw(n) < 1. It is easy to see that Rw(n+ 1) = 2Rw(n)− w(n).
Definition 1. We define a permutation τ = (N ∪ {0},≤,τ ), where xτ y if and only if Rw(x) ≤ Rw(y).
3. Morphism on real numbers
If x = (x1, . . . , xn) ∈ Rn and y = (y1, . . . , yk) ∈ Rk, then we define x ‖ y = (x1, . . . , xn, y1, . . . , yk) ∈ Rn+k.
An infinite word is a D0L word if it is generated by iterating a morphism. The Thue–Morse word w with respect to the
morphism ϕw is a classical example of a D0L word. In this section, we suggest a similar notion: we construct a sequence of
real numbers generated by iterating a morphism (we take R as the alphabet and work on the free monoid R∗ with ‖ as the
concatenation operation).

















, if x > 0.
Now, we define ϕ((x1, . . . , xn)) = ϕ(x1) ‖ · · · ‖ ϕ(xn). Observe that, for every x ∈ Rn and y ∈ Rk, we have
ϕ(x ‖ y) = ϕ(x) ‖ ϕ(y).
Let us start from T (0) = 0. Consider the sequence t0 = T (0) = 0, t1 = ϕ(t0), t2 = ϕ(t1), t3 = ϕ(t2), . . . . It is easy to see
that each of the elements of this sequence has the previous element as a prefix. Indeed, this is obviously true for the first
and the second terms, and if this is true for the term tn, that is, if tn = tn−1 ‖ y for some y ∈ R2n−1 , then this is also true for
the term tn+1, since tn+1 = ϕ(tn) = ϕ(tn−1 ‖ y) = ϕ(tn−1) ‖ ϕ(y) = tn ‖ ϕ(y). This means that there is a sequence of real
numbers (T (n))n≥0 such that, for all n, we have tn = (T (0), . . . , T (2n − 1)).
We have T (0) = 0, T (1) = 1, T (2) = 12 , T (3) = − 12 , T (4) = 14 , T (5) = − 34 , T (6) = − 14 , T (7) = 34 , T (8) = 18 , T (9) = − 78 ,
T (10) = − 38 , T (11) = 58 , T (12) = − 18 , T (13) = 78 , T (14) = 38 , T (15) = − 58 , T (16) = 116 , . . ..
It is easy to see that T (n) ∈ (−1, 1] for all n.
Definition 2. We define a permutation τ = (N ∪ {0},≤,τ ), where xτ y if and only if T (x) ≤ T (y).
4. Equivalence of the two definitions of τ
Lemma 3. If w(i) = w(j), then the inequalities Rw(i) < Rw(j) and Rw(i+ 1) < Rw(j+ 1) hold or do not hold simultaneously.
Proof. We have Rw(j + 1) − Rw(i + 1) = (2Rw(j) − w(j)) − (2Rw(i) − w(i)) = 2(Rw(j) − Rw(i)) − (w(j) − w(i)) =
2(Rw(j)− Rw(i)). Now the claim follows from the equality of the signs of Rw(j+ 1)− Rw(i+ 1) and Rw(j)− Rw(i). 
Lemma 4. If w(n) = 0, then T (n) ≤ 0. If w(n) = 1, then T (n) > 0.




0, if x ≤ 0;
1, if x > 0.
Clearly, if −1 < x ≤ 0, then x2 ≤ 0 and x2 + 1 > 0. If 0 < x ≤ 1, then x2 > 0 and x2 − 1 ≤ 0. This means
that, for every x ∈ (−1, 1], we have s(x1) = s(x) and s(x2) 6= s(x), where (x1, x2) = ϕ(x). Therefore, the sequence
(s(T (n)))n≥0 is a fixed point of a morphism ϕs defined by the following equalities: ϕs(0) = (0, 1), ϕs(1) = (1, 0),
ϕs((x1, . . . , xn)) = ϕs(x1) ‖ · · · ‖ ϕs(xn) for all (x1, . . . , xn) ∈ {0, 1}n. This is exactly the Thue–Morse morphism. Hence
s(T (n)) = w(n). 
Lemma 5. If T (n) ≤ 0, then T (n) < T (n+ 1). If T (n) > 0, then T (n) > T (n+ 1).
Proof. Suppose n is even. If T (n) ≤ 0, then T (n+ 1) = T (n)+ 1 > T (n). If T (n) > 0, then T (n+ 1) = T (n)− 1 < T (n).
Suppose n is odd, n = 2n′ + 1. We have (T (n− 1), T (n)) = ϕ(T (n′)), (T (n+ 1), T (n+ 2)) = ϕ(T (n′ + 1)). If T (n) ≤ 0
and T (n) ≥ T (n + 1), then T (n′)2 − 1 ≥ T (n
′+1)
2 , that is T (n
′) − T (n′ + 1) ≥ 2, a contradiction with the fact that T (n′) and
T (n′ + 1) belong to (−1, 1]. Similarly, we obtain a contradiction when T (n) > 0 and T (n) ≤ T (n+ 1). 
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Lemma 6. For every odd n the inequality |T (n+ 1)− T (n)| < 1 holds.
Proof. We consider the case T (n) > 0 (the case T (n) ≤ 0 can be considered similarly).We have (T (n−1), T (n)) = ϕ(T (n′))
and (T (n + 1), T (n + 2)) = ϕ(T (n′ + 1)), where n′ = n−12 . Suppose that |T (n + 1) − T (n)| ≥ 1. We have either
T (n + 1) − T (n) ≥ 1 or T (n + 1) − T (n) ≤ −1. In the first case, T (n + 1) ≥ 1 + T (n) > 1, a contradiction. In the







≤ −1, that is T (n′ + 1) ≤ T (n′), a contradiction with Lemma 5. 
Lemma 7. If w(i) = w(j), then the inequalities T (i) < T (j) and T (i+ 1) < T (j+ 1) hold or do not hold simultaneously.
Proof. Suppose that the claim is not true. Consider a minimal counterexample, that is a pair (i, j) with the minimal sum
i + j for which our claim is not true. We consider the case w(i) = w(j) = 0 (the case w(i) = w(j) = 1 can be considered
similarly). According to Lemma 4, this means that T (i) ≤ 0 and T (j) ≤ 0. We may assume that T (i) > T (j) (otherwise
consider (j, i) instead of (i, j)). Then T (i+1) < T (j+1). If both i and j are even, then T (i+1) = T (i)+1 > T (j)+1 = T (j+1),
a contradiction. If i is even and j is odd, then, according to Lemma 6, we have T (i + 1) = T (i) + 1 > T (j) + 1 > T (j + 1),
a contradiction. If i is odd and j is even, then (T (i − 1), T (i)) = ϕ(T (i′)) and (T (j), T (j + 1)) = ϕ(T (j′)) for i′ = i−12
and j′ = j2 ; hence T (i
′)
2 − 1 = T (i) > T (j) = T (j
′)
2 , that is T (i
′) > T (j′) + 2, a contradiction with the fact that T (i′)
and T (j′) belong to (−1, 1]. Finally, consider the case when both i and j are odd. We have (T (i − 1), T (i)) = ϕ(T (i′)) and
(T (j − 1), T (j)) = ϕ(T (j′)), where i′ = i−12 and j′ = j−12 . Hence T (i
′)
2 − 1 = T (i) > T (j) = T (j
′)
2 − 1, that is T (i′) > T (j′).
However, (T (i+ 1), T (i+ 2)) = ϕ(T (i′+ 1)) and (T (j+ 1), T (j+ 2)) = ϕ(T (j′+ 1)). Therefore, according to the inequality
T (i + 1) < T (j + 1), we have T (i′+1)2 = T (i + 1) < T (j + 1) = T (j
′+1)
2 , that is T (i
′ + 1) < T (j′ + 1). Observe that
w(i′) = w(j′) = 1; hence the pair (i′, j′) is also a counterexample. But i′ + j′ < i+ j, a contradiction with the minimality of
the counterexample. 
Theorem 8. For all i, j the inequalities T (i) < T (j) and Rw(i) < Rw(j) hold or do not hold simultaneously.
Proof. We are going to show that the inequality Rw(i) < Rw(j) implies the inequality T (i) < T (j) (without loss of generality
we may assume that Rw(i) < Rw(j), because otherwise consider (j, i) instead of (i, j)).
Suppose that Rw(i) < Rw(j). We have w(i)w(i + 1) · · · = α0β1 and w(j)w(j + 1) · · · = α1β2 for some finite word α
and infinite words β1 and β2. Let us apply induction on the length |α| of the word α. If |α| = 0, then, due to Lemma 4, we
have T (i) ≤ 0 < T (j), and hence our statement is true. Suppose that it is true for |α| = n, and let us show that it is also true
for |α| = n + 1. Since |α| = n + 1 ≥ 1, we have w(i) = w(j). Due to Lemma 3, we have Rw(i + 1) < Rw(j + 1). Hence
T (i+ 1) < T (j+ 1) by induction. Now, due to Lemma 7, we have T (i) < T (j). 
Remark 9. Theorem 8 implies the equivalence of Definitions 1 and 2. The sequences (Rw(n))n≥0 and (T (n))n≥0 generate the
same infinite permutation, but, in fact, these sequences have very different structure. For instance, it is easy to prove that
the set {T (n)|n ≥ 0} is everywhere dense in [−1, 1], and the set {Rw(n)|n ≥ 0} is nowhere dense in [0, 1].
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