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a b s t r a c t
A novel self-adaptive differential evolution (SADE) algorithm is proposed in this paper.
SADE adjusts the mutation rate F and the crossover rate CR adaptively, taking account
of the different distribution of population. In order to balance an individual’s exploration
and exploitation capability for different evolving phases, F and CR are equal to two
different self-adjusted nonlinear functions. Attention is concentrated on varying F and CR
dynamically with each generation evolution. SADE maintains the diversity of population
and improves the global convergence ability. It also improves the efficiency and success rate
and avoids the premature convergence. Simulation and comparisons based on test-sets of
CSPs demonstrate the effectiveness, efficiency and robustness of the proposed algorithm.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
As a simple and effective evolutionary optimization method, the Differential Evolution (DE) algorithm was first
introduced by Storn and Price in 1995 [1]. While DE is similar to EA, it differs significantly in the sense that in DE, distance
and direction information is used to guide the search process [2]. In recent years, Differential Evolution (DE) has attracted
much attention and gained wide application in a variety of fields [3].
However,DE sometimesdoes not performas good as the expectations. Empirical analysis ofDE has shown that itmay stop
proceeding toward a global optimum even though the population has not converged even to a local optimum [4]. Besides
this, DE also has the problem of premature convergence and the diversity of population is lost. It generally arises when
the objective function is multi-objective having several local and global optimums. In order to overcome its shortcomings,
several modifications have been made in the structure of DE to improve its performance. One class of modifications deals
with the development of adaptive control parameters. Chang and Xu [5] introduced a linear strategy for changing the two
control parameters F and CR based DE. Teo [6] proposed an attempt at self-adapting the population size. Brest et al. [7,8]
encoded control parameters F and CR into the individual. Yang et al. [9] proposed a self-adaptive differential evolution
algorithm with neighborhood search. Lots of developments in the DE algorithm can be found in [10], but these algorithms
are still suffered from the problemof premature convergence and easily trapped into local optimum. Schoofs andNaudts [11]
proposed a discrete version of particle swarm algorithm to solve binary CSPs (we call it PS-CSP), which redefined the
equations presented in basic particle swarm algorithm. This is mainly for a decrease of swarm diversity that leads to a
total implosion and ultimately fitness stagnation of the swarm.
In order to refrain from these shortcomings, a new self-adaptive differential evolution algorithm namely SADE is
introduced. It adjusts themutation rate F and the crossover rate CR adaptively in order to preserve the diversity of population
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to improve the global convergence ability and speed up the convergence rate. The system should start with a high initial
threshold value for coarse global exploration and the threshold should linearly decrease to facilitate finer local explorations
in later iterations. This should help the system to approach the optimum of the fitness function quickly.
This paper is organized as follows. We start with the necessary background on Constraint Satisfaction Problems and
DE algorithms. In Section 3, we proposed SADE for binary CSPs. It adjusts the two control parameters F and CR adaptively
according to the computation process. Experimental results are given in Section 4. In Section 4.1, we discuss the rough
parameter settings for proposed algorithm, and in Section 4.2, we present a comparison of the performance of these discrete
differential evolution algorithms with published random binary CSPs. Finally the paper concludes with Section 5.
2. Preliminaries
2.1. Constraint satisfaction problem
Constraint Satisfaction Problems (CSPs) are the subject of intense research area in artificial intelligence. Many problems
can be stated as constraints satisfaction problems. The CSPs approach has been used in a variety of situations, for example,in
timetabling of the daily classes, in scheduling of the city buses, resource allocation, planning, configuration, vision and
natural language processing, etc. It is a powerful tool tomodel and to solvemany kinds of combinatorial problems,which has
attracted widespread commercial interest as well. Most of those combinatorial problems are NP-Complete [12]. In general,
the target of CSPs is to find one solution or all solutions. If an assignment of values to the set of X makes all the constraints
satisfied simultaneously, thus we call the value a solution of CSPs.
Constraint satisfaction problem (CSP) is a triplet (V ,D, C), where V is a set of variables, V = {X1, X2, . . . , Xn}; D is a set
of domains, if X is a variable, D(X)may take values from a set of domains D = {D1,D2, . . . ,Dn}. And C is a set of constraints,
C = {C1, C2, . . . , Cn}. A constraint Ci on the ordered set of variables V (Ci) = (X1, . . . , Xn) is a subset of the Cartesian product
D(X1)× D(Xn) that denotes the compatible pairs of values for variables X1, . . . , Xn. A constraint is a binary constraint if and
only if only two variables are involved in this constraint. A binary constraint Cij is satisfied if and only if (vi, vj) < Cij,
otherwise it is violated [13].
Generally, a fitness function is introduced to evaluate a solution. In an incomplete algorithm to solve CSPs, the number
of satisfied constraints is integrated into the fitness function straightforwardly:
f (X) = 1|c|∑
i=1
conflict(X)+ 1
(2.1)
where conflict(X) =∑|C |i=1 violate(Ci) is the number violated in constraints with related variable X .
Backtracking search algorithm is a major constraint solving method, which is complete with an exponential time
complexity. This is particularly true when the problem is huge and system reduction cannot reduce the problem enough
to make complete search feasible. Hence, incomplete search approaches have been proposed to leave out combinatorial
explosion.
2.2. Differential evolution
Assume that the search space of DE is D-dimensional. The classical version of DE, which is perhaps the most frequently
used version of DE, works as follows:
Initialization: Each population of generation G contains N individuals. All individuals in the first generation are generated
initialized with uniformly distributed random numbers.
X (0)i,j = X Li,j + randi,j(0, 1)× (XUi,j − X Li,j) (2.2)
{X (0)i |X Li,j ≤ X (0)i,j ≤ XUi,j, i = 1, 2, . . . ,NP; j = 1, 2, . . . ,D}
where X Li , X
U
i are the lower bound and upper bound of variable Xi, randi,j(0, 1) is a uniformly distributed random numbers
with mean 0 and standard deviation 1.
Mutation: DE is very similar to the standard evolutionary algorithm based search strategy group. The main difference
between the two is themutation. So,mutation operation plays themost significant role in the performance of aDE algorithm.
For each target vector Xi,j, a mutant vector is generated by
V (G+1)i,j = X (G)r1,j + F × (X (G)r2,j − X (G)r3,j) (2.3)
where, F is a real-valued mutation factor (F > 0) which controls the amplification of the differential vector. r1, r2 and r3
satisfy r1, r2, r3 ∈ {1, 2, . . . , . . . ,NP} and i ≠ r1 ≠ r2 ≠ r3.
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In order to ensure the validity of solutions, each variable of the individuals must satisfy the boundary conditions in the
evolutionary process. If it does not satisfy, the variable has to be generated randomly (The methods is the same as the
initialization).
Crossover: Crossover operator is designed in order to increase the diversity of the perturbed parameter vectors. This strategy
guarantees at least one component in X (G+1)i is contributed by X
(G)
i .
U (G+1)i,j =

V (G+1)i,j , if randi,j(0, 1) ≤ CR or j = int(NP × randi,j(0, 1))
X (G)i,j otherwise
(2.4)
where CR is the crossover probability and CR ∈ [0, 1].
Selection: Selection takes place where a tournament is held between the target vector and trial vector and the one with
better fitness function is allowed to enter the next generation.
X (G+1)i,j =

U (G+1)i,j , if (U
(G+1)
i,j ≤ f (x(G)i,j ))
X (G)i,j otherwise.
(2.5)
So, individuals in a new generation are as good as or better than the individuals in the previous generation.
3. Proposed SADE algorithm for binary CSPs
The only structural difference between the SADE algorithm and the basic DE lies in selecting the control parameters.
Three control parameters are used in DE: F is themutation rate, CR crossover rate and N population size. Suitable parameter
settings selection may improve the performance of DE while how to select suitable parameters is, unfortunately, a difficult
and problem-dependent task itself. Varying the values of control parameters in successive generations will provide more
randomness to the algorithm which in turn may help in improving the working of algorithm in terms of exploration and
exploitation.
Althoughweneed to fix the values for someparameters in the proposed SADE algorithm,mutation operation plays amore
significant role in the performance of a DE algorithm. Despite having several attractive features, it has been observed that
DE sometimes does not perform as good as the anticipation. Empirical analysis of DE has shown that it may stop proceeding
toward a global optimum even though the population has not converged even to a local optimum [14]. It can be called self-
adaptive in the sense that in every generation the values of control parameters F and CR change according to some simple
ruses which are defined as follows:
FG+1 =

Gmax − G
Gmax
n
(FU − FL)+ FL (3.1)
where, Gmax is the maximum evolution number, which is 1000, G the current evolution number, FU is the highest value of F
and FL is the lowest of F , n is the nonlinear modulation index. In the full view of prior experience, when F = 0, the result of
success rate is 0; when 0 < F < 0.5, the local peak of success rate is achieved in F = 0.3; the globe peak of that is achieved
in F = 0.9. From the rough experiment, we determine the parameter settings of SADE with FU = 0.9 and FL = 0.3.
Obviously, in earlier iterations, F equal to a high initial threshold value for coarse global exploration, and jumpsup to a low
threshold value facilitate finer local explorations in later iterations. This should improve the speed of success rate and avoids
the premature convergence. It can be seen that when n = 1 the threshold varies linearly adaptive with time, otherwise it is
varied dynamically as a nonlinear function of the present iteration number at each time step.
For CR, CR = 0.3 may be a not bad choice, and another choice is between 0.5 and 1.0. In detail, the highest success rate
locates in range from 0.7 to 0.9.
CR =
1−

1− G
Gmax − G
n
+ CRL CR < CRU
CRU CR > CRU CR ≥ CRU
(3.2)
where CRL = 0.3 and CRU = 0.9, CR starts with a smaller value of approximately CRL in order to maintain the diversity
of population and combat the problem of premature convergence. CR increases along with the generations of evolution
increased to maintain well genes of the individuals as far as possible and improve convergent behavior. For gradual change
of the value of F and CR, SADE algorithm could avoid local optima effectively and get a better convergence rate.
We have to point out that these experiment results are problem specific and may not be suitable for other benchmarks.
Any variants of DE have been reported since it was introduced. A sensible naming convention with DE/x/y/z is used to
classify the different variants, where x presents the method for selecting the vector to be mutated, y indicates the number
of different vectors used for perturbation of the base vector x, and z indicates the crossover mechanism. If xj, 1 ≤ j ≤ 5 and
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j ≠ i, which presents a randomly selected group of five members are different from each other xb is the best individual, F
and λ are weight coefficients. The specific process is as follows:
DE/rand/1/bin x1 + F(x2 − x3)
DE/rand/2/bin x1 + F(x2 + x3 − x4 − x5)
DE/best/1/bin xb + F(x2 − x3)
DE/best/2/bin xb + F(x2 + x3 − x4 − x5)
DE/rand-to-best/1/bin x1 + λ(xb − x1)+ F(x2 − x3)
DE/current-to-rand/1/bin x1 + λ(x1 − xi)+ F(x2 − x3)
DE/current-to-best/1/bin x1 + λ(xb − xi)+ F(x1 − x2).
In our algorithm elements in vectors preserve integer, and are initialized with integer at the first generation. In type of
DE/rand-to-best/1/bin, the mutation operator is:
V (G+1)i,j = V (G)i,j + F (G)(X (G)g,j − X (G)r1,j)+ F (G)(X (G)r2,j − X (G)r3,j) (3.3)
where X (G)g is the global best vector in generation G.
The framework of SADE algorithm can be described as Algorithm 3.1.
Algorithm 3.1. SADE (the main framework of sade algorithm)
Input: G (maximal number of generations)
N (population size)
dim (number of variables in Constraint satisfaction problem)
Output: Pbest (the best solution obtained)
Step 1: Initialization.
Generate an initial population P with N particles.
For each particle, set its current position as its current personal
best position and set the current generation number g = 0.
Setp 2: update the current neighbor best and global best Pbest
for each particle pi do
if fitness(Pibest) < fitness(Pi,nbest) then
Pi,nbest = Pi,best
endif;
endfor.
Step 3: stopping criterion
if (g == G) then
Output the obtained global best position Pbest and Stop.
endif.
Step 4: swarm evolution
for each particle pi do
Generate r1, r2 and r3 (r1! = r2! = r3) randomly
if (conflicts [i][n] > 0) then
use the Eq. (3.3) to update its velocity.
endif.
if(VG+1 < 0||VG+1 >= domain)then
re_generate its velocity Randomly
endif.
use the Eq. (3.2) to update CR.
endfor.
Step 5: g = g + 1; goto step 2.
4. Experimental results
4.1. Parameter tuning
NP = 10× D is a good choice mentioned in many papers. So a fixed value 10 is undertaken in our paper to compare the
performance with other algorithms. CR and F of the RDDE algorithm remain the popular settings, CR = 1.0, F = 0.9.
The classical algorithmdescribed earlier only needed a single performancemeasure, the number of conflict checks needed
to find a solution to solvable problems or the number of conflict checks that needed to determine if a problem instance is
unsolvable. As for the inherent incompleteness of non-deterministic algorithms, the conflict checks performance measure
2716 H. Fu et al. / Computers and Mathematics with Applications 62 (2011) 2712–2718
cannot give sufficient information. An accurate estimate of the overall performance of the algorithm would be given by
running the algorithmmultiple times on the same (set of) problem instances and then averaging the performancemeasures
over the number of runs. The accuracy of the estimate increases with the number of runs.
Craenen [15] defined several performancemeasures. Success Rate (SR), AverageNumber of Evaluations to Solutions (AES),
Conflict Checks (CC), Mean Best Fitness (MBF) and Mean Champion Error (MCE). The measures will be used to assess the
performance of the algorithms on three properties: the effectiveness, the efficiency and the behavior strategy.
The Success Rate (SR) is defined as dividing the number of successful runs of an algorithm by the total number of runs.
A successful run of an algorithm is a run where the algorithm found a solution to the problem. SR ∈ [0, 1]. If SR is 0, no
solutions were found, and if 1, all runs were successful. SR is a measure of the effectiveness of the algorithm.
The SR measure is the most important measure while comparing two algorithms. An algorithm with higher SR implies
more solutions it can find. But when only nuance exists between SR of two algorithms, it does not necessarily mean that the
algorithmwith the best SR outperforms the other algorithm. The conclusion that an algorithmwith the better SR outperforms
the other one is vulnerable when only nuance exists between SR of two algorithms, as such slight difference can also be
caused by the inaccuracy of the measure, properties of the test-set used, and random influences. Further analysis is then
necessary.
The average number of evaluations to solutions (AES) is denoted that the average number of evaluations over all
successful runs. And it is undefined on failed runs. The AES is used as a secondary measure to evaluate the efficiency of
algorithms. When two algorithms have approximately the same SR, The AES measure is used to determine which algorithm
is more efficient. The lower SR is, the more efficient algorithm is.
The number of conflict checks needed to find a solution (CC), similar to AES, is also a measure of the efficiency of the
algorithm. the only difference is CC uses the summer number of conflicts instead of the number of evaluation. Generally The
CC measure is more precise than the AES.
Themeanbest fitness (MBF) is defined as the summationof the overall fitness to divide the total runningnumber. TheMBF
is determined by the fitness function, which makes it difficult to compare two algorithms with different fitness functions.
So in the same plot the champion error is added. Higher MBF means stronger exploring capacity.
The interval over which both measures are commonly used is 100 or 1000 evaluations. The MBF measure is behavioral
measures.
4.2. Random binary CSPs tests
To compare the performances of different algorithms, we choose the instances coming from Craenen1 [15] There are 225
instances in this set. Each instance has the same variable number and domain size with 10 and has at least one solution.
They were generated by random binary constraint satisfaction problem model named Model F. All the 225 instances are
partitioned into 9 groups by constraint density and tightness (in the following tables, c is denoted as constraint density
and t as constraint tightness), thus each group has the same density and tightness. As mentioned in [14], these instances
are located in so called mushy region and are the hardest ones to solve. Based on the theory of phase transition [16], these
instances are concentrated in the sharp transition region and become remarkable benchmark to evaluate the efficiency of
the newly developed algorithms.
We use a discrete particle swarm optimization (DPS) algorithm and a real value based discrete differential evolution
(RDDE) algorithm to compare with SADE. In this paper, pop size is 10 also.
We choose the results of four parameters of RDDE and DPS from [17].
Fig. 1 presents the SR results of these algorithms, we can see that RDDE has theworst SR. There are 5 combinations among
the 9 group whose SR results are less than 0.1, and there are 2 combinations whose SR is less than 0.2, when t/c is (0.9/0.1),
RDDE has a 0.74 of the SR result and has a 0.252 of the SR result in (0.9/0.2). As for DPS, there is only one SR result is below
0.1 in (0.5/0.7), and there are 5 combinations whose SR is inferior to 0.2, when t/c is (0.8/0.3), DPS has an SR result of 0.216
which is far greater than RDDE. SADE has the best SR result among three algorithms. Except for 0.292, All SR results are above
0.3 and superior to the other two algorithms. Because SR is a measure of the effectiveness of the algorithm and the most
important measure when compare different algorithms. So, SADE has very high effectiveness.
Fig. 2 is the collection of AES values of these differential evolution algorithms, RDDE, DPS and SADE. When t/c is 0.9/0.1,
the AES result of RDDE is less than 103, but in combinations (0.5/0.7) and (0.5/0.8) those are better than 104, and the rest AES
results are between 103 and 104. SADE is prior to DPS, but inferior to RDDE. Fig. 2 shows that SADE wastes lots of evolution
number onmaintaining the diversity of population, at the same time, it also avoids the premature convergence. SADEwastes
lots of evolution number to higher SR.
CC has tight relation with AES due to its definition. In general, we must check at least one constraint at each evaluations,
so CC is larger than AES. Fig. 3 shows that SADE has the least CC results expect for combination (0.8/0.3) ans (0.9/0.1). RDDE
has the worse CC results than SADE but it is superior to DPS. Then it is reasonable to say SADE algorithm has well efficiency.
The higher MBF an algorithm is, the stronger exploring capacity it is. From Fig. 4 we can see that SADE has the highest
MBF among these algorithms. All results are greater than 0.58. DPS has worse MBF results than SADE but it is superior to
RDDE. Fig. 4 shows that SADE has stronger exploring capacity, overcoming the premature convergence effectively and keep
the speed of convergence.
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Fig. 1. Success rate.
Fig. 2. Average Number of Evaluations to Solution (elements in the figure is log(AES)).
Fig. 3. Constraint Conflicts (elements in the figure is log(CC)).
Finally we may draw a conclusion with above comparing criteria: DPS has better performance than RDDE and SADE has
the best performance among these algorithms.
5. Conclusions
In this paper, a new differential evolution based on self-adaptive control parameters called SADE was proposed. SADE
algorithm uses a few simple but very effective rules to design adaptive the mutation rate F and crossover rate CR. We
compare the performance of discrete differential evolution algorithms on binary CSPs. The experimental results indicate
that the proposed algorithm can achieve pleasing results.
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Fig. 4. Mean best fitness.
However, more careful parameter tuning may improve the performance with different problem instances, and more
comparative works for more problems should be performed to provide a full view. In future we will extend the proposed
SADE algorithm for solving more comprehensive set of test problems including real life problems.
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