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According to the Federal Highway Administration (FHWA), Roadway Departure 
(RwD) crashes account for approximately 56 percent of traffic fatalities in the United 
States. Likewise, FHWA’s statistics indicate that RwD crashes represent a high proportion 
(approximately 54 percent) of traffic fatalities in the State of Hawaii. Therefore, there is a 
need to study their contributing factors and to quantify their effects by developing statistical 
models that may provide better inferences to alleviate them. 
Using ten years of crash data, this research explores the effect of roadway 
characteristics (e.g., traffic, geometry, etc.) in the modeling of the frequency of RwD 
crashes on Two-Lane Two-Way (TLTW) state roads in the State of Hawaii. Specifically, 
the study concentrates on the effects of segment length, roadway directional attributes, and 
the general geometric environment of the analysis segment. These factors are evaluated 
with various Generalized Linear Models (GLM) such as the negative binomial regression, 
zero-inflated negative binomial, and mixed-effects negative binomial regression model. 
The results show that segment length affects the model’s estimations (total number 
of statistically significant parameters and their estimated values) and present the 
development of recommendations about an appropriate segment length for modeling the 
frequency of RwD crashes. Also, it confirms that the consideration of directional analysis 
improves the quality of the models in two ways: firstly, by assigning the head-on crashes 
based to the direction of the vehicles causing the crashes, and secondly by identifying the 
contributing factors based on the direction of vehicles causing the crashes. Moreover, the 
results indicate that the general geometric environment of the roadway portion where the 
v 
 
segment was located affects the frequency of RwD crashes, which means that, for example, 
for two similar segments, the frequency of RwD crashes are not equal if one is located on 
a winding road and the other segment is located right after a tangent road. This finding is 
in accordance with design consistency practices. 
Another benefit of this study is the development of robust and realistic crash 
frequency models for the state of Hawaii as well as the improvement of the identification 
of the RwD crashes’ contributing factors. In practice, decision-makers may consider the 
results to prioritize the location and type of countermeasures to mitigate RwD on TLTW 
state roads in Hawaii effectively.  
Other unique features of the estimated models include: 1) using an estimate of mean 
friction demand as an independent variable, 2) capturing the different effects of upgrades 
and downgrades, and 3) using Annual Average Daily Traffic (AADT) both as a measure 
of exposure and separately as an independent variable affecting the rate of RwD crashes.  
Finally, a new approach consistent with the probabilistic nature of the estimated 
generalized regression models is introduced for evaluation of their goodness of fit. Its use 
is suggested as a complementary tool in the typical evaluation of generalized regression 
models. 
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CHAPTER 1: INTRODUCTION 
1.1 Background 
Highway fatalities and severe injuries in the United States continue to be a major 
national concern. According to the Federal Highway Administration (FHWA), although 
there has been a downward trend in both the fatal crash rates and the total number of traffic 
fatalities, the fact that there are still 34,674 average annual fatalities (2007-2014) indicates 
that much work is still required (1). A significant contributor to this number is Roadway 
Departure (RwD) crashes, which account for approximately 56 percent of traffic fatalities 
(1). 
FHWA published a strategic plan for Roadway Departure (RwD) crashes and 
defined a RwD crash as a non-intersection crash in which a vehicle crosses an edge line, a 
centerline, or otherwise leaves the traveled way (1). Therefore, RwD crashes include both 
run-off the road (ROR) and head-on crashes. According to the American Association of 
State Highway and Transportation Officials (AASHTO), ROR crashes involve vehicles 
that leave the travel lane and encroach onto the shoulder and beyond and hit one or more 
of any number of natural or artificial objects, such as bridge walls, poles, embankments, 
guardrails, parked vehicles, and trees (2). Also, a head-on crash typically occurs when a 
vehicle crosses a centerline or a median and crashes into an approaching vehicle. Head-on 
crashes occur as a result of a driver’s negligent actions as with ROR encroachments or 




Traffic fatalities have received significant attention on different national acts; 
whose goals include, among others, improving the safety of roads. The Moving Ahead for 
Progress in the 21st Century Act (MAP-21) went into effect on October 1, 2012. It 
continued the Highway Safety Improvement Program (HSIP) as a core Federal-aid 
program. The goal of the HSIP is to achieve a significant reduction in traffic fatalities and 
serious injuries on all public roads. The HSIP requires a data-driven, strategic approach to 
improve highway safety on all public roads.  A major component of the HSIP is a Strategic 
Highway Safety Plan (SHSP) as developed by the American Association of State Highway 
and Transportation Officials (AASHTO) with the assistance of the FHWA, the National 
Highway Traffic Safety Administration (NHTSA), and the Transportation Research Board 
Committee on Transportation Safety Management. The SHSP is a statewide-coordinated 
safety plan. It identifies strategies in 22 State's key safety needs and guides investment 
decisions towards strategies and countermeasures with the most potential to save lives and 
prevent injuries (4). Some of the SHSP strategies explicitly address RwD crashes. 
Therefore, focusing on reducing the total number of RwD crashes will contribute towards 
achieving the national goals in accordance with the SHSP and the HSIP. 
Moreover, AASHTO has embraced a “Towards Zero Deaths” vision and a goal of 
cutting fatalities in half by 2030. To accomplish this goal, the total number of fatalities 
would have to be reduced by approximately 1,000 per year nationally. A reduction in RwD 
crashes has great potential to help achieve this goal. Hence, the FHWA established a 




• Vision – Pursue a proactive approach that will lead “Toward Zero Deaths and Serious 
Injuries” involving RwD crashes. 
• Mission – Exercise leadership in the highway community to reduce the risk of RwD 
fatal and severe injury crashes from occurring. 
• Goal - Reduce national RwD fatalities by a minimum of 500 per year from the 
existing 17,000 per year to 8,500 per year by 2030. 
Therefore, studying RwD crashes is an essential step towards fulfilling the vision of zero 
deaths and serious injuries as well. 
The statistics in the State of Hawaii indicate that the majority of traffic fatalities 
(approximately 54 percent) are related to RwD crashes (5). Meanwhile, studying crashes 
by considering roadway characteristics (e.g., traffic, geometry, etc.) is in its early stages in 
the State of Hawaii. Using analytical methods to study the contributing factors of RwD 
crashes should result in more informed decisions for selecting the locations and types of 
safety projects.  
To the best of the writer’s knowledge, no study resulting in the development of a 
crash frequency1 model has been conducted in the State of Hawaii. The Highway Safety 
Manual (HSM) includes some crash frequency models (6); however, its use presents 
several challenges for Hawaii. First, the models in the HSM have been calibrated with other 
                                                 
1 Also known as Safety Performance Function (SPF) in Highway Safety Manual (HSM). A crash frequency 




states’ data and may not reflect the reality in the State of Hawaii. Most of those models are 
very coarse, with only a few explanatory variables such as Average Annual Daily Traffic 
(AADT) and length to predict the crashes; however, it is intuitively clear that many other 
factors may affect the frequency of crashes. Also, those models do not include other 
roadways characteristics, which makes it difficult to decide on any further safety 
improvements. Although the national Crash Modification Factor (CMF) clearinghouse 
repository can be used for this purpose, its applicability to Hawaii is unclear.  
Although the number of Hawaii’s RwD crashes that occur on Two-Lane Two-Way 
(TLTW) state roads represent only about 28 percent of all RwD crashes, approximately 40 
percent of all RwD crashes’ fatalities occurred on these roads despite their substantially 
lower exposure because of the lower traffic volumes they carry. Thus, RwD crashes in 
TLTW state roads represent an important subset of all RwD crashes worth studying to 
reduce the number of fatalities, injuries, and property damage in the state. There is currently 
a need to understand the factors that contribute to RwD crashes in Hawaii, to model their 
frequency and severity, and to identify the roadway characteristics that contribute to a 
higher number of RwD crashes. This research aims to provide additional insights toward 
understanding the contributing factors of RwD crashes on TLTW state roads by developing 
robust crash frequency models. These models are helpful to the identification of segments 
with a higher risk of RwD crashes. They may also be useful for decision-makers to select 
safety countermeasures with more insight to alleviate the RwD crashes.  
It worth mentioning that the scope of this dissertation is to model the frequency of 




the severity of crashes that entails other information such as socioeconomic characteristics, 
vehicle characteristics, and weather data. Also, the analyses are based on all the RwD 
crashes without regard for the severity. Generally, there are very few fatalities per year in 
Hawaii (see section 3.3 for more details), so the available data is not adequate for modeling 
the frequencies by severity type. The models are limited to TLTW state roads. Multilane 
highways and freeways are outside the scope of this study. 
1.2 Problem statement 
The extensive literature on crash frequency modeling is mostly focused on the 
statistical approaches used for estimation of model parameters, but very little is found in 
terms of the methods used to synthesize the data before developing a statistical model.  
However, regardless of the statistical estimation approach used, the estimated model 
parameters may be affected substantially by data generation processes such as selected road 
segment lengths or the type of attributes selected for modeling each segment that will be 
fully discussed in next sections. 
1.2.1 Roadway segmentation 
Typically, researchers employ two approaches to select the roadway segments used 
for developing statistical models. One approach involves splitting the roadways into fixed-
length roadway segments. Another approach consists of splitting roadways into 
homogeneous segments based on the values of a select group of variables such as lane 
width, shoulder width, and median type. This approach defines a new segment if any of 




While the use of homogeneous segments is theoretically appealing, the attributes 
defining homogeneity are usually selected for convenience rather than how they affect 
crash frequencies. For example, careful reviews of the Hawaii Department of 
Transportation (HDOT) video log (with a frame approximately every 0.004 mile) as well 
as of the data for roadway geometry and other assets collected by Light Detection and 
Ranging (LiDAR) equipment on TLTW state roads make it clear that even in supposedly 
“homogeneous segments” there are considerable variations of several of the roadway 
attributes not used for the segmentation. This is to be expected since the selection of a few 
variables used to split roadways into homogenous segments is somewhat arbitrary. 
Furthermore, because of the typically higher precision and higher data density produced 
with new technologies, the data are not entirely consistent with traditional roadway 
inventory databases or straight-line diagrams of the road. The changes may be related to 
roadway safety improvements (e.g., installation of a very short median in part of the roads) 
or roadway geometry improvements (e.g., widening of the shoulder). 
On the other hand, using all the possible roadway characteristics to develop nearly 
homogenous segments would result in too many tiny segments, particularly if the databases 
were collected with high precision equipment like LiDAR. This is problematic for 
modeling the frequency of crashes since the number of segments with no crashes is 
increased and the maximum number of observed crashes on each segment may be 
considerably limited, which defeats the goal of modeling counts. The third potential 
problem is that segments of differing length may be problematic if the hazard rate is not 




Moreover, some variables commonly used to define homogeneous segments such 
as lane width, the total number of lanes, and median type, are either not relevant for TLTW 
roadways or have little variation, and thus add little to a meaningful segmentation on this 
type of road. Of course, roads classified as TLTW roads may have short segments with 
two-way left turning lanes and with short medians, but for most of the network, these 
variables are not very useful for defining homogeneous segments. In addition, since the 
location of crashes as reported by the police are not usually exact, a homogenous 
segmentation approach that includes very tiny segments may be more prone to the 
assignment of crashes to the wrong segment. Likewise, if a variable such as a curvature 
were used to define homogeneous segments, the geolocation of a curve related crash may 
be identified right before or after the curve (although the crash may have indeed occurred 
on a straight segment, the adjacent curve may have been a major contributor). Thus, even 
if the frequencies for the small segments were generally acceptable for modeling purposes, 
these types of issues may obscure the actual causes of the crashes.  
On the other hand, little to no justification is usually given for the selection of a 
fixed-length for segments other than that the data is only available for a given fixed length. 
In fact, it is not easy to process the data pertaining to the roadway characteristics (e.g., 
traffic, geometry, and inventory databases) for different segment lengths especially when 
the database has many features with different types of variables (i.e., continuous variables 
and categorical variables), or the network size (the total length of roads) is considerable. 
Meanwhile, no study was found in the literature that investigates the sensitivity of 




explores this issue by generating scripts that automate1 the computation of the roadway 
characteristics for every given length. 
In general, selecting an appropriate fixed-length represents a trade-off between the 
extreme of making the sections too long to capture the effects of relevant roadway features 
without them being washed out by substantial averaging and the other extreme where the 
segments are so short that relevant characteristics of the roadway environment are not 
captured adequately. 
A possible advantage of studying the crashes using the fixed-length segmentation 
is its compatibility with the systemic analysis recommended by FHWA. In general, crashes 
are random events, and they fluctuate over time. FHWA published a report to promote the 
systemic analysis of crashes rather than the traditional black spots approach (7). In the 
systemic approach, the objective is to reduce the total number of crashes preferably using 
low-cost countermeasures. In this regard, using homogenous segments may produce results 
similar to the traditional black spot approach if the high crash locations in the datasets 
represent unusual conditions unlikely to be repeated. Therefore, using an appropriate 
segment length (with more repeatable frequencies for a given set of characteristics) may 
be more consistent with a systemic approach and low-cost safety improvements. Also, 
presenting the results in terms of segments with a fixed length may facilitate the economic 
evaluation of safety projects, especially for low-cost safety improvement countermeasures 
                                                 




such as edge line rumble strips, centerline rumble strips, pavement raised markers and 
chevron signs. 
1.2.2 Roadway direction 
The attributes selected for modeling crash frequencies on each segment are usually 
defined without regard of the direction of travel (i.e., it is assumed that the roadway 
characteristics are equal in both directions), and they are based on measurements strictly 
within the segment. However, it is possible that in some situations directional attributes 
may be important when the roadway characteristics (e.g., traffic, geometry, and inventory 
databases) have different values in each direction. Notably, it may play a crucial role in 
modeling the frequency of crashes on TLTW roads. For example, the shoulder width may 
differ widely from one direction to another. Likewise, for segments with steep grades, the 
effect of the grade could differ substantially for each direction of travel. Figure 1 shows 
two vehicles traveling in opposite directions on a grade. It is well known that because the 
component of the acceleration of gravity acts to accelerate vehicles traveling downgrade 
and decelerate vehicles traveling upgrade, maintaining the vehicle’s speed below a safe 
value on steep downgrades, particularly for heavy vehicles, is more challenging than on 
steep upgrades. Other examples where conditions may differ by direction are the total 
length of guardrails in each direction, shoulder width, shoulder type, rutting, and roughness 






Figure 1 A sketch illustrating the sign of grade for each direction of travel 
(longitudinal profile) 
In addition, for TLTW roads, a separate analysis by direction allows the assignment 
of a head-on crash to the direction of travel of the vehicle that according to the police report 
caused the crash. This helps in the development of more realistic and accurate models, as 
the crash is more likely to have been caused by attributes in that direction of travel. Figure 
2 highlights the importance of directional analysis on the assignment of crashes to 
segments. In both cases, the figure shows a roadway departure to the left side but in part a) 
the departure results in a head-on crash, while in part b) the car crosses the opposite lane 
and ends up colliding with a fixed object simply because no car was passing in the opposite 
direction. In this study, both crashes are assigned to the direction of travel of the vehicle 
causing the crash. 
Using recently collected roadway characteristics (e.g., traffic, geometry, etc.) in 










Figure 2 A sketch illustrating different types of RwD crashes to the left (plan view) 




1.2.3 The general geometric environment of the analysis segment  
To the best of the writer’s knowledge, crash frequency models have been developed 
based only on the attributes of the segment on which the crash occurred. This means that 
for each segment, only that segment’s attributes are considered as independent variables to 
predict the total number of crashes. However, intuitively, it may be expected that the 
general geometric environment of the roadway portion prior to where the segment is 
located could affect the frequency of crashes. As recognized in highway design practices 
(design consistency), the safety of the road may be affected not only by the mean and/or 
variance of a given attribute (e.g., curvature) within the segment but also by changes 
relative to the value on a longer portion of the road where the section is located. In fact, 
design consistency practices recognize this by trying to vary features gradually 
(equivalently, reducing the variability of some roadway features such as curvature). For 
instance, two curves with identical curvatures and lengths can have significantly different 
effects on RwD crash frequency if one is preceded by a straight roadway while the other is 
preceded by a winding alignment (Figure 3). Notice that consideration of the roadway 
environment prior to the study segment necessarily requires a directional analysis as 










Figure 3- A sketch illustrating the role of the general geometric environment 
a) curve on a winding road and b) curve on a straight road (plan view) 
The consideration of the mean and standard deviation of some features of the general 
geometric environment, such as curvature, relative to the mean and standard deviation of 
the same feature in the segment may be proxies for higher speed of vehicles on straight 
segments before the curve or longer drivers’ reaction time (drivers may not expect to face 
a curvy segment on a generally straight road). In this study, it is proposed to evaluate the 
effects of the geometric environment of a longer portion of the roadway on which the study 




1.3 Research objectives 
This research presents the development of crash frequency models with roadway 
related explanatory variables for TLTW state roads in Hawaii, and it identifies contributing 
factors to the frequency of RwD crashes. The primary objective of the dissertation is to 
explore the sensitivity of the estimated models to the factors discussed in the previous 
section, namely, a) the effects of segment length, b) the effects of roadway direction of 
travel, and c) the effects of features of the general geometric environment of a longer 
portion of the road where the study segment is located.  
1.4 Dissertation outline 
The next chapter of this dissertation, Chapter 2, presents a brief review of the 
literature on crash frequency modeling and the RwD crashes. Chapter 3 describes the 
different data sources followed by the steps required to prepare the data for modeling. It 
also presents the methodologies used to evaluate the effect of the data synthesis on crash 
frequency models. Lastly, it provides a detailed description of the explanatory variables 
used for modeling. Chapter 4 presents the model estimation results including their 
interpretations, evaluations, and comparisons. Finally, Chapter 5 presents the study 







CHAPTER 2: BACKGROUND 
2.1 Crash frequency models  
The total number of crashes observed on roadway segments is an example of count 
data, with only non-negative integer outcomes. A standard regression model is inadequate 
for modeling count data since it fails to limit its predictions to non-negative integers (i.e., 
predicting values that are non-integer and/or negative). Count data is properly modeled by 
Generalized Linear Models (GLM), such as Poisson and negative binomial regression 
models since they are suitable to predict the probability of observing rare events (e.g., a 
certain number of RwD crashes) very well. Some of the properties of GLMs are (8): 
• They do not assume a linear relationship between the dependent variable and the 
independent variables. 
• The dependent variable does not need to be normally distributed.  
• Errors need to be independent but not normally distributed. 
• Homoscedasticity is no longer assumed. 
Traffic crashes are complex phenomena since they are the results of interactions 
between humans, roadway characteristics, vehicles, and environmental conditions. There 
has been steady progress in developing new mathematical approaches to capture the 
complexity of crashes for many years (9). Different methodologies have been applied in 
crash frequency analyses such as Poisson(10), negative binomial (11), zero-inflated 
negative binomial (12), Conway-Maxwell Poisson (13), negative multinomial (14), and 




effects across the observations due to the unobserved time-varying environmental 
conditions as well as the heterogeneous reaction of drivers to the roadway features (15). 
Since it is not possible to collect all the required data to predict the likelihood of crashes 
on roads, various statistical approaches such as random parameter negative binomial (16) 
or mixed-effects negative binomial models (17) are introduced to consider the unobserved 
heterogeneity in crash data analysis (18).  
Lord and Mannering reviewed different methodological alternatives for modeling crash 
frequencies (19), including Poisson, Negative Binomial, and Zero-Inflated models (among 
others). These, together with mixed-effects models, are briefly summarized below. 
2.1.1 Poisson regression 
Poisson regression has been used as an alternative to model the total number of 
RwD crashes on roadway segments. In a Poisson regression model, 𝑃(𝑛𝑖) the probability 






𝜆𝑖 = 𝑒𝑥𝑝⁡(𝜷𝒙𝐢) (2) 
𝑃(𝑛𝑖): probability of n crashes occurring on segment 𝑖 
𝜆𝑖: expected crash frequency for segment 𝑖 
𝒙𝑖: vector of explanatory variables for segment 𝑖 (the i
th row of the design matrix 𝑿) 




2.1.2 Negative binomial regression 
A significant limitation of Poisson regression is related to its use of the Poisson 
distribution, which requires that the mean of the count data be equal to its variance. If the 
variance is larger than the mean, the data is over-dispersed. For such data, a negative 
binomial model is more appropriate (20). As in Poisson regression, in negative binomial 
regression, the expected crash frequency for segment 𝑖 is modeled as a function of 
explanatory variables collected in a vector 𝒙𝑖 such that: 
𝜆𝑖 = 𝑒𝑥𝑝⁡(𝜷𝒙𝑖 + 𝜀𝑖) (3) 
where 𝜀𝑖 is the error term for segment 𝑖. It is commonly assumed that exp⁡(𝜀𝑖)⁡ is Gamma 
distributed with a mean of one and a variance of 𝛼. The addition of the error term 𝜀𝑖 allows 
the variance of 𝑛𝑖 to differ from the mean: 
𝑉𝐴𝑅[𝑛𝑖] = 𝐸[𝑛𝑖][1 + 𝛼𝐸[𝑛𝑖]] (4) 
The negative binomial distribution for predicting the probability of observing a crash 





















Where 𝛤(.) is the Gamma function and 𝛼 is the overdispersion parameter. The vector of 




explains that 𝜀𝑖, the error term in negative binomial regression, can be considered as a 
random-effect term to model the individual heterogeneity (21). 
2.1.3 Zero-inflated negative binomial regression 
The zero-inflated negative binomial model addresses the problem of having a high 
fraction of zeros in the response variable. Observation of zero events during the observation 
period can result from two separate representations, one set of observations that are 
necessarily zeroes and another set with a small probability of observing zeros. In terms of 
crash data analysis (20), these representations imply that either the segment is absolutely 
safe and the probability of crash occurrence is zero, or that the failure to observe any 
crashes in the period of study comes from the representation with a low probability of 
observing a zero crash. Following the notation by Winkelman (21), zero-inflated models 
combine a binary variable 𝐶𝑖 with a standard count variable 𝑛𝑖






If the probability that 𝐶𝑖 = 1 (stating the segment is absolutely safe) is denoted by 𝑤𝑖, the 
probability function of 𝑛𝑖 is: 
𝑃(𝑛𝑖) = 𝑤𝑖𝑑𝑖 + (1 − 𝑤𝑖)𝑔(𝑛𝑖) (7) 
where 𝑑𝑖 = 1 −min⁡{𝑛𝑖 , 1} and 𝑔(𝑛𝑖) is a count data probability function like Poisson or 
a negative binomial probability function (21). Usually, a binary logit model is used to 




inflated negative binomial probability density function can be expressed as a combination 
of the two processes as below: 








⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡⁡⁡𝑛𝑖 = 0 
(8) 






























⁡⁡⁡⁡⁡𝑖𝑓⁡𝑛𝑖 = 1,2,3, … (9) 
Lord et al. provide further notes on the detailed application of this model for safety data 
analysis (22) (23). 
2.1.4 Generalized linear mixed-effects model- negative binomial 
The negative binomial formulation considers a constant estimated coefficient for 
each explanatory variable across all the observations. However, it is widely accepted that 
there are many threads of unobserved heterogeneity in crash data analysis that may change 
the effect of explanatory variables for different observations (18). Therefore, to account for 
the unobserved heterogeneity in crash data analysis, it is proposed to add a random term 
(i.e., a random effect) to the parameter of each explanatory⁡variable 𝑙 as follows: 
𝛽𝑖𝑙 = 𝛽𝑙 + 𝜑𝑖𝑙 (10) 
where 𝛽𝑖𝑙 is the parameter on the 𝑙
th explanatory variable for observation 𝑖, 𝛽𝑙 is the mean 




is a randomly distributed scalar term that captures unobserved heterogeneity across the 
observations (i.e., random effects), and its distribution can be assumed by the analyst (e.g., 
normal, lognormal or uniform distribution). Basically, if the variance of the chosen 
distribution is not significantly different from zero, only the fixed parameter would remain 
in the model. Therefore, the model embraces both the fixed effects and the random effects, 
and the likelihood function can be written as: 
𝐿 = ∏ ⁡∫ 𝑃(𝑛𝑖|𝜑𝑖)𝜑𝑖∀𝑖
𝑔(𝜑𝑖)𝑑𝜑𝑖⁡  (11) 
where the 𝑔(𝜑𝑖) is the probability density function of 𝜑𝑖. Since the required numerical 
calculation of this likelihood function is cumbersome, a simulated likelihood approach (24) 
(using Halton sequences to limit the required number of draws) is utilized to estimate the 
parameters in the literature (16) (25) (26). 
The above approach is called random parameter negative binomial regression 
model in the crash frequency modeling literature (16) (27) (26), which is equivalent to what 
is known as Generalized Linear Mixed Effects Model-Negative binomial (GLMM-NB) in 
the terminology commonly used in statistics (28) (17) (29). Generally, a mixed-model 
contains both fixed effects and random effects. Fixed effects are parameters which can be 
associated to the entire population explaining the behavior of the population means, but 
random effects are associated with individual sections which are drawn at random from an 
entire population (28). GLMM-NB can be a suitable extension to model RwD crashes. The 
GLMM-NB develops a general model by including fix-effects describing the average 




a design matrix 𝑿, as well as random-effects related to explanatory variables for each 
segment collected on a matrix 𝒁 used to consider the unobserved heterogeneity effects 
across the observation. A generalized linear mixed effects model (using crash data analysis 
terminology) is: 
λ𝑖 = 𝒙𝑖 × 𝜷 + 𝒛𝑖 ×𝝋𝒊 + 𝜀𝑖 (12) 
𝒙𝒊 × 𝜷 is the fixed effects term, and 𝒛𝒊 × 𝝋𝑖 is the random effects term,  
λ𝑖⁡is the mean number of crashes for section 𝑖, 
𝒙𝒊 is a (1 ×p) row vector consisting of the i
th row of the design matrix 𝑿 collecting the 
information of the values of the explanatory variables for section i, 
𝜷 is a (p×1) column vector of the fixed-effects regression coefficients, 
𝐳𝑖 is a (1×q) row vector collecting the information related to random effects for section i 
(the ith row of matrix 𝒁), 
𝝋𝑖 is a (q×1) vector of random effects for segment i, 
𝜀𝑖⁡is the error term for section i, 
p is the number of explanatory variables in 𝑿 
q is the number of explanatory variables in Z. 
Similarly, the mixed-effects model (Equation 12), can be extended with grouped 
data to model the response variable as a function of explanatory variables by considering 
the correlation between observations in each group and the variation between groups that 
might affect the response variables (28). This separation of the two sources of variation 
results in consistent and efficient variance standard errors and in turn, in more reliable 




researchers cannot control what constitutes a group. Nevertheless, it may be possible to 
group sections into sets with similar values of explanatory variables.  
To sum up, although there has been a steady advancement in crash frequency 
modeling, the ability of these models is limited by the available databases used to estimate 
their parameters (19). Moreover, no general rule establishes the superiority of one 
methodological approach over another for crash data analysis (9). 
2.2 Rate models 
The total number of observed RwD crashes on a roadway segment depends on the 
length of the segment, AADT, and the study period (i.e., the total number of years). The 
dependent variable depends on the size of variables that determine the number of 
opportunities for the event (i.e., RwD crashes) to occur (17). Following the notation in 
Faraway(17), it is possible to relate the Poisson model with a log link back to a linear model 
for the ratio response. Therefore, Equation 2 can be rearranged for segment 𝑖 as follows: 
log⁡(
𝜆⁡𝑖 ⁡
𝑁𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑦𝑒𝑎𝑟𝑠𝑖 × 𝐿𝑒𝑛𝑔𝑡ℎ⁡𝑖 × 𝐴𝐴𝐷𝑇𝑖
) = 𝜷𝒙𝑖 (13) 
𝑙𝑜𝑔(𝜆⁡𝑖⁡) = 𝑙𝑜𝑔(𝑁𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑦𝑒𝑎𝑟𝑠𝑖) + 𝑙𝑜𝑔(𝐿𝑒𝑛𝑔𝑡ℎ⁡𝑖) + 𝑙𝑜𝑔(𝐴𝐴𝐷𝑇𝑖) + 𝜷𝒙𝑖 (14) 
Therefore, the general formulation of a rate model for Poisson regression is: 
𝜆𝑖 = 𝑒





𝛽0 = 𝐼𝑛𝑡𝑒𝑐𝑒𝑝𝑡 + 𝑙𝑜𝑔(𝐿𝑒𝑛𝑔𝑡ℎ) + 𝑙𝑜𝑔(𝑌𝑒𝑎𝑟𝑠) + 𝑙𝑜𝑔(𝐴𝐴𝐷𝑇) (16) 
 Rate models are easily implementable in R (30), the software used for model 
estimation in this study, with the help of the offset command. This command forces the 
model to assume a fixed coefficient equal to one for variables specified in offset commands 
(as required by Equation 16 for the logarithms of the three variables 𝐿𝑒𝑛𝑔𝑡ℎ, 𝑌𝑒𝑎𝑟𝑠, and 
𝐴𝐴𝐷𝑇). Modeling the frequency of RwD crashes as a rate model enables the comparison 
of estimated parameters of separately developed models with different segment length. It 
also facilitates the comparison of the effect of explanatory variables on the safety of the 
roads with widely different traffic levels. Furthermore, it permits the estimation of models 
with a different number of years of data available for different segments. This is not the 
case in the database used in this study since the same number of years is available for each 
segment, but it would be if the data is further segmented based on some safety treatments 
such as the use of centerline rumble strips. For many segments, the ten years of available 
data would need to be split in a before and after treatment; thus, the same segment would 
appear twice in the dataset, once without the treatment and once with the treatment with 
fewer than ten years for each.  
 It is important to emphasize that although the model estimates the parameters using 





2.3 RwD crashes 
As mentioned earlier, the synthesis of the data is an essential step in developing 
crash frequency models. In fact, it is hypothesized that it may have a substantial effect on 
the results and lead to poor inferences if careful attention is not paid to its details. For 
instance, a review of the roadway segmentation used in previous studies indicates that the 
two conventional approaches to split the roads into smaller analysis segments are used 
without justifying the effect on the results. For instance, Peng et al. investigated the 
relationship between single vehicle run off the road crashes and the geometric 
characteristics of rural two-lane roads by using a negative binomial model (31). In that 
study, only five independent variables were used to model the frequency of run off the road 
crashes. The author did not explain how the 245.3 miles of roads are divided into 501 
roadway segments, while the segment length varied from 0.1 to 11.1 miles. Anastasopoulos 
et al. (16) studied factors affecting rural interstate crashes in Indiana by defining 322 
homogenous segments based on shoulder characteristics, pavement type, median 
characteristics, number of lanes, and speed limit. The segment length in this study varied 
from 0.1 to 11.53 miles. The authors did not justify why only those variables were selected, 
and how the homogeneity of a long segment could be warranted if only those attributes 
remained constant (e.g., what if the curvature or grade changes considerably along a long 
segment). 
Similar issues are observed in studies that employed the fixed length approach. Lee 
and Mannering (12) employed zero-inflated negative binomial to study the frequency of 




road in the state of Washington. They did not explain why they chose a 0.5-mile segment 
length. In general, no information was found in the literature investigating the effect of 
segment length, as a part of the data preparation process, on the estimation of the RwD 
crash frequency models and their contributing factors. Similarly, no information was found 
in the literature considering the effect of the direction of travel on TLTW roads, or the 
general geometric environment of the analysis segment on the frequency of RwD crashes. 
Generally, few research studies on crashes have been conducted in the State of 
Hawaii so far. They focused mostly on the role of land use and spatial distribution of 
sociodemographic characteristics on all types of crashes rather than developing a statistical 
model to predict crashes based on the roadway characteristics (e.g., traffic, geometry, and 
inventory databases). For instance, Kim et al. investigated the interplay between 
demographic, land use, roadway accessibility variables and types of crashes in Oahu (32). 
Meanwhile, other methodologies have been employed for studying RwD crashes in 
Hawaii. Hashemi and Archilla (33) analyzed RwD crashes using Bayesian analysis to 
investigate the most prevalent versus the most probable circumstances of RwD crashes. 
Also, they explored the application of the Classification an Regression Trees (CART) as 
an exploratory analysis tool to identify the RwD crashes’ contributing factors on the Island 
of Oahu in Hawaii (34). Hence, these studies are limited in a sense that none of them opted 
to reveal the quantitative relationship between the frequency of crashes and their 
contributing factors based on a robust statistical model that provides enough insights for 




Therefore, the primary intent of this dissertation is to provide insight into the factors 
that affect the frequency of RwD crashes on TLTW state roads in Hawaii. To do so, the 
effect of segment length, the directional analysis and the general geometric environment 
of the analysis segment are explored to fill the gap in the literature. The results of this 
analysis highlight the necessity of careful data synthesis process before developing a 
model. Also, different statistical methodologies are explored and compared in terms of 
their statistics (e.g., log-likelihood, AIC, and BIC), the goodness of fit (as measured by an 
observed vs. predicted graphs), and other practical considerations. As discussed later, all 
models provide relatively good representations of the data which makes the tradeoff 
between model assumptions and relative ease of use difficult. 
The next section of this research fully explains the methodology. It describes the 
data sources for this study followed by the key steps required for the data preparation and 





CHAPTER 3: DATA DESCRIPTION & METHODOLOGY 
This dissertation investigates the frequency of RwD crashes using ten years of crash 
data from the State of Hawaii, together with detailed roadway characteristics (e.g., traffic, 
geometry, etc.). This section describes the different data sources and explains the required 
steps for data preparation. Then, it explains the approaches used to process the data to 
accomplish the objectives of this dissertation. Finally, it provides some descriptions of 
explanatory variables. 
3.1 Data sources 
This research uses data from different sources to conduct the analysis. A brief 
explanation of each source is provided in the following sections. 
3.1.1 Motor vehicle accident reports 
The State of Hawaii motor vehicle accident reports for ten consecutive years (2005-
2014) were obtained from HDOT’s highway division traffic branch. This database was 
used to extract the RwD crashes on the islands of Hawaii (Hawaii, Oahu, Maui, and Kauai).  
The motor vehicle accident reports include information at three levels: crash level, 
vehicle level, and passenger level. In contrast to crash severity models1 that can use the 
                                                 
1 Crash severity models predict the probability that corresponds to each level of severity based on the 
attributes of driver, passengers, vehicles, and the other general circumstances of crashes that are available in 




above information at a disaggregate level (i.e., for each crash), crash frequency models 
cannot fully use such information since the unit of analysis is the roadway segment. 
3.1.2 Roadway characteristics 
Roadway characteristics were obtained from HDOT’s highway division planning 
branch. Different features are stored in separate datasets by HDOT. So, an important 
challenge was to combine the data from different datasets into a single comprehensive 
dataset for analysis and then to find the proper value for each segment to study the 
frequency of RwD crashes. The available data were reviewed several times to ensure all 
explanatory variables (e.g., AADT, curvature, grade, lane width, lane type, IRI, and 
shoulder width) that may reasonably affect the frequency of the RwD crashes are included 
in the model to reduce the unobserved heterogeneity (18). 
3.1.3 GIS data 
The GIS shapefile of the state roads was obtained from HDOT’s highway division 
planning branch. In addition, other shapefiles such as coastline were obtained from the 
State of Hawaii Office of Planning website (35). 
3.1.4 Video log data 
The video log data of the TLTW state roads on Hawaii, Oahu, Maui, Kauai, and 





3.2 Data preparation 
3.2.1 Roads selection 
The selected roads are all the TLTW state roads in the State of Hawaii. The TLTW 
roads were extracted based on a dataset that includes the state road characteristics such as 
the total number of lanes in each direction. In addition, the GIS shapefile of the state roads 
was used to identify their geographic locations within the islands. The portion of the state 
highway network selected for the study covers more than 600 centerline miles (more than 
1200 lane-miles), which is slightly less than half of the state highway network. The selected 
state roads include approximately 325.8 centerline miles in the island of Hawaii (state roads 
11, 19, 130, 190, 200, 240, 250, and 270), 76.2 centerline miles in Oahu (state roads 72, 
83, 93, 99, 750, and 930), 115.6 centerline miles in Maui (state roads 30, 36, 37, 360, 377, 
and 378), and 82.4 centerline miles in  Kauai (state roads 50, 56, 550, 560, and 580). 
 Table 1 presents more details of the selected roads including the road number, the 
beginning mile point (BMP), the ending mile point (EMP), and the name of the island. It 
worth mentioning that on roads 19 and 30 there are segments in between the selected 
segments that are not TLTW roads. Therefore, those segments are excluded from the 
analysis. 
Figures 4 through 7 show GIS maps of the selected TLTW state roads on each 
island. The state roads are depicted with their road number. These figures demonstrate that 










11 8.39 109 100.61 Hawaii 
19 8.79 52 43.21 Hawaii 
19 58 86.51 28.51 Hawaii 
130 4.01 21.63 17.62 Hawaii 
190 0.1 36.88 36.78 Hawaii 
200 0 43.22 43.22 Hawaii 
240 0 9.59 9.59 Hawaii 
250 0 19.27 19.27 Hawaii 
270 0 27 27 Hawaii 
72 2.08 13.23 11.15 Oahu 
83 0 39.5 39.5 Oahu 
93 12.71 19.52 6.81 Oahu 
99 0 6.52 6.52 Oahu 
750 0.84 7.21 6.37 Oahu 
930 0 5.93 5.93 Oahu 
30 0 4.59 4.59 Maui 
30 6.68 19.58 12.9 Maui 
30 26.09 41.61 15.52 Maui 
36 3.301 16.21 12.909 Maui 
360 0 34.82 34.82 Maui 
37 5.63 21.34 15.71 Maui 
377 0 9.13 9.13 Maui 
378 0 10.09 10.09 Maui 
50 1.974 32.91 30.936 Kauai 
56 7.384 28.11 20.726 Kauai 
550 0 14.07 14.07 Kauai 
560 0 10 10 Kauai 





Figure 4 Two-lane two-way state roads on the island of Hawaii 
 





Figure 6 Two-lane two-way state roads on Maui 
 




3.2.2 Extracting the RwD crashes 
The RwD crashes were extracted using the FHWA definition: a non-intersection 
crash in which a vehicle crosses an edge line, a centerline, or otherwise leaves the traveled 
way (1). After a detailed examination of the motor vehicle crash reports (Appendix 6.1 
presents the State of Hawaii motor vehicle accident report form), a list of first harmful 
events identifying whether a crash is a RwD was selected. This task was completed with 
guidance from HDOT’s highway division traffic branch personnel. Table 2 presents a list 
of first harmful events that are considered as resulting in RwD crashes. It also shows the 
first harmful events differentiating whether a crash is a RwD to the right side or to the left 
side of the road. Afterward, to maintain the compatibility with the FHWA RwD crashes 
definition, the locations of all crashes are filtered to the non-intersection crashes, and the 
first harmful event of crashes are filtered to the list provided in Table 2. 
3.2.3 Crash geolocation 
Since the crash data for years 2005 to 2011 were not geolocated, a substantial initial 
effort of this study was spent in the geolocation of crashes (i.e., identifying the location of 
a crash with a unique latitude and longitude). These locations were then converted to the 
actual mile point on the roads, and then the direction of travel for all the crashes (2005-
2014) was identified manually before proceeding to statistical data analysis. These time-
consuming processes were completed with software such as Google Earth, Google Maps 
and Arc-GIS. Table 3 presents an example of the location information reported by the 




Table 2 A list of first harmful events resulting in RwD crashes 
Type of Collision RwD to the right-side RwD to the left-side 
 
Non-Collision 
02 Overturn/Rollover Off Roadway 
03 Submersion 









21 Guardrail Face, 22 Guardrail End, 23 Culvert, 
24 Ditch, 26 Bridge Pier or Support, 
27 Bridge Rail, 28 Building, 29 Tunnel, 30 Curb, 
31 Embankment /Retaining Wall, 32 Fence, 
33 Utility Pole/Light Support, 
34 Traffic Signal/Sign Post, 
35 Other Post/Pole/Support, 
36 Impact Attenuator/Crash Cushion, 
37 Concrete Traffic Barrier, 
38 Other Traffic Barrier, 39 Tree (Standing), 









Bicycle or Moped 
71 Riding in Bikeway 












Opposite, 85 Angle 
Opposite Direction 
Collision with MV 
- Other 
 
102 Parked MV 
- 
 
Table 3 An example of a crash location in police crash report 
Name of the Road Road No. 
KAMEHAMEHA HWY 83 
Distance and Direction Refer Road (Intersection, Etc.) 
213 ft., North WAIAHOLE VALLEY RD 
 
RwD crashes were geolocated following these steps: 
1. Finding the intersection of the “Name of the Road” and the “Refer Road” (reference 
road), fields in Table 3, on the map.  
2. Finding the crash location on the main road using the specified distance and 




3. Using the direction before the crash of the first car in the report (a number from 1 
to 8 representing N, NE, E, SE, S, SW, W, and NW) to determine the direction in 
which the crash occurred. 
4. Double-checking the result with the diagram of a crash drew by a police officer for 
some unclear cases. 
For the geolocation process, the WGS 84 geodetic datum was used to show the specific 
latitude and longitude for the crashes. These locations were imported into Arc-GIS. To 
properly show the location of the crashes relative to the road network represented in a 
shapefile of state roads acquired from HDOT, the data were projected into the CS North 
American 1983 HARN system. Finally, the actual GIS locations of the crashes were 
converted to the road mile point (distance from the zero-mile point along the alignment). 
3.3 Data synthesis process 
This research aims to develop statistical models that predict RwD crashes on 
roadway segments. Therefore, the total number of RwD crashes on each segment is the 
dependent variable, and roadway characteristics (e.g., traffic, roadway geometrics) are the 
independent variables. The independent variables include both continuous and indicator 
variables (i.e., dummy variables). Hence, all the collected geometry and inventory 




A total number of 4,604 RwD crashes were observed on TLTW state road during 
the study period (i.e., 2005-2014) in Hawaii1. Figure 8 presents the distribution of RwD 
crashes based on their severity according to Hawaii’s police crash reports. The severity of 
each crash is assigned based on the most severe injury in each crash. The possible severity 
levels are fatal, incapacitating injury, non-incapacitating injury, possible injury2, and 
none3. Figure 8 shows that the total number of RwD crashes with severe injuries (fatal and 
incapacitating injuries) are very limited. Therefore, all the RwD crashes without regards 
for the severity are used to develop the crash frequency models. Meanwhile, developing a 
comprehensive dataset including the total number of RwD crashes and the roadway 
characteristics was a challenge, especially since the roadway characteristics data were 





                                                 
1 The state of Hawaii has 1.42 million population (based on census estimates for 2018, Source: 
www.wikipedia.org), and it ranked 41th between 50 states in US. 
2 According to FHWA, “A possible injury is any injury reported or claimed which is not a fatal injury, 
incapacitating injury or non-incapacitating injury. Inclusions: Momentary unconsciousness, claim of injuries 
not evident, limping, complaint of pain, nausea, hysteria” (43). 





Figure 8 A histogram illustrating the distribution of RwD crashes by their severity 
3.3.1 Segment length 
In crash frequency modeling, each segment corresponds to a data point that is used 
to estimate the parameters of a generalized linear regression model. Therefore, each 
segment should be as homogenous as possible for two primary reasons. First, the locations 
of crashes are assumed anywhere along the length of the segment. Second, crashes are 
predicted based on a set of attributes whose values are considered representative for each 
segment. Hence, the analysis is under the influence of roadway segmentation that is defined 
by the analyst. Selecting a specific type of road may contribute to maintaining the 
homogeneity of segments. In this research, this already has been done by limiting the 
selected roads to TLTW state roads in the State of Hawaii. However, shorter segments tend 




is to keep the segment’s length short. Here some guidance is provided to keep the segments 
relatively homogeneous with the selection of an adequate segment length. 
It is believed that selecting an appropriate segment length is important because if 
the length is too short, then most segments would have zero or just one crash, thus defeating 
the purpose of crash frequency modeling. Also, with segments that are too short, it may be 
difficult to capture the effects of some contributing factors unless general road environment 
characteristics are explicitly included in the dataset. An excellent example of this is a crash 
caused by a driver who started to lose control of the vehicle on a sharp curve but who 
crashed on an adjacent tangent. In this study, it is hoped to solve this issue either with the 
selection of the segment length and/or with the consideration of the geometric environment 
of the road where the section is located.  
On the other hand, it is also envisioned that a limit for segment length is needed to 
reduce the information loss caused by aggregating the data over an extended length of road 
(e.g., a segment with a sharp curve in a middle of a long straight segment would have a 
small average curvature, so the effect of curvature may not be captured accurately).  
Crash frequency histograms derived from different segment lengths expose the 
effect of segment length on the distribution of crashes. Generally, longer segment lengths 
yield relatively flat histograms while shorter segment lengths generate histograms mostly 
with zero and one frequencies. Starting from shorter to longer segment lengths, the mode 
of histograms changes from zero to larger values. The percentage of segments with a 




Generally, the histograms become flatter as the number of segments with zeros crashes 
decreases and the number of segments with a higher number of crashes increases. 
On the other hand, the goal is to maintain the homogeneity of the segment by 
keeping them short. In this regard, it might be possible to suggest a maximum segment 
length that is commensurate with the type of roads and their attributes including the 
geometric features. The rationale is that shorter segments would result in too many 
segments with no crashes (too many zeros), while excessively averaging of roadway 
characteristics would be obtained with longer segment lengths. 
Therefore, separate crash frequency models are estimated using different fixed-
length (e.g., 0.1-, 0.2-, 0.3-, 0.5-, 1.0-, and 2.0-mile segment lengths) to evaluate the effect 
of segment length on the estimation of crash frequency models. 
For each segment length, a new set of segments was generated before proceeding 
to the modeling. For example, for a 0.1-mile segment length, a 100-mile road would be 
divided into 1000 segments. For a 0.2-mile segment length, the same road would result in 
500 segments. For each segment length, the total number of crashes on each segment was 
calculated. Necessarily, the summation of the total number of crashes in both cases (i.e., 
the summation of 1000 values versus 500 values) should be equal. Table 4 presents an 





Table 4  An example of different roadway segmentations  
a) 0.1-mile segmentation 
Segment number BMP EMP Crashes 
1 0 0.1 1 
2 0.1 0.2 2 
3 0.2 0.3 0 













997 99.6 99.7 0 
998 99.7 99.8 2 
999 99.8 99.9 3 
1000 99.9 100 2 
Total number of Crashes 150 
b) 0.2-mile segmentation 
Segment number BMP EMP Crashes 
1 0 0.2 3 













499 99.6 99.8 2 
500 99.8 100 5 




Considering a reasonable relationship between the dependent variable (frequency 
of the RwD crashes) and independent variables (e.g., geometric features) is of most interest 
in this study since it is believed it can affect the explanatory power of some variables in 
the estimated models. The independent variables, however, should be compatible with the 
unit of analysis. Therefore, for each segment length, weighted averages are used to 
calculate the values of explanatory variables to capture the effect of the segment length on 
the frequency of RwD crashes. 
Moreover, for some independent variables such as curvature, not only its mean but 
also its standard deviation is considered. The reason is illustrated in Figure 9, which shows 
two segments with the same mean of curvature, but with different standard deviations. The 
first segment is composed of several gentler curves whereas the latter is composed of 
basically two straight segments with a sharp curve in between. With all else equal, it is still 
reasonable to expect different crash frequencies in the two segments even though the 
average curvature is the same. Therefore, a weighted standard deviation is calculated to 
capture this feature. 
Although variables such as curvature and grade are continuous, on a given segment 
they have only a finite number of values (and even when that is not the case, such as when 
grades are changing continuously on vertical curves or when there are horizontal curves 
with transitions, the data sets will contain only a finite number of different values). 
Therefore, the following equations, which are simple applications of the definitions of the 
mean and standard deviation of a discrete variable taking 𝑛 different values, were used to 




variables (i.e., on a given segment, the continuous variable is discretized by taking on only 







Figure 9. A sketch illustrating the importance of considering the standard deviations 
a) segment with a lower standard deviation of absolute average curvature, and b) same 













• Weighted standard deviation 
𝜎𝑥 = √







Where, 𝑤𝑖 is the weight of 𝑖th sub-segment (equivalent to the length of sub-segment), and 
𝑥𝑖 is the value of an explanatory variable for 𝑖th sub-segment. Weighted averages were 
calculated for all continuous explanatory variables. In addition, weighted standard 
deviations were calculated for the degree of curvature, grade, and IRI.  
 Some of the roadway features (e.g., guardrails) are not installed continuously all 
along the roads. Therefore, to better reflect the role of explanatory variables in the model, 
wherever it is applicable, another set of explanatory variables were computed for the 
different segment lengths. For example, in the case of guardrails, the proportion of the total 
length of sections with guardrails in each segment was calculated to reflect its role on the 
frequency of RwD crashes. 
In cases in which the independent variables were categorical with many classes, an 
attempt was made to use a dummy variable to facilitate the modeling and the interpretation 
of the results. Consequently, it was decided to define a variable that explains the role of 




dummy variable was defined as a shoulder type indicator that equals one if the shoulder 
type is asphalt concrete and zero otherwise. 
3.3.2 The direction of the crash 
As mentioned earlier in the introductory chapter, the direction of crashes may play 
an important role in parameter estimation of RwD crash frequency models. Hence, the 
direction of all RwD crashes was extracted using the information in the motor vehicle crash 
reports. Finding the direction of RwD to the right side was straightforward, mainly because 
they were mostly single-vehicle crashes. However, identifying the directions of RwD 
crashes to the left were a little more challenging for multi-vehicle crashes such as the head-
on collisions. The direction of head-on crashes was assigned based on the direction of travel 
of the vehicles causing the crashes according to the police reports. Head-on collisions were 
seen here as simply a particular case of a RwD crash to the left side of the road with the 
unfortunate outcome of hitting another vehicle in the opposite direction. 
RwD crashes were assigned to the segments based on the direction of travel.  The 
geometric variables and assets data were calculated separately for each direction. 
Therefore, the proposed model can identify the relationship between the total number of 
RwD crashes in each direction and the geometric variables for that direction (not the 
average of both directions).  Moreover, the model can consider the role of an explanatory 




3.3.3 The general geometric environment of the roadway 
The potential importance of the general geometric environment of the roadway 
where the section is located was discussed earlier. In order to explore its effects in the 
model estimation, a new set of variables (for simplicity called environmental variables) 
were added to the explanatory variables assuming that including additional roadway 
information from a certain distance upstream of each section may provide some 
explanatory power for modeling crashes. Therefore, the weighted average and the weighted 
standard deviation of curvature, grade, and IRI for 1.2-mile (~ 2.0 km) upstream of each 
segment were calculated and included in the models as environmental variables. As 
indicated before, design consistency principles indicate, for example, not only how the 
curvature on the analysis segment may be relevant but also how that curvature compares 
with the overall curvature of the preceding roadway environment. Also, in addition to the 
mean values, their standard deviations may be relevant as well. Therefore, the role of the 
general geometric environment of the roadway is indicated by adding them to the models. 
3.4 Description of explanatory variables 
While the definitions of some of the explanatory variables are straightforward, (e.g., 
lane width, shoulder width, pavement type, and shoulder type), this section explains the 
definitions of some other explanatory variables that are used in this research. 
3.4.1 Annual Average Daily Traffic (AADT) 
As mentioned earlier in section 2.2, AADT is a measure of exposure (i.e., a roadway 




the model by estimating the parameters as a rate model. However, in crash frequency rate 
analysis, it is still possible to include the AADT as an explanatory variable into the model 
to capture the effect that AADT may have on that rate. Therefore, in addition to including 
AADT with an offset (to model the rate), AADT is also included as an explanatory variable 
into the models. A priori, one would expect that the rate of RwD crashes would tend to 
decrease with AADT, as the higher traffic interactions tend to make drivers more attentive, 
all else equal. Since the models were developed with 10 years of data, the average over 
those ten years was used as the AADT for the segment. 
3.4.2 The proportion of single and combination trucks in the stream 
This variable is calculated by adding the proportions of single and combination 
trucks in the traffic stream. This variable reflects the role of heavy vehicles on the 
frequency of RwD crashes.  
3.4.3 Mean friction demand 
Pavement friction supply can be a crucial factor affecting the rate of RwD crashes 
as a paved road with a higher value of friction may help drivers to control their vehicles 
better while maneuvering on curves. However, friction supply cannot be used in this study 
as friction is not collected for Hawaii’s state roads. Still, it was desirable to consider some 
measure related to friction. Thus, instead of the friction supply, which as indicated above 
is not currently measured, friction demand on each segment was considered. 
This was motivated in part because it is relatively easy to calculate as a function of speed 




variable is not usually very informative and result in counterintuitive results. For example, 
a study (36) found that the speed limit is negatively associated with the crash frequency. It 
was mentioned that a possible reason for this finding is that the lower speed limits are 
generally assigned to road segments with poor safety conditions. However, this 
interpretation is problematic as like in any regression model, the interpretation should be 
that all else equal, a road with a higher speed limit leads to lower crash rates, which is 
nonsensical. The problem lies in that speed is typically an endogenous variable that is 
affected by the same factors that affect the crash rates. Thus, it is likely correlated with the 
error term, which is a severe violation of the regression assumptions that may lead to biased 
parameter estimates (even changing its sign, as it is apparently the case with speed). 
Side friction demand combines and incorporates the complex interaction between 
the radius of curvature, cross slope, and speed based on the horizontal curve equation from 
curvilinear motion. Therefore, side friction demand is included as an explanatory variable 
into the model to capture in part the effect of speed on RwD crashes. Equation 19 presents 
the relationship between these elements for a vehicle riding on a horizontal curve: 
𝑉2
15𝑅
= 𝑓𝑠 + 𝑒 (19) 
Where V is the speed (mi/hr) (the average speed on the segment of the distress data 
collection van was used as an indicator of the speed of traffic on each segment), R is the 
radius of curvature (ft), 𝑒 is the cross slope, and 𝑓𝑠 is the side friction demand. 







− 𝑒 (20) 
Intuitively, it is expected that all else equal, higher friction demands would result in higher 
crash frequency rates.  
3.4.4 Curvature 
In the original database, curves to the right and curves to the left are distinguished 
with positive and negative signs. In this study, the curvature is calculated by taking the 
weighted average of the absolute value of curvature (i.e., ignoring the direction of curves). 
Also, to better reflect the changes in the directions of curves, using the actual values of 
curvatures in the database, the weighted standard deviation of the curvature is calculated 
for each segment. 
3.4.5 Grade 
A positive grade indicates that vehicles travel uphill in the segment whereas a 
negative grade indicates that they travel downhill. Using the directional analysis, this 
research employs the actual values of grades to express the differences between positive 
and negative grades on RwD crashes. Also, a weighted standard deviation of the grade is 
included in the model to identify the effect of consecutive changes in a sign of grade in a 
segment. It is assumed that uneven roads are associated with lower quality of riding and 




3.4.6 The International Roughness Index (IRI) 
IRI (inches/mile) is an index computed from the cumulative elevation changes over 
a distance, as determined from a longitudinal road 1 (37). It is an expression of irregularities 
in the pavement surface that adversely affect the ride quality of a vehicle. The a priori 
expectation is that a higher number of RwD crashes may occur on a segment with higher 
irregularities. 
3.4.7 Painted median  
As mentioned earlier, this research focuses on the frequency of RwD crashes on 
TLTW state roads. These roads are mostly undivided with no medians or physical barriers. 
However, the data show the existence of short segments with painted medians (usually to 
accommodate left-turning lanes/bays). These painted medians are supposed to provide 
better separation between traffic directions and accordingly, to reduce the frequency of 
RwD crashes. In this regard, two variables are included in the model: the width of the 
painted median and the proportion of the total length of sections with painted medians. 
Mainly, a segment with a wider painted median and a higher proportion of the total length 
of sections with painted medians is expected to face a fewer number of RwD crashes. 
                                                 
1 It simulates the vertical movement of a quarter car with a certain combination of springs (one representing 




3.4.8 Rutting  
The permanent deformation of the asphalt concrete surface that accumulates in the 
wheel paths is referred to rutting. It is mainly the result of repeated traffic loading cycles. 
The expectation is that a higher value of rutting is directly associated with a higher number 
of RwD crashes. 
3.4.9 Bridge indicator 
The presence of a bridge on a segment is a common feature of TLTW state roads 
in Hawaii; especially for those TLTW state roads that are coastline roads (e.g., the state 
road 36 in Maui). This variable is included as a dummy variable in the model to identify 
any correlation between the existence of one or more bridges in a segment and the 
frequency of RwD crashes. 
3.4.10 Summary of variables 
Table 5 shows the description of the dummy variables. Table 6 presents the descriptive 
statistics of the continuous explanatory variables for the 0.2-mile segment length. Similar 
tables for other segment lengths are provided in Appendix B. 
Table 5 Description of dummy variables 
Explanatory variables Description 
Pavement type indicator 0 if it is asphalt concrete, otherwise 1 
Shoulder type indicator 0 if it is asphalt concrete, otherwise 1 







Table  6 Descriptive statistics of the continuous variables 
Variable Min Max Mean S.D. 
AADT 545 26682 6785 5895 
The Proportion of Single and Combination Trucks in the 
Stream 
0.00 56.57 5.59 7.30 
Average Side Friction Demand 0.00 0.26 0.03 0.03 
Absolute Value of Curvature (degrees) 0.00 52.28 3.43 6.69 
Standard Deviation of Curvature 0.00 55.24 3.59 7.25 
Absolute Value of Curvature (Environmental Variable) 0.00 35.57 3.36 5.95 
Standard Deviation of Curvature (Environmental 
Variable) 
0.00 41.46 4.57 7.15 
Grade (percent) -12.89 12.07 0.00 3.11 
Standard Deviation of Grade 0.00 6.68 0.49 0.66 
Grade (Environmental Variable) 0.00 10.86 2.40 1.78 
Standard Deviation of Grade (Environmental Variable) 0.00 7.38 1.30 0.94 
IRI (inch/mile) 30.10 693.85 145.58 71.34 
Standard Deviation of IRI 3.29 408.89 47.28 36.36 
IRI (Environmental Variable) 34.40 586.74 144.75 65.19 
Standard Deviation of IRI (Environmental Variable) 6.41 408.89 55.56 34.98 
Lane Width (feet) 7.00 16.00 10.99 1.25 
Painted Median Width (feet) 0.00 12.00 0.16 1.22 
Rutting (inch) 0.00 0.67 0.06 0.05 
Shoulder Width (feet) 0.00 18.00 4.81 3.04 
The Proportion of Total Length of sections with 
Guardrails (mile/mile) 
0.00 1.00 0.20 0.33 
The Proportion of Total Length of Sections with painted 
Medians (mile/mile) 
0.00 1.00 0.08 0.23 
The Proportion of Total Length of Sections with Asphalt 
Concrete Shoulder (mile/mile) 





CHAPTER 4: MODEL ESTIMATION 
This chapter initially presents the results of the sensitivity of the estimation of 
model parameters on the selection of a fixed segment length for analysis. The purpose is 
to select a length that can be considered a compromise between segments that are too short 
for a meaningful analysis (too many segments with zero or one crashes) and segments that 
are so long that the averaging required for some explanatory variables such as curvature 
makes it difficult to capture the effects of some features of interest. The analysis provides 
some justification for the selection of a single segment length used in the subsequent 
analyses in this chapter. Section 4.2 presents the results (including interpretation and 
evaluation of each model) of three separate statistical models. Finally, section 4.3 discusses 
the advantages and disadvantages of each methodology and provides additional 
explanations regarding the model selection. 
4.1 Segment length 
Crash frequency histograms are helpful to visualize the effect of segment length. The 
crash frequency histograms for six different segment lengths (i.e., 0.1-, 0.2-, 0.3-, 0.5-, 1.0-, 
and 2.0-mile) are presented in Figure 10. The X-axis shows the total number of observed 
crashes (e.g., the possible values are 0, 1, 2, 3, …) and the Y-axis is the proportions to the 
total number of segments on which a given total number of crashes was observed. In 
addition, the figure also shows the percentages of segments with zero crashes and one 
crashes for each segment length. These values are calculated simply by dividing the total 









As expected, the shape of crash histograms changes significantly, becoming flatter 
as the segment length increases. This is due to the fact that as the length increases so does 
the probability of occurrence of crashes even if the rate per unit length is constant; 
therefore, more segments are observed with a higher total number of RwD crashes. The 
probability of zero crashes decreases monotonically with segment length, whereas the 
probability of one crash in a segment increases up to segment lengths of 0.3-mile, and then 
decreases. The mode of the histograms also increases as the segment length increases. 
As mentioned earlier in section 3.3.1, short segment lengths are more likely to result 
in more homogeneous segments. However, it is also essential to keep the segments long 
enough to maintain the purpose of crash frequency models (i.e., a model that is not 
developed only based on segments with zero or one crashes). In this regard, the crash 
frequency histogram for the 0.1-mile segment length indicates that segments with zero 
crashes constitute 74 percent of data. Also, it shows that about 19 percent of segments 
experienced only one crash (i.e., in total about 93 percent of data are segments with zero 
and one crash), leaving only about 7 percent of the data for identifying contributors to the 
frequencies of higher number of crashes. For a fixed 0.2-mile segment length, these values 
are approximately 59 percent and 24 percent respectively (i.e., approximately a total of 83 
percent of the segments). For 0.3-mile, the same values are 49 and 26 percent, respectively; 
representing 75 percent of all segments.   
For longer segment lengths (i.e., more than 0.3-mile) it is difficult to claim 
homogeneity in terms of the effects of geometric features. For example, the curvature of 




the result of a single sharp curve in an otherwise straight alignment whereas the other the 
combination of consecutive relatively gentle curves. This may be important for many of 
Hawaii’s winding TLTW state routes. 
The next section explores the sensitivity of the estimated models to the selection of the 
segment length for synthesizing the data. 
4.1.1 Modeling results for different segment lengths 
As discussed before, it is believed that shorter segment lengths result in more 
homogeneous segments. On the other hand, longer segment lengths are advantageous to 
define the crash frequency distribution for values above 1. In this section, the sensitivity of 
the model estimation to the segment length selected for analysis is explored to search for 
guidance for a compromise value between the homogeneity of shorter segment lengths and 
identification of factors contributing to higher crash frequencies.  
Generally, an attempt was made to keep the segment length short enough to resist 
the information loss by extensive averaging. Although it is firmly believed that a segment 
length should not exceed more than 0.5-mile, the estimations of results for longer segment 
lengths are also presented to explore the effect of segment length on crash frequency 
models. This includes the parameter estimation of crash frequency models along with 
changes in the explanatory variables used for modeling the RwD crashes. 
The results of six separately developed negative binomial regression models are 
presented in Figure 11-16. To achieve this, separate datasets including dependent and 




, and 2.0-mile). The results include the parameter estimates, their corresponding standard 
errors, t-statistics, and p-values, the estimate of the dispersion parameter and its standard 
error, as well as the values of Akaike Information Criterion (AIC) and log-likelihood for 
each segment length. For each of the estimations, only the parameters with at least a 5 
percent significance level are presented. The next section provides a discussion of these 
results. 
 
Figure 11 Estimation results for the negative binomial regression model (segment 





 Figure 12 Estimation results for the negative binomial regression model 






Figure 13 Estimation results for the negative binomial regression model (segment 































In all the models, the variables with statistically significant parameter estimates 
(i.e., those identified as contributing factors of RwD crashes) and their signs are intuitively 
correct. The detailed discussion of the significance of individual model parameters and 
their interpretations is postponed until Section 4.2. This section discusses the main 
differences between the models that are developed with different segment lengths.  
The results show that the total number of statistically significant parameters 
changes with the selected segment length. The numbers of significant parameters are 16, 
17, 17, 16, 13, and 10 for 0.1-, 0.2-, 0.3-, 0.5-, 1.0-, and 2.0-mile segment lengths, 
respectively. The main difference between the models for 0.1-mile and 0.2-mile segment 
lengths is that the effect of lane width is statistically significant for the 0.2-mile model 
(though very close to the 5 percent significance level) but not for the 0.1-mile model. This 
may be a consequence of the relatively small percentage of segments with observations of 
more than one crash for the 0.1-mile segment length. Otherwise, the parameter estimates 
are of similar magnitudes, albeit, with generally smaller absolute values for the 0.2-mile 
segment length. 
The comparison between the 0.2-mile and 0.3-mile segment lengths is very similar, 
with the magnitude of some parameter estimates increasing and of others decreasing with 
the segment length. When the segment length used for analysis is increased to 0.5-mile, 
the lane width becomes again non-significant at the 5 percent level. Increasing the segment 
length further to 1.0-mile and 2.0-mile result in the loss of 3 statistically significant 




variables decreases by increasing the segment length, resulting in information loss caused 
by averaging the information. When changing from 0.5-mile to 1.0-mile segment length, 
the variables Grade2 and Abs_Curvature2 become non-significant. These variables 
represent second-order effects that become more difficult to identify with longer segment 
lengths. Also, the variable Curvature_ENV_SD (the standard deviation of curvature in a 
1.2-mile segment prior to the analysis segment) becomes non-significant whereas the 
variable Curvature_SD becomes significant. This finding, which indicates that the standard 
deviation of curvature prior to the analysis segment is less informative, is reasonable 
because by increasing the segment length the role of environmental variables diminishes. 
When changing from 1.0-mile to 2.0-mile segment length, the variables IRI_ENV_AVG, 
PofLengthOfGuardrail, ABS_Curvature, Curvature_SD and Curvature_ENV_Ave which 
appear in the 1.0-mile model are not present in the 2.0-mile model. On the other hand, the 
variables PofLengthOfACShoulderType and PaintedMedianWidth on the 2.0-model are 
missing on the 1.0-model. The fact that the parameters of curvature related variables 
become insignificant for the longer segment lengths is reasonable because the range of the 
curvature related variables will necessarily decrease with segment length, and they will not 
be informative to the model. The disappearance of the proportion of the total length of 
sections with guardrails can also be explained by the fact that there are not many sections 
with a long segment of guardrails1. Thus, as the segment length becomes larger, the 
                                                 
1 Generally, guardrails are expensive countermeasures, and economic feasibility may prevent them from 




differences captured by this variable become smaller. Also, with very long segment 
lengths, the average roughness of the segment prior to the analysis segment is of little 
importance (unless a crash occurs at the beginning of such long segments, it makes sense 
that the roughness of the prior segment would not be important).  
The environmental variables (those capturing the effect of the alignment prior to 
the analysis segment) are not statistically significant in the model with the 2.0-mile 
segment length. This is intuitively correct since for long segments the features of the prior 
segment probably have an effect only over a short initial portion of the analysis segment.  
It is also observed that there is a monotonic increase of the estimate of the 
dispersion parameter and its standard error with segment length. Consequently, it appears 
that in all situations, the assumption that the data generation process for crash frequencies 
can be represented by a single Poisson distribution is inadequate but that this assumption 
gets even more untenable for longer segment lengths. This relates to another concern with 
the usual practice of defining “homogeneous” segments of widely different lengths for 
model estimation. As illustrated from the results in this section, this practice may result in 
segments for which the data generation processes follow distributions with very different 
dispersion parameters. Besides, although as pointed out in chapter 3 the homoscedasticity 
assumption is usually relaxed in GLMs, the use of widely different segment lengths for 
estimation of a single model would tend to make the variability of the longer segments 
artificially smaller than the variability of the smaller segments. In other words, in addition 




lengths in a given analysis would tend to add artificial heteroscedasticity that if not properly 
accounted for would result in less efficient parameter estimates. 
In conclusion, the results show that the segment length affects which variables enter 
the crash frequency models. Although it cannot be concluded from this type of analysis 
what segment length is the most adequate, it is seen that similar models are obtained with 
segment lengths between 0.2- mile to 0.3-mile or even with 0.5-mile. Under the premise 
that shorter segment lengths result in more homogeneous segments and with the inclusion 
of environmental variables that incorporate the effects of the road environment prior to the 
segment, the following analyses in this dissertation are provided only for the 0.2-mile 
segment length. As shown before, the 0.1-mile segment length results in a tiny proportion 
of segments with more than one crash over the study period, which was not considered 
desirable. Also, a larger segment length (up to about 0.5-mile) produced qualitatively 
similar results. Thus, similar conclusions would be reached with other lengths. It is 
believed that with larger segment lengths the identification of important factors becomes 
more difficult. 
4.2 Crash frequency models 
In this section, various GLM are employed to develop crash frequency models. 
Amongst the existing methodologies, the negative binomial regression model, zero-
inflated negative binomial regression model, and the mixed-effects negative binomial 
regression model are used. The results of each approach are presented separately by 




including a discussion on the advantages and disadvantages of each methodology are 
provided in section 4.3. 
4.2.1 The negative binomial regression model  
The results of the negative binomial regression model, estimated using the 
R-package Mass (38), are presented in Figure 17. The parameters of the negative binomial 
regression model are estimated using maximum likelihood estimation. Figure 17 presents 
the parameter estimates, their corresponding standard errors, p-values, the estimated 
dispersion parameter and its standard error, the Akaike Information Criterion (AIC), and 
the value of 2 × maximum log-likelihood function. A detailed interpretation of the results 
is provided in the next section. 
The correlations between explanatory variables were investigated prior to the 
modeling to reduce the issues of efficiency caused by multicollinearity or to avoid the 
simultaneous inclusion of highly correlated variables. For example, the absolute value of 
curvature is highly correlated (𝜌 = 0.98) with the standard deviation of curvature, hence 
only the absolute value of curvature is included in the model. 
4.2.1.1 Interpretation of results 
In this section, the results of the negative binomial regression model are explained. 








Figure 17 Estimation results for the negative binomial regression model 
4.2.1.1.1 logarithm (AADT) 
Generally, AADT should be considered as a measure of exposure to the frequency 
RwD crashes since a roadway segment with higher traffic flow is prone to face more RwD 
crashes. As explained in section 2.2 titled “Rate Models,” this is typically accomplished by 
including AADT as an offset. However, in crash frequency rate analysis, even with the use 




in the model. Note that with the use of an offset, the parameter estimate for this variable is 
equivalent to (𝛽1-1). The math behind this coefficient is explained below.  
As explained earlier in section 2.1.2, the parameters of the negative binomial regression 
model are estimated by a log link function such as Equation 21 as: 
𝜆𝑖 = 𝑒𝑥𝑝⁡(𝜷𝒙𝑖 + 𝜀𝑖) (21) 
Which is equivalent to: 
𝜆𝑖 = 𝑒
𝛽0+ 𝛽1 (Variable 1)+ 𝛽2(Variable 2)+ …  +𝛽𝑛(Variable N)+𝜀𝑖 (22) 
If log(AADT) is inserted instead of Variable1, then: 
𝜆𝑖 = 𝑒
𝛽0+ 𝛽1⁡log( AADT)+ 𝛽2(Variable 2)+ …  +𝛽𝑛(Variable N)+𝜀𝑖 (23) 
Meanwhile, as discussed in section 2.2, the intercept in a rate model with an offset for 
log(AADT) is 𝛽0 = 𝐼𝑛𝑡𝑒𝑐𝑒𝑝𝑡 + 𝑜𝑓𝑓𝑠𝑒𝑡(𝑙𝑜𝑔(𝐴𝐴𝐷𝑇)), where offset means that the variable is 
entered into the model with a parameter equal to 1 (other offsets are treated similarly); 
hence, when log(AADT) is specified as an explanatory variable but also included as an 
offset, Equation 23 above turns into: 
𝜆𝑖 = 𝑒
𝛽0+( 𝛽1-1) (𝑙𝑜𝑔(𝐴𝐴𝐷𝑇))+ …  +𝛽𝑛(Variable N) (24) 
where 𝛽1 is the model parameter that would have been estimated if log(AADT) had been 
specified as an explanatory variable but without any offset for log(AADT). With an offset, 
the parameter estimate for log(AADT) becomes  𝛽1
′
= 𝛽1 − 1 to compensate for the 




is that it allows the assessment of the effect of log(AADT) on the average rate of crashes 
(i.e., on 𝜆𝑖 𝐴𝐴𝐷𝑇⁄ ).  
The estimate of the parameter for the logarithm of AADT is statistically significant 
(p-value < 2 × 10−16). The negative sign of this parameter implies that a segment with a 
higher traffic volume is expected to have a lower rate of RwD crashes. This finding may 
be explained by the fact that a higher traffic volume induces drivers to drive more 
attentively because of the higher chances of incidents with other vehicles. 
4.2.1.1.2 The proportion of single and combination trucks in the traffic stream 
The proportion of single and combination trucks in the traffic stream is found to be 
statistically significant in the model (p-value = 2.42 × 10−6). The positive coefficient 
implies an increase in the frequency of RwD crashes with increasing trucks percentages. 
The tendency of the drivers to overtake the trucks while driving behind them, usually 
because of the lowers average speed of trucks and the desire to have more visibility of the 
roadway ahead, may increase the chance of being involved in RwD crashes1.  
4.2.1.1.3 Mean side friction demand 
The mean side friction demand variable and its calculation are explained in section 
3.4.3. The parameter estimation of the negative binomial model confirms the importance 
of this variable to the frequency of RwD crashes by finding it statistically significant (p-
value = 1.57 × 10−7). The positive sign of this coefficient suggests that a roadway 
                                                 




segment with a higher mean side friction demand1 is more likely to experience a higher 
number of RwD crashes. This is considered a very reasonable result as it is easier for 
drivers to lose control of their vehicles on segments requiring higher mean side friction 
demand. Note that this variable should not be confused with the maximum friction that 
could be supplied at the interface of the road surface and the vehicle tires. The latter is 
influenced by other factors such as the weather condition, the tread depth of tires, and the 
driving speed. Because of its importance for safety, it would have been desirable also to 
include friction supply; however, HDOT does not currently perform pavement friction 
measurements.  
4.2.1.1.4 The average of the absolute value of the curvature 
In this research, a quadratic function2 is assumed for the absolute value of curvature. 
Thus, two parameters are estimated for this variable. Both parameters are statistically 
different from zero with a p-value of less than 2 × 10−16 for the parameter of the linear 
term and a p-value of 8.62 × 10−7 for the parameter of the quadratic term. Figure 18 
illustrates the resulting contribution of the average of the absolute value of curvature to the 
link function in the negative binomial model. As expected, the graph is a parabola, 
depicting the variability in the magnitude of this contribution. Except for very extreme high 
average curvatures, the estimated contribution is generally positive for the available range 
                                                 
1 It derives from the interaction of radius of curvature, side slope and the speed. 
2 The general form of a quadratic function is 𝛽1 (Variable)+𝛽2(Variable)
2 . Note that a constant term is not 




of curvatures in the dataset. However, the magnitude of this contribution changes in this 
range and its slope changes sign.  
For the segments with curvatures less than twenty degrees, the estimated 
contribution is increasing at a decreasing rate. This means that all else equal, a higher rate 
of crashes should be expected on segments with any positive curvature below 20 degrees 
than on a straight segment. Furthermore, the closer the curvature is to 20 degrees, the higher 
is the expected rate of crashes. It must be noted that most segments fall in this range (i.e., 
96 percent). On the other hand, for segments with curvatures more than twenty degrees, 
the estimated contribution is decreasing in the magnitude at an increasing rate. A possible 
explanation is that drivers tend to start paying more attention while driving on segments 
with a high degree of curvature, which may partially neutralize the adverse effect of 
curvature on the frequency of RwD crashes. Note that for some very extreme curvatures, 
the estimated effect becomes negative. These represent very extreme situations where 
driving may be so dangerous that drivers take extra precaution while driving. 
The positive contribution of curvature implies a higher likelihood of RwD crashes 
on curvy roads. This is consistent with the findings of a recent study that implies the degree 
of curvature is positively associated with the frequency of head-on crashes (39). Moreover, 
this result is intuitively reasonable since the sight distance and visibility are notably limited 





Figure 18 The contribution of curvature to the link function (quadratic function) 
4.2.1.1.5 Grade 
A quadratic function is also assumed for this variable to explore its effects on the 
frequency of RwD crashes. Both parameters are statistically significant with a p-value of 
1.93 × 10−10 for the linear term and a p-value of 0.014 for the quadratic term. The 
directional analysis of RwD crashes enabled the model to capture better the effect of grade 
that can take both positive and negative values (whether the segment is in an uphill or in a 
downhill, respectively).  
Figure 19 presents the contribution of grade to the link function in the negative 
binomial model. This graph is drawn for the available range of grades in the dataset. For 
the negative grades, it shows that the estimated contribution to the link function is positive 




RwD crashes tends to increase for steeper downgrades and that the rate of increase in the 
frequency of RwD crashes gets higher for segments on steeper downgrades. This result is 
intuitively correct since it is easier for drivers, particularly of heavy vehicles, to lose control 
of their vehicles while going downhill.  
On the other hand, the estimated contribution to the link function is generally 
negative for positive grades (uphill). This is seen on the right side of Figure 19. This 
indicates that all else equal, segments with average positive grades tend to be slightly safer 
than segments with average zero grade. All else equal, upgrades of about 6 percent (where 
the minimum contribution is observed) tend to have the lowest rate of RwD crashes. It 
must be noted that about 93 percent of segments fall between -6 percent and +6 percent 
grade. A possible reason for this result is that positive grades help to reduce the speed in 
emergency situations, thus helping to reduce the frequency of RwD crashes. In general, the 
magnitudes of the contribution to the link function are substantially smaller for the positive 
grades in comparison to the negative grades. This finding indicates that negative grades are 
more crucial for studying the frequency of RwD crashes. 
4.2.1.1.6 Lane width 
The parameter for lane width (-0.0486) is statistically significant at a 5 percent 
significance level (p-value = 0.0467) with a negative sign. This result is intuitively valid 
because wider traffic lanes are associated with better traffic separation in each direction. 






Figure 19 The contribution of grade to the link function (quadratic function) 
4.2.1.1.7 Shoulder width 
The estimate of the parameter for shoulder width is also negative (-0.0447), 
implying a reduction in the frequency of RwD crashes with increasing width. The p-value 
is 1.42 × 10−7. Wider shoulders provide additional recovery space for drivers to control 
the vehicles, especially in the run-off the road crashes. This result is in agreement with the 
findings presented in the literature (12).  
4.2.1.1.8 Painted median width 
The negative parameter estimate for painted median width (-0.0478) indicates that 




corresponding p-value is 0.026. A possible explanation is that a wider separation between 
each traffic direction effectively diminishes the chance of RwD crashes to the left side 
including the head-on crashes. 
4.2.1.1.9 The proportion of the total length of the sections with painted medians  
The estimated parameter for this variable (-0.4925) is negative with a 
p-value = 2.07 × 10−6.⁡This finding reveals that a segment with a higher proportion of the 
total length sections with painted medians faces fewer RwD crashes. A higher proportion 
of the total length of sections with painted medians provides better traffic separations in 
each direction and can effectively reduce the chances of head-on collisions. 
4.2.1.1.10 The proportion of the total length of sections with guardrails 
The estimate of this parameter is also negative (-0.1727), indicating that a higher 
proportion of the total length of the guardrails is associated with a fewer number of RwD 
crashes. The p-value is 0.0063. The existence of guardrails, which can be viewed as a 
continuous obstacle reducing the critical rate of the visual angle, may cause drivers to pay 
more attention to the changes in roadway geometry that could contribute to a lower chance 
of being involved in a RwD crash. 
4.2.1.1.11 The absolute value of curvature (environmental variable) 
In section 3.3.3, it was explained how the absolute value of curvature 
(environmental variable) could affect the frequency of RwD crashes. In this dissertation, 




(environmental variable) are included separately in the model to evaluate the importance 
of design consistency in highway design practices. 
In addition to the effects of the absolute value of curvature in the segment described 
before, the estimation results identified the absolute value of curvature (environmental 
variable) as statistically significant (p-value = 9.84 × 10−6). Interestingly, unlike the 
absolute value of curvature, the estimated parameter of the environmental variable 
(-0.1125) has a negative sign, indicating a reduction of the frequency of RwD crashes with 
increasing values of the average environmental curvature before each segment. Although 
this finding may be surprising at first, it has a very intuitive rational explanation. With all 
else equal, including the average curvature on a segment, the rate of RwD departure crashes 
decreases with higher curvatures of the alignment prior to the segment. This finding means 
that if a driver is riding a car on a uniformly winding road, there would be less chance to 
get involved in RwD crashes. This might be referred to a higher preparedness of the drivers 
riding on a uniformly winding road either by reducing their speeds and/or by paying more 
attention to the geometry of the road ahead. Therefore, this finding highlights the 
importance of design consistency in highway design and its safety benefits. 
4.2.1.1.12 The standard deviation of curvature (environmental variable) 
The parameter estimate of the standard deviation of curvature (environmental 
variable) is positive (0.0666) and statistically significant (p-value = 0.0017). This result 
also agrees with design consistency concepts. Although a higher average curvature prior to 
a given segment may lead to lower crash rates, the distribution of that curvature is also 




be safer than roads composed of long tangents and sharp curves. This means that there is a 
higher chance of getting involved in a RwD crash if a substantial geometric variation (i.e., 
the curvature) exists before each segment on the road. The parameters for two variables 
related to environmental curvature together with the variables relating to the curvature of 
the segment seem to work together to capture design consistency issues. 
4.2.1.1.13 IRI (environmental variable) 
The parameter estimate for the IRI on the segment prior to the analysis segment 
(0.000895) was found to be statistically significant (p-value = 0.0317). This variable 
measures the roughness of the pavement surface. A higher IRI value for a segment 
indicates a lower ride quality on that segment. The IRI value is computed by simulating 
the up and down movement of a quarter-car of standardized characteristics per unit distance 
traveled, and it is measured in inches/mile or mm/km. In this study, the data was used in 
inches/mile. The above estimation result implies that the pavement irregularities before 
each segment increases the frequency of RwD crashes. Interestingly, the roughness on the 
segment was not found to be statistically significant. 
4.2.1.2 Model evaluation 
This section provides an analysis to evaluate the goodness of fit of the estimated 
negative binomial regression model. The literature on crash frequency models usually 
presents the “best model” selected based on some criterion such as the log-likelihood, the 




Unfortunately, unlike a regression model for a continuous dependent variable, a 
plot of deviances (the equivalent of deviance residuals for this type of models) is not very 
useful either. Figure 20 shows the deviance residuals for the model presented in this 
section. The bulk of the data corresponds to zero, one, or two crashes (darker areas), and 
the density of points decreases for more crashes since there are fewer observations. 
 
Figure 20 Deviance residuals versus ?̂? 
Some researchers (16) present a plot of estimated vs. observed values. This is 
considered misleading since what is presented as observed values is the actual number of 




of crashes that could have occurred in that section. On the other hand, what is presented as 
predicted is typically the predicted average number of crashes. Clearly, these two variables 
are not the same. This is also evidenced in what appears as systematic bias in the 
predictions, as shown in Figure 21 for the model presented in this section. The problem 
with this approach is that in addition to comparing two different variables, it fails to 
recognize the probabilistic nature of the model being estimated. For this reason, this section 
presents a novel approach to evaluate the goodness of fit of the model graphically. The idea 
behind the plots is consistent with the probabilistic nature of crash frequency models.  
 
Figure 21 Observed versus predicted crashes 
Although crash frequency models are necessarily developed from observational 




think about a hypothetical experiment with a large number of identical sections (such as 
the same curvature, traffic, grades). In such an experiment, no crashes would be observed 
on a certain proportion of the sections; another set of sections would have only one crash, 
another would have two crashes and so on. If the estimated model provides a good 
representation of the data generation process, then one would expect to have similar 
observed vs. predicted proportions (or probabilities). The problem is that the data in this 
study represent a cross-section of data, with a single observation for each section. Thus, in 
order to have replicates one would need to identify nearly identical sections with some kind 
of clustering algorithm. With so many explanatory variables, this becomes difficult even 
with a large dataset.  
Instead, in this study, the estimated model was used to predict the average number 
of crashes for each section and then the data were segmented based on this prediction. 
Sections were assigned to the different data segments defined by narrow intervals for the 
predicted average crash frequency (e.g., 0.0-0.2, 0.2-0.4, 0.4-0.6, etc.). Now, for a given 
data segment, the mid-value of the range was used to predict the probabilities of 0, 1, 2, … 
crashes in the segment. For example, for the data segment defined by a predicted average 
of crashes between 0.4-0.6, the value of 𝜆 = 0.5 was used to predict the probabilities. 
Those probabilities were then compared with the proportion of the sections assigned to the 
data segment on which 0, 1, 2, … crashes occurred. 
Figures 22-31 compare the observed distributions (i.e., the observed proportions of 
sections with 0, 1, 2, … RwD crashes) with the distributions generated with negative 




distribution of the data and the negative binomial distribution can confirm the validity of 
the estimation. It is worth mentioning again here that the parameters of the negative 
binomial regression model are estimated by using the maximum likelihood approach, and 
by finding the probability of observing a certain number of crashes for each segment based 
on the negative binomial distribution. 
The shape of the negative binomial distribution can vary considerably for different 
ranges of its parameters (i.e., the average and the dispersion parameter). This is why it is 
essential to define relatively narrow ranges for the data segmentation.  
The total number of observations (i.e., the total number of segments whose 
expected number of RwD crashes falls within the corresponding range for each figure) is 
provided on top of each graph. This value varies considerably for different ranges. Note 
that the estimation is supposed to be more accurate if the distribution is drawn based on a 
considerable number of observations. 
The red bars on each figure represent the probability distribution of the number of 
RwD crashes generated with the segments for which the predicted average number of 
crashes using the estimated model parameters of the negative binomial distribution fall 
within the narrow range for each figure. It is worth repeating that these are simply the 
proportions of the segments selected for each figure that have 0, 1, 2, … number of crashes. 
On the other hand, the blue bars illustrate the negative binomial probability distribution 
predictions using the mid-value of the range of the average number of crashes 
corresponding to each figure. These are drawn with a dispersion parameter equal to the 




In general, the observed and predicted distributions are remarkably similar. Figures 22-31 
exhibit acceptable similarities between the two probability distributions especially for the 
ranges with more than 100 observations. There is a slight underprediction of the 
proportions of zero outcomes for the two ranges with the most data (0.4-0.6 and 0.6-0.8), 
which represent 45 percent of the plotted data which is compensated with overpredictions 
in the other ranges. 
 
 





Figure 23 Comparison graph for the second range of average predicted crashes 
 
 






Figure 25 Comparison graph for the fourth range of average predicted crashes 
 
 





Figure 27 Comparison graph for the sixth range of average predicted crashes 
 
 






Figure 29 Comparison graph for the eighth range of average predicted crashes 
 
 





Figure 31 Comparison graph for the tenth range of average predicted crashes 
Figure 32 shows a weighted average of the distributions presented for each range, where 
the number of observations provides the weights. As can be seen, the distributions are 
remarkably similar. 
 




Figure 33 presents a different way to look at the same information. In this figure, 
the average predicted and observed crash rates for each of the Figures 22-31 are computed 
using the definition of the expected value of a discrete probability distribution, that is 
𝐸[𝑋] = ∑ 𝑓𝑖 ⁡𝑋𝑖𝑖 , where 𝑓𝑖 is the probability of observing 𝑋𝑖 crashes. One advantage of this 
figure is that it is easy to compute an R2 value. As shown in the figure, the R2 = 0.85 which 
provides additional confirmation of the quality of the fitted model, even with the point with 
only 93 observations.  
 





4.2.2 The zero-inflated negative binomial regression model 
As mentioned earlier in section 2.1.3, the zero-inflated negative binomial 
regression model assumes that the probability of zero outcomes is the sum of the 
probabilities arising from two separate processes. In this case, the two processes are: 1) that 
a roadway segment is absolutely safe (the only possible outcome is zero) with a probability 
determined by a binary logit model, or 2) that no crashes are observed in the study period 
as a result of a zero-outcome arising from a process with negative binomial distribution.  
The parameters of the zero-inflated regression model, estimated by maximum 
likelihood using the R-package pscl (40), are presented in Figure 34. The results include 
two parts. The first part (count state) contains the negative binomial regression parameters 
for each of the variables along with standard errors, z-scores, and p-values for the 
parameters. The second part includes regression parameters, standard errors, z-scores, and 
p-values of the binary logit model for predicting the excess zeros in the zero-inflated model. 






𝑈𝑖 = 𝛽0+ 𝛽1 (Variable 1)+ 𝛽2(Variable 2) +  …   + 𝛽𝑛(Variable N) (26) 
𝑃(𝑋𝑖) in the probability of zero state condition for segment 𝑖, and 𝑈𝑖 is the utility function 






1 + 𝑒−(𝛽0+ 𝛽1 (Variable 1)+ 𝛽2(Variable 2)+ …  +𝛽𝑛(Variable N))
 (27) 
Equation 27 implies that an increase in the total value of utility function (i.e. 𝑈𝑖) will result 
in an increase in the probability of zero state condition for segment i. Therefore, the 
interpretation of results is based on the sign of the coefficients. These indicate whether 
their contribution to the utility function is positive or negative. For example, a unit increase 
in a variable with a negative coefficient decreases the utility function (i.e., ⁡𝑈𝑖) and 
accordingly, it decreases the probability of being in a zero state condition (i.e., 𝑃(𝑋𝑖)) for 
segment⁡𝑖. 
4.2.2.1 Interpretation of results 
This section presents the interpretation of results for both parts of the model (i.e., 
the count sub-model and the zero-state binary logit sub-model). It explores the factors that 
affect the frequency of RwD crashes in a count model as well as the factors that influence 
the zero-state condition. 
4.2.2.1.1 Zero-inflated model - count sub-model 
The count sub-model (i.e., the top block in Figure 34) identifies the statistically 
significant variables and their estimated coefficients. This part of the zero-inflated negative 
binomial model is almost identical, in terms of the variables included and the signs of the 
parameters, to the negative binomial regression model presented before in Section 4.2.1. 
The only difference between the count sub-model in the zero-inflated model and the 
negative binomial model is that the lane width is not significant in the count sub-model of 




Because the interpretations of results are identical, this section skips to the second part of 
the model to avoid repetition. 
 





4.2.2.1.2 Zero-inflated model – binary logit sub-model 
This section describes the parameters corresponding to the zero-crash state in the 
second part. The sign of the estimated coefficient for the logarithm of AADT is negative. 
So, the log odds of being an excessive zero would decrease approximately by 3.57 for every 
unit increase in the log of AADT. In other words, a segment with a higher volume of traffic 
is associated with a smaller chance that the zero-observed crash is due to the inherent safety 
of the segment. The same interpretation is also valid for the other three variables with 
negative signs: Abs_Curvature (-0.051), PercentageTrucks (-0.121), and Shoulder_Width 
(-0.292). These results mean that for a segment with a higher percentage of trucks, a higher 
absolute value of curvature, or a larger shoulder width, the zero-crash observation is 
associated more with the failure to observe a crash during the study period rather than the 
inherent safety of the segment. The effect of shoulder width deserves further scrutiny. The 
model indicates that the log odds of being an excessive zero would decrease approximately 
by 0.29 for every unit increase in the shoulder width. The interesting point is that a wider 
shoulder width has already been found to reduce the frequency of RwD crashes in the count 
model; while, it has been found to reduce the odds of being inherently safe in the zero-
inflation model. A possible explanation to justify this finding is that wider shoulder width 
provides more confidence for drivers to drive at higher speeds, and accordingly, it increases 
the chances of drivers to be involved in a RwD crash. 
On the other hand, a unit increase in lane width, the standard deviation of grade 
(environmental variable), or the absolute value of curvature (environmental variable) 




0.11 respectively. Therefore, a segment with wider lanes or located after a curvy road is 
inherently safer. In addition, the model suggests a higher standard deviation of grades 
before each segment can increase the probability that the zero-crash observation is due to 
the segment’s inherent safety. A higher standard deviation of grade may result from 
changes in the signs of the previous segments’ grade. Therefore, a possible explanation is 
that roads with many ups and downs make drivers feel uncomfortable in part because of 
lower available sight distances, so they tend to pay more attention to the road’s features. 
4.2.2.2 Vuong statistic 
The negative binomial regression model and the zero-inflated negative binomial 
regression model are not nested. To evaluate the appropriateness of using zero-inflated 
model over the other, Vuong suggests a test statistic for non-nested models that is 
appropriate for this setting where the distributions of models are specified (e.g., Poisson or 
negative binomial) (20). A value 𝑚𝑖⁡is computed for each observation using Equation 28.  




where, 𝑓1(𝑦𝑖|𝑋𝑖) is the probability density function of the negative binomial model and  
𝑓2(𝑦𝑖|𝑋𝑖) is the probability density function of the count sub-model of the zero-inflated 





























and 𝑛 is the number of segments.  
Shankar et al. provide a model selection guideline based on the possible values of 
the Vuong test and the t-statistics of the overdispersion parameter. This test is suitable for 
situations where the absolute value of the t-statistic of the negative binomial’s 
overdispersion parameter is higher than 1.96 (the 95 percent confidence level). The test 
supports a zero-inflated model if the 𝑉 is greater than 1.96 and supports the negative 
binomial if it is smaller than -1.96. The test is inconclusive for 𝑉 values in between. 
In this case, the Vuong statistic value is 5.43, and the t-statistic of the negative 
binomial’s overdispersion parameter is higher than 1.96, thus supporting the 
appropriateness of zero-inflated model over the negative binomial regression for the 
0.2-mile segment length.  
4.2.2.3 Model evaluation 
An evaluation approach for the negative binomial model was introduced in Section 
4.2.1.2. The same approach is used to evaluate the results of the zero-inflated negative 
binomial model. Figures 35-44 exhibit acceptable similarities between the two probability 
distributions especially for the ranges with a higher number of observations. The main 
difference between these graphs with those for the negative binomial model is that a higher 





Figure 35 Comparison graph for the first range of average predicted crashes 
 
 





Figure 37 Comparison graph for the third range of average predicted crashes 
 
 





Figure 39 Comparison graph for the fifth range of average predicted crashes 
 
 





Figure 41 Comparison graph for the seventh range of average predicted crashes 
 
 





Figure 43 Comparison graph for the ninth range of average predicted crashes 
 
 




Figure 45 illustrates a weighted average of the distributions presented for each range, where 
the number of observations provides the weights. As can be seen, the distributions are 
extremely similar. 
 
Figure 45 A weighted average of the distributions for all the ranges 
 
In Figure 46, the average predicted and observed crash rates for each of the Figures 35-44 
is computed. As shown in the figure, the R2 = 0.96 which provides additional confirmation 
of the quality of the zero-inflated model, and its superiority in terms of the statistics to the 






Figure 46 Observed versus predicted graph 
 
4.2.3 The mixed-effects negative binomial regression model 
The parameters of a mixed-effects negative binomial regression model were 
estimated using the Laplace approximation method with the R-package lme4 (41). Laplace 
approximation is a mathematical method for integral approximation (42). The estimation 
results are presented in Figure 47. The estimation of random effects including the variance 
and standard deviation of random parameters is presented in the first part of Figure 47. The 
second part presents the fix-effects parameters estimation, their corresponding standard 





Figure 47 The estimation results for the mixed-effects negative binomial model 
In the model estimation process, a random-effect was initially assumed for each 
parameter, and then all the parameters were estimated. In the second step, the likelihood 
ratio test was used to determine the significance of each random term in the model. After 
performing several likelihood ratio tests, only those random-effects that passed the 
likelihood ratio tests remained in the final model. In other words, the random-effects were 




significant at a 5 percent significance level. More detailed interpretations of the results are 
provided in the next section. 
4.2.3.1 Interpretation of results 
This section presents the interpretation of results for both parts of the model (i.e., 
the fixed-effects and the random-effects). 
4.2.3.1.1 Fixed-Effects 
As mentioned earlier, the fixed-effects are presented in the last part of the model’s 
output. The interpretation of statistically significant parameter estimates and their signs are 
similar to the result of the negative binomial regression model presented before in Section 
4.2.1.1. The main difference between the fixed-effects in the mixed-effects model and the 
negative binomial model is that the proportion of the total length of sections with painted 
medians is not statistically significant in the mixed-effects model. Because the 
interpretations of results are almost identical to what was presented before in Section 
4.2.1.1, this section discusses only the random-effects interpretation to avoid repetition. 
4.2.3.1.2 Random-effects 
As mentioned earlier, the mixed-effects formulation allows the modeling of the 
parameter estimates to vary across the population of roadway segments by modeling each 
parameter as the sum of a fixed effect plus a random effect with a certain probability 
distribution (usually assumed normal). This formulation is intended to capture the 
unobserved heterogeneities across the segments. The estimated random-effects parameters 




The results show that the random effects are statistically significant for two 
explanatory variables: lane width and side friction demand. Note that the estimated 
standard deviation of the random effect for side friction demand (4.7054) is quite large 
relative to the estimated value of the corresponding fixed effect (2.1898). On the other 
hand, for the lane width parameter estimate, the standard deviation of the random effect 
(0.0782) is smaller than the corresponding fixed effect (0.1239). This means that in both 
cases, there is a non-negligible probability of the sign of the estimated parameter changing 
across the population of segments. 
The estimated normal Probability Density Function (PDF) of the lane width 
parameter is depicted in Figure 48. The figure shows that according to the estimation results 
there is a 0.943 probability that the parameter is negative1. Accordingly, the area under the 
PDF for values greater than 0 is equal to: 
𝑃⁡(𝑡ℎ𝑒⁡𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡⁡𝑜𝑓⁡𝑙𝑎𝑛𝑒⁡𝑤𝑖𝑑𝑡ℎ⁡ > ⁡0) ⁡= 1 −⁡(𝑡ℎ𝑒⁡𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦⁡𝑜𝑓⁡𝑔𝑟𝑒𝑦⁡𝑎𝑟𝑒𝑎) ⁡
= ⁡1 − 0.943 = 0.057 
 This result confirms that, in general, wider lanes help to reduce the rate of RwD crashes. 
However, the uncertainty is high enough that in a small proportion of cases (5.7 percent) a 
slight increase in the frequency of crashes is predicted with wider lanes. A possible 
explanation is that in a few instances the positive effects of a narrow traffic lane (e.g., 
persuading  
                                                 
1 The probability that a continuous random variable falls in the interval between a and b is equal to the area 





Figure 48 The normal distribution of lane width’ coefficient 
drivers to drive more attentively) can be more than its adverse effects (e.g., a higher rate of 
conflicts between both directions of travels). 
The side friction demand resulted in a random parameter that is normally 
distributed, with a mean 2.19 and standard deviation of 4.22. The PDF of mean side friction 
demand is depicted in Figure 49. Given these distributional parameters, 32.08 percent of 
the distribution is less than 0 and 67.92 percent is greater than 0. This implies that for most 
of the road segments an increase in side friction demand increases the rate of RwD crashes. 
However, that leaves almost a third of cases for which the model predicts a decrease in the 
rate of RwD crashes with an increase on side friction demand. A possible explanation for 





Figure 49 The normal distribution of friction demand’s coefficient 
First, the side friction demand incorporates in part the effect of curvature (which is already 
in the model). Although the two variables are not highly correlated, they both incorporate 
a common factor. Second, the side friction demand also depends on other information such 
as speed and superelevation that has some limitations. Remember that the speed of the van 
used for collecting pavement distresses was used as a surrogate of a representative speed 
on curves. In some cases, this estimation may not be very accurate. 
4.2.3.2 Model evaluation 
An evaluation approach for the negative binomial model was introduced in Section 
4.2.1.2. The same approach is used to evaluate the results of the mixed-effects negative 
binomial model. In this case, the main difference is that only the fixed-effects are used for 




prediction. Figures 50-59 show the results for a segmentation of the data based on predicted 
values (using only the fixed effects) in ranges of 0.2 crashes. As seen in these figures, the 
predicted and observed distributions for each data segment show more dissimilarities 
between the two probability distributions in comparison with the previous two models.  
This is common with mixed-effects models as the better statistics are obtained by modeling 
the distribution of the unobserved heterogeneity in some parameters at the expense of the 
fit obtained with just the fixed-effects. Note that although the modeling does not require 
the computation of the random-effects for each roadway segment, the estimation approach 
is as if a different random effect was estimated for each segment. Thus, estimation with 
just the fixed-effects typically results in a poorer fit. This is compounded by the fact that 
the estimation of the random-effects distributional parameters is typically done at the 
expense of the loss of statistical significance of some fixed-effects (as was the case in this 
research). It is important to note, however, that the lower fit does not mean the mixed-
effects model is inferior to the others. In fact, its statistics (e.g., the log-likelihood) are 
better than for the other two models. It must be remembered that although the model fit is 
important so is obtaining a model that captures the data generation process accurately, 






Figure 50 Comparison graph for the first range of average predicted crashes 
 
 







Figure 52 Comparison graph for the third range of average predicted crashes 
 
 






Figure 54 Comparison graph for the fifth range of average predicted crashes 
 
 





Figure 56 Comparison graph for the seventh range of average predicted crashes 
 
 






Figure 58 Comparison graph for the ninth range of average predicted crashes 
 
 




Figure 60 presents a weighted average of the distributions presented for each range, where 




Figure 60 A weighted average of the distributions for all the ranges 
Figure 61 presents the average predicted and observed crash rates for each of the Figures 





Figure 61 Observed versus predicted graph 
4.3 Comparison of models  
In this chapter, three statistical approaches were used to model the frequency of RwD 
crashes: 
1. Negative binomial regression 
2. Zero-inflated negative binomial regression 
3. Mixed-effects negative binomial regression1. 
                                                 




Each approach is based on different assumptions about the data generation process. The 
primary goal with using the different approaches was to explore their suitability for 
modeling the frequency of RwD crashes in Hawaii, and if possible to examine the potential 
superiority of one approach over another in terms of statistical results and other practical 
issues. 
The estimation results with the three approaches were intuitively appealing in terms of 
the identification of statistically significant parameter estimates and their signs. In terms of 
observed versus predicted graphs (generated as described in section 4.2.1.2), the 
zero-inflated negative binomial model had the best fit. This is not surprising since the zero-
inflated negative binomial model essentially combines two models (one to model the 
probability of zero inflation and another to model a frequency following a negative 
binomial probability distribution), which provides substantial flexibility to fit the data with 
a larger number of parameters. The negative binomial regression model (the most 
straightforward methodology here) had an acceptable fit as well. The statistical superiority 
of the zero-inflated negative binomial model over the negative binomial model was 
confirmed in Section 4.2.2.2 by a statistical test (i.e., Vuong test). As mentioned earlier, a 
considerable percentage of segments were observed to have zero-crashes during the study 
period. Therefore, the superiority of the zero-inflation model, which can handle the 
excessive number of zeros over the negative binomial model, was predictable. It is worth 
mentioning the two factors that contributed to the generation of excessive zeros in the 
database: 1-filtering out the crash database to the RwD crashes, and 2- selecting a short 




interpretation of results to get practical inferences is another feature to consider in model 
selection. Although the zero-inflated model provides better statistics, its interpretation is 
more challenging than the negative binomial regression.  
In addition to log-likelihood, the Akaike Information Criterion (AIC) and the 
Bayesian Information Criterion (BIC) were utilized to evaluate the results of fitted models. 
The AIC and BIC were computed using equation 31 and 32, respectively. 
𝐴𝐼𝐶 = −2𝐿𝐿 + 2𝑃 (31) 
𝐵𝐼𝐶 = −2𝐿𝐿 + 𝑃 ∗ ln⁡(𝑛) (32) 
Where LL is the log-likelihood of the fitted model, 𝑃 is the number of parameters used in 
the model, and n is the number of observations. As can be seen in the above equations, the 
AIC and BIC deal with the trade-off between the goodness of fit of the model and the 
simplicity of the model by introducing a penalty term for the number of parameters in the 
model. In general, a model with lower AIC and BIC values is preferred. 
The mixed-effects negative binomial model (the most complex methodology here) 
had the best statistics of the three models (log-likelihood, AIC, and BIC). Table 7 compares 
these statistics for the three models. These were the result of the flexibility of the model to 
predict a separate set of coefficients for each observation. While the application of mixed-
effects methodology was appealing (because it could consider the unobserved 
heterogeneity across the observations), it presents some challenges for making predictions 
since in practice only the fixed-effects can be used for this purpose because the 




with individual estimates of random effects is used). This issue could explain why the 
weakest results for observed versus predicted graphs belonged to the mixed-effects model.  
Table 7 Model statistics comparison 
 log-likelihood BIC AIC 
Negative binomial model -6835.3 13827.2 13707 
Zero-inflated negative binomial model -6759 13735.3 13568.3 
Mixed-effects negative binomial model -6722.7 13610.6 13483.4 
 
Consideration of assumptions behind each methodology is crucial. An essential 
assumption of the zero-inflated negative binomial model is that a portion of zero-observed 
crashes is due to the inherent safety of the segment. However, the use of this methodology 
without having justifiable reasons that a segment can be purely safe (i.e., it is impossible 
to observe a crash on it) is questionable. While the logic behind this methodology is 
perfectly defensible in other fields of science1, it does not seem to be free of challenges in 
crash frequency modeling. To a certain extent, the use of this methodology for modeling 
RwD crashes might be considered an artifact to fit a model to data that includes a 
                                                 
1 This example is provided by IDRE-UCLA(44) “The state wildlife biologists want to model how many fish 
are being caught by fishermen at a state park. Some visitors do not fish, but there is no data on whether a 
person fished or not. Some visitors who did fish did not catch any fish so there are excess zeros in the data 
because of the people that did not fish”. Note that there is no equivalence to persons that do not fish in RwD 




considerable portion of zero observations but without a strong relationship to the data 
generation process. 
A common challenge with the mixed-effects methodology is the uncertainty that 
exists in the interpretation of results. Basically, the result of random-effects for each 
random parameter is a normal distribution with a mean of zero and an estimated standard 
deviation. In numerous studies(16)(26), the estimated standard deviation of a random effect 
is close to or even higher than the corresponding estimated fixed-effects coefficient. 
Therefore, the interpretation of results for such parameters remains inconclusive since they 
would suggest that a unit increase in a variable would increase the number of crashes for a 
certain proportion of the segments and it would reduce the number of crashes for the 
complementary proportion of segments. 
In terms of model parsimony1, the negative binomial regression model is probably 
a good choice to be considered by decision-makers due to its simplicity.  
In summary, the three estimated models provide similar results in terms of the 
variables identified as affecting the frequency of RwD crashes. From a statistical point of 
view, the mixed-effects model is the model with the best statistics (best log-likelihood, 
AIC, and BIC). On the other hand, in terms of fit (as described earlier), the zero-inflated 
negative binomial is better. However, there are concerns about the rationalization of the 
zero-inflation portion of the model. Finally, from the parsimony of view, the simpler 
                                                 
1 A parsimonious model is a model that carry out a desired level of prediction with as few independent 




negative binomial model is preferable. Constructive recommendations can be made based 







CHAPTER 5: CONCLUSIONS AND RECOMMENDATIONS 
5.1 Conclusions  
This dissertation analyzed the frequency of RwD crashes, one of the deadliest type of 
crashes in the State of Hawaii, on TLTW state roads to investigate factors that affect their 
frequency. The analyses were based on ten years of RwD crashes data (including all 
severity levels) and roadway characteristics (e.g., traffic, geometry, and inventory 
databases) that can be aggregated at the segment level. Different methodologies were used 
to quantify the relationship between the frequency of RwD crashes and roadway 
characteristics. The most important conclusions derived from this research are as follows: 
1. The segment length affects the model’s estimations (i.e., the total number of 
statistically significant parameters and their estimated values). More specifically, 
the model estimation may not identify a parameter estimate statistically significant 
if the associated variable is highly dependent on the length of the segment. For 
example, the role of the average degree of curvature tends to wash out by extensive 
averaging for longer segment lengths. 
2. The consideration of directional analysis improved the quality of the models in two 
ways: first, it allowed the assignment of head-on crashes based to the direction of 
the vehicles causing the crashes according to the police reports, which is more 
realistic for capturing the effects of geometric variables that may have actually 
contributed the most to the crash. With this directional assignment, it was possible 




crashes1. An extreme example is that for the grade of the road that has a different 
value in each direction (a positive value for uphill and a negative value for 
downhills). The estimation results indicate that positive and negative grades have 
considerable different effects on the frequency of RwD crashes. Second, the 
directional analysis was the basis to include the general geometric environment of 
the analysis segment into the models. 
3. The results indicate that the general geometric environment of the roadway portion 
where the segment was located affected the frequency of RwD crashes. For 
instance, the average degree of curvature before each segment affects the frequency 
of RwD crashes on the following segment. This means that for two similar 
segments, the frequency of RwD crashes are not equal if one is located on a winding 
road and the other segment is located right after a tangent road.  This finding 
confirmed the importance of design consistency in highway design practices. 
The following details were also considered to improve the quality of the models: 
1. Assuming a quadratic form for the curvature and the grade. For instance, a quadratic 
form for a grade not only provided better statistics but also it provided a better 
clarification on the rate of changes in the frequency of RwD crashes in a possible 
range of the grade. In fact, the graph that depicted the contribution of the grade to 
the link function identified that RwD crashes increased at a higher rate on steeper 
negative grades (downhills) in comparison to the positive values (uphills). 
                                                 




2. Introducing an independent variable called “mean friction demand” based on the 
geometric relationship between the superelevation, speed and the degree of 
curvature. 
3. Introducing the AADT both as a measure of exposure and separately as an 
independent variable to the RwD crashes. 
4. Including the weighted standard deviation of some features like curvature not only 
improved the statistics of the model but also it compensated for some of the details 
that might be overlooked by just calculating the weighted average. For instance, the 
weighted standard deviation of curvature better represented the possible changes in 
the direction of consecutive curves in a segment.  
In terms of model evaluation and the model selection, the following results were derived. 
1. A new approach was introduced to evaluate the goodness of fit of generalized 
regression models based on their probabilistic nature. This approach is more 
consistent with theoretical concepts behind the negative binomial regression 
models, and it considers the probability density function of the count distribution. 
This approach was used to provide a better description of the goodness of fit to the 
data with respect to the approaches used in the literature. This is another tool to 
complement the typical evaluation of generalized regression models based on 
comparisons of the statistics of the models (e.g., their log-likelihood). The main 
contribution of this approach is that it permits a visual description of the model fit. 
However, equivalently to the use solely of R2 for selecting linear models, its use for 




2. In terms of model evaluation, the mixed-effects model was found to provide the 
best statistics. However, its application on prediction was limited because only the 
fixed-effects could be used for the prediction. The zero-inflated model presented 
better statistics in comparison with the negative binomial regression; however, the 
assumptions behind this approach (i.e., the assumption that a segment can be 
inherently safe), and other complexities (e.g., the interpretations of results) lessen 
its practical application.  
Lastly, the following results were derived in terms of the identification of factors that affect 
the frequency of RwD crashes1. 
1. The results identified a direct relationship between the rate2 of RwD crashes and 
the mean friction demand, trucks percentage, absolute value of curvature, the 
standard deviation of curvature (environmental variable), IRI (environmental 
variable). 
2. On the other hand, an increase in the following variables decreased the rate of RwD 
crashes: logarithm of AADT, shoulder width, grade, the proportion of the total 
length of sections with painted medians, lane width, the proportion of length of 
shoulder with asphalt concrete, curvature (environmental variable), the proportion 
of the total length of sections with guardrails, and the painted median width. 
                                                 
1 Based on the negative binomial regression model by considering the segment length equals to 0.2-mile 




5.2 Practical implementations 
The results provided some insight to select countermeasures to reduce RwD crashes 
either by keeping the vehicle on the roadway or by reducing the potential for crashes when 
vehicles do leave the road. The results suggest that the following countermeasures may 
reduce the frequency of RwD crashes: Using a high friction surface treatment on segments 
with high mean friction demand to provide a higher safety margin between friction demand 
and friction supply; to increase the superelevation on curves with high friction demand to 
decrease it; widening lanes, shoulders, and the painted median; paving the shoulders with 
asphalt concrete, installing guardrails, improving the roadway geometrics (e.g., curve 
delineation, grades); resurfacing the pavement to improve the IRI1.  
Based on the predictions with the models developed in this study (i.e., the mean value 
for the frequency of RwD crashes on each segment), the segments with a higher likelihood 
of the RwD crashes may be prioritized for further safety projects due to the limited 
resources. Decision-makers may consider the results to reduce the total number of RwD 
crashes effectively on TLTW state roads by prioritizing the locations and the types of 
countermeasures. 
5.3 Model limitations 
Even though it is believed that the crash frequency models developed in this study 
represent an improvement from other models that were developed to study the frequency 
                                                 




of RwD crashes, it also has some limitations that are important to point out: 
1. A common limitation of crash frequency models is that they are developed based 
on police crash reports. Hence, it is highly probable that the total number of RwD 
crashes is more than the reported crashes. Likewise, it is most likely that the total 
number of property damage only (PDO) crashes and non-injury crashes are 
underestimated. Since the models developed in this dissertation were based on the 
police crash reports, they share this limitation. 
2. The unit of analysis is the roadway segment in crash frequency modeling.  
Therefore, only information relating to the roadway segments can be used to predict 
the crashes on segments. Therefore, the findings of this methodology emphasize 
the roadway characteristics incorporated in highway design (e.g., traffic, geometry, 
and inventory databases). The findings of this dissertation are mostly beneficial in 
promoting a safer highway design to reduce the frequency of RwD crashes. It is 
worth to mention that the attributes of drivers, passengers, vehicles, and the weather 
undoubtedly can affect the frequency of RwD crashes (even more so that the 
roadway features), but this information cannot be incorporated into this 
methodology other than by segmenting the data into data sets with different 
conditions and estimating separate models. The attributes of drivers, passengers, 
vehicles, and the weather information are more amenable for a separate type of 
analysis (i.e., crash severity models) that predict the severity of crashes. However, 




5.4 Future research 
The models presented in this dissertation captured the effects of roadway characteristics on 
the frequency of RwD crashes; however, additional benefits can be realized through the 
following recommendations: 
1. Data improvements: 
Improving the quality of current models by adding some important predictor variables 
unavailable in this study is recommended. For instance, adding surface friction as an 
independent variable may improve the results. For this dissertation, such information 
was not available, so an attempt was made to calculate the mean friction demand 
instead based on the other geometric features of the roads. Using the measured average 
surface friction (friction supply) for model estimation is expected to improve the model 
by capturing the difference between friction demand and friction supply. 
Another example is capturing the effects of existing low-cost safety improvements such 
as rumble strips and chevron signs. Currently, such safety improvements are present in 
many of the segments in the database, but they were not considered because of their 
location or year of construction were not known. The information for some segments 
in the existing dataset (possibly expanded with additional years) could be split into 
before and after application of a safety treatment. Re-estimation of such a model could 
provide valuable information to judge the effectiveness of such treatments. This is the 
main reason that the models were estimated with an offset for the number of years even 
though for all the sections in this study exactly ten years of data were available. If the 




would be different, but this can be easily accounted for with the use of the offset for 
the number of years. 
2. Crash severity analysis: 
Developing crash severity models based on the same data to complement the 
outcomes of the current study. The severity models reveal the determinant factors 
that affect the severity of RwD crashes. The primary intention is to identify the 
factors that reduce the total number of RwD crashes with incapacitating injuries or 
deaths. 
3. Driving Under the Influence (DUI) 
It is widely accepted that driving under the influence (e.g., alcohol and/or drugs) is 
one of the primary reasons of crashes. While improving the highways’ safety to 
reduce the total number of crashes for all the users (i.e., including impaired drivers) 
might be of interest, it might not be a cost-effective strategy because of the 
limitations of the safety budget. Alternatively, roads can be designed and improved 
with required standards for the majority of users (excluding the impaired drivers) 
and meanwhile, part of the safety budget could be allocated to educate drivers about 
the consequences of driving under the influence. Therefore, it is recommended to 
split the dataset into two DUI related and non-DUI related RwD crashes to highlight 
the effects of DUI. Consequently, two separate crash frequency models can be 
developed, and statistical inferences based on separately developed models can be 





4. Segment length analysis: 
Separate crash frequency models were developed to emphasize the importance of 
segment length in crash frequency modeling. An interesting topic to continue this 
endeavor is to find a robust methodology to identify the best segment length. 
5. The general geometric environment of the roadway: 
The importance of general geometric environment was investigated in this 
dissertation, and it was found that the information for 1.2-mile (~ 2.0-km) before 
each segment affected the frequency of RwD crashes. However, through a well-
established methodology, there might be an optimum length before each segment 
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A. State of Hawaii motor vehicle accident report form  






















B. Summary of statistics  
Table 8 presents the descriptive statistics of the continuous explanatory variables for the 
0.1-mile segment length. 
Table  8 Descriptive statistics of the continuous variables 
Variable Min Max Mean S.D. 
AADT 545 26682 6788 5906 
The Proportion of Single and Combination Trucks in the 
Stream 
0.00 56.57 5.60 7.32 
Average Side Friction Demand 0.00 0.40 0.02 0.03 
Absolute Value of Curvature(degrees) 0.00 64.79 3.43 7.03 
Standard Deviation of Curvature 0.00 70.26 2.84 6.73 
Absolute Value of Curvature (Environmental Variable) 0.00 35.57 3.38 5.95 
Standard Deviation of Curvature (Environmental 
Variable) 
0.00 41.46 4.57 7.15 
Grade (percent) -16.30 12.32 0.00 3.16 
Standard Deviation of Grade 0.00 7.32 0.27 0.52 
Grade (Environmental Variable) 0.00 10.95 2.40 1.78 
Standard Deviation of Grade (Environmental Variable) 0.00 7.40 1.30 0.94 
IRI (inch/mile) 0.00 768.30 145.68 74.65 
Standard Deviation of IRI 0.00 566.27 42.21 36.15 
IRI (Environmental Variable) 34.40 591.18 145.01 65.46 
Standard Deviation of IRI (Environmental Variable) 6.41 566.27 55.63 35.36 
Lane Width (feet) 7.00 19.40 10.99 1.26 
Painted Median Width (feet) 0.00 12.00 0.16 1.28 
Rutting (inch) 0.00 0.82 0.06 0.05 
Shoulder Width (feet) 0.00 20.00 4.81 3.09 
The Proportion of Total Length of sections with 
Guardrails(mile/mile) 
0.00 1.00 0.20 0.37 
The Proportion of Total Length of Sections with painted 
Medians (mile/mile) 
0.00 1.00 0.08 0.25 
The Proportion of Total Length of Sections with Asphalt 
Concrete Shoulder(mile/mile) 







Table 9 presents the descriptive statistics of the continuous explanatory variables for the 
0.3-mile segment length. 
Table  9 Descriptive statistics of the continuous variables 
Variable Min Max Mean S.D. 
AADT 545 26682 6785 5881 
The Proportion of Single and Combination Trucks in the 
Stream 
0.00 56.57 5.59 7.28 
Average Side Friction Demand 0.00 0.26 0.03 0.03 
Absolute Value of Curvature(degrees) 0.00 49.39 3.42 6.48 
Standard Deviation of Curvature 0.00 53.33 3.95 7.34 
Absolute Value of Curvature (Environmental Variable) 0.00 35.57 3.36 5.95 
Standard Deviation of Curvature (Environmental 
Variable) 
0.00 41.46 4.57 7.15 
Grade (percent) -12.63 11.99 0.00 3.06 
Standard Deviation of Grade 0.00 7.28 0.66 0.73 
Grade (Environmental Variable) 0.00 10.81 2.40 1.78 
Standard Deviation of Grade (Environmental Variable) 0.00 7.38 1.30 0.94 
IRI (inch/mile) 32.20 659.17 145.49 69.93 
Standard Deviation of IRI 4.59 336.34 49.54 36.16 
IRI (Environmental Variable) 34.48 591.18 144.54 65.12 
Standard Deviation of IRI (Environmental Variable) 6.41 336.34 55.45 34.79 
Lane Width (feet) 7.00 15.90 11.00 1.25 
Painted Median Width (feet) 0.00 12.00 0.16 1.17 
Rutting (inch) 0.00 0.53 0.06 0.05 
Shoulder Width (feet) 0.00 16.00 4.81 3.01 
The Proportion of Total Length of sections with 
Guardrails (mile/mile) 
0.00 1.00 0.20 0.32 
The Proportion of Total Length of Sections with painted 
Medians (mile/mile) 
0.00 1.00 0.08 0.22 
The Proportion of Total Length of Sections with Asphalt 
Concrete Shoulder (mile/mile) 






Table 10 presents the descriptive statistics of the continuous explanatory variables for the 
0.5-mile segment length. 
Table  10 Descriptive statistics of the continuous variables 
Variable Min Max Mean S.D. 
AADT 545 26682 6796 5882 
The Proportion of Single and Combination Trucks in the 
Stream 
0.00 56.57 5.61 7.29 
Average Side Friction Demand 0.00 0.36 0.03 0.03 
Absolute Value of Curvature(degrees) 0.00 47.53 3.42 6.30 
Standard Deviation of Curvature 0.00 51.38 4.26 7.34 
Absolute Value of Curvature (Environmental Variable) 0.00 36.56 3.33 5.81 
Standard Deviation of Curvature (Environmental 
Variable) 
0.00 41.70 4.69 7.04 
Grade (percent) -11.21 11.20 0.00 2.96 
Standard Deviation of Grade 0.00 8.57 0.91 0.85 
Grade (Environmental Variable) 0.01 8.45 2.40 1.70 
Standard Deviation of Grade (Environmental Variable) 0.00 6.39 1.49 0.94 
IRI (inch/mile) 32.90 656.30 145.48 68.59 
Standard Deviation of IRI 6.18 265.15 51.95 35.20 
IRI (Environmental Variable) 35.70 568.10 143.90 62.97 
Standard Deviation of IRI (Environmental Variable) 7.52 265.15 57.16 33.93 
Lane Width (feet) 7.00 14.34 11.00 1.24 
Painted Median Width (feet) 0.00 12.00 0.16 1.00 
Rutting (inch) 0.00 0.46 0.06 0.04 
Shoulder Width (feet) 0.00 16.00 4.81 2.97 
The Proportion of Total Length of sections with 
Guardrails (mile/mile) 
0.00 1.00 0.20 0.30 
The Proportion of Total Length of Sections with painted 
Medians (mile/mile) 
0.00 1.00 0.08 0.20 
The Proportion of Total Length of Sections with Asphalt 
Concrete Shoulder (mile/mile) 






C. Results for the other segment lengths 
C.1 Negative binomial evaluation for 0.1-mile segment length 
 
Figure 62 Comparison graph for the first range of average predicted crashes 
 





Figure 64 Comparison graph for the third range of average predicted crashes 
 
 






Figure 66 Comparison graph for the fifth range of average predicted crashes 
 
 





Figure 68 Comparison graph for the seventh range of average predicted crashes 
 
 





Figure 70 Comparison graph for the ninth range of average predicted crashes 
 
 




C.2 Negative binomial evaluation for 0.3-mile segment length 
 
Figure 72 Comparison graph for the first range of average predicted crashes 
 
 





Figure 74 Comparison graph for the third range of average predicted crashes 
 
 





Figure 76 Comparison graph for the fifth range of average predicted crashes 
 
 





Figure 78 Comparison graph for the seventh range of average predicted crashes 
 
 





Figure 80 Comparison graph for the ninth range of average predicted crashes 
 
 




C.3 Negative binomial evaluation for 0.5-mile segment length 
 
Figure 82 Comparison graph for the first range of average predicted crashes 
 
  





Figure 84 Comparison graph for the third range of average predicted crashes 
 
 






Figure 86 Comparison graph for the fifth range of average predicted crashes 
 
 






Figure 88 Comparison graph for the seventh range of average predicted crashes 
 
 






Figure 90 Comparison graph for the ninth range of average predicted crashes 
 
 
Figure 91 Comparison graph for the tenth range of average predicted crashes 
 
