We relate models based on costs of switching beliefs (e.g. due to inattention) to hypothesis tests. Specifically, for an inference problem with a penalty for mistakes and for switching the inferred value, a band of inaction is optimal. We show this band is equivalent to a confidence interval, and therefore to a two-sided hypothesis test.
Introduction
This paper provides a new micro-foundation for two-sided hypothesis tests. Agents receive sequential information and conduct inference which penalizes adjustments to the estimator and deviations from the classical Bayesian estimate. We show that, to a first order approximation for small adjustment costs, the resulting estimator has a band of inaction with width proportional to the Bayesian estimator's standard deviation. This makes it equivalent to a confidence interval and therefore to a two-sided hypothesis test.
The model
We base our setting on a Kalman-Bucy filter (Kalman and Bucy, 1961) , as this has a wide variety of applications (see Bain and Crisan, 2009) .
We write X for a multivariate (hidden) process, which we seek to estimate using multivariate observations Y . We suppose X and Y satisfy dX t = F t X t dt + dW t , X 0 ∼ N (X 0 , P 0 ),
where W and B are independent continuous martingales, with quadratic variations
Here F, A, Q and R are matrix-valued deterministic functions of appropriate dimensions, R is invertible and A is nonzero, and (X 0 , P 0 ) are the mean and variance of our initial estimate of X 0 . The filtration F t = σ(Y s ; s ≤ t) represents the information available from observing Y up to time t. For these dynamics, conditional on our observations {Y s } 0≤s≤t , the hidden state X t has a multivariate normal distribution:
The values of (X t , P t ) have joint dynamics
with initial values (X 0 , P 0 ), where
denotes the Kalman gain process, and dV t = dY t − A tXt dt defines the innovations processV , which is a martingale under {F t } t≥0 , with quadratic variation d V t = R t dt.
Example 1. A simple example is when our processes are all scalar, F, Q ≡ 0 and A, R ≡ 1. Then X ≡ X 0 is a (unknown) constant and K t = P t , so
Observe that the posterior variance P t collapses like 1/t, as we would expect from a standard observation problem. This is the continuous-time analogue of a Bayesian estimation problem for an unknown mean with normal errors, with prior N (X 0 , P 0 ) leading to posterior N (X t , P t ). We suppose that, over a fixed time period [0, T ], our agent estimates X t with an approximation Θ t ofX t . She has initial wealth z, from which she continuously pays monetary costs ρ(X t − Θ t ) due to tracking error relative to the optimal filter estimate and a cost λ whenever Θ t changes. We assume ρ is convex, smooth and minimized at ρ(0) = 0. For a utility function U , our agent wishes to optimize her utility of expected wealth
over piecewise constant adapted processes Θ. AsX is a Markov process, there exists a value function
Like in Korn (1998) , Lo et al. (2004) and Altarovici et al. (2015) , the value function can be expanded 1 in powers of λ. If λ is small, by ignoring higher order terms, we obtain an approximation to v, and hence to the optimal choice of Θ.
Dynamic programming
With fixed adjustment costs, it will be optimal to leave Θ unchanged until X t − Θ t is sufficiently large. Write K for the region where Θ remains fixed. A standard dynamic programming argument yields a partial differential equation for the value function v(t,x, z, θ; λ).
Indeed, the optimal filterX without adjustment costs has the diffusive dynamics (1). By the martingale optimality principle, the value function evaluated along the state variables (t,X t , Z t , Θ t ) is a martingale for the optimal Θ, and a supermartingale otherwise. Applying Itô's lemma, this implies
with equality on K (when it is not optimal to change θ), where
Considering the possibility of changing θ, we observe
with equality on the complement K c (when it is optimal to change θ). Combining these inequalities, we obtain the dynamic programming equation
with terminal value v(T, z,x, θ; λ) = U (z). The difficulty is that the free boundary for K needs to be determined as part of the solution.
Asymptotic analysis
When λ = 0, one can use Θ t =X t to achieve v(t, z,x; 0) ≡ U (z). We expect that the optimal strategy 2 will involve switching whenever |x − θ| = O(λ 1/4 ), resulting in a cost of O(λ 1/2 ). This gives the ansatz
where ξ := λ −1/4 (x − θ). See Muhle-Karbe et al. (2017) for further discussion.
Recalling our assumptions on ρ,
where Γ = ∂ xx ρ(0) 2 is a positive-definite matrix. We substitute the ansatz (6) into (2), to obtain
with equality on K. From (4) we have
with equality on K c . For small λ,
This is because ψ is multiplied by λ in (6) (so its value at any fixed point is irrelevant to first order) and ψ is smooth. Consequently, (7) simplifies to
The leading-order terms for small λ in each region in turn lead to the following approximate version of the dynamic programming equation (5):
Exponential Utility
To obtain a closed-form solution to (8), assume that U (z) = (1 − e −kz )/k for some k > 0. Then U ′ (z) = e −kz and withφ = e kz φ,ψ = e kz ψ, (8) becomes
Following Atkinson and Wilmott (1995) , we propose 3 a solution of the form
, where M is a (symmetric, positive-definite) matrix to be determined. We have
This has to hold for all ξ, so
which is an algebraic equation for M . In one dimension, (9) simplifies to M = Γ/(2Σ t ), and using (3) the approximately optimal no-switching region is
.
Interpretation as hypothesis testing
We now explore the connection with hypothesis testing in the case where X and Y are scalar processes.
Example 2. Suppose we are in the setting of Example 1, so X t is constant, F = Q = 0, A = R = 1, and consider testing the hypothesis
where µ = X t for t ≥ 0. Recall that
is the variance of the hidden process X t given the observations F t until time t, and our asymptotically optimal policy is to switch whenever
for c = (2λ/Γ) 1/4 . By choosing the test size of a two-sided test such that c is the critical value of the usual test statistic, we equivalently switch whenever the standard z-test rejects H 0 .
In the general scalar setting, the optimal switching region still corresponds to a hypothesis test, but with variable test size. Indeed, K then has width proportional to
Observe that A t / √ R t describes the quality of observations (it is the infinitesimal signal/noise ratio) and hence the volatility ofX. Therefore, in periods of lowquality data our agent switches more frequently, or equivalently, uses a test with lower confidence level.
Appendix: Illustration in discrete time
In order to give a concrete example of an estimation problem, we consider the task of estimating the parameter p ∈ (0, 1) of independent Bernoulli trials {Y n } n∈N with values in {0, 1}. We write F t for the information available from the first t observations, that is Y 1 , ..., Y t . Our analysis of this problem will also yield an asymptotic approximation with the same form as (6).
The maximum likelihood estimator (MLE) for the parameter p isp t = t n=1 Y n /t. If t is large, we apply the central limit theorem, and so have the approximate distributionp
As the agent has no control over the term E[(p −p t ) 2 |F t ], the effective cost is given by (p t − Θ t ) 2 , which is of the form considered. The cost λ can be motivated, for example by assuming that the choice of Θ is an input to a more complex decision setting, which will need to be recalibrated whenever Θ changes.
Related results for models with transaction costs suggest that the optimal policy is for the agent not to act until the tracking errorp t − Θ t leaves some interval. To a first-order approximation, which we consider more formally below, the interval is of the form (−b t , b t ), for some b t to be determined. When the difference between the MLE and the agent's approximation exceeds this threshold, the optimal strategy is to set Θ t =p t (this is becausep t is an unbiased estimate of p and the adjustment cost does not depend on the size of the adjustment).
To find b t , we will work in an asymptotic regime, where we consider small costs λ → 0 and fix a large terminal time T → ∞. In particular, we assume that as T → ∞, there is a time t * → ∞ such that the long-run costs on the interval [t * , T ] form the principal part of the realized cost, and costs on the interval [0, t * ] can be ignored.
We first consider the behaviour of the tracking error between two sequential switching times t 1 < t 2 , where t * ≤ t 1 . (Note that t * → ∞ as T → ∞, so t 1 → ∞ by assumption.) We assume that
as T → ∞, λ → 0. We shall see that these assumptions are consistent with the optimal b t we construct. We can writê
where the approximation is justified whenever t −1
2 is small, which is justified as t 1 → ∞. Assuming t 1 is large 4 , we know that
so the tracking error is approximately the sum of a sequence of mean-zero iid random variables, and is well modelled as a random walk, with each step having up-probabilityp t1 . For notational simplicity, we writeσ 2 t =p t (1 −p t ), which is the estimated variance of our observations. Note thatσ 2 t → p(1 − p) as t → ∞, in particular σ t ≈σ t * when T (and hence t * ) is large.
Using the approximation of tracking error as a random walk, we choose b t to minimize expected costs. We have to trade off between our running cost and the cost of switching. For a time s, we try and evaluate the expected cost at time t, given our barrier strategy b t . We first compute the running cost term.
Write C ρ t (b t ) = ρ(p t − Θ t ) when Θ t is determined using a boundary b t . From our assumptions on ρ, provided the tracking error is not too large (which will happen whenever b t is small), we can approximate with Taylor's theorem ρ(x) ≈ Γx 2 for some constant Γ > 0. As T is large, our agent will be active over a long horizon, so it is the longrun average value of this cost which is important. As b t will change through time, it is natural to rescale our random walk, so we look for the asymptotic stationary distribution of
This is given approximately by the 'triangular' density
as can be seen by the observations that:
• ξ t jumps to zero whenever it hits ±b t /b t1 → ±1, so g(−1) = g(1) = 0.
• The density integrates to unity.
• From considering the possible paths of ξ: Except at x = 0, the only way for ξ to reach x is from being previously at either x − and then observing Y = 0. The probability of observing Y = 1 isp t1 , so we have the stationary Chapman-Kolmogorov equation
Rearranging and writing h = 1/(t 1 b t1 ), we obtain
Assuming g is twice differentiable for x = 0 and taking h → 0 (or equivalently t 1 b t1 → ∞), this gives the differential equation
or equivalently g ′′ (x) = 0 for x = 0. Hence, when t 1 b t1 is large (which is assumed when T → ∞, λ → 0), we obtain a piecewise linear function for g, and hence the triangular density.
which agrees with the λ 1/2 scaling of our asymptotic approximation in continuous time (6).
Finally, we can check the consistency of our choice of b t with our asymptotic assumption (12). Clearly, we have b t → 0 and tb t → ∞ as t → ∞. We also know that the period between consecutive switches τ has expectation E[τ |F t * ] ≈ (tb t /σ t * ) 2 = O(λ 1/2 t). As λ → 0, this shows that, for consecutive switching times t 1 , t 2 , for t Our choice of b t is thus consistent with our asymptotic assumption (12) as T → ∞, λ → 0.
