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A b s t r a c t  
Biomedical imaging has had an enormous impact in medicine and research. There are numerous 
imaging modalities covering a large range of spatial and temporal scales, penetration depths, 
along with indicators for function and disease. As these imaging technologies mature, the quality 
of the images they produce increases to resolve finer details with greater contrast at higher speeds 
which aids in a faster, more accurate diagnosis in the clinic. In this dissertation, polarization-
based optical coherence tomography (OCT) systems are used and developed to image biological 
structure and function with greater speeds, signal-to-noise (SNR) and stability. OCT can image 
with spatial and temporal resolutions in the micro range. When imaging any sample, feedback is 
very important to verify the fidelity and desired location on the sample being imaged. To increase 
frame rates for display as well as data throughput, field-programmable gate arrays (FPGAs) were 
used with custom algorithms to realize real-time display and streaming output for continuous 
acquisition of large datasets of swept-source OCT systems. For spectral domain (SD) OCT 
systems, significant increases in signal-to-noise ratios were achieved from a custom balanced 
detection (BD) OCT system. The BD system doubled measured signals while reducing common 
term. For functional imaging, a real-time directed scanner was introduced to visualize the 3D 
image of a sample to identify regions of interest prior to recording. Elucidating the characteristics 
of functional OCT signals with the aid of simulations, novel processing methods were also 
developed to stabilize samples being imaged and identify possible origins of functional signals 
being measured. Polarization-sensitive OCT was used to image cardiac tissue before and after 
clearing to identify the regions of vascular perfusion from a coronary artery. The resulting 3D 
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image provides a visualization of the perfusion boundaries for the tissue that would be damaged 
from a myocardial infarction to possibly identity features that lead to fatal cardiac arrhythmias. 
3D functional imaging was used to measure functional retinal activity from a light stimulus. In 
some cases, single trial responses were possible; measured at the outer segment of the 
photoreceptor layer. The morphology and time-course of these signals are similar to the intrinsic 
optical signals reported from phototransduction. Assessing function in the retina could aid in 
early detection of degenerative diseases of the retina, such as glaucoma and macular 
degeneration. 
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Figure 2.1. Schematic of Michelson interferometer. BS, beamsplitter; M, mirror. The double sided arrow 
represents the mirror that moves to produce interference. 
Figure 2.2. Diagram of beam waist and the Raleigh range and how they relate to the shape of the beam. ZR, 
Rayleigh length; ωo, beam waist. 
Figure 2.3. Schematic of monochronometer used for wavelength mapping. BS, beamsplitter; G, grating; 
CS, commercial spectrometer 
Figure 2.4. Coherence function before and after dispersion compensation. 
Figure 2.5. Diagram of polarization-maintaining fiber. 
Figure 3.1 Flowchart of FGPA Implementation. 
Figure 3.2. Schematic of Mach-Zehnder interferometer where BS, beamsplitter; M, mirror; G, glass for 
optical delay 
Figure 3.3. Simulated k-clock signal to demonstrate the nonlinear fringe pattern and it's unwrapped phase. 
The vertical dashed lines indicate zero crossings. 
Figure 3.4. Example of a timing diagram for synchronized OCT system. The master clock is provided by 
the acquisition device and the control signals and analog input clock divide the master clock to obtain the 
desired rate. 
Figure 3.5. The front panel of the acquisition program demonstrating some of the options and parameters 
that can be used to customize acquisition. 
Figure 3.6: Display windows using a salamander retina as a sample. (a) en face (top) image of 
photoreceptor layer and cross section (bottom) image of the retina. The yellow are the current scanner 
location which is controlled with voltages ranges in the control signal panel (b). (c) The spectra and (d) 
calculated depth profile for a PS system for selected A-Line. 
Figure 4.1. Illustration of the BD SD OCT system. SLD: superluminescent diode; PC: polarization 
controller; C: collimator; P: polarizer; PBS: polarization beamsplitter; QWP: quarter-wave plate; L: lens; 
M: mirror; GM: galvo mirror; PMF: polarization-maintaining fiber; G: grating; WP: Wollaston prism. 
Figure 4.2. Spectral lines and modulations on the camera for a single reflector. (a) A section on the area 
camera shows two spectral lines selected for balanced detection for the calcite block configuration. (b) 
Area camera regions covering the two spectra from the Wollaston prism configuration. (c) The modulations 
are completely out-of-phase. (d) Subtraction of the two spectra yields the balanced detection signal. 
Figure 4.3. Improvement of the BD operation over the single channels (Ch1 and Ch2) is maintained within 
the imaging depth. SD-OCT is subject to a depth-dependent decay as expected. 
Figure 4.4. Logarithmic depth profiles of a coverslip sample. Signal gains by balanced detection for the 
front and back surfaces are represented by peaks at 150 m and 400 m, respectively. Auto-interference 
(250 m) of these surfaces and DC terms are suppressed. The peak at 500 m is due to multiple reflections 
within the coverslip and only visible on the single channel. Single channels were similar so only Ch1 is 
displayed. 
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Figure 4.5. Rat eye images with the Wollaston prism (a,b,c) and calcite block (d,e,f) configurations. (a,d) 
non-balanced detection (single channel) images, one of which (d) contains label for auto-interference (AI). 
(b,e) addition of spectra shows imbalance in signal and highlights the common terms. (c,f) Common terms 
and fixed-pattern lines are removed and the signal is doubled with balanced detection. 
Figure 5.1. Image of the rabbit hearts before (A) and after (B) optical clearing to show the BZ. (A) Rabbit 
heart in the air before dehydration and clearing. (B) the same heart rotated clockwise to show the BZ after 
dehydration and clearing. LV, left ventricle. Scale bar = 0.5 cm. 
Figure 5.2. Schematic of the heart preparation for OCT imaging. (A) Longitudinal view of the BZ. For 
these scans, the heart was not sliced. The BZ is shown by the dotted line. The black rectangular boxes 
shows the region in which the 3D scan was performed. (B) The short-axis view of the imaged BZ. 
Figure 5.3. OCT 2D image of the BZ. (A) Reflectivity en face image generated by integrating the data 
along depth. Topological information as well as the BZ (white dotted line) can be seen. (B) OCT 
reflectivity image. Due to refractive index matching, the cleared region (right) is dark due to low 
backscatter, whereas the nonperfused tissue (left) is bright due to high scattering. (C) Retardance en face 
image. The dark region on the left is the nonperfused region, while the bright color indicates the perfused 
region. The BZ can be seen between the two regions (white dotted line). (D) OCT phase-retardance image. 
Imaging of the BZ transmurally showed “finger-like” projections of perfused tissue penetrating 
nonperfused tissue. P, perfused with BABB; N, nonperfused. Scale bar = 1 mm. 
Figure 5.4. Demonstration of BZ in depth. The reflectivity (A) and masked retardance (B) image show the 
suggested BZ by a dashed line. Scale bar = 0.5 mm. 
Figure 5.5. OCT 2D image of an uncleared heart. (A) Reflectivity en face image generated by integrating 
the data along depth. Topological information can be seen but there is no presence of a BZ. (B) OCT 
reflectivity image of uncleared tissue. No border can be observed. (C) Retardance en face image. The dark 
regions indicate that the tissue is nonperfused. (D) OCT phase retardance image. Only the epicardial 
surface can be seen due to the high level of scattering within the tissue. (E) OCT reflectivity image of the 
heart after treatment with ethanol. Ethanol does not significantly affect the penetration depth of light in the 
tissue as shown by the lack of border between the two regions. (F) OCT phase retardance image of the 
heart after treatment with ethanol. Only the epicardial surface is producing a signal due to low penetration 
depth within the tissue. Scale bar = 1 mm. 
Figure 5.6. OCT image of the rabbit heart sliced transversely. (A) Reflectivity en face image generated by 
integrating the data along depth. Topological information as well as the BZ (white dotted line) can be seen. 
(B) OCT reflectivity image. Due to refractive index matching yielding low backscattering, the cleared 
region (left), whereas the nonperfused tissue (right) is bright due to the high scattering. (C) Retardance en 
face image. The dark region on the right is the nonperfused region, while the bright color indicates the 
perfused region. The BZ can be seen between the two regions (white dotted line). (D) OCT phase-
retardance image. P, perfused with BABB; N, non-perfused. Scale bar = 1 mm. 
Figure 5.7. Snapshots of 2D OCT images of the perfused heart at different locations from apex to base. (A) 
Reflectivity. (B) Phase retardance. Slices start at the apex (0.03 mm) and progress to the base (9.09 mm). 
The reflectivity en face image shows where the slices were taken (as indicated by the blue line and letters). 
Arrows indicate “fingers.” Scale bar = 1 mm. 
Figure 5.8. 3D reconstruction of the BZ from the reflectivity images. The bright region is nonperfused 
tissue. Areas of low-reflectivity signal indicate cleared tissue with low scattering. “Fingers” of the border 
can be easily seen. 
Figure 6.1. Cross section of a salamander retina from an eyecup preparation taken with a high resolution 
SD OCT sytem at center wavelength of 905 nm. The layers of the retina are labeled in green. NFL, nerve 
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fiber layer; GCL, ganglion cell layer; IPL, inner plexiform layer; INL, inner nuclear layer, OPL, outer 
plexiform layer; ONL, outer nuclear layer; IS, inner segment of photoreceptor; OS, outer segment of 
photoreceptor; RPE, retinal pigment epithelium. 
Figure 6.2. Cross section of salamander retina taken with a high resolution SD OCT system at center 
wavelength of 905 nm. The optic disc can be observed as a break in the retinal layers. 
Figure 6.3. Two coherence functions demonstrating the effect of reflector motion that couples into 
reflectivity. The red line shows the negative signal change from the green coherence function to the blue 
and the black line demonstrates a positive change from the green to blue coherence function. 
Figure 6.4. Diagram of perfusion chamber for retina experiments. (a) is top view and (b) is side view. 
Figure 6.5. The spectrum of the light stimulus. 
Figure 6.6. Schematic of SD OCT system for retinal imaging. SLD, superluminescent diode; C, collimator; 
QWP, quarter-wave plate; L, lens; M, mirror; LED, light emitting diode; DM, dichroic mirror; GM, galvo 
mirror; T, telescope; WIL:, water immersion lens; G, grating; WP, Wollaston prism. 
Figure 6.7. En face images of salamander retina with (a) integration of all the retinal layers, (b) integration 
of only the nerve fiber layer and (c) integration of the photoreceptor layer. Scale bars: 250 µm. 
Figure 6.8. Image of retina with locations imaged highlighted by red boxes. 
Scale bars: 250 µm. 
Figure 6.9. Example of phase adjustments to stabilize the sample image axially. (left) uncorrected phase for 
several depth locations and (right) the adjusted phase signals. 
Figure 6.10. Effect of phase adjustments on a detected ΔI/I signal for the SD 1300 nm system for a single 
trial (averaged spatially). The vertical black line indicates the time of the stimulus. 
Figure 6.11. Response from 840 nm system for a single trial (average spatially). The vertical black line is 
an indicator of the stimulus onset. (A) demonstrates a response with a control signal from the main channel; 
while (B) includes the result with the cross channel. 
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Ch ap t er  1   
In t rod u c t i on  
1.1 Overview 
Investigating biological samples with light has elucidated function and resolved the microscopic 
world. Optical properties of tissues are exploited as they are discovered that help guide other 
fields of research. With both intensity and polarization information available, various properties 
of tissue can be probed simultaneously. Changes in optical properties of samples, such as 
scattered light and birefringence, offer measures of structure, orientation and activity. In this work 
I used polarization-based optical coherence tomography (OCT) to image biological tissues to 
measure structure and function using custom developed high-performance, high-precision 
hardware and software. 
OCT is an established imaging technology for measuring micro-scale structures in biological 
tissue. The maturity of OCT, with its many variants, speed and SNR capabilities, have 
investigated a variety of biological structures and even function. The capabilities and limitations 
of OCT and its variants are well characterized and confirmed with feasibility studies 
demonstrating repeatable signals for functionally imaging squid giant axon action potentials, 
neural activity from brain slices and retina activation from a light stimulus from several animal 
models, including humans [1-6]. These results with many others have quickly established OCT as 
an imaging technology that has unique utility in the clinic with its noninvasive nature, ability to 
resolve fine detail and depth penetration in tissue. OCT is equipped to extend its reach to examine 
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more basic science questions with its unique imaging scales and characteristics. In this 
dissertation, I will describe our work for increasing OCT performance for Fourier domain OCT 
systems, development of a balanced detection spectral domain OCT system and imaging the heart 
and retina to elucidate structure and function with high resolution. 
1.2 Motivations for Research 
An important aspect of diagnostic tools used in research and the clinic is a thorough evaluation of 
a sample with a stress on early detection; this includes both structural and functional 
characteristics. By the time many diseases express themselves structurally, the efficacy of any 
treatment is greatly impacted depending on how far the disease has progressed. Depth-resolved 
imaging has been suggested as a powerful technique with great potential for in vivo diagnostics 
that can provide information about biological tissue from many different perspectives (functional 
or chemically specific information) [7]. OCT has commonly been referred to as providing an 
"optical biopsy" for a variety of tissues and locations, including endoscopy [8-10]. The unique 
characteristics of OCT, being depth-resolved, high speed, high resolution and noninvasive, 
position it well to take an early diagnostic role in not only identifying but understanding certain 
pathologies.  
An obstacle in producing a clinical-grade device for OCT is the ability to get instant feedback on 
structural and functional information. This feature requires high-performance hardware and 
software. In the world of big data, visualizing large datasets and storing them is becoming a 
limiting factor. This can be addressed with smart, efficient algorithms to acquire, process, and 
visualize large datasets with high throughput. 
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1.3 Organization of this dissertation 
Chapter 2 discusses the background and principles of OCT. The parameters that define an OCT 
system and how performance is measured will be covered. Common OCT implementations will 
also be discussed with a focus on the systems configurations that are the basis for imaging setups 
used in this work. 
Chapter 3 will describe advancements in real-time OCT processing for FPGA-based real-time 
algorithms to achieve high data throughput rates and accurate k-space remapping during 
acquisition. These advancements were applied without sacrificing the size or quality of the 
images acquired and reach the limit for continuous streaming and storing of data with 
commercially available hardware. The addition of complete system synchronization for 
functional 3D imaging using a directed scanner is also discussed. 
Chapter 4 presents a balanced detection spectral-domain OCT system. Using only one set of 
detection optics with an area camera, two modulated spectra are produced that are completely out 
of phase and subtracted to double the measured signal. Common noise terms that are present on 
both spectra are therefore removed, improving image quality. This system also maintains signal 
gains in depth which, with the higher SNR, could increase the available depth for imaging. 
Chapter 5 looks at an application of polarization-sensitive OCT for measuring the geometry of the 
perfusion boundary in a rabbit heart. Isolated rabbit hearts were imaged before and after clearing 
and a clear delineation between perfused and nonperfused tissue can be observed, which are 
shown to be complex interdigitated "fingers". 
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Chapter 6 uses the developed directed scanner to image structure and function of the salamander 
retina. Eyecup preparations are stimulated with white light while 3D volumes are acquired using 
OCT. Several processing methods are demonstrated to stabilize the sample and characterize the 
signals measured and how they relate to their physiologic origin. 
Chapter 7 will conclude the dissertation with an outlook for high-performance polarization-based 
imaging and the applications to imaging cardiac and retinal tissues. 
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Ch ap t er  2   
Op t i ca l  Coh er en ce  To mo grap h y  
2.1 Overview 
Optical coherence tomography (OCT) is a low-coherent interferometric technique for imaging 
optically scattering media, such as biological tissue. OCT typically uses near-infrared light (NIR) 
to penetrate tissue up to a few millimeters while not being largely absorbed by water; taking 
advantage of the depth-resolved nature of OCT. The spatial resolution is in the micrometer range 
and fast temporal resolutions (kHz to GHz per scan) are possible. OCT fills a gap in imaging 
scales between confocal microscopy and ultrasound having greater spatial and temporal 
resolution than ultrasound but shallower penetration depth. The depth penetration of OCT is, 
however, greater than confocal microscopy while the spatial resolutions are comparable yet 
confocal microscopy is capable of resolving finer detail ( < 1 µm). However, high NA 
microscope objectives or adaptive optics approaches can be implemented for optical coherence 
microscopy (OCM). OCT is a depth-resolved technique, allowing for repeatedly imaging sample 
volumes without changing focus of the sample optics or position of the sample. The spatial and 
lateral resolution of OCT systems are independent of one another allowing changes in depth 
resolutions or lateral directions without one directly affecting the resolution of the other. OCT is 
also noninvasive; penetration of an imaging beam is dependent on the sample being imaged but in 
general is in the millimeter range. This limitation can require deeper tissues to be exposed for 
imaging or accessed via an endoscope. When imaging the retina, OCT is an attractive method 
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since the retina is weakly scattering, noninvasive access is possible through the cornea and it can 
be sufficiently imaged with a power low enough to comply with ANSI safety standards. OCT has 
also been used for functional studies which have additional benefits since light does not couple 
into electrical stimulus or recording which reduces possible artifacts for recording neural activity. 
The signals measured with OCT are capable of providing several contrasts from small nano-
motions, scattering/absorption changes, retardance, relative optical-axis orientation and Doppler 
flow. With scanning, 4D imaging is possible with micro-scale spatial resolution and millisecond 
temporal resolution which will be demonstrated. 
2.2 Theory 
OCT was first described in 1991 [11] for imaging biological tissue, primarily the retina and 
arteries, which remain the primary applications of the technology today. The configuration for the 
seminal work is known as a time-domain (TD) system. Since then, OCT has since generated 
much interest into research, specialized applications and improvements of the technology. 
Innovations in OCT in past decades have resulted in a variety of system configurations, each with 
their benefits and drawbacks, some of which are discussed herein. A Typical OCT system is 
based on a Michelson interferometer, composed of a source, sample, reference and detection arm 
shown in Fig 2.1. The optical path difference between the reference and sample arm must be 
within a coherence length for interference to occur. The field from the reference, Er, and the 
sample, Es, interfere with delay τ and the power measured on a detector (Id) result in 
    =  〈 |  ( )  
∗(  +  )|  〉=  .   ∗(   +   ) + | ( )|    [      +   ( )]        2.1 
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Figure 2.1. Schematic of Michelson interferometer. BS, beamsplitter; M, mirror. The double 
sided arrow represents the mirror that moves to produce interference. 
where |G(τ)| is the temporal coherence function with argument φ(τ). Ir and Is are the DC 
intensities that carry no depth information and νo is the center optical frequency of the source 
where νo = c/λo with c being the speed of light and λo is the center wavelength of the source. The 
depth profile (A-Scan or A-Line) for TD systems is acquired in time, since it is photodetector 
based, by moving the reference mirror to change the depth location for interference to occur. For 
SD systems, on the other hand, the spectrum is acquired from a spectrometer, typically consisting 
of a grating and line scan camera, and the independent variable is the wavenumber, k. The 
reference and sample field are now given respectively as    
       and    
        where zr is the 
distance from the reference arm and zsn the distance from a discrete sample reflector. The 
interference resulting for each k is then 
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  ( ) =  ( )      +  ( )                      −          
 
   
 + 
 ( )                      −         
 
     
 
2.2 
where the three components being added are the DC term, cross correlation terms (sample 
interfering with reference; desired signal), and auto-interference (sample interfering with itself) 
respectively. It is important to note the relation between TD and SD methods. The Wiener-
Khintchen theorem describes the relation between the temporal coherence function and the power 
spectral density via the Fourier transform 
 ( ) =      { ( )}     2.3 
This property allows SD systems to acquire an entire A-Line in a single shot without moving the 
reference arm. Removal of the mechanical scanning requirement increases the system's sensitivity 
and stability [12]. One disadvantage that results from this method is the auto-interference terms. 
This can be reduced, however, by increasing the reference power to reduce their visibility with 
respect to the interference signal since the auto-interference power contribution is linear. 
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2.3 System Parameters 
2.3.1 Resolution 
Since OCT is based on low-coherence interferometry, the larger the bandwidth of the source, the 
smaller the coherence length. The coherence length of a source, which determines the axial 
resolution of an OCT system, is based on its center wavelength and bandwidth. The equation for 
the coherence length is 
   =
    ( )
 
  
 
  
     2.4 
with λo being the center wavelength of the source and Δλ the source bandwidth (full width at half 
maxima). The lateral resolution is determined by the sample arm optics. There is a tradeoff 
between lateral resolution and depth of field for focusing as seen in Fig 2.2. The tighter the focus, 
the less light will be backscattered in depths not within the Raleigh range. The Raleigh range is 
related to the beam waist by the following equation 
   =
    
 
 
            2.5 
where ZR is the Rayleigh length, ωo is the beam waist and λ is the center wavelength. A scan lens 
is typically used to maintain a flat focal plane. The lateral resolution can be made complementary 
to axial resolution. If a microscope objective (10-20x) is used, lateral resolution can be improved 
to a few micrometers. 
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Figure 2.2. Diagram of beam waist and the Raleigh range and how they relate to the shape 
of the beam. ZR, Rayleigh length; ωo, beam waist. 
2.3.2 Sensitivity, Stability & Decay 
The ability to detect weak reflectors in a sample is an important property of OCT that makes it 
beneficial to imaging nearly translucent samples. The sensitivity of an OCT system depends on 
noise sources (read out and dark noise, shot noise and relative intensity noise, RIN) and the power 
of light returning from the reference and sample arm. SNR is optimized when shot noise 
dominates the other noise sources [13] with optimum reference power (equal to RIN and receiver 
noise) [14]. The two components comprising the sensitivity are the attenuation and SNR. The 
attenuation is measured by recording the power in the detection arm after placing a mirror as a 
sample to return maximum light to the detection arm. Next the sample light is attenuated until the 
coherence function peak from the mirror is no longer saturating and the power at the detection 
arm is measured again. The ratio of these two power levels is the attenuation. To experimentally 
obtain the SNR, the ratio of the peak of a coherence function to the average power of the noise 
level in the imaging range is calculated. The sum of the attenuation and SNR is the system's 
sensitivity. Fourier domain OCT systems demonstrate greater sensitivity (~100 dB) than TD 
systems upwards of 30 dB [15] which are more prominent with faster integration times [16] due 
to the phase fluctuations during acquisition that affect phase stability and signal magnitude. The 
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reduction of coherence function amplitude during the integration time can be further degraded by 
motion artifacts which is called fringe washout. Faster integration times will reduce fringe 
washout but at some point RIN noise starts to impact SNR. One way to reduce this effect is 
implementing a balanced detection system, the focus of Chapter 4. 
Small perturbations in the optical path difference between reflectors can be observed by the phase 
component of the complex depth profile in SD OCT and indicates the noise level for which 
functional signals can be measured. The phase stability of a system can be affected by 
environmental perturbations, system noise, small mechanical vibrations (motion artifacts) and the 
magnitude of the signals and noise levels (SNR). Phase stability is characterized by measuring the 
phase signal from a single auto-interference peak. Typically, this is accomplished by using a 
coverslip; the front and back surface of the coverslip interfere producing an auto-interference 
peak where its depth position in the resulting image is equal to the optical thickness of the 
coverslip (the refractive index of coverslip would need to be used to obtain physical thickness). 
The standard deviation of the auto-interference peak from consecutive A-Line recordings results 
in the phase stability in radians. The optical path is double-pass and so converting from radians to 
meters is accomplished by 
  =    
  
  
         2.6 
Typical ranges for this measurement are between less than a hundred picometers to a nanometer. 
Swelling, optical thickness changes and other small mechanical motions of a sample that are 
indicators of function can be consistently measured using the phase signal. Determining the 
phenomena responsible for the observed changes will be discussed in Chapter 6. 
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One disadvantage of SD OCT is the signal decay in depth that is a result of sampling of the 
spectral modulations on a rectangular-pixel camera and the resolution of the spectrometer. The 
FWHM of the spectral resolution (smallest bandwidth the spectrometer can resolve) and the 
rectangular pixel shape are convolved in the k-domain which corresponds to a multiplication in 
the depth domain represents by the following equation for sensitivity reduction [14], 
 ( ) =
    (  /  )
(  /  ) 
     −
     
      
 
 
 
 
 
     2.7 
d is the maximum depth (Nyquist limit) that can be measured and ω is the ratio of the spectral 
resolution to the sampling interval. 
2.4 From Interferogram to Image 
After acquiring an OCT depth profile with an SD OCT system, the spectral modulations are linear 
in wavelength. The Fourier dual to depth is wavenumber (k = 2π/λ), so the acquired spectra needs 
to be resampled to k-space. Several calibration methods have been used with good results. A 
grating equation can be helpful initially if all the parameters are tightly controlled but empirical 
measurements yield the best results due to small imperfections and misalignments in the optics. 
Using a calibrated commercial spectrometer and monochromater is accurate and easy to 
implement; a diagram is given in Fig. 2.3. After interpolation to linear k-space, dispersion 
mismatch between the sample and reference arms of the system can be compensated with 
software methods to produce coherence functions with a coherence length approaching the 
theoretical value. Alternately, dispersion can be balanced by hardware methods by using similar  
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Figure 2.3. Schematic of monochronometer used for wavelength mapping. BS, 
beamsplitter; G, grating; CS, commercial spectrometer 
components in the reference and sample arms. Each wavelength may have a different path length 
through the optical elements resulting in more frequencies present in the spectrum, which widens 
the coherence function. Adjusting all the phase values to zero for each frequency component of 
the coherence function results in a narrower, dispersion-compensated coherence function. This is 
accomplished by first taking a single reflector as a sample to obtain one coherence function and 
center it around zero. This maintains symmetry for the inverse Fourier transform of the coherence 
function. The phase of the frequency components are all corrected to zero and each acquired 
spectra are multiplied by the calculated phase correction (complex exponential) to shift the 
components accordingly. This process is a consequence of the Fourier transform; the addition of 
frequencies of the same phase approach a Dirac delta function. An example of coherence 
functions before and after dispersion compensation are shown below in Fig. 2.4. To display a 
final image, the base 10 logarithm of the absolute value of the complex depth profile is applied. 
This is the conventional OCT signal, reflectivity. In the case of PS systems, the two channels are 
added together to obtain the reflectivity.  
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Due to the interferometric nature of OCT, fixed pattern lines on an image are a common 
occurrence. They can be removed by recording an image with only the reference path. With the 
sample arm blocked, only fixed lines remain with no signal. The recorded background is then 
averaged in time and subtracted from future A-Lines. In some cases, median subtraction of a 
cross section will remove fixed pattern lines without affecting the image a great deal.  
 
Figure 2.4. Coherence function before and after dispersion compensation. 
2.6 Polarization Sensitive OCT 
Initially OCT was based off an all-bulk system. With the increased availability of optical fiber 
due to the communication industry, high performance fiber is available at lower cost. Greater 
flexibility can be obtained in an OCT system by using single-mode fiber. For polarization-
sensitive configurations, polarization-maintaining fiber (PMF) can be used. A diagram of a PMF 
cross section is shown in Fig. 2.5. The core of the fiber contains the coupled light and the two 
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rods affects the stress on the core resulting in a refractive index difference between the orthogonal 
directions. Therefore, PMF is birefringent, has fast and slow channels and maintains the 
polarization propagating in these channels. As will be seen in Chapter 4, PMF can be used in non 
polarization-sensitive systems to encode light from the reference and sample arm into orthogonal 
polarization states to realize balanced detection SD OCT.  
 
Figure 2.5. Diagram of polarization-maintaining fiber. 
For PS SD OCT systems, the incident light on the sample is coupled into only one channel and 
prior to illuminating the sample, is made circularly polarized with a quarter-wave plate (QWP) 
oriented at 45°. The QWP shifts the phase of the incident light between the orthogonal 
polarization states, thereby changing the state; which is represented with Jones calculus. Light 
returning from the sample arm is coupled into the opposite channel if the sample is not 
birefringent (i.e. fast channel returns and couples to slow). If the sample is birefringent, there will 
be sample light present on both channels. Light from the reference arm is launched into both 
channels equally (i.e. slow channels return and couple equally to fast and slow channels). This is 
accomplished by a QWP with axis oriented at 22.5° to the incoming reference light. Jones 
calculus is a mathematical description of polarized light. The incident light is referred to as the 
Jones vector and represents the orthogonal polarized states as 
   
  
       2.8 
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 The difference of phase retardance between the fast and slow axis, ϕ, with an orientation of fast 
axis to the horizontal axis given by θ, the transformation matrix is given as 
 
   /        +     /         (   /  −     / )            
(   /  −      / )                /         +     /       
   2.9 
To obtain the resulting Jones vector, the Jones matrix is multiplied by the Jones vector. In PS 
OCT, the reference arm launches light from one channel of PMF and couples back into both 
channel equally by placing a QWP at 22.5° to the fast axis. The sample arm QWP is oriented at 
45° to flip the launched light from one channel to the other. PS OCT systems have a more 
complete representation of the sample since circularly polarized light is launched on the sample 
and both channels are coupled back into the system to interfere with the reference. This provides 
PS OCT systems with two additional contrasts, retardance and optical axis orientation. Let A1 and 
A2 represent the two polarization channels in a PS system, then the standard reflectivity (R), 
retardance (δ) and optical axis orientation (θ) at depth z is given by [17] 
 ( ) ∝   ( )
  +   ( )
        2.10 
 
 ( ) =        
  ( )
  ( )
    ( ) =
  (  ( )   ( ))
 
   2.11 
where Φn is the phase of the complex depth profile for its respective channel n. Because of a time-
varying phase offset, θ(t) indicates a relative measurement for the PMF system. 
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2.5 Fourier Domain System Implementations 
SD OCT systems encode the depth profile as modulations of the source spectrum via a calibrated 
spectrometer [18]. This reduces the need for scanning the reference mirror and allows SD OCT to 
have a much greater sensitivity [12]. The spectrometer is an important part of an SD system. The 
resolution of the spectrometer along with the wavelength resolution of the camera can determine 
signal decay in depth which can degrade the quality of an SD OCT system if the components are 
not chosen properly. For PS operations, the polarization states need to be split at the spectrometer. 
This can be accomplished with a Wollaston prism, which separates orthogonal polarization states 
at a pre-determined angle. This is typically done horizontally, using half of the cameras pixels for 
each channel, which allows operation with a single camera. Splitting the spectra can also be done 
vertically using a dual line or area camera. 
Swept source (SS) OCT is another Fourier domain OCT technique that doesn't use a spectrometer 
with a line scan camera, but is photo-receiver based. One advantage of having a photo-receiver 
based system is that balanced detection can be easily implemented yielding high SNR compared 
to other systems. The swept source operates by encoding the spectrum in time. This is done with 
a sweeping laser or a monochronometer that can utilize a rotating polygon mirror as a spectral 
filter. Swept sources can exceed scan rates of 100 kHz. 
With the introduction of Fourier domain methods, faster acquisition rates and increased 
sensitivity have been demonstrated compared to time-domain setups [12, 15, 16]. As scan rates 
increase to improve image stability and the fidelity of functional biomedical imaging, increasing 
the SNR has become a subject of OCT research. Dominant noise sources in OCT imaging can 
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originate from the light source, interferometers and detectors. Since OCT's introduction, many 
specializations and new techniques continue to broaden the applicable areas and situations for 
OCT to operate and develop. Most new implementations of OCT aim to increase resolution, 
speed, and/or SNR. Increases of the latter rely on stable sources, fast and shot-noise-limited 
acquisition. More recently, with faster imaging speeds, OCT has been used for functional studies. 
These types of measurements require fast, stable acquisition that must be tightly synchronized 
from stimulus to detection. Real-time processing is also necessary to ensure the fidelity and real-
time use of signals being measured. In the next couple of chapters, a new system design for 
balanced detection for SD OCT systems is demonstrated and high-speed real-time acquisition and 
storage for a PS SS OCT system is implemented. 
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Ch ap t er  3   
High - Sp eed  Rea l -Tim e Da t a  Acq u i s i t i on  an d  
Di sp la y  
3.1 Overview 
Achieving a greater image quality with OCT requires a greater sensitivity and decreased 
integration times to reduce fringe washout. Obtaining a faster A-Line acquisition rate also 
requires an increase in data throughput and processing power. Using field-programmable gate 
arrays (FPGAs), the acquisition process can be pipelined, which works like an assembly line. The 
amount of logic processing that is possible in each clock tick is dependent on the propagation 
delay of each logic component through the electronic gates. This results in high performance by 
maximizing the amount of computation done within each clock cycle. Data can be acquired with 
sampling rates of 250 MS/s and higher with a high throughput around 5.6 GS/s with newer 
hardware capable of greater throughput continues to become developed. With high-resolution 
high-speed systems, considerable processing and storage are required as well as maintaining a 
real-time display of the sample. In this chapter, I will discuss high-performance methods for real-
time processing for SS OCT images and capabilities for high-speed, high-throughput, real-time 
acquisition and its comparison to other architectures. To accomplish this, we realized a method 
for real-time resampling for a functional PS SS OCT systems that can handle fast A-lines and 
continuous saving that is limited only by the computer system's RAM and hard drive 
configuration. The system is also synchronized to the clock cycle across acquisition, processing 
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and control while capable of handling multiple galvanometer scanning mirrors, analog/digital 
stimulus/triggering and recording channels. 
3.2 Introduction 
Improvements in high-speed scanning for TD OCT systems allowed for real-time imaging for 
small scans (300-400 A-Lines) at rates of 4-8 frames per second [19, 20] using conventional CPU 
processing methods. With the introduction of SD OCT, the requirement of scanning for each 
depth profile was no longer a limiting factor and data throughput and optimized software 
implementations of image calculations as well as image display became the bottleneck. Producing 
a high-fidelity real-time OCT image can be computationally expensive and there has been effort 
to reduce the amount of time taken for these operations. Early optimizations of real-time 
processing [21, 22] including FPGAs and digital signal processors (DSP) have made significant 
progress establishing a framework for real-time OCT signal processing. More recently, real-time 
processing has been receiving greater attention [23, 24] to keep up with advancements in 
acquisition hardware which has reached sampling speeds of 250 MHz and higher for up to four 
channels. In PS SS OCT systems, four channels would include two polarization channels that 
carry image information from the sample, one k-clock channel and a trigger channel to indicate 
the acquisition of a spectrum. With the addition of polarization-sensitive systems, the amount of 
computation required for each A-line increases [25]. While several groups have reported very fast 
systems from 300-500 kHz [26, 27] to even multi-megahertz [28], the number of points in a scan 
is compromised to achieve these rates which limits imaging depth and sensitivity decay. In this 
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system, the OCT system sampling rate is increased to the maximum rate allowed while still being 
able to stream data continuously withouth compromising the number of scan points. 
There are a variety of FPGA implementations for real-time OCT processing but the major 
components are acquisition, processing and transmission to the host. To increase performance, 
interpolation is also calculated on the FPGA. First, the data are acquired; acquisition methods are 
different from SS to SD but once the spectra are acquired, processing is very similar to produce 
the depth profiles. SD systems typically use the camera link interface for high-speed operations 
and un-packaging of data are accomplished by configuring the acquisition code to the specific 
camera's tap geometry setting. The tap geometry specifies how many pixels are transmitted per 
clock cycle on the four available cameral link ports and at what bit depth (e.g. 2-tap-12 or 4-tap-8 
for a line scan camera). The standard clock of the camera link interface is 40 or 80 MHz which 
limits the throughput (while maintaining full A-Line length and bit depth) for a 2048 pixel 
camera to ~100 kHz. For SS acquisition, the interference fringes are sampled directly in time and 
no further packaging is required. If the maximum sampling rate possible for a given hardware 
configuration is not required for a specific sample or method, an average can be used to reduce 
the noise of each sample. Our FPGA implementation can sample up to 250 MHz and has been 
used with a signal averaging of 5 samples resulting in a 50 MHz sampling rate which is proper for 
our home-built swept-source yields a scan rate of 48 kHz. FPGA programming is usually done in 
low-level languages such as VHDL and Verilog. LabVIEW has an FPGA module using Xilinx 
FPGAs and component-level intellectual property (CLIP) that reduces design time, makes 
complex algorithm design possible and increases the accessibility of FPGA-based systems, 
opening it up to a wider audience. 
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3.3 FPGA Implementation 
In FPGA programming, operations are pipelined which works like an assembly line. The amount 
of time between each operational block is determined by the clock speed of the loop. Since binary 
operations can require more complex logic and digital filter operations require a minimum 
number of samples depending on the order (moving average, Hilbert transform, low-pass filter), a 
producer/consumer design pattern was implemented to pack two samples at once. Every other 
clock cycle, two samples were pushed to a queue which could be de-queued in another timed loop 
that has twice the amount of time between clock cycles; the frequency of this loop is now half of 
the original. Instead of being limited to a 4 ns (for a 250 MHz sampling rate) propagation delay 
for logic circuits, 8 ns provided more freedom and less restriction on what could be computed. In 
order to do this, however, two samples must be taken at a time and processed each clock period to 
avoid overflow. For SS systems, an acquisition engine was used to ensure reference-triggered 
acquisition would be possible due to the operations of an SS system using a polygon mirror. A 
reference-triggered acquisition includes pre and post-trigger samples in situations where the 
trigger does not indicate the start of the acquisition but some location thereafter. The FPGA 
processing diagram is shown in Fig. 3.1. Raw samples are first acquired from four channels as 
described above and sent to the acquisition engine. The phase from the k-clock signal is then 
extracted using a Hilbert transform (configured with Xilinx CORE generator) with 89 coefficients 
followed by the arctangent of the imaginary and real components (Xilinx LogiCORE IP 
CORDIC). The number of coefficients for the Hilbert transform was chosen to achieve accurate 
phase unwrapping in the range of the k-clock fringe. The fixed-point data type word and integer 
length (radix point, location of decimal) were chosen to be as small as possible to use less FPGA  
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Figure 3.1 Flowchart of FGPA Implementation. 
resources but large enough to not lose information that was acquired. This was done empirically 
by measuring the input and output of the algorithms with no operation, only conversion from 16-
bit integer to 16-bit word length and 2-bit integer length which determined the location of the 
radix point. Lastly, the two polarization channels are interpolated with an interpolation factor to 
produce the desired number of points in an A-Line. 
3.4 Acquisition & Real-Time Resampling 
A Mach-Zehnder interferometer (MZI) is used for triggering an A-Line acquisition in the 
PS SS OCT system and providing a k-clock for real-time resampling. The trigger for the SS 
system is the power level indicator output of the MZI. Once an A-Line is triggered, the 
acquisition engine begins. The method used for real-time resampling is based on a k-clock from 
an MZI. A diagram for a basic bulk MZI is shown in Fig. 3.2. An MZI is similar to a Michelson 
interferometer except that instead of reflecting the two arms back to the first beamsplitter for 
interfering, they are instead transmitted and combined in a second beamsplitter. The glass in Fig.  
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Figure 3.2. Schematic of Mach-Zehnder interferometer where BS, beamsplitter; M, mirror; 
G, glass for optical delay 
3.2 is used to delay one path by a fixed amount. This could also be accomplished in a fiber-based 
MZI by having one arm have a longer fiber length. The frequency of the fringe produced on the 
MZI k-clock output is related to the optical path difference of the two light paths. An example of 
a k-clock signal with its unwrapped and interpolated phase is shown in Fig. 3.3. The information 
from the MZI is used for real-time sampling in the k-domain. Early works modified scanning 
waveform to produce linear-in-k spectrum [29] which requires calibration and daily adjustments. 
For SD systems, a compensation prism has been shown to be effective [30]. For SS systems, 
using an MZI allows for the sample clock to be an external trigger locked to the zero-crossings of 
the MZI. This rate was doubled by using the quadrature MZI signal from the Hilbert transform 
[31]. One disadvantage of this method is that the sampling rate is fixed and limited to the 
frequency of the MZI output and the maximum rate allowed by external triggering, which is less 
than the maximum sampling rate if using only internal clock sources. More recent approaches 
have exploited the phase information of the MZI output [32] and with the implementation of 
FPGAs [33] a robust, accurate and fast methods for real-time resampling is possible. I used a 
modified version of this method and extended it to polarization-sensitive systems sampling both  
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Figure 3.3. Simulated k-clock signal to demonstrate the nonlinear fringe pattern and it's 
unwrapped phase. The vertical dashed lines indicate zero crossings. 
polarization OCT channels, the MZI output as well as the power indicator at 250 MHz with a 
sustained throughput of ~700 MB/s. Once the phase is unwrapped it is multiplied by a constant 
factor (to determine number of points in A-Line) and monitored until the difference from the 
current to previously used data point is one "degree" larger. The previous and current points are 
then used to linearly interpolate the location of one "degree". An increment of one was used to 
simplify the logic processing required and in some cases use existing optimized logic slice 
(DSP48E1). The current point is then used for comparison for the following point, and so on. 
This system was used at its lower rate (50 MHz) for tracking facet capsule in the spine [34]. With 
the current configuration, a maximum throughput of 1.1 GB/s is possible but is not sustainable for 
continuous recording. Computer RAM limitations on the acquisition computer as well as hard 
disk write speeds will limit how much data can be acquired before an overflow would occur. 
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Currently, only solid-state hard drives in a redundant array of independent disks (RAID) 0 
(alternately writing to each disk) configuration can sustain throughputs of 700 MB/s. 
3.5 Alternative Algorithms & Architectures 
An alternative to resampling and then computing the FFT is to do it all in one algorithm with a 
non-uniform FFT (NUFFT) [33, 35, 36]. Implementations on FPGA have shown promising 
results but one disadvantage is not having access to raw recorded data for post processing of FFT 
using higher precision data types. Images meant for thorough analysis will still require the raw 
data recorded prior to the NUFFT operation. This could be beneficial, however, to stream NUFFT 
output for display while streaming the raw data to be saved. Sending data only for display will 
limit throughput but still have access to raw, un-interpolated data. 
FGPAs have been the primary component used for real-time OCT processing until the past 
several years. The low-level nature of FPGAs make programming, troubleshooting and 
compilation rather challenging. One solution to this problem was the introduction of graphics 
processing units (GPU) for signal processing. The use of GPU processing for OCT has been 
increasing as it is powerful and simple to use [37]. Scalability has become an important factor in 
high-performance computing as faster computation is expensive and the reusability of hardware 
and software when other components are updated simplifies upgrades. Several comparisons of 
FPGA and GPU methods for OCT have been reported [38-40]. Generally, while GPUs have 
greater clock speeds and fast FFT calculations, large data chunks need to be sent to the GPU to 
start seeing benefits. FPGAs remain faster for interpolation and currently there is less overhead in 
data transfer between the FPGA and the PC. Lastly, new compression algorithms have been 
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introduced to gain even more speed by using less data through compressed sensitive paired with 
GPU processing methods [41]. 
3.6. High-Speed Functional Imaging 
Moving into functional imaging, FPGAs are useful to maintain synchronization and pipeline 
processing to provide real-time feedback such as Doppler tomography [21, 42]. With higher 
sampling rates, tight synchronization of scanning, stimulation and recording becomes more 
important to reduce jitter and scrolling errors that can occur if unsynchronized clocks are off by 
even a part of a cycle. 
3.6.1 Timing and Dual-Wavelength Systems 
In some cases, OCT imaging at more than one wavelength-region is beneficial to gain extra 
information about a sample [43, 44] or when using optical markers such as some voltage-
sensitive dyes during functional imaging. The tight synchronization required by functional 
imaging that was developed was extended to include a second OCT system at a different 
wavelength. To maintain synchronization, the two OCT systems need to have the same A-Line 
rate or be a multiple of each other. For SD OCT systems, the master clock was chosen to be one 
of the frame grabbers since it is the site of limiting frequency in the system and depending on the 
frame grabber used, it is the only clock that can be used for acquisition. The clock from the 
acquisition device, frame grabber or digitizer, determines the speed for the rest of the system and 
can be made available to other cards on acquisition computer. This is not necessarily true for the 
reverse. Using the acquisition device as the master clock, galvo/stimulation signal control and  
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Figure 3.4. Example of a timing diagram for synchronized OCT system. The master clock is 
provided by the acquisition device and the control signals and analog input clock divide 
the master clock to obtain the desired rate. 
analog acquisition were all based on divisions of this clock. A timing diagram is provided in Fig. 
3.4 with the respective signals displayed for clarity. The clocks for the second OCT system are 
not shown since they would be similar to the existing figure, the clock would just be different by 
a multiplier. It is worth noting the signals for the galvo scanners are not smooth ramps to reduce 
possible fringe washout during acquisition of an A-Line. Therefore during acquisition of each A-
Line, the galvos are not moving. However, at faster scanning speeds the galvo position will most 
likely trace a saw-tooth waveform. 
Lastly, an area camera was used as a line scan camera for OCT imaging. The advantages of using 
an area camera are simplifying alignment and collecting more light by using vertical binning. As 
will be shown in Chapter 4, choosing detection arm optics for SD systems to focus the spectra on 
more than one pixel height will result in significant gains in the SNR at a small cost to the max 
  29 
acquisition rate. The area camera-based system was demonstrated for measuring Faraday rotation 
at multiple depths using phase information of SD OCT complex depth profiles [45]. 
3.6.2 Directed Scanning & Features 
In addition to the high-speed real-time OCT setup for SS and SD systems, once these systems are 
configured, they are flexible to change scanning behavior, timing and real-time sample 
exploration using a directed scanner. An example of the front panel display for customization is 
in Fig. 3.5. The intervals in-between A-Lines and in-between B-Lines can be modified to 
reducing scanning artifacts and in the case of fast cross-sectional scanning for function, a triangle 
wave can be used to eliminate the need to quickly return the scanner to the starting position, 
which would be the case if a ramp control signal was used. To further stabilize scanning, a 
sigmoidal decay can be included if there is an interval allowed between cross sectional scans that 
remove discontinuous jumps from a saw-tooth waveform at high scanning speeds. The timing 
resolution of the master clock can be modified to save computer RAM with maximum rate 
2 MHz. This means the multiple for all control/recording channels is limited to 500 ns to maintain 
synchronization. 
The organization of the acquisition program is optimized to stream cross-sections for processing 
and storage. When the cross sections are small, such is the case in 3D functional imaging, the 
architecture of the program can change on-the-fly to accommodate switching between cross-
sectional imaging and 3D functional imaging. When choosing imaging locations for functional 
imaging, a stable depth profile with a high SNR is most desirable. In order to investigate potential 
locations in real time without moving the sample, thereby maintaining the ability to track all  
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Figure 3.5. The front panel of the acquisition program demonstrating some of the options 
and parameters that can be used to customize acquisition. 
locations in relation to the sample throughout an experiment, a real-time directed scanner was 
implemented. An example of the scanner display in the acquisition program is shown in Fig. 3.6. 
Prior to directed scanning, the imaging boundaries need to be determined and an entire 3D 
volume is acquired. The volume is then integrated in depth to produce an en face image providing 
a top-down view to aid in locating potential recording sites. If only a specific depth is desired for 
en face images, it can be set in the front panel of the program shown in Fig. 3.5. During 
acquisition, the galvo position can now be changed in both x and y directions and an updated 
cross-section, modulated spectra and depth profile are displayed.  
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Figure 3.6: Display windows using a salamander retina as a sample. (a) en face (top) image 
of photoreceptor layer and cross section (bottom) image of the retina. The yellow are the 
current scanner location which is controlled with voltages ranges in the control signal 
panel (b). (c) The spectra and (d) calculated depth profile for a PS system for selected A-
Line. 
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Ch ap t er  4   
Ba lan ced  D et ec t i on  f or  SD O CT 1 
4.1 Overview 
Increasing sample rates can result in reductions in SNR and with common noise sources from the 
light source, auto-interference and DC, the image can be degraded further. We present a new 
design for SD OCT that allows balanced detection using a single camera. The design uses 
polarization optics to encode the light in reference and sample arms. Two parallel and highly 
aligned spectra, which carry out-of-phase interference signal, in-phase common noise and auto-
interference terms, are focused on the camera that performs the digital balanced detection for 
each wavelength. Since the camera used for this system is an area camera, the spectra can be 
focused onto more than one row of pixels. This makes vertical binning possible which can 
significantly increase the SNR of the system dependent on the number of vertical lines used for 
binning. The optical system is characterized and tested for tissue imaging. Results demonstrate 
consistent signal gains in depth and suppression of DC and sample auto-interference. The design 
could be amended further for polarization-sensitive imaging, and might provide a basis and 
                                                   
1 The contents for this chapter are based on a previous publication, "Polarization-based balanced detection 
for spectral-domain optical coherence tomography" © 2015 Optical Society of America. One print or 
electronic copy may be made for personal use only. Systematic reproduction and distribution, duplication 
of any material in this paper for a fee or for commercial purposes, or modifications of the content of this 
paper are prohibited. 
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demonstrate a market for manufacturing dual-line cameras with analog balanced detection 
capability. 
4.2 Introduction 
High-speed OCT has benefits in reducing signal degradation from fringe washout (noise and 
motion artifacts) which helps in all spatial dimensions of an OCT image. One dimensional (M-
Mode, no galvo scanning) scans in time can be subject to fringe washout as well as cross sections 
and 3D volumes. In 2D and 3D images, if there is too much time in between scans, inaccuracies 
can arise in the morphology of the image from motion artifacts, impacting the representation of 
the sample even further. The advantages of high-speed imaging extend to functional imaging as 
well. Capturing fast biological signals require greater sampling rates, on the order of a 
millisecond, to record from a single location, cross section or volume. When imaging deeper 
structures in an OCT image, an increase in SNR will make deeper structures more visible. In this 
chapter, increasing SNR by using a balanced detection scheme, the signal can be doubled while 
common noise sources are suppressed and A-Lines are acquired at high-speed. 
Relative intensity noise (RIN) is one of the most significant factors limiting the sensitivity of an 
OCT system [46]. RIN suppression from balanced detection has been shown to improve SNR in 
TD OCT [47] and it is required to maintain a shot-noise limited system in SS configurations. SD 
OCT imaging rates have reached over 300,000 axial scans-per-second and continue to increase 
[26, 27], making RIN a significant factor meaning system performance would benefit from 
balanced detection [48]. Balanced detection also has the additional benefits of removing DC 
components (signal at zero depth) from OCT images and reducing auto-interference (sample 
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interfering with itself) terms. This allows for imaging in shallower areas that might be otherwise 
masked by large DC or auto-interference signals. It is possible to image in deeper regions but it is 
known that the SNR for SD OCT decays with depth making this option undesirable. Without 
balanced detection, DC and auto-interference reduction has been accomplished by phase-shifting 
the spectra using a scanning delay line, piezo translator or phase modulators that require at least 
two axial scans [49-51]. Requiring several scans for one A-line is not very desirable for 
functional imaging where time between scans is important and may require more optical power 
from the light source since exposure times may have to be cut in half. However, an advantage of 
those methods is in realizing full range OCT which doubles the available imaging depth. 
Since TD and SS systems are photodetector-based, differential measurements required for 
balanced detection can be easily implemented [47, 52]. SD systems, on the other hand, rely on a 
spectrometer for detection, making a true analog balanced detection nearly impossible with 
conventional designs since they typically use a CMOS or CCD camera. Balanced detection 
systems for SD OCT support real-time imaging of a sample and reduce fixed-pattern lines, 
sample auto-interference and DC component. Balanced detection has demonstrated significant 
signal improvements over standard single camera methods [53, 54] but require a second set of 
detection optics which contributes to a source of error when comparing spectra from each camera 
and is costly to implement. Investigation into the benefits and disadvantages of BD SD OCT and 
its effects on noise levels has also been examined. Despite the two carefully calibrated 
spectrometers, ~40% residual excess photon noise was not canceled [54].  The authors also 
pointed out large degradation of SNR improvement along the imaging depth, since it is hard to 
achieve 180º phase difference between two individual spectrometers for interferograms with high 
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modulation frequencies. Area camera configurations have been used to remove auto-interference 
[55] as well as for balanced detection [56] but the returning light does not have an identical path 
through the detection optics and acquisition rates are on the order of a millisecond. 
In this paper, we report a novel BD SD OCT system that encodes the light in reference and 
sample arms with polarization states. The BD OCT couples the light returning from the sample 
and reference arms into separate channels of a single polarization-maintaining (PM) fiber that 
delivers light to the detection unit without mixing. The BD SD OCT system was designed, 
constructed and characterized for two different configurations for the detection optics that 
performs the mixing for balanced detection; one using a Wollaston prism and the other a calcite 
block. Description, characterization and imaging performance of both designs are given in the 
following sections. 
4.3 Materials and Methods 
4.3.1  System Description 
The BD SDOCT system is depicted in Fig. 4.1. A superluminescent diode (SLD, Broadlighter 
S840, Superlum, Ireland) emits low-coherent light at a center wavelength of 840 nm with a full-
width-half-maxima (FWHM) bandwidth of 50 nm resulting in an axial resolution of ~5.5 m in 
tissue (using 1.4 as the refractive index of tissue). Light is collimated and polarized linearly 
before splitting into the interferometer arms. Instead of a conventional 2x2 beamsplitter, the  
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Figure 4.1. Illustration of the BD SD OCT system. SLD: superluminescent diode; PC: 
polarization controller; C: collimator; P: polarizer; PBS: polarization beamsplitter; QWP: 
quarter-wave plate; L: lens; M: mirror; GM: galvo mirror; PMF: polarization-maintaining 
fiber; G: grating; WP: Wollaston prism. 
design utilizes a polarization beam-splitting (PBS) cube, which directs linearly polarized 
orthogonal states to the reference and sample arms. The splitting ratio of sample to reference 
powers was set to 99:1 by adjusting the axis of the input polarizer resulting in 15 mW in the 
sample arm and 0.14 mW in the reference arm. It is worth noting that changing this ratio to 90:10 
or 50:50 is quite easy and we have not observed a significant effect of the splitting ratio on the 
system performance (SNR, auto-interference or DC reduction, etc.) for the studies reported here. 
The reference arm consists of a quarter-wave plate (QWP), an achromatic lens and a back-
reflector, which is the front surface of a 10° wedge prism. Because the axis of QWP is oriented at 
45° to the incoming polarization state, light double-passing through the QWP returns to the PBS 
cube with its linear polarization rotated by 90°. This operation can be written by using the Jones 
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calculus as     
  ∗      ∗   , where E is the electric field vector [0 1]
T representing the vertically 
polarized light entering the QWP, JQWP is the Jones matrix of the QWP with axis oriented at 45° 
which is (1/√2)[i  1; 1  i] and T is the transpose operator. As a result, the reference light after its 
second pass through the QWP becomes horizontally polarized, [1 0]T and transmits through the 
PBS toward the polarization-maintaining-fiber (PMF). 
The sample arm includes a QWP, a galvanometer-based scanner and a scan lens that focuses light 
on a target. Horizontally polarized light from the PBS enters the QWP. The axis of the QWP is 
set to 45°, which creates circularly-polarized light propagating toward the sample. In this study 
we assume isotropic or low-birefringent tissues to demonstrate the BD approach in SD OCT, but 
the approach can be extended to polarization-sensitive imaging as launching circularly-polarized 
light on birefringent samples is common practice in polarization-sensitive OCT [57]. To extend 
the system for polarization-sensitive imaging, the polarization component directed to the source 
arm would also need to be mixed with reference light. This could be accomplished by using a 
circulator prior to the PBS and orienting the reference arm quarter-wave plate to 22.5° to provide 
the components for interference in a second balanced detection path. The scan lens (LSM03-BB, 
Thorlabs, Newton, New Jersey) with 36 mm effective focal length produces a lateral resolution of 
~15 m. Light back-scattered/reflected from the sample completes another pass through scan lens 
and the QWP. Then, the PBS cube reflects the returning vertical state toward the PMF. 
The returning light from each arm is spatially combined at the PBS, but interference does not 
occur as the electric fields of the reference and sample light oscillate in orthogonal directions. The 
PMF, a 10 m segment with FC-APC connectors on both ends, is aligned to ensure that the 
reference light couples to one of its polarization channels (i.e. slow) and the sample light couples 
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to the other channel (i.e. fast). To aid in optimum alignment, a half-wave plate rotating the 
polarization states can be placed before the PMF. As such, the only role of PMF is to transmit 
light to the detection unit and maintain the linear polarization states propagating through its core. 
4.3.2 Spectrometer Design 
In the detection arm, light emerging from the PM fiber is collimated by a 50 mm achromatic lens 
and launched at a transmission grating (1200 lines/mm Wasatch Photonics, Logan, Utah). The 
FC-APC connector of the PM fiber is rotated with a rotational stage so that the emerging 
polarization states are at 45° to the vertical grating lines. This reduces any polarization effects of 
the grating. To get interference to occur, one would extract and combine the projections of the 
orthogonal states, for instance by using a polarizer transmitting one projection and eliminating the 
other. In our design this task is performed either by a Wollaston prism or by a tilted calcite block 
to utilize both projections for balanced detection. Fig. 4.1 shows the Wollaston prism angularly 
splitting (0.5°; Karl Lambrecht Corp., Illinois) these projections. Consequently, interference-
related oscillations can be observed on two spectra. A 200 mm achromatic lens is used for 
focusing two highly aligned and parallel spectra on a camera sensor. Instead of a dual line scan 
camera, we used an area camera (2048x1088 pixels, acA2000-340kmNIR, Basler, Ahrensburg, 
Germany) that allows selection of two lines. Using the area camera ensures synchronization of 
the spectra, simplifies alignment and configuration of the detection arm (only requiring one set of 
detection optics) and allows for variable vertical binning to acquire the full spectra even when the 
camera is slightly tilted with respect to the spectral lines. Spectra were acquired with an exposure 
time of 25 µs and a window of 4x2048 pixels for each spectra. The maximum line rate for the 
camera with the given window is 5.6 kHz and up to 10 kHz with 1x2048 pixels per spectra. The 
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pixel size of the camera is 5 µm x 5 µm and the theoretical (Nyquist) maximum depth, zmax, is 
calculated to be 4.5 mm in air. Data were acquired with a camera link image acquisition card 
(PCIe-1429, National Instruments, Austin, Texas) and custom LabVIEW software. 
The detection unit was also designed with the use of a 5 mm thick calcite block instead of the 
Wollaston prism. The calcite block was placed between the focusing lens and the camera with its 
birefringent axis aligned at 45° to the linear polarization states. Approximately 4° tilt about the 
horizontal axis (normal to the incident beam) was introduced to separate the spectra. According to 
the Snell’s law, the tilt provides different paths in the birefringent media for the projections of the 
polarization states leading to interference and a slight separation (~20 m) between the spectral 
lines. The small difference in optical paths might focus the spectra unequally, which could be 
avoided by tilting the camera. Nevertheless, the slight separation of the spectra supports nearly 
identical wavelength to pixel mapping on the camera for balanced detection, which is important 
for imaging at deeper depths, removing common noise and maintaining the spectra phase 
alignment to be 180° out-of-phase. 
To achieve out-of-phase alignment of the spectra, the Wollaston prism or the tilted calcite block 
was fixed on a micrometer-controlled goniometer. Then, a coverslip sample was imaged in real 
time. The goniometer was rotated until the auto-interference peak (interference of front and back 
surface of the coverslip) was minimized. The axis of rotation of either element was the direction 
of the incident light. 
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4.3.3 Image Formation 
In SD OCT systems, sample and reference arms interfere and their optical path difference 
encodes the depth information into modulations on the source spectrum [18]. To recover the 
depth profile, the spectrum is first interpolated from its original wavelength mapping to k-space. 
Then taking the inverse Fourier transform of the interpolated spectrum produces the complex 
depth profile  ( )   ( ( ( ))) where A is the amplitude at depth z and  is the phase of the 
modulation. The reflectivity of a sample at a particular depth is proportional to the magnitude of 
the complex depth profile squared,  ( ) ∝   ( ). Reflectivity is the conventional OCT contrast. 
It is usually plotted in logarithmic scale with consecutive A-lines acquired during a scan to 
produce a tomographic image. 
In BD OCT, there are two spectra each of which contains light from the reference and sample 
arms. The interference related oscillations on these two spectra have a phase offset of 180°. In 
other words, a constructive interference at a particular wavelength/pixel of one spectrum 
corresponds to a destructive interference of the same wavelength on the other spectrum. On the 
other hand, auto-interference of the sample light, common noise and DC terms from the source 
are simply present on both spectra without any phase difference. Therefore, subtraction of two 
spectra will cancel the undesired components while doubling the OCT signal. 
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4.4 Results 
4.4.1 Proof of Principle 
Demonstration that the interference related oscillations on acquired spectra are out of phase and 
the balanced detection by spectral subtraction doubles the signal is shown in Fig. 4.2. The 
interference pattern is for a single reflector, as the front surface of a wedge prism was utilized as 
the sample. The interference pattern on the area camera is shown with the calcite block 
(Fig. 4.2(a)) and the Wollaston prism (Fig. 4.2(b)) configurations. The latter shows the 
modulation for a lower frequency which corresponds to a shallower depth. The spectral lines with 
the Wollaston prism configuration are plotted in Fig. 4.2(c). Each trace is with a vertical binning 
of 4 pixels. The spectral modulations in Fig. 4.2(a)-(c) are observed to be 180° out-of-phase. It is 
worth noting that the shapes of the spectra are not exactly the same; the blue signal in Fig. 4.2(c) 
is slightly larger than the green signal. This has the largest effect on DC reduction after the BD 
calculation. Possible sources of the amplitude mismatch could be due small misalignments of 
optics and imperfect optical elements including their wavelength dependencies. There are several 
compensation methods used in literature to correct this difference which have been shown to 
significantly reduce the DC component [53]. The subtraction of both spectra, producing the BD 
signal, is presented in Fig. 4.2(d) without applying any correction method. 
The vertical spacing of the spectra on the area camera was adjusted by changing the tilt of the 
calcite block before the camera. The rotation of the calcite block was optimized such that the 
spectra recorded were completely out-of-phase as described in the previous section. For the 
Wollaston prism configuration, accurate rotation of the prism was also done to ensure out-of-
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phase spectra. The spacing between the spectra for the Wollaston prism case was 825 m while 
the calcite configuration places the spectra much closer (~20 m) as seen in Fig. 4.2(a),(b). Since 
the performance of both the Wollaston prism and calcite-block configurations were similar, the 
results in the next section are derived from the Wollaston prism configuration. 
 
Figure 4.2. Spectral lines and modulations on the camera for a single reflector. (a) A 
section on the area camera shows two spectral lines selected for balanced detection for 
the calcite block configuration. (b) Area camera regions covering the two spectra from the 
Wollaston prism configuration. (c) The modulations are completely out-of-phase. (d) 
Subtraction of the two spectra yields the balanced detection signal. 
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4.4.2 Performance 
Sensitivity of the BD system was measured to be 106 dB by adding the SNR of 68 dB and 
attenuation of 38 dB. The observed sensitivity includes the 3 dB contribution from balanced 
detection (two channels) and about 4.7 dB measured contribution from vertical binning of 4 
pixels in software. The detection optics are typically configured to focus the spectra on the pixels 
of a line scan camera. Using an area scan camera, the spectra can be focused on several rows of 
pixels. This enables recording greater signal levels, increasing SNR. The SNR gains would have 
to be balanced to the extra cost of imaging speed. The maximum gain expected from a binning of 
4 pixels would be 6 dB. The SNR for the OCT system was calculated by the ratio of the peak 
from a wedge prism at 330 µm and the average noise level between 400 µm and 3 mm. 
Attenuation was calculated by measuring the power at the fiber tip of the detection arm with a 
mirror as the sample with and without a neutral density filter to prevent camera saturation. The 
ratio of the unattenuated and attenuated cases results in power values of 9 mW and 1.5 µW, 
respectively. 
Fig. 4.3 shows the single channels and BD signal from a wedge reflector at several depths. The 
traces are normalized to the BD peak at 110 m. The single channel magnitudes differ slightly in 
depth due to a mismatch between the spectral magnitudes mentioned above. Also, depth-
dependent decay for Channel-2 (green triangle marker) is slightly less when compared to 
Channel-1 (blue square marker). However, gains in the BD signal (red circle marker) are 
consistent in the depth range measured. Overall, the signal improvements over Channel-1 and 
Channel-2 were respectively 5.1 ± 0.3 dB and 6.8 ± 0.1 dB for the mean and standard deviation. 
The signal improvement compared to the averaged depth profiles results in 5.88 dB, which is 
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close to the theoretical value of 6 dB. The improvement for the last depth location in Fig. 4.3 
(5.7 dB at 1630 m) was only 0.3 dB smaller than the one for the first depth location (6 dB at 
110 m). The farthest location recorded was 2.64 mm (not shown) that resulted in an SNR of  
 
Figure 4.3. Improvement of the BD operation over the single channels (Ch1 and Ch2) is 
maintained within the imaging depth. SD-OCT is subject to a depth-dependent decay as 
expected. 
32 dB including the BD gain of 5.7 dB. Therefore, the signal improvement of balanced detection 
by this design does not degrade significantly with depth.  
To demonstrate system performance regarding DC and auto-interference reduction, a glass 
coverslip was imaged. Fig. 4.4 shows the front and back surfaces of the coverslip at 150 m and 
400 m, respectively and the auto-interference peak of these surfaces is at 250 m. Comparison 
of the single channel and balanced detection signals at these locations shows that the balance 
detection enhances the peaks for the front and back surfaces by about 6 dB and suppresses the 
auto-interference peak by about 17 dB. A double-reflection peak at 500 m is also suppressed to 
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the noise level. Fig. 4.4 also shows an increase of the noise level for the BD trace. There is an 
expected increase in noise level in the BD signal compared to single detection but the increase is  
 
Figure 4.4. Logarithmic depth profiles of a coverslip sample. Signal gains by balanced 
detection for the front and back surfaces are represented by peaks at 150 m and 400 m, 
respectively. Auto-interference (250 m) of these surfaces and DC terms are suppressed. 
The peak at 500 m is due to multiple reflections within the coverslip and only visible on 
the single channel. Single channels were similar so only Ch1 is displayed. 
shot-noise limited, possibly due to using only one camera for detection circumventing the 
complications of two camera configurations since only one sensor is the source of noise. 
Assuming a shot-noise limited system, the increase in the noise was ~√2, as expected. The 3 dB 
increase in noise and 6 dB increase in signal results in a net gain of 3 dB for the SNR of the 
reflectivity signal. For Fig. 4.4, it is important to note that the coverslip was positioned to 
maximize the auto-interference term to demonstrate the full effect of balanced detection for 
reducing auto-interference. The reduction of the auto- interference signal ranged from 12-18 dB. 
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The DC artifact at zero was reduced by 15 dB. These numbers are obtained without employing 
any software correction method to indicate the performance of the hardware design. 
4.4.3 Biological Tissue Imaging 
The performance of the BD system on biological samples was accomplished by imaging a rat eye 
ex-vivo. Cross-sectional images of a rat eye were acquired with 500 A-lines. Fig. 4.5 
demonstrates the image reconstructions from a single channel, spectral addition and spectral 
subtraction (balanced detection) for Wollaston prism and calcite block configurations. The same 
color index values are used on all images for comparison. The dynamic range for the reflectivity 
images is 40 dB. 
The cornea, iris and a portion of the lens are apparent in Fig. 4.5. The images also contain DC, 
horizontal lines and auto-interference (AI) as labeled in one of the single channel images 
(Fig. 4.5(d)). Addition of the spectra should remove the signal and double the common terms. 
However, the images of the eye in Fig. 4.5(b),e are not completely removed because of the small 
imbalance between the spectral magnitudes. The common terms (DC and auto-interference) in the 
image are more prominent, as expected. The structures in the BD images (Fig. 4.5(c),(f)) are 
brighter than the single channel images (Fig. 4.5(a),(d)), because the BD operation doubles the 
signal. The background noise, on the other hand, is also increased relatively less as previously 
described. Moreover, the DC artifact and the auto-interference terms from the cornea and iris are 
virtually eliminated in the BD images. Therefore, the BD system allows the use of shallow 
regions for SD OCT imaging. Most of the horizontal lines are eliminated by the BD operation. 
The line at the bottom of the image, on the other hand, persists in the BD images. This might 
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suggest a cross coupling between the orthogonal channels due to imperfect optics and/or 
alignment and a delay corresponding to the location of the line. The length of the PM fiber and its  
 
Figure 4.5. Rat eye images with the Wollaston prism (a,b,c) and calcite block (d,e,f) 
configurations. (a,d) non-balanced detection (single channel) images, one of which (d) 
contains label for auto-interference (AI). (b,e) addition of spectra shows imbalance in 
signal and highlights the common terms. (c,f) Common terms and fixed-pattern lines are 
removed and the signal is doubled with balanced detection. 
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birefringence can affect or decide the location of such a line, which can also be removed by 
background subtraction. 
4.5 Discussion 
The advantages of our BD SD OCT system lie in the polarization-based design. Light that forms 
two parallel and highly aligned spectra propagates through the same optical elements in the 
detection arm. This contributes to the stability and provides consistent signal gain over the 
imaging depth. The spectrometer has a single fiber input and only one camera, which eliminates 
synchronization issues for digital BD operation that might occur between line acquisitions if a 
two camera setup is employed. Moreover, the analog circuitry of the camera sensor could be 
manufactured to provide a differential signal using CMOS technology. This would provide SD 
OCT with balanced detection in analog domain that would increase SNR and dynamic range 
compared to the existing setups. 
Programming and computational costs involved with a two camera setup are avoided with our 
setup. Due to the hardware configuration, the acquisition speed of a two camera (line scan) setup 
is greater than the speed provided by the area camera that outputs two lines. However, the area 
camera used in this system can provide exposure times as low as 24 µs, which reduces fringe 
washout and suggests the use of dual-line scan cameras preferably with BD capability. Another 
advantage of implementing a BD system is to reduce source noise to improve image quality. The 
source used in this study was quite stable, however, OCT systems using noisier sources, such as a 
Ti:Sapphire laser, would  benefit more from a BD configuration. 
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The design presented here allows for balanced detection in SD OCT, but can also be extended to 
its Doppler and polarization-sensitive variants. For birefringent samples, reflectivity 
measurements can be made accurate if the OCT system detects two orthogonal polarization 
channels. This is achieved by PS OCT systems, which also provides additional contrasts for 
imaging tissue anisotropy. The BD system described here launches circularly polarized light on 
the sample as in many PS OCT implementations; however, a second detection path is needed to 
capture the cross-polarization information. This can be implemented using another BD 
spectrometer, which would receive reference light and sample light circulated from the source 
arm. Fiber-based implementations have some advantages over the bulk systems. Replacing the 
PBS cube with a PMF-based polarization splitter/combiner would allow more flexibility and 
freedom for configuring a BD system. However, using such a fiber splitter/combiner could induce 
ghost lines due to polarization leakage in the component and approaches to remove the ghost 
lines would be needed. This could include displacing the ghost lines out of the imaging range by 
using longer PMF segments [58]. 
Our BD SDOCT system demonstrates the expected increase in signal while reducing DC and 
sample auto-interference terms. Signal gains are maintained in depth. The simple design and 
single set of detection optics makes it an attractive improvement to SD OCT imaging with further 
advancement possible such as PS systems and support for a dual-line camera for analog BD 
detection. This will help to meet the challenges of an increased acquisition speeds for SD OCT 
systems. The improvements would also aid in highly demanding functional imaging studies. 
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Ch ap t er  5   
Bord er  Zon e  Ima gin g  o f  Ca rd i ac  Ti s su e  Us in g  
SS  P S  OC T 2 
5.1 Overview 
In this chapter, we shift our focus to look at applications of polarization-based OCT imaging. A 
PS SS OCT system was applied to imaging biological tissue--isolated rabbits hearts with a 
clearing agent applied. The benefit of using OCT for this situation is observing the cleared tissue 
in depth. Being depth-resolved, we are able to image several millimeters into the tissue and 
delineate the border between perfused and nonperfused tissue. By clearing a portion of the heart 
that is perfused by a coronary artery, the perfused portion of the heart becomes cleared. This 
simulates the conditions of an infarct. Myocardial infarction, caused by a major blockage of a 
coronary artery, creates a border zone (BZ) between perfused and nonperfused tissue, which is 
believed to be the origin of fatal cardiac arrhythmias. We used a combination of optical clearing 
and polarization-sensitive optical coherence tomography to visualize a three-dimensional 
organization of the BZ in isolated rabbit hearts (n = 5) at the microscopic level with a high spatial 
resolution. We found that the BZ has a complex three-dimensional structure with nonperfused 
                                                   
2 The contents for this chapter are based on a previous publication , "Visualizing the complex 3D geometry 
of the perfusion border zone in isolated heart" © 2012 Optical Society of America. One print or electronic 
copy may be made for personal use only. Systematic reproduction and distribution, duplication of any 
material in this paper for a fee or for commercial purposes, or modifications of the content of this paper are 
prohibited. 
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areas penetrating into perfused tissue with finger-like projections. These “fingers” may play an 
important role in the initiation and maintenance of ventricular arrhythmias. 
5.2 Introduction 
With many biological samples, absorption and scattering can reduce the measured signal resulting 
in a penetration depth ranging from only a few hundred microns to a millimeter. To fully exploit 
the depth-resolved nature of OCT, optical clearing has been used to allow farther imaging depths, 
revealing deeper structures and increasing contrast. The agents first used to demonstrate this 
effect were glycerol and propylene glycol, applied to skin and blood [59, 60]. Clearing tissue 
typically involves a dehydration of the tissue in stages of increasing concentrations to prevent any 
torsion or structural transformations due to rapid dehydration. Replacing water with a substance 
of higher refractive index renders the sample more transparent, increasing the depth that will 
return a measurable signal. In this chapter, isolated rabbit hearts were cleared from the left 
circumflex (LCX) artery and the perfusion boundary was imaged in 3D using SS PS OCT. 
Clearing a portion of the heart through the LCX was done to clear the tissue that would be 
affected during an ischemic event. Myocardial ischemia is a medical condition in which the blood 
flow to the heart is partially or fully obstructed in one of the major coronary arteries. If the 
blockage is severe, the region of tissue downstream of the obstruction site will not receive blood 
from this artery and its capillaries, creating a region of nonperfused tissue, known as myocardial 
infarction (MI). In these hearts, a border zone (BZ) between the perfused and nonperfused regions 
is created due to differences in the perfusion levels. The BZ has demonstrated both 
electrophysiological and mechanical changes post-infarct in the transmural direction [61, 62]. The 
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existence of a lateral BZ was initially met by controversy [63, 64] and could not be easily 
determined with biopsy, electrograms or blood flow markers [65]. Only with the aid of magnetic 
resonance imaging (MRI) [66, 67] and electron microscopy [68] was it possible to observe 
changes in the tissue consistent with ischemic injury and a BZ. Electrophysiological changes that 
develop at the MI BZ are known to be a cause for serious or fatal arrhythmias [69, 70]. Although 
it has been demonstrated that the BZ itself plays an important role in the initiation of these 
arrhythmias [71], very little is known about its three-dimensional (3D) geometry and how the 
geometry impact arrhythmogenesis. 
Imaging the 3D geometry of the BZ is possible with conventional imaging modalities such as 
ultrasound, MRI and histology [72]. However, the main drawback of using MRI is the limited 
spatial resolution (~1 mm), which prevents resolving the BZ in fine detail. The third conventional 
imaging technique is histology, which uses staining to reveal viable tissue. Although histology 
provides a very high spatial resolution (less than 10 μm), its destructive nature does not provide 
for the most accurate 3D reconstructions of the MI BZ. All three techniques have been used to 
determine the 3D structure of the MI BZ and the results revealed that the BZ changes not only on 
the epicardial surface but through the depth of the myocardium. The precise 3D geometry of the 
MI BZ in an intact heart is still unknown due to the limitations of these imaging modalities. 
Therefore, there is a need for an imaging technique that overcomes the spatial limitation of 
echocardiography and MRI while avoiding the destructive nature of conventional histology to 
resolve the 3D BZ geometry. 
A previously developed optical clearing technique [73] was used and it has been demonstrated 
that up to 4 mm of transparent cardiac tissue can be imaged instead of less than 100 μm in 
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nontransparent tissue [74]. This optical clearing technique was then paired with OCT to 
nondestructively determine the complex 3D geometry of the BZ at a very fine spatial resolution 
(~15 μm and ~28 μm in the axial and lateral directions, respectively). A BZ was created in the 
isolated rabbit heart by individually perfusing the left circumflex artery (LCX) with the clearing 
solution, thereby creating a border between the LCX (perfused region) and the rest of the heart 
(nonperfused region). By using a polarization-sensitive OCT system, we found that nonperfused 
tissue protruded into the perfused region in a finger-like fashion; the specific geometry of these 
“fingers” may provide the anatomical substrate to facilitate ventricular arrhythmias in MI hearts. 
5.3 Materials and Methods 
The clearing procedure in described in detail in [75], the reference for which this chapter is based. 
Briefly, the LCX was selectively perfused with a graded ethanol series followed by a 1:2 benzyl 
alcohol:benzyl benzoate (BABB) solution. The rest of the heart, that is, the tissue supplied by the 
right coronary and left anterior descending arteries, was not cleared and thus remained in a 
healthy physiological condition. As a consequence, a BZ developed between the region perfused 
by the LCX and the nonperfused regions of the left anterior descending and the right coronary 
arteries. The entire procedure lasted approximately 45 min. An image of the rabbit heart prior to 
and after clearing is shown in Fig. 5.1. The BZ is highlighted by the white dashed line and the 
inset shows and enlarged view to demonstrate the detail and complexity of the BZ geometry. 
There is a visible distinction of perfused and nonperfused regions. The perfused region has a 
darker appearance as scattering is significantly decreased since the LCX perfuses tissue in the  
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Figure 5.1. Image of the rabbit hearts before (A) and after (B) optical clearing to show the 
BZ. (A) Rabbit heart in the air before dehydration and clearing. (B) the same heart rotated 
clockwise to show the BZ after dehydration and clearing. LV, left ventricle. 
Scale bar = 0.5 cm. 
transmural direction as well as the plane of the epicardial surface. OCT imaging of the BZ was 
performed three times: before the LCX was perfused with ethanol, after the LCX was perfused 
with ethanol and after the clearing procedure.  
Imaging of the BZ under all three conditions was performed using a previously described PMF-
based SS PS OCT system [76]. The system, operating at the 1300 nm region, provided axial and 
lateral resolutions of approximately 15 μm and 28 μm, respectively with a sensitivity of 106 dB. 
A two-dimensional (2D) cross-sectional image containing 1000 A-lines (depth profiles) was 
acquired as the beam was laterally scanned (B-scan) over the heart by using a galvanometer 
scanner. A second scanner was utilized to scan (C-scan) the beam along the other lateral 
direction, so that OCT data for a volume was obtained by stacking 300 cross-sectional images. 
An illustration of the scanning of the BZ in both the surface and transmural cases is shown in 
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Fig. 5.2. The rectangular boxes indicate the region that was scanned. in Fig. 5.2 (A), the fast scan 
(for cross sectional images) was performed from vertices 1 and 2 in the rectangular box and for 
Fig. 5.2 (B) vertices 3 and 4. Information in the 3D data set is presented by several cross-sectional 
(2D) images whose lateral locations are indicated on an en face image that is also obtained from 
the OCT data set. The en face image is calculated by integrating the cross-sectional images along 
the depth direction; therefore, its top-view-like image is derived from subsurface structures. A 
Canny edge detector was used to detect the top surface of the heart to reduce noise and undesired 
artifacts in the shallower range. The cross-sections were all stacked for a 3D visualization of the 
BZ using V3D software [77]. 
 
Figure 5.2. Schematic of the heart preparation for OCT imaging. (A) Longitudinal view of 
the BZ. For these scans, the heart was not sliced. The BZ is shown by the dotted line. The 
black rectangular boxes shows the region in which the 3D scan was performed. (B) The 
short-axis view of the imaged BZ. 
5.4 Results 
To examine the geometry of the BZ both epicardially and transmurally, we performed OCT scans 
on the epicardial surface of the heart before it was sectioned for transmural imaging. To perform 
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transmural OCT scans, we made two transverse slices (horizontal plane) through the heart to 
obtain a 3 mm thick slab of cardiac tissue; this slab was then imaged. Several cross-sectional 
OCT images were acquired from apex to base. Selected images from these scans are presented.  
 
Figure 5.3. OCT 2D image of the BZ. (A) Reflectivity en face image generated by integrating 
the data along depth. Topological information as well as the BZ (white dotted line) can be 
seen. (B) OCT reflectivity image. Due to refractive index matching, the cleared region 
(right) is dark due to low backscatter, whereas the nonperfused tissue (left) is bright due 
to high scattering. (C) Retardance en face image. The dark region on the left is the 
nonperfused region, while the bright color indicates the perfused region. The BZ can be 
seen between the two regions (white dotted line). (D) OCT phase-retardance image. 
Imaging of the BZ transmurally showed “finger-like” projections of perfused tissue 
penetrating nonperfused tissue. P, perfused with BABB; N, nonperfused. 
Scale bar = 1 mm. 
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The OCT B-scans producing cross-sectional images were performed from epicardium to 
endocardium, simultaneously providing depth information from base to apex. Multiple cross-
sectional images were acquired by scanning the beam along the perfused and nonperfused 
regions. Note that the C-scan in this configuration started approximately 2 mm to the left of the 
BZ and ended 2 mm into the perfused region, thereby capturing all of the BZ. Data from these 
scans are shown in Figs 5.5-8.  
Figure 5.3 shows representative examples of reflectivity and retardance en face images (Figs. 
5.3(A) and (C), respectively) and reflectivity and phase retardance cross-sectional OCT images 
(Figs. 5.3(B) and (D), respectively) of the epicardial surface of the cleared rabbit heart. In 
addition to the reflectivity, the form birefringence is also expected to reduce due to refractive 
index matching in the clearing process. The bright color in the reflectivity images (Fig. 5.3) 
indicates the nonperfused tissue that exhibits more scattering than the cleared tissue (black color). 
Because the nonperfused tissue is highly scattering, muscle fibers in this region can be seen; 
whereas in the perfused region, the refractive index is matched and fibers cannot be observed. 
Note that the reflectively en face image (Fig.5.3 (A)) displays anatomical information (i.e. 
vessels) and more importantly illustrates the complex structure of the BZ. In the retardance en 
face image (Fig.5.3(C)), areas of dark color indicate small birefringence, which might be reduced 
because of the clearing effect on birefringence. The area on the right includes noise caused by the 
SNR reduction due to refractive index matching in the perfused region. This could be seen in the 
reflectivity (dark color; Fig.5.3 (B)) and retardance (noise pattern; Fig.5.3 (D)) images. The  
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Figure 5.4. Demonstration of BZ in depth. The reflectivity (A) and masked retardance (B) 
image show the suggested BZ by a dashed line. Scale bar = 0.5 mm. 
border between these two regions can be clearly distinguished (see BZ suggested by the white 
dotted line drawn manually in Figs.5.3 (A) and (C)). In the retardance images, the color change 
from dark to bright (epicardium to endocardium) represent higher birefringence typically in the 
nonperfused region. All the images demonstrate that the cleared tissue penetrates into the 
uncleared region in a so-called finger-like projection. Fig. 5.4 (A) and (B) show a potential BZ 
region in depth by the dotted lines. The delineation of the BZ is not as distinct in the reflectivity 
image (Fig. 5.4 (A)) as it is in the retardance image, Fig. 5.4 (B). The retardance image in this 
case is masked by the reflectivity image; this reveals the potential "fingers" of the BZ. Since 
shadowing effects can occur in OCT images and a decay of intensity in depth, using the depth 
direction for determining the BZ may not be the best approach and could lead to false positive or 
an observed BZ that is not an accurate representation of the true BZ. 
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Figure 5.5. OCT 2D image of an uncleared heart. (A) Reflectivity en face image generated 
by integrating the data along depth. Topological information can be seen but there is no 
presence of a BZ. (B) OCT reflectivity image of uncleared tissue. No border can be 
observed. (C) Retardance en face image. The dark regions indicate that the tissue is 
nonperfused. (D) OCT phase retardance image. Only the epicardial surface can be seen 
due to the high level of scattering within the tissue. (E) OCT reflectivity image of the heart 
after treatment with ethanol. Ethanol does not significantly affect the penetration depth of 
light in the tissue as shown by the lack of border between the two regions. (F) OCT phase 
retardance image of the heart after treatment with ethanol. Only the epicardial surface is 
producing a signal due to low penetration depth within the tissue. Scale bar = 1 mm. 
Fig. 5.5 depicts representative reflectivity and retardance en face images (Figs. 5.5(A) and (C), 
respectively) as well as 2D OCT reflectivity and phase retardance images (Figs. 5.5(B) and (D), 
respectively) of uncleared heart. These images are taken from the same area as in Fig. 5.3 just 
before clearing. Note that the heart was rotated slightly from Fig. 5.3 to capture more of the BZ. 
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The reflectivity and retardance en face images in Fig. 5.5 illustrate heart anatomy and explicitly 
show no signs of a BZ. In both Figs. 5.5(B) and (D), only the epicardial surface of the tissue can 
be observed due to the high level of light scattering and low level of light penetration in the 
tissue.  
To determine whether the ethanol affects the penetration depth of the tissue during OCT imaging, 
we imaged the BZ after ethanol treatment. Representative 2D OCT reflectivity and phase 
retardance images are shown in Figs.5.5 (E) and (F), respectively. Note that only the epicardial 
surface of the heart is visualized in both OCT images, similar to Figs.5.5 (B) and (E). Therefore, 
the BZ that we observe in Fig. 5.3 is due to the difference in perfusion with the BABB solution 
and not due to any effects of the ethanol. 
To determine if the “fingers” are present transmurally within the heart, we sliced the heart 
transversely, which is shown in Fig.5.6. Representative reflectivity and retardance en face images 
(Figs. 5.6(A) and (C), respectively) and 2D OCT reflectivity and phase retardance images (Figs. 
5.6(B) and (D), respectively) of the cleared heart are depicted. The retardance image is noisy in 
the perfused region resulting from low reflectivity. Masking the retardance image with the 
reflectivity contrast (removing low reflectivity signal regions) can be used to aid in visualizing 
the retardance image. These images demonstrate a clearly distinguished border between the 
perfused and nonperfused regions of the heart (BZ suggested by the white dotted line drawn 
manually). Therefore, the BZ has a complex 3D geometry, both epicardial and transmurally, that 
is comprised of “fingers” of perfused tissue that protrude into the nonperfused region. It is worth 
noting that in the cross sectional images for the transmural case, demonstrated in Fig. 5.6 (B) and 
(D), is more consistent in depth with a higher contrast border that in the other dimensions imaged. 
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The cross-sectional OCT reflectivity and retardance images of the epicardial surface of the 
cleared heart at different locations are illustrated in Figs. 5.7(A) and (B), respectively. The image 
slices start on the apical surface (0.03 mm) and progress to the base (9.09 mm). The blue lines on 
the en face image denote where on the surface the slices were taken (Fig.5.7 (A)). The  
 
Figure 5.6. OCT image of the rabbit heart sliced transversely. (A) Reflectivity en face image 
generated by integrating the data along depth. Topological information as well as the BZ 
(white dotted line) can be seen. (B) OCT reflectivity image. Refractive index matching 
yields low backscattering in the cleared region (left), whereas the nonperfused tissue 
(right) is bright due to the high scattering. (C) Retardance en face image. The dark region 
on the right is the nonperfused region, while the bright color indicates the perfused region 
on the left. The BZ can be seen between the two regions (white dotted line). (D) OCT 
phase-retardance image. P, perfused with BABB; N, non-perfused. Scale bar = 1 mm. 
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nonperfused region is on the left, which can be seen due to the highly scattering nature of the 
tissue; the perfused region is on the right and can be seen through the depth due to the lack of 
scattering within the tissue. The “fingers” of the BZ can be clearly distinguished at each location 
through the tissue. For instance, there are distinct “fingers” on the apical surface (0.03 mm) and 
near the base (5.50 mm and 7.33 mm). However, the absence of visible “fingers” at 1.82 mm and  
3.65 mm indicate that the number and size of the “fingers” change, supporting the complex 3D 
geometry of the BZ.  
 
Figure 5.7. Snapshots of 2D OCT images of the perfused heart at different locations from 
apex to base. (A) Reflectivity. (B) Phase retardance. Slices start at the apex (0.03 mm) and 
progress to the base (9.09 mm). The reflectivity en face image shows where the slices 
were taken (as indicated by the blue line and letters). Arrows indicate “fingers.” 
Scale bar = 1 mm. 
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To visualize the “fingers” of the BZ, we made a 3D reconstruction of the BZ using the reflectivity 
images. Fig. 5.8 shows that the perfused region is invisible because of the clearing, leaving the 
nonperfused region visible. The “fingers” of the BZ are readily observed. 
 
Figure 5.8. 3D reconstruction of the BZ from the reflectivity images. The bright region is 
nonperfused tissue. Areas of low-reflectivity signal indicate cleared tissue with low 
scattering. “Fingers” of the border can be easily seen. 
5.5 Discussion 
By using the combination of optical clearing and OCT, we were able to observe, with high 
resolution, the 3D geometry of the MI BZ of the rabbit heart with a15 μm axial resolution. In this 
manner, we have determined that the BZ is not a sharp transition between perfused and 
nonperfused tissue but is rather comprised of “fingers” of perfused tissue protruding into 
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nonperfused regions. The number and size of the “fingers” change both epicardially and 
transmurally, indicating a complex 3D geometry of the BZ. 
In transparent tissue (via optical clearing), penetration depths of 3 mm can be expected. Even in 
uncleared cardiac tissue (up to 2 mm) [22, 78] OCT is still beneficial because the fibrous tissue 
and fat create an optical contrast within the myocardium. However, to image deeper internal 
structures of the heart using OCT (more than 3 mm), the tissue should be made transparent by 
using an appropriate clearing technique. For imaging studies, matching of the refractive index 
allows for imaging deeper within the tissue; this is due to a reduction in light scattering within the 
tissue. By adapting the optical clearing technique to create a BZ, we can see the border not only 
on the epicardial surface but also through the depth of the myocardium at a high resolution using 
OCT. It is important to note that the dark voids that we see in reflectivity en face images (Figs. 
5.3(A), 5.5(A), and 5.7(A)) are most likely vessels, which may provide more information on how 
the tissue is perfused during MI experiments. 
Form birefringence from the myocardial fibers was indicated by the retardance images in this 
chapter. When the heart was cleared, the refractive index difference between the short and long 
axis of the fibers was also reduced therefore not only reducing reflectivity, but the retardance as 
well. Further studies into the effects of clearing on birefringence could help elucidate how the 
optical properties are changed. Then by combining the contrast of reflectivity and retardance, 
perhaps by weighting the reflectivity image by retardance values, a greater SNR could result with 
a clearer image of the BZ geometry. 
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While electrophysiological changes at the BZ are a substrate for MI-induced arrhythmias, the 3D 
geometry may play a more important role in the initiation and maintenance of these arrhythmias. 
The geometry of the ischemic BZ was imaged with MRI and was found to be complex through 
the depth. When one perfusion region is made to be ischemic, it was found that the irregular 
geometry formed transmural pathways leading to fast reentry, facilitating and maintaining the 
ventricular arrhythmia. Therefore, it is imperative to determine the 3D geometry of the perfusion 
BZ in order to understand arrhythmogenesis during MI, which could be done in future studies. 
Further studies are necessary to correlate the BZ geometry with its respective electrophysiological 
properties. 
5.6 Conclusion 
In summary, our technique capitalizes on the properties of the optical clearing process and depth-
resolved PS OCT to nondestructively image the BZ with a high spatial resolution. Furthermore, 
this imaging process will help characterize the electrophysiological consequences of MI that lead 
to fatal arrhythmias by correlating BZ geometry with arrhythmogenic reentry. 
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Ch ap t er  6   
Im agin g  Th e  Sa laman d e r  R et i n a  
6.1 Overview 
Applying OCT to measure neural function has been demonstrated on a variety of samples, 
including the retina. These signals are very small and susceptible to noise from the retina itself or 
environmental effects. With the high resolution of OCT images, very small motion artifact can 
result in observing a different location on the sample, confounding the measurement or producing 
erroneous results. Reducing these artifacts, stabilizing the sample and performing signal 
processing to observe a consistent signal is challenging. In this chapter, the salamander retina is 
imaged both structurally and functionally. Structural images of the retina are presented 
demonstrating images from several retinal layers as well as high resolution images resolving the 
photoreceptor mosaic and clearly delineated layers. Functional OCT signals, what they can 
measure, and how they relate to the retina will also be discussed. The photoreceptor layer 
demonstrates the strongest indicator of function and the physiologic mechanism of the observed 
signals are also discussed. Signal processing is also presented to stabilize the sample and reduce 
noise in the measurement. 
6.2 The Structure of the Retina 
The retina is a layered tissue at the back of the eye ~250 µm thick that transduces visible light 
into electrical signals which are sent into the brain. An OCT image of the salamander retina is 
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shown in Fig. 6.1 showing all the layers. The layer between the retina and the sclera (outer layer 
of the eye) is the choroid. It is the vascular layer of the retina providing oxygen and nourishment 
to the retinal layers. The choroid also contains connective tissue as its location is at the border 
between the retina and sclera. Connected to the choroid is the retinal pigment epithelium (RPE). 
Attached to the outer segment of the photoreceptors, the RPE provides nourishment to the 
photoreceptors, aids in buffering ions used during visual transduction and absorbs light not 
absorbed by the photoreceptors to improve the image quality of the retina. The major type of 
supporting glial cells in the retina are known as Müller cells and traverse the entire retina. The  
 
 
Figure 6.1. Cross section of a salamander retina from an eyecup preparation taken with a 
high resolution SD OCT sytem at center wavelength of 905 nm. The layers of the retina are 
labeled in green. NFL, nerve fiber layer; GCL, ganglion cell layer; IPL, inner plexiform 
layer; INL, inner nuclear layer, OPL, outer plexiform layer; ONL, outer nuclear layer; IS, 
inner segment of photoreceptor; OS, outer segment of photoreceptor; RPE, retinal 
pigment epithelium. 
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functions of Müller cells include aiding in regulating potassium, neural transmitter uptake and 
mechanical support of the retina.  
The first site of visual transduction occurs at the outer segments of the photoreceptors. As light 
first enters the retina, it passes through all of the retinal layers before being absorbed by the 
photoreceptors. The inner segment of the photoreceptors is filled with mitochondria supplying the 
demanding energy requirements for the membranes proteins of the outer segment as well as 
increasing the refractive index of the cell [79]. A higher refractive index acts as a waveguide for 
the photoreceptor which inhibits stray light noise [80]. A more in-depth treatment of the chemical 
signals and their respective scattering properties in the outer segment will be discussed in the next 
section. The cell bodies of the photoreceptors make up the outer nuclear layer while the axons 
terminate in the outer plexiform layer on bipolar cells. The bipolar cell layer receives input from 
one to several photoreceptors (rods or cones, not both) and transmits that information to the 
ganglion cell layer. Bipolar cells are described as being either ON or OFF in their response to 
light and their cell bodies are located in the inner nuclear layer. Bipolar cells are also connected to 
interneurons, horizontal and amacrine cells.  In addition to having synapses on bipolar cells, 
horizontal and amacrine cells integrate information from the photoreceptors and ganglion cells, 
respectively. Lastly, retinal ganglion cells make up the ganglion cell layer and their axons form 
the nerve fiber layer. The graded signals received from bipolar cells and interneurons are 
converted to action potentials which are sent to the brain via ganglion cell axons. All of the nerve 
fibers exit the eye at the optic disc, shown in the OCT cross section in Fig.6.2 below. 
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Figure 6.2. Cross section of salamander retina taken with a high resolution SD OCT 
system at center wavelength of 905 nm. The optic disc can be observed as a break in the 
retinal layers. 
6.3 Visual Transduction  
As the chemical messengers involved in phototransduction were being identified, their kinetics 
and stoichiometric relationships were also investigated. Most of the results presented here will be 
from amphibian retina in the NIR range as it is most relevant to the OCT systems that were used 
for measuring retinal structure and function. When looking for functional signals in the retina, the 
imaging wavelength is very important. If the wavelength is too short, such as ultraviolet light, the 
retina could be damaged while visible light will activate the photoreceptors. If the light used for 
assessing function has too long of a wavelength, the amount of measured backscattered light will 
be reduced due to an increase in the mean-free path length and water absorption. An increase in 
water absorption described in terms of the attenuation coefficient is a decrease in the scattering 
coefficient and an increase in the absorption coefficient. This is most likely the primary 
contributor to the small signal from the 1300 nm based system. From simulation of the bovine 
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retina [81], at 633 nm, the mean-free path is calculated to be 1 mm [82] and is already one and a 
half times that at 1050 nm. 
As mentioned above, when photons enter the retina, the first site of phototransduction is at the 
outer segment of the photoreceptors. Photons activate rhodopsin (Rh*), a light-sensitive protein 
that is the main pigment in rod photoreceptors, on the outer segment discs which stimulates 
transducin. Transducin is a G protein that has a large role in phototransduction such as leading to 
conformation changes in rhodopsin and activating phosphodiesterase. The interaction between 
Rh* and transducin exchanges transducin's bound GDP for GTP expelling its β and γ subunits. 
The remaining α subunit and GTP (referred to as G*) then activates phosphodiesterase, 
converting cyclic-GMP (cGMP) to GMP. This reduces cGMP concentrations which are gating 
the ionic channels on the photoreceptor membrane and therefore cause the membrane ion 
channels to close, decreasing Na+ currents. There are several measurable optical properties of the 
photoreceptor that change during phototransduction that are indicators of function. 
6.4 Intrinsic Optical Signals 
Once the primary contributors of the possible relative intensity and swelling/refractive index 
changes are identified, analysis of OCT datasets can be directed to look for the most likely signals 
to produce repeatable indicators of function. One of the earliest time-series measurements of NIR 
scattering during retinal activation was done by Hoffman [83] in rod outer segment suspensions. 
These signals were also discovered by Harary [84]. Classification of these signals were 
investigated by Kühn [85] identifying activated rhodopsin binding transducin, called the binding 
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signal, also measured in rod outer segment suspensions. Measurements for scattering changes are 
usually represented as a relative intensity change by the following equation 
∆ 
 
=
       
     
            6.1 
Where Ipre is the mean of the pre-stimulus signal and I is the intensity of the signal. The sign for 
the relative change in intensity for the binding signal for a light scattering was positive. The 
dissociation signal, after dissociating from activated rhodopsin resulted in a signal opposite in 
sign but greater in magnitude since each step in the phototransduction cascade is amplified, each 
step's magnitude increases exponentially. Each step in the phototransduction cascade has 
alternating positive and negative deflections which is expected from scattering theory [86] due to 
changes in molecular size from binding and unbinding processes. The previous studies were, 
however, carried out in suspensions in un-physiologic proportions [87]. PDE activation was 
found to be a measurable signal from NIR scattering from intact retinas [88]. It is worth noting 
that ionic currents (perfusion with low [Na+]) were not significant contributors to this signal and 
the net result suggests the PDE signals to be the primary source of NIR scattering in the 
photoreceptors for an in-tact retina [89].  
Indirect effects of signal transmission in the retina, such as changes in cellular swelling, 
birefringence [90] and index of refraction (results in change of optical path length) [91] are also 
present in the photoreceptors as well as other layers. Given the specifications of an OCT system, 
however, index changes (1-2% for complete bleaching) result in optical path length changes of 
~2 nm (assuming no significant changes in physical dimensions) which are just at or above the 
noise floor for phase signals (0.5 - 2 nm as measured in Chapter 2). Thickness changes (swelling) 
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of the photoreceptor could be observable with cross sectional scanning in the appropriate location 
but for sub-bleaching stimuli it hasn't been consistently measured from OCT. It has been 
measured consistently, however, from NIR imaging with signal processing [92]. Changes in 
birefringence are also below threshold and are measured perpendicular to the photoreceptor 
which may have a significant form birefringence component. Birefringence results are also from 
fixing retinal tissue that has been bleached which may not be detectable from functional imaging 
and non-bleaching stimuli. Standard OCT imaging beam is oriented parallel to the photoreceptor. 
Finally, vesicular release and calcium signals have only been measured with fluorescent probes 
[93] and consistent measurements of intrinsic optical scattering or absorption changes during 
activation have not been reported. 
Since graded potentials are used from the rods to the bipolar cells, the IOS from them may not be 
the same as from brain slices or nerves. Illumination of the entire retina and recording at the optic 
disc with NIR imaging has produced repeatable signals [94]. Swelling and birefringence changes 
from squid giant axons (imaging beam normal to the photoreceptors) are possible but not likely in 
vivo in the retina due to the orientation of the processes of the plexiform layers. Amacrine and 
horizontal cells are oriented normal to the imaging beam and could produce a signal if they are 
dense enough among the bipolar axons. Ganglion cell axons could also produce a signal if the 
entire retina is stimulated as mentioned above since the relationship of inner retina activity to 
nerve fiber layer activation are not known at the time of experiment and would be difficult to 
identify for a spot stimulus. 
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6.5 IOS Sources for general nerve activation 
Since the seminal work of Cohen in the late 60s [95], light scattering signals have been 
thoroughly investigated during neural activation. Due to the large diameter and slower signal 
transmission of non-mylenated axons, their optical changes during neural activity can be more 
closely investigated than very small bundles of myelinated axons. Foust and Rector [96] have 
isolated the scattering and birefringence responses for non-myelinated lobster walking leg nerves 
by using voltage sensitive dyes and various drug interventions to vary swelling, refractive index 
and membrane potential. It was found that birefringence signals were quite large compared to 
scattering signals and followed the membrane voltage closely in shape and time course. This was 
verified further with voltage sensitive dyes. 90° light scattering signals, which are hypothesized to 
result from change in interstitial spaces, were altered when agents were applied to the nerve that 
changed cellular swelling and refractive index. Studies of scattering changes of cell cultures and 
brain slices determined that changes in refractive index resulting from changes in cell volume 
were the primary contributor to the measured signals [97-100]. Functional OCT signals have also 
measured transient thickness changes during activation by using the phase information [1] as well 
as reflectivity measurements with voltage sensitive dyes [101]. All of the studies mentioned here 
have the incident beam normal to the surface of the axons. Since the orientation of the axons in 
the retina are parallel to the beam (except for horizontal and amacrine cells), this may affect the 
ability to obtain a signal based on cellular swelling or index changes. 
The electroretinogram (ERG) is a common measure of retinal activity. It measures the radial 
extracellular currents from the retina during activation. The ERG is measured from an electrode 
placed in the eyecup and the reference electrode placed behind the eyecup. An ERG waveform is 
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shown in Fig. 6.4 with the functional OCT signals. The fast downward deflection is called the a-
wave and represents the activity in the photoreceptor layer. The main component of the ERG is 
after the a-wave, the b-wave, and it represents all activity post-synaptic to the photoreceptors. The 
ERG is used as a marker for the time course of retinal activity but since the inner retinal layers 
communicate with graded potentials, observing an optical signal as the result of ionic currents 
may not be possible. As mentioned earlier, when the retina is perfused with a solution with low 
Na+ concentration, the electrical response is all but removed yet the NIR scattering signal in 
photoreceptors remain [88]. Our approach to observing scattering signals in the retina will 
therefore focus on the outer segments of the photoreceptors. 
6.6 Functional OCT signals and interpretation 
6.6.1 Understanding OCT measurements 
The OCT signals that will be discussed in this section are reflectivity and phase. The reflectivity 
signal is the standard OCT contrast and represents the intensity of backscattered light from a 
sample and is based on the magnitude of the complex depth profile for SD OCT. The phase signal 
is the phase component of the complex depth profile and as mentioned in Chapter 2, represents a 
small nanometer-range optical path length changes of a sample. Changes in reflectivity and phase 
can indicate different phenomena and both will need to be compared and contrasted to understand 
what phenomena is being measured from a sample. Changes in the reflectivity signal can reflect 
more than a change in backscattered intensity as it will shift the depth profile up and down. 
Movement of the sample can also be observed as changes in reflectivity. For large movements, a 
switch in sign in consecutive depths will be observed that can complicate interpretation of results.  
  75 
 
Figure 6.3. Two coherence functions demonstrating the effect of reflector motion that 
couples into reflectivity. The red line shows the negative signal change from the green 
coherence function to the blue and the black line demonstrates a positive change from the 
green to blue coherence function. 
This is shown in Fig. 6.3. Being depth-resolved, deeper regions can be affected by reflectivity 
changes in shallower regions resulting in a shadow effect. This could also give false positives for 
an observed signal. Changes in the phase signal are usually indicative of small movements 
inducing optical path length changes of a depth location. The movement will also couple to the 
intensity signal as shown in Fig. 6.3. 
To observe small phase changes and reduce potential coupling to the reflectivity signal, several 
approaches can be used. A reference surface, such as a piece of glass above the sample, will 
provide a reference phase, which will have common noise and trends of the sample due to 
environmental effects on the entire system. Therefore, these artifacts can be removed from the 
measurement by subtracting the reference phase from the sample phase. If no reference surface is 
available, global motion of the sample can be corrected by averaging the phase from the depth 
locations with the highest SNR and then compensating the depth profile using the translation 
property of the Fourier transform. Compensation is done by multiplying the spectra by a complex 
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exponential, exp(-i*k*z), where k is the vector of wavenumber values for the spectra and z is the 
path length to adjust the depth profile. After obtaining the time-varying path length change, this 
calculation is performed on the interpolated spectra, prior to applying the FFT operation to obtain 
the stabilized depth profile. This method will then correct for common phase-induced changes in 
the reflectivity signal. It is possible, however, that if the depth points used to stabilize the retina 
have signal themselves, that signal could be induced to all other locations, resulting in false 
positives. Since OCT is high resolution swelling is a potential signal that is investigated, care 
must be taken in correcting cross sections with other motion correction algorithms as well. 
6.6.2 Possible OCT Signals in the Retina 
To determine what signals will be closely inspected and what may be possible imaging with 
OCT, the IOS sources previously mentioned with the OCT signals will be discussed to get an idea 
of what will be measureable. 
Visual Transduction 
The major contributor to scattered signals in the NIR range in phototransduction is the 
phosphodiesterase signal [89]. This produces a positive deflection for scattering measurements 
and is a verified signal from scattering experiments. These changes would be observed from the 
reflectivity signal and the relative measurement (ΔI/I) should provide an indicator of function. 
The phosphodiesterase signal should not change optical path length or position of the 
photoreceptor so no phase signal is to be expected. 
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Changes in Birefringence and Refractive Index 
With a bleaching stimulus, birefringence and refractive index have been measured in 
photoreceptors [90, 91]. The numbers reported, however, are below the noise threshold for 
SD OCT, even with reference subtraction and phase compensation for global motion mentioned 
above. For other retinal layers a measurable signal may be possible, since birefringence is shown 
for activation for an incident beam normal to the axon. A change in index would be observed as a 
small movement in the phase signal and the reflectivity signal could also change depending on 
the index difference between the two layers being measured. 
Swelling 
Swelling of retinal layers during activation has been proposed and suggested as a cause for 
changes in ΔI/I but it has only been reported in squid retina [102]. If swelling is measurable with 
OCT, the phase signal would reflect it. If the swelling is large, it will also couple to the 
reflectivity signal. It is also possible that swelling could change the reflectivity signal due to a 
change in interstitial spaces. Depending on the location of the depth point and its location on the 
coherence function, these two reflectivity signals could combine constructively or destructively. 
Depolarization 
Ionic currents are responsible for swelling changes during neural activation but are an indirect 
measure. Only birefringence has been reported to closely match both the time course and 
morphology of the membrane potential. This has not been reported in retinal layers but could be 
investigated with a PS OCT system. 
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6.7 Functional OCT Signals Measured From the Retina 
The feasibility of measuring changes in relative intensity during photonic stimulation of the retina 
using OCT has proven to be possible [2, 6] with an average of 10 or 100 scans in isolated retina. 
Positive changes were detected in the outer segments of the photoreceptors which is expected 
from previous observations of NIR scattered light during activation. Although there is a 
significant difference reported in the intensity signal resulting from stimulation, the response has 
not shown to produce a repeatable morphology. Muller cells go entire length of retina terminating 
at cell body or inner segment of photoreceptor and can get in the way of functional imaging 
blocking any signal [2]. Functional imaging with flood-illumination NIR microscopes measuring 
turbidity [103, 104] has demonstrated a morphology similar to the transient changes previously 
measured during phototransduction [88]. However, transmission measurements are not possible 
for clinical use and so more robust imaging and/or processing methods need to be implemented 
for OCT measurements that could potentially provide clinic utility. Intrinsic changes have been 
measured in vivo in chicken [3], macaque monkeys [5] and in humans [4] using OCT although 
the imaging procedure for human measurements was very tedious and required many trials. The 
imaging beam on the sample is mostly ~10 µm for the OCT studies and so M-mode 
measurements are susceptible to small movements of the retina that could significantly change 
the location being imaged. To address this, functional OCT measurements have been observed 
using en face [105] and B-scan images [3]. Our OCT imaging system allows for directed 
scanning for determining regions of high SNR and records time series measurements of retinal 
volumes. Phase adjustment methods were also used to reduce phase signals from cross-coupling 
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to the relative intensity measurements. An in-depth discussion of functional OCT signals related 
to electrical/optical/physical phenomena is provided in the next section. 
6.8 Retinal Preparations 
For functional experiments, eyecups were prepared from larval tiger salamanders (ambystoma 
tigrinum from Charles D. Sullivan, Nashville, TN) in accordance with approved IACUC protocol. 
Dissection was performed in low-light conditions. First salamanders were decapitated and pithed 
then the eye was enucleated. The cornea, iris and lens were then removed as well as the vitreous 
humor under a dissection microscope. The retina remained intact with the RPE and after 
dissection the eyecup was perfused with an oxygenated amphibian Ringer solution containing 
110 NaCl, 2.5 KCl, 1.8 CaCl2, 1.0 MgCl2, 10 Hepes and 5 D-glucose in mM (pH 7.8) [106] and 
allowed to recover for 15-20 minutes. The Ringer was kept at 16° C with a Peltier cooler and the 
flow rate was constant at ~2 mL/min. A chamber for housing the retina during the experiment 
  
Figure 6.4. Diagram of perfusion chamber for retina experiments. (a) is top view and (b) is 
side view. 
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 is shown in Fig. 6.4. To maintain a good connection with the reference electrode, cotton was 
placed under the eyecup and rested on the reference electrode. Before and after experiments, an 
ERG was recorded to assess the viability of the retina using Ag/AgCl glass electrodes with pulled 
tips of ~700 µm. ERGs recorded are shown with the OCT results in the next section. Prior to 
functional recordings, a structural 3D image was taken to provide a reference to all recording 
locations as well as provide structural information of the retina. For the functional measurements, 
a glass coverslip was placed on top of the retina to eliminate water evaporation and provide a 
reference surface for phase measurements. Several silent perfusion configurations were applied 
but the phase noise measured was still considerable. Therefore, perfusion was not performed 
during the recordings due to the noise introduced by perfusion. 
6.9 Functional Experiments 
6.9.1 Stimulus 
Once a 3D volume was acquired, locations were chosen for stimulation and recording. The 
stimulus was a white LED (Rebel Neutral White, Luxeon, Ontario, Canada). The spectrum for the 
stimulus was recorded with a commercial spectrometer (CCS200, ThorLabs, Newton, NJ) and is 
displayed in Fig. 6.5. This was done to calibrate the stimulus intensity with a photoreceiver to 
produce a stimulus that will not bleach the retina but still provide sufficient stimulation. The 
stimulus went through several optical components that affected its spectrum which is why the  
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Figure 6.5. The spectrum of the light stimulus. 
spectrum provided in the datasheet was not used. After the sample optics, the stimulus spot on the 
sample had a radius of  ~75 µm2 and an intensity was set at 3e-11 W/µm2. At each location, five 
trials were recorded with a pre-stimulus period of 1 second followed by a 50 ms light pulse. There 
was three minutes between trials to allow for recovery of the retina and five trials with no 
stimulus recorded for a control. Each subsequent recording location was positioned at least 
500 µm from the previous site.Each functional scan spanned an area of 80 µm x 40 µm in order 
to record from multiple photoreceptors. The ΔI/I response was averaged over the photoreceptor 
layer  approximately 8 µm in depth, 56 µm in the x direction and 40 µm in the y direction. Only a 
part of the x direction scan was used due to artifact from the galvo turning point during fast 3D 
scanning. 
6.9.2 SD OCT System configuration for functional imaging 
The SD OCT system used for retinal imaging was PMF-based PS system using a line scan camera 
(sprint 140k, Basler, Ahrensburg, Germany) for detection and is shown in Fig 6.6. The source had 
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a center wavelength of 840 nm with a 50 nm bandwidth. In the reference and sample arm, a 
telescope is used to increase the beam diameter to fill the aperture of the water immersion lens 
(Objective W N-Achroplan 10x/0.3 Carl Zeiss, Oberkochen, Germany) to enhance the lateral 
resolution. The telescope in the reference arm compensates for optical dispersion in the sample 
arm which will then only require less compensation in software, producing for reliable depth 
information. The decay of single reflectors from a wedge prism with no telescope in the reference 
arm resulted in a nonlinear profile, which is not representative of the raw data measured. 
Experiments were also executed on another system with similar configuration, but it operated at 
1300 nm wavelength region with a large bandwidth of 200 nm. 
 
Figure 6.6. Schematic of SD OCT system for retinal imaging. SLD, superluminescent 
diode; C, collimator; QWP, quarter-wave plate; L, lens; M, mirror; LED, light emitting diode; 
DM, dichroic mirror; GM, galvo mirror; T, telescope; WIL:, water immersion lens; G, 
grating; WP, Wollaston prism. 
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6.9.3 Structural Imaging 
En face imaging of retinal layers has been reported in humans [107] but not in the salamander. 
En face images of the retina are shown in Fig. 6.7. The layers of the retina were not entirely clear 
for the ganglion cell layer and the photoreceptor layer making automated edge detection very 
difficult for creating smooth en face images from these layers. The horizontal artifact present in 
Fig. 6.7 (b) and (c) is a result from manually selecting the layers for all 300 cross sections. The 
optic nerve head is visible in Fig. 6.7 (a) as the dark circle in the middle part of the retina image 
and in (b) where the nerve fiber tracts are directed to. The photoreceptor layer of Fig. 6.7 (c) is 
able to resolve some photoreceptors but the mosaic is not very apparent. However, focusing the 
light on a particular layer could enhance the imaging results from that layer. 
6.9.4 Functional Results 
An example of the locations imaged during an experiment is demonstrated in Fig. 6.8 on an en 
face image of the photoreceptor layer. The red boxes are the locations of functional recordings. A 
demonstration of the phase correction for global motion is shown in Fig. 6.9. The uncorrected 
phase signals are suggesting that the sample was drifting in the axial direction. After correction, 
the phase signals appear to be "detrended". This could help reveal phase signals that were masked 
by the low frequency motion. Unfortunately, phase signals from the retina were not observed with 
either OCT system and phase noise was greater than expected phase signals for the photoreceptor 
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Figure 6.7. En face images of salamander retina with (a) integration of all the retinal layers, 
(b) integration of only the nerve fiber layer and (c) integration of the photoreceptor layer. 
Scale bars: 250 µm. 
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Figure 6.8. Image of retina with locations imaged highlighted by red boxes. 
Scale bars: 250 µm. 
layer. A reference glass was used for the retinal recordings but due to the depth difference 
between the surface of the glass and the retina, they were not in comparable imaging ranges. 
 
Figure 6.9. Example of phase adjustments to stabilize the sample image axially. (left) 
uncorrected phase for several depth locations and (right) the adjusted phase signals. 
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Reference subtraction from stable reflectors in the retina was also attempted, yielding no 
discernible signal. 
Fig. 6.10 demonstrates the effect of phase adjustments on ΔI/I response. The noise level was 
reduced by ~12%. The 1300 system had an overall weaker reflectivity signal and fewer locations 
were observed to have signal. It is important to note that the phase signals that were used to 
compensate the signal in Fig. 6.10 did not appear to contain any signal. There is no evidence 
suggesting signal was induced or suppressed by the phase correction operation. From observing 
the adjusted and not adjusted signals, no new morphology appears to be introduced other than a 
reduction in the noise level. 
 
Figure 6.10. Effect of phase adjustments on a detected ΔI/I signal for the SD 1300 nm 
system for a single trial (averaged spatially). The vertical black line indicates the time of 
the stimulus. 
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Figure 6.11. Response from 840 nm system for a single trial (average spatially). The 
vertical black line is an indicator of the stimulus onset. (A) demonstrates a response with a 
control signal from the main channel; while (B) includes the result with the cross channel. 
In Fig. 6.11, a response from the SD 840 nm system is shown. The signal coincides with the start 
of the stimulus and is from a single trial. The rise in the response does not appear to track the a-
wave of the ERG. Both the control and response signal (Fig. 6.11 (A)) were after the phase signal 
(A) 
(B) 
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was adjusted to reduce noise. It is important to note that subsequent trials at a single location were 
not as strong as the first trial. This suggests the power of the light stimulus was set too high 
and/or enough time wasn't given between trials to allow the retina to completely recover. In panel 
(B), the cross channel from the PS SD OCT system is also shown. The cross channel only 
demonstrated significant intensity in the RPE layer, which is known to be polarization 
scrambling. Any change during functional activation, however, is very small with a low SNR. In 
all experiments, no significant cross channel signals were observed in the retinal layers. 
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Ch ap t er  7   
Con c lu s ion  an d  Ou t look  
7.1 Conclusion 
Several aspects of OCT systems from hardware to software have been improved upon in this 
work.  I've demonstrated system configurations to increase throughput and real-time processing 
and systems to increase SNR while removing common noise. Real-time processing of OCT data 
with a constant throughput of 700 MB/s upwards of 1.1 GB/s is possible without compromising 
bit depth, imaging depth, or image quality. A phase unwrapping algorithm was implemented for 
an PS SS OCT system on an FPGA. In addition to real-time processing, synchronized OCT 
systems were realized to send control signals, record analog signals and even acquire from a 
second OCT system; all based on the same clock.  
A balanced detection system was also demonstrated that doubled the measured OCT signal 
(increase of 6 dB) while reducing common noise terms, such as DC and auto-interference by  12-
18 dB with no software enhancements. The carefully aligned spectra were imaged on an area 
camera which provided identical wavelength mapping that was capable of maintaining signal 
gains from balanced detection in depth, up to at least 2.64 mm. The system also has a high 
sensitivity for SD OCT at 106 dB. 
Biological samples were also investigated to observe structure and function. The border zone for 
isolated rabbits hearts was nondestructively imaged in 3D, uncovering interdigitations  at a micro-
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scale to aid in understanding how the border zone geometry relates to post-infarct fatal 
arrhythmias. The border zone was observed in both lateral and transmural direction. Reflectivity 
and retardance images provided two aspects of the border zone that had significant overlap. 
The salamander retina was imaged displaying the photoreceptor mosaic and nerve fiber layer with 
a water immersion objective. Most of the layers of the retina were resolvable and these images 
were used as a guide to functionally image the photoreceptor layer of the salamander retina. The 
retina was functionally imaged using a directed scanner to track all imaged locations and simplify 
searching for recording sites. Phase stabilization of the sample was executed to remove drift in 
the phase signal and reduce noise in the reflectivity signals by 10-20%. Although these 
processing methods proved useful and single trial measurements are possible, the frequency and 
repeatability of measurable responses to light stimulus were not significantly greater than those 
reported in literature. 
7.2 Outlook 
FPGAs continue to grow in their complexity with 3D chips now available. This is important due 
to the major limitation of FPGAs being routing. A complex algorithm will need a lot of space and 
might not route correctly on the first compilation. If any combination of routing and logic surpass 
the clock period, the compilation will fail. There are more ways to route a complex algorithm 
than are possible to compute, so best estimates are made. With a 3D architecture, this issue 
continues to improve since closer routes would be easier to find in 3D versus 2D. In most cases, 
written algorithms can simply be recompiled on new architecture (filters and IP processing blocks 
may need to be reconfigured). Whether GPU computing is used for processing or not, for real-
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time display of 3D volumes or large cross sections, it will be needed for high-quality images. 
Recently, custom implementation of GPU data after processing has been configured as a texture 
and directly displayed using graphics libraries, such as OpenGL with a GPU application 
programming interface, such as compute unified device architecture (CUDA)  [108, 109]. At the 
moment, accomplishing real-time volume imaging at video rates for OCT with commercial 
solutions does not exist and implementing this feature to execute at high speeds is not trivial. 
Custom software across several different vendors will be needed to accomplish this. 
With the ability to visualize the 3D structure and geometry of the BZ, optical mapping [110] 
makes possible the high resolution recording of function. By using fast voltage-sensitive dyes or 
calcium indicators with a high resolution camera, the electrical activity of the heart can be 
mapped during activation. The heart needs to be exposed and well controlled for these 
experiments, typically with a Langendorff-perfused heart preparation. In Langendorff-perfused 
hearts, an isolated heart, removed from the animal, is perfused through the aorta with a nourishing 
solution. These experiments can help model and understand the conditions in which electrical 
abnormalities resulting from an infarct can lead to electrical complications, such as defibrillation 
[111]. How electrical activity is altered after an infarct [112] combined with studying the BZ 
geometry with OCT could tease out pathological indicators in electrical activity to identify 
candidates for post-infarct arrhythmias.  
To more directly measure the BZ, implementing a surface reconstruction algorithm [113, 114] 
would aid in visualization and investigation of its geometry in relation to electrical abnormalities. 
Algorithms that accomplish this are quite complex but they are mature, which would simplify 
implementation. Lastly, using OCT to map coronary vasculature could complement the BZ 
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structures measured and provide further insights to the relation between coronary vasculature and 
re-entry [115]. 
With the cheap cost of CMOS technology, a prototype for a differential camera could be 
developed to provide an analog balanced detection OCT system. This would then allow for fast 
enough A-Line rates to be used for functional imaging. To increase stability, non-mechanical 
scanning for OCT [116] capable of the range required for functional retinal studies could be 
proposed for high-speed functional imaging. With no mechanical scanning, the stability of the 
depth profile and repeatability of scans would increase, in turn increasing SNR for cross sectional 
and volume scanning. An alternative to standard galvo scanning is resonance scanning, which 
scans in a sinusoidal pattern. The disadvantage of this method is that a correction would be 
required to linearize the scan. The mostly linear section of the sinusoid pattern can be used as 
well but then all data on the boundaries would need to be discarded, reducing voxel size and 
either method would reduce image quality since the galvo is always moving and spends a 
different amount of time at each A-Line location. 
To further increase stability, since the retina is only ~250 µm thick, tighter confocal gating with 
optical coherence microscopy (OCM) could be utilized to focus on a single layer to measure IOS. 
The sample optics could be chosen such that the confocal gating of the sample objective is equal 
to the thickness of the layer to be imaged. One advantage to configuring the sample optics in this 
fashion would be in the auto-interference terms. Typically the location of surfaces that are 
producing the auto-interference image are numerous and their origin in the actual image is 
unknown. With OCM, the possible surface producing auto-interference signals are limited to the 
layer that is being imaged and therefore would exist only in that layer. Furthermore, adding BD 
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OCT with OCM and adding the spectra that are out-of-phase instead of subtracting them would 
result in a signal where the auto-interference terms are doubled. Using the auto-interference terms 
as a signal would also have less noise since interfering fields would have identical optical paths to 
and from the sample. Any environmental conditions or imperfect optical elements that would 
contribute to differences between sample and reference arm that add to the noise level, would not 
have an effect.  
Incorporating adaptive optics [117, 118] would be useful when recording from in-vivo samples to 
resolve finer detail, compensate for the optical wave front distortions of the cornea, lens and 
vitreous and aiding in motion artifact removal. Also, Expanding functional imaging into a 
mammalian model might also produce more prominent, repeatable measurements. The time 
course for amphibian retinas is 10 times slower than mammals [119] that could make observing 
fast IOS more likely. 
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