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We consider semilinear parabolic systems u, + Au +f(u) = g, u(O) = q,, -A being 
the generator of an analytic semigroup with spectrum c(A) in the right half plane. 
For appropriate small data (g, a,,) global solutions are obtained if 0 belongs to the 
resolvent set and local existence is proved if 0 E (I( A). The inverse-function theorem 
is used in a class of functions which are Holder continuous with respect to time I. 
The asymptotic behaviour of the solution is given too. As a first application we 
prove the existence of global (respectively local) solutions to the Navier-Stokes 
equations in I,,-spaces in bounded (respectively unbounded) domains. Second, we 
consider the case where A is an elliptic operator of order 2m and f  has bounded 
growth. Third, a quasilinear example where the nonlinearity involves derivatives of 
the same order as A is studied. Then an example of a nonautonomous nonlinearity 
is given and finally the convergence of solutions of the time-dependent system to 
solutions of the stationary (semilinear elliptic) one is derived for 0 E p(A). 0 1988 
Academic Press, Inc. 
INTRODUCTION 
We consider semilinear initial value problems of the type. 
u, + Au +f(u) = g, (1) 
40) = uo, (2) 
in the parabolic case, (-A) being the generator of an analytic semigroup 
with spectrum o(A) c {A E @ 1 Re A >, O}. With the aid of the inverse- 
function theorem and the theory of fractional powers of A we prove that 
for data (g, u,,) with small norm of (g-f(O), u,,) a global solution to 
problem (l), (2) exists if 0 belongs to the resolvent set P(A); if OE a(A) a 
solution exists locally. This method is not applicable in general on account 
* Supported by the Sonderforschungsbereich 72 of the Deutsche Forschungsgemeinschaft at 
the University of Bonn. 
312 
0022-0396/88 $3.00 
Copyright 0 1988 by Academic Press, Inc. 
All rights of reproduction in any form reserved 
SOLUTIONS TO PARABOLIC SYSTEMS 313 
of the loss of regularity in comparing the data and the solutions of the 
linear problem (f=O) ( in contrast to elliptic equations) but we can over- 
come this difficulty in a class of functions which are Holder continuous 
with respect to time t and present a simple straightforward approach to 
obtain existence theorems. 
In Section 1 we prove an abstract result on global existence of solutions 
in the homogeneous case u0 = 0, in Section 2 for the inhomogeneous one, 
and both if 0 E p(A). In the latter case we present two theorems, one with 
an assumed compatibility condition on g at t = 0, the other involving the 
theory of fractional powers of A. In the case OE o(A) we obtain local 
existence of solutions; that is for any 0 < T < co there is a bound such that 
if the norm of the data is smaller than this bound the solution exists on 
[0, T]. The abstract results of Amann [2], Kielhofer [20], Lunardi 
[24,25], Nambu [27], or von Wahl [44,45] do not contain ours. The 
assumptions and the ranges of applicability are different. 
The system (l), (2) may have a nonautonomous nonlinearity. The 
asymptotic behaviour of the solutions can be directly derived from the very 
definition of the spaces of solutions. 
Five examples are given to demonstrate that the general approach 
described in the abstract theorems applies to different problems. 
As a first application we are able to prove in Section 3 a global (respec- 
tively local) existence result for strong solutions with values in L,-spaces of 
the Navier-Stokes equations in bounded (respectively unbounded) 
domains. Thus we recover partially the results of Giga and Miyakawa 
[13], von Wahl [44], Heywood [17], and Fujita and Kato [S]. The 
global existence results for unbounded domains (cf. Bemelmans [S], 
Heywood [16], Sohr [32]) are not in the range of our possibilities. We 
consider L,-spaces; no integrability condition on the forces g at t = cc (cf. 
[16, 17, 321) or decay like a power of tP, E>O, (cf. [8, 131) is required. 
Instead g has to be bounded and Holder continuous with respect to time t, 
having a limit for t-+m; e.g., g(t)=(l+(t-1)%(1-t)+ 
sinat/ln(2 -t t)) g,, 0~ B < 1, H: Heaviside function, go in L,(Q), can be 
dealt with (for n < 3~; cf. [44] for n <p), thus yielding an additional 
feature. 
As a second application in Section 4 A is a uniformly elliptic operator in 
L,(B), for some bounded or unbounded domain s2 c R”, of order 2m, and 
f is a function of u with bounded growth. The results of Goebel [ 141, 
Kielhiifer [20], Pecher [29], Pecher and von Wahl [30], and von Wahl 
[3644] require an additional condition on f like monotonicity, positivity 
of the first integral off, f(u) u 2 0, or a priori bounds on the solution (see 
also Amann [2,4]). In [3] Amann imposes no growth conditions but 
studies only the case when n <p. On the other hand these authors obtain 
solutions also for large data. Thus it is not surprising that we may admit 
314 REINHARD RACKE 
growth conditions on f (and similarly for the derivatives f ', v = 1,2, 3) of 
the following type: f may grow like a power 
IUI 
n/(n~2mp)--c 
in the case 2mp < n -c 3mp, with the improved maximal exponent 
n/(n - 2mp) -E, E > 0 (cf. [ 143). In the case n Q 2mp the maximal exponent 
is arbitrary but less than infinity. 
In Section 5 we study the specific example 
u,+Bufu,Bu=g, 40) = uo, B second-order, uniformly elliptic, 
in L,(Q), Q c R3, bounded, Here the nonlinearity involves derivatives of 
the highest order. We remark also that the results of von Wahl [453 in 
connection with the embeddings of the domains of fractional powers of A 
into fractional Sobolev spaces (see Kielhtifer [19]) can be applied. 
Section 6 presents as an example for a nonautonomous system the non- 
linearity f(u)(t) = h(t) . cos(u(t)) for A = -A (formally) where h is a real- 
or complex-valued function, Holder continuous, with limit for t + c/3. 
Finally in Section 7 we state-so to say as a byproduct of the results in 
Section l-the convergence of solutions of the time-dependent system to 
solutions of the stationary system 
Aw + F*(w) = h, WED(A), hEZ, 
assuming 0 E p(A) and f to have the form f(u)(t) = F*(u(t)). This holds, 
e.g., for the (semilinear) elliptic examples considered in Sections 3, 4, and 5. 
We remark that we have considered only the simple case of a time- 
independent A, whereas the papers quoted for Sections 1, 2, and 4 mostly 
deal with the more general case of a parabolic evolution equation, 
A = A(f). The question, for which appropriate classes of generators 
P(tho results analogous to those in Sections 1 and 2 can be obtained, 
reduces-as the methods here will show-to the investigation of regularity 
properties of A(t) and the corresponding evolutionary system. It is also a 
question of maximal regularity in LP-spaces (with respect to time t) 
whether the results can be carried over from Holder continuous functions 
to LP-functions. 
0. PRELIMINARY LEMMATA 
Solutions of the system 
u, + Au +f(u) = g (0.1) 
u(0) = uo (0.2) 
will be functions of a time parameter t > 0 with values in a Banach space Z. 
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U, denotes the derivative of u with respect to t and (-A) shall be 
the generator of an analytic semigroup {T(t)},,, [28, 353 on Z with 
domain D(A) and spectrum a(A)c (1~ @( Re A>O}. For O<a< 1 let 
Ca( [0, T), Z) be the Banach space of bounded, uniformly Holder con- 
tinuous functions from [0, T) into Z with Holder exponent a, 0 < T< 00, 
and let C”,( [0, co), Z) be the space of functions from C’( [0, oo), Z) which 
has a limit for r + co, both endowed with the norm )I . [lo! where 
and II4 o. := supIE co, mJ II w( t)ll Z. Here I( . II z denotes the norm in Z. 
Let 
~o:={~~~o~C~,~~,~~~~~~~,~CO,~~,~~lIl~llm~OO,Ut, 
Au E C”,( [O, co), Z), u(0) = u,(O) = O} 
yo := {gEcxO> a)), al g(O)=O}, 
where Ci( [0, T), E) denotes the space of j-times differentiable functions 
from [0, T] into some Banach space E. We easily get: 
LEMMA 0.1. X0 and Yo, endowed with the norms 
I14xo := (Ml’ + IIU 112+ llAul12)“2 00 I c( 0s 
and 
II sll Y. := llgll,, 
respectively, are Banach spaces. 
We shall find solutions to the homogeneous problem (0 . l)((O -2) with 
u. = 0) in X0 for data g E Y, if 0 E p(A) and it is clear that the asymptotic 
behaviour is automatically given. 
In the general inhomogeneous case (u. # 0) we shall derive two theorems 
one of which involves fractional powers AY of A, y E R (cf. [6,21,28, 351). 
Let 
x:= {U~Co(CO,~),~(~))nC,(CO, a),Z)I 
Ilull,<oo,u,,AuEC~,(CO, Go),Z), 
u(0) E D(A’ +=), u,(O) E D(lP)} 
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and 
Y:={gEC~([O,oO),Z)(g(0)ED(A”)}xD(A1+~) 
=: Y* x q,l+y. 
The following is obvious: 
LEMMA 0.2. X, Y, and Y* endowed with the norms 
IMX := (Il4z, + lbtIII+ Ibw+ II~‘+“mII~ 
+ II~%wll:P*~ 
IIglly* := ulgl12 + IIAad0)l12 P2 z 9 
Ilk, %& := M;. + IlhJl~+ Il~1+“hJ;)1’2~ 
respectively, are Banach spaces. 
In the case 0 E a(A) we shall prove a local existence theorem. The same 
notations X0, Y,, X, Y are used for the spaces of solutions respectively the 
spaces of data. We naturally think of replacing cc and C”,( . . . ) by T and 
Ca( . . . ), respectively. 
1. THE HOMOGENEOUS PROBLEM 
We want to solve the homogeneous problem 
u, + Au +f(u) = g 
u(0) = 0 
(1.1) 
(1.2) 
and assume f: X,, + Y, to satisfy the condition (F,) where 
fE Cl(W), Yo), w-)(O) = 0 (Frechet derivative), 
V(0) c X0 being a neighbourhood of 0 E X0. (F,) 
Now we are able to prove the first result on global respectively local 
existence: 
THEOREM 1. (i) Under assumption (F,) and if0 E p(A) there is a bound 
S,, > 0 and a neighbourhood W,,(O) c X0 with the property: 
For all data g E Y,, with llg -f(O)/1 y0 < So there is exactly one 
solution UE W,(O) of (l.l), (1.2). 
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(ii) If OE o(A) the analogous result holds in each [0, T], 0 c T-C 00 
arbitrary (“local existence”). 
Proof: Step 1. We assume 0 E p(A). Let L, : X,, -+ Y, be defined by 
(Lou)(t) := u,(t) + Au(t). 
From the definition and the known results of unique local solvability of the 
linear problem L,u = g, cf. [28], it follows that L, is an injective, bounded 
linear map. To apply the inverse-function theorem we would like to show 
that Lo is a homeomorphism. Thus it remains to show that L, maps onto 
Y,,. To this end we carry over corresponding local considerations from 
[28] to the case of the time interval [0, co) showing that uniform 
estimates-uniformly with respect to t-hold. Let gE Y,. We set 
u(t):=l’T(t-s)g(s)ds, t > 0. (1.3) 
0 
From [28, Theorem 4.3.51 we obtain for every 0 < T-C 00, 
~4 Ecot CO, T), W )) n C,( CO, T), Z), sup Ilu(t) < a, 
O$I<T 
ut, Au E ‘TCO, T), Z), u(0) = u,(O) = 0, 
and for O<t<T, 
u,(t)+Au(t)=g(t). 
We present now the proofs of Theorem 4.3.5 and Lemma 4.3.4 from [28] 
to show that the Holder constant may be chosen independent of T, 
a(t)=J; T(t-s)(g(s)-g(t))ds+j; T(t-s)g(t)ds 
=: 241(t) + z+(t). 
Oep(A) implies (cf. [28]) 
3q>O VnENo 3M,>O Vt>O: IIA”T(t)ll GM, epq’. t-” (1.4) 
(11 . 11 stands in the following for various operator norms). 
Let us consider ul(t). From (1.4) if follows for 0 c s < t c co, 
II/IT(t)-AT(s)11 61’ llA2T(z)ll dr<Mzf$. (1.5) 
s 
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Let t30, h >O. We obtain 
Au,(t+h)-Au,(f)=A~'(T(t+h-s)-T(r-.r))(g(s)-g(t))ds 
0 
+A j'T(t+h-s)(g(t)-g(t+h))ds 
0 
+Aj*+h T(t+h-s)&(s)-g(t+h))ds 
I 
(1.5) implies 
where 
Kg,‘l:= sup k(t)-&)llz 
r.s~C0.m) Is-tl” . f#X 
The substitution r = (t - s)/h yields 
/,-a 
ds = 
1 
(t-s+h)(t-s)‘-” (r+ l)r’-” 
dr 
s 
cm 1 
< dr=: K,<a. 
0 (r+ 1) r1-a 
Thus we get 
IlZ~(t)ll,~~M2.Kg,cl.Ka.ha. (1.7) 
From (1.4) we immediately obtain 
IVdtNz= II(~(t+h)-~(h))(g(t)-g(t+h))ll.~2M,.K,,,.h” (1.8) 
and 
IlZAt)ll.<~, .&,=I”” (f+h-s)a-‘~=cr~lMIKg,or.h~. (1.9) 
I 
From (1.7), (1.8), (1.9) we obtain for ul(t) a uniform HGlder estimate: 
su 
11, 12 E P 
IIAu~(r,)-Au,(r,)ll,< o. 
. 
(1.10) 
0. 00 ) It* --t,lCL 
11 # 12 
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For u*(f) we have AuJ?) = T(t) g(t) -g(t). Let t > 0, h > 0. Then 
II T(t + h) g(t + h) - T(t) g(t)ll, 
III 
t+h 
< Mc, Kg,a ha + AT(r) g(t) dr 
f II z 
I 
rib 
< M, Kg, c( h” + IIA~(r)(g(t)-g(O))ll,dr 
~M,K,,.h”+a-‘M,K,,,((t+h)*-t”) 
6(&+cr-‘M,) K,,.h’, (1.11) 
where we have used the elementary fact, 
VO<cr< 1 Vt, h>O: (t+h)*-t”<h”. (1.12) 
Thus we obtain (1.10) with u instead of ui and therefore also for 
U, = -Au + g. It remains to prove that u, and Au have limits for t + co. As 
g tends to a limit g” for t + cc this follows from the well known results, 
u(t) + A -lgm, q(t) + 0, Au(t) + g” as t+cc (1.13) 
(see [6, 353). 
We have shown that u E X,, and thus that L, is a linear homeomorphism 
from X0 onto Y,. 
Step 2. Let N,: X0 + Y, be defined by 
Wou)(t) := &9)(t) +f(u)(t) = 4(t) + Au(t) +&f(u)(t). 
The assumption (F,) implies 
No E C,(W), YCA No(O) =f(O), (DNo)(O) = Ll. 
By the inverse function theorem this implies the assertion of the theorem, 
part (i). 
Step 3. Now we assume OE o(A) and replace [0, co) by [0, T], 
0 < T< cc arbitrary but fixed. If we replace (1.4) by the weaker estimate 
VT>0 VnEN,, 3M;>O Vtc(O, T]: IIA”T(t)ll GM:, t-“, (1.4’) 
which still holds if 0 E o(A), we can carry over the estimates (1.5) to (1.11). 
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Thus Step 1 is finished as in case (i). Step 2 can be carried over literally. 
This finishes the proof of Theorem 1. 
Since the solution u belongs to X0 the asymptotic behaviour of the 
solution is described precisely. The key was the use of the inverse-function 
theorem and an appropriate definition of X0. We shall use this knowledge 
in Section 6 to obtain an existence result for the stationary system. 
Remarks. 1. As Step 2 in the proof of Theorem 1 shows it is sufficient 
to require 
Ilu?fNO)ll < II-V II -’ (1.15) 
instead of (Of)(O) = 0 in assumption (F,). 
2. The reason for splitting up the considerations into the homogeneous 
and the inhomogeneous cases i$ the validity of Theorem 4.3.5 (iii) from 
[28] which asserts the desired Holder properties of solutions locally only 
for u(0) = 0, g(0) = 0 in the form used above. 
3. As we also want to prove a theorem for the inhomogeneous case 
which does not prescribe the initial value of g in terms of the initial value 
u,-as we shall do in Theorem 2.1 below using a shifting argument-we 
need the theory of fractional powers of generators of analytic semigroups. 
2. THE INHOM~CENEOUS PROBLEM 
Here we deal with the general inhomogeneous problem 
24, + Au +f(u) =g (2.1) 
u(0) = ug. (2.2) 
The first existence result is obtained by shifting Eqs. (2.1), (2.2) to a 
homogeneous problem. Let 
u(t) := u(t) - u(), 240 ED(A). (2.3) 
We assume f to have the form 
f(u)(t) =f,(t) .F*(u(t)) with functionsf,: [0, co) -+ R(C), F*: D(A) -+ Z. 
(2.4) 
This assumption seems to be natural for applications, cf. Sections 3, 4, 5. 
SOLUTIONS TO PARABOLIC SYSTEMS 321 
We define 
f*(u)(t) :=f,(t) .F*(u(t) + uo) -f1(0) .F*(uo) (2.5) 
g*(t) :=g(t)-&)-f,(O) .F*(u,). (2.6) 
Then u satisfies 
u, + Au +f*(u) = g* (2.7) 
o(0) = 0. (2.8) 
We assumef* to satisfy 
f * E C,( V(O), Y,), V(0) c X,, being a neighbourhood of OE X,,, and (Fl) 
II(~f*w)ll < IIG’II -l. (2.9) 
Remark. (2.9) is actually a smallness condition on the initial data u0 as 
can be seen by formal differentiating: (Of*)(O) =fi( .) .(DE;*)(q,). As we 
shall see in Sections 3, 4, 5 it is just a sufficient smallness of I(u,,IJz + ([Au,, 11 z
which yields (2.9). 
To formulate the following theorem we define, for u0 E D(A), 
X*(~,):={~EC~(CO,~),D(A))~C,(CO,~~),Z)IU,,A~EC”,(CO,~~),Z), 
40) = uo, %(O) = o>, 
y*(uo) := {~Go(CO, co), z)lg(O)=Auo+f,(O).~(uo)}. 
Then we have by Theorem 1: 
THEOREM 2.1. (i) Under assumptions (Fl) and if 0 E p(A) there is a 
bound S1 > 0 and a neighbourhood WI(uo) = u. + V,(O), V,(O) c X0, with rhe 
property: 
For d data ge Y*(uo) with II~II~+~uP~~~~,~) IIdt)-@)ll. 
c S1 there is exactly one solution u E W,(uo) of (2.1), (2.2). 
(ii) IfOeo(A) th e analogous result holds in each [0, T], 0 < T < co 
arbitrary (“local existence”). 
Another approach avoiding the compatibility condition on g(0) but 
involving fractional powers of A is described in the following. 
We assume now f: X + Y* to satisfy condition (F2) where 
f~C,(I/(O), y*h (Of)(O) = 07 
V( 0) c X being a neighbourhood of 0 E X. 
WI 
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We obtain the following second global (local) existence result: 
THEOREM 2.2. (i) Under assumption (F2) and zy Oep(A) there is a 
bound S2 > 0 and a neighbourhood W,(O) c X with the property: 
For all data (g, uO) E Y with )I (g -f(O), u,)lly < S2 there is 
exactly one solution UE W,(O) of(2.1) (2.2). 
(ii) If 0~p(A) and if the semigroup generated by A is unzyormly 
bounded the analogous result holds in each [0, T], 0 < T < co arbitrary 
(“local existence”). 
Proof. Step 1. We assume 0 E p(A). Let L: X + Y be defined by 
Lu:= (u, + Au, u(0)). 
As above for L, it is clear that L is an injective, bounded linear map. We 
shall show that L is a map onto Y. 
Let (g, uO) E Y. We set 
u(t):=T(r)u,+~‘T(r-s)g(s)ds 
0 
=: Ul(l) + z+(t). (2.10) 
Then 
u,~Co(Co, oo),W))nC~,(Co> a),Z), II% II a, G MO lb0 llz 
~1, ,(t) + Au,(t) = 0, t>O, u,(O)=u,, u,,,(O)=Au,. 
Let t > 0, h > 0, 
(2.11) 
with some constant k, > 0 by Theorem 2.6.13 from [28] which says that 
there is a constant k& > 0 such that for all w  E D(A”) the estimate 
IIT( l)wll,Gk:,h” llA=~llz (2.12) 
holds. Thus ur E X holds. 
Because of u,(t) + Au(t) =g(t), t 2 0, u(O) = uo, it remains to prove u2 E X 
to show that L is surjective. We may use the arguments from formula (1.3) 
up to (1.10) for u2 here because the condition g(0) =0 from the 
homogeneous case entered the arguments first in the proof of (1.11). 
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As (1.13) is still valid it remains to prove 
T(-)d-)E wco, co), a. (2.13) 
We have IIT(t)g(t))\z<M,e-q’ Ilg\(,, t>O. Moreover (cf. (l.ll)), 
II T(t + hk(t + h) - T(t) dt)llz 
GM&g,. ha+ lI(Vt+h)- nt)Mt)-dO))ll. 
+ Il(~(t+h)- zIt))g(ON.<&h”, 
with some constant K, > 0 because g defined by g(t) := g(t) -g(O) satisfies 
g E Y, and the arguments in (1.12) apply; moreover g(0) E D(A”) yields the 
desired estimate for the third term !I( T(t + h) - T(t)) g(O)ll, by Theorem 
2.6.13 from [28] (cf. (2.12)). Thus (2.13) holds and UEX follows whence 
we obtain that L is a linear homeomorphism. 
Step 2. Let N: X -+ Y be defined by 
Nu := Lu + (f(u), 0). 
Assumption (F2) implies 
NE C,( f’(O), 0, NW = CfW 01, @N)(O) = L. 
By the inverse-function theorem the assertion of the theorem follows. 
Step 3. Now we assume OE o(A) and replace [0, co) by [0, T], 
0 c T < cc arbitrary but fixed. We may carry over Step 1 and Step 2 as we 
did in the proof of Theorem 1 noting that (2.12) (from Theorem 2.6.13 
from [28]) also holds if 0 E a(A) and if the semigroup is uniformly 
bounded. This follows from Lemma 2.3.5 from [35] which yields: 
V620 3c,>o VWED(ACL) =D((A +dy)ll(A + 6)“w-A%vll fC#P IIwllz. 
(2.14) 
This completes the proof of Theorem 2. 
As in the homogeneous case the asymptotic behaviour of the solutions is 
explicitly described in Theorems 2.1, 2.2 by the spaces X*(Q) and X, 
respectively. 
Remark. As the last proof showed the requirement Il(Df)(O)JI < 
II L-’ II -I would have been sufficient instead of (Of)(O) = 0. 
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3. APPLICATION TO THE NONSTATIONARY NAVIER-STOKES EQUATIONS 
We consider the nonstationary Navier-Stokes equations 
u,-VAU-(u.V)u=g-VP in (0, T) x Q 
v.u=o in (0, T) x 1;2 
u=o in (0, T) x a52 
(3.1) 
u(0) = u(J in 52 
in a bounded or unbounded domain Q t KY’, with smooth boundary 8lR, 
having the strong cone property (cf., e.g., [S, 8, 17, 34, 44]), 0 < T< 00; 
v > 0 is a constant (viscosity), . denotes the scalar product. 
Let Wk*p(Q)n, fY$p(a)” ( w”,p(Q)n= Lp(Q)“) be the usual Sobolev 
spaces (cf. Cl11 with norms II~II~,p,n~II~llO,p,n=: I14p.n), kENo, ~<P<w. 
(We omit ‘?I” in the following.) 
Let H,(Q) be the closure of {uEC~(Q)IV~U=O} in L~(sZ)(&(Q): 
Cm-functions with compact support in 52). There is a bounded, linear 
operator P, : Lp(Q) + H,(Q) with P; = P,, which yields a decomposition of 
u E Lp(0) into 
v= P,v+Vn, 71 E Lf,,(Q), Vn E Lp(Q) (cf. [ 11, 26, 341). 
A,: D(A,) c Lp(sl) j Lp(Q) 
denotes the usual Laplace operator with 
D(A,):= W2~p(sZ) n W,$J’(sZ). 
Let A,:= -vP,A,, D(A,):= D(A,) n H,(Q). -A, generates an analytic 
semigroup in H,(Q) (see, e.g., [ 13, 331) with spectrum a(A) in the right 
half plane and 0 E p(A) if Q is bounded. 
Setting Z:= H,(Q), A:= A,,, f(u):= P,(u.V) u we can write the projec- 
tion of (3.1) as 
u, + Au +f(u) = g (3.2) 
u(0) = MO. (3.3) 
THEOREM 3.1. Let p>n/3. Then-for the system (3.2) ((3.3): u,=O)- 
the assumptions of Theorem l(i) are satisfied if Q is bounded and those of 
Theorem 1 (ii) if l2 is unbounded. 
THEOREM 3.2. Let p > n/3. If )juo lip + IIAu, I/,, is sufficiently small 
then-for the system (3.2), (3.3)-the assumptions of Theorem 2.1(i) are 
satisfied if 52 is bounded and those of Theorem 2.l(ii) if IR is unbounded. 
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THEOREM 3.3. Let p >n/3, 0 c a < 112~. Then-for the system (3.2), 
(3.3k-the assumptions of Theorem 2.2(i) are satisfied if Sz is bounded and 
those of Theorem 2.2(ii) if 52 is unbounded and p = 2. 
Remark. The restriction to p = 2 in the last statement is due to the fact 
that up to now the boundedness of the semigroup generated by A, for 
unbounded domains is established (to our knowledge) only in the (self- 
adjoint) case p = 2.’ 
The preceding theorems express the existence of global (respectively 
local) solutions of the Navier-Stokes equations in bounded (respectively 
unbounded) domains. We obtain for example global uniformly bounded 
(respectively local) solutions for forces g of the type 
g(t)= l+(t-l)w(1-t)+* 
( ln(2 + t) go ’ ) 
0 < /I < 1, H: Heaviside function, 
go in L,(Q) arbitrary but sufficiently small (cf. [44] for n <p). 
The asymptotic behaviour of the solution is directly given by the definition 
of the spaces of solutions. 
Proof of Theorem 3.1. We deal with cases (i) and (ii) simultaneously. 
Step 1. f maps X0 into Y,. Let t>O, h>O, UEX,; c>O denotes 
various constants. By Sobolev’s embedding theorem we obtain 
Ilf WWll, G c. Mt)ll,,, . IIWN,,, 
G c Ibll:, 
if 1 < r,, r2 < co, l/r, + l/r, = 1, can be chosen such that in the case n > 2p 
the following holds: 
l<r,&- 
n-2p 
(3.4) 
l<r,dn. 
n-p 
We choose r,:= E - n/(n - 2p), 1 > E > n/p - 2 to satisfy (3.4) and obtain 
Ilf (UNloo < 00. (3.5) 
’ Note added in proof: The boundedness of the semigroup generated by A, for unbounded 
domains has recently been shown for 1 <p < co by W. Borchers and H. Sohr in their paper, 
On the semigroup of the Stokes operator for exterior domains in Lq-spaces, Math. Z. 1% 
(1987), 415-425. 
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Analogously follows 
; Ilf(u)(f + h) -f(u)(t)11 ,6c. I142xoo, (3.6) 
that is, 
That f(u)( t) tends to a limit as t tends to infinity is now immediately clear. 
Step 2. We show 
fE c,vo9 Yo), w-)(O) = 0. (3.7) 
Let 24, v E X0, t 2 0, h > 0, 
R,(t):=f(u+v)(t)-f(u)(t)-PP,{v(t)~V)u(t)+(u(t)~V)v(t)}. 
We prove that (Df(~))v=P,{(v.V)u+(u~V)v}=:f’(u)v. 
Since R,(t) =f(v)(t) it follows that 
llMa~44:, (3.8) 
and analogously 
IV’(u) vll,~k(u) I141XO? (3.9) 
where k(u) is a constant depending only on U. (3.8), (3.9) yield the desired 
result (3.7). Thus f satisfies (F,) and this completes the proof of 
Theorem 3.1. 
Proof of Theorem 3.2. We deal with cases (i) and (ii) simultaneously. It 
remains to show that (Fl) holds. 
With F*(w)=P,,(w.V)w, WED(A), we have for VEX,, 
f*(u)(t) = F*(u(r) + uo) - F*(uo) =f(v)(t) + pp {(u(t) *VI uo + ho *V) V(f)1 
and it is immediately clear from the proof of Theorem 3.1 that we get 
w-*)(o) v = Pp{ (v .V) uo + (uo .V) v>, VEX,. 
This allows us to estimate 
IlvJf*)(o)ll ~~mollp+ II~~OII,) with some constant k > 0. (3.10) 
Hence we get II(Df*)(O)ll < IIL;‘ll Pi if the following holds: 
Iluollp+ II~~ollp<~~’ IIJW-’ (“smallness condition on uo”). (3.11) 
Hence (Fl) is satisfied and this finishes the proof of Theorem 3.2. 
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Proof of Theorem 3.3. We deal with cases (i) and (ii) simultaneously, 
To show that f satisfies (F2) it remains to prove 
(i) 3c,>OVu, UED(A’+‘): P,((u.V)U+(U~V)U)ED(A”) (3.12) 
and that the following hold: 
(ii) II4PpWV) ~))llp~cl(ll~‘+“~ll~+ Il4l;)Y 
(iii) II~vp((~-V) v+ (u.V) u))ll,~k(u)(llA1+*~llp+ IblIp). 
The necessary estimates for bounded domains we take from L-441. It 
involves the theory of analytic mappings between Banach spaces (cf. [44, 
Sect. 11.2; 711) and results on the fractional powers of the Laplacian (cf. 
1123). Proposition 111.3.1 from [44] and the estimates on page 129, 130 
there yield (3.12). (For p = 2 cf. [31].) 
Von Wahl restricts himself mostly to the case of a bounded domain Q 
(see [44]). But (3.12)(i), (ii), (iii) also hold for an unbounded domain if 
one replaces A by A + 1. But we have 
3c,<OVwED(Aa) (IA”Wll.dCl Il(A+l)“wll., (3.13) 
3c,>OVwED(A(‘+~) II(A + l)l+tlWII.~C2(IIAl+awlJ,+ IlwllJ. (3.14) 
(Since this is not restricted to the special example of the Navier-Stokes 
operator A = -vPpAp we stated it in the general setting of the Banach 
space Z. ) 
(3.13) holds since Aa(A + 1))” is a bounded operator and (3.14) holds 
by (2.14). This completes the proof of Theorem 3.3. 
4. APPLICATION TO A CLASS OF PARABOLIC EQUATIONS IN J~~(~~)FoR A 
NONLINEARITY WITH BOUNDED GROWTH 
Let Sz be a domain in R”, not necessarily bounded, with smooth boun- 
dary &? having the strong cone property. Let 
IBI = C IBil9 
i=l 
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define a uniformly elliptic differential operator; that is, there is a k > 0 such 
that for all < E IF!“, x E 0 the following holds: 
k1512”~Re(-1)” C aB(x)[P>kP11<12m. 
181 = 2m 
arr are smooth functions of x E 8. The operator ( - AP) with domain defined 
by 
and 
D(A,):= FPyf2) l-l Wgq2) (l<P<cfJ) 
A,u:=A( .) D) 2.4 24 E W,), 
generates an analytic semigroup in LP(Q) (cf. [S, 18, 261). 
We assume that there is 0 < E < 7c/2 with p(A) I {A E @I 7c/2 - E < larg II } 
and additionally 0 E p(A) if C? is bounded. 
Let F: @ + C be three times continuously differentiable with 
IfYu)l G c,(K + I4-“), v=O, 1, 2, 3, (4.1) 
where c, > 0, K, 2 0 are constants, and j < j,,, with 
jmax:= cc if n<2mp and 
n 
jmax:= - 
n-2mp 
if n >2mp. 
We assume always F”‘(O) = 0; Moreover F(0) = 0 for Theorem 4.1 below. 
For unbounded domains all K, shall be zero. By K we denote the 
maximum of all K,. 
We assume 
n -c 3mp. (4.2) 
Setting Z:= LP(Q), A:= A,,, f(u)(r):= F(u(t)) we want to solve in Z the 
problem 
u,(c xl + 1 ag(x) @u(x) + F(u(t, xl) =g(t, x), t>o,xES2 (4.3) 
ISI G 2m 
u( t, x) = 0, t20, XEa2 (4.4) 
40,x) = u&), XEl2. (4.5) 
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To this end we shall use the continuous embeddings 
w-(Q) + Lqsz), p<qcoo if n < kp, (4.6) 
Wk’P(Q) + LqQ), v p<q<- 
n - kp 
if n > kp. (4.7) 
THEOREM 4.1. Under assumptions (4.1), (4.2) the system (4.3), (4.4), 
((4.5): u,=O) satisfies the assumptions of Theorem l(i) ($or bounded !l2) 
respectively those of Theorem l(ii) (for unbounded Q) if 2mp E N or 
n # [2mp] + 1. In the case 2mp $ N, n = [2mp] + 1 (4.18) below must also 
hold. 
Proof: We deal with the cases (i) and (ii) simultaneously and we want 
to show 
f 6 C,(&v Yd, (Of l(O) = 0. 
Step 1. f maps A’, into Y,. Let UEX,,; c>O denotes in the following 
various constants. From (4.1), (4.6) we obtain 
Ilf (4Wll’, Q clMtN*,~ cw+ Ib(t) + II‘w)ll,) (4.8) 
which implies 
Ilf (u)ll m < a. (4.9) 
(In (4.8) the continuous imbedding of D(A) into W2m*p(s2) has been used, 
cf. [18].) 
Let t30, h>O. Then 
Ilf (u)(t + h) -f WWII, = IIF’(at, h))(u(t + h) - 4O)llp 
G ll~‘(tI~, h))ll,,, Il4t + h) - 4fNpr,, (4.10) 
where 
at, A) = u(t) + z(t, h)(u(t + A) - u(r)), O<r<l; 
(without loss of generality: F(U) c R) and 
50517612.9 
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By (4.6), (4.7) we obtain from (4.10) 
Ilf(u)(t+~)-f(u)(t)ll,~c.(~+ ll4z + II~~ll,~~ll~~~+~~-~~~~ll, 
+ IIMt + A) - Mt)ll,) 
dc.(K+ IIUII~ + IIAullr).h”. 
In the case n > 2mp tl, z2 have to satisfy 
(4.1 1) 
l<r,<L 
n-2mp 
(4.12) 
l<(j-l)r,<n. 
n-2mp 
(4.13) 
For j=n/(n-2mp)-p,p>O, we set tl :=E--n/(n-2mp) with 
l/( 1 + p) < E < 1 and satisfy (4.12), (4.13). That f(u)(t) tends to a limit as t 
tends to infinity is clear. Since f(0) = 0 it follows that f maps A’, into Y,. 
Step 2. We show f~ C,(X,, YO), (Of)(O) =O. Here n < 3mp is 
necessary. Let u, u E A’,,, t 2 0, h > 0, and 
R,(t) :=f(u + u)(t) -f(u)(t) - F’(u(t)) u(t) 
= 
I 
’ (1 -r) F”(u(t) + m(t)) u’(t) dr. 
0 
Then we get 
II&(tNl,G Ji (1 -r) IlJ”‘(4t) + r4t))ll,,, Ib2(f)llp,, dr 
G c s ’ (1 - r)(K+ II 14-2(tMprz 0 
+rll 14~2(tN,r,) dr II~2(f)llpr, 
GcW+ I14xo+ Il4lxJ Ila:, (4.14) 
if for n > 2mp, 1 < rl, r2 < 00, l/r, + l/r, = 1 can be chosen such that 
lG(j-2)r,g” 
n-2mp 
(4.15 
1<2r<n 
n-2mp 
(4.16) 
hold. 
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On account of 3 <j<n/(n - 2mp) there is E > 0, 1 > E >4mp/n- 1 >O 
and we may choose 
12 :=& 
(n-2m;)(j-2) 
to satisfy (4.15). 
Then rl =E~/(EYI-(n-2mp)(j-2)) satisfies (4.16) if E> (j-2)/(4mp-n). 
Because of j = n/(n - 2mp) - p, p > 0, it is sufficient to require 
1 P ---< 1. 
n-2mp 4mp-n 
(4.17) 
In the case 2mp E N this is always fulfilled. If 2mp $ N (4.17) is an 
additional requirement for the exceptional dimension fi = [2mp] + l( [a]: 
largest integer less than or equal to a): 
j< 
ti-(4mp-fi)(l+2mp-ii) 
ii-2mp 
(4.18) 
It follows that 
Moreover 
llR”ll, GM+ IMIx,+ Il&Jll4:,’ (4.19) 
; IIR”(f + h) - R,(t)ll 
<$I; (l-r)ll{F”(u(t+h)+ru(tfh))-F”(u(t)+ru(t))} 
xu2(t+h)llpdr 
+;Jb’ (1 -r) IIF”(u(t)+ru(t)){u2(t+h)-u2(t)}ll,dr 
=:I, + I, 
1, sj$J’ (1 - r) IIF”(r(r, t, h))ll,,, II {u(t + h) - u(t) 
0 
+ r(u(t + h) - u(t))} u2(t + h)ll,,, dr, 
where 
y(r, t, h) = u(t) + ru(t) + B(r, t, h) 
x {u(t+h)+ru(t+h)-u(t)-ru(t)}, 
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We may estimate I, by 
1, Sk(u) h~*(llu(t+h)-u(r)llp,,,, 
+ IMf + h) - u(~)llpt,s,) llu2(t+ h)llp,,s, 
<k(u) ll~ll;o (4.20) 
for [lull x,, < 1; k(u) denotes various positive constants depending on U, 
if in the case n > 2mp the following conditions hold: 
l<(j-3)t,<L 
n-2mp 
1<31,<n_ 
n-2mp 
l<.Yrr,&- 
n2mp 
1<2s,t, <A. 
n-2mp 
(4.23) 
(4.24) 
As j< n/(n - 2mp) we can choose t, :=T n/(n - 2mp)( j- 3), 1 > r > 
6mp/n - 2 > 0, to satisfy (4.21); with 1 > r > (j- 3)/(6mp - 2n) > 0 (and 
(4.18)inthecase2mp~Ih)(4.22)holds.Ifz~3-n/mpthereisaO~x,~1 
such that sr can be chosen as sr .- *-x, n/((n - 2mp) + 1) to fulfill (4.23). 
Finally to satisfy (4.24) it is sufticient to have 
n 1 
1 1 
ol>n,>- 
WI - 1 
with 81=(~-~;~)~~,-~. 
This is possible as t > (j- 3)(n - 2mp)/(6mp - 2m) may be chosen due to 
j < n/(n - 2mp). Thus Zr is well estimated. 
We may estimate I, by 
12 < f ’ (I- I) IF”‘(u(t) + dt))llprz dr II 
u(t+h)-u(t) 
h” 
(u(r + h) + u(t)) 
0 PTI 
(4.25) 
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for Ilullx,,<l, if in the case n>2mp 
1 Gq1, q2G 1, ‘+ J- = 1 satisfy 
41 q2 
If we choose E > 2 -n/2mp there is a 0 <x2 < 1 such that 
q1 :=x2 n/(n - 2mp) r, satisfies (4.26). 
To fulfill (4.27) it suffices to have 1 >rc2> l//I2 with p2 = 
n/(n - 2mp) rl - 1 which is possible since jc n/(n - 2mp) allows us to 
choose 1 > E > (j- 2)(n - 2mp)/(4mp -n). Thus we obtain from (4.19), 
(4.20) and (4.25) 
llR”ll YIJ <k(u) IbIG,. (4.28) 
The following formulas (4.29), (4.30) show that F’(u): X0 + Y,,, u + F(u) v 
is a bounded linear map which together with (4.28) yields the desired result 
f E C,(X,, YO), (Of)(O) = F’(0) = 0. Let t 2 0, h > 0. Then 
IIwwwll, G 4K+ II I4- l WI,,,) IlWl,*, 
<k(u) l141xo(l141xo~ 1) (4.29) 
f II(fYu) u)(t + h) - v+‘(u) mll, 
G fY5(f, h)) II 
u(t+h)-u(t) 
u(t+ h) + F’(u(t)) /I II 
u(t+h)-u(t) hm 
P h” I/ P 
G k(u) lbll x0 (4.30) 
as in (4.25), (4.10). This completes the proof. 
THEOREM 4.2. Under the asumptions of Theorem 4.1 Theorem 2.1(i) (for 
bounded domains) respectively Theorem 2.1 (ii) (for unbounded domains) can 
be applied to the system (4.3), (4.4), (4.5). 
Proof: We deal with bounded respectively unbounded domains 
simultaneously. It remains to show that (Fl) holds. With (F*(w))(x)= 
F(w(x)), w  E D(A), x e Q, we get for 0 E X0 
f*(o)(t) = F(u(t) + 4) - F(hJ 
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and it is easy to see that we have 
(of*)(o) 0 = F’(q)) u. 
This allows us to estimate 
Ilw*)(o)ll ~kkl(lluo/l,+ lIh&) with some constant k, > 0. 
(4.31) 
Hence we get II(Df*)(O)ll < IlLA II -’ if the following holds: 
II%llp+ ll~~oIlp<~-’ IILII-’ (“smallness condition on u,l’). (4.32) 
Thus (Fl ) is satisfied and this finishes the proof of Theorem 4.2. 
To get a similar result using fractional powers we assume that F has the 
following properties: 
(i) ~ED(A’+~)*F(~)ED(A”) 
(ii) u, UED(A’+~)~F”(U)U~ED(A”) 
A II~‘V”‘(~) o’)ll, ~Wu)(lbll~ + iiA1+OLuIIf2 (4.33) 
(iii) u, UED(A’+“)~F’(~)UED(A”) 
* IMaW ~)llp~44(l141p+ II ~‘+“$J. 
Then it is immediately clear that the following theorem holds. 
THEOREM 4.3. Under the assumptions of Theorem 4.1 and assumption 
(4.33) Theorem 2,2(i) (for bounded domains) respectively Theorem 2.2(ii) 
(for unbounded domains) can be applied to the system (4.3), (4.4), (4.5). 
We did not check whether (4.33) is automatically satisfied under the 
assumptions of Theorem 4.1. It may be necessary to use the interpolation 
theorems from Section II.2 in [44] and the characterizations of fractional 
powers of A, as in [9, 10, 15, 18, 19, 22, 231. 
Remark. A specific example for which (4.33) holds is given by 
f(u) = cos(u) for A = -A in L2(Q), a c R3 bounded, a < 4. This is easily 
seen by noticing that D(A”)= W2a*2(sZ) and W’V2(S2)cD(A”) with con- 
tinuous embedding (cf. [lo]). 
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5. AN EQUATION WITH A NONLINEARITY INVOLVING HIGHEST DERIVATIVES 
We want to deal with the example 
u,+Bu+u.Bu=g, u(0) = 240. 
Here “&” shall express that the sign is not important. 
Let Q c lR3 be a domain with smooth boundary having the cone 
property. B is given by D(B) := W2x2(52)n Wi2(Q), (Bu)(x) := 
--Cfi= i a@,(x) aiu(x), for ueD(B) and XEQ. The 6, are smooth real 
functions, b, = bji, and there shall be a k > 0 such that for all 5 E R3, x E a, 
the following holds: 
We study the equation in 2 :=L’(Q) and A := B, withy(u) := +uBu in the 
abstract formulation. Then with similar arguments as in Section 3 the 
Theorems 2, 2.1, 2.2 can be applied. 
It is just Sobolev’s embedding theorem which yields the desired proper- 
ties of the nonlinearity. 
Remark. It is also possible to apply the results of von Wahl [44] (who 
restricts himself to bounded domains 9) together with the embeddings of 
the domains of fractional powers of A into fractional Sobolev spaces (see 
Kielhofer [ 191). 
6. A NONAUTONOMOUS EXAMPLE 
That the abstract results in Section 2 and Section 1 .respectively also 
admit nonautonomous nonlinearities shall be demonstrated by the example 
u,(t)-du(t)+h(t).cosu(t)=g(t), 
40) = uo, 
in Z := L2(Q), 52 c lR3 bounded with smooth boundary, h being a function 
from C&([O, co), R) (or C”,([O, co), @)). Then the Theorems (2.1)(i), 
(2.2)(ii) can be applied. The proof is almost the same as that for Theorems 
(4.2), (4.3), respectively, using the properties of h. The validity of (4.33) 
follows from the remark at the end of Section 4. 
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7. AN EXISTENCE RESULT FOR THE STATIONARY SYSTEM 
As a byproduct of the results in Section 1 we can state an existence result 
for the stationary system: 
We assume f to have the form f(u)(t)=F*(u(t)) with some 
function F*: D(A) + Z and to satisfy (F,). Furthermore 
F*(u(t)) -+ F*(u”) for t-t co shall hold if UE X0 and u(t) + uoo 
in D(A). WV 
Then we obtain an existence result for the stationary system 
Aw + P(w) = h, (7.1) 
WED(A),hEZ, (7.2) 
by approximating a stationary solution by solutions of the time-dependent 
system. 
THEOREM 7. Under the assumption (FST) and if 0~p(A) there is a 
bound SST> 0 with the property: 
For all data h E Z with l/h11 z < SST there is a solution w  E D(A) of 
(7.1), (7.2). 
Proof. By our assumptions Theorem l(i) can be applied to the time- 
dependent system 
u,+Au+F*(u)=g, (7.3) 
u(0) = 0, (7.4) 
where we choose cr~(O, 1) and ge Y, such that IIgjl,<2 Ilhll,, g(t)+h as 
t-Pm. 
With SST := +S, from Theorem 1 we obtain for h with Ilhll,< SST a 
solution UE X0 of (7.3), (7.4) and there is a uoo ED(A) with 
u(t) -+ Urn, Au(t) + AP, F*(u(t)) -+ F*(u”) as t-+co. (7.5) 
Because u!(t) + 0 for t + co we obtain for w  := urn 
WED(A) and Aw + F*(w) = h. 
This completes the proof. 
That the assumption (FST) is natural is underlined by the fact that it is 
fulfilled for the examples in Sections 3, 4, and 5 and thus Theorem 7 can be 
applied in these cases. 
Remark. Of course it might be possible-under the assumptions on A 
and the nonlinearity F*-to derive an existence theorem for (7.1), (7.2) 
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directly (e.g., using the inverse-function theorem in D(A)). We stated (for 
all that) Theorem 7 because on the one hand it was obtained almost 
automatically as a byproduct of our setup and on the other hand because it 
shows the convergence of solutions of the time-dependent system to a 
stationary (equilibrium) solution. 
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