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Abstract
In this paper, we study two variations of the time discrete Taylor schemes for rough differential
equations and for stochastic differential equations driven by fractional Brownian motions. One
is the incomplete Taylor scheme which excludes some terms of an Taylor scheme in its recursive
computation so as to reduce the computation time. The other one is to add some deterministic
terms to an incomplete Taylor scheme to improve the mean rate of convergence. Almost sure
rate of convergence and Lp-rate of convergence are obtained for the incomplete Taylor schemes.
Almost sure rate is expressed in terms of the Ho¨lder exponents of the driving signals and the
Lp-rate is expressed by the Hurst parameters. Both rates involves with the incomplete Taylor
scheme in a very explicit way and then provide us with the best incomplete schemes, depending
on that one needs the almost sure convergence or one needs Lp-convergence. As in the smooth
case, general Taylor schemes are always complicated to deal with. The incomplete Taylor scheme
is even more sophisticated to analyze. A new feature of our approach is the explicit expression of
the error functions which will be easier to study. Estimates for multiple integrals and formulas
for the iterated vector fields are obtained to analyze the error functions and then to obtain the
rates of convergence.
1 Introduction
Consider the d-dimensional differential equation
dyt = V (yt)dxt, t ∈ [0, T ], y0 ∈ R, (1.1)
where x = (x1, . . . , xm) is Ho¨lder continuous of order β > 1/2 and V = (V ij )1≤i≤d,1≤j≤m is a
continuous mapping from Rd to Rd×m. It is well-known (see [11] and [15]) that if V is continuously
differentiable and its partial derivatives are bounded and locally Ho¨lder continuous of order δ > 1β−1,
then equation (1.1) has a unique solution that is Ho¨lder continuous of order β.
Our goal in this paper is to study numerical approximations for the solution of equation (1.1).
We briefly recall the way to obtain some general numerical approximation schemes for equation
(1.1).
Assume that V has sufficient regularity. A simple Taylor expansion (iterated application of
chain rule) leads, when t is sufficiently close to s, to the following approximation
yt ≈ ys + E(N)s,t (ys) , (1.2)
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where
E(N)s,t (y) :=
N∑
r=1
∑
(j1,...,jr)∈Γr
Vj1 · · · VjrI(y)
∫ t
s
∫ ur
s
· · ·
∫ u2
s
dxj1u1 · · · dxjrur , y ∈ Rd .
In this expression, Γr is the collection of multi-indices of length r with elements in {1, 2, . . . ,m}, I
is the identity function (I(y) = y) from Rd to Rd , and Vj is the vector field
Vjf =
d∑
i=1
V ij ∂if, j = 1, . . . ,m, (1.3)
where ∂i denotes the differential operator
∂
∂yi
, i = 1, . . . , d (we refer the reader to [1, 2, 6] for more
details; [6] gives a Taylor expansion with explicit form of the residual).
Let 0 = t0 < t1 < · · · < tn = T be any partition of the interval [0, T ]. On the interval [tk, tk+1],
we may use yntk + E
(N)
tk,t
(yntk) to approximate yt. We iterate this on each subinterval of the partition
to obtain the following recursive scheme for (1.1),
ynt = y
n
tk
+ E(N)tk ,t (yntk), t ∈ [tk, tk+1], (1.4)
for k = 0, 1, . . . , n − 1, with yn0 = y0, In this paper, we shall take tk = Tn k, k = 0, 1 . . . , n. The
recursive scheme (1.4) can also be written as
ynt = y0 +
⌊nt
T
⌋∑
k=0
E(N)tk,tk+1∧t(yntk) , (1.5)
where a ∧ b is the smaller of the numbers a and b and ⌊a⌋ is the integer part of a. The recursive
scheme (1.4) is usually called the time discrete Taylor scheme or simply Taylor scheme, of order
N . Note that the interpolation on each interval [tk, tk+1] used in (1.4) and (1.5) guarantees that
the numerical scheme has the same convergence rate at non-discretization points t ∈ [0, T ] \D as
at the discretization points t ∈ D = { knT, k = 0, 1, . . . , n}.
Taylor scheme (1.5) has been considered in [3] when x is a weak geometric p-rough path (see
Section 7), p ≥ 1. It is proved that under some additional regularity assumptions on V , for N ≥ ⌊p⌋,
the rate of convergence of ynt to yt is n
1−(N+1)/p. Clearly, the larger the N in (1.5) is the higher
will be the convergence rate. If N = 1, then (1.5) is reduced to the classical Euler scheme
ynt = y
n
tk
+ V (yntk)(xt − xtk), t ∈ [tk, tk+1], (1.6)
for k = 0, 1, . . . , n − 1, with yn0 = y0. This classical Euler scheme has been studied, for instance, in
[7, 13, 14].
Remark 1.1 With an abuse of notation we shall use the same notation ynt to denote the approxi-
mation obtained by different schemes when there is no confusion.
When one of the driving signals x is the time, say x1(t) = t, and when the others are independent
standard Brownian motions, an important scheme is the so-called Milstein scheme, which has the
following form
ynt = y
n
tk
+ E¯tk ,t(yntk) , t ∈ [tk, tk+1], (1.7)
for k = 0, 1, . . . , n− 1, with yn0 = y0, where
E¯s,t(y) :=
∑
j∈Γ1
VjI(y)
∫ t
s
dxju +
∑
(j,j′)∈Γ¯2
VjVj′I(y)
∫ t
s
∫ u′
s
dxjudx
j′
u′
2
and Γ¯2 = {(j, j′) ∈ Γ2 : j, j′ = 2, . . . ,m}. This scheme does not include the terms
∫ t
s
∫ u
s dx
j
vdx
j′
u ,
where one or both of the j and j′ are 1. In the Brownian motion case, it is well-known that the
Milstein scheme has the same rate of convergence as the order 2 Taylor scheme while it requires
fewer computations.
This motivates us to ask the following question.
Question 1. How to eliminate as many terms as possible in E(N)s,t (y) while keeping the same rate of
convergence? More precisely, we want to find subsets Γ˜r ⊆ Γr so that Γ˜r contains as few elements
as possible and when we replace E(N)tk ,tk+1∧t
(
yntk
)
in the Taylor scheme (1.5) by E˜(N)tk,tk+1∧t
(
yntk
)
, we
have the same rate of convergence as that of the original one. Here
E˜(N)s,t (y) :=
N∑
r=1
∑
(j1,...,jr)∈Γ˜r
Vj1 · · · VjrI(y)
∫ t
s
∫ ur
s
· · ·
∫ u2
s
dxj1u1 · · · dxjrur . (1.8)
We shall call such new Taylor scheme an incomplete Taylor scheme, which has the following form:
ynt = y
n
tk
+ E˜(N)tk ,t (yntk), t ∈ [tk, tk+1], (1.9)
for k = 0, 1, . . . , n− 1, with yn0 = y0.
We shall study the rate of convergence of ynt to yt for any choice of Γ˜r in (1.8). Two types of
convergence will be studied in detail: almost sure convergence (when the xj are Ho¨lder continuous
with exponents βj) and the Lp-convergence (when the x
j are fractional Brownian motions of Hurst
parameters Hj). The rates will be different for these two types of convergence. Fix a set
Γ˜ = ∪Nr=1Γ˜r, N = max{|α| : α ∈ Γ˜} ,
where throughout the paper |α| denotes the length of the multi-index α. The almost sure rate θ
Γ˜
can be expressed in terms of βj (see (4.2) below) and the Lp-rate ρΓ˜ can be expressed in term of
Hurst parameters Hj (see (6.3) below). These two expressions lead to the best choices of Γ˜r in (1.8),
depending on that one needs the almost sure convergence (Γ˜r is given by (4.6) in Section 4) or one
needs Lp-convergence (Γ˜r is given by (6.12) in Section 6).
To motivate our second problem, let us recall that when the driving signals are fractional Brown-
ian motions of Hurst parameter H > 1/2, the classical Euler scheme (1.6) has the exact convergence
rate n1−2H (see [7, 14]). When we formally equal H to 1/2 (the standard Brownian motion case),
we obtain no convergence! This demonstrates on one hand, that in dealing with the incomplete
Taylor schemes we may not be able to use the same ideas from the Brownian motion case ([5, 10]).
This is largely due to the lack of the martingale property of the driving signals. We will pay special
attention to this fact. On the other hand, to improve the Euler scheme for the fractional Brownian
motion case, a modified Euler scheme is proposed and investigated in [7]:
ynt = y
n
tk
+ V (yntk)(xt − xtk) +
1
2
m∑
j=1
(∂VjVj)(y
n
tk
)(t− tk)2H , t ∈ [tk, tk+1], (1.10)
for k = 0, 1, . . . , n − 1, with yn0 = y0. Here we denote V = (V1, . . . , Vm). It has been shown that
this modified Euler scheme has a higher rate of convergence than the classical Euler scheme. In
particular, it is proved in [7] that for any t ∈ [0, T ],
E(|yt − ynt |p)1/p ≤

Kn1/2−2H if 12 < H <
3
4 ,
Kn−1
√
log n if H = 34 ,
Kn−1 if 34 < H < 1 ,
(1.11)
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under proper regularity assumptions on V , where K is a constant independent of n.
The scheme (1.10) is obtained by adding to the classical Euler scheme (1.6) a deterministic term
(note that for simplicity, we assume here that x is a standard m-dimensional fractional Brownian
motion). The inclusion in (1.10) of the deterministic terms 12
∑m
j=1(∂VjVj)(y
n
tk
)(t−tk)2H , as opposed
to double integral terms as in (1.7), helps to save computation time due to the evaluation of double
stochastic integrals. It is then natural to ask the following question:
Question 2. Can we add some deterministic terms to the incomplete Taylor scheme (1.9) so as to
increase the rate of convergence?
We shall answer this question in the case when the xj’s are fractional Brownian motions or
xjt = t by introducing the following modified Taylor scheme:
ynt = y
n
tk
+ E˜(N)tk ,t (yntk) +
∑
(j1,...,jr)∈Γ′
Vj1 · · · VjrI(yntk)Dj1,...,jr(t− tk), (1.12)
for t ∈ [tk, tk+1], k = 0, 1, . . . , n − 1, yn0 = y0. The above set Γ′ is a finite subset of Γ \ Γ˜, where
Γ =
⋃∞
r=1 Γr and Γ˜ =
⋃N
r=1 Γ˜r, that will be given explicitly in Section 6.2. The explicit form of
Dj1,...,jr(t), t ∈ [0, T ], is given in Remark 5.16.
The main tasks of this paper are to establish the almost sure and the Lp-rate of convergence
results for the incomplete Taylor scheme (1.9) and the modified Taylor scheme (1.12). It is worthy
to emphasize that the modified Taylor scheme (1.12) has a higher Lp-rate of convergence than the
incomplete Taylor scheme (1.9) (compare Theorem 6.12 with Theorem 6.3). We also point out that
our result extends that of [7]: in the simplest case N = 1, our result recovers the upper bound
estimate (1.11) (see Example 6.14).
The remainder of the Taylor expansion (1.2) has an involved expression (see [1]). If we throw
some terms away, then the remainder is even more complicated. In the study of the convergence
rate for the schemes (1.9) and (1.12) it is necessary to investigate this type of remainders. We shall
express the error in the following form:
yt − ynt = Φ−1t
∫ t
0
ΦsdRs, (1.13)
where Φ ∈ Rd×d is the solution of a linear differential equation, Φ−1 is its inverse, that is, ΦΦ−1 ≡ I,
and Rt is the remainder term, whose upper bound usually provides the desired convergence rate.
The study of (1.13) is based on the algebraic properties of equation (1.1), which are interesting in its
own right (see Section 2.1-2.3). It is well know that for i1, . . . , ir, j1, . . . , jr′ = 1, . . . ,m, the product∫ t
s · · ·
∫ u2
s dx
i1
u1 · · · dxirur and
∫ t
s · · ·
∫ u2
s dx
j1
u1 · · · dxjr′ur′ is equal to the summation of integrals of the form∫ t
s · · ·
∫ u2
s dx
l1
u1 · · · dx
lr+r′
ur+r′ , where the summation runs over the multi-indices (l1, . . . , lr+r′) obtained
by shuffling the two multi-indices (i1, . . . , ir) and (j1, . . . , jr′). The study of the error function Rt
needs an expansion of the multiple integral
∫ s
τ
∫ sp
τ · · ·
∫ s2
τ dg
γ1
τ,s1 · · · dgγ
p−1
τ,sp−1dg
γp
τ,sp , where each g
γ
τ,s is
itself a multiple integral. This expansion of multiple integral of the multiple integrals can also
be done by the shuffle-type permutations. A key ingredient in our proof is to establish a relation
between these shuffle-type permutations with the permutations when we expand the iterated vector
fields Vj1 · · · VjrI(y) through a generalized Leibniz rule (see Propositions 2.5, 2.10 and 2.11).
To obtain the rate of convergence for the modified Taylor scheme (1.12) we need some subtle
L2-estimates of a multiple Riemann-Stieltjes integral
Jr(A) :=
∫ T
0
· · ·
∫ T
0
1AdB
1
s1 · · · dBrsr ,
and its centralization
J˜r(A) := Jr(A)− E[Jr(A)],
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for A = ⋃n−1k=0{(s1, . . . , sr) : tk ≤ s1 < · · · < sr ≤ tk+1}, where Bj, j = 1, . . . , r is either a
fractional Brownian motion with Hurst parameter larger than 1/2 or the identity function. Note
that Jr(A) is well defined as an integrated Riemann-Stieltjes integral. The L2-estimates are made
possible by a monotonicity property of the multiple integral obtained in Section 5.3; that is, for
A′ = ⋃n−1k=0 [tk, tk+1]r, the L2-norms of Jr(A) and J˜r(A) are less than those of Jr(A′) and J˜r(A′),
respectively (see Sections 5.3 and 5.4).
The paper is organized as follows. In Section 2, we introduce some shuffle-type permutations
and then apply them to expand the multiple integral of the multiple integrals and we also derive
a generalized Leibniz rule for iterated vector fields. With these preparations we derive, in Section
3, an explicit expression for the error function for the scheme (1.9). In Section 4, we obtain the
almost sure convergence rate for the scheme (1.9). In Section 5, we prove some Lp-estimate results.
These estimates are applied to obtain the Lp-convergence rate for the incomplete scheme (1.9) in
subsection 6.1 and the Lp-convergence rate for the modified Taylor scheme (1.12) in subsection 6.2.
In Section 7, we generalize the results in Section 3 to the rough paths case. In the appendix, we
provide some necessary estimates of some multiple integrals and the solution of some differential
equations.
Along the paper we denote by C a generic constant, that may be different form line to line, and
which might depend on T and the vector fields V ij .
2 Multiple integral of multiple integrals and generalized Leibniz
rule
The primary aim of this section is to prove an identity on multiple integral of multiple integrals
(see Proposition 2.10) and a generalized Leibniz rule (see Proposition 2.11). To do so, we need to
introduce some shuffle-type permutations and their inverses (see Section 2.1).
2.1 Shuffle-type permutations and their inverses
Let α = (α1, . . . , αr) ∈ Γr, where Γr is the collection of multi-indices of length r with elements in
{1, . . . ,m}. Take ~l = (l1, . . . , lp) such that 1 ≤ l1 < · · · < lp = r, p ≤ r. Assume that f ij ∈ Cr−p(R),
i = 1, . . . , p, j = 1, . . . ,m. As a motivation, we first consider the following expression :
Vα0,l1
(
f1αl1
· · · Vαlp−2,lp−1
(
fp−1αlp−1
Vαlp−1,lpf
p
αlp
))
. (2.1)
Here we denote αi,j := (αi+1, . . . , αj−1), Vj1,...,jk := Vj1 · · · Vjk , and recall that Vj is the differential
operator defined in (1.3). Note that the subindex of α in each element in (2.1), either an operator
or a function, identifies the location of this element in (2.1). For example, Vαj is the jth element
and f iαli
is the lith element.
It is easy to verify that Vj satisfies the product rule, that is, Vj(fg) = gVjf +fVjg for f, g ∈ C1.
By applying the product rule to (2.1), the operators Vαj , j ∈ {1, . . . , r}\{l1, . . . , lp} act on functions
f iαli
, i = 1, . . . , p, in such a way that:
(i) for j such that li−1 < j < li, the operator Vαj act on one of the functions f iαi , . . . , fpαp ;
(ii) if two operators Vi and Vj act on the same function fkαlk then their order in (2.1) is kept.
Note that we take l0 = 0 in (i). The quantity (2.1) is then expanded into the summation of quantities
of the following form, (
Vα′0,τ1f
1
α′τ1
)
· · ·
(
Vα′τp−1,τpf
p
α′τp
)
, (2.2)
where α′ is some permutation of α such that α′τi = αli , i = 1, . . . , p, and (τ1, . . . , τp) are constants
such that 1 ≤ τ1 < · · · < τp = r. Denote by µ(i) the new location of the ith element of (2.1) in (2.2),
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then µ is the permutation of {1, 2, . . . , r} such that α = α′ ◦ µ. In particular, we have µ(li) = τi,
i = 1, . . . , p. Each quantity of the form (2.2) obtained from applying the product rule to (2.1) is
then identified with a permutation µ on {1, . . . , r}. It is easy to see that these permutations satisfy:
Rule 1. µ(li) < µ(li+1), i = 1, . . . , p ;
Rule 2. µ(y) < µ(y′) if y < y′ and µ(y), µ(y′) ∈ Ii for some i, where (Ii, i = 1, . . . , p) is the
partition of {1, . . . , r} defined as follows
I1 = {1, . . . , µ(l1)}; Ii = {µ(li−1) + 1, . . . , µ(li)}, i = 2, . . . , p . (2.3)
In fact, Rule 2 is the “translation” of condition (ii) in terms of µ and Rule 1 is required to fix
the ordering of the terms
(
Vα′τi−1,τif
1
α′τi
)
, i = 1, . . . , p, in (2.2).
The “translation” of condition (i) in terms of µ is:
Rule 3. µ(li−1) < µ(y) if li−1 < y < li .
This rule is implied by Rule 1 and 2:
Lemma 2.1 Assume that µ is a permutation of {1, . . . , r} that satisfies Rule 1 and 2. Then µ also
satisfies Rule 3.
Proof We take y such that li−1 < y. Since µ is a bijection, we have µ(li−1) 6= µ(y). Suppose that
µ(li−1) > µ(y). Then there exists j such that µ(lj), µ(y) ∈ Ij and µ(li−1) ≥ µ(lj) > µ(y). By Rule
2 we have lj > y. On the other hand, Rule 1 implies that li−1 ≥ lj. So we obtain li−1 > y, which
contradicts the assumption. ✷
We are ready to define the shuffle-type permutations.
Definition 2.2 Take ~l = (l1, . . . , lp) such that 1 ≤ l1 < · · · < lp = r. We define Θr(~l) as the
collection of all permutations of {1, . . . , r} that satisfy Rule 1 and 2. Take ~τ = (τ1, . . . , τp) such
that 1 ≤ τ1 < · · · < τp = r. We define Θr(~l;~τ) as the collection of permutations in Θr(~l) such that
µ(li) = τi, i = 1, . . . , p.
Note that the set Θr(~l ;~τ) could be empty for some l1, . . . , lp and τ1, . . . , τp .
According to the above discussion, we have the following result:
Lemma 2.3 Take α = (α1, . . . , αr) ∈ Γr, ~l = (l1, . . . , lp) such that 1 ≤ l1 < · · · < lp = r and
f ij ∈ Cr−p, i = 1, . . . , p, j = 1, . . . ,m. Then the quantity (2.1) is equal to∑
µ∈Θr(~l )
(
Vα◦µ−1(0,µ(l1))f1αl1
)
. . .
(
Vα◦µ−1(µ(lp−1),µ(lp))fpαlp
)
or ∑
1≤τ1<···<τp=r
∑
µ∈Θr(~l;~τ )
(
Vα◦µ−1(0,τ1)f1α◦µ−1(τ1)
)
. . .
(
Vα◦µ−1(τp−1,τp)fpα◦µ−1(τp)
)
.
The proof of the lemma is omitted. Please note that in the above summation, when Θr(~l; ~τ ) = ∅,
we follow the convention that a summation over the empty set is 0.
We introduce another type of permutations, which will be the inverses of those in Θr(~l). Let
τ0 = 0 and ~τ = (τ1, . . . , τp) be the same as in Definition 2.2, and define the partition on {1, . . . , r}
given by
Ii = {τi−1 + 1, . . . , τi} , i = 1, . . . , p . (2.4)
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Definition 2.4 Let ~l and ~τ be as in Definition 2.2. We define Ξr(~τ ) as the collection of permu-
tations ρ on {1, 2, . . . , r} such that ρ keeps the ordering of τ1, . . . , τp , i.e. the last elements of
I1, . . . , Ip , and the order of the elements in each Ii. In other words, ρ ∈ Ξr(~τ) iff ρ satisfies
Rule 4. ρ(τi) < ρ(τj) if i < j;
Rule 5. ρ(y) < ρ(y′) if y, y′ ∈ Ii and y < y′ .
We define Ξr(~l ;~τ ) as the collection of permutations ρ in Ξr(~τ) such that ρ(τi) = li , i = 1, . . . , p.
Note that for ρ ∈ Ξr(~τ ) we always have ρ(τp) = ρ(r) = r.
The following proposition shows that the permutations introduced in Definitions 2.2 and 2.4 are
inverses of each other.
Proposition 2.5 Let ~l and ~τ be as in Definition 2.2. Suppose that at least one of the two sets
Ξr(~l ;~τ) and Θr(~l ;~τ) is not empty. Then the following holds,
Ξr(~l ;~τ ) = {ρ : ρ−1 ∈ Θr(~l ;~τ)}. (2.5)
Remark 2.6 It follows from Proposition 2.5 that Ξr(~l ;~τ ) = ∅ if and only if Θr(~l ;~τ ) = ∅.
Remark 2.7 Equation (2.5) is equivalent to the following,
Θr(~l ;~τ) = {µ : µ−1 ∈ Ξr(~l ;~τ)}.
Proof of Proposition 2.5: We first note that the partitions (Ii, i = 1, . . . , p) defined in (2.4) and in
(2.3) are the same. Take ρ ∈ Ξr(~l;~τ ) and denote µ := ρ−1. We show that µ ∈ Θr(~l;~τ). It is clear
that µ satisfies Rule 1. Take y, y′ such that y < y′ and µ(y), µ(y′) ∈ Ii . We have
ρ(µ(y)) = y < y′ = ρ(µ(y′)).
So Rule 5 in the definition of Ξr(~τ) implies that µ(y) < µ(y
′). This shows that µ satisfies Rule 2.
We conclude that µ belongs to the right-hand side of (2.5). We take ρ such that ρ−1 =: µ ∈ Θr(~l ;~τ).
Since
ρ(τi) = µ
−1(τi) = li < lj = µ
−1(τj) = ρ(τj)
for i < j, ρ satisfies Rule 4. Take y, y′ ∈ Ii such that y < y′. From Rule 2, it is easy to see that
µ−1(y) < µ−1(y′),
that is, ρ(y) < ρ(y′). So ρ satisfies Rule 5. We conclude that ρ ∈ Ξr(~l;~τ). 
2.2 Multiple integrals
Let g = (g1, . . . , gm) be a Ho¨lder continuous function on [0, T ] of order β > 1/2 with values in Rm.
Take α = (α1, . . . , αr) ∈ Γr. Recall that we denote by Γr the collection of multi-indices of length
r with elements in {1, . . . ,m}. We also denote Γ = ∪∞r=1Γr the collection of all multi-indices with
elements in {1, . . . ,m}. Recall that |γ| is the length of the multi-index γ. Given a permutation ρ
on {1, . . . , r}, denote α ◦ ρ = (αρ(1), . . . , αρ(r)) ∈ Γr.
In this subsection, we study multiple integrals, defined as iterated Riemann-Stieltjes integrals,
of the form
gατ,s :=
∫ s
τ
∫ sr
τ
· · ·
∫ s2
τ
dgα1s1 · · · dgαr−1sr−1 dgαrsr , (2.6)
where 0 ≤ τ ≤ s ≤ T . We define the differential of gατ,s by
dgατ,s =
(∫ s
τ
· · ·
∫ s2
τ
dgα1s1 · · · dgαr−1sr−1
)
dgαrs . (2.7)
The following lemma gives a formula for the product of two such multiple integrals.
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Lemma 2.8 Let γ′, γ′′ be multi-indices in Γ and denote r′ = |γ′|, r′′ = |γ′′| and r = |γ′| + |γ′′|.
Denote γ = (γ′, γ′′) ∈ Γ. Then
gγ
′
τ,sg
γ′′
τ,s =
∑
ρ∈Sh(γ′,γ′′)
gγ◦ρ
−1
τ,s ,
where Sh(γ′, γ′′) is the collection of permutations ρ on {1, . . . , r} such that ρ does not change
the orderings of (1, . . . , r′) and the orderings of (r′ + 1, . . . , r), that is, if y, y′ ∈ {1, . . . , r′} or
y, y′ ∈ {r′ + 1, . . . , r}, and y < y′, then we have ρ(y) < ρ(y′).
This result can be shown by the properties of shuffle product of words (see, for example [16]) and
Fubini’s theorem.
The following is an immediate corollary of the above result.
Lemma 2.9 Let γ′, γ′′, r′, r and γ be as in Lemma 2.8. Then∫ s
τ
∫ s′′
τ
dgγ
′
τ,s′dg
γ′′
τ,s′′ =
∫ s
τ
gγ
′
τ,s′′dg
γ′′
τ,s′′ =
∑
ρ∈Ξr(r′,r)
gγ◦ρ
−1
τ,s . (2.8)
Proof Using (2.7), we can rewrite the left-hand side of (2.8) as∫ s
τ
gγ
′
τ,s′′g
γ′′−
τ,s′′ dg
γ(r)
s′′ ,
where we denote by γ− the multi-index obtained by removing the last element of γ, that is, γ− =
(γ1, . . . , γr−1), and recall that γ(i) = γi denotes the ith element of γ. Applying Lemma 2.8 to
gγ
′
τ,s′′g
γ′′−
τ,s′′ yields ∫ s
τ
∫ s′′
τ
dgγ
′
τ,s′dg
γ′′
τ,s′′ =
∫ s
τ
∑
ρ∈Sh(γ′,γ′′−)
g
(γ−)◦ρ−1
τ,s′′ dg
γ(r)
s′′ . (2.9)
Denote by Ξ˜r(r
′, r) the collection of permutations ρ on {1, . . . , r} such that there exists ρ′ ∈
Sh(γ′, γ′′−) such that
ρ(j) =
{
ρ′(j), j = 1, . . . , r − 1,
r, j = r.
Then (2.9) becomes ∑
ρ∈Ξ˜r(r′,r)
gγ◦ρ
−1
τ,s .
Equation (2.8) then follows by noticing that Ξ˜r(r
′, r) = Ξr(r
′, r). 
The following result is a generalization of Lemma 2.9.
Proposition 2.10 Let γ1, . . . , γp be multi-indices in Γ, and denote r = |γ1| + · · · + |γp| and
τi = |γ1|+ · · ·+ |γi|, i = 1, . . . , p. Denote γ = (γ1, . . . , γp) ∈ Γ. Then∫ s
τ
∫ sp
τ
· · ·
∫ s2
τ
dgγ
1
τ,s1 · · · dgγ
p−1
τ,sp−1dg
γp
τ,sp =
∑
ρ∈Ξr(τ1,...,τp)
gγ◦ρ
−1
τ,s . (2.10)
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Proof We prove the proposition by induction on p. The proposition is clearly true when p = 1,
and by Lemma 2.9 it is true when p = 2. Take p ≥ 3. Assuming that (2.10) holds for p− 1, we can
write ∫ s
τ
∫ sp
τ
· · ·
∫ s2
τ
dgγ
1
τ,s1 · · · dgγ
p−1
τ,sp−1dg
γp
τ,sp =
∑
ρ˜∈Ξr˜(τ1,...,τp−1)
∫ s
τ
gγ˜◦ρ˜
−1
τ,sp dg
γp
τ,sp , (2.11)
where γ˜ = (γ1, . . . , γp−1) and r˜ = τp−1. Applying Lemma 2.9 to the right-hand side of (2.11) we
have ∫ s
τ
∫ sp
τ
· · ·
∫ s2
τ
dgγ
1
τ,s1 · · · dgγ
p−1
τ,sp−1dg
γp
τ,sp =
∑
ρ˜∈Ξr˜(τ1,...,τp−1)
∑
ρ̂∈Ξr(τp−1,τp)
g(γ˜◦ρ˜
−1,γp)◦ρ̂−1
τ,s . (2.12)
For each ρ˜ ∈ Ξr˜(τ1, . . . , τp−1) and ρ̂ ∈ Ξr(τp−1, τp), we define a permutation ρ = ρρ˜,ρ̂ on {1, . . . , r}
such that
ρ(j) =
{
ρ̂(j), j = τp−1 + 1, . . . , τp,
ρ̂(ρ˜(j)), j = 1, . . . , τp−1.
Then (2.12) is equal to ∑
ρ˜∈Ξr˜(τ1,...,τp−1)
∑
ρ̂∈Ξr(τp−1,τp)
g
γ◦ρ−1
ρ˜,ρ̂
τ,s . (2.13)
We show that
Ξr(~τ) =
{
ρρ˜,ρ̂ : ρ˜ ∈ Ξr˜(τ1, . . . , τp−1), ρ̂ ∈ Ξr(τp−1, τp)
}
. (2.14)
It is easy to see that Ξr(~τ ) is included on the right-hand side of (2.14), that is, for each ρ ∈ Ξr(~τ),
we can find ρ˜ ∈ Ξr˜(τ1, . . . , τp−1) and ρ̂ ∈ Ξr(τp−1, τp) such that ρ = ρρ˜,ρ̂.
In the following, we show the other inclusion. We take ρ = ρρ˜,ρ̂ from the right-hand side of
(2.14). Rule 4 for ρ˜ implies that ρ˜(τi) < ρ˜(τj) for i, j = 1, . . . , p − 1 and i < j. This fact and Rule
5 for ρ̂ imply that
ρ(τi) = (ρ̂ ◦ ρ˜)(τi) < (ρ̂ ◦ ρ˜)(τj) = ρ(τj)
for i, j = 1, . . . , p− 1 and i < j. On the other hand, Rule 4 for ρ̂ implies that
ρ(τp−1) = ρ̂(ρ˜(τp−1)) = ρ̂(τp−1) < ρ̂(τp) = ρ(τp).
Therefore, ρ satisfies Rule 4 in the definition of Ξr(~τ ). Take now y < y
′ and y, y′ ∈ Ii, i = 1, . . . , p−1.
By Rule 5 for ρ˜, we have ρ˜(y) < ρ˜(y′), and thus ρ(y) = ρ̂(ρ˜(y)) < ρ̂(ρ˜(y′)) = ρ(y′). On the other
hand, if y < y′ and y, y′ ∈ Ip, then by Rule 5 in the definition of ρ̂, we have ρ(y) = ρ̂(y) < ρ̂(y′) =
ρ(y′). We conclude that ρ satisfies Rule 5 in the definition of Ξr(~τ). In summary, we have shown
that ρ ∈ Ξr(~τ ). This proves identity (2.14).
It is easy to show that there is no duplicated element in the set on the right-hand side of (2.14),
that is, whenever ρ˜ 6= ρ˜′ or ρ̂ 6= ρ̂′, we have ρρ˜,ρ̂ 6= ρρ˜′,ρ̂′ . This fact, together with identity (2.14),
imply that (2.13) is equal to ∑
ρ∈Ξr(τ1,...,τp)
gγ◦ρ
−1
τ,s .
This completes the proof. ✷
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2.3 A generalized Leibniz rule
Using the permutation set Ξr(~τ), we can state the following Leibniz rule. Recall that given a multi-
index α = (α1, . . . , αr) we denote αi,j = (α(i+ 1), . . . , α(j − 1)). We also use Vj1,...,jk := Vj1 · · · Vjk ,
where Vj is defined in (1.3).
Proposition 2.11 Take α = (α1, . . . , αr) ∈ Γr, ~l = (l1, . . . , lp) such that 1 ≤ l1 < · · · < lp = r,
p ≤ r. Assume that f ij ∈ Cr−p(R), i = 1, . . . , p, j = 1, . . . ,m. Then the following Leibniz rule holds:
Vα0,l1
(
f1αl1
· · · Vαlp−2,lp−1
(
fp−1αlp−1
Vαlp−1,lpf
p
αlp
))
=
∑
1≤τ1<···<τp=r
∑
ρ∈Ξr(~l;~τ )
(
Vα◦ρ(0,τ1)f1α◦ρ(τ1)
)
. . .
(
Vα◦ρ(τp−1,τp)fpα◦ρ(τp)
)
.
Proof The above formula follows from Lemma 2.3 and Proposition 2.5. ✷
3 The error function
The objective of this section is to derive an explicit expression for the remainder in the incomplete
Taylor scheme (1.9). Let y be the solution of the differential equation
dyt = V (yt)dxt, y0 ∈ Rd, (3.1)
on [0, T ], where x : [0, T ]→ Rm is Ho¨lder continuous of order β > 1/2 and V = (V ij )1≤i≤d,1≤j≤m is
a continuous mapping from Rd to Rd×m. We consider the Taylor scheme
ynt = y
n
tk
+ E(N)tk ,t (yntk), yn0 = y0, (3.2)
for t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1, where
E(N)s,t (y) :=
N∑
r=1
∑
γ∈Γr
VγI(y)xγs,t , y ∈ Rd (3.3)
is the order-N Taylor expansion and Vγ := Vγ(1) · · · Vγ(r) for γ = (γ(1), . . . , γ(r)) ∈ Γr (the collection
of multi-indices of length r with elements in {1, . . . ,m}). Recall that I is the identity function on
R
d, the vector field Vj is defined in (1.3) and for γ ∈ Γr we denote (see (2.6))
xγs,t :=
∫ t
s
· · ·
∫ t2
s
dx
γ(1)
t1 · · · dx
γ(r)
tr .
By (3.1) we can write
yt − ynt =
∫ t
0
[V (ys)− V (yns )] dxs +Rt, (3.4)
where Rt :=
∫ t
0 V (y
n
s )dxs − ynt is the remainder term. If we can find a function V˙j(ξ, ξ′) on Rd ×Rd
(see (3.27)) such that
Vj(yt)− Vj(ynt ) = V˙j(yt, ynt )(yt − ynt ),
j = 1, . . . ,m, then equation (3.4) can be considered as a linear differential equation for the error
function y − yn. Our aim in this section is to derive an explicit expression for the remainder
Rt =
∫ t
0 V (y
n
s )dxs − ynt .
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3.1 A linear differential equation for the error function
We first consider the differential operator Vγ appearing in (3.3). We denote by Υp the collection of
multi-indices of length p with elements in {1, . . . , d} and Υ = ∪∞p=1Υp. For ζ ∈ Υp, we denote
∂ζ := ∂ζ1∂ζ2 · · · ∂ζp ,
where ζj is the jth element of ζ and recall that ∂i =
∂
∂yi
. For α ∈ Γr such that p ≤ r, ~τ = (τ1, . . . , τp)
such that 1 ≤ τ1 < · · · < τp = r, and y ∈ Rd we introduce the function
H(α, ζ, ~τ )(y) =
(
Vα0,τ1V ζ1ατ1 (y)
)
. . .
(
Vατp−1,τpV
ζp
ατp (y)
)
=
(Vα0,τ1+1Iζ1(y)) . . .(Vατp−1,τp+1Iζp(y)) , (3.5)
where Ii(y) = yi, i = 1, . . . , d is the projection function, and recall that given a multi-index α =
(α1, . . . , αr), we denote αi,j = (αi+1, . . . , αj−1). Note that the second equation in (3.5) follows from
the identity VjIi(y) = V ij (y).
Lemma 3.1 Let f ∈ Cr(Rd) and α ∈ Γr. Then the following identity holds true:
Vαf =
r∑
p=1
∑
ζ∈Υp
∑
~τ=(τ1,...,τp):
1≤τ1<···<τp=r
∑
ρ∈Ξr(~τ )
H(α ◦ ρ, ζ, ~τ )∂ζf . (3.6)
Proof It is easy to show by induction and by the definition of the vector field Vj that
Vαf =
r∑
p=1
∑
ζ∈Υp
∑
1≤l1<···<lp=r
Vα0,l1
(
V ζ1αl1
· · · Vαlp−2,lp−1
(
V
ζp−1
αlp−1
Vαlp−1,lpV
ζp
αlp
))
∂ζf.
Applying Proposition 2.11 to the above expression yields
Vαf =
r∑
p=1
∑
ζ∈Υp
∑
1≤l1<···<lp=r
1≤τ1<···<τp=r
∑
ρ∈Ξr(~l;~τ )
H(α ◦ ρ, ζ, ~τ)∂ζf .
Equation (3.6) is then obtained by noticing that the following two sets are identical:
Ξr(~τ ) =
⋃
~l=(l1,...,lp):
1≤l1<···<lp=r.
Ξr(~l, ~τ).
This completes the proof. ✷
Take ζ ∈ Υp. We denote by Eζs,t the multiple integral
Eζs,t =
∫ t
s
∫ tr
s
· · ·
∫ t2
s
dEζ1s,t1 · · · dE
ζp−1
s,tr−1dE
ζp
s,tr , (3.7)
where
E is,t(y) =
N∑
r=1
∑
γ∈Γr
VγIi(y)xγs,t , y ∈ Rd. (3.8)
According to Proposition 2.10, the multiple integral Eζs,t can be expressed as a linear combination
of elements in {xαs,t , α ∈ Γ}. Recall that Γ = ∪∞r=1Γr is the collection of multi-indices with elements
in {1, . . . ,m}. The following lemma provides an explicit formula for this linear combination. Recall
that for a permutation ρ on {1, . . . , r}, we denote α ◦ ρ = (αρ(1), . . . , αρ(r)).
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Lemma 3.2 Take p ∈ N and ζ ∈ Υp . Assume that V ∈ CN−1. Then for each s, t ∈ [0, T ] we have
Eζs,t =
N∑
r=p
∑
~τ=(τ1,...,τp):
1≤τ1<···<τp=r
∑
α∈Γr
∑
ρ∈Ξr(~τ )
H(α ◦ ρ, ζ, ~τ)xαs,t +Q(N, p, ζ)s,t, (3.9)
where
Q(N, p, ζ)s,t =
∑
γ1,...,γp∈Γ:
|γ1|+···+|γp|>N
|γ1|,...,|γp|≤N
∑
ρ∈Ξ|γ|(~τ (γ) )
H(γ, ζ, ~τ (γ))xγ◦ρ
−1
s,t ,
γ = (γ1, . . . , γp), ~τ(γ) = (τ1(γ), . . . , τp(γ)) and τi(γ) = |γ1|+ · · ·+ |γi|, i = 1, . . . , p.
Proof It follows from (3.7) and (3.8) that
Eζs,t(y) =
∑
γ1,...,γp∈Γ:
1≤|γ1|,...,|γp|≤N
Vγ1Iζ1(y) · · · VγpIζp(y)
∫ t
s
∫ tp
s
· · ·
∫ t2
s
dxγ
1
t1 · · · dxγ
p−1
tp−1 dx
γp
tp .
We recall the notation γ = (γ1, . . . , γp), and τi(γ) = |γ1|+ · · ·+ |γi|, i = 1, . . . , p. It follows from
Proposition 2.10 and the definition of the function H in (3.5) that
Eζs,t(y) =
∑
γ1,...,γp∈Γ:
1≤|γ1|,...,|γp|≤N
H (γ, ζ, ~τ (γ)) (y)
∑
ρ∈Ξ|γ|(~τ(γ) )
xγ◦ρ
−1
s,t ,
or
Eζs,t(y) =

N∑
r=p
∑
|γ1|+···+|γp|=r
+
∑
|γ1|+···+|γp|>N
|γ1|,...,|γp|≤N
 ∑
ρ∈Ξ|γ|(~τ (γ) )
H(γ, ζ, ~τ (γ))(y)xγ◦ρ
−1
s,t . (3.10)
The second term in the above summation is exactly Q(N, p, ζ)s,t(y). On the other hand, since
{(γ1, . . . , γp) :
p∑
i=1
|γi| = r} =
⋃
τ1,...,τp:
1≤τ1<···<τp=r
{(γ1, . . . , γp) : |γi| = τi − τi−1, i = 1, . . . , p},
where τ0 = 0, we have ∑
|γ1|+···+|γp|=r
∑
ρ∈Ξr(~τ (γ) )
H(γ, ζ, ~τ (γ))xγ◦ρ
−1
s,t
=
∑
~τ=(τ1,...,τp):
1≤τ1<···<τp=r
∑
γi:|γi|=τi−τi−1
i=1,...,p
∑
ρ∈Ξr(~τ )
H(γ, ζ, ~τ )xγ◦ρ
−1
s,t . (3.11)
Notice that for fixed ~τ = (τ1, . . . , τp) such that 1 ≤ τ1 < · · · < τp = r and ρ ∈ Ξr(~τ), we have∑
γi:|γi|=τi−τi−1
i=1,...,p
H(γ, ζ, ~τ )xγ◦ρ
−1
s,t =
∑
γ∈Γr
H(γ, ζ, ~τ)xγ◦ρ
−1
s,t ,
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so the quantity in (3.11) is equal to∑
τ1,...,τp:
1≤τ1<···<τp=r
∑
ρ∈Ξr(~τ )
∑
γ:|γ|=r
H(γ, ζ, ~τ)xγ◦ρ
−1
s,t .
Since ρ is a bijection on {1, . . . , r}, by replacing γ ◦ ρ−1 by α, the above expression becomes∑
τ1,...,τp:
1≤τ1<···<τp=r
∑
ρ∈Ξr(~τ )
∑
α◦ρ:|α|=r
H(α ◦ ρ, ζ, ~τ)xαs,t.
Substituting the above expression into (3.10), we obtain identity (3.9). ✷
Let f ∈ CN (R) and s, t ∈ [0.T ]. It follows from (3.6) in Lemma 3.1 that
N∑
r=1
∑
α∈Γr
xαs,tVαf =
N∑
r=1
∑
α∈Γr
xαs,t
r∑
p=1
∑
ζ∈Υp
∑
1≤τ1<···<τp=r
∑
ρ∈Ξr(~τ )
H(α ◦ ρ, ζ, ~τ)∂ζf
=
∑
1≤p≤r≤N
∑
ζ∈Υp
∑
α∈Γr
∑
1≤τ1<···<τp=r
∑
ρ∈Ξr(~τ )
xαs,tH(α ◦ ρ, ζ, ~τ )∂ζf. (3.12)
On the other hand, it follows from (3.9) in Lemma 3.2 that
N∑
p=1
∑
ζ∈Υp
(
Eζs,t −Q(N, |ζ|, ζ)s,t
)
∂ζf
=
N∑
p=1
∑
ζ∈Υp
∂ζf
N∑
r=p
∑
τ1,...,τp:
1≤τ1<···<τp=r
∑
α∈Γr
∑
ρ∈Ξr(~τ )
H(α ◦ ρ, ζ, ~τ)xαs,t,
which is equal to the right-hand side of (3.12). Therefore, we obtain the following identity∑
α∈Γ:1≤|α|≤N
xαs,tVαf =
∑
ζ∈Υ:1≤|ζ|≤N
Eζs,t∂ζf −
∑
ζ∈Υ:1≤|ζ|≤N
Q(N, |ζ|, ζ)s,t∂ζf. (3.13)
Notice that
E(N)s,t (y) =
m∑
j=1
∫ t
s
∑
α∈Γ:0≤|α|≤N−1
xαs,uVαVj(y)dxju
=
m∑
j=1
∫ t
s
Vj(y) + ∑
α∈Γ:1≤|α|≤N−1
xαs,uVαVj(y)
 dxju . (3.14)
Then, applying (3.13) to the second term on the right-hand side of (3.14) with f = Vj, we obtain
the following result.
Proposition 3.3 Let E(N)s,t be the order-N Taylor expansion defined in (3.3). Assume that V ∈ CN .
Then the following equation holds true,
∫ t
s
V (y) + ∑
ζ∈Υ:1≤|ζ|≤N
Eζs,u(y)∂ζV (y)
 dxu − E(N)s,t (y) = R1s,t(y), (3.15)
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where
R1s,t(y) =
∑
ζ∈ΥN
∫ t
s
Eζs,u(y)∂ζV (y)dxu
+
∑
ζ∈Υ:1≤|ζ|≤N−1
∫ t
s
Q(N − 1, |ζ|, ζ)s,u(y)∂ζV (y)dxu . (3.16)
Applying the chain rule repeatedly we obtain
V (y + E(N)s,t (y)) =V (y) +
∑
ζ∈Υ:1≤|ζ|≤N
Eζs,t(y)∂ζV (y) +
∑
ζ∈ΥN+1
Eζs,t
(
∂ζV (y + E(N)s,· (y))
)
(y), (3.17)
where for ζ ∈ Υp, we denote
Eζs,t(f) =
∫ t
s
∫ tr
s
· · ·
∫ t2
s
ft1dEζ1s,t1 · · · dE
ζp−1
s,tr−1dE
ζp
s,tr . (3.18)
Note that the first two terms on the right-hand side of (3.17) are the integrands of (3.15), so
Proposition 3.3 implies∫ t
s
V
(
y + E(N)s,u (y)
)
dxu − E(N)s,t (y) =
∑
ζ∈ΥN+1
∫ t
s
Eζs,u
(
∂ζV
(
y + E(N)s,· (y)
))
(y)dxu +R
1
s,t(y).
In particular, the difference
∫ t
s V
(
y + E(N)s,u (y)
)
dxu−E(N)s,t (y) is equal to the summation of multiple
integrals of order higher than N . Our next result is a generalization of this property. We first
introduce a modification of the order-N Taylor expansion.
Definition 3.4 Let Γ˜ be a finite subset of Γ (collection of multi-indices with elements in {1, . . . ,m})
and denote N = max
{
|α| , α ∈ Γ˜
}
. We define the incomplete Taylor expansion
E˜(N)s,t (y) =
∑
γ∈Γ˜
VγI(y)xγs,t. (3.19)
If E(N)s,t (y) is defined as in (3.3) and if Γ˜ = {γ ∈ Γ : |γ| ≤ N} we have E˜(N)s,t = E(N)s,t . In the following,
E˜ζs,t(f) is the multiple integral defined as in (3.18) by replacing Eζjs,t by E˜ζjs,t in (3.18).
Proposition 3.5 Let E˜(N)s,t and E(N)s,t , t ∈ [0, T ] be the incomplete Taylor expansion and the order-
N Taylor expansion in Definition 3.4 with N = maxγ∈Γ˜ |γ|. Assume that V ∈ CN+1. Then the
following equation holds true,∫ t
s
V (y + E˜(N)s,u (y))dxu − E˜(N)s,t (y) =
4∑
e=1
Res,t(y), (3.20)
where R1s,t(y) is the same as in (3.16), and
R2s,t(y) =
∑
ζ∈ΥN+1
∫ t
s
E˜ζs,u
(
∂ζV (y + E˜(N)s,· (y))
)
(y)dxu, (3.21)
R3s,t(y) =
∑
ζ∈Υ:1≤|ζ|≤N
∫ t
s
(
E˜ζs,u(y)− Eζs,u(y)
)
∂ζV (y)dxu, (3.22)
R4s,t(y) = E(N)s,t (y)− E˜(N)s,t (y) . (3.23)
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Proof As in (3.17), applying the chain rule several times we obtain
V (y + E˜(N)s,t (y)) =V (y) +
∑
ζ∈Υ:1≤|ζ|≤N
E˜ζs,t(y)∂ζV (y) +
∑
ζ∈Υ:|ζ|=N+1
E˜ζs,t
(
∂ζV (y + E˜(N)s,· (y))
)
(y).
(3.24)
Integrating both sides of the above equation with respect to dxu over [s, t] and then subtracting
E˜(N)s,t (y), we obtain∫ t
s
V (y + E˜(N)s,u (y))dxu − E˜(N)s,t (y)
=
∫ t
s
V (y)dx+
∫ t
s
 ∑
ζ∈Υ:1≤|ζ|≤N
Eζs,u∂ζV (y)
 dxu − E(N)s,t (y) + 4∑
e=2
Res,t(y).
Applying Proposition 3.3 to the above equation we obtain equation (3.20). ✷
Definition 3.6 Take α,α′ ∈ Γ such that |α| = r and |α′| = r + 1. We say that α is contained
in α′, denoted by α ⋐ α′, if there is an injection ρ from {1, . . . , r} to {1, . . . , r + 1} such that
α(i) = α′(ρ(i)), i = 1, . . . , r.
Definition 3.7 We say that Γ˜ ⊂ Γ has a hierarchical structure if for any α ∈ Γ \ Γ˜ and α ⋐ α′, we
have α′ ∈ Γ \ Γ˜.
The following result shows that the difference
∫ t
s V (y + E˜
(N)
s,u (y))dxu − E˜(N)s,t (y) is equal to the
summation of multiple integrals of order “higher” than those in {xα : α ∈ Γ˜}.
Proposition 3.8 Let the assumptions be as in Proposition 3.5. Then the following statements hold
true:
(i) R1s,t(y) is a linear combination of the multiple integrals in
{
xαs,t : α ∈ Γ, |α| ≥ N + 1
}
, and the
coefficients of this combination are the products of VγIi(y) and ∂ζVj(y) for γ ∈ Γ such that |γ| ≤ N
and ζ ∈ Υ such that |ζ| ≤ N , i = 1, . . . , d, j = 1, . . . ,m.
(ii) R4s,t(y) is a linear combination of the multiple integrals in
{
xαs,t : α ∈ Γ \ Γ˜
}
, and the coefficients
are VγI(y) for γ ∈ Γ \ Γ˜ such that |γ| ≤ N .
(iii) Assume that Γ˜ has the hierarchical structure introduced in Definition 3.7. Then R3s,t(y) is a
linear combination of the multiple integrals in
{
xαs,t : α ∈ Γ \ Γ˜
}
, and the coefficients are products
of VγIi(y) and ∂ζVj(y) for γ ∈ Γ such that |γ| ≤ N and ζ ∈ Υ such that |ζ| ≤ N , i = 1, . . . , d,
j = 1, . . . ,m.
With the help of Proposition 3.5 we can now derive an equation for the global error function
of the incomplete Taylor scheme (1.9) associated with the incomplete Taylor expansion E˜(N)s,t (y) in
(1.8) or (3.19); that is, for the global error function of the numerical scheme
ynt = y
n
tk
+ E˜(N)tk ,t (yntk), t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1. (3.25)
Recall that tk = kT/n, k = 0, 1, . . . , n − 1, ⌊a⌋ is the integer part of a and a ∧ b is the small of a
and b for a, b ∈ R.
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Proposition 3.9 Let y and yn be the solutions of equation (3.1) and (3.25), respectively. Let
Res,t(y), e = 1, 2, 3, 4, be the functions defined in (3.16), (3.21), (3.22) and (3.23). Assume that
V ∈ CN+1. Then the error function y − yn satisfies the equation
yt − ynt =
∫ t
0
(V (ys)− V (yns )) dxs +
4∑
e=1
⌊nt
T
⌋∑
k=0
Retk ,tk+1∧t(y
n
tk
), (3.26)
for t ∈ [0, T ].
Remark 3.10 Denote ǫ := y − yn, and set
V˙j(ξ, ξ
′) :=
∫ 1
0
∂Vj(θξ + (1− θ)ξ′)dθ, (3.27)
for ξ, ξ′ ∈ Rd, j = 1, . . . ,m. The following linear differential equation for ǫ can be easily derived
from (3.26),
ǫt =
m∑
j=1
∫ t
0
V˙j(yu, y
n
u)ǫudx
j
u +
4∑
e=1
⌊nt
T
⌋∑
k=0
Retk ,tk+1∧t(y
n
tk
) . (3.28)
Proof of Proposition 3.9: By taking s = tk, t ∈ [tk, tk+1] and y = yntk in (3.20) we obtain
∫ t
tk
V (ynu)dxu − E˜(N)tk ,t (yntk) =
4∑
e=1
Retk ,t(y
n
tk
) .
This implies that
k∑
i=0
∫ ti+1∧t
ti
V (ynu)dxu −
k∑
i=0
E˜(N)ti,ti+1∧t(ynti) =
k∑
i=0
4∑
e=1
Reti,ti+1∧t(y
n
ti), t ∈ [tk, tk+1],
or ∫ t
0
V (ynu)dxu − ynt =
⌊nt
T
⌋∑
i=1
4∑
e=1
Reti,ti+1∧t(y
n
ti).
Equation (3.26) then follows by noticing equation (3.4). ✷
3.2 The explicit expression for the error function
In this subsection we derive an explicit expression of the error function y − yn, where y and yn
are solutions of equation (3.1) and (3.25), respectively, with E˜(N)s,t (y) being the incomplete Taylor
expansion (3.19).
We define the fundamental equation of (3.28),
Φt = I +
m∑
j=1
∫ t
0
V˙j(ys, y
n
s )Φsdx
j
s , (3.29)
and its inverse,
Ψt = I −
m∑
j=1
∫ t
0
ΨsV˙j(ys, y
n
s )dx
j
s , (3.30)
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for t ∈ [0, T ]. Recall that V˙ is defined in (3.27) and I is the d × d identity matrix. The fact that
Ψ is the inverse of the function Φ, i.e. ΨΦ ≡ I, can be shown by applying the product rule to ΨΦ
and taking into account the identity∫ t
0
Ψs · dΦs +
∫ t
0
dΨs · Φs = 0.
The following result provides an explicit expression for the error function y−yn under the above
assumptions. We denote η(t) = tk for t ∈ [tk, tk+1).
Theorem 3.11 Let assumptions be as in Proposition 3.9. The following expression of y− yn holds
true for t ∈ [0, T ],
yt − ynt =
4∑
e=1
Φt
⌊nt
T
⌋∑
k=0
∫ tk+1∧t
tk
ΨsdR
e
tk ,s
(yntk) (3.31)
=
4∑
e=1
Φt
∫ t
0
ΨsdR
e
η(s),s(y
n
η(s)) .
Proof By applying the product rule to the quantity on the right-hand side of equation (3.31) and
taking into account identities (3.29) and ΦΨ ≡ I, we can show that this quantity satisfies equation
(3.28), and by the uniqueness of the solution of equation (3.28), we conclude that it is equal to
yt − ynt . ✷
4 The incomplete Taylor scheme
Let y be the solution of the differential equation (3.1) and let xj be Ho¨lder continuous of order
βj > 1/2. Given any finite set Γ˜ of Γ (collection of multi-indices with elements in {1, . . . ,m}) let yn
be the approximation solution defined by (3.25), where E˜(N)s,t (y) is the incomplete Taylor expansion
in Definition 3.4. In this section, we study the convergence rate of yn to y. Denote β := minj βj .
Let a, b ∈ [0, T ] with a < b and δ ∈ (0, 1). For a function z : [0, T ] → R, ‖z‖a,b,δ denotes the
δ-Ho¨lder seminorm of z on [a, b], that is,
‖z‖a,b,δ = sup
{ |zu − zv|
(v − u)δ : a ≤ u < v ≤ b
}
.
We will denote the uniform norm of z on the interval [a, b] by ‖z‖a,b,∞. When a = 0 and b = T , we
will simply write ‖z‖∞ for ‖z‖0,T,∞ and ‖z‖δ for ‖z‖0,T,δ .
The following lemma provides some upper bounds of yn, Φ and Ψ.
Lemma 4.1 Let Γ˜ be a finite subset of Γ and assume V ∈ CN+1b . Let yn be the solution of (3.25).
We have the following estimate
‖yn‖β ≤ C‖x‖β ∨ ‖x‖1/β+N−1β , (4.1)
where C is a constant independent of n. Furthermore, the following estimate holds true for the
functions Φ and Ψ defined in (3.29) and (3.30),
‖Φ‖β ∨ ‖Φ‖∞ ∨ ‖Ψ‖β ∨ ‖Ψ‖∞ ≤ C exp(C‖x‖1/β
2+(N−1)/β
β ).
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Proof The upper bound estimate for yn follows immediately from Lemma 8.4. We turn to the
function Φ. Consider the following system of equations
ynt = y0 +
∫ t
0
dyns ,
yt = y0 +
∫ t
0
V (ys)dxs ,
Φt = I +
m∑
j=1
∫ t
0
V˙j(yu, y
n
u)Φudx
j
u .
Applying Lemma 3.1 in [7] to the above system we obtain
‖Φ‖β ≤ C exp(C‖yn‖1/ββ + C‖x‖1/ββ ).
Applying the estimate (4.1) to the right-hand side of the above inequality, we obtain the upper
bound for ‖Φ‖β . The upper bound for ‖Φ‖∞ follows from the estimate of ‖Φ‖β . The upper bounds
for Ψ can be shown similarly. ✷
We also need the following upper bound on E˜(N)s,· (y).
Lemma 4.2 Take s, s′ ∈ [0, T ] such that s < s′ and y ∈ Rd. Assume that V ∈ CN−1b . Then for the
incomplete Taylor expansion E˜(N)s,t (y), t ∈ [s, s′] we have
‖E˜(N)s,· (y)‖s,s′,β ≤ K exp
K m∑
j=1
‖xj‖s,s′,βj
 ,
for some constant C independent of n.
Proof By Lemma 8.1, we have, for any α ∈ Γr
‖xαs,·‖s,s′,β ≤
r∏
i=1
‖xαi‖s,s′,βαi ≤ exp
K m∑
j=1
‖xj‖s,s′,βj
 .
The desired estimate follows immediately by noticing that E˜(N)s,t (y) is a linear combination of multiple
integrals in {xαs,t : α ∈ Γ˜}. ✷
For a given finite subset Γ˜ of Γ, we define
θ = θ
Γ˜
:= min
{
βα(1) + · · ·+ βα(|α|) − 1 : α ∈ Γ \ Γ˜
}
. (4.2)
Lemma 4.3 Assume that α belongs to Γ \ Γ˜. Assume that f is a Ho¨lder continuous function of
order β. Then there exists a constant K such that for t, t′ ∈ [tk, tk+1], k = 0, 1, . . . , n− 1, we have∣∣∣∣∣
∫ t′
t
fudx
α
tk ,u
∣∣∣∣∣ ≤ K(‖f‖β + ‖f‖∞) exp
K m∑
j=1
‖xj‖βj
n−θ−1.
Proof Take α ∈ Γ such that |α| = r. Applying Lemma 8.2 to the integral ∫ t′t fudxαtk ,u, we obtain∣∣∣∣∣
∫ t′
t
fudx
α
tk ,u
∣∣∣∣∣ ≤ K(‖f‖β + ‖f‖∞)
 r∏
j=1
‖xαj‖βαj
n−∑rj=1 βαj
≤ K(‖f‖β + ‖f‖∞) exp
K m∑
j=1
‖xj‖βj
n−∑rj=1 βαj .
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Since α /∈ Γ˜, we see that ∑rj=1 βαj ≥ θ + 1, proving the desired estimate. ✷
In the following, we consider the incomplete Taylor scheme (3.25) defined by any finite set Γ˜.
Lemma 4.4 Assume that Γ˜ has the hierarchical structure introduced in Definition 3.7. Assume
that f is a Ho¨lder continuous function of order β, and Res,t(y), e = 1, 2, 3, 4, are the functions
defined by (3.16), (3.21), (3.22) and (3.23). Assume that V ∈ CN+1b . Then there exists a constant
K such that for t, t′ ∈ [tk, tk+1] ⊂ [0, T ], we have∣∣∣∣∣
∫ t′
t
fudR
2
tk ,u
(y)
∣∣∣∣∣ ≤ C (‖f‖β + ‖f‖∞) exp
K m∑
j=1
‖xj‖βj
n−(N+2)β, (4.3)
and ∣∣∣∣∣
∫ t′
t
fudR
e
tk ,u
(y)
∣∣∣∣∣ ≤ C (‖f‖β + ‖f‖∞) exp
K m∑
j=1
‖xj‖βj
n−θ−1, e = 1, 2, 3, 4. (4.4)
Proof According to Proposition 3.8, for e = 1, 3, 4, the integral
∫ t′
t fudR
e
tk ,u
(y) is a linear combi-
nation of integrals of the form ∫ t′
t
fudx
α
tk ,u
, α ∈ Γ \ Γ˜ .
So inequality (4.4) for e = 1, 3, 4 follows from Lemma 4.3.
Inequality (4.3) can be shown by applying Lemma 8.2 to the integral∫ t′
t
fudR
2
tk ,u
(y) =
∑
ζ∈Υ:|ζ|=N+1
∫ t′
t
E˜ζs,u
(
∂ζV (y + E˜(N)s,· (y))
)
(y)fudxu
and taking into account the estimates in Lemma 4.2. Finally, inequality (4.4) holds for e = 2
because it is easy to verify from the definition of θ that (N + 1)β ≥ θ + 1. ✷
The following theorem is the main result in this section.
Theorem 4.5 Let Γ˜ be a finite subset of Γ and let θ be defined by (4.2). Assume that Γ˜ has the
hierarchical structure introduced in Definition 3.7. Let y be the solution of equation (3.1) and let
yn be the solution to (3.25). Assume that V ∈ CN+1b . Then
sup
t∈[0,T ]
|yt − ynt | ≤ Gn−θ,
where
G = C exp
C‖x‖1/β2+(N−1)/ββ + C m∑
j=1
‖xj‖βj
 .
Proof Because of identity (3.31) and the estimate of ‖Φ‖∞ in Lemma 4.1, we only need to show
that the quantity
4∑
e=1
⌊nt
T
⌋∑
k=0
∣∣∣∣∫ tk+1∧t
tk
ΨsdR
e
tk ,s
(yntk)
∣∣∣∣
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is bounded by Gn−θ for t ∈ [0, T ]. Inequality (4.4) in Lemma 4.4 shows that the above quantity is
bounded by
C
⌊nt
T
⌋∑
k=0
(‖Ψ‖β + ‖Ψ‖∞) exp
K m∑
j=1
‖xj‖βj
n−θ−1,
which is less than
C (‖Ψ‖β + ‖Ψ‖∞) exp
K m∑
j=1
‖xj‖βj
n−θ.
Applying the estimates on Ψ given in Lemma 4.1 to the above expression, we obtain the desired
estimate. ✷
Now we can apply this theorem to obtain the best Taylor scheme. It is clear that the possible
rates of convergence are of the form n−θ, where θ is a nonnegative integer linear combination of βi,
i = 1, . . . ,m subtracting one:
θ =
m∑
j=1
kjβj − 1, kj = 0, 1, 2, . . . and j = 1, . . . ,m . (4.5)
Given a rate of the above form we define
Γ(θ) := {α ∈ Γ : βα(1) + · · · + βα(|α|) − 1 < θ}. (4.6)
Lemma 4.6 If θ has the form (4.5), then θΓ(θ) = θ, where θΓ(θ) is defined by (4.2).
Proof Let θ =
∑m
j=1 kjβj − 1 for some kj , j = 1, · · · ,m. Consider
α = (
k1︷ ︸︸ ︷
1, . . . , 1, . . . ,
km︷ ︸︸ ︷
m, . . . ,m) .
Then βα(1)+· · ·+βα(|α|)−1 = θ and hence α 6∈ Γ(θ). This shows that θΓ(θ) ≤ θ. If θΓ(θ) < θ, then, by
the definition of θΓ(θ), there is an α = (α(1), . . . , α(r)) ∈ Γ\Γ(θ) such that βα(1)+· · ·+βα(|α|)−1 < θ.
On the other hand, by our definition of Γ(θ), α ∈ Γ(θ). This is a contradiction. Thus θΓ(θ) = θ. ✷
Remark 4.7 (i) From Lemma 4.6 and from Theorem 4.5, we see that a possible rate has the form
n−θ, where θ is of the form (4.5), and for a rate of this form, the best choice of the incomplete
Taylor scheme (3.25) is Γ˜ = Γ(θ).
(ii) When βi = β, i = 1, . . . ,m for β > 1/2, θ = (N + 1)β − 1 and Γ(θ) becomes
Γ(θ) = {α ∈ Γ : |α| ≤ N}.
So in this case, the best Taylor scheme is the complete Taylor scheme:
ynt = y
n
tk
+ E(N)tk,t (yntk), yn0 = y0,
for t ∈ [tk, tk+1], k = 0, 1, . . . , n − 1. According to Theorem 4.5, its convergence rate is
n1−(N+1)β , which coincides with the result obtained in [3].
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5 Lp-estimates of weighted random sums and multiple integrals
In the first subsection, we recall some definitions on fractional integrals and derivatives to fix the
notation we are going to use. In the subsequent three subsections, we derive some Lp-estimates of
weighted random sums and multiple integrals, which are needed to obtain the rate of convergence
for the modified Taylor scheme (1.12).
5.1 Elements of fractional calculus
Take f ∈ L1([0, T ]) and δ > 0. The left-sided and right-sided fractional Riemann-Liouville integrals
of f of order δ are defined, for almost all t ∈ (a, b), by
Iδa+f(t) =
1
Γ(δ)
∫ t
a
(t− s)δ−1f(s)ds
and
Iδb−f(t) =
1
Γ(δ)
∫ b
t
(s− t)δ−1f(s)ds,
respectively, where Γ(δ) =
∫∞
0 r
δ−1e−rdr is the Gamma function. For p ≥ 1, let Iδa+(Lp([0, T ]))
(respectively Iδb−(Lp([0, T ]))) be the class of functions f which may be represented as an I
δ
a+- (I
δ
b−-
) integral of some Lp-function ϕ. If f ∈ Iδa+(Lp([0, T ])) (respectively f ∈ Iδb−(Lp([0, T ]))) and
0 < δ < 1 then the fractional Weyl derivative is defined as
Dδa+f(t) =
1
Γ(1− δ)
(
f(t)
(t− a)δ + δ
∫ t
a
f(t)− f(s)
(t− s)δ+1 ds
)
1(a,b)(t)
(
resp. Dδb−f(t) =
1
Γ(1− δ)
(
f(t)
(b− t)δ + δ
∫ b
t
f(t)− f(s)
(s− t)δ+1 ds
)
1(a,b)(t)
)
,
where a < t < b.
5.2 Lp-estimate of weighted random sums
Let ζ = {ζk,n, n ∈ N, k = 0, 1, . . . , n} be a double sequence of random variables. The aim of this
subsection is to provide an Lp-estimate of the weighted summations of this sequence, which we need
for the rate of convergence of the modified Taylor scheme. We first introduce the space of Ho¨lder
continuous functions in Lp.
Definition 5.1 Let f be a stochastic process on [0, T ] such that f(t) ∈ Lp for each t. We say that
f is Ho¨lder continuous of order β in Lp if
‖f(t)− f(s)‖p ≤ K|t− s|β, s, t ∈ [0, T ]
for β > 0. We define the seminorm
‖f‖β,p = sup
{‖f(t)− f(s)‖p
(t− s)β : 0 ≤ s < t ≤ T
}
.
In the following, we denote tk = kT/n, k = 0, 1, . . . , n and η(t) = tk for t ∈ [tk, tk+1).
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Proposition 5.2 Let p ≥ 1, q, q′ > p such that 1p = 1q + 1q′ and let β, β′ be in (0, 1) such that
β + β′ > 1. Let ζ = {ζk,n, n ∈ N, k = 0, 1, . . . , n} satisfy
E
∣∣∣∣∣∣
i∑
k=j+1
ζk,n
∣∣∣∣∣∣
q ≤ L( i− j
n
)β′q
(5.1)
for all i, j = 0, 1, . . . , n, i > j and for some constant L > 0. Let f be a continuous process and
assume that f is Ho¨lder continuous of order β in Lq′. Then for i, j = 0, 1, . . . , n− 1, i > j,∥∥∥∥∥∥
i∑
k=j+1
f(tk)ζk,n
∥∥∥∥∥∥
p
≤ cL‖f‖β,q′
(
i− j
n
)β+β′
+ cL‖f(tj)‖q′
(
i− j
n
)β′
,
where c is a constant depending on T and the parameters p, q, q′, β, β′.
Proof For each t ∈ [0, T ] we denote
gn(t) :=
⌊nt
T
⌋∑
k=0
ζk,n .
Then we can write
i∑
k=j+1
f(tk)ζk,n =
∫
(tj ,ti+1)
f(t)dgn(t).
We shall use the following fractional integration by parts formula to deal with the above integral
(see Theorem 2.4 in [17]).∫
(a,b)
fdgn =
∫ b
a
Dδa+fa(t)D
1−δ
b− gn,b(t)dt+ f(a)(gn(b−)− gn(a+)), (5.2)
where we denote fa(t) = 1(a,b)(t)(f(t)− f(a)), gn,b(t) = 1(a,b)(t)(gn(t)− gn(b−)) and δ ∈ [0, 1].
We denote a := tj and b := ti+1. Let δ be such that 1 − β′ < δ < β. By the definition of the
fractional derivative it is easy to show that∥∥∥Dδa+fa+(t)∥∥∥
q′
≤ ‖f‖β,q′
Γ(1− δ)
β
β − δ (t− a)
β−δ. (5.3)
On the other hand,
∥∥∥D1−δb− gn,b(t)∥∥∥
q
≤ 1
Γ(δ)
(∥∥∥∥gn(t)− gn(b−)(b− t)1−δ
∥∥∥∥
q
+ (1− δ)
∥∥∥∥∫ b
t
gn(t)− gn(s)
(s− t)2−δ ds
∥∥∥∥
q
)
. (5.4)
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We first consider the second term on the right-hand side of the above inequality. When t ≥ b− Tn ,
we have gn(t)− gn(s) = 0 and thus the second term is equal to zero. When t < b− Tn , we have∥∥∥∥∫ b
t
gn(t)− gn(s)
(s − t)2−δ ds
∥∥∥∥
q
=
∥∥∥∥∥
∫ b
η(t)+T
n
gn(t)− gn(s)
(s − t)2−δ ds
∥∥∥∥∥
q
≤ L
∫ b
η(t)+T
n
[η(s)− η(t)]β′
(s− t)2−δ ds
≤ 2β′L
∫ b
η(t)+2T
n
(s − t)β′+δ−2ds+ L
∫ η(t)+2T
n
η(t)+T
n
[η(s)− η(t)]β′
(s− t)2−δ ds
≤ 2
β′L
β′ + δ − 1(b− t)
β′+δ−1 +
LT β
′
nβ′(δ − 1) [(η(t) + 2
T
n
− t)δ−1 − (η(t) + T
n
− t)δ−1]
≤ 2
β′L
β′ + δ − 1(b− t)
β′+δ−1 +
LT β
′
nβ′(1− δ) (η(t) +
T
n
− t)δ−1, (5.5)
where in the first inequality we used the assumption (5.1). For the first term in (5.4), since
‖gn(t)− gn(b−)‖q ≤ L|b− T
n
− η(t)|β′ ≤ L|b− t|β′
for t ∈ (a, b), we have ∥∥∥∥gn(t)− gn(b−)(b− t)1−δ
∥∥∥∥
q
≤ L(b− t)β′+δ−1.
Substituting the above inequality and (5.5) into (5.4) we obtain∥∥∥D1−δb− gn,b(t)∥∥∥
q
≤ cL(b− t)β′+δ−1 + cLn−β′(η(t) + T
n
− t)δ−1. (5.6)
By the fractional integration by parts formula (5.2) and by (5.3) and (5.6) we obtain∥∥∥∥∫ b
a
f(t)dgn(t)
∥∥∥∥
p
≤ cL‖f‖β,q′
∫ b
a
(t− a)β−δ
[
(b− t)β′+δ−1 + n−β′(η(t) + T
n
− t)δ−1
]
dt
+‖f(a)‖q′(b− a)β′
≤ cL‖f‖β,q′(b− a)β+β′ + cL‖f‖β,q′
∫ b
a
(t− a)β−δn−β′(η(t) + T
n
− t)δ−1dt
+‖f(a)‖q′(b− a)β′ .
The lemma then follows from the following calculation,∫ b
a
(t− a)β−δn−β′(η(t) + T
n
− t)δ−1dt
≤ n−β′
i−1∑
k=j
(tk+1 − a)β−δ
∫ tk+1
tk
(η(t) +
T
n
− t)δ−1dt
≤ n−β′
i−j∑
k=0
(
k + 1
n
)β−δ 1
δ
(
T
n
)δ
= cn−β−β
′
i−j∑
k=0
(k + 1)β−δ
≤ cn−β−β′(i− j)1+β−δ ≤ c
(
i− j
n
)β+β′
.

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5.3 Monotonicity in the L2-norm of multiple integrals
In this subsection we derive a monotonicity result on the L2-norm of multiple integrals with respect
to the fractional Brownian motion. We recall that a standard one-dimensional fractional Brownian
motion (fBm) is a centered Gaussian process B = {Bt, t ≥ 0} with covariance given by
E[BtBs] =
1
2
(
t2H + s2H − |t− s|2H) ,
where H ∈ (0, 1) is the Hurst parameter. Our proof is based on the approximation of multiple
integrals by sums of products of fBm increments. Throughout this subsection, we assume that, for
j = 1, . . . , N , Bj is either a fBm with Hurst parameter Hj > 1/2 or the identity function. Assume
in addition that for j, j′ = 1, . . . , N , the two processes Bj and Bj
′
are either mutually independent
or equal.
We first recall a formula for the expectation of a product of increments. Take an even number
r. There are (r − 1)!! ways to arrange the elements of {1, . . . , r} into pairs. We denote by Rr the
collection of these ways. Assume that each τ ∈ Rr is of the form τ = {(τ1, τ2), . . . , (τr−1, τr)}, where
τi ∈ {1, . . . , r}. For a subinterval I = (s, t) of [0, T ], we denote BjI = Bjs,t = Bjt −Bjs . The following
is a consequence of the Feynman diagram formula (see [9, page 16]).
Lemma 5.3 Let Ii, i = 1, . . . , r, be subintervals of [0, T ].
(i) If Bj, j = 1, . . . , r are fBms, then the following identity holds true,
E[B1I1 · · ·BrIr ] =

∑
τ∈Rr
E[Bτ1Iτ1
Bτ2Iτ2
] · · ·E[Bτr−1Iτr−1B
τr
Iτr
], r is even.
0, r is odd.
(ii) The following inequality holds true,
E[B1I1 · · ·BrIr ] ≥ 0.
Proof The first result is the Feynman diagram formula for products of Gaussian random variables.
The second result follows from (i) and the fact that the increments of a fBm with Hurst parameter
H > 1/2 have positive correlation. ✷
We recall an Lp-convergence result in Proposition 2.2 [7].
Proposition 5.4 Assume that f and g are stochastic processes which are Ho¨lder continuous of
orders µ and λ in Lp (see Definition 5.1) for any p ≥ 1, respectively, such that λ+ µ > 1. Assume
that f0 ∈ Lp. Then, the integral
∫ T
0 fdg exists as a Riemann-Stieltjes integral of Lp-valued functions,
and, as a consequence, we have the following convergence in Lp:
lim
n→∞
n−1∑
k=0
ftkgtk ,tk+1 =
∫ T
0
fdg , where tk = kT/n, k = 0, 1, . . . , n .
We are ready to prove the main result of this subsection. We will make use of the notation
Jr(A) :=
∫ T
0
· · ·
∫ T
0
1AdB
1
s1 · · · dBrsr
for any Borel subset A ⊂ [0, T ]r such that the above multiple integral exists as an iterated Riemann-
Stieltjes integral defined using Lp-convergence. For any 0 ≤ s < t ≤ T , we define
[s, t]r< = {(s1, . . . , sr) ∈ [0, T ]r : s ≤ s1 ≤ · · · ≤ sr ≤ t}.
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Proposition 5.5 Let 0 = t0 < t1 < · · · < tn−1 < tn = T be a partition of [0, T ]. Take
A =
n−1⋃
k=0
[tk, tk+1]
r
< , (5.7)
and
A′ =
n−1⋃
k=0
[tk, tk+1]
r.
Then Jr(A) and Jr(A′) are well defined as iterated Riemann-Stieltjes integrals, and we have
E
(
|Jr(A)|2
)
≤ E
(∣∣Jr(A′)∣∣2) . (5.8)
Proof We denote tlk = Tk/l and I
l
k = [t
l
k, t
l
k+1] for 0 ≤ k ≤ l. By Proposition 5.4, it is easy to see
that
E
(
|Jr(A)|2
)
= lim
n1→∞
E
∣∣∣∣∣
n1−1∑
k=0
Br
I
n1
k
∫ T
0
· · ·
∫ T
0
1A(s1, . . . , sr−1, t
n1
k )dB
1
s1 · · · dBr−1sr−1
∣∣∣∣∣
2

Applying Proposition 5.4 several times we obtain
lim
nr→∞
· · · lim
n1→∞
E
∣∣∣∣∣∣
nr−1∑
kr=0
· · ·
n1−1∑
k1=0
BrInr
kr
· · ·B1
I
n1
k1
1A(t
n1
k1
, . . . , tnrkr )
∣∣∣∣∣∣
2 = E(|Jr(A)|2) . (5.9)
It is clear that this identity still holds when we replace A by A′. On the other hand, since A ⊂ A′,
it follows from Lemma 5.3(ii) that
E
∣∣∣∣∣∣
nr−1∑
kr=0
· · ·
n1−1∑
k1=0
BrInr
kr
· · ·B1
I
n1
k1
1A(t
n1
k1
, . . . , tnrkr )
∣∣∣∣∣∣
2
≤ E
∣∣∣∣∣∣
nr−1∑
kr=0
· · ·
n1−1∑
k1=0
BrInr
kr
· · ·B1
I
n1
k1
1A′(t
n1
k1
, . . . , tnrkr )
∣∣∣∣∣∣
2 .
By taking limits in both sides of the above inequality and taking into account (5.9) we obtain
inequality (5.8). ✷
Remark 5.6 The monotonicity property in Proposition 5.5 can be generalized to any A,A′ ⊂ [0, T ]r
such that A ⊂ A′ as long as the multiple integrals Jr(A) and Jr(A′) are well defined as iterated
Riemann-Stieltjes integrals. The same generalization holds true for the monotonicity property es-
tablished in Proposition 5.9 below.
Remark 5.7 In the same way as in the proof of Proposition 5.5, we can show that
E (Jr(A)) = lim
nr→∞
· · · lim
n1→∞
E
nr−1∑
kr=0
· · ·
n1−1∑
k1=0
BrInr
kr
· · ·B1
I
n1
k1
1A(t
n1
k1
, . . . , tnrkr )
 . (5.10)
So the expectation of the multiple integral Jr(A) is always zero when the number of fBms in
{B1, . . . , Br} is odd.
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Lemma 5.8 Let Ii, i = 1, . . . , 2r, be subintervals of [0, T ], where r is an even number. If B
j,
j = 1, . . . , 2r are fBms, then the following identity holds true,
Cov(B1I1 · · ·BrIr , Br+1Ir+1 · · ·B2rI2r) =
∑
τ∈R′2r
E[Bτ1Iτ1
Bτ2Iτ2
] · · ·E[Bτ2r−1Iτ2r−1B
τ2r
Iτ2r
],
where R′2r is a subset of R2r such that for τ ∈ R2r \ R′2r, either τi, τi+1 ∈ {1, . . . , r} or τi, τi+1 ∈
{r+1, . . . , 2r}, i = 1, 3, . . . , 2r− 1. In particular, the covariance of B1I1 · · ·BrIr and Br+1Ir+1 · · ·B2rI2r is
nonnegative.
Proof Note that
Cov(B1I1 · · ·BrIr , Br+1Ir+1 · · ·B2rI2r) = E[B1I1 · · ·B2rI2r ]− E[B1I1 · · ·BrIr ]E[Br+1Ir+1 · · ·B2rI2r ].
The lemma then follows immediately from Lemma 5.3 (i). ✷
Recall that we define the centered multiple integral as
J˜r(A) := Jr(A)− E [Jr(A)] .
Following is the monotonicity result on the L2-norm of this multiple integral.
Proposition 5.9 Let A and A′ be as in Proposition 5.5. Then we have
E
(∣∣∣J˜r(A)∣∣∣2) ≤ E(∣∣∣J˜r(A′)∣∣∣2) . (5.11)
Proof We first notice that
E
(∣∣∣J˜r(A)∣∣∣2) = E(|Jr(A)|2)− E (Jr(A))2 .
By applying (5.9) and (5.10) to the above equation, we have
E
(∣∣∣J˜r(A)∣∣∣2) = lim
nr→∞
· · · lim
n1→∞
{
E
∣∣∣∣∣∣
nr−1∑
kr=0
· · ·
n1−1∑
k1=0
BrInr
kr
· · ·B1
I
n1
k1
1A(tk1 , . . . , tkr)
∣∣∣∣∣∣
2
−E
nr−1∑
kr=0
· · ·
n1−1∑
k1=0
BrInr
kr
· · ·B1
I
n1
k1
1A(tk1 , . . . , tkr)
2}
= lim
nr→∞
· · · lim
n1→∞
nr−1∑
kr,k′r=0
· · ·
n1−1∑
k1,k′1=0
Cov[BrInr
kr
· · ·B1
I
n1
k1
, BrInr
k′r
· · ·B1
I
n1
k′1
]
×1A(tk1 , . . . , tkr)1A(tk′1 , . . . , tk′r). (5.12)
Since A ⊂ A′ and Cov[Br
Inr
kr
· · ·B1
I
n1
k1
, Br
Inr
k′r
· · ·B1
I
n1
k′1
] ≥ 0 by Lemma 5.8, we have
Cov[BrInr
kr
· · ·B1
I
n1
k1
, BrInr
k′r
· · ·B1
I
n1
k′1
]1A(tk1 , . . . , tkr)1A(tk′1 , . . . , tk′r)
≤ Cov[BrInr
kr
· · ·B1
I
n1
k1
, BrInr
k′r
· · ·B1
I
n1
k′
1
]1A′(tk1 , . . . , tkr)1A′(tk′1 , . . . , tk′r).
By summing over k1, k
′
1, . . . , kr, k
′
r and taking limits on both sides of the above inequality, and
taking into account the identity (5.12), we obtain the inequality (5.11). ✷
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5.4 Lp-estimates of multiple integrals
In this subsection, we assume that B1 is the identity function and denote H1 = 1, and B
j is a fBm
of Hurst parameter Hj > 1/2, j = 2, . . . ,m. We assume in addition that B
2, . . . , Bm are mutually
independent. For α = (α1, . . . , αr) ∈ Γr (the collection of multi-indices of length r with elements in
{1, . . . ,m}), and A ⊂ [0, T ]r, we write
Jαr (A) :=
∫ T
0
· · ·
∫ T
0
1A(s1, . . . , sr)dB
α1
s1 · · · dBαrsr ,
provided that this multiple integral exists, as an integrated Riemann-Stieltjes integral in Lp, for all
p ≥ 1. Recall that D = {tk = kT/n, k = 0, 1, . . . , n}.
Proposition 5.10 Denote (see (5.7)) Ak = [tk, tk+1]r<, k = 0, 1, . . . , n − 1. Take s, t ∈ D, α ∈ Γr,
and denote r′ = #{i : αi 6= 1}. Then we have∥∥∥∥∥∥
nt/T−1∑
k=ns/T
Jαr (Ak)
∥∥∥∥∥∥
2
≤ Cνn(α)(t− s)1/2, (5.13)
where C is a constant that depends on T , m and α, and
νn(α) =
{
n1−Hα if r′ is even ,
nH−Hα if r′ is odd .
(5.14)
Here Hα := Hα1 + · · ·+Hαr and H = max
i:αi 6=1
Hαi .
Proof According to Proposition 5.5, it suffices to show that the Lp-estimate holds for Ak =
[tk, tk+1]
r. In this case, we have
Jαr (Ak) =
r∏
i=1
Bαitk,tk+1 =
m∏
j=1
(Bjtk ,tk+1)
rj , (5.15)
where rj = #{i : αi = j}, j = 1, . . . ,m and r1 + · · ·+ rm = r.
We first consider the case when r1 = 0. Denote by µq the qth moment of a standard Gaussian
random variable G ∼ N (0, 1), that is, µq = (q − 1)!! when q is even and µq = 0 when q is odd. It is
well-known that we have the following Hermite decomposition:
xq =
q∑
p=0
q!
(q − p)!µq−pHp(x), x ∈ R,
where
Hq(x) =
(−1)q
q!
e
x2
2
dq
dxq
(
e−
x2
2
)
.
If we denote Gjk = (
n
T )
HjBjtk ,tk+1 , then, applying the above decomposition to (5.15), we have
Jαr (Ak) = (
n
T
)−
∑m
j=2 rjHj
m∏
j=2
(Gjk)
rj
= (
n
T
)−
∑m
j=2 rjHj
m∏
j=2
rj∑
pj=0
rj!
(rj − pj)!µrj−pjHpj(G
j
k). (5.16)
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Therefore, for any 0 ≤ k1 ≤ k2 ≤ n− 1,∥∥∥∥∥∥
k2∑
k=k1
Jαr (Ak)
∥∥∥∥∥∥
2
2
=
∥∥∥∥∥∥
k2∑
k=k1
(
n
T
)−
∑m
j=2 rjHj
m∏
j=2
rj∑
pj=0
rj !
(rj − pj)!µrj−pjHpj(G
j
k)
∥∥∥∥∥∥
2
2
≤ Cn−2
∑m
j=2 rjHj
r1∑
p2=0
· · ·
rm∑
pm=0
∥∥∥∥∥∥
k2∑
k=k1
m∏
j=2
µrj−pjHpj(G
j
k)
∥∥∥∥∥∥
2
2
. (5.17)
Expanding the right-hand side of the above inequality, we have∥∥∥∥∥∥
k2∑
k=k1
m∏
j=2
µrj−pjHpj(G
j
k)
∥∥∥∥∥∥
2
2
=
k2∑
k,k′=k1
E
 m∏
j=2
µrj−pjHpj(G
j
k)
m∏
j′=2
µrj′−pj′Hpj′ (G
j′
k′)

=
k2∑
k,k′=k1
m∏
j=2
µ2rj−pjE
[
Hpj(G
j
k)Hpj(G
j
k′)
]
=
 ∑
|k−k′|≤2
+2
∑
k>k′+2
 m∏
j=2
µ2rj−pjE
[
Hpj(G
j
k)Hpj(G
j
k′)
]
:= E1 + E2. (5.18)
We take k1 =
ns
T and k2 =
nt
T − 1. Since
E
[
Hpj(G
j
k)Hpj(G
j
k′)
]
=
(
E[GjkG
j
k′ ]
)pj
=
(
αHj
∫ k+1
k
∫ k′+1
k′
|u− v|2Hj−2dudv
)pj
, (5.19)
where αHj = Hj(2Hj − 1), it is easy to see that
E1 ≤ Cn(t− s). (5.20)
On the other hand, from (5.19) we have
E
[
Hpj(G
j
k)Hpj(G
j
k′)
]
≤ C(k − k′)(2Hj−2)pj , k, k′ : |k − k′| ≥ 2,
and thus
E2 ≤ C
∑
k>k′+2
m∏
j=2
µ2rj−pj(k − k′)(2Hj−2)pj
= C
∑
k>k′+2
(k − k′)
∑m
j=2(2Hj−2)pj
m∏
j=2
µ2rj−pj . (5.21)
Since 2Hj − 2 < 0, the quantity (k − k′)(2Hj−2)
∑m
j=2 pj reaches maximum when p2 = · · · = pm = 0.
So
E2 ≤ C
∑
k>k′+2
1 ≤ Cn2(t− s)2. (5.22)
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Substituting (5.20) and (5.22) into to (5.18) and taking into account (5.17) and the identity
m∑
j=2
rjHj = Hα1 + · · · +Hαr ,
we obtain inequality (5.13) for the case when r is even.
We turn to the case when r1 = 0 and r = r
′ is odd. Note that
m∏
j=2
µrj−pj 6= 0
only if r2 − p2, . . . , rm − pm are all even, so for pj, j = 2, . . . ,m such that E2 6= 0,
m∑
j=2
rj −
m∑
j=2
pj = r −
m∑
j=2
pj
must be even, and so
∑m
j=2 pj must be odd. Therefore, for (5.21) we have
E2 ≤ C
∑
k>k′+2
(k − k′)(2H−2)
≤ Cn2H(t− s). (5.23)
Substituting the estimates (5.20) and (5.23) into (5.18) and taking into account (5.17), we obtain
the estimate (5.13) when r is odd.
In the case r1 > 0, it follows from the identity (5.15) that∥∥∥∥∥∥
nt/T−1∑
k=ns/T
Jαr (Ak)
∥∥∥∥∥∥
2
≤
(
T
n
)r1 ∥∥∥∥∥∥
nt/T−1∑
k=ns/T
m∏
j=2
(Bjtk ,tk+1)
rj
∥∥∥∥∥∥
2
.
Now we can apply the inequality (5.13) for the case r1 = 0 to the right-hand side of the above
equation to obtain the inequality (5.13) in the general case. ✷
Remark 5.11 By the monotonicity property in Proposition 5.5 we can also show that the rate
1−Hα or H −Hα obtained in Proposition 5.10 is optimal; that is, there exists a constant C such
that the right-hand side of inequality (5.13) is the lower bound for the quantity
∥∥∥∑nt/T−1k=ns/T Jαr (Ak)∥∥∥2
with Ak = [tk, tk+1]r< . This follows by taking A˜k of the following form:
A˜k := [tk + h
2r
, tk +
h
2r−1
]× · · · [tk + h
4
, tk +
h
2
]× [tk + h
2
, tk + h],
where h = Tn and k = 0, 1, . . . , n − 1. Since A˜k ⊂ Ak, by the monotonicity property, it suffices to
find a the lower bound for the quantity∥∥∥∥∥∥
nt/T−1∑
k=ns/T
Jαr (A˜k)
∥∥∥∥∥∥
2
,
which can be done in a similar way as in the proof of Proposition 5.10.
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Remark 5.12 Denote rj = #{i : αi = j}, j = 1, . . . ,m. From Remark 5.7 we see that E[Jαr (A)] =
0 if (r − r1) is odd. In fact, in a similar way, we can show that E[Jαr (A)] 6= 0 iff rj, j = 2, . . . ,m
are all even numbers.
We turn to the L2-estimate of centered multiple integral J˜
α
r (A) := Jαr (A) − E[Jαr (A)]. We shall
prove that the rate in (5.13) will be improved and this is the basis for the introduction of the
modified Taylor scheme. Recall that H = max
i:αi 6=1
Hαi and Hα = Hα1 + · · · +Hαr .
Proposition 5.13 Let Ak, k = 0, 1, . . . , n− 1 be as in Proposition 5.10. Take s, t ∈ D and α ∈ Γr,
r ≥ 2. Denote rj = #{i : αi = j}, j = 1, . . . ,m. If rj, j = 2, . . . ,m are even, then we have∥∥∥∥∥∥
nt/T−1∑
k=ns/T
J˜αr (Ak)
∥∥∥∥∥∥
p
≤ C(t− s)1/2ωn(α) (5.24)
where
ωn(α) =

n1/2−Hα if 12 < H <
3
4 ,
n1/2−Hα
√
log n if H = 34 ,
n2H−1−Hα if 34 < H < 1 .
Proof According to Proposition 5.9, it suffices to consider the case when Ak = [tk, tk+1]r, k =
0, 1, . . . , n− 1. We first assume that r1 = 0. By (5.16), we have
E[Jαr (Ak)] = (
n
T
)−
∑m
j=2 rjHj
m∏
j=2
µrj .
So by denoting P = {(p2, . . . , pm) : pj = 0, 1, . . . , rj , j = 2, . . . ,m} and 0 = (0, . . . , 0) we can write
J˜αr (Ak) = (
n
T
)−
∑m
j=2 rjHj
∑
(p2,...,pm)∈P\0
m∏
j=2
rj!
(rj − pj)!µrj−pjHpj(G
j
k).
As in (5.18), we can write∥∥∥∥∥∥
k2∑
k=k1
J˜αr (Ak)
∥∥∥∥∥∥
2
2
≤ Cn−2
∑m
j=2 rjHj
∑
(p2,...,pm)∈P\0
∥∥∥∥∥∥
k2∑
k=k1
m∏
j=2
µrj−pjHpj(G
j
k)
∥∥∥∥∥∥
2
2
≤ Cn−2
∑m
j=2 rjHj
∑
(p2,...,pm)∈P\0
(E1 + E2). (5.25)
Since r is even, by the same argument as in the proof of the Proposition 5.10, we see that for
pj, j = 2, . . . ,m such that E2 6= 0,
∑m
j=2 pj must be even. So, for (p2, . . . , pm) ∈ P \ 0, we have∑m
j=2 pj ≥ 2. This implies
E2 ≤ C
∑
k>k′+2
(k − k′)2(2H−2) ≤

Cn(t− s) if 12 < H < 34 ,
Cnlog n(t− s) if H = 34 ,
Cn4H−2(t− s) if 34 < H < 1 .
Applying (5.20) and the above estimate to (5.25), we obtain the upper bound estimate in (5.24).
Finally, the estimate (5.24) for the case r1 > 0 follows immediately from the estimate in the
case r1 = 0. ✷
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Remark 5.14 As in Remark 5.11, we can show that the upper bound in Proposition 5.13 is optimal.
Remark 5.15 In terms of νn defined in (5.14), inequality (5.24) becomes∥∥∥∥∥∥
nt/T−1∑
k=ns/T
J˜αr (Ak)
∥∥∥∥∥∥
p
≤ C(t− s)1/2νn(α)σn,
where
σn =

n−1/2 if 12 < H <
3
4 ,
n−1/2
√
log n if H = 34 ,
n2H−2 if 34 < H < 1 .
(5.26)
Remark 5.16 For t ∈ [0, T ] and γ ∈ Γr, we define the function
Dγ(t) := E
[
Bγ0,t
]
= E[Jγr ([0, t]
r
<)].
From Remark 5.12, Dγ(t) = 0 if some rj = #{i : γi = j}, j = 2, . . . ,m is odd. In the following we
derive an explicit formula for Dγ(t) when all rj, j = 2, . . . ,m are even.
Recall that when r is an even number, the set Rr is defined in Section 5.3. When r is an odd
number, we define Rr to be the collection of ways to arrange (1, . . . , r) into ( r−12 ) pairs and one
element and we write τ = {(τ1, τ2), . . . , (τr−2, τr−1), τr}, where τi, i = 1, . . . , r, are elements in
{1, . . . , r}.
For r ∈ N, we denote by R(γ) the subset of Rr such that for τ ∈ R(γ) we have γτi = γτi+1 for
i = 1, 3, 5, . . . and i < r, and when r is odd it satisfies an additional condition that τr = 1. We
denote τ∗ = {i = 1, 3, 5, · · · : τi 6= 1, i < r}.
We denote by B˙jt , t ∈ [0, T ] the fractional white noise associated with the fBm Bj (see [8]),
j = 1, . . . ,m. Since
E[B˙itB˙
j
s ] = αHj |t− s|2Hj−2δi,j,
where αHj = Hj(2Hj − 1), we have
E
[
Bγ0,t
]
= E
[∫ t
0
· · ·
∫ t2
0
dBγ1t1 · · · dBγrtr
]
= E
[∫ t
0
· · ·
∫ t2
0
B˙γ1t1 · · · B˙γrtr dt1 · · · dtr
]
=
∑
τ∈R(γ)
∫ t
0
· · ·
∫ t2
0
∏
i∈τ∗
αHτi |tτi − tτi+1 |2H−2dt1 · · · dtr.
6 Lp-rates for incomplete and modified Taylor schemes
In this section, we consider the numerical approximation of the solution for the SDE
dyt = V (yt)dBt, y0 ∈ Rd, t ∈ [0, T ], (6.1)
where B = (B1, . . . , Bm) and Bj is a standard fractional Brownian motion (fBm) with Hurst
parameter Hj > 1/2 for j = 2, . . . ,m and B
1 is the identity function. Assume in addition that
B2, . . . , Bm are mutually independent.
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6.1 The incomplete Taylor scheme for SDE driven by fBm
In this subsection, we consider the incomplete Taylor scheme (3.25) of the following form
ynt = y
n
tk
+ E˜(N)tk ,t (yntk), t ∈ [tk, tk+1], k = 0, 1, . . . , n − 1, yn0 = y0,
E˜(N)s,t (y) =
∑
γ∈Γ˜
VγI(y)Bγs,t . (6.2)
where Γ˜ is a finite subset of Γ. Recall that Γ = ∪∞r=1Γr, and Γr is the collection of multi-indices of
length r with elements in {1, . . . ,m}. We denote N = maxγ∈Γ˜ |γ|.
Take α ∈ Γ. Denote r′(α) = #{i : αi 6= 1} and
ϑ(α) =
1 when r
′(α) is even
max
i:αi 6=1
Hαi when r
′(α) is odd
.
We define
ρ = ρΓ˜ = min
{
Hα − ϑ(α) , α ∈ Γ \ Γ˜
}
, (6.3)
where recall that Hα = Hα1 + · · · +Hαr for α ∈ Γr.
We first derive two auxiliary results. We take β such that 1/2 < β < minj Hj.
Lemma 6.1 Let Res,t, e = 1, 3, 4 be defined by (3.16), (3.22) and (3.23). Assume that Γ˜ has the
hierarchical structure introduced in Definition 3.7. Assume that V ∈ CN+2b . Then the following
estimate holds for any i > j∥∥∥∥∥∥
i−1∑
k=j
Retk ,tk+1(y
n
tk
)
∥∥∥∥∥∥
p
≤ Cn−ρ
(
i− j
n
)1/2
e = 1, 3, 4 . (6.4)
Proof According to Proposition 3.8, Retk,tk+1(y
n
tk
), e = 1, 3, 4, are the summations of quantities of
the form U(yntk)B
α
tk ,tk+1
for α ∈ Γ \ Γ˜. Since V ∈ CN+2b , it is easy to see from Proposition 3.8 that
U ∈ C1b . To prove the lemma, it suffices to show that the Lp-estimate (6.4) holds true for
i−1∑
k=j
U(yntk)B
α
tk,tk+1
, α ∈ Γ \ Γ˜ . (6.5)
By Proposition 5.10 and the definition of ρ we have∥∥∥∥∥∥
i−1∑
k=j
Bαtk,tk+1
∥∥∥∥∥∥
p
≤ Cn−ρ
(
i− j
n
)1/2
.
On the other hand, Lemma 4.1 implies that ‖yn‖β,p ≤ C. So we can apply Proposition 5.2 to the
quantity (6.5) to obtain the estimate∥∥∥∥∥∥
i−1∑
k=j
U(yntk)B
α
tk ,tk+1
∥∥∥∥∥∥
p
≤ Cn−ρ
(
i− j
n
)1/2
.
This completes the proof. ✷
Lemma 6.2 Let f be a stochastic process on [0, T ], such that E(‖f‖pβ) and E(‖f‖p∞) are finite for
all p ≥ 1. Let Γ˜, Res,t(y), e = 1, 3, 4 and V be as in Lemma 6.1 and let Res,t(y) be defined in (3.21).
Then the following estimate is true for e = 1, 2, 3, 4 and l = 0, 1, . . . , n− 1,∥∥∥∥∥
l∑
k=0
∫ tk+1
tk
fudR
e
tk ,u
(yntk)
∥∥∥∥∥
p
≤ Kn−ρ, (6.6)
where K depends on E(‖f‖pβ), E(‖f‖p∞) and the vector fields Vj .
Proof: According to the estimate (4.3) in Lemma 4.4 and taking into account the assumption
that E(‖f‖pβ) and E(‖f‖p∞) are finite, we have∥∥∥∥∫ tk+1
tk
fudR
2
tk ,u
(yntk)
∥∥∥∥
p
≤ Kn−(N+2)β ,
where we recall that N = maxγ∈Γ˜ |γ|. Therefore,∥∥∥∥∥
l∑
k=0
∫ tk+1
tk
fudR
2
tk ,u
(yntk)
∥∥∥∥∥
p
≤
n−1∑
k=0
∥∥∥∥∫ tk+1
tk
fudR
2
tk ,u
(yntk)
∥∥∥∥
p
≤ Kn1−(N+2)β
≤ Kn−ρ,
where the last inequality follows by taking β sufficiently close to minj Hj and the fact that we can
find α ∈ ΓN+1 such that Hα − ϑ(α) < (N + 2)β − 1.
We turn to the case e = 1, 3, 4. We write∫ tk+1
tk
fudR
e
tk ,u
(yntk) =
∫ tk+1
tk
∫ u
tk
dfvdR
e
tk ,u
(yntk) + ftkR
e
tk,tk+1
(yntk)
=: Re,1k +R
e,2
k .
Applying Proposition 5.2 to
∑l
k=0R
e,2
k and taking into account the estimate in Lemma 6.1 and the
assumption that ‖f‖β,p is finite, we obtain the inequality∥∥∥∥∥
l∑
k=0
Re,2k
∥∥∥∥∥
p
≤ Kn−ρ. (6.7)
According to Proposition 3.8, the quantity Re,1k is a linear combination of the terms∫ tk+1
tk
∫ u
tk
dfvdB
α
tk ,u
, α /∈ Γ˜.
Take βj < Hj for j = 1, . . . ,m. Then by Lemma 8.2 we have∥∥∥∥∫ tk+1
tk
∫ u
tk
dfvdB
α
tk ,u
∥∥∥∥
p
≤ Kn−βα1−···−βαp−β ≤ Kn−ρ−1,
where the last inequality follows by taking βj, j = 1, . . . ,m sufficiently close to Hj and β to minj Hj.
Therefore, ∥∥∥∥∥
l∑
k=0
Re,1k
∥∥∥∥∥
p
≤
n−1∑
k=0
∥∥∥Re,1k ∥∥∥p ≤
n−1∑
k=0
Kn−ρ−1 = Kn−ρ. (6.8)
Combining (6.7) and (6.8), we obtain the inequality (6.6) for e = 1, 3, 4. ✷
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Theorem 6.3 Let Γ˜ be a finite subset of Γ. Assume that Γ˜ satisfies the hierarchical structure
defined in Definition 3.7. Let y be the solution of equation (6.1) and yn be the solution of numerical
equation (6.2) with E˜(N)s,t defined in (6.2). Take M > 0. Assume that V ∈ CN+2b . Then
sup
t∈[0,T ]
(
E|1{‖B‖β<M}(yt − ynt )|p
)1/p ≤ CMn−ρ, (6.9)
where CM is a constant depending on M .
Proof By Theorem 3.11, we have
1{‖B‖β<M}(yt − ynt )
=
4∑
e=1
[
1{‖B‖β<M}Φt
] ⌊ntT ⌋∑
k=0
∫ tk+1∧t
tk
[
1{‖B‖β<M}Ψs
]
dRetk ,s(y
n
tk
) ,
where Φ and Ψ are solutions of equations (3.29) and (3.30). According to the estimate of ‖Φ‖∞ in
Lemma 4.1, the Lp-norm of the quantity 1{‖B‖β<M}Φt is less than a constant CM is independent of
n. So to prove the theorem, it suffices to show that the Lp-norm of
⌊nt
T
⌋∑
k=0
∫ tk+1∧t
tk
[
1{‖B‖β<M}Ψs
]
dRetk ,s(y
n
tk
) (6.10)
is less than CMn
−ρ. We take fs = 1{‖B‖β<M}Ψs, then it follows again from Lemma 4.1 that E[‖f‖pβ]
and E[‖f‖p∞] are bounded by a constant independent of n. So applying Lemma 6.2 to (6.10) we
obtain the upper bound CMn
−ρ. This completes the proof. ✷
Remark 6.4 With more careful estimates in Lemmas 6.1 and 6.2 and with the help of Remark
5.11, we can show that the convergence rate of the incomplete Taylor scheme obtained in Theorem
6.3 is optimal, that is, we can find a constant C such that the left-hand side of (6.9) is greater than
its right-hand side.
The following result follows immediately from Theorem 6.3.
Corollary 6.5 Let the assumption be as in Theorem 6.3. The scaled error nρ(yt − ynt ), t ∈ [0, T ]
of the numerical scheme is bounded in probability (or tight), that is, for every ε > 0, there exists
C > 0 such that
P (nρ|yt − ynt | > C) ≤ ε for all n.
To obtain the best choice of Γ˜ by Theorem 6.3, we will follow the same ideas as in (4.5) and
(4.6). Take nonnegative integers r1, . . . , rm and denote r
′ =
∑m
j=2 rj . First, we see that a possible
Lp-rate has the form
ρ =

∑m
j=1 rjHj − 1 if r′ is even∑m
j=1 rjHj − maxj>1: rj>0Hj if r
′ is odd .
(6.11)
Given a ρ of the above form we define
Γ̂(ρ) =
{
α ∈ Γ : Hα − 1 < ρ, r′(α) is even
}
⋃{
α ∈ Γ : Hα − max
j:αj 6=1
Hαj < ρ, r
′(α) is odd
}
. (6.12)
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Lemma 6.6 Given a ρ of the form (6.11), we define Γ̂(ρ) by (6.12). Then
ρ
Γ̂(ρ)
= ρ .
Proof The proof of this lemma is similar to that of Lemma 4.6. ✷
Remark 6.7 From this lemma and Theorem 6.3, we see that all possible rates for the Lp-convergence
has the form (6.11). Given a rate of the form (6.11) the best choice of Γ˜ in (6.2) for the Lp-
convergence is (6.12).
Remark 6.8 We compare Theorem 6.3 to the strong convergence results in [5, 10]. We consider
the d-dimensional Stratonovich SDE:
yt = y0 +
∫ t
0
V (ys)dWs,
where W = (W 1, . . . ,Wm), W j is a standard Brownian motion for j = 2, . . . ,m, W 1t ≡ t and W j,
j = 2, . . . ,m are mutually independent, and the integral on the right-hand side is a Stratonovich
integral. The numerical scheme studied in [10] coincides with the incomplete Taylor scheme (6.2)
constructed here. Indeed, by taking Hj = 1/2, j = 2, . . . ,m and H1 = 1 in (6.11) we see that the
possible rates of convergence are {1, 2, 3, . . . }, and for ρ = 1, 2, . . . , the set Γ̂(ρ) becomes
Γ̂(ρ) = {α ∈ Γ : r′(α) + 2r1(α) < 2ρ+ 1},
or
Γ̂(ρ) = {α ∈ Γ : |α|+ r1(α) ≤ 2ρ}, (6.13)
where r1(α) = #{i : αi = 1}, r′(α) = #{i : αi 6= 1} and |α| is the length of α. By taking
E˜(N)s,t (y) =
∑
γ∈Γ̂(ρ)
VγI(y)W γs,t ,
with Γ̂(ρ) defined in (6.13), we obtain the numerical scheme considered in [10]:
ynt = y
n
tk
+ E˜(N)tk ,t (yntk), yn0 = y0,
for t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1. The following strong convergence result is obtained in [10]:
E(|yt − ynt |2)1/2 ≤ Cn−ρ.
In particular, the convergence rate n−ρ of the incomplete Taylor scheme in the Brownian case coin-
cides with the convergence rate in the fBm case. So we can consider Theorem 6.3 as a generalization
of [10] to the fBm case.
Example 6.9 We consider the scalar SDE
yt = y0 +
∫ t
0
V (ys)dBs, y0 ∈ R, (6.14)
where B is a one-dimensional fBm with Hurst parameter H > 1/2. Take N ∈ N. The order-N
Taylor expansion in this case is
E(N)s,t (y) =
1
r!
N∑
r=1
VrI(y)(Bt −Bs)r,
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where V1 = V, and Vr+1 = VrV, r=1,. . . , N. So the global numerical scheme associated with this
Taylor expansion is
ynt = y
n
tk
+
1
r!
N∑
r=1
VrI(yntk)(Bt −Btk)r, t ∈ [tk, tk+1]. (6.15)
This is the numerical scheme studied in [4]. By taking m = d = 1, we recover from Theorem 6.3
the strong convergence result of (6.15) obtained in [4]: the numerical scheme yn defined in (6.15)
converges to the solution y of (6.14) with rate n1−(N+1)H when N is odd and with rate n−NH when
N is even.
6.2 Modified Taylor scheme
In this subsection, we briefly explain how to improve the convergence rate of the numerical scheme
studied in Section 6.1 by a slight modification of the scheme. The proof of the main result in this
subsection is similar to the previous subsection, and the proof is omitted.
By comparing Proposition 5.10 with Proposition 5.13, we see that the centered multiple integral
J˜r(A) = Jr(A)− E [Jr(A)] ,
usually will have a smaller L2-norm, where A is a subset of [0, T ]r such that the multiple integral
Jr(A) is well defined. This leads us to consider the following modification of the Taylor expansion.
Take nonnegative integers r1, . . . , rm and denote r
′ =
∑m
j=2 rj . Let ρ be of the form
ρ =

∑m
j=1 rjHj − 1 if r′ is even∑m
j=1 rjHj − maxj>1: rj>0Hj if r
′ is odd
, (6.16)
and define
Γ̂(ρ) = {α ∈ Γ : Hα − 1 < ρ, r′(α) is even}⋃
{α ∈ Γ : Hα − max
j:αj 6=1
Hαj < ρ, r
′(α) is odd},
where recall that Hα = Hα1 + · · · +Hαr and r′(α) = #{i : αi 6= 1}.
We denote ρ′ = min{δ : δ is of the form (6.16) and δ > ρ}, and define Γ̂(ρ)′ := Γ̂(ρ′) \ Γ̂(ρ).
Recall that we define the function Dγ(t) := E
[
Bγ0,t
]
; see Remark 5.16 for an explicit expression.
Definition 6.10 Let ρ be of the form (6.16). We call
Ês,t(y) =
∑
γ∈Γ̂(ρ)
VγI(y)Bγs,t +
∑
γ∈Γ̂(ρ)′
VγI(y)Dγ(t− s)
the modified Taylor expansion.
Remark 6.11 In Proposition 3.5 we have shown that the identity (3.20) holds for the incomplete
Taylor expansion E˜(N)s,t . In fact, (3.20) also holds true when E˜(N)s,t is replaced by the Taylor expansion
Ês,t. In fact, the only properties of the incomplete Taylor expansion E˜(N)s,t we used in the proof of the
proposition are:
1. The multiple integrals appearing in the proof are well defined;
2. the chain rule used in (3.24) holds true.
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We consider the following modified Taylor scheme:
ynt = y
n
tk
+ Êtk ,t(yntk), t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1. (6.17)
As in Remark 6.11, it is easy to show that if Re, e = 1, 2, 3, 4 are defined in (3.16), (3.21), (3.22)
and (3.23) with E˜(N)s,t replaced by Ês,t and yn is the modified Taylor scheme (6.17), then identity
(3.31) still holds true.
Based on estimate (5.24) and identity (3.31), we can prove the following stronger convergence
result. Recall that for α ∈ Γ, we denote rj(α) = #{i : αi = j}, j = 1, . . . ,m.
Theorem 6.12 Assume that V ∈ CN+2b . Let y be the solution of equation (6.1) and yn be the
numerical scheme (6.17). Take M > 0. If rj(α), j = 2, . . . ,m is even for each α ∈ Γ̂(ρ)′, then
sup
t∈[0,T ]
(
E|1{‖B‖β<M}(yt − ynt )|p
)1/p ≤ CMn−ρσn,
where σn is defined in (5.26) and CM is a constant depending on M . In particular, the scaled error
σ−1n n
ρ(yt − ynt ) is bounded in probability for each t ∈ [0, T ].
Remark 6.13 As in Remark 6.4, we can show that the convergence rate obtained in Theorem 6.12
is optimal.
Following are two applications of the modified Taylor scheme. For simplicity, we assume from now
on that B = (B1, . . . , Bm) is a m-dimensional standard fBm with Hurst parameter H > 1/2.
Example 6.14 Take ρ = 2H − 1. Then Γ̂(ρ) = {1, . . . ,m} and N = 1. Take γ ∈ Γ such that
|γ| = N + 1 = 2, and denote γ = (j, j′). We calculate Dγ(t),
Dγ(t) = E[B
γ
0,t] = E
[∫ t
0
∫ u
0
dBju′dB
j′
u
]
=
1
2
t2Hδjj′,
where δjj′ is the Kronecker function such that δjj′ = 1 when j = j
′ and δjj′ = 0 other wise. Then
the modified order-2 Taylor expansion is
Ê(y) = V (y)Bs,t + 1
2
m∑
j=1
d∑
i=1
V ij ∂iVj(y)(t− s)2H .
The modified Taylor scheme associated with this scheme is
yntk+1 = y
n
tk
+ V (yntk)Btk ,tk+1 +
1
2
m∑
j=1
(∂VjVj)(y
n
tk
)(T/n)2H ,
for k = 0, . . . , n− 1. This is the modified Euler scheme introduced in [7]. By taking ρ = 2H − 1 we
recover from Theorem 6.12 the convergence result (1.11).
Example 6.15 Let N be an odd integer. We consider the model in Example 6.9. The modified
Taylor expansion for this model becomes
Ês,t(y) =
N∑
r=1
1
r!
VrI(y)(Bt −Bs)r + 1
(N + 1)!!
VN+1I(y)(t− s)(N+1)H .
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The modified Taylor scheme associated with this scheme is
yntk+1 = y
n
tk
+
N∑
r=1
1
r!
VrI(yntk)(Btk+1 −Btk)r
+
1
(N + 1)!!
VN+1I(yntk)(T/n)(N+1)H .
According to Theorem 6.12, the convergence rate of this scheme is n1/2−H(N+1) for 1/2 < H < 3/4;
n1/2−3(N+1)/4
√
log n for H = 3/4 and n−1−H(N−1) for H > 3/4, which improves the numerical
scheme (6.15).
7 Numerical approximation in the rough paths case
In this section, we consider the numerical approximation for the d-dimensional rough differential
equation:
dyt = V (yt)dxt (7.1)
on [0, T ], where the control function x ∈ C([0, T ],Rm) is not differentiable, but is enriched with a
proper algebraic structure. The theory of rough paths analysis has been developed from the seminal
paper by Lyons [12]. Our settings in this section will follow closely [3].
As in (3.2), we can define the Taylor scheme for the solution of (7.1) based on the Taylor
expansion:
E(N)s,t (y) =
∑
γ∈Γ,|γ|≤N
VγI(y)xγs,t , y ∈ Rd,
where xγs,t is a multiple rough integral that we will define later. Our aim in this section is to show
that the expression for y − yn derived in (3.31), still holds true in the rough paths case. Notice
that the results in Section 3.1 are only based on the algebraic properties of the differential equation
(3.1), so to show (3.31), it suffices to derive a rough paths version of Proposition 2.10.
In the first subsection, we briefly review some concepts and results from the rough paths theory.
In the second subsection, we generalize Proposition 2.10 to the rough paths case.
7.1 Elements of the rough paths theory
Denote by Cp-var([s, t]) the collection of continuous functions on [s, t] with bounded p-variation. We
first define the step-N signature.
Definition 7.1 The step-N signature of γ ∈ C1-var([s, t];Rm) is given by
SN (γ)s,t ≡
(
1,
∫
s<u<t
dγu , . . . ,
∫
s<u1<···<uN<t
dγu1 ⊗ · · · ⊗ dγuN
)
∈ ⊕Nk=0(Rm)⊗k.
We denote by GN (Rm) the so-called free nilpotent group of step N over Rm, that is,
GN (Rm) :=
{
SN (γ)0,1 : γ ∈ C1-var([0, 1]; Rm)
}
.
It is well-known that GN (Rm) is a Lie group with respect to the tensor multiplication ⊗, and for
every g ∈ GN (Rm), the “Carnot-Carathe´odory norm”
‖g‖ := inf
{∫ 1
0
|dγ| : γ ∈ C1-var([0, 1]; Rm) and SN(γ)0,1 = g
}
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is finite and achieved at some minimizing path γ∗, i.e.
‖g‖ =
∫ 1
0
|dγ∗| and SN (γ∗)0,1 = g .
The norm ‖ · ‖ leads to a metric d(g, h) := ‖g−1 ⊗ h‖ on GN (Rm), called the Carnot-Carathe´odory
metric.
Consider a GN (Rm)-valued path x on the time interval [0, T ]. For any p ≥ 1, we denote by
‖x‖p-var;[s,t] = sup
(ti)⊂[s,t]
(∑
i
d(xti ,xti+1)
p
)1/p
the p-variation norm of x, and when s = 0, t = T , we simply write ‖x‖p-var = ‖x‖p-var;[0,T ]. The
following proposition shows that an abstract path x : [0, T ]→ GN (Rm) of bounded p-variation can
be approximated by a sequence of step-N signatures; see [3]. We denote by d∞ the infinity distance,
that is,
d∞(x,x
′) := sup
t∈[0,T ]
d(xt,x
′
t),
and Cp-var([0, T ];GN (Rm)) stands for{
x ∈ C([0, T ];GN (Rm)) : ‖x‖p-var <∞
}
.
Proposition 7.2 Let x ∈ Cp-var([0, T ];GN (Rm)), p ≥ 1, with x0 = (1, 0, . . . , 0). Then there exists
(xn)n ⊂ C1([0, T ];Rm), such that
d∞(x, SN (x
n))→ 0 as n→∞, and sup
n
‖SN (xn)‖p-var <∞.
Consider the rough differential equation (RDE)
dyt = V (yt)dxt, y0 ∈ Rd, (7.2)
where x : [0, T ]→ G⌊p⌋(Rm) is a weak geometric p-rough path, i.e. an element in Cp-var([0, T ];G⌊p⌋(Rm)).
Definition 7.3 We take x ∈ Cp-var([0, T ];G⌊p⌋(Rm)). We say that y ∈ C([0, T ];G⌊p⌋(Rd)) is a
solution to equation (7.2) if for any sequence (xn)n in C
1-var([0, T ];Rm) such that
d∞(x, S⌊p⌋(x
n))→ 0 as n→∞, and sup
n
‖S⌊p⌋(xn)‖p-var <∞, (7.3)
with yn the solution of the equation dyn = V (yn)dxn, there exists a subsequence of (xn, yn) (which
we still denote by (xn, yn)) such that yn converges uniformly to y when n→∞.
Theorem 7.4 Assume that V = (Vj)1≤j≤m is a collection of C
⌊p⌋+1
b -vector fields on R
d. Then,
there exists a unique RDE solution to the equation (7.2). The conclusion still holds when V =
(Vj)1≤j≤m is a collection of linear vector fields.
To define the rough path integral
∫ ·
0 V (xt)dxt, we consider the following RDE
dzt = dxt,
dyt = V (zt)dxt,
(z0, y0) = (0, 0).
It follows from Theorem 7.4 that if V ∈ C⌊p⌋+1b (Rd), then the above equation has a unique solution
(z, y). We call y the rough integral, denoted as
∫ ·
0 V (xt)dxt.
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7.2 Multiple rough integrals
In this subsection, we consider some multiple rough integrals. We denote by SN (x), N ≥ ⌊p⌋,
the so-called Lyons lift of x, which satisfies πi(SN (x)) = πi(x) for i = 1, . . . , ⌊p⌋ and SN (x) ∈
Cp-var([0, T ];GN (Rm)). We refer to Section 9.1.2 in [3] for the proof of the existence and uniqueness
for the Lyons lift of a weak geometric p-rough path. Following is a basic fact on weak geometric
rough paths. It shows that if x is a weak geometric p-rough path, p ≥ 1, then the multiple integral∫ t
s
· · ·
∫ u2
s
dxu1 ⊗ · · · ⊗ dxui , s, t ∈ [0, T ],
coincides with the ith tensor level of the order-N Lyons’s lift of x, where N ≥ i.
Lemma 7.5 Let x be a weak geometric p-rough path and N ∈ N. Then for each i = 1, . . . , N , we
have
πi(SN (x)s,t) =
∫ t
s
∫ ti
s
· · ·
∫ t2
s
dxt1 ⊗ · · · ⊗ dxti−1 ⊗ dxti .
Proof Without loss of generality, we assume s = 0. We consider the following linear system of
equations
dz1t = dxt
dz2t = z
1
t ⊗ dxt
· · ·
dzNt = z
N−1
t ⊗ dxt,
with the initial value (z10, . . . , z
N
0 ) = 0. For convenience, we denote the equation system by
dzt = V (zt)dxt, z0 = 0, (7.4)
where V = (V1, . . . , Vm) and Vj(z) = A
jz + bj. It is easy to see that Aj and bj are (
∑N
i=1m
i) ×
(
∑N
i=1m
i) and (
∑N
i=1m
i)× 1 matrices, respectively, whose entries take values 0 and 1. According
to Theorem 7.4, the above equation system has a unique solution. In fact, it can be verified directly
that
zit =
∫ t
0
∫ ti
0
· · ·
∫ t2
0
dxt1 ⊗ · · · ⊗ dxti−1 ⊗ dxti , i = 1, . . . , N.
According to the definition of solution of RDE, for any sequence (xn)n in C
1-var([0, T ];Rm)
satisfying (7.3), there exists a subsequence of (xn)n (which we still denote by (x
n)n) such that
SN (x
n) converges to the solution (1, z1, . . . , zN ) of (7.4) uniformly. On the other hand, according to
Proposition 7.2, we can choose the sequence (xn)n such that SN (x
n) converges to SN (x) uniformly.
Therefore, we must have SN (x) = (1, z
1, . . . , zN ). This completes the proof. ✷
Following is our main result in this subsection, which can be shown by approximation and with
the help of Proposition 2.10 and Lemma 7.5. For α ∈ Γ such that |α| = r, we denote
xαs,t := πr(Sr(x))
α
s,t =
∫ t
s
∫ ti
s
· · ·
∫ t2
s
dxα1t1 · · · dx
αr−1
ti−1
dxαrti ,
where the second equality holds because of Lemma 7.5.
Proposition 7.6 We take x ∈ Cp-var([0, T ];G⌊p⌋(Rm)). Let γ1, . . . , γp be multi-indices in Γ. We
denote r = |γ1|+ · · ·+ |γp| and ~τ = (τ1, . . . , τp) such that τi = |γ1|+ · · ·+ |γi|, i = 1, . . . , p. Denote
γ = (γ1, . . . , γp) ∈ Γ. Then∫ t
s
∫ tp
s
· · ·
∫ t2
s
dxγ
1
s,t1 · · · dxγ
p−1
s,tp−1dx
γp
s,tp =
∑
ρ∈Ξr(~τ )
xγ◦ρ
−1
s,t .
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8 Appendix
8.1 Estimates of some multiple integrals
In this subsection we provide some estimates on multiple Riemann-Stieltjes integrals needed in this
paper. We also refer to [6] for more studies.
We take r ∈ N and βj ∈ (12 , 1], j = 1, . . . , r, and s, s′ ∈ [0, T ]. Let gj be a Ho¨lder continuous
function of order βj on [s, s
′] for j = 1, . . . ,m. In this subsection, we consider the following multiple
integral,
gαs,t :=
∫ t
s
∫ s1
s
· · ·
∫ sr−1
s
dg1sr · · · dgr−1s2 dgrs1 , (8.1)
where α = (1, . . . , r).
Recall that for f ∈ Cβ′ and h ∈ Cβ such that β + β′ > 1, we have the following estimate (see,
for instance, [7]): ∣∣∣∣∫ t
s
fdh
∣∣∣∣ ≤ K [‖f‖s,t,∞ + ‖f‖s,t,β′(t− s)β′] ‖h‖β(t− s)β. (8.2)
The following lemma provides an estimate for (8.1), which is obtained applying repeatedly (8.2).
Lemma 8.1 There exists a constant K > 0 such that for t, t′ ∈ [s, s′], we have
∣∣gαs,t′ − gαs,t∣∣ ≤ K
 r∏
j=1
‖gj‖s,s′,βj
 (s− s′)∑r−1j=1 βj (t′ − t)βr . (8.3)
Proof: We prove the lemma by induction. The inequality is clear when r = 1. Suppose the lemma
is true for 1, . . . , r − 1. In the case βr = 1, we have
∣∣gαs,t′ − gαs,t∣∣ =
∣∣∣∣∣
∫ t′
t
gα−s,udg
r
u
∣∣∣∣∣ ≤ ‖gr‖s,s′,βr sup[s,s′] ∣∣gα−s,· ∣∣ (t′ − t). (8.4)
By induction assumption we have
∣∣gα−s,t ∣∣ ≤ K
r−1∏
j=1
‖gj‖s,s′,βj
 (s′ − s)∑r−1j=1 βj , s1 ∈ [s, s′] .
Substituting the above inequality into (8.4) we obtain the estimate (8.3).
In the case βr ∈ (12 , 1), it follows from inequality (8.2) that
∣∣gαs,t′ − gαs,t∣∣ =
∣∣∣∣∣
∫ t′
t
gα−s,udg
r
u
∣∣∣∣∣
≤ K
(
sup
[s,s′]
|gα−s,· |+ ‖gα−s,· ‖s,s′,βr−1(s′ − s)βr−1
)
‖gr‖s,s′,βr(t′ − t)βr . (8.5)
By induction assumption we have
∥∥gα−s,· ∥∥s,s′,∞ ≤ K
r−1∏
j=1
‖gj‖s,s′,βj
 (s′ − s)∑r−1j=1 βj ,
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and
∥∥gα−s,· ∥∥s,s′,βr−1 ≤ K
r−1∏
j=1
‖gj‖s,s′,βj
 (s′ − s)∑r−2j=1 βj .
Substituting the above two inequalities into (8.5) we have
∣∣gαs,t′ − gαs,t∣∣ ≤ K
r−1∏
j=1
‖gj‖s,s′,βj
 (s′ − s)∑r−1j=1 βj‖gr‖s,s′,βr(t′ − t)βr .
The proof is now complete. ✷
Let ft = (f
1
t , . . . , f
r
t ), t ∈ [0, T ], be a function in Cβ(Rr), where β ∈ (1/2, 1]. We denote
gjs,t(f
j) =
∫ t
s
f jdgj ,
and
gαs,t(f
α) =
∫ t
s
· · ·
∫ s2
s
f1s1dg
1
s1 · · · f rsrdgrsr .
Lemma 8.2 There exists a constant K > 0 such that for t, t′ ∈ [s, s′], we have
∣∣gαs,t′(fα)− gαs,t(fα)∣∣ ≤ K(s− s′)∑r−1j=1 βj (t′ − t)βr
 r∏
j=1
‖gj‖s,s′,βj(‖f j‖s,s′,∞ + ‖f j‖s,s′,β)
 .
Proof Applying Lemma 8.1 yields
∣∣gαs,t′(fα)− gαs,t(fα)∣∣ ≤ K
 r∏
j=1
‖gjs,·(f j)‖s,s′,βj
 (s− s′)∑r−1j=1 βj(t′ − t)βr . (8.6)
In the case βj ∈ (12 , 1), it follows from inequality (8.2) that∥∥gjs,·(f j)∥∥s,s′,βj ≤ C(‖f j‖s,s′,∞ + ‖f j‖s,s′,βj)‖gj‖s,s′,βj . (8.7)
In the case βj = 1, we have ∥∥gjs,·(f j)∥∥s,s′,βj ≤ ‖f j‖s,s′,∞‖gj‖s,s′,βj . (8.8)
The lemma then follows by substituting (8.7) and (8.8) into (8.6). ✷
8.2 Estimates of numerical solutions
In this subsection, we derive upper bound estimates for the numerical solutions. We follow the
approaches of [7]. We first state an auxiliary result that provides estimates on integrals whose
integrands are step functions. We define the seminorm,
‖x‖a,b,β,n = sup
{ |xu − xv|
|v − u|β ; u, v ∈ D
}
.
Recall that D = {kT/n : k = 0, 1, . . . , n} is a partition of [0, T ]. When a = 0 and b = T , we simply
write ‖x‖β,n = ‖x‖a,b,β,n. We will denote η(t) = tk for t ∈ [tk, tk+1).
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Lemma 8.3 Let y = {yt, t ∈ [0, T ]} be a function with values in Rm such that ‖y‖β,n <∞, n ≥ 1.
Take V ∈ C1b (Rm), and x ∈ Cβ
′
([0, T ]) such that β + β′ > 1. Then for s, t ∈ D such that s < t we
have ∣∣∣∣∫ t
s
V (yη(r))dxr
∣∣∣∣ ≤ K [1 + ‖y‖s,t,β,n(t− s)β] ‖x‖β′(t− s)β′ ,
where the K is a constant depending on β, β′, ‖V ‖∞ and ‖∂V ‖∞.
Proof See [7]. ✷
Assume that g = (g1, . . . , gm) and gi ∈ Cβ([0, T ]), i = 1, . . . ,m for β > 12 . We fix n ∈ N and the
partition of [0, T ] given by ti = i
T
n , i = 0, 1, . . . , n. Consider the following differential equation,
yt = y0 +
N∑
l=1
∑
α∈Γl
∫ t
0
ϕα(yη(s))dg
α
η(s),s, t ∈ [0, T ], (8.9)
where N ∈ N is some constant, and ϕα, α ∈ ∪Nl=1Γl are functions with values in Rd×m. Recall that
Γl is the collection of multi-indices of length l with elements in {1, . . . ,m}. We shall derive some
estimates for the Ho¨lder seminorm and supremum norm of the solution of this equation.
The constants appearing in the following results depend on β, T , ‖ϕα‖∞ and ‖∂ϕα‖∞ for α ∈ Γ
of length less or equal to N .
Lemma 8.4 Let y be the solution of equation (8.9). Assume that ϕα ∈ C1b for α ∈ ∪Nl=1Γl. Then
there exists a positive constant C such that
‖y‖β ≤ C‖g‖β ∨ ‖g‖1/β+N−1β , (8.10)
and
‖y‖∞ ≤ |y0|+C‖g‖β ∨ ‖g‖1/β+N−1β . (8.11)
Furthermore, there exists K0 > 0 such that for s, t ∈ [0, T ] and ‖g‖β |t− s|β ≤ K0, we have
‖y‖s,t,β ≤ K‖g‖β ∨ ‖g‖Nβ . (8.12)
Proof Let s, t ∈ [0, T ] be such that s < t. It follows from (8.9) that
|yt − ys| ≤
m∑
j=1
∣∣∣∣∫ t
s
ϕj(yη(u))dg
j
u
∣∣∣∣
+
N∑
l=2
∑
α∈Γl
∣∣∣∣∫ t
s
ϕα(yη(u))dg
α
η(u),u
∣∣∣∣ . (8.13)
We first derive an estimate for ‖y‖β,n. Assume that s, t ∈ D, that is, s = η(s) and t = η(t).
Applying Lemma 8.3 to the first term on the right-hand side of the above inequality yields
m∑
j=1
∣∣∣∣∫ t
s
ϕj(yη(s))dg
j
s
∣∣∣∣ ≤ C(1 + ‖y‖s,t,β,n(t− s)β)‖g‖β(t− s)β. (8.14)
On the other hand, for α ∈ Γl with l = 1, . . . , N , we have∣∣∣∣∫ t
s
ϕα(yη(u))dg
α
η(u),u
∣∣∣∣ ≤ nt/T−1∑
k=ns/T
∣∣∣∣∫ tk+1
tk
ϕα(ytk)dg
α
η(u),u
∣∣∣∣
≤ C
nt/T−1∑
k=ns/T
|gαtk ,tk+1 | ≤ Cn(t− s)(n−β‖g‖β)l = Cn1−βl(t− s)‖g‖lβ , (8.15)
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where the third inequality follows from Lemma 8.1. So, the second term on the right-hand side of
(8.13) is bounded by
N∑
l=2
∑
α∈Γl
∣∣∣∣∫ t
s
ϕα(yη(u))dg
α
η(u),u
∣∣∣∣ ≤ C(t− s) N∑
l=2
‖g‖lβ . (8.16)
Substituting (8.14) and (8.16) into (8.13), we obtain
|yt − ys| ≤ C‖y‖s,t,β,n‖g‖β(t− s)2β + C(t− s)β
N∑
l=1
‖g‖lβ .
Dividing both sides of the above inequality by (t− s)β , and then taking the seminorm ‖ · ‖s,t,β,n on
the left-hand side we obtain
‖y‖s,t,β,n ≤ C‖y‖s,t,β,n‖g‖β(t− s)β +C
N∑
l=1
‖g‖lβ . (8.17)
If we assume that T/n ≤ 12(2C‖g‖β)−1/β , then we can find an integer k0 such that
1
2
(2C‖g‖β)−1/β ≤ k0T/n ≤ (2C‖g‖β)−1/β . (8.18)
Denote ∆ := k0T/n and take u, v such that u − v = ∆, then from the second inequality in (8.18)
we have
C‖g‖β(u− v)β ≤ 1
2
.
Applying this inequality to (8.17) we obtain
‖y‖v,u,β,n ≤ 1
2
‖y‖v,u,β,n + C
N∑
l=1
‖g‖lβ ,
or
‖y‖v,u,β,n ≤ 2C
N∑
l=1
‖g‖lβ . (8.19)
This inequality provides the upper bound for ‖y‖v,u,β,n for u, v ∈ D : v − u = ∆.
For any s, t ∈ D such that t− s > ∆.
|yt − ys|
(t− s)β ≤
|ys+∆ − ys|
(t− s)β +
|ys+2∆ − ys+∆|
(t− s)β + · · ·+
|yt − ys+⌊ t−s
∆
⌋∆|
(t− s)β
≤ (⌊t− s
∆
⌋+ 1) sup
v∈[0,T−∆]
‖y‖v,v+∆,β,n ∆
β
(t− s)β .
Taking the supremum over s, t ∈ D on both sides of the above inequality and taking into account
(8.19), we obtain
‖y‖β,n ≤ C(T
∆
+ 1)1−β(2C
N∑
l=1
‖g‖lβ) .
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From the first inequality in (8.18) we have
(
T
∆
+ 1)1−β ≤ C(‖g‖1/β−1β + 1).
Therefore,
‖y‖β,n ≤ C(‖g‖1/β−1β + 1)(
N∑
l=1
‖g‖lβ)
≤ C‖g‖β ∨ ‖g‖1/β+N−1β . (8.20)
If we assume that T/n ≥ 12(2C‖g‖β)−1/β or n ≤ 2T (2C‖g‖β)1/β . Applying (8.15) to (8.13) we
obtain
|yt − ys| ≤
∑N
l=1Cn
1−βl(t− s)‖g‖lβ .
Dividing both sides of the above inequality by (t − s)β, and then taking the supremum over all
s, t ∈ D, we obtain
‖y‖β,n ≤
∑N
l=1Cn
1−βl‖g‖lβ .
Since n ≤ 2T (2C‖g‖β)1/β , we have
‖y‖β,n ≤ C‖g‖1/ββ +
∑N
l=2C‖g‖lβ . (8.21)
Combining (8.20) and (8.21) we obtain the estimate
‖y‖β,n ≤ C‖g‖β ∨ ‖g‖1/β+N−1β . (8.22)
It follows from inequality (8.13) that for s, t ∈ [tk, tk+1], k = 0, 1, . . . , n− 1,
‖y‖s,t,β ≤
N∑
l=1
‖g‖β . (8.23)
For any s, t ∈ [0, T ], we have
|yt − ys|
|t− s|β ≤
|yη(s)+T
n
− ys|
|η(s) + Tn − s|β
+
|yη(t) − yη(s)−T
n
|
|η(t)− η(s) + Tn |β
+
|yt − yη(t)|
|t− η(t)|β .
We apply (8.23) to the first and third term on the right-hand side of the above inequality and apply
(8.22) to the second term to obtain
|yt − ys|
|t− s|β ≤ C‖g‖β ∨ ‖g‖
1/β+N−1
β .
The estimate (8.10) then follows by taking the supremum over s, t ∈ [0, T ] on the above left-hand
side.
The estimate of ‖y‖∞ follows immediately from (8.10). Indeed, by the definition of ‖ · ‖β we
have
|yt| ≤ |y0|+ T β(C‖g‖β ∨ ‖g‖1/β+N−1β ).
Taking the supremum of |yt| over t ∈ [0, T ] we obtain (8.11).
Finally, it is easy to derive inequality (8.12) from (8.17). ✷
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