According to the Smoluchowski-Kramers approximation, the solution of the equation µq
Introduction
The well-known Smoluchowski-Kramers approximation ( [9] , [8] 
Equation (1) describes the motion of a particle of mass µ in a force field b(q)+ Σ(q)Ẇ t with a friction proportional to velocity. The Smoluchowski-Kramers approximation justifies the use of equation (2) to describe the motion of a small particle.
It is easy to see now that (1) can be equivalently written as:
Let us define R + = {q 1 ∈ R : q 1 ≥ 0} and let the configuration space be D = R + × R r−1 . In this paper we examine the behavior of the process with elastic reflection on the boundary ∂D × R r = (∂R + × R r−1 ) × R r of the phase space D×R r that is governed by (4), i.e. of the Langevin process with reflection, as µ → 0 when Σ is the unit matrix. We will show that the first component (the q component) of the Langevin process with reflection at q 1 = 0, that is governed by equation (4) , converges in distribution to the diffusion process with reflection on ∂D that is governed by (2) . The method is based on properties of the Skorohod reflection problem and in techniques developed in [2] and in [3] . In section 2 we define the Langevin process with reflection for general diffusion matrx Σ with inputs that have bounded first derivatives, in section 3 we describe the Skorohod reflection problem and in section 4 we consider the limit µ → 0 when the diffusion matrix is the unit matrix. We note here that the limit when µ → 0 for a general diffusion matrix as above can be examined similarly.
Langevin process with reflection and preliminary results
We begin with the construction of the Langevin process (q 
We define (q 
) as solution of (5) with initial conditions Figure 1 for an illustration).
This construction defines the process (q 
where sgn(x) takes two values, 1 if x ≥ 0 and -1 if x < 0.
Lemma 2.2. Equation (6) has a weak solution which is unique in the sense of probability law.
Proof. The existence follows from the Girsanov's Theorem on the absolute continuous change of measures in the space of trajectories (b and Σ are assumed bounded) and the fact that (6) with b = 0 has a weak solution. The uniqueness follows from Proposition 5.3.10 of [7] .
Using the processes (q 
Proof. We easily see that it is actually enough to consider only (q is a Gaussian process. One can write down its density explicitly (see equation (6)), which we denote by ρ(·), and obtain the bound
where A(T, q) is a constant that depends on T and q. The general case can be reduced to the case with b = 0 and Σ constant by an absolutely continuous change of measures in the space of trajectories and by a random time change. We will establish now a lower bound for the quantity E Again by Girsanov's theorem on the absolute continuity of measures in the space of trajectories it is enough to consider the solution of the following S.D.E:
where
By the law of iterated logarithm we get that for all k ∈ [0, 1] there exists a t o (k) small enough, such that 
Define τ q = inf{t > 0 : |q 2 , where c q , c p are some constants independent of δ. So the trajectory exits the rectangle faster in the direction of p than in the direction of q and the exit time is of order δ 2 . Therefore, by this and by (8), we have that
which cannot hold for constants A and B and small enough δ. So we have a contradiction and hence it is true that P (∃t ≤ T s.t. ). Therefore we have that:
Hence Lemma 2.3 implies that 
Part (ii) is an easy consequence of part (i). It is easy to see that {τ

The Skorohod reflection problem
The convergence of the Langevin process with reflection that will be presented in section 4 relies on results about solutions of the Skorohod reflection problem, proven in [3] and [10] .
Let us first recall that D = R + × R r−1 , ∂D = ∂R + × R r−1 and let N (q) be the set of inward normals at q ∈ ∂D. 
where |φ| denotes the total variation of φ and is called the local time of the solution.
The following theorem characterizes the continuity properties of solutions of the Skorohod reflection problem.
Theorem 3.2. Let W be a compact subset of D(R + , R r ) in the Skorohod topology such that w(0) ∈ D for every w ∈ W . Moreover let Q be the set of φ) is the solution to the Skorohod problem for (D, N, w) for some w ∈ W and q is continuous. The set D is convex and so Q is a relatively compact subset of D(R + , R 3r+1 ) in the Skorohod topology and for every accumulation point of (q, φ, |φ|, w) in Q we have that (q, φ) is a solution to the Skorohod problem for (D, N, w) .
Proof. This is a special case of theorem 3.2 in [2] .
Convergence of the Langevin process with reflection
In this section we consider the limit of l.p.r.(q µ t ) as µ → 0 when the diffusion matrix is the unit matrix. Below we will assume that t ≤ T , where T ia s positive real number.
Consider the stochastic process (q µ t ; p µ t ) in D × R r , which satisfies the following system of S.D.E.'s: We will follow the method introduced in [2] . The main idea is to represent q µ as the first component of a solution to the Skorohod problem for (D, N, H µ + X µ ), where H µ + X µ is a semimartingale. The family {H µ + X µ } turns out to be tight and this enables us to use Theorem 3.2 to conclude that the family {q µ } is tight as well. We can suppose that there is a unique underlying complete probability space (Ω, F, P ). Let F denote the the σ−algebra of F of sets with P − measure 0 or 1 and define the filtration 
is an almost surely solution to the Skorohod reflection problem for (D, N, H µ + X µ ), where
Consider now a constant c > 0 and functions x, g ∈ D([0, T ], R) with g(0) = 0 such that:
Then one can easily see that
By taking expected value to (15) and applying (17) with c = 2 µ , g t = 1 µ 2 rt and x t = |p µ t | 2 , we get
This implies the statement of the Lemma for b = 0. The general case can be reduced to the case with b = 0 by an absolutely continuous change of measures in the space of trajectories.
The following two theorems are restatements of theorems 3.8.6 and 3.10.2 respectively of [4] . Assuming that for every ǫ > 0 and rational t ≥ 0 there exist a compact set Γ(ǫ, t) ⊂ D such that lim inf n P (Y n (t) ∈ Γ(ǫ, t)) ≥ 1 − ǫ, then the following are equivalent (i). {Y n } is relatively compact.
(ii). For each T > 0, there exists β > 0 and a family of nonnegative random variables {γ n (δ), 0 < δ < 1} satisfying
for t ∈ [0, T ] and u ∈ [0, δ] and in addition lim δ→0 lim sup n E(γ n (δ)) = 0. 
The following lemma shows that the family {H µ + X µ } is tight in the Skorohod topology. 
where c, c 1 are positive constants independent of µ. Chebychev's inequality and (19) imply that lim inf
Therefore by this and (20) Proof. It follows from Lemma 4.5 and Theorem 3.2.
Now that tightness has been established we will proceed with the identification of the stochastic differential equation with reflection that describes the behavior of q µ as µ → 0. Consider the following S.D.E. with reflection:
where Φ t = t 0 ν(q s )d|Φ| s , ν(s) ∈ N (q s ) and d|Φ|({t : q t ∈ D}) = 0. It is known that (21) has a unique weak solution (q, Φ) ( [1] ).
Theorem 4.7. The family {(q µ , Φ µ )} converges in distribution to the unique solution (q, Φ) of (21).
Proof. By Theorem 4.6. we have that the five-tuple {(q µ , Φ µ , H µ , X µ , W )} is relatively compact in D(R + , R 5r ). Hence it (or a subsequence) converges in distribution to a stochastic process {(q, Φ, H, X, W )}. By the Skorohod representation theorem, one can find a probability space ( Ω, F, P ) and realizations {( q µ , Φ µ , H µ , W µ )} and {( q, Φ, H, X, W )} of {(q µ , Φ µ , H µ , X µ , W )} and
