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We consider the holomorphic reducibility of the perturbed strongly stable 
linear Hamiltonian system 
where w(t, 6) is a real symmetric matrix holomorphic in E at E = 0 with 
period w in t, and 
the I, denoting the n x n unit matrix. This problem has been considered 
by Diliberto [2]. The problem for the canonical system; a complex system (1) 
with H(t, e) Hermitian and 
has been considered in Coppel and Howe [I] by methods analogous to 
Diliberto [2] and in Howe [4] by use of projection matrices, Kato [6]. The 
method presented here makes use of projection matrices, differs from that of 
Diliberto [2] and appears to be much simpler and more general. However, 
we note that the application of the projection matrices method to the problem 
for Hamiltonian systems is a good deal more difficult than for canonical 
systems. 
A Hamiltonian system, 
J e = H(t) x, 
dt 
is said to be stable if each solution is bounded for -cc < t < co and is 
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strongly stable if all neighboring Hamiltonian systems are stable; i.e., if 
there exists an 8 > 0 such that the system 
J $ = K(t) x 
is stable for any continuous Hermitian matrix K(t) of period w satisfying 
We assume that the unperturbed system 
(2) 
is strongly stable. 
A real matrix S, such that 
S’JS = J, 
where the dash denotes transposition, is said to be symplectic. Any symplectic 
matrix is invertible. It is easily verified that the fundamental matrix X(t) for 
(2) with X(0) = I is symplectic. The matrix X(U) is called the monodromy 
matrix of the system (2). An eigenvalue p, of X(w), is termed a multiplier 
of positive type if ;-l(Jf, j) > O2 f or all eigenvectors f belonging to p and p 
is a multiplier of negative type if i-“(Jf, f) < 0. Gel’fand and Lidskii [3] 
and Krein [7j have shown that the Hamiltonian system (2) is stable if and 
only if the multipliers have unit modulus and simple elementary divisors. 
System (2) is strongly stable if, in addition, there are no repeated multipliers 
of mixed type. 
Since X(U) is real, if p is a multiplier with eigenvector f  then j is also a 
multiplier with eigenvector 3 and with opposing type to p. Therefore the 
multipliers are symmetric with respect to the real axis with opposing type 
and there are k multipliers of positive type and K of negative type. 
Jakubovic [S] has proved 
THEOREM 1. The fundamental matrix X(t, C) of system (1) can be repre- 
sented in the form 
X(t, c) = A(& c) etJ-lH@) 
1 For any 2n x 2n matrix S we set 
where 11 x /I is the norm of a vector x in our vector space. 
* Here (x, y) denotes the scalar product y*x. 
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where 
(i) A(& e) and H( ) E are real and holomorphic in E at E = 0. 
(ii) A(t, E) is continuously differentiable and has period w in t, 
(iii) A(t, 6) is symplectic and H(C) is symmetric, 
(iv) distinct eigenvalues of w J-lH(O) do not d@r by multiples of 2rri. 
The change of variables x = A(t, 6) y transforms (1) into the autonomous 
system 
J$= H(c)y. (3) 
Moreover the unperturbed system 
(4) 
is strongly stable if and only if (2) is strongly stable since the monodromy 
matrices for both Hamiltonian systems (1) and (3) equal eUJ-lH(F). Therefore 
the problem is reduced to that of considering the autonomous system (3). 
We will say that an invertible matrix S is stable if there exists a positive 
constant 01 such that 
II S” II e a (m = 0, fl, &2 ,... ). 
LEMMA 1. Let H(0) be a real symmetric matrix such that J-lH(O) has a 
pl-fold pure imaginary eigenvalue i0 of definite type then there exists a symplectic 
matrix G such that 
G-lJ-lH(O) G = J-’ 
~~~ve~jJ 
where v  = -I if i0 is of positive type and v = 1 if i6 of negative 
type, IS, is the p, x p, unit matrix and the Hjfi , j = I, 2, k = 1,2 are 
(n - p,) X (n - p,) matrices. 
Let us assume the eigenvalues i0 to be of positive type, i.e. the corre- 
sponding eigenspace 9$ is positive. Since the eigenvalue i6’ of the matrix 
J-lH(O) is of definite type, its eigenspace K8 coincides with its rootspace Y& . 
The matrix S E &H(0) restricted to Y&, is stable. For as it9 is of definite 
type, we have 1 i-‘(Jx, x)1 > a: jj x )j2, 01 > 0, x E %$, . Hence writing 
S = &-lH(0) we have 
I/ S”x II2 < const. I/ x /I2 
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for any integer m. Since S is stable on 9& then wi, has basis of eigenvectors 
of S belonging to the eigenvalue e @. In fact suppose that the eigenvectors of 
eis did not span 7@& , then there would exist a vector x1 E ?‘& such that 
x2 = (S - eieI) x1 # 0 and (S - eieI) x2 = 0, 
then for all positive integers m 
Smxl = +0x1 + mei(m-l)ex2 ,
which contradicts the assumption that S is stable on ?9$ . This basis of 
eigenvectors of S belonging to eie will also be eigenvectors of J-lH(O) belong- 
ing to the eigenvalue 8. 
Since the eigenspace V& is positive and our bilinear metric i-‘(Jx,y) is 
nondegenerate, we see by Mal’cev [B, p. 2371 that the subspace, Vi supple- 
mentary to KiB , is J-orthogonal3 to 9’& and we can find a basis jr ,..., f,, for 
Y& and n - p, linearly independent vectors f,,+l ,..., f,, from -Y; such that 
i-‘(Jfj ,fk) = 0, j # k (j, k = 1, 2 ,..., n), 
i-Y Jfi , fj) = 1 (j = 1, 2 ,..., n). 
Then the 2n linearly independent vectors 
fi ,fi ,..vfn , f-l ,f-2 Y..,fL , 
where 
f-j =fj (j = 1, 2 )...) 4 
such that 
(5) 
i-‘(Jfj , fk) = 0, i # k (it k =rt 1, XtL., in), 
i-YJfj , fd = 1, i-'( Jf-j , f-j) = - 1 (j = 1, 2 )...) ?z). 
When the indices are both negative the above formulae are trivially true by 
definition off+ . For the case where the indices are of different signs, J-ortho- 
gonality follows readily by Mal’cev [B, p. 2371. We have assumed the eigen- 
value i0 to be of positive type, then since J-lH(O) is real it also has a simple 
pi-fold eigenvalue -8 of negative type. The first p, vectors, fi , fi ,..., f,, , 
of (5) span the eigenspace for i6’ and the p, vectors f-l , f-2 ,..., f-,, span the 
eigenspace for - i6’ and so we have 
J-lH(O) fi = iOfj , J-W(O) fpj = -iefpj (j = 1, 29-v PI). 
We now consider a system of 2n real vectors given by 
g, = h +-f-j 
3 (2)112’ 
,-.34~ 
3 i (2)112 
(j = 1, 2 ,...) n). 
3 Two vectors x, y such that iP’(Jx, y) = 0 are said to be ]-orthogonal. 
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Forj = 1, 2,..., p, we have the formulae 
J-lH(0) gj = -@-, ) J-lH(O)gq = sgj . (6) 
The matrix G = [g, ,..., g,; g-, ,..., g-J is symplectic, in fact it is not 
difficult to verify that 
(JBi ,g-9) = --I, (J&i Y Ls) = 1 (j = 1, 2 ,...) n), 
(I& 3 A?) = 07 j # --k (j, k = *I, &2 )..., 572). 
Writing 
A = J-‘H(0) 
we have 
G-lAG = J-lG’JAG 
In the above matrix, H1 , Hz, H3 and H4 are p, x (n - p,) matrices, 
while H,, , H,, , H,, and H,, are (n - p,) x (n - p,) matrices. Now 
G-lAG = G-‘J-lH(O) G = J-lG’H(0) G E J-IB 
and so B is symmetric and thus 
H, = Hz = H3 = H4 = 0 and H,, = H;, . 
LEMMA 2. Let H(E) be a real symmetric matrix which is holomorphic at 
E = 0 and such that J-lH(O) has a p,-fold pure imaginary eigenvalue i of 
dejinite type. Then there exists a symplectic matrix U,(e) which is holomorphic at 
E = 0 and a permutation matrix E1 such that, for V(C) = U,(e) E1 , 
(7) 
V’(E) IV(,) = (2 Jny,i 7 (f-9 
where K(E) is a 2p, x 2p, real symmetric matrix with K(0) = --eIzPl if iB 
is of positive type and K(0) = B&,, if id is of negative type, L(e) is a 
2(n - p,) x 2(n - p,) real symmetrzc matrix and the JDz and Jn+,, are 
respectively 2p, x 2p, and 2(n - p,) x 2(n - p,) J matrices. 
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To be definite we assume the eigenvalue i6’ to be of positive type. We con- 
sider the matrix A(E) = G-lJ-lH(<) G where G is the symplectic matrix of 
Lemma 1. Then 
i 
0 0 tvDl 0 ’ 
A(O) = -BI” 
Pl 
-72 “0 2 . 
0 f&l 0 42 1 
Let y1 and ye be positively oriented circles with centre id and --it?, res- 
pectively, and radius so small that no other eigenvalues of A(O) lie inside or 
on 3/r and y2 . Then the matrix 
P(c) = & $ l W - A(~)l-ldC (9) 
3=1 Y j  
is a projection. Moreover 
Ptoi-=("'o~tloJ. 
where (21 i) is an n x 71 matrix. In fact, P(0) is the combined projection 
matrix on the eigenspaces Vi0 and ‘K, of iB and - i0 respectively, i.e. 
P(0) v = “&lo Kg ,4 
and it may be easily verified that the p, linearly independent vectors 
(n + 1)th row + 
-i- 
0 
0. 
-i 
0 
,-.., 
0. 
0 
-i 
0 
0 
1 
0 
0 
+- p,th row 
t (n + pl)th row 
4 V is the vector space formed by all vectors x = (tl ,..., h)’ with complex 
coordinates. 
PERTURBED LINEAR HAMILTONIAN SYSTEMS 37 
belong to the eigenspace K8 of the matrix A(O) and the complex conjugate 
of the above set of vectors belong to the eigenspace YCis. From (9) we may 
easily verify that P( ) E is real and holomorphic at E = 0 and as P(E) is real 
we have 
J-lP’(,) J = J-lp,(,) J 
Since [ = -[ describes yj negatively as 5 describes it positively it follows 
that 
Now let W(C) be the solution to 
dW -= 
de [ 
q P(E) - P(c) gq w 
such that W(0) = I. Then since P(E) is a projection it satisfies 
It follows that P(e) W(E) is also a solution to (1 I) and hence 
P(c) W(E) = W(E) P(0) 
since both sides are solutions of (11) and they are equal for E = 0. To show 
that W(E) is symplectic we need only show that 
dP 
M(+][$P-P-&l 
is symmetric. In fact by (10) 
M’(c) = + g - $ PI J 
= -J[P$-fP] 
= it!?(,). 
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Since A(E) commutes with P(C), W-l(<) A(E) W(C) commutes with 
n-(E) P(E) W(c) = P(0) 
and it follows that 
WE) 0 &2(E) 0 
W-l(e) A(E) W(e) = J-1 K;(c) L1$) K”( ) L1p ) 
22 E 
0 42(c) 0 -%2(4 
where the I&( E are p, x p, matrices and the L&C) are (n - p,) x (n - p,) )
matrices with 
Kj’j(E) = &(E) and Lj;.(E) = L&), j= 1,2. 
The matrix 
is a permutation matrix such that 
and 
where 
We write U,(C) = GM’(e), the U,( ) c is symplectic since both G and W(C) 
are symplectic and clearly V(C) = U,(C) E, is such that relations (7) and (8) 
hold. 
Let us now consider the holomorphicity of eigenvalues and eigenvectors 
of J-rH(c) where the real symmetric matrix H(c) is holomorphic at l = 0. 
As we are concerned with strong stability we restrict ourselves to a matrix 
J-lH(e) whose eigenvalues are pure imaginary for small E. For convenience 
we consider the matrix 
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all of whose eigenvalues are real and from the theory of algebraic functions 
the eigenvalues are of the form 
m 
qE) = e + C +jlm, 
j=l 
where m is an integer such that 1 < m < p. All the coefficients, aj , are real. 
In fact, since A(c) is real we have 
0 = h(c) - A(G) = 2 f Im ajejim, 
j=l 
i.e. the power series Cy=, Im ajc ‘/ 2rn is equal to zero and hence Im aj = 0 
for all j. We now prove that aj = 0 if j # 0 mod m. If this were not true, 
there would exist a least positive integer K, K = hm + 12’ where 0 < R’ < m 
and h some nonnegative integer, such that ak # 0 and then 
h(E) = p(e) + akekjm + ak+ldk+l)‘m + *.., 
wherep(e) is a polynomial in E. Taking E to be negative, i.e. E = --p = pe’, 
p > 0, we obtain the complex number 
,Wm = CL kpneinklm = pk/m(- I)h eirrk’pn. 
Since A( --CL) and p( -cl) are real, we would require the power series 
in eilm, to vanish, i.e. ak = ak+l = 9.. = 0. Therefore the eigenvalues of 
iJ-OH and hence J-lH(c) are holomorphic at E = 0. 
The eigenvectors of J-rH(c) will be shown to be holomorphic at E = 0 
by a method due to Wasow [9]. Suppose that the eigenvalue X(E) of J-‘H(E) 
has multiplicity p for E # 0 and multiplicity p, 3 p for E = 0. The eigen- 
vectors corresponding to the eigenvalue X(E) are given by the equation 
C(E) f = 0, 
where the matrix C(E) = (-‘H(E) - X(c) I) is holomorphic at E = 0, has 
rank Y = 2n - p for E # 0 and rank or = 2n - p, < Y for E = 0. By 
rearranging rows and columns we may take C(E) to be of the form 
where the Y  x r matrix Crr(~) is such that 
det &(E) # 0 for small E # 0 and =0 fore=0 
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when r > rl and det C,,(e) # 0 for E in some neighborhood of E = 0 when 
r = rl . Thus det C,,(e) = G’(E) where q 1s some nonnegative integer when 
r > rl and is equal to zero when r = rl; a(e) is holomorphic at E = 0 and does 
not vanish at E = 0. Let 
be the inverse of C,,(e), then the column vector bj(e), j = 1, 2,..., Y, is the 
solution to the inhomogeneous system 
where ej is a column vector with all the elements zero except thejth element 
which equals 1. By Cramer’s rule we readily see that 
b,(e) = s (j = 1, 2 ,..., r), 
where the vectors flj(c) are holomorphic at E = 0, i.e. 
the E(e) being an r x matrix which is holomorphic at E = 0. Returning 
to our matrix C(e), we see that for E # 0 
( I( Cl,(~) Cl2(4 C21G) C22k) 1 
= Cd,) ( G,(e) 0 -C2&) Cll(EY Cl,(,) + C22M 1 ’ 
and so 
-C2,(4 cll(~>-1 Cl2(4 + C22(4 = 09 (12) 
otherwise the rank of the new matrix is greater than r for E # 0. As a con- 
sequence of (12) we have, for E # 0 
( 
Cd4 Cl2(4 
C21k) C22(4 H 
-Gl%) Cl2(E) 
I2?&-r 1 
= 0. 
’ 
i.e., since Crr(~)-l = @E(E) we have 
q4) (4yl2(0) = () 
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for E # 0. Thus 
in a neighbourhood of E = 0 and hence the eigenvectors of J-lH(c) are holo- 
morphic at E = 0. We note that it may be necessary to divide some columns 
of the matrix 
by powers of E. 
( 
--E(c) C12(E) 
~“A!,-, ) 
We now consider the matrix J;:K( ) E w h ere the 2p, x 2p, real symmetric 
matrix K(E) is holomorphic at E = 0 with K(0) = - MaPI . By definition 
J;:&?(O) has a p,-fold eigenvalue ~‘0 of positive type and so the corresponding 
perturbed eigenvalues are also of positive type in a neighbourhood of E = 0. 
Therefore we may choose a set of vectorsfi(e),...,fD,(r> which is holomorphic 
at E = 0, form a basis for the combined perturbed eigenspaces corresponding 
to the eigenvalue iB, and are such that 
Wlfd~), fit(4) = 0, j # k (.i h = 1,...,Pl) 
i-“(Jfi(~>, f!(C)> = 1, (i = 1,~.VP,>. 
Since J;:K(O) is real, it also has -8 as a pI-fold eigenvalue of negative type. 
The vectors 
f-l(C) = Ii(E), f-z(E) = fi(E)Y.., f&k) = f&h 
which are such that 
i-‘(Jf-AC>, f-k(~)) = 0, j # k (j, k = 1,...,Pl) 
i-l(Jf-j(G),f-j(c)) = - 1 (j = l,..., A), 
form a basis for the combined perturbed eigenspaces corresponding to -i@ 
We will denote by &(c), i&(E),..., iBD,(e), -iO,(c), -iti,(c),. --i~‘?~~(c) the 
eigenvalues of J;:K(c) corresponding to the eigenvectors 
then the real vectors 
&q6) = fi(4 + f-j(E) 
(2)“” ’ 
g-j(c) = h(4 - f-d4 
i(2)1/2 (i = 1, L.,Pl), 
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are holomorphic at E = 0 and satisfy the relations 
J$w &(C) = - 4(,) g-de> 
(13) 
J;pw g-46) = Us)& (i = 1, 2,..., Pd. 
The matrix G,(E) whose columns are the vectors gr(e),..., gPI , 
g-r(e),..., g-,,(e) is symplectic, in fact it is easy to verify that 
(J&(4 g-j(E)) = - 17 (J,,s-de), BAEN = 1 T (j = 1, 2,-v A) 
(JP&(~>~ ‘G(E)) = 0, j f k (.A k = il, XL.., XtPl). 
Furthermore Go, being symplectic, is invertible and by the relations (13) 
we have 
where 
with 
4(c) = diagP,(~), Us),..., &(41 
Writing 
~~(0) = erpl 
Yl(c> = &(E) 4 diadG(E), L+l, 
where the Us and E1 are the matrices described in Lemma 2, we see that 
we have proved 
THEOREM 2. Suppose H(B) is a real symmetric matrix, holomorphic at E = 0 
and such that J-lH(O) has a PI-fold p ure imaginary eigenvalue iti of de$nite 
type. Then there exists a real matrix YI(c) which is holomorphic at E = 0 and 
such that 
Yl(+’ J-lH(E) Yl(C) = rJi: diag[Dg,(e)p W )1 
where v  = - 1 if i0 is of positive type and v  = 1 if itI is of negative type and 
4(c) = diag[4(~), %k>,..., e&)1 
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with 
Let us now consider the case where all of the eigenvalues of J-lH(O) are 
pure imaginary and of definite type. In fact suppose that the eigenvalues of 
positive type have multiplicities pi , p, ,..., p, , where 
Pl + $5 + --* + P, = 71. 
Then by repeated application of Theorem 2, we see that there exists a real 
matrix Y(C) which is holomorphic at E = 0 and such that 
Y(~)-‘Jel&~) Y(c) = diag[J;: diag[&(c), Q(~)l, J&~[&(E), G(E)],..., 
Jiips(4 w411 
Y(c)’ JY(c) = diadJD1 ,J,, ,..., /,,I. 
In fact we take 
where 
Y(E) = Yl(C) Yz(,> *.* Ys(E), 
Yl(c) = W4 El dia@G(~), L2,,17 
Yd.2(~) = diag[& , U2(~) 4 dkdG(~), L-~nl-&ll~ 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Ys-l(c) = Wd.Ll+. .+2p,-a TUS-l(~) -J-L1 dk[G:,-l(e), L-2D1...--298-111 
Ydc) = diagV2,1+-.+~,-l , Gd~)l, Yl’(~) JYdc) = WdJDl , Jn-,J, 
Y2’(~) Yl’(~) JYdc) Yd~) = diag[J,, 7 J,, y Jn--pl-D)el 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
Y;-l(~) Yip2(~) *.* Yl’(~) JY,(c) -a- Y+2(c) Ys-l(c) = diag[J,lt J,, ,..., J,,], 
K’(c) L(c) **- Yl’(~) JYd,) *** Ys-d~) Ydc> = dWJ,ly J,, yeeeT J,,] 
with the Uj(<), E, Gj(c), j = 1, 2 ,..., s - 1, being the matrices of Theorem 2 
operating on a corresponding matrix J$Hj(e) and the matrix G$(E) is a 
2pS x 2pS symplectic matrix which reduces a corresponding matrix J;:H,(e) 
to the required form. The matrices Dj(c), j = 1, 2,..., S, are p, x pj real 
diagonal matrices. 
Now taking 
Z(E) = Yl(<) Y2(,) ... Y,(E) Fs-lF,-z ... Fl , 
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where the Fj’s are the real permutation matrices 
F2 = diag[& ,&I, 
. . . . . . . . . . . . . . . . . 
Fs-, = diagLl+. . .+‘Lp,-z y %11, 
we find that we have proved 
THEOREM 3. Suppose H(E) is a real symmetric matrix, holomorphic at 
E = 0 and such that the eigenvalues of J-lH(O) are pure imaginary and of 
dejinite type. Then there exists a symplectic matrix Z(e) which is holomorphic at 
E = 0 and such that 
2(,)-l J-lH(e) Z(C) = 1-l diag[D(e), D(C)], 
where D(E) is a real n x n diagonal matrix. 
Since in a strongly stable Hamiltonian system all the multipliers are of 
definite type we obtain by use of Theorems 1 and 3, 
THEOREM 4. Let the real symmetric matrix H(t, e) be holomorphic in E, 
at E = 0 and continuous in t with period w. Moreover, let the Hamiltonian 
system 
J g = H(t, 0) x 
be strongly stable. 
Then there exists a symplectic matrix S(t, l ) which is holomorphic in E at 
E = 0 and continuously da@rentiable in t with period w such that the change in 
variables x = S(t, E) y  transforms the perturbed system 
J$ = H(t, 
into the autonomous Hamiltonian system 
where D(E) is a real diagonal matrix which is holomorphic at E = 0. 
We need only take S(t, C) = A(t, C) Z( E w ) h ere A(t, 6) is the matrix given in 
Theorem 1 and Z(C) is the matrix presented in Theorem 3. 
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