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J( ; ): 相互情報量
BSC: 二元対称通信路
: BSCの反転確率
T (W ): 通信路W に関する通信路容量
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数値を代入するという方法ではなく，z 変換を z の多項式として計算することにより z 変
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換上の漸化式で得た結果と係数比較することで元の確率分布を求め，それによりエントロ




























定義 2.1.1 (エントロピー). X を離散アルファベット X 上にとり，確率分布 PX に従う
確率変数とする．この時，X のエントロピーとは，




と定義される．特に，#X = 2の時は片方の確率を pとするともう一方が 1  pと記述で
きるため，エントロピーは p の関数 h(p) となる．この h(p) を二値エントロピー関数と
呼ぶ．
h(p) :=  p log p  (1  p) log(1  p)
エントロピーは底をネイピア数で考えても定数倍の違いのみなので一般性を失わない．
この理由として，対数の底 b > 1にとった時のエントロピーを Entb(X) と書くことにす
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ると底の変換公式から，
Enta(X) = loga b  Entb(X)
が成立する．ここで bをネイピア数 eにとると，
Enta(X) = loga e  Ente(X)
が成立する．これ以降，特に断らない限り底はネイピア数で考えるため表記上省略する．

















定義 2.1.2 (同時エントロピー). 同時エントロピーについては，






PXY (x; y) logPXY (x; y)
のようにエントロピーの確率の部分を同時確率に置き換えることで定義される．
同時エントロピーの性質として，











PY X(y; x) logPY X(y; x)
= Ent(Y;X)
より Ent(X;Y ) = Ent(Y;X)が成立する．
定義 2.1.3 (条件付きエントロピー). 条件付きエントロピーについては，
Ent(Y jX) : =
X
x2X



















 PXY (x; y) logPY jX(yjx)
= EXY [  logPY jX(Y jX)]
6 第 2章 情報理論と盗聴通信路符号化
と定義される．
定理 2.1.1 (エントロピーのチェイン則). エントロピーのチェイン則として以下が成立
する．
Ent(X;Y ) = Ent(X) + Ent(Y jX)
= Ent(Y ) + Ent(XjY )
定義 2.1.4 (ダイバージェンス). 2つの確率分布 PX，PY 間のダイバージェンスを以下
で定義する．





























0 (p = 0かつ q = 0)
0 (p = 0)
+1 (q = 0)





 p log q = +1
となるからである．ただし，p = 0かつ q = 0の場合については極限操作ではなく約束事
である．
定理 2.1.2 (ダイバージェンスの非負性). ダイバージェンスについて非負性が成立する．
D(XjjY )  0 (2.1)
ただし，等号成立条件は PX = PY の時かつその時に限る．
定理 2.1.3. エントロピーの最小値および最大値は以下で与えられる．
0  Ent(X)  log#X
また，Ent(X) = log#X が成立する時，確率分布 PX は一様分布である．
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定理 2.1.4. エントロピーについて次の不等式が成立する．
Ent(X;Y )  Ent(X) + Ent(Y )
Ent(XjY )  Ent(X)
どちらの等号成立条件も確率変数 X，Y が独立な場合に限る．
定義 2.1.5 (相互情報量). 確率変数 X，Y の相互情報量とは以下で定義される．





PXY (x; y) log
PXY (x; y)
PX(x)PY (y)






X と Y が独立な時，PXY (x; y) = PX(x)PY (y)が成立する．ダイバージェンスの性質
より，J(X;Y ) = 0と X，Y が独立であることは同値である．相互情報量について次の
性質がある．
J(X;Y ) = Ent(X)  Ent(XjY )
特に，確率変数 X が一様分布に従う時，確率変数 X，Y の相互情報量は以下のように書
ける．
J(X;Y ) = log#X   Ent(XjY )
定義 2.1.6 (i:i:d: 系列). n個の確率変数 X1;    ; Xn のすべてが独立で，かつ同一の確
率分布に従うようなデータ系列を i:i:d: 系列と呼ぶ．
i:i:d: とは，independent and identically distributedの略である．
2.2 通信路
定義 2.2.1 (離散通信路). アルファベット X，Y 上の条件付き確率 W (yjx) を離散通信
路 (channel)と呼ぶ．以下の図 2.1のように xを入力した時に確率W (yjx)で yが出力さ
れる．
図 2.1 離散通信路のイメージ
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定義 2.2.2 (二元対称通信路). 二元対称通信路 (Binary Symmetric Channel ; BSC)と
は，入力アルファベット X = Y = f0; 1gとする時，以下の図 2.2で表される離散通信路
のことである．
図 2.2 二元対称通信路 (BSC)
図 2.2で表していることは，反転確率を とした時，
p(1j0) = 
p(1j1) = 1  
p(0j1) = 
p(0j0) = 1  
が成立することである．また，反転確率  を強調したい場合 BSC と表記することに
する．
定義 2.2.3 (恒真通信路). 恒真通信路 (Noiseless Channel ; NC) とは BSC の反転確率
 = 0の場合を指す．単にノイズレス，ノイズレス通信路といったりもする．
図 2.3 ノイズレス通信路 (NC)
NCとは入力をそのまま出力として返す離散通信路ともみなせる．
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を n-bitに（決定的または確率的に）冗長化する写像 fn : M! Xn を符号器と呼ぶ．ま
た，メッセージ s を入力として符号器に入力した時の出力 x := fn(s) を符号語と呼び，
この符号語の集合をコードブックと呼ぶ．送信者は，符号器を用いてm-bitメッセージを
通信路に入力する．復号器 gn : Yn !Mは受信語からメッセージへの写像で，受信者
は復号器によって s^ = gn(y)を復号する．
図 2.4 通信路符号化モデル
定義 2.3.1 (符号器と符号). 送信者は，#M個分の確率分布 Q0;    ; Q#M 1 2 P(Xn)
を用意する．あるメッセージ s 2 M を送信したい時，通信路への入力 x 2 Xn を
Qk に従いランダムに選択する．このような符号器を確率的符号器という．また fn =
fQ0;    ; Q#M 1gを符号器，符号器と復号器の組み (fn; gn)を符号という．
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Prfs^ 6= sjsを送信 g
とおく．
















定義 2.3.4 (通信路容量). 定常無記憶通信路W が与えられた時，W の通信路容量 T (W )
を
T (W ) := supfRjRが達成可能 g
と定義する．
定理 2.3.1 (通信路符号化定理). 定常無記憶通信路W における通信路容量 T (W )は以下
で与えられる．
















1. Aliceは誤り確率  0でメッセージを Bobに伝えること．
2. Eveにメッセージの情報が一切伝わらないこと．




















jjPZni   PZnj jj1
n!1    ! 0
ただし，PZni ; PZnj は i; j 番目のメッセージを入力した時の通信に関する確率分布であ
る．基準 2は基準 1 よりも強い基準なので，基準 2を満たせば，基準 1は自然と成り立
つ．このことから基準 1を弱安全性，基準 2を強安全性と呼ぶ．基準 1および基準 2は





定理 2.4.1 (盗聴通信路符号化定理). 2つの要請が達成可能な符号化レートの上限である
盗聴通信路容量 (T (W;V )) は正規受信者 Bobの通信路 (通信路 B)をW，盗聴者 Eveの
通信路 (通信路 E) を V とした時，




なお，通信路 Bがノイズレスで通信路 Eが BSC の場合，上記の不等号で等号が成立
し，盗聴通信路容量は以下で与えられることが知られている．






図 2.6は，図 2.5について通信路 Bにノイズレス通信路を，通信路 Eに BSCを用いた
ものである．以降，盗聴通信路符号化モデルとして主にこれを用いることとする．なお，
本研究では基準 2を安全性の指標として考える．盗聴通信路符号化の要請について，要請
1 に関しては送信者 Alice から正規受信者 Bob への通信路にノイズレス通信路を用いて
いるので気にしなくてよい．問題は要請 2である．まず，情報処理不等式から
J(S;S0)  J(S;Zn)








号器の一つであるコセット符号化を説明する．主に文献 [8, 7, 9]を参考にした．
3.1 線形符号
定義 3.1.1 (線形符号). F2 上の線形符号 C とは，Fn2 の k 次元線形部分空間のことであ
る．一般に，部分空間の定義から線形符号 C は和とスカラー倍に関して閉じている必要が
あるが，F2 上では和に関して閉じていることのみで C を考えてよい．よって，x，y 2 Fn2
に対して以下を満たす C を F2 上の線形符号として定義する．
x 2 C，y 2 C ) x+ y 2 C (3.1)
以下で説明する生成行列による指定方法，検査行列による指定方法はすべて (3.1)を満
たすので両者ともに同じ C を指定していることが確認できる．
定義 3.1.2 (生成行列). F2 上の一次独立な長さ nの k 本のベクトル v0;    ;vk 1 の組
を列ベクトルに持つ n  k 行列 G := [v0;    ;vk 1] に対して以下のように C を指定で
きる．
C = fa0v0 +   + ak 1vk 1 2 Fn2 jai 2 F2，0  i  k   1g
= fGaja 2 Fk2g





とから #C = 2k である．長さ k のベクトルが Gにより長さ nのベクトルに変換される
ことから C を (n; k) 線形符号または (n; k) 符号と呼ぶ．生成行列による指定方法は，n
次元の k 本の基底で張られる線形部分空間を指定することで C を選んでいる．すなわち









Ga1 2 C，Ga2 2 C ) Ga1 +Ga2 = G(a1 + a2) 2 C
次に検査行列による定義を行う．
定義 3.1.3 (検査行列). 以降m := n  k として議論する．成分が F2 の元のm n行列
H を考える．ここで，H は行ベクトルがすべて一次独立すなわち行フルランクであると
仮定する．この行列 H により，線形符号 C は以下のように指定される．
C = fx 2 Fn2 jHx = 0g
= Ker H (3.3)
この C を指定する行列 H を検査行列と呼ぶ．
検査行列による指定方法は同次連立一次方程式の解空間として C を指定している．一
方，検査行列H が行フルランクであると仮定したことから，dim Im H = rank H = m．
次元定理より，
dim Im H + dim Ker H = n
であるから，
dim Ker H = n  dim Im H
= n m




Hx1 2 C，Hx2 2 C ) H(x1 + x2) 2 C
を示せばよい．実際，
Hx1 = Hx2 = 0 2 C より，H(x1 + x2) = Hx1 +Hx2 = 0 2 C
が成立する．このように Gと H の指定方法は同じ線形符号 C を指定することができる．
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3.1.1 生成行列 Gと検査行列 H の関係について
前節で述べた通り，1つの線形符号 C について生成行列 Gと検査行列H による指定方
法がある．この時，検査行列 H と生成行列 Gの積 HG = O *1となることが示せる．さ
らにGが与えられた時，HG = OがH の定義と同値であることがわかる．実際，検査行
列と生成行列の定義 (3.3), (3.2)から Gaが線形符号 C の元を指定することに注意して，
H(Ga) = H(a0v0 +   + ak 1vk 1)
= a0Hv0 +   + ak 1Hvk 1
= 0
この時，任意の ai 2 F2 で恒等的に成り立つためには，
Hv0 =    = Hvk 1 = 0
すなわち，
HG = [Hv0;    ;Hvk 1] = [0;    ;0] = O
となる．逆に，HG = Oは右から aをかけるとH(Ga) = Hx = 0となるので，HG = O
は検査行列 H の定義と同値であることがわかる．
3.2 シンドロームと誤りベクトル
定義 3.2.1 (誤りベクトル). 誤りベクトル eとは送信者が送信する送信語 x，受信者が受
け取る受信語 y に対して以下の関係を満たすものである．
y = x+ e (3.4)
このように定義できる理由を説明する．e = (e0;    ; ei;    ; en 1)T とし，誤りが発生し
た時 ei = 1，そうでない時 ei = 0とする．xを BSCに通した時，BSCでビット反転す
る操作を誤りベクトルを足す操作 (この場合，足し算は XORに相当する)と同一視して
いるからである．
定義 3.2.2 (シンドローム). m  n の検査行列 H により定義される線形符号を C とす
る．今，C から符号語 xを送信語として指定したとする．これが BSCに送信され，受信
*1 これを検査行列 H の定義と思う教科書もある．本研究では，参考文献 [9]を挙げる．
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側で受信語 yが受信されたとすると (3.4)から y = x+ eとなる．ここで，受信語に対す
るシンドロームを以下で定義する．
s := Hy (3.5)
次に，x 2 C として Hx = 0に注意すると以下が成立する．
s = Hy = H(x+ e) = Hx+He = 0+He = He (3.6)
シンドロームは受信語のどの部分に誤りが生じたかを知る手掛かりとして利用される．
3.3 コセット
定義 3.3.1 (コセット). 任意のシンドローム s = (s0;    ; sm 1) 2 Fm2 に対応する
H : Fn2 ! Fm2 の逆像
Cs := fx 2 Fn2 jHx = sg (3.7)
をシンドローム sに対応するコセットと呼ぶ．
コセットは，次に示すコセット分解と呼ばれる性質を持つ．






Cs \ Cs0 = ; (s 6= s0) (3.9)
証明. (3.7) で s = 0 とすると，これに対応するコセット Cs は線形符号 C と一致す
る．(3.6) より，受信語 y = x + e はシンドローム s に対応するコセット Cs の要素に
なっていることがわかる．x 2 C に e 2 Cs を足すことで x + e 2 Cs を作れる．つま
り f : C 3 x 7 ! y 2 Cs を定義できる．逆に，x + e 2 Cs から e 2 Cs を引くと
x 2 C になることから，f の逆写像 f 1 : Cs 3 y 7 ! x 2 C が存在することがわかる．
よって，C は自身以外のコセットの元と一対一の対応を持つこと．すなわち，コセット
と線形符号の間に要素数が同じという意味での一対一対応が存在する．これを用いると
#Cs = #C = 2
k であることがわかる．また，逆像は分割を与えることから Cs は Fn2 の
分割を与える．以上より，題意を示せた．
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Cs は Fn2 の分割を与えることは，以下からも確認できる．各シンドロームに対応する
コセットは Fn2 の同値類になっていることを利用し，コセットの集合達が Fn2 の分割を与
えている．これは以下で与える二項関係 \" が Fn2 上の同値関係であることを示すこと
でわかる．
補題 3.3.1. x，y 2 Fn2 に対して，
x  y def, x  y 2 C
, H(x  y) = 0
, Hx Hy = 0
, Hx = Hy
と定義すると二項関係 \"は同値関係になる．
証明. x，y，z 2 Fn2 に対して，
x  x, Hx = Hx
x  y , Hx = Hy
y  x, Hy = Hx
y  z , Hy = Hz
x  z , Hx = Hz
だから，以下の同値関係の定義を満たす．
x  x
x  y ) y  x





ることができる．任意のメッセージ s 2 M (#M = 2m)を送信するとき，あらかじめ対
応付けられているコセットの要素から一様乱数 u 2 U (#U = 2k)を用いて符号語 xを決



































以下では問題設定を簡単にするため，図 4.1の通り送信者 Aliceから正規受信者 Bobへ
の通信路はノイズレス通信路であると仮定する．また，送信者 Aliceから盗聴者 Eveへの
通信路は BSC (Binary Symmetric Channel)と仮定する．
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4.1 準備
この節では，以降で用いる検査行列H の形について説明する．前章で説明した (n; k)符
号を考え，m := n kとする．検査行列Hの縦ベクトル表示を，hl 2 Fm2 (l = 0;    ; n 1)
を用いて以下の形で書く．
H = [h0;    ;hl;    ;hn 1]
ここで H1, H2 を
H1 : = [h0;    ;hm 1]
H2 : = [hm;    ;hn 1]
と定めることで，H = [H1;H2]と書ける．
先行研究 (黛，新井，Zhang[5, 6, 2])で用いられた検査行列H について説明する．先行
研究 (黛 [5])では以下の H1 を用いた．
H1 =
266664







. . . a(m 2);m 1
0 : : : 0 1
377775
この H1 を用いると H = [H1; H2] は行フルランクになっているので，前章で定義した
H の条件を満たすことがわかる．なお，H2 はランダムに選ぶ．先行研究 (新井 [6]) で
は，H1 としてm次単位行列 I を，H2 としてランダムなテープリッツ行列 (Hayashi[4])
を用いることで H に使用する乱数の削減を行った．この H も行フルランクであること
から，前章で定義した H の条件を満たすことがわかる．先行研究 (Zhang[2]) では，H1
として I を，H2 としてランダムな行列を選んだ．この H も同様に行フルランクになっ
ているため，前章で定義した H の条件を満たすことがわかる．次章以降では，先行研究
(Zhang[2])で用いた H = [I;H2]を使って議論を行うことにする．
4.2 先行研究 (黛，新井 [5, 6])の追実験
黛，新井 [5, 6]は，コセット符号化における盗聴通信路符号化を実現できるような (n; k)
符号の探索を試みた．彼らは，Aliceと Bob間で上記のモデルを用いて通信を行えるよう
な H のパラメータを探すことを目的とした．





コセット符号化により Hx = sを満たす．xを求め，Bobに送信する．
3. Bobのフェーズ:
Aliceから，xr = xを受け取ることで，s = Hxr を計算する．
4. Eveのフェーズ:




J(S;S0) n!1    ! 0 (4.1)
を安全性の定義として用いる．





3. xをランダムに生成することで，s = Hxを生成．
4. xe = BSC(x)を作る．s0 = Hxe を求める．
5. s, s0 の出現回数を頻度テーブルに記録する．
6. 作成した頻度テーブルを用いて，J(S;S0) n!1    ! 0を確認する．
7. このアルゴリズムを何回か繰り返して，性能のよい H を選ぶ．




1. s, s0 は Fm2 の元である．ここで s，s0 をm-bit列とみなす．
2. 0で初期化された二次元リスト listの list[index(s)][index(s0)] をインクリメント




1. 作成した list の各要素を試行回数で割ることで，同時経験確率 PSS0(s; s0) を求
める．
2. 同時確率 PSS0(s; s0)から周辺確率 PS(s)，PS0(s0)を求める．











図 4.2 再現実験の結果，横軸: BSCの反転確率 ，縦軸: 相互情報量 J(S;S0)
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図 4.2は縦軸を相互情報量 J(S;S0)，横軸を BSCの反転確率  としてプロットしてい
る．符号パラメータ (n; k) = (112; 108)，(212; 208)，(312; 208)，(412; 408)，(512; 508)
まで 5種類のグラフをプロットすることで，グラフの挙動を定量的に確認した．相互情報













H = (I;H2)と指定する．Aliceは，Hx = sを満たす x 2 Fn2 を以下の 3ステップで
生成する．
通信プロトコル 2
1. Aliceは一様ランダムに決まる a 2 Fk2 と n k の生成行列 Gを用いて，符号語
x1 2 Fn2 を以下のように定める．
x1 := Ga (4.2)
2. Aliceは x2 2 Fn2 をメッセージ s 2 Fm2 を用いて以下のように生成．
x2 := (s
T ; 0;    ; 0)T (4.3)
3. Aliceは，(4.2)，(4.3)を用いて x 2 Fn2 を以下のように生成．
x := x1 + x2 (4.4)
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このようにして，Aliceは
Hx = s (4.5)
を満たす xを生成できる．
証明. (4.4)より，検査行列と符号語の積が 0になるので以下が成立する．
Hx = H(x1 + x2) = Hx1 +Hx2
= 0+ (I;H2)x2 = (I;H2)(s
T ; 0;    ; 0)T
= s
Bob は受信したベクトルのシンドロームを以下の式で計算する．Alice から Bob への
通信路はノイズレスであることから xr = x．よって，Bob は以下のようにデコードで
きる．
s = Hxr
一方，Eveは xe = x+ eを受信し以下を計算することが想定される．なお，本論文では
se := Heのことを盗聴者 Eveの推定エラーと呼ぶ．
s0 = Hxe = H(x+ e)
= Hx+He = s+ se
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4.3.2 安全性評価
補題 4.3.1. 確率変数 S，Se が独立で S が一様分布に従う時，確率変数 S + Se も一様分
布に従う．
証明.
PrfS + Se = ug =
X
t2Se













補題 4.3.2. Fm2 上の確率変数 S，Se が独立で S が一様分布に従う時，以下が成立する．
Ent(S + SejS) = Ent(SejS) (4.6)
証明. 条件付きエントロピーの定義式から導ける．Y = S + Se，y0 = y   xとすると，
Ent(S + SejS = x) =
X
y2Fm2












 P (Se = y0jS = x) logP (Se = y0jS = x)
= Ent(SejS = x)
である．ここで上から 4番目の等号が成立する理由は，y0 と y が一対一に対応している
ためである．よって，
Ent(S + SejS) =
X
x2Fm2






定理 4.3.1. e i:i:d (; 1  )の時，se = He は確率変数である．その他の文字も大文字
で書くと S と Se が独立である．この時，確率変数 S + Se を S0 とおくと
Ent(SjS0) = Ent(Se) (4.7)
が成立する．
証明. 補題 5:3:1と補題 5:3:2を用いて以下のように示せる．
Ent(SjS0) = Ent(S0; S)  Ent(S0)
= Ent(S; S0)  Ent(S0)
= Ent(S)  Ent(S0) + Ent(S0jS)
= Ent(S)  Ent(S + Se) + Ent(S + SejS)
= m m+ Ent(SejS) = Ent(Se)
よって，(4.7)から J(S;S0) n!1    ! 0は以下と同値であることがわかる．
Ent(Se)
n!1    ! m (4.8)






補題 4.3.3. S が一様分布に従う確率変数で，確率変数 S + Se を S0 とおく．この時，S
と Se が独立ならば S0 と Se も独立である．
証明.





= PrfS0 = xgPrfSe = yg
これは，S0 と Se が独立であることの定義そのものである．
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よって，前節の定理 4.3.1は以下のようにも示せる．
証明. S = S + Se + Se = S0 + Se から以下が成立．









最初に一般の特性関数 (参考文献 [14]) について説明する．特性関数とは，実確率変数
について定義されるモーメント母関数の複素数上への拡張である．




確率変数 X に対して定義される特性関数は，X の確率分布 p上で定義される特性関数を
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定理 5.1.1 (独立な確率変数の和に関する定理). r個の互いに独立な確率変数X1;    ; Xr
について X = X1 +   +Xr の時，
X(t) = X1(t)   Xr (t) (5.1)
が成立する．
証明. r = 2の時を証明すれば，後は帰納的に成立．指数法則と，独立な確率変数の期待
値は確率変数の期待値の積に分解できることに注意すると以下のように成立．
X(t) = E[e
i(X1+X2)] = E[eiX1eiX2 ] = E[eiX1 ]E[eiX2 ] = X1(t)X2(t)
5.2 本研究で用いる特性関数とその性質
本節では，先程述べた特性関数を多次元化することを考える．
定義 5.2.1 (本研究で用いる特性関数). 2  a 2 N で x = (x0;    ; xm 1) 2 Zma ，































kl = l;0 (5.3)
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証明. 以降，!na := (!a)n と表すことにする．!aa = 1より，!a は，1の複素 a乗根であ
る．また，a  2より !a 6= 1である．ここで，以下の方程式を満たす x 2 Cを考える．
xa   1 = 0 (5.4)
(5.4)の解は，x = !la 2 f!0a; !1a;    ; !a 1a g であるから，




xk = 0 (5.5)
























































































































定理 5.2.1 (逆変換の存在). これらを用いて，特性関数の逆変換が存在すること．つまり
 が p の逆変換であることが示せる．ただし， を以下で定義する．

























































定理 5.2.2 (ユニタリ性). 特性関数はユニタリ変換になっている，すなわち，









































































hp; qi = amhp; qi






補題 5.2.3 (2-normの性質). (5.9)から以下の式が成立する．
jjp  qjj2 = 1p
am
jjp   qjj2 (5.10)





































34 第 5章 特性関数を用いた安全性評価
よって，






hp   q; p   qip
hp  q; p  qi = 1p
am
q
hp   q; p   qi




本節では，アルファベット X 上の確率分布 PX に従う確率変数 X のエントロピー
Ent(X)を確率分布 PX のエントロピー Ent(PX)と表記する．











次のファネス型不等式 (参考文献 [11])は，エントロピーと norm の関係を表す不等式
である．エントロピーの連続性に関する不等式としても知られている．
定理 5.3.1 (ファネス型不等式). アルファベット X 上の確率分布 PX1，PX2 について




jEnt(PX1)  Ent(PX2)j  jjPX1   PX2 jj1 log#X + (jjPX1   PX2 jj1)




補題 5.3.1 (1-normと 2-normの関係について). アルファベット X 上の確率分布 PX に
ついて以下の関係が成立する．
jjPX jj2  jjPX jj1 (5.11)
jjPX jj1 
p









 jj1jj2  jjPX jj2 =
p






t log t = 0に注意して，
jjPX1   PX2 jj1 ! 0) jEnt(PX1)  Ent(PX2)j ! 0
が成立する．このことから以下が成立する．
定理 5.3.2 (安全性評価). Aliceのメッセージに関する確率変数 S は一様分布 PU に従う
ことから，Aliceのメッセージに関する確率変数を U と書くことにする．また，一様分布
PU に従う確率変数 U のエントロピー Ent(PU )はmになることから，一様分布 PU と盗
聴者 Eveの持つ推定エラーに関する確率分布 PSe の差に関する 1-normについて以下が
成立する．
jjPU   PSe jj1 ! 0) 十分小さい正の数に対して，jm  Ent(PSe)j <  (5.13)
正の数  が十分小さいという仮定のもとで jm   Ent(PSe)j = jEnt(PSe)   mj < 
を満たす時，(4.8) の Ent(PSe)
n!1    ! m と同様の状況と考えることができる．よっ
て，jjPU   PSe jj1 ! 0 を満たす (n; k) 符号を探すことで上記が達成される．なお，特
性関数では 2-norm を用いて計算を行なっているため，最終的に jjPU   PSe jj2 ! 0
と
p
#X  jjPU   PSe jj2 ! 0 を同時に満たす (n; k) 符号を探索するべきだが，一般
にこれらを同時に満たす (n; k) 符号を見つけることは難しい．よって，本研究では
jjPU   PSe jj2 ! 0を満たす (n; k)符号を見つけることを優先し，見つけたパラメータの
中から
p








義した特性関数 (5.8)で a = 2とした場合を考える．この時，剰余類環 Za は aが素数だ
と有限体 Fa に等しくなるため，Zma = Fma である．すなわち，t = (t0;    ; tm 1) 2 Fm2
















となる．以降，特性関数 p を確率分布 pに従う確率変数X の特性関数という意味で X







U (t)の値について，tが零ベクトル 0とそうでない場合の 2通りに帰着される．































1 (t = 0)
0 (otherwise)
次に，確率変数 Se についての特性関数について考える．以下，検査行列H の縦ベクトル
表示 [h0;    ;hl;    ;hn 1] と Fn2 3 e = [e0;    ; el;    ; en 1]T を用いて，f l := elhl
とする．この時，se は以下のように書ける．







ここで，el (l = 0;    ; n   1)は BSCの誤りベクトルの成分であり，独立に与えられる
確率変数である．よって，f l (l = 0;    ; n   1)は el で定まる確率変数とも見ることが
できる．すなわち，f l (l = 0;    ; n  1)は独立であるから，f l の和の分布に従う確率変






























(1  ) + ( 1)tl	 n 1Y
l=m
n
(1  ) + ( 1)ht;hli
o
ここで，総乗の中身は以下のように簡単化される．
(1  ) + ( 1)tl =
(
1 (tl = 0)
 2+ 1 (tl = 1)
(1  ) + ( 1)ht;hli =
(
1 (ht;hli = 0 mod 2)
 2+ 1 (ht;hli = 1 mod 2)
(6.1)
また，前章の 2-normの性質 (5.10)より，2-normの評価関数 F を一様分布に関する確率
変数 U，盗聴者の推定エラーに関する確率変数 Se を用いることで，





jU (t)  Se(t)j2 =: F (U ; Se)
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のように定義する．数値実験では，BSCの反転確率 を 0    0:5の範囲で動かして
2-normの評価関数 F の挙動を見ることを目標とする．
前章で説明した 1-normと 2-normの関係 (補題 5.3.1)から，









(1  ) + ( 1)ht;hli
o
(6.2)
を計算できることを述べた．しかしこのままでは 1つの tにつき n m = k 回の内積計
算を行う必要がある．この節では，(6.2)について k 回の内積計算を高速化する方法を考




1. 変数 tempを 0に初期化する．
2. for loop: l = m;    ; n  1
3. t，hl をビット列と見なして，temp1 = (t)2 AND (hl)2 を計算．
4. temp1の 1の部分をカウントし，temp2に格納する．
5. temp2 = 1 mod 2の場合，tempをインクリメントする．
6. tempを繰り返し回数 k0 として返す．
この時，(6.2)は ( 2+ 1)k0 で与えられる．
ビット列の 1 が立っている部分をカウントするアルゴリズムは，一般に population





スタ (MT19937) の 32-bit 版 [22] を用いて popcnt の比較を行った．以下の比較実験は







表 6.1 g(m)の比較 (秒)
m GCCの組み込み関数 自前 GMP
10 0.000031s 0.000037s 0.000043s
15 0.000997s 0.001163s 0.001290s
20 0.029060s 0.033473s 0.034356s
25 0.861202s 0.986674s 1.054162s
30 27.861464s 32.789092s 34.203236s
以下にテスト環境をまとめる．
表 6.2 テスト環境
CPU Intel Core(TM) i7-5600U
RAM 16GB
OS Vine Linux 6.5
コンパイラおよび言語 GCC(C99)
表 6.1 について用いたアルゴリズムを説明する．GMP は GNU Multi-Precision Li-
brary(多倍長演算ライブラリ) の略で，GMP の popcnt を行う関数を用いている．自前
と書いてあるアルゴリズムは，参考文献 [20]の popcntを独自に実装したものである．こ
れらを比較した結果 GCCの組み込み関数が最も速かった．この理由として，GCCの組
み込み関数が intel CPU 組み込み命令にアセンブルされるように実装されているためで
ある．よって，本研究で行う数値実験では GCCの組み込み関数を用いて計算することに
する．また，前半の tl = 1となる部分の積も同様に tの 1が立っている部分をカウント
し，これを繰り返し回数として設定すればよい．以上から数値実験アルゴリズムを以下の
ようにまとめる．
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数値実験アルゴリズム
1. BSCの反転確率を とする．
2. H2 = [(hm)10;    ; (hn 1)10]を乱数を用いて生成．
3. for loop:  = 0:0;    ; 0:5
4. temp2を 0:0で初期化．
5. for loop: (t)10 = 0;    ; 2m   1
6. s = U ((t)10)
7. temp1 = popcnt((t)10)
8. for loop: l = m;    ; n  1
9. temp1 = temp1 + fpopcnt((t)10 AND hl) mod 2g
10. se = ( 2+ 1)temp1
11. temp = js  sej2






なお，本研究では上記アルゴリズム 10で行う  2+ 1のべき乗を以下のように計算し
ている．
( 2+ 1)N = exp [N log( 2+ 1)] (6.3)
ただし， = 0:5の時  2+ 1 = 0となるので，log( 2+ 1) =  1となってしまい計
算することができない．そのため， = 0:5は除外して考えることにする．
以降，数値実験において乱数はメルセンヌツイスタ (MT19937)の 64-bit 版 [22]を用
いることにする．上記アルゴリズムで評価関数 F を直接呼び出していない理由は，一様
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とである．まず，についての条件 (6.4)を記す．











 0  0.2  0.4  0.6  0.8  1
図 6.1 (n; k) = (60; 30)とした時の乱数レートに対応する の可視化
横軸: BSCの反転確率 
縦軸: 紫    1  h()，緑    k
n





青線である．この値を (n; k) 符号の理論値 BSC とし，BSC 付近で F のとる値が小さ
い程 (n; k)符号の性能がよいと定義する．本研究で行う数値実験の基準として，2-norm
の評価において，BSC 付近で F の値が高々 10 3 の定数倍程度であれば F が十分に 0
に近いと判断し，よい (n; k) 符号を選択できたと仮定する．1-norm の評価においても，p
2m  F が高々 10 2 の定数倍程度であれば F が十分に 0 に近いと判断し，よい (n; k)
符号を選択できたと仮定する．さらに，2-normの評価および 1-normの評価の両方を満
たす (n; k)符号を完全秘匿性に近い性能を持つ符号と定義する．
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6.3 パラメータ生成方法
(n; k)符号の性能を見るために，プロットする (n; k)の組みについて考える．性能のよ
い符号を構成するためには，m をどれだけ増やせばよいかという問題がある．先行研究







インデックス 乱数レート: RU = k=n k n m = n  k
1 0:5 5 10 5
2 10 20 10
3 15 30 15
4 20 40 20
5 25 50 25
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CPU Intel(R) Xeon(R) E5-2640 v3
RAM 16GB






まず (n; k) = (10; 5)，(20; 10)，(30; 15)，(40; 20)，(50; 25)，(60; 30)について実験を行
いグラフをプロットした．グラフは縦軸を 2-normの評価関数 F の値，横軸を BSCの反
転確率  としている．なお，符号の性能をチェックするために緑線で理論値 BSC をプ
ロットした．
























図 6.3 T (BSC) = 0:5とした時の結果 (2)，横軸: BSCの反転確率 ，縦軸: F
図 6.2および図 6.3では，グラフの重なりが多くなってしまうため 2つに分割して表示
している．また，BSC 付近の F の値の差がわかりにくいため BSC 付近の F のデータ










 10  20  30  40  50  60
"table_data.txt" using 1:2
図 6.4 T (BSC) = 0:5の BSC 付近の F の挙動，横軸: n，縦軸: F
これらのデータから，BSC 付近の F の値が (n; k) = (60; 30) で約 1:449  10 3 に
なっているため，2-norm において (n; k) = (60; 30) の場合，前節で指定する (n; k) 符
号の条件を満たした．この結果から m = n   k = 30 くらいであれば十分と判断し，







 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4  0.45  0.5
"40_10_2norm.txt" using 1:2
"40_10_theory.txt" using 1:2
図 6.5 (n; k) = (40; 10)とした時の結果，横軸: BSCの反転確率 ，縦軸: F
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図 6.5では (n; k) = (40; 10)とした場合をプロットしている．この時，BSC 付近の F
の値が約 3:233 10 3 であった．よって，(n; k) = (60; 30)の時と同様の結果を確認する
ことができたといえる．
6.4.2 1-normについての評価
2-norm において (n; k) = (60; 30) の時よい性能を持つ H を構成できたため，この結
果を用いて横軸は BSCの反転確率 を，縦軸は
p
230  F としてプロットした．1-norm
の評価においては，グラフの縦軸と横軸の対応が非常にわかりづらいため観察したいp
230  F の値に黒線を引くことにする．
図 6.6 (n; k) = (60; 30)，横軸: BSCの反転確率 ，縦軸:
p
230  F（縦軸: 対数版）
(n; k) = (60; 30) において，2-norm の評価については BSC 付近で F が 0 に近い値
をとったのにも関わらず，1-norm の評価においては，BSC 付近の
p
230  F の値が約
47:466であった．これでは，
p
230  F ! 0とはいえないため，1-normの評価に関して





2-norm では m = n   k = 30 で BSC 付近で F が 0 に近づくことがわかったので，
m = 30 とした時に
p
230  F ! 0 となるような (n; k) 符号を探索することにする．一
般に nが大きい時に大数の法則の効果が出てくるので，今回は n = 400として再実験を
行った．先程の実験結果で，2-normの評価に関してm = 30程度とれば F が 0に十分近
づくことがわかったため (n; k) = (400; 370) で実験を行った．図 6.7は横軸を BSCの反
転確率 として，縦軸を F にとってプロットしたグラフである．図 6.8は横軸を BSCの
反転確率 として，縦軸を
p














 0  0.1  0.2  0.3  0.4  0.5
"400_370_2norm.txt" using 1:2
"400_370_theory.txt" using 1:2
図 6.7 (n; k) = (400; 370)，横軸: BSCの反転確率 ，縦軸: F（縦軸: 対数版）
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図 6.8 (n; k) = (400; 370)，横軸: BSCの反転確率 ，縦軸:
p
230  F (縦軸: 対数版)
数値実験の結果 (n; k) = (400; 370)において BSC 付近の値が，





230  F ' 0:054
とわかった．よって，(n; k) = (400; 370)の時，前節で指定した (n; k)符号の基準を満た
すため，本研究で定義する完全秘匿性に近い性能を持つ (n; k) 符号を選択できた．この
時，ファネス型不等式の右辺に jjPU   PSe jj1 =
p




価関数 F の計算を行っていた．F の計算では入力が 2m 個ある．よって，反転確率 の
刻み幅ごとに 2m 回のループが必要であった．以降では，文献 [16, 15]のアイデアをもと
に 2m 回のループを削減するにはどうすればよいかを考える．
まず，一様分布に関する特性関数 U と盗聴者の推定エラーに関する特性関数 Se の入
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力がともに零ベクトル 0ならば U (0) = Se(0) = 1が成立することより，
jU (0)  Se(0)j2 = 0
がいえる．以下，K := Fm2   f0g とすると，2-norm の評価関数 F を計算する
際の総和では t 2 K としてよい．また，t 2 K に対して 1  popcnt(t)  m，
0  Pn 1l=mfpopcnt(t AND hl) mod 2g  k である．よって，1  popcnt(t) +Pn 1
l=mfpopcnt(t AND hl) mod 2g  n が成立する．このことを利用すると格納領域 n




1. 格納領域 nのリスト bを 0で初期化する．
2. for loop: (t)10 = 1;    ; 2m   1
3. j = popcnt((t)10)
4. for loop: l = m;    ; n  1
5. if popcnt((t)10 AND (hl)10) = 1 mod 2
6. j = j + 1
7. b[j]をインクリメントする．
上記アルゴリズムを適用することによって，
f(t) := popcnt(t) +
n 1X
l=m
fpopcnt(t AND hl) mod 2g
の逆像で Kを n個の部分集合に分割できる．すなわち，
K = K1 [    [Kj [    [Kn





b[j] = #K = 2m   1 (6.5)
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とわかる． = 0:5についても F の定義に直接代入することで，
F (Se) = 0 (6.8)
となることがわかる．




1 (popcnt(t) = 1 mod 2)




2. H2 = [(hm)10;    ; (hn 1)10]を乱数を用いて生成．
3. 格納領域 nのリスト bを 0で初期化する．
4. for loop: (t)10 = 1;    ; 2m   1
5. j = popcnt((t)10)
6. for loop: l = m;    ; n  1
7. if parity((t)10 AND (hl)10) = 1
8. j = j + 1
9. b[j]をインクリメントする．
10. for loop:  = 0:0;    ; 0:5
11. temp1を 0:0で初期化する．
12. if  = 0:0 or  = 0:5
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13. if  = 0:0
14. temp1 = 2m   1
15. else
16. temp4を 0:0で初期化する．
17. for loop: j = 1;    ; n
18. if j = 1
19. temp3 = 2  log( 2+ 1)
20. temp4 = temp3
21. else
22. temp4 = temp4 + temp3
23. if b[j]6= 0
24. temp2 = b[j]  exp[temp4]






上記では Kの分割を考えていたが，理論的には Kの分割というよりも Fm2 の分割であ
る．今回は f(t) = 0 , t = 0 と 0 62 K より K を n 分割したが，Fm2 の分割を考える
際は，0 2 Fm2 より Fm2 の n + 1 分割を考える必要がある．*1よって，2-norm の評価関
数 F の計算の大部分は Fm2 を分割し分割された集合の要素数をカウントするという問題
に帰着されることがわかる．上記で議論した数値実験アルゴリズム（改良版）を用いて








 0  0.1  0.2  0.3  0.4  0.5
"60_20_2norm.txt" using 1:2
"60_20_theory.txt" using 1:2
図 6.9 (n; k) = (60; 20)，横軸: BSCの反転確率 ，縦軸: F
*1 行フルランクな検査行列 H でこのアルゴリズムが適用可能なことを付録にて示す．
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た．上記に載せた (n; k) = (60; 20)の場合，m = n  k = 40なので改良前のアルゴリズ
ムだと約 1週間経過しても計算が終わらなかったが，改良後のアルゴリズムだと約 4時間
半で計算が終わった．さらに，(n; k) = (400; 370)で改良前だと約 2日半かかる計算が，
改良後だと約 4分半で計算できた．
6.5.3 2-normの評価関数 F の統計的データ
前節にて，2-normの評価関数 F の値を求める数値実験アルゴリズムに関する計算量が
大幅に削減できることを示した．その結果，検査行列H の中から性能のよいH を選ぶた
めに，H を複数回ランダムに指定して F を計算し，複数回生成した H の中から性能の
よい H を指定すること，すなわち，性能のよい (n; k)符号を選択することが可能になっ
た．(n; k)符号を選ぶ過程で F の値にどれくらい散らばりがあるのかを調べたいと思い，
(n; k)符号について 50個のサンプリングしたデータの平均・分散・標準偏差を計算した．
F の最良値をとる候補は一般に不明だが，F の最悪値をとるための十分条件は理論的に
H = [I;O]の時，すなわち H2 = O だとわかる．（詳細は付録にて述べる．）このことを
利用して，収集したデータとは別に H2 = O と指定して計算を行い記載することにする．
表 6.5 平均・分散・標準偏差・最悪値（理論値）
(n; k) 平均 分散 標準偏差 最悪値（理論値）
(10; 5) 3.184776E-01 2.051738E-04 1.432389E-02 5.573212E-01
(60; 30) 1.448510E-03 2.956564E-15 5.437429E-08 3.995150E-02
(400; 370) 1.636495E-06 4.977904E-22 2.231122E-11 3.681660E-01












































る．主に，モーメント母関数の定義とその性質については文献 [12, 14] を，インテルの
SIMD実装については文献 [18, 19, 17]を参考にした．
A.1 モーメント母関数の定義とその性質
モーメント母関数の定義および性質について説明する．





定理 A.1.1 (モーメント母関数と期待値の関係). M()は  = 0で







































X (0) = E[X]
M
(2)





X (0) = E[X
l]
例 A.1.1 (二項分布のモーメント母関数). 二項分布のモーメント母関数を導出する．ま
ず，1 回の試行を考える．1 が出る確率を p，0 が出る確率を 1   p とすると (ベルヌイ
試行)
MX() = E[e












)k(1  p)n k = (pe + 1  p)n (A.4)
最後の等号は二項定理を用いた．
定理 A.1.2 (独立確率変数の和). X1;    ; Xr が互いに独立であり，それらのモーメント
母関数がM1();    ;Mr()であるものとする．
X = X1 +   +Xr
のモーメント母関数をMX()と書くことにすると
MX() =M1()   Mr() (A.5)
が成立．
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証明. r = 2の時を証明すれば，後は帰納的に成り立つ．
MX1+X2() =MX1()MX2()











SIMDとは Single Instruction Multiple Dataの略で，1つの命令列を複数のデータ列
に同時に適用できる並列化の形態を指す．SIMD を取り入れているプロセッサとして挙
げられる代表的な製品は，SONYの PLAYSTATION3に使われているプロセッサ (Cell
Broadband Engine)や，最近だと GPU(ex: NVIDIA Tesla)が有名である．SIMD型の
命令は，長いレジスタ上に複数のデータを並べることで，これらのデータをまとめて一括処
理できるという特徴がある．例えば SIMD型の 128-bitレジスタを使うと 2128 = (232)4
であることから，32-bitのデータ 4個に対して同一の操作を一括で行うことができる．
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A.2.3 MIMD





x86 アーキテクチャには，x87FPU(Flotiong Point Unit) レジスタと呼ばれる浮動小
数点演算を専門に行うことができるレジスタが存在する．インテルは，x87FPU レジス





(Streaming SIMD Extensions) をインテルが発表した．SSEは Pentium IIIに初めて実
装された．SSEを扱える XMMレジスタは，8本の 128-bit格納領域を持っている．SSE
は数々のバージョンアップで MMX を 128-bit 幅に拡張する整数演算命令が追加された
り，バージョン 4:2 (SSE4:2) で SIMD 型 popcnt を高速に行う命令が追加されたりし
ている．SSE4:2は Nehalemマイクロアーキテクチャ (インテル第一世代 Core iシリー
ズ) から使用可能であるため，本研究で用いたプロセッサでも使用可能である．GCCの
popcntを行う組み込み関数が速い理由は，SIMD型の popcntによる恩恵が大きい．そ
のため，表 6.1 の計算時間の差が生まれたのだと思われる．インテルの SIMD 型演算命
令はこの後も発展を続けており，MMX/SSE 後継については SIMD 型拡張命令セット
AVX(Intel Advanced Vector eXtensions) が実装されその後のバージョンアップ等も含
めて，それまで SIMD型浮動小数点演算命令や SIMD型整数演算命令を扱っていたレジ
スタが 16 本の 256-bit のレジスタに拡張された．Skylate マイクロアーキテクチャ対応
の Xeonプロセッサや Core i9プロセッサだとさらに倍の 512-bitに拡張されている．
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定義 A.3.1 (最悪値). 2-normの評価関数 F の最悪値とは，
1  h() = k
n
を満たす  ' BSC ' 0 で，
maxfF (Se)g
となる F (Se)のことと定義する．同様に F の最良値とは，0 で
minfF (Se)g
となる F (Se)のことと定義する．
F (Se)の最大値および最小値は，Se の最大値および最小値によって定まる．Se の
最大値および最小値は，hl (l = m;    ; n  1)を動かした時，
n 1Y
l=m
f(1  ) + ( 1)ht;hlig (A.6)
の最大値および最小値によって定まる．ただし， = 0または  = 0:5の時は F (Se)の
値が H の構造に依らずに決まってしまうため，以降 0 <  < 0:5として議論を行う．
定理 A.3.1 (F (Se)が最悪値をとるための十分条件).
H = [I;H2] = [I;O]) F (Se)が最悪値をとる．
証明. 0 <  < 0:5の時，0 <  2 + 1 < 1である． 2 + 1 < 1が成立することより，
どんな t; hl でも (A.6)の総乗の中身がすべて 1の場合が (A.6)が最大値をとる条件であ
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ることがわかる．よって，(A.6)の最大値はどんな t; hl に対しても
n 1X
l=m
parity(t AND hl) = 0 (A.7)
が成立しなくてはいけない．ここで，常に hl = 0ならば (A.7) を満たすためH2 = Oの
時 F (Se)は最悪値をとることがわかる．すなわち，H = [I;O]が F (Se)が最悪値をと
るための十分条件として挙げられる．
A.3.2 最悪値を計算する時の工夫
H2 = O の場合

























かなり削減できるため，Kを n個の部分集合に分割するために 2m   1回のループを実行
するよりもかなり軽い計算になる．
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A.4 統計処理に用いたデータ
本研究にて，6章の考察で平均値・分散・標準偏差を計算するのに使った BSC 付近の
値における 2-normの評価関数 F のデータを以下にまとめる．F のデータは各パラメー
タごとに 50個ずつ収集しているので，13個ずつに分けて掲載する．
表 A.1 BSC 付近の値における F のデータ (n; k) = (10; 5)
3.029872E-01 3.055029E-01 3.292764E-01 3.192395E-01
3.127658E-01 3.491245E-01 3.149316E-01 3.188224E-01
3.131910E-01 3.173527E-01 3.226606E-01 3.103090E-01
3.011776E-01 3.184652E-01 3.079484E-01 3.178714E-01
3.138738E-01 3.074625E-01 3.498224E-01 3.360258E-01
3.216282E-01 3.230728E-01 3.055029E-01 3.029872E-01
3.319938E-01 3.251755E-01 3.472445E-01 3.011776E-01
3.085423E-01 3.114408E-01 3.212141E-01 3.103090E-01
3.205925E-01 3.185683E-01 3.195865E-01 3.160469E-01
3.720091E-01 3.047860E-01 3.096806E-01 3.131910E-01
3.029872E-01 3.184652E-01 3.209473E-01 3.146707E-01
3.494152E-01 3.238325E-01 3.107279E-01 3.037083E-01
3.156255E-01 3.099419E-01
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表 A.2 BSC 付近の値における F のデータ (n; k) = (60; 30)
1.448514E-03 1.448499E-03 1.448481E-03 1.448506E-03
1.448480E-03 1.448519E-03 1.448483E-03 1.448575E-03
1.448695E-03 1.448477E-03 1.448516E-03 1.448522E-03
1.448514E-03 1.448715E-03 1.448496E-03 1.448536E-03
1.448503E-03 1.448495E-03 1.448485E-03 1.448473E-03
1.448503E-03 1.448481E-03 1.448486E-03 1.448473E-03
1.448520E-03 1.448493E-03 1.448513E-03 1.448479E-03
1.448469E-03 1.448492E-03 1.448702E-03 1.448506E-03
1.448513E-03 1.448497E-03 1.448531E-03 1.448487E-03
1.448509E-03 1.448493E-03 1.448487E-03 1.448488E-03
1.448482E-03 1.448479E-03 1.448466E-03 1.448471E-03
1.448572E-03 1.448463E-03 1.448482E-03 1.448468E-03
1.448510E-03 1.448480E-03
表 A.3 BSC 付近の値における F のデータ (n; k) = (400; 370)
1.636510E-06 1.636510E-06 1.636513E-06 1.636464E-06
1.636506E-06 1.636491E-06 1.636469E-06 1.636487E-06
1.636463E-06 1.636458E-06 1.636493E-06 1.636558E-06
1.636507E-06 1.636494E-06 1.636506E-06 1.636502E-06
1.636489E-06 1.636524E-06 1.636471E-06 1.636460E-06
1.636506E-06 1.636495E-06 1.636499E-06 1.636501E-06
1.636479E-06 1.636452E-06 1.636536E-06 1.636476E-06
1.636513E-06 1.636486E-06 1.636473E-06 1.636500E-06
1.636473E-06 1.636543E-06 1.636510E-06 1.636499E-06
1.636484E-06 1.636506E-06 1.636491E-06 1.636488E-06
1.636496E-06 1.636532E-06 1.636469E-06 1.636498E-06
1.636488E-06 1.636529E-06 1.636476E-06 1.636473E-06
1.636504E-06 1.636482E-06








 GCC の popcnt 組み込み関数の代わりに，NVIDIA CUDA の組み込み関数を使
用することで，今までと同様の実装が可能である．
なお，GCCの parity関数に対応するものが CUDAの組み込み関数では存在しないため，
この部分を popcntの結果に 1との ANDをとる操作として置き換えた．
表 A.4 GPUのスペック







 (n; k) = (60; 20)について
並列化前: 約 4時間半! 並列化後: 約 1時間 10分
なお，本研究では GPUを複数枚用いて計算を行なっていないが，例えば上記 GPU を複
数枚用いることで (n; k) = (60; 10)と与えて計算したと仮定すると，250 = 240  210 であ
ることから 1024枚の GPUを用いれば m = 50 の場合の計算時間が，m = 40の場合と
同等の計算時間で計算可能なことが想定される．
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A.6 2-normの評価関数 F の一般化
本研究では検査行列H = [I;H2]と与えていたが，2-normの評価関数 F の計算は一般
の行フルランクな検査行列 H についてもそのまま適用可能なことがわかる．つまり，先
程の結果は行フルランクな検査行列 H について一般化できる．まず，




とすると，H の転置 HT を用いて以下のように書ける．
HT t = j
ただし，j := [j0;    ; jl;    ; jn 1]T のことを表す．j = 0の時を考えると，
HT t = 0, t = 0
より，t = 0の時のみ HT t = 0が成立する．なぜならば，一般の行フルランクなm n
検査行列 H について，
rank(H) = m
が成立し，一般に rank(H) = rank(HT )だから，
rank(HT ) = m
であるため，未知数 m個の同次連立一次方程式 HT t = 0 が自明な解 t = 0のみを持つ
ことと同値な条件
rank(HT ) = m
が成立するからである．（参考文献 [23]）
すなわち，
HT t 6= 0, t 6= 0
が成立する．今，t 2 K = Fm2   f0gとしているため格納領域 nのリスト bのインデッ
クス jの範囲は常に 1  j  nである．よって，2-normの評価関数 F の計算は一般の行
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フルランクな検査行列 H についても 1  j  n として同様に適用可能なことがわかる．
よって，以下の式を計算すればよい．









2. H = [(h0)10;    ; (hn 1)10]を乱数を用いて生成．
3. 格納領域 nのリスト bを 0で初期化する．
4. for loop: (t)10 = 1;    ; 2m   1
5. j = 0に初期化する．
6. for loop: l = 0;    ; n  1
7. if parity((t)10 AND (hl)10) = 1
8. j = j + 1
9. b[j]をインクリメントする．
10. for loop:  = 0:0;    ; 0:5
11. temp1を 0:0で初期化する．
12. if  = 0:0 or  = 0:5
13. if  = 0:0
14. temp1 = 2m   1
15. else
16. temp4を 0:0で初期化する．
17. for loop: j = 1;    ; n
18. if j = 1
19. temp3 = 2  log( 2+ 1)
20. temp4 = temp3
21. else
22. temp4 = temp4 + temp3
23. if b[j]6= 0
24. temp2 = b[j]  exp[temp4]
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