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Abstract 
Traditional systems engineering is predicated upon prediction and control.  Prediction is required to attain some degree of 
confidence that design and manufacture decisions will yield desired results.  Control is necessary to ensure that subsystems meet 
the needs of the overarching system. While this paradigm was successful for decades, evolving circumstances have resulted in two 
challenges.  First, the increasing complexity of systems has eroded the system engineer’s ability to predict the outcome of his or 
her design decisions.  Second, the need to interconnect existing systems in the form of a system of systems challenges the system 
engineer’s ability to exercise technical control because of the operational and managerial independence of the constituent systems. 
The application of a process predicated on invalid assumptions is not likely to achieve desirable results. This paper presents the top 
10 assumptions, which are often illusory in today’s systems environment. Unfortunately, our current systems engineering practices 
are based on heuristics dependent on many of these assumptions, often in the context of aerospace and defense programs, that have 
been acquired during the past half century, rather than on a solid body of scientific knowledge and are inadequate to support the 
discipline’s necessary transformation.  Consequently, research is critical to create the foundations that can support a new paradigm 
for systems engineering, one that is based on the reality of engineering systems in which deterministic prediction and control are 
no longer possible in many circumstances.   
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1. Introduction 
Perhaps the most neurotic of the engineering disciplines, systems engineering seems to be perpetually racked with 
what psychologists term “imposter syndrome,” which is characterized by one being unable to recognize one’s own 
accomplishments.  Ranging from the often discussed systems engineering identity crisis1,2 to a preoccupation with the 
seeming inability of traditional systems engineering approaches to cope with modern systems3, as a community we 
seem to forget that sometimes systems engineering actually does work.  This is not to suggest that we should rest on 
our laurels or diminish the substantial challenges that the discipline faces.  Rather, we want to caution against the all-
too-human tendency to think that the old way is dead and a whole new approach is warranted. This mindset risks 
throwing out the baby with the bathwater. As always, we need to apply the right approach to the right problem. For 
some problems and contexts, the traditional approach is perfectly adequate.  However, we also recognize that for many 
modern systems problems, a traditional approach seems to be counterproductive.  Systems engineering evolved over 
a large number of years primarily in the aerospace and defense domain, so much so that systems engineering in other 
domains is seen by some as not being real systems engineering.  Due to this fact, practitioners are often blind to context, 
and when the environment changes they are often lost on how to apply their methods, processes and tools. The dilemma 
is how to know when to apply what approach.  To that end, we need to develop a better understanding of the underlying 
assumptions of systems engineering and the consequences of violating them.  
In this paper, we discuss our hypothesized set of the Top 10 assumptions or illusions that underlie traditional 
systems engineering and associate them with the some of the challenges that have been identified by other researchers.  
We then propose a research agenda that includes a set of research questions that need to be addressed to better 
understand when and how systems engineering should be evolved. 
2. The Rationale Behind Systems Engineering 
Engineering is a goal oriented activity. We engineer a system because we need it to provide some useful function 
or service. In a sense, one might be able to characterize engineering as the avoidance of trial and error. It might be 
possible to build a useful system by pure guessing and testing, but that is an extremely expensive and time consuming 
way to go about it. That is why prediction is so critical to engineering. The ability to predict allows the engineer to 
search the design space much more quickly and efficiently. Prediction does not necessarily require a mathematical 
model.  Hard won heuristics based on past experience are also an effective way to predict the outcome of design 
decisions given the appropriate context.  This is very much the basis of traditional bottom-up engineering.  
Traditional bottom-up engineering starts with a set of tools, practices, and approaches that have worked well in the 
past.  These elements are organized using established rules in the hope that the application of a tried and true 
methodology will yield the expected outcome.  The problem with this approach to engineering is that when the system 
being engineered gets large and complicated, design and implementation are likely to require multiple groups of 
engineers from different disciplines. Unconstrained, each of these groups of engineers is likely to implement the 
approach that makes the most sense for its subsystem and/or field of expertise. Doing so results in three issues. First, 
the system is likely to exhibit inconsistencies among the subsystems that adversely impact operational performance. 
Second, the system is not likely to meet user needs because there is no mechanism to ensure that composition of the 
subsystems provides the desired functionality. Third, the system is not globally optimized, but rather is the sum of 
multiple local optimizations. 
The traditional solution to this dilemma is systems engineering. Systems engineering introduces top-down technical 
control to the engineering process. By operating from the top down, systems engineering determines the specification 
of the high-level system based on a set of stakeholder and derived requirements, and controls the decomposition and 
allocation of requirements and the definition of interfaces.  This forces the bottom up engineering process to produce 
constrained results.  The predictability in traditional systems engineering stems from this control.  The subsystems 
and components are not accepted unless they conform to expectations. This provides at least a modicum of confidence 
that the system will behave in the expected manner when it is integrated.  Thus, successful systems engineering as 
currently practiced, relies on a combination of prediction and control. 
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While this paradigm was successful for decades, evolving circumstances have begun to undermine the requisite 
prediction and control. Key to this situation are two challenges that we will subsequently discuss: the increasing 
complexity of systems and the integration of independent systems into systems of systems. 
3. The Challenges Facing Systems Engineering 
There is a growing recognition that systems engineering, as it is traditionally practiced, is struggling to provide 
systems that meet the needs of modern society.  Two key problem areas for traditional systems engineering have been 
identified: The first is the growing complexity of modern systems3,4. The second is the well-documented system of 
systems problem5,6.  In both cases, systems engineering tools and processes seem to be unable to keep up with demands. 
In the case of complexity, the erratic behavior of complex components and architectures, along with ever increasing 
interconnectivity, makes it difficult to make informed design choices. In the case of systems of systems, managerial 
and operational independence of the constituent systems can lead to non-conformance with the expectations of the 
overarching system of systems. (For a recent treatment on the issues associated with integrating systems of systems, 
see Madni and Sievers7. For an in depth discussion of the role of complexity in modern systems, see Alderson and 
Doyle8.)  
First, the increasing complexity has eroded the system engineer’s ability to predict the outcome of his or her design 
decisions. This erosion can occur when a system is made up of a large number of components that interact in a non-
linear way and/or when humans are able to interact with the system in unconstrained ways.  The system can undergo 
unexpected “phase shifts” that move the system into a qualitatively different realm. The problem is that these 
bifurcations as they are sometimes known in the complexity community are equivalent to surprises9. In other words 
the, behavior is not reducible to the prior view of the system. From a systems engineering standpoint, this means that 
the system could exhibit behaviors that were not predictable from an analysis of the components.  Consequently, it 
becomes difficult, if not impossible to predict system behavior. Even small changes in the system design may have 
dramatic consequences. Thus, a systems engineer may specify the system interfaces as well as the decomposition and 
allocation of the requirements, but there is no guarantee that these controls will be sufficient to ensure predictability 
when the components are integrated.  
Second, the increasing need to interconnect existing systems in the form of a system of systems challenges the 
system engineer’s ability to exercise technical control because of the operational and managerial independence of the 
constituent systems.  In other words, a system of systems engineer may wish to impose a requirement on a constituent 
system, but he or she may have no mechanism with which to enforce it, contractually or operationally.  This effectively 
nullifies the primary tool that a systems engineer uses to enforce technical conformance. Consequently, the system of 
systems engineer cannot ensure that the requirements of the system of systems are met.  In addition, if the system 
mission and/or environment in which it operates changes more rapidly than the timescale of the development program, 
it is no longer possible to deterministically predict the desired system capabilities up front and the development needs 
to become a somewhat reactive evolving process.  Dependence on a set of “frozen requirements” for success is no 
longer a winning strategy. At the same time, asking engineers to design to a constantly moving target is not an effective 
practice either. 
In both cases Ashby’s law of requisite variety seems to come into play10. The system seems to have more degrees 
of freedom than the engineer has in trying to control it.  In the case of complexity, it is the inability to detect or predict 
problems prior to operation that limits a systems engineer’s options. The engineer might have been able to do 
something about the problem if he or she had only known about it in advance, but, as was noted above, complex 
systems are by definition unpredictable.  Thus, it may not be possible to produce a working design a priori, but rather 
a system of instrumentation, detection, analysis and evolving distributed control might be necessary.  In the case of 
systems of systems, the systems engineer may be able to foresee a problem but lacks the control mechanisms necessary 
to address it. 
While systems engineering originated in an environment in which system complexity was limited and there was 
effective engineering control of development and deployment, its application in the current environment is 
increasingly inadequate.  As a result, a new set of foundations and guiding principles need to be established for systems 
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engineering.  Guidance will need to be provided to inform practicing engineers on when and how to apply these 
principles. How much technical control can one lose and still have traditional systems engineering be effective? How 
much predictability can one lose and still be able to design a cost effective and stable system?  Answering these 
questions is critical for formulating new approaches to engineering both complex systems and systems of systems. 
Furthermore, the answers will enable engineers and decision makers to understand when they should apply traditional 
systems engineering versus a new approach. 
4. The Assumptions and Illusions of Systems Engineering 
Any process is predicated on a set of assumptions about how the world works (at least within its scope of interest).  
Often these assumptions are not explicit, but instead they are implied by the structure of the process itself.  The process 
encodes a model of the system it operates on. In other words, we can infer that the only way that a process would 
generate the correct output is if a certain set of descriptive statements about the system of interest were true. With any 
real world process, there is rarely 100% conformance to these assumptions, but as long the situation is “close enough,” 
the process will generate acceptable outputs. 
Systems engineering as a process is no different. We can characterize a traditional description of the systems 
engineering process as a useful fiction.  No real system development program ever fully executes the waterfall model, 
V-model, or spiral model in every way.  Rather, they serve as ideal processes that we try emulate as closely as possible 
within practical limits.  However, as suggested above, these useful fictions are predicated on an implicit set of 
assumptions regarding the system to be developed, the environment in which it will operate, and the organization that 
will develop it.  When the deviations from these assumptions are too great, over adherence may actually be 
counterproductive. 
The issue with systems engineering as noted in INCOSE’s A World in Motion - Systems Engineering Vision 2025 
is that the “systems engineering practice is only weakly connected to the underlying theoretical foundation”11.  
Because of this weak connection to theory, we do not necessarily understand why systems engineering works when it 
does. Consequently, we do not understand under what circumstances it does and does not need to change. In that vein, 
INCOSE’s vision for systems engineering in 2025 calls for a stronger theoretical foundation to support practice. 
As a first step in that direction, we hypothesized a set of Top 10 Assumptions that seem to be implicit in the 
traditional systems engineering process. Perhaps a more appropriate term is “illusions” in that we know that these 
aspects of systems engineering are not real, but we pretend that they are so that we can continue to apply our methods. 
The objective of our research agenda will be to investigate these “illusions” in greater depth. As our work progresses 
it is likely that elements of this list will be added, removed, or modified. 
This list was developed as a synthesis of the work of multiple researchers and the experience of the authors as 
practicing systems engineers.  For each assumption, we cite one or more supporting references. It should be noted that 
in some cases, the cited authors do not use exactly the same terms or do not specifically mention the assumption at 
all.  In the latter case, the assumption was implicit in their work.  For example, work discussing how ambiguous 
requirements lead to systems engineering issues would imply that unambiguous requirements are necessary for 
effective systems engineering. 
 
1. Absolute: Traditional systems engineering assumes that there is a “right” or optimal answer. The job is really 
one of optimization and using “best practices” rather than being a subjective and context dependent process.  
This is one of the major assumptions that often separates traditional systems engineering from systems 
thinking which embraces the soft, and often inconclusive nature of systems. (See Emes et.al.1, Bar-Yam3, 
Maier6, Madni and Sievers7, Sheard and Mostashari12, Haimes13) 
 
2. Unambiguous: Systems engineering operates under the illusion that it is possible to specify unambiguous 
requirements using human language.  Of course, experience tells us that it is quite common for reasonable 
people to hold differing interpretations of a requirement. Exacerbating this issue is that we also expect these 
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requirements to be decomposable into additional, lower level requirements. (See Emes et.al.1, Madni and 
Sievers7, Committee on Pre-Milestone A Systems Engineering14, Bijan et. al.15) 
 
3. Sequential: Traditional systems engineering requires a fundamentally sequential approach to development.  
This does not mean that are no feedback loops whatsoever, but generally speaking the nature of the system 
under development is such that its development can be temporally decomposed and executed in a sequential 
fashion.  This makes it difficult to accommodate systems that are fundamentally adaptable (intentionally or 
otherwise). (See Bar-Yam3, Madni and Sievers7) 
 
4. Rational Actors: Engineering decision making is assumed to be similar to that which is carried out by 
economic actors: Engineers and managers are rational decision makers that have access to complete and 
perfect information.  Real life systems engineers are subject to deadline and political pressures as well as 
resource limitations. As a result they often do not have the information that they need to make informed or 
“optimal” decisions.  Under such ambiguity, the seemingly best option may be to do things how they have 
always been done.  But in the case of complex systems or systems of systems, that may be exactly the wrong 
thing to do. (See Bar-Yam3, Garber and PatéǦCornell16, Kemp, et.al.17) 
 
5. Reductionistic: The key to systems engineering is the ability to divide and conquer, but for this to work, the 
system in question must be decomposable into somewhat loosely coupled subsystems. As complexity 
increases, reductionism becomes problematic as subsystems become increasingly artificial and, from an 
engineering standpoint, potentially counterproductive as critical interactions may be undermanaged or 
unrecognized. (See Bar-Yam3, Madni and Sievers7, Committee on Pre-Milestone A Systems Engineering14, 
Kasser and Zhao18)  
 
6. Centrally Controlled: Control of the development organization(s) is centralized and absolute. Traditionally 
this has been handled via contracts and other similar legalistic mechanisms.  For systems of systems, 
however, there may not be a contract, or the contract between the SoS and the constituent systems may be 
one of many in which the constituent system participates. As a result, the SoS engineer has more difficulty 
maintaining technical control, and constituent systems may make unexpected changes that have an adverse 
impact on the SoS. (See Kasser2, Bar-Yam3, Maier6, Madni and Sievers7, Sheard and Mostashari12)  
 
7. Static: In essence, the system need and the system context never change. The technical solution is fixed in 
time (i.e., in static equilibrium).  Of course, in the real world, competitors behave unexpectedly, new 
technologies are introduced, suppliers go out of business, etc. As the rate of social and technological change 
increases with time, static solutions may be obsolete before they are fielded. (See Bar-Yam3, Maier6, Madni 
and Sievers7, Committee on Pre-Milestone A Systems Engineering14, Kasser and Zhao18)  
 
8. Mechanistic: Traditional systems engineering is blind to the human element, including culture and history. 
It is implicitly assumed that these factors will not substantially influence outcomes.  However, norms and 
values can affect both what potential solutions are considered and how a systems engineering program is 
executed.  The potentially adverse impact that an inappropriate organizational structure can have on a system 
development effort is well known. (See Kasser2, Bar-Yam3, Sheard and Mostashari12) 
 
9. Deterministic: Traditional systems engineering assumes that system behavior is deterministic. Input ‘A’ 
combined with State ‘B’ always produces Output ‘C’ (or at least captures the likelihood of C with a well-
defined probability distribution).  This viewpoint becomes problematic for adaptive systems where some 
tolerance for error is required in exchange for the benefits of adaptability. (See Sheard and Mostashari12, 
Haimes13) 
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10. Context Free: Best practices are universal and do not vary depending on the context.  So in other words, if 
a particular systems engineering approach worked well in the aerospace industry it must also work well in 
the IT industry.  This viewpoint neglects the importance of tailoring.  Different aspects of the systems 
engineering process may be more or less important for different system types and industries. (See Kemp, 
et.al.17) 
 
As indicated previously, we do not mean to suggest that systems engineering fails if any one of these assumptions 
is violated. Rather, what we are interested in is perturbing these assumptions to ascertain how robust the systems 
engineering process is to variations.  We suspect that the process will be robust to the violation of some assumptions 
and quite sensitive to others both singly and in combination. Such information will be useful to understanding when 
and how to apply traditional systems engineering approaches. 
5. Research Agenda 
Thus far, we have described systems engineering as a process predicated on prediction and control.  The successful 
execution of this process is dependent on a set of implicit assumptions or illusions.  A greater understanding of the 
robustness of traditional systems engineering to violations of these assumptions is necessary to properly address the 
challenges of increasing system complexity and the need to combine legacy systems into systems of systems.  To 
achieve this understanding, we propose the following research agenda. 
The challenge is two-fold.  First, we need to review the mission of systems engineering at the highest level and 
determine its required capabilities.  Second, based on this information, we need to review the various scientific 
disciplines to determine which are applicable and may be used as the foundations for this work.  For example, when 
determining organizational principles for a program, game theory, behavioral economics and psychology are likely to 
be just as relevant as engineering texts.  In this way, a solid theoretical foundation for Systems Engineering needs to 
be developed which is critically dependent on the context in which it is to be applied. This view is consistent with that 
proposed by INCOSE’s vision for systems engineering in 202511. 
This transformation does not mean that we should discard traditional systems engineering. Rather like Newtonian 
physics and quantum mechanics, both have a place depending on the problem that is being addressed and the context 
in which it operates. Thus, the issue is to ensure that we apply the right tool to the right problem.  In the case of systems 
engineering, that means identifying the implicit assumptions that underpin its practice and then understanding the 
consequences of violating them.  That understanding is the first step not only to identifying engineering approaches 
that are more appropriate for situations when traditional systems engineering founders, but also setting practical 
decision thresholds that will enable engineers and decision makers to know when to switch to other methods and 
approaches. 
 
Informally, a systems engineer or program manager may be interested in the answers to the following questions: 
x What are the fundamental assumptions of traditional systems engineering upon which it is based, and how 
do we know when they have been violated? 
x What are the consequences of violating these assumptions?  Are there any assumptions to which the 
process is particularly sensitive? 
x If we know that the assumptions have been violated, are there steps that a program can take to mitigate the 
resulting risks?   
These lead to the following naturally ordered series of fundamental research questions with some potential 
approaches to answer them: 
 
1) What are the high-level objectives of traditional systems engineering? 
a) Creation of a taxonomy and description of a set of high-level objectives 
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2) What are the fundamental practices used by traditional systems engineering to achieve these objectives? 
a) Review of systems engineering standards: ISO -15288, 15504, 12207, 9001, DoD5000.2, etc., and 
other research, noting the similarities and differences, resulting in a defined small set of fundamental 
practices 
b) Creation of a taxonomy and description of set of fundamental practices associated with each objective 
 
3) What are the principles/heuristics upon which these practices are based? 
a) Analysis of each practice to determine critical features/factors   
b) Literature search to determine the potential heuristics upon which they are based   
c) Creation of a taxonomy and description of principles and heuristics associated with each practice 
 
4) What are the assumptions/context which support these heuristics? 
a) This might involve an analysis of the history and domain of the development of each practice and its 
formation.  It is possible that the principles and heuristics are not documented and need to be 
‘discovered’.  This is likely to be similar to an anthropological dig   
b) Create a taxonomy and description of the assumptions and context associated with each heuristic 
 
5) Which of these assumptions are most frequently violated? 
a) This will involve a review of the current state of systems engineering, where it is practiced, its 
characteristics and its level of compliance with the assumptions noted above based on the specific 
domains and applications 
b) Show correlation between domain/application of systems engineering and compliance with noted 
assumptions/context 
 
6) What are the results when heuristics are used in these erroneous contexts? 
a) Use case studies, project data, etc., to determine effects of misapplication of systems engineering 
heuristics and practices 
b) Create a taxonomy of effects and describe the results of misapplication of systems engineering based 
on context 
 
7) What are scientifically based, context adaptable principles that can be used to address these violations to 
mitigate the undesired results? 
a) Review relevant sciences to determine which might be applicable to each of the principles and 
heuristic areas noted above 
b) Based on relative value, select a small number of areas in which new principles are necessary 
c) Develop new principles using a scientific basis 
d) Analyze the potential results of their application 
e) Run simulations of their application 
f) Implement changes in real situations to validate results 
 
8) What are the methods, processes and tools that can be used to facilitate the changes to systems engineering 
to support these new principles? 
 
9) What are the changes that are necessary to educate and train people to utilize these advances? 
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6. Conclusion 
In this paper we discussed the dilemmas faced by modern systems engineers.  Systems engineering has worked 
well in the past, but it seems to be struggling with the complexity of modern systems.  Even so, we should not reject 
traditional systems engineering out of hand.  There are still circumstances where it is the appropriate approach.  The 
issue is that we do not have a rigorous, theory-based understanding of when it is appropriate.  This is necessary, not 
only to understand when traditional systems engineering approaches should not be applied, but also to support the 
development of methods, processes, and tools to address these non-traditional situations.  To that end, we asserted 
that it is necessary to study the implicit assumptions of the systems engineering process and assess the robustness of 
the process to those assumptions.  To accomplish that objective, we proposed a set of the Top 10 Illusions upon which 
traditional systems engineering is based, and a research agenda consisting of a set of questions that must be addressed 
to create the necessary foundations for a systems engineering discipline capable of meeting the challenges of modern 
systems. 
References 
1. Emes M, Smith A, Cowper D. Confronting an identity crisis-How to “brand” systems engineering. Systems Engineering 2005; 8:2:164-186. 
2. Kasser J. Systems engineering: Myth or reality. INCOSE International Symposium 1996; 6:1. 
3. Bar-Yam Y. When systems engineering fails --- toward complex systems engineering. IEEE International Conference on Systems, Man and 
Cybernetics 2003; 2: 2021-2028. 
4. Ottino JM. Engineering Complex Systems. Nature 2004; 427: 399. 
5. Dahmann JS, Baldwin KJ. Understanding the Current State of US Defense Systems of Systems and the Implications for Systems 
Engineering. IEEE International Systems Conference 2008; Montreal, Canada. 
6. Maier MW. Architecting Principles for Systems-of Systems. Systems Engineering 1998; 1:4:267-284. 
7. Madni AM, Sievers M. System of Systems Integration: Key Considerations and Challenges. Systems Engineering 2014; 17: 330–347. 
8. Alderson DL, Doyle JC. Contrasting Views of Complexity and Their Implications for Network-Centric Infrastructures, IEEE Transactions 
on Systems, Man, and Cybernetics-Part A: Systems and Humans 2010; 40:2: 839-852. 
9. Casti JL. On System Complexity: Identification, Measurement, and Management. In Casti JL, Karlqvist A, editors. Complexity, Language 
and Life: Mathematical Approaches. Berlin: Springer-Verlag; 1986:146 – 173. 
10. Ashby WR. An Introduction to Cybernetics. London: Chapman & Hall; 1956. 
11. International Council on Systems Engineering. A World in Motion – Systems Engineering Vision 2025; 2014. 
http://www.incose.org/newsevents/announcements/docs/SystemsEngineeringVision_2025_June2014.pdf (last accessed Oct 29, 2014). 
12. Sheard SA, Mostashari A. Principles of complex systems for systems engineering. Systems Engineering 2009; 12:4: 295-311. 
13. Haimes YY. Modeling complex systems of systems with phantom system models. Systems Engineering 2012; 15:3: 333-346. 
14. Committee on Pre-Milestone A Systems Engineering. Pre-Milestone A and Early-Phase Systems Engineering: A Retrospective Review and 
Benefits for Future Air Force Systems Acquisition. Washington, D.C.: The National Academies Press; 2008. 
15. Bijan Y, Yu J, Stracener J, Woods T. Systems requirements engineering—State of the methodology. Systems Engineering 2013; 16:3: 267-
276. 
16. Garber R, PatéǦCornell E. Shortcuts in Complex Engineering Systems: A PrincipalǦAgent Approach to Risk Management. Risk Analysis 
2012; 32:5: 836-854. 
17. Kemp D, Cowper D, Elphick J, Evans R. To V or not to V – That MUST be the Question, 24th International Symposium of the INCOSE 
2014; Las Vegas, NV, USA. 
18. Kasser J, Zhao Y. Managing complexity: The Nine-System Model. 24th International Symposium of the INCOSE 2014; Las Vegas, NV. 
 
 
