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Abstract
The well-known Favard’s theorem states that the linear differential equation
x′ = A(t)x + f (t) (1)
with Bohr almost periodic coefficients admits at least one Bohr almost periodic solution if it has a bounded
solution. The main assumption in this theorem is the separation among bounded solutions of homogeneous
equations
x′ = B(t)x, (2)
where B ∈ H(A) := {B | B(t) = limn→+∞ A(t + tn)}. If there are bounded solutions which are non-
separated, sometimes almost periodic solutions do not exist (R. Johnson, R. Ortega and M. Tarallo,
V. Zhikov and B. Levitan).
In this paper we prove that linear differential equation (1) with Levitan almost periodic coefficients has a
unique Levitan almost periodic solution, if it has at least one bounded solution, and the bounded solutions
of the homogeneous equation
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are homoclinic to zero (i.e. lim|t |→+∞ |ϕ(t)| = 0 for all bounded solutions ϕ of (3)). If the coefficients
of (1) are Bohr almost periodic and all bounded solutions of all limiting equations (2) are homoclinic to
zero, then Eq. (1) admits a unique almost automorphic solution.
The analogue of this result for difference equations is also given.
We study the problem of existence of Bohr/Levitan almost periodic solutions of Eq. (1) in the framework
of general non-autonomous dynamical systems (cocycles).
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Recall (see, for example, [16,20]) that a continuous function ϕ defined on the real axis R with
values in a Banach space E is called Bohr almost periodic, if for all ε > 0 there exists a positive
number l(ε) such that on every interval [a, a + l] (a ∈ R) there exists at least one number τ such
that
∣∣ϕ(t + τ)− ϕ(t)∣∣< ε
for all t ∈ R (the number τ is called an ε almost period of function ϕ).
The following result is well known.
Theorem 1.1 (Bochner’s theorem). A continuous function ϕ : R → E is Bohr almost periodic if
and only if from each sequence {tn} ⊂ R there can be extracted a subsequence {tnk } such that the
functional sequence {ϕ(t + tnk )} converges uniformly on the real axis R.
A continuous function ϕ : R → E is called [20] Levitan almost periodic, if there exists a Bohr
almost periodic function ψ : R → F (F is a Banach space) such that Nψ ⊆Nϕ, where Nϕ is
the family of all sequences {tn} ⊂ R such that the functional sequence {ϕ(t + tn)} converges to ϕ
uniformly on every compact subset from R.
It is evident that every Bohr almost periodic function is Levitan almost periodic. The inverse
statement is not true. For example, the function ϕ(t) := (2 + sin t + sin√2t)−1 is Levitan almost
periodic, but not Bohr almost periodic [20].
A continuous function ϕ : R → E is called [4] (see also [20,23,24]) almost automorphic (or
Bohr almost automorphic) if for every sequence {t ′n} there exists a subsequence {tn} for which
we have local convergence (i.e. uniform convergence on every compact subset of R)
ϕ(t + tn) → ϕ˜(t),
the “returning” also holds:
ϕ˜(t − tn) → ϕ(t).
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Levitan almost periodic. The inverse, generally speaking, is not true because almost periodic
functions are bounded, but a Levitan almost periodic function may be unbounded. Recall also
that any Bohr almost periodic function is almost automorphic.
This paper is concerned with the study of linear differential (difference) equations with
Bohr/Levitan almost periodic and almost automorphic coefficients. This field is called Favard’s
theory [20,39], due to the fundamental contributions made by J. Favard [13]. In 1927, J. Favard
published his celebrated paper, where he studied the existence of almost periodic solutions of the
following equation in RN :
x′ = A(t)x + f (t), (4)
where the matrix A(t) and the vector-function f (t) are almost periodic in the sense of Bohr (see,
for example, [16,20]).
Along with Eq. (4), consider the homogeneous equation
x′ = A(t)x (5)
and the corresponding family of limiting equations
x′ = B(t)x, (6)
where B ∈ H(A), and H(A) denotes the hull of almost periodic matrix A(t) which is composed
by those functions B(t) obtained as uniform limits on R of the type B(t) := limn→∞ A(t + tn),
where {tn} is some sequence in R.
From now on, a bounded function on R will be simply called a bounded function.
Theorem 1.2 (Favard’s theorem). (See [13].) The linear differential equation (4) with Bohr al-
most periodic coefficients admits at least one Bohr almost periodic solution if it has a bounded
solution, and each bounded solution ϕ(t) of every limiting equation (6) (B ∈ H(A)) is separated
from zero, i.e.
inf
t∈R
∣∣ϕ(t)∣∣> 0.
Remark 1.3. Under the conditions of Favard’s theorem, if ϕ1 and ϕ2 are two different bounded
solutions of the same non-homogeneous limiting equation
x′ = B(t)x + g(t) ((B,g) ∈ H(A,g)), (7)
then inft∈R |ϕ1(t)− ϕ2(t)| > 0.
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1. Favard’s theorem is extended to the case of almost automorphic coefficients in the works of
L. Faxing [15], and W. Shen and Y. Yi [35].
2. For equations with Levitan almost periodic coefficients, Favard’s theorem was generalized by
B. Levitan [19], B. Levitan and V. Zhikov [20,39], M. Lyubarskii [21], B. Shcherbakov [33]
and M. Shubin [36,37].
Remark 1.5. In this paper we analyze the existence of Levitan/Bohr almost periodic and almost
automorphic solutions of linear differential equations in the framework of a more general prob-
lem. Namely, we study the existence of Poisson stable solutions (in particular, periodic, Bohr
almost periodic, almost automorphic, recurrent in the sense of Birkhoff, Levitan almost periodic,
almost recurrent in the sense of Bebutov, Poisson stable) of linear differential equations with
Poisson stable coefficients. The notions of comparability and uniform comparability of motions
by the character of recurrence, introduced by B. Shcherbakov [31–34], are powerful tools which
we will use to study this problem.
Zhikov and Levitan [20,39] (see also Johnson [18], Ortega and Tarallo [25], Sell [29]) con-
structed examples of scalar linear differential equations for which all the solutions are bounded,
but none of them is almost periodic. In particular, the following result was established in [25].
Theorem 1.6. (See Ortega and Tarallo [25].) Let (5) be a linear differential equation with Bohr
almost periodic coefficients, and for some B ∈ H(A) each nontrivial bounded on R solution ϕ
of Eq. (6) is homoclinic to zero, i.e.
lim|t |→+∞
∣∣ϕ(t)∣∣= 0.
Then, there exists an almost periodic (in the sense of Bohr) function g : R → Rn such that
Eq. (7) has bounded solutions, but none of them is Bohr almost periodic.
From one of our main result (see Section 4, Theorem 4.1 and Corollary 4.4) it follows that,
under the conditions of Theorem 1.6, Eq. (7) has a unique almost automorphic solution, which is
a positive statement in contrast to the one in the previous theorem.
This paper is organized as follows.
In Section 2 we collect some well-known facts from the theory of dynamical systems (both
autonomous and non-autonomous). Namely, the notions of almost periodic (in the senses of
Bohr and Levitan), almost automorphic and recurrent motions; shift dynamical systems and al-
most periodic and almost automorphic functions; cocycles, skew-product dynamical systems,
and general non-autonomous dynamical systems.
Section 3 is devoted to the existence of motions comparable (respectively, uniformly compa-
rable) by the character of recurrence in the sense of Shcherbakov [31–34]. The main results of
this section are Theorems 3.6, 3.12 and Corollaries 3.9–3.10, 3.13 (which are, in fact, the main
abstract results of the paper) which provide sufficient conditions for the existence of a unique
motion comparable (respectively, uniformly comparable) by the character of recurrence for two-
sided non-autonomous dynamical systems.
In Section 4 we analyze the compatible (respectively, uniformly compatible) solutions of or-
dinary differential and difference equations in a Banach space. Here we present a test for the
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non-homogeneous linear differential/difference equations with Bohr (respectively, Levitan) al-
most periodic and almost automorphic coefficients.
2. Almost periodic and almost automorphic motions of dynamical systems
Let us collect in this section some well-known concepts and results from the theory of dy-
namical systems which will be necessary for our analysis in this paper.
2.1. Recurrent, almost periodic and almost automorphic motions
Let X be a complete metric space, R (Z) be the group of real (integer) numbers. By T we will
denote either R or Z.
Let (X,T,π) be a dynamical system on X, i.e. let π : T×X→X be a continuous function such
that π(0, x) = x for all x ∈ X, and π(t1 + t2, x) = π(t2,π(t1, x)), for all x ∈ X, and t1, t2 ∈ T.
Given ε > 0, a number τ ∈ T is called an ε-shift (respectively, an ε-almost period) of x, if
ρ(π(τ, x), x) < ε (respectively, ρ(π(τ + t, x),π(t, x)) < ε for all t ∈ T).
A point x ∈ X is called almost recurrent (respectively, Bohr almost periodic), if for any ε > 0
there exists a positive number l such that in any segment of length l there is an ε-shift (respec-
tively, an ε-almost period) of the point x ∈ X.
If the point x ∈ X is almost recurrent, and the set H(x) := {π(t, x) | t ∈ T} is compact, then x
is called recurrent, where the bar denotes the closure in X.
Denote by Nx := {{tn} ⊂ T: such that {π(tn, x)} → x and {tn} → ∞}.
A point x ∈ X is said to be Levitan almost periodic (see [20]) for the dynamical system
(X,T,π) if there exists a dynamical system (Y,T, λ), and a Bohr almost periodic point y ∈ Y
such that Ny ⊆Nx.
Remark 2.1. Let xi ∈ Xi (i = 1,2, . . . ,m) be a Levitan almost periodic point of the dynamical
system (Xi,T,πi). Then the point x := (x1, x2, . . . , xm) ∈ X := X1 × X2 × · · · × Xm is also
Levitan almost periodic for the product dynamical system (X,T,π), where π : T × X → X
is defined by the equality π(t, x) := (π1(t, x1),π2(t, x2), . . . , πm(t, xm)) for all t ∈ T and x :=
(x1, x2, . . . , xm) ∈ X.
A point x ∈ X is called stable in the sense of Lagrange (st.L), if its trajectory {π(t, x): t ∈ T}
is relatively compact.
A point x ∈ X is called almost automorphic [20,35] for the dynamical system (X,T,π), if
the following conditions hold:
(i) x is st.L;
(ii) there exists a dynamical system (Y,T, λ), a homomorphism h from (X,T,π) onto (Y,T, λ)
and an almost periodic (in the sense of Bohr) point y ∈ Y such that h−1(y) = {x}.
Remark 2.2. The following facts hold true.
1. Every almost automorphic point x ∈ X is also Levitan almost periodic.
2. A Levitan almost periodic point x with relatively compact trajectory {π(t, x): t ∈ T} is also
almost automorphic (see [2–5,10,22] and [35]). In other words, a Levitan almost periodic
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3. Let (X,T,π) and (Y,T, λ) be two dynamical systems, x ∈ X, and assume that the following
conditions are fulfilled:
(i) there exists a point y ∈ Y which is Levitan almost periodic;
(ii) Ny ⊆Nx .
Then, the point x is also Levitan almost periodic.
4. Let x ∈ X be a st.L point, y ∈ Y an almost automorphic point, and Ny ⊆ Nx . Then, the
point x is almost automorphic.
2.2. Shift dynamical systems, almost periodic and almost automorphic functions
We show below a general method for the construction of dynamical systems on the space
of continuous functions. In this way we will obtain many well-known dynamical systems on
functional spaces (see, for example, [5,31]).
Let (X,T,π) be a dynamical system on X,Y be a complete pseudo metric space, and P be
a family of pseudo metrics on Y . We denote by C(X,Y ) the family of all continuous functions
f : X → Y equipped with the compact-open topology. This topology is given by the following
family of pseudo metrics {dpK} (p ∈ P,K ∈ K(X)), where
d
p
K(f,g) := sup
x∈K
p
(
f (x), g(x)
)
,
and K(X) denotes the family of all compact subsets of X. For every τ ∈ T we define a mapping
στ : C(X,Y ) → C(X,Y ) by the following equality: (στ f )(x) := f (π(τ, x)), x ∈ X. We note
that the family of mappings {στ : τ ∈ T} possesses the next properties:
a. σ0 = idC(X,Y );
b. στ1 ◦ στ2 = στ1+τ2 ∀τ1, τ2 ∈ T;
c. στ is continuous ∀τ ∈ T.
Furthermore, the next lemma ensures that (C(X,Y ),T, σ ) is a dynamical system.
Lemma 2.3. (See [8].) The mapping σ : T × C(X,Y ) → C(X,Y ), defined by the equality
σ(τ, f ) := στf (f ∈ C(X,Y ), τ ∈ T) is continuous, and, consequently, the triple (C(X,Y ),T, σ )
is a dynamical system on C(X,Y ).
Consider now some examples of dynamical systems given by the form (C(X,Y ),T, σ ) which
are useful in applications.
Example 2.4. Let X = T, and denote by (X,T,π) a dynamical system on T, where π(t, x) :=
x + t . The dynamical system (C(T, Y ),T, σ ) is called Bebutov’s dynamical system [31] (a dy-
namical system of translations, or shifts dynamical system). For example, the equality
d(f,g) := sup
L>0
max
{
dL(f,g),L
−1},
where dL(f,g) := max|t |L ρ(f (t), g(t)), defines a complete metric (Bebutov’s metric) on the
space C(T, Y ) which is compatible with the compact-open topology on C(T, Y ).
114 T. Caraballo, D. Cheban / J. Differential Equations 246 (2009) 108–128Remark 2.5. It is known [31,34] that d(f,g) < ε (respectively, d(f,g) > ε or d(f,g) = ε) is
equivalent to the inequality d 1
ε
(f, g) < ε (respectively, d 1
ε
(f, g) > ε or d 1
ε
(f, g) = ε).
It is said that the function ϕ ∈ C(T, Y ) possesses a property (A), if the motion σ(·, ϕ) : T →
C(T, Y ) possesses this property in the Bebutov’s dynamical system (C(T, Y ),T, σ ), generated
by the function ϕ. As property (A) we can consider periodicity, quasi-periodicity, almost period-
icity, almost automorphy, recurrence, etc.
Example 2.6. Let X := T × W , where W is a metric space, and let (X,T,π) denote a dy-
namical system on X defined in the following way: π(t, (s,w)) := (s + t,w). Using the general
method proposed above we can define a dynamical system of translations (C(T×W,Y),T, σ ) on
C(T ×W,Y).
The function f ∈ C(T×W,Y) is called almost periodic (recurrent, almost automorphic, etc.)
with respect to t ∈ T, uniformly with respect to w ∈ W on every compact from W , if the mo-
tion σ(·, f ) is almost periodic (recurrent, almost automorphic, etc.) in the dynamical system
(C(T ×W,Y),T, σ ).
Remark 2.7. Let W be a compact metric space, then the topology on C(W,Y ) is metrizable. For
example, the equality
d(f,g) :=
∞∑
k=1
1
2k
dk(f, g)
1 + dk(f, g) , where dk(f, g) := max|t |k, x∈W ρ
(
f (t, x), g(t, x)
)
,
defines a complete metric on the space C(W,X) which is compatible with the compact-open
topology on C(W,X). The space C(T × W,Y) is topologically isomorphic to C(T,C(W,Y ))
[31], and also the shifts dynamical systems (C(T×W,Y),T, σ ) and (C(T,C(W,Y )),T, σ ) are
dynamically isomorphic.
2.3. Cocycles, skew-product dynamical systems and non-autonomous dynamical systems
Consider now two dynamical systems (X,T,π) and (Y,T, λ). A triplet 〈(X,T,π),
(Y,T, λ),h〉 is called a non-autonomous dynamical system if h is a homomorphism from
(X,T,π) onto (Y,T, λ).
Let (Y,T, λ) be a dynamical system on Y , W a complete metric space, and ϕ a continuous
mapping from T ×W × Y in W possessing the following properties:
a. ϕ(0, u, y) = u (u ∈ W, y ∈ Y);
b. ϕ(t + τ,u, y) = ϕ(τ,ϕ(t, u, y), λ(t, y)) (t, τ ∈ T, u ∈ W, y ∈ Y).
Then, the triplet 〈W,ϕ, (Y,T, λ)〉 (or shortly ϕ) is called [28] a cocycle on (Y,T, λ) with the
fiber W .
Given a cocycle 〈W,ϕ, (Y,T, λ)〉, let us set X := W × Y , and define a mapping π : T ×
X → X as follows: π(t, (u, y)) := (ϕ(t, u, y), λ(t, y)) (i.e. π = (ϕ,λ)). Then, (X,T,π) is a
dynamical system on X, which is called a skew-product dynamical system [28], and h = pr2 :
X → Y is a homomorphism from (X,T,π) onto (Y,T, λ) and, hence, 〈(X,T,π), (Y,T, λ),h〉
is a non-autonomous dynamical system.
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it generates a non-autonomous dynamical system 〈(X,T,π), (Y,T, λ),h〉 (X := W × Y ), called
a non-autonomous dynamical system generated by the cocycle 〈W,ϕ, (Y,T, λ)〉 on (Y,T, λ).
Non-autonomous dynamical systems (cocycles) play a very important role in the study of
non-autonomous evolutionary differential equations. Under appropriate assumptions, every non-
autonomous differential equation generates a cocycle (a non-autonomous dynamical system).
3. Comparability and uniform comparability of motions by the character of recurrence in
the sense of Shcherbakov
We will prove now the main abstract results in this paper. First, we start with the following
definitions.
Let (Ω,T, λ) be a dynamical system. A point ω ∈ Ω is said to be (see, for example, [34]
and [38]) positively (respectively, negatively) stable in the sense of Poisson, if there exists a
sequence tn → +∞ (respectively, tn → −∞) such that λ(tn,ω) → ω. If the point ω is Poisson
stable in both directions, it is called Poisson stable.
Denote by Nω = {{tn} ⊂ T | λ(tn,ω) → ω, as n → +∞}.
Let (X,h,Ω) be a fiber space, i.e. X and Ω are two metric spaces and h : X → Ω is a
homomorphism from X onto Ω . The subset M ⊆ X is said to be conditionally relatively compact
[7,8] if the pre-image h−1(Ω ′) ∩ M of every relatively compact subset Ω ′ ⊆ Ω is a relatively
compact subset of X, in particular Mω := h−1(ω)∩M is relatively compact for every ω. The set
M is called conditionally compact if it is closed and conditionally relatively compact.
Example 3.1. Let K be a compact space, X := K × Ω , and consider h = pr2 : X → Ω. Then,
the triplet (X,h,Ω) is a fiber space, the space X is conditionally compact, but it is not compact.
The following result characterizes when a closed set is conditionally compact.
Lemma 3.2. Let M be a closed subset of X. Then, M is conditionally compact with respect to
(X,h,Ω) if and only if the following conditions hold:
(i) the set Mω := h−1(ω) = {x ∈ M | h(x) = ω} is compact for all ω ∈ Ω ;
(ii) the mapping ω → Mω is upper semi-continuous.
Proof. Necessity. If the closed set M is conditionally compact, then the set Mω is evidently
compact for all ω. Assume now that ωn → ω as n → +∞, and take xn ∈ Mωn . Since the set M is
conditionally compact, we can assume, without loss of generality, that the sequence {xn} is con-
vergent. Denote by x its limit, then h(x) = limn→∞ h(xn) = limn→∞ ωn = ω and, consequently,
x ∈ Mω, i.e. the mapping ω → Mω is upper semi-continuous.
Sufficiency. Let Ω ′ ⊆ Ω be an arbitrary compact set. Since the mapping ω → Mω is upper
semi-continuous, then the set M ∩ h−1(Ω ′) =⋃{Mω | ω ∈ Ω ′} is compact. 
The next lemma provides some examples of conditionally compact sets for a non-autonomous
dynamical system.
Lemma 3.3. Let 〈W,ϕ, (Ω,T, λ)〉 be a cocycle and 〈(X,T,π), (Ω,T, λ),h〉 be a non-
autonomous dynamical system associated to the cocycle ϕ. Suppose that x0 := (u0,ω0) ∈
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{ϕ(t, u0,ω0) | t ∈ T+}, where T+ := {t ∈ T | t  0}) is compact.
Then, the set H(x0) := {π(t, x0) | t ∈ T} (respectively, {π(t, x0) | t ∈ T+} := H+(x0)) is con-
ditionally compact.
Proof. Let Ω ′ be an arbitrary compact subset of Ω, and {xn} an arbitrary sequence in H(x0) (re-
spectively, in H+(x0)). Then, for any n ∈ N there exists tn ∈ T (respectively, tn ∈ T+) such that
ρ(π(tn, x0), xn)  1/n (or equivalently, ρ2(λ(tn,ω0),ωn)  1/n and ρ1(ϕ(tn, u0,ω0), un) 
1/n, where xn := (un,ωn) and ρ1 (respectively, ρ2) denotes the distance on the space W (re-
spectively, Ω). Since the sets Ω ′ and Q(u0,ω0) are compact, the sequences {un} and {ωn} are
relatively compact and, consequently, so is the sequence {xn}. 
Let 〈(X,T,π), (Ω,T, λ),h〉 be a two-sided (a group) non-autonomous dynamical system,
and ω ∈ Ω be a positively Poisson stable point. Denote by
Eω :=
{
ξ
∣∣ ∃{tn} ∈Nω such that π(tn, ·)|Xω → ξ},
where Xω := {x ∈ X | h(x) = ω} and → means the pointwise convergence.
Lemma 3.4. (See [7,8].) Let ω ∈ Ω be a Poisson stable point, 〈(X,T,π), (Ω,T, λ),h〉 a non-
autonomous dynamical system, and X a conditionally compact space. Then, Eω is a non-empty
compact sub-semigroup of the semigroup XXωω (w.r.t. the composition of mappings).
Recall that if X is a compact metric space, then XX denotes the collection of all maps from X
to itself, provided with the product topology, or, in other words, the topology of pointwise con-
vergence. By Tychonoff’s theorem, XX is compact.
XX possesses a semigroup structure defined by the composition of maps.
Let E be a semigroup. A right ideal in E is a non-empty subset I such that IE ⊂ I, where
IE := {ξ ◦ η: ξ ∈ I, η ∈ E}, and ξ ◦ η is the composition of ξ and η defined in the following
way:
(ξ ◦ η)(x) := η(ξ(x)), for x ∈ X.
It is worth noticing that we are using the original notation for the composition which was used
in the works [1,5] and [11]. Needless to say that this notation can be misunderstanding, and it
would be possible to use the standard definition, but then we should change all the terminology
about right and left ideals, and the results already proved in the literature concerning these sets.
For this reason, we prefer to keep the original notation and recommend the reader to be careful
with this notation.
A right ideal is said to be a minimal right ideal if it does not contain any proper right ideal.
An idempotent in a semigroup E is an element u ∈ E such that u2 = u.
Remark 3.5.
1. Every compact semigroup admits at least one minimal right ideal [1,5,11].
2. Every compact semigroup contains at least one idempotent element [1,5,11].
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Theorem 3.6. Let X be a conditionally compact metric space, and 〈(X,T,π)(Ω,T, λ),h〉 a
non-autonomous dynamical system. Suppose that the following conditions are fulfilled:
(i) there exists a Poisson stable point ω ∈ Ω ;
(ii) lim|t |→+∞ ρ(π(t, x1),π(t, x2)) = 0 for all x1, x2 ∈ Xω := h−1(ω) = {x ∈ X: h(x) = ω}.
Then there exists a unique point xω ∈ Xω such that ξ(xω) = xω for all ξ ∈ Eω.
Proof. Let I ⊆ Eω be a minimal right ideal of the compact semigroup Eω and u ∈ I be an
arbitrary idempotent element of I . Then u2 = u. Since Eω ◦u = I (see, for instance, Chapter 1 in
Bronsteyn [5]), we have Eω ◦u(x) = I (x) for all x ∈ Xω. Under the conditions of the theorem, for
every ξ ∈ Eω there exists a unique xξ ∈ Xω such that ξ(x) = xξ for all x ∈ Xω, i.e. the set ξ(Xω)
consists of a single point. Denote by Mω := u(Xω), then u(x) = x for all x ∈ Mω because u2 = u.
On the other hand, the set Mω consists of a single point xω. Notice that Eω ◦ u(x) = I (x) = Mω
for all x ∈ Mω = {xω}. Thus we have ξ(xω) = xω for all ξ ∈ Eω.
Finally, we will prove that the semigroup Eω admits a unique fixed point. If we suppose that
it is not true, then there exist x1, x2 ∈ Xω (x1 = x2) such that ξ(xi) = xi (i = 1,2) for all ξ ∈ Eω.
In particular, there exists a sequence {|tn|} → +∞ (tn ∈ T) such that {π(tn, xi)} → xi (i = 1,2).
On the other hand, we have
ρ(x1, x2) = lim
n→+∞ρ
(
π(tn, x1),π(tn, x2)
)= 0,
i.e., x1 = x2, and this contradiction proves our statement. 
Corollary 3.7. Let 〈(X,T,π), (Ω,T, λ),h〉 be a non-autonomous dynamical system, and
x0 ∈ X. Suppose that the following conditions are fulfilled:
(i) the set H(x0) := {π(t, x0) | t ∈ T} is conditionally compact;
(ii) the point ω := h(x0) ∈ Ω is Poisson stable;
(iii) lim|t |→+∞ ρ(π(t, x1),π(t, x2)) = 0 for all x1, x2 ∈ H(x0) ∩ Xω, where Xω := h−1(ω) =
{x ∈ X: h(x) = ω}.
Then, there exists a unique point xω ∈ H(x0)∩Xω such that ξ(xω) = xω for all ξ ∈ Eω.
Proof. To prove this statement it is sufficient to apply Theorem 3.6 to the non-autonomous dy-
namical system 〈(H(x0),T,π), (H(ω),T, λ),h〉. 
A point x ∈ X is said to be comparable with ω ∈ Ω by the character of recurrence (see
[31–34]) if Nω ⊆Nx.
Remark 3.8. If a point x ∈ X is comparable with ω ∈ Ω by the character of recurrence, and ω is
stationary (respectively, τ -periodic, recurrent, Poisson stable), then so is the point x [34].
Corollary 3.9. Let X be a conditionally compact metric space, and 〈(X,T,π), (Ω,T, λ),h〉 be
a non-autonomous dynamical system. Suppose that the following conditions are fulfilled:
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(ii) lim|t |→+∞ ρ(π(t, x1),π(t, x2)) = 0 for all x1, x2 ∈ Xω := h−1(ω) = {x ∈ X: h(x) = ω}.
Then, there exists a unique point xω ∈ Xω which is comparable with ω ∈ Ω by the character
of recurrence, such that
lim|t |→+∞ρ
(
π(t, x),π(t, xω)
)= 0 (8)
for all x ∈ Xω.
Proof. By Theorem 3.6 there exists a unique fixed point xω ∈ Xω of the semigroup Eω. To
prove this statement it is sufficient to show that the point xω is as required. Let {tn} ∈Nω, then
{tn} ∈Nxω . We argue now by contradiction. If we suppose that it is not true, then there are two
subsequences {tnik } ⊂ {tn} (i = 1,2) such that limk→+∞ π(tnik , xω) = xi (i = 1,2) and x1 = x2.
Without loss of generality, we can assume that the sequences {π(tnik , ·)} are convergent in X
X.
Denoting by ξi := limk→+∞ π(tnik , ·), then ξi ∈ Eω and we have x1 = ξ1(x) = ξ2(x) = x2, which
is a contradiction, and the proof is therefore complete. 
Corollary 3.10. Let ω ∈ Ω be a stationary (respectively, τ -periodic, almost automorphic, recur-
rent, Levitan almost periodic, Poisson stable) point. Then, under the conditions of Corollary 3.9,
there exists a unique stationary (respectively, τ -periodic, almost automorphic, recurrent, Levitan
almost periodic, Poisson stable) point xω ∈ Xω such that the equality (8) holds for all x ∈ Xω.
Proof. This statement directly follows from Corollary 3.9 and Remark 3.8. 
Denote byMω := {{tn} ⊂ T | the sequence {λ(tn,ω)} is convergent}.
A point x ∈ X is said to be uniformly comparable with ω ∈ Ω by the character of recurrence
(see [31–34]) ifMω ⊆Mx.
Remark 3.11.
1. If a point x ∈ X is uniformly comparable with ω ∈ Ω by the character of recurrence, and ω is
stationary (respectively, τ -periodic, almost periodic, almost automorphic, recurrent, Poisson
stable), then so is the point x [31–34].
2. Every almost periodic point is recurrent.
Theorem 3.12. Let X be a compact metric space and 〈(X,T,π), (Ω,T, λ),h〉 be a non-
autonomous dynamical system. Suppose that the following conditions are fulfilled:
(i) the point ω ∈ Ω is recurrent;
(ii) lim|t |→+∞ ρ(π(t, x1),π(t, x2)) = 0 for all x1, x2 ∈ X such that h(x1) = h(x2).
Then, there exists a unique point xω ∈ Xω which is uniformly comparable with ω ∈ Ω by the
character of recurrence, and such that (8) holds for all x ∈ Xω.
Proof. By Theorem 3.6, there exists a unique fixed point xω ∈ Xω of the semigroup Eω. By
Corollary 3.10, the point xω is recurrent. It is now sufficient to show that the point xω is as
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recurrent. We will show that Mq := M ∩Xq (for all q ∈ H(ω) := {σ(t,ω): t ∈ T}) consists of a
single point. If we suppose that it is not true, then there exist q0 ∈ H(ω) and x1, x2 ∈ Mq0 such
that x1 = x2. By Corollary 3.9, there exists a unique point xq0 ∈ Mq0 which is comparable with
q0 by the character of recurrence. Without loss of generality, we can suppose that xq0 = x1. Since
the set M is minimal, then there exists a sequence {tn} ∈Nq0 such that {π(tn, x1)} → x2. On the
other hand, in view of the inclusion Nq0 ⊆Nx1, we have {π(tn, x1)} → x1 and, consequently,
x1 = x2. This contradiction proves our statement.
Now we will prove thatMω ⊆Mxω . Let {tn} ∈Mω, then {tn} ∈Mxω . Arguing once more by
contraction, if we suppose that it is not true, then there are two subsequences {tnik } (i = 1,2) such
that limk→+∞ π(tnik , xω) = xi (i = 1,2) and x1 = x2. Denoting q0 := limn→+∞ σ(tn,ω), then
q0 ∈ H(ω) and x1, x2 ∈ Mq0 . But this is a contradiction since we proved above that Mq consisted
of a single point for all q ∈ H(ω). The proof is therefore finished. 
Corollary 3.13. Let ω ∈ Ω be a stationary (respectively, τ -periodic, Bohr almost periodic, recur-
rent, Poisson stable) point. Then, under the conditions of Theorem 3.12, there exists a unique sta-
tionary (respectively, τ -periodic, Bohr almost periodic, recurrent, Poisson stable) point xω ∈ Xω
such that (8) is fulfilled for all x ∈ Xω.
Proof. This statement follows directly from Theorem 3.12 and Remark 3.11. 
Remark 3.14.
1. Note that the algebraic approach using ideal and idempotent was originally proposed in the
works of R. Ellis [11].
2. Application of the Ellis semigroup theory to non-autonomous systems (non-autonomous
ordinary differential equations, functional differential equations, partial differential equa-
tions) with compact base (driving system) has already been made in many works including
those due to I. Bronsteyn [5], D. Cheban [8], R. Ellis and R. Johnson [12], R. Johnson [17],
V. Zhikov and B. Levitan [39], R. Sacker and G. Sell [26,27], G. Sell, W. Shen and Y. Yi [30],
W. Shen and Y. Yi [35]. As for the non-autonomous systems with noncompact base (driving
system), the Ellis semigroup theory was applied in the works of D. Cheban [7–9].
4. Compatible and uniformly compatible solutions of linear differential/difference
equations
In this final section we will apply our abstract theory, previously developed in Section 3, to
analyze two important applications: non-homogeneous linear differential equations, and non-
homogeneous linear difference equations.
4.1. Linear differential equations
Let E denote a Banach space with norm | · |. Let [E] be the Banach space of all bounded linear
operators that act on a Banach space E equipped with the operator norm. Let C(R, [E]) be the
space of all continuous operator-valued functions A : R → [E] equipped with the compact-open
topology and let (C(R, [E]),R, σ ) be the dynamical system of shifts on C(R, [E]).
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u′ = A(t)u+ f (t) (9)
and the corresponding homogeneous equation
u′ = A(t)u, (10)
where (A,f ) ∈ C(R, [E])×C(R,E). Along with Eqs. (9) and (10) we also consider the H -class
of Eq. (9) (respectively, (10)), which is the family of equations
v′ = B(t)v + g(t) (11)
(respectively,
v′ = B(t)v) (12)
with (B,g) ∈ H(A,f ) := {(Aτ , fτ ) | τ ∈ R} (respectively, B ∈ H(A)), where Aτ (t) =
A(t + τ), fτ (t) := f (t + τ) and t ∈ R, and the bar denotes closure in C(R, [E]) × C(R,E)
(respectively, C(R, [E])). Let ϕ(t, v, (B,g)) (respectively, ϕ(t, v,B)) be the solution of Eq. (11)
(respectively, (12)) satisfying the condition ϕ(0, v, (B,g)) = v (respectively, ϕ(0, v,B) = v).
We set Y := H(A,f ) and denote the dynamical system of shifts on H(A,f ) by (Y,R, σ ). We
put X := E × Y and define a dynamical system on X by setting π(t, (v,B)) :=
(ϕ(t, v, (B,g)),Bt , gt ) for all (v, (B,g)) ∈ E × Y and t ∈ R. Then 〈(X,R,π), (Y,R, σ ), h〉
is a group (two-sided) non-autonomous dynamical system, where h := pr2 : X → Y.
A solution ϕ ∈ C(R,E) of Eq. (9) is called [31,34] compatible by the character of recurrence
(or simply, compatible) if N(A,f ) ⊆Nϕ, where N(A,f ) := {{tn} ⊂ R | (Atn, ftn) → (A,f )}, and,
respectively, Nϕ := {{tn} ⊂ R | ϕtn → ϕ}.
Applying the results from Sections 2–3 to this system, we obtain the following statements.
Theorem 4.1. Let (A,f ) ∈ C(R, [E]) × C(R,E) be Poisson stable. Suppose that the following
conditions hold:
(i) Eq. (9) admits a relatively compact solution ϕ(t, u0, (A,f )), i.e. there exists u0 ∈ E such
that Q(u0,(A,f )) := ϕ(R, u0, (A,f )) is a compact subset of E;
(ii) all the relatively compact solutions on R of Eq. (10) tend to zero as the time tends to ∞, i.e.
lim|t |→+∞ |ϕ(t, u,A)| = 0 if ϕ(t, u,A) is a relatively compact solution (this means that the
set ϕ(R, u,A) is relatively compact in E).
Then, Eq. (9) possesses a unique compatible solution ϕ(t, u¯, f ) with values in the compact
subset Q(u0,(A,f )).
Proof. Denote by 〈(X,R,π), (Y,R, σ ), h〉 the group non-autonomous dynamical system gen-
erated by Eq. (9) (see the construction above). By Lemma 3.3, the invariant set H(x0) ⊂ X
(where x0 := (u0, (A,f )) ∈ X and {π(t, x0) | t ∈ R} := H(x0)) is conditionally compact. Let
T. Caraballo, D. Cheban / J. Differential Equations 246 (2009) 108–128 121now x1, x2 ∈ H(x0) ∩ X(A,f ), where X(A,f ) := E × {(A,f )} (i.e. xi = (ui, (A,f )) and ui ∈ E
(i = 1,2)), then
lim|t |→+∞ρ
(
π(t, x1),π(t, x2)
)= lim|t |→+∞
∣∣ϕ(t, u1, (A,f ))− ϕ(y,u2, (A,f ))∣∣= 0.
To finish the proof it is sufficient to refer to Theorem 3.6, Corollaries 3.7 and 3.9 
Corollary 4.2. Under the assumptions in Theorem 4.1, if (A,f ) ∈ C(R, [E]) × C(R,E) is τ -
periodic (respectively, Levitan almost periodic, almost recurrent, Poisson stable), then Eq. (9)
admits a unique τ -periodic (respectively, Levitan almost periodic, almost recurrent, Poisson sta-
ble) solution.
Proof. This statement follows from Theorem 4.1 and Corollary 3.10. 
Corollary 4.3. Under the conditions of Theorem 4.1, if (A,f ) ∈ C(R, [E])×C(R,E) is almost
automorphic, then Eq. (9) admits a unique almost automorphic solution.
Proof. Since the function ϕ(t, u¯, (A,f )) is relatively compact and the functions A ∈ C(R, [E])
and f ∈ C(R,E) are bounded on R, then ϕ(t, u¯, (A,f )) is uniformly continuous on R.
Thus ϕ¯ := ϕ(·, u¯, (A,f )) ∈ C(R,E) is a Lagrange stable point of the dynamical system
(C(R,E),R, σ ). On the other hand, by Corollary 4.2 the function ϕ¯ is Levitan almost periodic
and, consequently, it is almost automorphic. 
Corollary 4.4. Under the conditions of Theorem 4.1 if (A,f ) ∈ C(R, [E]) × C(R,E) is Bohr
almost periodic, then Eq. (9) admits a unique almost automorphic solution.
Proof. This statement follows from Corollary 4.3 because every Bohr almost periodic function
is almost automorphic. 
Remark 4.5. Under the conditions of Corollary 4.4, the unique almost automorphic solu-
tion, generally speaking, is not Bohr almost periodic. In [25], one can find an example of
a finite-dimensional differential equation of type (9) with Bohr almost periodic coefficients
A ∈ C(R, [E]), and f ∈ C(R,E) such that all bounded solutions ϕ(t, u,A) of Eq. (10) tend
to 0 as |t | → +∞, but Eq. (9) does not admit Bohr almost periodic solutions.
A solution ϕ ∈ C(R,E) of Eq. (9) is called [31,34] uniformly compatible by the character of
recurrence ifM(A,f ) ⊆Mϕ, whereM(A,f ) := {{tn} ⊂ R | such that the sequence {(Atn, ftn)} is
convergent}, and, respectively,Mϕ := {{tn} ⊆ R | such that the sequence {ϕtn} is convergent}.
Theorem 4.6. Let (A,f ) ∈ C(R, [E]) × C(R,E) be recurrent. Suppose that the following con-
ditions hold:
(i) Eq. (9) admits a relatively compact solution ϕ(t, u0, (A,f ));
(ii) for all B ∈ H(A) the relatively compact solutions of Eq. (12) tend to zero as the time tends
to ∞, i.e. lim|t |→+∞ |ϕ(t, u,B)| = 0 if ϕ(t, u,B) is relatively compact on R .
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compact subset Q(u0,(A,f )).
Proof. Denote by 〈(X,R,π), (Y,R, σ ), h〉 the group non-autonomous dynamical system, gen-
erated by Eq. (9). Under the conditions of the theorem the invariant set H(x0) ⊂ X (where x0 :=
(u0, (A,f )) ∈ X and H(x0) := {π(t, x0) | t ∈ R}) is compact. Let now x1, x2 ∈ H(x0)∩X(B,g),
where (B,g) ∈ H(A,f ) and X(B,g) := E×{(B,g)} (i.e. xi = (ui, (B,g)) and ui ∈ E (i = 1,2)),
then
lim|t |→+∞ρ
(
π(t, x1),π(t, x2)
)= lim|t |→+∞
∣∣ϕ(t, u1, (B,g))− ϕ(y,u2, (B,g))∣∣= 0.
To finish the proof it is sufficient to apply now Theorem 3.12 and Corollary 3.13. 
Corollary 4.7. Under the conditions of Theorem 4.6 if (A,f ) ∈ C(R, [E]) × C(R,E) is τ -
periodic (respectively, Bohr almost periodic, almost automorphic, recurrent), then Eq. (9) admits
a unique τ -periodic (respectively, Bohr almost periodic, almost automorphic, recurrent) solu-
tion.
To conclude this subsection we consider particular examples that illustrate the above results.
Example 4.8. Let a ∈ C(R,R) be the Bohr almost periodic function defined by
a(t) :=
∞∑
k=0
1
(2k + 1)3/2 sin
t
2k + 1 , (13)
and let
h(t) :=
t∫
0
a(s) ds =
∞∑
k=0
2
(2k + 1)1/2 sin
2 t
2(2k + 1) .
Note that a(t + tn) → −a(t) uniformly on R, where tn := (2n+ 1)!!. Therefore, −a ∈ H(a) :=
{aτ | τ ∈ R}. Using the inequality | sin t | 12 |t | with |t | 1, we obtain that
h(t) =
∞∑
k=0
1
(2k + 1)1/2 sin
2 t
2(2k + 1) 
∑
k 12 ( |t |2 −1)
t2
8
1
(2k + 1)5/2
 t
2
8
∫
|s| 12 ( |t |2 −1)
ds
(2s + 1)5/2 =
t223/2
24|t |3/2 =
1
6
√
2
|t |1/2 → +∞
as |t | → +∞. This implies that the module of all non-zero solutions of the equation
x′ = a(t)x (14)
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y′ = b(t)y, (15)
with b := −a ∈ H(a) tend to zero.
Thus, if f ∈ C(R,R) is a Bohr almost periodic function and the equation
y′ = b(t)y + f (t) (16)
admits a bounded solution, then according to Theorem 4.1 and Corollary 4.4 it has a unique
almost automorphic solution.
The above example is a slight modification of the well-known example of Favard (see [13,14]).
Our case differs from Favard’s example in that the solutions of Eq. (15) are not only bounded
on R, but they tend to zero as |t | → +∞. Thus, a non-zero solution of Eq. (15) is asymptotically
stable, but the zero solution of Eq. (14) is not, even though a ∈ H(b).
Example 4.9. Consider the following two-dimensional system of linear differential equations
x′ = A(t)x,
where
A(t) =
(−a(t) −b(t)
b(t) −a(t)
)
, (17)
the function a(t) is defined by equality (13) and b(t) := (2 + sin t + sin√2t)−1 for all t ∈ R.
It is easy to check that the matrix A(t) is Levitan almost periodic, but not almost automorphic
because it is unbounded on R.
Let
( x1(t)
x2(t)
)
be a solution of the system (17), then we have
d
dt
(
x21(t)+ x22(t)
)= −2a(t)(x21(t)+ x22(t)) (18)
for all t ∈ R. It follows from (18) that
∣∣ϕ(t, x,A)∣∣= e−h(t)|x| (19)
for all x ∈ R2 and t ∈ R, where ϕ(t, x,A) is a solution of Eq. (17) passing through the point
x ∈ R2 at the initial moment, and h(t) := ∫ t0 a(s) ds. Taking into account the results in Exam-
ple 4.8 we conclude that lim|t |→+∞ |ϕ(t, x,A)| = 0.
Thus, if f ∈ C(R,R2) is a Levitan almost periodic function and the equation
y′ = A(t)y + f (t)
admits a bounded solution then, according to Theorem 4.1 and Corollary 4.2, it has a unique
Levitan almost periodic solution.
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As our second class of applications, consider the following difference equation
u(t + 1) = A(t)u(t)+ f (t) (20)
and its corresponding homogeneous equation
u(t + 1) = A(t)u(t), (21)
where (A,f ) ∈ C(Z, [E]) × C(Z,E). Along with Eqs. (20) and (21), we also consider the H -
class of Eq. (20) (respectively, (21)), that is the family of equations
v(t + 1) = B(t)v(t)+ g(t) (22)
(respectively,
v(t + 1) = B(t)v(t)) (23)
with (B,g) ∈ H(A,f ) := {(Aτ , fτ ) | τ ∈ Z} (respectively, B ∈ H(A)), Aτ (t) = A(t + τ),
fτ (t) := f (t +τ) and t ∈ Z, where the bar denotes closure in C(Z, [E])×C(Z,E) (respectively,
C(Z, [E])). Let ϕ(t, v, (B,g)) (respectively, ϕ(t, v,B)) be the solution of Eq. (22) (respec-
tively, (23)) that satisfies the condition ϕ(0, v, (B,g)) = v (respectively, ϕ(0, v,B) = v).
Now, in order to have a two-sided non-autonomous dynamical system, we need to impose the
following condition on the rest of the paper:
Example 4.10. Condition (C): the operator B(n) is invertible for all B ∈ H(A) and n ∈ Z.
Remark 4.11. Assuming that condition (C) is fulfilled from now on, we can ensure that the
solution ϕ(n, v, (B,g)) of Eq. (22) is defined on the whole Z.
We set now Y := H(A,f ), and denote the dynamical system of shifts on H(A,f ) by
(Y,Z, σ ). Consider X := E×Y, and define a dynamical system on X by setting π(τ, (v,B,g)):=
(ϕ(τ, v, (B,g)),Bτ , gτ ) for all (v, (B,g)) ∈ E × Y and τ ∈ Z. Then 〈(X,Z,π), (Y,Z, σ ), h〉 is
a group non-autonomous dynamical system, where h := pr2 : X → Y.
Our aim now is to apply the results of Sections 2–3 to this system, and obtain some results
concerning the difference equation (22).
As before, a solution ϕ ∈ C(Z,E) of Eq. (20) is called [34] compatible by the character of
recurrence if N(A,f ) ⊆Nϕ, where N(A,f ) := {{tn} ⊂ Z | (Atn, ftn) → (A,f )}, and, respectively,
Nϕ := {{tn} ⊂ Z | ϕtn → ϕ}.
Following a scheme similar to the one used in the first application (and which is motivated by
the structure of the general theory developed in Section 3) we can prove now similar results for
the discrete non-autonomous dynamical system generated by Eq. (20). Although the proofs may
seem a repetition of the previous ones, they are necessary to justify every statement, and this is
the reason why we prefer not to omit them.
Theorem 4.12. Let (A,f ) ∈ C(Z, [E])×C(Z,E) be Poisson stable. Suppose that the following
conditions hold:
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ϕ(Z, u0, (A,f )) is compact in E;
(ii) all the relatively compact solutions of Eq. (21) tend to zero as the time t tends to ∞,
i.e. lim|t |→+∞ |ϕ(t, u,A)| = 0 if ϕ(n,u,A) is relatively compact (this means that the set
ϕ(Z, u,A) is relatively compact in E).
Then, Eq. (20) has a unique compatible solution ϕ(n, u¯, f ) with values from the compact
Q(u0,(A,f )).
Proof. Denote by 〈(X,Z,π), (Y,Z, σ ), h〉 the group non-autonomous dynamical system gener-
ated by Eq. (20) (see construction above). By Lemma 3.3, under the conditions of the theorem,
the invariant set H(x0) ⊂ X (where x0 := (u0, (A,f )) ∈ X and H(x0) := {π(t, x0) | t ∈ R}) is
conditionally compact. Let now x1, x2 ∈ H(x0) ∩ X(A,f ), where X(A,f ) := E × {(A,f )} (i.e.
xi = (ui, (A,f )) and ui ∈ E (i = 1,2)), then
lim|t |→+∞ρ
(
π(t, x1),π(t, x2)
)= lim|t |→+∞
∣∣ϕ(t, u1, (A,f ))− ϕ(t, u2, (A,f ))∣∣= 0.
Now to finish the proof it is sufficient to refer to Theorem 3.6, Corollaries 3.7 and 3.9. 
Corollary 4.13. Under the conditions of Theorem 4.12 if (A,f ) ∈ C(Z, [E]) × C(Z,E) is τ -
periodic (respectively, Levitan almost periodic, almost recurrent, Poisson stable), then Eq. (20)
admits a unique τ -periodic (respectively, Levitan almost periodic, almost recurrent, Poisson sta-
ble) solution.
Proof. This statement follows from Theorem 4.12 and Corollary 3.10. 
Corollary 4.14. Under the conditions of Theorem 4.12 if (A,f ) ∈ C(Z, [E])×C(Z,E) is almost
automorphic, then Eq. (9) admits a unique almost automorphic solution.
Proof. Since the function ϕ(t, u¯, (A,f )) is relatively compact, it easily follows that ϕ¯ :=
ϕ(·, u¯, (A,f )) ∈ C(Z,E) is a Lagrange stable point of the dynamical system (C(Z,E),Z, σ ).
On the other hand, by Corollary 4.13 the function ϕ¯ is Levitan almost periodic and, consequently,
almost automorphic. 
Corollary 4.15. Under the conditions of Theorem 4.12 if (A,f ) ∈ C(Z, [E])×C(Z,E) is Bohr
almost periodic, then Eq. (20) admits a unique almost automorphic solution.
Proof. This statement follows from Corollary 4.14 because every Bohr almost periodic function
is almost automorphic. 
A solution ϕ ∈ C(Z,E) of Eq. (20) is called (see [31,34]) uniformly compatible by the
character of recurrence, if M(A,f ) ⊆Mϕ, where M(A,f ) := {{tn} ⊂ Z | such that the sequence
{(Atn, ftn)} is convergent} (respectively, Mϕ := {{tn} ⊂ Z | such that the sequence {ϕtn} is con-
vergent}).
Theorem 4.16. Let (A,f ) ∈ C(Z, [E])×C(Z,E) be recurrent. Suppose that the following con-
ditions hold:
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(ii) for all B ∈ H(A) the relatively compact on Z solutions of Eq. (23) tend to zero as the time
tends to ∞, i.e. lim|t |→+∞ |ϕ(t, u,B)| = 0, if ϕ(t, u,B) is relatively compact on Z .
Then, Eq. (20) has a unique uniformly compatible solution ϕ(t, u¯, f ) with values from the
compact Q(u0,(A,f )).
Proof. Denote by 〈(X,Z,π), (Y,Z, σ ), h〉 the group non-autonomous dynamical system gener-
ated by Eq. (20). Under the conditions of the theorem, the invariant set H(x0) ⊂ X (where x0 :=
(u0, (A,f )) ∈ X and H(x0) := {π(t, x0) | t ∈ Z}) is compact. Let now x1, x2 ∈ H(x0) ∩X(B,g),
where (B,g) ∈ H(A,f ) and X(B,g) := E×{(B,g)} (i.e. xi = (ui, (B,g)) and ui ∈ E (i = 1,2)).
Then
lim|t |→+∞ρ
(
π(t, x1),π(t, x2)
)= lim|t |→+∞
∣∣ϕ(t, u1, (B,g))− ϕ(y,u2, (B,g))∣∣= 0.
Now to finish the proof it is sufficient to refer to Theorem 3.12. 
Corollary 4.17. Under the conditions of Theorem 4.16, if (A,f ) ∈ C(Z, [E]) × C(Z,E) is
τ -periodic (respectively, Bohr almost periodic, almost automorphic, recurrent), then Eq. (20)
admits a unique τ -periodic (respectively, Bohr almost periodic, almost automorphic, recurrent)
solution.
Proof. This statement follows from Theorem 4.16 and Corollary 3.13. 
Remark 4.18. Note that the results of this subsection can also hold even without assuming con-
dition (C), but the proofs in this case may need of some new ideas and abstract results. Briefly,
the main difference is as follows: as we have seen, Eq. (22) with condition (C) generates a group
non-autonomous dynamical system, but without condition (C) the non-autonomous dynamical
system generated by (22) is only one-sided (i.e. a semigroup system). We plan to develop this
situation in our next paper [6].
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