We study a bifurcation problem for a system of two differential equations in implicit form. For each value of the parameter θ, the solution yields a pair of Nash equilibrium strategies in feedback form, for a non-cooperative differential game. When θ = 0, the second player has no power to influence the dynamics of the system, and his optimal strategy is myopic. The game thus reduces to an optimal control problem for the first player. By studying the bifurcation in the solutions to the corresponding system of Hamilton-Jacobi equations, one can establish existence and multiplicity of solutions to the differential game, as θ becomes strictly positive.
Introduction
Aim of this paper is to study a bifurcation problem for a system of two implicit ODE's, of the form Here all functions are allowed to depend on x, ξ, η, and on the parameter θ. However, when θ = 0, we assume that G η ≡ φ η ≡ 0 and hence the first equation can be solved independently. Our main goal is to analyze the existence and multiplicity of solutions for θ > 0, in a neighborhood of a singular point where G = φ = 0.
Our interest in the above problem is motivated by the analysis of non-cooperative differential games. Consider a system with dynamicṡ x = G(x, u 1 , u 2 ).
(1.2)
Here x ∈ IR n is the state of the system, u 1 and u 2 are the controls implemented by the two players, while the upper dot denotes a derivative w.r.t. time. The goal of each player is to minimize his own cost functional, exponentially discounted in time:
In the special case of zero-sum games with L 1 ≡ −L 2 , an extensive mathematical theory is now available [1, 11, 13] . Indeed, these problems can be studied by looking at the value function, characterized as the unique viscosity solution to a scalar Hamilton-Jacobi equation.
The theory of non-zero-sum games, on the other hand, is far less developed. We remark that, in this case, not even the concept of solution is straightforward. Motivated by the classical work of Nash [15] on non-cooperative equilibrium solutions, we adopt here a similar concept.
Definition 1.
A pair of feedback controls x → (u * 1 (x), u * 2 (x)) provides a non-cooperative equilibrium solution to the differential game (1.2)-(1.3) if the following holds.
(i) The control u * 1 (·) is an optimal feedback, in connection with the optimization problem for the first player:
(ii) The control u * 2 (·) is an optimal feedback, in connection with the optimization problem for the second player:
Throughout this paper, we shall always work with feedback controls u * 1 , u * 2 smooth enough so that the resulting ODEẋ = G (x, u * 1 (x), u * 2 (x)) has a unique solution, for every initial data. Under suitable regularity conditions, the corresponding value functions for the two players satisfy a system of Hamilton-Jacobi equations:
Systems of this form are highly nonlinear and hard to study. The examples studied in [5] already show the complexity of the problem. It is worth mentioning that, for a game on a finite time interval and with terminal cost, the corresponding Cauchy problem for the value function can be ill posed [6, 7] . Apart from [8] , most of the existing literature on non-cooperative differential games is concerned with linear dynamic and quadratic cost functionals [2, 16] . In this case, the value functions can always be found within the set of quadratic polynomials.
A new approach to the analysis of non-cooperative differential games, based on a homotopy method, was recently proposed by the author in [3] . The original problem (1.2)-(1.3) is embedded in a family of problems, depending on a parameter θ ∈ [0, 1], namelẏ
The cost functionals are also allowed to depend on θ. We assume that they take the form
Here θ is regarded as the strength of the second player. When θ = 0, this player cannot influence in any way the evolution of the system. His optimal strategy is thus the myopic one:
The non-cooperative game reduces to an optimal control problem for the first player, namely
for a system with dynamicsẋ
Having determined the optimal feedback control u * 1 (x) for the first player, one can then compute the trajectories of the system, and hence the value function for the second player.
On the other hand, as soon as the parameter θ becomes strictly positive, we have a genuine differential game. Our main interest is to understand how the solution of the optimal control problem for θ = 0 can provide useful information about Nash equilibrium solutions to the differential game for θ > 0. The heart of the matter lies in a bifurcation problem. In the present paper we address and solve this problem in a basic one-dimensional case. More precisely, we fix a compact interval I = [a, b] ⊂ IR and assume that the optimal solution to the control problem (1.8)-(1.9) determines a dynamicṡ
having a unique, asymptotically stable equilibrium pointx in the interior of I. Our main result shows that, under generic conditions, for θ > 0 small the differential game (1.5)-(1.6) can have either one or infinitely many solutions with stable dynamics, close to the solution found when θ = 0. To determine which case actually occurs, it suffices to check the signs of two specific functions, computed at the equilibrium pointx, for θ = 0.
We believe that the present homotopy approach can provide a useful tool in the study of noncooperative differential games, which in the nonlinear case are difficult to analyze. As shown in the related paper [3] , a model with players of different strength can have a meaningful economic interpretation.
The remainder of the paper is organized as follows. Section 2 contains the statement of a bifurcation lemma, whose proof is worked out in Sections 3-5. In Section 6 we show that all the main assumptions of the lemma are naturally satisfied by the Hamilton-Jacobi equations describing the value functions for a noncooperative differential game with one weak player. This yields existence and multiplicity results for Nash equilibrium solutions, where the dynamics has a single stable equilibrium.
More details on the solution of Hamilton-Jacobi equations determined by differential games, and two worked out examples of the present bifurcation approach, can be found in the companion paper [3] . For a comprehensive introduction to bifurcation theory we refer to [9, 12] .
Bifurcation lemmas
We consider an implicit ODE of the form
Here all functions G, α, β, φ, ψ are smooth functions of x, ξ, η, θ, while θ ≥ 0. Furthermore, we assume that for θ = 0 the functions G, φ do not depend on the variable η. More precisely, their partial derivatives w.r.t. θ satisfy
Here and in the sequel, the Landau symbol O(1) denotes a quantity which remains uniformly bounded as x, ξ, η, θ range in compact sets.
Consider a point P = (x,ξ,η) where G = φ = 0. When θ = 0, a solution of (2.1) passing through P can be constructed in two steps. We first find a solution ξ = ξ(x) to the problem
Notice that this does not depend on η, because of (A1). Assuming that at the point P one has ψ − βξ (x) = 0, we then solve the second equation
We now introduce additional assumptions, that will enable us to construct solutions of (2.1) also for θ > 0.
(A2) There exists a point P . = (x,ξ,η) such that, when θ = 0, 5) and at P the matrix
has two real distinct eigenvalues: 
together with the non-degeneracy condition
Notice that the shorter notation used in (2.5) is meaningful, because when θ = 0 the functions G, φ do not depend on η. An explicit computation yields
The corresponding eigenvectors r − , r + of the Jacobian matrix (2.6) are given by
Finally, we make an assumption of global nature:
The following bifurcation lemmas describe what happens for θ > 0 small. The uniqueness or non-uniqueness of bifurcating solutions depends on the sign of the product α · β, at the singular point (x, ξ, η, θ) = (x,ξ,η, 0).
Lemma 1. Let G, φ, ψ, α, β be smooth functions, satisfying (A1)-(A3).
Assume that, when θ = 0, at the point (x,ξ,η) one has αβ > 0.
Then, under the generic transversality assumption (A4) in Section 4, for each θ > 0 sufficiently small the O.D.E. (2.1) has a unique smooth solution
) globally defined for x ∈ I, and satisfying lim
Each solution W θ leads to a stable dynamics. Namely, there exists an equilibrium pointx θ such that
β be smooth functions, satisfying (A1)-(A3).
Assume that, when θ = 0, at the point (x,ξ,η) one has αβ < 0.
Then for each θ > 0 sufficiently small, the O.D.E. (2.1) has a infinitely many smooth solutions
) globally defined for x ∈ I, all determining a stable dynamics as in (2.13) . One can select solutions W θ (·) such that
14)
The proof of the above lemmas will be given in the next three sections. It is based on three steps, achieved in Sections 3, 4, and 5, respectively.
STEP 1: For each θ > 0 small, we construct a solution Z θ to the implicit system
( 2.15) passing through the singular point P θ = (x θ ,ξ θ ,η θ ) implicitly defined by the system
Show that, as θ → 0, one has Z θ → W uniformly on I.
STEP 2: By a rescaling of variables, construct a local bifurcating solution W θ of the full system (2.1), defined in a small neighborhood ofx. STEP 3: Show that the this local solution W θ can be extended to the entire interval I, remaining close to W . This goal will be achieved by comparing this extension with the solution Z θ constructed in the first step.
We remark that (2.1) can be also written as a Pfaffian system
where the differential forms ω 1 , ω 2 on IR 3 are defined as
The graph of a solution to (2.1) can thus be obtained by suitably concatenating trajectories of the vector field v corresponding to the wedge product ω 1 ∧ ω 2 . Namely,
We conclude this section by providing an intuitive justification for the results stated above. In the case αβ < 0, it is easy to see that solutions cannot be unique. Indeed, for any fixed θ > 0 the determinant of the coefficient matrix in (2.1) is uniformly positive. Hence the system is equivalent to
This is a smooth system of ODEs in standard form. Given any solution defined on the compact interval I = [a, b], one can construct infinitely many nearby solutions, by slightly changing the initial data at x =x. On the other hand, when αβ > 0, a globally defined solution must cross the two surfaces where G = ±θ √ αβ at points where φ = ±θ α/β ψ. Its graph must therefore contain a heteroclinic orbit of the vector field v in (2.18), connecting a point p + on the curve γ
with some other point p − on the curve
Under a generic transversality condition, see (A4) in Section 4 for a precise assumption, this heteroclinic orbit is unique and structurally stable ( fig. 1 ). 
Construction of a singular solution
We begin by showing that, for every θ > 0 sufficiently small, there exists a unique point
where the three equations in (2.16) are satisfied.
We first clarify the meaning of ξ − in the third equation. Given θ ≥ 0 and a point (x θ ,ξ θ ,η θ ) where the first two equations hold, we consider the functions G(x, ξ,η θ , θ), φ(x, ξ,η θ , θ) of the two variables x, ξ only. The first ODE in (2.15) will have a singular solution with slope
computed as in (2.9)-(2.10). This is the coefficient appearing in the third equation at (2.16). Of course, ξ − now depends also onη θ and θ. By the assumption (A1), when θ = 0 we have
Therefore, the Jacobian matrix of partial derivatives of the functions in (2.16) takes the form
By the assumptions (A2), for all θ ≥ 0 sufficiently small we can apply the implicit function theorem. This yields unique values (x θ ,ξ θ ,η θ ) close to (x,ξ,η) such that the equations in (2.16) continue to hold at the point (x θ ,ξ θ ,η θ , θ).
To simplify the notation, throughout the following we shall assume that, for every θ, the equations (2.16) are satisfied at the point
This is clearly not restrictive, because it can always be achieved by using the auxiliary variables
In particular, since a <x < b, this means we are taking a < 0 < b.
The singular solution of (2.15) can now be obtained in two steps. First we construct a solution
with ξ θ (0) = 0 and ξ θ (0) = ξ − as in (3.1). Then we insert this solution in the second equation of (2.15). The component η = η θ (x) is thus obtained by solving
Since at the origin there holds ψ − βξ − = 0, the above equation has a smooth solution with η θ (0) = 0.
We now observe that all functions G, φ, β, ψ depend smoothly on the parameter θ. Therefore the singular solution Z θ = (ξ θ , η θ ) depends continuously on θ. In particular, as θ → 0, one has the convergence Z θ → W uniformly on the domain I.
The inner region
To analyze the behavior of solutions of (2.1) in a neighborhood of the origin, we look at integral curves of the corresponding vector field v in (2.18).
A rescaling of coordinates will be useful, namely
We seek a Taylor approximation of the rescaled vector field w = θ −1 v in these new coordinates. For a fixed θ, define
We expand the functions G, φ, α, β, ψ at the point (x θ ,ξ θ ,η θ , θ) = (0, 0, 0, θ) where the equations (2.16) hold. Recalling the assumption (2.2) we obtain an approximation for the first component of v in (2.18), namely
3) Here O(1) denotes a quantity whose C 1 norm over any bounded set in the x, ξ, η-variables remains bounded. In terms of the variables X, Y, Z, this yields
where O(1) denotes a quantity whose C 1 norm over any bounded set in the X, Y, Z-variables remains uniformly bounded as θ → 0. The second component of the vector field v is computed in a similar way, namely
In terms of the variables X, Y, Z, this yields
(4.6) Finally, for the third component we obtain
Writing the vector field in invariant form
from (4.4)-(4.8) we obtain an expansion of the vector field w .
where the lower order part is given by
The remainder term is estimated by
We recall that the coefficients G x , G ξ , φ x , φ ξ , . . . are all evaluated at (0, 0, 0, θ). We now consider two cases.
In this case, when θ = 0 there will be two curves Γ 
Recalling the identities
we compute
We now claim that, always for θ = 0, the straight line through the points Q − , Q + , defined as
is an invariant set for the vector field w = (w X , w Y , w Z ).
By (4.13), along the line Λ we have w Z = 0. Moreover,
This proves our claim. In particular, the two equilibrium points Q − , Q + are connected by a heteroclinic orbit of the vector field w.
To explicitly compute this orbit, we observe that, by (4.10),
Solving(4.15) with initial data X(0) = 0 we find
Hence the heteroclinic orbit is
Finally, we need to check whether this heteroclinic orbit is unique and structurally stable. For P ∈ IR 3 , call t → S t ( P ) the solution to the Cauchy probleṁ
Consider the 2-dimensional stable manifold through the curve Γ − 0 of stationary points, namely
Similarly, consider the 2-dimensional unstable manifold through the curve Γ + 0 of stationary points, namely Γ
By the previous analysis, the segment joining Q − with Q + is contained in the intersection Γ where, by (4.13) and (4.16),
The intersection Γ − stable ∩ Γ + unstable is transversal provided that the following (generically true) assumption holds:
(A4) The linear system (4.18)-(4.19) has no nontrivial globally bounded solutions.
Here by a "trivial solution" we mean a solution which is proportional to the time derivativė h. Of course, this solution would yield the same orbit, up to a time reparametrization. Notice that (4.18) always has the solution p(t) =ḣ(t) = (1, ξ − , 0)Ẋ(t). Moreover, if ψ η − ξ − β η = 0, then (4.18) has nontrivial bounded solutions of the formp(t) = ( X(t), ξ − X(t),η) for any constantη. Hence the condition ψ η − ξ − β η = 0 is necessary (but possibly not sufficient) in order to achieve structural stability of the heteroclinic orbit.
If the additional assumption (A4) holds, then the heteroclinic orbit is structurally stable. In particular, for each θ > 0 sufficently small, the vector field w = w θ still has a unique heteroclinic orbit joining a point Q In this case the vector field w has no zeroes, and we can simply consider the trajectory passing through the origin. We observe that, also in this case, when θ = 0 this trajectory is precisely the line Λ defined at (4.14).
In the next section we shall to extend this inner solution to an outer domain. Following a standard procedure in the theory of matched asymptotic expansions [14] , we observe that the quadratic approximation remains valid not only for X, Y in bounded sets, but also on a somewhat larger domain. Indeed, by the estimates (4.3), (4.5), and (4.7), it follows that as θ → 0 the vector field w converges to its quadratic approximation w Q in (4.10) on the wider domain |X| + |Y | ≤ θ −1/3 , |Z| ≤ θ 1/2 . As a consequence, as θ → 0 the smooth invariant set of the vector field w which extends the unique heteroclinic orbit converges to the line Λ in (4.14) uniformly for |X| ≤ θ −1/5 . Returning to the original coordinates, this implies that the corresponding functions
The outer region
Toward the proof of Lemmas 1 and 2, in this section we analyze the behavior of solutions of the system (2.19) on an outer region.
constructed in Section 3, with initial data
Calling ∆ξ, ∆η the first order variations to the above solution, by linearization we obtain
From the eigenvector equations for the matrix (2.6) it follows
In turn, the above equations yield
We observe that along the reference solution Z θ we have
The equations (5.3)-(5.4) yield
Our main goal is to compare a solution W θ of the full system (2.19) with the singular solution
. Here δ > 0 and r > 0 are sufficiently small constants, independent of θ. From now on, we thus call (∆ξ, ∆η) = W θ − Z θ . Compared with (5.3)-(5.4), the evolution equations for ∆ξ, ∆η will now contain additional terms, due to the fact that W θ satisfies an equation somewhat different from Z θ . To estimate these terms, at the point (x, W θ (x)), for 0 < θ << x we compute
Moreover, by (2.2),
Taking these additional source terms into account, from (5.5)-(5.6) and (5.7)-(5.9) we obtain
(5.10)
The system (5.10) can be compared with the linear system of ODE's
where
and C > 0 is a sufficiently large constant. Taking 1 < A < A 0 , and 0 < B < min{B 0 , 1}, for 0 < x < r sufficiently small the positive solutions of (5.11) can be majorized by solutions of the simpler system
(5.12)
Given positive initial data
, r] the solution to the first equation in (5.12) is computed as
(5.13)
Inserting (5.13) in the second equation in (5.12), we find
for a suitable constant C > C. By (5.13)-(5.14), if we choose δ > 0 and a family of initial data depending on the parameter θ, so that 15) then the corresponding solutions (y θ , z θ ) defined on the intervals [θ 1−δ , r] will converge to zero uniformly, as θ → 0.
To complete the proofs of the lemmas, we need to show that the solutions W θ = (ξ W θ , η W θ ) constructed in Section 4 in the inner region, are sufficiently close to to the singular solutions
By the estimates (4.20), we can choose δ = 1/5 and check that, as θ → 0,
A comparison with a solution pair (y θ , z θ ) of (5.12) shows that 
Application to differential games
In this section we show how the previous bifurcation results can be applied to the analysis of the non-cooperative differential game (1.5)-(1.6). For more details, and two worked out examples, we refer to the companion paper [3] . Call V 1 , V 2 the value functions for the two players, and denote by ξ = V 1 , η = V 2 their gradients. The optimal feedback controls for the two players are thus provided by
We shall assume 
the hamiltonian functions take the form
Differentiating (1.4) w.r.t. x we obtain the equations
which we write as
Notice that this implicit system of ODE's has the same form as (2.1), with
When θ = 0, the second player now cannot affect the evolution of the system. His best choice is the myopic strategy u 2 = u † 2 (x) in (1.7), depending only on the present state of the system. In particular, in this case H (1) does not depend on ξ 2 . From the assumption (A1 ) it follows
Furthermore, if the payoff function L 12 has the form = θ 2 α for some bounded, smooth function α = α(x, ξ 1 , ξ 2 , θ). The above analysis also yields 8) hence the basic assumption (A1) in Section 2 is satisfied.
The remaining conditions (A2)-(A3) refer to the optimal control problem (1.8)-(1.9) for the first player, when θ = 0 and the second player adopts the myopic strategy. These will satisfied, imposing a natural stability condition on the dynamics generated by the optimal feedback. 
The corresponding value function V 2 for the second player is also smooth, on a neighborhood of [a, b] .
To check that the assumptions in (A2 ) imply the conditions (A2)-(A3), consider the ODE
x (x, ξ 1 ) .
(6.10)
At the equilibrium point (x,ξ 1 ), the corresponding matrix of partial derivatives is 
Concluding remarks
The present results can be regarded as a first step in a research program, studying noncooperative differential games as perturbations of optimal control problems. In a basic onedimensional case, we showed that bifurcation techniques can be effective, providing a qualitative understanding of the problem. The following issues seem worth of further investigation:
(i) Do the results remain valid, if one replaces the second assumption in (2.2) with the weaker condition φ η = O(1) · θ ? This apparently would apply to a wider range of economic models.
(ii) Can one identify a class of problems where the generic non-degeneracy assumption (A4) is automatically satisfied ?
(iii) Assume that, for θ = 0, the optimal feedback control u 1 = u * 1 (x) for the first player yields a more complex dynamics, say with two basins of attractions separated by a point where the feedback is discontinuous. Can one still find Nash equilibrium solutions by a perturbation argument, for θ > 0 small ? In addition, it would be of interest to extend the present bifurcation approach to differential games with multi-dimensional state space.
