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Comment bâtir un internet 
low tech
Plus de la moitié de la planète n’a pas accès au web, pourtant qualifié de « mondial » (« world 
wide web »). Pour l’heure, l’Internet est essentiellement un phénomène urbain, en particulier 
dans les pays « en développement ». De fait, souvent, les entreprises de télécommunication 
hésitent souvent à étendre leur réseau à l’extérieur des villes pour des raisons multiples : coûts 
d’infrastructure élevés, faible densité de population, capacité à payer pour des services limitée, 
réseau électrique inexistant ou peu fiable. Même dans les pays « développés », la connectivité 
à l’Internet peut faire défaut dans certaines régions reculées.
Des sociétés de l’Internet font régulièrement la une en proposant de connecter ces régions 
isolées : Facebook avec des drones et Google au moyen de ballons à haute altitude. Outre les 
problèmes technologiques majeurs que posent ces projets, c’est leur caractère commercial qui 
suscite les plus vives objections car, si Google et Facebook souhaitent connecter davantage 
d’internautes, c’est à l’évidence pour accroître leurs recettes. Facebook en particulier est sous 
le feu des critiques, car son réseau encourage l’utilisation du site de l’entreprise et bloque la 
plupart des applications internet concurrentes 1.
Parallèlement, plusieurs groupes de recherche ainsi que des amateurs passionnés par les 
réseaux ont conçu et mis en œuvre des technologies alternatives pour résoudre ces problèmes. 
Bien qu’on leur accorde beaucoup moins d’attention, ces réseaux low tech très économes en 
énergie ont prouvé leur utilité. Contrairement aux projets des sociétés de l’Internet, ils sont mis 
au point par de petites organisations ou par les internautes eux-mêmes, et ouverts à tous afin 
de profiter aux usagers et non à une poignée de grandes sociétés.
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Réseaux wifi à grande distance
La plupart des réseaux low tech reposent sur la technologie wifi, celle-là même qui permet 
l’accès mobile à internet dans la majorité des foyers occidentaux. La norme wifi a été pensée 
pour des communications de données à courte distance (environ 30 m), mais sa portée peut 
être étendue en modifiant, dans le protocole, la couche de commande d’accès au support 
physique (MAC) et en utilisant des suralimenteurs-amplificateurs ainsi que des antennes 
directives (Hussain et al. 2015).
La plus longue liaison wifi non amplifiée est une connexion sans fil, point à point, de 
384 km mise en place il y a quelques années au Venezuela, entre Pico El Águila et Platillón 
(Pietrosemoli 2011) 2. Cependant, les réseaux à grande distance reposant sur la technologie 
wifi consistent le plus souvent en une combinaison de liaisons point à point beaucoup plus 
courtes, n’excédant pas 100 km. Ces liaisons sont combinées pour créer de grands réseaux 
à plusieurs bonds. Les liaisons point à point, qui constituent la dorsale du réseau wifi à 
longue portée, sont associées à des antennes équidirectives qui distribuent individuellement 
le signal aux différents foyers ou organismes publics des communautés.
Avec les liaisons wifi à grande distance, il est nécessaire d’être en visibilité directe 
pour établir une connexion. Vue sous cet angle, cette technologie ressemble au télégraphe 
optique du xviiie siècle 3. Lorsque deux points ne sont pas en visibilité directe, il est néces-
saire d’installer entre eux un relais intermédiaire. Si le relief et des obstacles l’exigent, des 
stations pivots supplémentaires sont éventuellement installées 4.
En règle générale, les liaisons point à point sont réalisées au moyen de deux antennes 
directives, l’une pointant vers le nœud suivant du réseau et l’autre vers le nœud précédent. 
Les nœuds peuvent être dotés de plusieurs antennes, une par liaison point à point fixe 
orientée vers chacun des nœuds voisins (Patra et al. 2007). Cette configuration permet 
l ’utilisation de protocoles de routage maillé, qui ont la faculté de sélectionner de façon 
dynamique, parmi les liaisons libres, celle qu’il convient d’emprunter (Vega et al. 2002).
Le plus souvent, les nœuds de répartition consistent en une antenne sectorielle (version 
réduite des dispositifs que l’on peut voir sur les pylônes de téléphonie mobile) ou en un 
routeur wifi classique, auquel s’ajoute un certain nombre de récepteurs installés dans la 
communauté à desservir (cf. note 4). Pour les communications wifi à courte distance, il n’est 
pas nécessaire que l’émetteur et le récepteur soient en visibilité directe 5.
Pour offrir aux usagers un accès à l’Internet mondial, il convient de connecter un réseau 
wifi à grande distance à la dorsale principale de l’Internet en utilisant au minimum une 
liaison de raccordement ou un nœud passerelle, par exemple une connexion téléphonique 
ou à large bande passante (ADSL, fibre ou satellite). Lorsque l’établissement de cette liaison 
est impossible, les usagers ne peuvent pas accéder au réseau internet, mais ils ont toujours 
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Avantages du wifi à grande distance
Aujourd’hui généralisée, la norme wifi se caractérise par des volumes de production gigan-
tesques. Le wifi à grande distance offre un débit élevé (jusqu’à 54 Mb/s) conjugué à des coûts 
d’investissement très faibles. On peut construire une installation wifi en utilisant des antennes 
et des cartes wifi sur étagère pour un prix très modique (Brewer et al. 2005). Une autre solu-
tion consiste à assembler des composants issus de matériels mis au rebut (routeurs, paraboles 
satellites ou ordinateurs portables d’ancienne génération). Les protocoles tels que WiLDNet 
s’exécutent sur un processeur cadencé à 266 MHz avec 128 Mo de mémoire seulement ; un 
ancien ordinateur fait donc l’affaire (Patra et al. op. cit.).
Comme les nœuds wifi sont légers, il n’est pas nécessaire de les installer sur des tours onéreuses, 
ce qui permet de réduire les coûts d’investissement et de limiter l’impact des infrastructures 
à bâtir (ibid.). On trouve depuis peu des unités tout-en-un combinant une antenne, une carte 
wifi et un processeur, qui facilitent grandement l’installation. Pour construire un relais, il suffit 
de connecter plusieurs unités de ce type au moyen de câbles Ethernet, qui servent à acheminer 
aussi bien le signal que l’alimentation (cf. note 4). Les unités offrent peu de prise au vent et 
peuvent donc être installées dans des tours ou sur des pylônes de faible diamètre (Pietrosemoli 
op. cit.).
De surcroît, le wifi à grande distance étant peu gourmand en énergie, les coûts d’exploitation 
sont peu élevés. Classiquement, une installation de type pylône composée de deux liaisons 
à grande distance et d’une ou deux cartes wifi pour la diffusion locale consomme environ 
30 watts (cf. note 4 ; Surana et al. 2008). C’est pourquoi dans certains réseaux low tech, les nœuds 
sont entièrement alimentés par des panneaux solaires et des batteries. Un autre avantage du 
wifi à grande distance est l’utilisation de fréquences non assujetties à licence (2,4 et 5 GHz), ce 
qui permet d’éviter les négociations avec les opérateurs de télécommunication et avec les États. 
Cette simplicité, combinée au faible coût, permet à quiconque, ou presque, de construire et 
d’exploiter ce type de réseau (cf. note 5).
Les réseaux wifi à grande distance dans les pays pauvres
Les premiers réseaux wifi à grande distance ont été créés il y a entre dix et quinze ans. Dans 
les pays pauvres, ils se déclinent en deux grandes catégories. La première regroupe les réseaux 
destinés à offrir un accès internet aux populations de villages isolés. C’est le cas, par exemple, 
de l’un des plus grands réseaux wifi au monde, le réseau Akshaya, en Inde, qui dessert la totalité 
de l’État du Kérala. L’infrastructure repose sur quelque 2 500 « centres d’accès informatique » 
ouverts à la population locale (dans cette région, le pourcentage des habitants possédant un 
ordinateur est très faible) 7.


En Inde également, les réseaux AirJaldi offrent un accès internet à environ 20 000 usagers de 
six États, vivant tous dans des régions isolées ou à la topographie difficile. La distance qui sépare 
les nœuds de ce réseau, pour la plupart alimentés par l’énergie solaire, peut atteindre 50 km, 
voire plus 8. Dans certains pays africains, des réseaux wifi locaux distribuent l’accès internet à 
partir de passerelles satellitaires (Anand et al. 2012, Ndlovu et al. 2009).
La seconde catégorie des réseaux wifi à grande distance installés dans les pays pauvres 
apporte la télémédecine aux communautés isolées. De fait, dans les régions reculées, les soins 
sont souvent prodigués dans des postes médicaux mal équipés, par des techniciens de santé à 
peine formés (Rey-Moreno et al. 2011). Les réseaux wifi à grande distance permettent de relier 
des hôpitaux de ville à ces postes de soins périphériques. Les médecins peuvent donc assister 
les techniciens de santé grâce au transfert de fichiers à haute résolution et à des outils de com-
munication en temps réel reposant sur l’audio ou la vidéo.
Dans cette catégorie, on peut mentionner la liaison, créée en 2007, entre Cabo Pantoja et 
Iquitos dans la province du Loreto au Pérou. Ce réseau de 450 km est composé de dix-sept 
tours séparées de 16 à 50 km. La ligne, qui relie quinze avant-postes médicaux de villages isolés 
avec l’hôpital central d’Iquitos, est destinée au diagnostic à distance (Rey-Moreno et al. op. cit., 
Prieto-Egido et al. 2014). Tous les équipements sont alimentés par des panneaux solaires (ibid., 
Simó-Reigadas et al. 2008). D’autres réseaux de télémédecine wifi à grande distance ont été mis 
en place avec succès en Inde, au Malawi et au Ghana (Zennaro et al. 2008, Voyiatzis 2012).
Les réseaux wifi communautaires en Europe
Dans les pays pauvres, les réseaux low tech sont l’œuvre d’ONG, des pouvoirs publics, d’uni-
versités ou d’entreprises. Dans les régions isolées des pays riches, en revanche, la plupart des 
réseaux wifi à longue distance sont des réseaux dits « communautaires », à savoir des réseaux 
dont l’infrastuctrue est bâtie, détenue, alimentée et entretenue par les usagers eux-mêmes. Ces 
réseaux reposent sur le partage réciproque des ressources : les participants peuvent construire 
leur propre nœud et le connecter gratuitement au réseau, à condition que ce dernier autorise 
aussi le trafic des autres membres. Chaque nœud fait office de routeur wifi et offre à tous les 
usagers ainsi qu’aux nœuds auxquels il est connecté des services de réacheminement IP et une 
liaison de données (Vega et al. op. cit., Jimenez et al. 2013).
Par conséquent, à chaque nouvel utilisateur, le réseau s’agrandit sans planification d’en-
semble a priori. Les réseaux communautaires se développent de la base vers le sommet en 
fonction des besoins de leurs utilisateurs et des nouvelles exigences structurelles, à mesure que 
des nœuds et des liaisons sont ajoutés ou perfectionnés. Le problème se résume à connecter 
le nœud d’un nouveau participant à celui d’un usager existant. Lorsqu’un nœud est mis sous 
tension, il découvre ses voisins, s’attribue une adresse IP unique et calcule, en tenant compte de 
la qualité des liaisons, les meilleurs itinéraires à emprunter pour atteindre le reste du réseau. Les 
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réseaux communautaires sont accessibles à tous, moyennant parfois un accord ouvert d’échange 
de trafic (Vega et al. op. cit., cf. note 5, Simó-Reigadas et al. op. cit., Jimenez et al. op. cit.).
Il semble, malgré l’absence de statistiques fiables, que les réseaux communautaires 
connaissent un certain succès. L’Europe en compte plusieurs de grande taille, notamment 
Guifi.net (Espagne), Athens Wireless Metropolitan Network (Grèce), FunkFeuer (Autriche) et 
Freifunk (Allemagne) (Vega et al. op. cit., Jimenez et al. op. cit., Braem et al. 2013) 9. Le premier 
est le plus vaste réseau wifi à grande distance au monde, avec plus de 50 000 km de liaisons, 
même si une petite partie est réalisée à base de fibre optique. La quasi-totalité de ce réseau est 
située dans les Pyrénées catalanes, l’une des régions les moins peuplées d’Espagne. Créé en 
2004, il compte aujourd’hui près de 30 000 nœuds, contre 17 000 en 2012 (Vega et al. op. cit., 
Jimenez et al. op. cit.).
Guifi.net offre un accès internet aux particuliers, aux entreprises, aux administrations et aux 
universités. En principe, ce sont les utilisateurs qui s’occupent de l’installation, de l’alimentation 
et de l’entretien ; en pratique, ils sont assistés par des équipes de bénévoles et, parfois, par des 
installateurs professionnels. Certains nœuds ainsi que des mises à jour du réseau dorsal ont été 
réalisés grâce au financement participatif, apporté en l’occurrence par des bénéficiaires indirects 
du réseau (Vega et al. op. cit., Jimenez et al. op. cit.).
Performances des réseaux low tech
Quelles sont les performances des réseaux low tech et quels services offrent-ils ? La bande pas-
sante disponible par utilisateur peut varier dans des proportions considérables, selon, entre 
autres, la largeur de bande du ou des nœuds passerelles et le nombre d’usagers. Les réseaux 
wifi à grande distance destinés à la télémédecine dans les pays pauvres comptent peu d’utili-
sateurs et possèdent une liaison de raccordement performante. Ils offrent donc un débit élevé 
(+ 40 Mb/s) et des performances analogues aux connexions par fibre que l’on trouve dans les 
pays développés. Une étude portant sur une petite partie du réseau communautaire Guifi.net, 
qui compte des dizaines de nœuds passerelles et des milliers d’utilisateurs, indique un débit 
moyen de 2 Mb/s, ce qui est comparable à une connexion ADSL relativement lente. Le débit 
réel par usager est compris entre 700 kb/s et 8 Mb/s (Pitarch 2013).
Cela étant, certains réseaux low tech qui fournissent un accès internet à une large base 
d’utilisateurs dans des pays en développement ont une bande passante par usager beaucoup 
plus limitée. Par exemple, un campus universitaire du Kérala (Inde) est doté d’une connexion 
internet à 750 kb/s que se partagent 3 000 professeurs et étudiants connectés sur 400 ordina-
teurs, sachant qu’aux heures de pointe la quasi-totalité des machines est utilisée.
Par conséquent, dans le cas le plus défavorable, le débit moyen disponible par machine, est 
de 1,9 kb/s environ, débit que l’on peut qualifier de lent, même en comparaison d’une connexion 
par le réseau commuté (56 kb/s). Et encore ce cas correspond-il à une connectivité de très bonne 
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qualité par rapport à ce qui existe en général en milieu rural dans les pays pauvres (Chen et al. 
2009). Qui plus est, ce type de réseau est souvent confronté à des interruptions intermittentes 
du réseau électrique.
Dans ces circonstances, même les applications internet les plus courantes affichent de mau-
vaises performances, et certaines ne fonctionnent pas du tout. Le modèle de communication 
de l’Internet repose sur un ensemble de postulats relatifs au réseau appelé « suite de protocoles 
TCP/IP ». Parmi ces postulats figurent notamment l’existence d’un trajet bidirectionnel de bout 
en bout entre la source (par exemple, un serveur web) et la destination (l’ordinateur de l’utili-
sateur), des temps de propagation aller-retour courts et des taux d’erreur faibles.
Or, dans les pays pauvres, de nombreux réseaux low tech ne respectent pas ces postulats. 
Ils se caractérisent par une connectivité intermittente ou par un « partitionnement du réseau » 
(absence d’un trajet de bout en bout entre la source et la destination), des temps de propagation 
longs et variables et des taux d’erreur élevés (Voyiatzis op. cit., Fall 2003, Warthman (Voyiatzis 
op. cit., Fall 2003, Warthman 2012).
Réseaux tolérants aux retards de propagation
Même dans ces conditions, il est possible de fournir un accès à l’Internet. Les difficultés tech-
niques peuvent être résolues en abandonnant le modèle de connexion permanente des réseaux 
traditionnels au profit de systèmes fondés sur la communication asynchrone et la connectivité 
intermittente. Les « réseaux tolérants aux retards de propagation », ou DTN, n’utilisent pas 
TCP, mais des protocoles spécialisés, qui s’exécutent au-dessus des protocoles de bas niveau. 
Les problèmes de connectivité intermittente et de retards importants sont résolus au moyen de 
la commutation de messages avec enregistrement et retransmission.
Les données sont retransmises d’un nœud à l’autre en passant, sur chaque nœud, par une 
zone de stockage, le long d’un trajet qui mène à la destination. Contrairement aux routeurs 
internet traditionnels, qui mémorisent les paquets entrants pendant quelques millisecondes 
sur des puces mémoire, les nœuds des réseaux tolérants aux retards sont dotés d’un stockage 
permanent (disques durs par exemple) où les données peuvent être conservées indéfiniment 
(Fall op. cit., Warthman op. cit.).
Les réseaux tolérants aux retards n’imposent pas qu’il existe un trajet de bout en bout entre 
la source et la destination : les données sont tout simplement transmises d’un nœud à l’autre. 
Si le nœud suivant est indisponible en raison d’importants retards de propagation ou d’une 
coupure d’alimentation, les informations sont stockées sur le disque dur du nœud courant 
jusqu’à ce que le nœud suivant redevienne disponible. Même si le temps total d’acheminement 
peut être long, les réseaux tolérants aux retards apportent la garantie que les données finiront 
par atteindre leur destination.
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De plus, les dépenses d’investissement et la consommation d’énergie étant moindres, l’uti-
lisation des ressources – qui sont limitées – est optimale. Les réseaux tolérants aux retards 
fonctionnent même lorsque la source d’énergie est intermittente et sont bien adaptés aux 
énergies renouvelables. Les nœuds du réseau peuvent donc, par temps clair ou venteux, être 
alimentés par des panneaux solaires ou des éoliennes, rendant inutile la mise en place d’ac-
cumulateurs d’énergie.
Mules de données
Les réseaux tolérants aux retards de propagation peuvent prendre des formes surprenantes, 
notamment s’ils s’appuient sur des moyens de communication inhabituels comme les 
« mules de données (Brewer et al. op. cit., Coutinho et al. 2014). Dans ce type de configura-
tion, les messages sont acheminés d’un lieu à un autre en utilisant des moyens de transport 
conventionnels (bus, automobiles, motos, trains, bateaux, avions) et suivant le principe de 
l’enregistrement-retransmission.
Les réseaux DakNet et KioskNet, par exemple, utilisent des autocars comme mules de don-
nées (Chyau & Raymond 2005, Seth et al. 2006). Dans de nombreuses régions en développement, 
les bus ruraux se rendent régulièrement dans des villes et des villages qui ne sont pas connectés 
au réseau. Pour remplacer une liaison internet hertzienne par une infrastructure de transport 
locale, il suffit d’équiper tous les véhicules d’un ordinateur, d’un dispositif de stockage et d’un 
nœud wifi mobile, et d’installer un nœud wifi fixe dans chaque village (Brewer et al. op. cit.).
Les données sortantes (e-mails envoyés, demandes de consultation de pages web, etc.) sont 
stockées dans un ordinateur local en attendant que le bus se trouve à portée du village. À ce 
moment, le nœud wifi fixe de l’ordinateur local envoie automatiquement les données au nœud 
wifi mobile installé à bord du bus. Plus tard, lorsque le bus arrive au niveau d’un concentrateur 
connecté à l’Internet, les données sortantes sont émises du nœud wifi mobile vers le nœud 
passerelle, puis vers l’Internet. Les données destinées au village suivent l’itinéraire inverse. Le 
conducteur du bus, qui, en somme, est un « conducteur de données », n’a pas besoin de com-
pétences particulières. Les transferts de données s’effectuent de façon totalement transparente 
et sa seule tâche consiste à entrer dans la zone de couverture des nœuds (Chyau & Raymond 
op. cit., Hasson et al. 2003).
Par rapport aux réseaux « perfectionnés » tolérants aux retards de propagation, les mules de 
données présentent plusieurs avantages. Ces réseaux wifi « itinérants » reposent sur des dispositifs 
de radiocommunication à bas prix, de petite taille et de faible puissance, qui, puisqu’ils fonctionnent 
sans visibilité directe, ne requièrent pas l’installation de tours. Ils sont donc plus économes que les 
autres réseaux low tech, tant sur le plan des investissements que sur celui de la consommation en 






De plus, les liaisons wifi à courte distance offrent une bande passante plus large que les 
liaisons wifi à longue distance ; les mules de données sont donc plus adaptées aux transferts de 
fichiers volumineux. En moyenne, lorsqu’un bus passe à proximité d’un nœud wifi fixe, 20 Mo 
de données peuvent être transférés dans les deux sens (Chyau & Raymond op. cit., Wankhade 
op. cit.). En revanche, la latence (temps d’attente entre l’envoi et la réception de données) est 
généralement supérieure à celle des liaisons wifi à longue distance. Si un seul bus passe une 
fois par jour à proximité du village à desservir, le temps de latence est de 24 heures.
Logiciels tolérants aux retards de propagation
Un réseau tolérant aux retards de propagation (DTN), quelle que soit sa forme, nécessite un 
nouveau logiciel, c’est-à-dire un ensemble d’applications pouvant s’exécuter sans cheminer de 
manière continue par un réseau connecté de bout en bout (Brewer et al. op. cit.). Ces applica-
tions spéciales sont aussi utilisées dans les réseaux synchrones à bande étroite. Asynchrone par 
nature, la messagerie électronique est relativement facile à adapter à une connectivité de type 
intermittent. La solution consiste à mémoriser les messages sortants au niveau du client e-mail 
compatible DTN jusqu’à ce qu’une connexion soit disponible. Même si les courriels mettent 
plus de temps à atteindre leur destination, l’expérience de l’utilisateur reste pour l’essentiel 
inchangée.
La navigation et la recherche sur le web nécessitent des adaptations supplémentaires. Par 
exemple, la plupart des moteurs de recherche s’attachent à optimiser la vitesse, en partant du 
principe qu’en règle générale, les utilisateurs examinent rapidement les liens affichés, puis lancent 
immédiatement une deuxième recherche si le résultat de la première n’est pas satisfaisant. Cela 
étant, les recherches interactives multiples seraient difficiles à réaliser avec des réseaux inter-
mittents (Chen et al. op. cit., Thies et al. 2002). Les moteurs de recherche asynchrones s’attachent 
donc à optimiser la bande passante plutôt que le temps de réponse (Chen et al. op. cit., Chyau 
& Raymond op. cit., Hasson et al. op. cit., Thies et al. op. cit., Teevan et al. 2013). Par exemple, le 
système RuralCafe désynchronise le processus en effectuant de multiples tâches de recherche 
hors ligne et en affinant la requête à partir d’une base de données de recherches similaires. Il ne 
récupère des informations du réseau que lorsque cela est absolument nécessaire.
Certains navigateurs compatibles DTN téléchargent non seulement la page web explici-
tement demandée par l’usager, mais aussi les pages vers lesquelles pointent les liens qu’elle 
contient (Chyau & Raymond op. cit.). D’autres navigateurs sont optimisés pour renvoyer des 
résultats occupant une faible largeur de bande ; dans ce cas, les résultats sont produits par 
filtrage, analyse et compression au niveau du serveur. Un effet analogue peut être obtenu en 
utilisant un service tel que Loband, qui se charge de supprimer toutes les images, vidéos, publi-
cités et autres boutons vers des réseaux sociaux figurant dans les pages web pour ne laisser que 
le contenu textuel (Chen et al. op. cit.). 
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La navigation et la recherche sur les réseaux intermittents peuvent aussi être améliorées par 
des mécanismes de cache local (mémorisation de pages déjà téléchargées) et de pré-extraction 
(téléchargement de pages qui pourraient être demandées ultérieurement) (Chen et al. op. cit.). 
De nombreuses autres applications internet pourraient être adaptées aux réseaux intermittents : 
remplissage de formulaires électroniques, échanges avec les sites de commerce en ligne, logi-
ciels de blog, téléchargements de fichiers volumineux, médias sociaux, etc. (Brewer et al. op. 
cit., Chyau & Raymond op. cit.). Toutes ces applications pourraient rester opérationnelles, au 
détriment toutefois de la vitesse.
Sneakernets
À l’évidence, il est impossible d’adapter les applications temps réel – comme la téléphonie sur 
internet, la transmission de médias en continu, le chat ou la vidéoconférence – aux réseaux inter-
mittents qui sont limités à une communication de type asynchrone. De même, il est difficile d’exé-
cuter ce type d’applications sur des réseaux synchrones à bande étroite. Or ce sont précisément 
ces applications qui, pour l’essentiel, font augmenter la consommation d’énergie de l’Internet. 
On pourrait donc dire que cette incompatibilité avec les réseaux low tech est une bonne chose.
Bon nombre de ces applications pourraient être restructurées. Si la prise en charge de conver-
sations audio ou vidéo en temps réel n’est pas envisageable, il est en revanche parfaitement pos-
sible d’envoyer et de recevoir des messages audio ou vidéo. De même, si ces réseaux ne sauraient 
diffuser des médias en continu, le téléchargement d’albums et de clips de musique reste possible. 
De plus, ces fichiers pourraient être « transmis » au moyen de la technologie internet la moins 
sophistiquée qui soit, à savoir le « sneakernet ». Dans un sneakernet, les données numériques 
sont transmises « sans fil » à l’aide d’un support de stockage : disque dur, clé USB, carte flash, 
CD ou DVD. Avant l’arrivée de l’Internet, tous les fichiers informatiques étaient échangés via 
un sneakernet, au moyen d’une bande magnétique ou d’un disque souple.
À l’instar des réseaux de type mules de données, les sneakernets nécessitent un véhicule, 
un messager non motorisé ou un animal (pigeon voyageur, etc.). Mais dans un sneakernet, il 
n’y a pas de transfert automatique de données entre le nœud mobile (par exemple, un véhicule) 
et les nœuds fixes (expéditeur et destinataire). Les données doivent d’abord être transférées de 
l’ordinateur de l’expéditeur vers un support de stockage portable, puis, à leur arrivée, du sup-
port de stockage vers l’ordinateur du destinataire (Chyau & Raymond op. cit.). Par conséquent, 
les sneakernets nécessitent une intervention manuelle et se prêtent donc mal à de nombreuses 
applications internet.
Il y a cependant des exceptions. Par exemple, il est possible de visionner un film sans le 
transférer vers le disque dur de l’ordinateur ; il suffit pour cela de le lire directement à partir 
du disque dur portable ou d’insérer un disque dans le lecteur de DVD. De plus, le sneakernet 




passante la plus large. Il est de ce fait parfaitement adapté à la diffusion de films, de jeux pour 
ordinateur et autres fichiers volumineux. En réalité, lorsque de très gros fichiers sont échangés, 
les sneakernets sont même plus performants que la plus rapide des connexions internet par fibre 
optique. Et pour des débits internet plus faibles, ils restent intéressants pour la transmission 
de fichiers beaucoup plus petits.
Les progrès technologiques ne remettront pas en cause les atouts des sneakernets. En effet, 
les supports de stockage numériques évoluent au moins aussi vite que les connexions internet 
et ces deux canaux améliorent la communication de façon égale.
Réseaux résilients
Étant donné que la plupart des réseaux low tech sont destinés aux régions où la seule autre 
solution est de renoncer purement et simplement à toute connexion internet, leur utilité ne peut 
être passée sous silence. L’Internet tel que nous le connaissons dans les pays industrialisés est 
le produit d’une offre énergétique abondante, d’une infrastructure électrique robuste et d’une 
croissance économique soutenue. L’Internet high tech offre certes des services sophistiqués par 
rapport aux réseaux low tech, mais il ne pourra pas survivre si ces conditions restent inchangées. 
Il est de ce fait extrêmement vulnérable.
Lorsque l’approvisionnement en combustibles fossiles est interrompu, que l’infrastructure 
électrique se dégrade, que l’économie se grippe ou que d’autres catastrophes surviennent, les 
réseaux low tech peuvent, selon leur degré de résilience, rester opérationnels. Cet internet rudi-
mentaire permet, entre autres, de naviguer sur le web, d’envoyer et de recevoir des courriels, 
de faire des achats en ligne et de diffuser du contenu. Parallèlement, les mules de données et 
les sneakernets peuvent être utilisés pour la diffusion de fichiers volumineux (vidéos, etc.). Du 
reste, un vaisseau cargo ou un train remplis à ras bord de supports de stockage informatiques 
surpasseraient tout réseau numérique en termes de débit, de coûts et d’efficience énergétique. 
Et s’il arrivait que ces infrastructures de transport deviennent indisponibles, nous pourrions 
toujours compter sur les messagers à pied, les vélos cargos et les bateaux à voile.
Un tel système hybride constitué d’applications en ligne et hors-ligne resterait un réseau de 
communication très puissant, en rien comparable à ce que nous avons connu, même à la fin du 
xxe siècle. Et même dans le pire des scénarios, à savoir une panne généralisée de l’infrastructure 
internet, les réseaux isolés low tech auraient encore une grande utilité dans les communications 
locales et régionales. De plus, ces réseaux peuvent récupérer des données provenant de réseaux 
distants, par échange de supports de stockage portables. En réalité, l’Internet peut être plus ou 
moins perfectionné selon les ressources qu’on lui consacre.
▪ ▪ ▪ ▪ ▪
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Traduction
Techniques&Culture remercie Kris de Decker dont l’aimable autorisation nous a permis d’éditer en français cet article ini-
tialement paru en langue anglaise dans Low-Tech Magazine le 26 octobre 2015, [en ligne : lowtechmagazine.com/2015/10/
how-to-build-a-low-tech-internet.html] ainsi qu’Olivier Morice pour la qualité de son travail de traduction.
Notes
1. Slashdot 2015 « Connecting the unwired world 




2. Cette liaison n’a pu être établie que grâce à l’altitude 
des deux points (4 200 et 1 500 km) et à la planéité 
du terrain intermédiaire. La courbure de la Terre 
rend difficile la mise en place de liaisons point à 
point plus longues, car une visibilité directe entre 
les deux points est nécessaire.
3. Les ondes radioélectriques occupent, autour de la 
ligne optique, un volume qui doit être dépourvu 
d’obstacles. Ce volume est connu sous le nom d’el-
lipsoïde de Fresnel ; sa taille grandit avec la distance 
entre les deux points terminaux et avec la longueur 
d’onde du signal, laquelle est inversement propor-
tionnelle à la fréquence. Aussi est-il nécessaire de 
prévoir une « marge de manœuvre » supplémentaire 
pour la zone de Fresnel. Voir aussi la note 5.
4. Tegola Project 2007 A Brief Historiy of the Tegola 
Project. Scotland : HUBS. En ligne : www.tegola.
org.uk/tegola-history.html.
5. GAIA - Global Access to the Internet for All, Inter-
net draft, Internet Engineering Task Force (IETF), 
2015. En ligne : trac.ietf.org/trac/irtf/wiki/gaia.
6. C’est ce qui est arrivé au réseau afghan JLINK 
lorsque les financements pour sa liaison satelli-




9. Il existe des réseaux plus petits en Écosse (Tegola), 
en Slovénie (wlan slovenija), en Belgique (Wireless 
Antwerpen) et aux Pays-Bas (Wireless Leiden), 
entre autres. On trouve en Australie le réseau 
Melbourne Wireless. En Amérique latine, il existe 
de nombreux exemples, comme le Bogota Mesh 
(Colombie) et le Monte Video Libre (Uruguay). Cer-
tains de ces réseaux sont interconnectés. C’est le cas 
des réseaux communautaires belge et néerlandais, 
et des réseaux slovène et autrichien. (Voir aussi Vega 
et al. 2002, Jimenez et al. 2013, Braem et al. 2013).
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Iconographie
Image d’ouverture. Un nœud wifi du réseau sans fil 
communautaire Freifunk, en cours d’installation à Ber-
lin. © Wikipedia Commons.
Illustrations. CC by Lidia Pereira pour Pretty Fly For 
A Wi-fi. Images. CC by Roel Roscam Abbing pour 
Pretty Fly for A Wi-fi. https://roelof.info/projects/(2014) 
Pretty_Fly_For_A_Wifi/.
Les deux séries de dessins et de photos illustrent un 
même objet : des antennes wifi artisanales, réalisées à 
partir de matériaux recyclés.
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