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Subgroup growth of all Baumslag-Solitar groups
Andrew James Kelley
Abstract
This paper gives asymptotic formulas for the subgroup growth and
maximal subgroup growth of all Baumslag-Solitar groups.
1 Introduction
For a finitely generated group G, let an(G) denote the number of subgroups of
G of index n, and let mn(G) denote the number of maximal subgroups of G of
index n. Also, for a, b nonzero integers, let Ga,b denote the Baumslag-Solitar
group ⟨x, y ∣ y−1xay = xb⟩.
In [3], Gelman counts an(Ga,b) exactly for the case when gcd(a, b) = 1. Exact
formulas in the area of subgroup growth are rare, and so his formula (Theorem 8
below) is indeed very nice. Can a simple formula also be given for mn(Ga,b)
when gcd(a, b) = 1? Yes, see Corollary 12. Also, the question naturally arises,
what about the case when gcd(a, b) ≠ 1?
From the work of Moldavanskii [8], it is apparent that the largest residually
finite quotient of Ga,b is a group Ga,b (which for simplicity will be denoted G)
which has a normal subgroup of the form A ≅ Z[1/k] (for appropriate k) with
G/A ≅ Z ∗ Z/mZ, where m = gcd(a, b). When m = 1, this explains why the
formula for an(Ga,b) is so simple; G turns out to be of the form Z[1/k]⋊Z, and
so Section 3 gives a more enlightening proof of Gelman’s formula.
When m = gcd(a, b) > 1, one has to deal with the free product Z ∗ Z/mZ.
In [9], Mu¨ller studies such groups (and in fact many more: any free product of
groups that are either finite or free). Combining this with the main result from
Babai and Hayes’ [1], one can give an asymptotic formula for mn(Z ∗ Z/mZ)
(and also for an(Z ∗ Z/mZ)). Note that Mu¨ller’s main results are even better
than asymptotic formulas.
Next, a small argument shows that the vast majority of maximal subgroups
(of any fixed, large index) of Ga,b contain the normal subgroup A (mentioned
above), and hence, we obtain an asymptotic formula for mn(Ga,b). As it turns
out, the vast majority of all subgroups of Ga,b (of any fixed, large index) contain
A, but it takes a little more work to show this. As a result, we can combine the
two main results of this paper, Theorems 24 and 33, to obtain the following.
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Theorem. Let m = gcd(a, b) > 1. Then
an(Ga,b) ∼mn(Ga,b) ∼Kmn(1−1/m)n+1 exp
⎛⎜⎜⎝−(1 − 1/m)n + ∑d<m
d∣m
nd/m
d
⎞⎟⎟⎠ ,
where
Km ∶=
⎧⎪⎪⎨⎪⎪⎩
m−1/2 if m is odd
m−1/2e−1/(2m) otherwise.
This formula is based on formula (8) from [9].
All of the work in this paper except for Section 5, was completed while the
author was a graduate student at Binghamton University. Hence, most of this
paper is from [4], the author’s dissertation.
For related work on the Baumslag-Solitar groups, note that in [2], Button
gives an exact formula for counting the normal subgroups of any index in Ga,b,
when gcd(a, b) = 1. For a survey of subgroup growth up until 2003, see [7], the
book by Lubotzky and Segal.
The notation used here is standard. The number of primitive permutation
representations of G of degree n is denoted pn(G), and the number of transitive
permutation representations of G of degree n is denoted tn(G). If a group G
acts on a group N , the set of derivations (1-cocycles) from G do N is denoted
Der(G,N).
The goal of Section 2 is to describe G, the largest residually finite quotient
of Ga,b. In Section 3, a new proof is given for Gelman’s formula, and it is shown
there what it simplifies to for mn(Ga,b). In Section 4, an asymptotic formula
is given for mn(Ga,b) when gcd(a, b) > 1. Finally, in Section 5, it is shown that
the asymptotic formula for mn(Ga,b) is also asymptotic to an(Ga,b) (where still
gcd(a, b) > 1).
2 The largest residually finite quotient
The goal of this section is Corollary 7.
We will denote the intersection of all finite index subgroups of Ga,b by
Res(Ga,b). In [8], Moldavanskii determines what Res(Ga,b) is. Let d ∶= gcd(a, b).
Theorem 1 (Moldavanskii, 2010). The group Res(Ga,b) is the normal closure
in Ga,b of the set of commutators {[ykxdy−k, x] ∶ k ∈ Z}.
Let G = Ga,b/Res(Ga,b) the largest residually finite quotient of Ga,b. (G
does depend on a and b.) We then have the following presentation of G:
G = ⟨x, y ∣ y−1xay = xb, [ykxdy−k, x] for all k ∈ Z⟩.
We next define a subgroup of G (denoted C in [8]):
A ∶= ⟨ykxdy−k ∶ k ∈ Z⟩ ≤ G.
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Lemma 2 (Moldavanskii). The group A is an abelian normal subgroup of G.
Note: This is a small part of Propositions 3 and 4 in [8].
Proof. We have A ⊴ G because conjugating the generators of A by y just shifts
them and because x commutes with all the generators (because of the commu-
tators in Res(Ga,b)).
We have that [ykxdy−k, x] ∈ Res(Ga,b) implies that xd commutes with ykxdy−k,
and hence for all j, k ∈ Z we get [ykxdy−k, yjxdy−j] ∈ Res(Ga,b).
It turns out that G/A is the free product of a finite cyclic group with the
infinite cyclic group: (Recall that d ∶= gcd(a, b).)
Corollary 3 (Moldavanskii). The group G/A has presentation ⟨x, y ∣ xd⟩, and
therefore, G/A ≅ (Z/dZ) ∗Z.
Note: The x here does indeed correspond to the x in the presentation of G.
Proof. Any group with the relation xd = 1 also has the relations ykxdy−k = 1 as
well as [ykxdy−k, x] = 1, and since d divides a and b, that group will also have
the relation y−1xay = xb. Therefore, G/A has presentation ⟨x, y ∣ xd⟩.
Since we know that A is abelian, we will write A additively instead of mul-
tiplicatively. Let a = ud, b = vd. (So gcd(u, v) = 1.)
Proposition 4 (Moldavanskii). The group A has the following presentation as
an abelian group (using additive notation)
A = ⟨ci, i ∈ Z ∣ uci = vci+1 for all i ∈ Z⟩.
Moldavanskii also shows in Proposition 4 of [8] that A is a residually finite
abelian group of rank 1. (For A to have rank 1 means that all of its finitely
generated subgroups are cyclic.) We will show in Lemma 6 something similar,
that A is isomorphic to Z[u/v, v/u] = {a1(u/v)t1 +⋯+ ak(u/v)tk ∶ ai, ti ∈ Z ∀i}.
We remind the reader that the ring Z[u/v, v/u] is Z together with the two
rational numbers u/v and v/u adjoined. See Lemma 5 below for a well-known
alternative perspective.
We let pi(uv) denote the product of the distinct primes that divide uv.
Lemma 5. Assume still that gcd(u, v) = 1. As subrings of Q, we have
Z[v/u,u/v] = Z[1/u,1/v] = Z[1/(uv)] = Z[1/pi(uv)]
Lemma 5 is well-known.
Lemma 6. We have that A ≅ Z[u/v, v/u] as groups.
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Proof. Let ϕ ∶ {ci ∶ i ∈ Z}→ Z[u/v, v/u] be defined by ϕ(ci) ∶= (u/v)i.
Step 1. ϕ gives a homomorphism: To get a homomorphism from A to
Z[u/v, v/u], all we need to check is that uϕ(ci) = vϕ(ci+1). And indeed, it is
true that u(u/v)i = v(u/v)i+1.
Step 2. ϕ is surjective: This is evident because for all i, (u/v)i is in the
image of ϕ.
Step 3. ϕ is injective: Let g ∈ ker(ϕ). Assume by contradiction that g ≠ 0.
Then there exist ni ∈ Z such that g = ∑ti=s nici with ns, nt ≠ 0. We will show
that we can assume that the sum has only one term in it (i.e. that s = t) and
then easily get a contradiction.
We have ϕ(g) = ∑ti=s ni(u/v)i = 0. Assume t > s. Multiplying by vt and
dividing by us yields
nsv
t−s + ns+1vt−s−1u + ns+2vt−s−2u2 +⋯+ ntut−s = 0.
Therefore u ∣ nsvt−s, and since gcd(u, vt−s) = 1, we get u ∣ ns. Thus we can
rewrite g and then apply the relation uci = vci+1 to get
g =
ns
u
uci +
t∑
i=s+1
nici =
ns
u
vci+1 +
t∑
i=s+1
nici.
Since we assumed t > s, we showed that we can rewrite g as ∑ti=s+1 n˜ici, decreas-
ing the number of terms in the summation (by at least 1). Continuing in this
way, we see that g = nct for some n ∈ Z. Because we assumed g ≠ 0, we know
that n ≠ 0. Therefore 0 = ϕ(g) = ϕ(nct) = n(u/v)t, and this is a contradiction
since n ≠ 0.
Recall that d = gcd(a, b), and a = ud, b = vd.
Corollary 7. The group G (defined after Theorem 1) satisfies a short exact
sequence of the form
Z[1/(uv)]↪ G↠ Z ∗ (Z/dZ).
Writing Z ∗ Z/dZ = ⟨x, y ∣ xd⟩, the action of x on Z[1/(uv)] is trivial, and the
action of y on Z[1/(uv)] is multiplication by u/v.
Proof. Indeed, this is just a summary of the previous results: By Lemma 2,
A ⊴ G. By Lemma 6, A ≅ Z[u/v, v/u], which is isomorphic to Z[1/(uv)] by
Lemma 5. Finally, Corollary 3 gives us the rest of the short exact sequence.
We know that x acts trivially on Z[1/(uv)] (by conjugation) because in G,
the element x commutes with xd, and xd normally generates A = Z[1/(uv)].
Finally, consider the relation y−1xay = xb in G. Recall that a = ud and b = vd.
So solving the relation for xa, we can rewrite it as (xd)u = y(xd)vy−1. Written
additively, this says that y acts on xd (a generator of A) by multiplication by
u/v.
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3 When gcd(a, b) = 1: redoing Gelman’s formula
In this section, we give a new proof of a beautiful result of Gelman (Theorem 8
below). Although this argument is a standard derivations argument, one reason
to include it is that in the author’s opinion, this proof better explains the result.
Gelman’s formula makes sense in light of the free product Z ∗ (Z/gcd(a, b)Z)
simplifying to Z and so giving the semidirect product in Lemma 9.
As before, we let Ga,b ∶= ⟨x, y ∣ y−1xay = xb⟩. Assume gcd(a, b) = 1. In
[3], Gelman gives the following exact formula for an(Ga,b), the number of all
subgroups of index n in Ga,b:
Theorem 8 (Gelman, 2005). Recall that gcd(a, b) = 1. We have
an(Ga,b) = ∑
d∣n
gcd(d,ab)=1
d
In order to (re)prove this, we state a few lemmas. First, we state the iso-
morphism type of G, the largest residually finite quotient of Ga,b.
Lemma 9. Let G be the group defined just after Theorem 1. Then
G ≅ Z[1/(ab)] ⋊Z,
where the action of 1 ∈ Z on Z[1/(ab)] is multiplication by a/b.
Proof. By Corollary 7, (and since d = gcd(a, b) = 1), we know that
Z[1/(ab)]↪ G↠ Z.
Because Z is a free group, every such short exact sequence splits.
The statement about the action also follows from Corollary 7: Indeed, recall
that since d = gcd(a, b) = 1, we have in the notation of that corollary, u = a and
v = b.
Once we have Lemma 9, proving Theorem 8 is standard. Notice that the
group G is an example of a group included in Lemma 3.4, part (i) in [11], and
Shalev has the formula (i.e. the one in Theorem 8) there in his remark (on page
3804) following his proof of his Lemma 3.4. Nevertheless, we will give a few
more details anyways.
Lemma 10 is well-known. (We will use it in the following section as well.)
Lemma 10. Let 0 ≠ k ∈ Z. We have
an(Z[1/k]) =
⎧⎪⎪⎨⎪⎪⎩
1 if gcd(n, k) = 1
0 otherwise.
Also, the nonzero ideals of Z[1/k] are exactly the subgroups of finite index.
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Lemma 11 (quoted from Shalev). Suppose A is an abelian group, and let
G = A ⋊B. Then
an(G) = ∑
A0,B0
∣Der(B0,A/A0)∣,
where the sum is taken over all subgroups A0 ≤ A, B0 ≤ B such that A0 is
B0-invariant, and [A ∶ A0][B ∶ B0] = n.
This is Lemma 2.1 part (iii) in [11].
Proof of Theorem 8. In the notation of Lemma 11, let A = Z[1/(ab)] and B = Z,
so that as in Lemma 9, we have G ≅ A ⋊B.
Let B0 ≤f B (i.e. let B0 be a subgroup of finite index in B). Then a sub-
group A0 ≤f A is B0-invariant iff it is B-invariant iff A0 is an ideal of A. Re-
call that since Z is a free group, regardless of its action on Z/dZ, we get that∣Der(Z,Z/dZ)∣ = d. Combining the previous two sentences with Lemmas 11 and
10, we conclude that
an(G) =∑
d∣n
an/d(Z)ad(Z[1/(ab)])d. (*)
But an/d(Z) = 1, and then using Lemma 10 again, (*) becomes
an(G) = ∑
d∣n
gcd(d,ab)=1
d.
We are done because G is the largest residually finite quotient of Ga,b.
Gelman’s formula simplifies to the following when counting maximal sub-
groups:
Corollary 12. Recall that here, gcd(a, b) = 1. Every maximal subgroup of Ga,b
has prime index, and
mp(Ga,b) =
⎧⎪⎪⎨⎪⎪⎩
p + 1 if p ∤ ab
0 otherwise.
Proof. The reason why Ga,b has no maximal subgroups of non-prime index is
because M ≤ G with M maximal of index n implies that M ∩ Z[1/(ab)] is a
maximal ideal of Z[1/(ab)] of index n, and such an n can only be prime. The
present corollary then follows from Theorem 8.
4 When gcd(a, b) ≠ 1: an asymptotic formula for
mn(Ga,b)
In this section, we will write m ∶= gcd(a, b) and assume m > 1.
The main goal of this section is to prove Theorem 24. To this end, the first
goal is to prove Proposition 15. It says that (for a fixed number m) if n is large,
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then a random element of Sym(n) of order dividing m most likely has very few
fixed points.1 By a result of [1], this will imply that a random element of order
m in Sym(n) (using the uniform distribution) together with a random element
of any order, will with high probability generate either An or Sym(n). This is
what we need in order to calculate the maximal subgroup growth of Z ∗ Z/mZ
and hence of the Baumslag-Solitar groups (where gcd(a, b) =m ≠ 1).
We first state formula (8) on page 115 of [9].
Theorem 13 (Mu¨ller, 1996). Let G be a finite group of order m ≥ 2. Then∣Hom(G,Sym(n))∣ is asymptotic to
KGn
(1−1/m)n exp
⎛⎜⎜⎝−(1 − 1/m)n + ∑d<m
d∣m
ad(G)
d
nd/m
⎞⎟⎟⎠ ,
where
KG ∶=
⎧⎪⎪⎨⎪⎪⎩
m−1/2 if m is odd
m−1/2e−am/2(G)
2/(2m) otherwise.
We will use the following easy consequence of Theorem 13:
Corollary 14. Let m ≥ 2. Then ∣Hom(Z/mZ,Sym(n))∣ is asymptotic to f(n),
where
f(n) ∶=Kmn(1−1/m)n exp
⎛⎜⎜⎝−(1 − 1/m)n + ∑d<m
d∣m
nd/m
d
⎞⎟⎟⎠ , (*)
and
Km ∶=
⎧⎪⎪⎨⎪⎪⎩
m−1/2 if m is odd
m−1/2e−1/(2m) otherwise.
Proposition 15. Fix an integer m ≥ 2. Let M(n) denote the elements of
Sym(n) of order dividing m, and let B(n) denote the elements of M(n) which
have at least g(n) ∶= ⌊n/ log(n)⌋ fixed points. Then
∣B(n)∣
∣M(n)∣ Ð→ 0.
Proof of reduction to Lemma 17. Write the group Sym(n) as Sym([n]), and
so for any Ω ⊆ [n] (with ∣Ω∣ ≥ 1) we can consider the subgroup Sym(Ω) of
Sym([n]).2
Notice that we have the following equality of sets:
B(n) = ⋃
Ω⊆[n]
∣Ω∣=n−g(n)
B(n) ∩ Sym(Ω).
1A fixed point of a permutation σ ∈ Sym(n) is an i ∈ [n] such that σ(i) = i.
2Sym(Ω) is the group {σ ∈ Sym([n]) ∣ σ(i) = i for all i ∈ [n] ∖Ω}.
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Also, note that ∣B(n) ∩ Sym(Ω)∣ ≤ ∣M(∣Ω∣)∣ = ∣M(n − g(n))∣. Therefore,
∣B(n)∣ ≤ ∑
Ω⊆[n]
∣Ω∣=n−g(n)
∣M(n − g(n))∣
= ( n
n − g(n))∣M(n − g(n))∣ = (
n
g(n))∣M(n − g(n))∣.
Therefore, to prove this proposition, it is sufficient to show
( n
g(n))
∣M(n − g(n))∣
∣M(n)∣ Ð→ 0. (**)
Notice that once we choose a generator x of Cm, the cyclic group of order
m, there is an obvious bijection3 between M(n) and Hom(Cm,Sym(n)). Thus
Corollary 14 says that ∣M(n)∣ is asymptotic to the function f(n) (defined in
that corollary). Of course, M(n − g(n)) is thus asymptotic to f(n − g(n)).
Combining these observations with (**), we conclude that all we need to show
is the following (which is Lemma 17):
( n
g(n))
f(n − g(n))
f(n) Ð→ 0.
Before proving Lemma 17, we first obtain a preliminary lemma.
Lemma 16. Let g(n) ∶= ⌊ n
logn
⌋. For all large n, ( n
g(n)) < e3g(n) log log(n).
Proof. We have ( n
g(n)) <
ng(n)
g(n)! . Using Stirling’s formula (a lower bound) on
the denominator, we get
ng(n)
g(n)! <
ng(n)eg(n)√
2pig(n)g(n)g(n)
We have that
ng(n)eg(n)√
2pig(n)g(n)g(n) <
ng(n)
g(n)g(n) eg(n) <
ng(n)
g(n)g(n) eg(n) log logn.
So it is sufficient to show that
ng(n)
g(n)g(n) < e2g(n) log logn.
3A homomorphism from Cm to any group G is just a choice of where to send x: any
element of G of order dividing m.
8
We have
ng(n)
g(n)g(n) =
ng(n)
⌊ n
logn
⌋g(n) <
ng(n)
( n
logn
− 1)g(n) =
ng(n)
(n−logn
logn
)g(n) ,
and also
( n
n − log(n))
g(n) (logn)g(n) < (logn)2g(n) = e2g(n) log logn.
Lemma 17. Let f(n) be as in Corollary 14 and g(n) ∶= ⌊ n
logn
⌋. Then
( n
g(n))
f(n − g(n))
f(n) Ð→ 0.
Proof. By Lemma 16, it is sufficient to show
e3g(n) log log(n)f(n − g(n))
f(n) Ð→ 0.
Let h(n) ∶= ∑d<m
d∣m
nd/m
d
and k = 1 − 1/m. We have that
f(n) = Kmnnkeh(n)
enk
.
Therefore,
e3g(n) log lognf(n − g(n))
f(n) =
e3g(n) log logn(n − g(n))(n−g(n))keh(n−g(n))enk
nnke(n−g(n))keh(n)
=
(n − g(n))nk
nnk
⋅
eh(n−g(n))
eh(n)
⋅
e3g(n) log logn+g(n)k
(n − g(n))g(n)k
<
e3g(n) log logn+g(n)k
(n − g(n))g(n)k
For n > ee we have log logn > 1 > 1 − 1/m = k (and also n − g(n) > n/e, since
recall that g(n) = ⌊n/ logn⌋). Therefore for such n we have
e3g(n) log logn+g(n)k
(n − g(n))g(n)k <
e4g(n) log logn
(n/e)g(n)k
=
e4g(n) log logn+g(n)k
(elogn)g(n)k
<
e5g(n) log logn
ekg(n) logn
=
1
e(k logn−5 log logn)g(n)
,
which approaches 0 as n→∞.
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This completes the proof of Proposition 15.
The following is the main theorem in [1]. We use “little o” notation. Also,
for a permutation group G ≤ Sym(n),
Fix(G) ∶= the number of fixed points of G
Theorem 18 (Babai & Hayes, 2006). Suppose for all large n, we have subgroups
Gn ≤ Sym(n) with Fix(Gn) = o(n). Let σn ∈ Sym(n) each be chosen at random
(with uniform distribution). Then
Pr(⟨Gn, σn⟩ ∈ {Alt(n),Sym(n)})Ð→ 1.
Corollary 19. For all large n, let En be the event that an element gn ∈ Sym(n)
has Fix(⟨gn⟩) ≤ ⌊n/ logn⌋. Then choosing σn ∈ Sym(n) at random, we have
Pr(⟨gn, σn⟩ = a primitive subgroup of Sym(n), given En) Ð→ 1
We will use the following notation:
tn(G) ∶= the number of transitive permutation representations of G of degree n
pn(G) ∶= the number of primitive permutation representations of G of degree n
Lemma 20. With the above notation, for all n we have
an(G) = tn(G)/(n − 1)!
mn(G) = pn(G)/(n − 1)!
For a proof, see Proposition 1.1.1 on page 12 of [7].
Theorem 21. Fix m ≠ 1. Let G = Z∗Z/mZ. Let f be as in Corollary 14. Then
mn(G) ∼ nf(n).
Proof. By Lemma 20, we just need to show
pn(G) ∼ n! ⋅ f(n).
Let hn(G) ∶= ∣Hom(G,Sym(n))∣. We know that
hn(G) = n! ⋅ ∣Hom(Z/mZ,Sym(n))∣,
and Corollary 14 says that ∣Hom(Z/mZ,Sym(n))∣ ∼ f(n). So all we need to
show is that
pn(G) ∼ hn(G). (*)
As we shall see, (*) follows from Corollary 19, which we can apply because
of Proposition 15. The rest of this proof just fills in the details, explaining the
previous sentence.
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We will use the notation M(n) from Proposition 15. Also, let En be the
event that a random element, g, ofM(n) has fewer than ⌊n/ log(n)⌋ fixed points.
Proposition 15 (slightly reworded) says that
Pr(En)Ð→ 1.
Next, in addition to choosing an element g of Sym(n) of order dividing m,
we also will choose a random element σ ∈ Sym(n). Hence, we are just choosing
a random homomorphism from G to Sym(n). LetWn be the event that ⟨g, σ⟩ is
a primitive subgroup of Sym(n). Because Pr(Wn) = pn(G)/hn(G), notice that
in order to prove (*), we need to show that
Pr(Wn)Ð→ 1.
By Corollary 19, we know that Pr(Wn given En)Ð→ 1, and Proposition 15
tells us that Pr(En) Ð→ 1. Therefore,
Pr(Wn) ≥ Pr(Wn and En) = Pr(Wn given En) ⋅Pr(En)Ð→ 1.
We almost have Theorem 24, which gives the maximal subgroup growth of
the Baumslag-Solitar groups. The only thing we need to do first is show that
these groups have very few maximal subgroups that are not contained in the
quotient Z ∗ Z/mZ. In other words, our goal is to show that Theorem 21 is
sufficient to count almost all of the maximal subgroups. To achieve this goal
(in Lemma 23), we state another lemma first.
Lemma 22. Let G be a f.g. group with A ⊴ G and A abelian. Then
mn(G) ≤mn(G/A) +∑
A0
∣Der(G/A,A/A0)∣ (*)
where the sum is taken over all A0 such that A0 ⊴ G, A0 ≤ A and such that
A/A0 is a simple Z[G/A]-module with ∣A/A0∣ = n. When we have G ≅ A⋊G/A,
then the inequality in (*) is an equality.
Lemma 22 is Lemma 5 in [5].
Lemma 23. Let G and A be as in Section 2. Let mcn(G) =mn(G)−mn(G/A).
Then
mcn(G) = 0 if n is not prime, and
mcp(G) ≤ p2 if p is prime.
Proof. Because Z[1/(uv)] has no maximal submodules that are not of prime
index, Lemma 22 implies that mcn(G) = 0 for such n.
Let n = p be prime. We know that Z[1/(uv)] has at most 1 maximal ideal of
index p (by, say Lemma 10). Therefore, to show thatmcp(G) ≤ p2, by Lemma 22,
we just need to show that ∣Der(Z∗Z/mZ,Z/pZ)∣ ≤ p2. This is immediate because
the number of functions from a two element generating set of Z∗Z/mZ to Z/pZ
is at most p2.
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Theorem 24. Let m = gcd(a, b) > 1. Then
mn(Ga,b) ∼Kmn(1−1/m)n+1 exp
⎛⎜⎜⎝−(1 − 1/m)n + ∑d<m
d∣m
nd/m
d
⎞⎟⎟⎠ ,
where
Km ∶=
⎧⎪⎪⎨⎪⎪⎩
m−1/2 if m is odd
m−1/2e−1/(2m) otherwise.
Proof. Let f be as in Corollary 14, G from immediately after Theorem 1, A
from Lemma 2, and mcn(G) as in Lemma 23.
We know that mn(Z ∗Z/mZ) ≤mn(Ga,b), because Corollary 7 tells us that
G/A ≅ Z∗Z/mZ. So by Theorem 21, we observe that mn(Ga,b) =mn(G) grows
at least as fast as nf(n).
By definition of mcn(G) (in Lemma 23) we can write
mn(G) =mn(G/A) +mcn(G)
We are done because Lemma 23 gives us that mcn(G) is bounded above by
a polynomial of degree 2.
5 When gcd(a, b) ≠ 1: an asymptotic formula for
an(Ga,b)
The goal of this section is Theorem 33. In this section, we will again denote
gcd(a, b) by m, and we assume m > 1. The following result follows from the
proof of Theorem 21.
Corollary 25. Let G = Z ∗Z/mZ. Let f be as in Corollary 14. Then
an(G) ∼ nf(n).
Proof. By Lemma 20, we just need to show
tn(G) ∼ n! ⋅ f(n).
Let hn(G) ∶= ∣Hom(G,Sym(n))∣. We know that
hn(G) = n! ⋅ ∣Hom(Z/mZ,Sym(n))∣,
and Corollary 14 says that ∣Hom(Z/mZ,Sym(n))∣ ∼ f(n). So all we need to
show is that
tn(G) ∼ hn(G). (*)
In the proof of Theorem 21, we showed that pn(G) ∼ hn(G). We have that
pn(G) ≤ tn(G) ≤ hn(G). Therefore tn(G) ∼ hn(G).
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Let A be as in Section 2. The purpose of Lemmas 26 through 31 is to show
that the vast majority of all subgroups of Ga,b (of any fixed, large index) contain
A. This implies that the formula in Corollary 25 also works for an(Ga,b).
Lemma 26. Let G be a group, and let A ⊴ G with A abelian. Then
an(G) ≤∑
d∣n
an/d(G/A)ad(A)Dn,d,
where Dn,d =maxA0,G0 ∣Der(G0/A,A/A0)∣, where the max is over the subgroups
A0 ≤ A ≤ G0 ≤ G with [A ∶ A0] = d, [G ∶ G0] = n/d, and A0 ⊴ G0.
This is part of Lemma 2.1 part (ii) in [11].
In what follows, a = um and b = vm.
Lemma 27. Let G be the group defined just after Theorem 1. Let A ≅ Z[1/(uv)]
be the subgroup of G in Corollary 7 so that G/A ≅ Z∗Z/mZ. Fix n > 1, and let
d ∣ n. Let G0 ⊴ G with [G ∶ G0] = n/d, and let A0 ≤d A. Then
∣Der(G0/A,A/A0)∣ ≤ 32n/3.
Note that this result basically follows from the proof of Proposition 1.3.2
part (i) in [7].
Proof. Recall that for a f.g. group H , we let d(H) denote the minimal size of a
generating set for H . Hopefully this notation will not be confusing because n/d
is the index of G0 in G.
We have that 2 = d(G/A). By Schreier’s formula (Result 6.1.1 in [10]), we
have that
d(G0/A) ≤ 1 + [G ∶ G0](2 − 1) = 1 + n
d
≤
2n
d
.
Therefore,
∣Der(G0/A,A/A0)∣ ≤ ∣A/A0∣d(G0/A) ≤ d2n/d ≤ 32n/3,
since d1/d ≤ 31/3 for every d ∈ N.
Lemma 28. Let G = Ga,b (with m = gcd(a, b) > 1). Let f be as in Corollary 14,
and let g(n) = nf(n). Let ε > 0. Then for all large n,
(1 − ε)g(n) ≤ an(G) ≤ (1 + ε)g(n)+ (1 + ε)ng(n/2)32n/3.
Proof. Let G be the group defined just after Theorem 1. So an(G) = an(G).
Let A ≅ Z[1/(uv)] be the subgroup of G in Corollary 7 so that G/A ≅ Z∗Z/mZ.
Suppose n is large. We have that
an(Z ∗ Z/mZ) ≤ an(G).
By Corollary 25, an(Z ∗ Z/mZ) ∼ g(n). Therefore, since n is large,
(1 − ε)g(n) ≤ an(Z ∗Z/mZ) ≤ an(G),
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which proves the lower bound in this lemma.
Next, by Lemma 26, we have that
an(G) ≤∑
d∣n
an/d(Z ∗Z/mZ)ad(A)Dn,d. (*)
We have by Lemma 10 that ad(A) ≤ 1 for all d. Also, Dn,1 = 1. Further, by
Lemma 27, Dn,d ≤ 3
2n/3. Therefore, from (*) we conclude that
an(G) ≤ an(Z ∗Z/mZ) + ∑
d∣n
d>1
an/d(Z ∗ Z/mZ) ⋅ 32n/3,
which is bounded above by
(1 + ε)g(n) + n∑
d=1
(1 + ε)g(n/2)32n/3
since n is large, (an(Z ∗ Z/mZ)) ∼ g(n), and g(n) is an increasing function.
This proves the upper bound of the lemma.
Lemma 29. Recall m ≥ 2. For n ≥m, we have
∑
d<m
d∣m
nd/m
d
< n.
Proof. We denote by τ(m) the number of divisors of m. From elementary
number theory (see for example, the top of page 114 in [6]), τ(m) ≤ √3m.
Therefore,
∑
d<m
d∣m
nd/m
d
≤ ∑
d<m
d∣m
n1/2
d
< ∑
d<m
d∣m
n1/2
2
≤ τ(m)n1/2
2
≤
√
3m
√
n
2
<
√
m
√
n ≤
√
n
√
n = n.
Lemma 30. Let f and K = Km be as in Corollary 14, and let g(n) = nf(n).
Let δ = 1 − 1/m. Then
Kn(n
e
)δn < g(n) <Kn(n
e
)δn en.
Proof. We have that
g(n) =Kn(n
e
)δn exp( ∑
d<m
d∣m
nd/m
d
).
So the lower bound on g(n) follows. The upper bound follows from Lemma 29.
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Lemma 31. Let f and K = Km be as in Corollary 14, and let g(n) = nf(n).
Then
n32n/3g(n/2)
g(n) Ð→ 0.
Proof. We will show that
3ng(n/2)
g(n) Ð→ 0.
Let f0(n) =Kn (ne )δn and f1(n) =Kn (ne )δn en. By Lemma 30,
3ng(n/2)
g(n) <
3nf1(n/2)
f0(n) .
So we will just show that 3nf1(n/2)/f0(n)Ð→ 0. Indeed,
3nf1(n/2)
f0(n) =
3nK n
2
( n
2e
)δn/2 en/2
Kn (n
e
)δn =
en log3 (1
2
)δn/2+1 (n
e
)δn/2 en/2
(n
e
)δn
<
en log 3+n/2
(n
e
)δn/2 =
en log 3+n/2+δn/2
e(δ/2)n logn
=
1
e(δ/2)n logn−(log 3+1/2+δ/2)n
,
which goes to 0.
Given Lemma 28, the purpose of Lemma 32 should be clear.
Lemma 32. Let f be as in Corollary 14, and let g(n) = nf(n). Suppose
h ∶ N→ N is such that for all ε > 0, for all large n,
(1 − ε)g(n) ≤ h(n) ≤ (1 + ε)g(n)+ (1 + ε)ng(n/2)32n/3.
Then h(n) ∼ g(n).
Proof. Fix ε > 0. For all large n, we have that
1 − ε =
(1 − ε)g(n)
g(n) ≤
h(n)
g(n) ≤
(1 + ε)g(n)+ (1 + ε)n32n/3g(n/2)
g(n) ,
which by Lemma 31, approaches 1 + ε. So we have shown that for all ε > 0, for
all large n,
1 − ε ≤
h(n)
g(n) ≤ 1 + 2ε.
Therefore, h(n) ∼ g(n).
Theorem 33. Let m = gcd(a, b) > 1. Then
an(Ga,b) ∼Kmn(1−1/m)n+1 exp
⎛⎜⎜⎝−(1 − 1/m)n + ∑d<m
d∣m
nd/m
d
⎞⎟⎟⎠ ,
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where
Km ∶=
⎧⎪⎪⎨⎪⎪⎩
m−1/2 if m is odd
m−1/2e−1/(2m) otherwise.
Proof. Let f be as in Corollary 14, and let g(n) = nf(n). The statement of this
theorem is that an(Ga,b) ∼ g(n). By Lemma 28, we have that for all ε > 0, for
all large n,
(1 − ε)g(n) ≤ an(G) ≤ (1 + ε)g(n)+ (1 + ε)ng(n/2)32n/3.
The theorem then follows by Lemma 32.
Corollary 34. Let m = gcd(a, b) > 1. Then mn(Ga,b) ∼ an(Ga,b).
Proof. This follows from Theorems 24 and 33.
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