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Résumé
Cette thèse porte sur le problème d’évaluation d’options dans les modèles basés sur les
processus de Lévy. Nous établissons le lien entre les prix d’options dans ces modèles et des
équations intégro-différentielles (EID). Ce lien nous permet de construire des méthodes
numériques efficaces d’évaluation d’options.
Nous étudions d’abord la régularité des prix des options européennes (standards ou
avec barrières). En particulier, nous mettons en évidence à travers plusieurs exemples
l’absence possible de cette régularité. Dans ce cas, les prix d’options doivent être considé-
rés comme des solutions généralisées des EID. Plus précisément, nous montrons que les
prix des options européennes, avec ou sans barrières, sont des solutions de viscosité des
problèmes intégro-différentiels correspondants.
Nous proposons ensuite deux schémas semi-implicites aux différences finies pour la
résolution numérique des EID. Nous étudions leurs consistance, stabilité et convergence
vers la solution de viscosité de l’équation. Nous proposons également des estimations de
la vitesse de cette convergence.
Enfin, la dernière partie de la thèse est consacrée aux tests numériques des méthodes
proposées et la comparaison de l’efficacité des deux schémas.
Mots clés : équations intégro-différentielles, solutions de viscosité, évaluation
d’options, modèles de Lévy exponentiels, schémas implicites-explicites aux différences
finies.
Abstract
This thesis deals with option pricing in exponential Lévy models. We establish the re-
lationship between option prices in such models and partial integro-differential equations
(PIDE). This allows us to construct efficient numerical methods for option pricing.
First, we study the regularity of European (vanilla or barrier) option prices. In par-
ticular, we show on several examples that this regularity may fail. In this case, option
prices must be considered as generalized solutions of the PIDEs. More precisely, we prove
that European option prices, with or without barriers, are viscosity solutions of the cor-
responding integro-differential problems.
Next, we propose two semi-implicit finite difference schemes for numerical solution of
the PIDEs. We study their consistency, stability, and convergence to the viscosity solution
of the equation. We also estimate the convergence rate.
The last part of the thesis is devoted to numerical tests and comparison of the
efficiency of the two schemes proposed.
Key words : integro-differential equations, viscosity solutions, option pricing, expo-
nential Lévy models, implicit-explicit finite difference schemes.
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Chapitre 1
Introduction
1.1 Modèles discontinus en finance : motivation
Des modèles discontinus pour l’évaluation d’options ont été introduits pour la première
fois en 1976 par Merton [Mer76]. Depuis, des centaines d’articles de recherche ont apparu
sur le sujet et l’intérêt des praticiens pour ces modèles est également de plus en plus
grand.
Il existe plusieurs explications à cette popularité. Tout le monde s’accorde sur le
fait que, dans beaucoup de situations, le modèle classique de Black et Scholes est trop
simpliste pour reproduire les phénomènes observés sur le marché. Plusieurs méthodes
ont donc été proposées pour généraliser ce modèle. Dans ce sens, les modèles à sauts
s’inscrivent dans une liste de modèles qui ont pour vocation de remédier aux défauts
du modèle de Black-Scholes. Nous pouvons citer à ce titre des modèles de volatilité
locale ou de volatilité stochastique, le mouvement brownien fractionnaire ou encore des
modèles multifractals. Les modèles à sauts ont pourtant un certain nombre d’avantages
qui leur ont permis de prendre une place importante dans cette multitude d’outils de
modélisation financière.
Commençons par l’argument le plus intuitif que l’on peut comprendre en regardant
la Figure 1.1. Elle représente l’évolution du prix de l’action de la SLM Corporation, côtée
à la bourse de New-York, sur une période de trois mois entre janvier et mars 1993. Nous
voyons que le prix subit de temps en temps des changements importants comparés à la
variation moyenne (il est naturel d’appeler ces larges mouvements des sauts). Donc, les
sauts dans la dynamique des prix sont une réalité du marché et pas seulement un outil
mathématique. Il est évident qu’une dynamique de ce type ne peut pas être modélisée
correctement par un processus aléatoire continu. En même temps, c’est à ces grands
changements imprévisibles dans les prix qu’est associée la partie majeure des pertes liées
à l’actif financier. Il est donc important de les prendre en compte pour une gestion efficace
du risque.
Notons que les sauts sont surtout visibles à des petites échelles du temps : sur
11
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Fig. 1.1 – Evolution du prix d’action de SLM Corporation (NYSE), janvier–mars 1993.
des longues périodes, l’évolution des prix ressemble de plus en plus à un mouvement
brownien. Ceci relève du fait que l’on finit par tomber dans le cadre du théorème central
limite. De manière générale, comme il n’existe pas de modèle universel, le choix d’un
tel ou tel modèle dépend de l’application visée. Dans notre contexte, l’utilisation des
modèles discontinus est surtout justifiée si l’on s’intéresse à des courtes périodes du
temps : quelques jours ou mois. Or, c’est précisément l’échelle de la maturité des options.
Un autre exemple où on ne peut pas se passer des modèles discontinus est donné par
le marché de l’énergie. Sur la Figure 1.2, nous voyons l’évolution du prix d’électricité sur
le marché Nord Pool entre 1995 et 2000. Les grands pics que nous observons sont dus au
fait que la production d’électricité ne change pas beaucoup et qu’il n’est pas possible de
la stocker, alors que sa consommation peut varier énormément. Par exemple, s’il arrive
un hiver très froid en France, la consommation de l’électricité augmente et au bout d’un
certain moment elle dépasse la capacité de production d’EDF. Donc, EDF est obligé
d’acheter de l’électricité aux producteurs des autres pays qui vont la vendre très cher
puisque le producteur français n’a pas d’autre solution. C’est la raison pour laquelle il y
a des pics dans la dynamique des prix.1 Ce comportement est également modélisé avec
des processus aléatoires discontinus.
Une autre motivation provient du marché d’options. Rappelons qu’une option est un
contrat qui donne droit (mais pas obligation) a celui qui le détient d’acheter ou de vendre
1Pour être correct, précisons que la Figure 1.2 représente le marché scandinave et pas français mais
le comportement des courbes des prix sur tous les marchés d’énergie est globalement le même.
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Fig. 1.2 – Evolution du prix d’électricité (Nord Pool), 1995–2000.
un autre actif financier (l’actif sous-jacent) dans le futur au prix fixé d’avance. La date
T d’expiration de l’option s’appelle aussi la maturité de l’option. Le prix d’exercice K,
en argot financier, est désigné par le terme anglais strike et le rapport K/S0 du strike
sur la valeur courante du sous-jacent s’appelle la moneyness. La valeur de l’option à la
maturité est appelée le payoff.
Voici quelques autres mots du vocabulaire lié aux options que nous utiliserons dans
cette thèse. Une option d’achat s’appelle un Call et une option de vente, un Put. Une
option qui ne peut être exercée qu’à la maturité est dite de type européen. Une option
que l’on a droit d’exercer à tout moment jusqu’à sa date d’expiration s’appelle une option
américaine.
On appelle les Calls et les Puts européens des options vanilles, par opposition aux
produits plus complexes dits exotiques. Les options exotiques que nous avons étudiées sont
des options à barrières dont le payoff dépend de la trajectoire du prix du sous-jacent :
plus précisément, il dépend du fait que le prix a franchi ou non des barrières, fixées dans
le contrat, avant la date d’exercice.
Nous présumons néanmoins que le lecteur est familier avec ces notions basiques ainsi
qu’avec le modèle de Black-Scholes pour l’évaluation d’options. Pour une bonne intro-
duction dans le sujet, nous renvoyons au livre classique de Hull [Hul97].
En quoi les options ont-elles motivé l’utilisation des modèles à sauts ? Remarquons
que les modèles continus conduisent généralement à un marché complet ou qui peut
être complété par un ou deux instruments supplémentaires, comme dans des modèles
de volatilité stochastique. Cela signifie que, dans un tel marché, tout payoff peut être
répliqué exactement. Si c’est le cas, alors l’existence des options devient un paradoxe ! En
13
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revanche, ce paradoxe s’explique naturellement si l’on prend en compte des discontinuités.
En effet, la présence des sauts dans les prix rend impossible une couverture parfaite et les
options permettent aux participants du marché de couvrir les risques qu’ils ne peuvent
pas couvrir en utilisant uniquement le sous-jacent.
Encore une fois, le phénomène est plus prononcé pour des courtes périodes de
temps. On observe que des options à courtes maturités sont cotées sur le marché à
des prix relativement élevés2 ce qui s’explique difficilement dans le cadre des modèles
continus. En effet, si le sous-jacent était continu, la probabilité qu’il bouge, disons, de
10% en quelques jours serait très petite et personne ne voudrait payer une prime pour
se protéger contre ce risque négligeable. Donc, l’existence des options à courtes matu-
rités indique que les participants du marché reconnaissent le risque de sauts dans les prix.
Notons que la qualité d’un modèle ne réside pas tellement dans la reconstitution fidèle
des propriétés empiriques des prix des sous-jacents. De manière générale, des modèles sto-
chastiques en temps continu ont été introduits en finance dans le but d’évaluation des
options. Dans cette optique, la destination d’un modèle est, premièrement, de reproduire
les prix des options liquides observés sur le marché et, deuxièmement, d’assigner des
valeurs à des produits complexes non côtés (options “exotiques”) sans introduire de pos-
sibilités d’arbitrage. Le modèle doit donc servir d’un outil consistant d’interpolation et
d’extrapolation des prix de marché. Il est également utilisé pour calculer des stratégies
de couverture.
L’état d’un marché d’options à un instant donné est représenté traditionnellement par
la surface de volatilité implicite de Black-Scholes. Un bon modèle doit pouvoir reproduire
des surfaces observées.
Par définition, la volatilité implicite Σ d’un Call est le nombre qui, substitué dans la
formule de Black-Scholes, reproduit le prix du Call C∗ :
C∗(K,T ) = CBS(K,T ; Σ(K,T )). (1.1.1)
Rappelons que la formule de Black-Scholes a la forme suivante :
CBS(K,T ;σ) = S0N (d1)−Ke−rTN (d2), (1.1.2)
où d1 =
ln(S0/K) + (r + σ
2/2)T
σ
√
T
, d2 = d1 − σ
√
T
et N est la fonction de distribution d’une variable normale standard. On obtient Σ en
inversant (1.1.1). La relation (1.1.1) ne signifie pas que les prix sont calculés dans le cadre
du modèle de Black-Scholes : C∗ peut être observé sur le marché ou calculé à l’aide d’un
modèle quelconque. La formule (1.1.1) donne juste une façon convenable de représenter
cette valeur.
Il est bien connu que la surface Σ(K,T ) n’est jamais plate comme le prédit le modèle
de Black-Scholes. La volatilité implicite dépend fortement du strike : graphiquement, cette
2au sens que les prix sont assez différents du payoff même à l’approche de la date d’exercice
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Fig. 1.3 – Profil de la volatilité implicite des options sur l’indice S&P 500, le 11 juin
2001.
dépendance ressemble à un “smile” (courbe convexe symétrique) ou un “skew” (courbe
décroissante). La volatilité présente également une structure par termes (dépendance de la
maturité) non triviale. La Figure 1.3 montre le profil de la volatilité implicite en fonction
de la moneyness et de la maturité pour des options sur l’indice SP 500.3
Bien que des modèles basés sur des diffusions parviennent à calibrer les surfaces de
volatilité implicite de façon assez satisfaisante, ceci est souvent atteint au prix de valeurs
non-réalistes des paramètres qui n’ont pas d’explications en termes de la dynamique
du marché (par exemple, la volatilité locale fortement non-stationnaire ou la volatilité
de volatilité trop élevée). Des modèles à sauts, au contraire, proposent une explication
intuitive des phénomènes liés à la structure de la volatilité implicite.
Citons un exemple : sur les marchés d’options sur des indices on observe des skews,
alors que les marchés sur les taux de change présentent des smiles. Une explication possible
est la suivante. Dans le cas des indices, les participants du marché redoutent surtout des
sauts négatifs ce qui résulte en un skew. Sur les marchés de change (tels que USD/EUR)
des mouvements symétriques sont attendus, ce qui se traduit par un smile.
Un autre exemple est le changement dans la structure des prix d’options qui a
été enregistré après le krach boursier de 1987 : les smiles/skews sont devenus plus
prononcés. Ce changement n’a pas d’interprétation satisfaisante dans le cadre des
modèles continus. En revanche, dans les modèles à sauts, la structure actuelle des prix
s’explique naturellement par la crainte de grands sauts négatifs chez des agents de
marché qui ont vécu cette crise.
3l’indice Standard & Poor composé de 500 valeurs américaines
15
CHAPITRE 1. Introduction
Le lecteur intéressé peut trouver une présentation plus détaillée des arguments qui
motivent l’utilisation des processus à sauts en finance dans le premier chapitre de [CT03].
1.2 Contexte et contribution de cette thèse
Dans cette section, nous résumons le travail de thèse en mettant l’accent sur les
résultats obtenus. La structure du mémoire est expliquée dans la section suivante.
Un des critères importants de l’utilité d’un modèle est l’existence de méthodes efficaces
pour l’évaluation d’options (vanilles et exotiques) ainsi que pour le calcul de stratégies
de couverture préconisées par ce modèle.
C’est également la raison de la grande popularité du modèle de Black-Scholes malgré
ses imperfections. En effet, les prix des Calls et des Puts européens dans ce modèle sont
donnés par une formule analytique. Les prix des produits exotiques tels que options à
barrières ou américaines peuvent être caractérisés en termes de solutions de problèmes
aux limites sur un domaine fixe ou à frontière libre pour une EDP parabolique du second
ordre. Cela permet l’évaluation de ces produits par des méthodes efficaces et bien étudiées
dans l’analyse numérique des EDP. En ce qui concerne la couverture, dans le cadre
du modèle de Black-Scholes, le payoff de toute option peut être parfaitement répliqué
par une stratégie dynamique qui consiste à avoir à chaque instant du temps une quan-
tité précise (delta de Black-Scholes) du sous-jacent qui peut aussi être calculée facilement.
Dans les modèles à sauts, l’évaluation et la couverture des options posent plusieurs
problèmes nouveaux par rapport au cas de diffusions, tant sur le plan théorique que
numérique.
Premièrement, des formules analytiques pour les prix d’options dans ces modèles sont
quasi inexistantes, avec, probablement, la seule exception qui est la représentation en
série du prix de Call européen dans le modèle de Merton.4
Par analogie avec le modèle de Black-Scholes, dans des modèles discontinus, on
peut associer aux prix d’options des équations déterministes qui sont en l’occurrence
des équations intégro-différentielles (EID). Ce lien a été exploité par plusieurs auteurs
[Zha97b, AA00, MvPS04, dFV04, BLCN04, AO05] pour construire des méthodes numé-
riques d’évaluation d’options. Néanmoins, la justification rigoureuse de cette approche
est absente dans la plupart de ces travaux.5
Le problème est que, contrairement au cas de diffusion, les prix d’options peuvent être
non-réguliers, voire discontinus. Cela complique la dérivation des EID correspondantes.
En effet, la méthode standard consiste à appliquer la formule d’Itô à la fonction valeur,
identifier le terme de dérive et le mettre à zéro, ce qui donne l’équation sur le prix. Or la
4voir (2.3.1), Section 2.3.1
5à l’exception de ceux de Xiaolan Zhang qui fournit une analyse rigoureuse du lien entre le prix d’une
option américaine et une inéquation variationnelle intégro-différentielle dans un modèle de diffusion avec
sauts particulier
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formule d’Itô s’applique seulement à des fonctions régulières, donc cette méthode n’est
pas toujours applicable dans les modèles à sauts.
De plus, comme l’équation fait intervenir les dérivées de la fonction, il n’est pas clair
a priori en quel sens une fonction de prix irrégulière est solution de cette équation.
Dans cette thèse, nous mettons d’abord en évidence ces difficultés à travers quelques
exemples de prix non-réguliers des options européennes et barrières dans des modèles
populaires dans la littérature financière (Section 3.3). L’analyse de ces exemples nous a
permis de clarifier l’origine de certains problèmes spécifiques aux modèles discontinus.
Nous donnons ensuite des conditions suffisantes pour que la valeur d’une option soit
régulière et nous proposons une dérivation rigoureuse de l’équation intégro-différentielle
vérifiée (au sens classique) par la fonction valeur dans ce cas (Section 3.4).
Pour prendre en compte des prix non-réguliers, nous considérons la notion de solution
de viscosité continue (Section 3.6). C’est une notion de solution généralisée qui s’avère être
appropriée dans ce contexte. D’une part, elle fournit un cadre mathématique rigoureux
pour décrire la relation entre les prix d’options et les équations intégro-différentielles
qui les caractérisent. D’autre part, ce concept offre un outil flexible pour montrer la
convergence des schémas numériques là où la méthode classique utilisant le théorème de
Lax ne s’applique pas.
Une condition nécessaire pour qu’une fonction soit solution de viscosité est sa conti-
nuité. En faisant appel à des techniques probabilistes, nous étudions la continuité des prix
des options européennes (Proposition 3.4.1) et barrière (Section 3.5) dans le cadre de mo-
dèles de Lévy exponentiels. Nous donnons des conditions nécessaires et suffisantes pour
la continuité en termes des paramètres du processus de Lévy sous-jacent. Ces conditions
sont explicites et faciles à vérifier.
Nous montrons que sous ces conditions la valeur d’une option européenne ou barrière
est une solution de viscosité d’une EID (Section 3.6.3). Soulignons que l’objectif de
cette partie du travail n’était pas d’étudier des propriétés générales des EID sous des
hypothèses abstraites mais d’obtenir des résultats précis dans le cas des modèles utilisés
en finance.
Ces résultats à l’appui, nous proposons ensuite une méthode d’évaluation d’options
par la résolution numérique des équations intégro-différentielles. Les EID en question
ont des propriétés particulières qui les distinguent des équations différentielles usuelles
et exigent un traitement spécifique.
Premièrement, le caractère non-local de l’opérateur implique des conditions aux bords
non-standards : la fonction doit être prolongée non seulement sur les bords mais aussi en
dehors du domaine. Cela pose un problème de choix de conditions aux bords numériques
lors de la localisation de l’équation sur un domaine de calcul borné. Dans un premier
temps, nous montrons que toute extension bornée implique la décroissance exponentielle
de l’erreur de localisation (à l’intérieur de l’intervalle mais pas sur les bords) quand la
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taille du domaine augmente (Proposition 4.3.1). Ensuite, nous proposons un meilleur
prolongement qui implique la décroissance exponentielle de l’erreur uniforme, y compris
sur les bords (Proposition 4.3.4).
Il est également nécessaire de tronquer le domaine d’intégration dans la partie in-
tégrale de l’opérateur. Nous montrons que l’erreur de troncature tend vers zéro quand
l’intervalle d’intégration tend vers R (Section 4.3). Dans le cas des options européennes,
nous estimons en plus la vitesse de cette convergence.
Une autre particularité des équations non-locales est que les conditions aux bords
font partie inséparable de l’opérateur et doivent être prises en compte pour montrer la
consistance de l’opérateur approximant (Section 4.6.1). Ceci est nouveau par rapport au
cas des EDP où les conditions aux bords n’influencent pas la consistance.
Deuxièmement, le noyau intégral peut avoir une singularité en zéro. Pour traiter
ce cas numériquement, nous remplaçons les petits sauts du processus par une diffusion
appropriée. Nous donnons une estimation d’erreur de cette approximation (Section 4.2).
Notre approche à la résolution numérique du problème intégro-différentiel consiste à
utiliser des schémas aux différences finies de type implicite-explicite où la partie “diffé-
rentielle” (locale) est traitée de façon implicite et la partie “intégrale” (non-locale) est
traitée de façon explicite pour éviter l’inversion d’une matrice pleine à chaque itéra-
tion. Cette décomposition n’étant pas unique, nous étudions deux versions du schéma
implicite-explicite (Section 4.5).
A cause du caractère non-local de l’opérateur et l’irrégularité de la condition initiale,
typique pour des applications financières, l’analyse classique des schémas aux différences
finies n’est pas applicable dans le cadre des EID. En particulier, nous mettons en évi-
dence que l’équivalence “l’ordre d’approximation = l’ordre de convergence” n’est plus
vérifiée dans ce cas. Nous montrons donc la convergence de nos schémas en utilisant deux
méthodes alternatives.
La première méthode a été inspirée par un résultat de Barles & Souganidis [BS91] qui
permet de montrer la convergence des schémas monotones vers des solutions de viscosité
des EDP. Nous avons généralisé cette approche au cas intégro-différentiel (Section 4.6.3).
La deuxième méthode est une adaptation au cas non-local de l’approche de Fleming
& Soner [FS93] qui fait intervenir la notion de sous-solution et sur-solution régulières.
Cette deuxième méthode offre une autre vision du problème mais conduit principalement
aux même résultats. Pour cette raison, nous l’avons placée dans l’annexe (Section A.3).
L’approche de viscosité de Barles & Souganidis ne permettant pas d’estimer la vitesse
de convergence, nous utilisons pour cela une autre technique développée par Krylov
pour des EDP [Kry97b]. Nous l’adaptons au cas des EID et la simplifions profitant
de la linéarité de nos équations. Cela nous permet d’estimer l’ordre de convergence
de nos schémas dans le cas singulier (Section 4.6.4) et non-singulier (Section 4.6.5).
Nous montrons que, contrairement au cadre standard du théorème de Lax, l’ordre de
convergence est moins élevé que l’ordre d’approximation et que la singularité du noyau
intégral le diminue davantage.
18
1.2. Contexte et contribution de cette thèse
Dans le Chapitre 5, nous discutons certains aspects liés à l’implémentation des sché-
mas proposés et le choix de divers paramètres de localisation et de discrétisation. De
nombreux tests numériques que nous avons effectués ont permis d’identifier les avantages
et les inconvénients de chacun des deux schémas. Nous avons également confirmé et dans
certains cas précisé des estimations théoriques obtenues dans le Chapitre 4.
De manière générale, l’analyse théorique et les simulations numériques que nous avons
effectuées ont montré que les schémas implicites-explicites proposés dans cette thèse sont
rapides et performants :
– ils sont stables, monotones et convergents,
– s’appliquent à tous les modèles de Lévy exponentiels, aussi bien ceux ayant une
composante de diffusion que purement discontinus,
– permettent d’évaluer des options européennes et barrières,
– ne demandent pas de connaître l’expression analytique de la mesure de sauts et
donc peuvent être utilisés pour la calibration non-paramétrique de modèle,
– enfin, sont faciles à implémenter ce qui est un avantage non-négligeable pour les
praticiens.
Les résultats obtenus dans cette thèse ont donné lieu aux publications suivantes :
• R Cont, E Voltchkova, Integro-differential equations for option prices in exponential
Lévy models. 2004, Finance & Stochastics, Vol. 3, pp. 299–325, 2005.
• R Cont, E Voltchkova, A finite difference scheme for option pricing in jump
diffusion and exponential Lévy models, 2003, accepté pour publication à SIAM
Journal on Numerical Analysis.
• R Cont, P Tankov, E Voltchkova, Option pricing models with jumps : integro-
differential equations and inverse problems, in : P Neittaanmaki et al (Eds.) :
ECCOMAS 2004.
Pour illustrer l’intérêt de notre travail pour les applications en finance, mentionnons un
autre article qui est en cours de préparation :
• R. Cont, P. Tankov, E. Voltchkova, Hedging options in presence of jumps.
Dans ce travail, nous abordons un sujet très important mais pratiquement inexploré
dans le cadre de modèles à sauts : la couverture des options. En utilisant les schémas aux
différences finies développés dans cette thèse, nous comparons numériquement le risque
résiduel de différentes stratégies de couverture : couverture delta-neutre, couverture en
delta de Black-Scholes, couverture delta-gamma et couverture optimale quadratique avec
ou sans options. Nous mettons en évidence que l’incomplétude du marché n’est pas un
problème d’une classe de modèles mais une réalité du marché qui conduit à des erreurs
de couverture. Alors que les modèles continus ignorent ce problème, des modèles à sauts
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permettent de quantifier l’erreur de couverture.
Concluons cette section par quelques références sur la littérature existante sur des
équations intégro-différentielles et leurs applications en finance (nous y reviendrons tout
au long de cette thèse pour comparer nos résultats à ceux obtenus par d’autres auteurs).
La théorie des solutions classiques des EID a été développée dans [Bon67, BCP68,
BL82, GL84, GM02, GM95, GM92]. Les solutions de viscosité de ce type d’équations sont
étudiées dans [Say91, Son86, AT96, BBP97, Pha98, Ama03, JK03, JK05, Imb04, Ari05a].
L’application des EID à l’évaluation d’options en finance a motivé de nombreuses
recherches sur la résolution numérique de ces équations. Des méthodes basées sur les
différences finies ont été proposées dans [TR00, Zha97b, Zha94, AA00, dFV04, HM03,
BLCN04, AO05]. Dans [MvPS04], les auteurs utilisent la formulation variationnelle du
problème intégro-différentiel et proposent une méthode numérique de type éléments finis
pour sa résolution. Une revue de ces méthodes est donnée à la fin du Chapitre 4.
1.3 Structure de la thèse
La partie principale de cette thèse est composée de cinq chapitres, dont ce chapitre
d’introduction. Le mémoire comporte également une annexe.
Chapitre 2. La Section 2.1 rappelle la définition et la terminologie liée aux processus
de Lévy que nous utiliserons tout au long de ce mémoire. La Section 2.2 introduit les
modèles de Lévy exponentiels pour des actifs financiers. La Section 2.3 passe en revue
les exemples de modèles de Lévy utilisés dans la littérature financière.
Dans le Chapitre 3, nous étudions la régularité des prix des options européennes et
options à barrières dans les modèles de Lévy exponentiels et leur lien avec des équations
intégro-différentielles (EID).
La Section 3.2 donne la définition du prix d’option comme espérance actualisée de son
payoff et propose un raisonnement heuristique qui permet de lui associer une EID. Les
résultats existants sur les solutions régulières des EID du type que nous étudions dans
cette thèse sont résumés dans les Sections 3.2.1 et 3.2.2.
Dans la Section 3.3, nous donnons quelques exemples d’absence de régularité des
valeurs d’options dans les modèles à sauts. Nous analysons ces exemples et expliquons
les raisons de cette manque de régularité.
Dans la Section 3.4, nous proposons des conditions suffisantes sur le processus de
Lévy qui garantissent la régularité des prix d’options. Nous dérivons de façon rigoureuse
les EID vérifiées par les prix sous ces conditions. Le cas européen et barrière sont traités
séparément dans les Sections 3.4.1 et 3.4.2.
La Section 3.5 est consacrée à l’étude de la continuité des options à barrières dans les
modèles de Lévy exponentiels.
La Section 3.6 traite de la caractérisation des prix d’options en termes de solutions
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de viscosité des EID. Après une partie introductive où nous parlons de l’origine et
de l’intuition qui est derrière ce concept, nous donnons une définition formelle des
solutions de viscosité dans la Section 3.6.1. Dans la Section 3.6.2, nous faisons le
point sur les résultats existants concernant l’unicité de la solution de viscosité pour
des équations non-locales. La Section 3.6.3 contient la démonstration de notre résultat
principale sur le lien entre les prix d’options et les solutions de viscosité continues des EID.
Le Chapitre 4 aborde le problème de la résolution numérique des équations intégro-
différentielles. Dans la Section 4.1, nous présentons les étapes de l’approximation de
l’équation. Ces étapes sont détaillées dans les sections suivantes :
– approximation des petits sauts par une diffusion dans la Section 4.2 ;
– localisation sur un domaine de calcul borné dans la Section 4.3 ;
– troncature des grands sauts (localisation du domaine d’intégration) dans la Sec-
tion 4.4.
Dans la Section 4.5, nous introduisons deux schémas implicites-explicites aux diffé-
rences finies pour la résolution des EID. La Section 4.5.1 explique comment tirer parti
de la forme particulière de l’opérateur intégral pour accélérer le calcul en utilisant la
méthode de transformation de Fourier rapide (FFT).
La Section 4.6 est consacrée à l’analyse de nos schémas numériques. Nous montrons
leur consistance locale avec l’équation (Section 4.6.1), leurs monotonie et stabilité
(Section 4.6.2) et la convergence dans la norme uniforme en x et en t (Section 4.6.3).
En utilisant une autre approche, nous estimons ensuite la vitesse de convergence dans
la Section 4.6.4. Nous montrons que la convergence est d’ordre O(∆x +
√
∆t). Dans la
Section 4.6.5, nous étudions l’effet de l’approximation des petits sauts sur la vitesse de
convergence dans le cas des processus purement discontinus. La Section 4.7 propose une
revue de la littérature sur des méthodes numériques pour des EID.
A la fin des Chapitres 3 et 4, nous donnons un sommaire des principaux résultats
avec les numéros des pages où ils se trouvent pour faciliter leur repérage parmi des
lemmes techniques.
Le Chapitre 5 présente les résultats des simulations numériques qui permettent
de comparer les performances de nos deux schémas et préciser le choix de certains
paramètres de discrétisation.
L’Annexe de cette thèse est composé de trois sections. La Section A.1 comporte
quelques propriétés des processus de Lévy que nous utilisons dans nos démonstrations.
La Section A.2 donne l’expression exacte de la solution d’un problème utilisé comme
exemple dans la Section 3.3. La Section A.2 propose une démonstration alternative de
la convergence des schémas numériques étudiés dans le Chapitre 4.
Toutes les définitions, lemmes, propositions, théorèmes etc. dans cette thèse ont une
numérotation unique composée du numéro de la section et numéro du résultat à l’intérieur
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de la section. Par exemple, le Théorème 4.6.33 se trouve dans la Section 4.6. Les équations
ont une numérotation indépendante basée sur le même principe.
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Chapitre 2
Modélisation financière avec des
processus de Lévy
2.1 Processus de Lévy : définitions
Considérons un espace de probabilité (Ω,F ,Q) que nous fixerons dans toute la suite.
Un processus de Lévy en dimension 1 est un processus stochastique Xt aux accroisse-
ments stationnaires et indépendants qui est continu en probabilité (mais peut avoir des
trajectoires discontinues). Sans perdre de généralité, on peut supposer que X0 = 0. Nous
choisirons toujours une version continue à droite avec limites à gauche (càdlàg) de Xt et
nous noterons ∆Xt = Xt −Xt− le saut de X en t.
La fonction caractéristique de Xt a la représentation suivante, dite de Lévy-Khinchin
[Sat99] :
E[eizXt ] = exp tφ(z), φ(z) = −σ
2z2
2
+ iγz +
∫ ∞
−∞
(eizx − 1− izx1|x|≤1)ν(dx),
où σ ≥ 0 et γ ∈ R sont des constantes et ν une mesure positive de Radon sur R \ {0}
vérifiant ∫ +1
−1
x2ν(dx) <∞,
∫
|x|>1
ν(dx) <∞.
La mesure ν est appelée mesure de Lévy de X. Elle a la signification suivante : pour
A ⊂ R \ {0} mesurable, ν(A) est l’intensité (le nombre moyen par unité de temps) de
sauts prenant leur valeur dans cet ensemble :
ν(A) = E[#{t ∈ [0, 1], t.q. ∆Xt ∈ A}] = 1
T
E[#{t ∈ [0, T ], t.q. ∆Xt ∈ A}].
Le processus aléatoire X peut être interprété comme une superposition indépendante
d’un mouvement Brownien avec dérive et de processus de Poisson compensés indépen-
dants avec les tailles de sauts x différents, ν(dx) étant l’intensité de sauts de taille x.
Cette représentation est appelée la décomposition de Lévy-Itô.
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En général, ν n’est pas une mesure finie. Si λ =
∫
ν(dx) < +∞, on peut normaliser
la mesure ν pour définir une mesure de probabilité ν0 qui peut alors s’interpréter comme
la distribution des tailles de sauts :
ν0(dx) =
ν(dx)
λ
. (2.1.1)
Dans ce cas, on dit que les sauts de X sont d’activité finie. Ils sont décrits par un processus
de Poisson composé avec l’intensité λ et la distribution des tailles de sauts ν0(·) :
Xt = γt+ σWt +
Nt(λ)∑
i=1
Yi, Yi
i.i.d.∼ ν0.
Notons que le mouvement brownien (ν ≡ 0) et le processus de Poisson (γ = σ = 0,
ν = λδ1) sont deux cas particuliers des processus de Lévy. Le mouvement brownien avec
dérive est le seul processus de Lévy ayant des trajectoires continues.
Si
∫ |x|ν(dx) < ∞, on parle de sauts à variation bornée. Dans ce cas, le nombre
de sauts dans chaque intervalle de temps peut être infini mais leur somme est absolu-
ment convergente avec probabilité 1. Par conséquent, Xt peut être représenté comme une
somme trajectorielle d’un mouvement Brownien et de sauts :
Xt = γ0t+ σWt +
∑
0<s≤t
∆Xs,
où γ0 = γ −
∫
|x|≤1 xν(dx). On peut aussi l’écrire d’une façon équivalente :
Xt = γ0t+ σWt +
∫ t
0
∫
R\{0}
xJX(du dx),
où JX est une mesure aléatoire (mesure de Poisson de X) définie comme suit [Pro90] :
∀t > 0, ∀A ⊂ B(R \ {0}), JX([0, t]× A) = #{s ∈ [0, t], t.q. ∆Xs ∈ A}.
On remarque que E[JX([0, t]× A)] = tν(A).
Si
∫ |x|ν(dx) =∞, alors les sauts ont une variation infinie et les petits sauts doivent
être compensés. On définit la mesure de Poisson compensée de X :
J˜X([0, t]× A) = JX([0, t]× A)− tν(A).
Alors, une trajectoire de X s’écrit de la manière suivante :
Xt = γ0t+ σWt +
∑
0<s≤t, |∆Xs|≥1
∆Xs +
∫ t
0
∫
|x|<1
xJ˜X(du dx).
Cette décomposition est valable pour tous les processus de Lévy.
Pour commodité, on va classifier les processus de Lévy comme dans [Sat99].
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Définition 2.1.1. Soit {Yt} un processus de Lévy sur R généré par le triplet (σ, γ, ν).
On dit qu’il est de
type A, si σ = 0 et ν(R) <∞ (Poisson composé) ;
type B, si σ = 0, ν(R) =∞ et ∫|x|≤1 |x|ν(dx) <∞ (activité infinie + variation
bornée) ;
type C, si σ > 0 ou
∫
|x|≤1 |x|ν(dx) =∞ (variation non bornée).
Les processus de Lévy font partie des processus de Markov (au sens fort). Le semi-
groupe associé à X est un semigroupe par rapport à la convolution dont le générateur
infinitésimal LX : f → LXf est un opérateur intégro-différentiel donné par :
LXf(x) = lim
t→0
E[f(x+Xt)]− f(x)
t
=
=
σ2
2
∂2f
∂x2
+ γ
∂f
∂x
+
∫
ν(dy)[f(x+ y)− f(x)− y1{|y|≤1}∂f
∂x
(x)]. (2.1.2)
Il est bien défini pour des fonctions f ∈ C2(R) à support compact. C’est cet opérateur
qui va intervenir dans les équations pour des prix d’options dans les modèles de Lévy
exponentiels que nous définissons dans la section suivante.
2.2 Modèles de Lévy exponentiels
Soit (St)t∈[0,T ] le prix d’un actif financier modélisé comme un processus stochastique
sur un espace de probabilité filtré (Ω,F ,Ft,P). La filtration Ft représente l’information
historique sur le prix jusqu’à l’instant t. Sous l’hypothèse d’absence d’arbitrage, il existe
une mesure Q équivalente à P sous laquelle les prix actualisés de tous les produits fi-
nanciers sont des Q-martingales. En particulier, le sous-jacent actualisé (e−rtSt) est une
martingale sous Q.
Dans les modèles de Lévy exponentiels, la dynamique risque-neutre de St sous Q est
représentée comme l’exponentielle d’un processus de Lévy :
St = S0e
rt+Xt .
Ici, Xt est un processus de Lévy (sous Q) avec le triplet caractéristique (σ,γ,ν) et r est
le taux d’intérêt d’un actif non-risqué. L’absence d’arbitrage impose que Sˆt = Ste−rt =
expXt soit une martingale. Ceci est équivalent aux conditions suivantes sur le triplet
(σ,γ,ν) :∫
|y|>1
ν(dy)ey <∞, γ = γ(σ, ν) = −σ
2
2
−
∫
(ey − 1− y1|y|≤1)ν(dy). (2.2.1)
On va supposer par la suite que cette relation est vérifiée. Le générateur infinitésimal LX
devient alors :
LXf(x) =
σ2
2
[
∂2f
∂x2
− ∂f
∂x
] +
∫ ∞
−∞
ν(dy) [f(x + y) − f(x) − (ey − 1)∂f
∂x
(x)]. (2.2.2)
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On va également utiliser la notation Yt = rt +Xt. Le générateur infinitésimal de Yt est
égal à
Lf = LXf + r
∂f
∂x
. (2.2.3)
La dynamique risque-neutre (c’est-à-dire, sous la probabilité Q) de St est donnée par
St = S0 +
∫ t
0
rSu−du +
∫ t
0
Su−σdWu +
∫ t
0
∫ ∞
−∞
(ex − 1)Su−J˜X(du dx). (2.2.4)
Le processus (St) est aussi un processus de Markov avec l’espace d’états (0,∞) et le
générateur infinitésimal suivant :
LSf(x) = rx
∂f
∂x
(x) +
σ2x2
2
∂2f
∂x2
(x) +
∫
ν(dy)[f(xey)− f(x)− x(ey − 1)∂f
∂x
(x)]. (2.2.5)
2.3 Exemples de processus de Lévy en finance
En principe, un processus de Lévy peut avoir simultanément une composante de
diffusion non nulle σ 6= 0 et des sauts d’activité infinie. Cependant, les petits sauts créent
un comportement similaire à une diffusion et sont donc redondants avec la composante
brownienne, du point de vue de la modélisation de la dynamique des prix. En particulier,
un tel modèle serait difficile à calibrer [CT04].
Par conséquent, les modèles de Lévy exponentiels considérés dans la littérature finan-
cière sont de deux types. Le premier type, ce sont des modèles de diffusion avec sauts
où on combine une partie de diffusion non nulle σ > 0 avec un processus de sauts d’ac-
tivité finie. Une trajectoire typique d’un tel processus est représentée sur la Figure 2.1.
Le processus évolue principalement comme une diffusion, tandis que les discontinuités
modélisent de grands mouvements inattendus et relativement rares dans les prix.
La seconde catégorie de modèles, ce sont des processus sans terme de diffusion. Dans
ce cas, les petits sauts fréquents sont nécessaires pour générer des trajectoires réalistes :
on parle alors des modèles purement discontinus d’activité infinie. La Figure 2.2 montre
un exemple de trajectoire d’un tel processus. Ici, l’évolution se passe par des sauts qui
arrivent constamment : il y a une infinité de sauts dans chaque intervalle de temps.
Différents modèles de Lévy exponentiels proposés dans la littérature sur la modélisa-
tion financière correspondent aux différents choix de la mesure de Lévy ν. Dans la section
suivante, nous passons en revue les modèles les plus fréquemment utilisés.
2.3.1 Modèles de diffusion avec sauts
Un processus de Lévy de type diffusion avec sauts a la forme suivante :
Xt = γt+ σWt +
Nt(λ)∑
i=1
Yi, σ > 0, Yi
i.i.d.∼ ν0.
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Fig. 2.1 – Une trajectoire typique d’un processus de diffusion avec sauts (mouvement
brownien plus Poisson composé).
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Fig. 2.2 – Une trajectoire typique d’un processus à sauts d’activité infinie et sans terme
de diffusion (ici, processus stable tempéré).
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Fig. 2.3 – La volatilité implicite en fonction de la maturité et de la moneyness dans le
modèle de Merton avec σ = 0.15, r = 0, λ = 0.1, µ = 0, δ = 1.
où (Nt)t≥0 est le processus de Poisson d’intensité λ qui décrit les instants de sauts de X
et Yi sont les tailles des sauts. La mesure de Lévy ν est égale à λν0 et le paramètre de
dérive γ est fixé par la condition de martingale (2.2.1).
Modèle de Merton
Le modèle de Merton [Mer76] fut le premier modèle de ce type proposé dans la litté-
rature. Les sauts du logarithme du prix dans ce modèle ont une distribution gaussienne,
Yi ∼ N (µ, δ2) :
ν0(x) =
e−(x−µ)
2/2δ2
√
2piδ2
.
La densité de probabilité de Xt peut être représentée sous forme d’une série :
pt(x) = e
−λt
∞∑
k=0
(λt)k exp
{
− (x−γt−kµ)2
2(σ2t+kδ2)
}
k!
√
2pi(σ2t+ kδ2)
.
De façon similaire, les prix des options européennes dans le modèle de Merton admettent
une représentation en série où chaque terme fait intervenir la formule de Black-Scholes :
CMerton(S0, K, T, σ, r) = e
−rT
∞∑
n=0
e−λT (λT )n
n!
ernTCBS(S0e
nδ2/T , K, T, σn, rn), (2.3.1)
rn = r − λ(eµ+δ2/2 − 1) + nµ/T, σn =
√
σ2 + nδ2/T .
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La Figure 2.3 représente la surface de la volatilité implicite dans le modèle de Merton
pour les paramètres suivants : σ = 0.15, r = 0, λ = 0.1, µ = 0, δ = 1. Rappelons que λ
est l’intensité des sauts.
Modèle double-exponentiel
Dans ce modèle, proposé par Kou [Kou02], les sauts ont une distribution exponentielle
asymétrique :
ν0(x) = pλλ+e
−λ+x1x>0 + (1− p)λλ−e−λ−|x|1x<0.
Ici, λ est l’intensité de sauts, les paramètres λ− > 0 et λ+ > 1 contrôlent, respective-
ment, la décroissance des queues de distribution des sauts négatifs et positifs et p est la
probabilité d’un saut positif.
Dans ce modèle, il est également possible d’écrire les prix de certains produits sous
forme de série [Kou02, KW01] mais cette série n’est pas convenable pour un calcul numé-
rique. Elle n’est pas absolument convergente et son implémentation demande l’utilisation
des routines spéciales de calcul de très haute précision.
2.3.2 Modèles purement discontinus à sauts d’activité infinie
Modèle Variance Gamma
Le processus Variance Gamma introduit dans [MS90, MCC98] est un processus pu-
rement discontinu d’activité infinie et à variation bornée, populaire dans la modélisation
financière. Sa mesure de Lévy a une densité donnée par :
ν(x) =
1
κ|x|e
Ax−B|x| avec A =
θ
σ2
et B =
√
θ2 + 2σ2/κ
σ2
. (2.3.2)
La fonction caractéristique de Xt (la transformée de Fourier de sa distribution) est égale
à :
Φt(u) = e
ituγ(1 +
u2σ2κ
2
− iθκu)− tκ , avec γ = 1
κ
log(1− σ
2κ
2
− θκ). (2.3.3)
La dérive γ est déterminée par la condition de martingale (2.2.1). La Figure 2.4 montre
un exemple de surface de volatilité implicite pouvant être générée par ce modèle.
Modèle NIG (Normal inverse Gaussian)
Le processus NIG a été utilisé pour la modélisation financière dans [BN98, BN97,
Ryd97]. Sa densité de Lévy est donnée par
ν(x) =
C
|x|e
AxK1(B|x|) avec C =
√
θ2 + σ2/κ
2piσ
√
κ
, A =
θ
σ2
et B =
√
θ2 + σ2/κ
σ2
,
où K est la fonction de Bessel modifiée de deuxième espèce. Un résumé des propriétés
de ce modèle, ainsi que des autres présentés dans cette section, peut être trouvé dans
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Fig. 2.4 – La volatilité implicite en fonction de la maturité et de la moneyness dans le
modèle Variance Gamma avec r = 0, κ = 0.16, θ = −0.33, σ = 0.12.
[CT03] ou [Tan04]. Notons seulement que le comportement asymptotique de K en zéro
implique que
ν(x) ∼ 1|x|2 quand x→ 0. (2.3.4)
Les processus Variance Gamma et NIG s’obtiennent par une subordination d’un mou-
vement brownien par un processus α-stable tempéré : le processus VG correspond à α = 0
et NIG à α = 1/2. Ces deux cas sont les plus étudiés puisque la densité de probabilité
du subordinateur pour ces valeurs de α est connue sous forme analytique. Ceci rend le
processus subordonné plus facile à étudier et à simuler.
Au lieu de procéder par subordination, on peut spécifier la densité de Lévy direc-
tement. L’exemple le plus connu dans cette catégorie est celui des processus stables
tempérés.
Modèles stables tempérés
Ce modèle a été introduit par Koponen [Kop95] sous le nom de truncated Lévy flights
et utilisé pour la modélisation financière dans [BP97, CBP97, Mat00], [CGMY02] (sous
le nom de CGMY) et [BL02] (sous le nom de KoBoL).
La densité de Lévy d’un processus stable tempéré a l’expression suivante
ν(x) =
c−
|x|1+α− e
−λ−|x|1x<0 +
c+
|x|1+α+ e
−λ+x1x>0,
où c± > 0, λ− > 0, λ+ > 1 et 0 < α± < 2. Si α− = α+, le processus stable tempéré s’ob-
tient en multipliant la densité de Lévy d’un processus stable par un facteur exponentiel
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décroissant, éventuellement non-symétrique. Si α− 6= α+, on parle d’un processus stable
tempéré généralisé.
Une troisième approche à la construction d’un processus de Lévy consiste à spé-
cifier la densité de probabilité de ses accroissements à une échelle donnée du temps,
en choisissant une loi infiniment divisible quelconque. Un exemple des processus
ainsi obtenus est donné par les modèles hyperboliques généralisés étudiés dans
[Ebe01, Rai98, EKP98, ER01]. La mesure de Lévy dans ces modèles est connue mais
a une forme assez compliquée faisant intervenir des intégrales des fonctions spéciales.
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Chapitre 3
Equations intégro-différentielles pour
les prix d’options
3.1 Introduction
Dans ce chapitre, nous étudions la régularité des prix des options européennes et à
barrières dans les modèles de Lévy exponentiels et leur lien avec des équations intégro-
différentielles (EID).
Nous commençons par une dérivation heuristique des EID vérifiées par les fonctions de
prix dans l’hypothèse que ces fonctions sont suffisamment régulières (Section 3.2). Nous
montrons ensuite que dans certains cas, contrairement aux modèles de diffusion, les prix
d’options peuvent être non-réguliers (Section 3.3). Dans la Section 3.4, nous étudions
la régularité des valeurs des options en fonction des propriétés du processus de Lévy
sous-jacent et de la fonction de payoff.
Si la valeur de l’option n’est pas de classe C1,2, elle doit être vue comme une solution
généralisée de l’EID. Nous considérons la notion de solution de viscosité qui est une géné-
ralisation de la solution classique. La régularité requise pour une solution de viscosité est
la continuité : l’existence des dérivées n’est pas nécessaire. Nous étudions des conditions
qui garantissent la continuité des prix d’options (Section 3.5) et nous montrons que sous
ces conditions la valeur d’une option est une solution de viscosité de l’EID correspondante
(Section 3.6.3).
3.2 Définitions et théorèmes de vérification
La valeur d’une option européenne est donnée par l’espérance conditionnelle actualisée
de son payoff H(ST ) sous la mesure de probabilité risque-neutre Q :
Ct = E[e
−r(T−t)H(ST )|Ft].
La propriété de Markov implique que Ct = C(t, S) où
C(t, St) = E[e
−r(T−t)H(ST )|St = S]. (3.2.1)
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On introduit le changement de variables τ = T − t, x = ln(S/S0) et on définit : h(x) =
H(S0e
x) et f(τ, x) = erτC(T − τ, S0ex). Alors,
f(τ, x) = E[h(x+ rτ +Xτ )]. (3.2.2)
Pour expliquer le lien entre les fonctions (3.2.1), (3.2.2) et des équations intégro-
différentielles, on donne tout d’abord un raisonnement heuristique. La dérivation rigou-
reuse de ces équations est présentée dans la Section 3.4.
Le raisonnement heuristique est le suivant : si h est dans le domaine du générateur
infinitésimal LX de X donné par (2.2.2), on peut dériver (3.2.2) par rapport à τ , ce qui
donne
∂f
∂τ
= LXf + r
∂f
∂x
≡ Lf, sur (0, T ]× R; f(0, x) = h(x), x ∈ R. (3.2.3)
De même, si f est régulier, en effectuant un changement de variables on obtient une
équation similaire sur C(t, S) :
∂C
∂t
(t, S) + LSC(t, S)− rC(t, S) = 0; C(T, S) = H(S). (3.2.4)
Cette équation ressemble à celle de Black-Scholes sauf que l’opérateur différentiel de
Black-Scholes est remplacé ici par l’opérateur intégro-différentiel LS.
De façon similaire, les valeurs des options à barrières peuvent être représentées en
termes de solutions des problèmes à valeur initiale avec des conditions aux bords. Considé-
rons, par exemple, un Call up-and-out de maturité T , de strike K et à barrière supérieure
U > S0. Son payoff terminal est donné par
HT = (ST −K)+1T<θ,
où θ = inf{t ≥ 0 | St ≥ U} est le premier instant où la barrière est franchie. La
valeur de cette option au temps t est définie comme l’espérance actualisée de son payoff :
Ct = e
−r(T−t)E[HT |Ft]. Par construction, er(T−t)Ct est une martingale.
Grâce à la propriété de Markov forte des processus de Lévy, il est possible d’exprimer le
prix Ct comme une fonction déterministe du temps t et de la valeur actuelle du sous-jacent
St avant que la barrière soit franchie. Plus précisément, pour tout (t, S) ∈ [0, T ]× (0,∞)
on peut définir
Cb(t, S) = e
−r(T−t) E[H(SeYT−t)1T<θt ], (3.2.5)
où H(S) = (S−K)+, {Ys−t, s ≥ t} est un processus de Lévy et θt = inf{s ≥ t | SeYs−t ≥
U} est le temps de la première sortie du domaine après t. Alors,
Ct = Cb(t, St)1t≤θ (3.2.6)
pour tout t ≤ T . Soulignons que hors de l’ensemble {t ≤ θ} les objets Ct et Cb(t, St)
sont différents : si la barrière a déjà été franchie, Ct sera toujours égal à zéro, tandis que
34
3.2. Définitions et théorèmes de vérification
Cb(t, St) peut redevenir positif si le sous-jacent revient dans la région au-dessous de la
barrière.
Comme dans le cas européen, en effectuant un changement de variables logarithmique,
on définit
fb(τ, x) = e
rτCb(T − τ, S0ex). (3.2.7)
Le problème intégro-différentiel auquel on s’attend dans ce cas est le suivant :
∂f
∂τ
= LXf + r
∂f
∂x
, dans (0, T ]× (−∞, ln(U/S0)),
f(0, x) = h(x), x < ln(U/S0),
f(τ, x) = 0, x ≥ ln(U/S0). (3.2.8)
La différence principale entre cette équation et l’EDP analogue pour des modèles
de diffusion est dans les “conditions aux bords” : (3.2.8) ne spécifie pas seulement le
comportement de la solution à la barrière S = U mais aussi au-delà de la barrière (S > U).
Ceci est nécessaire à cause de la nature non locale de l’opérateur LX : pour évaluer le
terme intégral
Jf(τ, x) ≡
∫
[f(τ, x+ y)− f(τ, x)− (ey − 1)∂f
∂x
(τ, x)]ν(dy)
au point x donné, on a besoin de connaître la fonction f(τ, ·) sur R tout entier. La
condition (3.2.8) prolonge la fonction au-delà de la barrière par zéro.
Plus généralement, considérons une option à barrière simple ou double avec rebate.
Dans ce cas, le domaine limité par les barrières est un intervalle (L,U) avec 0 ≤ L < U ≤
∞ (L = 0 correspond à l’absence de barrière inférieure et U = ∞ signifie l’absence de
barrière supérieure). Si, pendant la vie de l’option, le sous-jacent est resté dans (L,U),
le payoff de l’option est donné par H(ST ). Dans le cas contraire, l’option paye un rebate
H1(θ, Sθ) qui dépend de l’instant de la sortie du domaine et de la valeur du sous-jacent
à cette instant.
Le prix de cette option à l’instant t ∈ [0, T ] est donné par
Ct = E[e−r(T−t)H(ST )1T<θ + e−r(θ−t)H1(θ, Sθ)1T≥θ | Ft].
Encore une fois, avant que les barrières soient franchies, Ct peut être exprimé à l’aide
d’une fonction déterministe par la formule (3.2.6) avec
Cb(t, S) = E[e−r(T−t)H(SeYT−t)1T<θt + e−r(θt−t)H1(θt, SeYθt−t)1T≥θt ].
Après le changement de variables (3.2.7), on obtient
fb(τ, x) = E[H(S0ex+Yτ )1τ<θ + e−r(θ−τ)H1(T − τ + θ, S0ex+Yθ)1τ≥θ],
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où θ = inf{t ≥ 0 | x + Yt /∈ O} et O = (l, u) ≡ (ln(L/S0), ln(U/S0)). Si l’on note
g(τ, x) = erτH1(T − τ, S0ex) et h(x) = H(S0ex) (comme précédemment), alors
fb(τ, x) = E[h(x+ Yτ )1τ<θ + g(τ − θ, x+ Yθ)1τ≥θ]. (3.2.9)
Le problème intégro-différentiel correspondant (que l’on obtient par un raisonnement
formel) est le suivant :
∂f
∂τ
= LXf + r
∂f
∂x
, dans (0, T ]×O, (3.2.10)
f(0, x) = h(x), x ∈ O,
f(τ, x) = g(τ, x), x /∈ O. (3.2.11)
Les conditions “aux bords” consistent ici à prolonger la fonction en dehors du domaine
par la valeur du rebate.
Notons cependant que les hypothèses qui nous ont permis de “dériver” les EID ne
sont pas vérifiées en pratique : la fonction de payoff h n’est généralement pas dans le
domaine de LX ni même différentiable. Par exemple, h(x) = (K − S0ex)+ pour un Put
et h(x) = 1x≥x0 pour une option binaire. Dans les deux sections suivantes, on donne
un aperçu des résultats existants sur le lien entre les prix d’options et des équations
intégro-différentielles.
3.2.1 Options européennes
Si f est une solution régulière alors, en appliquant la formule d’Itô à f(t,Xt) entre 0 et
T , Nualart & Schoutens montrent [NS01] que f a la représentation probabiliste (3.2.2) :
Proposition 3.2.1 (Représentation de Feynman-Kac pour des processus de Lévy). Sup-
posons qu’il existe a > 0 tel que
∫
|x|>1 exp(a|x|)ν(dx) < ∞. Si f ∈ C1,2 est une solution
classique de (3.2.3) et que ses dérivées sont majorées par une fonction polynomiale de x,
uniformément en t ∈ [0, T ], alors f a la représentation probabiliste (3.2.2).
Remarque 3.2.2. Ce résultat implique l’unicité de la solution de (3.2.3) dans la classe
des fonctions C1,2 à dérivées bornées par un polynôme uniformément en t ∈ [0, T ].
Des résultats de ce type sont parfois appelés théorèmes de vérification : f est supposée
être régulière et ses dérivées sont supposées vérifier certaines conditions d’intégrabilité.
De telles conditions sur f et ν garantissent que f(t,Xt) peut être représentée comme une
somme d’une martingale et d’un processus de variation finie. Pourtant, il est facile de
voir que ces conditions ne sont jamais vérifiées dans les applications. Par exemple, même
pour un Put européen, la dérivée seconde (le Gamma de l’option) n’est certainement pas
uniformément bornée en t !
Ces hypothèses peuvent être relâchées de plusieurs façons. Dans Bensoussan & Lions
[BL82], le problème (3.2.3) est considéré dans le cadre des espaces de Sobolev. Afin de
pouvoir traiter des fonctions qui ne tendent pas vers zéro à l’infini, comme c’est le cas
pour un Call ou un Put, on utilise des espaces avec poids.
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Définition 3.2.3. (Espaces de Sobolev avec poids)
Pour µ ≥ 0, on pose βµ(x) = e−µ
√
1+x2 . On note
• Lp,µ(R) l’espace des fonctions u telles que uβµ ∈ Lp(R),
• W 1,p,µ(R) ≡ W 1,p,µ l’espace des fonctions u telles que uβµ, u′βµ ∈ Lp(R),
• W 2,p,µ(R) ≡ W 2,p,µ l’espace des fonctions u telles que uβµ, u′βµ, u′′βµ ∈ Lp(R).
On définit également
• W 2,1,p,µ((0, T ) × R) ≡ W 2,1,p,µ l’espace des fonctions u ∈ Lp(0, T ;W 2,p,µ(R)) telles
que ∂u
∂t
∈ Lp(0, T ;Lp,µ(R)).
On omet l’indice µ dans le cas où µ = 0.
Le résultat suivant est un corollaire1 des Théorèmes 3.3 et 8.1 de [BL82].
Proposition 3.2.4. Soit σ > 0 et
∫
|x|>1 |x|ν(dx) <∞. Alors, pour tout h ∈ W 2,p,µ∩L∞,
2 ≤ p < ∞, µ > 0, le problème (3.2.3) possède une unique solution u ∈ W 2,1,p,µ ∩ L∞.
Cette solution a la représentation probabiliste (3.2.2).
Bien qu’il soit plus informatif que la Proposition 3.2.1, ce résultat ne s’applique pas
non plus aux Calls et aux Puts puisque, dans ces cas, la dérivée seconde du payoff
n’est pas intégrable et donc h n’appartient pas à W 2,p(R). Il est toutefois possible,
en modifiant légèrement les démonstrations de Bensoussan-Lions, d’obtenir un résul-
tat analogue pour h ∈ W 1,p(R) : la solution u appartient alors à Lp(0, T ;W 1,p(R)) avec
∂u
∂t
∈ Lp(0, T ;W−1,p(R)). Il faut ensuite adapter ce résultat aux espaces avec poids.2
Cependant, les espaces de Sobolev ne semblent pas être un cadre naturel pour les
applications financières. En effet, les prix des options sont définies ponctuellement et
non presque partout et la norme que l’on veut contrôler est la norme uniforme, donc les
normes Lp n’ont pas de sens intuitif dans ce contexte. Dans la Section 3.4, on va montrer
quelques résultats de régularité en partant directement des propriétés de la densité du
processus de Lévy et en utilisant des techniques probabilistes telles que la formule d’Itô.
3.2.2 Options à barrières
Définition 3.2.5. Soit O ⊂ R un ouvert borné. On note D l’espace des fonctions C∞(O)
à support compact dans O,W 1,p0 (O) l’adhérence de D dans la norme deW 1,p(O) etW−1,p
son dual.
Le résultat suivant est l’analogue de la Proposition 3.2.4 pour le cas d’un domaine
borné. Il suit des Théorèmes 3.4 et 8.2 de [BL82].
1On considère un cas particulier des problèmes étudiés dans [BL82] : à savoir, des équations linéaires
à coefficients constants.
2Des espaces de Sobolev avec poids dans ce contexte d’évaluation d’options à payoffs polynomialement
ou exponentiellement croissants ont été introduits dans [JLL90], dans le cas local, et dans [MvPS04]
pour des EID du type étudié dans cette thèse. Dans ces travaux, les auteurs considèrent la formulation
variationnelle du problème.
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Proposition 3.2.6. Soit O ⊂ R un intervalle borné et X un processus de Lévy vérifiant
σ > 0 et
∫
|x|>1 |x|ν(dx) <∞. Alors pour tout h ∈W 1,p0 (O), 2 ≤ p <∞, le problème
∂u
∂τ
= Lu, dans (0, T ]×O, (3.2.12)
u(0, x) = h(x), x ∈ O, (3.2.13)
u(τ, x) = 0, x /∈ O (3.2.14)
possède une unique solution u ∈ Lp(0, T ;W 1,p0 (O)) telle que ∂u∂τ ∈ Lp(0, T ;W−1,p(O)).
Si p > 3 cette solution a la représentation probabiliste
u(τ, x) = E[h(x+ rτ +Xτ )1{τ<inf{t≥0 | x+rt+Xt /∈O}}].
En général, on ne peut pas espérer une grande régularité de la solution de (3.2.12)–
(3.2.14) comme on le verra dans la Section 3.3.2.
3.3 Manque de régularité dans les modèles à sauts
Dans cette section, nous donnons quelques exemples de prix d’options non-réguliers.
Dans le cas européen, l’exemple présenté est celui du modèle Variance Gamma qui
est purement discontinu. Comme on verra dans la Section 3.4.1, si σ > 0 alors la valeur
d’une option européenne est de classe C∞. Bien sûr, même dans ce cas, les dérivées ne
sont pas uniformément bornées en t à cause de l’irrégularité de la condition initiale.
En présence de barrières, à l’impact de la condition initiale vient s’ajouter l’effet du
bord. Cela fait que la valeur d’une option à barrières peut être non-régulière même si
la composante de diffusion du processus est non nulle ! Les exemples de la Section 3.3.2
montrent les problèmes qui peuvent survenir.
3.3.1 Options européennes
Exemple 3.3.1 (modèle Variance Gamma). Rappelons que la fonction caractéristique
de Xt dans le modèle Variance Gamma est donnée par
Φt(u) = e
ituγ(1 +
u2σ2κ
2
− iθκu)− tκ . (3.3.1)
La fonction caractéristique étant la transformée de Fourier de la densité de distribution
ρ(t, ·) de Xt, on peut déduire la régularité de ρ du comportement de Φ à l’infini. Or
|Φt(·)| décroît comme |u|−2t/κ quand |u| → ∞ : la vitesse de décroissance augmente avec
t. Par conséquent, la solution fondamentale ρ(t, x) de l’EID a un degré de régularité qui
augmente graduellement avec t : pour t ∈ (pκ/2, (p + 1)κ/2), la solution fondamentale
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Fig. 3.1 – La valeur d’une option binaire dans le modèle Variance Gamma. La figure de
droite est un zoom sur le point d’irrégularité.
ρ(t, ·) est dans Cp−1(R) mais pas dans Cp(R). En particulier, pour t < κ/2, ρ(t, ·) n’est
pas localement bornée.3
La valeur d’une option binaire européenne définie par le payoff h(x) = 1x≥x0 est la
primitive de ρ(t, ·). Par conséquent, elle est continue mais non différentiable pour t < κ/2
(Fig. 3.1).
3.3.2 Options à barrières
Exemple 3.3.2. [Absence de régularité globale sur R] La solution de (3.2.12)–
(3.2.14) ne peut pas être régulière sur R, même en l’absence de sauts. En particulier, le
Théorème 5 de Rong [Ron97] est erroné : formulé dans un cadre plus général, il implique
que pour h ∈ W 2(1−1/p)p (R), p > 3, avec h = 0 en dehors d’un borné O, il existe une
unique solution u(τ, x) ∈ W 1,2p ([0, T ]×R) de (3.2.12)–(3.2.14). Or, ceci est faux même si
L est un simple laplacien : Lu = ∂2u
∂x2
.
En effet, si u ∈ W 1,2p ([0, T ]×R), alors ∂u∂τ− ∂
2u
∂x2
∈ Lp([0, T ]×R). Nous avons ∂u∂τ− ∂
2u
∂x2
= 0
dans (0, T ] × O d’après l’équation et ∂u
∂τ
− ∂2u
∂x2
= 0 dans (0, T ] × {R \ O} puisque u ≡ 0
en dehors de O. Par conséquent, u est solution du problème suivant :
∂u
∂τ
=
∂2u
∂x2
, dans (0, T ]× R,
u(0, x) = h(x), x ∈ R, h ∈ W 2(1−1/p)p (R).
3On peut également voir ces propriétés directement à partir de l’expression pour ρ qui fait
intervenir la fonction de Bessel modifiée du second type (voir [CT03], Table 4.5) : ρ(t, x) =
C|x|t/κ−1/2eAxK|t/κ−1/2|(B|x|). En particulier, pour tout ν, K|ν|(z) → +∞ quand z → 0, d’où on
déduit immédiatement que ρ(t, x) est singulier en x = 0 si t/κ− 1/2 ≤ 0.
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Or, il est bien connu que ce problème possède une unique solution dans W 1,2p ([0, T ]×R) :
u(τ, x) =
∫
e−
(x−y)2
4τ2√
4piτ 2
h(y)dy
qui n’est pas à support compact. Cette contradiction prouve que la solution de (3.2.12)–
(3.2.14) ne peut pas être de classe W 1,2p ([0, T ]× R).
On peut aussi le voir autrement. Si la solution u de l’équation de la chaleur vérifie
u = ∂u
∂x
= 0 sur la frontière ∂O, alors elle est identiquement nulle. Sinon, la chaleur va
diffuser et donc pour maintenir la température zéro sur les bords il faut qu’il y ait un
flux de chaleur non nul à travers ∂O. Cela implique que ∂u
∂x
a des discontinuités sur les
bords. Par conséquent, la dérivée seconde n’est pas intégrable sur R.
Exemple 3.3.3. [u /∈ C1,2([0,T]× O¯)] Montrons maintenant que ∂u
∂τ
ne peut pas être
uniformément continue sur [0, T ] × O, sauf cas spéciaux où le processus ne saute pas
à l’intérieur du domaine à partir de la frontière. Ceci est vrai même si h est de classe
C∞(R) et nul sur ∂O (donc se raccorde bien aux conditions aux bords) ! En effet, si
∂u
∂τ
était uniformément continue sur [0, T ] × O, elle serait continue jusqu’au bord sur
[0, T ] × O¯. Considérons le coin du domaine (0, x∗) où x∗ ∈ ∂O. Comme u(τ, x∗) ≡ 0,
on a ∂u
∂τ
(τ, x∗) ≡ 0 et donc ∂u∂τ (0, x∗) = 0. D’un autre côté, comme ∂u∂τ (τ, x) = Lu(τ, x)
dans le domaine, on obtient par continuité que ∂u
∂τ
(0, x) = Lh(x), pour tout x ∈ O, d’où
∂u
∂τ
(0, x∗) = Lh(x∗). Pour arriver à une contradiction, il reste à montrer que Lh(x∗) 6= 0.
Nous avons supposé que h(x∗) = h′(x∗) = h′′(x∗) = 0, donc Lh(x∗) =
∫
h(x∗ + y)ν(dy).
Or ceci est différent de zéro dans la plupart des cas : à savoir, si le processus X peut avoir
des sauts vers l’intérieur du domaine. En particulier, si O est borné des deux côtés et ν
n’est pas identiquement nulle, il y aura une discontinuité au moins sur une des barrières.4
Cela implique également que ∂2u
∂x2
ne peut pas être uniformément continue sur [0, T ]×O
puisque ∂u
∂τ
s’exprime en fonction de u, ∂u
∂x
et ∂2u
∂x2
grâce à l’équation. Dans le cas où σ = 0
et
∫
|y|<1 |y|ν(dy) < ∞, le même raisonnement s’applique à ∂u∂x : si cette dérivée était
uniformément continue, ∂u
∂τ
le serait aussi puisqu’elle s’exprime en fonction de u et ∂u
∂x
par
l’équation.
Soulignons que cette irrégularité sur le bord est due au caractère non local de L et
non aux propriétés de la condition initiale qui est supposée C∞(R) dans ces exemples.
Exemple 3.3.4. [Irrégularité à l’intérieur du domaine] L’exemple suivant est ins-
piré de celui de Gimbert et Lions [GL84] (Section VI ii), page 340). Ils montrent que la
solution du problème elliptique
−u′′ + u− u(x− 1) = 1 dans (−1, 1), u(x) = 0 si x /∈ (−1, 1) (3.3.2)
4L’idée de cet exemple est inspirée des résultats de Friedman [Fri64] pour les EDP paraboliques avec
un terme source : ∂u∂t − Du = f , u = 0 sur ∂O. Ici, D est un opérateur différentiel du second ordre.
Dans [Fri64], il apparaît que la solution est régulière si f(0, x) = 0 pour x ∈ ∂O. Dans le cas intégro-
différentiel, l’opérateur intégral
∫
u(τ, x + y)ν(dy) peut être interprété comme un terme source pour la
partie différentielle. Or, comme on a vu, il ne vérifie pas la condition de [Fri64].
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Fig. 3.2 – La solution du problème (3.3.2) avec ses dérivées u′ et u′′.
n’est pas de classe C3(−1, 1) parce que la dérivée seconde n’est pas différentiable en
x = 0 :
u′′(x) = c0 + c1x− + c2x+ + o(|x|) quand x→ 0, avec c1 6= c2. (3.3.3)
Ici, x− = min(x, 0) et x+ = max(x, 0).5 Pour prouver (3.3.3), il suffit de résoudre cette
équation (voir Section A.2 de l’annexe, Proposition A.2.1). La Figure 3.2 représente la
solution ainsi que ses dérivées u′ et u′′.
Toutefois, pour mieux comprendre l’origine du problème en x = 0, nous don-
nons aussi un raisonnement général. On suppose que u est la solution de (3.3.2) dans
W 1,p0 ((−1, 1)) ∩ W 2,ploc ((−1, 1)), p < ∞, dont l’existence et l’unicité sont montrées dans
[GL84]. Comme u (prolongée par zéro) est continue et bornée sur R, la dérivée seconde
est continue et bornée sur (−1, 1) où elle s’exprime en fonction de u. On peut donc écrire
le développement limité de u′′ en x = 0 :
x < 0 : u′′(x) = u(x)− 1 = u(0) + u′(0)x+ o(|x|)− 1 = u(0)− 1 + u′(0)x+ o(|x|),
x > 0 : u′′(x) = u(x)− u(x− 1)− 1
= (u(0) + u′(0)x+ o(|x|))− (u(−1) + u′(−1+)x+ o(|x|))− 1
= u(0)− 1 + (u′(0)− u′(−1+))x+ o(|x|).
Ceci implique (3.3.3) avec c0 = u(0)− 1, c1 = u′(0) et c2 = u′(0)− u′(−1+). Or le calcul
direct montre que u′(−1+) 6= 0. Donc c1 6= c2. On voit que la discontinuité de la dérivée
première sur le bord (x = −1) est propagée à l’intérieur du domaine par le terme non
local et résulte en une discontinuité de u′′′ = u′ − u′(x− 1) en x = 0.
On considère maintenant un problème parabolique avec le même opérateur :
∂u
∂τ
=
∂2u
∂x2
− u(τ, x) + u(τ, x− 1) dans (0, T ]× (−1, 1), (3.3.4)
u(τ,−1) = u(τ, 1) = 0, τ ∈ [0, T ], (3.3.5)
u(0, x) = h(x), x ∈ (−1, 1). (3.3.6)
5Dans [GL84], il y a une erreur dans le développement de u′′ en zéro : u′′(x) = cx+ + o(|x|) pour un
certain c > 0. La bonne expression est donnée par (3.3.3).
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Fig. 3.3 – La solution du problème (3.3.4)–(3.3.6) avec h(x) = exp(− 1
(x+1)2
− 1
(x−1)2 ) et
T = 1. En haut : la condition initiale et la solution pour τ = T ; en bas : les dérivées ∂u
∂x
et ∂2u
∂x2
. La solution est calculée numériquement.
Nous avons choisi la condition initiale h(x) = exp(− 1
(x+1)2
− 1
(x−1)2 ) qui s’annule avec
toutes ses dérivées sur les bords x = ±1. Donc h prolongée par zéro sur R appartient
à C∞(R). Néanmoins, en résolvant cette équation numériquement, on observe le même
phénomène que dans l’exemple précédent : la dérivée seconde n’est pas différentiable en
x = 0 (voir la Figure 3.3). La nature du problème est exactement la même que dans
l’exemple elliptique : le terme non local transporte la discontinuité des dérivées sur le
bord à l’intérieur du domaine.
Il est intéressant de noter que les “bonnes” propriétés de ν dans les deux exemples
précédents sont contradictoires : si le processus peut sortir du domaine par des sauts, alors
l’irrégularité sur le bord est propagée à l’intérieur ; si X peut sauter vers le domaine, alors
les dérivées ne sont pas uniformément continues. Donc, si ν n’est pas une mesure nulle,
on aura au moins un de ces deux problèmes.
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3.4 Prix d’options comme solutions classiques des EID
Dans cette section, nous présentons des conditions sous lesquelles les valeurs des op-
tions européennes ou barrière sont des solutions classiques (régulières) des équations
intégro-différentielles correspondantes.
3.4.1 Options européennes
On commence par démontrer que la valeur d’une option européenne est une fonction
continue de ses arguments, sous la condition de Lipschitz sur le payoff et sans aucune
restriction supplémentaire sur la densité de Lévy.
Proposition 3.4.1. (Continuité des options européennes)
Soit H une fonction lipschitzienne :
∃c > 0, |H(S1)−H(S2)| ≤ c|S1 − S2|. (3.4.1)
Alors la valeur forward d’une option européenne f(τ, x) = E[H(S0ex+rτ+Xτ )] est continue
sur [0, T ]× R.
Démonstration. La continuité par rapport à x est immédiate :
|f(τ, x+∆x)− f(τ, x)| = |E[H(S0ex+∆x+rτ+Xτ )]− E[H(S0ex+rτ+Xτ )]|
≤ cS0ex+rτ |e∆x − 1|E[eXτ ]→ 0 as |∆x| → 0,
car EeXτ = 1 grâce à la condition de martingale.
Montrons la continuité en temps. Soit t ≥ s ≥ 0 (le cas s ≥ t étant symétrique).
Alors, Xt
d
= Xs +Xt−s, Xt−s ⊥ Xs. On obtient
|f(t, x)− f(s, x)| ≤ E[|H(S0ex+rt+Xt)−H(S0ex+rs+Xs)|]
≤ cS0ex+rsE|er(t−s)+Xt−s − 1|.
Donc, on a besoin de montrer que E|erτ+Xτ − 1| → 0 quand τ → 0. Premièrement, on
remarque que la condition de martingale implique :
E|erτ+Xτ − 1| = erτ − 1 + 2E[(1− erτ+Xτ )+]. (3.4.2)
Nous avons (1− erτ+Xτ )+ → 0 quand τ → 0 presque sûrement par la continuité à droite
des trajectoires de X. D’autre part, |(1− erτ+Xτ )+| ≤ 1. Par conséquent, le théorème de
convergence dominée implique que E[(1− erτ+Xτ )+]→ 0 quand τ → 0.
Nous avons montrer la continuité en directions de x et de τ . Comme la continuité en
x est uniforme par rapport à τ , on conclut que la fonction f est continue en tout point
(τ, x) ∈ [0, T ]× R.
Dans la proposition suivante, on donne des conditions sur le triplet de Lévy de X qui
rendent la valeur de l’option de classe C∞ pour t > 0 (ceci sans supposer la continuité
du payoff).
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Proposition 3.4.2. (Régularité C∞ des options européennes)
Soit h une fonction mesurable à croissance au plus polynomiale : ∃p ≥ 0, |h(x)| ≤
C(1 + |x|p) et {X} un processus de Lévy vérifiant les conditions suivantes :
(i) σ > 0 ou ∃β ∈ (0, 2), lim inf
ε↓0
1
ε2−β
∫ ε
−ε
|y|2ν(dy) > 0; (3.4.3)
(ii) ∀n ≥ 0,
∫
|y|>1
|y|nν(dy) <∞. (3.4.4)
Alors, u(τ, x) = E[h(x + rτ + Xτ )] est de classe C∞((0, T ] × R) avec
∣∣∣ ∂n+mu∂xn∂τm (x)∣∣∣ ≤
C(1 + |x|p), pour tout n,m ≥ 0.6
Démonstration. On a u(τ, x) = h(x) ∗ p˜τ (x) où p˜τ (x) = pτ (−x) et pτ est la densité
de probabilité de rτ + Xτ . La transformée de Fourier de p˜τ est donnée par la fonction
caractéristique de rτ +Xτ :
F [p˜τ ](z) = ψrτ+Xτ (z) = exp(τφr+X1(z))
avec
φr+X1(z) = −
σ2
2
z2 + iγz +
∫
(eiyz − 1− iyz1|y|≤1)ν(dy),
γ = r − σ
2
2
−
∫
(ey − 1− y1|y|≤1)ν(dy).
La condition (3.4.3) implique que, pour τ > 0, |ψrτ+Xτ (z)| ≤ C exp(−c|z|α) avec α >
0.7 Donc F [p˜τ ](z) décroît à l’infini plus vite que tout polynôme de z. Par conséquent,
p˜τ (x) ∈ C∞(R).
Pour montrer que u ∈ C∞((0, T ] × R), il faut montrer que les dérivées de p˜τ (x)
décroissent suffisamment vite à l’infini pour que le produit de convolution h(x) ∗ ∂np˜τ
∂xn
(x)
ait un sens. La décroissance de ∂
np˜τ
∂xn
(x) est liée à la régularité de F [p˜τ ](z) et donc de
φr+X1(z). On a
φ′r+X1(z) = −σ2z + iγ +
∫
iy(eiyz − 1|y|≤1)ν(dy),
φ′′r+X1(z) = −σ2 +
∫
(iy)2eiyzν(dy),
φ
(k)
r+X1
(z) =
∫
(iy)keiyzν(dy), ∀k ≥ 3.
6Ici et partout dans la preuve, C désigne une constante, pas nécessairement la même, qui dépend de
n, m et τ .
7α = 2 si σ > 0 et α = β si σ = 0 et la deuxième condition dans (3.4.3) est vérifiée (voir [Sat99,
proposition 28.3]).
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Grâce à la condition (3.4.4), les intégrales dans ces expressions sont finies. Par conséquent,
F [p˜τ ] ∈ C∞(R). En plus, on s’aperçoit que
|φ′r+X1(z)| ≤ C1(1 + |z|) et |φ(k)r+X1(z)| ≤ Ck, ∀k ≥ 2.
On vérifie par récurrence que∣∣∣∣ dkdzkF [p˜τ ](z)
∣∣∣∣ ≤ C(1 + |z|k)|ψrτ+Xτ (z)| ≤ C(1 + |z|k)e−c|z|α , ∀k ≥ 0.
On en déduit que∣∣∣∣ dkdzkF [∂np˜τ∂xn ](z)
∣∣∣∣ = ∣∣∣∣ dkdzk ((−iz)nF [p˜τ ](z))
∣∣∣∣ ≤ C|z|n+ke−c|z|α .
Donc, ∀k, n ≥ 0, dk
dzk
F [∂np˜τ
∂xn
](z) ∈ L2(R) ce qui implique |x|k ∂np˜τ
∂xn
(x) ∈ L2(R). Puisque
c’est vrai pour tout k ≥ 0, on a aussi (1 + |x|k)∂np˜τ
∂xn
(x) ∈ L1(R). En effet,∫
(1 + |x|k)
∣∣∣∣∂np˜τ∂xn (x)
∣∣∣∣ dx ≤ C ∫ 11 + |x|(1 + |x|k+1)
∣∣∣∣∂np˜τ∂xn (x)
∣∣∣∣ dx
≤ C
∥∥∥∥ 11 + |x|
∥∥∥∥
L2
∥∥∥∥(1 + |x|k+1)∂np˜τ∂xn (x)
∥∥∥∥
L2
<∞.
On obtient finalement∣∣∣∣∂nu∂xn (τ, x)
∣∣∣∣ = ∣∣∣∣∫ h(x− y)∂np˜τ∂xn (y)dy
∣∣∣∣ ≤ C ∫ (1 + |x− y|p) ∣∣∣∣∂np˜τ∂xn (y)
∣∣∣∣ dy
≤ C(1 + |x|p)
∫
(1 + |y|p)
∣∣∣∣∂np˜τ∂xn (y)
∣∣∣∣ dy ≤ C(1 + |x|p).
On a montré la régularité de u par rapport à x. De façon analogue, en utilisant
|φr+X1(z)| ≤ C(1 + |z|2), on vérifie par récurrence que∣∣∣∣ dkdzkF [∂mp˜τ∂τm ](z)
∣∣∣∣ = ∣∣∣∣ dkdzk ∂m∂τmF [p˜τ ](z)
∣∣∣∣ = ∣∣∣∣ dkdzk [φr+X1(z)]meτφr+X1 (z)
∣∣∣∣ ≤ C|z|2m+ke−c|z|α .
Le même raisonnement implique alors que pour tout k ≥ 0, (1 + |x|k)∂mp˜τ
∂τm
(x) ∈ L1(R).
Donc ∂mu
∂τm
(τ, x) = h(x) ∗ ∂mp˜τ
∂τm
(x) est bien défini et vérifie |∂mu
∂τm
(τ, x)| ≤ C(1 + |x|p). Les
dérivées croisées sont traitées exactement de la même manière, en vérifiant que∣∣∣∣ dkdzkF [ ∂n+mp˜τ∂xn∂τm ](z)
∣∣∣∣ = ∣∣∣∣ dkdzk ((−iz)n[φr+X1(z)]meτφr+X1 (z))
∣∣∣∣ ≤ C|z|2m+n+ke−c|z|α .
Cela termine la démonstration.
45
CHAPITRE 3. Equations intégro-différentielles pour les prix d’options
Remarque 3.4.3. Ce raisonnement ne s’applique pas directement à hCall(x) =
(ex − 1)+ mais on peut facilement déduire le résultat en utilisant la relation hCall(x) =
hPut(x) + e
x − 1 où hPut(x) = (1− ex)+. La fonction uCall(τ, x) = E[hCall(x + rτ +Xτ )]
est bien définie grâce à la condition
∫
|y|>1 e
yν(dy) < ∞. Nous avons uCall(τ, x) =
uPut(τ, x) + e
x+rτ − 1 d’où uCall ∈ C∞((0, T ]× R) et
∣∣∣∂n+muCall∂xn∂τm (x)∣∣∣ ≤ Cex.
Nous allons maintenant montrer que, sous les hypothèses de la Proposition 3.4.2,
la valeur d’une option européenne vérifie l’équation intégro-différentielle (3.2.4). Nous
aurons besoin d’une hypothèse technique supplémentaire :∫
|y|>1
e2yν(dy) <∞. (3.4.5)
Cette condition est équivalente à l’existence du moment d’ordre 2 pour le processus de
prix St. Alors, Sˆt = expXt est une martingale de carré intégrable :
dSˆt
Sˆt−
= σdWt +
∫ ∞
−∞
(ex − 1)J˜X(dt dx), sup
t∈[0,T ]
E[Sˆ2t ] <∞.
Proposition 3.4.4. (EID pour des options européennes)
Considérons le modèle de Lévy exponentiel St = S0 exp(rt+Xt) où X est un processus de
Lévy vérifiant (3.4.5) et (3.4.3). Soit H une fonction lipschitzienne. On suppose également
que h(x) = H(S0ex) est à croissance au plus polynomiale à l’infini.8
Alors la valeur C(t, S) d’une option européenne de payoff H(ST ) définie par (3.2.1)
est continue sur [0, T ] × [0,∞), de classe C∞ sur [0, T ) × (0,∞) et vérifie l’équation
intégro-différentielle suivante :
∂C
∂t
(t, S) + rS
∂C
∂S
(t, S) +
σ2S2
2
∂2C
∂S2
(t, S)− rC(t, S)+
+
∫
ν(dx)[C(t, Sex)− C(t, S)− S(ex − 1)∂C
∂S
(t, S)] = 0 (3.4.6)
sur [0, T )× (0,∞) avec la condition terminale :
∀S > 0, C(T, S) = H(S). (3.4.7)
Démonstration. La fonction C est continue sur [0, T ]× [0,∞) d’après la Proposition 3.4.1
et de classe C∞([0, T ) × (0,∞)) d’après la Proposition 3.4.2 (il suffit d’appliquer ces
résultats à h(x) = H(S0ex)).
La démonstration de (3.4.6) consiste, comme dans le cas Black-Scholes, à appliquer
la formule d’Itô à la martingale Cˆ(t, St) = er(T−t)C(t, St), à identifier ensuite le terme de
dérive et à le mettre à zéro.
8Ces conditions sont vérifiées pour un Put avec c = 1. Le résultat pour un Call peut être déduit de
la relation de parité Call-Put (cf. Remarque 3.4.3).
46
3.4. Prix d’options comme solutions classiques des EID
Par construction, Cˆt = E[H|Ft] est une martingale. En appliquant la formule d’Itô à
Cˆt = e
r(T−t)C(t, St) et en utilisant l’équation (2.2.4) on obtient :
dCˆt = e
r(T−t)[−rCt + ∂C
∂t
(t, St−) +
σ2S2t
2
∂2C
∂S2
(t, St−)]dt+ er(T−t)
∂C
∂S
(t, St−)dSt+
+ er(T−t)[C(t, St−e∆Xt)− C(t, St−)− St−(e∆Xt − 1)∂C
∂S
(t, St−)] =
= a(t)dt+ dMt (3.4.8)
où
a(t) = er(T−t)[−rC(t, St−) + ∂C
∂t
(t, St−) +
σ2S2t−
2
∂2C
∂S2
(t, St−) + rSt−
∂C
∂S
(t, St−)]
+
∫ ∞
−∞
ν(dx)er(T−t)[C(t, St−ex)− C(t, St−)− St−(ex − 1)∂C
∂S
(t, St−)],
et
dMt = e
r(T−t)∂C
∂S
(t, St−)σSt−dWt +
∫
R
er(T−t)[C(t, St−ex) − C(t, St−)]J˜X(dt dx).
Montrons que Mt est une martingale. Comme la fonction de payoff H est lipschitzienne,
C est également lipschitzienne par rapport à la deuxième variable :
|C(t, S1)− C(t, S2)| = e−r(T−t)|E[H(S1er(T−t)+XT−t)]− E[H(S2er(T−t)+XT−t)]|
≤ c|S1 − S2|E[eXT−t ] = c|S1 − S2|
car eXt est une martingale. Par conséquent, le processus prévisible ψ(t, x) =
C(t, St−ex)− C(t, St−) vérifie
E[
∫ T
0
dt
∫
R
ν(dx)|ψ(t, x)|2] = E[
∫ T
0
dt
∫
R
ν(dx)|C(t, St−ex)− C(t, St−)|2 ]
≤ E[
∫ T
0
dt
∫
R
c2(ex − 1)2S2t−ν(dx)]
≤ c˜2
(∫
|x|≤1
x2ν(dx) +
∫
|x|>1
(e2x + 1)ν(dx)
)
E[
∫ T
0
S2t−dt] <∞,
d’après (3.4.5). Donc, l’intégrale de Poisson compensée∫ t
0
∫ ∞
−∞
er(T−t)[C(t, St−ex)− C(t, St−)] J˜X(dt dx)
est une martingale de carré intégrable. De plus, puisque C est lipschitzienne, nous avons
∂C/∂S ∈ L∞ et
||∂C
∂S
(t, ·)||L∞ ≤ c, donc E[
∫ T
0
S2t−|
∂C
∂S
(t, St−)|2dt] ≤ c2E[
∫ T
0
S2t−dt] <∞.
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En utilisant la relation d’isométrie pour les intégrales de Wiener, on obtient que∫ t
0
σSt
∂C
∂S
(t, St−)dWt est aussi une martingale de carré intégrable. Par conséquent, Mt
et Cˆt −Mt le sont aussi. Or, Cˆt −Mt =
∫ t
0
a(s)ds est également un processus continu à
variation bornée. En effet, les dérivées de C qui rentrent dans l’expression de a(t) sont
bornées sur [0, T )× (0,∞). Donc, d’après [JS02, Chapitre I, Lemmes 4.14 b) et 4.13 b)],
on doit avoir a(t) = 0 Q-presque sûrement, ∀t ∈ [0, T ). Ceci implique l’EID (3.4.6) dans
[0, T )× (0,∞).
Remarque 3.4.5. La condition (3.4.3) est vérifiée dans tous les modèles de diffusion
à sauts avec une composante de diffusion non nulle ainsi que pour les densités de Lévy
se comportant en zéro comme ν(x) ∼ c/|x|1+β avec β ∈ (0, 2). Ceci est vérifié pour les
modèles stables tempérés mais non pour le modèle Variance Gamma [MM91]. Dans le
cas de Variance Gamma, l’EID se réduit à une équation du premier ordre pour laquelle
la régularité C1 est suffisante. Cependant, comme nous avons vu dans la Section 3.3.1,
même cette régularité peut faire défaut.
Pour compléter cette section sur les options européennes, on va montrer un résultat
plus précis dans le cas σ > 0 qui nous servira par la suite à étudier la vitesse de conver-
gence des schémas numériques. Comme nous avons déjà noté, dans le cas des payoffs de
type Call ou Put, les dérivées de la valeur de l’option ne sont pas uniformément bornées
en temps. La proposition suivante précise le comportement des dérivées quand τ → 0
pour ce type de conditions initiales.
Proposition 3.4.6. (Estimation des dérivées en fonction du temps)
Soit u la fonction définie par (3.2.2) où le processus X vérifie (3.4.5) et a une compo-
sante brownienne non nulle : σ > 0. Supposons que h est une fonction continue sur R,
C∞ par morceaux à l’exception d’un nombre fini de points ξ1, . . . , ξM , telle que ∀n ≥ 0,
∀x /∈ {ξ1, . . . , ξM}, |h(n)(x)| ≤ K. Supposons également que H(S) = h(ln(S/S0)) est
lipschitzienne. Alors,
(i) u ∈ C([0, T ]× R) ∩ C∞((0, T ]× R) ;
(ii) u est solution du problème (3.2.3) ;
(iii) pour tout τ > 0, m,n ∈ N, m+ n > 0,∥∥∥∥ ∂m+nu∂τm∂xn (τ, ·)
∥∥∥∥ ≤ C(√τ)2m+n−1 . (3.4.9)
Ici, ‖ · ‖ désigne la norme uniforme. La constante C dépend de m, n, K, T et des
coefficients de l’opérateur L (mais ne dépend pas de τ).
Démonstration. La fonction u est continue sur [0, T ]×R, appartient à C∞((0, T ]×R) et
vérifie (3.2.3) d’après la Proposition 3.4.4 (rappelons que u(τ, x) = erτC(T − τ, S0ex)).
Pour montrer les estimations (3.4.9), on écrit la fonction sous forme de convolution :
u(τ, x) = h(x) ∗ p˜τ (x) = h(x) ∗ p˜Wτ (x) ∗ p˜(X−W )τ (x), (3.4.10)
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où pτ (x) = p˜τ (−x) est la densité de Xτ , et p˜Wτ (−x), p˜(X−W )τ (−x) sont celles des processus
σWτ et (Xτ − σWτ ) respectivement. Donc,∥∥∥∥ ∂m+nu∂τm∂xn (τ, ·)
∥∥∥∥ ≤ ∥∥∥∥∂m+n(h ∗ p˜Wτ )∂τm∂xn
∥∥∥∥ . (3.4.11)
Les dérivées de h peuvent avoir des sauts aux points ξ1, . . . , ξI . Soient a
(n)
i =
h(n)(ξi+)−h(n)(ξi−) les amplitudes de ces sauts. Alors, ∀n ≥ 1, i = 1, . . . , I, |a(n)i | ≤ 2K.
En utilisant les propriétés du produit de convolution, on obtient :
∂n(h ∗ p˜Wτ )
∂xn
(x) = (h(n) ∗ p˜Wτ )(x) +
I∑
i=1
[a
(n−1)
i p˜
W
τ (x− ξi) + a(n−2)i
∂p˜Wτ
∂x
(x− ξi)+
· · ·+ a(1)i
∂n−2p˜Wτ
∂xn−2
(x− ξi)], (3.4.12)
où h(n) est la dérivée ponctuelle d’ordre n de h. Pour tout n ≥ 0, on a
∂np˜Wτ
∂xn
(x) =
1
(
√
τ)n+1
∂np˜W1
∂xn
(
x√
τ
)
. (3.4.13)
Par conséquent, ∀n ≥ 1,∥∥∥∥∂n(h ∗ p˜Wτ )∂xn
∥∥∥∥ ≤ ‖h(n)‖+ 2KI (‖p˜Wτ ‖+ ∥∥∥∥∂p˜Wτ∂x
∥∥∥∥+ · · ·+ ∥∥∥∥∂n−2p˜Wτ∂xn−2
∥∥∥∥)
≤ K + 2KI
(
1√
τ
‖p˜W1 ‖+
1
(
√
τ)2
∥∥∥∥∂p˜W1∂x
∥∥∥∥+ · · ·+ 1(√τ)n−1
∥∥∥∥∂n−2p˜W1∂xn−2
∥∥∥∥)
≤ K
(
√
τ)n−1
[
T
n−1
2 + 2I
(
T
n−2
2 ‖p˜W1 ‖+ T
n−1
2
∥∥∥∥∂p˜W1∂x
∥∥∥∥+ · · ·+ ∥∥∥∥∂n−2p˜W1∂xn−2
∥∥∥∥)] = C(√τ)n−1 .
(3.4.14)
Donc, on a montré (3.4.9) pour m = 0, n ≥ 1. On procède par récurrence sur m :
supposons que (3.4.9) est vrai pour m− 1 et pour tout n ≥ 1 et montrons qu’il est vrai
aussi pour m.
On va utiliser la relation ∂τu = Lu que l’on peut dériver par rapport à x et τ autant
de fois que nécessaire puisque u est de classe C∞ en deux variables pour τ > 0. Notons
d’abord que, pour toute fonction f ∈ C∞(R), on a
Lf(x) =
σ2
2
f ′′(x)−
(
σ2
2
− r +
∫
(ey − 1− y1|y|≤1)ν(dy)
)
f ′(x)
+
∫
|y|>1
ν(dy)[f(x+ y)− f(x)] +
∫
|y|≤1
ν(dy)[f(x+ y)− f(x)− yf ′(x)].
49
CHAPITRE 3. Equations intégro-différentielles pour les prix d’options
On peut réécrire le dernier terme en utilisant la formule de Taylor :∫
|y|≤1
ν(dy)[f(x+ y)− f(x)− yf ′(x)] =
∫
|y|≤1
ν(dy)
∫ y
0
zf ′′(x+ y − z)dz.
On obtient l’estimation suivante :
‖Lf‖ ≤ 1
2
(
σ2 +
∫
|y|≤1
y2ν(dy)
)
‖f ′′‖+
∣∣∣∣σ22 − r +
∫
(ey − 1− y1|y|≤1)ν(dy)
∣∣∣∣ ‖f ′‖
+ 2
∫
|y|>1
ν(dy)‖f‖ = C1‖f ′′‖+ C2‖f ′‖+ C3‖f‖.
On va utiliser cette estimation avec les dérivées de u à la place de f . On obtient donc,∣∣∣∣ ∂m+nu∂τm∂xn (τ, x)
∣∣∣∣ = ∣∣∣∣ ∂∂τ
(
∂m−1+nu
∂τm−1∂xn
)
(τ, x)
∣∣∣∣ = ∣∣∣∣L( ∂m−1+nu∂τm−1∂xn
)
(τ, x)
∣∣∣∣
≤ C1
∥∥∥∥ ∂m−1+n+2u∂τm−1∂xn+2 (τ, ·)
∥∥∥∥+ C2 ∥∥∥∥ ∂m−1+n+1u∂τm−1∂xn+1 (τ, ·)
∥∥∥∥+ C3 ∥∥∥∥ ∂m−1+nu∂τm−1∂xn (τ, ·)
∥∥∥∥
≤ C(K,T,m, n, r, σ, ν)
(
√
τ)2(m−1)+(n+2)−1
=
C
(
√
τ)2m+n−1
,
ce qu’il fallait démontrer.
Nous avons prouvé (3.4.9) pour tous m ≥ 0, n ≥ 1. Il reste le cas m ≥ 1, n = 0 que
l’on traite exactement de la même façon, par récurrence sur m en partant de∥∥∥∥∂u∂τ (τ, ·)
∥∥∥∥ = ‖Lu(τ, ·)‖ ≤ C1 ∥∥∥∥∂2u∂x2 (τ, ·)
∥∥∥∥ + C2 ∥∥∥∥∂u∂x(τ, ·)
∥∥∥∥ + C3 ‖u(τ, ·)‖ ≤ C√τ ,
puisque ‖u(τ, ·)‖ = ‖h ∗ p˜Wτ ‖ ≤ ‖h‖ ≤ K.
Remarque 3.4.7. Si h ∈ C∞(R) avec toutes les dérivées bornées, alors u appartient à
C∞([0, T ]×R) et ses dérivées sont également bornées. Pour le montrer, il suffit de poser
a
(n)
i = 0 dans la démonstration précédente.
Remarque 3.4.8. La Proposition 3.4.6 ne parle pas de l’unicité de la solution puisque, à
ce stade, il nous manque des outils pour la démontrer. En effet, on ne peut pas appliquer
directement les résultats de Bensoussan & Lions [BL82] tels que la Proposition 3.2.4 :
il faut les adapter aux fonctions W 1,p (avec poids). Nous abordons la question d’unicité
d’une autre manière. A savoir, nous verrons dans la Section 3.6.2 que toute solution
régulière est une solution au sens de viscosité et que la solution de viscosité du problème
de Cauchy est unique. Donc, la solution classique est unique.
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3.4.2 Options à barrières
Le résultat suivant est un analogue de la Proposition 3.4.4. Il montre que si la valeur
d’une option à barrières est suffisamment régulière alors elle vérifie une équation intégro-
différentielle.
Proposition 3.4.9. (EID pour des options à barrières)
Soit St = S0eYt où Y est un processus de Lévy dont la mesure de Lévy ν vérifie (3.4.5).
Soit
Cb(t, S) = e
−r(T−t)E[H(ST )1T<θt|St = S], (3.4.15)
où θt = inf{s ≥ t | St /∈ (L,U)} et 0 ≤ L < U ≤ +∞, la valeur d’une option knock-out9
de payoff H. Supposons que H ≥ 0 est à croissance au plus linéaire : ∃M > 0, tel que
H(S) ≤M(1 + S).
Si Cb(t, S) est de classe C1,2([0, T )× (L,U)), alors elle vérifie le problème suivant :
∂Cb
∂t
(t, S) + rS
∂Cb
∂S
(t, S) +
σ2S2
2
∂2Cb
∂S2
(t, S)− rCb(t, S)+
+
∫
ν(dx)[Cb(t, Se
x)− Cb(t, S)− S(ex − 1)∂Cb
∂S
(t, S)] = 0 (3.4.16)
sur [0, T )× (L,U), avec les conditions aux limites :
Cb(T, S) = H(S), ∀S ∈ (L,U), (3.4.17)
Cb(t, S) = 0, ∀S /∈ (L,U). (3.4.18)
Réciproquement, toute solution de (3.4.16)–(3.4.18) qui est de classe
C1,2([0, T )× (L,U)) a la représentation (3.4.15).
Démonstration. Les conditions aux limites (3.4.17)–(3.4.18) sont automatiquement véri-
fiées par Cb(t, S).
Soit S(t0,S0)t = S0eYt−t0 le processus partant de S0 à l’instant t0 où (t0, S0) ∈
[0, T ) × (L,U). Soit Q(t0,S0) la loi de (S(t0,S0)t )t0≤t≤T . On note Dn = (L + 1/n, U − 1/n)
et τn = inf{u ≥ t0 | S(t0,S0)u /∈ Dn}. Notons que le processus (S(t0,S0)(t∧τn)−)t0≤t≤T prend ses
valeurs dans Dn où la fonction Cb est régulière par hypothèse.
Par construction, le processus
Cˆt = E(t0,S0)[H(ST )1T<θt0 |Ft] = er(T−t)Cb(t, St)1t≤θt0 , t ∈ [t0, T ], (3.4.19)
où E(t0,S0) désigne l’espérance sous Q(t0,S0), est une martingale. Donc, par le théorème
d’arrêt, Mnt = Ct∧τn est aussi une martingale. Par la suite, on va omettre l’indice (t0, S0).
9à barrière simple (si L = 0 ou U = +∞) ou double.
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Si Cb ∈ C1,2 sur [0, T ) × Dn, alors on peut appliquer le lemme d’Itô à Cˆb(t, St) ≡
er(T−t)Cb(t, St) entre t0 et t ∧ τn, t ∈ [t0, T ) :
Mnt = Cˆt∧τn = Cˆb(t ∧ τn, St∧τn) =
= Cˆb(t0, S0) +
∫ t∧τn
t0
(
∂Cˆb
∂t
(u, Su−) + LSCˆb(u, Su−)
)
du
+
∫ t∧τn
t0
σSu−
∂Cˆb
∂S
(u, Su−)dWu +
∫
[t0,t∧τn]×R
[Cˆb(u, Su−ey)− Cˆb(u, Su−)]J˜X(dt, dy),
(3.4.20)
grâce à l’équation (2.2.4). Montrons que les intégrales stochastiques dans la dernière ligne
sont des martingales. Pour u ∈ [t0, t ∧ τn], Su− appartient à Dn. Comme Cˆb est de classe
C1,2 sur [t0, t]×Dn, nous avons |∂Cˆb∂S | ≤ c dans ce domaine. Par conséquent,
E[
∫ t∧τn
t0
S2u−|
∂Cˆb
∂S
(u, Su−)|2du] ≤ c2E[
∫ t∧τn
t0
S2u−du] <∞, (3.4.21)
d’après (3.4.5). Alors, par la relation d’isométrie pour les intégrales de Wiener,∫ t∧τn
t0
σSu− ∂Cˆb∂S (u, Su−)dWu est aussi une intégrale de carré intégrable.
Pour le deuxième terme, remarquons d’abord que si |y| ≤ η avec un η suffisamment
petit, alors Su−ey ∈ D2n. Or sur ce domaine la dérivée ∂Cˆb∂S est uniformément bornée.
Donc,
|Cˆb(u, Su−ey)− Cˆb(u, Su−)| ≤ c|Su−(ey − 1)|, |y| ≤ η.
Pour |y| > η, on utilise la croissance linéaire de Cˆb (qui découle de la croissance linéaire
de H) :
|Cˆb(u, Su−ey)− Cˆb(u, Su−)| ≤M(2 + Su−(ey + 1)), |y| > η.
Nous obtenons que le processus prévisible ψ(t, x) = Cˆb(t, St−ex)− Cˆb(t, St−) vérifie
E[
∫ t∧τn
t0
du
∫
R
ν(dy)|ψ(u, y)|2] = E[
∫ t∧τn
t0
du
∫
R
ν(dy)|Cˆb(u, Su−ey)− Cˆb(u, Su−)|2 ]
≤ E[
∫ t∧τn
t0
du
(
S2u−
∫
|y|≤η
c2(ey − 1)2ν(dy) +
∫
|y|>η
M2(2 + Su−(ey + 1))2ν(dy)
)
]
≤ E[
∫ t∧τn
t0
du
(
S2u−c1
∫
|y|≤η
y2ν(dy) + c2
∫
|y|>η
(1 + S2u−(e
2y + 1))ν(dy)
)
]
=
(
c1
∫
|y|≤η
y2ν(dy) + c2
∫
|y|>η
(e2y + 1)ν(dy)
)
E[
∫ t∧τn
t0
S2u−du]
+ c2
∫
|y|>η
ν(dy) E[t ∧ τn − t0] <∞,
52
3.4. Prix d’options comme solutions classiques des EID
d’après (3.4.5). Par conséquent, l’intégrale de Poisson compensée∫
[t0,t∧τn]×R
[Cˆb(u, Su−ey)− Cˆb(u, Su−)]J˜X(dt, dy)
est une martingale de carré intégrable. L’égalité (3.4.20) implique donc que
∫ t∧τn
t0
(
∂Cˆb
∂t
(u, Su−) + LSCˆb(u, Su−)
)
du
=
∫ t∧τn
t0
er(T−u)
(
∂Cb
∂t
(u, Su−) + LSCb(u, Su−)− rCb(u, Su−)
)
du (3.4.22)
est aussi une martingale puisque tous les autres termes le sont. C’est également un pro-
cessus continu à variation bornée. En effet, les dérivées de Cb sont bornées sur [t0, T )×Dn
et le terme intégrale dans LS peut être majoré comme précédemment. A savoir, on choisit
η > 0 tel que Su−ey soit dans D2n. La dérivée seconde ∂
2Cb
∂S2
est uniformément bornée dans
ce domaine, donc
|
∫
|y|≤η
er(T−u)[Cb(u, Su−ey)− Cb(u, Su−)− Su−(ey − 1)∂Cb
∂S
(u, Su−)]ν(dy)|
≤ cer(T−u)S2u−
∫
|y|≤η
(ey − 1)2ν(dy) <∞.
Pour majorer le terme
∫
|y|>η Cb(u, Su−e
y)ν(dy), on utilise la croissance linéaire de Cb et
la condition d’intégrabilité (3.4.5).
Une martingale continue à variation bornée est une constante [JS02, Chapitre I,
Lemmes 4.14 b) et 4.13 b)], donc∫ t∧τn
t0
er(T−u)
(
∂Cb
∂t
(u, Su−) + LSCb(u, Su−)− rCb(u, Su−)
)
du = 0 (3.4.23)
Q(t0,S0)-presque sûrement. Si S0 ∈ (L,U), alors S0 ∈ Dn pour n suffisamment grand. Dans
ce cas, τn > t0 Q(t0,S0)-presque sûrement, donc le domaine d’intégration dans (3.4.23) ne se
réduit pas à {t0}. Comme la fonction sous l’intégrale est continue par hypothèse, (3.4.23)
implique qu’elle est nulle sur [t0, t∧ τn] Q(t0,S0)-presque sûrement. En particulier, comme
Q(t0,S0)[St0 = S0] = 1, on obtient
∂Cb
∂t
(t0, S0) + L
SCb(t0, S0)− rCb(t0, S0) = 0. (3.4.24)
Comme (t0, S0) ∈ [0, T ) × (L,U) peut être choisi arbitrairement, l’équation est vérifiée
sur [0, T )× (L,U), ce qu’il fallait démontrer.
La démonstration dans l’autre sens est plus facile. Soit u ∈ C1,2((0, T ]× (L,U)) une
solution de (3.4.16)–(3.4.18). En appliquant, comme précédemment, la formule d’Itô à
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Cˆb(t, St), on obtient (3.4.20). L’intégrale par rapport à du est égale à zéro grâce à l’équa-
tion. Les autres termes sont des martingales, donc, en prenant l’espérance, on obtient
Cˆb(t0, S0) = E[Cˆb(T ∧ τn, ST∧τn)]
ou, de façon équivalente,
Cb(t0, S0) = E[e−r(T∧τn−t0)Cb(T ∧ τn, ST∧τn)]. (3.4.25)
Nous avons T ∧ τn → T ∧ θt0 quand n→∞. Par conséquent, d’après les conditions aux
limites (3.4.17)–(3.4.18),
e−r(T∧τn−t0)Cb(T ∧ τn, ST∧τn) −→ e−r(T∧θt0−t0)Cb(T ∧ θt0 , ST∧θt0 ) = e−r(T−t0)H(ST )1T<θt0 .
Il reste à appliquer le théorème de la convergence dominée pour passer à la limite sous l’es-
pérance dans (3.4.25). Pour cela, montrons que la fonction sous l’espérance possède une
majorante intégrable. Comme H est à croissance linéaire, nous avons H(S) ≤M(erT+S).
La fonction M(ert + S) est solution de (3.4.16) avec les conditions aux limites qui
sont supérieures à celles de Cb. Donc, le principe de comparaison pour des solutions
classiques [BCP68] implique que Cb(t, S) ≤ M(ert + S), pour tous t et S. Alors,
e−rT∧τnCb(T ∧ τn, ST∧τn) ≤M(1+ e−rT∧τnST∧τn) et E[M(1+ e−rT∧τnST∧τn)] = 2M par la
propriété de martingale. En passant à la limite dans (3.4.25), on obtient
Cb(t0, S0) = e
−r(T−t0)E[H(ST )1T<θt0 ].
La proposition est démontrée.
Remarque 3.4.10. Cette proposition est aussi un théorème de vérification dans la me-
sure où nous supposons que Cb est de classe C1,2 sur [0, T ) × (L,U). L’idéal serait de
trouver des conditions sur H et X pour que Cb soit effectivement C1,2. Néanmoins, cette
hypothèse est beaucoup plus faible et par conséquent plus réaliste que celle de la Propo-
sition 3.2.1 (la bornitude uniforme des dérivées). Au moins, l’ensemble des cas où elle est
vérifiée n’est pas vide (cf. l’exemple (3.3.4)–(3.3.6)).
3.5 Continuité des prix des options à barrières
Nous avons vu dans la Section 3.2.2 que les prix des options à barrières peuvent être
non-réguliers. Comme l’illustre l’exemple suivant, si aucune restriction n’est imposée sur
le processus de Lévy, la valeur d’une option peut même être discontinue pour tout t.
Exemple 3.5.1. Considérons Xt = N1t −N2t où N it sont des processus de Poisson indé-
pendants avec les intensités de sauts λ1 et λ2. On suppose pour simplifier que r = 0. Si
λ2 = λ1e, alors le processus de prix correspondant St = S0eXt est une martingale.
Considérons dans ce modèle une option knock-out qui rapporte 0 ou 1 à la maturité
selon que St a franchi ou non la barrière U > S0 avant T :
HT = 1T<θ(S0).
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Ici, θ(S) = inf {t ≥ 0 | SeXt ≥ U} est l’instant de la première sortie de (0, U) en partant
de S. Montrons que la valeur initiale de l’option
C(0, S) = E[HT |S0 = S] = E[1T<θ(S)]
n’est pas continue en S∗ = U/e.
Soit 0 < ε < U − S∗. Par définition, θ(S∗ + ε) ≤ θ(S∗ − ε). Donc,
C(0, S∗ − ε)− C(0, S∗ + ε) = E[1{θ(S∗+ε)≤T<θ(S∗−ε)}]
= Q (θ(S∗ + ε) ≤ T < θ(S∗ − ε)) .
Considérons les réalisations de X telles que N1T = 1 et N2T = 0, c’est-à-dire, il y a un saut
positif et pas de sauts négatifs avant T . Pour ces trajectoires, si St part de S∗ − ε, alors
il reste en-dessous de U , tandis qu’en partant de S∗ + ε il croise la barrière. Cela signifie
que θ(S∗ + ε) ≤ T < θ(S∗ − ε). Donc,
C(0, S∗ − ε)− C(0, S∗ + ε) ≥ Q(N1T = 1 & N2T = 0) = e−λ1T (e+1)λ1T > 0.
Par conséquent, S 7→ C(0, S) est discontinue en S = S∗.
Dans cet exemple, il s’agit d’un processus d’activité finie sans terme de diffusion.
Comme on a déjà noté, ce cas n’est pas intéressant pour la modélisation financière. Dans
la section suivante, on montre que, en fait, dans beaucoup de cas pratiques, les prix
d’options sont continus.
Pour étudier la continuité des valeurs des options à barrières on utilise les propriétés
du processus du premier passage. Rappelons sa définition.
Soit {Yt} un processus de Lévy. En suivant la notation de [Sat99], on définit
Rx = inf{s ≥ 0 | Ys > x},
R′′x = inf{s ≥ 0 | Ys ∨ Ys− ≥ x}.
Notons que {Rx, x ≥ 0} est un processus à trajectoires croissantes ce qui permet de
définir Rx−(ω) = limε↓0Rx−ε(ω) et Rx+(ω) = limε↓0Rx+ε(ω). Le processus Rx est continu
à droite. En effet, par définition, il existe une suite sn → 0 telle que Rx = lim sn et
Ysn > x. Pour tout n, il existe ε > 0 tel que Ysn > x + ε, d’où sn ≥ Rx+ε ≥ Rx+ . Cela
implique que Rx ≥ Rx+ . De l’autre côté, Rx ≤ Rx+ par la croissance des trajectoires.
Donc, Rx+ = Rx.
On va présenter quelques propriétés du processus {Rx}, essentielles pour la preuve de
la continuité des valeurs d’options.
Lemme 3.5.2. Soit {Yt} un processus de Lévy de type B ou C.10 Alors, nous avons
∀x > 0, Q[Rx− = Rx] = 1. (3.5.1)
10C’est-à-dire, σ > 0 ou ν(R) = ∞ (voir la Définition 2.1.1). Autrement dit, Y n’est pas un Poisson
composé.
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Démonstration. D’après le Lemme 49.6 de [Sat99], R′′x = Rx presque sûrement. Comme
Rx est croissant, nous avons Rx ≥ Rx−. Montrons que Rx− ≥ R′′x.
En effet, Rx− ≡ s = lim sn avec sn = Rx−1/n. Par définition, ∃uk ↓ sn tel que
Yuk > x − 1/n. Par la continuité à droite de Y , nous avons Ysn = limYuk ≥ x − 1/n.
Comme {sn} converge vers s, on peut en extraire une sous-suite monotone sn ↑ s ou
sn ↓ s. Dans le premier cas, on obtient Ys− ≥ x ; dans le deuxième, Ys ≥ x. Donc, dans
tous les cas, Ys− ∨ Ys ≥ x. Par la définition de R′′x, cela implique que s ≡ Rx− ≥ R′′x.
Nous obtenons R′′x = Rx ≥ Rx− ≥ R′′x p.s., d’où Rx = Rx− p.s., ce qu’il fallait
démontrer.
Un renseignement important concernant {Rx} est si R0 = 0 presque sûrement, ce qui
signifie que Yt ne peut pas rester en-dessous de zéro pour un temps positif. Le Tableau 3.1
contient cette information, tirée du Théorème 47.5 de [Sat99], pour différents types de
processus de Lévy. Notons que, dans tous les cas, R0 = 0 p.s. ou R0 > 0 p.s. (il n’existe
pas d’autres possibilités).
Définissons maintenant le processus du maximum de Y :
Mt = sup
0≤s≤t
Ys.
Le lemme suivant montre que, si Y n’est pas un Poisson composé, la distribution de Mt
n’a pas d’atomes sauf éventuellement en x = 0.
Lemme 3.5.3. Soit {Yt} un processus de Lévy de type B ou C. Alors, pour tout t ≥ 0,
x > 0,
Q[Mt = x] = 0.
Démonstration. Pour t = 0, le résultat est trivial. Soit t > 0. En suivant les notations de
[Sat99], on pose
Λt(ω) = inf{s ∈ [0, t] | Ys(ω) ∨ Ys−(ω) =Mt(ω)}. (3.5.2)
On utilise un résultat auxiliaire montré dans le Lemme 49.6 de [Sat99] :
Q[Mt = x, Λt < t] = 0.
Ce résultat implique que
Q[Mt = x] = Q[Mt = x, Λt < t] +Q[Mt = x, Λt = t]
= Q[Mt = x, Λt = t] ≤ Q[Yt ∨ Yt− = x] = Q[Yt = x] = 0,
car Yt = Yt− presque sûrement et Yt a une distribution continue d’après le Théo-
rème 27.4 [Sat99].
Le processus Mt est croissant et càdlàg puisque Yt est càdlàg. On l’utilise pour dé-
montrer le lemme suivant.
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Lemme 3.5.4. Si {Yt} est de type B ou C, alors, ∀x ≥ 0, t ≥ 0, (t, x) 6= (0, 0),
Q[Rx = t] = 0.
Démonstration. Par la définition de Rx,
Q[Rx = t] = Q[∀s < t, Ys ≤ x; ∃sn ↓ t, Ysn > x] ≤ Q[Yt− ≤ x; Yt ≥ x] =
Q[Yt− ≤ x ≤ Yt, Yt− 6= Yt] +Q[Yt− = Yt = x] ≤ Q[Yt− 6= Yt] +Q[Yt = x] = 0,
puisqu’un processus de Lévy n’a pas de points de discontinuité aux temps fixes presque
sûrement et que Yt a une distribution continue pour t > 0 (Théorème 27.4 [Sat99]) ; si
t = 0, x > 0, il est évident que Q[Y0 = x] = 0.
Lemme 3.5.5. Si {Yt} est de type B ou C, alors, ∀t ≥ 0, ∀x > 0,
Q[Rx ≤ t < Rx+ε]→ 0, (3.5.3)
Q[Rx−ε ≤ t < Rx]→ 0, (3.5.4)
quand ε ↓ 0.
Démonstration. Pour tout t ≥ 0, x ≥ 0, la suite Ωε = {ω ∈ Ω | Rx(ω) ≤ t < Rx+ε(ω)}
est décroissante et
⋂
Ωε = {ω ∈ Ω | Rx(ω) = t}, par la continuité à droite de Rx. Par
conséquent,
Q[Rx ≤ t < Rx+ε] → Q[Rx = t] = 0,
d’après le Lemme 3.5.4.
De façon similaire, pour tout t ≥ 0, x > 0,
Q[Rx−ε ≤ t < Rx] → Q[Rx− ≤ t < Rx] ≤ Q[Rx− 6= Rx] = 0,
d’après le Lemme 3.5.2.
On pose Yt = rt+Xt. Le triplet de Lévy de {Yt} est (σ, r + γ, ν), où γ est déterminé
par la condition de martingale (2.2.1). Donc, {Yt} est du même type que {Xt} au sens de
la Définition 2.1.1. Cependant, les propriétés de R0, qui dans le cas de variation bornée
dépendent de la dérive, ne sont pas nécessairement les mêmes pour les deux processus. Il
est donc important de préciser que {Rx} sera toujours défini par rapport à {Yt}.
Nous sommes prêts à étudier la continuité des options à barrières. On commence par
le cas d’une barrière supérieure U > S0.
Proposition 3.5.6. (Continuité des options up-and-out)
Soit Yt de type B ou C et R0 = 0 p.s. Supposons que H : (0, U) → [0,∞) est lipschit-
zienne :
∀S1, S2 ∈ (0, U), |H(S1)−H(S2)| ≤ c|S1 − S2|,
avec c > 0. Posons u = ln(U/S0). Alors, la fonction
fu(τ, x) =
{
E[H(S0ex+Yτ )1{τ<Ru−x}], x < u,
0, x ≥ u, (3.5.5)
est continue sur (0, T ]× R.
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Remarque 3.5.7. On peut vérifier directement que C(t, S) = e−r(T−t)fu(T−t, ln(S/S0))
est une autre représentation de la fonction définie par (3.2.5). Rappelons qu’elle donne
la valeur d’une option up-and-out de payoff H(ST )1T< inf{t≥0, St≥U} : C(t, S) est le prix de
l’option au temps t quand le sous-jacent vaut S, à condition que St n’a pas encore croisé
la barrière (cf. (3.2.6)). Notons également que, grâce au Lemme 3.5.3, on peut remplacer
dans la définition de fu l’indicatrice de {τ < Ru−x} par celle de {Mτ < u− x}. En effet,
Q[Mτ < u− x] ≤ Q[τ < Ru−x] ≤ Q[Mτ ≤ u− x] = Q[Mτ < u− x].
Parfois, il sera commode d’utiliser cette écriture équivalente (cf. Proposition 4.3.1).
Démonstration. Nous allons d’abord montrer la continuité en x et en τ séparément et
ensuite utiliser les estimations obtenues pour montrer la continuité en deux variables, à
l’aide de l’inégalité triangulaire.
Comme H est lipschitzienne, elle est bornée sur (0, U). Soit M = sup(0,U)H(S). On
montre d’abord la continuité par rapport à x, pour tout τ > 0. Si x < u et ε ∈ (0, u−x),
on a
|fu(τ, x+ ε)− fu(τ, x)| = |E[H(S0ex+ε+Yτ )1{τ<Ru−x−ε}]− E[H(S0ex+Yτ )1{τ<Ru−x}]|
≤ |E[(H(S0ex+ε+Yτ )−H(S0ex+Yτ ))1{τ<Ru−x−ε}]|+
+ |E[H(S0ex+Yτ )1{Ru−x−ε≤τ<Ru−x}]|
≤ cS0ex+rτ (eε − 1) +MQ[Ru−x−ε ≤ τ < Ru−x] ε↓0−→ 0,
d’après (3.5.4). On a utilisé ici la condition de martingale EeYτ = erτ et le fait que
τ < Ru−x implique Yτ ≤ u− x, ce qui est équivalent à S0ex+Yτ ≤ U .
De façon similaire, pour tout x < u,
|fu(τ, x− ε)− fu(τ, x)| = |E[H(S0ex−ε+Yτ )1{τ<Ru−x+ε}]− E[H(S0ex+Yτ )1{τ<Ru−x}]|
≤ |E[(H(S0ex−ε+Yτ )−H(S0ex+Yτ ))1{τ<Ru−x}]|+
+ E[H(S0ex−ε+Yτ )1{Ru−x≤τ<Ru−x+ε}]
≤ cS0ex+rτ (1− e−ε) +MQ[Ru−x ≤ τ < Ru−x+ε] ε↓0−→ 0,
par (3.5.3). Cela prouve la continuité de fu(τ, ·) pour tout x 6= u.
La continuité à droite en x = u est immédiate, puisque f = 0 si x ≥ u. Il reste à
vérifier la continuité à gauche. Pour tout τ > 0,
|fu(τ, u−ε)−fu(τ, u)| = |E[H(S0eu−ε+Yτ )1{τ<Rε}]| ≤MQ[Rε > τ ] ε↓0−→MQ[R0 ≥ τ ] = 0,
puisque Rx est continu à droite et que R0 = 0 presque sûrement. Par conséquent, ∀τ > 0,
fu(τ, ·) est continu sur R.
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Montrons maintenant la continuité en temps. Pour un x < u fixé et t ≥ s ≥ 0, on
obtient :
|fu(t, x)− fu(s, x)| = |E[H(S0ex+Yt)1{t<Ru−x}]− E[H(S0ex+Ys)1{s<Ru−x}]|
= |E[(H(S0ex+Yt)−H(S0ex+Ys))1{t<Ru−x}]− E[H(S0ex+Ys)1{s<Ru−x≤t}]|
≤ cE[S0ex+Ys|eYt−s − 1| 1{t<Ru−x}] +MQ[s < Ru−x ≤ t]
≤ cS0ex+rs E|eYt−s − 1|+MQ[s < Ru−x ≤ t].
La convergence vers zéro du premier terme, quand t → s, a déjà été démontrée dans la
Proposition 3.4.1. Soit tn ↓ s une suite quelconque. Notons Ωn = {ω ∈ Ω | s < Ru−x(ω) ≤
tn}. Alors, {Ωn} décroît quand n→∞ et⋂
n>0
Ωn = {ω ∈ Ω | ∀n, s < Ru−x(ω) ≤ tn} ⊆ {ω ∈ Ω | s < Ru−x(ω) ≤ s} = ∅.
Donc, Q[s < Ru−x ≤ t]→ 0 quand t→ s.
Pour montrer la continuité de fu en tant qu’une fonction de deux variables, considérons
d’abord un point (τ, x) ∈ (0, T ]×(−∞, u) et des accroissements ∆t,∆x ∈ R suffisamment
petits pour que (τ +∆t, x+∆x) reste dans le même domaine. Il faut montrer que
lim
(∆t,∆x)→0
|fu(τ +∆t, x+∆x)− fu(τ, x)| = 0. (3.5.6)
Par l’inégalité triangulaire, nous avons
|fu(τ +∆t, x+∆x)− fu(τ, x)|
≤ |fu(τ +∆t, x+∆x)− fu(τ, x+∆x)|+ |fu(τ, x+∆x)− fu(τ, x)|. (3.5.7)
En utilisant les estimations précédentes, nous obtenons
|fu(τ +∆t, x+∆x)− fu(τ, x+∆x)| ≤ cS0ex+∆x(erτ1∆t≥0 + er(τ+∆t)1∆t<0)E|eY|∆t| − 1|
+M(Q[τ < Ru−x−∆x ≤ τ +∆t]1∆t≥0 +Q[τ +∆t < Ru−x−∆x ≤ τ ]1∆t<0)
≤ cS0ex+∆x+rτE|eY|∆t| − 1|+MQ[|Ru−x−∆x − τ | ≤ ∆t]. (3.5.8)
Cette expression dépendant de ∆t et ∆x, il nous faut une majoration uniforme par
rapport à l’un des deux paramètres pour passer à la limite double. Remarquons que pour
tout ε > 0 suffisamment petit, nous avons, ∀|∆x| ≤ ε, Ru−x−ε ≤ Ru−x−∆x ≤ Ru−x+ε. Par
conséquent,
Q[|Ru−x−∆x − τ | ≤ ∆t] ≤ Q[|Ru−x−ε − τ | ≤ ∆t] +Q[|Ru−x+ε − τ | ≤ ∆t]
+Q[Ru−x−ε ≤ τ ≤ Ru−x+ε].
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Comme la partie droite ne dépend plus de ∆x, on peut écrire
lim sup
(∆t,∆x)→0
Q[|Ru−x−∆x − τ | ≤ ∆t] ≤ Q[Ru−x−ε = τ ] +Q[Ru−x+ε = τ ]
+Q[Ru−x−ε ≤ τ ≤ Ru−x+ε] = Q[Ru−x−ε ≤ τ ≤ Ru−x+ε], (3.5.9)
d’après le Lemme 3.5.4. Pour le deuxième terme dans (3.5.7), nous obtenons
|fu(τ, x+∆x)− fu(τ, x)| ≤ cS0ex+rτ |e∆x − 1|+
+M(Q[Ru−x−∆x ≤ τ < Ru−x]1∆x≥0 +Q[Ru−x ≤ τ < Ru−x−∆x]1∆x<0). (3.5.10)
Comme nous avons déjà montré, cette expression tend vers zéro quand ∆x → 0. En
résumant (3.5.7), (3.5.8), (3.5.9) et (3.5.10), nous obtenons
0 ≤ lim inf
(∆t,∆x)→0
|fu(τ +∆t, x+∆x)− fu(τ, x)|
≤ lim sup
(∆t,∆x)→0
|fu(τ +∆t, x+∆x)− fu(τ, x)| ≤MQ[Ru−x−ε ≤ τ ≤ Ru−x+ε]. (3.5.11)
Quand ε→ 0, nous avons
Q[Ru−x−ε ≤ τ ≤ Ru−x+ε] ε↓0−→ Q[∀ε, Ru−x−ε ≤ τ ≤ Ru−x+ε]
≤ Q[R(u−x)− ≤ τ ≤ Ru−x] = Q[Ru−x = τ ] = 0,
d’après les Lemmes 3.5.2 et 3.5.4. Par conséquent, (3.5.11) implique (3.5.6).
Nous avons montré la continuité de fu en deux variables dans (0, T ]×(−∞, u). Il reste
à vérifier la continuité sur le bord (0, T ]×{u}. Nous avons, pour tout δ > 0 suffisamment
petit et tout |∆t| ≤ δ,
|fu(τ +∆t, u+∆x)− fu(τ, u)| = |fu(τ +∆t, u+∆x)|1∆x<0
≤MQ[R|∆x| > τ +∆t] ≤MQ[R|∆x| > τ − δ].
La partie droite ne dépend pas de ∆t et tend vers zéro quand ∆x → 0, comme nous
l’avons déjà démontré. Par conséquent,
lim
(∆t,∆x)→0
|fu(τ +∆t, u+∆x)− fu(τ, u)| = 0.
La démonstration est maintenant terminée.
Remarque 3.5.8. Comme l’indique la démonstration, si {Yt} est de type B ou C, fu(τ, x)
est continue sur (0, T ] × R \ {u}. Si la condition R0 = 0 p.s. n’est pas vérifiée, fu peut
être discontinue à la barrière. On verra plus tard (Proposition 3.5.14) que fu est en effet
discontinue en x = u si limx→uH(x) 6= 0.
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Pour étudier des options à barrière inférieure, on définit un processus {R−x , x ≥ 0}
par
R−x = inf{s ≥ 0|Ys < −x} = inf{s ≥ 0 | − Ys > x}.
Il représente le temps du premier passage de Yt au-dessous de (−x). De façon équiva-
lente, R−x peut être vu comme le temps du premier passage de (−Yt) au-dessus de x.
Par conséquent, les Lemmes 3.5.2–3.5.5 s’appliquent à R−x si {−Yt} (le processus dual
de {Yt}) vérifie les conditions correspondantes. Le triplet générateur de {−Yt} étant
(σ,−(r + γ), ν(−dx)), le processus dual a le même type que Yt (au sens de la Défini-
tion 2.1.1). Notons cependant que R0 = 0 p.s. n’implique pas R−0 = 0 p.s., comme on
peut le voir dans le Tableau 3.1.
Proposition 3.5.9. (Continuité des options down-and-out)
Soit {Yt} de type B ou C et R−0 = 0 p.s. Supposons que H : (L,∞) → [0,∞) est
lipschitzienne :
∀S1, S2 ∈ (L,∞), |H(S1)−H(S2)| ≤ c|S1 − S2|,
avec L < S0, c > 0. Posons l = ln(L/S0). Alors, la fonction
fl(τ, x) =
{
E[H(S0ex+Yτ )1{τ<R−x−l}], x > l,
0, x ≤ l, (3.5.12)
est continue sur (0, T ]×R (fl représente la valeur forward d’une option down-and-out de
payoff H(ST )1T< inf{t≥0, St≤L}).
Démonstration. La preuve est similaire à celle de la Proposition 3.5.6. La différence prin-
cipale est que H peut être non bornée ce qui amène à affiner certaines estimations.
Pour montrer la continuité de f(τ, ·) en x > l (pour un τ > 0 fixé), on écrit :
|fl(τ, x+ ε)− fl(τ, x)| = |E[H(S0ex+ε+Yτ )1{τ<R−x+ε−l}]− E[H(S0e
x+Yτ )1{τ<R−x−l}]|
≤ |E[(H(S0ex+ε+Yτ )−H(S0ex+Yτ ))1{τ<R−x−l}]|+
+ E[H(S0ex+ε+Yτ )1{R−x−l≤τ<R−x+ε−l}].
Le premier terme peut être estimé comme précédemment et donc tend vers zéro quand
ε ↓ 0. Pour le second terme, on obtient :
E[H(S0ex+ε+Yτ )1{R−x−l≤τ<R−x+ε−l}] ≤ E[C(1 + S0e
x+ε+Yτ )1{R−x−l≤τ<R−x+ε−l}]
= CQ[R−x−l ≤ τ < R−x+ε−l] + CS0ex+ε+rτE[eYτ1{R−x−l≤τ<R−x+ε−l}]. (3.5.13)
La quantité eYτ1{R−x−l≤τ<R−x+ε−l} est bornée par une variable intégrable e
Yτ et converge
vers zéro en probabilité car
∀σ > 0, Q[eYτ1{R−x−l≤τ<R−x+ε−l} > σ] ≤ Q[R
−
x−l ≤ τ < R−x+ε−l]
ε↓0−→ 0,
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d’après (3.5.3). Par conséquent, le théorème de convergence dominée implique
E[eYτ1{R−x−l≤τ<R−x+ε−l}]
ε↓0−→ 0, (3.5.14)
et donc les deux termes dans (3.5.13) tendent vers zéro quand ε ↓ 0.
En utilisant la même technique, on peut montrer que |fl(τ, x − ε) − fl(τ, x)| → 0,
∀x > l, et que |fl(τ, l − ε)| → 0 quand ε ↓ 0 ce qui prouve la continuité de fl en x.
De façon similaire, pour montrer la continuité en temps, on écrit pour un x > l fixé
et tous t ≥ s ≥ 0 :
|fl(t, x)− fl(s, x)| = |E[H(S0ex+Yt)1{t<R−x−l}]− E[H(S0e
x+Ys)1{s<R−x−l}]|
= |E[(H(S0ex+Yt)−H(S0ex+Ys))1{t<R−x−l}]− E[H(S0e
x+Ys)1{s<R−x−l≤t}]|
≤ cS0ex+rsE|eYt−s − 1|+ CQ[s < R−x−l ≤ t] + CS0exE[eYs1{s<R−x−l≤t}].
La convergence vers zéro des deux premiers termes quand t → s a déjà été prouvée. Le
dernier terme peut être traité de la même manière que (3.5.14).
Pour montrer la continuité en deux variables, on procède par l’inégalité triangulaire
comme dans la Proposition 3.5.6. Le seul terme nouveau qui apparaît dans l’estimation
de |fl(τ +∆t, x+∆x)− fl(τ, x+∆x)| est le suivant :
CS0e
x+∆x
(
E[eYτ1{τ<R−x+∆x−l≤τ+∆t}]1∆t≥0 + E[e
Yτ+∆t1{τ+∆t<R−x+∆x−l≤τ}]1∆t<0
)
. (3.5.15)
Comme précédemment, nous allons le majorer uniformément en |∆x| ≤ ε. Nous avons
E[eYτ+∆t1{τ+∆t<R−x+∆x−l≤τ}] ≤ E[e
Yτ+∆t1{|R−x+∆x−l−τ |≤∆t}]
≤ E[eYτ+∆t1{|R−x+ε−l−τ |≤∆t}] + E[e
Yτ+∆t1{|R−x−ε−l−τ |≤∆t}] + E[e
Yτ+∆t1{R−x−ε−l≤τ≤R−x+ε−l}].
Quand ∆t→ 0, nous avons, pour presque tout ω,
eYτ+∆t(ω) → eYτ (ω),
1{|R−x+ε−l(ω)−τ |≤∆t} → 1{R−x+ε−l(ω)=τ} = 0,
1{|R−x−ε−l(ω)−τ |≤∆t} → 1{R−x−ε−l(ω)=τ} = 0.
Par le théorème de convergence dominée, nous obtenons donc
lim sup
(∆t,∆x)→0
E[eYτ+∆t1{τ+∆t<R−x+∆x−l≤τ}] ≤ E[e
Yτ1{R−x−ε−l≤τ≤R−x+ε−l}]. (3.5.16)
Puisque les trajectoires de R−x sont croissantes, nous avons
1{R−x−ε−l≤τ≤R−x+ε−l} → 1{R−(x−l)−≤τ≤R−x−l} = 1{R−x−l=τ} = 0 p.s.
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quand ε→ 0. Par conséquent, (3.5.16) implique
lim
(∆t,∆x)→0
E[eYτ+∆t1{τ+∆t<R−x+∆x−l≤τ}] = 0. (3.5.17)
La démonstration pour l’autre terme dans (3.5.15) est complètement analogue.
Enfin, on présente un résultat de continuité pour des options double-barrière. Pour
L < S0 < U , on pose comme précédemment l = ln(L/S0) et u = ln(U/S0).
Proposition 3.5.10. (Continuité des options double-barrière)
Soit {Yt} de type B ou C avec R0 = 0 et R−0 = 0 p.s. Supposons que H : (L,U)→ [0,∞)
est lipschitzienne :
∀S1, S2 ∈ (L,U), |H(S1)−H(S2)| ≤ c|S1 − S2|.
Alors, la valeur forward d’une option double-barrière de payoff H(ST )1T< inf{t≥0, St /∈(L,U)}
définie par
fd(τ, x) =
{
E[H(S0ex+Yτ )1{τ<Ru−x∧R−x−l}], x ∈ (l, u),
0, x /∈ (l, u) (3.5.18)
est continue sur (0, T ]× R.
Démonstration. Soit M = sup(L,U)H(S). Comme dans les propositions précédentes, on
montre la continuité de fd à droite et à gauche en chaque point x ∈ [l, u] en utilisant le
Lemme 3.5.5. Par exemple, ∀τ > 0, ∀x ∈ (l, u),
|fd(τ, x+ ε)− fd(τ, x)| =
= |E[H(S0ex+ε+Yτ )1{τ<Ru−x−ε∧R−x+ε−l}]− E[H(S0e
x+Yτ )1{τ<Ru−x∧R−x−l}]|
≤ |E[(H(S0ex+ε+Yτ )−H(S0ex+Yτ ))1{τ<Ru−x−ε∧R−x−l}]|+
+ E[H(S0ex+ε+Yτ )1{τ<Ru−x−ε}1{R−x−l≤τ<R−x+ε−l}]+
+ E[H(S0ex+Yτ )1{τ<R−x−l}1{Ru−x−ε≤τ<Ru−x}]
≤ cS0ex+rτ (eε − 1) +MQ[R−x−l ≤ τ < R−x+ε−l] +MQ[Ru−x−ε ≤ τ < Ru−x]
ε↓0−→ 0.
On ne donne pas la preuve entière en détail puisqu’elle répète presque littéralement les
preuves des Propositions 3.5.6 et 3.5.9.
On va montrer maintenant que les conditions sur le processus données dans les Pro-
positions 3.5.6–3.5.10 sont en fait nécessaires pour la continuité des options dans le sens
suivant : si ces conditions ne sont pas vérifiées et que H ne s’annule pas sur la barrière,
alors le prix de l’option est discontinu à la barrière.
On aura besoin de quelques lemmes. Le résultat suivant complète en quelque sorte le
Lemme 3.5.3.
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Lemme 3.5.11. Soit {Xt} un processus de Lévy. Soient Rx le processus du premier
passage et Mt le processus du maximum relatifs à X. Si R0 > 0 p.s. alors, ∀t > 0,
Q[Mt = 0] > 0. (3.5.19)
Démonstration. Procédons au raisonnement par l’absurde : supposons qu’il existe t∗ > 0
tel que Q[Mt∗ = 0] = 0. Alors, pour tout t ≥ t∗, Q[Mt = 0] = 0. On a l’identité suivante
([Sat99],(47.10)) : ∀q > 0,
q
∫ ∞
0
e−qtQ[Mt = 0]dt = exp
[
−
∫ ∞
0
t−1e−qtQ[Xt > 0]dt
]
.
Considérons la partie gauche :
q
∫ ∞
0
e−qtQ[Mt = 0]dt = q
∫ t∗
0
e−qtQ[Mt = 0]dt ≤ q
∫ t∗
0
dt → 0
quand q → 0. D’un autre coté, pour la partie gauche, on obtient
exp
[
−
∫ ∞
0
t−1e−qtQ[Xt > 0]dt
]
q→0−→ exp
[
−
∫ ∞
0
t−1Q[Xt > 0]dt
]
> 0,
puisque
∫∞
0
t−1Q[Xt > 0]dt <∞ d’après le Théorème 47.2 de [Sat99]. Cette contradiction
termine la démonstration.
Lemme 3.5.12. Soit ν une mesure de Lévy et {Rεt} un processus de Lévy caractérisé par
le triplet (γε, σε, ν1|x|<ε) avec γε, σε → 0 quand ε→ 0. Alors, ∀a > 0, ∀τ ≥ 0,
Q[ sup
0≤t≤τ
|Rεt | ≥ a] ε→0−→ 0. (3.5.20)
Démonstration. Posons Zεt = Rεt − γεt. Le triplet caractéristique de Zεt est (0, σε, ν1|x|<ε)
d’où EZεt = 0. On a
Q[ sup
0≤t≤τ
|Rεt | ≥ a] ≤ Q[ sup
0≤t≤τ
|Zεt | ≥ a− |γε|τ ] ≤ Q[ sup
0≤t≤τ
|Zεt | ≥ a/2]
pour ε suffisamment petits. Par l’inégalité de Chebyshev,
Q[ sup
0≤t≤τ
|Zεt | ≥ a/2] ≤ 2
E[sup0≤t≤τ |Zεt |]
a
.
En utilisant l’estimation (25.16) de [Sat99] 11, on obtient
E[ sup
0≤t≤τ
|Zεt |] ≤ 8E|Zετ | ≤ 8
√
E(Zετ )2 = 8
√
τ(σ2ε +
∫
|x|<ε
x2ν(dx))
ε→0−→ 0,
ce qui implique (3.5.20).
11E[sup0≤t≤τ |Xt|] ≤ 8E|Xτ | pourvu que E|Xt| <∞ et EXt = 0.
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Lemme 3.5.13. Soit {Yt} un processus de Lévy tel que R0 > 0 p.s. Soit (−γ0) la dérive
de Y (γ0 ≥ 0).12 Alors, ∀η > 0, ∀τ < η/γ0,
Q[Mτ = 0, Yτ ≥ −η] > 0. (3.5.21)
Démonstration. Supposons d’abord que γ0 > 0. On décompose Yτ de la manière suivante :
Yτ = −γ0τ+Zε,+τ +Zε,−τ +Xετ , où Zε,+, Zε,−, Xε sont des processus de Lévy indépendants ;
Zε,+ et Zε,− représentent respectivement les petits sauts positifs et négatifs de Y , de taille
inférieure à ε > 0 (Xε a donc des sauts plus grands que ε). Comme R0 > 0 p.s., Yτ n’a
pas de composante brownienne.
On obtient donc
Q[Mτ = 0, Yτ ≥ −η] ≥
Q[ sup
0≤t≤τ
|Xεt | = 0, sup
0≤t≤τ
{−γ0t+ Zε,+t + Zε,−t } = 0, Zε,+τ + Zε,−τ ≥ γ0τ − η]
≥ Q[ sup
0≤t≤τ
|Xεt | = 0]Q[ sup
0≤t≤τ
{−γ0t+ Zε,+t } = 0, Zε,−τ ≥ γ0τ − η]
= Q[ sup
0≤t≤τ
|Xεt | = 0]Q[ sup
0≤t≤τ
{−γ0t+ Zε,+t } = 0]Q[Zε,−τ ≥ γ0τ − η]. (3.5.22)
Le premier terme est minoré par la probabilité que Xε n’a pas sauté avant τ :
Q[ sup
0≤t≤τ
|Xεt | = 0] ≥ exp[−τ
∫
|x|≥ε
ν(dx)] > 0.
Pour estimer le deuxième terme, on s’aperçoit que le processus {−γ0t+ Zε,+t } vérifie les
hypothèses du Lemme 3.5.11, d’où Q[sup0≤t≤τ{−γ0t+ Zε,+t } = 0] > 0.
Considérons le dernier terme. Posons a = η − γ0τ (a > 0 par hypothèse). On a
Q[Zε,−τ ≥ γ0τ − η] ≥ Q[ sup
0≤t≤τ
|Zε,−τ | ≤ a] = 1 − Q[ sup
0≤t≤τ
|Zε,−τ | > a] ε→0−→ 1,
d’après le Lemme 3.5.12. On peut donc choisir ε > 0 tel que
Q[Zε,−τ ≥ γ0τ − η] ≥ 1/2 > 0.
Ainsi, tous les termes dans (3.5.22) sont strictement positifs ce qui implique (3.5.21).
Proposition 3.5.14. (Discontinuité à la barrière)
Soit {Yτ} un processus de Lévy de type B avec R0 > 0 p.s. Supposons que H : (0, U ] →
[0,∞) est lipschitzienne et telle que H(U) 6= 0. Alors, pour tout τ suffisamment petit, la
fonction fu(τ, x) définie par (3.5.5) est discontinue en x = u ≡ ln(U/S0).
12Si la dérive −γ0 est strictement positive (γ0 < 0), alors nécessairement R0 = 0 p.s. (voir Tableau 3.1).
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Démonstration. On considère τ > 0 puisque pour τ = 0 la discontinuité est évidente. Par
définition,
|fu(τ, u− ε)− f(τ, u)| = E[H(S0eu−ε+Yτ )1{τ<Rε}]. (3.5.23)
On va d’abord montrer que E[H(S0eu−ε+Yτ )1{τ<Rε}]→ E[H(S0eu+Yτ )1{τ<R0}] quand ε→
0 et ensuite que cette dernière espérance est strictement positive.
Nous avons
|E[H(S0eu−ε+Yτ )1{τ<Rε}]− E[H(S0eu+Yτ )1{τ<R0}]| ≤
|E[(H(S0eu−ε+Yτ )−H(S0eu+Yτ ))1{τ<R0}]|+ |E[(H(S0eu−ε+Yτ )(1{τ<Rε} − 1{τ<R0})|.
(3.5.24)
Si τ < R0, cela implique que Yτ ≤ 0 et donc S0eu+Yτ , S0eu−ε+Yτ ∈ (0, U ]. Comme H est
lipschitzienne, on obtient
|E[(H(S0eu−ε+Yτ )−H(S0eu+Yτ ))1{τ<R0}]| ≤ CS0eu(e−ε − 1)E[eYτ1{τ<R0}]
≤ CS0eu(e−ε − 1)E[eYτ ] = CS0eu(e−ε − 1)erτ ε→0−→ 0.
De plus, H est bornée sur (0, U ] : H(S) ≤M , d’où
|E[(H(S0eu−ε+Yτ )(1{τ<Rε} − 1{τ<R0})| ≤MQ[R0 ≤ τ < Rε] ε→0−→ MQ[R0 = τ ] = 0,
d’après le Lemme 3.5.4. On a démontré que la partie gauche de (3.5.24) tend vers zéro
quand ε→ 0.
Passons à la deuxième étape. Comme H est continue et que H(S0eu) > 0, quel que
soit 0 < c < H(S0eu), il existe η > 0 tel que H(S0ex) ≥ c, ∀x ∈ [u − η, u]. Alors, pour
tout τ < η/γ0, où (−γ0) est la dérive de Y , on obtient :
E[H(S0eu+Yτ )1{τ<R0}] ≥ E[H(S0eu+Yτ )1{τ<R0, Yτ∈[−η,0]}]
≥ cQ[τ < R0, Yτ ∈ [−η, 0]] ≥ cQ[Mτ = 0, Yτ ≥ −η] > 0,
d’après le Lemme 3.5.13, ce qui prouve la proposition.
Le Tableau 3.1 récapitule les résultats de cette section. Il est intéressant de noter que
Alili et Kyprianou [AK04] arrivent à des conditions similaires à celles données dans les
Propositions 3.5.6-3.5.9 mais dans un autre contexte : l’étude de la validité des conditions
de smooth pasting (raccordement C1 sur la frontière libre) pour des options américaines
dans des modèles de Lévy exponentiels.
Remarque 3.5.15. Comme on peut le voir dans le Tableau 3.1, dans le cas de variation
bornée, on a toujours soit R0 > 0 p.s. soit R−0 > 0 p.s. (sauf éventuellement dans le
cas γ0 = r −
∫
(ey − 1)ν(dy) = 0 qui n’est pas très intéressant car trop particulier). Par
conséquent, la Proposition 3.5.14 implique qu’une option à double barrière sera toujours
discontinue sur l’une des barrières (si H ne s’annule pas sur cette barrière).
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Type de Yt = rt+Xt R0 = 0 R−0 = 0 Continuité
p.s. p.s. fu fl fd
γ0 > 0 oui non
A γ0 < 0 non oui
γ0 = 0 non non
γ0 > 0 oui non oui non, si . . . non, si . . .
γ0 < 0 non oui non, si . . . oui non, si . . .
B ν(−∞, 0) <∞ oui non oui non, si . . . non, si . . .
γ0 = 0 ν(0,∞) <∞ non oui non, si . . . oui non, si . . .
ν(−∞, 0) =∞, Les deux situations sont possibles
ν(0,∞) =∞, (une analyse plus fine de {Yt} est nécessaire)
C oui oui oui oui oui
Tab. 3.1 – Ce tableau montre les propriétés de R0 et R−0 pour différents types de processus de
Lévy et récapitule nos résultats sur la continuité des options à barrière. Dans le cas de variation
bornée, γ0 = r −
∫
(ey − 1)ν(dy) désigne la dérive de {Yt}. Nous n’avons pas étudié le cas
A (Poisson composé) puisqu’il n’est pas intéressant pour les applications en finance. Une case
"non, si . . . " signifie que la fonction est discontinue si H est différent de zéro à la barrière (voir
Proposition 3.5.14).
En général, on ne peut pas espérer mieux que la continuité lipschitzienne. En parti-
culier, les bornes uniformes sur les dérivées, comme celles requises dans [NS01], ne sont
jamais vérifiées dans les applications en finance puisque les fonctions de payoff ne sont
pas régulières (comme dans le cas de Call ou de Put). Dans ces cas, les théorèmes de
vérifications comme la Proposition 3.2.1 ne s’appliquent pas et la fonction de prix devrait
être considérée comme une solution de viscosité de l’EID (3.2.3).
3.6 Prix d’options comme solutions de viscosité des
EID
La notion de solutions de viscosité a été introduite par Crandall & Lions dans le cadre
des EDP. On peut trouver un bon aperçu de la théorie et des applications des solutions
de viscosité dans [CIL92]. Cette notion a été généralisée au cas des équations intégro-
différentielles du type que nous étudions ici dans [Say91, Son86, AT96, BBP97, Pha98].
Dans cette section introductive, nous expliquons de manière informelle l’idée de ce
concept. Ensuite, nous donnons dans la Section 3.6.1 la définition rigoureuse de solution de
viscosité avec quelques variantes équivalentes utiles pour la suite. L’unicité des solutions
est discutée dans la Section 3.6.2. La Section 3.6.3 est consacrée au lien entre des prix
d’options et des solutions de viscosité des équations intégro-différentielles.
Considérons d’abord une solution régulière f de l’équation
∂f
∂τ
− Lf = 0. (3.6.1)
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Elle possède la propriété suivante :
i) si ϕ est une fonction régulière telle que f −ϕ a un maximum global en (τ, x), alors(
∂ϕ
∂τ
− Lϕ
)
(τ, x) ≤ 0. (3.6.2)
En effet, comme (τ, x) est un maximum, nous avons
∂(f − ϕ)
∂τ
(τ, x) =
∂(f − ϕ)
∂x
(τ, x) = 0, (3.6.3)
∂2(f − ϕ)
∂x2
(τ, x) ≤ 0. (3.6.4)
De plus, puisque le maximum est global,
∀(t, y), f(τ, x)− ϕ(τ, x) ≥ f(t, y)− ϕ(t, y)
⇐⇒ f(t, y)− f(τ, x) ≤ ϕ(t, y)− ϕ(τ, x). (3.6.5)
Donc, les dérivées et les accroissements de f au point (τ, x) sont reliés à ceux de ϕ. Par
conséquent,
0 =
(
∂f
∂τ
− Lf
)
(τ, x) =
[
∂f
∂τ
− σ
2
2
∂2f
∂x2
+
(
σ2
2
− r
)
∂f
∂x
]
(τ, x)
−
∫
ν(dy)[f(τ, x+ y)− f(τ, x)︸ ︷︷ ︸−(ey − 1)∂f∂x (τ, x)]
≥
[
∂ϕ
∂τ
− σ
2
2
∂2ϕ
∂x2
+
(
σ2
2
− r
)
∂ϕ
∂x
]
(τ, x)−
∫
ν(dy)[ϕ(τ, x+ y)− ϕ(τ, x)︸ ︷︷ ︸−(ey−1)∂ϕ∂x (τ, x)]
=
(
∂ϕ
∂τ
− Lϕ
)
(τ, x). (3.6.6)
De la même manière, on vérifie que
ii) si ϕ est une fonction régulière et (τ, x) un point de minimum global de f −ϕ, alors(
∂ϕ
∂τ
− Lϕ
)
(τ, x) ≥ 0. (3.6.7)
Nous allons exploiter ces deux propriétés des solutions régulières pour généraliser la
notion de solution. A savoir, nous allons les prendre pour la définition de la solution. On
dit que f est une sous-solution de viscosité de (3.6.1) si la propriété i) est vérifiée et une
sur-solution de viscosité si ii) est vérifié. Enfin, f est une solution de viscosité si elle est
sous-solution et sur-solution.
Dans cette définition, l’opérateur est appliqué à des fonctions tests régulières et non
à f elle-même. Ainsi, f n’est pas obligée d’être C1,2. Remarquons néanmoins que si f
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est une solution de viscosité qui par ailleurs est une fonction de classe C1,2, alors f est
aussi une solution de (3.6.1) au sens classique. En effet, on peut prendre pour fonction
test la fonction f elle-même : ϕ = f . Alors, f − ϕ ≡ 0 et tout point (τ, x) est un point
de maximum et de minimum global. Par conséquent, il vient de i) et ii) que ∀(τ, x),
(∂f
∂τ
− Lf)(τ, x) = (∂ϕ
∂τ
− Lϕ)(τ, x) = 0.
Donc, les deux notions de solution coïncident sur la classe des fonctions régulières
mais la notion de solution de viscosité est plus large.
Avant de continuer, une petite remarque sur la terminologie. Le terme viscosité vient
du fait que ce concept a été inspiré en partie par la méthode de la viscosité évanescente
pour des équations différentielles du premier ordre. En gros, on a une équation du premier
ordre Lu = 0 qui n’a pas forcément de solution régulière. On rajoute un terme qui en
dynamique des fluides correspond à la viscosité : −ε∆uε + Luε = 0. On sait que cette
équation parabolique possède une unique solution régulière uε dont on connaît bien les
propriétés. On prend ensuite la limite de uε quand ε→ 0 et on obtient de cette manière
une solution faible de l’équation initiale que l’on appelle naturellement une solution de
viscosité.
La notion de solution de viscosité que nous avons introduite plus haut couvre ce
cas mais s’applique à beaucoup d’autres problèmes où elle n’a plus cette signification
physique. De façon très informelle, on peut dire que cette notion s’applique si la structure
de l’opérateur est telle que les inégalités (3.6.3), (3.6.4) et (3.6.5), provenant du fait que
(τ, x) est un maximum de f − ϕ, vont dans le bon sens pour induire l’inégalité (3.6.2)
(et de même pour le minimum). C’est bien le cas pour l’opérateur intégro-différentiel en
question, comme on l’a vu dans (3.6.6).
Nous avons exposé l’idée générale qui est derrière le concept de solution de viscosité
mais il y a quand même plusieurs nuances. Par exemple, nous n’avons pas précisé la classe
dans laquelle sont choisies des fonctions tests. Ce choix est différent dans les travaux
cités au début de la section. En particulier, la croissance à l’infini varie en fonction de
l’opérateur et de la classe dans laquelle on veut chercher une solution.
Premièrement, notons que la fonction test ϕ doit être dans le domaine de l’opérateur.
Dans notre contexte, si nous ne savions rien sur ν, il faudrait prendre des fonctions tests
bornées. Or, dans les applications financières,
∫
y>1
eyν(dy) < ∞ grâce à la propriété de
martingale, ce qui permet de choisir ϕ à croissance polynomiale à plus l’infini.
Deuxièmement, pour prendre en compte des payoffs standards, nous ne pouvons pas
nous contenter des fonctions décroissantes vers zéro à l’infini car une telle définition ne
serait pas applicables à des prix d’options.
Un autre aspect très important dont nous n’avons pas encore parlé, c’est la façon de
traiter les conditions aux limites (la condition initiale mais aussi les conditions aux bords
si le domaine en espace est borné).
Considérons le problème suivant :
∂f
∂τ
= Lf, dans (0, T ]×O,
f(0, x) = h(x), x ∈ O; f(τ, x) = g(τ, x), x /∈ O,
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On peut demander qu’une sous-solution (resp. sur-solution) de viscosité vérifie
f(0, x) ≤ (resp. ≥) h(x), x ∈ O; f(τ, x) ≤ (resp. ≥) g(τ, x), x /∈ O.
On parle dans ce cas des conditions aux limites au sens fort, par opposition aux conditions
faibles que nous introduisons ci-après. Le problème est qu’une telle définition n’est pas
toujours stable par rapport au passage à la limite. Schématiquement, on peut avoir la
situation suivante. On considère une série de problèmes
Fnun = 0 dans Ω,
Gnun = 0 sur ∂Ω,
telle que Fn → F et Gn → G.13 On définit ensuite u = lim inf un et on s’intéresse au
problème vérifié par cette fonction limite. Typiquement, on peut montrer que Fu ≤ 0
mais pas Gu ≤ 0. C’est-à-dire, u ne vérifie pas les conditions aux bords. En revanche, ce
qui est généralement vrai, c’est
min(Gu, Fu) ≤ 0 sur ∂Ω. (3.6.8)
Dans ce cas, on parle des conditions aux limites faibles ou généralisées. Parfois, ces deux
définitions (au sens fort et au sens faible) sont équivalentes mais pas toujours [Bar94,
FS93] (cf. la Remarque 3.6.2).
De manière générale, le choix des fonctions tests et des autres détails de la définition
doit être motivé par les applications que l’on veut en faire mais, surtout, il doit être
justifié par un résultat d’existence et d’unicité de la solution. Par exemple, si h(x) = x
(une condition initiale non-bornée) et que l’on prend des fonctions tests bornées, alors
on arrive à une situation absurde où toute fonction continue vérifiant f(0, x) = h(x) est
une solution de viscosité. En effet, l’ensemble des fonctions bornées ϕ telles que f − ϕ
ait un minimum ou maximum global est vide. Par conséquent, i) et ii) sont vérifiés de
façon triviale : n’importe quelle propriété est vérifiée par les éléments d’un ensemble vide.
Evidemment, une telle définition est complètement inutile.
Dans la section suivante, nous donnons une définition rigoureuse de solutions de vis-
cosité, adaptée au contexte financier, qui conduit à l’existence et l’unicité de la solution.
3.6.1 Définitions
Notons USC (respectivement LSC) la classe des fonctions v : [0, T ) × R → R semi-
continues supérieurement (respectivement inférieurement). De plus, notons C+p ([0, T ]×R)
l’ensemble des fonctions mesurables à croissance polynomiale de degré p sur [0, T ]× R+
et bornées sur [0, T ]× R− :
ϕ ∈ C+p ([0, T ]× R) ⇐⇒ ∃C > 0, |ϕ(t, x)| ≤ C(1 + |x|p 1x>0). (3.6.9)
13Par exemple, on peut penser à une discrétisation consistante du problème continue.
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Sous une condition de décroissance polynomiale sur la queue droite de la densité de Lévy,
Lϕ peut être défini pour ϕ ∈ C2([0, T ]× R) ∩ C+p ([0, T ]× R) :
Lϕ(x) = Aϕ(x) +
∫
|y|≤1
ν(dy)[ϕ(x+ y)− ϕ(x)− y∂ϕ
∂x
(x)] (3.6.10)
+
∫
|y|>1
ν(dy)[ϕ(x+ y)− ϕ(x)], (3.6.11)
où A est un opérateur différentiel. Le terme de droite de (3.6.10) a un sens pour ϕ ∈
C2([0, T ]× R) car
|ϕ(τ, x+ y)− ϕ(τ, x)− y∂ϕ
∂x
(τ, x)| ≤ y2 sup
B(x,1)
|ϕ′′(τ, ·)| pour |y| ≤ 1,
tandis que le terme de (3.6.11) est bien défini pour ϕ ∈ C+p ([0, T ]× R) si∫
y>1
ypν(dy) < +∞,
ce qui est bien le cas grâce à la condition de martingale (2.2.1). Il est possible de considérer
d’autres conditions de croissance que u ∈ C+p (voir par exemple [AT96, BBP97]) grâce à
des conditions supplémentaires sur la mesure de Lévy ν.
Soit O = (l, u) ⊆ R un intervalle ouvert, ∂O = {l, u} sa frontière et g ∈
C+p ([0, T ]× R \O) une fonction continue. Considérons le problème sur [0, T ]× R :
∂f
∂τ
= Lf, dans (0, T ]×O, (3.6.12)
f(0, x) = h(x), x ∈ O; f(τ, x) = g(τ, x), x /∈ O. (3.6.13)
Définition 3.6.1. [Solution de viscosité] Une fonction v ∈ USC est une sous-solution de
viscosité de (3.6.12)–(3.6.13) si pour toute fonction test ϕ ∈ C2([0, T ]×R)∩C+p ([0, T ]×R)
et tout point de maximum global (τ, x) ∈ [0, T ] × R de v − ϕ, les propriétés suivantes
sont vérifiées :
si (τ, x) ∈ (0, T ]×O,
(
∂ϕ
∂τ
− Lϕ
)
(τ, x) ≤ 0, (3.6.14)
si τ = 0, x ∈ O, min{
(
∂ϕ
∂τ
− Lϕ
)
(τ, x), v(τ, x)− h(x)} ≤ 0,
si τ ∈ (0, T ], x ∈ ∂O, min{
(
∂ϕ
∂τ
− Lϕ
)
(τ, x), v(τ, x)− g(τ, x)} ≤ 0, (3.6.15)
si x /∈ O, v(τ, x) ≤ g(τ, x). (3.6.16)
Une fonction v ∈ LSC est une sur-solution de viscosité de (3.6.12)–(3.6.13) si pour
toute fonction ϕ ∈ C2([0, T ] × R) ∩ C+p ([0, T ] × R) et tout point de minimum global
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(τ, x) ∈ [0, T ]× R de v − ϕ, nous avons :
si (τ, x) ∈ (0, T ]×O,
(
∂ϕ
∂τ
− Lϕ
)
(τ, x) ≥ 0,
si τ = 0, x ∈ O, max{
(
∂ϕ
∂τ
− Lϕ
)
(τ, x), v(τ, x)− h(x)} ≥ 0,
si τ ∈ (0, T ], x ∈ ∂O, max{
(
∂ϕ
∂τ
− Lϕ
)
(τ, x), v(τ, x)− g(τ, x)} ≥ 0, (3.6.17)
si x /∈ O, v(τ, x) ≥ g(τ, x).
Une fonction v ∈ C+p ([0, T ]×R) est appelée solution de viscosité de (3.6.12)–(3.6.13)
si elle est à la fois sous-solution et sur-solution. Cette fonction est alors continue sur
(0, T ]× R.
Notons qu’une sous-solution (ou sur-solution) n’est pas nécessairement continue. Les
conditions initiales et aux limites sont vérifiées dans un sens faible (celui de la viscosité).
Cette définition couvre aussi le cas O = R.
Remarque 3.6.2. Dans le cas O = R, la condition initiale faible
max{
(
∂ϕ
∂τ
− Lϕ
)
(0, x), v(0, x)− h(x)} ≤ (≥)0 (3.6.18)
est équivalente à la condition forte : v(0, x) = h(x). La démonstration de ce fait (dans
le cas de mesure bornée) se trouve dans Alvarez & Tourin [AT96, Proposition 1, pp.
302–303] (avec une référence sur [BP90, Proposition 5]). C’est une remarque importante
pour l’étude de la convergence des schémas numériques. En effet, comme on verra dans la
Section 4.6.3 (Théorème 4.6.9), la limite des solutions discrètes vérifie la condition initiale
au sens faible (plus exactement, la méthode que nous utilisons ne permet pas de montrer
que la condition initiale est vérifiée au sens fort). D’un autre côté, les valeurs des options
vérifient, évidemment, les conditions aux limites au sens fort. Ainsi, on pourrait penser
que la solution du schéma ne converge pas toujours vers le prix de l’option. Le résultat
d’équivalence que nous venons de citer permet de résoudre cette difficulté.
Malheureusement, à notre connaissance, il n’y a pas de résultat analogue pour les
conditions aux bords dans le cas ou O est un intervalle borné ou semi-borné. C’est-à-dire,
on ne sait pas si une solution de viscosité vérifiant les conditions généralisées (3.6.15) et
(3.6.17) vérifie aussi v(τ, x) = g(τ, x), pour x ∈ ∂O. C’est une des raisons pour lesquelles
nous ne savons pas montrer pour l’instant la convergence du schéma dans le cas d’une
grille bornée.
On peut trouver plusieurs variantes de la définition 3.6.1 dans les articles cités plus
haut. Tout d’abord, nous pouvons nous limiter au cas où le maximum (respectivement
minimum) de v − ϕ est égal à zéro :
Lemme 3.6.3. Les deux conditions suivantes sont équivalentes :
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(i) La fonction v ∈ USC est une sous-solution de viscosité de (3.6.12)–(3.6.13).
(ii) Pour tout ϕ ∈ C2([0, T ]× R) ∩ C+p ([0, T ]× R) et tout (τ, x) ∈ [0, T ]× R tels que
v(τ, x) = ϕ(τ, x) et ∀(t, y) ∈ [0, T ]× R, v(t, y) ≤ ϕ(t, y), (3.6.19)
les propriétés (3.6.14)–(3.6.16) sont vérifiées.
Démonstration. Soit v une sous-solution. Les propriétés (3.6.19) indiquent en particulier
que (τ, x) est un point de maximum global de v − ϕ. Alors, par la définition d’une sous-
solution, (3.6.19) implique (3.6.14)–(3.6.16).
Réciproquement, supposons que v vérifie (ii). Soit ϕ une fonction test et (τ, x) un
point de maximum global de v − ϕ, i.e.
∀(t, y) ∈ [0, T ]× R, v(t, y)− ϕ(t, y) ≤ v(τ, x)− ϕ(τ, x).
Il est nécessaire de montrer que ϕ vérifie (3.6.14)–(3.6.16). Définissons une nouvelle fonc-
tion ψ par :
ψ(t, y) = ϕ(t, y) + [v(τ, x)− ϕ(τ, x)].
Par construction, ψ vérifie (3.6.19). Ainsi, d’après (ii), ψ satisfait (3.6.14)–(3.6.16). En
outre, nous avons ∀(t, y) ∈ [0, T ]× R,(
∂ψ
∂τ
− Lψ
)
(t, y) =
(
∂ϕ
∂τ
− Lϕ
)
(t, y). (3.6.20)
Par conséquent, ϕ vérifie aussi (3.6.14)–(3.6.16). Ceci montre que v est sous-solution de
viscosité.
Nous pouvons montrer un résultat similaire pour les sur-solutions. De plus, “maxi-
mum” peut être remplacé par “maximum strict” (voir [BBP97]). Enfin, les fonctions tests
peuvent être supposées C1,2 ou C∞ à la place de C2. Limiter la croissance à l’infini de ϕ
est essentiel pour donner un sens à Lϕ. Nous pouvons également supposer que les dérivées
de ϕ sont aussi à croissance polynomiale. Il est possible de relâcher la condition ϕ ∈ C+p
en supposant des hypothèses plus fortes sur la décroissance de la densité de Lévy.
Remarque 3.6.4 (Conditions aux limites). Pour les solutions classiques, nous avons
imposé les “conditions aux limites” sur R \ O et pas seulement sur ∂O = {l, u}. On
peut ici penser que la notion de solution de viscosité permet de s’affranchir de cette
difficulté (voir remarque dans [Pha98, Sec. 5.1]). En effet, le noyau intégral est appliqué
à la fonction test et non plus à la solution. Toutefois, remarquons que la fonction test
doit vérifier ϕ ≥ v (resp. ϕ ≤ v) sur [0, T ] × R et pas seulement sur [0, T ] × O, ce qui
revient à spécifier les valeurs de v hors de O.
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3.6.2 L’unicité des solutions de viscosité
L’outil central pour montrer l’unicité des solutions de viscosité est le principe de
comparaison : si u, v sont solutions de viscosité et u ≥ v sur les bords, alors ∀(τ, x) ∈
[0, T ] × O, u(τ, x) ≥ v(τ, x). Cette propriété peut être étendue aux sous-solutions et
sur-solutions dans le sens suivant [Say91, AT96, JK03] :
Proposition 3.6.5. (Principe de comparaison pour des solutions semi-continues)
Soient u ∈ USC et v ∈ LSC à croissance polynomiale. Si u est une sous-solution et v
une sur-solution de (3.6.12)–(3.6.13) avec O = R et h une fonction continue, alors nous
avons u ≤ v sur [0, T ]× R.
Dans le cas où ν est une mesure bornée, des preuves et des extensions peuvent être
trouvées dans [AT96]. Le cas des mesures de Lévy de type général a été récemment traité
dans [JK03].
Le principe de comparaison implique l’unicité de la solution de viscosité dans une
classe de fonctions à croissance polynomiale. En effet, s’il existe deux solutions u et v
alors, par définition, chacune de ces fonctions est une sur-solution et sous-solution. Donc,
d’après la Proposition 3.6.5, u ≤ v et v ≤ u, ce qui implique u = v.
La Proposition 3.6.5 traite le cas du problème de Cauchy (O = R). Le cas d’un
domaine borné est beaucoup moins clair. Ci-après, nous commentons quelques papiers
où ce problème a été abordé.
Premièrement, de façon surprenante, la formulation précise du problème est souvent
absente dans ces travaux. Dans [Pha98], l’auteur se contente de dire que l’extension de
la définition au cas d’un domaine borné est immédiate, alors qu’il est crucial de savoir
comment sont définies les conditions aux limites, à cause du terme non-local. Les preuves
des théorèmes de comparaison qui suivent font appel à des résultats similaires pour le cas
des EDP. La conclusion est trop rapide car, comme le notent Jakobsen & Karlsen dans
[JK03], l’application des ces résultats au cas intégro-différentiel est loin d’être directe
à cause du caractère non local de l’opérateur. Jakobsen & Karlsen se donnent donc
l’objectif de démontrer rigoureusement le principe de comparaison pour les problèmes
intégro-différentiels avec une mesure de Lévy générale, pas nécessairement bornée.
Malheureusement, dans [JK03], la formulation du problème dans le cas d’un domaine
borné n’est pas précisée. L’opérateur non-local est simplement supposé être “bien défini”.
Le Théorème 5.2 de [JK03] établit ensuite un principe de comparaison à partir d’un
certain nombre d’hypothèses sur l’opérateur. L’une de ces hypothèses (F7), comme le
reconnaissent les auteurs, est particulièrement dure à vérifier. En fait, la vérification de
cette hypothèse constitue un résultat en soi mais il est démontré uniquement dans le cas
O = R. L’hypothèse en question étant très technique et peu intuitive, il nous est difficile
de juger si elle est vérifiée dans le cas d’un domaine borné. Nous ne savons donc pas si le
Théorème 5.2 de [JK03] s’applique à notre problème.
Contrairement aux travaux précédents, dans un article récent de M. Arisawa [Ari05a]
l’opérateur non-local est défini soigneusement mais de façon spéciale : le noyau intégral
est tel que les valeurs de la solution en dehors du domaine n’interviennent pas. Autrement
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dit, le processus stochastique sous-jacent ne sort pas du domaine. Pour les processus de
Lévy, cette condition n’est pas vérifiée, donc les résultats de [Ari05a] ne s’appliquent pas
non plus à notre équation.
Ce défaut est corrigé dans le tout dernier travail de Mariko Arisawa sur le sujet
[Ari05b] : cet article a paru quand la première version de cette thèse a déjà été écrite
et soumise aux rapporteurs. Dans [Ari05a, Ari05b], la définition de solutions de viscosité
est légèrement différente : elle utilise la notion de semijets au lieu des fonctions tests.
Dans ce cadre, l’auteur prouve des résultats de comparaison pour les solutions de visco-
sité semi-continues des problèmes intégro-différentiels avec des conditions aux bords de
type Dirichlet ou Neumann. Sous réserve de vérifier l’équivalence des deux définitions de
solutions de viscosité, ce résultat s’applique à notre équation si g et h sont continues et
que g(0, x) = h(x) sur ∂O.
Nous ne savons pas si l’unicité a lieu dans des cas plus généraux, notamment pour les
options avec barrières où la condition g(0, x) = h(x) n’est pas vérifiée.
3.6.3 Caractérisation des prix d’options
Le résultat d’unicité (Proposition 3.6.5) a été démontré dans le cadre des fonctions à
croissance polynomiale à l’infini. Dans le contexte des prix d’options, ceci nous limite le
choix des fonctions payoff. Nous donnons ici une condition suffisante pour que la valeur
de l’option soit dans C+p (voir (3.6.9) pour la définition).
Lemme 3.6.6. Pour tout p ≥ 0 et n ≥ 1, il existe c > 0 tel que
∀x1 . . . xn ≥ 0, (
n∑
i=1
xi)
p ≤ c
n∑
i=1
xpi . (3.6.21)
Démonstration. Si p ≥ 1, c’est l’inégalité de Jensen avec g(x) = xp et c = np−1. Si
0 ≤ p < 1, on montre aisément par récurrence que (3.6.21) est vérifié avec c = 1.
Proposition 3.6.7. (Croissance polynomiale)
Soit H : (0,∞)→ [0,∞) une fonction lipschitzienne : |H(S1)−H(S2)| ≤ C|S1 − S2|. Si
il existe p > 0 tel que :
H(S0e
x) ≤ C1(1 + |x|p), (3.6.22)
alors f(τ, x) = E[H(S0ex+rτ+Xτ )] appartient à C+p ([0, T ]× R).
Démonstration. Nous montrons tout d’abord que
E[(Xτ )p 1Xτ>0] <∞. (3.6.23)
Du Théorème 25.3 de [Sat99] il vient que si g : R → R est une fonction localement
bornée sous-multiplicative, alors Eg(Xτ ) < ∞ pour tout τ > 0 si et seulement si∫
|x|>1 g(x)ν(dx) <∞.
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Une fonction g(x) ≥ 0 est dite sous-multiplicative si il existe a > 0 tel que
∀x, y ∈ R, g(x+ y) ≤ ag(x)g(y).
Une fonction est localement bornée si elle est bornée sur tout compact.
Pour tout p > 0, la fonction xp ∨ 1 est sous-multiplicative (voir Proposition 25.4,
[Sat99]), et
xp ∨ 1 ≤ xp1x>0 + 1 ≤ 2(xp ∨ 1).
Par conséquent, pour tout x, y ∈ R, nous avons
(x+ y)p 1x+y>0 + 1 ≤ 2((x+ y)p ∨ 1) ≤
≤ 2a(xp ∨ 1)(yp ∨ 1) ≤ 2a(xp 1x>0 + 1)(yp 1y>0 + 1).
Ainsi, g(x) = xp 1x>0+1 est sous-multiplicative et localement bornée. Nous obtenons du
théorème cité auparavant
E[(Xτ )p 1Xτ>0 + 1] <∞ ⇐⇒
∫
|x|>1
(xp 1x>0 + 1)ν(dx) <∞.
Comme ν est intégrable pour |x| > 1, ceci implique que
E[(Xτ )p 1Xτ>0] <∞ ⇐⇒
∫
x>1
xpν(dx) <∞. (3.6.24)
Il vient de la condition de martingale que
∫
x>1
exν(dx) < ∞. Par conséquent, nous
avons
∫
x>1
xpν(dx) <∞. Ainsi, (3.6.23) suit de (3.6.24).
Comme H est lipschitzienne, il existe c˜ > 0 tel que H(S) ≤ c˜(1 + S). Nous avons
donc, pour tout x ∈ R,
f(τ, x) ≤ c˜E[1 + S0ex+rτ+Xτ ] = c˜(1 + S0ex+rτ ). (3.6.25)
Pour x < 0, f est bornée par la constante c˜(1+S0erT ). Etudions maintenant la croissance
de f quand x→ +∞.
Soit x > 0. Nous pouvons estimer f(τ, x) de la manière suivante :
f(τ, x) = E[H(S0ex+rτ+Xτ )1Xτ<−x] + E[H(S0ex+rτ+Xτ )1Xτ≥−x]
≤ c˜E[(1 + S0ex+rτ+Xτ )1Xτ<−x] + C1E[(1 + (x+ rτ +Xτ )p)1Xτ≥−x].
Comme précédemment, le premier terme est borné par c˜(1 + S0erT ). Pour le second, il
vient du Lemme 3.6.6 :
E[(x+ rτ +Xτ )p 1Xτ≥−x] =
= E[(x+ rτ +Xτ )p 1|Xτ |≤x] + E[(x+ rτ +Xτ )p 1Xτ>x]
≤ c(2xp + (rT )p) + c(xp + (rT )p + E[(Xτ )p 1Xτ≥0]) ≤ C2(1 + xp).
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Ainsi, nous obtenons la majoration
f(τ, x) ≤ c˜(1 + S0erT ) + C1(1 + C2(1 + xp)) ≤ C3(1 + xp),
ce qui termine la preuve.
Corollaire 3.6.8. Si H : (L,∞) → [0,∞) est lipschitzienne et vérifie la condi-
tion de croissance polynomiale (3.6.22), alors fl(τ, x) défini par (3.5.12) est de classe
C+p ([0, T ]× R).
Démonstration. Prolongeons H sur (0,∞) en une fonction H˜ continue et constante sur
(0, L] :
H˜(S) =
{
H(S), S > L,
limS→LH(S), S ≤ L.
Alors, H˜ vérifient les conditions de la Proposition 3.6.7. Par conséquent,
fl(τ, x) ≤ E[H˜(S0ex+rτ+Xτ )] ≤ C(1 + xp1x≥0).
Nous allons montrer le résultat principal de cette section qui indique que les valeurs
des options européennes ou barrières peuvent être exprimées comme des solutions de
viscosité de (3.6.12)–(3.6.13) :
Proposition 3.6.9. (Prix d’options comme solutions de viscosité)
Soit H la fonction de payoff. Si H est lipschitzienne et h(x) = H(S0ex) a une croissance
polynomiale à l’infini, alors
– La valeur forward d’une option européenne fe(τ, x) définie par (3.2.2) est l’unique
solution de viscosité du problème de Cauchy (3.2.3) (c’est-à-dire, (3.6.12)–(3.6.13)
avec O = R).
– Soit fb(τ, x) la valeur forward d’une option barrière knock-out (simple ou double)
définie par (3.5.5), (3.5.12) ou (3.5.18). Si fb(τ, x) est continue alors c’est une
solution de viscosité de (3.6.12)–(3.6.13) (avec g ≡ 0).
Démonstration. La fonction fe(τ, x) est continue d’après la Proposition 3.4.1 et
C+p ([0, T ] × R) d’après la Proposition 3.6.7. Les fonctions fu et fd sont bornées sur
[0, T ]× R. Il vient du Corollaire 3.6.8 que fl ∈ C+p ([0, T ]× R).
Dans la suite, f désignera de manière générique fe, fu, fl ou fd. De même, O sera
respectivement R, (−∞, u), (l,∞) ou (l, u). Ainsi, nous remarquons que f est continue
et C+p ([0, T ]× R) ce qui est consistant avec la définition de solution de viscosité.
Montrons maintenant que f est une sous-solution de (3.6.12)–(3.6.13). Par définition,
f vérifie f(0, x) = h(x) pour x ∈ O et f(τ, x) = 0 pour x /∈ O. Considérons (τ0, x0) ∈
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(0, T ]× O et une fonction test ϕ ∈ C2([0, T ]× R) ∩ C+p ([0, T ]× R) telle que ϕ(τ0, x0) =
f(τ0, x0) et
ϕ(τ, x) ≥ f(τ, x) dans [0, T ]× R. (3.6.26)
Comme nous avons noté dans la Section 3.6.1, nous pouvons supposer que les dérivées
de ϕ sont également dans C+p . Notre but est de montrer l’inégalité (3.6.14) en (τ0, x0).
Pour t ∈ [0, τ0], soit θt = inf{s ≥ t | x0+Ys /∈ O} où Ys = rs+Xs. De plus, définissons
Mt = E[H(S0ex0+Yτ0 )1τ0≤θ0 | Ft].
Notons que 1τ0≤θ0 = 1τ0≤θt1t≤θ0 et 1t≤θ0 ∈ Ft. Comme Ys d= Yt + Zs−t, ∀s ≥ t, où Z est
un processus de Lévy indépendant de Y et ayant la même loi de distribution, on peut
réécrire Mt de la façon suivante :
Mt = 1t≤θ0E[H(S0e(x0+Yt)+Zτ0−t)1τ0−t≤ inf{s≥0, (x0+Yt)+Zs /∈O} | Ft]
= 1t≤θ0f(τ0 − t, x0 + Yt) p.s.
Par construction, Mt est une martingale. Ainsi, il vient du théorème d’arrêt que
f(τ0, x0) =M0 = E[Mt∧θ0 ] = E[f(τ0 − t ∧ θ0, x0 + Yt∧θ0)]. (3.6.27)
Pour tout t ∈ [0, τ0], (3.6.26) implique
f(τ0, x0) ≤ E[ϕ(τ0 − t ∧ θ0, x0 + Yt∧θ0)]. (3.6.28)
En appliquant la formule d’Itô à la fonction régulière ϕ(τ0 − t, x0 + Yt) entre 0 et t ∧ θ0
il vient :
f(τ0, x0) ≤ ϕ(τ0, x0) + E[
∫ t∧θ0
0
(−∂ϕ
∂τ
+ Lϕ+ r
∂ϕ
∂x
)(τ0 − u, x0 + Yu−)du]
+ E[
∫ t∧θ0
0
∂ϕ
∂x
(τ0 − u, x0 + Yu−)σdWu+
+
∫ t∧θ0
0
∫ ∞
−∞
(ϕ(τ0 − u, x0 + Yu− + y)− ϕ(τ0 − u, x0 + Yu−) ) J˜X(du dy)], (3.6.29)
où J˜X est la mesure de Poisson compensée de X.
Nous désirons maintenant démontrer que la deuxième espérance dans (3.6.29) (l’es-
pérance des intégrales stochastiques par rapport à σWu et J˜X(du dy)) est égale à zéro.
Notons
At =
∫ t
0
|∂ϕ
∂x
(τ0 − u, x0 + Yu)|2du
+
∫ t
0
du
∫ ∞
−∞
ν(dy)|ϕ(τ0 − u, x0 + Yu + y)− ϕ(τ0 − u, x0 + Yu) |2.
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Par isométrie, si E[At∧θ0 ] < ∞, alors les intégrales stochastiques en question,∫ t∧θ0
0
(. . . )σdWu et
∫ t∧θ0
0
∫∞
−∞(. . . )J˜X(du dy), sont des martingales d’espérance nulle. En
fait, il nous suffit de montrer une propriété légèrement différente. Pour simplifier, nous
allons introduire un temps d’arrêt θA = inf{t ≥ 0 | At > 1}. Alors, par construction,
E[At∧θ0∧θA ] ≤ 1 <∞ ce qui implique
E[
∫ t∧θ0∧θA
0
(. . . )σdWu +
∫ t∧θ0∧θA
0
∫ ∞
−∞
(. . . )J˜X(du dy)] = 0. (3.6.30)
Le fait de diminuer éventuellement l’intervalle d’intégration en temps n’est pas gênant
car nous allons ensuite passer à la limite quand t → 0. La seule condition est de ne
pas réduire cet intervalle à zéro : sinon, évidemment, nous ne pourrons rien conclure sur
l’intégrand. Il faut donc vérifier que θA > 0 presque sûrement.
Pour cela, il suffit de montrer que At est finie. En effet, dans ce cas, At (qui a une
forme d’intégrale de 0 à t) est continu par rapport à t et At → 0 quand t→ 0. Donc, θA
ne peut pas être égal à zéro.
Montrons que Q[At < ∞] = 1. Le premier terme dans At est fini car la dérivée de ϕ
est localement bornée. On va transformer le second terme de la façon suivante :∫ t
0
du
∫ ∞
−∞
ν(dy)|ϕ(τ0 − u, x0 + Yu + y)− ϕ(τ0 − u, x0 + Yu) |2
≤
∫ t
0
du
∫
|y|≤1
ν(dy)y2|∂ϕ
∂x
(τ0 − u, x0 + Yu + ξ(y))|2
+
∫ t
0
du
∫
|y|>1
ν(dy)|ϕ(τ0 − u, x0 + Yu + y)− ϕ(τ0 − u, x0 + Yu) |2 (3.6.31)
où ξ(y) est un nombre entre 0 et y. Encore une fois, la première partie est finie parce que
∂ϕ
∂x
est localement bornée et que
∫
|y|≤1 ν(dy)y
2 <∞. Pour estimer la seconde partie, nous
utilisons le fait que ϕ ∈ C+p ce qui implique
|ϕ(τ0 − u, x0 + Yu + y)− ϕ(τ0 − u, x0 + Yu) |2 ≤ Cy2p1y>0, pour |y| > 1,
avec C(ω) < ∞ p.s. En utilisant cette estimation et le fait que ∫|y|>1 ν(dy)y2p1y>0 < ∞,
on conclut que l’expression dans (3.6.31) est finie. Par conséquent, nous avons (3.6.30).
Revenons maintenant à l’inégalité (3.6.29). Si nous avions appliqué la formule d’Itô
entre 0 et t ∧ θ0 ∧ θA, nous aurions obtenu la même formule avec des intégrales sur
[0, t ∧ θ0 ∧ θA] au lieu de [0, t ∧ θ0]. C’est cette version que nous allons utiliser. Compte
tenu de (3.6.30) et en remarquant que f(τ0, x0) = ϕ(τ0, x0) nous obtenons
E[
∫ t∧θ0∧θA
0
(
∂ϕ
∂τ
− Lϕ− r∂ϕ
∂x
)(τ0 − u, x0 + Yu−)du] ≤ 0. (3.6.32)
L’idée maintenant est de diviser cette inégalité par t et de passer à la limite quand
t→ 0. Désignons pour cela
Bt =
1
t
∫ t
0
(
∂ϕ
∂τ
− Lϕ− r∂ϕ
∂x
)(τ0 − u, x0 + Yu−)du. (3.6.33)
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Par le même argument que pour At, on vérifie que Bt < ∞ presque sûrement. Comme
(∂ϕ
∂τ
− Lϕ− r ∂ϕ
∂x
) est continu, nous avons pour ω fixé que
Bt
t→0−→ (∂ϕ
∂τ
− Lϕ− r∂ϕ
∂x
)(τ0, x0).
Notons C = |(∂ϕ
∂τ
−Lϕ− r ∂ϕ
∂x
)(τ0, x0)| et introduisons θB = inf{t ≥ 0 | |Bt| > C +1}. Par
construction, |Bt∧θ0∧θA∧θB | ≤ C +1. Nous avons également que θB > 0 presque sûrement
(sinon, il existe tk → 0 tel que |Btk | > C +1 ; or |Btk | → C). Par conséquent, pour ω fixé
et pour t suffisamment petit, nous avons
Bt∧θ0∧θA∧θB = Bt
t→0−→ (∂ϕ
∂τ
− Lϕ− r∂ϕ
∂x
)(τ0, x0).
Le théorème de convergence dominée implique alors que
E[Bt∧θ0∧θA∧θB ]
t→0−→ (∂ϕ
∂τ
− Lϕ− r∂ϕ
∂x
)(τ0, x0).
Par ailleurs, en revenant en arrière et en remplaçant partout θA par θA ∧ θB,14 nous
pouvons obtenir dans (3.6.32) l’intégrale sur [0, t ∧ θ0 ∧ θA ∧ θB] ce qui implique
E[Bt∧θ0∧θA∧θB ] ≤ 0.
En passant à la limite dans cette inégalité, nous obtenons
(
∂ϕ
∂τ
− Lϕ− r∂ϕ
∂x
)(τ0, x0) ≤ 0.
Ainsi, f est une sous-solution.
De même, si ϕ ∈ C2([0, T ] × R) ∩ C+p ([0, T ] × R) et (τ0, x0) ∈ (0, T ] × O vérifient
ϕ(τ0, x0) = f(τ0, x0) et ϕ ≤ f dans [0, T ]× R, il est possible de montrer que
(
∂ϕ
∂τ
− Lϕ− r∂ϕ
∂x
)(τ0, x0) ≥ 0,
ce qui implique que f est une sur-solution. Par définition, f est alors une solution de
viscosité de (3.6.12)–(3.6.13). Dans le cas O = R, le principe de comparaison (Proposi-
tion 3.6.5) fournit l’unicité de la solution.
3.7 Conclusion
La caractérisation des prix d’options en termes de solutions d’équations intégro-
différentielles permet d’utiliser des méthodes numériques efficaces pour l’évaluation d’op-
tions à un sous-jacent en présence de sauts. Cette relation a déjà été utilisée par plusieurs
auteurs (e.g. [AA00, MvPS04, dFV04, BLCN04, AO05]).
14Nous aurions pu introduire les temps d’arrêt θA et θB dès le début, c’est-à-dire, dès la ligne (3.6.27),
mais à cet instant de la démonstration l’origine et la destination de ces notations aurait été obscure.
Nous avons donc préféré les introduire au fur et à mesure des besoins.
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Cependant, comme nous l’avons montré dans ce chapitre, cette caractérisation est
moins évidente dans des modèles à sauts que dans des modèles de diffusion, à cause
de l’irrégularité possible des prix. La valeur de l’option n’est pas toujours une solution
classique de l’EID ce qui amène à considérer des notions de solutions généralisées.
En utilisant la notion de solution de viscosité, nous avons établi un lien précis entre
des équations intégro-différentielles et des prix des options européennes et barrières dans
les modèles de Lévy exponentiels. Ces résultats peuvent être étendus au cas de coeffi-
cients dépendant du temps (processus additifs) (voir [CT03, Chapter 14]). Du point de
vue mathématique, on pourrait également considérer le cas de coefficients qui dépendent
de la variable d’espace, c’est-à-dire des processus de Markov généraux (“modèles de vo-
latilité locale avec sauts”), comme dans [AA00]. Cependant, comme il est montré dans
[CT04], l’ajout d’une volatilité locale génère des effets redondants avec des petits sauts du
processus de Lévy et rend le modèle difficile à calibrer. Le gain en terme de modélisation
n’est donc pas clair et nous n’avons pas développé notre travail dans cette direction.
3.8 Sommaire des principaux résultats
Continuité des options européennes Proposition 3.4.1, p. 43
Régularité C∞ des options européennes Proposition 3.4.2, p. 44
Dérivation de l’EID pour des options
européennes dans le cas régulier Proposition 3.4.4, p. 46
Comportement des dérivées d’une option européenne
quand τ → 0 Proposition 3.4.6, p. 48
Dérivation de l’EID pour des options à barrières
dans le cas régulier Proposition 3.4.9, p. 51
Continuité des options up-and-out Proposition 3.5.6, p. 57
Continuité des options down-and-out Proposition 3.5.9, p. 61
Continuité des options double-barrière Proposition 3.5.10, p. 63
Discontinuité à la barrière si les conditions des
propositions précédentes ne sont pas vérifiées Proposition 3.5.14, p. 65
Caractérisation des prix d’options européennes
et à barrières comme solutions de viscosité des EID Proposition 3.6.9, p. 77
Les résultats des Propositions 3.5.6, 3.5.9, 3.5.10 et 3.5.14 sont résumés dans le Ta-
bleau 3.1, p. 67.
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Chapitre 4
Méthodes numériques
4.1 Introduction
Dans ce chapitre, nous présentons une approche à la résolution numérique du problème
suivant :
∂u
∂τ
= Lu, (0, T ]×O (4.1.1)
u(τ, x) = g(τ, x), x ∈ Oc (4.1.2)
u(0, x) = h(x), x ∈ O, (4.1.3)
avec
Lu(τ, x) =
σ2
2
∂2u
∂x2
(τ, x)−
(
σ2
2
− r
)
∂u
∂x
(τ, x)
+
∫ ∞
−∞
ν(dy) [u(τ, x+ y)− u(τ, x)− (ey − 1)∂u
∂x
(τ, x)],
où O ⊆ R est un intervalle ouvert, Oc = R \ O est le complémentaire de O et
g ∈ C+p ([0, T ]× R \O) est une fonction continue.
Dans le cas de processus à sauts d’activité infinie, le noyau du terme intégral de
l’équation présente une singularité en zéro ce qui est gênant du point de vue numérique.
Au lieu de traiter ce cas directement, on remplace d’abord le processus initial par un
modèle de diffusion avec sauts approprié. La procédure d’approximation est exposée
dans la Section 4.2. Nous montrons que le prix d’un contrat donné (option européenne
ou barrière) dans le nouveau modèle est proche du prix de ce contrat dans le modèle
initial. Nous supposons donc par la suite que X est un processus à sauts d’activité finie
avec σ > 0.
Avant de discrétiser l’équation, on la restreint sur un domaine borné et on tronque
également le domaine d’intégration dans la partie non locale ce qui revient à supprimer
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les grands sauts. Ces deux étapes sont présentées dans les Sections 4.3 et 4.4, respecti-
vement. Nous estimons les erreurs liées à ces approximations en utilisant une approche
probabiliste.
Pour résoudre numériquement le problème qui résulte de ces approximations prélimi-
naires, nous utilisons des schémas aux différences finies de type implicite-explicite. Cette
approche consiste, dans un premier temps, à diviser l’opérateur L en deux parties :
∂u
∂τ
= Du+ Ju,
où D est la partie différentielle et J la partie intégrale de L (on verra que le choix de D
et J peut varier conduisant à des schémas aux performances différentes). On remplace
ensuite Du par une approximation de différences finies D∆u, Ju par une quadrature J∆u
et on utilise le schéma implicite-explicite suivant :
un+1 − un
∆t
= D∆u
n+1 + J∆u
n.
La partie non-locale est traitée de façon explicite pour éviter l’inversion d’une matrice
pleine J∆.
Comme nous avons noté, il existe une certaine marge de manœuvre dans le choix
des deux parties de l’opérateur. Les schémas qui en résultent possèdent des propriétés
différentes tant sur le plan théorique qu’aux niveau des performances numériques.
Dans cette thèse, nous avons étudié deux versions du schéma. L’analyse théorique a
montré que la première version est inconditionnellement stable malgré la présence d’une
partie explicite. La seconde est seulement conditionnellement stable. Nous avons mon-
tré la convergence (Section 4.6.3) et donné des estimations de vitesse de convergence
(Sections 4.6.4 et 4.6.5) des deux schémas.
Toutefois, en matière de méthodes numériques, la théorie doit toujours être approuvée
par la pratique. Dans notre cas, la confrontation a posteriori des deux schémas à des
simulations numériques (Section 5.2.2) a montré que la seconde méthode fait gagner un
ordre d’erreur par rapport au premier schéma et que la condition de stabilité n’est pas
très contraignante . En outre, le second schéma s’avère converger de façon plus uniforme
par rapport aux paramètres de discrétisation.
4.2 Approximation par un processus d’activité finie
Dans le cas de modèles à sauts d’activité infinie, nous désirions nous débarrasser de
la singularité de ν en zéro avant de résoudre le problème numériquement. L’idée consiste
à remplacer les petits sauts du processus Xτ par un mouvement brownien approprié.
Rappelons que X de triplet caractéristique (γ, σ, ν) est donné par
Xτ = γτ + σWτ +
∫ τ
0
∫
|z|>1
zJX(dt dz) +
∫ τ
0
∫ 1
−1
zJ˜X(dt dz).
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Pour chaque ε > 0, on définit sur le même espace de probabilité le processus suivant
Xετ = γ(ε)τ + σWτ + σ(ε)Bτ +
∫ τ
0
∫
|z|>1
zJX(dt dz) +
∫ τ
0
∫
|z|≥ε
zJ˜X(dt dz). (4.2.1)
où Bτ est un mouvement brownien indépendant de Wτ ,
σ2(ε) =
∫ ε
−ε
y2ν(dy)
est choisi pour conserver la variance totale de X : V ar(Xετ ) = V ar(Xτ ), et γ(ε) est
déterminé pour que le processus exp(Xετ ) reste une martingale :
γ(ε) = −σ
2 + σ2(ε)
2
−
∫
|y|≥ε
(ey − 1− y1|y|≤1)ν(dy).
Le triplet caractéristique du processus de Lévy Xετ est donc (γ(ε),
√
σ2 + σ2(ε), ν1|x|≥ε).
Cela signifie qu’on remplace les sauts plus petits que ε par un mouvement brownien avec
dérive : γ(ε)− γ + σ(ε)Wτ . Par conséquent, Xετ a des sauts d’activité finie.
On définit également la différence entre les deux processus :
Rετ ≡ Xτ −Xετ = (γ − γ(ε))τ − σ(ε)Bτ −
∫ τ
0
∫
|z|<ε
zJ˜X(dt dz). (4.2.2)
Le processus Rε est également un processus de Lévy caractérisé par le triplet
(γ − γ(ε), σ(ε), ν(−x)1|x|<ε).
On va montrer que l’erreur sur les prix d’options due à cette approximation tend vers
zéro quand ε tend vers zéro. De plus, dans le cas européen, on donne une vitesse de
convergence.
4.2.1 Options européennes
Rappelons que le prix d’une option européenne est donné par
u(τ, x) = E[h(x+ rτ +Xτ )] = E[h(x+ Yτ )]. (4.2.3)
On note par uε le prix de la même option dans le nouveau modèle :
uε(τ, x) = E[h(x+ rτ +Xετ )] ≡ E[h(x+ Y ετ )]. (4.2.4)
Comme la composante de diffusion de Xετ est non nulle, la Proposition 3.4.6 nous dit que
uε vérifie le problème de Cauchy suivant (au sens classique) :
∂uε
∂τ
= Lεuε, sur (0, T ]× R (4.2.5)
uε(0, x) = h(x), ∀x ∈ R (4.2.6)
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avec
Lεf =
σ2 + σ2(ε)
2
∂2f
∂x2
−
(
σ2 + σ2(ε)
2
− r + α(ε)
)
∂f
∂x
− λ(ε)f(x)
+
∫
|y|≥ε
ν(dy)f(x+ y),
où α(ε) =
∫
|y|≥ε(e
y − 1)ν(dy), λ(ε) = ∫|y|≥ε ν(dy).
La proposition suivante donne une estimation de l’écart entre u et uε.
Proposition 4.2.1. (Erreur de troncature des petits sauts, cas européen)
Soit h une fonction lipschitzienne : |h(x)− h(y)| ≤ c |x− y|. Si u et uε sont définies par
(4.2.3) et (4.2.4) respectivement, alors
|u(τ, x)− uε(τ, x)| ≤ C
∫ ε
−ε |y|3ν(dy)
σ2(ε)
≤ Cε. (4.2.7)
Démonstration. On utilise essentiellement [CT03, Proposition 6.2] avec la différence que
l’on ajuste aussi le paramètre γ pour préserver la propriété de martingale. Définissons
Zτ = Yτ − (γ − γ(ε))τ . Alors,
|u(τ, x)− uε(τ, x)| = |E[h(x+ Yτ )]− E[h(x+ Y ετ )]|
≤ |E[h(x+ Zτ )]− E[h(x+ Y ετ )]|+
+ |E[h(x+ Zτ + (γ − γ(ε))τ)]− E[h(x+ Zτ )]|. (4.2.8)
Comme h est lipschitzienne, elle est presque partout différentiable avec |h′| ≤ c. Par
[CT03, Proposition 6.2], on a
|E[h(x+ Zτ )]− E[h(x+ Y ετ )]| ≤ K c
∫ ε
−ε |y|3ν(dy)
σ2(ε)
(4.2.9)
avec K < 16.5. Le second terme peut être estimé de la manière suivante :
|E[h(x+ Zτ + (γ − γ(ε))τ)]− E[h(x+ Zτ )]| ≤ c |γ − γ(ε)|τ
où
|γ − γ(ε)| = |σ
2(ε)
2
−
∫
|y|<ε
(ey − 1− y)ν(dy)|
= |1
2
∫
|y|<ε
ν(dy)
∫ y
0
es(y − s)2ds| ≤ e
ε
6
∫ ε
−ε
|y|3ν(dy). (4.2.10)
Comme σ2(ε)→ 0 quand ε→ 0, (4.2.10) converge plus vite que (4.2.9) et donc peut être
incorporé dans la constante C.
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De plus, pour toute mesure ν, nous avons∫ ε
−ε |y|3ν(dy)
σ2(ε)
≤ ε
∫ ε
−ε |y|2ν(dy)
σ2(ε)
≤ εσ
2(ε)
σ2(ε)
= ε. (4.2.11)
Cela termine la démonstration.
Remarque 4.2.2. Si limx→0 ν(x)|x|1+β = a > 0 , avec 0 ≤ β < 2, alors l’estimation
(4.2.11) est optimale car dans ce cas
R ε
−ε |y|3ν(dy)
σ2(ε)
∼ ε. Ce cas couvre tous les exemples cités
au Chapitre 1 comme Variance Gamma et processus stables tempérés.
4.2.2 Options à barrières
Considérons maintenant le cas des options à barrières. La fonction de prix a la forme
suivante :
ub(τ, x) = E[H(S0ex+Yτ )1{τ<θ(x)}] (4.2.12)
où O = (l, u) est un intervalle ouvert, borné ou non (−∞ ≤ l < 0 < u ≤ ∞), et
θ(x) = inf{t ≥ 0 |x+ Yt /∈ O}. Dans le modèle approché, on obtient donc
uεb(τ, x) = E[H(S0ex+Y
ε
τ )1{τ<θε(x)}] (4.2.13)
avec θε(x) = inf{t ≥ 0 |x+Y εt /∈ O}. On commence par montrer des résultats techniques
dont on aura besoin par la suite.
Lemme 4.2.3. Soit {Xt} un processus de Lévy de type B ou C. On définit {Xεt } comme
dans (4.2.1) et on pose Yτ = rτ+Xτ et Y εt = rτ+Xετ . Alors, pour tout temps déterministe
τ ≥ 0 et tous a, b ∈ R,
Q[ sup
0≤t≤τ
Y εt > a, sup
0≤t≤τ
Yt < a]
ε→0−→ 0, (4.2.14)
Q[ inf
0≤t≤τ
Y εt < b, inf
0≤t≤τ
Yt > b]
ε→0−→ 0, (4.2.15)
Q[ sup
0≤t≤τ
Y εt < a, sup
0≤t≤τ
Yt > a]
ε→0−→ 0, (4.2.16)
Q[ inf
0≤t≤τ
Y εt > b, inf
0≤t≤τ
Yt < b]
ε→0−→ 0. (4.2.17)
Démonstration. Si a ≤ 0, la probabilité dans (4.2.14) est nulle puisque Y0 = 0 et donc
sup0≤t≤τ Yt ≥ 0 presque sûrement. Considérons maintenant a > 0. Pour tout η > 0, on a
Q[ sup
0≤t≤τ
Y εt > a, sup
0≤t≤τ
Yt < a] =
= Q[ sup
0≤t≤τ
Y εt > a, sup
0≤t≤τ
Yt ≤ a− η] +Q[ sup
0≤t≤τ
Y εt > a, a− η < sup
0≤t≤τ
Yt < a]
≤ Q[ sup
0≤t≤τ
{Yt −Rεt} > a, sup
0≤t≤τ
Yt ≤ a− η] +Q[a− η < sup
0≤t≤τ
Yt < a]
≤ Q[ sup
0≤t≤τ
|Rεt | ≥ η] +Q[a− η < sup
0≤t≤τ
Yt < a]
ε→0−→ Q[a− η < sup
0≤t≤τ
Yt < a], (4.2.18)
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puisque Q[sup0≤t≤τ |Rεt | ≥ η] → 0 quand ε → 0, d’après le Lemme 3.5.12. Posons Ωη =
{a− η < supYt < a}. Alors Ωη1 ⊆ Ωη2 si η1 ≤ η2. Par conséquent,
Q[Ωη]
η→0→ Q[
⋂
η>0
Ωη] = Q[a ≤ sup
0≤t≤τ
Yt < a] = 0. (4.2.19)
Comme la partie gauche de (4.2.18) ne dépend pas de η, on conclut qu’elle est égale à
zéro.
Le résultat (4.2.15) se ramène au cas précédent. En effet, si l’on note Y¯t = −Yt,
Y¯ εt = −Y εt , alors
Q[ inf
0≤t≤τ
Y εt < b, inf
0≤t≤τ
Yt > b] = Q[ sup
0≤t≤τ
{Y¯ εt } > −b, sup
0≤t≤τ
{Y¯t} < −b] ε→0−→ 0,
par (4.2.14), puisque Y¯t est aussi de type B ou C.
Montrons (4.2.16). Si a ≤ 0, on a Q[sup0≤t≤τ Y εt < a, sup0≤t≤τ Yt > a] = 0. Soit a > 0.
Pour tout η > 0, on obtient comme précédemment,
Q[ sup
0≤t≤τ
Y εt < a, sup
0≤t≤τ
Yt > a] =
= Q[ sup
0≤t≤τ
Y εt < a, sup
0≤t≤τ
Yt ≥ a+ η] +Q[ sup
0≤t≤τ
Y εt < a, a < sup
0≤t≤τ
Yt < a+ η]
≤ Q[ sup
0≤t≤τ
{Yt −Rεt} < a, sup
0≤t≤τ
Yt ≥ a+ η] +Q[a < sup
0≤t≤τ
Yt < a+ η]
≤ Q[ sup
0≤t≤τ
|Rεt | ≥ η] +Q[a < sup
0≤t≤τ
Yt < a+ η]
ε→0−→ Q[a < sup
0≤t≤τ
Yt < a+ η]. (4.2.20)
De la même manière comme dans (4.2.19), on obtient
Q[a < sup
0≤t≤τ
Yt < a+ η]→ Q[a < sup
0≤t≤τ
Yt ≤ a] = 0. (4.2.21)
L’affirmation (4.2.17) se ramène à (4.2.16) : pour tout b ∈ R,
Q[ inf
0≤t≤τ
Y εt > b, inf
0≤t≤τ
Yt < b] = Q[ sup
0≤t≤τ
{Y¯ εt } < −b, sup
0≤t≤τ
{Y¯t} > −b] ε→0−→ 0.
Lemme 4.2.4. Soit {Yt} un processus de Lévy de type B ou C et θ(x), θε(x) définis
comme dans (4.2.12) et (4.2.13). Pour tout τ ≥ 0, on a
Q[θε(x) ≤ τ < θ(x)] → 0, (4.2.22)
Q[θ(x) ≤ τ < θε(x)] → 0, (4.2.23)
quand ε→ 0.
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Démonstration. Si x ≥ u ou x ≤ l, alors θ(x) = θε(x) = 0, donc les probabilités dans
(4.2.22)–(4.2.23) sont nulles.
Soit l < x < u. Montrons (4.2.22). Pour simplifier l’écriture, on introduit des notations
pour les événements suivants :
Ωεu = { sup
0≤t≤τ
{x+ Y εt } > u},
Ωu = { sup
0≤t≤τ
{x+ Yt} < u},
Ωεl = { inf
0≤t≤τ
{x+ Y εt } < l},
Ωl = { inf
0≤t≤τ
{x+ Yt} > l}.
D’après le Lemme 3.5.3, Q[sup0≤t≤τ{x+ Yt} = u] = 0 et
Q[ inf
0≤t≤τ
{x+ Yt} = l] = Q[ sup
0≤t≤τ
{−x− Yt} = −l] = 0
(idem pour Y ε). Par conséquent, Q[θε(x) ≤ τ ] = Q[Ωεu∪Ωεl ] et Q[τ < θ(x)] = Q[Ωu∩Ωl].
On a donc
Q[θε(x) ≤ τ < θ(x)] = Q[(Ωεu ∪ Ωεl ) ∩ (Ωu ∩ Ωl)]
= Q[Ωεu ∩Ωu ∩Ωl] +Q[Ωεl ∩Ωu ∩Ωl]−Q[Ωεu ∩Ωεl ∩Ωu ∩Ωl] ≤ Q[Ωεu ∩Ωu] +Q[Ωεl ∩Ωl]
= Q[ sup
0≤t≤τ
Y εt > u− x, sup
0≤t≤τ
Yt < u− x] +Q[ inf
0≤t≤τ
Y εt < l − x, inf
0≤t≤τ
Yt > l − x] ε→0−→ 0,
d’après (4.2.14) et (4.2.15).
Pour (4.2.23), on montre exactement de la même manière que
Q[θ(x) ≤ τ < θε(x)] ≤ Q[ sup
0≤t≤τ
Y εt < u− x, sup
0≤t≤τ
Yt > u− x]
+Q[ inf
0≤t≤τ
Y εt > l − x, inf
0≤t≤τ
Yt < l − x] ε→0−→ 0,
d’après le Lemme 4.2.3.
Nous avons maintenant tous les outils nécessaires pour montrer la convergence vers
zéro de l’erreur de l’approximation activité finie des prix des options à barrières.
Proposition 4.2.5. (Erreur de troncature des petits sauts, cas barrière)
Soit H une fonction lipschitzienne positive. Si {Yt} est un processus de Lévy à sauts
d’activité infinie et que ub et uεb sont donnés par (4.2.12) et (4.2.13) respectivement,
alors, pour tout (τ, x) ∈ [0, T ]× R, on a |ub(τ, x)− uεb(τ, x)| → 0 quand ε→ 0.
Démonstration. Nous avons par définition :
|u(τ, x)− uε(τ, x)| = |E[H(S0ex+Yτ )1{τ<θ(x)}]− E[H(S0ex+Y ετ )1{τ<θε(x)}]|
≤ |E[(H(S0ex+Yτ )−H(S0ex+Y ετ ))1{τ<θ(x)}]|+ |E[H(S0ex+Y ετ )(1{τ<θ(x)} − 1{τ<θε(x)})]|
≤ E|H(S0ex+Yτ )−H(S0ex+Y ετ )|+E[H(S0ex+Y ετ )1{θε(x)≤τ<θ(x)}]+E[H(S0ex+Y ετ )1{θ(x)≤τ<θε(x)}]
(4.2.24)
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On note comme précédemment Rετ
d
= Yτ − Y ετ , Rε ⊥ {Y, Y ε}. Considérons le premier
terme dans (4.2.24) :
E|H(S0ex+Yτ )−H(S0ex+Y ετ )| ≤ CS0exE|eYτ − eY ετ | = CS0exE[eY ετ |eRετ − 1|]
= CS0e
xE[eY ετ ]E|eRετ − 1| = CS0ex+rτE|eRετ − 1|
= CS0e
x+rτ [E(eRετ − 1) + 2E(1− eRετ )+]. (4.2.25)
La première espérance peut être calculée explicitement :
E(eRετ − 1) = exp{τ [σ
2(ε)
2
+ γ − γ(ε) +
∫
|x|<ε
(ex − 1− x)ν(dx)]} − 1 ε→0−→ 0. (4.2.26)
Pour estimer la seconde espérance, on s’aperçoit d’abord que
E(Rετ )2 = 2τσ2(ε) + τ 2(γ − γ(ε))2 ε→0−→ 0.
Cela signifie que Rετ → 0 dans L2 et donc a fortiori en loi : pour toute fonction continue
bornée f , on a Ef(Rετ )→ f(0) quand ε→ 0. Pour f(x) = (1− ex)+ cela implique que
E(1− eRετ )+ ε→0−→ 0. (4.2.27)
On conclut que l’expression dans (4.2.25) tend vers zéro quand ε→ 0.
Passons à l’estimation du deuxième terme dans (4.2.24). Comme H est lipschitzienne,
il existe M > 0 tel que H(S) ≤M(S + 1), ∀S ≥ 0. On obtient
E[H(S0ex+Y
ε
τ )1{θε(x)≤τ<θ(x)}] ≤ME[(S0e−Rετ ex+Yτ + 1)1{θε(x)≤τ<θ(x)}]
≤M(S0E[e−Rετ ]eu + 1)Q[θε(x) ≤ τ < θ(x)], (4.2.28)
puisque τ < θ(x) implique x+ Yτ < u. En utilisant (4.2.22) et le fait que
E[e−Rετ ] = exp{τ [σ
2(ε)
2
− (γ − γ(ε)) +
∫
|x|<ε
(e−x − 1 + x)ν(dx)]} ε→0−→ 1,
on obtient que l’expression dans (4.2.28) tend vers zéro.
Le dernier terme de (4.2.24) est traité de façon similaire :
E[H(S0ex+Y
ε
τ )1{θ(x)≤τ<θε(x)}] ≤ M(S0eu + 1)Q[θ(x) ≤ τ < θε(x)] ε→0−→ 0,
d’après (4.2.23). Cela termine la démonstration.
Notons que contrairement au cas européen, la Proposition 4.2.5 ne donne pas de
vitesse de convergence de l’erreur.
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1 
0 
−A A 
Fig. 4.1 – Exemple de conditions aux bords numériques pour un Put européen : la
fonction est prolongée par le payoff h(x) = (1− ex)+ à l’extérieur de l’intervalle de calcul
[−A,A].
4.3 Localisation sur un domaine borné
Pour résoudre numériquement le problème (4.1.1) dans le cas de O non borné, on le
restreint d’abord sur un intervalle x ∈ (−A,A). Dans le cas purement différentiel, cela
amène à spécifier des conditions aux bords en x = −A et x = A. Ici, comme on a déjà
noté, l’opérateur L est non local : pour évaluer le terme intégral au point x ∈ (−A,A), on
doit connaître les valeurs de u(τ, ·) sur {x+y | y ∈ supp ν}, ce qui est égal à R tout entier
dans la plupart des modèles. Dans le cas des options à barrières de type knock-out, la
fonction est prolongée naturellement par zéro (ou par le rebate) à l’extérieur du domaine.
Dans les autres cas, il faut choisir une extension artificielle u(τ, x) = g(τ, x), x /∈ (−A,A).
La fonction g peut être spécifiée de plusieurs façons. Dans cette thèse, nous avons
d’abord considéré deux cas simples qui nous sont venus à l’esprit. Le premier est g = 0
ce qui veut dire que l’on prolonge la solution par zéro à l’extérieur du domaine. L’autre
extension que nous avons étudiée est donnée par la fonction de payoff (la condition ini-
tiale) : g(τ, x) = h(x) (voir Fig. 4.1). Nous avons montré (Proposition 4.3.1) que dans les
deux cas l’erreur de localisation décroît exponentiellement avec la taille du domaine.
Toutefois, du point de vue numérique ces deux conditions ne sont pas optimales
et un meilleur choix serait g(τ, x) = h(x + rτ). Nous justifions cette correction par la
Proposition 4.3.4 dans la deuxième partie de cette section.
Commençons par le cas g = 0 ou g = h. On pose Mxτ = supt∈[0,τ ] |Yt + x| et on
considère
uA(τ, x) = E[h(Yτ + x)1{Mxτ <A}], si g = 0 (4.3.1)
ou uA(τ, x) = E[h(Yτ + x)1{Mxτ <A} + h(Yθ(x) + x)1{Mxτ ≥A}] (4.3.2)
où θ(x) = inf{t ≥ 0, |Yt+ x| ≥ A} est le temps de la première sortie du processus Yt+ x
de l’intervalle [−A,A].
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Proposition 4.3.1. (Erreur de localisation si g = h ou 0)
Supposons que h est bornée et qu’il existe α > 0 tel que∫
|x|>1
eα|x|ν(dx) <∞. (4.3.3)
Soient u(τ, x) = E[h(x+ Yτ )] et uA(τ, x) donnée par (4.3.1) ou (4.3.2). Alors,
|u(τ, x)− uA(τ, x)| ≤ 2Cτ,αeαrτ ||h||∞e−α(A−|x|), ∀x ∈ (−A,A). (4.3.4)
où la constante Cτ,α ne dépend pas de A.
Démonstration. En soustrayant uA de u on obtient :
|u(τ, x)− uA(τ, x)| = |Eh(Yτ + x)1{Mxτ ≥A}|
≤ ||h||∞Q(Mxτ ≥ A) pour g = 0,
ou, dans le cas g(τ, x) = h(x) :
|u(τ, x)− uA(τ, x)| ≤ E|h(Yτ + x)1{Mxτ ≥A}|+ E|h(Yθ(x) + x)1{Mxτ ≥A}|
≤ 2||h||∞Q(Mxτ ≥ A). (4.3.5)
Donc, dans les deux cas,
|u(τ, x)− uA(τ, x)| ≤ 2||h||∞Q(Mxτ ≥ A). (4.3.6)
Le théorème 25.18 de [Sat99] avec (4.3.3) implique
Cτ,α = Eeα sup0≤t≤τ |Xt| <∞. (4.3.7)
Par conséquent, on peut appliquer l’inégalité de Chebyshev (Proposition A.1.3) ce qui
donne
Q(M0τ ≥ A) ≤ E[eα sup0≤t≤τ |rt+Xt|]e−αA ≤ Cτ,αeαrτe−αA. (4.3.8)
Pour passer de M0τ à Mxτ , on utilise les implications suivantes :
sup |Yt + x| ≤ sup |Yt|+ |x|
⇒ (sup |Yt + x| ≥ A ⇒ sup |Yt|+ |x| ≥ A)
⇒ Q(Mxτ ≥ A) ≤ Q(M0τ ≥ A− |x|)
≤ Cτ,αeαrτe−α(A−|x|) d’après (4.3.8).
En combinant la dernière inégalité avec (4.3.6), on obtient le résultat.
Remarque 4.3.2. Dans le cas d’un Put, la fonction de payoff h est bornée, donc la
Proposition 4.3.1 s’applique. Dans d’autres exemples, h peut être non bornée ; dans ce cas,
il est encore possible d’obtenir une décroissance exponentielle de l’erreur de localisation
sous des restrictions supplémentaires sur ν. Notons que pour un Call, bien que le payoff
croisse exponentiellement, on peut se ramener au cas borné d’un Put en utilisant la
relation de parité Call-Put pour réduire l’erreur de localisation.
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Remarque 4.3.3. La décroissance exponentielle de l’erreur de localisation dans le cas
Black-Scholes a été démontrée par Lamberton & Lapeyre [LL92] en utilisant des formules
probabilistes et par Barles, Daher & Romano [BDR95] avec une technique analytique dans
l’esprit de [BS91].
Dans le cas des EID, une estimation exponentielle sur l’erreur de localisation dans la
norme L2 a été obtenue dans [MvPS04] par des méthodes analytiques. Notre estimation
a l’avantage d’être locale (ponctuelle). Par exemple, elle reflète bien le fait intuitif que
l’erreur de localisation est plus importante près de la frontière. Notons également que
le résultat ci-dessus implique que l’erreur de localisation décroît uniformément sur tout
sous-intervalle fermé de (−A,A) :
|u(τ, x)− uA(τ, x)| ≤ ke−αδA, avec |x| ≤ (1− δ)A,
où 0 < δ < 1.
L’hypothèse (4.3.3) signifie que les queues de ν doivent décroître exponentiellement,
ce qui est vrai en général pour les exemples considérés dans la littérature (à l’exception
du modèle log-stable de Carr et Wu [CW03]). Notons que dans les modèles de Lévy
exponentiels, grâce à la condition de martingale, on a toujours
∫ +∞
1
eαxν(dx) <∞, pour
tout α ≤ 1, donc (4.3.3) est une condition supplémentaire sur les sauts négatifs.
Remarquons que l’estimation (4.3.5) est grossière et n’exploite pas le fait que, asymp-
totiquement, la solution est plus proche de h que de zéro. En fait, avec cette méthode,
on aurait pu prendre n’importe quelle fonction g bornée : la convergence de l’erreur vers
zéro tient tout simplement au fait que la probabilité de sortir d’un domaine décroît avec
la taille du domaine.
Autrement dit, si le domaine est suffisamment grand pour que le processus n’en sorte
presque jamais, le choix de conditions en dehors du domaine n’est pas très important.
Mais cela est vrai seulement pour les points au milieu de l’intervalle : si le processus
part d’un point près du bord, il y a toujours une possibilité non négligeable qu’il sorte
du domaine. En particulier, si on se trompe beaucoup sur le prolongement, l’erreur sur
les bords ne va pas converger vers zéro. Ceci est cohérent avec l’estimation (4.3.4) : si
|x| = A, le terme de droite ne tend pas vers zéro.
Donc, la Proposition 4.3.1 ne donne pas d’information sur le bon choix de prolonge-
ment du point de vue numérique. Nous allons maintenant expliquer comment améliorer
ce résultat.
Considérons la fonction g(τ, x) = h(x+ rτ) et remarquons qu’elle donne la condition
aux bords exacte pour les deux payoffs suivants : h(x) = 1 et h(x) = ex. En effet, dans
ces deux cas, la solution du problème de Cauchy est connue explicitement :
h(x) = 1 ⇒ u(τ, x) = 1,
h(x) = ex ⇒ u(τ, x) = ex+rτ .
On voit que, dans les deux cas, u(τ, x) = h(x+ rτ).
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Montrons également que pour h(x) = (K − S0ex)+ (payoff du Put), cette condition
est cohérente avec la parité Call-Put :
P (t, S) = C(t, S) +Ke−r(T−t) − S.
Quand S est petit, C(t, S) est proche de zéro. Ceci suggère l’approximation suivante pour
P :
P (t, S) ∼ Ke−r(T−t) − S quand S → 0.
Par ailleurs, on sait que P → 0 quand S → ∞. Nous avons donc P (t, S) ∼
(Ke−r(T−t) − S)+ pour S suffisamment petit ou suffisamment grand. En variables (τ, x),
cela donne
p(τ, x) = erτP (T − τ, S0ex) ∼ (K − S0ex+rτ )+ = h(x+ rτ).
Cette façon de choisir les conditions aux bords pour un Call ou un Put en se basant
sur la relation de parité est standard et fonctionne indépendamment du modèle. Toute-
fois, nous ne nous contentons pas de ce raisonnement heuristique et estimons, dans la
proposition suivante, l’erreur de localisation dans ce cas.
Proposition 4.3.4. (Erreur de localisation si g(τ, x) = h(x+ rτ))
Soit Yt de type B ou C. Considérons le prix forward d’un Put européen p(τ, x) =
E[h(x+ rτ +Xτ )], avec h(x) = (K−S0ex)+, ainsi que son approximation sur l’intervalle
(l, u) qui correspond au prolongement g(τ, x) = h(x+ rτ) (voir (3.2.9)) :
p(l,u)(τ, x) = E[h(x+ rτ +Xτ )1θ>τ + h(x+ rτ +Xθ)1θ≤τ ], (4.3.9)
où θ = inf{t ≥ 0 | x+ rt+Xt /∈ (l, u)}. Supposons qu’il existe α > 0 tel que∫ −1
−∞
eα|x|ν(dx) <∞,
∫ ∞
1
e(1+α)xν(dx) <∞. (4.3.10)
Soit k = ln(K/S0). Alors, pour tous u > k, l < k − rτ et x ∈ (l, u), nous avons
|p(τ, x)− p(l,u)(τ, x)| ≤ e(1+α)rτ
[
Km−τ,αC
+
τ,1+αe
−α(u−k)e−(1+α)(u−x)
+2S0Cτ,αe
le−
α
2
(u−l) + S0C−τ,αm
+
τ,1+αe
le−α(k−l)e−α(x−l) +Km+τ,1+αe
−(1+α)(k−l)] , (4.3.11)
avec
Cτ,α = E[eα sup0≤t≤τ |Xt|] <∞,
C+τ,1+α = E[e(1+α) sup0≤t≤τ{Xt}] <∞,
C−τ,α = E[eα sup0≤t≤τ{−Xt}] <∞,
m+τ,1+α = E[e(1+α)Xτ ] = eτφ(−i(1+α)) <∞,
m−τ,α = e
τφ(iα)+ <∞,
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où φ est l’exposant caractéristique de X. En particulier, si K = S0 et l = −u, alors
|p(τ, x)− p(l,u)(τ, x)| ≤ C(τ, α)e−αu, (4.3.12)
où C(τ, α) = Ke(1+α)rτ
[
m−τ,αC
+
τ,1+α + 2Cτ,α + C
−
τ,αm
+
τ,1+α +m
+
τ,1+α
]
.
Avant de passer à la démonstration qui est assez technique, commentons ce résultat.
Les estimations (4.3.11) et (4.3.12) montrent que l’erreur de localisation converge vers
zéro même sur les bords (x = l et x = u) ce qui n’était pas le cas dans la Proposition 4.3.1.
Toutefois, l’erreur au milieu de l’intervalle décroît plus vite : si x = k = 0 et l = −u, on
déduit de (4.3.11) que
|p(τ, 0)− p(l,u)(τ, 0)| ≤ C(τ, α)e−(1+α)u (4.3.13)
avec le même C(τ, α) que dans (4.3.12).
L’hypothèse (4.3.10) est un peu plus forte que (4.3.3) en ce qui concerne la queue droite
de ν. Cette condition nous semble pourtant logique puisque la condition d’intégrabilité
est initialement asymétrique pour les deux queues. L’hypothèse (4.3.10) signifie juste que
l’on rajoute le même degré d’intégrabilité (eα|x|) des deux côtés.
Enfin, notons que la démonstration utilise de façon essentielle la forme du payoff de
Put. En quelque sorte, il est composé d’une constante et d’une exponentielle pour les-
quelles, comme nous avons remarqué, la condition h(x+rτ) est exacte. On peut imaginer
des exemples de h pour lesquels cette condition ne sera pas forcément la meilleure.
Démonstration. Nous aurons besoin de quelques lemmes. Tous les lemmes formulés dans
le cadre de cette preuve utilisent les mêmes hypothèses que la proposition.
Lemme 4.3.5. Les constantes Cτ,α, C+τ,1+α, C−τ,α, m
+
τ,1+α et m−τ,α sont finies.
Démonstration. Grâce à l’hypothèse (4.3.10), nous avons
φ(−i(1 + α)) = σ
2
2
α(1 + α) +
∫
(e(1+α)x − 1− (1 + α)(ex − 1))ν(dx) <∞,
|φ(iα)| = |σ
2
2
(α2 + α) +
∫
(e−αx − 1 + α(ex − 1))ν(dx)| <∞. (4.3.14)
Cela implique immédiatement que m+τ,1+α <∞ et m−τ,α <∞.
La finitude de Cτ,α a déjà été démontrée dans la Proposition 4.3.1. Montrons que
C+τ,1+α < ∞. Décomposons X de la façon suivante : Xt d= X˜t +X−t où X−t comporte les
sauts négatifs de X plus petits que −1 (c’est-à-dire, le triplet caractéristique de X− est
(σ, γ, ν1{x<−1})). Alors X−t ≤ 0 et donc Xt1Xt>0 ≤ X˜t1X˜t>0. Par conséquent,
C+τ,1+α = E[e(1+α) sup0≤t≤τ{Xt}] = E[e(1+α) sup0≤t≤τ{Xt1Xt>0}]
≤ E[e(1+α) sup0≤t≤τ{X˜t1X˜t>0}] ≤ E[e(1+α) sup0≤t≤τ |X˜t|].
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D’après [Sat99, Théorème 25.18], nous avons
E[e(1+α) sup0≤t≤τ |X˜t|] <∞ ⇐⇒ ∃t > 0, E[e(1+α)|X˜t|] <∞
⇐⇒
∫ ∞
−1
e(1+α)|x|ν(dx) <∞. (4.3.15)
Or (4.3.15) est vrai grâce à l’hypothèse (4.3.10). Donc C+τ,1+α <∞. Par le même raison-
nement, nous obtenons
C−τ,α = E[eα sup0≤t≤τ{−Xt}] ≤ E[eα sup0≤t≤τ |Xt|] <∞, (4.3.16)
puisque
∫
|x|>1 e
α|x|ν(dx) <∞.
Lemme 4.3.6. La relation suivante est vérifiée :
E[(eXτ − eXθl )1{θl≤τ}] = 0. (4.3.17)
Démonstration. En effet, nous avons
E[(eXτ − eXθl )1{θl≤τ}] = E[(eXτ − eXθl )1{θl≤τ} + (eXτ − eXτ )1{τ<θl}]
= E[eXτ ]− E[eXθl1{θl≤τ} + eXτ1{τ<θl}] = E[eXτ ]− E[eXτ∧θl ] = 0,
d’après le théorème d’arrêt optimal car eXt est une martingale.
Rappelons que θl = inf{t ≥ 0 | x+Yt ≤ l}, θu = inf{t ≥ 0 | x+Yt ≥ u} et Yt = rt+Xt.
Lemme 4.3.7. Nous avons
p(τ, x)− p(l,u)(τ, x) = E[(K − S0ex+rτ+Xτ )1{θu<θl, θu≤τ, x+rτ+Xτ<k}]
+S0E[(ex+rτ+Xτ −ex+rτ+Xθl )1{θu<θl, θl≤τ}]+E[(S0ex+rτ+Xτ −K)1{θl<θu, θl≤τ, x+rτ+Xτ≥k}].
(4.3.18)
Démonstration. Par définition,
p(τ, x)− p(l,u)(τ, x) = E[h(x+ rτ +Xτ )1θ>τ + h(x+ rτ +Xτ )1θ≤τ ]
− E[h(x+ rτ +Xτ )1θ>τ + h(x+ rτ +Xθ)1θ≤τ ]
= E[{h(x+ rτ +Xτ )− h(x+ rτ +Xθ)} 1θ≤τ ].
Le processus peut sortir du domaine soit par la barrière supérieure, soit par la barrière
inférieure : θ = θu < θl ou θ = θl < θu. Donc
p(τ, x)− p(l,u)(τ, x) = E[{h(x+ rτ +Xτ )− h(x+ rτ +Xθu)} 1{θu<θl, θu≤τ}]
+ E[{h(x+ rτ +Xτ )− h(x+ rτ +Xθl)} 1{θl<θu, θl≤τ}]
= E[(K − S0ex+rτ+Xτ )1{θu<θl, θu≤τ, x+rτ+Xτ<k}]
+ E[((K − S0ex+rτ+Xτ )1{x+rτ+Xτ<k} − (K − S0ex+rτ+Xθl ))1{θl<θu, θl≤τ}], (4.3.19)
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puisque x + rτ + Xθu = x + Yθu + r(τ − θu) ≥ u > k si θu ≤ τ et x + rτ + Xθl =
x+ Yθl + r(τ − θl) ≤ l+ r(τ − θl) ≤ l+ rτ < k. La seconde espérance dans (4.3.19) peut
être transformée de la manière suivante en utilisant le Lemme 4.3.6 :
E[
{
(K − S0ex+rτ+Xτ )1{x+rτ+Xτ<k} − (K − S0ex+rτ+Xθl )
}
1{θl<θu, θl≤τ}]
= E[
{
S0e
x+rτ (eXθl − eXτ )− (K − S0ex+rτ+Xτ )1{x+rτ+Xτ≥k}
}
1{θl<θu, θl≤τ}]
= S0e
x+rτE[(eXθl − eXτ )1{θl<θu, θl≤τ}] + E[(S0ex+rτ+Xτ −K)1{θl<θu, θl≤τ, x+rτ+Xτ≥k}]
= S0e
x+rτE[(eXτ − eXθl )1{θu<θl, θl≤τ}] + E[(S0ex+rτ+Xτ −K)1{θl<θu, θl≤τ, x+rτ+Xτ≥k}],
puisque 1{θl<θu, θl≤τ} = 1{θl≤τ} − 1{θu<θl, θl≤τ}. Cela termine la preuve.
Lemme 4.3.8. Pour tout c > 0 et tout t ≤ τ , nous avons
Q[Xt ≥ c] ≤ m+τ,1+αe−(1+α)c, (4.3.20)
Q[−Xt ≥ c] ≤ m−τ,αe−αc. (4.3.21)
Démonstration. Il vient de l’inégalité de Chebyshev que
Q[Xt ≥ c] = Q[Xt1Xt>0 ≥ c] ≤ E[e(1+α)Xt1Xt>01Xt>0]e−(1+α)c
≤ E[e(1+α)Xt ]e−(1+α)c = etφ(−i(1+α))e−(1+α)c = m+τ,1+αe−(1+α)c.
L’inégalité (4.3.21) se démontre de la même manière :
Q[−Xt ≥ c] = Q[−Xt1Xt<0 ≥ c] ≤ E[eα(−Xt)1Xt<01Xt<0]e−αc
≤ E[eα(−Xt)]e−αc = etφ(iα)e−αc ≤ eτφ(iα)+e−αc = m−τ,αe−αc.
Lemme 4.3.9. Nous avons
Q[θu ≤ τ ] ≤ C+τ,1+αe(1+α)rτe−(1+α)(u−x), (4.3.22)
Q[θl ≤ τ ] ≤ C−τ,αe−α(x−l). (4.3.23)
Démonstration. Comme le processus est de type B ou C, on peut écrire1
Q[θu ≤ τ ] = Q[ sup
0≤t≤τ
{x+ rt+Xt} ≥ u] ≤ Q[ sup
0≤t≤τ
{Xt} ≥ u− x− rτ ].
Si u − x − rτ ≤ 0, l’inégalité (4.3.22) est triviale. On va supposer que u − x − rτ > 0.
L’inégalité de Chebyshev implique alors
Q[ sup
0≤t≤τ
{Xt} ≥ u− x− rτ ] ≤ E[e(1+α) sup0≤t≤τ{Xt}]e−(1+α)(u−x−rτ)
= C+τ,1+αe
(1+α)rτe−(1+α)(u−x).
1cf. Remarque 3.5.7
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Montrons (4.3.23) :
Q[θl ≤ τ ] = Q[ inf
0≤t≤τ
{x+ rt+Xt} ≤ l] ≤ Q[ inf
0≤t≤τ
{Xt} ≤ l − x]
≤ Q[ sup
0≤t≤τ
{−Xt} ≥ x− l] ≤ E[eα sup0≤t≤τ{−Xt}]e−α(x−l) = C−τ,αe−α(x−l),
grâce à l’inégalité de Chebyshev. La démonstration est terminée.
La suite de la démonstration de la proposition se déroulera en trois étapes, chaque
étape correspondant à l’estimation d’un terme dans (4.3.18).
Etape 1 : estimation de |E[(K − S0ex+rτ+Xτ )1{θu<θl, θu≤τ, x+rτ+Xτ<k}]|.
Transformons d’abord cette expression en utilisant la formule de la probabilité totale :
|E[(K − S0ex+rτ+Xτ )1{θu<θl, θu≤τ, x+rτ+Xτ<k}]| ≤ KQ[θu ≤ τ, x+ Yτ < k]
= K
∫ τ
0
Q[x+ Yτ < k | θu = t]Q[θu ∈ dt]
= K
∫ τ
0
Q[x+ Yt + (Yτ − Yt) < k, x+ Yt ≥ u | θu = t]Q[θu ∈ dt]
≤ K
∫ τ
0
Q[Yτ − Yt < k − u | θu = t]Q[θu ∈ dt]. (4.3.24)
Grâce à la propriété de Markov et la stationnarité des accroissements de Y , nous avons
Q[Yτ − Yt < k − u | θu = t] = Q[Xτ −Xt < k − u− r(τ − t)]
= Q[Xτ−t < k − u− r(τ − t)] ≤ Q[−Xτ−t > u− k] ≤ m−τ,αe−α(u−k),
d’après le Lemme 4.3.8. En substituant cette estimation dans (4.3.24), nous obtenons
|E[(K − S0ex+rτ+Xτ )1{θu<θl, θu≤τ, x+rτ+Xτ<k}]| ≤ Km−τ,αe−α(u−k)
∫ τ
0
Q[θu ∈ dt]
= Km−τ,αe
−α(u−k)Q[θu ≤ τ ] ≤ Km−τ,αC+τ,1+αe(1+α)rτe−α(u−k)e−(1+α)(u−x), (4.3.25)
d’après (4.3.22).
Etape 2 : estimation de |S0E[(ex+rτ+Xτ − ex+rτ+Xθl )1{θu<θl, θl≤τ}]|.
Il est commode de séparer les deux termes :
|E[(ex+rτ+Xτ − ex+rτ+Xθl )1{θu<θl, θl≤τ}]|
≤ E[ex+rτ+Xτ1{θu<θl, θl≤τ}] + E[ex+rτ+Xθl1{θu<θl, θl≤τ}]. (4.3.26)
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Pour le premier, nous obtenons
E[ex+rτ+Xτ1{θu<θl, θl≤τ}] =
∫ τ
0
E[ex+Yt+(Yτ−Yt)1{θu<t} | θl = t]Q[θl ∈ dt]
≤ el
∫ τ
0
E[eYτ−Yt1{θu<t} | θl = t]Q[θl ∈ dt] = el
∫ τ
0
E[eYτ−Yt ]Q[θu < t | θl = t]Q[θl ∈ dt],
grâce à la propriété de Markov, puisque l’accroissement Yτ − Yt est indépendant de Ft
et donc ne dépend pas de {θu < t} ni de {θl = t}. Comme eXt est une martingale, nous
avons E[eYτ−Yt ] = E[eYτ−t ] = er(τ−t) ≤ erτ , ce qui implique
E[ex+rτ+Xτ1{θu<θl, θl≤τ}] ≤ el+rτQ[θu < θl ≤ τ ]
= el+rτQ[|Yθu − Yθl | ≥ u− l, θu < θl ≤ τ ]. (4.3.27)
Il vient de l’inégalité de Chebyshev que
Q[|Yθu − Yθl | ≥ u− l, θu < θl ≤ τ ] ≤ E[e
α
2
|Yθu−Yθl |1{θu<θl≤τ}]e
−α
2
(u−l)
≤ E[eα sup0≤t≤τ |Yt|]e−α2 (u−l) ≤ E[eα sup0≤t≤τ |Xt|]eαrτe−α2 (u−l) = Cτ,αeαrτe−α2 (u−l).
Par conséquent, (4.3.27) implique
E[ex+rτ+Xτ1{θu<θl, θl≤τ}] ≤ Cτ,αe(1+α)rτele−
α
2
(u−l).
De la même manière, on montre que
E[ex+rτ+Xθl1{θu<θl, θl≤τ}] = E[e
x+Yθl+r(τ−θl)1{θu<θl, θl≤τ}]
≤ el+rτQ[θu < θl ≤ τ ] ≤ Cτ,αe(1+α)rτele−α2 (u−l).
En revenant à (4.3.26), nous obtenons
|S0E[(ex+rτ+Xτ − ex+rτ+Xθl )1{θu<θl, θl≤τ}]| ≤ 2S0Cτ,αe(1+α)rτele−
α
2
(u−l). (4.3.28)
Etape 3 : estimation de |E[(S0ex+rτ+Xτ −K)1{θl<θu, θl≤τ, x+rτ+Xτ≥k}]|.
Comme précédemment, nous divisons cette expression en deux termes :
|E[(S0ex+rτ+Xτ −K)1{θl<θu, θl≤τ, x+rτ+Xτ≥k}]|
≤ S0E[ex+Yτ1{θl<θu, θl≤τ, x+Yτ≥k}] +KQ[θl < θu, θl ≤ τ, x+ Yτ ≥ k]. (4.3.29)
Le premier terme peut être estimé de la façon suivante :
E[ex+Yτ1{θl<θu, θl≤τ, x+Yτ≥k}] ≤ el
∫ τ
0
E[eYτ−Yt1{Yτ−Yt≥k−l} | θl = t]Q[θl ∈ dt]
= el
∫ τ
0
E[eYτ−Yt1{Yτ−Yt≥k−l}]Q[θl ∈ dt] = el
∫ τ
0
E[eYτ−t1{Yτ−t≥k−l}]Q[θl ∈ dt]
= el
∫ τ
0
E[e−αYτ−t+(1+α)Yτ−t1{Yτ−t≥k−l}]Q[θl ∈ dt] ≤
ele−α(k−l)
∫ τ
0
E[e(1+α)Yτ−t ]Q[θl ∈ dt] = ele−α(k−l)
∫ τ
0
e(1+α)r(τ−t)e(τ−t)φ(−i(1+α))Q[θl ∈ dt]
≤ ele−α(k−l)e(1+α)rτeτφ(−i(1+α))Q[θl ≤ τ ] = ele−α(k−l)e(1+α)rτC+τ,1+αQ[θl ≤ τ ],
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puisque φ(−i(1 + α)) ≥ 0. En utilisant (4.3.23), nous obtenons
E[ex+Yτ1{θl<θu, θl≤τ, x+Yτ≥k}] ≤ ele−α(k−l)e(1+α)rτC+τ,1+αC−τ,αe−α(x−l)
= C−τ,αC
+
τ,1+αe
(1+α)rτele−α(k−l)e−α(x−l). (4.3.30)
Estimons le deuxième terme :
Q[θl < θu, θl ≤ τ, x+ Yτ ≥ k] ≤ Q[θl ≤ τ, x+ Yτ ≥ k]
=
∫ τ
0
Q[x+ Yτ ≥ k | θl = t]Q[θl ∈ dt] ≤
∫ τ
0
Q[Yτ − Yt ≥ k − l | θl = t]Q[θl ∈ dt]
=
∫ τ
0
Q[Yτ − Yt ≥ k − l]Q[θl ∈ dt] =
∫ τ
0
Q[Yτ−t ≥ k − l]Q[θl ∈ dt].
Nous avons
Q[Yτ−t ≥ k − l] ≤ Q[Xτ−t ≥ k − l − rτ ] ≤ m+τ,1+αe−(1+α)(k−l−rτ),
d’après (4.3.21). Par conséquent,
|E[(S0ex+rτ+Xτ −K)1{θl<θu, θl≤τ, x+rτ+Xτ≥k}]| ≤ S0C−τ,αC+τ,1+αe(1+α)rτele−α(k−l)e−α(x−l)
+Km+τ,1+αe
(1+α)rτe−(1+α)(k−l). (4.3.31)
Les estimations (4.3.25), (4.3.28) et (4.3.31) avec le Lemme 4.3.7 impliquent (4.3.11).
L’estimation (4.3.12) est une conséquence directe de (4.3.11). La proposition est démon-
trée.
4.4 Troncature de l’intégrale
Pour calculer numériquement le terme intégral, on a besoin de restreindre le domaine
d’intégration à un intervalle borné. En termes du processus, cela revient à tronquer les
grands sauts. Nous estimons l’erreur qui résulte d’une telle approximation.
La procédure est similaire à celle décrite dans la Section 4.2 mais cette fois on a affaire
à des grands sauts.
4.4.1 Options européennes
On considère d’abord le prix d’une option européenne
u(τ, x) = E[H(S0ex+rτ+Xτ )], (4.4.1)
où Xτ est un processus de Lévy avec le triplet (γ, σ, ν). Définissons un nouveau processus
X˜τ caractérisé par le triplet de Lévy (γ˜, σ, ν1[Bl,Br]), où γ˜ est tel que exp(X˜t) reste une
martingale :
γ˜ = −σ
2
2
−
∫ Br
Bl
(ey − 1− y1|y|≤1)ν(dy).
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B Bl r
n
Fig. 4.2 – On tronque le support de ν pour obtenir un domaine d’intégration borné.
On définit :
u˜(τ, x) = E[H(S0ex+rτ+X˜τ )], (4.4.2)
et on va estimer l’écart entre u˜ et u.
Proposition 4.4.1. (Erreur de troncature des grands sauts, cas européen)
Soit H une fonction lipschitzienne : |H(S1)−H(S2)| ≤ c|S1−S2|. Supposons qu’il existe
αr, αl > 0, tels que
∫∞
1
e(1+αr)yν(dy) <∞ et ∫ −1−∞ |y|eαl|y|ν(dy) <∞.
Si u et u˜ sont définies par (4.4.1) et (4.4.2) respectivement, alors
|u(τ, x)− u˜(τ, x)| ≤ 2c S0ex+rττ(C1e−αl|Bl| + C2e−αr|Br|). (4.4.3)
Démonstration. On note R˜τ
d
= Xτ − X˜τ , R˜τ ⊥ X˜τ . Alors,
|u(τ, x)− u˜(τ, x)| = |E[H(S0ex+rτ+X˜τ+R˜τ )]− E[H(S0ex+rτ+X˜τ )]|
≤ c S0ex+rτE[eX˜τ |eR˜τ − 1|] = c S0ex+rτE|eR˜τ − 1|.
Par construction, E[eR˜τ − 1] = 0. Comme |eR˜τ − 1| = (eR˜τ − 1) + 2(1 − eR˜τ )+ et que
(1− eR˜τ )+ ≤ |R˜τ |, on obtient
|u(τ, x)− u˜(τ, x)| ≤ 2c S0ex+rτE|eR˜τ |. (4.4.4)
Le triplet de Lévy de R˜τ est (γ − γ˜, 0, ν1x/∈[Bl,Br]) avec
γ − γ˜ = −
∫
y/∈[Bl,Br]
(ey − 1)ν(dy).
On peut écrire R˜τ = Pτ+Nτ , avec Pτ et Nτ caractérisés par (
∫ Bl
−∞(1−ey)ν(dy), 0, ν1x>Br)
et (− ∫∞
Br
(ey − 1)ν(dy), 0, ν1x<Bl) respectivement. On suppose sans perte de généralité
que Bl < −1, Br > 12. Comme Pτ a une dérive positive, qu’il n’a pas de composante
2Si (4.4.3) est vrai pour telles valeurs, il est vrai aussi pour tous Bl, Br, à un changement de constantes
près. De l’autre côté, cette estimation est inutile si le support de ν est borné. Par exemple, si le processus
n’a pas de sauts positifs, on prendra Br = 0, mais dans ce cas ν1x≤Br = ν, et il n’y a pas d’erreur de
troncature due à Br.
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brownienne et que tous ses sauts sont positifs et bornés inférieurement par Br > 0, on a
Pτ ≥ 0 (puisque P0 = 0). Inversement, Nτ a des sauts négatifs (bornés supérieurement
par Bl < 0) et une dérive négative. Par conséquent, Nτ ≤ 0. Donc,
E|R˜τ | ≤ E|Pτ |+ E|Nτ | = EPτ − ENτ
= τ
[∫ Bl
−∞
(1− ey − y)ν(dy) +
∫ ∞
Br
(ey − 1 + y)ν(dy)
]
≤ τ
[
2
∫ Bl
−∞
|y|ν(dy) + 2
∫ ∞
Br
eyν(dy)
]
. (4.4.5)
En utilisant les hypothèses sur ν, on obtient
E|R˜τ | ≤ τ
(
2e−αl|Bl|
∫ Bl
−∞
|y|eαl|y|ν(dy) + 2e−αr|Br|
∫ ∞
Br
e(1+αr)yν(dy)
)
≤ τ(C1e−αl|Bl| + C2e−αr|Br|),
ce qu’on substitue dans (4.4.4) pour obtenir le résultat.
Remarque 4.4.2. Les hypothèses sur ν dans la Proposition 4.4.1 sont légèrement plus
fortes que (4.3.3). Nous en avons besoin pour obtenir une décroissance exponentielle de
l’erreur de troncature. Cependant, on pourrait utiliser directement l’estimation (4.4.5).
Autrement dit, l’existence des intégrales dans (4.4.5) suffit pour obtenir la convergence
de u˜ vers u quand |Bl| et |Br| tendent vers l’infini, mais le taux de cette convergence ne
sera pas nécessairement exponentiel.
Remarque 4.4.3. Les hypothèses sont différentes pour les deux queues de ν. Par
exemple, dans le modèle Variance Gamma où ν(x) = a exp(−η±|x|)/|x|, on a besoin
que η+ soit plus grand que 1 et η− seulement positif. La Proposition 4.4.1 s’applique
alors avec αl < η− et αr < η+ − 1.
Si ν est paramétré comme dans (2.3.2), nous avons η+ = B−A et η− = B +A. Voici
quelques jeux de paramètres que l’on trouve dans la littérature ([MCC98], [HM03]) :
σ κ θ η+ η−
0.2 0.5 −0.2 16.18 6.18
0.12 0.002 0 263.5 263.5
0.12 0.16 −0.33 60.24 14.41
On voit que les conditions sur η+ et η− sont largement vérifiées.
Remarque 4.4.4. Des estimations similaires des erreurs de troncature des grands et des
petits sauts ont été obtenues récemment dans [JKLC05] (pour des problèmes sur RN , sans
barrières). Notons que notre estimation (4.2.7) donne un meilleur ordre de convergence
en ε. Ceci est dû au fait que l’on considère des équations linéaires à coefficients constants.
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4.4.2 Options à barrières
Considérons maintenant le cas d’une option à barrières. Par analogie avec (4.2.12),
on définit la fonction
u˜b(τ, x) = E[H(S0ex+rτ+X˜τ )1{τ<θ˜(x)}], (4.4.6)
où X˜ est le processus avec les grands sauts tronqués (comme dans (4.4.2)) et θ˜(x) =
inf{t ≥ 0 | x+ rt+ X˜t /∈ O}.
Proposition 4.4.5. (Erreur de troncature des grands sauts, cas barrière)
Soient H une fonction lipschitzienne et X un processus de Lévy de type B ou C. Soient
ub et u˜b définies par (4.2.12) et (4.4.6), respectivement. Si
∫
y<−1 |y|ν(dy) < ∞ alors,
pour tout (τ, x) ∈ [0, T ]× R,
|ub(τ, x)− u˜b(τ, x)| → 0, quand |Bl|, |Br| → ∞. (4.4.7)
Démonstration. Nous avons par définition
|ub(τ, x)− u˜b(τ, x)| = |E[H(S0ex+rτ+Xτ )1{τ<θ(x)}]− E[H(S0ex+rτ+X˜τ )1{τ<θ˜(x)}]| ≤
|E[(H(S0ex+rτ+Xτ )−H(S0ex+rτ+X˜τ ))1{τ<θ(x)}]|+ |E[H(S0ex+rτ+X˜τ )(1{τ<θ(x)}−1{τ<θ˜(x)})]|
≤ E|H(S0ex+rτ+Xτ )−H(S0ex+rτ+X˜τ )|+ E[H(S0ex+rτ+X˜τ )1{θ˜(x)≤τ<θ(x) ou θ(x)≤τ<θ˜(x)}]
Le premier terme peut être estimé exactement comme dans le cas sans barrière (voir
(4.4.4) et (4.4.5)) :
E|H(S0ex+rτ+Xτ )−H(S0ex+rτ+X˜τ )| ≤ 4cS0ex+rττ
[∫ Bl
−∞
|y|ν(dy) +
∫ ∞
Br
eyν(dy)
]
→ 0
quand |Bl|, |Br| → ∞, grâce à l’hypothèse sur ν.
Pour le second terme, on remarque d’abord que
E[H(S0ex+rτ+X˜τ )1{θ˜(x)≤τ<θ(x) ou θ(x)≤τ<θ˜(x)}] ≤ E[H(S0ex+rτ+X˜τ )] ≤ C(1 + S0ex+rτ ).
(4.4.8)
Nous avons utilisé ici la propriété de Lipschitz de H qui implique H(S) ≤
C(1 + S), ainsi que la propriété de martingale eX˜τ = 1. Donc, la variable
H(S0e
x+rτ+X˜τ )1{θ˜(x)≤τ<θ(x) ou θ(x)≤τ<θ˜(x)} possède une majorante intégrable. Afin d’appli-
quer le théorème de convergence dominée, nous allons montrer que cette variable tend
vers zéro en probabilité quand |Bl|, |Br| → ∞. Pour tout ε > 0, nous avons
Q[H(S0ex+rτ+X˜τ )1{θ˜(x)≤τ<θ(x) ou θ(x)≤τ<θ˜(x)} > ε] ≤ Q[1{θ˜(x)≤τ<θ(x) ou θ(x)≤τ<θ˜(x)} 6= 0]
= Q[θ˜(x) ≤ τ < θ(x) ou θ(x) ≤ τ < θ˜(x)] ≤ Q[θ˜(x) ≤ τ < θ(x)] +Q[θ(x) ≤ τ < θ˜(x)].
(4.4.9)
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Par conséquent, il suffit de montrer que Q[θ˜(x) ≤ τ < θ(x) et Q[θ(x) ≤ τ < θ˜(x)] tendent
vers zéro quand |Bl|, |Br| → ∞.
Pour tout η > 0, on introduit un ensemble auxiliaire O−η = (l + η, u − η) et on note
θ−η (x) = inf{t ≥ 0 | x+ rt+Xt /∈ O−η }. Comme O−η ⊆ O, nous avons θ−η (x) ≤ θ(x). Alors,
Q[θ˜(x) ≤ τ < θ(x)] = Q[θ˜(x) ≤ τ < θ−η (x)] +Q[θ˜(x) ≤ τ, θ−η (x) ≤ τ < θ(x)]
≤ Q[ sup
0≤t≤τ
|R˜t| ≥ η] +Q[θ−η (x) ≤ τ < θ(x)], (4.4.10)
où R˜t est défini comme précédemment (Proposition 4.4.1). Son triplet caractéristique est
(
∫
y/∈[Bl,Br](1 − ey)ν(dy), 0, ν1y/∈[Bl,Br]). Pour montrer que Q[sup0≤t≤τ |R˜t| ≥ η] → 0, on
procède de la même manière que dans le Lemme 3.5.12. On retire d’abord l’espérance de
R˜t en posant Zt = R˜t − ER˜t = R˜t − t
∫
y/∈[Bl,Br](1 − ey + y)ν(dy). Alors, EZt = 0. Nous
avons
Q[ sup
0≤t≤τ
|R˜t| ≥ η] ≤ Q[ sup
0≤t≤τ
|Zt| ≥ η−t
∫
y/∈[Bl,Br]
(1−ey+y)ν(dy)] ≤ Q[ sup
0≤t≤τ
|Zt| ≥ η/2]
pour |Bl| et |Br| suffisamment grands. En suivant les lignes de la démonstration du
Lemme 3.5.12, nous obtenons
Q[ sup
0≤t≤τ
|Zt| ≥ η/2] ≤ 2
η
E[ sup
0≤t≤τ
|Zt|] ≤ 16
η
E|Zt|
≤ 16
η
(
E|R˜t|+ t
∣∣∣∣∫
y/∈[Bl,Br]
(1− ey + y)ν(dy)
∣∣∣∣)→ 0
quand |Bl|, |Br| → ∞, puisque E|R˜t| → 0 d’après (4.4.5). Donc, en passant à la limite
dans (4.4.10) d’abord quand |Bl|, |Br| → ∞ et ensuite quand η → 0, on obtient
Q[θ˜(x) ≤ τ < θ(x)] |Bl|,|Br|→∞−−−−−−−→ Q[θ−η (x) ≤ τ < θ(x)] η→0−→ Q[θ(x) ≤ τ < θ(x)] = 0.
De façon similaire, on définit O+η = (l− η, u+ η) et θ+η (x) = inf{t ≥ 0 | x+ rt+Xt /∈
O+η }. Alors, nous avons
Q[θ(x) ≤ τ < θ˜(x)] = Q[θ+η (x) ≤ τ < θ˜(x)] +Q[θ(x) ≤ τ < θ+η (x), τ < θ˜(x)]
≤ Q[ sup
0≤t≤τ
|R˜t| ≥ η] +Q[θ(x) ≤ τ < θ+η (x)]
|Bl|,|Br|→∞−−−−−−−→
Q[θ(x) ≤ τ < θ+η (x)] η→0−→ Q[θ(x) = τ ] = 0, (4.4.11)
d’après le Lemme 3.5.4, puisque
Q[θ(x) = τ ] ≤ Q[Ru = τ ] +Q[R−l = τ ],
où Rx est le processus du premier passage.
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Bl Br 
yK
l
 yK
r
 
yK
l
+1 ... 
∆ x 
supp ν 
Fig. 4.3 – Le support de ν est discrétisé avec le même pas ∆x que l’intervalle [−Al, Ar].
Nous avons démontré que H(S0ex+rτ+X˜τ )1{θ˜(x)≤τ<θ(x) ou θ(x)≤τ<θ˜(x)}
d→ 0 quand |Bl|,
|Br| → ∞. Le théorème de la convergence dominée implique alors que
E[H(S0ex+rτ+X˜τ )1{θ˜(x)≤τ<θ(x) ou θ(x)≤τ<θ˜(x)}]→ 0,
ce qui termine la démonstration.
En utilisant les Propositions 4.3.1, 4.4.1 et 4.4.5 on peut fixer d’avance [−A,A] et
[Bl, Br] pour avoir des bornes données sur les erreurs respectives. On va supposer par la
suite que ceci est déjà fait et on va se concentrer sur la résolution numérique du problème
localisé.
4.5 Schémas implicites-explicites aux différences finies
Rappelons que l’on considère le cas ν(R) = λ < +∞ auquel on se ramène éventuel-
lement par approximation des petits sauts (Section 4.2). Dans ce cas, on peut réécrire
l’opérateur intégro-différentiel sous la forme suivante :
Lu =
σ2
2
∂2u
∂x2
−
(
σ2
2
− r + α
)
∂u
∂x
− λu+
∫ Br
Bl
ν(dy)u(τ, x+ y), (4.5.1)
où α =
∫ Br
Bl
(ey − 1)ν(dy). On considère le problème localisé sur l’intervalle (−Al, Ar),
Al, Ar > 0 :
∂u
∂τ
= Lu, sur (0, T ]× (−Al, Ar) (4.5.2)
u(0, x) = h(x), x ∈ (−Al, Ar); u(τ, x) = g(τ, x), x /∈ (−Al, Ar). (4.5.3)
On introduit une grille uniforme sur [0, T ]×R : τn = n∆t, n = 0 . . .M , xi = −Al+i∆x,
i ∈ Z, avec ∆t = T/M , ∆x = (Ar + Al)/N . On note par {uni } les valeurs sur cette grille
de la solution du schéma numérique qu’on va définir ci-après.
Pour approcher les termes intégraux, on utilise la règle de trapèzes avec le même pas
∆x. Choisissons Kl, Kr tels que [Bl, Br] ⊂ [(Kl − 1/2)∆x, (Kr + 1/2)∆x] (Fig. 4.3).
Alors :
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∫ Br
Bl
ν(dy)u(τ, xi + y) ≈
Kr∑
j=Kl
νjui+j, où νj =
∫ (j+1/2)∆x
(j−1/2)∆x
ν(dy). (4.5.4)
Nous supposons que νj, λ et α sont calculés exactement puisque dans tous les modèles
considérés dans la littérature il est possible de trouver les intégrales de ν de façon analy-
tique ou numériquement avec une très grande précision3. Nous supposons donc qu’il n’y
a pas d’erreur due à l’approximation de νj. Notons que, à défaut, on peut utiliser, par
exemple, les approximations suivantes :
νj ≈ ν(yj−1/2) + ν(yj+1/2)
2
∆x, λ ≈ λˆ =
Kr∑
j=Kl
νj, α ≈ αˆ =
Kr∑
j=Kl
(eyj − 1)νj,
où yj = j∆x. D’ailleurs, nous avons d’abord implémenté cette méthode. La comparaison
avec le calcul exact effectuée par la suite a montré qu’il n’y avait pas de grosse différence
dans le résultat. Toutefois, nous préférons ne pas introduire d’erreur là où il est possible
de ne pas le faire.
Les dérivées en x sont discrétisées par des différences finies :(
∂2u
∂x2
)
i
≈ ui+1 − 2ui + ui−1
(∆x)2
, (4.5.5)(
∂u
∂x
)
i
≈ ui+1 − ui
∆x
ou
(
∂u
∂x
)
i
≈ ui − ui−1
∆x
. (4.5.6)
Le choix de l’approximation de la dérivée première dépend des valeurs des paramètres σ, r
et α. Il est déterminé par la condition de stabilité et sera discuté plus loin (Section 4.6.2).4
En utilisant (4.5.4)–(4.5.6) on obtient une approximation Lu ≈ D∆u+ J∆u, où D∆u
et J∆u sont choisis de deux façons suivantes.
Schéma 1. Le choix de la discrétisation de la dérivée première dépend ici du signe
de σ2/2− r+α. Puisque les deux cas sont traités de façon similaire, on va supposer sans
perdre de généralité que σ2/2− r + α < 0. Alors,
(D∆u)i =
σ2
2
ui+1 − 2ui + ui−1
(∆x)2
−
(
σ2
2
− r + α
)
ui+1 − ui
∆x
− λui, (4.5.7)
(J∆u)i =
Kr∑
j=Kl
νjui+j. (4.5.8)
3Par exemple, dans les modèles stables tempérés, νj s’exprime à l’aide de la fonction gamma incom-
plète qui peut être évaluée efficacement par des routines standards.
4Dans le chapitre sur les résultats numériques (Section 5.2.1), nous montrons qu’il est également
possible d’utiliser le schéma centré si ∆x est suffisamment petit.
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Schéma 2. De même, sans restreindre la généralité, nous supposons que σ2/2−r < 0
(dans le cas contraire, on changera le sens de la décentralisation du schéma pour ∂u/∂x) :
(D∆u)i =
σ2
2
ui+1 − 2ui + ui−1
(∆x)2
−
(
σ2
2
− r
)
ui+1 − ui
∆x
. (4.5.9)
Pour discrétiser J , nous supposons pour fixer les idées que α < 0 :
(J∆u)i =
Kr∑
j=Kl
νjui+j − λui − αui+1 − ui
∆x
. (4.5.10)
Finalement, on remplace le problème (4.5.2)–(4.5.3) par le schéma suivant :
Initialisation :
u0i = h(xi), si i ∈ {0, . . . , N − 1}, (4.5.11)
u0i = g(0, xi), sinon. (4.5.12)
(S) Pour n = 0, . . . ,M− 1 :
un+1i − uni
∆t
= (D∆u
n+1)i + (J∆u
n)i, si i ∈ {0, . . . , N − 1} (4.5.13)
un+1i = g(n∆t, xi), sinon. (4.5.14)
4.5.1 Calcul de l’intégrale par la méthode de FFT
A chaque itération en temps, on a besoin de calculer la somme
(J∆u)i =
Kr∑
j=Kl
νjui+j, i = 0, . . . , N − 1 (4.5.15)
ce qui est l’étape la plus coûteuse de l’algorithme si elle est appliquée directement. En
effet, elle demande O(KN) opérations où K = Kr −Kl + 1 est le nombre de points de
la grille sur le support de ν. Comme le domaine d’intégration est discrétisé avec le même
pas ∆x (K ≈ |Br −Bl|/∆x), le coût de calcul est, en réalité, de l’ordre O(N2).
Heureusement, la forme particulière de la somme permet de réduire considérablement
le temps de calcul par l’utilisation de la transformation de Fourier rapide (FFT — Fast
Fourier Transform). Rappelons d’abord les définitions des quantités qui peuvent être
calculées efficacement par FFT.
Si x = (x1, . . . , xn) est un vecteur de longueur n, sa transformée de Fourier discrète
est donnée par le vecteur suivant :
〈x〉k =
n∑
j=1
xjω
(j−1)(k−1)
n , k = 1, . . . , n,
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où ωn = exp(−2pii/n) est une racine d’ordre n de l’unité. Inversement, étant donné 〈x〉,
on peut restituer x par la transformation de Fourier inverse discrète :
xj = 〈〈x〉〉−1j =
1
n
n∑
k=1
〈x〉kω−(j−1)(k−1)n , j = 1, . . . , n.
La propriété qu’on va utiliser pour calculer (J∆u), c’est l’analogue discret du théorème
de convolution. Si y = (y1, . . . , yn), on note
cj =
n∑
k=1
xkyj+1−k, j = 1, . . . , n, (4.5.16)
où les indices de y sont pris modulo n : par exemple, y0 ≡ yn, y−1 ≡ yn−1 et ainsi de
suite. Une autre façon de donner un sens aux indices négatifs est de dire que y est un
vecteur périodique de période n défini par les valeurs (y1, . . . , yn). Le vecteur c représente
la convolution discrète de x et y. Le théorème de convolution discrète affirme alors qu’on
a l’égalité suivante :
〈c〉k = 〈x〉k〈y〉k, k = 1, . . . , n
et donc,
cj =
n∑
k=1
xkyj+1−k = 〈〈x〉〈y〉〉−1j , j = 1, . . . , n. (4.5.17)
La méthode FFT permet de calculer simultanément toutes les valeurs de cj, j = 1, . . . , n,
en O(n ln(n)) opérations. Ceci est vrai pour tout n, même premier, et non seulement
pour n = 2p.
Maintenant, on va expliquer comment utiliser la propriété (4.5.17) pour calculer la
somme (4.5.15). On pose N˜ = N +Kr −Kl et on définit deux vecteurs de taille N˜ :
µ = (νKr , . . . , νKl︸ ︷︷ ︸
Kr−Kl+1
, 0, . . . , 0︸ ︷︷ ︸
N−1
),
v = (uKr+1, . . . , uKr+N−1︸ ︷︷ ︸
N−1
, uKl , . . . , uKr︸ ︷︷ ︸
Kr−Kl+1
).
Ainsi, le vecteur µ est composé des νk rangés dans l’ordre inverse et il est complété par des
zéros. Dans le vecteur v figurent toutes les valeurs de u (de uKl à uN−1+Kr) intervenant
dans le calcul de (J∆u)i pour i = 0, . . . , N − 1, mais les Kr −Kl + 1 premières valeurs
sont placées dans la queue du vecteur. On affirme que
(J∆u)i =
N˜∑
k=1
µkvi+1−k, i = 0, . . . , N − 1, (4.5.18)
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où v est interprété comme un vecteur périodique de période N˜ . En effet, par définition,
µk =
{
νKr+1−k, k = 1, . . . , Kr −Kl + 1
0, k > Kr −Kl + 1 ,
vs =
{
us+Kr , 1 ≤ s ≤ N − 1
us+Kl−N−2, N ≤ s ≤ N˜
. (4.5.19)
On a donc
N˜∑
k=1
µkvi+1−k =
Kr−Kl+1∑
k=1
νKr+1−kvi+1−k =
Kr∑
j=Kl
νjvi+j−Kr .
Comme i ≤ N − 1, j ≤ Kr, on a i + j − Kr ≤ N − 1. Donc, si i + j − Kr ≥ 1, alors
vi+j−Kr = ui+j d’après (4.5.19).
Si i + j − Kr ≤ 0, alors, par périodicité, vi+j−Kr = vi+j−Kr+N˜ . Or, comme i ≥ 0,
j ≥ Kl, on a N ≤ i + j −Kr + N˜ ≤ N˜ , et donc, d’après (4.5.19), vi+j−Kr = ui+j. Ceci
prouve l’égalité (4.5.18) que l’on peut aussi écrire sous la forme vectorielle :
〈〈µ〉〈v〉〉−1 = ((J∆u)1, . . . , (J∆u)N−1, ∗, . . . , ∗︸ ︷︷ ︸
Kr−Kl
, (J∆u)0). (4.5.20)
En pratique, on calcule 〈µ〉 une fois et on trouve (Jun)i, i = 0, . . . , N − 1, à chaque
itération en effectuant une transformation de Fourier discrète pour calculer 〈v〉 et une
transformation inverse pour calculer 〈〈µ〉〈v〉〉−1 (les valeurs notées par ∗ sont un sous-
produit du calcul que l’on n’utilisera pas). La méthode FFT effectue cette procédure en
O(N˜ ln(N˜)) = O((N + K) ln(N + K)) = O(N ln(N)) opérations, ce qui est beaucoup
mieux que O(N2).
Comme nous avons déjà noté, il existe des algorithmes de transformation de Fourier
rapide pour N quelconque et non seulement pour les puissances de 2. Toutefois, si une
bonne réalisation de tels algorithmes n’est pas disponible, on peut utiliser des routines
standards de FFT qui fonctionnent avec N = 2p en complétant les vecteurs µ et v par
des zéros.5 Concrètement, on choisit Nz tel que N˜ +Nz = 2p pour un p ∈ N. On définit
ensuite
µ = (νKr , . . . , νKl︸ ︷︷ ︸
Kr−Kl+1
, 0, . . . , 0︸ ︷︷ ︸
Nz
, 0, . . . , 0︸ ︷︷ ︸
N−1
),
v = (uKr+1, . . . , uKr+N−1︸ ︷︷ ︸
N−1
, 0, . . . , 0︸ ︷︷ ︸
Nz
, uKl , . . . , uKr︸ ︷︷ ︸
Kr−Kl+1
).
5La réalisation d’une bibliothèque efficace de la FFT n’est pas une affaire simple et doit être laissée
aux experts en programmation. On peut trouver, par exemple, une bibliothèque gratuite de la FFT
en langage C sur le site http ://www.fftw.org. Nous ne l’avons pas testée (nous utilisons une autre
bibliothèque qui n’est pas en libre accès). Probablement, elle est trop lourde pour une application comme
la notre. En revanche, chacun peut coder une routine basique, disons, de Numerical recipes mais qui exige
que N soit une puissance de 2.
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Les valeurs de (J∆u)i s’obtiennent de la même manière :
〈〈µ〉〈v〉〉−1 = ((J∆u)1, . . . , (J∆u)N−1, ∗, . . . , ∗︸ ︷︷ ︸
Kr−Kl+Nz
, (J∆u)0). (4.5.21)
Concluons par une remarque importante concernant une confusion fréquente liée à
cette méthode. On ne suppose pas que les coefficients νk et ui s’annulent sur les extrémités
ni qu’ils soient périodiques. La notion de périodicité intervient dans la définition de la
convolution discrète. Or, on ne calcule pas une convolution au sens (4.5.16) des vecteurs
ν et u mais celle des vecteurs auxiliaires µ et v. Ces derniers sont choisis de façon à
reproduire exactement la somme (J∆u)i pour les valeurs de i entre 0 et N .
Autrement dit, on ne raisonne pas de la manière suivante : “puisque l’intégrale∫
ν(y)u(x + y)dy peut être représentée comme une convolution, on l’approxime par une
convolution discrète”. Dans ce cas-là, effectivement, on devrait faire des hypothèses de
périodicité qui ne sont pas vérifiées en réalité. Au lieu de procéder de cette façon, on
discrétise l’intégrale par la méthode de trapèzes et on choisit une extension de la fonction
u (des “conditions aux bords”) que l’on justifie par l’estimation d’erreur. La méthode FFT
apparaît uniquement comme un algorithme rapide pour calculer l’expression (4.5.15).
Ce point ne semble pas être bien compris dans [AA00] où a été proposée l’utilisation
de FFT pour le calcul de l’intégrale en question. L’utilisation correcte de la méthode,
expliquée ci-dessus, est décrite dans [dFV04].
Notons que l’homogénéité de ν est essentielle pour l’utilisation de FFT : si ν dépend
de x, cette simplification de calcul n’est plus possible.
4.6 Consistance, stabilité et convergence
Dans cette section, nous étudions les propriétés des schémas aux différences finies
présentés ci-dessus. Premièrement, nous montrons qu’ils sont localement consistants avec
l’équation. Ensuite, nous vérifions qu’ils sont stables et monotones : inconditionnellement
pour le premier schéma et pour ∆t suffisamment petits pour le second.
La monotonie signifie que le schéma vérifie le principe de comparaison discret. Cette
propriété est importante pour les applications financières : elle garantie que le schéma
préserve la propriété d’absence d’arbitrage. Comme les solutions de l’équation continue,
les solutions numériques vérifient les inégalités d’arbitrage.
En utilisant ces propriétés, on montre que les solutions des deux schémas convergent
vers la solution de viscosité de l’équation, c’est-à-dire le prix de l’option, quand∆x, ∆t→
0.
4.6.1 Consistance
Proposition 4.6.1. (Consistance du schéma 1) Soient D∆ et J∆ définis par (4.5.7)–
(4.5.8) et g une fonction lipschitzienne. Le schéma aux différences finies (4.5.13) est
localement consistant avec l’équation (4.5.2) : pour tout v ∈ C∞([0, T ] × [−Al, Ar]) (tel
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que v(·, x) = g(·, x) pour x = −Al et x = Ar si ν a des atomes) et pour tout (τ, x) ∈
(0, T ]× (−Al, Ar) nous avons∣∣∣∣v(τn+1, xi)− v(τn, xi)∆t − (D∆v)(τn+1, xi)− (J∆v)(τn, xi)−
(
∂v
∂τ
− Lv
)
(τ, x)
∣∣∣∣ → 0,
(4.6.1)
quand (∆t,∆x)→ 0 et (τn, xi)→ (τ, x).
Démonstration. En utilisant le développement de Taylor jusqu’au deuxième ordre, on
obtient :∣∣∣∣v(τn+1, x)− v(τn, x)∆t − ∂v∂τ (τ, x)
∣∣∣∣ = ∣∣∣∣∂v∂τ (τn, xi)− ∂v∂τ (τ, x) + ∆t2 ∂2v∂τ 2 (τ˜ , xi)
∣∣∣∣
≤
∣∣∣∣∂v∂τ (τn, xi)− ∂v∂τ (τ, x)
∣∣∣∣+ ∆t2
∥∥∥∥∂2v∂τ 2
∥∥∥∥→ 0, (4.6.2)
quand (∆t,∆x) → 0 et (τn, xi) → (τ, x). Considérons maintenant la partie différentielle
de l’opérateur :
|(D∆v)(τn+1, xi)− (Dv)(τ, x)| ≤ |(Dv)(τn+1, xi)− (Dv)(τ, x)|
+
∣∣∣∣σ22 ∆x224
[
∂4v
∂x4
(τn+1, ξ1) +
∂4v
∂x4
(τn+1, η1)
]
+
(
σ2
2
− r + α
)
∆x
2
∂2v
∂x2
(τn+1, ξ2)
∣∣∣∣
≤ |(Dv)(τn+1, xi)− (Dv)(τ, x)|+ ∆x
2
12
σ2
2
∥∥∥∥∂4v∂x4
∥∥∥∥+ ∆x2 |σ2/2− r + α|
∥∥∥∥∂2v∂x2
∥∥∥∥→ 0.
(4.6.3)
L’estimation de la partie non-locale est un peu plus délicate à cause des conditions aux
bords. Notons v˜ la fonction v prolongée par g sur R :
v˜(τ, x) = v(τ, x)1x∈(−Al,Ar) + g(τ, x)1x/∈(−Al,Ar).
Elle est continue (et localement lipschitzienne) sauf peut-être en −Al et Ar. Nous avons
|(J∆v)(τn, xi)− (Jv)(τ, x)| =
∣∣∣∣∣
Kr∑
j=Kl
∫ (j+1/2)∆x
(j−1/2)∆x
(v˜(τn, xi + yj)− v˜(τ, x+ y))ν(dy)
∣∣∣∣∣ .
Si l’intervalle (yj−1/2, yj+1/2) ne contient pas de points de discontinuité de v˜, alors∣∣∣∣∣
∫ (j+1/2)∆x
(j−1/2)∆x
(v˜(τn, xi + yj)− v˜(τ, x+ y))ν(dy)
∣∣∣∣∣ ≤ c∆xνj + c1∆tνj,
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où c est la constante de Lipschitz de v˜ et c1 = supt∈[τ,τn] |∂v˜∂τ (t, x + y)|. Si −Al ou Ar
appartiennent à (yj−1/2, yj+1/2) et v˜ est discontinu en l’un de ces points, on peut estimer
ce terme de la façon suivante :∣∣∣∣∣
∫ (j+1/2)∆x
(j−1/2)∆x
(v˜(τn, xi + yj)− v˜(τ, x+ y))ν(dy)
∣∣∣∣∣
≤ (|v˜(τn, xi + yj)|+ sup
y∈(yj−1/2,yj+1/2)
|v˜(τ, x+ y)|)νj ≤ C(τ, x)νj.
Si ν n’a pas d’atomes, alors νj → 0 quand ∆x→ 0. Par conséquent,
|(J∆v)(τn, xi)− (Jv)(τ, x)| ≤ c∆xλ+ c1∆tλ+ C(τ,−Al)νjl + C(τ, Ar)νjr → 0. (4.6.4)
En rassemblant (4.6.2), (4.6.3) et (4.6.4), on obtient (4.6.1).
Remarque 4.6.2. Il est intéressant de noter que les conditions aux bords sont impliquées
de façon importante dans la consistance du schéma ce qui n’est pas le cas pour les EDP.
Proposition 4.6.3. (Consistance du schéma 2) Sous les mêmes hypothèses que dans
la Proposition 4.6.1, le schéma 2 est localement consistant avec l’équation (4.5.2).
Démonstration. La démonstration est évidemment très similaire. Nous utilisons essen-
tiellement les estimations déjà obtenues. Ainsi, comme dans (4.6.3), nous avons
|(D∆v)(τn+1, xi)− (Dv)(τ, x)| ≤
≤ |(Dv)(τn+1, xi)− (Dv)(τ, x)|+ ∆x
2
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σ2
2
∥∥∥∥∂4v∂x4
∥∥∥∥+ ∆x2 |σ2/2− r|
∥∥∥∥∂2v∂x2
∥∥∥∥→ 0, (4.6.5)
quand (∆t,∆x) → 0 et (τn, xi) → (τ, x). Pour la partie intégrale, nous obtenons par
analogie avec (4.6.4)
|(J∆v)(τn, xi)− (Jv)(τ, x)| ≤
∣∣∣∣∣
Kr∑
j=Kl
∫ (j+1/2)∆x
(j−1/2)∆x
(v˜(τn, xi + yj)− v˜(τ, x+ y))ν(dy)
∣∣∣∣∣
+ λ|v(τn, xi)− v(τ, x)|+ α
∣∣∣∣v(τn, xi +∆x)− v(τn, xi)∆x − ∂v∂x(τ, x)
∣∣∣∣→ 0. (4.6.6)
Les estimations (4.6.2), (4.6.5) et (4.6.6) impliquent la consistance (4.6.1).
Dans les Propositions 4.6.1 et 4.6.3, nous n’avons pas estimé l’ordre d’approximation
de ces deux schémas. Dans le cas du problème de Cauchy sur R, nous le ferons soigneu-
sement dans les Sections 4.6.4 et 4.6.5. Dans le cas d’un domaine borné, de toute façon,
nous ne savons pas estimer la vitesse de convergence du schéma. Pour le faire, il faudrait
connaître exactement la régularité de la solution ce qui est problématique comme on l’a
vu dans la Section 3.2.2.
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4.6.2 Monotonie et stabilité
Deux autres propriétés importantes pour montrer la convergence vers la solution de
viscosité sont la monotonie et la stabilité du schéma. Il existe plusieurs notions de stabilité
d’un schéma numérique. On va utiliser ici la stabilité dans la norme uniforme qui contrôle
les erreurs sur les prix d’options pour toutes les valeurs du temps et du sous-jacent.
Définition 4.6.4 (Stabilité). Le schéma (S) est dit stable si, pour toute condition initiale
h et toute condition aux bords g bornées, il possède une solution et cette solution est
bornée indépendamment de ∆t, ∆x, uniformément sur [0, T ]× R :
∃C > 0, ∀ ∆t > 0, ∆x > 0, i ∈ Z, n ∈ {0, . . . ,M} : |uni | ≤ C.
On dit qu’un vecteur v (ou une matriceM) est positif si tous ses éléments sont positifs.
On va écrire u ≥ v si u− v ≥ 0.
Définition 4.6.5 (Monotonie ou principe de comparaison discret). Le schéma (S) est dit
monotone (vérifie le principe de comparaison discret) si la propriété suivante est vérifiée.
Si un et vn sont deux solutions de (S) avec les conditions initiales H et h et les conditions
aux bords G et g, respectivement, alors
H ≥ h, G ≥ g ⇒ ∀n ≥ 1, un ≥ vn.
Le principe de comparaison discret a une interprétation financière importante : il est
équivalent à dire que les prix d’options calculés à l’aide du schéma vérifient les inégalités
d’arbitrage, c’est-à-dire que des inégalités entre les payoffs impliquent des inégalités entre
les prix.
Proposition 4.6.6. (Stabilité et monotonie du schéma 1) Le schéma (S) avec D∆
et J∆ définis par (4.5.7)–(4.5.8) est inconditionnellement stable et monotone.
Démonstration. On réécrit d’abord l’équation (4.5.13) sous la forme suivante :
− c∆tun+1i−1 + (1 + a∆t)un+1i − b∆tun+1i+1 = uni + ∆t
∑
j
νju
n
i+j, (4.6.7)
où6
a =
σ2
(∆x)2
−
(
σ2
2
− r + α
)
1
∆x
+ λ ≥ 0,
b =
σ2
2(∆x)2
−
(
σ2
2
− r + α
)
1
∆x
≥ 0,
c =
σ2
2(∆x)2
≥ 0. (4.6.8)
6Rappelons que l’on considère le cas σ2/2−r+α < 0. Si σ2/2−r+α ≥ 0 on changera l’approximation
de la dérivée première (voir (4.5.6)) pour avoir a, b, c ≥ 0, ce qui est nécessaire pour la stabilité et la
monotonie.
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Notons que a = b+ c+ λ.
Stabilité. Les relations (4.6.7) pour i = 0, . . . , N − 1 définissent un système linéaire
tri-diagonal sur {un+10 , . . . , un+1N−1}. Il a une unique solution car la diagonale principale est
dominante : 1 + a∆t > c∆t+ b∆t.
On va montrer par récurrence que si C ≡ max{‖h‖∞, ‖g‖∞} <∞ alors, ∀ n,
‖un‖∞ ≤ C. (4.6.9)
Par la définition de u0, on a ‖u0‖∞ ≤ C. Soit (4.6.9) vérifié pour n. Supposons que
‖un+1‖∞ > C. Comme un+1i est égal à g(tn+1, xi) si i /∈ {0, . . . , N − 1}, cela signifie que
∃ i0 ∈ {0, . . . , N − 1}, tel que |un+1i0 | = ‖un+1‖∞, et que ∀ i ∈ Z, |un+1i | ≤ |un+1i0 |.
Par conséquent, on a
‖un+1‖∞ = |un+1i0 | = −c∆t|un+1i0 |+ (1 + a∆t)|un+1i0 | − b∆t|un+1i0 | − λ∆t|un+1i0 |
≤ −c∆t|un+1i0−1|+ (1 + a∆t)|un+1i0 | − b∆t|un+1i0+1| − λ∆tC
≤ | − c∆tun+1i0−1 + (1 + a∆t)un+1i0 − b∆tun+1i0+1| − λ∆tC.
En utilisant (4.6.7), on obtient
‖un+1‖∞ ≤ |uni0 +∆t
∑
j
νju
n
i0+j
| − λ∆tC ≤ (1 + λ∆t)‖un‖∞ − λ∆tC ≤ C,
ce qui contredit l’hypothèse. Donc, ‖un+1‖∞ ≤ C, ce qu’il fallait démontrer.
Monotonie. Soient un et vn deux solutions de (S) avec des conditions initiales H(x)
et h(x) vérifiant H(x) ≥ h(x), ∀x ∈ (−Al, Ar), et des conditions aux bords G(τ, x) et
g(τ, x) telles que G(τ, x) ≥ g(τ, x), ∀ (τ, x) ∈ [0, T ]× (−Al, Ar)c. On définit wn = un− vn
et on doit montrer que wn ≥ 0, ∀n ≥ 0.
De nouveau, on procède par récurrence. Par construction,
w0i =
{
H(xi)− h(xi) ≥ 0, i ∈ {0, . . . , N − 1},
G(0, xi)− g(0, xi) ≥ 0, i /∈ {0, . . . , N − 1}.
Soit wn ≥ 0. Supposons, par l’absurde, que infi∈Zwn+1i < 0. Comme ∀ i ∈
Z\{0, . . . , N − 1}, wn+1i = G(tn+1, xi) − g(tn+1, xi) ≥ 0, cela implique que ∃ i0 ∈
{0, . . . , N − 1}, tel que wn+1i0 = infi∈Zwn+1i < 0. En utilisant (4.6.7), on obtient que
inf
i∈Z
wn+1i = w
n+1
i0
= −c∆twn+1i0 + (1 + a∆t)wn+1i0 − b∆twn+1i0 − λ∆twn+1i0
≥ −c∆twn+1i0−1 + (1 + a∆t)wn+1i0 − b∆twn+1i0+1
= wni0 +∆t
∑
j
νjw
n
i0+j
≥ 0, (4.6.10)
ce qui contredit l’hypothèse. En conséquence, infi∈Zwn+1i ≥ 0 et donc wn+1 ≥ 0.
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Proposition 4.6.7. (Stabilité et monotonie du schéma 2) Le schéma (S) avec D∆
et J∆ définis par (4.5.9)–(4.5.10) est stable et monotone si
∆t ≤ ∆x|α|+ λ∆x. (4.6.11)
Démonstration. De la même façon, on réécrit (4.5.13) comme suit :
− c∆tun+1i−1 +(1+a∆t)un+1i − b∆tun+1i+1 = uni +∆t
∑
j
νju
n
i+j−∆tλuni −∆tα
uni+1 − uni
∆x
,
a =
σ2
(∆x)2
−
(
σ2
2
− r
)
1
∆x
≥ 0,
b =
σ2
2(∆x)2
−
(
σ2
2
− r
)
1
∆x
≥ 0,
c =
σ2
2(∆x)2
≥ 0. (4.6.12)
Les coefficients sont positifs parce que nous avons supposé que σ2/2−r < 0. Ici, a = b+c.
Stabilité. Le raisonnement étant exactement le même que dans la Proposition 4.6.6, nous
refaisons seulement le calcul :
‖un+1‖∞ = |un+1i0 | = −c∆t|un+1i0 |+ (1 + a∆t)|un+1i0 | − b∆t|un+1i0 |
≤ −c∆t|un+1i0−1|+ (1 + a∆t)|un+1i0 | − b∆t|un+1i0+1|
≤ | − c∆tun+1i0−1 + (1 + a∆t)un+1i0 − b∆tun+1i0+1|
= |uni0(1−∆tλ− |α|
∆t
∆x
) + ∆t
∑
j
νju
n
i0+j
+ |α|∆t
∆x
uni0+1|
≤ ‖un‖∞(1−∆tλ− |α|∆t
∆x
) + ∆tλ‖un‖∞ + |α|∆t
∆x
‖un‖∞
= ‖un‖∞ ≤ C.
Nous avons utilisé la condition (4.6.11) pour avoir la positivité du coefficient qui multiplie
uni0 .
Monotonie. De la même manière que dans la Proposition 4.6.6, nous obtenons
inf
i∈Z
wn+1i = w
n+1
i0
= −c∆twn+1i0 + (1 + a∆t)wn+1i0 − b∆twn+1i0
≥ −c∆twn+1i0−1 + (1 + a∆t)wn+1i0 − b∆twn+1i0+1
= wni0(1−∆tλ− |α|
∆t
∆x
) + ∆t
∑
j
νjw
n
i0+j
+ |α|∆t
∆x
wni0+1 ≥ 0.
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Remarque 4.6.8 (Autres notions de stabilité). On peut trouver dans la littérature
différents critères de stabilité des schémas numériques. Par exemple, la stabilité au sens
de von Neumann, étudiée pour un schéma similaire dans [AA00], représente un comme
une transformée de Fourier discrète et exige que les coefficients de Fourier correspondant
soient bornés. Ceci est essentiellement équivalent à la stabilité dans la norme L2 avec des
conditions aux bords périodiques. Cette approche permet de contrôler l’erreur globale au
sens de moindres carrés mais pas l’erreur sur la valeur d’une option donnée. De plus, elle
ne permet pas de prendre en compte l’effet des conditions aux bords non périodiques, ce
qui est le cas ici.
4.6.3 Convergence
Dans la théorie classique des schémas aux différences finies pour des EDP, la consis-
tance et la stabilité assurent la convergence du schéma sous certaines conditions de ré-
gularité sur les conditions aux limites et la solution. Cette approche ne s’applique pas
dans notre cas puisque la condition initiale n’est pas régulière. Comme on a vu dans la
Section 3.6, les solutions peuvent également être non régulières et leurs dérivées d’ordres
supérieures peuvent ne pas exister.
C’est là où les solutions de viscosité viennent au secours : Barles & Souganidis ont
montré dans [BS91] que dans le cas des EDP paraboliques de second ordre vérifiant un
principe de comparaison fort (comme dans la Proposition 3.6.5), tout schéma localement
consistant, stable et monotone converge uniformément sur tout compact de [0, T ] × R
vers l’unique solution de viscosité continue. En généralisant cette approche au cas des
équations intégro-différentielles, nous allons montrer la convergence de la solution de
notre schéma (versions 1 et 2) vers une solution de viscosité de (4.5.2). Pour abréger
les notations et montrer le lien avec [BS91], nous allons réécrire (4.5.13) sous une forme
équivalente :
1
∆t
S(∆t,∆x, n+ 1, i, un+1i , u˜) = 0, n ≥ 0, i ∈ {0, . . . , N − 1}
où u˜ = {un+1i−1 , un+1i+1 , un}. Dans le schéma 1, S a la forme suivante :
S1(∆t,∆x, n+ 1, i, u
n+1
i , u˜) = (1 + a∆t)u
n+1
i − c∆tun+1i−1 − b∆tun+1i+1−
− uni −∆t
∑
j
0 ≤ i+ j ≤ N − 1
νju
n
i+j.−∆t
∑
j
i+ j /∈ {0, . . . , N − 1}
νjg(τn, xi+j).
Les coefficients a, b, c ≥ 0 dépendent de ∆x et sont donnés par (4.6.8). Dans le schéma
2, nous avons
S2(∆t,∆x, n+ 1, i, u
n+1
i , u˜) = (1 + a∆t)u
n+1
i − c∆tun+1i−1 − b∆tun+1i+1−
− uni −∆t
∑
j
0 ≤ i+ j ≤ N − 1
νju
n
i+j.−∆t
∑
j
i+ j /∈ {0, . . . , N − 1}
νjg(τn, xi+j) + λ∆tu
n
i + α∆t
uni+1 − uni
∆x
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avec a, b, c donnés par (4.6.12). Si i = 0 ou i = N − 1, il faut remplacer un+1−1 par
g(τn+1, x−1) et un+1N par g(τn+1, xN). Dans la suite, s’il n’est pas nécessaire de distinguer
S1 et S2, nous allons les désigner de manière générique par S.
On a une propriété de monotonie suivante : si un+1i = v
n+1
i et u˜ ≤ v˜, alors
S(∆t,∆x, n+ 1, i, un+1i , u˜) ≥ S(∆t,∆x, n+ 1, i, vn+1i , v˜). (4.6.13)
Pour S1, cette propriété est vérifiée inconditionnellement. Pour S2, elle est vérifiée sous
la condition (4.6.11) sur ∆t et ∆x. Notons que (4.6.13) reste vrai avec des conditions
plus faibles sur u˜ et v˜ : à savoir, si un+1i−1 ≤ vn+1i−1 , un+1i+1 ≤ vn+1i+1 et uni+j ≤ vni+j pour
j ∈ [Kl, . . . , Kr]. Autrement dit, il n’est pas nécessaire d’avoir l’inégalité entre uni+j et
vni+j pour j /∈ [Kl, . . . , Kr] car ces valeurs n’interviennent pas dans l’expression de S dans
(4.6.13).
La consistance (4.6.1) se traduit par la propriété suivante : sous les hypothèses de la
Proposition 4.6.1, nous avons, ∀ ϕ ∈ C∞([0, T ]× [−Al, Ar]), ∀ (τ, x) ∈ [0, T ]× (−Al, Ar),
1
∆t
S(∆t,∆x, n+ 1, i, ϕn+1i , ϕ˜)→
(
∂ϕ
∂τ
− Lϕ
)
(τ, x), (4.6.14)
quand ∆t, ∆x→ 0 et (τn+1, xi)→ (τ, x).
Notons également que si ξ est une fonction constante sur la grille, on a pour i ∈
{1, . . . , N − 2}
S1(∆t,∆x, n+ 1, i, u
n+1
i + ξ, u˜+ ξ)
= S1(∆t,∆x, n+ 1, i, u
n+1
i , u˜)−∆t
∑
j
0 ≤ i+ j ≤ N − 1
νjξ. (4.6.15)
De façon similaire, dans le schéma 2, nous avons
S2(∆t,∆x, n+ 1, i, u
n+1
i + ξ, u˜+ ξ)
= S2(∆t,∆x, n+ 1, i, u
n+1
i , u˜) + ∆t
∑
j
i+ j /∈ {0, . . . , N − 1}
νjξ. (4.6.16)
On définit une interpolation constante par morceaux7 de la solution du schéma (S) :
u(∆t,∆x)(τ, x) = unj , if τ ∈ [τn, τn+1), x ∈ [xj−1/2, xj+1/2).
Théorème 4.6.9. (Convergence du schéma aux différences finies) Soient h(x) et
g(τ, x) des fonctions lipschitziennes bornées telles que g(0,−Al) = h(−Al) et g(0, Ar) =
h(Ar).
7ou toute autre interpolation raisonnable : la forme précise ne joue aucun rôle
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Supposons que le problème (4.5.2)–(4.5.3) vérifie le principe de comparaison pour
des solutions de viscosité semi-continues : toute sous-solution est inférieure à toute sur-
solution. Dans le cas d’un domaine borné et si ν a des atomes, nous faisons une hypothèse
supplémentaire (pour pouvoir utiliser les résultats de consistance) : le principe de com-
paraison reste valable si on restreint le choix de fonctions tests dans la définition de la
solution de viscosité aux fonctions ϕ telles que ϕ ≡ g en dehors de (−Al, Ar).
Alors, la solution u(∆t,∆x) du schéma 1 converge uniformément sur tout compact de
[0, T ] × R vers la solution de viscosité unique de (4.5.2)–(4.5.3). La solution du schéma
2 converge si la condition (4.6.11) est vérifiée.
Démonstration. On définit
u(τ, x) = lim inf
(∆t,∆x)→0 (t,y)→(τ,x)
u(∆t,∆x)(t, y) (4.6.17)
u(τ, x) = lim sup
(∆t,∆x)→0 (t,y)→(τ,x)
u(∆t,∆x)(t, y) (4.6.18)
L’idée de la démonstration est la suivante. Par construction, u ≤ u. On va montrer que u
et u sont respectivement une sous-solution et une sur-solution de viscosité du problème
(4.5.2)–(4.5.3). Alors, le principe de comparaison pour des solutions semi-continues im-
plique que u ≥ u. On pourra donc en conclure que u = u = u est une solution de viscosité
de (4.5.2)–(4.5.3).
Pour réaliser ce programme, on va maintenant montrer que u est une sous-solution
de viscosité de (4.5.2). Premièrement, on note que u est uniformément bornée. En effet,
d’après les Propositions 4.6.6 et 4.6.7, |u(∆t,∆x)(τ, x)| ≤ C = max{‖h‖∞, ‖g‖∞} pour tous
∆t et ∆x positifs et tout (τ, x) ∈ [0, T ]× R. Donc, par construction, u est bornée par la
même constante.
La propriété suivante est donnée sous forme d’un lemme.
Lemme 4.6.10. u est semi-continue supérieurement :
∀(τ, x), lim sup
(t,y)→(τ,x)
u(t, y) ≤ u(τ, x).
Démonstration. Il faut montrer que ∀ε > 0, ∃ U(τ, x), un voisinage de (τ, x), tel que
∀(t, y) ∈ U(τ, x), u(t, y) < u(τ, x) + ε. Supposons que ceci est faux, c’est-à-dire
∃ε > 0, ∃(tk, yk)→ (τ, x) : ∀k, u(tk, yk) ≥ u(τ, x) + ε. (4.6.19)
Pour un k fixé, on a par construction :
u(tk, yk) = lim sup
(∆t,∆x)→0 (s,z)→(tk,yk)
u(∆t,∆x)(s, z).
Par conséquent, on peut trouver ∆tk, ∆xk, sk, zk dans le 1/k-voisinage de (0, 0, tk, yk),
tels que
u(∆tk,∆xk)(sk, zk) > u(tk, yk)− 1
k
. (4.6.20)
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En combinant (4.6.20) avec (4.6.19), on obtient
u(∆tk,∆xk)(sk, zk) > u(τ, x) + ε− 1
k
. (4.6.21)
Par construction, on a (∆tk,∆xk, sk, zk)→ (0, 0, τ, x), donc
lim sup
k→∞
u(∆tk,∆xk)(sk, zk) ≤ lim sup
(∆t,∆x)→0 (t,y)→(τ,x)
u(∆t,∆x)(t, y) = u(τ, x).
En passant à la limite supérieure dans (4.6.21) quand k →∞, on obtient
u(τ, x) ≥ u(τ, x) + ε,
ce qui est impossible. Cette contradiction implique que (4.6.19) n’est pas vérifié, et donc
u ∈ USC.
On a prouvé que u ∈ USC∩C+p ([0, T ]×R) (puisqu’elle est bornée). Pour montrer que
u est une sous-solution de viscosité, il reste à vérifier les propriétés suivantes : ∀(τ, x) ∈
[0, T ]× R,
(i) si x /∈ [−Al, Ar], on a
u(τ, x) = g(τ, x), (4.6.22)
(ii) si x ∈ [−Al, Ar] et ϕ ∈ C2([0, T ]× [−Al, Ar]) vérifient
u(τ, x) = ϕ(τ, x) (4.6.23)
et u < ϕ sur ([0, T ]× R) \ {(τ, x)}, alors
∂ϕ
∂τ
(τ, x)− Lϕ(τ, x) ≤ 0, si (τ, x) ∈ (0, T ]× (−Al, Ar), (4.6.24)
min{∂ϕ
∂τ
(τ, x)− Lϕ(τ, x), u(τ, x)− h(x)} ≤ 0, si τ = 0, x ∈ [−Al, Ar] (4.6.25)
min{∂ϕ
∂τ
(τ, x)− Lϕ(τ, x), u(τ, x)− g(τ, x)} ≤ 0, si τ 6= 0, x = −Al ou Ar,(4.6.26)
ce qui clairement implique (3.6.14)–(3.6.16). La propriété (i) est une conséquence immé-
diate de (4.5.12) et de (4.5.14). En effet, si x /∈ [−Al, Ar] alors, par construction, ∃ε > 0 tel
que, pour tous ∆t, ∆x < ε et tout |(τn, xi)− (τ, x)| < ε, on a u(∆t,∆x)(τn, xi) = g(τn, xi) ;
donc, (4.6.22) découle de la définition d’une limite supérieure.
Soient (τ, x) et ϕ comme dans (ii). Posons B = max{|Bl|, |Br|} et prenons un intervalle
ouvert borné Ω ⊂ R qui contienne [x−B, x+B].
Lemme 4.6.11. Il existe des suites ∆tk, ∆xk → 0 et nk, ik telles que
(τnk , xik)→ (τ, x), (4.6.27)
u(∆tk,∆xk)(τnk , xik)→ u(τ, x), quand k →∞, (4.6.28)
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et que pour tout k, (τnk , xik) est un point de maximum global de u
(∆tk,∆xk)(·, ·) − ϕ(·, ·)
sur la grille à l’intérieur de [0, T ]× Ω :
max
(τn,xj)∈[0,T ]×Ω
{u(∆tk,∆xk)(τn, xj)− ϕ(τn, xj)}
= u(∆tk,∆xk)(τnk , xik)− ϕ(τnk , xik). (4.6.29)
Démonstration. L’existence de ∆tk, ∆xk, nk, ik vérifiant (4.6.27)–(4.6.28) est une consé-
quence immédiate de la définition d’une limite supérieure. Prenons une telle suite et
considérons pour chaque k la fonction u(∆tk,∆xk) − ϕ. On peut supposer que k est suffi-
samment grand pour que (xik − B, xik + B) soit contenu dans Ω. Comme le nombre de
points de la grille dans [0, T ] × Ω est fini, le maximum dans (4.6.29) est atteint en un
point (τmk , xjk) ∈ [0, T ]× Ω.
La suite {(τmk , xjk)}k∈N étant bornée, on peut en extraire une sous-suite conver-
gente (par souci de simplicité, on va garder la même notation pour cette sous-suite) :
(τmk , xjk)→ (τ ∗, x∗) quand k →∞. Montrons que (τ ∗, x∗) = (τ, x). Supposons, par l’ab-
surde, que ceci est faux. Alors, en utilisant la définition de u, la continuité de ϕ et le fait
que u < ϕ sur ([0, T ]× R) \ {(τ, x)}, on obtient
lim sup
k→∞
(
u(∆tk,∆xk)(τmk , xjk)− ϕ(τmk , xjk)
) ≤
≤ lim sup
(∆t,∆x)→0
(t,y)→(τ∗,x∗)
u(∆t,∆x)(t, y)− lim
k→∞
ϕ(τmk , xjk) =
= u(τ ∗, x∗)− ϕ(τ ∗, x∗) < 0. (4.6.30)
D’un autre côté, la définition de (τmk , xjk) comme un point de maximum et les propriétés
(4.6.28) et (4.6.23) impliquent
lim sup
k→∞
(
u(∆tk,∆xk)(τmk , xjk)− ϕ(τmk , xjk)
) ≥
≥ lim sup
k→∞
(
u(∆tk,∆xk)(τnk , xik)− ϕ(τnk , xik)
)
= u(τ, x)− ϕ(τ, x) = 0,
ce qui contredit (4.6.30). Par conséquent, (τ ∗, x∗) = (τ, x).
En particulier, on déduit de la dernière inégalité que
lim sup
k→∞
u(∆tk,∆xk)(τmk , xjk) ≥ ϕ(τ, x) = u(τ, x).
Mais on sait que, par la définition de u,
lim sup
k→∞
u(∆tk,∆xk)(τmk , xjk) ≤ u(τ, x).
On en conclut que cette limite supérieure est égale à u(τ, x) et donc il existe une sous-
suite u(∆tk,∆xk)(τm′k , xj′k) → u(τ, x) qui vérifie par construction les propriétés désirées
(4.6.27)–(4.6.29).
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On prend maintenant une suite définie dans ce lemme et on introduit les notations sui-
vantes : ξk est la partie droite de (4.6.29), (u∆k)ni ≡ u(∆tk,∆xk)(τn, xi) et (ϕ)ni ≡ ϕ(τn, xi).
Par construction,
ξk → 0, quand k →∞, (4.6.31)
(u∆k)nkik = ϕ
nk
ik
+ ξk, (4.6.32)
(u∆k)nik+j ≤ ϕnik+j + ξk, ∀n = 0, . . . ,M, j = Kl, . . . , Kr, (4.6.33)
puisque, pour k suffisamment grand, (τn, xik+j) ∈ [0, T ]× Ω si Kl ≤ j ≤ Kr.
Si (τ, x) ∈ (0, T ]×(−Al, Ar), alors on déduit de (4.6.27) que τnk > 0 et xik ∈ (−Al, Ar)
pour tout k supérieur à un certain k0. Par conséquent, comme u(∆tk,∆xk) est une solution
du schéma (considérons d’abord le schéma 1), on a
0 =
1
∆tk
S1(∆tk,∆xk, nk, ik, (u
∆k)nkik , u˜
∆k)
≥ 1
∆tk
S1(∆tk,∆xk, nk, ik, ϕ
nk
ik
+ ξk, ϕ˜+ ξk) par (4.6.32)–(4.6.33) et (4.6.13)
=
1
∆tk
S1(∆tk,∆xk, nk, ik, ϕ
nk
ik
, ϕ˜)−∆tk
∑
j
0 ≤ ik + j ≤ N − 1
νjξk par (4.6.15).
Pour être vraiment précis, notons qu’on a droit d’utiliser (4.6.15) pour k suffisamment
grand tels que ik ∈ {1, . . . , N − 2}.8 Remarquons que
|
∑
j
0 ≤ ik + j ≤ N − 1
νjξk| ≤ λ|u(∆tk,∆xk)(τnk , xik)− ϕ(τnk , xik)| ≤ λ
(
C + ‖ϕ‖[0,T ]×[−Al,Ar]
)
,
donc ce terme est borné uniformément par rapport à k. Par conséquent, grâce à la défi-
nition de ∆tk,∆xk, nk, ik et la consistance (4.6.14), on obtient
1
∆tk
S1(∆tk,∆xk, nk, ik, ϕ
nk
ik
, ϕ˜)−∆tk
∑
j
0 ≤ ik + j ≤ N − 1
νjξk →
(
∂ϕ
∂τ
− Lϕ
)
(τ, x).
On conclut que
(
∂ϕ
∂τ
− Lϕ) (τ, x) ≤ 0. Le schéma 2 est traité de la même manière avec la
seule différence que l’on remplace (4.6.15) par (4.6.16).
Nous avons donc montré (4.6.24). Si τ = 0, trois possibilités se présentent :
(1) il existe une sous-suite de (4.6.27) telle que ∀k, (τnk , xik) ∈ (0, T ]× (−Al, Ar) ;
(2) ∃k0, tel que ∀k > k0, τnk = 0, xik ∈ (−Al, Ar) ;
(3) ∃k0, tel que ∀k > k0, xik = −Al ou xik = Ar.
8Si ik = 0 ou ik = N − 1, un terme de bord d’ordre ∆tk/(∆xk)2 apparaît dans la formule (4.6.15).
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Dans le premier cas, on obtient par les mêmes arguments que ∂ϕ
∂τ
(τ, x) − Lϕ(τ, x) ≤ 0.
Dans le deuxième cas, on a (u∆k)nkik = h(xik). En passant à la limite dans (4.6.28), on
obtient
u(τ, x) = h(x).
Enfin, dans le troisième cas, (u∆k)nkik = g(τnk , xik), donc u(τ, x) = g(0, x) = h(x). Il est
clair que, dans les trois cas, (4.6.25) est vérifié.
Si τ 6= 0 et x = −Al ou x = Ar, seuls les cas (1) ou (3) sont possibles, ce qui donne
respectivement ∂ϕ
∂τ
(τ, x) − Lϕ(τ, x) ≤ 0 ou u(τ, x) = g(τ, x). Donc, (4.6.26) est aussi
vérifié.
Pour résumer, on a montré que u est une sous-solution de viscosité de (4.5.2). Par
exactement le même type d’arguments, il est possible de montrer que u est une sur-
solution de viscosité de ce problème. Par construction, u ≥ u, donc, en utilisant le principe
de comparaison pour des solutions semi-continues, on conclut que u = u = u est une
solution de viscosité continue.
On va maintenant prouver que la convergence est uniforme sur tout compact de
[0, T ]× R. Pour cela, on utilise le théorème de Dini dont on rappelle l’énoncé :
Théorème de Dini. Soit X un espace métrique et {fn} une suite de fonctions de X
dans R, semi-continues supérieurement, telles que, ∀x ∈ X, (fn(x))n≥1 est décroissante
en n et fn(x)→ 0. Alors fn → 0 uniformément sur tout compact de X.
Dans notre cas, X = [0, T ]× R. Posons
f˜n(τ, x) = sup
|(∆t,∆x)| ≤ 1/n
|(t, y)− (τ, x)| ≤ 1/n
u(∆t,∆x)(t, y).
Par la propriété du supremum, la suite f˜n(τ, x) est décroissante. On peut vérifier, par le
même raisonnement que dans le Lemme 4.6.10, que f˜n est semi-continue supérieurement.
En outre, nous avons montré que u est continue, donc fn(τ, x) ≡ f˜n(τ, x) − u(τ, x) est
également décroissante et semi-continue supérieurement. Par ailleurs,
lim
n→∞
fn(τ, x) = u(τ, x)− u(τ, x) = 0.
Donc, d’après le théorème de Dini, fn → 0 uniformément sur tout compact de X. Par
conséquent, la limite
lim
(∆t,∆x)→ 0
(t, y)→ (τ, x)
u(∆t,∆x)(t, y) = lim
n→∞
fn(τ, x) = u(τ, x), (4.6.34)
est uniforme sur tout compact de [0, T ]× R. Le théorème est démontré.
Remarque 4.6.12. Le principe de comparaison est vérifié si O = R [AT96]. La pro-
position s’applique donc au schéma “théorique” sur une grille infinie. Pour montrer la
convergence du vrai schéma par cette méthode, nous avons besoin du principe de com-
paraison pour le problème sur un intervalle borné (voir Section 3.6).
122
4.6. Consistance, stabilité et convergence
Par un argument d’approximation de la solution par des fonctions C∞, il est facile
d’étendre le résultat de convergence au cas de condition initiale discontinue.
Corollaire 4.6.13. Pour une option européenne (O = R), si h est une fonction bornée
sur R, continue par morceaux avec un nombre fini de sauts alors, pour tout τ > 0 et
tout x ∈ R, la solution du schéma 1 converge vers la solution de (4.5.2)–(4.5.3). Pour le
schéma 2, la convergence a lieu sous la condition (4.6.11).
Démonstration. Soient h, h ∈ C∞(R) telles que h ≤ h ≤ h. On note z(τ, x) = E[h(x+Yτ )],
w(τ, x) = E[h(x + Yτ )] et on désigne par z(∆t,∆x) et w(∆t,∆x) les solutions du schéma qui
correspondent aux conditions initiales h et h, respectivement. Alors, par la monotonie,
nous avons
z(∆t,∆x) ≤ u(∆t,∆x) ≤ w(∆t,∆x).
D’après le Théorème 4.6.9,
z(∆t,∆x)(τ, x)→ z(τ, x) et w(∆t,∆x)(τ, x)→ w(τ, x),
quand (∆t,∆x) → 0 (sous la condition de stabilité (4.6.11) pour le schéma 2). Par
conséquent, u(∆t,∆x) a aussi une limite :
u(∆t,∆x)(τ, x)→ u∗(τ, x).
Par construction, nous avons z(τ, x) ≤ u(τ, x) ≤ w(τ, x) et z(τ, x) ≤ u∗(τ, x) ≤ w(τ, x).
S’il est possible de rendre w(τ, x)− u(τ, x) et u(τ, x)− z(τ, x) arbitrairement petits, cela
impliquerait que u∗(τ, x) = u(τ, x).
Soient ξ1, . . . , ξI les points de discontinuité de h. On suppose que les amplitudes des
discontinuités en ces points sont bornées par K. Pour un ε > 0 donné, on construit
h, h ∈ C∞(R) telles que
h(x) ≤ h(x) ≤ h(x), ∀x ∈ R
|h(x)− h(x)| ≤ ε, ∀x /∈
I⋃
i=1
(ξi − ε, ξi + ε),
|h(x)− h(x)| ≤ K, ∀x ∈
I⋃
i=1
(ξi − ε, ξi + ε).
Nous avons donc
w(τ, x)− z(τ, x) = E[h(x+ Yτ )− h(x+ Yτ )]
≤ εQ(x+ Yτ /∈
I⋃
i=1
(ξi − ε, ξi + ε)) +KQ(x+ Yτ ∈
I⋃
i=1
(ξi − ε, ξi + ε))
≤ ε+KQ(x+ Yτ ∈
I⋃
i=1
(ξi − ε, ξi + ε)). (4.6.35)
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Si on note Ωε = {x+Yτ ∈
⋃I
i=1(ξi−ε, ξi+ε)}, on obtient
⋂
ε>0Ωε = {x+Yτ ∈ {ξ1, . . . , ξI}}.
Or, comme σ est strictement positif, Yτ a une distribution absolument continue pour τ > 0
et donc Q(x+ Yτ ∈ {ξ1, . . . , ξI}) = 0. Par conséquent,
Q(x+ Yτ ∈
I⋃
i=1
(ξi − ε, ξi + ε)) ε↓0−→ 0.
Donc l’expression dans (4.6.35) tend vers zéro lorsque ε → 0, d’où u∗(τ, x) = u(τ, x), ce
qu’il fallait démontrer.
Remarque 4.6.14. Si τ = 0, on obtient
Q(x+ Yτ ∈
I⋃
i=1
(ξi − ε, ξi + ε)) ε↓0−→ Q(x ∈ {ξ1, . . . , ξI}) = 1{x∈{ξ1,...,ξI}}.
Donc, le schéma ne converge pas vers la solution (la condition initiale) aux points de
discontinuité de h mais cela n’a pas d’importance puisqu’on n’a pas besoin de calculer
numériquement la solution en τ = 0.
Remarque 4.6.15. Les conditions que l’on impose sur le schéma pour montrer la conver-
gence sont assez faibles. En effet, on utilise la consistance locale tandis que les preuves
classiques par le théorème de Lax exigent la consistance globale, c’est-à-dire, la conver-
gence dans (4.6.1) doit être non ponctuelle mais par rapport à une norme globale, ce qui
demande, en particulier, de savoir d’avance sur quel espace fonctionnel vit la solution.
Cela montre la flexibilité de la notion de solution de viscosité. Le prix à payer est la perte
d’information sur l’ordre de convergence. Nous étudions la vitesse de convergence par une
autre méthode dans les sections suivantes.
4.6.4 Vitesse de convergence
Dans le cadre de solutions de viscosité, des résultats sur la vitesse de convergence pour
des schémas numériques ont été obtenus par Crandall & Lions [CL84] pour des équations
du premier ordre et par Krylov [Kry97a, Kry97b] pour des EDP paraboliques du second
ordre. Les idées de Krylov ont été utilisées et développées dans une séries de travaux
récents [BJ02, Jak03, Jak02, BJ04, JKLC05].
Pour estimer la vitesse de convergence de nos schémas, nous nous sommes inspirés
de [Kry97b]. Cependant, notre approche est légèrement plus simple et permet d’obtenir
de meilleures estimations. Ceci est dû au fait que nous travaillons avec des équations
linéaires à coefficients constants.
Comme la preuve utilise de manière essentielle des propriétés de la solution du
problème de Cauchy, le résultat que nous présentons dans cette section est démontré
uniquement dans le cas d’une grille infinie {(τn, xi), n ∈ {0, . . . ,M}, i ∈ N}, comme
d’ailleurs dans tous les articles cités plus haut. Malheureusement, la méthode ne semble
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pas se généraliser au cas d’un domaine borné.
Pour ne pas alourdir la présentation, nous allons séparer la considération des deux
versions du schéma. Dans un premier temps, nous étudions en détail le schéma 1. Pour
le schéma 2, les preuves sont très similaires. Nous discutons dans la deuxième partie de
cette section les points qui sont différents dans ce cas.
Vitesse de convergence du schéma 1
Introduisons d’abord quelques notations. Etant donné J ⊂ {0, . . . ,M}, on désigne
par BJ×N l’espace des fonctions bornées définies sur la grille {(τn, xi), n ∈ J, i ∈ N}. On
munit cet espace de la norme
‖v‖∆,J = sup
n∈J, i∈N
|v(τn, xi)|. (4.6.36)
De la même manière, on définit BN, l’espace de fonctions bornées sur {xi, i ∈ N}, muni
de la norme
‖v‖∆ = sup
i∈N
|v(xi)|. (4.6.37)
Soit
L∆v(τ, x) ≡ σ
2
2
u(τ, x+∆x)− 2u(τ, x) + u(τ, x−∆x)
∆x2
−(
σ2
2
− r + α
)
u(τ, x+∆x)− u(τ, x)
∆x
− λu(τ, x) +
Kr∑
j=Kl
νju(τ −∆t, x+ j∆x). (4.6.38)
Pour toute fonction ξ ∈ B{1,...,M}×N, on considère le problème suivant :
v(0, xi) = h(xi), i ∈ N (4.6.39)
v(τn, xi) = v(τn−1, xi) + L∆v(τn, xi)∆t+ ξ(τn, xi), n = 1, . . . ,M, i ∈ N. (4.6.40)
Le schéma (S) ((4.5.11)+(4.5.13)) coïncide avec (4.6.39)–(4.6.40) quand ξ ≡ 0. Le terme
ξ(τn, xi) est introduit pour pouvoir comparer la solution du schéma u∆ avec la solution
du problème continu u qui ne vérifie pas (4.5.11)–(4.5.13) exactement mais à un résidu
près. En effet,
∂u
∂τ
(τ, x) = Lu(τ, x), (τ, x) ∈ (0, T ]× R, (4.6.41)
u(0, x) = h(x), x ∈ R (4.6.42)
impliquent u(0, xi) = h(xi) et u(τn, xi) = u(τn−1, xi) +
∫ τn
τn−1
Lu(s, xi)ds. Donc, u vérifie
(4.6.39)–(4.6.40) avec ξ(τn, xi) =
∫ τn
τn−1
Lu(s, xi)ds− L∆u(τn, xi)∆t.
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Lemme 4.6.16. Les propriétés suivantes sont vérifiées :
(i) Le problème (4.6.39)–(4.6.40) possède une unique solution v(ξ) ∈ B{0,...,M}×N.
(ii) Si vi = v(ξi), où ξi ∈ B{1,...,M}×N, i = 1, 2, alors
‖v1(τn, ·)− v2(τn, ·)‖ ≤
n∑
k=1
‖ξ1(τk, ·)− ξ2(τk, ·)‖, n = 1, . . . ,M. (4.6.43)
Démonstration. (i) L’équation (4.6.40) s’écrit sous la forme
− c∆tv(τn, xi−1) + (1 + a∆t)v(τn, xi)− b∆tv(τn, xi+1) =
= v(τn−1, xi) + ∆t
∑
j
νjv(τn−1, xi+j) + ξ(τn, xi), (4.6.44)
avec a, b, c donnés par (4.6.8). Ceci est un système linéaire tri-diagonal dont la diago-
nale principale est dominante. Par conséquent, le système possède une unique solution.
Montrons que cette solution est bornée. Plus exactement, on va montrer par récurrence
que
‖v(τn, ·)‖ ≤ ‖h‖+ 1
1 + λ∆t
n∑
k=1
‖ξ(τk, ·)‖. (4.6.45)
On a |v(0, xi)| = |h(xi)| ≤ ‖h‖. Supposons que (4.6.45) est vérifié pour n− 1. Pour tout
ε > 0, il existe i(ε) ∈ N tel que, pour tout i,
|v(τn, xi(ε))| ≥ ‖v(τn, ·)‖ − ε ≥ |v(τn, xi)| − ε.
Donc, on a
‖v(τn, ·)‖ ≤ |v(τn, xi(ε))|+ ε =
= −c∆t|v(τn, xi(ε))|+ (1 + a∆t)|v(τn, xi(ε))| − b∆t|v(τn, xi(ε))| − λ∆t|v(τn, xi(ε))|+ ε
≤ −c∆t(|v(τn, xi(ε)−1)| − ε) + (1 + a∆t)|v(τn, xi(ε))| − b∆t(|v(τn, xi(ε)+1)| − ε)
− λ∆t(‖v(τn, ·)‖ − ε) + ε
≤ | − c∆tv(τn, xi(ε)−1) + (1 + a∆t)v(τn, xi(ε))− b∆tv(τn, xi(ε)+1)|
− λ∆t‖v(τn, ·)‖+ (1 + a∆t)ε.
En utilisant (4.6.44), on en déduit que
(1+λ∆t)‖v(τn, ·)‖ ≤ |v(τn−1, xi(ε))+∆t
∑
j
νjv(τn−1, xi(ε)+j)+ ξ(τn, xi(ε))|+(1+a∆t)ε
≤ (1 + λ∆t)‖v(τn−1, ·)‖+ ‖ξ(τn, ·)‖+ (1 + a∆t)ε,
d’où
‖v(τn, ·)‖ ≤ ‖h‖+ 1
1 + λ∆t
n∑
k=1
‖ξ(τk, ·)‖+ 1 + a∆t
1 + λ∆t
ε.
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Comme ε est arbitraire, on obtient (4.6.45).
(ii) Supposons d’abord que ∀k, i, ξ1(τk, xi) ≥ ξ2(τk, xi) et montrons que, dans ce cas,
v1 ≥ v2. Notons v = v1 − v2. On a v(0, xi) = 0. Supposons que v(τn−1, xi) ≥ 0. Etant
donné ε > 0, prenons i(ε) tel que v(τn, xi(ε)) ≤ infi v(τn, xi) + ε ≤ v(τn, xi) + ε, ∀i. Alors,
pour tout i ∈ N, on a
inf
i
v(τn, xi) ≥ v(τn, xi(ε))− ε =
− c∆tv(τn, xi(ε)) + (1 + a∆t)v(τn, xi(ε))− b∆tv(τn, xi(ε))− λ∆tv(τn, xi(ε))− ε
≥ −c∆t(v(τn, xi(ε)−1) + ε) + (1 + a∆t)v(τn, xi(ε))− b∆t(v(τn, xi(ε)+1) + ε)
− λ∆t(inf
i
v(τn, xi) + ε)− ε
= v(τn−1, xi(ε))+∆t
∑
j
νjv(τn−1, xi(ε)+j)+(ξ1−ξ2)(τn, xi(ε))−λ∆t inf
i
v(τn, xi)−(1+a∆t)ε
≥ −λ∆t inf
i
v(τn, xi)− (1 + a∆t)ε.
Par conséquent,
inf
i
v(τn, xi) ≥ −1 + a∆t
1 + λ∆t
ε.
En faisant tendre ε vers 0 dans cette inégalité, on obtient infi v(τn, xi) ≥ 0, donc v =
v1 − v2 ≥ 0.
Si ξ1, ξ2 sont arbitraires, on pose v(τn, xi) = v1(τn, xi) +
∑n
k=1 ‖ξ1(τk, ·) − ξ2(τk, ·)‖.
La fonction v est une solution de (4.6.39)–(4.6.40) avec ξ(τn, xi) =
v(τn, xi)− v(τn−1, xi)− L∆v(τn, xi)∆t. Donc,
ξ(τn, xi) = ξ1(τn, xi) + ‖ξ1(τn, ·)− ξ2(τn, ·)‖ − L∆
[
n∑
k=1
‖ξ1(τk, ·)− ξ2(τk, ·)‖
]
∆t
= ξ1(τn, xi) + (1 + λ∆t)‖ξ1(τn, ·)− ξ2(τn, ·)‖ ≥ ξ2(τn, xi).
Or, on a montré que cela implique v(τn, xi) ≥ v2(τn, xi). Donc,
v2(τn, xi)− v1(τn, xi) ≤
n∑
k=1
‖ξ1(τk, ·)− ξ2(τk, ·)‖.
En échangeant v1 avec v2, on obtient (4.6.43).
On va considérer des conditions initiales h qui vérifient l’hypothèse suivante :
Hypothèse 4.6.17. h est une fonction continue sur R, C∞ par morceaux à l’exception
d’un nombre fini de points ξ1, . . . , ξI et telle que ∀n ≥ 0, ∀x /∈ {ξ1, . . . , ξI}, |h(n)(x)| ≤ K.
Remarque 4.6.18. Le payoff d’un Put, h(x) = (1− ex)+, vérifie l’Hypothèse 4.6.17.
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Lemme 4.6.19. Si u est la solution du problème (4.6.41)–(4.6.42) avec h vérifiant l’Hy-
pothèse 4.6.17, alors, pour tout k ≥ 1,
‖Lu(τk, ·) − L∆u(τk, ·)‖ ≤ C
[
∆x2/τ
3/2
k +∆x/τ
1/2
k + 2(
√
τk −√τk−1)
]
, (4.6.46)
avec C = C(K,T, r, σ, λ, α).
Démonstration. On a
|Lu(τk, xi)− L∆u(τk, xi)| ≤ |Du(τk, xi)−D∆u(τk, xi)|+ |Ju(τk, xi)− J∆u(τk−1, xi)|,
où D et J sont les parties différentielle et intégrale de L :
Du(τk, xi) =
σ2
2
∂2u
∂x2
(τk, xi)−
(
σ2
2
− r + α
)
∂u
∂x
(τk, xi)− λu(τk, xi), (4.6.47)
Ju(τk, xi) =
∫ Br
Bl
u(τk, xi + y)ν(dy), (4.6.48)
et D∆, J∆ sont leurs approximations :
D∆u(τk, xi) =
σ2
2
u(τk, xi+1)− 2u(τk, xi) + u(τk, xi−1)
(∆x)2
−
(
σ2
2
− r + α
)
u(τk, xi+1)− u(τk, xi)
∆x
− λu(τk, xi), (4.6.49)
J∆u(τk, xi) =
Kr∑
j=Kl
u(τk, xi+j)νj. (4.6.50)
En utilisant le développement de Taylor, on obtient :
∃ξ1, η1, ξ2 ∈ [xi−1, xi+1], |Du(τk, xi)−D∆u)(τk, xi)| =∣∣∣∣σ22 ∆x224
[
∂4u
∂x4
(τk, ξ1) +
∂4u
∂x4
(τk, η1)
]
+
(
σ2
2
− r + α
)
∆x
2
∂2u
∂x2
(τk, ξ2)
∣∣∣∣
≤ ∆x
2
12
σ2
2
∥∥∥∥∂4u∂x4 (τk, ·)
∥∥∥∥+ ∆x2 |σ2/2− r + α|
∥∥∥∥∂2u∂x2 (τk, ·)
∥∥∥∥
≤ C[∆x2/τ 3/2k +∆x/τ 1/2k ], (4.6.51)
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d’après la Proposition 3.4.6. La partie intégrale peut être estimée de la façon suivante :
|Ju(τk, xi)− J∆u(τk−1, xi)| =
∣∣∣∣∣
Kr∑
j=Kl
u(τk−1, xi+j)νj −
∫ Br
Bl
u(τk, xi + y)ν(dy)
∣∣∣∣∣
=
∣∣∣∣∣
Kr∑
j=Kl
∫ yj+1/2
yj−1/2
[u(τk−1, xi + yj)− u(τk, xi + y)]ν(dy)
∣∣∣∣∣
≤
∣∣∣∣∣
Kr∑
j=Kl
[u(τk−1, xi + yj)− u(τk, xi + yj)]νj
∣∣∣∣∣+
∣∣∣∣∣
Kr∑
j=Kl
∫ yj+1/2
yj−1/2
[u(τk, xi + yj)− u(τk, xi + y)]ν(dy)
∣∣∣∣∣
≤
∣∣∣∣∣
Kr∑
j=Kl
νj
∫ τk
τk−1
∂u
∂τ
(s, xi + yj)ds
∣∣∣∣∣+
∣∣∣∣∣
Kr∑
j=Kl
∫ yj+1/2
yj−1/2
ν(dy)
∫ xi+y
xi+yj
∂u
∂x
(τk, ξ)dξ
∣∣∣∣∣
≤ λ
∫ τk
τk−1
∥∥∥∥∂u∂τ (s, ·)
∥∥∥∥ ds+ λ∆x2
∥∥∥∥∂u∂x(τk, ·)
∥∥∥∥ ≤ C
[∫ τk
τk−1
ds√
s
+∆x
]
= C [2(
√
τk −√τk−1) + ∆x] . (4.6.52)
En rassemblant les estimations (4.6.51) et (4.6.52), on obtient (4.6.46).
Théorème 4.6.20. (Vitesse de convergence du schéma 1) Supposons que h vérifie
l’Hypothèse 4.6.17. Soient u la solution du problème (4.6.41)–(4.6.42) et u∆ la solution
du schéma 1 ((4.5.11)+(4.5.13)+(4.5.7)+(4.5.8)). Si c1 ≤ ∆t/∆x2 ≤ c2, avec c1, c2 > 0,
alors
‖u− u∆‖∆,{0,...,M} ≤ C∆x. (4.6.53)
La constante C ne dépend que de T , K et des coefficients de l’opérateur L (σ, r, α et λ).
Démonstration. Comme on a déjà noté, les fonctions u∆ et u vérifient (4.6.39)-(4.6.40)
avec ξ = 0 et ξ(τk, xi) =
∫ τk
τk−1
Lu(s, xi)ds − L∆u(τk, xi)∆t, respectivement. D’après le
Lemme 4.6.16,
‖u(τn, ·)− u∆(τn, ·)‖ ≤
n∑
k=1
‖
∫ τk
τk−1
Lu(s, ·)ds− L∆u(τk, ·)∆t‖
≤
n∑
k=1
‖
∫ τk
τk−1
(Lu(s, ·)− Lu(τk, ·))ds‖+
n∑
k=1
‖Lu(τk, ·)− L∆u(τk, ·)‖∆t. (4.6.54)
Regardons le premier terme :
|
∫ τk
τk−1
(Lu(s, x)− Lu(τk, x))ds| = |
∫ τk
τk−1
ds
∫ τk
s
∂2u
∂τ 2
(θ, x)dθ|
≤ C
∫ τk
τk−1
ds
∫ τk
s
dθ
θ3/2
≤ C∆t
∫ τk
τk−1
ds
s3/2
,
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par la Proposition 3.4.6. Par conséquent,
n∑
k=1
‖
∫ τk
τk−1
(Lu(s, ·)− Lu(τk, ·))ds‖ ≤ C[
∫ ∆t
0
ds
∫ ∆t
s
dθ
θ3/2
+∆t
∫ T
∆t
ds
s3/2
]
= C[2∆t+∆t
2(
√
T −√∆t)√
T
√
∆t
] ≤ 4C
√
∆t. (4.6.55)
Pour estimer le deuxième terme dans (4.6.54), remarquons que
n∑
k=1
∆t√
τk
=
n∑
k=1
∫ τk
τk−1
ds√
τk
≤
n∑
k=1
∫ τk
τk−1
ds√
s
= 2
√
τn, (4.6.56)
et que
n∑
k=1
∆t
τ
3/2
k
=
1√
∆t
n∑
k=1
1
k3/2
≤ C√
∆t
, (4.6.57)
puisque la série
∑∞
k=1 1/k
3/2 converge. En utilisant le Lemme 4.6.19, on obtient donc
n∑
k=1
‖Lu(τk, ·)− L∆u(τk, ·)‖∆t ≤ C
[
∆x2/
√
∆t+ 2
√
τn∆x+ 2
√
τn∆t
]
≤ C
[
∆x2/
√
∆t+∆x+∆t
]
. (4.6.58)
Si c1 ≤ ∆t/∆x2 ≤ c2, les estimations (4.6.54), (4.6.55) et (4.6.58) impliquent (4.6.73).
Remarque 4.6.21. Notre estimation O(∆x) est meilleure que O(
√
∆x) donnée dans les
articles que nous connaissons traitant le cas des équations paraboliques : [Jak03] pour
des équations différentielles (même dans le cas linéaire) et [JKLC05] pour des équations
intégro-différentielles. Il faut dire que contrairement à [Jak03] nous considérons des coef-
ficients constants.
Remarque 4.6.22. Notons que la condition ∆t/∆x2 ∼ c n’est pas requise pour la
convergence du schéma mais la nature de nos estimations l’impose pour évaluer la vitesse
de convergence. Cette condition est aussi requise dans [Kry97b, Jak03].
La différence avec des schémas qui exigent la condition CFL ∆t ≤ c∆x2 pour la
stabilité est la suivante. En pratique, on calcule la solution discrète avec ∆t et ∆x fixés.
Ensuite, si on veut augmenter la précision, on peut relancer le calcul en diminuant ces
paramètres. Supposons que pour un ∆t donné, le niveau de l’erreur dû à la discrétisation
en temps nous convient déjà et on veut améliorer la discrétisation en espace en diminuant
seulement ∆x. Si le schéma est stable sous la condition CFL, il risque d’exploser après
cette opération. En revanche, notre schéma restera stable quel que soit le rapport entre
∆t est ∆x. Il va converger avec la vitesse O(∆x) vers l’erreur résiduelle déterminée par
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∆t. Comme on a vu, cette erreur résiduelle est proportionnelle à
√
∆t (et non à ∆t, à
cause de l’irrégularité de la condition initiale). Le Théorème 4.6.20 dit que, si on veut
diminuer ∆x et ∆t de façon coordonnée et atteindre la vitesse de convergence en O(∆x),
il faut choisir ∆t ∼ ∆x2. Notons également que dans le cas CFL la constante c est donnée
et limite la taille de ∆t, tandis que les constantes c1 et c2 dans le Théorème 4.6.20 peuvent
être quelconques.
Remarquons que le Théorème 4.6.20 suggère non seulement la majoration ∆t ≤ c∆x2
mais aussi la minoration ∆t ≥ c1∆x2. Ceci est dû au terme ∆x2/
√
∆t dans (4.6.58) : il
devrait exploser si ∆t est trop petit par rapport à ∆x. Pourtant, dans les tests numé-
riques, nous n’observons pas cette limitation : l’erreur diminue quand ∆t diminue (voir
Figure 5.8 dans la Section 5.3). Nous pensons donc que cette contrainte est un artefact
de la méthode d’estimation et n’est pas nécessaire en pratique (voir aussi la discussion
dans les Sections 5.2.2 et 5.3).
Vitesse de convergence du schéma 2
Nous considérons maintenant le problème (4.6.39)–(4.6.40) avec l’opérateur L∆ du
second schéma :
L∆v(τ, x) ≡ σ
2
2
u(τ, x+∆x)− 2u(τ, x) + u(τ, x−∆x)
∆x2
−
(
σ2
2
− r
)
u(τ, x+∆x)− u(τ, x)
∆x
+
Kr∑
j=Kl
νju(τ −∆t, x+ j∆x)
− λu(τ −∆t, x)− αu(τ −∆t, x+∆x)− u(τ −∆t, x)
∆x
. (4.6.59)
Lemme 4.6.23. Si ∆t vérifie la condition (4.6.11), alors nous avons les propriétés sui-
vantes :
(i) Le problème (4.6.39)–(4.6.40) avec L∆ donné par (4.6.59) possède une unique
solution v(ξ) ∈ B{0,...,M}×N.
(ii) Si vi = v(ξi), où ξi ∈ B{1,...,M}×N, i = 1, 2, alors
‖v1(τn, ·)− v2(τn, ·)‖ ≤
n∑
k=1
‖ξ1(τk, ·)− ξ2(τk, ·)‖, n = 1, . . . ,M. (4.6.60)
Démonstration. (i) L’équation (4.6.40) s’écrit maintenant sous la forme
− c∆tv(τn, xi−1) + (1 + a∆t)v(τn, xi)− b∆tv(τn, xi+1)
= v(τn−1, xi) + ∆t
∑
j
νjv(τn−1, xi+j)−∆tλv(τn−1, xi)
− αv(τn−1, xi+1)− v(τn−1, xi)
∆x
+ ξ(τn, xi), (4.6.61)
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avec a, b, c donnés par (4.6.12). Le système linéaire qu’elle définit est toujours tri-diagonal
à diagonale principale dominante, donc il possède une unique solution. Montrons que cette
solution est bornée :
‖v(τn, ·)‖ ≤ ‖h‖+
n∑
k=1
‖ξ(τk, ·)‖. (4.6.62)
Par définition, |v(0, xi)| = |h(xi)| ≤ ‖h‖. Supposons que (4.6.62) est vérifié pour n − 1.
Pour tout ε > 0, il existe i(ε) ∈ N tel que |v(τn, xi(ε))| ≥ ‖v(τn, ·)‖ − ε ≥ |v(τn, xi)| − ε,
pour tout i. Donc,
‖v(τn, ·)‖ ≤ |v(τn, xi(ε))|+ ε =
= −c∆t|v(τn, xi(ε))|+ (1 + a∆t)|v(τn, xi(ε))| − b∆t|v(τn, xi(ε))|+ ε
≤ −c∆t(|v(τn, xi(ε)−1)| − ε) + (1 + a∆t)|v(τn, xi(ε))| − b∆t(|v(τn, xi(ε)+1)| − ε) + ε
≤ | − c∆tv(τn, xi(ε)−1) + (1 + a∆t)v(τn, xi(ε))− b∆tv(τn, xi(ε)+1)|+ (1 + a∆t)ε.
Il vient de (4.6.61) que
‖v(τn, ·)‖ ≤ |v(τn−1, xi(ε))(1− λ∆t− |α|∆t
∆x
) + ∆t
∑
j
νjv(τn−1, xi(ε)+j)
+|α|∆t
∆x
v(τn−1, xi(ε)+1)+ξ(τn, xi(ε))|+(1+a∆t)ε ≤ ‖v(τn−1, ·)‖+‖ξ(τn, ·)‖+(1+a∆t)ε,
puisque 1 − λ∆t − |α|∆t
∆x
≥ 0 grâce à (4.6.11). Rappelons que nous avons supposé pour
fixer les idées que α < 0. Dans le cas contraire, on utilise le schéma décentré à gauche
dans la partie explicite et la preuve se déroule de la même manière.
En utilisant l’hypothèse de récurrence, on obtient
‖v(τn, ·)‖ ≤ ‖h‖+
n∑
k=1
‖ξ(τk, ·)‖+ (1 + a∆t)ε.
Comme ε est arbitraire, cela implique (4.6.62).
(ii) Supposons d’abord que ∀k, i, ξ1(τk, xi) ≥ ξ2(τk, xi) et montrons que, dans ce cas,
v1 ≥ v2. Notons v = v1 − v2. On a v(0, xi) = 0. Supposons que v(τn−1, xi) ≥ 0. Etant
donné ε > 0, prenons i(ε) tel que v(τn, xi(ε)) ≤ infi v(τn, xi) + ε ≤ v(τn, xi) + ε, ∀i. Alors,
pour tout i ∈ N, on a
inf
i
v(τn, xi) ≥ v(τn, xi(ε))− ε =
− c∆tv(τn, xi(ε)) + (1 + a∆t)v(τn, xi(ε))− b∆tv(τn, xi(ε))− ε
≥ −c∆t(v(τn, xi(ε)−1) + ε) + (1 + a∆t)v(τn, xi(ε))− b∆t(v(τn, xi(ε)+1) + ε)− ε
= v(τn−1, xi(ε))(1− λ∆t− |α|∆t
∆x
) + ∆t
∑
j
νjv(τn−1, xi(ε)+j) + |α|∆t
∆x
v(τn−1, xi(ε)+1)
+ (ξ1 − ξ2)(τn, xi(ε))− (1 + a∆t)ε ≥ −(1 + a∆t)ε.
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En faisant tendre ε vers 0 dans cette inégalité, on obtient infi v(τn, xi) ≥ 0, donc v =
v1 − v2 ≥ 0.
Si ξ1, ξ2 sont arbitraires, on pose v(τn, xi) = v1(τn, xi) +
∑n
k=1 ‖ξ1(τk, ·) − ξ2(τk, ·)‖.
La fonction v est une solution de (4.6.39)–(4.6.40) avec ξ(τn, xi) =
v(τn, xi)− v(τn−1, xi)− L∆v(τn, xi)∆t. Donc,
ξ(τn, xi) = ξ1(τn, xi) + ‖ξ1(τn, ·)− ξ2(τn, ·)‖ − L∆
[
n∑
k=1
‖ξ1(τk, ·)− ξ2(τk, ·)‖
]
∆t
= ξ1(τn, xi) + ‖ξ1(τn, ·)− ξ2(τn, ·)‖ ≥ ξ2(τn, xi),
puisque
∑n
k=1 ‖ξ1(τk, ·) − ξ2(τk, ·)‖ ne dépend pas de i et donc L∆ appliqué à cette
constante est égale à zéro. Or on a montré que cela implique v(τn, xi) ≥ v2(τn, xi). Donc,
v2(τn, xi)− v1(τn, xi) ≤
n∑
k=1
‖ξ1(τk, ·)− ξ2(τk, ·)‖.
En échangeant v1 avec v2, on obtient (4.6.60).
Lemme 4.6.24. Soit u la solution du problème (4.6.41)–(4.6.42) avec h vérifiant l’Hy-
pothèse 4.6.17. Si L∆ est donné par (4.6.59) et ∆t vérifie la condition (4.6.11), alors,
pour tout k ≥ 2,
‖Lu(τk, ·)− L∆u(τk, ·)‖ ≤ C
[
∆x2/τ
3/2
k +∆x/τ
1/2
k +∆x
+
1√
τk−1
− 1√
τk
+ log(τk/τk−1) +
√
τk −√τk−1
]
, (4.6.63)
avec C = C(K,T, r, σ, λ, α). Pour k = 1, nous avons
‖Lu(τ1, ·)− L∆u(τ1, ·)‖ ≤ C
[
∆x2/(∆t)3/2 +∆x/(∆t)1/2 +∆x+ 1/(∆t)1/2
]
.(4.6.64)
Démonstration. Par analogie avec (4.6.51), on obtient d’après la Proposition 3.4.6 :
|Du(τk, xi)−D∆u)(τk, xi)| ≤ ∆x
2
12
σ2
2
∥∥∥∥∂4u∂x4 (τk, ·)
∥∥∥∥+ ∆x2 |σ2/2− r|
∥∥∥∥∂2u∂x2 (τk, ·)
∥∥∥∥
≤ C[∆x2/τ 3/2k +∆x/τ 1/2k ]. (4.6.65)
La partie intégrale peut être estimée de la façon suivante :
|Ju(τk, xi)− J∆u(τk−1, xi)| ≤
≤ |Ju(τk, xi)− J∆u(τk, xi)|+
∣∣∣∣∣
∫ τk
τk−1
∂
∂τ
(J∆u)(s, xi)ds
∣∣∣∣∣ . (4.6.66)
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Pour le premier terme, nous obtenons comme dans (4.6.52) :
|Ju(τk, xi)− J∆u(τk, xi)| ≤
∣∣∣∣∣
Kr∑
j=Kl
∫ yj+1/2
yj−1/2
[u(τk−1, xi + yj)− u(τk, xi + y)]ν(dy)
∣∣∣∣∣
+|α|
∣∣∣∣∂u∂x(τk, xi)− u(τk, xi +∆x)− u(τk, xi)∆x
∣∣∣∣ ≤ λ∆x2
∥∥∥∥∂u∂x(τk, ·)
∥∥∥∥+|α|∆x2
∥∥∥∥∂2u∂x2 (τk, ·)
∥∥∥∥ .
(4.6.67)
La Proposition 3.4.6 implique alors la majoration suivante :
|Ju(τk, xi)− J∆u(τk, xi)| ≤ C[∆x+∆x/τ 1/2k ]. (4.6.68)
Dans le second terme, nous allons distinguer le cas k = 1 qui demande un traitement
spécial. Remarquons d’abord que
|J∆f(xi)| = |
Kr∑
j=Kl
νjfi+j − λfi − αfi+1 − fi
∆x
|
=
1
∆t
∣∣∣∣∣(1− λ∆t− |α|∆t∆x)fi − fi +∆t
Kr∑
j=Kl
νjfi+j + |α|∆t
∆x
fi+1
∣∣∣∣∣
≤ 1
∆t
(
(1− λ∆t− |α|∆t
∆x
)‖f‖+ ‖f‖+∆t
Kr∑
j=Kl
νj‖f‖+ |α|∆t
∆x
‖f‖
)
=
2
∆t
‖f‖,
(4.6.69)
grâce à la condition (4.6.11). Donc, on obtient∣∣∣∣∫ τ1
τ0
∂
∂τ
(J∆u)(s, xi)ds
∣∣∣∣ = ∣∣∣∣∫ ∆t
0
J∆
(
∂u
∂τ
)
(s, xi)ds
∣∣∣∣ ≤ 2∆t
∫ ∆t
0
∥∥∥∥∂u∂τ (s, ·)
∥∥∥∥ ds
≤ C
∆t
∫ ∆t
0
ds√
s
=
C˜√
∆t
. (4.6.70)
Pour traiter les termes avec k ≥ 2, nous représentons J∆f d’une autre manière.
J∆f(xi) =
∑
j
∫ yj+1/2
yj−1/2
[
f(xi + yj)− f(xi)− (ey − 1)f(xi+1)− f(xi)
∆x
]
ν(dy)
=
∑
j
∫ yj+1/2
yj−1/2
[
f(xi + yj)− f(xi)− (ey − 1)∂f
∂x
(xi + ξ)
]
1|y|>1ν(dy)
+
∑
j
∫ yj+1/2
yj−1/2
[
yj
∂f
∂x
(xi) +
y2j
2
∂2f
∂x2
(xi + η)− y∂f
∂x
(xi + ζ)
]
1|y|≤1ν(dy)
−
∫
|y|≤1
(ey − 1− y)ν(dy)∂f
∂x
(xi + z),
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où ξ, ζ, z ∈ [xi, xi+1] et |η| ≤ ∆x/2. La partie avec |y| ≤ 1 peut être majorée comme suit :∣∣∣∣∣∑
j
∫ yj+1/2
yj−1/2
[
yj
∂f
∂x
(xi) +
y2j
2
∂2f
∂x2
(xi + η)− y∂f
∂x
(xi + ζ)
]
1|y|≤1ν(dy)
∣∣∣∣∣
=
∣∣∣∣∣∑
j
∫ yj+1/2
yj−1/2
[
(yj − y)∂f
∂x
(xi) + y
(
∂f
∂x
(xi)− ∂f
∂x
(xi + ζ)
)
+
y2j − y2
2
∂2f
∂x2
(xi + η)− y
2
2
∂2f
∂x2
(xi + η)
]
1|y|≤1ν(dy)
∣∣∣∣
≤ λ∆x
2
∥∥∥∥∂f∂x
∥∥∥∥+ 2∆x∫|y|≤1 |y|ν(dy)
∥∥∥∥∂f∂x
∥∥∥∥
+
∆x
2
(∫
|y|≤1
|y|ν(dy) + ∆x
4
)∥∥∥∥∂2f∂x2
∥∥∥∥+ ∫|y|≤1 y
2
2
ν(dy)
∥∥∥∥∂2f∂x2
∥∥∥∥ .
Nous avons utilisé le fait que |y2j − y2| = |yj − y||yj + y| ≤ ∆x2 (2|y|+∆x/2). On obtient
l’estimation suivante :
|J∆f(xi)| ≤ 2
∫
|y|>1
ν(dy) ‖f‖+
+
(∣∣∣∣∫|y|>1(ey − 1)ν(dy)
∣∣∣∣+ λ∆x2 + β + 2∆x
∫
|y|≤1
|y|ν(dy)
)∥∥∥∥∂f∂x
∥∥∥∥
+
(
∆x
2
∫
|y|≤1
|y|ν(dy) + ∆x
2
8
+
∫
|y|≤1
y2
2
ν(dy)
)∥∥∥∥∂2f∂x2
∥∥∥∥ , (4.6.71)
où β =
∫
|y|≤1(e
y − 1− y)ν(dy) ≥ 0. Il en vient que∣∣∣∣ ∂∂τ (J∆u)(s, x)
∣∣∣∣ = ∣∣∣∣J∆(∂u∂τ
)
(s, x)
∣∣∣∣ ≤ C1 ∥∥∥∥∂u∂τ (s, ·)
∥∥∥∥
+ C2
∥∥∥∥ ∂2u∂τ∂x(s, ·)
∥∥∥∥+ C3 ∥∥∥∥ ∂3u∂τ∂x2 (s, ·)
∥∥∥∥ .
La Proposition 3.4.6 implique alors que∣∣∣∣ ∂∂τ (J∆u)(s, x)
∣∣∣∣ ≤ C(1/s3/2 + 1/s+ 1/s1/2),
d’où∣∣∣∣∣
∫ τk
τk−1
∂
∂s
(J∆u)(s, xi)ds
∣∣∣∣∣ ≤ C
∫ τk
τk−1
(
1
s3/2
+
1
s
+
1
s1/2
)
ds
≤ C˜
(
1√
τk−1
− 1√
τk
+ log(τk/τk−1) +
√
τk −√τk−1
)
. (4.6.72)
Les estimations (4.6.65), (4.6.70), (4.6.68) et (4.6.72) impliquent (4.6.63) et (4.6.64).
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Théorème 4.6.25. (Vitesse de convergence du schéma 2) Supposons que h vérifie
l’Hypothèse 4.6.17. Soient u la solution du problème (4.6.41)–(4.6.42) et u∆ la solution
du schéma 2 ((4.5.11)+(4.5.13)+(4.5.9)+(4.5.10)).
Si la condition de stabilité (4.6.11) est vérifiée et c1 ≤ ∆t/∆x2 ≤ c2, avec c1, c2 > 0,
alors
‖u− u∆‖∆,{0,...,M} ≤ C∆x. (4.6.73)
La constante C ne dépend que de T , K et des coefficients de l’opérateur L (σ, r, α et
λ).9
Notons que la condition c1 ≤ ∆t/∆x2 ≤ c2 implique (4.6.11) pour ∆x suffisamment
petits, donc la condition de stabilité est automatiquement vérifiée.
Démonstration. Comme précédemment, nous obtenons grâce au Lemme 4.6.23,
‖u(τn, ·)−u∆(τn, ·)‖ ≤
n∑
k=1
‖
∫ τk
τk−1
(Lu(s, ·)−Lu(τk, ·))ds‖+
n∑
k=1
‖Lu(τk, ·)−L∆u(τk, ·)‖∆t.
(4.6.74)
L’estimation du premier terme est exactement la même que dans le Théorème 4.6.20,
donc on peut directement utiliser (4.6.55). Ce qui est légèrement différent ici, c’est l’es-
timation de ‖Lu(τk, ·)− L∆u(τk, ·)‖ (cf. Lemme 4.6.19 et Lemme 4.6.24). En utilisant le
Lemme 4.6.24 et les remarques (4.6.56) et (4.6.57), nous obtenons
n∑
k=1
‖Lu(τk, ·)− L∆u(τk, ·)‖∆t ≤ C
[
∆x2/
√
∆t+ 2
√
τn∆x+ τn∆x
+
√
∆t+∆t(1/
√
∆t− 1/√τn + log(τn)− log(∆t) +√τn −
√
∆t
]
≤ C˜
[
∆x2/
√
∆t+∆x+∆t
]
. (4.6.75)
Si c1 ≤ ∆t/∆x2 ≤ c2, les estimations (4.6.74), (4.6.55) et (4.6.75) impliquent (4.6.73).
Remarque 4.6.26. Soulignons que les Théorèmes 4.6.20 et 4.6.25 donnent la vitesse
de convergence en norme uniforme en x et en t. En fait, l’erreur est maximale sur les
premières itérations en temps, à cause de l’irrégularité de la condition initiale. Ici, nous
avons obtenu l’ordre O(∆t1/2) ce qui peut apparaître comme un grave défaut de notre
schéma en comparaison avec d’autres méthodes. Par exemple, dans [AA00, BLCN04]
les auteurs affirment que leurs schémas sont d’ordre O(∆t2), voire plus élevé, en faisant
implicitement le raccourci suivant : l’ordre d’approximation = l’ordre de convergence.
Remarquons premièrement que l’erreur de schéma est le plus souvent mesurée au
temps final τ = T (dans une certaine norme en espace). Elle décroît, en effet, plus
vite que l’erreur uniforme en temps. On peut vérifier numériquement que, dans notre
9K est la constante de l’Hypothèse 4.6.17.
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cas, ‖u(T, ·) − u∆(T, ·)‖ = O(∆x + ∆t) (voir Section 5.3). Néanmoins, dans certaines
situations il peut être important de pouvoir contrôler l’erreur uniforme. Par exemple, si
on veut utiliser ce schéma pour la calibration du modèle ou pour trouver la stratégie
de couverture, on aura besoin des valeurs calculées sur toute la grille, y compris pour τ
petits.
L’exemple suivant montre que l’estimation O(∆t1/2) que nous avons obtenue est op-
timale pour ce type de discrétisation en temps. En outre, il illustre que le problème n’est
pas lié à la présence de sauts mais uniquement au degré de régularité de la condition
initiale.10 En particulier, cet exemple devrait convaincre que l’ordre de convergence ne
coïncide pas toujours avec l’ordre d’approximation de l’opérateur : ceci n’est vrai que si
la condition initiale est régulière. Autrement dit, le Théorème de Lax doit être utilisé
avec précaution : il ne s’applique pas dans toutes les circonstances.
Exemple 4.6.27. Considérons le problème suivant :
∂u
∂τ
(τ, x) =
∂2u
∂x2
(τ, x), (τ, x) ∈ (0, T ]× R, (4.6.76)
u(0, x) = h(x), x ∈ R, (4.6.77)
qui peut être vu comme un cas particulier de (4.6.41)–(4.6.42) avec ν = 0, σ =
√
2 et
r = 1. La solution de ce problème est donnée par la formule :
u(τ, x) =
1
2
√
piτ
∫ ∞
−∞
e−(x−y)
2/4τh(y)dy.
Discrétisons l’équation (4.6.76) en temps à l’aide du schéma implicite :
u∆(τn, x)− u∆(τn −∆t, x)
∆t
=
∂2u∆
∂x2
(τn, x), n ≥ 1, x ∈ R, (4.6.78)
u∆(0, x) = h(x), x ∈ R, (4.6.79)
Il n’y a donc pas de discrétisation en espace. Cela nous permet, d’un côté, de séparer
l’effet de la discrétisation en temps et, de l’autre côté, de calculer la solution (après la
première itération) explicitement.
Pour n = 1, f(x) ≡ u∆(∆t, x) est une solution de l’EDO
∆tf ′′(x)− f(x) = −h(x), x ∈ R,
d’où l’on trouve que
u∆(∆t, x) =
1
2
√
∆t
∫ ∞
−∞
e−|x−y|/
√
∆th(y)dy.
10cf. [JK04] où le même ordre O(
√
∆t) a été obtenu pour une approximation semi-discrète d’une classe
d’équations (locales) paraboliques dégénérées non linéaires avec un terme source.
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Fig. 4.4 – La figure de gauche montre supx∈R |u(∆t, x) − u∆(∆t, x)| en fonction de ∆t
dans le cas h(x) = (1− ex)+ (échelle log-log). En comparant la pente de cette ligne avec
celle de f(∆t) = ∆t1/2 on voit que la convergence est d’ordre O(∆t1/2). La figure de
droite représente |u(∆t, x)− u∆(∆t, x)| en fonction de x pour trois valeurs de ∆t dans le
cas h(x) = 1x≥0. L’erreur maximale sur R ne dépend pas de ∆t et ne tend donc pas vers
zéro quand ∆t→ 0.
Considérons maintenant la condition initiale de type Put : h(x) = (1− ex)+. Dans ce
cas, nous obtenons
u(∆t, x) = N (− x√
2∆t
)− ex+∆tN (−x+ 2∆t√
2∆t
),
où N (x) = ∫ x−∞ e−y2/2/√2pidy et
u∆(∆t, x) =
{ √
∆t
2(1+
√
∆t)
e−x/
√
∆t, x ≥ 0,
1− ex
1−∆t +
√
∆t
2(1−√∆t)e
x/
√
∆t, x < 0.
Nous avons supn≥0, x∈R |u(τn, x)− u∆(τn, x)| ≥ supx∈R |u(∆t, x)− u∆(∆t, x)|. Or, comme
le montre la Figure 4.4, ce dernier terme converge vers zéro avec la vitesse O(∆t1/2).
Donc, la convergence globale est au plus d’ordre ∆t1/2.
La situation est encore pire si la condition initiale est discontinue. Soit h(x) = 1x≥0.
Alors les solutions de (4.6.76)–(4.6.77) et de (4.6.78)–(4.6.79) en τ = ∆t sont données,
respectivement, par
u(∆t, x) = 1−N (− x√
2∆t
) et u∆(∆t, x) =
{
1− 1
2
e−x/
√
∆t, x ≥ 0,
1
2
ex/
√
∆t, x < 0.
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Le calcul direct montre que
sup
x∈R
|u(∆t, x)− u∆(∆t, x)| = 1−N (− y∗√
2
)− 1
2
ey∗ ,
où y∗ = −2(1 −
√
ln(e/
√
pi)). On voit que cette erreur ne dépend pas de ∆t : elle est
approximativement égale à 0.062.
4.6.5 L’influence des petits sauts sur la vitesse de convergence
Rappelons que si ν est singulier en zéro, on remplace d’abord u par uε (Section 4.5)
et on cherche ensuite une approximation uε∆ de uε en appliquant le schéma numérique.
L’erreur de la première approximation est proportionnelle à ε d’après la Proposition 4.2.1.
L’erreur entre uε∆ et uε est donnée, en principe, par le Théorème 4.6.20 : ‖uε−uε∆‖ ≤ C∆x.
Le problème est que la constante C dépend des coefficients de l’opérateur et donc de ε.
Cette dépendance est telle que C(ε)→∞ quand ε→ 0. Or ce qui nous intéresse, ce n’est
pas d’approcher au mieux uε pour un ε fixé mais de minimiser l’erreur entre u et uε∆. Il
faut donc trouver un rapport optimal entre les paramètres ε, ∆x et ∆t pour équilibrer
les deux termes d’erreur ‖u− uε‖ et ‖uε − uε∆‖.
Pour le faire, il faut expliciter la dépendance de C de ε. Dans cette section, nous
révisons les arguments de la section précédente en prenant soin de faire apparaître ε dans
toutes les estimations.
Nous supposons ici que σ = 0 et que ν(y) ∼ c|y|−(1+β) quand |y| → 0, avec 0 < β <
2.11 Alors,
σ(ε) ∼ ε1−β/2, α(ε) ∼ εmin{1−β,0}, λ(ε) ∼ ε−β. (4.6.80)
Lemme 4.6.28. Soit uε la solution du problème (4.2.5)–(4.2.6). Si h vérifie l’Hypo-
thèse 4.6.17, alors, pour tout τ > 0 et pour tous n ≥ 1,∥∥∥∥∂nuε∂xn (τ, ·)
∥∥∥∥ ≤ C(n, T )(ε1−β/2√τ)n−1 ,
∥∥∥∥∂uε∂τ (τ, ·)
∥∥∥∥ ≤ C(T )(ε1−β/2√τ + ε−β
)
,∥∥∥∥∂2uε∂τ 2 (τ, ·)
∥∥∥∥ ≤ C(T )(ε1−β/2τ 3/2 + 1 + ε1−βτ + 1ε1−β/2τ 1/2 + ε1−3β/2τ 1/2 + ε−2β
)
. (4.6.81)
Démonstration. La preuve suit les lignes de la démonstration de la Proposition 3.4.6 avec
cette différence que les coefficients dépendent de ε. Rappelons que
uε(τ, x) = h(x) ∗ p˜τ (x) = h(x) ∗ p˜σ(ε)Wτ (x) ∗ p˜Xτ−σ(ε)Wτ (x), (4.6.82)
où pτ (x) = p˜τ (−x) est la densité de Xτ et p˜σ(ε)Wτ (−x), p˜Xτ−σ(ε)Wτ (−x) sont celles des
processus σ(ε)Wτ et (Xτ − σ(ε)Wτ ) respectivement. Donc,∥∥∥∥∂nuε∂xn (τ, ·)
∥∥∥∥ ≤ ∥∥∥∥∂n(h ∗ p˜σ(ε)Wτ )∂xn
∥∥∥∥ . (4.6.83)
11Ce cas est celui utilisé en pratique : comme on a déjà noté, les petits sauts d’activité infinie peuvent
être redondants avec la composante brownienne.
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Pour tout n ≥ 0, nous avons
∂np˜σ(ε)Wτ
∂xn
(x) =
1
(σ(ε)
√
τ)n+1
∂np˜W1
∂xn
(
x
σ(ε)
√
τ
)
. (4.6.84)
Donc, il suffit de remplacer τ par σ(ε)
√
τ dans (3.4.14) pour conclure que ∀n ≥ 1,∥∥∥∥∂n(h ∗ p˜σ(ε)Wτ )∂xn
∥∥∥∥ ≤ C(n, T )(σ(ε)√τ)n−1 ≤ C˜(n, T )(ε1−β/2√τ)n−1 .
Les dérivées ∂uε
∂τ
et ∂2uε
∂τ2
sont reliées aux dérivées en x par l’équation ∂τuε = Lεuε.
Pour toute fonction f ∈ C∞(R), nous avons
|Lεf(x)| = |σ
2(ε)
2
∂2f
∂x2
(x)−
(
σ2(ε)
2
− r + α(ε)
)
∂f
∂x
(x)− λ(ε)f(x)
+
∫
|y|≥ε
ν(dy)f(x+ y)| ≤ σ
2(ε)
2
∣∣∣∣∂2f∂x2 (x)
∣∣∣∣+ |σ2(ε)2 − r + α(ε)|
∣∣∣∣∂f∂x (x)
∣∣∣∣+ 2λ(ε)‖f‖
≤ C
(
ε2−β
∣∣∣∣∂2f∂x2 (x)
∣∣∣∣+ (1 + ε1−β) ∣∣∣∣∂f∂x (x)
∣∣∣∣+ ε−β‖f‖) .
Par conséquent,∣∣∣∣∂uε∂τ (τ, x)
∣∣∣∣ = |Lεuε(τ, x)|
≤ C
(
ε2−β
∥∥∥∥∂2uε∂x2 (τ, ·)
∥∥∥∥+ (1 + ε1−β)∥∥∥∥∂uε∂x (τ, ·)
∥∥∥∥+ ε−β ‖uε(τ, ·)‖)
≤ C(T )
(
ε2−β
ε1−β/2
√
τ
+ 1 + ε1−β + ε−β
)
≤ C˜(T )
(
ε1−β/2√
τ
+ ε−β
)
,
ce qu’il fallait démontrer. De la même façon, nous obtenons∣∣∣∣∂2uε∂τ 2 (τ, x)
∣∣∣∣ = ∣∣∣∣ ∂∂τ
(
∂uε
∂τ
)
(τ, x)
∣∣∣∣ = ∣∣∣∣Lε(∂uε∂τ
)
(τ, x)
∣∣∣∣
≤ C
(
ε2−β
∥∥∥∥ ∂3uε∂τ∂x2 (τ, ·)
∥∥∥∥+ (1 + ε1−β)∥∥∥∥ ∂2uε∂τ∂x(τ, ·)
∥∥∥∥+ ε−β ∥∥∥∥∂uε∂τ (τ, ·)
∥∥∥∥) .
En appliquant encore une fois l’équation, on se ramène aux dérivées par rapport à x :∣∣∣∣∂2uε∂τ 2 (τ, x)
∣∣∣∣ ≤ C {ε2−β (ε2−β ∥∥∥∥∂4uε∂x4 (τ, ·)
∥∥∥∥+ (1 + ε1−β)∥∥∥∥∂3uε∂x3 (τ, ·)
∥∥∥∥+ ε−β ∥∥∥∥∂2uε∂x2 (τ, ·)
∥∥∥∥)
+ (1 + ε1−β)
(
ε2−β
∥∥∥∥∂3uε∂x3 (τ, ·)
∥∥∥∥+ (1 + ε1−β) ∥∥∥∥∂2uε∂x2 (τ, ·)
∥∥∥∥+ ε−β ∥∥∥∥∂uε∂x (τ, ·)
∥∥∥∥)
+ ε−β
(
ε1−β/2√
τ
+ ε−β
)}
.
Les estimations déjà démontrées pour les dérivées spatiales impliquent (4.6.81).
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Vitesse de convergence du schéma 1
On définit Lε∆ comme L∆ dans (4.6.38) en remplaçant σ, α et λ par σ(ε), α(ε) et
λ(ε), respectivement.
Lemme 4.6.29. Si uε est la solution du problème (4.2.5)–(4.2.6), alors il existe C(T ) > 0
tel que, ∀k ≥ 1, ∀ε ≤ ε0,
‖Lεuε(τk, ·)− Lε∆uε(τk, ·)‖
≤ C(T )
[
∆x2
ε1−β/2τ 3/2k
+
∆x(1 + ε1−β)
ε1−β/2τ 1/2k
+
∆x
εβ
+
∆t
ε2β
+ ε1−3β/2(
√
τk −√τk−1)
]
. (4.6.85)
Démonstration. Il suffit de reprendre la démonstration du Lemme 4.6.19 en tenant
compte du paramètre ε. Ainsi, nous avons
|Lεuε(τk, xi)− Lε∆uε(τk, xi)| ≤ |Dεuε(τk, xi)−Dε∆uε(τk, xi)|+ |Jεuε(τk, xi)− Jε∆uε(τk−1, xi)|.
Par analogie avec (4.6.51), nous obtenons
|Dεuε(τk, xi)−Dε∆uε)(τk, xi)| ≤
∆x2
12
σ2(ε)
2
∥∥∥∥∂4uε∂x4 (τk, ·)
∥∥∥∥
+
∆x
2
|σ2(ε)/2− r + α(ε)|
∥∥∥∥∂2uε∂x2 (τk, ·)
∥∥∥∥ ≤ C(T )
(
∆x2
ε1−β/2τ 3/2k
+
∆x(1 + ε1−β)
ε1−β/2τ 1/2k
)
,
(4.6.86)
d’après le Lemme 4.6.28. Pour la partie intégrale de l’opérateur, le même calcul que dans
(4.6.52) montre que
|Jεuε(τk, xi)− Jε∆uε(τk−1, xi)| ≤ λ(ε)
∫ τk
τk−1
∥∥∥∥∂uε∂τ (s, ·)
∥∥∥∥ ds+ λ(ε)∆x2
∥∥∥∥∂uε∂x (τk, ·)
∥∥∥∥
≤ C(T )
[
ε−β
∫ τk
τk−1
[
ε1−β/2√
s
+ ε−β
]
ds+ ε−β∆x
]
≤ C˜(T ) [ε1−3β/2(√τk −√τk−1) + ε−2β∆t+ ε−β∆x] . (4.6.87)
Les estimations (4.6.86) et (4.6.87) impliquent (4.6.85).
Théorème 4.6.30. (Ordre de convergence du schéma 1, cas d’activité infinie)
Supposons que h vérifie l’Hypothèse 4.6.17. Soit u la solution du problème (4.6.41)–
(4.6.42) avec σ = 0 et le comportement suivant de la densité de ν en zéro : ν(y) ∼
c/|y|1+β, 0 < β < 2. Soit uε∆ la solution du schéma (4.6.39)-(4.6.40) avec l’opérateur Lε∆
et ξ = 0.
Si ε ∼ ∆xa et ∆t ∼ ∆xb (c’est-à-dire, c1 ≤ ε/∆xa ≤ c2 et c3 ≤ ∆t/∆xb ≤ c4), alors
‖u− uε∆‖∆,{0,...,M} ≤ C(T )(∆x)p, (4.6.88)
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Fig. 4.5 – Pour chaque 0 < β < 2, sont représentées les valeurs de a et b qui maximisent
l’ordre de convergence p. Le calcul montre que, pour ces valeurs, p coïncide avec a.
où
p = min{a, a(1−β/2)+b/2, b−a(1−β/2), b−2βa, 2−a(1−β/2)−b/2, 1−a(1−β/2), 1−βa}.
L’ordre maximal maxa,b{p} est égal à a et est atteint pour les valeurs de a et b suivantes :
a =
{ 2
4−β , 0 < β ≤ 2/3
1
1+β
, 2/3 < β < 2.
b =

1, 0 < β ≤ 2/5
2(1+2β)
4−β , 2/5 < β ≤ 2/3
1+2β
1+β
, 2/3 < β < 2;
(4.6.89)
Ces valeurs optimales sont représentées sur la Figure 4.5.
Démonstration. L’erreur globale est constituée de deux parties :
‖u− uε∆‖∆,{0,...,M} ≤ ‖u− uε‖∆,{0,...,M} + ‖uε − uε∆‖∆,{0,...,M}. (4.6.90)
Le premier terme, l’erreur d’approximation des petits sauts, est proportionnelle à ε,
selon la Proposition 4.2.1. La fonction uε(τn, xi) est une solution de (4.6.39)-(4.6.40)
avec ξ(τk, xi) =
∫ τk
τk−1
Lεuε(s, xi)ds− Lε∆uε(τk, xi)∆t. D’après le Lemme 4.6.16,
‖uε(τn, ·)− uε∆(τn, ·)‖ ≤
n∑
k=1
‖
∫ τk
τk−1
Lεuε(s, ·)ds− Lε∆uε(τk, ·)∆t‖
≤
n∑
k=1
‖
∫ τk
τk−1
(Lεuε(s, ·)− Lεuε(τk, ·))ds‖+
n∑
k=1
‖Lεuε(τk, ·)− Lε∆uε(τk, ·)‖∆t. (4.6.91)
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Il vient du Lemme 4.6.28 que
|
∫ τk
τk−1
(Lεuε(s, x)− Lεuε(τk, x))ds| = |
∫ τk
τk−1
ds
∫ τk
s
∂2uε
∂τ 2
(θ, x)dθ|
≤ C
∫ τk
τk−1
ds
∫ τk
s
(
ε1−β/2
θ3/2
+
ε1−β
θ
+
1
ε1−β/2θ1/2
+
ε1−3β/2
θ1/2
+ ε−2β
)
dθ.
De la même manière que nous avons montré (4.6.55), nous vérifions que
n∑
k=1
∫ τk
τk−1
ds
∫ τk
s
dθ
θ3/2
≤ C
√
∆t.
Pour les autres termes, nous obtenons
n∑
k=1
∫ τk
τk−1
ds
∫ τk
s
dθ
θ
≤
∫ ∆t
0
ds
∫ ∆t
s
dθ
θ
+
n∑
k=1
∫ τk
τk−1
∆t
s
ds =
= ∆t+∆t(ln τn − ln∆t) ≤ C∆t ln(∆t−1) ≤ C˜∆tα, ∀α < 1, (4.6.92)
n∑
k=1
∫ τk
τk−1
ds
∫ τk
s
dθ
θ1/2
≤
n∑
k=1
∫ τk
τk−1
∆t√
s
ds = 2∆t
n∑
k=1
(
√
τk −√τk−1) ≤ 2T∆t,
n∑
k=1
∫ τk
τk−1
ds
∫ τk
s
dθ ≤
n∑
k=1
∆t2 = τn∆t ≤ T∆t.
Par conséquent,
n∑
k=1
‖
∫ τk
τk−1
(Lεuε(s, ·)− Lεuε(τk, ·))ds‖ ≤
≤ C
(
ε1−β/2
√
∆t+ (1 + ε1−β)∆tα + (ε−1+β/2 + ε1−3β/2 + ε−2β)∆t
)
≤ C
(
ε1−β/2
√
∆t+ (1 + ε1−β)∆tα + (ε−1+β/2 + ε−2β)∆t
)
. (4.6.93)
Pour estimer le second terme dans (4.6.91), nous utilisons le Lemme 4.6.29 et les re-
marques (4.6.56) et (4.6.57). Il en vient que
n∑
k=1
‖Lεuε(τk, ·)− Lε∆uε(τk, ·)‖∆t ≤
≤ C
[
∆x2
ε1−β/2
√
∆t
+
∆x(1 + ε1−β)
ε1−β/2
+
∆x
εβ
+
∆t
ε2β
+ ε1−3β/2∆t
]
≤ C˜
[
∆x2
ε1−β/2
√
∆t
+ (ε−1+β/2 + ε−β)∆x+ ε−2β∆t
]
. (4.6.94)
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Soient ε ∼ ∆xa et ∆t ∼ ∆xb. Si l’on choisit dans (4.6.92) α > 1 − 2a/3b, alors
(1 + ε1−β)∆tα ≤ C(ε−1+β/2 + ε−2β)∆t. Les estimations (4.6.90), (4.6.91), (4.6.93) et
(4.6.94) impliquent
‖u− uε∆‖∆,{0,...,M} ≤ C(∆xa +∆xa(1−β/2)+b/2 +∆xb−a(1−β/2)
+∆xb−2βa +∆x2−a(1−β/2)−b/2 +∆x1−a(1−β/2) +∆x1−aβ)
d’où le résultat (4.6.88). Si l’on maximise p en fonction de a et b, on obtient (4.6.89).
Remarque 4.6.31. Dans le Lemme 4.6.28, on peut estimer les dérivées de uε autrement.
En regroupant différemment les termes dans Lεf , on obtient
|Lεf(x)| =
∣∣∣∣σ2(ε)2 ∂2f∂x2 (x)−
(
σ2(ε)
2
− r +
∫
ε≤|y|≤1
(ey − 1− y)ν(dy)
)
∂f
∂x
(x)−∫
ε≤|y|≤1
(f(x+ y)− f(x)− y∂f
∂x
(x))ν(dy)−
∫
|y|>1
(f(x+ y)− f(x)− (ey − 1)∂f
∂x
(x))ν(dy)
∣∣∣∣
≤ C
(∥∥∥∥∂2f∂x2
∥∥∥∥+ ∣∣∣∣∂f∂x (x)
∣∣∣∣+ ‖f‖) ≤ C(T )ε1−β/2√τ ,
puisque
|
∫
ε≤|y|≤1
(f(x+ y)− f(x)− y∂f
∂x
(x))ν(dy)| = |
∫
ε≤|y|≤1
y2
2
∂2f
∂x2
(x+ ξ)ν(dy)| ≤ C
∥∥∥∥∂2f∂x2
∥∥∥∥
et
|
∫
|y|>1
(f(x+ y)− f(x)− (ey − 1)∂f
∂x
(x))ν(dy)| ≤ C
(
‖f‖+
∣∣∣∣∂f∂x (x)
∣∣∣∣) . (4.6.95)
Cela implique l’estimation suivante pour les dérivées en temps (au lieu de (4.6.81)) :∥∥∥∥∂muε∂τm (τ, ·)
∥∥∥∥ ≤ C(m,T )(ε1−β/2√τ)2m−1 . (4.6.96)
Compte tenu de ce changement, (4.6.85) dans le Lemme 4.6.29 devient
‖Lεuε(τk, ·)−Lε∆uε(τk, ·)‖ ≤ C(T )
[
∆x2
ε1−β/2τ 3/2k
+
∆x(1 + ε1−β)
ε1−β/2τ 1/2k
+
∆x
εβ
+
√
τk −√τk−1
ε1+β/2
]
.
Les estimations (4.6.93) et (4.6.94) deviennent à leur tour
n∑
k=1
‖
∫ τk
τk−1
(Lεuε(s, ·)− Lεuε(τk, ·))ds‖ ≤ C
√
∆t
ε3(1−β/2)
, (4.6.97)
n∑
k=1
‖Lεuε(τk, ·)− Lε∆uε(τk, ·)‖∆t ≤ C
[
∆x2
ε1−β/2
√
∆t
+ (ε−1+β/2 + ε−β)∆x+
∆t
ε1+β/2
]
.
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Fig. 4.6 – A gauche : l’ordre de convergence et les valeurs optimales de a et b selon
l’estimation (4.6.98) (en pointillé : les anciennes valeurs selon (4.6.89)). A droite : la
combinaison des deux estimations. Pour β ≤ 7/5, on utilise (4.6.89) et pour β > 7/5,
(4.6.99). Cela permet d’affaiblir la restriction sur ∆t par rapport à (4.6.89).
Ainsi, nous obtenons l’estimation suivante de l’ordre de convergence :
‖u− uε∆‖∆,{0,...,M} ≤ C(∆xa +∆xb/2−3a(1−β/2) +∆xb−a(1+β/2)
+∆x2−a(1−β/2)−b/2 +∆x1−a(1−β/2) +∆x1−aβ). (4.6.98)
L’ordre maximal ∆xp que l’on peut tirer de cette estimation est atteint pour les valeurs
suivantes des paramètres (voir Figure 4.6) :
p = a =
{ 1
3−β , 0 < β ≤ 1
1
1+β
, 1 < β < 2.
b =

8−3β
3−β , 0 < β ≤ 1
8−3β
1+β
, 1 < β ≤ 12/7
4+β
2(1+β)
, 12/7 < β < 2.
(4.6.99)
On voit que cette estimation est plus avantageuse pour β ≥ 7/5 car elle permet de
relâcher la restriction sur le pas ∆t. Le graphe de droite sur la Figure 4.6 résume les deux
résultats.
Le caractère plutôt hasardeux des courbes suggère que l’estimation que nous avons
obtenue n’est pas optimale. Difficile donc de tirer des conclusions définitives sur le choix
de ε. Néanmoins, commentons ce résultat. Selon cette estimation, la singularité de ν
détériore l’ordre de convergence : il est toujours plus petit que 0.6 et peut descendre
jusqu’à 1/3 quand β est proche de 2. De plus, pour atteindre la vitesse de convergence
maximale, il faut imposer une restriction sur le pas de temps : ∆t ≤ c∆xb où b peut aller
jusqu’à ≈ 1.6.
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Vitesse de convergence du schéma 2
Lemme 4.6.32. Soit Lε∆ l’opérateur du schéma 2. Si uε est la solution du problème
(4.2.5)–(4.2.6), alors il existe C(T ) > 0 tel que, ∀ε ≤ ε0, ∀k ≥ 2,
‖Lεuε(τk, ·)− Lε∆uε(τk, ·)‖ ≤ C(T )
[
∆x2
ε1−β/2τ 3/2k
+
∆x
ε1−β/2τ 1/2k
+
∆x
εβ
+
∆x(1 + ε1−β)
ε1−β/2τ 1/2k
+
√
τk −√τk−1
ε1−β/2
+
1 +∆x/εβ
ε2−β
log(τk/τk−1) +
1 + ∆x/εβ−1
ε3(1−β/2)
(
1√
τk−1
− 1√
τk
)]
.
(4.6.100)
Pour k = 1, nous avons
‖Lεuε(τ1, ·)− Lε∆uε(τ1, ·)‖ ≤
≤ C(T )
[
∆x2
ε1−β/2τ 3/21
+
∆x
ε1−β/2τ 1/21
+
∆x
εβ
+
∆x(1 + ε1−β)
ε1−β/2τ 1/21
+
1
ε1−β/2
√
∆t
]
. (4.6.101)
Démonstration. La démonstration consiste à préciser, dans le Lemme 4.6.24, la dépen-
dance des constantes du paramètre ε. Nous avons :
|Lεuε(τk, xi)− Lε∆uε(τk, xi)| ≤
≤ |Dεuε(τk, xi)−Dε∆uε(τk, xi)|+ |Jεuε(τk, xi)− Jε∆uε(τk−1, xi)|.
Pour majorer les dérivées de uε, nous allons utiliser le Lemme 4.6.28 et la version (4.6.96)
de l’estimation pour les dérivées en temps. Par analogie avec (4.6.86), nous obtenons
|Dεuε(τk, xi)−Dε∆uε)(τk, xi)| ≤ C
(
∆x2
ε1−β/2τ 3/2k
+
∆x
ε1−β/2τ 1/2k
)
. (4.6.102)
On décompose la partie intégrale comme dans (4.6.72). L’estimation (4.6.67) implique
|Jεuε(τk, xi)− Jε∆uε(τk, xi)| ≤ C
(
∆x
εβ
+
∆x(1 + ε1−β)
ε1−β/2τ 1/2k
)
. (4.6.103)
De la même manière que dans (4.6.70), nous obtenons∣∣∣∣∫ τ1
τ0
∂
∂τ
(Jε∆u
ε)(s, xi)ds
∣∣∣∣ ≤ Cε1−β/2√∆t . (4.6.104)
Pour k ≥ 2, on déduit de (4.6.71) que∣∣∣∣ ∂∂τ (Jε∆uε)(s, x)
∣∣∣∣ ≤ C (∥∥∥∥∂u∂τ (s, ·)
∥∥∥∥+ (1 + ∆x/εβ)∥∥∥∥ ∂2u∂τ∂x(s, ·)
∥∥∥∥
+(1 + ∆x/εβ−1)
∥∥∥∥ ∂3u∂τ∂x2 (s, ·)
∥∥∥∥) ≤ C ( 1ε1−β/2√s + 1 +∆x/εβε2−βs + 1 +∆x/εβ−1ε3(1−β/2)s3/2
)
.
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Dans ce calcul, nous avons négligé certains termes qui sont asymptotiquement plus petits
que d’autres (par exemple, ∆x(1 + ε1−β) par rapport à ∆x/εβ). Cela implique∣∣∣∣∣
∫ τk
τk−1
∂
∂s
(Jε∆u
ε)(s, xi)ds
∣∣∣∣∣ ≤ C
(√
τk −√τk−1
ε1−β/2
+
1 +∆x/εβ
ε2−β
log(τk/τk−1)
+
1 + ∆x/εβ−1
ε3(1−β/2)
(
1√
τk−1
− 1√
τk
))
. (4.6.105)
Les estimations (4.6.102), (4.6.103), (4.6.104) et (4.6.105) impliquent (4.6.100) et
(4.6.101).
Théorème 4.6.33. (Ordre de convergence du schéma 2, cas d’activité infinie)
Supposons que h vérifie l’Hypothèse 4.6.17. Soit u la solution du problème (4.6.41)–
(4.6.42) avec σ = 0 et le comportement suivant de la densité de ν en zéro : ν(y) ∼
c/|y|1+β, 0 < β < 2. Soit uε∆ la solution du schéma 2. Si ε ∼ ∆xa et ∆t ∼ ∆xb tels que
la condition (4.6.11) est vérifée, alors
‖u− uε∆‖∆,{0,...,M} ≤ C(T )(∆x)p, (4.6.106)
où
p = min{a, b
2
−3a(1−β
2
), 2−a(1−β
2
)− b
2
, 1−a(1−β
2
), 1−βa, 1+αb−2a, 1+ b
2
−a(2−β
2
)},
avec α < 1 quelconque. L’ordre maximal maxa,b,α{p} est égal à a et est atteint pour les
valeurs de a et b (compatibles avec la condition de stabilité (4.6.11)) suivantes :
p = a =
{ 1
3−β , 0 < β ≤ 1
1
1+β
, 1 < β < 2.
b =

8−3β
3−β , 0 < β ≤ 1
8−3β
1+β
, 1 < β ≤ 8/5
2β
1+β
, 8/5 < β < 2.
(4.6.107)
Ces valeurs sont représentées sur la Figure 4.7.
Démonstration. La preuve est entièrement analogue à celle du Théorème 4.6.30 (voir
également la Remarque 4.6.31). Ainsi, (4.6.90), (4.6.91) et (4.6.97) impliquent
‖u− uε∆‖∆,{0,...,M} ≤ C1ε+ C2
√
∆t
ε3(1−β/2)
+
n∑
k=1
‖Lεuε(τk, ·)− Lε∆uε(τk, ·)‖∆t.(4.6.108)
Il vient du Lemme 4.6.32 et des remarques (4.6.56) et (4.6.57) que
n∑
k=1
‖Lεuε(τk, ·)− Lε∆uε(τk, ·)‖∆t ≤ C
[
∆x2
ε1−β/2
√
∆t
+
∆x
ε1−β/2
+
∆x
εβ
+
∆x(1 + ε1−β)
ε1−β/2
+
√
∆t
ε1−β/2
+
1 +∆x/εβ
ε2−β
∆t log(1/∆t) +
1 + ∆x/εβ−1
ε3(1−β/2)
√
∆t
]
. (4.6.109)
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Fig. 4.7 – L’ordre de convergence du schéma 2 et les valeurs optimales de a et b selon
l’estimation (4.6.107).
Nous avons ∆t log(1/∆t) ≤ C∆tα avec α < 1 quelconque. En négligeant les termes qui
décroissent plus vite que les autres, nous obtenons
‖u− uε∆‖∆,{0,...,M} ≤ C
(
ε+
√
∆t
ε3(1−β/2)
+
∆x2
ε1−β/2
√
∆t
+
+
∆x
ε1−β/2
+
∆x
εβ
+
∆x∆tα
ε2
+
∆x
√
∆t
ε2−β/2
)
. (4.6.110)
Si ε ∼ ∆xa et ∆t ∼ ∆xb, alors
‖u− uε∆‖∆,{0,...,M} ≤ C(∆xa +∆xb/2−3a(1−β/2) +∆x2−a(1−β/2)−b/2
+∆x1−a(1−β/2) +∆x1−aβ +∆x1+αb−2a +∆x1+b/2−a(2−β/2)).
d’où l’expression pour p dans (4.6.106). Rappelons que la condition de stabilité (4.6.11)
a la forme suivante :
∆t ≤ ∆x|α(ε)|+ λ(ε)∆x.
Or, quand ∆x→ 0, nous avons
∆x
|α(ε)|+ λ(ε)∆x ∼
{
∆x, β ≤ 1,
εβ−1∆x, β > 1.
(4.6.111)
Cela impose les restrictions suivantes sur b : b ≥ 1 si β ≤ 1 et b ≥ a(β − 1) + 1 si β > 1.
En maximisant p en fonction de a et b sous ces contraintes, on obtient (4.6.107).
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Nous avons refait cet exercice pour le schéma 2 dans l’espoir de trouver la raison
théorique pour laquelle ce schéma donne numériquement des résultats meilleurs que le
schéma 1. Malheureusement, cette méthode ne permet pas de voir la différence. Nous ne
nous lançons donc pas dans le calcul fastidieux de l’ordre de convergence par la deuxième
approche qui utilise une autre version des estimations des dérivées en temps, comme nous
l’avons fait pour le premier schéma. Très probablement, le résultat serait le même que
dans (4.6.89).
En ce qui concerne la différence des performances des deux schémas, nous en avons
trouvé une explication partielle qui sera discutée dans la Section 5.2.2 où nous comparons
les deux méthodes.
4.7 Revue de la littérature
La résolution numérique des équations intégro-différentielles pour l’évaluation d’op-
tions a fait l’objet de nombreux travaux récents.
Carr & Madan [CM98] ont proposé une méthode efficace d’évaluation des Calls eu-
ropéens dans les modèles de Lévy utilisant la transformation de Fourier rapide. Cette
méthode s’applique si la fonction caractéristique du processus est connue sous forme ana-
lytique. Elle ne s’applique pas aux processus plus généraux avec des coefficients variables
ni aux produits exotiques tels que, par exemple, des options à barrières. Cette méthode
est moins performante pour des petites maturités car la densité du processus est proche
de la masse de Dirac ce qui implique une décroissance lente de la fonction caractéristique
à l’infini. Il faut donc prendre un domaine très grand pour calculer sa transformée de
Fourier de façon précise.
Plusieurs auteurs proposent d’utiliser des méthodes basées sur les différences finies.
Zhang [Zha94, Zha97b, Zha97a] a développé une méthode d’évaluation des options amé-
ricaines dans les modèles de diffusion avec sauts. Elle a étudié sa convergence sous l’hy-
pothèse que la densité de ν possède tous les moments exponentiels. Notons que cette
hypothèse est très restrictive : parmi les exemples de la Section 2.3, seul le modèle de
Merton la vérifie. Des variations sur le schéma de Zhang sont données dans [dFL03].
Toujours dans le cas des modèles de diffusions avec sauts mais avec éventuellement
des coefficients variables dans la partie diffusion, Andersen & Andreasen [AA00] com-
binent les différences finies pour discrétiser la partie différentielle et la transformation
de Fourier discrète pour calculer les intégrales. Chaque itération en temps est effectuée
en deux étapes comme dans les méthodes des pas fractionnaires. Chaque étape est un
schéma implicite-explicite : au premier pas, c’est la partie intégrale qui est explicite et on
calcule un+1/2 à partir de un en résolvant le système tri-diagonal provenant de la partie
différentielle. Ensuite, les rôles des termes intégral et différentiel sont échangés : pour
calculer un+1 à partir de un+1/2, on inverse la matrice de la partie intégrale en utilisant
la FFT. Les auteurs proposent d’utiliser le schéma de Crank-Nikolson pour la discrétisa-
tion en temps et analysent la consistance et stabilité (au sens de von Neumann) de leur
méthode. Toutefois, l’analyse de convergence de ce schéma n’est pas faite donc l’avantage
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de la discrétisation d’ordre 2 en temps n’est pas clair.
Quelques autres idées (sans analyse de stabilité ni de convergence) sont esquissées
dans Tavella & Randall [TR00]. Elle tournent également autour de la décomposition de
l’opérateur en partie différentielle traitée de façon implicite et partie intégrale explicite.
Par exemple, les auteurs suggèrent de faire plusieurs itérations implicites-explicites inter-
médiaires entre deux pas de temps qui remplaceraient une itération purement implicite.
Une autre méthode itérative est exposée dans [dFV04] : le schéma proposé est implicite
et le système qui en résulte est résolu par des itérations du point fixe.
Des schémas de type implicite-explicite aux différences finies sont proposés aussi dans
[BLCN04, BN05]. L’effort des auteurs est dirigé vers la construction des schémas “d’ordres
élevés” en temps. Leur approche consiste à adapter aux EID les méthodes de type Runge-
Kutta pour des EDP sans pour autant justifier que l’ordre de convergence des schémas
ainsi obtenus est effectivement élevé. Comme on a vu, la transposition directe des esti-
mations standards de l’ordre de convergence au cas des équations sur les prix d’options
n’est pas possible à cause de l’irrégularité de la condition initiale (par exemple, le schéma
implicite ordinaire est d’ordre O(
√
∆t) et non O(∆t)).
Dans [BLCN04], les auteurs utilisent aussi l’approche de Barles-Souganidis pour étu-
dier la convergence des schémas monotones vers des solutions de viscosité des EID mais
uniquement dans le cas d’un domaine non borné : l’effet des conditions aux bords n’est
pas pris en compte.
Hirsa & Madan [HM03] proposent une approche heuristique au traitement de la singu-
larité de l’intégrale dans le modèle de Variance Gamma qui consiste à remplacer le terme
u(τ, xi+ y)−u(τ, xi) pour |y| ≤ ∆x par ∂u∂x(τ, xi)y et d’approximer ensuite la dérivée par
une différence finie.
En utilisant la formulation variationnelle du problème, Matache et al. [MvPS04] pro-
posent une méthode de type Galerkin avec une compression de la matrice de la partie
non locale dans une base d’ondelettes. Les auteurs donnent également une estimation ex-
ponentielle de l’erreur de localisation du problème sur un domaine borné (dans la norme
L2, cf. la Remarque 4.3.3). Les idées de [MvPS04] ont été utilisées dans [AO05] pour
construire une méthode simplifié pour le cas spécial des modèles de Merton et de Kou.
Soulignons que notre contribution consiste non pas dans le fait d’utiliser des schémas
implicites-explicites, ce qui est une approche classique dans l’analyse numérique, mais
dans l’étude rigoureuse de la convergence de ces schémas qui est absente dans la plupart
des travaux sur le sujet. Comme nous avons montré dans ce chapitre, la question de
convergence et surtout de vitesse de convergence dans le contexte des équations non-
locales avec des conditions initiales non-régulières n’est pas triviale et demande une vrai
analyse théorique.
Nous justifions également le choix de toutes les approximations que nous faisons par
des estimations des erreurs correspondantes : approximation des petits sauts dans le cas
singulier, choix du domaine de calcul et des conditions aux bords numériques, troncature
du support de la mesure. L’étude de ces étapes est souvent omise lors de l’analyse des
méthodes numériques.
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4.8 Sommaire des principaux résultats
Erreur de troncature des petits sauts, cas européen Proposition 4.2.1, p. 86
Erreur de troncature des petits sauts, cas barrière Proposition 4.2.5, p. 89
Erreur de localisation, prolongement borné quelconque Proposition 4.3.1, p. 92
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Troncature du domaine d’intégration, cas barrière Proposition 4.4.5, p. 103
Consistance du schéma 1 Proposition 4.6.1, p. 110
Consistance du schéma 2 Proposition 4.6.3, p. 112
Stabilité et monotonie du schéma 1 Proposition 4.6.6, p. 113
Stabilité et monotonie du schéma 2 Proposition 4.6.7, p. 115
Convergence du schéma implicite-explicite Théorème 4.6.9, p. 117
Ordre de convergence du schéma 1, cas d’activité finie Théorème 4.6.20, p. 129
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Chapitre 5
Résultats numériques
Dans ce chapitre, nous commentons les détails de l’implémentation de nos schémas et
présentons des résultats numériques en les comparant avec d’autres méthodes existantes.
5.1 Exemples étudiés
Afin de valider nos schémas, nous allons considérer les modèles suivants : Merton, Kou,
Variance Gamma et stables tempérés (ST dans la légende des figures). Dans ces modèles,
il existent des méthodes efficaces d’évaluation des options européennes : la formule semi-
fermée (2.3.1) pour Merton et la méthode par FFT de Carr & Madan [CM98] pour les
autres. En prenant comme référence la solution calculée avec une grande précision par ces
méthodes alternatives, nous allons étudier l’erreur numérique de nos schémas en fonction
de différents paramètres.
Comme la plupart des estimations théoriques que nous avons obtenues s’appliquent
à des payoffs bornés, nous calculons des prix de Puts plutôt que de Calls. Les valeurs de
Calls peuvent être déduites de la relation de parité :
C(t, S)− P (t, S) = S −Ke−r(T−t).
Pour mettre en évidence l’impact de l’irrégularité du payoff du Put sur l’erreur nu-
mérique, nous allons faire également quelques tests pour le contrat forward dont le payoff
est régulier : h(x) = ex − 1.
5.2 Comparaison de différentes variantes du schéma
5.2.1 Centré contre décentré
Dans le Chapitre 4, nous avons étudié les propriétés des schémas décentrés. Nous
avons démontré que le schéma 1 est toujours stable et monotone, indépendamment des
valeurs de ∆t et ∆x. Le schéma 2 est stable sous la condition (4.6.11).
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On peut également considérer les schémas centrés correspondants.
Schéma 1 centré.
(Du)i =
σ2
2
ui+1 − 2ui + ui−1
(∆x)2
−
(
σ2
2
− r + α
)
ui+1 − ui−1
2∆x
− λui,
(Ju)i =
Kr∑
j=Kl
νjui+j.
Ce schéma est stable si
∆x ≤ σ
2
|σ2/2− r + αˆ| . (5.2.1)
En effet, dans ce cas, les coefficients a, b et c dans (4.6.7) deviennent
a =
σ2
(∆x)2
+ λ,
b =
σ2
2(∆x)2
−
(
σ2
2
− r + α
)
1
2∆x
,
c =
σ2
2(∆x)2
+
(
σ2
2
− r + α
)
1
2∆x
.
La condition (5.2.1) garantit leur positivité ce qui implique la stabilité et la monotonie
du schéma.
Il se trouve que dans la plupart des situations réelles la condition (5.2.1) est vérifiée,
du moins pour ∆x suffisamment petit. En effet, nous avons toujours σ > 0 grâce à
l’approximation des petits sauts. Dans des modèles purement discontinus, certes, σ2(ε)
tend vers zéro quand ε → 0. Toutefois, le paramètre ε dépend de ∆x de telle manière
que ∆x décroît plus vite que σ2(ε) :
σ2(ε) ∼ ε2−β ∼ ∆xa(2−β),
avec a donné par (4.5). Nous avons a(2− β) ≤ 1 ce qui signifie que ∆x décroît plus vite.
Donc, en pratique, on peut très bien utiliser le schéma centré.
Dans le code, pour garantir la stabilité, nous effectuons une vérification de la condition
(5.2.1) : si elle est vérifiée, nous utilisons le schéma centré ; sinon, nous utilisons le schéma
décentré et affichons un message d’avertissement. Il est également possible de prévoir un
ajustement automatique des paramètres pour assurer la condition (5.2.1).
Notons que l’approximation centrée est d’ordre O(∆x2). Si ν a une densité régulière,
alors on peut vérifier que l’approximation de l’intégrale est également d’ordre 2. Cela ex-
plique pourquoi, à ∆t fixé, on observe une convergence d’ordre O(∆x2) dans nos exemples
(voir Figure 5.9).
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Considérons maintenant le second schéma.
Schéma 2 centré.
(D∆u)i =
σ2
2
ui+1 − 2ui + ui−1
(∆x)2
−
(
σ2
2
− r
)
ui+1 − ui−1
2∆x
, (5.2.2)
(J∆u)i =
Kr∑
j=Kl
νjui+j − λui − αui+1 − ui−1
2∆x
. (5.2.3)
Ici, la dérivée première rentre dans les deux parties et par conséquent influence la sta-
bilité de deux façons différentes. Pour la stabilité de la partie implicite, il suffit que les
coefficients a, b et c soient positifs :
a =
σ2
(∆x)2
≥ 0,
b =
σ2
2(∆x)2
−
(
σ2
2
− r
)
1
∆x
≥ 0,
c =
σ2
2(∆x)2
+
(
σ2
2
− r
)
1
∆x
≥ 0. (5.2.4)
Ceci est vérifié si
∆x ≤ σ
2
|σ2/2− r| . (5.2.5)
Cette condition est encore moins restrictive que (5.2.1) si β > 1. Dans le cas particulier
où r = 0, cette condition se réduit à ∆x ≤ 2.
La stabilité de la partie explicite est moins évidente. Pour montrer la stabilité dans
la norme uniforme, nous avons besoin de la positivité de tous les coefficients dans la
matrice de la partie explicite. Or, avec la discrétisation centrée, il y aura toujours des
coefficients négatifs. En effet, nous avons ∆t(ν1−α/2∆x) devant ui+1 et ∆t(ν−1+α/2∆x)
devant ui−1 : l’un de ces coefficients, en fonction du signe de α, est négatif pour des ∆x
suffisamment petits.
Pourtant, nos expériences numériques montrent que, dans beaucoup de cas, ce schéma
se comporte de façon stable (et donne de meilleurs résultats comme on verra dans la
section suivante). Comment est-ce possible ?
La réponse est que la positivité des coefficients garantit que le schéma est stable
pour toutes les conditions initiales et conditions aux bords. La présence des coefficients
négatifs signifie que l’on peut toujours trouver des “mauvaises” conditions pour lesquelles
le schéma va exploser. Cela n’empêche pas pour autant la stabilité dans des cas plus
réguliers.
A titre d’exemple, si la condition initiale est de classe C∞ (supposons que le domaine
est infini et le problème de conditions aux bords ne se pose pas), alors il est possible de
montrer que le schéma est inconditionnellement stable. Il n’est donc pas très surprenant
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que dans des situations intermédiaires (entre très irrégulier et C∞) le schéma puisse être
stable sous certaines conditions sur ∆t et ∆x.
Le même argument est valable pour expliquer la stabilité du schéma décentré dans
les cas où la condition (4.6.11) n’est pas vérifiée, ce qu’on observe aussi dans nos essais
numériques.
Les Figures 5.1 et 5.2 comparent les versions centrée et décentrée des deux schémas
pour ∆t = ∆x = 0.01 fixés. Pour le schéma 1, les résultats obtenus avec ces valeurs des
paramètres ne permettent pas de conclure de façon sûre laquelle des deux versions est
meilleure. Toutefois, si on diminue progressivement ∆x (Figure 5.9), on voit que l’erreur
du schéma centré décroît comme O(∆x2), alors que le schéma décentré est seulement
d’ordre 1. Pour le schéma 2, la différence est plus évidente en faveur de la version centré
déjà pour ∆x = 0.01.
Par conséquent, s’il est possible d’utiliser le schéma centré (c’est-à-dire, s’il reste
stable), il faut le préférer au décentré puisque cela ne coûte rien au niveau de l’algorithme.
La Figure 5.1 ne permet pas de voir l’avantage du schéma centré puisque l’amélioration
qui lui est due est cachée par d’autres effets conduisant à des erreurs d’ordre plus élevé.
Nous attirons l’attention du lecteur sur le fait que l’erreur sur la Figure 5.2, grâce au
schéma 2, est environ dix fois plus petite pour les mêmes exemples et ce dans tous les
modèles considérés. La section suivante est consacrée a l’explication de ce phénomène.
5.2.2 Deux versions de la partie explicite
Nous comparons ici les performances numériques des schémas 1 et 2 présentés dans la
Section 4.5. Dans la légende des figures, ces schémas sont indiqués par price et price2,
respectivement.
Considérons d’abord quelques exemples. La Figure 5.3 montre l’erreur des deux sché-
mas dans deux modèles à sauts d’activité finie : ceux de Merton et Kou. Premièrement, on
voit que l’erreur est beaucoup plus petite pour le second schéma. Deuxièmement, on ob-
serve que pour ∆t = 0.01 fixé, l’erreur ne change pas beaucoup si on passe de ∆x = 0.01
à ∆x = 0.001.
Sur la Figure 5.4, nous avons représenté le même type de tests pour le modèle Variance
Gamma (purement discontinu à sauts d’activité infinie). Comme précédemment, l’erreur
du schéma 2 est plus petite par rapport au premier schéma. En outre, dans le cas r 6= 0,
le premier schéma introduit un biais supplémentaire. La différence principale avec le
cas d’activité finie est que l’erreur du schéma 1 augmente considérablement quand ∆x
diminue (à ∆t fixé).
Voici une explication de ce comportement. Nous avons vu dans les Théorèmes 4.6.20
et 4.6.25 que l’erreur du schéma est constituée de plusieurs termes dont certains ne
dépendent que de ∆t et d’autres tendent vers zéro quand ∆x → 0 si ∆t reste fixe. Les
termes qui ne tendent pas vers zéro avec ∆x déterminent le niveau d’erreur pour ∆t
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Fig. 5.1 – Schéma 1 : comparaison des versions centrée et décentrée pour un ∆x donné.
Les deux courbes sur la dernière figure sont confondues.
figure modèle σ r produit
En haut à gauche VG : θ = −0.33, σ = 0.12, κ = 0.16 0 0.04 Put
En haut à droite VG : θ = −0.2, σ = 0.2, κ = 0.5 0 0 Put
En bas à gauche Merton : µ = −0.2, δ = 0.1, λ = 5 0.15 0.04 Put
En bas à droite ST : α+ = 1.5, λ+ = 5, c+ = 0.5 0 0.04 Put
α− = 1.1, λ− = 2, c− = 0.6
figure T M ∆t l u N ∆x
Deux figures en haut 1 100 0.01 −1 1.4 240 0.01
En bas à gauche 1 100 0.01 −1.5 2 350 0.01
En bas à droite 1 100 0.01 −5.07 5.04 1011 0.01
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Fig. 5.2 – Schéma 2 : comparaison des versions centrée et décentrée pour un ∆x donné.
figure modèle σ r produit
En haut à gauche VG : θ = −0.33, σ = 0.12, κ = 0.16 0 0.04 Put
En haut à droite VG : θ = −0.2, σ = 0.2, κ = 0.5 0 0 Put
En bas à gauche Merton : µ = −0.2, δ = 0.1, λ = 5 0.15 0.04 Put
En bas à droite ST : α+ = 1.5, λ+ = 5, c+ = 0.5 0 0.04 Put
α− = 1.1, λ− = 2, c− = 0.6
figure T M ∆t l u N ∆x
Deux figures en haut 1 100 0.01 −1 1.4 240 0.01
En bas à gauche 1 100 0.01 −1.5 2 350 0.01
En bas à droite 1 100 0.01 −5.07 5.04 1011 0.01
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Fig. 5.3 – Comparaison des schémas 1 et 2 dans deux modèles à sauts d’activité finie.
L’erreur pour ∆x = 0.01 et ∆x = 0.001 pour le même schéma est quasiment la même :
à comparer avec le cas d’activité infinie (Figure 5.4).
figure modèle σ r produit
En haut Merton : µ = −0.3, δ = 0.15, λ = 2 0.2 0 Put
En bas Kou : λ = 1, λ+ = 6, λ− = 4, p = 0.5 0.15 0.04 Put
figure T M ∆t l u
En haut 1 100 0.01 −3.1 3.27
En bas 1 100 0.01 −1.76 2.03
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Fig. 5.4 – Comparaison des schémas 1 et 2 sur un modèle de type Variance Gamma avec
r = 0 et r = 0.04. Deux défauts du schéma 1 : 1) l’erreur augmente quand ∆x diminue,
2) il y a un biais supplémentaire dans le cas r 6= 0.
figure modèle r produit
En haut VG : θ = −0.33, σ = 0.12, κ = 0.16 0 Put
En bas VG : θ = −0.33, σ = 0.12, κ = 0.16 0.04 Put
T M ∆t l u
1 100 0.01 −1.4 1.4
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donné. Ils sont précisément les suivants :
n∑
k=1
‖
∫ τk
τk−1
(Lu(s, ·)− Lu(τk, ·))ds‖ et
n∑
k=1
∣∣∣∣∣
∫ τk
τk−1
∂
∂τ
(J∆u)(s, xi)ds
∣∣∣∣∣ . (5.2.6)
Le premier terme est le même pour les deux schémas puisque l’opérateur L y est le même.
C’est le deuxième terme qui différencie les schémas 1 et 2. Quand ∆x→ 0, il tend vers
n∑
k=1
∣∣∣∣∣
∫ τk
τk−1
∂
∂τ
(Ju)(s, xi)ds
∣∣∣∣∣ . (5.2.7)
Pour la clarté, désignons par J1 et J2 la partie intégrale dans la première et la seconde
méthode. Rappelons que J1u(s, x) =
∫
u(s, x+ y)ν(dy) et
J2u(s, x) =
∫
[u(s, x+ y)− u(s, x)− (ey − 1)∂u
∂x
(s, x)]ν(dy). (5.2.8)
Il se trouve que les deux termes supplémentaires dans J2 compensent le premier de sorte
que (5.2.7) est beaucoup plus petit dans le schéma 2. Par exemple, pour un forward où
u(s, x) = ers+x, nous avons J1u(s, x) = ers+x
∫
eyν(dy) tandis que J2u(s, x) = 0 ! Dans le
cas de Put, même si on ne peut pas donner les expressions exactes pour J1u et J2u, il est
clair que le phénomène est de la même nature : les termes dans (5.2.8) se compensent.
En plus, si on prend en compte l’effet de ε dans le cas de ν singulière, on voit que
dans l’exemple de contrat forward, J1u est proportionnel à λ(ε) ∼ ε−β. Par conséquent,
il est naturel que l’erreur augmente quand ∆x diminue puisque ε(∆x) diminue aussi.
Nous avons donc compris pourquoi l’erreur du schéma 1 est plus grande de manière
générale et pourquoi, pour ∆t fixé, elle augmente quand ∆x diminue dans les modèles
purement discontinus comme sur la Figure 5.4. Ce que nous ne savons pas expliquer pour
le moment, c’est le fait que l’erreur du schéma 2 n’augmente pas dans la même situation.
En effet, selon nos estimations, déjà le premier terme dans (5.2.6) est proportionnel
à
√
∆t/ε3(1−β/2) (voir (4.6.97)) et donc devrait exploser quand ε→ 0. De toute évidence,
il y a aussi un phénomène de compensation quelque part que l’on perd avec la décom-
position (5.2.6). Comprendre ce mécanisme de compensation permettrait probablement
d’améliorer l’estimation de ε(∆x) optimal. Malheureusement, nous n’avons pas encore
réussi à le faire. Nous devons donc nous contenter de la constatation empirique du fait
que le schéma 2 est plus performant que le schéma 1.
La seule limitation du schéma 2 est son instabilité pour ∆t trop grand par rapport
aux autres termes (des combinaisons de ∆x et ε(∆x)). En pratique, si on veut calculer
la solution avec une très grande précision, nous recommandons tout de même d’utiliser
le schéma 2 en diminuant éventuellement ∆t si la solution commence à osciller. En effet,
comme on a vu, dès que ce schéma est stable, il donne de très bons résultats.
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Fig. 5.5 – L’erreur (dans la norme uniforme en x) au cours des itérations dans les schémas
1 et 2. A gauche : payoff non-régulier (Put), a droite : payoff régulier (forward).
modèle σ r produit T l u ∆x N
Merton : µ = −0.3, δ = 0.15, λ = 2 0.2 0.04 Put 1 −3.1 3.31 0.01 641
5.3 L’ordre de convergence
Dans les Sections 4.6.4 et 4.6.5, nous avons donné des estimations théoriques de la
vitesse de convergence des schémas 1 et 2 dans la norme uniforme en t et en x. Rap-
pelons que, pour le cas d’activité finie, nous avons obtenu l’ordre O(∆x) à condition
que ∆t soit proportionnel à ∆x2. Plus précisément, en regardant les preuves des Théo-
rèmes 4.6.20 et 4.6.25, nous voyons la composition suivante de la majoration de l’erreur :
O(∆x2/
√
∆t+∆x+
√
∆t+∆t).
Nous allons maintenant considérer l’effet de ∆t et ∆x séparément.
Les Figures 5.5–5.8 illustrent les Remarques 4.6.22 et 4.6.26. Nous avons suggéré que
l’erreur est maximale sur les premières itérations en temps (à cause de l’irrégularité de
la condition initiale) et que l’erreur en temps finale t = T décroît comme O(∆t).
Les trois courbes sur la Figure 5.5 (à gauche) représentent l’évolution de l’erreur maxi-
male pour un Put européen sur l’intervalle x ∈ [log(2/3), log(2)] au cours des itérations
en temps (à ∆x fixe). Nous avons d’abord fait le test avec 100 itérations pour les deux
schémas. Dans le schéma 1, l’erreur en t = T est plus grande que l’erreur en t = ∆t.
Toutefois, si on augmente le nombre d’itérations jusqu’à 500, l’erreur au temps finale
devient plus petite que sur les premières itérations confirmant notre hypothèse qu’elle
y décroît plus vite. Remarquons que cet effet est absent dans le cas de forward (payoff
régulier) sur la figure de droite.
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Fig. 5.6 – L’erreur (dans la norme uniforme en x) au cours des itérations dans les schémas
1 et 2. A gauche : payoff non-régulier (Put), a droite : payoff régulier (forward).
modèle r T l u ∆x N
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Nous observons les mêmes phénomènes dans le modèle Variance Gamma (Figure 5.6).
La Figure 5.7 montre que la convergence de l’erreur en t = ∆t est effectivement
d’ordre O(
√
∆t). Il faut dire que, sur le graphique de gauche, nous avons un peu forcé le
choix des autres paramètres pour que cette convergence soit visible : à savoir, nous avons
pris ∆x assez grand et donc le schéma décentré pour préserver la stabilité. En effet, le
terme
√
∆t dans l’estimation de l’erreur est multiplié par l’erreur due à la discrétisation
de la dérivée première et de la partie intégrale qui est d’ordre ∆x (ou même ∆x2). Donc,
si ∆x est petit, alors ∆x
√
∆t est petit aussi et on voit d’abord l’effet du terme O(∆t),
comme sur le graphique de droite.
On peut en tirer deux conclusions. D’un côté, la convergence au sens strict du terme
est incontestablement d’ordre O(
√
∆t). De l’autre côté, dans la pratique, ∆t n’est jamais
infiniment petit et il se peut que pour des valeurs raisonnables nous voyions un compor-
tement linéaire de l’erreur. Bien sûr, dans ce dernier cas, l’erreur converge linéairement
non pas vers zéro mais vers une erreur résiduelle.
La Figure 5.8 montre l’erreur au temps final t = T . Premièrement, nous voyons que
la convergence est parfaitement linéaire en ∆t, même pour des valeurs de ∆t très petites.
Deuxièmement, comme nous avons noté dans la Remarque 4.6.22, nous n’observons pas
l’explosion de l’erreur que suggère le terme ∆x2/
√
∆t. Cela veut dire que ce terme est
présent seulement dans notre estimation et non dans l’erreur elle-même.
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∆ t
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x 10−3 L’erreur en t=∆ t (uniforme en x) en fonction de ∆ t. 
∆ t
Schema 1 centre
Fig. 5.7 – L’erreur à la première itération (t = ∆t), dans la norme uniforme en x, en
fonction de ∆t. A gauche : schéma 1 décentré avec ∆x = 0.1, échelle log-log. Pour
comparer la pente, nous avons tracé la courbe 0.1
√
∆t : on voit que les deux courbes
deviennent parallèles pour des petits ∆t, donc la convergence de l’erreur est d’ordre
√
∆t.
A droite : ∆x = 0.01 (schéma 1 centré), échelle linéaire. La convergence de l’erreur est
d’abord linéaire en ∆t (mais on voit le vrai ordre O(
√
∆t) quand ∆t devient petit).
modèle σ r produit T l u
Merton : µ = −0.3, δ = 0.15, λ = 2 0.2 0.04 Put 1 −3.1 3.31
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x 10−3 L’erreur en t=T, uniforme en x, en fonction de   ∆ t.
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x 10−4 Erreur en fonction de x en t=T pour quelques valeurs de ∆ t.
Fig. 5.8 – Convergence de l’erreur en t = T en fonction de ∆t pour ∆x fixé, schéma 1
centré. A gauche : l’erreur maximale sur l’intervalle [log(2/3), log(2)] en fonction de
∆t, échelle linéaire. On voit que la convergence est d’ordre O(∆t). A droite : chaque
courbe représente l’erreur absolue en fonction de x pour une valeur de ∆t. Sont re-
présentées les dix dernières valeurs de ∆t = T/M de la figure de gauche : M =
500, 600, 700, 800, 900, 1000, 1500, 2000, 3000, 10000.
modèle σ r produit T l u ∆x N
Merton : µ = −0.3, δ = 0.15, λ = 2 0.2 0.04 Put 1 −3.1 3.31 0.01 641
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Fig. 5.9 – Convergence de l’erreur en t = T en fonction de ∆x pour ∆t fixé. A gauche :
schéma 1 centré, échelle log-log. La ligne marquée de cercles représente l’erreur moins sa
limite quand ∆x → 0 (pour avoir bien une droite à l’échelle logarithmique). La seconde
droite donne la pente de ∆x2. On voit que l’erreur converge comme O(∆x2) (vers l’er-
reur résiduelle déterminée par ∆t). A droite : schéma 1 décentré, échelle linéaire. La
convergence est du premier ordre : O(∆x).
modèle σ r produit T l u ∆t M
Merton : µ = −0.3, δ = 0.15, λ = 2 0.2 0.04 Put 1 −3.1 3.31 0.002 500
La convergence en ∆x est illustrée par la Figure 5.9. Le second ordre du schéma
centré s’explique par la régularité de ν : comme nous l’avons déjà noté, si ν est régulière,
la discrétisation de l’intégrale est d’ordre 2. En approximant la dérivée première par une
différence centrée, on atteint l’ordre 2 global.
5.4 Choix de ε
Dans le cas des modèles purement discontinus, un paramètre supplémentaire qui in-
fluence l’erreur est le paramètre d’approximation des petits sauts ε. Comme nous avons
noté dans la Section 4.6.5, pour minimiser l’erreur globale, les paramètres ∆x et ε ne
peuvent pas être choisis indépendamment.
La Figure 5.10 montre l’erreur dans le modèle Variance Gamma en fonction de ∆x et
ε. On voit que choisir ε le plus petit possible n’est pas une bonne idée : l’erreur explose
pour ε < ∆x.
La Figure 5.11 illustre la même idée que, pour un ∆x fixé, il existe un choix optimal de
ε. Dans les Sections 4.6.4 et 4.6.5, nous avons fait une tentative de trouver la dépendance
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Fig. 5.10 – L’erreur maximale en fonction de ε et de ∆x. Modèle Variance Gamma.
optimale ε(∆x) de façon analytique. Rappelons que nous l’avons cherchée sous la forme
ε = ∆xa. La Figure 5.12 montre l’erreur dans le modèle Variance Gamma en fonction
de ∆x si ε = ∆xa : différentes courbes correspondent aux différentes valeurs de a. On
observe que si a est élevé (à partir de 0.4 sur ces figures), l’erreur du schéma 1 commence
à exploser quand ∆x diminue, alors que le schéma 2 reste stable. Notons que l’explosion
de l’erreur dans le schéma 1 ne contredit pas nos estimations1 puisque ces dernières
supposent que ∆t est également choisi par rapport à ∆x, alors que sur la Figure 5.12, ∆t
est fixe.
5.5 Choix du domaine de calcul
Dans la Section 4.3, nous avons démontré que l’erreur de localisation décroît exponen-
tiellement avec la taille du domaine de calcul. Théoriquement, pour choisir le domaine,
il suffit de fixer le niveau d’erreur à ne pas dépasser et déduire de l’estimation (4.3.11)
l’intervalle (l, u) qui garantie ce niveau d’erreur. Cependant, les constantes dans nos es-
timations ne peuvent pas toutes être calculées explicitement et, surtout, elles sont trop
grandes pour être utilisées en pratique. Elle préconisent des intervalles de calcul inutile-
ment larges.
1(4.6.88), (4.6.89), (4.6.99)
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Fig. 5.11 – Influence de la troncature des petits sauts sur l’erreur numérique dans diffé-
rents modèles de type Variance Gamma.
θ σ κ r
VG1 −0.33 0.12 0.16 0
VG2 −0.1 0.25 2 0
Au lieu de procéder de cette manière, on choisit le domaine en utilisant le raisonnement
heuristique suivant. Nous fixons le domaine sur lequel nous voulons obtenir une bonne
précision pour la solution : I = [log(2/3), log(2)]. Cet intervalle correspond auxmoneyness
entre 0.5 et 1.5. Puis, nous choisissons le domaine de calcul (l, u) de telle manière que la
probabilité pour le processus rt + Xt de sortir de (l, u) en partant de I soit petite. La
technique heuristique pour cela consiste à déterminer (l, u) en fonction de la moyenne et
la variance du processus rt+Xt. Nous considérons qu’en partant du point x, le processus
restera essentiellement dans⋃
t∈[0,T ]
(x+ rt+ tEX1 − kt
√
V arX1, x+ rt+ tEX1 + kt
√
V arX1)
⊆ (x+ TEX1 − kT
√
V arX1, x+ rT + kT
√
V arX1),
avec un certain k > 0. Pour obtenir la deuxième ligne, nous avons uilisé le fait que
EX1 ≤ 0, grâce à la condition de martingale. Pour prendre en compte tous les points de
I, nous fixons donc
(l, u) = (log(2/3) + TEX1 − kT
√
V arX1, log(2) + rT + kT
√
V arX1). (5.5.1)
Le choix k = 3 s’avère suffisant (voit Figure 5.13). Les moments de X1 se calculent faci-
lement dans tous les modèles que nous avons mentionnés plus haut (voir le Tableau 5.1).
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x 10−3 Erreur maximale en t=T si ε = (∆ x)a.
∆ x
a = 0.2 
a = 0.3
a = 0.4
a = 0.5
a = 0.6
Fig. 5.12 – L’erreur en fonction de ∆x si ε = (∆x)a, pour quelques valeurs de a. Le pas
de temps est fixe. A gauche : schéma 1. A droite : schéma 2. On voit que si a est élevé
(à partir de 0.4 sur ces figures), l’erreur du schéma 1 commence à exploser quand ∆x
diminue.
modèle r T M ∆t produit
VG : θ = −0.33, σ = 0.12, κ = 0.16 0.04 1 100 0.01 Put
Tab. 5.1 – L’espérance et la variance de X1 dans quelques modèles de Lévy en finance.
modèle EX1 V arX1
Merton −σ2/2− λ(exp(µ+ δ2/2)− 1− µ) σ2 + λ(δ2 + µ2)
Kou −σ2/2− λ
(
p
λ+(λ+−1) +
1−p
λ−(λ−+1)
)
σ2 + λ
(
p
λ2+
+ 1−p
λ2−
)
Variance Gamma θ + log(1− σ2κ/2− θκ)/κ σ2 + θ2κ
Stable Tempéré −E+ − E−, voir (5.5.2)–(5.5.3) ci-dessous c+Γ(2−α+)
λ
2−α+
+
+ c−Γ(2−α−)
λ
2−α−
−
E+ =
 Γ(−α+)λ
α+
+ c+
((
1− 1
λ+
)α+ − 1 + α+
λ+
)
, si α+ 6= 1,
c+
[
(λ+ − 1) log
(
1− 1
λ+
)
+ 1
]
, si α+ = 1,
(5.5.2)
E− =
 Γ(−α−)λ
α−
− c−
((
1 + 1
λ−
)α− − 1− α−
λ−
)
, si α− 6= 1,
c−
[
(λ− + 1) log
(
1 + 1
λ−
)
− 1
]
, si α− = 1.
(5.5.3)
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1 1.5 2 2.5 3 3.5 4 4.5 5
4
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x 10−4 L’erreur maximale sur [log(2/3),log(2)] en fonction de k.
k
TS
Merton
VG
Fig. 5.13 – L’erreur maximale sur l’intervalle I = [log(2/3), log(2)] en fonction de k si le
domaine de calcul est choisi selon la formule (5.5.1). Les trois courbes correspondent aux
trois modèles différents dont les paramètres sont donnés dans le tableau ci-dessous.
modèle σ r
ST : α+ = 1.5, λ+ = 5, c+ = 0.5 0 0.04
α− = 1.1, λ− = 2, c− = 0.6
Merton : µ = −0.3, δ = 0.15, λ = 10 0.2 0.04
VG : θ = −0.33, σ = 0.12, κ = 0.16 0 0.04
170
5.6. Options à barrières
La Figure 5.14 compare trois choix de conditions aux bords discutés dans la Sec-
tion 4.3 : g = 0, g = h et g(τ, x) = h(x+rτ). Nous voyons que la différence est prononcée
près du bord mais beaucoup moins à l’intérieur de l’intervalle, même pour g = 0 qui est
très loin de la condition exacte. On observe également que la condition g(τ, x) = h(x+rτ)
est la meilleure des trois.
5.6 Options à barrières
Quand la méthode FFT de Carr & Madan s’applique, elle est suffisamment rapide et
précise. Néanmoins, son utilisation est limitée aux options européennes dans les modèles
où la fonction caractéristique est connue explicitement. En revanche, avec nos schémas,
on peut calculer aussi facilement des options à barrières. En effet, c’est seulement les
conditions aux bords qui changent dans ce cas. On peut dire que l’évaluation des options
à barrières est encore plus facile car les conditions aux bords sont connues, alors que pour
des options européennes, on doit les choisir de façon artificielle.
Voici deux exemples de calculs des options à barrières avec notre méthode. La Fi-
gure 5.15 représente le prix d’un Call up-and-out dans le modèle de Merton. La Fi-
gure 5.16 illustre la convergence du prix à la monnaie d’un Put double-barrière calculé
avec notre schéma. Nous ne pouvons pas montrer l’erreur dans ce cas puisque nous ne
disposons pas d’une méthode alternative pour calculer la vraie valeur.
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Fig. 5.14 – Comparaison de différentes conditions aux bords sur tout l’intervalle de
calcul (graphiques de gauche) et sur le domaine d’intérêt [log(2/3), log(2)] (graphiques
de droite). En haut : la valeur du Put ; en bas : l’erreur absolue. Schéma 2 centré.
modèle σ r T ∆t l u N ∆x
Kou : λ = 1, λ+ = 6, λ− = 4, p = 0.5 0.15 0.04 1 0.01 −1.76 2.04 380 0.01
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Fig. 5.15 – La valeur d’un Call up-and-out en fonction de la valeur du stock dans le
modèle de Merton. Niveau de la barrière : H = 1.2.
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At−the−money double−barrier Put price. Merton model.
Fig. 5.16 – La valeur à la monnaie d’un Put double-barrière en fonction du nombre de
pas d’espace. Modèle de Merton. Niveaux des barrières : L = 0.8, H = 1.2.
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Annexe A
A.1 Quelques propriétés utiles des processus de Lévy
Proposition A.1.1. (L’espérance et la variance d’un processus de Lévy)
Si Xt est un processus de Lévy caractérisé par le triplet (b, σ, ν), alors
EXt = t[b+
∫
|x|>1
xν(dx)], (A.1.1)
VarXt = t[σ2 +
∫
x2ν(dx)]. (A.1.2)
Démonstration. La fonction caractéristique de Xt est
ψXt(z) = exp{t[−
σ2
2
z2 + ibz +
∫ ∞
−∞
(eizx − 1− izx1|x|≤1)ν(dx)]}
On utilise les formules suivantes :
EXt = −iψ′Xt(0)
EX2t = −ψ′′Xt(0)
VarXt = EX2t − (EXt)2
et on obtient (A.1.1) et (A.1.2) par un simple calcul.
Théorème A.1.2. ([Sat99], Théorème 25.18) Soit Xt un processus de Lévy sur Rd. On
définit
Mt = sup
s∈[0,t]
|Xs|. (A.1.3)
Soit g(r) une fonction non négative continue sous-multiplicative sur [0,∞), telle que
g ↗∞ quand r →∞. Alors, les propriétés suivantes sont équivalentes :
(1) ∃t > 0 E[g(Mt)] <∞.
(2) ∀t > 0 E[g(Mt)] <∞.
(3) ∃t > 0 E[g(|Xt|)] <∞.
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(4) ∀t > 0 E[g(|Xt|)] <∞.
La proposition suivante est un résultat général classique sur des variables aléatoires.
Proposition A.1.3. (L’inégalité de Chebyshev généralisée) Soient ξ une variable
aléatoire positive et g(x) ≥ 0 une fonction croissante sur [0,∞) avec Eg(ξ) <∞. Alors,
pour tout α > 0
P{ξ > α} ≤ Eg(ξ)
g(α)
. (A.1.4)
Démonstration. En effet, si µ est la loi de ξ sous P, alors
Eg(ξ) =
∫
x≥0
g(x)µ(dx) =
∫
0≤x≤α
g(x)µ(dx) +
∫
x>α
g(x)µ(dx)
≥
∫
x>α
g(x)µ(dx)
≥ g(α)
∫
x>α
µ(dx) = g(α)P{ξ > α},
d’où l’inégalité (A.1.4).
A.2 Calcul de la solution du problème de
l’Exemple 3.3.4
Proposition A.2.1. La solution du problème
−u′′ + u− u(x− 1) = 1 dans (−1, 1), u(−1) = u(1) = 0
est donnée par
u(x) =
{
A1 chx+ A2 shx+ 1, x ∈ [−1, 0],
B1 chx+B2 shx− A22 x ch (x− 1)− A12 x sh (x− 1) + 2, x ∈ (0, 1],
(A.2.1)
où
A1 = u0 − 1, A2 = A1 ch 1 + 1
sh 1
, B1 = u0 − 2, B2 = −2− A2/2 + (u0 − 2) ch 1
sh 1
et u0 est la valeur de u en x = 0 :
u0 =
(5 sh 1− 1)( ch 1− 1)
sh 1 + 4 sh 1 ch 1− ch 1 ≈ 0.3846.
La limite à droite de u′ en x = −1 est égale à
u′(−1+) = −A1 sh 1 + A2 ch 1 ≈ 0.7894.
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A.2. Calcul de la solution du problème de l’Exemple 3.3.4
Démonstration. On résout d’abord le problème sur (−1, 0) :
u′′ − u = −1, x ∈ (−1, 0),
u(−1) = 0, u(0) = u0,
où u0 est une constante à définir. On obtient ainsi la première expression dans (A.2.1).
Ensuite, on résout le problème sur (0, 1) en utilisant la solution déjà obtenue :
u′′ − u = −1− (A1 ch (x− 1) + A2 sh (x− 1) + 1), x ∈ (0, 1),
u(0) = u0, u(1) = 0.
Cela donne la seconde expression dans (A.2.1). La constante u0 est déterminée par la
condition de continuité de u′ en x = 0.
La proposition suivante montre une autre façon de calculer la solution du même
problème, sous forme de série de Fourier. Cette méthode pourrait être utile si la partie
droite n’était pas constante et on ne savait pas trouver la solution explicite.
Proposition A.2.2. La solution du problème
−u′′ + u− u(x− 1) = 1 dans (−1, 1), u(−1) = u(1) = 0
est donnée par
u(x) =
{
u0 + u0x+
∑∞
n=1 vn sin(pin(x+ 1)), si x ∈ [−1, 0],
u0 − u0x+
∑∞
n=1wn sin(pinx), si x ∈ (0, 1],
(A.2.2)
où
vn =
2
pn
{
u0
pin
, n pair,
2−u0
pin
, n impair, wn =
2
pn
{
vn
2
− 2u0
pin
, n pair,
vn
2
+ 2
pin
, n impair, pn = (pin)
2 + 1,
et
u0 =
1
2
∞∑
n=1
pin[wn − (−1)nvn].
Démonstration. Comme précédemment, on résout d’abord le problème sur (−1, 0) en
cherchant la solution sous forme d’une série de Fourier, ce qui donne la première expres-
sion dans (A.2.2). Ensuite, on résout le problème sur (0, 1) en utilisant la solution déjà
obtenue :
u′′ − u = −1− u0x−
∞∑
n=1
vn sin(pinx), x ∈ (0, 1),
u(0) = u0, u(1) = 0.
De même, par la méthode de Fourier, on obtient la seconde expression dans (A.2.2). La
constante u0 est déterminée par la condition de continuité de u′ en x = 0.
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A.3 Une autre approche pour montrer la convergence
des schémas
Dans cette section, nous adaptons au cas non-local la démonstration de convergence
des schémas numériques proposée par Fleming & Soner [FS93]. Nous avons développé
cette méthode dans l’espoir de prouver la convergence dans des cas qui ne seraient pas
couverts par l’approche de viscosité (notamment, nous espérions contourner l’absence de
principe de comparaison dans le cas d’un domaine borné). Finalement, nous nous sommes
retrouvés avec le même genre de difficultés ce qui n’était pas évident au départ. Nous
laissons donc cette démonstration pour montrer le problème sous un autre angle, bien
que le résultat que nous obtenons soit le même. Pour ne pas alourdir la présentation,
nous considérons uniquement le schéma 1.
On suppose ici que σ > 0 ce qui est toujours le cas après la troncature des petits
sauts (voir Section 4.3). On note Oc = R \ O. Soient g : [0, T ] × Oc → R et h : O → R.
Considérons le problème suivant :
∂u
∂τ
− Lu = 0, (0, T ]×O (A.3.1)
u(τ, x) = g(τ, x), [0, T ]×Oc (A.3.2)
u(0, x) = h(x), x ∈ O (A.3.3)
On écrit le schéma numérique correspondant sous la forme suivante :
u(τn, xi) = F∆[u(τn −∆t, ·)](xi), n = 1, . . . ,M, i ∈ {0, . . . , N − 1} (A.3.4)
u(τn, xi) = g(τn, xi), n = 0, . . . ,M, i /∈ {0, . . . , N − 1}
u(0, xi) = h(xi), i ∈ {0, . . . , N − 1}.
Soit u∆ la solution du schéma (A.3.4) définie sur la grille Q∆ = {(τn, xi) | n =
0, . . . ,M, i ∈ Z} où τn = n∆t, xi = x0 + i∆x.
Définition A.3.1. Une fonction w∆ définie sur Q∆ est une sur-solution du schéma
(A.3.4) si
w∆(τn, xi) ≥ F∆[w∆(τn −∆t, ·)](xi), n = 1, . . . ,M, i ∈ {0, . . . , N − 1}
w∆(τn, xi) ≥ g(τn, xi), n = 0, . . . ,M, i /∈ {0, . . . , N − 1}
w∆(0, xi) ≥ h(xi), i ∈ {0, . . . , N − 1}
Une fonction z∆ sur Q∆ est une sous-solution de (A.3.4) si
z∆(τn, xi) ≤ F∆[z∆(τn −∆t, ·)](xi), n = 1, . . . ,M, i ∈ {0, . . . , N − 1}
z∆(τn, xi) ≤ g(τn, xi), n = 0, . . . ,M, i /∈ {0, . . . , N − 1}
z∆(0, xi) ≤ h(xi), i ∈ {0, . . . , N − 1}
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Lemme A.3.2. Pour toute sur-solution w et toute sous-solution z de (A.3.4), on a
z∆ ≤ u∆ ≤ w∆ sur Q∆.
Démonstration. Pour n = 0 ou i /∈ {0, . . . , N − 1} les inégalités sont vérifiées par défi-
nition. Pour n > 0, i ∈ {0, . . . , N − 1}, c’est une conséquence directe de la monotonie
du schéma. En effet, si z∆(τn − ∆t, ·) ≤ u∆(τn − ∆t, ·) ≤ w∆(τn − ∆t, ·), alors, pour
i ∈ {0, . . . , N − 1}, on obtient
z∆(τn, xi) ≤ F∆[z∆(τn −∆t, ·)](xi) ≤ F∆[u∆(τn −∆t, ·)](xi)
= u∆(τn, xi)
= F∆[u
∆(τn −∆t, ·)](xi) ≤ F∆[w∆(τn −∆t, ·)](xi) = w∆(τn, xi).
On va démontrer maintenant la consistance du schéma dans la norme uniforme pour
une classe de fonctions suivante :
E = {v(prolongée par g) : [0, T ]×R→ R uniformément continue, v ∈ C1,2([0, T ]×O)
avec
∂v
∂τ
,
∂v
∂x
,
∂2v
∂x2
uniformément continues sur [0, T ]×O}. (A.3.5)
Proposition A.3.3 (Consistance dans la norme uniforme). Si v appartient à E, alors,
∀ε > 0, ∃∆ > 0 t.q.∣∣∣∣v(τn, xi)− v(τn−1, xi)∆t − L∆v(τn, xi)−
(
∂v
∂τ
− Lv
)
(τ, x)
∣∣∣∣ < ε, (A.3.6)
pour tous ∆t, ∆x > 0, (τ, x) ∈ (0, T ] × O, n ≥ 1, i ∈ {0, . . . , N − 1}, tels que
sup{∆t,∆x, |τn − τ |, |xi − x|} < ∆.
Démonstration. Supposons que sup{∆t,∆x, |τn − τ |, |xi − x|} < ∆. Il faut montrer que
l’expression dans (A.3.6) est majorée par α(∆) indépendamment de (τ, x), (τn, xi) ∈
(0, T ]×O, tel que α(∆)→ 0 lorsque ∆→ 0. On a :∣∣∣∣v(τn, xi)− v(τn−1, xi)∆t − ∂v∂τ (τ, x)
∣∣∣∣ = ∣∣∣∣ 1∆t
∫ τn
τn−1
(
∂v
∂τ
(t, xi)− ∂v
∂τ
(τ, x)
)
dt
∣∣∣∣
≤ sup
t∈(τn−1,τn)
∣∣∣∣∂v∂τ (t, xi)− ∂v∂τ (τ, x)
∣∣∣∣ ≤ sup
t, τ ∈ (0, T ], y, x ∈
O
|t− τ | ≤ 2∆
|y − x| ≤ ∆
∣∣∣∣∂v∂τ (t, y)− ∂v∂τ (τ, x)
∣∣∣∣ ∆↓0−→ 0, (A.3.7)
car ∂v
∂τ
est uniformément continue sur (0, T ]×O par hypothèse.
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Considérons maintenant les termes dans Dv (la partie différentielle de Lv). En utili-
sant le développement de Taylor jusqu’au deuxième ordre, on obtient :∣∣∣∣v(τn, xi−1)− 2v(τn, xi) + v(τn, xi+1)∆x2 − ∂2v∂x2 (τ, x)
∣∣∣∣
=
∣∣∣∣ 1∆x2
∫ xi+1
xi−1
(
∂2v
∂x2
(τn, y)− ∂
2v
∂x2
(τ, x)
)
(∆x− |xi − y|)dy
∣∣∣∣
≤ 2 sup
y∈(xi−1,xi+1)
∣∣∣∣∂2v∂x2 (τn, y)− ∂2v∂x2 (τ, x)
∣∣∣∣ ≤ 2 sup
t, τ ∈ (0, T ], y, x ∈
O
|t− τ | ≤ ∆
|y − x| ≤ 2∆
∣∣∣∣∂2v∂x2 (t, y)− ∂2v∂x2 (τ, x)
∣∣∣∣ ∆↓0−→ 0,
puisque ∂2v
∂x2
est uniformément continue sur (0, T ]×O. De la même façon, on montre que∣∣∣∣v(τn, xi+1)− v(τn, xi)∆x − ∂v∂x(τ, x)
∣∣∣∣ = ∣∣∣∣ 1∆x
∫ xi+1
xi
(
∂v
∂x
(τn, y)− ∂v
∂x
(τ, x)
)
dy
∣∣∣∣
≤ sup
t, τ ∈ (0, T ], y, x ∈
O
|t− τ | ≤ ∆
|y − x| ≤ 2∆
∣∣∣∣∂v∂x(t, y)− ∂v∂x(τ, x)
∣∣∣∣ ∆↓0−→ 0.
Il en vient que
|(D∆v)(τn, xi)− (Dv)(τ, x)| =
∣∣∣∣σ22
[
v(τn, xi−1)− 2v(τn, xi) + v(τn, xi+1)
∆x2
− ∂
2v
∂x2
(τ, x)
]
+
(
σ2
2
− r + α
)[
v(τn, xi+1)− v(τn, xi)
∆x
− ∂v
∂x
(τ, x)
]∣∣∣∣ ∆↓0−→ 0.
La partie intégrale peut être estimée de la manière suivante :
|(J∆v)(τn−1, xi)− (Jv)(τ, x)| =
∣∣∣∣∣
Kr∑
j=Kl
v(τn−1, xi + yj)νj −
∫ Br
Bl
v(τ, x+ y)ν(dy)
∣∣∣∣∣
=
∣∣∣∣∣
Kr∑
j=Kl
∫ (j+1/2)∆x
(j−1/2)∆x
(v(τn−1, xi + yj)− v(τ, x+ y))ν(dy)
∣∣∣∣∣
≤ λ∆ sup
θ1, θ2 ∈ [0, T ], ξ1, ξ2 ∈
R
|θ1 − θ2| ≤ 2∆
|ξ1 − ξ2| ≤ 3∆/2
|v(θ1, ξ1)− v(θ2, ξ2)| ∆↓0−→ 0, (A.3.8)
puisque v est uniformément continue sur [0, T ]× R.
En rassemblant toutes ces estimations, on obtient (4.6.1).
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Définition A.3.4. Une fonction w ∈ E est une sur-solution régulière du problème
(A.3.1)–(A.3.3) si elle vérifie les inégalités suivantes :
∂w
∂τ
(τ, x)− Lu(τ, x) ≥ 0, (τ, x) ∈ (0, T ]×O, (A.3.9)
w(τ, x) ≥ g(τ, x), x ∈ Oc, (A.3.10)
w(0, x) ≥ h(x), x ∈ O. (A.3.11)
Une fonction z ∈ E est une sous-solution régulière du problème (A.3.1)–(A.3.3) si elle
vérifie (A.3.9)– (A.3.11) avec les inégalités inverses.
Lemme A.3.5. Soient w(τ, x) et z(τ, x) une sur-solution et une sous-solution régulières
du problème (A.3.1)–(A.3.3). Alors, pour tout ε > 0, il existe ∆ > 0 tel que ∀∆t,∆x ≤ ∆,
∀n ≥ 0, ∀i ∈ Z,
z(τn, xi)− ε < u∆(τn, xi) < w(τn, xi) + ε. (A.3.12)
Démonstration. Choisissons b tel que 0 < b(T + 1) < ε et posons w¯(τ, x) =
w(τ, x) + b(τ + 1). Si i /∈ {0, . . . , N − 1}, on a
w¯(τn, xi) = w(τn, xi) + b(τn + 1) ≥ g(τn, xi) + b(τn + 1) ≥ g(τn, xi). (A.3.13)
Si i ∈ {0, . . . , N − 1},
w¯(0, xi) = w(0, xi) + b ≥ h(xi) + b ≥ h(xi). (A.3.14)
Si n ≥ 1, i ∈ {0, . . . , N − 1}, on obtient
w¯(τn, xi)− w¯(τn −∆t, xi)
∆t
− L∆w¯(τn, xi) = w(τn, xi)− w(τn −∆t, xi)
∆t
− L∆w(τn, xi)
+
b(τn + 1)− b(τn −∆t+ 1)
∆t
+ λb(τn + 1)−
∑
j
0 ≤ i+ j ≤ N − 1
νjb(τn −∆t+ 1)
→
(
∂w
∂τ
(τ, x)− Lu(τ, x)
)
+ b[1 + (τ + 1)
∑
j
i+ j /∈ {0, . . . , N − 1}
νj] > 0, (A.3.15)
quand ∆t,∆x → 0, (τn, xi) → (τ, x), uniformément dans (0, T ] × O, d’après la Proposi-
tion A.3.3. Donc, pour un ∆ > 0 suffisamment petit, ∀∆t,∆x ≤ ∆, on a
w¯(τn, xi)− w¯(τn −∆t, xi)
∆t
− L∆w¯(τn, xi) ≥ 0,
ou
w¯(τn, xi) ≥ F∆[w¯(τn −∆t, ·)](xi), ∀n ≥ 1, ∀i ∈ {0, . . . , N − 1}. (A.3.16)
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D’après (A.3.13), (A.3.14) et (A.3.16), la fonction w¯ est une sur-solution de (A.3.4), donc
le Lemme A.3.2 implique que
u∆(τn, xi) ≤ w¯(τn, xi) ≤ w(τn, xi) + b(T + 1) < w(τn, xi) + ε, ∀n ≥ 0, ∀i ∈ Z,
ce qu’il fallait démontrer. La minoration par z(τn, xi)−ε se démontre de la même manière.
Corollaire A.3.6. Soient u et u les fonctions définies par (4.6.17)–(4.6.18). Pour toute
sous-solution régulière z(τ, x) et toute sur-solution régulière w(τ, x) du problème (A.3.1)–
(A.3.3), on a
∀(τ, x) ∈ [0, T ]× R, z(τ, x) ≤ u(τ, x) ≤ u(τ, x) ≤ w(τ, x). (A.3.17)
Démonstration. Par définition des limites supérieure et inférieure, (A.3.12) implique
(A.3.17).
Proposition A.3.7. Pour une option européenne (O = R), si h est une fonction bornée
sur R, continue par morceaux avec un nombre fini de sauts alors, pour tout τ > 0 et tout
x ∈ R, la solution du schéma converge vers la solution de (A.3.1)–(A.3.3) :
lim
(∆t,∆x)→0 (τn,xi)→(τ,x)
u(∆t,∆x)(τn, xi) = u(τ, x).
Démonstration. Si h, h ∈ C∞(R) sont telles que h ≤ h ≤ h alors, d’après la Proposi-
tion 3.4.6 et la Remarque 3.4.7, z(τ, x) = E[h(x + Yτ )] et w(τ, x) = E[h(x + Yτ )] sont
des solutions C∞([0, T ]× R) de l’équation (A.3.1). Donc z, w ∈ E car les dérivées d’une
fonction de classe C∞([0, T ]× R) sont uniformément bornées. Par conséquent, z est une
sous-solution régulière et w une sur-solution régulière (au sens de la Définition A.3.4) du
problème de Cauchy (A.3.1), (A.3.3). D’après le Corollaire A.3.6, on obtient (A.3.17).
Par ailleurs, on sait que pour tout ε > 0, il est possible de choisir h et h de telle manière
que w(τ, x)− z(τ, x) < ε (voir Corollaire 4.6.13). Cela implique qu’il existe une limite de
u(∆t,∆x)(τn, xi) et qu’elle est égale à u(τ, x). La démonstration est terminée.
Remarque A.3.8. Si h est continue, la convergence du schéma est uniforme en (τ, x).
En effet, dans ce cas, on peut choisir w(τ, x) − z(τ, x) ≤ ε uniformément sur tout le
domaine et l’estimation (A.3.12) est également uniforme sur la grille. Si h présente des
discontinuités, l’estimation (4.6.35) dépend de (τ, x), donc cette méthode ne permet pas
d’obtenir une convergence uniforme.
Remarque A.3.9. La Proposition A.3.7 s’applique aux options européennes. Dans le
cas barrière, la difficulté réside dans le fait qu’il n’est pas toujours possible de trouver des
solutions approximantes dans la classe E. En effet, comme nous avons montré dans la
Section 3.2.2 (Exemple 3.3.3), même si la condition initiale se raccorde de façon régulière
aux conditions aux bords, les dérivées de la solution ne sont pas uniformément continues,
sauf dans des cas très particuliers : par exemple, une option à barrière simple avec un
processus qui n’a pas de sauts vers le domaine.
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