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Due to the rapid expansion of nanotechnology and the increasing range of 
nanomaterials under production and development, it is essential evaluate the potential 
impacts on human health, ecosystems and environment.  The ultrasmall nanoparticles 
(NPs) exhibit unique physicochemical properties (e.g., high surface area to volume ratio, 
various morphology, crystallinity, electronic properties, surface reactivity, dynamic and 
size-dependent dissolution, and aggregation behavior).  The same unique properties have 
been found to have potential deleterious effects on human or other biological systems.  
Much work is needed to identify these adverse effects and meanwhile to link 
physicochemical characteristics of NP to their biological behavior.   
This study is specifically focusing on the nanoparticle-cell (or bio-nano) 
interactions, aiming at exploration of the fundamental knowledge essentially useful in 
better understanding about nanotoxicity and its connections with particle properties.  The 
nano-bio interactions are widely considered the first and initial step for NPs to approach 
cells and this step has important influences on the subsequent cellular adhesion, 
adsorption, penetration, and cell function disruption or cytotoxicity.  The whole structure 
of this study can be divided into three levels: the first level is to quantitatively understand 
physicochemical properties of NPs of interest and their dynamic changes under varying 
environmental conditions.  The overall goal is to seek the connection between the kinetics 
of the environmental behavior and potential toxicokinetics.  The second level is to 
evaluate the biological interactions of representative NPs with a specific focus on the 
size-dependent adsorption processes, interfacial forces, cellular disruption, and 





sense of how the dynamic and heterogeneous properties of NPs will possibly be 
interconnected with toxicokinetics (e.g., adsorption kinetics), which essentially allows us 
to categorize and prioritize nanomaterials and the properties with toxicity relevance.  In 
line with this effort, novel mathematical models were derived to quantitatively interpret 
and underpin the mechanisms of the bio-nano interactions and the associated key factors.  
The third level is to develop a potentially effective, accurate, and valid tool based on 
atomic force microscopy (AFM) to characterize NPs in terms of the identified key factors 
or parameters that are outlined in the mathematical models.  Particularly, my work 
employed AFM to quantify the adhesion forces between the probe tip and the surface of 
NPs, which was then converted to the contact angle, reflecting the nanoscale 
hydrophobicity or wettability property of NPs.  On the other hand, the surface potential of 
NPs at nanoscale was evaluated by Kelvin force microscopy or KFM, an electrical mode 
of AFM, to explore the nanoscale electric properties and its potential influences on 
particle stability, transport, and biological interactions of NPs in the environment.  
In summary, this thesis demonstrate useful quantitative methods characterizing the 
kinetic environmental behavior, biological interactions, and unique nano-properties of 
metal-based NPs, which should be of interest to people in application research of 
nanotechnology (e.g., nano-enabled biomedical applications).  Moreover, our findings lay 
out the ground work for better understanding of the environmental fate and transport of 







1.1. Background of Nanotechnology  
Nanotechnology is an emerging technology exploiting distinct technological 
advances of manufacturing the structure of materials at a reduced dimensional scale 
approaching individual molecules and their organized aggregates or supramolecular 
structures.  Basically, the nanometre-length scale is creating possibilities for novel 
materials that can be used for the construction of devices and systems.  The objective of 
this section is to introduce the key aspects pertaining to nanotechnology and its 
applications, with a particular focus on manufactured nanomaterials. 
The National Nanotechnology Initiative (NNI) defines nanotechnology as a wide 
range of technologies that measure, manipulate, or incorporate materials and/or features 
with at least one dimension between approximately 1 and 100 nanometers (nm).  
Nanotechnology must be distinguished from the nanoscience enabling such technology.  
In a recently published report of The Royal Society & The Royal Academy of 
Engineering (2004) definitions were given for nanoscience and nanotechnology: 
Nanoscience is the study of phenomena and manipulation of materials at atomic, 
molecular and macromolecular scales, where properties differ significantly from those at 
larger scale.  Basically, nanoscience is the study of phenomena and material properties at 
nanoscale, while nanotechnology is applying the resulting knowledge to design, create, 
produce, and apply novel materials and structures.   
Nanotechnology as a whole is projected to a market of $1 trillion by 2015, with 
nanomaterials growing to $11 billion in 2010 (1).  Another market research center 
estimated that the sales of products incorporating nanotechnology will rise from less than 
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0.1% of global manufacturing output in 2004 to 15% in 2014, totaling $2.6 trillion (Lux 
research 2004).  Although estimates of future nanotechnology industry growth may differ, 
they show the great potential of this emerging industry.  Advances in knowledge in 
nanoscience and nanotechnology have led to great scientific advances, including 
fundamental changes in the way that materials, devices, and systems are understood and 
created.   
Novel nanomaterials with high performance and unique properties can be produced 
that traditional synthesis/manufacturing methods could not create, and can exhibit 
extraordinary mechanical, electric, electronic, thermal, and optical properties that few 
materials platforms could ever match.  As particle size decreases, the ratio of surface area 
to volume rapidly increases so that surface properties become the dominant factor.  This 
large surface area provides various unique properties that have widespread applications in 
many different industrial sectors, including the composite materials, electronics, and 
chemical sectors.  To name a few applications, carbon nanotubes (CNTs), fullerenes, 
carbon nanofibers, and carbon black. Small additions of nanomaterials such as carbon 
nanotubes can greatly improve structural properties of composite materials.  Due to their 
electrical conductivity, CNTs also have application for the manufacture of low-cost solar 
cells, electronics, and anti-static composite materials.  Quantum dots (semiconductor 
nanocrystals) possess remarkable optical and electronic properties that can be precisely 
tuned by changing their size and composition (2-4).  Due to their relatively inexpensive 
and simple synthesis QDs have already entered the market for experimental biomedical 
imaging, biolabeling and anti-counterfeiting applications to create special inks, dyes and 
paints, light displays, and chemical sensing (5-7).  Dendrimers (complex spherical 
macromolecules) have unique properties compared to traditional polymers and offer the 
possibility as medical nanovehicles due to the presence of internal cavities offering (8-10).  
Gold (Au) NPs less than 5 nm in diameter can be a very effective catalyst for several 
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chemical reactions under ambient temperature.  Silver (Ag) NPs or AgNPs have been 
found to be very effective as an antibacterial agent and are used in many types of 
products.  Cerium oxide (CeO2) can be used as a diesel fuel combustion catalyst (11), as 
well as solar cells (12, 13) and gas sensors (14).  Titanium dioxide (TiO2) NPs have a 
large band gap and are used for ultraviolet (UV) protection, photocatalysts (15), 
photovoltaics, and sensing (16).  As a photocatalyst, TiO2 nanomaterials are being 
applied to exterior walls of buildings to provide a self-cleaning function (17).   
In general, nanotechnology is acknowledged to represent a new frontier in science 
and technology of the 21st century.  Increased production results in an increased potential 
of release to the environment, either deliberately in discharges or accidentally in spillages, 
and a greater possibility of adverse environmental and human health effects.  Clinical and 
experimental studies indicate that a small size and a large surface area induce the 
production of reactive oxygen species (ROS), the oxidative stress and cellular injury (18-
20).  Thus, even if the same material is relatively inert in bulkier form (e.g., carbon black 
and TiO2), there is a tendency for cytotoxicity to increase for ultrasmall NPs (1).  
Additionally, the end-of-life impacts of nanomaterials to human and the environment are 
largely unknown.  Many nanotechnology-based products are already available in the 
marketplace, including sporting goods, electronics, personal care, and automotive parts.  
The same unique properties of nanomaterials may cause the substantial and potential 
risks to both human health and the environment (21).  Thus, understanding the broad 
scope and diversity of the nanotechnology industry is an important first step in 
identifying potential risks that may be associated with this industry. 
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1.2. Current understandings of nanotoxicity 
1.2.1. Route and extent of exposure 
The risk that nanomaterials pose to humans and the environment is strongly 
affected by the route and extent of exposure to such materials.  Nanomaterials can 
unintentionally enter the human body through three primary routes: inhalation, ingestion, 
and dermal penetration.  In addition to humans, the environment may also be exposed to 
nanomaterials through deliberate or accidental releases into the water, air, and soil, 
during the manufacture, use, or disposal of these materials.  For example, nanomaterials 
could enter water through discharges from production facilities.  In addition, when 
nanomaterials are used in pharmaceuticals, cosmetics, and sunscreens, the nanomaterials 
could enter water via the sewage system during washing, showering, or swimming after 
having been applied to the skin and may eventually end up in a waste water treatment 
plant.  These nanomaterials, if antibacterial in nature and if released in sufficient amounts, 
could potentially interfere with beneficial bacteria in sewage and waste water treatment 
plants and could also contaminate water intended for re-use, according to some of the 
studies that we reviewed.  Thus, some researchers have raised serious concerns that 
antibacterial nanomaterials will pose toxicity risks to human health and to environmental 
systems.  In addition, unused cosmetics are most likely to be disposed of in household 
waste, which may be incinerated, transmitted into the air, or put in a landfill and 
potentially leaching out into the water.  In addition, nanomaterials that are currently being 
used to treat polluted water (e.g., iron NPs) will result in releases of the materials into 
water and soil.   
The difficulties in studying any nanoscale material are exacerbated in natural 
systems because of their polydispersivity, complexity, and spatial and temporal 
variability.  Current understanding of the nanomaterial associated risks is challenged by 
those above and also limited by technical factors, including a lack of tools and methods 
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that are effective and available for detecting nanomaterials in situ.  As a result, predicting 
and assessing the potential hazards, exposures, and resulting risks from nanomaterials is 
difficult.  Although extensive studies have advanced the knowledge in assessing the risks 
of nanomaterials, the studies completed to date have yielded limited risk information.  
Some grand challenges still remain and they may include (21): (1) Studies of similar 
nanomaterials may not be comparable due to the insufficient characterizations or other 
experimental settings; (2) Some nanomaterials are over focused on, while others (e.g., 
nanoclays) are poorly studied; (3) Classic approaches used in aquatic ecological risk 
assessments may be less applicable to NPs since exposure assessments have classically 
depended on predicting the soluble portion of the contaminant; and (4) Difficulties 
measuring NPs in situ are related to measuring trace levels against a high background of 
natural colloids.  As yet, no peer-reviewed literature is available on concentrations (or 
speciation) of NPs in natural waters or sediments (22-24).  Routine monitoring of 
concentration for regulatory purposes is still further away.   
1.2.2. Toxicity mechanisms of NPs 
Among the suggested toxicity mechanisms, oxidative stress, rupture of cell 
membrane, genetic disruption, cutting off intracellular metabolic routes, and release of 
heavy metals are regarded as the most acceptable mechanisms.   
1.2.1.1. Damage to membrane integrity 
The bacterial cell membrane is a semipermeable barrier that serves important 
cellular functions, such as regulation of material transport, energy transduction, and 
intercellular communication.  While QDs smaller than 15 nm have been reported to enter 
bacterial cells (25, 26), it is likely that larger NPs may also cross the membrane (27, 28).  
In addition, some NPs have been shown to attach to the cell surface and compromise the 
integrity and functions of the cell membrane (29-31).  For example, silicon NPs and 
fullerene derivatives can embed themselves in the membranes (32). Carboxyfullerene 
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caused puncturing of bacterial cell membrane in a gram-positive bacterial strain that 
resulted in cell death (33).  AgNPs adhered to the surface altering the membrane 
properties, therefore affecting the permeability and the respiration of the cell (34).  ZnO 
NPs were reported to induce membrane disorganization of E. coli cells (35-37).  
Nanomaterials can also indirectly cause membrane damage through the generation of 
reactive oxygen species (ROS), which can oxidize double bonds on fatty acid tails of 
membrane phospholipids in a process known as lipid peroxidation (38).  This increases 
membrane permeability and fluidity, making cells more susceptible to osmotic stress or 
hindering nutrient uptake (39, 40).  Peroxidized fatty acids can trigger reactions that 
generate other free radicals, leading to more cell membrane and trans-membrane protein 
damage. 
1.2.1.2. Protein oxidation and inhibition  
Nanomaterial–protein interactions have been optimized for a variety of biomedical 
applications, such as bioimaging and biosensing (41-43).  The toxicological interactions 
between NMs and proteins are related to either the NM chemically binding with proteins 
or ROS generation or other damaging radicals from NPs.  The generated ROS can 
damage iron–sulfur clusters that behave as cofactors in many enzymes, leading to Fenton 
chemistry that catalyzes the production of more ROS generation (44).  Reactive oxygen 
species can also lead to the formation of disulfide bonds between sulfur-containing amino 
acids, thus disturbing the structure and function of the protein.  Nonlethal effects, such as 
inhibition of enzymatic activities, have also been found in some cases (45-47). 
1.2.1.3. Nucleic acid damage 
Interactions of NMs with nucleic acids have applications in DNA labeling or DNA 
cleavage.  Nucleotides can be tagged with NPs, such as QDs, which act as labeling agents 
for bioimaging applications (48-50).  Photosensitive metallic and metal oxides that 
generate ROS as well as fullerenes are used for photodynamic therapy, targeting cells and 
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DNA (51-53).  In contrast to the beneficial applications, fullerenes were found to bind 
DNA and cause deformation of the strand, adversely impacting the stability and function 
of the molecule (54).  Photosensitive fullerenes and copper complexes can cleave double 
stranded DNA on exposure to light (55-57).  QDs could cause DNA damages (58) and 
nick supercoiled DNA (59).  Some NPs indirectly damage DNA because of ROS 
production, which can lead to DNA strand breaks, cross-linking, and adducts of the bases 
or sugars (60).  TiO2 and CeO2 NPs generate oxygen radicals that can nick supercoiled 
DNA (61, 62).  AgNPs were found to permeate into bacteria and cause DNA damage by 
releasing toxic Ag
+
 (63).  Despite a wealth of studies on the genotoxicity of NPs (64-70), 
little is known about the potential mutagenic and teratogenic effect of nanomaterials (71, 
72).   
1.2.1.4. Cell damage via reactive oxygen species 
As mentioned previously, due to the ultrasmall sizes and high surface areas, almost 
all NPs can have ROS production, which is able to damage every cell component, and 
tends to trigger further radical formation (44).  For example, Fenton chemistry occurs 
during the oxidation of proteins containing iron-sulfur groups, and harmful aldehydes are 
released during lipid peroxidation.   
1.2.1.5. Interruption of energy transduction 
Electron transport phosphorylation and energy transduction processes on cell 
membranes, and membrane damages may disrupt these processes.  Fullerene derivatives 
have been reported to inhibit E. coli respiration of glucose (73).  CeO2 NPs may oxidize 




1.2.1.6. Release of toxic components 
Certain NPs cause toxicity to bacterial cells by releasing harmful components, such 
as heavy metals or ions.  QDs contain noble or transition metals, such as CdSe, CdTe, 
CdSeTe, ZnSe, InAs, or PbSe, in their core; CdS or ZnS in their shell; and an organic 
coating.  The photodegradation of QDs will lead to release and exposure of potentially 
toxic metals to the cells.  Release of Ag
+
 has been considered the key to the cytotoxicity 
of AgNPs (63).  Ag
+
 interacts with thiol groups of proteins, resulting in inactivation of 
vital enzymes.  Ag
+
 was also shown to prevent DNA replication and affect the structure 
and permeability of the cell membrane (75).   
1.3. Understanding the particle properties with toxicity relevance 
To elucidate the modes of action of toxicity of different nanomaterials, to underpin 
the processes of their environmental fate and behavior, and to be able to manufacture 
environmentally benign nanomaterials, much work is still needed to advance knowledge 
in the area of physicochemical characterization of nanomaterials, and how characteristics 
and properties of these nanomaterials influence their fate and behavior in the environment.  
This type of knowledge will largely allow us to understand and predict potential toxicity 
in different environmental receptors (23, 76, 77). 
Much of the recent literature provides us substantial information regarding the 
nanotoxicity and its relationship with potential relevant properties of NPs such as size, 
shape, surface area, surface functionalization, morphology, crystallinity, and composition 
(31, 78-82), as illustrated by Figure 1.1.  Although a number of reviews stressed the 
importance of characterizing physicochemical properties when assessing potential human 
and environmental hazards of nanomateirals (23, 83, 84), extensive characterization often 
requires specialist technical expertise, time consuming and expensive approaches.  Thus, 
some important properties may be poorly characterized, especially in the environmentally 
relevant aqueous conditions.  It is also worth mentioning that most properties of NPs in 
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aqueous media are dynamic rather than static, meaning that the properties such as particle 
size distribution and surface charge may change over time as a function of ionic strength 
or pH.  Furthermore, some of the particle properties are interrelated with each other.  For 
example, particle size determines the surface area (small sizes yield high surface areas).  
Particle shape may not only change the transport behavior (e.g., diffusion rates) and 
collision efficiency due to steric hindrance, but also alter surface crystallinity, surface 
energy, and surface reactivity (85-87).  Thus, it is quite risky to draw correlations 
between a single factor and its observable biological effects.  At last, the origin of the 
experimental condition effects on nanotoxicity should better be related to the particle 
property changes rather than the experimental condition effect alone. 
1.3.1. Interconnections between particle properties 
As shown in Table 1.1, particle properties are often found interrelated to each other, 
as indicated by the black dots, while the cross symbols indicate no obvious relations.  For 
instance, primary particle sizes of nanomaterials often influence the particle size 
distribution in aqueous phase due to the aggregation.  NPs often do not appear as 
individual particles.  One reason for this is their marked propensity to agglomerate 
because agglomeration reduces the enormous surface area (or surface energy), which is 
energetically favorable.  As a result of aggregation, surface area and surface energy are 
different between pristine NPs and aggregated NPs.  As mentioned above, particle shape 
determines what crystallographic surfaces of NPs are exposed to the bulk liquid or cells, 
resulting in crystallinity effects on biological systems.  Moreover, shape also influences 
the particle size distribution (88), which indirectly changes the bioavailability of 
nanomaterials (83).  On the other hand, Table 1.2 shows that various environmental 
factors (e.g., pH and ionic strength) often vary the particle properties and results in 
“Ripple effect” that induces the changes of lots of other properties.  For example, the 
presence of electrolytes in the aqueous media will change the particle distribution as well 
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as the surface area and surface charge.  Thus, when studying one single factor (either 
environmental factors or particle properties) in the biological impacts, one may need to 
consider the interconnections and dynamics in order to obtain a comprehensive 
understanding of experimental observations.  
1.3.2. Dynamic features of environmental behavior 
Many nanotoxicological experiments ended up with a non-nano format (dissolved 
or macroparticulates) of NPs (89-91).  The observed toxic mechanisms are most likely to 
be associated with the chemical destabilization processes of NPs, which might include 
the generation of reactive oxygen species (ROS) and associated oxidative stress, 
aggregation, release of metal ions, metal ion speciation, and particle adsorption onto the 
cell surfaces.   
The unique properties of NPs arise from the miniaturization of the bulk phases of 
the same materials (1).  Unfortunately, even apparently stable dispersions will gradually 
aggregate out of the aqueous phase over time (e.g., several days) (92).  The rate of 
aggregation of particles in an aqueous medium will partly depend on particle–particle 
collision frequency (e.g., Brownian motion and particle number concentration in the 
medium), the energy of the collision, and the attractive-repulsive properties of the 
particles involved (e.g., repelling surface charges on two positively charged particles); as 
well as similar interactions with other colloid materials such as natural organic matter 
present in the medium.  As part of the induced issues from aggregation, the exposure 
surface areas of NPs will be changed, which may influence the ROS production that 
significantly depends on available surface areas with high surface reactivity (93).  
Accordingly, the cytotoxicity of aggregated NPs should be different from monodispersed 
NPs of the same materials.  
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Toxic heavy metals can be released from most metallic or metal oxide NPs (94).  
Ion release kinetics is found to be size-dependent (95-98) and have cytoxic effects on 
cells (82, 99, 100).  The same scenario is found for bio-adsorption (adsorption of NPs 
onto the cell surfaces) processes (31, 101).  Other factors, such as surface roughness, 
surface adhesiveness, surface hydrophobicity/hydrophilicity, or heterogeneity, may also 
have dynamic evolution process as the NP surfaces are functionalized by being adsorbed 
with naturally occurring colloids or organic matters (102, 103).  
1.3.3. Kinetics of environmental behavior and its influence on toxicokinetics 
As a result of the dynamic environmental behavior, it is reasonable to observe the 
correlations between kinetic behavior of NPs and their toxicokinetics such as membrane 
disruption, cell penetration, and cellular death.  As shown in Table 1.3, all the individual 
particle properties have impacts on the kinetic behavior of NPs in the environment and 
consequently the toxicokinetics of NPs is varied by both the particle properties as well as 






Table 1.1. The mutual effects between particle properties. 
● indicates that the particle property specified on the row influences the corresponding particle property specified in the column, × 
indicates no obvious influences, N.A. indicates no study were found to address, and the number in the quote lists the reference(s) that 























Particle size × ● (104) × ● ● N.A. ● (105) ● (87, 106) 
Particle size 
distribution 
● × × ● ● N.A. ● ● 
Shape ● ● × ● ● N.A. ● ● (87, 106) 
Surface area ● ● ● × ● N.A. ● ● 
Surface charge ● ● (107) ● ● × × ● ● 
Surface 
functionalization 
● (87) ● ● (87, 106) ● ● × ● N.A. 
Surface energy ● ● ● ● ● ● × ● 
Crystallinity ● ● ● ● ● ● ● × 
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pH × ● (108) ● ● ● (109) × ●  ●  










× ● ● 
Temperature ● ● (112) ● × ● ● ● ● 
Natural occurring 
colloids 
● ● ● ● × ● ● ● 
Dissolved organic 
matter (DOM) 
× ● (108) ● ● ● ● (103) ● × 
Dissolved oxygen ● ● ● ● ● ● × ● 
Ultraviolet (UV) × × × × ● × ● × 
Carbon dioxide ● ● ● ● ● ● ● × 
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Particle size ● (104) 
● (94, 95, 97, 
98) 
● (31, 101) ● (31) ● (81) ● (82, 113) 
Particle size 
distribution 
● (83, 104) ● ● ● (114) (83) ● (83, 114) 
Shape ● (88) ● ● 
● 
● (115) ● (80, 116) 
Surface area ● ● ● 
● 
● (93) 
Surface charge ● ● ● (117) 
● (117) 




● (78, 79, 119, 
120) 
● ● 
● (78, 79) 
Surface energy ● ● ● (78, 119) 
● ● 
● 
Crystallinity ● ● ● 
● ● 
● 
























Figure 1.1. Representation of the interface between a nanoparticle and an intact lipid 
bilayer representative of a cell surface. Various environmental factors, particle properties, 
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1.4. Fundamental mechanisms of the interactions between NPs and biological 
interface in aquatic systems 
It is generally accepted that all nanotoxicity events arise from surface interactions 
between NPs and biological interface, such as adsorption (1, 20), which has been 
demonstrated on bacteria (101, 103, 121) and the intestinal epithelium (31).  Such surface 
interactions appear to be logically described by “first principle” theories in colloidal 
stability, such as DLVO theory.  Table 1.4 lists all the major interfacial forces and the 
relevant contributing factors that needs to specify for calculation.  Despite considerable 
applications, sizable discrepancies were found between DLVO predications and 
experimental observations in colloidal behavior (122-125), especially at the nanoscale.  
For instance, the DLVO theory treats interacting surfaces as infinite smooth and flat ones, 
which in reality does not exist (126-129).  Surface heterogeneity still poses a huge 
challenge for users of the DLVO theory, even though some pioneers incorporated the 
extended DLVO to account for the non-DLVO effects, including hydration force (130, 
131), surface roughness (132, 133), hydrophobic (134), oscillatory (133), osmotic 
(depletion attraction) (135, 136), and steric, or Helfrich repulsion (affected by entropy 
effect) (137).   
This challenge increases greatly when it comes to the bio-nano interface.  First, 
cells have non-rigid compliant membrane that deforms as a result of the physical 
confinement or attachment, which leads to a complicated scenario when NPs approach 
cells.  A further complexity arises from non-uniformity and heterogeneous surface 
characteristics of cells that dramatically alter the interactions with NPs.  For example, the 
presence of surface proteins or other biomolecular structures make the cell surface to 
have generally 10-50 nm variations in surface roughness.  For a micrometer-sized 
particles interacting with such patchy cell surface, the interactions should more be 
controlled by the average interfacial energy.  However, NPs with 10-50 nm sizes may 
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vary greatly depending on its interacting locations of the cell surfaces.  The third 
complexity is that the living cells may secret proteins and release other metabolic 
materials that transform the original surfaces of NPs to totally different ones.  This 
influence is time-dependent or dynamic, which yields the similar situations as we 
discussed above about the dynamic features of the environmental behavior of NPs.  At 
last, random biophysicochemical process for the living cells may increase the difficulty in 
predicting bio-nano interactions theoretically.  For example, cells may incorporate NPs 
by active endocytosis.   
The above analysis is based on the features of cell surfaces, and more complex 
factors may also arise from the infinite and interconnected particle properties of the 
engineered NPs as we extensively discussed previously.  Now this study raises the 
following two questions: to determine and describe the biological consequences of 
nanomaterial exposure, such as diffusing through cell membranes (27), endocytosis (138-
140) and cell adhesion (27), what theories or governing functions are we going to 
develop and use? How can we improve the first-principle theories like DLVO to aid the 
understanding of the bio-nano interactions?  The chapter 2 outlines the main objectives 
and scope in current study to address and answer these two questions. 
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Table 1.4. Typical interfacial forces between NPs and biological surfaces (141-143). 
Force Origin Contributing factors 
van der Waals 
interaction 
Electrical and magnetic polarizations. 




Charged interfaces attract counter‑ions and repel 
co‑ions through Coulombic forces, giving rise to 
the formation of an electrostatic double layer  
Surface charge, ionic strength, pH, and particle size. 
Acid-base interaction 
Interactions between hydrogen-donors and 
hydrogen-acceptors. 
Surface hydrophobicity, surface tension, and particle 
size. 
Steric interaction 
Polymeric species or biopolymers give rise to 
spring‑like repulsive interactions. 
Surface coating coverage, charge density of the 




Polymeric species or biopolymers containing 
charged functional groups can be attracted by 
oppositely charged moieties on a substrate surface. 
Electrolyte, ionic strength, and pH. 
Solvent interaction 
Lyophilic materials interact favorably with solvent 
molecules; Lyophobic materials interact 
unfavorably with solvent molecules. 




Convective drag, shear, lift and Brownian 
diffusion. 
Hydrodynamic conditions (e.g., Reynolds number), 
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2.1. Research objectives  
Today, the complexity of bio-nano interactions as well as the potential adverse 
effects associated with nanomaterial exposure still remain largely elusive, which 
motivates us to carry out extensive research to harness the inadequate knowledge in this 
regard.  The overall goal of this study is to gain better understandings about the nanoscale 
processes, between NPs and between NPs and biological surfaces.  The specific scopes of 
this study are to investigate the size-dependence of NPs in kinetics of aggregation, ion 
release, and adsorption onto cell surfaces, as well as the interfacial characteristics 
including interfacial forces, hydrophobicity, and surface electronic potential.  The study 
was carried out by experimental approach and by formulating mathematical models to 
evaluate the above-mentioned kinetics processes and interfacial properties.    
2.2. Organization of this thesis 
Chapter 1 briefly outlines the current understandings about nanotoxicity and its 
potential or widely accepted mechanisms.  Then I critically reviewed the particle 
properties with toxicity relevance and discussed the interconnections between different 
NP properties, dynamic evolution of these properties for NPs in aqueous phase, and the 
complex influences of the interconnections and dynamic features of the particle 
properties on toxicokinetics that were experimentally recognized from previous research. 
Chapter 2 introduces the research goal, thesis structure, and important contributions 
to the area of nanotechnology implication research.  
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Chapter 3 delineates the aggregation kinetics of three typical metal oxide NPs 
(CeO2, α-Fe2O3, and CuO) in aqueous media.  The Extended Derjaguin-Landau-Verwey-
Overbeek (EDLVO) theory, which considers the acid-base interaction energy, was 
employed to calculate the interaction potential, and moreover, the aggregation kinetics 
model was established for the first time by combining the Arrhenius equation and the 
EDLVO theory.  This combined model not only can interpret the dynamic feature of 
aggregation kinetics, particle size effect, ionic strength effect, and temperature effect, but 
also potentially can be used for predicting the aggregation kinetics of all kinds of NPs in 
aqueous phases.  Furthermore, attempts were also made to derive the aggregation kinetics 
based on the “first-principles” theories such as flocculation theory and Smoluchowski 
equation.   
Chapter 4 studied rather complicated aqueous behavior of AgNPs representative of 
reactive metallic NPs.  Ion release and aggregation are simultaneously occurring to 
AgNPs in aqueous media.  I specifically investigated the effects of particle size, particle 
concentration, and dissolved oxygen on these two processes.  In addition, the mutual 
effects on the two process kinetics are discussed as well.  Ag
+
 release rates and 
aggregation rates were found to be dependent on primary particle size, concentration, and 
other environmental factors such as dissolved oxygen (DO) and pH.  This study outlines 
the importance of accounting DO as one of the important factors for the stability of 
chemically reactive NPs besides ionic strength, pH, and temperature that are extensively 
studied in most literature. 
After characterizing the two typical environmental behavior (aggregation and ion 
release) of NPs, Chapter 5 and Chapter 6 investigated bio-nano interactions which started 
with the adsorption kinetics of hematite NPs (as a typical metal oxide NPs) onto human 
epithelial cells (Caco-2) and bacterial cells (E. coli) respectively.  The size effects on the 
adsorption kinetics were primarily discussed and analyzed.  In addition to adsorption 
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kinetics, the cell surface damages, cell penetration, surface potential variations, and 
interfacial forces after adsorption of NPs were systematically investigated.  These 
findings will lead to a more thorough knowledge of bio-nano interfacial interaction 
mechanisms and allow us to establish criteria for designing environmentally benign 
nanomaterials.   
Chapters 7 and 8 are developing new experimental approach for resolving two 
important surface properties: the nanoscale hydrophobicity and surface potential, which 
are highly decisive in the fate and transport of nanomaterials in the environment.  As 
previously recognized, conventional characterization methods for environmental 
pollutants are often applicable to nanomaterials due to the inhomogeneous properties 
(e.g., solubility and aggregation) in aqueous media.  For example, the critical drawback 
of both the contact angles and zeta potential measurements is that they reflect 
macroscopic or overall characteristics of a surface.  Nevertheless, nanomaterial surfaces 
are structurally complex (e.g., different shapes and asperities) and chemically 
heterogeneous and cannot be considered as a smooth surface of a sphere.  Therefore, 
innovative approach is needed to be developed and address these two properties at 
nanoscale.  My research is to derive a theoretical framework that correlates the adhesion 
force between the AFM cantilever tip and any surfaces of nanomaterials to the surface 
energy that are conventionally obtained by measuring the contact angle.  This innovative 
approach allows us to evaluate the surface hydrophobicity at nanoscale with the 
resolution of the contact area between the tip and any substrate surfaces.  In other words, 
to assess the nanoscale hydrophobicity, we can use adhesion force as surrogate to 
quantify the surface hydrophobicity instead of contact angle measurement, which gives 
macroscopic surface characteristics.  
Chapter 9 briefly recommends future research addressing the key factors associated 
with bio-nano interactions.   
31 
 
2.3. Originality and merit of research 
The findings of this study are original and aimed at achieving better understandings 
of nanoscale processes, between NPs and between NPs and biointerfaces, as mentioned 
previously in the research goal.  The most important message to deliver from this study is 
to refresh people about the interconnected and dynamic particle properties of NPs in 
aqueous media and unique nanoscale interfacial characteristics in bio-nano interactions.  
Specifically, the knowledge gained from this study is dedicated to the development of 
nanotechnology implication research from the following six major aspects:  
(1) Aggregation kinetics of metal or metal oxide NPs in aqueous media; 
(2) Ion release kinetics of AgNPs; 
(3) Adsorption kinetics of NPs onto cell surfaces; 
(4) Interfacial force between NPs and bacterial cell surfaces; 
(5) Development of electric mode of AFM or KFM in probing the nanoelectric 
properties of NPs and bio-nano interfaces; 





AGGREGATION KINETICS OF METAL OXIDE 
NANOPARTICLES AND KINETICS MODELING 
Work of this chapter is related to the publications or manuscripts:  
Wen Zhang, Kungang Li, John Crittenden, and Yongsheng Chen. Aggregation kinetics of metal oxide NPs 
and kinetics modeling. In preparation. 
 
3.1. Abstract 
The stability and particle interactions of nanoparticles (NPs) play significant roles 
in their environmental fate and transport.  This chapter investigated aggregation kinetics 
of three typical metal oxide NPs (CeO2, α-Fe2O3, and CuO) in aqueous media.  The 
aggregation data of CeO2 NPs was primarily used for establishing the kinetics model for 
interpreting and predicting the hydrodynamic size evolution during particle aggregation, 
while the data for α-Fe2O3, and CuO were further used to validate the model.  Our results 
showed that the classic Derjaguin−Landau−Verwey−Overbeek (DLVO) theory prediction 
was found to deviate from the time-resolved dynamic light scattering (TR-DLS) 
experimental data.  Thus, the Extended DLVO (EDLVO) theory, which considers the 
acid-base interaction energy, was employed to successfully overcome such discrepancies.  
Moreover, the aggregation kinetics model was established for the first time by combining 
the Arrhenius equation and the EDLVO theory and was further validated with the 
experimental data.  This model equation not only interprets the dynamic changes of 
aggregation kinetics over time, particle size effect, ionic strength effect, and temperature 
effect, but also potentially is useful in predicting the aggregation kinetics of all kinds of 
NPs in aqueous phases.  Finally, this work laid groundwork for the theoretical modeling 




Due to the rapid expansion of nanotechnology and the increasing applications of 
nanomaterials, it is widely accepted and reasonably needed to further advance knowledge 
in the area of environmental fate and transport of nanomaterials (1-3).  Upon release, 
nanoparticles (NPs) are likely to interact with their surrounding environment as well as to 
aggregate, depending on the balance between interparticle forces, namely van der Waals 
and electrostatic interactions (1, 2).  Aggregation will strongly impact their mobility, and 
reactivity of NPs, as well as biological interactions (e.g., bioavailability) (1-3).  Some 
metallic, metal oxide and carbon-based nanomaterials exhibit in vitro toxicity that has 
been linked with the colloidal stability in aqueous media (4-6).  Thus, studying the 
stability and aggregation behavior of NPs is of great importance for understanding and 
predicting the fate, transport, and biological impacts (7-9). 
The NP aggregation has been studied by several investigators over the past few 
years (10, 11).  The solution chemistries (e.g., pH, ionic strength and valence, the content 
of natural organic matters or NOM) as well as particle size and concentration were 
systematically examined previously (12-17).  There has been few studies that touched 
aggregation kinetics modeling (18), which is essentially important for fundamentally 
understanding and predicting such nanoscale processes.  Recently, the early stage 
aggregation kinetics (the time in which the aggregate’s hydrodynamic diameter grows by 
25%) is widely described by attachment efficiency (α), also known as the inverse stability 
ratio (1/W) (12, 15, 19).  Depending on the rate of aggregation, the NP aggregation can be 
divided into the diffusion-limited (DLCA) and reaction-limited (RLCA) clustering 
aggregation regimes.  In the RLCA regime, an increase in the electrolyte concentration 
screens the surface charge and reduces the energy barrier to aggregation, thus leading to 
faster aggregation.  However, at electrolyte concentrations above the critical coagulation 
concentration (CCC), the energy barrier is eliminated, leading to the DLCA (i.e., α = 1/W 
= 1).  This method has been proven useful in studying the kinetics in the initial 
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aggregation stages for many particle systems (12, 15, 19, 20).  However, the theoretical 
calculation of the stability ratio (1/W) based on the classic DLVO theory often finds 
inconsistency with experimental observations (19, 21).  Moreover, attachment efficiency 
is unable to interpret the post-aggregation kinetics (e.g., hydrodynamic sizes of 
aggregates become greater than 25% of the origin sizes).  Thus, the fundamental 
mechanisms of nanoscale aggregation kinetics still remain elusive.  
Despite wide application, there appears to be a sizable discrepancy between the 
classic DLVO predictions and experimental observations as mentioned above and in 
many other colloidal systems (22, 23).  To increase the accuracy of the classical DLVO 
prediction, the extended DLVO (EDLVO) theory has been developed (24-26).  Usually, 
hydration force (27, 28), hydrophobic (29), osmotic (depletion attraction) (30, 31), and 
steric or Helfrich repulsion (an entropy effect) (32) are considered in additional to DLVO 
forces.  Model predictions made with EDLVO correspond better to measured results (33, 
34).  However, the EDLVO theory alone is limited to the quantitative description of the 
aggregation relying on thermodynamics (i.e., the energy barrier for interparticle 
interactions) and could hardly be used in the kinetics aspect (35).  As investigated 
previously (15, 19, 36), the particle aggregation can be treated as a second-order reaction 
under low concentrations of NPs, and the rate constant for the aggregation kinetics has an 
Arrhenius form, which is widely used to interpret the temperature dependence of reaction 
rate constants (37).  The activation energy in the Arrhenius equation has the similar 
meaning with the energy barrier in the EDLVO theories, which both tend to prevent the 
reaction to happen (38).  Therefore, it would be interesting to explore the combination of 
the Arrhenius equation and the EDLVO theory in the analysis of aggregation kinetics. 
In line with this rationale (more details are provided in next section), this study 
investigated the aggregation kinetics of three typical metal oxide (namely, CeO2, α-Fe2O3, 
and CuO) NPs using TR-DLS.  These metal NPs were selected because they are 
35 
 
commonly used in commercial applications or relevant studies and were reported to have 
toxicological significance (12, 14, 35, 39-42).  Primary discussions of the aggregation 
kinetics model employed the aggregation data of CeO2 NPs, whereas the aggregation of 
hematite and CuO NPs were also investigated and particularly used for validating the 
model prediction on temperature effects.  The aggregation kinetics model was established 
with the Arrhenius equation, which was modified by substituting the activation energy 
with the energy barrier calculated from the EDLVO theory.  The model was further 
examined in regard to the effects of particle size, ionic strength and temperature of the 
aqueous media.  Furthermore, a theoretical kinetic model for particle aggregation was 
derived on the basis of flocculation theory that considers attachment efficiency and 
frequency.  As a comparison, this theoretical equation also provides meaningful insight 
into the nanoscale aggregation kinetics.  
3.3. Theory 
The theory of Colloid Stability considers collision frequency and efficiency (43).  
Collision frequency was theoretically solved by Smoluchowski (44, 45), while the basis 
for evaluation of the collision efficiency was given by Fuchs (46).  To use the Fuchs 
theory, the interaction energy as a function of the distance between interacting particles 
must be resolved by the classic DLVO theory.  As mentioned above, recently, the 
kinetics of NP aggregation has been investigated extensively and one of the most mature 
theories about aggregation kinetics is elaborated by attachment efficiency (10, 11), which 











               (1) 
where rH(t) is the hydrodynamic radius of aggregates as a function of time t, N0 is the 
initial number concentration of the primary particles, and k11 is the aggregation rate 
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constant.  In fact, this quantitative interpretation of aggregation kinetics of NPs is on the 
basis of the Brønsted concept and the Ficker’s Law (18), treating NPs as homogeneous 
reactants like molecules or ions.  This treatment is reasonable because when NPs are 
small compared to the extent of the electric double layer (EDL), the NPs surrounded by 
the EDL is similar to an ion situated in the center of an ionic cloud.  In the course of 
collision two NPs in contact have a common diffuse layer or “ionic cloud”.  Thus, the 
interparticle interactions may be considered in the same way as for two interacting ions or 
as a homogeneous reaction and consequently described by the Brønsted theory, which 
considers the “transition state” in the dynamic reactions, leading to oriented or random 
configuration of aggregates (47-49).   
However, despite the wide applications, attachment efficiency also finds its 
limitations or insufficiency in predicting the particle aggregation kinetics.  As noted 
above, the post-aggregation kinetics that evolves large particle interactions or aggregation 
in DLCA regime cannot be described, partially because of the loss of potency of the 
Brønsted theory.  Particle transport characteristics (e.g., mobility or diffusivity) began to 
influence the aggregation kinetics more significantly, switching the mode of aggregation 
from a pseudo-chemical reaction to a particle collision process (50).  This switch can also 
lead to a change in the evolution of fractal dimension of aggregates.  Many aggregation 
processes are fractal in nature (51), i.e., the mass of a fractal aggregate, m(R), is related to 
the hydrodynamic radius, rH, to a power of the fractal dimension, dF,: ( ) F
d
Hm R r .  For 
the slow aggregation, particles have more time to configure themselves into a more 
ordered and oriented structure, thus, the fractal dimension is high.  Typical DLCA and 
RLCA aggregates possess a dF of 1.7~1.8 and approximately 2.1 respectively (52).   
Previously, we introduced an adsorption kinetic model for NPs onto the bio-
interface based on the interfacial force boundary layer (IFBL) theory that indicates when 
the particle transport governs aggregation kinetics, the Ficker’s Law may become 
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insufficient in describing the transport phenomena of NPs; whereas the roles of interfacial 
forces or DLVO interactions may arise and begin to influence the particle mobility, 
exhibiting a certain extent of size effects (35).  In respect to balancing the roles of 
interfacial forces and conventional transport mechanisms (e.g., advection and dispersion), 
Nikolakis et al. proposed a transport growth model to account for the presence of the 
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where c is the NP concentration, D is the diffusion coefficient of the NPs, kB is 
Boltzmann constant (1.38×10
-23 
J/K), T is absolute temperature, r is the transport distance, 
and U is the interaction energy between particles.  Eq. (2) gives a better qualitative 
understanding about the inter-exchanging roles of dispersion and interfacial energy on the 






) accounts for the effect of dispersion, 
which tends to play a more significant role in the initial stage of aggregation due to the 
high number concentrations of primary NPs and the high diffusion coefficient (D) for 
small NPs and gradually diminish its role as the primary particle concentration decreases 
and the aggregate’s size increases.  In contrast, the interaction energy between small NPs 








represents the interaction energy effect does not substantially impact the transport.  
Nevertheless, for big NPs or aggregated sizes, the energy barrier that has to be overcome 
between two NPs come in contact significantly increases and moreover, the diffusion 
coefficient for large NPs is low.  Therefore, the role of the interaction energy on particle 
transport mechanisms begins to increase.  
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To use Eq. (2), appropriate boundary conditions and assumptions must be made and 
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where u=2d/(rH+rs) and d is the interacting distance between two NPs, and other symbols 
are defined previously.  As mentioned above, the interaction energy (U) is a function of 
the interacting distance (d) and is comprised of the attractive van der Waals interaction 
energy (vdW) and the repulsive electrostatic double layer interaction energy (EL) in the 
classic DLVO theory, as well as the Lewis acid-base interaction energy (AB), which is 
considered in the calculation of this study, as an addition in the EDLVO theory.  Eq. (3) 
indicates that the hydrodynamic radius growth rate is dependent on initial particle size 
(rs), concentration (c0), temperature (T), hydrodynamic size (rH), and the interaction 
energy (U).   
Although Eq. (3) yielded an excellent agreement with experimental observations 
in nanocrystal growth kinetics, it requires a sophisticated mathematical approach to solve 
Eq. (3) by numerical integration with appropriate boundary conditions.  In engineering 
applications, this mathematical approach is intricate and is not easy to use.  Most 
importantly, this equation that is used to describe nanocrystal growth kinetics has not 
been validated for use in describing the aggregation kinetics of NPs.  Thus, there is a 
need to seek a simplified form of kinetics equation with the consideration of the role of 
interaction energy in particle transport mechanisms.  In fact, Eq. (3) is in a form of the 
Arrhenius equation and the activation energy term (Ea) is replaced by the interaction 
energy (U).  The Arrhenius equation has well been employed to describe the reaction 
kinetics in engineering applications due to its simplicity and ease of use.  In this study, 
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we attempted to modify the Arrhenius equation by replacing the activation energy with 
the interaction energy calculated from the EDLVO theory, shown in Figure 3.1, and more 
details are provided below in sections 3.3.7.  This combination of the Arrhenius equation 
and the EDLVO theory may well reflect the influences of both diffusion and interaction 
energy on the aggregation kinetics and gives us a unique angle of exploring the kinetics 












Figure 3.1. (a) A typical reaction thermodynamics curve, which shows the activation 
energy (Ea) required for the reaction to proceed. (b) Net interaction energy (UT) between 
two approaching particles in solution obtained by the EDLVO theory. Typical interaction 
energy curves have a primary energy minimum ( min1 ), an energy barrier (Eb), and a 
secondary energy minimum ( min 2 ). 
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3.4. Materials and Methods 
3.4.1. NPs 
Water suspension of CeO2 NPs was purchased from Sigma Aldrich with the 
manufacturer’s reported size of 70~100 nm.  CuO NPs was purchased in powder form 
from Sigma Aldrich with the manufacturer’s reported size of 20~50 nm.  After dispersal 
in deionized (DI) water, CuO NP suspension was sonicated for 35-45 min (Misonix 
sonicator S-4000, Qsonica, LLC).  Hematite (α-Fe2O3) NPs were synthesized with the 
mean diameter of 53 nm according to the method of Penners and Koopal (53) with the 
minor modifications as we reported previously (41, 54).  Unless indicated, the mass 
concentrations of 20 mg/L in [M
n+
] for the three types of NPs was used in zeta potential 
measurement and aggregation kinetics experiments. 
3.4.2. NPs characterization 
The morphology and sizes of NPs were studied by a transmission electron 
microscopy (TEM) and atomic force microscopy (AFM).  TEM was operated on a Philips 
EM420 at 47 kV.  TEM samples were prepared by placing 5 µL of the water suspension 
on copper grids with a continuous carbon film coating, followed by solvent evaporation 
at room temperature.  AFM was operated on an Agilent 5500 Molecular Imaging AFM in 
tapping mode with a scanning speed of 2000~5000 nm/s and a drive amplitude of 2 V 
(55). 2.5 µl of the water suspension was deposited on a clean silicon wafer and dried at 
room temperature for 15 min.   
The crystallography was analyzed using X-Ray Diffraction (XRD) pattern using X-
ray powder diffractometer (Philips PW 1800, PANalytical Almelo, The Netherlands) 





 in the 2θ range of 30~10
o
.   
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3.4.3. Particle size distribution 
The particle size distribution (PSD) and the hydrodynamic radius (rH) were 
determined on a Zetasizer Nano ZS instrument (Malvern Instruments).  1.5 ml of the 
water suspensions of NPs was placed into a standard macro-cuvette (10 mm path length).  
The measurement temperature was maintained at 25
o
C, and the scattering angle was 173
o
.  
For each sample, the instrument reported a PSD diagram with a polydispersivity index 
(PDI) value indicative of the dispersion quality. 
3.4.4. Zeta potential  
The same Zetasizer Nano ZS instrument was also used to measure electrophoretic 
mobility which was subsequently transformed to δ potential using the Smoluchowski’s 
approximation.  δ potentials of NPs at different pHs were measured in water suspensions 
using the folded capillary cell (DTS1060, Malvern Instruments).  The pH value of the NP 
suspension was adjusted by 0.1 M NaOH or 0.1 M HCl and the total ionic strength of the 
suspension after the adjustment was controlled less than 10 mM to reduce aggregation of 
NPs.  The pH covered a range of 2 to 10 with measurements made at increments of 
approximately 0.8 pH units. At each pH, the reported zeta potentials and associated 
uncertainty were determined from three independent measurements. A refractive index 
(RI) of 2.15, 2.94 and 2.55 were used respectively for CeO2 (56), hematite (12), and CuO 
NPs.  Five measurements (15~30 cycles per measurement) were made for each 
suspension at different pHs. 
3.4.5. Surface energy analysis by contact angle measurement 
NPs were spin-coated on a clean silicon wafer by a spin coater device (WS-400E, 
Laurell Technologies Corporation).  The thin layer or film of NPs were coated on clean 
silicon wafers by dropping a 200 µL of the water suspension of NPs with a mass 
concentration of approximately 100 mg/L in [M
n+
] on the substrate and spinning at 3000 
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rpm for 5 min.  Finally, air dry for 15~30 min before measuring the contact angle.  Three 
kinds of probe solvents (DI water, Glycerol, and Formamide) were used and their surface 
tension properties were summarized in Table 3.1.  The values of contact angles (θL) for 
each type of solvents were measured on a Ramé-hart Model 250 goniometer.   
3.4.6. Aggregation kinetics 
The aggregation experiments were performed using time resolved-dynamic light 
scattering (TR-DLS) on the Malvern Zetasizer instrument.  All experiments used the 
same mass concentrations of NPs.  pH of the aqueous media was maintained at 
approximately pH 5.7 and the ionic strength was within the range of 1 mM to 100 mM by 
adding KCl.  The average hydrodynamic radii of NPs were monitored starting 
immediately after the addition of NPs into the media, with a complete autocorrelation 
function recorded every 6 s.  The aggregation rate at the early stage of aggregation as 
indicated by the slope of hydrodynamic radius (drH/dt) was determined by fitting a linear 
function to the experimental data recorded during a time interval.   
3.4.7. Aggregation kinetics modeling 
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where f is the frequency factor for the reaction, aE  is the activation energy (J/mol), R is 
the gas constant, 8.314 J/(K·mol), T is absolute temperature, 298 K, kB is Boltzmann 
constant, 1.38×10
-23 
J/K, AB  is the collision radius, ABm is the reduced mass, Am  and 
Bm  are the molecular weights of reactants A and B, µ is the dynamic viscosity of the 
medium that accounts for the medium effect on diffusivity of NPs in aqueous phase, and 
all other parameters are specified previously.  According to previous research, 
aggregation is predominately contributed by the collisions of small sized primary NPs 
largely due to their higher mobility (18).  Thus, with aggregated sizes increasing (e.g., 
A Bm m ), ABm  is approximated to be the mass of the primary NPs (mB).  To relate the 
chemical reaction kinetics to the aggregation kinetics, aggregation is treated as a pseudo-
reaction process (12).  The role of interaction energy (
TOT
iwiU ) in colloidal interactions has 
an analogue with chemical reaction thermodynamics.  The activation energy ( aE ) for a 
chemical reaction and the interaction energy barrier (Eb) for particle aggregation both 
serve as a barrier that prevents a reaction process from occurring, and both govern the 
reaction rate in an Arrhenius form.  In our model development, the activation energy ( aE ) 
is replaced by the absolute value of the difference between Eb and secondary energy 
minimum ( min 2 ) because min 2  is widely considered as the initial driving force for 
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Here we treated NPs as perfect spheres with the radius of r.  Under the Rayleigh-Gans-
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.  M is 
the initial mass concentration of NPs (mg/L), and ρ is the the density of NPs (kg/m
3
).  
Thus, Eq. (8) can be rearranged to: 
 






r M N k T
dt k T

    
 
                  (9) 
Except for the term [








], all the other parameters are constants.  
min2bE   can be obtained from the interaction energy profile at a particular 
hydrodynamic radius of r(t) according to the classic DLVO or EDLVO theory.   
3.4.8. The EDLVO theory 
Under the Derjaguin integration approximation, the interparticle (i) interaction 
energy (Uiwi) is expressed as (61-64): 
( ) ( ) ( )DLVO vdW ELiwi iwi iwiU D U D U D               (10) 
( ) ( ) ( ) ( )EDLVO vdW EL ABiwi iwi iwi iwiU D U D U D U D               (11) 
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where iwiU is the total interaction energy as a function of interaction distance (D). 
( )vdWiwiU D is the van der Waals interaction energy; ( )
EL
iwiU D is the electrostatic interaction 
energy; ( )
AB
iwiU D is the acid-base interaction energy; and AH is the particle (i) to particle (i) 
Hamaker constant in water (w) and is an intrinsic property of the two interacting 
materials, indicating the strength of the long-range mutual attraction between them (65); 
RR is the reduced particle radius, RR=R1R2/(R1+R2); For the monodisperse NPs, RR is 
reduced to 1/2 of R1, which is the measured hydrodynamic radius (rH(t)). D is the 
separation distance between the interaction surfaces; n is the number of cations or anions 
per volume; zi is the valency of the i
th
 ion; e is unit charge, 1.602×10
-19 
C; ψS1 and ψS2 are 
the intrinsic constant surface potentials (mV) for the two interacting particle surfaces in 
aqueous media, which was calculated from δ potential via the nonlinear Poisson-
Boltzmann equation under the Debye-Hückel approximation (66); κ
-1
 is the Debye length 
(nm); ε0 is the dielectric permittivity of a vacuum, 8.854×10
-12 
C/(V·m); ε is the dielectric 




; I is the ionic 
strength (M), I=0.5·ΣciZi
2
, where ci is the molar concentration of one species ions (i); λ is 
the correlation length, or decay length, of the molecules of the liquid medium (for pure 
water, this was estimated to be 0.6 nm (34)); and 
0,
AB
iwi DG  is the polar or acid-base free 
energy of interaction between particles of the same material, i, immersed in a liquid, w, at 
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the distance (D0) (67), which is the minimum equilibrium distance due to Born repulsion, 
0.158 nm (61).  
3.5. Results and discussion  
3.5.1. Morphology of NPs 
TEM and AFM were both employed to investigate the morphology and size 
distribution of the NPs used in this study.  The TEM images in the left column of Figure 
3.2 show that the NPs were close to spherical in shape with relatively uniform size 
distributions, especially for hematite NPs.  The mean diameters are approximately 90 
(CeO2), 55 (hematite), and 30 (CuO) nm, which are consistent with the manufacturer-
reported values.  The AFM images the right column of Figure 3.2 show the NPs were 
highly stacked together probably because of particle agglomeration on the silicon surface 
during the sample preparation process.  However, the individual particle sizes, 
approximated by the AFM images, agree well with the particle sizes determined from the 
















Figure 3.2. TEM images (left column) and AFM images (right column) of CeO2, hematite, 








3.5.2. PSD and ζ potentials of NPs 
Figure 3.3a shows the particle size distribution (PSD) of CeO2 NPs dispersed in 
water suspension with the mass concentration of 20 mg/L.  The mean hydrodynamic 
diameters were approximately 120, 50, 100 nm for CeO2, hematite, and CuO NPs, 
respecitvely.  Except hematite, the hydrodynamic sizes of CeO2 and CuO NPs were both 
greater than the vendor’s reported sizes and the sizes determined from TEM images, 
which are consistent with previous studies (17, 68).  Hematite NPs possesses a 
hydrodynamic size that is close to the TEM measurement, which may be partially due to 
the excellent stability (no aggregation) of hematite NPs in aqueous media as we 
previously reported (35, 41).  In contrast, CeO2 and CuO NPs may have a certain 
aggregation or surrounded by thicker water film on surfaces, which consequently led to 
greater hydrodynamic sizes.  The extent of aggregation is also indicated by the 
polydispersivity indexes (PDIs), which were 0.18 (CeO2), 0.08 (hematite), and 0.20 
(CuO).  According to the manufacterer’s manual, the higher PDI, the greater the extent of 
aggregation is.  The PDIs are all less than 0.25, indicating the NP suspension is still 
considered monodispersed and the effects of aggregation or sedimentation on the DLS 
measurement can be negligible. 
ζ potentials play an important role in the dispersion stability of NPs in aqeuous 
media.  The ζ potential values of the three types of NPs in their water suspensions at 
different pH values are presented in Figure 3.3b.  ζ potentials of three particle sizes have 
distinct functions of pH and the isoelectric point pHiep (pH of zero ζ potential) are around 
pH 7.1, 8.5, and 9.5 for CeO2, hematite, and CuO NPs, respectively, which roughly 
agrees with previous studies on CeO2 (17, 69, 70), hematite (14, 35, 41), and CuO (68).  
Based on the ζ potentials of the three NPs, pH 5.7 was selected as an operating pH for 
aggregation kinetics experiments, because, at this pH, the NPs have positive surface 
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charge, ζ (CeO2) ≈ 20 mV, ζ (hematite) ≈ 12 mV, and ζ (CuO) ≈ 35 mV, respectively and 























































Figure 3.3. (a) PSD of CeO2, hematite and CuO NPs in water suspensions. (b) ζ potentials 






3.5.3. XRD analysis of NPs 
Characterization of crystallinity is important because the crystallinity, structural 
disorder on the surface, as well as the presence of different crystallographic planes, are 
recently emphasized on the relevance to the surface reactivity of NPs and biological 
toxicity (71, 72).  The XRD diffractograms and the corresponding indexes for each peak 
for the three types of NPs are shown in Figure 3.4.  CeO2 NPs gave diffraction angles of 
28.6°, 33.1°, 47.6°, 56.5°, 76.9°, 79.2°, and 88.3°, all of which matched the results of 
previous studies (17).  The diffraction spectrum for CuO NPs indicates that CuO NPs is a 
monoclinic structure (73, 74).  Unfortunately, our synthesized hematite did not yield 
detectable signal in XRD analysis, and here I show the diffraction peaks for hematite NPs 
are indexed to a pure corundum structure of hematite (Space group R3c , JCPDS No. 33-
0664) (14). 







                (12) 
where d corresponds to the mean diameter of the NPs, λ is the wavelength of X-ray 
radiation source, θ is the Bragg angle and β is the angular full width at half maximum 
(FWHM) of the X-ray diffraction peak at the diffraction angle (Cullity 1978).  The mean 
sizes of CeO2 and CuO NPs estimated based on the (220) and (111) peak were 85 and 28 


















Figure 3.4. XRD spectra of CeO2, hematite, and CuO NPs, and (b) is adapted from ref. 
(14). 
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3.5.4. Surface energy analysis by contact angle measurement 
The surface energy properties of NPs directly determines the interaction energy 




iwi DG ).  The Hamaker constant between interacting particles (i) in water (w) can be 






H iwi i wA D                 (13) 
where 
LW
i  is the Lifshitz-van der Waals apolar component of the surface energy.  
LW
i can be further calculated by the Young-Dupré equation for a non-spreading liquid (L) 
on a solid surface (i) (75, 76):  
(1 cos ) 2( )LW LWL L i L i L i L       
                   (14) 
2ABi i i  
                 (15) 
where L is the surface tension of probe liquids (
LW AB
L L L    ).  According to Eq. (14), 
LW
i and the polar surface tension components: electron-acceptor (γ
+
) and electron-donor 
(γ
-





and the contact angles (θL) of probe liquids on the samples surfaces are known, which are 







summarized in Table 3.2 and the acid-base interaction surface tension (
AB
i ) of NPs can 
be further determined by Eq. (15).  Consequently, Hamaker constants ( ,H iwiA ) can be 
determined by Eq. (13), while
0,
AB
iwi DG  for interactions between NPs (i) in water (w) is 
calculated by the Dupré equation (34): 
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  0, 4[ ]ABiwi D i w i wG                        (16) 
Our results are in comparable orders of magnitude with the literature-reported values of 
,H iwiA  for CeO2 (5.57×10
-20 
J) (69) and hematite (1~5×10
-20 
J) (14).  For CuO,  the surface 
tension components are different from the results from Ogwu et al. (77) probably because 
the surface hydrophobicity of our CuO NPs is quite different from that of Ogwu et al. and 
this is supported by the significant difference in contact angles of water.  Another 
important indication from water contact angle (θL) is that when θL is less than 15
o
, the 
hydration force becomes significant which may greatly stabilizes the colloidal suspension 
(78), while the hydrophobic force becomes appreciable when θL >64
o
 which provides 
main driving force for particle coagulation (79).  Thus, based on the water contact angles, 
it is apparent that the suspension of CeO2, hematite, and CuO NPs should be stabilized by 
hydration force or the acid-base interaction. 
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Table 3.1 Surface tension properties (mJ/m
2
) of probe liquids at 20
o
C (34) and contact 
angles (θL) on different sample surfaces.  












CeO2 hematite CuO 
DI water 72.8 21.8 25.5 25.5 51.0 49.5 ± 0.2 16.5 ± 0.6 41.0 ± 0.6 
Glycerol 64.0 34.0 3.9 57.4 30.0 10.2 ± 5.5 45.9 ± 0.3 36.6 ± 5.2 
Formamide 58.0 39.0 2.3 39.6 19.0 28.2 ± 4.7 10.2 ± 0.2 25.6 ± 0.9 
 
Table 3.2 Surface energy components (mJ/m
2
), the calculated Hamaker constants, and the 



















CeO2 1.0 0 57.7 0 5.1×10
-20
 1.9 
Hematite 45.8 0 57.0 0 8.5×10
-20
 4.9 







3.5.5. Particle number distribution evolution during aggregation 
During the aggregation, particle size distribution (PSD) is dynamically changing 
over time, which has important influences on particle mobility and transport.  The size 
distribution obtained from the DLS technique has three different definitions on basis of 
particle number, scattered intensity, and particle volume.  In natural waters the number of 
particles increases with decreasing particle diameter and the frequency distribution 
typically follows a power law distribution of the form, ( )









A is power law density coefficient, dp is particle diameter, and β is power law slope 
coefficient.  Take the log of both sides of this equation results in the following expression, 
which can be plotted to determine the coefficients A and β: 











.  Figure 3.5 shows a typical plot of PSD changes at 
different aggregation stages indicated by the Z-average.  The coefficient A can be 
determined when dp=1.  It is observed that as particle aggregated, logA increased 
indicating that the total number of particles in each size range increased.  The slope of β 
is a measure of the relative number of particles in each size range (80).  If β <1, the PSD 
is dominated by large particles, if β =1, all particles sizes are represented equally, and 
if >1, the PSD is dominated by small particles.  Typical values of β for most natural 
waters varies between 2 and 5 (81).  Linear curving fitting for the data of the plot in 
Figure 3.5 could reveal that the β values for CeO2 NPs during aggregation is within 2.2 
and 2.3.  Thus, aggregation may significantly change the logA while have minor effect on 
the value of β.  Also, since β >1, the PSD is dominated by small CeO2 NPs.  Other NPs 
we tested (i.e., hematite and CuO) yielded similar observations in the evolution of PSDs 




y = -2.2479x + 4.1062

































Figure 3.5. Evolution of particle size distribution on basis of particle number during 
aggregation of CeO2 NPs.  Two linear regression curves and the fitting equations for the 
date corresponding to the Z-averages of 202 and 690 nm are shown in this graph.    
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3.5.6. The discrepancy between the classic DLVO prediction and experimental 
observations of the aggregation kinetics: the case of CeO2 NPs 
As indicated above, the acid-base interaction can not be negligible in the aspect of 
the suspension stability of NPs.  In the classic DLVO theory, this interaction is not 
considered, which may contribute to the prediction discrepency from the experimental 
observations.  Figure 3.6a shows that the hydrodynamic sizes of CeO2 NPs increased 
faster at the higher ionic strength (0.025 ~ 0.1 M).  Clearly, at low ionic strength (0.002 ~ 
0.01 M), electrostatic repulsion dominated, and thus almost no aggregation was observed 
during the experimental period.  The increased particle aggregation rate at high ionic 
strength is largely ascribed to the compression of the EDL and the reduction of the 
electrostatic repulsion.  This is easily verified by the calculation of the interaction energy 
profiles with the DLVO theory as shown in Figure 3.6b.  For the ionic strength below 
0.005 M, the interaction energy barrier is present and thus prevents aggregation and 
consistently the data in Figure 3.6a also shows no aggregation occurred to CeO2 NPs.  
However, with an ionic strength above 0.005 M, the energy barrier diminished or became 
negative, but some anticipated aggregation was not observed (e.g., under the ionic 
strength beteween 0.005 and 0.01 M), which highlighted the discrepancy in the DLVO 
prediction.  Similar findings on this discrepancy were found for hematite, CuO NPs 
(results are not shown) and other colloidal systems (22, 23, 82, 83).  As mentioned above, 
this discrepancy is probably caused by the lack of consideration of non-DLVO forces 
(84-86).  Also, the DLVO theory treats the interacting surface as an infinitely smooth 
surface (i.e., molecularly smooth) and in reality surface heterogeneity effects cannot be 
ignored (65, 87, 88), which may also lead to the prediction deviations.  In contrast, the 
EDLVO theory that considers the acid-base interaction energy predicts that the energy 
barrier was present under all ionic strength conditions, indicating that the repulsion from 
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Figure 3.6. (a) Aggregation kinetics of CeO2 NPs under different ionic strengths. (b) 
Interaction energy between CeO2 NPs (120 nm in radius) under different ionic strengths 
calculated from the classic DLVO theory. (c) Interaction energy calculated from the 
EDLVO theory.   
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3.5.7. Modeling the size effect on the aggregation kinetics 
The aggregation kinetic model or Eq. (9) is evaluated by the TR-DLS data of CeO2 
NPs under the ionic strength of 0.02 M, as shown in Figure 3.7a.  The aggregation shows 
the common feature of hydrodynamic radius growth for NP aggregation: stage 1 (linear 
growth stage), stage 2 (deceleration growth stage), and stage 3 (stationary growth stage).  
To use the model prediction, a number of aggregated sizes (rH) were randomly chosen 
from each stage to calculate the aggregation rate with Eq. (9).  This calculation evloved 
the interaction energy calculation with Eqs. (13), from which the values of 
min2bE   for 
each aggregated size was determined and substituted into Eq. (9).  The slopes were used 
to indicate the experimental results of aggregation rates at different aggregation stages 
and were directly measured from the aggregation kinetics curve.  The model calculation 
of aggregation rates versus the slopes is plotted in Figure 3.7b.  Higher aggregation rates 
corresponded to larger slopes, which indicates that our model prediction is well 
correlated with the experimental data.  Although the model prediction should yield a 
linear relationship with the slopes according to Eq. (9), the curve fitting indicated that the 




) in an exponential 
function with the correlation coefficient (R
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Figure 3.7. (a) Aggregation kinetics curve of CeO2 NPs at an ionic strength of 0.02 M. (b) 
Aggregation rates calcuated from Eq. (9) on Y-axis versus the slopes measured from the 
aggregation kinetics curve on X-axis.  The particle radii used in the model calculation and 
slope measurement include 120, 150, 200, 250, 280, 290, 300, 330, 360, and 390, 400, 
410, and 420 nm.  The calculated aggregation rate has a unit 
of  
1/22 0.5 1.5 4.53 6
8
AB A Br M N k T  


































The slopes measured from different stages 











































Stage 1 Stage 2 Stage 3 
θ The slope is equal to tan(θ). 
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3.5.8. Modeling the ionic strength effect on the aggregation kinetics 
To evaluated the model prediction on the ionic strength effect, the aggregation 
kinetics data in Figure 3.6a was used and three aggregated sizes in radius (125, 160, and 
200 nm) under the ionic strengths of 0.01, 0.025, 0.05, 0.075, and 0.1 M were chosen to 
calculate and measure the aggregation rates.  For example, the interaction energy profiles 
for the 160-nm aggregated size under different ionic strengths are calculated and shown 
in Figure 3.8a, from which the changes of the interaction energy barriers and the values 
of 
min2bE   are clearly visualized.  Similar to section 3.5.5, the calculated aggregation 
rates are plotted versus the slopes as shown in Figure 3.8b.  As indicated by the inset, the 
data points are aligned from low to high ionic strengths in the direction of the red arrow.  
Clearly, increasing the ionic strength led to higher aggregation rates, which is consistent 
with the model and expeirmental observations.  Figure 3.8b also shows that small 
aggregated sizes (125 nm) had greater aggregation rates than large ones (200 nm), which 
matched the results discussed above.  Finally, the curve fitting revealed again that the 
calculated aggregation rates best by the model has an exponential functions with the 
slopes with the correlation coefficients (R
2













Figure 3.8. (a) The interaction energy profiles under different ionic strengths for 
aggregated particles of 160 nm in radius. (b) Aggregation rates calculated from Eq. (9) 
versus the slopes measured from the aggregation kinetics curves. The calculated 
aggregation rate has a unit of  
1/22 0.5 1.5 4.53 6
8
AB A Br M N k T  
         , which is 
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rH is 160 nm  
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3.5.9. Modeling the temperature effect on aggregation kinetics 
To study the effect of temperature on the aggregation kinetics, the TR-DSL 
experiments were conducted at 10°C, 25°C, and 45°C respectively for the suspensions of 
three types of NPs.  Figure 3.9a~c shows the aggregation curves of three types of NPs at 
different temperatures.  Increasing the temperature substantially increased the 
aggregation rates, and by means of our model, we may further explore the fundamental 
mechanisms of temperature effects.  As shown in Figure 3.9d~f, the interaction energy 
profiles for the three types of NPs are also influenced by temperature variations.  
Increasing temperature decreased the energy barrier for each type of NPs, which would 
increase the aggregation rate according to Eq. (9).  The model calculated aggregation 
rates for different NPs are again plotted versus the slopes measured from the aggregation 
curves, which are shown Figure 3.9g~i.  Clearly, the model prediction on aggregation 
rates is well correlated with the experimental measurements.  From these results, we can 
see different NPs have different responses in aggregation kinetics over the temperature 
variations, and the high temperature increases the collision frequency between particles 
by increasing random kinetic energy of NPs (89, 90).  Moreover, the results suggest that 
our model incorporate the temperature effect on aggregation kinetics and is widely 
applicable to multiple types of NPs. 
There are certainly lots of relevant discussions on other factors on aggregation 
kinetics such as the particle concentration effect (M) and the particle radius (r) effect that 
were not included in this chapter, which are directly related to the aggregation rate 
acording to our model in Eq. (9).  High particle concentrations increase the collision 
frequency and thus increase the aggregation rate, which is previously elaborated (14, 91).  
Small particle sizes leads to higher aggregation rates largely because of their higher 
particle density and mobility (4, 14, 35).  Also, it is worth mentioning that the 
development and modeling discussion are primarily conducted with the results of CeO2 
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NPs, whereas hematite and CuO NPs yielded similar findings in terms of size and ionic 
strenth effects, and thus the results were not shown here.  To extend the applicability of 
the kinetics model, we further evaluated the model with the kinetics data of a few other 


















Figure 3.9. (a)~(c) Aggregation kinetics of CeO2, hematite, and CuO NPs at different 
temperatures.  (d)~(f) The interaction energy profiles of these NPs . Model parameters: rH 
(CeO2)=120 nm, rH (hematite)=25 nm, and rH (CuO)=50 nm.  ζ potential (CeO2) =21.5 
mV, ζ potential (hematite)=10 mV, and ζ potential (CuO)=37 mV.  Ionic strength is 0.002 
M, pH=6, temperatures include 10, 25, and 45 
o
C.  (g)~(i) Aggregation rates calculated 
from Eq. (9) versus the slopes (when t→0) measured from the aggregation kinetics 
curves.  The calculated aggregation rate has a unit of 
2 0.5 1.5 4.53 6
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AB Ar M N  
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The slopes measured from different stages 
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3.5.10. Comparison of the aggregation kinetics model fittings 
The goal of this study is not to find the good correlation but to develop a rapid and 
simple tool that can be used to predict the evolution of hydrodynamic sizes of any type of 
NPs in the aggregation process, which is relevant and needed for assessing the 
environmental fate and toxicity of NPs (6).  Unfortunately, our kinetics model in Eq. (9) 
has no analytical solutions as well similar to the model in Eq. (3) proposed by Nikolakis 
et al.  Thus, a precise solution of the aggregation rate is not easily achievable.  The 
aggregation of NPs is obviously a complicated process, which may not be described by a 
simple model.  Nevertheless, based on previous literature (9, 10, 12, 14-20, 91-94), all 
aggregation curves of various types of NPs have a deceleratory shape that led to a final 
equilibrated hydrdynamic size at longer time.  Thus, aggregation kinetics can be 
tentatively described by a pseudo-first-order reaction kinetic rate equation, which is 
mentioned in section 3.3.7: 
,( ) (1 exp( )) (0)H H final Hr t r kt r                 (17) 
where rH,final is the final value of the hydrodynamic radius when t→∞, k is the rate 
coefficient, and rH(0) is the initial hydrdodynamic radius.  Taking the derivative of Eq. 







                  (18) 
Clearly, Eq. (18) has the same exponential form with our proposed kinetics model in Eq. 
(9), and in fact the product of the rate coefficient (k) and time (t) yields the function of 
min2bE   versus the aggregation time.  Using Eq. (17), we fitted the aggregation curves 
of multiple types of NPs and nanomaterials from the published literature and summerized 
the fitting resutls in Table 3.3.  Comparing the fitted values of the rate coefficients (k) for 
different NPs, we can see that the ionic strenght and temperature both have consistent and 
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strong influences on the rate coefficients.  High ionic strenght and high temeperature tend 
to increase the rate coefficients to some extent, which are shown in the data of other 
literature and our study.  However, the concentration effect is not obvious or not 
consistent.  For instance, the rate coefficients of hemaite (65 nm) NPs with 44, 132, and 
440 mg/L under 40 mM ionic strength did not show significant dependence on the 
particle concentration.   
Moreover, it is clear that although the rate coeffients (k) vary with the particle type, 
ionic strength, and temperature based on the resutls in Table 3.3, all the values of k for 
different types of NPs are in comparable orders of magnitude.  Thus, the model in Eq. (17) 
may potentially be useful for describing and predicting the evolution of hydrodynamic 
radius growth during aggregation, which, as mentioned above, is important for 
understanding the environmental fate and toxicity of NPs. 
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Hematite 65 nm 




and 10 in 
(14) 
44 5.7 50 23 (4.1±0.2)×10
-3
 
44 5.7 70 23 (1.0±0.1)×10
-2
 
132 5.7 50 23 (4.1±0.1)×10
-3
 











12.2 15.9 23 (1.0±0.2) ×10
-4
 Figures 7 








and 10 in 
(95) 
100 8.1 100 N.A. (3.9±0.1) ×10
-4
 

















N.A. 200 0 (1.1±0.2) ×10
-4
 




N.A. 6.0 2 CaCl2 23 (1.4±0.2) ×10
-4
 Figure 5 




N.A. 6.0 10 23 (6.1±0.3) ×10
-4
 Figure S6 










3.9 of this 
study 
20 5.7 100 25 (2.6±0.2)×10
-3
 
20 5.7 2 10 (7.1±0.2) ×10
-4
 
20 5.7 2 25 (9.5±0.2) ×10
-4
 
20 5.7 2 45 (9.3±0.3) ×10
-4
 
Hematite  55 
20 5.7 2 10 (6.7±0.3) ×10
-4
 
20 5.7 2 25 (7.5±0.1) ×10
-3
 





20 5.7 2 10 (1.9±0.3) ×10
-3
 
CuO 20 5.7 2 25 (3.1±0.2) ×10
-3
 




Unless specified, monovelant electrolytes (e.g., NaCl) were used to produce the ionic strength. 
71 
 
3.5.12. Deviation of aggregation kinetics based on “first-principle” theories 
In contrast to the empirical modeling that has been discussed above, aggregation 
kinetic model may be derived from the “first-principles” from the well-established 
flocculation and collision theories in colloidal science.  This section introduces a 
derivation based on the microscale flocculation of monodisperse particles, and the 








                  (19) 
where ni is the number concentration of aggregates which are comprised of i primary 
particles (also called i-class or i-fold particles or aggregates), α is the collision efficiency, 
 is collision frequency function, µ is the dynamic viscosity of the, T is absolute 
temperature (K), and kB is Boltzmann constant (1.38×10
-23 
J/K).  The collision efficiency 
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Taking into account the van der Waals forces and hydrodynamic interactions, the 
collision frequency rate is expressed as (97):  










iwi BU h k TkT








                                                              (21) 
where h is the surface to surface separation distance between two particles (nm); r is the 
particle radius (nm); u=h/r; 
DLVO
iwiU  is the total interaction energy between particles 
separated with a distance h. In classical DLVO theory, 
DLVO
iwiU  is the sum of the van der 
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Waals attraction energy vdwiwiU  and the electrical repulsion energy 
EL
iwiU .   (h) is the 
correcting factor for the diffusion coefficient, which is related to the separation distance 
by this equation (98): 
 
   
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where n0 is the initial particle number concentration.  Many aggregation processes are 
fractal in nature (51, 99), i.e., the length of a fractal aggregate is related to the 
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The equation (24) gives a theoretical derivation for aggregated particle’s size r(t) as 
function of time, interaction energy, temperature, and initial particle concentration.  
Visual inspection on the boundary conditions such as time t=0 or t→∞, the results of r(t) 
seems to be reasonable.  Particularly, the previously studies indicated that the DLCA 
kinetics are power-law, r∝t1/dF, which supports the form of Eq. (24).  
The key to derive Eq. (24) is to relate the particle number rate of aggregation to the 
aggregation rate of particle size changes via the fractal relationship, which is a major leap 
and assumption.  Other than that, there seem no inherent limitations in this kinetics model.  
This equation clearly allows us to conduct future work in describing various aggregation 
kinetics of NPs, and we may vary the “adjustable parameters” such as dF, because it is 
clear that DLCA and RLCA aggregation kinetics possess a dF of 1.7~1.8 and 
approximately 2.1, respectively (52).  Moreover, the interaction energy term in Eq. (24) 
may potentially interpret the effects of particle size, temperature, and ionic strength on 
aggregation kinetics.   
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3.6. Research significance 
In summary, the rapid and simple prediction tools for aggregation kinetics are 
needed to assess the environmental and biological impacts of engineered NPs and are 
also beneficial for better understanding the relationship between the aggregation kinetics 
and toxicokinetics of NPs.  The empirical kinetic model we proposed in Eq. (9) or Eq. 
(17) and theoretical model in Eq. (24) can potentially be used to predict and analyze the 
aggregation kinetics of all types of engineered NPs in aqueous media.  The kinetics 
modeling provides insight into the nanoscale processes of aggregation that allow us to 
better understand the fundamental mechanisms of environmental fate and transformations 
of NPs.   
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AGGREGATION AND ION RELEASE KINETICS OF CITRATE-
COATED SILVER NANOPARTICLES AND KINETICS MODELING 
Work of this chapter is related to the publications or manuscripts:   
(1) Wen Zhang, Ying Yao, Nicole Sullivan, Yongsheng Chen. Modeling the primary size effects of citrate-
coated silver nanoparticles on their ion release kinetics. Environmental Science and Technology, DOI: 
10.1021/es104205a.  
(2) 
Aggregation Kinetics of Citrate-coated Silver Nanoparticles. Environmental pollution. Under review. 
4.1. Abstract 
Aggregation and ion release are two important environmental behavior of silver 
nanoparticles (AgNPs) in the environments.  These behavior are linked to their fate, 
transport, and biological impacts.  This study investigated the aggregation kinetics of 
citrate-coated AgNPs in open and closed systems under environmentally relevant solution 
chemistries.  The time-resolved dynamic light scattering (TR-DLS) experiments indicated 
that in both open and closed systems, the hydrodynamic radii of different sizes of AgNPs 
grew linearly at the initial 6 h.  However, the linear radius growth rates in open system 
were approximately 2~3 times higher than those in closed system.  After 6 h, the 
hydrodynamic radii became trendless in open system, but still gradually increased in 
closed system.  AgNPs tend to aggregate slowly under anaerobic conditions and 
potentially appear as AgNPs (instead of aggregates) for a long residence time, which may 
results in a different fate and transport of silver NPs.  This difference in aggregation 
kinetics between open and closed systems may be caused by silver ion release and 
subsequent ion speciation.   The ion release kinetics of AgNPs was found to depend on 
particle size and concentration, whereas the concentrations of dissolved oxygen and 
protons were not rate-limiting factors for ion release.  A theoretical model based on the 
hard sphere theory using the Arrhenius equation was developed, and the model fitted the 
experimental data quite well, and reached excellent agreement on the particle size and 
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concentration dependency. This model provides fundamental insight into the kinetic 
behavior of AgNPs in the environment, which deepens our understanding of the potential 
persistence and environmental impacts of AgNPs. 
4.2. Introduction 
The widespread use of silver nanoparticles (AgNPs) in food packaging, clothing 
and other household products inevitably leads to AgNP release into the environment (1-3). 
Much evidence has shown that AgNPs are toxic to bacteria (1) and some aquatic 
organisms (2, 3) and accumulate in phytoplankton and marine invertebrates (4-6).  After 
entry into the aquatic environment, AgNPs likely will release silver ions (or Ag
+
) and 
coexist with their ionic species (7, 8).  AgNPs and Ag
+ 
exhibit different physicochemical 
properties and subsequent biological potency (9-11).  For example, AgNPs cause cell 
death by pitting bacterial cell membranes and increasing permeability (12); they also 
exhibit size- and shape-dependent toxicity (1, 13).  In contrast, Ag
+
 interacts with the 
thiol groups of proteins (14), resulting in inactivation of vital enzymes; disrupt bacterial 
membrane integrity and permeability (15); and likely affect DNA replication (16).  When 
compared on the basis of total mass added, the antibacterial activity of AgNPs was found 
to be lower than that of Ag
+
 (17, 18).  However, AgNPs are reported to exhibit the 
“Trojan-horse mechanism,” potentially disrupting cellular functions inside the cells (19).  
Thus, the ratio of AgNPs to Ag
+
 is a critical factor in understanding and assessing the 
toxicity of AgNPs (2, 3, 9, 20).  
Characterizations of AgNPs (e.g, stability, potential ion release and aggregation) 
are essential for understanding the environmental and biological impacts (8, 21-23) and 
are also the basis for validating and normalizing the results of different toxicity 
experiments (24-26).  Aggregation of AgNPs changes particle properties (i.e.,size, and 
morphology) as well as particle transport (i.e., diffusivity), which eventually alter 
bioavailability and cellular toxicity (13, 19, 27-30).  In the presence of dissolved oxygen 
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(DO) in the aqueous environments, AgNPs not only aggregate but also release Ag
+
 due to 
oxidation (9, 17, 31), which induces rather complex physicochemical processes (i.e., 
aggregation, oxidation of AgNPs, Ag
+
 release, complexation and speciation of Ag
+
 with 
natural organic matter (NOM) and electrolytes, and equilibrium between precipitation 
and dissolution of different silver species).  In contrast, anoxic and anaerobic conditions 
exert low redox potentials, which may inhibit Ag
+
 release and other process kinetics.  
Since AgNPs likely enter rivers, deep soils, sediments, and underground water, where 
redox conditions may vary the ion release and aggregation of AgNPs, the bioavailabity 
and toxicity of AgNPs can be dependent on the redox conditions (11).  Thus, to fully 
understand such dependency, it is necessary to characterize the physicochemical 
processes of AgNPs under relevant environmental conditions.   
AgNP stability with respect to aggregation is governed by environmental 
conditions and particle characteristics.  Numerous studies have demonstrated the effects 
of capping ligand, pH, ionic strength, electrolyte valence, and NOM content of an aquatic 
system on the aggregation state of NPs (18, 32-36).  The effects of mono- and divalent 
ions and pH on the stability of NPs can be well interpreted by the classic Derjaguin-
Landau-Verwey-Overbeek (DLVO) theory.  In the presence of NOM and polymeric 
chemicals (e.g., capping agents), non-DLVO forces, particularly steric force, can also 
play an important role in the aggregation (37).  Aggregation reduces surface area 
available for oxidation and thus potentially decreases ion release kinetics, ROS 
production, and toxicity (9, 38).  Aggregation can be enhanced by high concentrations of 
NOM (39), ionic strength (33), and addition of Ca
2+
 (18, 34).  In addition, Badawy et al. 
demonstrate that AgNPs with positive and negative capping agents exhibited surface 
charge-dependent toxicity on the bacillus species probably due to the different 
aggregation states (40).  In spite of the plethora of previous studies of AgNPs (18, 33, 34), 
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there is still a lack of information on DO effects on the suspension stability (or toxicity) 
of AgNPs.   
Previous studies on ion release kinetics of AgNPs primarily focused on 
environmental factors, such as dissolved oxygen (DO), pH, temperature, salinity (or ionic 
strength), and the presence of natural organic matter (NOM) (9, 31).  Kittler et al. also 
studied surface coating effects on the kinetics of Ag
+
 release (31).  Unfortunately, the 
effects of intrinsic particle properties (e.g., size) on ion release kinetics have not been 
fully investigated even though this may provide direct evidence correlating the particle 
properties with toxicity (11, 26, 28).  This information is also essential for manufacturers 
who wish to produce environmentally benign nanomaterials.  More importantly, the 
solution chemistries (e.g., deionized (DI) water with oxygenation) used in some studies 
are not environmentally relevant.  Lastly, the comprehensive modeling description for ion 
release kinetics, which is pivotal for establishing correlations between ion release kinetics 
of AgNPs and their toxicokinetics, is still inadequate (41, 42).  Although Kittler et al. 
developed an empirical model using first-order reaction kinetics, the model parameters 
neither carry mechanistic meanings nor explain the size dependence of ion release.  Thus, 
the need to advance ion release kinetics modeling of AgNPs is evident and is also 
essential for decision-makers when establishing regulations regarding nanosilver 
manufacturing and disposal (21).   
Citrate-coated AgNPs are used in this study because they are the most popular 
silver colloids that are lab-synthesized for general and specific applications (43, 44); the 
citrate coating serves as both the reducing agent and a stabilizer by decorating the 
particles with negative charges (41, 42).  Citrate-coated AgNPs are the most widely used 
in commercial products and are recommended by the Organization for Economic Co-
operation and Development (OECD) for standard use in toxicology (9, 20).   
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The main objective of this study was to investigate stability of AgNP suspensions 
by evaluating the effect of DO on aggregation kinetics of AgNPs dispersed in Hoagland 
medium, a common hydroponic nutrient medium for growing plants (45).  The 
electrolytic nutrients of this medium simulate relevant ionic conditions in soils (46), 
sediments (47), and ground water systems (48, 49), environmental matrices that AgNPs 
are likely to enter.  Finally, efforts were made to analyze the effects of AgNP size, 
concentration, and silver ion release on the aggregation kinetics. The other part of this 
study aims to elucidate the fundamental mechanisms of Ag
+
 release kinetics through 
experimental and modeling approaches.  The ion release experiments were conducted in 
glass media bottles filled with quarter-strength Hoagland medium.  I specifically focused 
on the effects of primary particle size and concentration on ion release kinetics, because 
previous research has indicated that factors such as DO, pH, salinity, and temperature 
likely affect ion release from AgNPs (9, 31).  To quantitatively describe the ion release 
kinetics, I derived a kinetic model, which may provide insight into the mechanisms of ion 
release kinetics of AgNPs in aqueous environments.  The knowledge of these results will 
contribute to a thorough understanding of environmental behavior and implications of 




4.3. Materials and Methods 
4.3.1. AgNPs 
Water suspensions of citrate-coated AgNPs (20, 40, and 80 nm) without dissolved 
citrate were purchased from Ted Pella, Inc. (Redding, CA, USA).  According to the 
vendor, the AgNPs will remain monodispersed in the stock suspension without 
aggregation for a minimum of one year when stored in a sealed bottle at 4 
o
C.  The total 
AgNP concentrations of 20-, 40-, and 80-nm AgNPs in the stock suspensions were 6.47 ± 
0.02, 6.56 ± 0.10, and 6.21 ± 0.29 mg/L, respectively, and the stock suspensions 
contained no Ag
+
 as measured by inductively coupled plasma-mass spectrometry (ICP-
MS, Elan DRC II, PerkinElmer, USA), which is described below.   
4.3.2. Characterization of AgNPs 
The morphology and sizes of AgNPs were determined by transmission electron 
microscopy (TEM) on a Philips EM420 at 120 kV.  TEM samples were prepared by 
placing 5 µL of the aqueous AgNP water suspension on copper grids with a continuous 
carbon film coating, followed by solvent evaporation at room temperature.  The mean 
particle diameters and size distribution were computed with at least 30 particles from 
each TEM micrograph. 
The crystallography of AgNPs was analyzed with X-ray diffraction (XRD) using an 
X-ray powder diffractometer (Philips PW 1800, PANalytical Almelo, The Netherlands) 
with a Cu Kα radiation (λ = 1.54 Å).  XRD analysis was recorded at a scanning rate of 
0.02
o
/s in the 2θ range of 35~45
o
.  
The particle size distribution (PSD) and hydrodynamic radius were determined by 
dynamic light scattering (DLS) on a Zetasizer Nano ZS instrument (Malvern Instruments, 
UK) using 1.5 mL of 600 µg/L AgNP suspension diluted with DI water in a standard 
macro-cuvette (pass length: 10 mm).  The temperature was maintained at 25 
o
C, and the 
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scattering angle was 173
o
.  A refractive index (RI) of 1.07 and an absorption value of 
0.01 were used for the AgNPs (50).   
Prior to ICP-MS analysis, all glassware and digestion vessels were carefully 
cleaned and soaked in 10% (v/v) HNO3 for 24 h, and finally rinsed five times with 18 
MΩ DI water.  AgNP suspensions were digested as follows: 1 mL of sample suspension 
was mixed with 2 mL of trace-metal grade HNO3 (67~70%, w/w, Fisher Scientific) and 
heated on a hotplate at 120 
o
C for 20 min.  Then, the digested solutions were diluted and 
analyzed by ICP-MS.  
4.3.3. Electrolyte suspension for aggregation experiments 
The electrolyte medium contains the following salts with concentrations (mg/L) 
shown in parentheses: KH2PO4 (52), Ca(NO3)2 (40.25), CaSO4 (72.25), KNO3 (34.25), 
MgSO4 (117.25), and K2SO4 (40.25).  The medium, as introduced above, is a modified 
quarter-strength Hoagland medium that simulates environmentally relevant ionic strength.  
Aliquots of the stock suspension of AgNPs were added to the medium and diluted into 
the desired mass concentrations (i.e., 300 and 600 µg/L).  While the two concentrations 
may not be environmentally relevant, they were used in the experiments to obtain an 
evident concentration effect on aggregation kinetics and to observe detectable released 
Ag 
+
 concentrations from AgNPs in the medium.   
To obtain a constant DO, the medium was aerated with air to achieve an 
equilibrated DO of 7.8 mg/L.  The medium was placed in the cuvettes sealed with a cap 
with a tiny puncture to permit air exposure and to avoid water evaporation.  To further 
increase DO or redox levels in the medium, the medium was added with H2O2.  To 
achieve a zero or low DO (measured DO was less than 0.1 mg/L), the medium was 
purged with high-purity (99.999%) nitrogen for 30 min and transferred into the cuvette 
quickly.  The head space of the cuvette was purged with nitrogen while the stock AgNP 
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suspensions were added into the medium.  The cuvette was then capped and further 
sealed tightly with parafilm.  pH of the medium with addition of AgNP suspension was 
maintained at 5.6 ± 0.2 and the only varied factor in this study was DO or the redox level.   
4.3.4. Aggregation kinetics under different redox conditions  
Aggregation kinetics of AgNPs was investigated using time-resolved dynamic light 
scattering (TR-DLS) on the Malvern instrument with similar configurations as described 
above.  Aggregation experiments immediately began after the mixture suspension was 
prepared and the hydrodynamic diameters of AgNPs were monitored.  The monitoring 
lasted more than 300 h, and for each size and concentration the hydrodynamic radius 
measurement was repeated 3~5 times to confirm the aggregation observations.  
4.3.5. Ag
+
 Release Experiment 
The ion release experiments were conducted in 125-mL glass media bottles 
containing 100 mL of modified quarter-strength Hoagland medium.  Before AgNPs were 
dispersed into the medium, it was equilibrated with the air; the equilibrated DO and pH of 
the medium were approximately 7.8 ± 0.2 mg/L and 5.6 ± 0.1, respectively.  Two 
concentrations (300 and 600 µg/L) of AgNPs were added to the medium, and then the 
glass media bottles were placed in the dark with no stirring (and thus no hydrodynamic 
effects on ion release kinetics).  Every 12 or 24 h, 4 mL of the medium was sampled from 
the bottle, and the released Ag
+
 was separated from the AgNPs using Amicon Ultra-4 
centrifugal filter units with pore diameters of 1~2 nm (Amicon Ultracel 3K, Millipore, 
USA).  After centrifugation for 40 min at 5000 × g (5430R, Eppendorf, German), 3 mL 
of the filtrate was collected and mixed with 2 mL of 67% nitric acid for ICP-MS analysis 
(Figure S2 shows the potential adsorption of Ag
+
 onto the filter).  Monitoring of Ag
+ 
concentrations in the medium lasted approximately 350 h with pseudo-equilibrium 
observed.  The Ag
+
 release experiments were repeated three times.  
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4.4. Results and discussion  
4.4.1. Characterization of AgNPs 
Figure 4.1a~c shows TEM micrographs of the morphology of the AgNPs used in 
this study.  The AgNPs are close to spherical, and the three different primary diameters 
were 19.9±0.5, 40±0.6, and 80±0.7 nm, which were consistent with the manufacturer-
reported values.   
The X-ray diffraction patterns in Figure 4.1d~f indicate that the AgNPs have a 
typical face-centered cubic (FCC) structure, and a lattice parameter of 0.407 nm, which is 
the same as the reference data (0.4085 nm) (41).  Moreover, the multi-ringed electron 
diffraction patterns in Figure 4.1g~i further confirm that the AgNPs are FCC 
polycrystalline.  The electron diffraction patterns for the three sizes of AgNPs are the 
same, and the indexes for these rings indicate that the AgNPs used have the typical face-
centered cubic (FCC) structure, which is consistent with crystalline silver.  Although 
HRTEM (high-resolution TEM) may be required to provide accurate information about 
the crystallinity (e.g., polyscrystalline, monocrystalline, or fused monocrystalline), the 
multi-ringed electron diffraction pattern suggests that the AgNPs may be polycrystalline.  
Also, the particle sizes of silver nanocrystals can be calculated from XRD spectra based 







 , where t corresponds to the particle size, λ is 
the x-ray wavelength, θ is the Bragg angle, and B corresponds to the full width at half-
maximum (FWHM).  The particle sizes were calculated to be 12 nm, 22 nm, and 36 nm 
based on the (111) peak.  These calculated values are smaller than the TEM measurement 
results, probably because the AgNPs contain the defects such as a fused structure (fused 
small single crystals), or polycrystallinity that yielded an intensity measure of the crystal 
size within the AgNPs (52).  Differently sizes of NPs can yield different rates of ion 
release due to the difference in crystallinity (53).  The crystallinity of nanocrystals and 
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structural disorder on their surfaces, as well as the presence of different crystallographic 
planes, are thought to change the surface reactivity of NPs (54). 
Figure 1j~l shows PSD diagrams of AgNPs dispersed in DI water, which indicate 
that the three sizes of AgNPs had distinct hydrodynamic diameters.  Polydispersivity 
index (PDI) is a dimensionless measure of the broadness of the size distribution reported 
from the Zetasizer Nano ZS instrument.  The PDI values are 0.038, 0.184, and 0.166 for 
20, 40, and 80-nm AgNPs, respectively.  As all of these are less than 0.25, the AgNPs are 
considered well dispersed in the suspension without aggregation.   
The surface charges, as indicated by ζ potentials, were measured under different pH 
values and are shown in Figure 4.2.  The AgNPs were negatively charged at pH >2, 
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Figure 4.1. (a~c) TEM images of 20, 40, and 80-nm AgNPs on a carbon-coated grid. The 
white bar on the bottom left equals 100 nm. (d~f) X-ray diffraction patterns. (g~i) 
Electron diffraction rings for AgNPs of 20 nm, 40 nm, and 80 nm. (j~l) PSD diagrams in 
terms of volume percentage of AgNPs dispersed in DI water.  













































Figure 4.2. ζ potentials of AgNPs in water suspension as a function of pH (the addition of 




4.4.2. Aggregation kinetics of AgNPs: roles of DO, particle size, and concentration 
Formation of aggregates of AgNPs in electrolyte solutions has been observed 
previously (18, 33, 34), and my results reached similar findings, as shown in Fig. 2 and 
Fig. 3 with and without DO present in the medium.  High ion content compresses the 
electric double layer (EDL) and thus reduces the electrostatic repulsion, which leads to 
aggregation.  At the same time, surface charage of AgNPs could be altered by ionic 
species, as confirmed by the measurement of ζ potentials of AgNPs under different ionic 
strengths in Figure 8.2b.  I further compared aggregation kinetics of AgNPs in the 
medium with and without DO as shown in Figure 4.3 and Figure 4.4.  The hydrodynamic 
diameters increased almost linearly within the initial 4~6 h for all cases, while the impact 
of DO became significant after the linear aggregation stage.  With exposure to DO, there 
appeared to be some periodic fluctuations and random distribution in hydrodynamic 
diameter (Figure 4.3), whereas the hydrodynamic diameters increased stably without DO 
(Figure 4.4).  The DO effect on the aggregation rate during the linear aggregation stage 
seems substantial as well.  The slopes (dDH/dt) of the hydrodynamic diameter curves, as 
obtained by the curve fits in the right columns of Figure 4.3 and Figure 4.4, can be used 
to indicate the aggregation rate.  Apparently, AgNPs, in the presence of DO, aggregated 
3~8 times faster than those did without DO present, depending on the primary particle 
size.  A possible explanation is that AgNPs with exposure to DO released Ag
+
, which 
was reported previously (9, 54) and was further confirmed in the following analysis of 
ion release kinetics.  The released Ag
+
 increased ionic strength and thus may enhance 
aggregation.  One may argue that compared to the concentrations (~mg/L) of different 




in the medium, the released Ag
+
 
concentrations (~µg/L) were relatively low.  Considering that the total initial silver 
concentrations were only 300 and 600 µg/L, electrostatic repulsion may not be 
significantly affected by the released Ag
+
 (more discussion in the next section).  Thus, 
other unknown mechanisms in addition to Ag
+
 release may possibly influence 
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aggregation kinetics, such as surface energy changes due to the adsorption of Ag
+
 or 
surface oxidation (55, 56), which require future studies to explore.   
Another noticeable feature in aggregation kinetics of AgNPs with DO is that after 
50 to 150 h, the hydrodynamic diameters of AgNPs began to decline, whereas without 
DO the aggregated diameters eventually reached pseudo-equilibrated diameters of 
400~500 nm within the experimental period.  The decline in hydrodynamic sizes with 
DO could be attributed to dissolution of AgNPs and sedimentation of large aggregates.  
We compared sedimentation speed and the random movement speed due to Brownian 
motion for AgNPs, and as shown in Figure 4.5, the sedimentation speed of AgNP 
aggregates was found to be at least one order of magnitude lower than the random kinetic 
motion speed.  Thus, sedimentation should not substantially cause AgNPs to precipitate, 
and the dominant cause of the decline in hydrodynamic diameters was the oxidative 
dissolution of AgNPs. 
The effects of particle size and concentration on aggregation kinetics were both 
evident.  20-nm AgNPs had much steeper slopes than did 40- and 80-nm AgNPs as 
shown in Figure 4.3 and Figure 4.4, and this finding is consistent with previous results for 
other NPs (57, 58).  The small AgNPs had much higher local particle density with the 
same initial mass concentrations, and particle aggregation has pseudo-second-order 
kinetics under low concentrations (59, 60).  Thus, small NPs aggregated faster than large 
NPs.  For the same reason, increasing the initial concentrations from 300 to 600 µg/L for 
AgNPs, we observed a significant increase in the aggregation rates for all three sizes of 
AgNPs, approximately 21%~49% with DO present and 28%~93% without DO.   
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Figure 4.3. Aggregation kinetics of AgNPs in the aqueous medium with 7.8 mg/L of DO. 
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Figure 4.4. Aggregation kinetics of AgNPs in the aqueous medium without exposure to 
















































































Figure 4.5. Equilibrium speeds of sedimentation calculated by the Stokes’ equation 
(ignoring friction) (61) and the mean speed of random kinetic energy for different sizes of 
AgNPs in water calculated by the Maxwell velocity distribution (62, 63).  The input 
parameters for the Stokes’ equation: ρg is the density of AgNP aggregates (≈10.5 g/cm
3
), 
ρy is the medium density (≈1 g/cm
3
 at 25 
o
C); µ is the medium dynamic viscosity (1.0 × 
10
-3
 Pa·s); d is the particle diameter, and g is the gravity acceleration (9.8 N/kg). where kB 
is Boltzmann constant (1.38×10
-23 
J/K), T is the absolute temperature, and m is the mass 
weight of a single AgNP.   
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4.4.3. Model Development with the Arrhenius Equation 
We derived the Ag
+
 release rate (
A g
  ) on basis of the hard sphere collision theory 
that has been used previously for modeling the nanoparticle dissolution kinetics (64, 65).  
The proposed oxidation reaction stoichiometry of AgNPs is (9, 26): 




s a q a q a q l
A g O H A g H O
 
     
Due to their small size, AgNPs may act as soluble reactants and the oxidation 
reaction can be described by first-order reaction kinetics.  Accordingly, 
A g
  can be 
expressed by the Arrhenius equation: 
0 .5 2 0 .5 2
2 2
[ ] [ ] e x p ( ) [ ] [ ] [ ]
a
A g N P sA g
B
E

















                                                                                              (1-1) 
A B A B








                                                                                                               (1-3) 
where 
A g
  is the Ag
+
 release rate (mol/(L·h)); k is the reaction rate constant (mol/h); 
[AgNPs], [O2], and [H
+
] are the molar concentrations (mol/L) of AgNPs, DO, and proton, 
respectively; f is the frequency factor for the reaction; 
a
E  is the activation energy (J); T is 
temperature (298 K); kB is the Boltzmann constant (1.38×10
-23 





  is the collision radius (nm); 
A
  and 
B
  are the molecular 
radii of the reactants A and B (nm); 
A B
 is the reduced mass (g/mol); and 
A
m  and 
B
m  are 
the molecular weights of reactants A and B (g/mol).  For the silver oxidation reaction, 
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reactant A is AgNPs and reactant B is either oxygen or protons.  The radius of oxygen or 
protons is much smaller than that of an AgNP (r).  Likewise, the molecular weights of 
oxygen and proton are much lower than that of AgNP.  Therefore, Eq. (1-2) and (1-3) can 


















, and thus 
A g
   can be written as: 
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where the initial [Ag] values were 300 and 600 µg/L, r is the AgNP radius (nm), and ρ is 
the the density of AgNPs (≈10.5 g/cm
3
).  Combining Eqs. (2) and (3) yields:  
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Eq. (4) reveals that 
A g
  could increase monotonically with increasing [Ag], [O2], or 
[H
+
] and is inversely proportional to r.  Furthermore, increasing the temperature could 
significantly increase 
A g
  .  All these predictions agree with previous findings (9, 17, 31).  
To describe the experimental results with the model, we derived the released Ag
+
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  and [ ] [ ] [ ]
re le a se d in itia l
A g A g A g

  , [ ]
re lea sed
A g
  can be solved by 
integrating Eq.(4):  
[ ] [ ] e x p ( )
re lea se d in itia l
A g A g b a t

                                                                                
(5)
 
In Eq. (5), a and b are the fitting parameters, and 
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      
 
.  When t is zero, [ ]
re lea sed
A g
 is zero, 
thus ln ([ ] )
in itia l
b A g .  [O2] and [H
+
] are treated as constants over time, an assumption 
that is verified in the following sections.  Thus, Eq. (5) can be rewritten as: 
[ ] [ ] [1 e x p ( )]
re lea sed in itia l
A g A g a t

                 
(6)
 
Eq. (6) is used to fit the experimental results with a and b or [Ag]initial as fitting 




4.4.4. Ion Release Kinetics and Model Fitting 
Figure 4.6 shows the concentrations of the released Ag
+
 over time in the medium.  
For all sizes of AgNPs, the released Ag
+
 concentrations increased almost linearly within 
the first 8~12 h, and some slight fluctuation in Ag
+
 concentrations was observed for 40- 
and 80-nm NPs after the equilibrium was reached.  The initial Ag
+
 concentrations were 
nonzero and slightly different for each size, which indicates that oxidation may have 
occurred for each size at time=0, probably due to unintended exposure to oxygen during 
the experimental setup.  Increasing the initial AgNP concentration from 300 to 600 µg/L 
significantly increased the ion release rates for each size of AgNPs, which agrees with 
my model prediction.  Small AgNPs (e.g., 20 nm) took longer (approximately 300 h) to 
reach reaction equilibrium, whereas large NPs (e.g., 80 nm) reached equilibrium after 100 
h.  In all cases (three sizes of AgNPs at two initial concentrations), AgNPs did not 
completely dissolve as a result of oxidation through the entire experimental period, which 
was also found by Kettler et al. and Liu et al. (9, 31).  Thermodynamic analysis predicts 
that only in the long term should AgNPs be completely dissolved in aqueous 
environments containing sufficient DO (9).  Thus, the observed “equilibrated” state of the 
Ag
+
 release kinetics within 350 h does not correspond to the physicochemical 
“equilibrium” in which the released silver concentrations should be independent of the 
amount of AgNPs present.  Obviously, Figure 4.6 reveals that the “equilibrated” 
concentrations of Ag
+
 depend on the primary particle size and the initial AgNP 
concentration.  This can be explained by the different thermodynamic properties of 
AgNPs as compared with their bulk phase (53, 66).  Small AgNPs have higher specific 
surface areas and higher enthalpies of formation compared to the same amount of bulk 
silver (26).  In addition, the faster ion release rate for smaller AgNPs agrees with 
previous studies on minerals that are well interpreted with the Kelvin equation (55, 67), 
which indicated that small particles had higher solubility than their larger counterparts.  
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Sotiriou et al. also observed high ion release rates for small AgNPs, which may 
contribute to greater antibacterial activity (17).   
Speciation of Ag
+
 was proven not to influence the ion release kinetics significantly, 
because thermodynamic calculations using MINEQL 4.5 estimated that more than 99% 
of the silver is present as soluble Ag
+
 at equilibrium (9).   
The black dashed lines in Figure 2 show the model fit using Eq. (6).  The goodness 
of the fit between the model and the experimental data was evaluated by the objective 
function (O.F.) defined below, in addition to the squared correlation coefficients (R
2
), 
both of which are summarized in Table 4.1, 
2
e x p , ,













 , where 
Kexp,i and Kcal,i are the experimental and model-calculated released Ag
+
 concentrations, 
respectively, for a particular particle size (i) and concentration at a certain reaction time, 
and N is the number of data points.  For my fit, O.F. was minimized by adjusting the 
parameters of a and b for each size/concentration and for different reaction times.  Thus, 
a lower O.F. value indicates a better model fit to the experimental data.  The data for 40-
nm NPs yielded the lowest O.F. value (0.09); the other NPs had values around 0.3.  The 
values of R
2 
are within 0.90 to 0.99, indicating that the model could explain at least 90% 
of the variance of the experimental data.  Visual inspection of how the model fit matches 
the experimental data (see Figure 4.6) and shows no systematic errors.   
Table 4.1 also summarizes the fitting parameters, a and b.  If the activation energy 
(Ea) is assumed to be the same for different sizes of AgNPs, the values of a should be in 
the order 20 nm > 40 nm > 80 nm, as a is inversely proportional to r.  However, the 
values of a for 20-nm AgNPs are neither twice those for 40-nm AgNPs, nor four times 
those for 80-nm AgNPs, which suggests that Ea may vary with particle size.  Considering 
the size dependence of surface energy, crystallinity, and crystallographic plane 
103 
 
distribution (42, 54) for AgNPs of different sizes, surface reactivity and Ea can be size-
dependent too.  Moreover, even with the same total surface area, small NPs have a 
greater fraction of atoms at edges and corners than large particles, which makes the 
surface more reactive (55).   
The fitted values of b for 20- and 40-nm AgNPs are similar each other, whereas the 
values for 80-nm AgNPs are slightly lower but still in a comparable order of magnitude.  
The fitted values of [Ag]initial are much lower than the actual applied concentrations of 
AgNPs (300 and 600 µg/L) as shown in Table S3.  As mentioned above, this is because 
the model is fitted with the data on Ag
+
 release, which did not correspond to a complete 













 release kinetics in quarter-strength Hoagland medium; the model fits are 
shown by the black dashed lines. 
 

















20 nm-300 µg/L 0.40 0.97 0.0217 -4.7397 114.4 
20 nm-600 µg/L 0.45 0.96 0.0141 -5.10552 164.93 
40 nm-300  µg/L 0.35 0.93 0.0542 -4.13376 62.4122 
40 nm-600  µg/L 0.41 0.92 0.027 -4.70925 110.9684 
80 nm-300  µg/L 0.32 0.96 0.0597 -3.44257 31.2672 
































20 nm-300 µg/L 20 nm-600 µg/L 40 nm-300  µg/L
40 nm-600  µg/L 80 nm-300  µg/L 80 nm-600  µg/L
Model fit with Eq. (6) 
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4.4.5. Environmental factors for Ag
+
 release kinetics 
As mentioned previously, [O2] and [H
+
] are assumed to be constant over time 
during the experimental period, which allows us to derive [ ]
re lea sed
A g
  as a function of 
time.  These assumptions are verified by comparison between the consumption and mass 
transfer rates of DO and protons in the oxidation reaction. 
When the medium was exposed to the air, the transfer of oxygen from air to the 
aqueous phase (
2 ( ) 2 ( )g a q
O O ) continuously sustained DO.  Likewise, the transfer of 
carbon dioxide (
2 ( ) 2 ( ) 2 2 3 ( ) ( ) 3g a q a q a q
C O C O H O H C O H H C O
 
  ) and its 
speciation provide protons and a buffer capacity for pH.  To calculate the consumption 
rates of DO and protons, the ion release rates are first calculated using Eq. (5); these are 
shown in Table 4.2: 
[ ] [ ][ ]
t t t
A g
















 are the concentrations of released Ag
+
 at time t and t+Δt, 
which are obtained from Figure 4.6.  Then, the consumption rates of DO and protons at 
different reaction times also can be determined based on the reaction stoichiometry.  
Table 4.2 shows that the Ag
+
 release rates were highest at the beginning of the reaction 
and gradually decreased.  Interestingly, high initial AgNP concentration (600 µg/L) did 
not significantly increase the ion release rates for any of the three sizes; instead, the ion 
release seemed to be slightly inhibited within the initial 4 h, after which the rates began to 
increase and eventually exceeded those for 300 µg/L.  This probably occurred for two 
reasons.  First, the increasing concentration of AgNPs may temporarily limit the 
diffusivity of oxygen and protons to reaction sites on silver particle surfaces according to 
the Stokes-Einstein equation (68, 69) and thus slow the oxidation process.  Second, 
AgNPs aggregated rapidly during the oxidation at the larger concentration of AgNPs, as 
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shown later, because aggregation is reported to have pseudo-second-order kinetics (70).  
Thus, AgNPs at the initial concentration of 600 µg/L may aggregate faster and thus have 
less surface area available for oxidation reactions in comparison to samples containing 
300 µg/L. 
To compare the reaction consumption rates with the mass transfer rate of oxygen, 
we determined the overall mass transfer coefficient (KLa) for oxygen in quarter-strength 
Hoagland medium using the standard clean water test method (71).  The DO 
measurement and the detailed calculation of KLa is provided in appendix A.  Based on 
KLa, the oxygen mass transfer rate was 6.01 µmol/(L·h), which is much higher than the 
oxygen consumption rates in Table 4.2, indicating that DO was not a rate-limiting factor 
in this study.    
Similarly, the pH was monitored during different experimental stages and Figure 
4.8 shows that the medium’s pH was stable at approximately 5.6.  Minor changes in pH 
occurred after nitrogen purging, exposure to the air, or the addition of AgNPs, probably 
because the mass transfer of carbon dioxide and speciation provided sufficient protons 
and buffer capacity for the oxidation of AgNPs.  Therefore, the assumptions in my model 
derivations are justified. 
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Table 4.2. Average ion release rates and consumption rates of DO and protons*. 




0-2 2-4 4-8 8-12 12-48 
Ag+ release rate 
 (µmol·L-1·h-1) 
20 nm-300 µg/L 0.026 0.018 0.015 0.011 0.010 
20 nm-600 µg/L 0.018 0.009 0.016 0.017 0.011 
40 nm-300  µg/L 0.023 0.019 0.014 0.006 0.005 
40 nm-600  µg/L 0.021 0.014 0.018 0.009 0.009 
80 nm-300  µg/L 0.011 0.006 0.011 0.003 0.004 





20 nm-300 µg/L 0.007 0.005 0.004 0.003 0.003 
20 nm-600 µg/L 0.004 0.002 0.004 0.004 0.003 
40 nm-300  µg/L 0.006 0.005 0.003 0.002 0.001 
40 nm-600  µg/L 0.005 0.003 0.004 0.002 0.002 
80 nm-300  µg/L 0.003 0.001 0.003 0.001 0.001 
80 nm-600  µg/L 0.003 0.002 0.002 0.001 0.001 
* Proton consumption rates equal the Ag
+
 release rates (see reaction stoichiometry) and 














Figure 4.7. DO curve for Hoagland medium after nitrogen purging. The inset shows the 
plot of 
1 0 ,
lo g ( )
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Fit equation:  
y = -0.1445x + 0.9544 
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4.4.6. Interrelationship between the two processes of AgNPs in aqueous environments 
As indicated above, an increase in ionic strength due to the release of Ag
+
 was 
thought to cause an increased aggregation of AgNPs, because the high ionic strength 
should compress the EDL associated with the particles, decrease their ζ potential, 
diminish interparticle repulsion, and therefore promote aggregation (72).  If this 
assumption holds, higher DO concentrations (or higher redox potentials) should increase 
the aggregation rates of AgNPs to some extent.  To verify this hypothesis, we 
investigated the aggregation kinetics of 20-nm AgNPs in the medium spiked with 
different concentrations of H2O2.  The standard redox potential (E
0
=0.98 V) of the 
oxidation reaction between Ag
0





=0.47 V) at 25 
o
C.  Compared to the reaction with O2, the reaction with H2O2 is 
more thermodynamically favorable for AgNPs.  From the reaction kinetics aspect, 
increasing H2O2 concentration as a reactant will increase the reaction rate and thus 
increase the release rate of Ag
+
 from AgNPs, as observed previously (9).  In spite of the 
favorable oxidation with H2O2, Figure 4.9 shows that aggregation kinetics of AgNPs 
seems to be barely affected by the increased release rates of Ag
+
 in the presence of H2O2 
in comparison to the presence of 7.8 mg/L of DO.  As we mentioned earlier, the released 
Ag
+
 may not reach a significant concentration that dramatically impacts the stability of 
AgNPs.  Two other possible reasons are that Ag
+
 may rapidly form other complexes that 
reduce the real concentrations of Ag
+
 and the number of AgNPs decreased as a result of 
oxidation, which could reduce the aggregation rate of AgNPs.  Apparently, attribution to 
the increased ionic strength may not sufficiently interpret the enhanced aggregation 














































































Figure 4.9. Variations of hydrodynamic diameter and diffusion coefficient of 20-nm 
AgNPs in the medium with addition of different concentrations of H2O2. 
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In addition to the effect of released Ag
+
, other physicochemical processes, as 
outlined in Figure 4.10, may occur simultaneously to AgNP aggregation and influence 







 complexation, and precipitation and dissolution of silver complexes.  In 









).  Due 
to the low solubility, some silver species, such as Ag2O and Ag2SO4, may have 
precipitation and dissolution equilibriums.  The oxidation and potential adsorption of 
oxidized forms of silver (e.g., Ag2O) will likely change surface energy, which is 
dependent on crystallinity and the crystallographic plane of nanocrystals (42, 54).  
According to DLVO theory, the changes of surface energy will vary the interparticle 
interactions (e.g., van der Waals interactions may be changed) (75).   
The influences of the above complex physicochemical processes as well as the 
interparticle interactions are reflected by the multimodal particle size distribution (PSD) 
as measured by DLS.  As expected, the data in Figure 4.11 shows a shift in peak 
maximum of the PSDs for the 20-nm AgNP suspension to larger sizes and then smaller 
sizes with time, due to the influences of dynamic oxidation, aggregation, and other 
physicochemical processes.  Furthermore, the PSDs became more polydispersed.  An 
initially monomodal PSD (time = 0) became bimodal and multimodal over time, whereas 
the PSD for 20-nm AgNPs without exposure to DO maintained a monomodal size 
distribution.  The shift in the peak maximum to smaller sizes was mainly due to the 
oxidative dissolution of AgNPs and their aggregates rather than sedimentation as 
discussed in previous section.  A longer experimental period (i.e., 120 d) was once 
reported to oxidize all AgNPs into Ag
+
 (9).  In my cases, AgNPs did not completely 
dissolve under natural conditions (DO is supplied via air-water transfer) through the 









Figure 4.10. physicochemical processes that potentially occur to AgNPs in the quarter-
strength Hoagland medium. The black dots represent AgNPs. Not all silver species are 



















Figure 4.11. PSD with time during 20-nm AgNP aggregation in the medium with DO 
































































































































4.5. Research significance 
Previous studies have extensively studied the influences of solution properties such 
as monovalent and divalent salts, pH, temperature, as well as natural organic matters 
(NOM) on the aggregation kinetics, fate, and transport of nanomaterials (35, 72, 76-80).  
Clearly, in the natural environment, AgNPs, probably including other reactive NPs (e.g., 
zero-valent iron), rather than those chemically inert NPs (e.g., most metal oxide NPs), 
will also be greatly influenced by oxygen content or DO.  My results indicate that the 
aggregation behavior of AgNPs with or without DO present in the medium were different, 
and silver oxidation could lead to a much greater extent of aggregation than that without 
DO, as confirmed by different primary sizes and concentrations.  To my knowledge, this 
is the first study to report the DO effect of AgNP aggregation, which lay out the ground 
work for accounting the importance of DO into environmental transport assessment of 
AgNPs.  These findings are important for understanding the environmental behavior of 
AgNPs in the typical solution chemistries of aquatic environments and also beneficial for 
interpreting the antibacterial effects, which are usually associated with Ag
+
 release.  For 
example, oxidative stress from reactive oxidative species (ROS) generation on AgNP 
surfaces (28), and the binding of thiol groups (–SH) with Ag
+
 that leads to malfunction of 
proteins (26) are two widely accepted antibacterial mechanism of AgNPs.  Clearly, these 
antibiotic mechanisms of AgNPs only function in the presence of DO, and whether 
AgNPs without DO present are toxic still remains largely elusive.  Thus, distinguishing 
the roles of different factors (e.g., aggregation state, DO, and adsorbed NOM) in the 
evaluation of AgNP toxicity in aqueous media will be the objects of future studies.  
The ion release behavior of NPs may be linked to their fate, transport, and even 
biological impacts.  Better predictive models are clearly needed to understand their 
environmental behavior and biological impacts.  Although my current study is oriented 
toward a quantitative understanding of particle size and concentration effects on ion 
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release kinetics, additional model simulations on the effects of temperature, DO, and pH 
appeared to be consistent with previous studies.  The kinetic model is capable of 
interpreting the ion release kinetics as a function of reaction time, primary particle size, 
particle concentration, DO, pH, and temperature.  These model equations potentially can 
predict the metal ion release kinetics of any type of metal-containing NPs as a result of 
chemical reactions (e.g., oxidation).  The present results, both modeling and experimental, 
suggest that the primary particle size of citrate-coated AgNPs, rather than the aggregated 
sizes, will dramatically govern the Ag
+
 release kinetics.  The ion release kinetics 
modeling may lay the groundwork for developing appropriate models to describe the 
kinetic behavior of NPs in environmentally relevant solution chemistries.   
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5.1. Abstract 
The increasing applications of engineered nanomaterials nowadays have elevated 
the potential of human exposure through various routes including inhalation, skin 
penetration, and digestion.  To date there is scarce information of quantitative description 
of the interactions between nanoparticles (NPs) and cell surfaces and the detrimental 
effect from the exposure.  The work of this chapter is to study in vitro exposure of Caco-2 
cells to hematite (α-Fe2O3) NPs and to determine the particle size effects on the 
adsorption behavior.  Cellular impairment were also investigated and compared.  Caco-2 
cells were cultured as a model epithelium to mirror human intestinal cells and used to 
evaluate the impacts of the exposure to NPs by measuring transepithelial electrical 
resistance (TEER).  Cell surface disruption, localization, and translocation of NPs 
through the cells were analyzed with immunocytochemical staining and Confocal 
microscopy.  Results showed that hematite NPs had mean diameters of 26, 53, 76, and 98 
nm and were positively charged with minor aggregation in the buffer solution. 
Adsorption of the four sizes of NPs on cells reached equilibrium within approximately 5 





 were greater for large NPs (76 and 98 nm) than those for small 







much greater for small NPs than large ones.  After the adsorption equilibrium was 
reached, the adsorbed mass of NPs on unit area of cells was calculated and showed no 
significant size dependence.  Longer exposure time (>3 h) induced adverse cellular 
effects as indicated by the drop of TEER compared to the control cells without the 
exposure to NPs. NPs initially triggered a dynamic reorganization and detachment of 
microvilli structures on Caco-2 cell surfaces.  Following this impact, the drop of TEER 
occurred more significantly, particularly for the exposure to 26 nm, which was consistent 
with the observations with the confocal microscopy that the junctions were more severely 
disrupted by 26 nm NPs than other sizes.  In conclusion, this chapter demonstrates the 
interactions at the ultrastructural level from initial surface adsorption of NPs upon cells, 
to the subsequent microvilli reorganization, membrane penetration, and the disruption of 
adherens junction and provides the fundamental information of size effects on NP 
behavior which is often poorly addressed for in vitro cytotoxicity studies of NPs. 
5.2. Introduction 
Increasing production and applications of manufactured nanomaterials will 
inevitably cause contact of nanoparticles (NPs) with humans and the environment (1). 
The unique properties of NPs raise concerns about adverse effects on biological systems, 
which, at the cellular level, include structural arrangements and disruption (2-5). A 
number of different NPs have been studied in search of the evidence of cytotoxicity (6-8).  
In the route of the introduction of NPs to biological systems, surface interactions of 
NPs with cells determine where the NPs localize, whether they remain attached, or 
penetrate the cell membrane and enter the cell (9).  Adsorption, a common phenomenon 
and the first step after NPs in contact with cells, may critically influence the fate of NPs 
in cells. Particularly, it may determine whether they can be accumulated on the cell 
surfaces or induce cytotoxicity, or cause anti-inflammatory effects in cells (10-14). 
Previous studies have shown that translocation is largely dependent on particle size: 
122 
 
smaller particles are more readily absorbed (15-19).  However, conventional in vitro 
experiments serving as an evaluation method for surface interactions and the affinity 
between NPs and cells have been challenged by the inhomogeneous properties of NPs in 
different ways (20).  One of the main limitations for such experiments is that the actual 
size and morphology of NPs in aqueous environments are complex and subject to change 
in different environmental conditions (pH, ionic strength, and etc) (21). Another 
limitation is available detection instruments which can precisely detect single NPs and 
therefore the changes of NPs in sizes were rarely addressed (22, 23).  For example, 
changes in the surface charge as particle size decreases will alter the adsorption affinity 
of NPs toward cells. Such changes may induce significant impacts on in vitro 
experimental results but have rarely been investigated because in part the existing 
instruments are unable to track the dynamical changes of these properties (size and 
surface charge) of NPs (24).  Quantitative research on the impacts of NP exposure on 
whole organisms is scarce but initial work has demonstrated the potential of NPs to enter 
and migrate within the living organisms (25, 26).  NPs may pass through cells by 
diffusing across cell membranes (27), endocytosis (28), and/or non-phagocytic 
mechanisms (29).  To the best of my knowledge, no data is currently available on particle 
size effects on adsorption behavior of NPs and the associated exposure effects on cells.  
The purpose of this study is to elucidate the adsorption behavior of different sizes 
of hematite (α-Fe2O3) NPs and to investigate their impacts on Caco-2 cell and the cellular 
structures.  Hematite NPs are the most stable form of iron oxide commonly used in 
semiconductor industries and found in sediments (30).  More importantly, hematite NPs 
were chosen as a common model of metal oxide NPs due to their discrete size 
distribution with very low aggregation in solutions (31).  The Caco-2 cell line used in this 
study represents human intestinal epithelial cells with properties similar to in vivo human 
intestinal cells which are most likely to be exposed to NPs through ingestion (8).  
123 
 
Moreover, the International Life Sciences Institute Research Foundation/Risk Science 
Institute (ILSI RF/RSI) Nanomaterial Toxicity Screening Working Group recommends 
Caco-2 human cell lines for this type of research (9).  
The adsorption was assessed by comparing the adsorbed mass of different sizes of 
hematite NPs on the Caco-2 cell surfaces, while the cellular effects were assessed by 
Transepithelial Electrical Resistance (TEER) measured across the cells to monitor the 
integrity of the epithelium.  The migrations of NPs through cells were further visualized 
by immunocytochemical staining and confocal microscopy.  Our findings would provide 
insight information about the fate, transport and effects of NPs on the human 
gastrointestinal tract or digestive system.  
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5.3. Materials and Methods 
5.3.1. Hematite NPs 
The hematite NPs were synthesized in our laboratory using the method reported by 
Penners and Koopal (32).  Briefly, 20 mM FeCl3 in 4 mM HCl solution was incubated 
for 24 h at 100 ± 0.1 oC in a forced convection flask and the sediments were collected by 
centrifugal separation.  Sizes of NPs were controlled by incubation time. Prior to each use, 
originally synthesized hematite NPs with four different sizes (26, 53, 76, and 98 nm) 
were concentrated by high speed centrifuge to make stock suspensions.  The 
hydrodynamic size and zeta potential of NPs dispersed in the liquid were both 
characterized by DLS performed on a Malvern Instruments Zetasizer Nano ZS instrument. 
NPs were examined after suspension in DI water (pH ≈ 6.0) and phosphate buffer saline 
(PBS, 200 mM, pH ≈ 7.2).  1 ml liquid sample was transferred to a Malvern square 
cuvette for DLS measurements and average size was calculated by the software from the 
intensity, volume, and number distributions.  The precise measurement of particle size in 
solid state was further comfirmed by a TEM of a TOPCON 002 B model at an 
accelerating voltage of 160 kV.  Over 30 particles randomly chosen from the images 
were counted and used to determine the mean diameter of each size reported.  
5.3.2. Cell culture 
The Caco-2 human intestinal cell line, which is brush border expressing, was 
maintained as previously described (33-35).  Briefly, cells were kept at 37
o
C in a 
humidified 10% CO2 incubator in DMEM (from Mediatech, 10-013: 200 mg/L CaCl2, 
97.7 mg/L MgSO4, with a pH of 7.0 ~ 7.4) supplemented with 10% fetal bovine serum 
(Invitrogen), 10 µg/mL transferrin (Roche), and 1% penicillin-streptomycin-amphotericin 
B (Cambrex).  The cells were purchased from the American Type Culture Collection 
(ATCC) at passage number 48.  The cells were passaged once a week and fed twice a 
week; experiments were conducted on cells between passage numbers 50~65.  Caco-2 
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was further cultured in the Petri dish of 35 mm in diameter and the mature Caco-2 cells 
had a diameter of 20 µm ~ 30 µm.  A hemocytometer (VWR Levy double counting 
chamber, cat. number 15170-208) was used to determine the number of cells per plate. 
Densities of approximately 25,000 cells per plate were used in adsorption experiments. 
For all experiments, Caco-2 cells were grown for 3 weeks prior to use to permit 
formation of a differentiated epithelial sheet with a well-developed brush border (36, 37). 
Zeta potential of Caco-2 cells dispersed in PBS (200 mM, pH ≈ 7.2) was also determined 
by the DLS (Malvern Instruments Zetasizer). 
5.3.3. Adsorption experiments and exposure of hematite NPs to Caco-2 cells 
Adsorption kinetics of hematite NPs on Caco-2 cells was explored for different 
particle sizes under different initially applied concentrations.  First, Caco-2 cells were 
transferred to and grown attached to the bottom surface of a small Petri dish (3 cm in 
diameter) and before the adsorption experiment the serum medium was decanted and 
replaced with 1.5 ml PBS (200 mM, pH 7.2).  Correspondingly, 0.5 ml of freshly 
concentrated NP suspensions were carefully transferred to the buffer medium without 
disturbing the cell lines.  Control groups were made with NPs and the buffer to test the 
possible adsorption of NPs upon the surface of Petri dish.  After the addition of NPs into 
the medium, the Petri dish was sealed up carefully with parafilm and placed onto the 
mixer platform with upside down for shaking as shown in Figure 5.1.  For each size of 
NPs three initially applied concentrations (100, 200, and 300 mg/L) were used and at 
different adsorption times (5, 15, 25, and 45 min) the Petri dishes were taken off from the 







Figure 5.1. Simplified representation of the adsorption experiments. The Petri dish was 
placed upside down so that NPs adsorbed instead of deposited on the cells. The mixer 
was set with a rotating speed of 20 rpm and a 48
o
 rotating angle. t1, t2, and t3 etc indicate 
the different sampling time (different adsorption time). When cells were exposed to NPs, 
initially NPs mainly adsorbed onto the surface and eventually uptaken through diffusion 
or other mechanisms into cell body which will be shown in the section 5.3.3. 
Different sampling time 
t1 t2 t3 t4 t5 t6 
48o Thermo ScientificVari-Mix Platform Mixer 
Microvilli 
Suspended NPs  
Surface of Petri dish 
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5.3.4. Quantification of hematite NPs 
All liquid samples taken from the supernatant of each Petri dishes were digested 
based on our previous developed methods (31).  Briefly, Liquid samples were fully 
digested and ionized using HNO3 (TraceSELECT®, for trace analysis, 69.0%, Sigma-
Aldrich, Inc., St Louis, MO, USA) under the heat on 150 
o
C hotplate.  The digested 
samples were diluted and injected into the induced coupled plasma-optical emission 
spectrometry (ICP-OES, Thermo iCAP 6300, USA) for quantification of iron species (the 
emission wave lengths monitored were 238.2 nm and 239.5 nm).  The hematite 
concentration was then indicated by the concentration of iron concentration determined 
by ICP-OES.  
5.3.5. Adsorption kinetics calculation 
To describe the adsorption kinetics of NPs on cells, we used the following model 
equation suggested by Wihelm et al.(20):  
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; kd  is the 
overall dissociation constant, h
-1
; C is the initially applied concentration of NPs in the 
buffer, mg·L
-1
; and M0 is the maximum adsorbed mass of NPs that on the cell surface, 
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-2
. Currently no data are available for this value, so we assume M0 = 20000 mg·m
-2
 
and the choice of this value did not affect the size dependence of the above fit parameters 
(Ka and Kd) (38). Solving this differential equation yields 
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k C k ) is defined as the characteristic time (τ),h, which gives the overall rate 
of the adsorption process (namely, adsorption and internalization (38)); and ka /kd is 




, which indicates the extent to which the 
adsorption of NPs is likely to occur on cells. A larger K indicates a higher affinity 
between NPs and cells.   
The adsorption rate of NPs on Caco-2 cells was estimated by the equation (3). 
Clearly, the adsorption rate is time-dependent and thus equation (3) was only used to 
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; Ci is the initially applied concentrations of hematite NPs, mg/L; Ct 
is the NP concentration in the bulk liquid after adsorption time (t), mg/L, and Ct is the 
same with M(t) in equation (2); V is the total volume of the mixed suspension, 2 ml; and 
X is the exposure area of cell surfaces, m
2
;  I estimated X in the following way: since the 
most probable number of Caco-2 cells ≈ 25,000 as stated above in the section 2.2 and the 
mean diameter of single Caco-2 cell was assumed 30 µm as observed from phase contrast 









ρ is the density of hematite NPs, 5.3 g/cm
3
; α is the mass ratio of iron in the chemical 
formula [Fe2O3]n, which is equal to is (2×56)/(2×56+3×16)= 0.7; and r is the mean radius 
of the NPs, nm. 
5.3.6. Scanning Electron Microscopic study of cell membranes of Caco-2 
To investigate the structural disruption of Caco-2 cells after a 5-day acute exposure 
to 98 nm sized nanohematite at 300 mg/L, Caco-2 cells were examined by scanning 
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electron microscopy (SEM, FEI XL30 EFSEM).  All chemicals were bought from EM 
Sciences for this study (Electron Microscopy Sciences, Pa).  Briefly, the NP exposed 
cells were fixed for one hour in a mix of 8% formaldehyde, 8% glutaraldehyde and 0.2M 
sodium phosphate (pH 7.0) at room temperature.  The cells were then washed quickly in 
0.2 M sodium phosphate (pH 7.0) three times.   A 1% osmium tetroxide solution made in 
0.2 M sodium phosphate (pH 7.0) and deionized water was used to postfixed the cells for 
45 min at room temperature.  The cells were then briefly rinsed with deionized water.  
The cells were then dehydrated as a serial dehydration in 20 %, 40 %, 60 %, 80 % and 
100 % acetone.  The cells were then dried by “critical point drying” and sputter coated 
with gold particles before viewing in the scanning electron microscope. 
5.3.7. Cell assay of exposure induced impairment with TEER technique 
TEER was measured and provided a rapid assay at the cellular level to report 
whether the epithelial integrity has been breached as a result of exposure to hematite NPs. 
Details about TEER operation can be found in our previous paper (33).  Briefly, an 
EVOM (World Precision Instruments, Inc.) and “chopstick” electrodes (World Precision 
Instruments, Inc.) were utilized to obtain resistance readings from the epithelial tissue.  
Caco-2 cells were seeded on collagen coated, 0.4 μm pore, 6.5 mm diameter Transwell 
membrane inserts (Corning, Inc.) and grown for at least 21 days to form an intact and 
well differentiated monolayer (39, 40).  The chopstick electrode was then used to 
measure the resistance after calibrating with a CalliCell (World Precision Instruments, 
Inc.).  The „blank‟ was measured by having an insert with no cells, only media. This 
gives a good measure of the background resistance. TEER was calculated by the equation: 
RTEER = [RC – RB] × A               (4) 
where RTEER is transepithelial electrical resistance (Ώ cm
2
); RC is resistance from the cells 





).  Once the cells show a transepithelial resistance, the NPs were applied at various 
concentrations to the filter insert on the cells.  The cells were incubated with the NPs for 
various time periods.  The TEER was then checked following the procedure above to 
indicate the exposure effect of NPs to the cells. Assays were performed in triplicate.  
Data were expressed as means ± standard deviations. Statistical analysis was performed 
by the one tail t-test with p<0.05 considered to be a statistically significant difference. 
5.3.8. Immunocytochemistry and Confocal microscopy 
To analyze the cells by Z-series scans using confocal microscopy, 
immunocytochemistry was performed to stain the cells. The Caco-2 cells were grown on 
the Transwell membrane inserts to an optimal TEER measurement of at least 600 Ώcm
2
. 
They were then fixed for 30 min in 2% formaldehyde in ICB (ICB: 100 mM KCl, 5 mM 
MgCl2, 3 mM EGTA and 20 mM HEPES (pH 6.8), in H2O) and permeabilized for 1 hr in 
ICB with 2% paraformaldehyde and 1% Tween-20.  The samples were then washed 3 
times for 15 min each wash with ICB-BSA buffer (1% BSA in ICB).  A primary antibody 
was then added to the cells in the antibody dilution buffer (1% non-fat milk, 0.5% 
Tween-20 in ICB) at a 1:100 dilution overnight at 4
o
C.  The primary antibody used was 
γ-catenin which is used to detect the cell junctions. The following day, the cells were 
washed with ICB-BSA buffer 3 times 15 min each wash.  The appropriate fluophor 
conjugated secondary antibodies were added to the cells overnight at 4
o
C. The secondary 
antibodies were made in the antibody dilution buffer at a 1:500 antibody concentration. 
The following day, cells were washed with the ICB-BSA buffer 3 times 15 min each 
wash, then placed in DRAQ5 (2.4 µg/mL in ICB [AXXORA, LLC San Diego, CA]) for a 
15 min incubation.  This was done to visualize the nucleus of the cells microscopically. 
The membrane inserts with the cells were mounted on cover slips to be viewed through a 
confocal microscope.  Scanning was done at 0.3 μm sections through a membrane insert. 
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The software from Leica confocal microscope was used to overlay the Z-series sections 
and visualize them as 3D images. 
5.4. Results and discussion  
5.4.1. Dispersion and size distribution of hematite NPs in PBS 
TEM images were taken to measure the mean particle size and morphologies of the 
original synthesized NPs as shown in Figure 5.2A~D.  Hematite NPs were spherical in 
shape and the scale could be readily measured from the images.  Four different sizes (26, 
53, 76, and 98 nm) of hematite NPs were synthesized and were examined by DLS as 
shown in Figure 5.3. As observed in many studies (21, 41, 42), most NPs tend to 
aggregate rapidly when exposed to cell culture media.  Maintaining a uniform size 
distribution of NPs in an aqueous environment is important for the success and validity of 
such experiments, especially for comparison studies on size effects.  In my preliminary 
studies, particle size distribution (PSD) of a number of commercially available NPs (TiO2 
and α-Al2O3 etc) were assessed to determine if they had consistent sizes as reported from 
manufacturers.  The most suitable NPs for adsorption experiments without significant 
changes in PSD were hematite (α-Fe2O3) NPs.  One of the possible reasons is that 
hematite NPs of each size were hydrophilic and positive charged that strongly prevent 
hematite NPs from aggregation.  The zeta potential was 9.5 ± 0.5 mV in PBS (pH ≈ 7.2) 
and not found to be significantly size-dependent (31).  Thus the electrostatic repulsion 
kept hematite NPs stably dispersed in a cell culture medium and PBS. The PSD results 
for NPs suspended in the stock solution in Figure 5.3A were compared to that in the 
buffer solution in Figure 5.3B.  The mean diameters for the four sizes of NPs were not 
changed significantly in the buffer solution.  Compared to TEM images in Figure 5.2, 
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these NPs also had approximately the same or slightly larger diameters in DI water or the 
buffer solution.  This provides the most unique and compelling support for my study of 














Figure 5.2. Transmission electron microscopy (TEM) of hematite NPs for size 
comparison. Freshly made NPs dispersed in solution were directly deposited onto the 
TEM grid. (A) 26 ± 3 nm, (B) 53 ± 6 nm, (C) 76 ± 3 nm, and (D) 98 ± 8 nm; Size values 
are the mean diameter plus standard deviation based on the measurement of over 30 
particles randomly selected. 
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Figure 5.3. Particle size distribution (PSD) diagrams for different sizes of hematite NPs 
in DI water (A) and in PBS (B) for adsorption experiment. The tables next to the 
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5.4.2. Adsorption kinetics of different sizes of NPs on Caco-2 cells  
The hematite NPs were treated as soluble substances and their adsorption behavior 
were studied following the similar way as the soluble matters.  This is probably 
reasonable since soluble substances are traditionally defined as those that can pass 
through 0.45 µm filters (43), hematite NPs were clearly much smaller in size than 0.45 
µm as supported by the DLS measurement.  
In the adsorption kinetics experiment, three different concentrations of NPs were 
applied to the buffer and exposed to cells.  The concentrations of hematite NPs in the 
control groups were monitored and almost constant during the adsorption experiments 
under three initially applied concentrations of 100, 200, and 300 mg/L.  This indicates 
that the background adsorption (on the Petri dish) of hematite NPs in the control group 
can be negligible.  Figure 5.4 shows the concentration changes of NPs in the buffer with 
adsorption time. The adsorption occurred in a relatively faster fashion with an average 
equilibrium time of around 5 min.  The strong attraction between NPs and Caco-cells 
may be mediated by electrostatic and van der Waals forces (44, 45).  This can be 
supported by the zeta potential measurement, which showed that Caco-2 cells carried 
negative charges (-7.3±0.6 mV) in PBS. 
The size effect on the adsorption kinetics can be examined from the mass 
concentrations of large NPs in the buffer, which were found to drop much faster for large 
NPs than that of small NPs in Figure 5.4.  The four sizes of hematite NPs reached the 
adsorption equilibrium almost at the same time (approximately 5 min).  Their 
concentrations in the bulk liquid dropped significantly after 5 min and some had an 
obvious desorption at 10 min.  The residual concentrations after the adsorption 
equilibrium varied for different sizes and the initial concentrations of NPs.  For example, 
for 100 and 200 mg/L initial concentrations, 53 nm NPs had the highest residual 
concentrations, followed by 26 nm and other large NPs (76 and 98 nm).  When 300 mg/L 
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was applied, 26 nm NPs had the highest residual concentrations, which indicated that 26 
nm NPs may have the lowest adsorbed mass on the cell surfaces.  
Adsorption kinetics in Figure 5.4 was calculated with the Wihelm equation 
(equation (2)).  Here the best fit results for the data with the initial concentration of 100 
mg/L are shown in Table 5.1.  200 and 300 mg/L initial concentrations yielded similar 
trends for the fit parameters over different sizes of NPs and thus are not shown here.  
Apparently, large NPs have a smaller characteristics time τ and higher affinity K than 
small NPs.  Obviously, adsorption affinity in the Wihelm equation relied on the 
comparison of the adsorbed mass of hematite NPs on cells for each size of NPs during the 
adsorption.  
For particle adsorption, it is also worth exploring the adsorption kinetics in 
adsorbed particle number per time.  The NP-cell interactions and the interparticle 
interactions may both influence the adsorption kinetics and the amount of adsorbed NPs 
on cell surfaces (46).  For example, due to the high diffusivity, small NPs tend to 
accumulate fast on the cell surfaces but with less mass weight while large NPs may 
accumulate slower with higher mass weight (21).  The adsorption rates were calculated as 
number of NPs per unit cell surface area and unit time with equation (3) for the initial 5 
min of adsorption experiments.  Figure 5.5A shows an interesting relation between 
particle size and adsorption rate, which was an opposite trend of size dependence 
compared to the adsorption rate expressed by the change in mass concentration. 
Figure 5.5B shows the results of the adsorbed mass of different sizes of hematite 
NPs under different initially applied concentrations.  There was no significant difference 
in the adsorbed mass between different sizes of hematite NPs under the same initially 
applied concentrations.  One exception is that for 300 mg/L 26 nm NPs had the similar 
adsorbed mass as they did for 200 mg/L.  Increasing the initially applied concentrations 
of NPs could significantly increase the adsorbed mass almost linearly.  Overall, this study 
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provided evidence that the size of hematite NPs exerts a significant effect on adsorption 
rate (dN/dt) rather than the adsorbed mass, which might also depend on the interparticle 















Figure 5.4. Adsorption kinetics of different sizes of NPs on Caco-2 cells with different 
initial concentrations as indicated in the bottom left corner of each graph. All data points 
are averages from triplicate data, and error bars represent one standard deviation. When 
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Table 5.1. Kinetic parameters obtained by fitting the data of 100 mg/L as the initially 































26 6.02 1.13 152.04 7.40 
 
0.90 
53 5.36 1.23 140.40 8.75 
 
1.00 
76 4.18 1.35 126.02 10.7 
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Figure 5.5. (A): Adsorption rate (expressed as number of hematite NPs adsorbed on cells 
per unit cell surface and per unit time) and its dependence on particle size; (B): The 





5.4.3. Structural disruption of microvilli on the cell surface 
Following the adsorption, the cellular effects of exposure to hematite NPs was 
minimal over the first hour (8).  However, at longer times of exposure, the microvilli (the 
external structures on the surface of the epithelium) showed evident disruption since they 
are the structures that may show initial changes in response to NP application.  However, 
It was observed with SEM that dramatic changes in structural organization of microvilli 
were induced by exposure to NPs during about 5 days of the exposure.  Figure 5.6 shows 
a typical surface disruption of microvilli after exposure to 300 mg/L of 98 nm hematite 
NPs for 3 days.  The disruption was commonly observed in the cells after exposure to 
four sizes of hematite NPs and increasing the initially applied concentrations did not 
significantly promote the disruption.  This structural reorganization may be driven by the 
depletion attraction mechanism as shown in Figure 5.6.  Depletion attraction tends to 
minimize the surface exposure to the macromolecular solute (NPs) driven by entropic 
effects.  As illustrated by Marenduzzo, et al. (47), the entropic level of the whole system 
(as highlighted by the red box in Figure 5.6) would increase if the microvilli come into 
contact and the volume (the shaded area in Figure 5.6) available to NPs increased as 
microvilli overlapped each other.  The SEM observations are well consistent with this 
hypothesis.  The toxicity mechanisms for most manufactured NPs have not yet been 
elucidated clearly and usually require a case-to-case study.  Based on this work, 
disruption of microvilli structures may be a key mechanism leading to the subsequent 








Figure 5.6. The left SEM image shows the morphological changes of microvilli on Caco-
2 cell surfaces after the exposure to hematite NPs. The right animation shows the possible 
mechanism of depletion attraction by which the structures of microvilli were affected. 
When two microvilli come into contact, the relatively small NPs exert a force equivalent 
to their osmotic pressure on the opposite sides of the two large microvilli to keep them 
together (indicated by red arrows). The shaded region is the increased volume available 









5.4.4. Disruption of junctional complexes in an epithelium by the exposure to hematite 
NPs 
As mentioned above, initial interaction between positively charged hematite NPs 
and the negatively charged cell surfaces is primarily mediated by electrostatic 
interactions (48).  Membrane structure and functions are possibly disturbed by of the 
interactions of NPs with membrane proteins and phospholipids, which constitute the 
major structure of cell-cell junctions (49).  To investigate cellular impacts from exposure 
of hematite NPs, the epithelial integrity was evaluated by monitoring TEER.  There was 
no immediate change on TEER during and after the adsorption process.  However, after 3 
hr, the exposure to hematite NPs caused a drop in TEER of Caco-2 cell lines, especially 
for the sizes 26 nm.  The untreated control cells maintained a higher TEER as shown in 
Figure 5.7.  The drop in TEER showed that cells were most affected by the exposure to 
26 nm NPs, followed by 53 nm and 98 nm NPs.  For 76 nm, the TEER curves fluctuated 
seriously, and at 300 mg/L, the TEER increased even higher than the control, which was 
an obviously erroneous but the cause was unknown.  When the concentration of each size 
of NPs was increased from 100 mg/L to 300 mg/L, the drop in TEER for sizes of 26 nm 
was much greater and faster than the rest sizes of NPs.  Since the drop in TEER could be 
caused either by cell death or disruption of the epithelial integrity (8) and the TEER 
results might indicate that 26 nm had the greatest potential to induce cell death or 
disruption of epithelial organization for Caco-2 cells while the exposure to 53 nm, 76 nm 














Figure 5.7. TEER of Caco-2 epithelial cells treated with 100 mg/L (A) and 300 mg/L (B) 
of hematite NPs. Error bars represent mean ± SD (n = 3), some of them may be obscured 
by the data marker; * = p < 0.002 when compared to Control (Caco-2 cells without being 
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The drop of TEER indicates the disruption of epithelial integrity which is a 
reflection of the junctional complexes that form between cells.  These junctional 
complexes are formed by both tight and adherens junctions.  Adherens junctions give 
strength to the junctions and the absence of adherens junction would result in disruption 
of epithelial integrity.  γ-catenin is a key protein in adherens junctions and in this study 
the integrity of the adherens junctions was assessed by monitoring the presence and 
organization of γ-catenin with immunocytochemical staining and confocal microscopic 
imaging techniques.  Figure 5.8 shows a typical image that with increasing exposure time 
(from 3 h to 5 days) the disruption of the adherens junctions were enhanced under the 
exposures to 26 nm.  Compared to 100 mg/L, high concentrations (300 mg/L) of NPs 
disrupted the adherens junctions of cell lines more rapidly (the cellular junctions became 
distorted) within the same exposure time for each size of hematite NPs (images were not 
shown here).  Based on the comparisons between the junctional disruption images under 
the exposures to different sizes of NPs, it is found with the decreasing size of NPs, their 
abilities to translocation and permeation across the intestinal cells are greater which is 
consistent with previously reported (50).  
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Exposure after 5 days Exposure after 3 hours 








Figure 5.8. Representative confocal images of junction disruption of Caco-2 cells 
exposed to 26 nm hematite NPs. In these panels (1C and 2C) the red dots are the hematite 
NPs and the blue color represents the nucleus of a Caco-2 cell. The 3 panels show the 
penetration of NPs into cells at the specific time point and concentration tested. The 
nucleus for Caco-2 cells is toward the lower half of a cell, so NPs above the nucleus 
means NPs are inside the cell. 
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5.5. Research significance 
Based on the above observations, hematite NPs showed high stability in uniform 
size distributions in PBS buffer which makes them ideal for use as reference 





were greater for large NPs (76 and 98 nm) than those for small NPs (26 and 53 nm), 




 was greater for small NPs that than 
for large NPs.  Although different sizes of NPs had similar adsorbed mass under the same 
initially applied concentrations, the adsorbed mass could be increased by increasing the 
applied concentrations of NPs except 26 nm NPs.  The exposure to NPs induced 
reorganization and distortion of microvilli on the outside surface of Caco-2 cells.  
Following that, junctional disruptions were observed as indicated by the drop of TEER.  
Immunocytochemical staining and confocal microscopy studies provided evidence that γ-
catenin as a key protein in adherens junctions was affected by the exposure to NPs which 
resulted in the junctional disruption.  With increasing exposure time, junctional 
disruption became more severe and the translocation of NPs through the cell interior was 
more evident.  This study demonstrated that hematite NPs with different nano-scale sizes 
had distinct and size-dependent effects in epithelial cells.  The knowledge gained from 
this study is an important step towards health risk assessment of NPs to the human 
gastrointestinal tract or digestive system. 
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ADSORPTION KINETICS OF HEMATITE NPS ON E. COLI 
CELLS: SURFACE INTERACTION FORCES, EXPOSURE 
IMPACTS ON STRUCTURAL INTEGRITY AND SURFACE 
POTENTIAL 
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6.1. Abstract 
Adsorption of engineered nanoparticles (NPs) onto bacterial cells is critical for 
quantifying nano-bio interactions, as well as toxicokinetic properties of NPs.  The first 
purpose of this work was to study adsorption of hematite (α-Fe2O3) NPs onto Escherichia 
coli cells and to determine the particle size effects on the adsorption kinetics.  Adsorption 
of large NPs (76 and 98 nm) on cells reached equilibrium faster (within 30-40 min) than 
small NPs (approximately 60-90 min).  The adsorption rates in mg Fe/(L·s) decreased in 
the order of 98 nm > 76 nm > 53 nm > 26 nm.  However, adsorption rates expressed as 
the number of adsorbed hematite NPs per unit cell surface area in #/(m
2
·s) were faster for 
small NPs than those for large NPs.  To interpret the size effects on adsorption kinetics, 
the Extended Derjaguin−Landau−Verwey−Overbeek (EDLVO) theory was combined 
with interfacial force boundary layer (IFBL) theory.  The computed adsorption rates for 
different sizes had excellent agreement with the experimental data, and they explained 
that that faster kinetics for smaller NPs could be attributed to faster particle mobility and 
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lower energy barriers in the total interaction energy.  This study lays the groundwork for 
quantifying the kinetic behavior of NPs interacting with microbial cells, and the results 
provide insight into adsorption processes at the nanoscale. 
To better understand the adsorption at the bio-nano interface, we further used the 
atomic force microscopy (AFM) to measure interaction forces between E. coli cells and 
NPs in an aqueous environment, which could be the driving force for the adsorption 
process.  The results showed that adhesion force strength was significantly influenced by 
particle size for hematite (α-Fe2O3) NPs and this finding was also observed for corundum 
(α-Al2O3) NPs whereas the effect on the repulsive force was not observed.  The adhesion 
force decreased from 6.3 ± 0.7 nN to 0.8 ± 0.4 nN as hematite NPs increased from 26 nm 
to 98 nm in diameter.  Corundum NPs exhibited a similar dependence of adhesion force 
on particle size.  The Johnson-Kendall-Roberts (JKR) model was employed to estimate 
the contact area between E. coli cells and NPs, and based on the JKR model a new 
mechanical contact model that considers local effective contact area was developed.  The 
prediction of the new model matched the size dependence of adhesion force in 
experimental results.  Size effects on adhesion forces may originate from the difference in 
local effective contact areas as supported by our model.  These findings provide 
fundamental information on the interfacial forces of NPs toward biological interface, 
which barely have been addressed.    
In addition to quantifying the interfacial interactions between NPs and biological 
matrices, imaging is critical to gain more information that will beneficial to both 
applications of nanotechnology and its potential environmental impact.  To achieve this 
goal, Kelvin-probe force microscopy (KFM), an electrical mode of atomic force 
microscopy (AFM), was employed as novel tool to investigate the surface interactions of 
hematite NPs with live E. coli cells.  Our results demonstrated for the first time KFM’s 
superior performance in resolving the individual hematite NPs interacting with live E. 
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coli cells.  Both surface potential and phase images provided a striking visualization of 
the adsorption of hematite NPs onto E. coli cells and the subsequent disruption in their 
extracellular appendages (flagella).  The surface potential of E. coli cells dropped 
significantly and dynamically with the adsorption of hematite NPs from approximately -
100 mV to -600 mV, which is consistent with the changes of zeta potential measured by 
electrophoresis.  These findings will lead to a deeper understanding of the biological 
impacts from exposure to NPs and allow us to better interpret the nanotoxicity. 
6.2. Introduction 
The remarkable properties that distinguish nanoparticles (NPs) from their bulk 
counterparts have promoted the rapid development of nanotechnology (1).  At the same 
time, the same properties raise the concerns about biological, ecological, and health 
effects that may lead to unexpected consequences when NPs enter the environment (2-5). 
The small size of NPs has been reported to induce various biological effects: e.g., 
accumulation of NPs on cell surfaces (6, 7), loss of cellular mobility (1, 8), membrane 
translocation (9, 10) and DNA damage (11-13).  Some of these biological effects were 
observed with microorganisms (7, 14, 15), which are present in the natural environment 
(14), wastewater treatment plants (16, 17), and the human digestive system (18). 
Surface interactions of NPs with cells begin with adsorption, a common interfacial 
phenomenon (19, 20), and NP adsorption has been demonstrated on bacteria (7, 14) and 
the intestinal epithelium (21).  Whether or not adsorption occurs spontaneously is largely 
determined by the total interaction energy between the two approaching surfaces (22, 23), 
which can be described by the Extended Derjaguin−Landau−Verwey−Overbeek 
(EDLVO) theory for biological systems (24, 25).  According to this theory, repulsive (or 
positive) energy acts as a barrier preventing adsorption, whereas attractive (or negative) 
energy allows adsorption (24, 25).   
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Once adsorption begins, its kinetics is governed by factors such as the interaction 
energy barrier, concentrations of adsorbent and adsorbate, diffusivity, hydraulic 
conditions, and temperature.  Several earlier studies (26-28) modeled colloidal adsorption 
employing first-order kinetics (28).  The temperature dependency of the adsorption rate 
constant was reported to have an Arrhenius form according to the interaction force 
boundary layer (IFBL) theory (27, 29), and the activation energy in the Arrhenius form 
could be replaced by the interaction energy obtained from EDLVO theory (30).  If this 
relationship holds, a connection between the thermodynamic total interaction energy and 
adsorption kinetic rate can be established by linking EDLVO and IFBL theories (31, 32).  
This approach was widely used to predict adsorption rate constants of many colloidal 
systems (29, 33-35) and to obtain insight into adsorption processes.   
Studies on the adsorption of engineered NPs on cell surfaces are scarce, and the 
quantitative investigation of particle adsorption kinetics is almost untouched.  One 
exception is the work of Wilhelm et al. (36), who established a pseudo-first order kinetic 
model for NP binding on cell surfaces (described as Langmuir adsorption at equilibrium).  
Other groups employed the same kinetic model to examine the interactions of NPs with 
human cells (21, 37).  While an important step, the pseudo-first-order model does not 
reveal mechanisms, and human cells are different from bacterial cells.  Thus, the need to 
advance mechanistic modeling for NP adsorption to bacterial cells is evident.  One goal 
of this study is to extend the EDLVO and IFBL theories to the adsorption of NPs onto 
bacteria, which is a pivotal first step towards knowing of the fate, transport, and 
biological effects of nanomaterials in the environment.   
I used hematite (α-Fe2O3) NPs as the adsorbate in adsorption experiments onto 
Escherichia coli (E. coli) cells as the adsorbent.  Hematite NPs are the most stable form 
of iron oxide and are increasingly used in bio-applications such as cell targeting 
bioconjugates (38, 39).  More importantly, hematite NPs are a reference nanomaterial for 
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mirroring the properties of many other metal oxides (24, 40), which are the most relevant 
to engineered NPs and of major interest (40-42).  E. coli cells are representative 
microorganisms widely used in toxicological tests for nanomaterials (7, 14, 15).  
Studying the interactions of NPs with E. coli cells also could lead to a means of rapid 
toxicity screening.  
Here, as the first step of the study I investigate the adsorption of different sizes of 
lab-synthesized hematite NPs on E. coli cells to reveal the size-dependent behavior of 
NPs toward biological interface, which is of great interest (43-47).  The total interaction 
energy was estimated using EDLVO theory, and then was combined with the IFBL 
theory to calculate the adsorption rate constant, and compare it with the experimental data 
of adsorption kinetics.  The over-arching aim is to elucidate the fundamental mechanisms 
controlling size effects of NPs on their adsorption thermodynamics and kinetics with 
microbiological systems. 
Much evidence has indicated interactions (e.g., adsorption) between NPs and cell 
surfaces are force-driven processes (48-50).  In particular, adhesion of NP aggregates to 
the exoskeletons of the test organisms was reported to cause physical effects and loss of 
mobility (1, 8).  Lovern et al. (2007) observed significant changes in D. magna behavior 
when it was exposed to lowest observed effect concentration for 48 h (LOEC48 h) levels 
of NP suspensions (TiO2, C60 and a C60-derivative) (51).  Typically, interactions of NPs 
with cell surfaces are dictated by surface properties such as presence of chemical 
functionalities, surface roughness, and surface array alignment of the interacting 
components (52).  Clearly, there is a need to understand the impact of NP surface 
properties with respect to their interactions with organisms and also to harness the 
knowledge to create environmentally benign nanomaterials.  
Atomic force microscopy (AFM) is not only a powerful tool for high resolution 
imaging but is also used to probe interaction forces in a mode known as force 
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spectroscopy (53, 54).  This is widely used for variety of applications of surface 
interaction force measurements.  The high adhesion force between NPs and biological 
surfaces may facilitate the accumulation of NPs on the cell surface and thus expose cells 
to high concentrations of NPs (55-57).  However, to measure NP interactions with E. coli 
cells using AFM, two contact surfaces, including an immobilized E. coli cell-coated 
cantilever probe surface and a NP-coated substrate surface, need to be created (53).  
Conventionally, fixing microorganisms on the micro-sized probes involves working with 
a micromanipulator.  Effective immobilization techniques must position the cells stably 
to probe forces in liquid environments, and ideally they maintain the original structures of 
the cells.  Common techniques include mechanical trap (58, 59), direct glue method with 
commercial adhesive (i.e., epoxy and formaldehyde resins) (60), and chemical covalent 
functionalization of the probe using positively charged polymer coatings such as 
polyethyleneimine (PEI) and poly-L-lysine (PLL) (61-64).  However, these chemical 
treatments for bacteria may lead to various defects in the soft envelopes which may cause 
bacteria to shrink or swell and change in the Young’s modulus and other elastic 
properties (65-67).  These changes may in turn influence their interation forces with NPs. 
In second step of this study, the interaction forces between E. coli cell surfaces and 
two types of NPs (hematite (α-Fe2O3) and corundum (α-Al2O3)) with different sizes are 
investigated.  E. coli cells were used because they are a typical bacterium widely used in 
toxicological studies (15), and have been extensively studied with AFM with a focus on 
surface properties and interaction forces (68).  Hematite and corundum NPs were chosen 
because they both have stable, distinct size distributions.  Moreover, they are both widely 
used as reference particles in colloid studies (40, 69-71).  Therefore, their interactions 
with living organisms in aquatic systems may be a considerable and a good starting point 
for studying the nano-bio interactions.  To better understand the size effects on their 
interactions with E. coli cells, AFM in contact mode was used to measure the interaction 
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forces between immobilized E. coli cells and immobilized NPs.  Interaction forces during 
the cycle of approach-contact-retract from the cell surface were compared for different 
sizes of NPs.  Finally, to interpret the size effects, particularly those on adhesion force 
during the retraction after the contact, a modified model was developed by considering 
the local effective contact area with reference to the plane contact area in the Johnson-
Kendall-Roberts (JKR) model (72).  
Surface interactions clearly play important roles in where NPs localize as well as 
whether they alter cell surface structures and cause interfacial property changes (19). 
Such changes would determine if the binding of NPs with functional groups (i.e. 
transmembrane proteins) on cell surfaces are reversible or irreversible, adverse or not 
(73).  Extensive in vitro and in vivo toxicological studies have been carried out on various 
commercial NPs (74-78).  However, these studies may not precisely resolve the true 
nanoscale interactions because uncontrolled aggregation in culture medium may shift the 
properties of NPs far beyond the nanometer level (19, 79).  New detection tools such as 
AFM are needed to better understand the interfacial property changes of the interacting 
entities at the nanoscale (69).  
As the third step, Kelvin-probe force microscopy (KFM), an electrical mode of 
AFM with the unique ability of surface potential measurement (80), was used in this 
study to map surface heterogeneities and examine the nano-electrical properties of 
hematite (α-Fe2O3) NPs and E. coli cells and the changes in cell properties after exposure 
to hematite NPs.  The surface potential provides information complementary to 
topographical and phase images that allow us to distinguish NPs from their interacting 
components.  Surface potential by KFM measures the absolute or intrinsic surface 
potential (contributed by the permanent surface groups, i.e, ≡Fe-O) of sample surfaces 
under low humidity (81).  Thus, due to the different surface compositions, KFM can 
potentially distinguish the interacting entities based on their unique surface potentials (82, 
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83).  Moreover, surface potential is an important parameter in Poisson-Boltzmann 
equation for the calculation of electrostatic interaction (84-87).  An accurate 
measurement of surface potential enables us to precisely determine the electrostatic 
interactions between NPs and cells, which is one of the governing forces for interparticle 
and particle-cell interactions in aqueous environments.  Thus, KFM may provide us a 
unique tool for studying the nano-bio interactions as well as the interfacial phenomenon 
in the environment.  
Details about the operation principle of KFM are introduced in section 8.3.2 of 
chapter 8.  Briefly, the electrostatic forces between the probe and various regions of the 
sample are detected to reveal the local mechanical and electromagnetic properties (88), 
such as surface charges, doping levels, or dielectric constants (89, 90).  Recent work 
demonstrated that KFM has the capability to measure the surface potential of organic 
molecules, including organosilane self-assembled monolayers (SAMs) terminated with 
different functional groups (91), conjugated polymer thin films (92), and other organic 
materials (e.g., perfluoroalkyl alkanes) (88).  However, few KFM studies examine the 
interactions of NPs with biological systems.  Thus, we explored the applicability of KFM 
in studying nano-electrical properties via surface potential measurements at the nanoscale 
and cellular levels.  The dynamic adsorption of hematite NPs onto E. coli cells in an 
aqueous environment was visualized by KFM.  Topographical, surface potential, and 
phase images were acquired simultaneously and used to investigate the impact of 
exposure on cellular morphology and surface potential.  A correlation between surface 
accumulation of hematite NPs and surface potential changes is demonstrated.  To our 
knowledge, this is the first use of KFM as an imaging and quantification tool for studying 
surface interactions between NPs and live cells.  
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6.3. Materials and Methods 
6.3.1. Hematite and corundum NPs 
The same water suspension of hematite NPs were used in this study and the 
detailed information about synthesis were previously introduced in chapter 6.  Corundum 
NPs (Nanostructured & Amorphous Materials Inc., Houston, TX, USA) were dispersed 
in DI water (to a concentration of approximately 100 g/L) and sonicated for 20 min at 45 
W. Before immobilization, the glass cover slips (2-cm×2-cm) were soaked in 
H2O/CrO3/H2SO4 (42:29:29 wt %) for 24 h and then rinsed with DI water.   
Hydrodynamic diameters of dispersed NPs in DI water and in phosphate-buffered 
saline (PBS, 200 mM, pH 7.2) were determined by a dynamic light scattering (DLS) 
instrument (Malvern Instruments Zetasizer Nano ZS instrument).  The concentration of 
hematite NPs in suspension was determined by an Induced Coupled Plasma-Optical 
Emission Spectrometry (ICP-OES, Thermo iCAP 6300, USA).  Liquid samples were 
digested with trace metal grade nitric acid (Fisher Scientific, Suwanee, GA) on a 150
o
C 
hot plate (40).  In all samples, Fe concentrations were monitored, and the concentration 
of hematite NPs was expressed mg/L as ferric ion. 
6.3.2. Characterization of hematite NPs with TEM 
Morphological characterization of hematite NPs was determined by transmission 
electron microscopy (TEM).  2.5 µL of the liquid suspension of hematite NPs was 
dropped on a copper grid (400-mesh size) coated with a carbon film (Ted Pella, Redding, 
CA).  A TOPCON 002 B model TEM was operated at an accelerating voltage of 160 kV, 
and images were acquired at the same magnification of 60,000.  
6.3.3. Cultivation of E. coli cells 
E. coli K-12 cells (strain D21) were purchased from the E. coli Genetic Stock 
Center (Department of Biology, Yale University, New Haven, CT).  The cells were 
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cultured in standard Luria-Bertani (LB) Medium at 37
o
C overnight and were harvested in 
the stationary growth phase with the cell density of approximately 2×10
9
 cells/mL (93).  
The harvested cells were washed three times with PBS (20 mM, pH 7.2) and finally were 




6.3.4. Zeta potential measurement of hematite NPs and E. coli cells 
Zeta potentials (ζ) of hematite NPs and E. coli cells dispersed in PBS also were 
measured by the Malvern DLS instrument.  0.8 ml of the liquid sample was injected into 
the folded capillary cell (DTS1060, Malvern Instruments).  Refractive indices of 2.94 and 
1.40 were used respectively for hematite NPs (95) and E. coli cells (96) for calculating 
the scattering wave vector.  
6.3.5. Adsorption kinetics and adsorption isotherms 
For adsorption kinetics and isotherm experiments, hematite NPs and E. coli cells 
were mixed in 15-ml Polystyrene centrifuge tubes.  The centrifuge tubes were placed in a 
rotational shaker under 37
o
C.  Shaking was maintained under laminar flow conditions 
(200 rpm) with a Reynolds number of approximately 500 (97).  The total volume of the 
mixture suspension was 10 mL when filled with suspensions of E. coli cells, hematite 
NPs, and PBS (20 mM, pH 7.2).  The concentration of E. coli cells in PBS was 
approximately 1×10
8
 cells/mL by diluting the E. coli cell stock suspension.  The final 
concentrations of hematite NPs for different sizes were 100 mg/L in [Fe
3+
].  pH (7.2 ± 0.2) 
was achieved in all the suspensions.  Control experiments to examine the effect of 
centrifugal separation on hematite concentrations in the bulk liquid were conducted by 
dispersing hematite NPs in PBS without adding E. coli cells.   
Adsorption kinetics was studied by monitoring the decrease in the concentration of 
the suspended hematite NPs in the bulk liquid.  To distinguish the suspended hematite 
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NPs from the adsorbed portion on E. coli cells, E. coli cells (with or without adsorbed 
NPs) were separated from the suspended hematite NPs in the supernatant through 
centrifugation for 10 min at 1000 × g.  The optimization of this centrifugation method 
was based on a previous study (98).  
To determine adsorbed mass of hematite NPs, 0.5 mL of liquid sample suspension 
was collected from the supernatant of each tube after the centrifugation and analyzed 
with ICP-OES.  The changes in [Fe
3+
] in the liquid samples were used to indicate the 
adsorption of hematite NPs on E. coli cells.  All experiments were repeated three times, 
and the standard deviations were calculated based on the data from these triplicate 
experiments.  
6.3.6. Adsorption rate calculation with the combination of EDLVO and IFBL theories 
According to IFBL theory, the particle adsorption rate can be as approximated by 






                                                                                                                           (1) 






 is the 
adsorption rate in the adsorbed number per unit surface area per time (#/(m
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·s)), t is the 
adsorption time (s), Cw is the effective wall concentration (in units of #/L) that is describe 
below, and ka is the adsorption rate constant (m/s), which can be expressed as (100): 
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where ID∞ is the diffusion coefficient of NPs in the bulk (m
2
/s), δIFBL is the thickness of 
the interfacial force boundary layer (nm) and 100 nm was used in this study (97),  RH is 
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the hydrodynamic radius of NPs (nm), D is the interation distance (nm), kB is Boltzmann 
constant (1.38×10
-23




is the total 
interaction energy determined from EDLVO theory.  The detailed equations are 
previously shown in chapter 3. 
The diffusion coefficient (ID∞) of hematite NPs, not E. coli cells, was 
incorporated into Eq. (2), because when the small-sized NPs are transported towards the 
cell surfaces, the diffusion of hematite NPs is the limiting factor the adsorption kinetics 
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where µ is the dynamic viscosity of the medium and 1.0 × 10
-3
 Pa·s was used for PBS at 
25 
o
C.   
Cw, the effective wall concentration, is an average local particle concentration 
within the IFBL, as shown in Figure 6.1.  According to IFBL approximation, particles are 
irreversibly bound to the surface so that the particle concentration at the surface wall can 
be treated as being zero.  Thus, the rate of adsorption is proportional to Cw only.  Clearly, 
it is difficult to determine Cw experimentally; therefore, we treated Cw as a fitting 



































Figure 6.1. Conceptual model of particle adsorption based on IFBL theory. The inset 
shows two possible transient concentration profiles (the blue dashed curves) of small-
sized (S) and large sized (L) NPs as a function of the separation distance (D) from the cell 
surface and the effective wall concentrations (Cw), which are illustrated as the local 
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6.3.7. Immobilizing E. coli cells on the probe 
A common protocol was employed for E. coli cell immobilization on gelatin-
treated cantilever probes (64).  Gelatin solution was prepared by dissolving 0.5 g of 
gelatin (Sigma, G6144) and 10 mg of chromium ammonium sulfate (Alfa Aesar, CAS# 
10022-47-6) in 100 ml DI water at 60
o
C. After cooling to 40 
o
C, the cantilever probes 
were immersed into the gelatin solution (2.5 µL) for 2 min and allowed to air dry. To 
obtain better immobilization, silicon nitride V-shaped cantilever probes were first 
examined for any defects under an optical microscope and then were rinsed with 
nanopure deionized (DI) water and ethanol (70%). The probes were then soaked for 5 
min in acetone and irradiated for 15 min under a 254 nm UV light (UVP, UK).  Finally, 
probes were rinsed with DI water again and stored at 4 
o
C.  




 µl cell suspension) was 
manually transferred using a Si-Al filamentous tube to the side of the gelatin-treated 
cantilever probe with a micromanipulator (Eppendorf Transjector 5246).  Treated probes 
were allowed to stand for 2 min and then gently rinsed with DI water to remove any 
loosely attached cells.  The probes were used for force measurement in a liquid cell 
immediately after the immobilization process.  The immobilization of E. coli cells was 
examined by scanning electron microscopy (SEM, FEI XL30 EFSEM) with an 
acceleration voltage of 25 kV.   
6.3.8. Immobilizing NPs on the glass cover slip surface 
One drop of the suspension of NPs at the mass concentration of approxiamtely 1 
g/L was placed on the center of the cover slip, which was then placed in a vacuum dryer 
at room temperature for 24 h; this slow drying allowed tightly packed layers of NPs to 
form.  The NPs immobilized on the cover slip surface were examined by AFM.  
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6.3.9. Imaging and interaction force measurement with AFM 
An Agilent 5500 AFM (Molecular Imaging, Phoenix, Arizona, USA) was used for 
imaging the surfaces immobilized with NPs in acoustic alternating current (AAC) mode 
and the interaction forces were measured in contact mode.  Alumina reflex coated silicon 
probes (Tap300Al, Budgetsensors. USA) were used for imaging the topography of the 
NPs immobilized on the cover slip in DI water (pH = 6.0 ± 0.3) with a scanning speed of 
2000~5000 nm/s, a drive frequency of 8 kHz, and a drive amplitude of 0.1 V (101).  
Silicon nitride (Si3N4) V-shaped tipless cantilever probes with gold reflex coating (Model 
NP-0, Veeco Instruments Inc. USA) were used to measure the force between 
immobilized-E. coli probes and NP array surfaces in phosphate buffer solution (PBS, 200 
mM, pH = 7.2 ± 0.2).  At least three cantilever probes were used for each sample with 10 
to 15 force measurements at two or three contact locations per cantilever probe. The 
initial deflection was set -1.2 ± 0.1 V with setpoint of 0 V.  A force-distance curve 
(translated from a deflection (V) versus piezo position (nm) curve) was generated for 
each cycle, which included approaching the NP surface with the cantilever probe, 
contacting the surface, and retracting from the contact.  Deflection (V) was converted to 
force (nN or pN) according to Hooke’s law: F = Kspd, where d is the cantilever deflection 
displacement (nm) and Ksp is the cantilever spring constant (0.06 ± 0.02 nN/nm, 
determined by the Agilent Thermal K tuning modulus; see Agilent 5500 User's Guide for 
details) (102).   
6.3.10. KFM study on the surface properties of hematite NPs and E. coli cells 
The mode of KFM was operated on an Agilent 5500 AFM (Molecular Imaging) 
equipped with a MAC III unit, which has three lock-in amplifiers (LIA) enabling multi-
frequency measurements.  LIA 1 was used for topography imaging during intermittent 
contact, which was performed at the first flexural resonance of the probes ωmech, and LIA 
2 was used for KFM, providing AC and DC voltages to the probe and detecting the 
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electrostatic response either directly from the photodetector (AM-AM) or from LIA 1 
(AM-FM). Pt-coated silicon cantilever probes (Olympus AC240TM, Japan) with a force 
constant of approximately 2-5 N/m and a nominal resonance frequency of 70 kHz were 
used. An AC bias voltage of 2 V at a frequency of 70 kHz was applied between the probe 
and sample, and the DC bias was set at a frequency of 5 kHz. During KFM, the 
microscope is fully contained in an environmental chamber that is used to control 
ambient pressure, temperature (25±2 
o
C), and humidity (approximately 10%) as 
measured by a VWR® humidity/temperature thermometer). 
For KFM analysis, 0.5 µl of hematite NP stock suspension was deposited on a clean, 
undoped (N-type) silicon wafer (Sigma-Aldrich) with surface orientation (100) that was 
cleaved to small pieces of approximately 3 mm × 8 mm.  After air drying for 
approximately 1 min, the silicon chip was then ready to be placed on the AFM.  However, 
the concentration of E. coli cells deposited and the sample drying time dramatically 
influence the image quality and how much cell ultrastructure can be observed.  Thus, 
these two factors were investigated to determine optimal conditions that yield good image 
quality as well as maintain the original morphology of E. coli cells.  Briefly, the 
optimized operation is as follows: after exposing E. coli cells to hematite NPs for various 
periods, a 100-µl liquid sample was taken from the center of the test tube and diluted in 1 
ml PBS to make the concentration of E. coli cells approximately 10
9
 CFU/ml.  Then 0.5 
µl of the diluted suspension was deposited on a clean silicon wafer and placed on a 37 
o
C 
hotplate to dry for approximately 15 min.  The silicon wafer was finally fixed on a small 
piece (1 cm × 1 cm) of conductive double sided tape (Ted Pella, USA), which was placed 
on a grounded microscope stage for KFM study.  Topography, phase, and surface 
potential images were obtained simultaneously.  
6.4. Results and discussion  
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6.4.1. Characterizations of hematite NPs 
Figure 6.2a~d show the particle size distribution (PSD) diagrams of hematite NPs 
with four different sizes (26, 53, 76, and 98 nm) dispersed in DI water and PBS.  The 
peak intensities in the PSD diagrams corresond to the mean hydrodynamic diameters.  
With polydispersivity indexes (PDIs) less than 0.25, hematite NPs were monodispersed 
without significant aggregation or sedimentation (103).  The PSD diagrams also show the 
dynamic changes in size distribution over time (from 30-90 min) for hematite NPs in PBS, 
which were minor for each size.  Most commercial metal-oxide NPs tend to aggregate in 
the liquid (40), whereas our hematite NPs exhibited stable PSDs in PBS, making them 
ideal nanomaterials for this study. 
Figure 6.21e~h shows the TEM micrographs for hematite NPs.  The NPs of each 
size were close to spherical in shape and had a relatively uniform size distribution.  The 
sizes measured from the TEM images are consistent with the measurements from DLS, 
but slightly smaller because DLS measured the hydrodynamic sizes, which include the 



























Figure 6.2. (a)-(d) PSD diagrams of hemaite NPs in DI water and PBS with a 
concentration of 100 mg/L.  (e)-(h) TEM micrographs of hematite NPs with four different 
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6.4.2. Adsorption kinetics of hematite NPs on E. coli cells 
Figure 6.3 shows the adsorption kinetics for each size of hematite NP.  The rate of 
concentration drop for the NPs (as [Fe
3+
]) was in the order 98 nm > 76 nm > 53 nm > 26 
nm.  Thus, large NPs (98 and 76 nm) reached pseudo-adsorption equilibrium faster 
(approximately 30~40 min) than small NPs (approximately 60-90 min) and without 
obvious desorption afterwards.  Figure 6.3 shows that the NP concentrations in the 
control groups were almost constant over the 90-min adsorption experiments.  This 
indicates that centrifugation did not significantly remove suspended hematite NPs from 
the supernatant.  
Figure 6.3b shows the adsorbed number of hematite NPs per unit surface area of E. 
coli cells at different adsorption time; it was calculated based on Eq. (4): 
,
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C C accounts for the small concentration decrease due to the centrifugal 
separation, V is the suspension volume (10 mL), and S is the available surface area of E. 
coli cells (0.024 m
2
), ρ is the density of hematite NPs (5.3 g/cm
3
), and 0.7 is the mass 
ratio of Fe in the chemical formula [Fe2O3]n ((2×56)/(2×56+3×16)= 0.7).  Figure 6.3b 
shows that small NPs had faster adsorption kinetics than large NPs when expressed as the 
number of NPs adsorbed onto a unit cell surface.  This number-based trend is the 
opposite the mass-based trend in Figure 2a, which is consistent with our previous finding 
with hematite NPs and a human intestinal cell line (Caco-2) (21).   
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The faster number-based adsorption rates for small NPs are consistent with the 
adsorption isotherms, which are shown in Figure 6.4.  The product of the adsorption 
affinity (α) and the maximum adsorption (Cmax) was much higher for small NPs than for 
larger NPs based on the fit results using the Langmuir isotherm.  Thus, α, Cmax, or both 
were higher for small hematite NPs when adsorbing to E. coli cells as shown in Table 6.1.  
Small NPs were previously found to pierce and penetrate cell membrane faster than did 
large NPs (21, 44, 105).  Faster number-based adsorption rates of small NPs may be a 




















Figure 6.3. (a) The mass concentrations in [Fe
3+
] of different sizes of hematite NPs in the 
bulk liquid.  All data points are averages from triplicate data, and error bars represent one 
standard deviation.  When error bars are not visible, they are small and hidden behind the 














































































































Figure 6.4. Adsorption isotherms fit with the linearized Langmuir isotherm equation for 
hematite NP sizes of (a) 26 and 53 nm, and (b) 76 and 98 nm. The red dashed lines are 
Langmuir fit curves, and the fit equations are shown as inset to the right of each curve. 
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6.4.3. Interaction energy between hematite NPs and E. coli cells 
Adsorption is an interfacial interaction that is mediated by the balance between 
interparticle forces arising from a combination of van der Waals, electrostatic, and acid-
base forces (24, 25).  Thus, this section compares the thermodynamics for particle 
adsorption based on EDLVO theory.  van der Waals and acid-base components are 
readily calculated, where surface hydrophobicity of hematite NPs and E. coli cells was 
considered for calculating the Hamaker constant and standard acid-base interaction 
energy.  For calculating electrostatic force, zeta potentials of different sizes of hematite 
NPs and E. coli cells were measured and are shown in Table 6.2, which are comparable 
to the values from previous studies (40, 106).  Other surface properties, such as particle 
roughness, surface charge heterogeneity, and polymer content, also may affect the 
interaction energy (23, 107), but their effects have not been quantitatively represented in 
the EDLVO theory (108).  Thus, I did not include these factors.  
The total interaction energies between hematite NPs and E. coli cells are shown in 
Figure 3.  The total interaction energy for each size describes the variation of the 
interfacial energy as a function of the interacting distance when a single hematite NP 
approaches an E. coli cell.  The inset in Figure 3 further displays the three components of 
interaction energies for 26 nm.  van der Waals and electrostatic forces produce negative 
interaction energies and, thus, act as attractive forces (23, 109).  In contrast, the positive 
acid-base interaction energy presents repulsion due to the hydration force.  Overall, each 
size of hematite NPs has a unique energy barrier during its approach toward E. coli cells, 
and larger NPs have higher energy barriers to overcome before they contact or adsorb 
onto the cells.  The negative interaction energy at the secondary minimum, present at the 
distances of 2~4 nm for each size, may allow the adsorption of hematite NPs onto the cell 
surface and particle deposition at primary and secondary minimum may occur 
simultaneously (33).  However, the IFBL model considers NPs to be deposited only in the 
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primary minimum (35), which implies that NPs predominantly adsorbed on the inner 














Figure 6.5.  Total interaction energy between hematite NPs of four sizes and E. coli cells 
in PBS calculated from the EDLVO theory.  The inset is a diagram showing the total 
interaction energy and the interaction energy components for 26 nm hematite NPs.  
 
Table 6.2. ζ-potentials of hematite NPs and E. coli cells in PBS (20 mM, pH 7.2). 
Diameter (nm) 26 53 76 98 E. coli cells 
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6.4.4. Adsorption kinetics from experimental and model calculations 
The experimental determination of adsorption rates was carried out by using the 







, or the rate of change in 
adsorption density in 1/(m
2
·s).  It was computed based on the results in Figure 6.3b by 








different sizes are shown in Figure 6.6.  The data points show the expected trend of 
declining adsorption rates with increasing adsorption time for all sizes of NPs; consistent 
with Figure 6.3b, the small NPs (26 and 53 nm) had up to 10 times higher adsorption 
rates than large NPs (76 and 98 nm).  Accumulation of adsorbed hematite NPs likely 
increased the interaction energy barrier, which slowed the adsorption kinetics.  A change 
in aqueous conditions (e.g., pH) also can affect the energy barrier and adsorption kinetics.  
However, the over-arching effect is that smaller NPs always have a lower interaction 
energy barrier and, thus, a higher adsorption rate than larger ones.  Literature is available 
on how solution chemistry (e.g., salts or natural organic matter) influence the attachment 
efficiency of colloids (35, 110) on substrate surfaces.  Similar trends are likely for 
adsorption of NPs.  Therefore, this study employed PBS to avoid experimental problems 
while facilitating the modeling analysis of adsorption kinetics. 
EDLVO and IFBL theories were joined to interpret the size dependence of 




for different sizes, shown in Figure 6.5, were entered in Eq. (2).  Thus, adsorption rate 
constant (ka) for different sizes of hematite NPs could be obtained, and the resulting ka 
values are shown in Figure 6.7.  As anticipated from Figure 6.3b, ka decreased as particle 
size increased.  The theoretical trend is a consequence of the decline of the diffusion 
coefficient and the increase of the energy barrier with increasing particle size according 
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to Eqs. (3) and (4).   
Finally, we fitted the experimental data of adsorption rates with the IFBL model in 
Eq. (1) by using Cw as the fitting parameter.  The best fit was achieved by minimizing the 
standard deviation of the following Objective Function (O.F.):  
2
e x p , ,














   (5) 
where Kexp,i and Kcal,i are the experimental and calculated adsorption rates for a particular 
particle size (i) at a certain adsorption time, respectively, and N is the number of the data 
points.  For our fit, O.F. was minimized by adjusting the value of Cw for each size and for 
different adsorption times.  The fit values of Cw are shown in Figure 6.8a, and they are of 
the same order of magnitude as the number-based concentrations in the bulk liquid, 
shown in Figure 6.8b.  Figure 6.6 shows that the model fit (the dashed lines) matched the 
experimental data.  Model and experimental data indicate that adsorption rates 
exponentially declined with adsorption time and that small NPs had greater adsorption 
rates in units of #/(m
2











































Figure 6.6. The data points with different shapes represent experimental average 
adsorption rates of different sizes of hematite NP. The dashed lines represent model 




















Figure 6.7. Absorption rate constants for different sizes of hematite NPs calculated with 





































































Figure 6.8. (a) The fit values of Cw for different sizes of hematite NPs over different 
adsorption times. (b) Number-based concentrations for different sizes of hematite NPs 





















Adsorption time t (min)











































Adsorption time t (min)





6.4.5. E. coli cell-immobilized probe 
Figure 6.9 shows SEM images of E. coli cells immobilized on the probe with a 
micropipette transferring a droplet of E. coli cell suspension on the probe end.  During 
the AFM force measurement, precision and reproducibility were found to largely rely on 
two factors: a uniform layer of immobilized E. coli cells and consistent contact (111).  To 
make the E. coli cell immobilization uniform, the Si-Al filamentous tube was precisely 
aligned to the end of the probe and evenly spread a drop of the cell suspension on the 
cantilever probe, as shown in Figure 6.9. 
To maintain a consistent contact with substrate surfaces, the immobilized E. coli 
cells need to fully cover all areas of the cantilever probe anywhere contact can possibly 
occur.  However, currently measurement of the real contact areas between the probe and 
substrate surface is technically impossible (53), as the area depends on factors such as the 
angle between the two contacting surfaces, the loading pressure, and the elastic properties 
of the cantilever.  Thus, E. coli cells, rather than one, were immobilized on a relatively 
large area of the probe instead of being fixed on the very end of the probe.  Measurement 
of the interaction force with a single cell is not suitable in this case because of potential 
bias and interference introduced from forces between the uncoated portion of the 
cantilever probe and the substrate surfaces.  This effect is especially significant when 
measuring the adhesion force (the maximal rupture force used to separate the two 
contacting surfaces), which for a single cell is too small to be detectable by AFM, as 
observed by Kang, et al. (67).  Therefore, researchers tend to immobilize a bacterial layer 
rather than a single cell on the probe for interaction force measurement with AFM (106, 
112-114).  
Maintaining the original structure and integrity of the bacterial surface is necessary 
to avoid artifacts and measure meaningful interactions (67, 72).  Thus, newly harvested E. 
coli cells were rapidly immobilized on a gelatin-treated probe, which was used for the 
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force measurements.  Although the viability of the cells was not tested, our reproducible 
force measurements and the SEM images of the cell-coated probe after use (not shown 
here) indicated that the cells were in good shape in terms of surface properties and 
structural integrity.  To reduce the surface damage to E. coli cells from the mechanical 
compression, low loading forces were applied (111).  By doing so, repeatable force 








 Figure 6.9. SEM image of a cantilever probe covered with immobilized E. coli cells. 




6.4.6. Immobilized hematite NP-coated surface 
The images in the left column of Figure 6.10 show that the five different sizes of 
hematite NPs evenly covered the glass cover slip surface.  The NP layer was composed of 
tightly and closely packed NPs with a total thickness of 2.2 µm ~ 6.8 µm measured by 
AFM. Images of NPs on the glass surface were acquired by AFM before and after the 
force measurement.  These NPs did not form aggregates, peel off, or dissolve in water 
during or after force measurements.  To investigate the size effects on interaction forces, 
the built-in filter tool in the Agilent software (Picoview 5.3) was used to analyze the 
surface topography and roughness, which were different for different sizes of NPs 
(results are not shown here).  These variations are roughly dependent on the sizes of the 
packed NPs and may contribute to differences in the interaction forces between different 
sizes of NPs and E. coli cell surfaces.  The right column of Figure 6.10 presents TEM 
images of each size of NPs showing the morphology of our lab-synthesized hematite NPs, 






























Figure 6.10. AFM images (left column) for examining the surface of hematite NP 
aggregates on the glass cover slip and TEM images (right column) for confirming the 
morphology of the synthesized hematite NPs. Mean diameters from top to bottom are 26, 
44, 53, 98, and 152 nm. The black scale bar at the bottom right equals 100 nm. 
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6.4.7. Interaction force measurement with AFM 
Figure 6.11a shows how the interaction forces were measured with AFM.  The 
surface of the NP array (pink color) was raised by the sample stage and gradually 
approached the cantilever probe on which the E. coli cells were immobilized.  The 
cantilever probe experienced the interaction forces, eventually bending up when it 
contacted the rigid NP surface, as shown in Figure 6.11a.  A portion of the immobilized E. 
coli cells on the probe was in contact with NPs, as indicated by the dotted black circles.  
Apparently, adhesion strength is largely dependent on the contact area between the two 
surfaces (115).  This is especially true for this case, in which lipopolysaccharides (LPS), 
a molecule which comprises a large portion of gram negative cell outer membranes, can 
stretch to on the order of hundreds of nanometers, and the O-antigen on these 
macromolecules interacts with the metal oxide surfaces of NPs (116).  E. coli cell 
adhesion on the metal oxide NPs is therefore significantly mediated by the interactions of 
its surface groups, and the strength of adhesion could be proportional to the number of 
hydrogen bonds formed (117, 118), which is further discussed below.  The number of 
hydrogen bonds that can form during the adhesion is clearly related to the contact area 
between the two surfaces as well as their composition and reactive site densities.  
However, as Lantz et al. (119) and many other researchers (53, 120, 121) indicated, so far 
it is still impossible to determine experimentally the contact site area between the probe 
and a substrate surface.  Fortunately, the relation between contact areas and adhesion 
force for a spherical tip on a planar surface can be estimated through three different 
models (72), namely Hertz, Derjaguin-Müller-Toporov (DMT), and Johnson-Kendall-
Roberts (JKR).  Because contact area plays a major role in the interaction force, 
especially adhesion, the next section explores the estimation with the JKR model for the 












Figure 6.11. (a) Schematic of adhesion force measurement with AFM between E. coli 
cells and NPs. The cantilever probe immobilized with E. coli cells is approaching to the 
NP array and the contact surface of the probe was assumed to be a part of the surface on 
the imaginary sphere with radius of R. Multiple contact sites (indicated by the dotted 
black circles) between E. coli cells and NPs add up to a total contact area of πa
2
 which is 
considered in the JKR model (Relative sizes of bacterial cells and NPs are not to scale). 
(b) Approach curves for a soft surface with indentation (δ) and a hard surface moving 
toward the cantilever probe. D is the total distance between tip and sample given by the 
sum of the cantilever deflection Zc and the piezo position Zp. (c) Representative force-
distance curve from which adhesion force (Fad) and adhesion energy (Wad) were 
calculated (
a d a d
W F d Z 
, Z is the interaction distance of the adhesion and measured from 
the force-distance curves).  
(a) B 
Arbitrary contact sites with 
number of n and radii of ri. 
(black dotted circles) 
R 
Cantilever probe 
E. coli cells 
Imaginary 
sphere (R) 
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6.4.8. Estimation of the contact site radius with the JKR model 
Among the three mechanical contact models, JKR model is most suitable for our 
application because it considers the adhesion inside the contact area (122, 123), whereas 
the Hertz model neglects the adhesion and the DMT model considers the adhesion 
outside the contact area (53).  In E. coli cell-NP interactions, adhesion should occur in the 
contact area between the two surfaces, and thus JKR was used to calculate the contact site 
area or contact radius (a).  However, the JKR relations have the following assumptions. 
First, the radius of curvature R of the probe tip is much larger than the contact area (a 
small indentation), and interaction forces outside the contact area are neglected (85, 124).  
Second, as Figure 6.11a shows, multiple circular contact sites may exist between the 
rough surfaces of the immobilized E. coli cells and the surfaces of NPs.  Consequently, 
we adopted the approximation made by Radmacher et al.(125), who suggested that a 
cantilever probe coated with bacterial cells could be treated as a large sphere with a 
radius R.  Therefore, the contact area between the immobilized E. coli cells and the 
substrate surface is a part of the surface area of this imaginary sphere, as shown in Figure 
6.11a.  This assumption may help validate the first assumption of the JKR model because 
the radius (R) of the curvature of the imaginary sphere (which can be considered a large 
probe tip) is much larger than the radius (a) of the contact area. If one of the multiple 
contact areas has an area of πri
2







 , where N is 
the number of contact sites; and ri is the radius of each contact area. Other JKR relations 
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                   (9) 
where δ is the indentation or deformation of a samples surface under a compression (nm) 
and can be measured from approaching force curves according to the method shown in 
Figure 6.11b (53, 72); a is the contact site radius (nm); R is the tip radius (the imaginary 
sphere radius for our case, nm); W is the adhesion energy per unit area (J/m
2
); ETOT is the 
reduced Young’s modulus (MPa); υs, Es, υT, and ET are the Poisson’s ratio and the 
Young’s moduli of the sample (here the NP array surface) and tip (here the immobilized 
E. coli cell probe), respectively; F is the loading or compressing force (nN); Fad is the 





. Fad and Wad can be 
determined from the adhesion peak of the force-distance curve as illustrated in Figure 
6.11c.  Because adhesion force (Fad), adhesion energy (Wad), and indentation (δ) are 
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              (10) 
Equation (10) was used to estimate contact radius (a).  The only assumption 
entering in this calculation is the reduced Young’s modulus (ETOT), which is known to be 
of order several MPa.  In our case, the elastic response during the interactions between 
the immobilized E. coli cells-coated probe and the NP array mainly comes from the 
surface properties of E. coli cells because the NP surface and the probe were much stiffer 
than the cells (e.g., for silicon nitride, E is typically 160-290 GPa (53, 125)).  Thus, ETOT 
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≈ E for E. coli cells, as many other studies have assumed (126, 127), and 2.5 MPa, as 
estimated by Perry, et al.(126), entered in our calculation.  
Figure 6.12a shows the experimental approach curves for immobilized E. coli cell-
coated probes under different loading forces (F) during contact with a rigid surface (here 
an array of 98 nm NPs).  The indentations (δ) for different loading forces were measured 
from these curves and are shown in Figure 6.12b.  For clarity, adhesion peaks are not 
shown in Figure 6.12a but the adhesion force and adhesion energy were calculated based 
on the method introduced in Figure 6.11c.  Finally, the indentation, adhesion force (Fad), 
and adhesion energy (Wad) were entered into equation (5).  The contact radii (a) 
corresponding to different loading forces (F) were obtained and are shown in Figure 
6.12b.  Obviously, the contact radius is a function of loading force, which can be changed 
by adjusting the setpoint (V) and determined similarly to the convertion of deflection (V) 
to interaction force (pN), as introduced previously.  Because the loading force was 1.5 ± 
0.2 nN (by setting deflection to -1.2 ± 0.1 V with a setpoint of 0 V) throughout our study, 















Figure 6.12. (a) Representative approach curves of the immobilized E. coli cell-coated 
probe under different loading forces (F) and the bare probe (not dependent on the loading 
force) against the surface coated with 98 nm hematite NPs. Indentation (δ) were 
estimated from the curves. (b) Experimental measurement of indentation which follows 







6.4.9. Interaction forces between E. coli cells and NPs 
Figure 6.13 presents representative force-distance curves for interactions between E. 
coli cell surfaces and NPs of different sizes.  Figure 6.13a~e show the force-distance 
curves and histograms (located in the top right corner) for particle sizes from 26 nm to 
152 nm.  The adhesion peaks of the curves can be used to determine the maximum 
rupture force (or adhesion force at contact), and the histograms indicate the statistical 
distributions of the adhesion force measurements.  However, background interactions 
(defined as the interaction forces between the bare cantilever probes and NPs) should be 
subtracted from the interaction forces shown in Figure 6.13.  The silicon nitride 
cantilever probes (treated or untreated with gelatin) typically adhered very weakly with 
the surfaces of hematite NPs, and changes in NP size did not affect the repulsive forces in 
the approach curves or on adhesion forces in the retraction curves.  Thus, the effects of 
background interactions on the force measurement between E. coli cells and the hematite 
NP array were negligible.  As shown in Figure 6.13, NP size changes dramatically 
influenced the adhesion force but had no obvious effect on the repulsive force (or the size 
effect on the repulsive force may be too small and thus undetectable).  As NP size 
increased from 26 nm to 98 nm, the adhesion force gradually decreased from 
approximately 6.3 ± 0.7 nN to 0.8 ± 0.4 nN. At 152 nm, however, adhesion force was 
larger, 2.6 ± 0.3 nN, as shown in Figure 6.13f. 
To interpret the size effect on adhesion force, a new model was developed that 
considers the local effective contact areas between E. coli cells and the NP array.  As 
estimated above with the JKR model, the contact area that is primarily determined by the 
loading or compression force exerted on the two contact surfaces in cell-nanoparticle 
interactions may reflect how strongly the cells and NPs can adhere to each other.  More 
contact area likely lead to more specific and nonspecific binding interactions, which are 
experimentally expressed as adhesion force (73).  With the deformation of the soft cell 
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body, the effective contact area may be more complicated than the circular area with a 
radius (a) that the JKR model assumes.  Our proposed model is a more realistic scenario 
of cell-nanoparticle contact by considering the increased contact area resulting from the 
contact between the deformed cell surface and the rigid particle surface.  The final model 
equation and fitting results with the model are shown in Figure 6.13f (detailed derivations 
of the model equation can be found in appendix B).  The experimental data for the mean 
adhesion forces for different sizes of NPs matched the predictions of our model.  
Adhesion force for the 152 nm NPs appeared to be off the size dependency trend for NPs 
sizes of less than 100 nm, which is probably caused by surface roughness, which affects 
the interfacial interactions (128, 129) and was examined as mentioned above.  The 
surface height distributions (an indicator of roughness (130)) for 152 nm NPs were found 
to have a similar surface height distribution as smaller NPs (26 and 44 nm).  This 
similarity may be reasonable based on the synthesis of hematite NPs, which is a process 
of crystal growth.  NPs are formed by random collisions of numerous seed particles (see 
AFM images above).  Small NPs serve as seeds for forming large NPs, and in Figure 6.10 
152 nm NPs appear to have nanostructures that are similar with small NPs.  Thus, when a 
bacterial cell surface contacts a 152 nm NP array, it is possible to generate a contact area 



























Figure 6.13. Representative force-distance curves measured between E. coli cells and 
different sizes of hematite NPs. The adhesion force distribution histogram is located in 
the upper right corner of each graph. (a) 26 nm. (b) 44 nm. (c) 53 nm. (d) 98 nm. (e) 152 
nm. (f) Average adhesion force for different sizes of NPs and acomparison with the model 
trend of effective contact area (horizontal error bars indicate the standard deviation of the 
measured particle diameter, and vertical error bars indicate the standard deviation of 
average adhesion force). In each graph n is the number of force measurements for each 
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♦ Average adhesion force 
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To corroborate the experimental observations of hematite NPs, the interaction 
forces between E. coli cells and various sizes of corundum NPs were measured. 
Corundum was chosen because it shares similar surface groups and other chemical 
properties with hematite and other metal oxide NPs (117).  Four different size ranges of 
corundum NPs were used for making NP arrays with the same protocol as hematite NPs.  
The nominal size ranges reported by the vendor were 25, 35, 50, and 110 nm.  I observed 
that the surfaces of arrays composed of small NPs had relatively higher adhesion forces 
with E. coli cells than large NPs; no obvious size effect was found for repulsive forces. 
Figure 6.14 shows the mean adhesion forces for different sizes of corundum NPs and a 
comparison with the model trend.  The magnitude of the adhesion force for corundum 
NPs was slightly higher than that of hematite NPs of the same size, which indicates that 
the chemical composition of the NP surface influences their adhesion force with cells.   
As summarized by Butt, et al. (53), many other factors affect the interaction force 
measurement, such as contact time, pH, and ionic strength. Logan, et al. have extensively 
studied the effects of these factors on interaction force measurement (131).  In particular, 
increasing the contact time between the tip and sample increases the adhesion strength 
(131, 132).  In our study, the duration of each approach-retract cycle was set 1 second 
and the speed of the sample stage movement was approximately 2 µm/s.  The contact 
time was on the order of a microsecond, and thus the force measurement recorded the 
interaction forces occurring during a transient time, which roughly agrees with the time 
scale of colloidal adsorption in actual environmental systems (133).  Similarly, typical pH 



























♦ Average adhesion force 
--- Our developed model fit 
n = 61 
n = 76 
n = 88 






Figure 6.14. Adhesion forces between E. coli and NP arrays composed of various sizes of 
corundum NPs. All adhesion force data are averages of individual force vs. distance plots, 
and error bars represent one standard deviation. In each graph n is the number of force 
measurements for each size of NP array. 
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6.4.10. Adhesion energy calculation in support of the new model 
Our proposed model assumes that local effective contact area increased as NP size 
decreased.  To validate this assumption, the following analysis of adhesion energy (Wad) 
and hydrogen bonding was made.  As stated above, many researchers have found that 
chemical bonds, such as hydrogen bonds, formed between metal oxide surfaces and LPS 
on the E. coli outer cell membrane significantly contribute to the adhesion (53, 117, 134), 
and the adhesion strength is positively proportional to the chemical bond number (57).  
The number of hydrogen bonds was obtained by dividing the adhesion energy (Wad) by 
the Gibbs free energy for the formation of one hydrogen bond (≈10
-20 
J).  Table 6.3 shows 
the adhesion energy for E. coli cells with different sizes of NPs and the number of 
hydrogen bonds. For hematite NPs, approximately 3500~88,000 hydrogen bonds were on 
the contact area and small NPs had more hydrogen bonds than large NPs.  The same 
trend was observed for corundum NPs.  This suggests that cell interactions with the NP 
arrays of small NPs have a much higher contact area.  As a validation of this hydrogen 
bond number calculation, Jucker et al.(117) indicated that the surface of an E. coli cell 
contains approximately 3.5×10
6
 LPS molecules that can form hydrogen bonds with metal 




 (135) and the 




) (as estimated above with the JKR 











), which is roughly consistent with the numbers on for 98 and 152 nm 
NPs shown in Table 6.3.  However, for smaller NPs, hydrogen bond number increased 
with decreasing size and this may imply that the actual contact areas or effective contact 
areas were much larger than the one estimated by the JKR model.  This is reasonable 
because the JKR model considers the contact area to be a plane between a rigid tip and a 
planar surface.  However, biological surfaces such as E. coli cells are deformable during 
contact and compression, which may increase the local effective contact area and as a 
result the adhesion force between the NP aggregate surface and cells would be increased. 
196 
 
Table 6.3. Adhesion energy and hydrogen bond number. 










26 8.5 ± 1.7 8.5 ± 1.7 
44 7.7 ± 2.2 7.7 ± 2.2 
53 1.0 ± 2.6 1.0 ± 2.6 
98 0.37 ± 0.20 0.37 ± 0.20 
152 0.36 ± 0.12 0.36 ± 0.12 
Corundum NPs 
25 6.5±1.7 6.5 ± 1.7 
35 3.2±1.7 3.2 ± 1.7 
50 1.2 ± 1.7 1.2 ± 1.7 




6.4.11. Characterization of the live E. coli cells before exposure to hematite NPs 
The characterization of hematite NPs with KFM is shown in detail in Chapter 8 and 
here in this chapter I only show the KFM results for E. coli cells.  Before exposure to 
hematite NPs, their original surface properties (morphology and surface potential) were 
studied with KFM.  Figure 6.15a presents the morphology image of the cell in which the 
shape and size can be clearly observed.  In addition, hair-like flagella (a common 
extracellular filamentous appendage firmly attached to surfaces of E. coli cells (136)) 
were also found adjacent to the E. coli cell.  At a higher zoom, Figure 6.15b further 
shows the ultrastructure of the cell body, which was rather rough and had different 
heights based on the contrast.  The green graph on the bottom left of Figure 6.15b is a 
typical topography cross-section taken along the red dashed line randomly drawn across 
the cell body.  
Figure 6.15c presents the surface potential image of the cell.  Unlike the sharp 
contrast observed for hematite NPs, the contrast of the surface potential image of the E. 
coli cell is not significantly sharper than the topography image.  This is probably because 
E. coli extracellular materials such as transmembrane proteins, lipids, and LPS are more 
conductive than iron oxide (62).  Thus, the contrast is relatively low, but the many dark 
regions of the cell body reveal that the cell carried negative charge.  This is consistent 
with the zeta potential measurement of E. coli cells (7).  In contrast to hematite NPs, the 
surface potential distribution across different cell regions was not homogeneous, due to 
the complex surface structures and compositions of E. coli cells.  The surface potential 
cross-section taken along the red dashed line drawn across the cell is shown in the green 
graph in the bottom left of Figure 6.15c.  The surface potential of the cell varied from -30 
to -50 mV in the range of 300 nm to 600 nm along the red dash line.  
Figure 6.15d presents the phase image of the cell. Due to the sensitivity of the 
phase angle to a wide spectrum of surface properties (137), the phase image has better 
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resolution and contrast than the other images.  In particular, the phase image shows that 
the area surrounding the cell appears to be covered by polymeric materials. E. coli cells 
secrete extracellular polymeric substances, which may remain around the cell after 
preparation of the cells for KFM study.  The sharper contrast in the phase image may also 
be due to the surface properties of E. coli cells, which are adhesive, soft, and viscoelastic.  
For example, the green graph shows the cross-section of the phase angle along the same 
line as in the topography and surface potential images.  Along the range from 300 nm to 
600 nm, a negative phase shift occurred (phase angle decreased), and a dark contrast is 
visible in the corresponding cell region.  This indicates that the cantilever tip was 
attracted to the cell due to adhesion force when it scanned across the cell body (138).  
This observation agrees with the common understanding of the adhesive surface property 
of E. coli cells.  More complex factors may also contribute to the phase angle shift; 
currently the correlations between tip-sample interactions and the resulting phase images 
are still hard to interpret quantitatively.  But as a tool for enhancing contrast, phase image 
















Figure 6.15. (a) and (b) show the topography of intact, live E. coli cells before exposure 
to hematite NPs; (c) and (d) show the phase and surface potential images; The cross-
section profiles of the topography, surface potential, and phase images are shown in the 
bottom left (b), (c), and (d), respectively. These cross-sections were taken along the 
directions marked with the dashed red lines in the images of (b), (c), and (d). The white 




































6.4.12. Characterization of the live E. coli cells after exposure to hematite NPs 
After characterizing individual hematite NPs and intact E. coli cells, more interests 
are about the exposure effects on properties of E. coli cells. Figure 6.16 presents the 
results in three columns, from left to right show topography, surface potential, and phase 
images.  From the top to bottom, the rows present the samples obtained at exposure times 
of approximately 3 min, 10 min, and 20 min.  The topography image in Figure 6.16a 
indicates that large NPs (hematite NPs and their aggregates) surrounded the cells, but 
cellular morphology did not change within the exposure time of 3 min.  As the exposure 
time increased to 10 min, more hematite NPs adsorbed onto the cell surface, as marked 
by the red arrow in Figure 6.16d.  After 20 min the cell body had shrunk significantly, 
and the flagella were shredded and scattered adjacent to the cell body, as marked in 
Figure 6.16g.  This surface damage is similar to the disruption of microvilli structures on 
Caco-2 cells, a type of human intestinal epithelial cells, after exposure to hematite NPs 
(21).  Microvilli are external structures on the surface of the epithelium that aid in 
nutrient assimilation and structural integrity (139).  Similar to microvilli, flagella as well 
as other surface appendages (i.e. pili) play important roles in surface attachment, cellular 
stability, and mobility.  Irreversible disruption of these surface structures may cause 
adverse consequences (1, 8, 140).  For example, losing these appendages, E. coli cells 
may lose mobility and stability (141).  Furthermore, the absence of such surface 
appendages may increase exposure of the E. coli cell membrane to NPs and may promote 
subsequent adverse effects, such as membrane lysis, permeation of NPs into the cells, and 
cellular deformation (10).  The drying process required for the KFM study did not harm 
the flagella because intact flagella were clearly observed on E. coli cells before exposure 
to hematite NPs, as shown in Figure 6.15.  Thus, exposure to hematite NPs is assumed to 
induce the damage to the flagella.  
Surface potential images provide a unique way to distinguish hematite NPs from 
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complex biological matrices (E. coli cells) based on their distinct surface potential, as 
discussed above.  Hematite NPs are evident in the area surrounding the cell in Figure 
6.16b, e, and h and are darker in color than the cell.  As the exposure time increased, the 
cells became darker (compare the images in Figure 6.16b, e, and h).  The surface 
potential of the cells dropped with exposure time largely because of the adsorption and 
accumulation of hematite NPs on their surface.  The hematite NPs carry a negative 
potential of up to -800 mV, whereas the original E. coli cells have a surface potential of -
40 to -100 mV.  One potential implication of the accumulation of hematite NPs is reduced 
viability of E. coli cells because the respiratory chains on cell membranes may be 
disrupted or blocked, and reactive oxygen species (ROS) may be generated and present a 
oxidative stress on cells (20).  However, the surface potential changes could also alter the 
surface properties and lead to the release of surface energy as well as deactivation of 
functional groups (73).  
The phase images provide extraordinary contrast between the E. coli cell and its 
surrounding hematite NPs.  Figure 6.16c shows the evident boundary of cellular envelope 
(serve as extracellular protection against various disruptive chemicals), marked by the red 
arrows, which is formed by EPS secreted by E. coli cells.  Figure 6.16f and i show 
striking contrast between the adsorbed hematite NPs and the surface of the E. coli cell, as 
marked by the red arrows.  In particular, Figure 6.16i provides compelling evidence that 
more small NPs than large ones accumulated on the cell surface and that the flagella were 




















Figure 6.16. The topography (left column), surface potential (middle column), and phase 
images (right column) of live E. coli cells exposed to hematite NPs (98 nm). Exposure 
times were approximately (a)-(c) 3 min; (d)-(f) 10 min; and (g)-(i) 20 min. The white 
scale bars at the bottom right of (a) - (c) and (d) - (i) indicate lengths of 1 µm and 0.5 µm, 
respectively. 
Topography Surface potential Phase 
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6.4.13. Dynamic changes in the surface potentials of E. coli cells after exposure to 
hematite NPs 
To better understand the dynamic changes in surface potentials with the surface 
accumulation of hematite NPs and the surface potential of the cell are compared.  The 
concentrations of hematite NPs in the buffered liquid of the test and control tubes were 
measured (see Figure 6.17a).  The concentration of hematite NPs in the experimental 
tubes decreased rapidly within the initial 30 min, and after that adsorption equilibrium 
was achieved gradually.  The concentration in the control tube was almost constant and 
thus the background adsorption to the plastic tube was negligible.  It is possible to 
estimate the accumulated mass of hematite NPs on the cell surface using Figure 6.17a 
and knowing that a single E. coli cell has 2.52×10
-13





surface area (135, 142).  Thus, 0.1 mg/ml E. coli cells dispersed in a 50 ml test tube 
yields approximately 0.024 m
2
 of surface area on which hematite NPs can accumulate.  
Surface potentials were statistically determined by randomly selecting 10 positions 
in the center of the E. coli cells at each exposure time and then averaging the measured 
potentials.  Figure 6.17b is a plot of mean surface potential versus accumulated mass of 
hematite NPs per E. coli surface area calculated as previously reported (21).  The two are 
considerably correlated.  As the hematite NP mass on the cell surfaces increased, the 



























Figure 6.17. (a) The concentrations of hematite NPs in the test tube and control tube after 
different exposure times. (b) The accumulated mass of hematite NPs on the unit surface 
area of the cell versus the surface potentials of the E. coli cells at different exposure times. 
All data points in (a) are averages from triplicate experimental measurements, and error 
bars represent one standard deviation. When error bars are not visible, they are small and 
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6.5. Research significance 
This chapter systematically studied the interactions between hematite NPs and E. 
coli cells from different angles, including adsorption, surface interaction forces, and 
surface potential variations.  For adsorption kinetics, I proposed a model based on 
EDLVO-IFBL theories that may lay out a mathematical framework to explain how size 
affects adsorption kinetics.  The adsorption behavior of NPs may be linked to their fate, 
transport, and even biological impacts; thus, better prediction models are clearly needed 
for understanding their environmental behavior and bio-nano interactions.  The results 
presented here demonstrate that the combination of EDLVO and IFBL theories provides 
a useful quantitative method to describe adsorption kinetics of hematite NPs onto 
bacterial surfaces.  The results presented here lay the ground work for developing models 
to describe the thermodynamic and kinetics behavior of a range of NPs toward adsorption 
with microorganisms.   
The size dependence not only applies to adsorption kinetics, but also found its role 
in surface interaction forces, particularly adhesion force between different sized NPs and 
E. coli cells.  The size effect on interaction forces may arise from the effective contact 
area.  The proposed model based on the effective contact area well explained the stronger 
adhesion to cells of surfaces composed of small NPs.  This study may provide insightful 
information toward the understanding of surface interactions of NPs with biosystems and 
other interfacial phenomena at nanoscale.   
As a versatile tool, the electric mode of AFM, KFM, was demonstrated its 
application in mapping surface morphology and surface potential for both NPs and E. coli 
cells.  Surface potential plays an important role in interfacial forces such as electrostatic 
force (23, 109), and thus surface potential changes could influence particle-cell and cell-
cell interactions (143) and change cellular mobility and viability.  With this relation, 
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KFM can be used not only for local differentiation of NPs from cellular matrices but also 
for prediction of the accumulated mass of NPs on cell surfaces. 
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PROBING THE NANOSCALE HYDROPHOBICITY 
Work of this chapter is related to the publications or manuscripts:   
Wen Zhang, Yongsheng Chen. Probing the nanoscale hydrophobicity using atomic force microscopy. In 
preparation. 
 
7.1. Abstract  
Innovative experimental approach was developed to resolve two important surface 
properties of nanomaterials, hydrophobicity and surface potential, at nanoscale.  These 
two surface properties are two decisive factors in the fate, transport, and surface 
interactions of nanomaterials in the environment.  A theoretical framework was first 
derived to correlate the adhesion force between the AFM cantilever tip and any surfaces 
of nanomaterials to the surface energy that are conventionally obtained from the contact 
angle measurement (CAM).  Adhesion forces between the tip and surfaces of different 
NPs were acquired from the force mode of AFM, and the surface energy or 
hydrophobicity was then derived based on the adhesion forces.  Finally, the surface 
hydrophobicity derived from adhesion force was found to be well comparable with those 
derived from contact angles measurement.  However, the adhesion force measurement 
gives far high sensitivity and resolution than that of CAM in resolving the heterogeneity 
of surface hydrophobicity.   
7.2. Introduction 
Surface hydrophobicity (or hydrophilicity) plays key roles in surface interactions 
(e.g., partitioning), and largely determines environmental fate, transport and biological 
interactions of nanomaterials (1).  Manipulation of surface hydrophobicity has important 
applications.  For example, hydrophobic NPs such as polymeric NPs are designed for 
bioremediation of hydrophobic contaminants (2).  Chitosan or chitosan-DNA NPs and 
functionalized gold NPs serve as vehicles for drug and gene deliveries (3-6).  However, 
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upon release into the environment, NPs are inevitably interacting with electrolyte ions, 
proteins (e.g., as albumin and fibronectin) (7), and natural organic matter or NOM (e.g., 
humic acid and polysaccharides) (8), which may alter surface hydrophobicity and 
morphology (9), and thus result in different biavailability and biological consequences.  
For instance, the hydrophobic surfaces promote bacterial adhesion (10, 11), placing high 
potential of particle accumulation on cellular surfaces (13, 14).   
Traditionally, partitioning affinity of environmental pollutants in polar or nonpolar 
solvents can be evaluated by octanol-water partitioning coefficient (Kow) measurement.  
A high value of Kow generally indicates a high potential to partition into the organic phase 
for chemicals, which thus may pose high risks of bioaccumulation, such as DDT 
(di(pflra-chlorophenyl)-trichloroethane) or dioxins.  Kow as an partitioning indicator for 
most nanomaterials has not been established (12), largely because NPs are dramatically 
different heterogeneous properties as compared to conventional dissolvable pollutants (13, 
14).  For instance, most NPs are insoluble and hardly maintained as stable dispersion due 
to aggregation and precipitation and this may result in inconsistency and artifacts in 
determination of Kow (12, 15).  To assess material hydrophobicity, the contact angle 
measurement (CAM) is still the most appropriate, simple-to-adopt and widely used 
method (16).  Contact angles formed by static, macroscopic liquid droplets (e.g., water) at 
the surface of a flat solid in an inert atmosphere reflect an average surface properties of 
bulk materials.  However, it might not be appropriate to extrapolate average or 
macroscopic hydrophobicity to the nanoscale properties (17), because surface 
roughness(10, 18, 19), heterogeneity (20), and the presence of gas pockets (contained in 
the cavities or pores of the particle layer (21)) on material surfaces may vary the contact 
angles.  For example, the gas confinement on the flat surface layer may make the liquid 
droplet float, shield the droplet adhesion to the substrate surface.  As a result, the contact 
angle measurement may be unrepresentative of the average properties of the materials 
217 
 
and even erroneous.  Furthermore, the nanoscale structure and surface chemistry 
ultimately may be more and more dependent on the specific crystallographic planes that 
are exposed to the bulk liquid (22, 23).  Thus, CAM is by no means sufficient to reflect 
the nanoscale hydrophobicity and novel approach is needed to overcome the 
shortcomings of Kow or CAM in probing the hydrophobicity of NPs.   
In line with this effort, previous studies have explored atomic force microscopy 
(AFM) for probing the surface characteristics.  For the purpose of characterizing 
hydrophobicity, the force mode of AFM is often used to generate adhesion force, which 
is shown to be sensitive to the surface energies (24) and hydrophilic or hydrophobic 
characteristics of the interacting surfaces (25).  AFM utilizes a sharp tip to measure the 
adhesion force that arises from adhesive bonds between the two interacting surfaces.  
Adhesion force is also called rupture force that is used to break the adhesive bonds and 
the external energy applied in the rupture process is the work of adhesion or adhesion 
energy, which can be obtained from the force-distance curve, as illustrated previously in 
Figure 6.11.  Based on the continuum thermodynamic approach (CTA), adhesion energy 
is related to the macroscopic observations of contact angles (e.g., the Young-Dupré 
equation) and potentially renders the nature of hydrophobicity of the probed sites of NPs 
(26, 27).  Work of adhesion between a Si3N4 AFM tip and methyl (CH3), amine (NH2), 
methyl fluoride (CF3), and ester (CO(OCH3)) end-group self-assembled monolayers 
(SAMs), as well as hydroxyl (OH) functionalized surfaces showed quantitative 
agreement with CAM of the surface energies (28).  For nanomaterials, it is largely 
unknown if such correlation or agreement between adhesion energy and CAM may also 
exist.  Moreover, surface energy of nanomaterials is dependent on the size and shape (29), 
surface structures (27), and lattice parameters (30).  Clearly, a direct correlation between 
adhesion energy and CAM will allow us to better understand the nature of nanoscale 
surface hydrophobicity (31), such as the effects of crystallographic orientation and 
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distribution on the surface energy variations of the exposure surfaces of nanocrystals (32-
35).  Since nanomaterial surfaces also have typical surface functional groups such as OH
-
 
as SAMs, it is worth studying whether the correlation between adhesion energy and 
surface energy may also exist.   
In this regard, this study developed a generic model that correlates adhesion force 
to CAM and used this model to convert adhesion force to describe the nanoscale 
hydrophobicity.  The generic model works for all kinds of surfaces (not limited to a 
certain surface groups), which is different from previous literature (26, 27).  Three types 
of SAMs with different surface functional groups ranging from hydrophilic to 
hydrophobic properties were examined to confirm the validity of the model.  Finally, we 
measured the adhesion force between the Si3N4 tip and various surfaces of commercial 
NPs, including hematite (α-Fe2O3), TiO2, CeO2, ZnO, SiO2, CuO, and Ag.  The purpose 
of this chapter is to demonstrate a potentially useful tool with AFM in characterizing 
nanoscale hydrophobicity of materials and to provide insight into fundamental 
mechanisms of nanoscale processes.  
7.3. Theoretical relationship between adhesion force and surface energy 
The relationship between adhesion force and CAM was established on the basis of 
the free energy changes in the particle nucleation, mechanical contact model (e.g., JKR), 
and the continuum thermodynamic approach (CTA).  If we assume the energistics during 
the adhesion force measurement (see Figure 7.1) follows the principle of the free energy 
change for a nucleation process, the free energy change (ΔG) of the whole system 
outlined by the red box is given by the sum of internal energy and surface energy (36, 37): 
iG G S                      (1) 
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where ΔGi is the internal energy change, σ is the surface energy per unit surface area 
(mJ/m
2
), and ΔS is the change of surface areas during the interactions between the tip and 
sample surface.  This principle is enshrined in the concept of a critical nucleus of radius 
in the energetics of nucleation (38).  The internal energy is a function of temperature (T), 
so the free energy change is only related to the surface energy, which is the energy for 








Figure 7.1. Scheme of adhesion force measurement with AFM and basis for the model 













To engage the cantilever tip to contact the sample surface, a certain amount of 
external work is applied to the system to expel the solvent molecules adsorbed on both tip 
and samples surfaces.  The contact site area between a spherical tip and a planar surface 
can be estimated through the Johnson-Kendall-Roberts (JKR) (39), a classic contact 
mechanics model used to calculate the contact radius (the model assumes the contact is a 
circular and planar contact site) (40).  The contact radius (a) is a function of the loading 
force (FL) as shown in Eq. (8) of chapter 6 and the FL can be determined by aligning the 
initial laser deflection and the maximum limit of laser deflection (41).  To separate the 
contact, the tip will be dragged due to the adhesion force (Fad) as shown in Figure 6.11c 
and certain adhesion energy (Wad) is needed for the separation.  Wad can be obtained from 
the integration in the force-distance curve (
ad ad
W F dZ  , Z is the interaction distance; 




where W is the adhesion energy per unit contact area in the JKR equation.  Thus, the 
adhesion energy increases the surface energy of the system in the red box after the tip is 
pulled up and the adhesion energy equals the surface energy variation (42): 
2( )ad SL TL TSW S a                                                                                (2) 
where γSL, γTL, and γTS are the interfacial energies between the sample surface and liquid 
interfaces, between the tip surface and liquid interfaces, and between the tip and sample 
surface, respectively (mJ/m
2
).  Eq. (2) is supported by the depletion attraction mechanism 
in Asakura–Oosawa theory (43-45), which indicates that when the two surfaces contact, 
water molecules are stripped from the interspace and the water molecules outside the two 
surfaces will exert pressure on the two contact bodies, which enhances the attraction 
between the two surfaces, as shown in Figure 7.1.  The free energy is released when the 
surfaces of two particles come into contact because of the surface energy changes (43), so 
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to reconstruct the surface energy (solvation layers) before the contact, Wad is needed.  
According to the Dupré equation, γSL and γTL can be further expressed as:  
SL S L SLW                                                                                                                   (3) 
TL T L TLW                                                                                                                   (4) 
ST T S TSW                                                                                                                   (5) 
Eqs. (3)~(4) indicate that the interfacial energies are directly linked to solid (sample 
and tip) and liquid solvent surface energies (γS, γT and γL) and the work of adhesion (WSL 
WTL and WTS) (27).  WSL can be deduced from the water contact angle using the Young 
equation:  
(1 cos ) (1 cos )SL LV SL L SLW                            (6) 
where γLV is the interfacial energy between the liquid and vapor interface (mJ/m
2
), θSL and 
θTL are the contact angles between the probe liquid and sample and tip surfaces.  WTL is 
equal to WTS if the tip only involves London dispersion interactions with the solvent 
molecules or sample surfaces (26).  Combining Eq. (2)~(6) yields the relationship 
between Wad and contact angles: 
2( cos cos )ad S L SL T L TLW a                          (7) 











   
 
                        (8) 
where RC is the radius of curvature for the cantilever tip (nm) and usually is reported by 
the manufacturer or determined by SEM.  Eq. (8) indicates that adhesion force (Fad) is 
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linearly related to the contact angle (θSL) and the surface tension of probe liquids (γL), 
which is known for water in our case.  Thus, by measuring the adhesion force, we can 
indirectly determine the nanoscale contact angle (θSL) that potentially exits on the sample 
surface within a contact surface area of π·a
2
.  Clearly, CAM is unable to capture this 
nanoscale contact angle.  The following sections will experimentally verify the 
applicability of this linear model by testing different SAM surfaces with known contact 
angles and further used this method to examine the nanoscale surface hydrophobicity of a 
number of commercial nanomaterials.  
7.4. Materials and Methods 
7.4.1. Metal-based NPs 
NPs and their relevant properties are shown in Table 7.1.  All NPs were used as 
received without further purification.  Water suspensions of different NPs were made by 
dispersing the power forms into deionized (DI) water with the mass concentration of 
approximately 100 mg/L, except that AgNPs with citrate acid as surface coating and 
stabilizer were purchased in a suspension form from vendor.  After dispersal in DI water, 
the NP suspension was sonicated for 35-45 min (Misonix sonicator S-4000, Qsonica, 
LLC).  The morphology and sizes were determined by transmission electron microscopy 









pH of the 
suspension 
Crystal type Vendor 
Fe2O3
*
 49 4.0 Alpha (hematite) Lab-synthesized (46) 
TiO2 25 6.9 Anatase Aldrich 
CeO2 25 4.5 Cubic (fluorite) Aldrich 
ZnO 50 6.8 -- Aldrich 
SiO2 33 5.9  Aldrich 









7.4.2. Substrate surfaces 
SAMs are well-ordered structures and allow homogenous interactions at different 
microscopic scales.  In this study, four different SAMs including poly(ethyleneglycol) 
(PEG), hydrophobic silane, biotin, and biotin-streptavidin conjugates coated on 2×2 cm 
glass slides were purchased from MicroSurfaces Inc. USA.  The gold substrate surfaces 
functionalized with different fractions of CH3- and OH- groups were synthesized (26).  
Briefly, gold (111) substrate surfaces (Agilent, USA) were modified by immersion for 14 
h in ethanol solutions containing 1 mM HS(CH2)11CH3 and HS(CH2)11OH (11-Mercapto-
1-undecanol, Sigma-Aldrich, USA) in various proportions (0:100, 25:75, 50:50, 75:25, 
and 100:0) and then rinsed with ethanol before use.   
7.4.3. Cantilever tips 
Two kinds of cantilever tips were used in the experiments, including silicon nitride 
(Si3N4) tip with Cr/Au (5/50) coating on the both reflex side and tip surface (RC800PB, 
Asylum Research, USA), and none-coated Si3N4 cantilevers (MCLT, Veeco, USA).  
Hydrophobic cantilevers were obtained by functionalizing the gold-coated Si3N4 
cantilevers with CH3 groups following the same method as described in section 3.4.1.  
All the cantilevers have V-shaped probes and other relevant properties are summarized in 
Table 7.2.  
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Radius of curvature 
























None 42±12 0.06±0.03 17±4 0 
Si3N4 tip
b
 None 20±5 0.07±0.05 22±7 15 
a,b
 more information is available at http://www.asylumresearch.com/Probe/RC800PB,Olympus and 
http://www.brukerafmprobes.com/p-3444-mlct.aspx. 
c 
spring constants (Ksp) were determined by the 
Agilent Thermal K tuning modulus (see Agilent 5500 User's Guide for details) (47). 
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7.4.4. Spin coating of nanomaterials  
Before adhesion force measurement and CAM, NPs need to be immobilized on the 
clean and flat substrate surfaces.  The spin coating procedures for different NPs were 
similar and have been introduced previously in section 3.4.5 of Chapter 3.  
7.4.5. Contact angle measurement 
Equilibrium advancing contact angles (θL) were measured on a Model 250 Ramé-
hart goniometer at ambient conditions.  Details of the operation can be found in section 
3.4.5 of Chapter 3.   
7.4.6. Adhesion force measurement with AFM 
The immobilized NPs on the clean silicon wafer were rinsed with DI water to 
remove any loosely bonded NPs and then placed in liquid cells containing DI water.  10 
locations at the NP layer were randomly selected to measure the adhesion force in force 
or contact mode, as shown in Figure 7.2.  At least 10 force measurements were performed 
at each location.  Based on the obtained adhesion forces, a histogram of adhesion force 
distribution was generated for each sample.  Two kinds of cantilever tips (Si3N4 tip with 
and without gold coating) were used to repeat the adhesion force measurement.  Detailed 
operation procedures of AFM in contact mode were introduced in section 6.3.9 of 







Figure 7.2. Schematics of adhesion force measurement with AFM at multiple locations 








7.5. Results and discussion  
7.5.1. Morphology of NPs 
Figure 7.3a~d show TEM micrographs of the morphology of TiO2, ZnO, SiO2, and 
CuO, used in this study, while the TEM images of hematite (α-Fe2O3), CeO2, and AgNPs 
can be found in previous Chapters 3~6.  The four types of NPs (TiO2, ZnO, SiO2, and 
CuO) are close to spherical, and their diameters were 25.0±5.9, 52.0±9.1, 33.2±0.8, and 
42.1±1.8 nm, which were consistent with the manufacturer-reported values.  Figure 
7.3e~h provide the particle size distribution histograms computed from TEM images via 
the image processing and analysis program ImageJ.  TiO2 and ZnO NPs had relatively 
broad size distribution, while SiO2 and CuO NPs had much narrow size distribution.  
230 
 
(a) TiO2 (b) ZnO 





























Figure 7.3. (a~c) TEM images of TiO2, ZnO, SiO2, and CuO, on a carbon-coated grid. All 
the white bars on the bottom left equals 100 nm, except the one in (b) that equals 50 nm. 
(e~h) Particle diameter distribution histrograms. 
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7.5.2. Contact angles of water on surfaces of NPs 
Contact angle is a rapid measure of surface hydrophobicity with surface energy 
calculated from Young’s relation.  Hydrophilic surfaces usually have a water droplet that 
completely spreads out on the solid surface and the contact angle will be 0° to 30°.  If the 
surface is hydrophobic, the contact angle will be larger than 90° or as high as ~120°.  
Based on the results of CAM for different NPs as shown in Table 7.3, the surface 
hydrophobicity is shifting from highly hydrophilic to hydrophobic in an order of TiO2 > 
Fe2O3 > CuO > CeO2 > SiO2 > ZnO > AgNPs (coated with citrate acid).  When the 
advancing water contact angle on the surface is less than 15
o
, the hydration force 
becomes significant which may greatly stabilizes the colloidal suspension (48), while the 
hydrophobic force becomes appreciable when θa>64
o
 which provides main driving force 
for particle coagulation (49).  The CAM for the same kinds of NPs may vary significantly 
from different literature, and this is because the contact angle or hydrophobicity is 
sensitive to many factors (to name a few, impurities or surface contamination, surface 
coating).  One example is that a perfect pure gold surface is hydrophilic but with 
contamination of carbon in crystal lattice most gold surfaces appear slightly hydrophobic 
(50).  More examples on the surface functionalization effects on the surface 
hydrophobicity are reflected by the measurement of contact angle for different SAMs.  
As shown in Table 7.4, the hydrophobicity of the same substrate surfaces (i.e., gold and 
glass surfaces) is dramatically changed after being coated with different fractions of CH3 
groups or other protein molecules (e.g., biotin and streptavidin).  These CAMs will be 
used to compare with and validate the model calculation of nanoscale contact angles 
based on the adhesion force measurement in the following sections. 
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Table 7.3. Water contact angles for various NP surfaces. 
NPs
 
Contact angles (°) Typical photos of the water droplet 
Fe2O3 16.5 ± 0.6 
 
TiO2 7.5 ± 4.3 
 
CeO2 49.5 ± 0.5 
 
ZnO 69.0 ± 0.4 
 
SiO2 63.4 ±9.5 
 
CuO 41.0 ± 0.6 
 
Ag  72 ± 3.2 
 
 
Table 7.4. Water contact angles for various substrate surfaces. 
Gold surfaces coated 
with CH3
 
Molar fractions of CH3
 
0% 25% 50% 75% 100% 








Biotin and streptavdin 
conjugated surface 




7.5.3. Adhesion force measurement between functionalized tips with different surface 
functionalization and CH3-terminated surfaces 
To verify the relationship between adhesion force and surface hydrophobicity, I 
also measured the adhesion force in DI water between different tips and the surfaces 
coated with different molar fractions of CH3-terminated alkanethils according to the 
method of Alsteens, et al. (26).  With higher molar fractions of CH3-alkanethiols, the 
surface tended to decrease the surface energy and became increasingly hydrophobic.  Our 
results in Figure 7.4a indicated that adhesion forces for different tips all increased as the 
molar fraction of CH3-alkanethils increased, which is consistent with previous literature 
(26, 27).  Compared to the gold tip coated with CH3 ligands, the bare gold and Si3N4 tips 
also yielded similar dependence on surface functionalization for adhesion force.  
However, when adhesion forces is plotted versus the values of (-cosθSL), the sensitivity of 
adhesion forces over the change in contact angles is highest for CH3-gold tip, followed by 
the Si3N4 and bare gold tips, which is indicated by the slopes of the linear regression 
equations.  Moreover, from the fitting quality, the results for CH3-gold tip reached the 
most excellent linear fitting with a correlation coefficient of 0.98, which is consistent 
with our model relation in Eq. (8).  In contrast, the trend for the Si3N4 and bare gold tips 
appeared less linear with lower correlation coefficients.  Thus, it is verified again that the 
adhesion force measurement using CH3-gold tips can yield a good correlation with 































CH3 molar fraction (%)
Gold-CH3 tip Gold Tip Si3N4 Tip








































































7.5.4. Adhesion force measurement between CH3-coated gold tip and four types of 
SAMs 
In addition to the above correlation on surfaces with CH3-terminated alkanethils, it 
would be interesting to explore whether such a relationship exit on surfaces with other 
ligands or functional groups that are representative of environmentally relevant surface 
properties, because as mentioned previously the released NPs are most likely to interact 
with their surrounding environments (e.g., NOM) and thus dramatically changed their 
surface functionalization, making surface ligands of NPs rather complicated.  Thus, to 
verify the correlation between adhesion forces and contact angles on multiple types of 
surfaces is necessary before applying the method to probe the surface characteristics of 
NPs.  As indicated above, SAMs may serve as model surfaces with well-manipulated 
surface coatings of different functional groups and hydrophobicity.  In this study, I 
measured the adhesion forces between the three types of tips and four different SAM 
surfaces and the results are shown in Figure 7.5a.  Clearly, CH3-gold tip yielded a clear 
trend over different SAM surfaces, while the other two tips had less apparent trend.  This 
difference becomes more striking in Figure 7.5b~c, which plotted adhesion forces versus 
(-cosθSL).  Visual inspection of the data fitting using linear regression reveals that only 
CH3-gold tip presented a relatively good linear relationship that is anticipated by our 
model in Eq. (8), while the other two tips had some random changes in adhesion force on 
the hydrophic SAM surfaces (e.g., PEG, biotin, and streptavidin).  Moreover, for CH3-
gold tip, the sensitivity of the adhesion force to the hydrophobicity of SAM surfaces 
seems lower as compared to the slope of the linear fitting equation in Figure 7.4b on 
CH3-terminated surfaces.  This matches the previous observations that the best agreement 
between the calculated surface energies based on adhesion force and experimental values 
is found for the –CH3/–CH3 system (51), compared to other interacting systems (–
COOH/–COOH, –CH3/–COOH, –CH3 or –COOH/octenyl-trichlorosilane).  Because the 
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released metal-based NPs tend to interact with NOM (e.g., humic acid and fulvic acid), 
proteins and salts in the environment (7, 52, 53), the typical surface groups found on 
metal-based NPs may include –NH2, –OH and –COOH pairs as well as common cations 








) in water.  Thus, most metallic and metal oxide 
NPs in the environment should be close to hydrophilic, as supported by the contact angle 
results in Table 7.3, and the potential changes in surface hydrophobicity of NPs after 
entry into the environment may occur depending on the complexation with NOM or 
proteins.  Thus, the results obtained for the four types of SAM surfaces may provide 
insight into the representative surface characteristics, especially for the hyphophilic 













Figure 7.5. (a) Adhesion forces between three types of tips and different SAM surfaces. 

















CH3-gold tip Gold tip Si3N4 tip











































































7.5.5. Adhesion force measurement between the CH3-coated gold tip and different NPs 
In this section, I explored the applicability of the above method in evaluating the 
surface hydrophobicity of various metallic or metal oxide NPs using CH3-coated gold tips 
that exhibit excellent correlation between adhesion force and contact angle.  Theoretically, 
our model in Eq. (8) seems to be directly usable to calculate the contact angle based on 
adhesion force without any unknowns.  However, one may also find that the slopes in the 
linear fitting equations in Figure 7.4b and Figure 7.5b are different by approximately one 
order of magnitude.  The slope of Eq. (8) can theoretically be obtained knowing that the 
surface energy of water (γL) is 72.8 mJ/m
2
 or 0.0728 N/m at 25 
o
C.  Thus, the slope 
should be approximately 0.34 N/m at 25 
o
C, which is close to that (0.10 N/m) for SAM 
surfaces in Figure 7.5b.  The discrepancies between the theoretical and the experimental 
values may be attributed to temperature fluctuation or other experimental artifacts caused 
by different cantilever tips (54, 55).  To avoid such potential artifacts and discrepancies, a 
“calibration curve” is needed for each CH3-coated gold tip to obtain the actual slope in 
the linear curve of adhesion force versus contact angle using model surfaces such as 
SAMs.  Here in this study, I used the “calibration equation” in Figure 7.5b to calculate 
the contact angles for different NPs based on adhesion forces and the results are shown in 
Figure 7.6.  The model calculated contact angles are relatively consistent with the 
experimental measurements with good agreement obtained for CeO2, ZnO, and AgNPs, 
as indicated by the low relative errors.  In contrast, the calculated contact angles for the 
rest of NPs appear higher than those experimental values except ZnO and SiO2 NPs.  The 
difference between the model and experimental determinations of contact angles may be 
caused by experimental artifacts, but also largely represent a certain unique interfacial 
properties of NPs probably due to the effect of hydration on interfacial energy at 
nanoscale (27, 56).  According to Chiu et al. (56), this effect arises from a geometrical 
effect caused by the curvature of the particle-water interface and consequently, the 
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surface hydrophobicity may shift from hydrophobic for ultrasmall NPs to hydrophilic 
properties for large particles.  This may explains why the model calculated contact angles 



































Figure 7.6. (a) Adhesion forces between three types of tips and different SAM surfaces. 
(b)~(d) Adhesion forces versus the value of (-cosθSL) for three types of tips.  
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7.5.6. Environmental applications 
As stressed in the introduction, surface hydrophobicity dictates partitioning affinity 
of NPs between organic and inorganic phases and influences the fate and transport of NPs 
in aquatic systems.  Knowledge of characterizing the surface hydrophobicity is essential 
for a complete understanding of more complicated self-assembly processes including 
aggregation, adsorption, deposition, and biological interactions, where surface 
interactions play a critical role determining the potential biological impacts (e.g., surface 
accumulation).  Undoubtedly, our developed method provides a novel approach to 
evaluate nanoscale hydrophobicity of materials, especially nanomaterials, which are 
different to evaluate using conventional tools.  This study only used pristine NPs without 
studying the effects of heterogeneity of NPs such as different particle size of the same 
materials and surface functionalizations or coatings of NOM and proteins, which would 
be more representative of environmental conditions and interesting to researchers.  
However, the pristine NPs provide simplistic surface characteristics that facilitate the 
method development, a focus of this study.  The results of this study lay out groundwork 
toward the development of appropriate characterization tools for exploring the unique 
surface characteristics of materials at nanoscale.  
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PROBING THE NANOSCALE SURFACE POTENTIAL 
Work of this chapter is related to the publications or manuscripts:   
Wen Zhang, Yongsheng Chen. Probing the nanoscale electric properties of metal-based nanoparticles using 
zeta potential measurement and Kelvin probe force microscopy.  In preparation. 
 
8.1. Abstract  
Surface potential or surface charge strongly influences the surface interactions, 
resulting in deposition, adsorption and aggregation behavior of natural colloids and 
engineered NPs.  Therefore, the understanding of NP environment fate, transport, and 
biological interactions must include a fundamental framework for quantifying the surface 
potential.  Our results show that the measured zeta potential based on electrophoresis has 
particle size dependence for NPs and the measurement accuracy may also be affected 
factors like concentrations of particles.  The particle size effect on zeta potential was well 
explained by the Poisson-Boltzmann equation under Debye-Hückel approximation.  
Interestingly, this particle size effect was also observed from the surface potential 
measured by Kelvin force microscopy (KFM), another useful tool for quantifying surface 
potential at nanoscale.  Based on the principle of KFM operation, the size effect may be 
interpreted by the Coulomb’s Law, a “first-principle” theory that describes the electric 
field of point charge in vacuum.  The good agreement between the proposed model and 
the experimental results demonstrated that KFM could serve as alternative approach for 
the surface potential measurement of NPs that is potentially correlated with and 
compliment the zeta potential measurement that was found to be strongly affected by the 
heterogeneity of NPs in aqueous phase.   
8.2. Introduction 
Anthropogenic nanomaterials and NPs can inevitably be released into the 
environment with the broad applications of nano-enable products (1, 2).  Most of them 
246 
 
may end up in soil, sediments, and other aquatic environments (lakes or rivers) (3-7).  
Stability of NPs significantly affects the fate and transport as well as bioavailability (8-
10).  As chapter 7 introduced a novel method for quantifying nanoscale hydrophobicity of 
NPs, which is a key parameter associated with surface interactions, specifically affecting 
van der Waals and acid-base forces according to the DLVO theory (11), this chapter 
discusses surface potential or surface charge of NPs, another important parameter for 
particle stability in aqueous phase, which is usually represented by zeta (ζ) potential (12, 
13).  ζ potential measures electric potentials at the slipping layer of the electric double 
layer (EDL) of a colloidal particle, which is related to both surface charge and the local 
environment of the particle (14).  ζ potential is either directly used to represent surface 
potential (ψ0) (15), or used to calculate ψ0, which is situated at the precise particle-liquid 
interface (14).  ζ potential is commonly obtained by laser Doppler electrophoresis, which 
measures the net electrophoretic mobility (µE) of particles in the liquid under an electric 
field.  Then µE is converted to ζ potential using Henry’s approximation (16).  In the 
DLVO theory, ζ potential is commonly used to calculate the electrostatic interaction 
energy (17, 18).  Positive electrostatic energy indicates the presence of electric repulsion 
between particles that greatly stablizes the particle dispersion.  Increasing the electrolyte 
concentration or ionic strength leads to screening of surface charge and shrinking of the 
EDL.  Consequently, the particle dispersion becomes less stable and aggregation may 
occur.  
Although ζ potential is widely used as a rapid and convenient indicator of the 
stability of colloids, it may be less accurate to reveal the accurate surface charge of NPs.  
The classical electrokinetic measurement relies on microelectrophoresis, where the 
electrophoretic mobility of colloidal particles and the movement of NPs can be tracked 
with conventional microscopes.  Moreover, when particle sizes shrink smaller and 
smaller, the heterogeneity (e.g., surface roughness, shape, and radius of curvature) of NPs 
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may have an increasing effect on the mobility of particles during electrophoresis.  This is 
probably because the interfacial energy becomes more dependent on surface structures 
such as size and shape of NPs (19, 20), which in turn changes the thickness of EDL and 
affects the electric properties of particle surfaces due to hydration effects.  Moreover, the 
influence of environmental factors (e.g., ionic strength, pH, temperature) on the 
measurement accuracy and reproducibility may become more significant (21-23).  For 
instance, particle mobility may be more affected by Brownian movement than large 
particles as indicated by the Stokes-Einstein equation.  High temperature leads to high 
random kinetic energy of particles and for small particles, the diffusivity is higher than 
that of large NPs.  However, to date, there has been very little systematic research 
designed to assess the temperature effect on ζ potential measurement for NPs (24) as well 
as other potential factors such as particle size and concentrations, and their effects on the 
reproducibility of zeta-potential measurements of dispersed NPs (25, 26).   
Because nanomaterials or NPs are categorized as new materials that show 
extraordinary electronic and structural properties, fundamental work to develop 
appropriate characterization tools is clearly needed.  As one of the powerful functions 
integrated in atomic force microscopy (AFM), Kelvin probe force microscopy (KPFM) or 
KFM provides us a unique opportunity specifically for quantifying and mapping surface 
potential distributions of nanomaterials (27-30).  KFM is an adaption of an AFM in the 
electric force mode (31, 32), which is sensitive to electrostatic potential difference 
between two contact surfaces.  The contact potential difference (CPD) between two 
surfaces brought into close proximity is measured in KFM by using vibrating capacitor 
method (or Kelvin method).  Instead of measuring the AC current, electrostatic forces 
acting on the cantilever are measured in KFM.  Electrostatic forces between the probe 
and various regions of the sample arise due to the local mechanical and electromagnetic 
properties (33), such as surface charges, doping levels, or dielectric constants.  The 
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cantilever tip is applied with an alternating current (AC) to vibrate at sinusoidal voltage 
signal at a frequency of ω, while a direct current (DC) bias is adjusted to nullify the CPD 
(28, 29).  When the electrostatic force at the first harmonic resonance frequency (Fω) 
becomes zero, the DC bias voltage equals the CPD, which makes it possible to obtain a 
quantitative measurement of the surface potential of nanostructures both in air and in 
vacuum (34).  
Recent work has demonstrated the capability of KFM in measuring the surface 
potential of nanostructures, including semiconductors (35), inorganic films (36), 
organosilane self-assembled monolayers (SAMs) terminated with different functional 
groups (37), conjugated polymer thin films (30), and other organic materials (e.g., 
perfluoroalkyl alkanes) (33).  Eun Ji Yoo, et al. investigated flocculation behavior of 
colloidal AuNPs modified with various biomolecules (amino acids, glutathione, 
oligopeptides, and proteins) and employed KFM to investigate the effects of surface 
modifications on flocculation behavior (38).  In addition, KFM provides surface potential 
distribution that is complementary to the topography and phase images that conventional 
AFM provides (27, 39, 40).  
In this work, I explored the applicability of KFM in studying nanoelectrical 
properties of various commercial metallic and metal oxide NPs (Fe2O3, CeO2, Al2O3, 
CuO, TiO2, ZnO, AuNPs, PtNPs, and AgNPs).  To better understand the potential 
connections between the ζ potential and surface potential from KFM, I symmetrically 
analyzed the principles of ζ potential and the Kelvin probe method, discussed the 
potential factors, weakness or artifacts associated with these measurements, and finally I 
attempted to correlated the two descriptors of surface potential with a proposed model 
based on the Coulomb's law and Debye-Hückel approximation.  The over-arching goal of 
this study is to develop appropriate analytical approach for quantifying the nanoscale 
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electrical properties of NPs, to cast light into the experimental artifacts, and to ultimately 
avoid these artifacts to obtain accurate measurement of surface potential. 
8.3. Principles about zeta potential measurement and Kelvin probe method 
8.3.1. Zeta potential theory  
The fundamental quantity measured is the net electrophoretic mobility (µE) of the 




f r  


                 (1) 
where ε is the dielectric constant (or permittivity); η is the medium’s viscosity (i.e., the 
viscosity of water); r is the ratio of particle radius to Debye double layer thickness; and 
( )f r  refers to Henry’s function, which is 1.5 under the Smoluchowski approximation 
and 1 under the Hückel approximation.  In aqueous media with moderate electrolyte 
concentrations, 1.5 is most commonly applied (41).   
8.3.2. Kelvin probe method 
The Kelvin method, also called the vibrating capacitor method, is a well-known 
technique for determining the contact potential difference between different materials.  
Figure 8.1a shows that the tip and sample are in close proximity, but without electrical 
contact between them.  Their Fermi levels align at the vacuum level energies 
corresponding to the respective work functions (Φ).  As the two surfaces are in contact as 
indicated by the connection via a wire (Figure 8.1b), electrons flow from the tip with the 
smaller work function to the sample with the larger work function.  This causes the 
smaller work function tip to charge positively while the sample charges negatively.  This 
creates an electric potential between the two surfaces, shifting their electronic states 
relative to each other.  The electron transfer process stops once the electric field between 
them compensates for the work function difference.  In this equilibrated state, the 
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potential associated with the electric field exactly equals the work function difference or 
the CPD between the tip and sample.  In AFM, where the tip usually has a very small tip 
radius of curvature (~10 nm), the capacitance of the tip-substrate capacitor becomes too 
low to measure a significant electrical current change.  However, the AFM provides a 
sensitive tool for measuring the electrostatic forces (~pN) that are induced by the charges 
accumulating on the tip and at the sample surface.  A force (F) can be derived from the 
total energy of the tip-substrate capacitor ( 21 / 2 ( )
b ia s C P D
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where C is the capacitance of the system formed by the tip and the sample, dC/dz0 is the 
change in capacitance for the given geometry and Vbias is the additional applied constant 
potential.  Since the actual electrostatic force owing to the VCPD is low in magnitude (~pN) 
and thus the tip deflection is hardly measurable (~picometer), the practical KFM is 
operated by vibrating the tip at a certain frequency ω and amplitude V0 (see Figure 1c) to 
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Gradual application of a counter potential to the CPD and monitoring the force at the 
angular resonance frequency Fω, which will become zero when (Vbias +VCPD) = 0.  Using 
a lock-in amplifier (LIA), the Fω component is used as the input to a feedback loop which 
adjusts the DC bias (Vbias) to nullify VCPD (28, 29).  Ideally, the feedback loop will 
minimize the electrostatic forces on the tip resulting in an accurate measure of surface 
potential (VCPD).  However, the electrostatic forces can be varied by electromagnetic 
properties and heterogeneity of sample surfaces (33), such as surface charges, doping 
levels, dielectric constants, shape and roughness, which in fact is related to the local 
variations in the work function of materials.  In metals, the work function is considered to 
be the energy difference between the vacuum level and the Fermi energy.  In other types 
of materials, such as semiconductors or insulators, the work function may arise from the 
difference in energy between the vacuum level and the most loosely bound electron 
inside the sample.  The work function depends on the specific material, adsorption layers 
(e.g., water), oxide layer thickness, dopant concentration, electrostatic charges, surface 
dipole moments and temperature.  Thus, the KFM mode is useful for the study of 
surfaces made from different materials, such as polymer blends and composite materials.  
However, the surface coating, modifications, water adsorption (relative humidity) and 
other variations in work functions of materials may lead to errors in surface potential 
measurement.  For instance, the work function difference estimated from Eq. (5) is 
independent both on the tip-sample distance and on the applied Vbias.  However, the 
suitable tip-sample distance was shown to be 200 nm or greater to extract correct 
electronic information of the sample (34).   
It is also worth mentioning that KFM measures the CPD and the absolute 
measurement of local potential is achievable through calibrating the work function of the 
tip surface (usually with gold or platinum coating).  The calibration is conducted against 
a surface with known work function such as a highly oriented pyrolytic graphite (HOPG) 
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(42).  It was shown to be a reliable work function standard (approximately 4.6~4.7 eV.) 
for measurement in air because HOPG is chemically very inert, it does not form 
significant interface dipoles with typical ambient contaminants (e.g., hydrocarbons and 
water) found on surfaces (34, 43).  By comparing the measured asymptotic CPD of 
sample surfaces with the HOPG work function reference, we can estimate the absolute 
surface potentials that are considered as “not measurable” in aquatic chemistry (14).  The 
relation between work function of the conductive tip (Φtip) and the sample (Φsample) is 
expressed as (44), 
sa m p le tip C P D
e V   , where e is the elementary charge (1.602×10
-19 
































Figure 8.1. Schematic of the Kelvin probe method. 
 
(b) Tip and sample are in contact. 
(c) Upon applying an additional external 
potential, where Vbias=VCPD. 









8.4. Materials and Methods 
8.4.1. NPs 
All pristine NPs are used as samples and their properties are previously mentioned 
in section 7.4.1 of chapter 7.   
8.4.2. Zeta potential measurement  
Instrumental settings associate with zeta potential measurement of the suspensions 
of various NPs can be found in previous chapters.  The specific aqueous conditions (e.g., 
ionic strength and pH) are mentioned in the result discussion.  
8.4.3. KFM 
The KFM was operated on an Agilent 5500 AFM (Molecular Imaging) equipped 
with MAC III unit, which has three lock-in amplifiers (LIA) enabling multifrequency 
measurements.  LIA 1 was used for topography imaging in the intermittent contact mode, 
which was performed at the first flexural resonance of the probes ωmech and LIA 2 was 
used for KFM, providing AC and DC voltages to the probe and detecting the electrostatic 
response either from the photodetector (AM-AM) directly or from the LIA 1 employed 
for the topography servo (AM-FM).  Pt-coated silicon cantilever probes (Olympus 
AC240TM, Japan) with a force constant of approximately 2~5 N/m and a nominal 
resonance frequency of 70 kHz were used and operated with an offset of 0.6 V below the 
measured resonance frequency.  An AC bias voltage of 2 V at a frequency of 70 kHz was 
applied between the probe and sample and a DC bias was set at a frequency of 5 kHz 
with the bias voltage provided from the LIA 2 servo.  The work function of the 
conductive tip was calibrated with respective to freshely cleaved HOPG (0001).  In KFM, 
the whole microscope was fully contained in an environmental chamber that was used to 
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control ambient pressure, temperature (25 ± 2 
o
C), and humidity (less than 10%) 
measured by VWR humidity/temperature thermometer.   
The water suspensions of NPs was spread out and deposited on a clean silicon 
wafer purchased from Sigma-Aldrich that was cleaved to a small piece of approximately 
3 mm × 8 mm and air-dried for 1 min.  The silicon wafer was finally fixed on a small 
piece (1 cm × 1 cm) of conductive double-sided tape (Ted Pella), which was placed on a 
grounded microscope stage.  Topography, phase, and surface potential images were 
obtained simultaneously.  
8.5. Results and discussion  
This section first discussed the effects of particle size and concentrations on the ζ 
potential measurement based on literature and the representative experimental data of 
hematite and AgNPs.  Other factors such as shape, ionic strength, ph, and temperature are 
likely to contribute to the ζ potential measurement precision as indicated above.  
However, these factors are not covered in this study because previous research has 
addressed the importance for some of these factors in the ζ potential measurement 
whereas the particle shape effect will be considered as my future research.  The second 
part of this section is showed the typical results of surface potential (i.e., CPD) of NPs, 
analyzed the particle size dependence of the KFM-surface potential, and finally combined 
experimental evidence and proposed models to establish a potential connection between ζ 
potential and KFM-surface potential, which aims at elucidating the fundamental 
mechanisms of the nanoscale surface potential.  
8.5.1. Influences of particle size on ζ potential measurement 
The particle size effect on the ζ potential measurement has rarely been discussed 
although a great number of recent studies employ ζ potential as an indicator for surface 
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potential or surface charge.  Here the results of AgNPs and hematite are shown and 
discussed because these two NPs are synthesized with distinct sizes and have stable 
dispersions in water without aggregation.  Figure 8.2 clearly show the size-dependence of 
ζ potential: the ζ potentials of small NPs were lower than those of large ones, which is 
commonly found at different pHs and ionic strengths.  One exception is found for AgNPs 
when the ionic strength was higher than 100 mM, ζ potential of 20 nm AgNPs shifted to 
more negative values, while the other two sizes had a positive shift.  This is probably an 
artifact caused by aggregation because small NPs due to high local particle density have a 
much higher tendency of aggregation in the presence of electrolytes (18).  In contrast, 
hematite NPs have a relatively stable hydrodynamic size distribution over a broad ionic 
strength range as shown in Figure 8.2d, and thus the size dependence of ζ potential of 
hematite NPs is fairly consistent in Figure 8.2c.   
The particle size effect on the ζ potential measurement is actually embedded into 
the term of ( )f r  in Eq. (1).  The Smoluchowski approximation applies if the extent of 
the diffuse layer is small relative to the curvature of the particles (45), while the Hückel 
approximation applies when the diffuse layer is larger than the curvature of the particles 
(e.g., altrasmall NPs).  In addition, according to Eq. (10), ζ potential is directly related to 
the electrophoretic mobility, which is apparently related to particle properties, such as 
shape and cross-sectional area.  These properties are likely to influence the mobility of 












Figure 8.2. (a~b) ζ potential of AgNPs versus pHs (the ionic strength is less than 10 mM) 
and different concentrations of KNO3 (pH was approximately 5.7).  (c) ζ potential of 
hematite NPs versus different ionic strengths contributed by NaCl (pH was 
approxiamtely 5.6).  (d) Hydrodynamic diameters of differnet sized hematite NPs at 


















































Previously, Jailani et al. proposed that the reduction in ζ potential by the decrease in 
particle size could be explained by the increasing total surface area of solid increases with 
the decreasing size, which results in an increased solution electrolyte concentration due to 
dissociation of ionizable surface sites and dissolution of the particles (25).  This 
interpretation is quite possible for surface-reactive particles and the interpretation here I 
propose is based on the theoretical relationship between the absolute surface potential (ψ0) 
and ζ potential, which is connected by the Poisson-Boltzmann equation under Debye-
Hückel approximation (46): 
0
(1 / ) ex p ( )z R z                   (7) 
where z is the distance from the particle’s surface to the slipping plane, a distance that is 
generally of the order of ≈3 to 5 Å (47), R is the Stokes radius of the particle (nm), κ
-1
 is 











 ) and other related parameters were previously 
defined in section 3.4.7 of chapter 3.  Eq. (7) can easily be converted to the form of ζ 
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Surface potential (ψ0) is the potential at the exact interface between the charged 
surface and the polar liquid that is independent on ionic strength according to classic 
electrochemistry.  For the same particle size, ζ potential is an exponential function of -
(I)
0.5
, indicating that as the ionic strength (I) increases, the thickness of Debye length (κ
-1
) 
will be compressed and the magnitude of ζ potential will decrease, which is consistent 
with the experimental observations for hematite and AgNPs.  For the particle effect, if we 
neglect the variation of ψ0 over particle sizes, we can see that with particle radius 
increasing the magnitude of ζ potential should be increasing.  But the sensitivity of ζ 
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potential to the variation of particle sizes depends on the magnitude of z/R.  For example, 
when R z , the value of ζ potential will not sensitively vary with R, which may 
partially interpret the reason why the ζ potential measurement of colloids is often not 
observed and why large or aggregated NPs do not show size dependence.  On the 
contrary, when R is decreasing (e.g., ultrasmall NPs), the sensitivity of ζ potential over 
the variation of R may be high.  
Therefore, size effects on the ζ potential measurement were not appreciable largely 
because the aggregation during the preparations of particle dispersions rapidly increases 
the particle size of NPs (48).  Therefore, it is extremely important to provide sufficient 
descriptions for the ζ potential measurement conditions (e.g., particle preparation 
procedures, measurement time, ionic strength, or pH) because these conditions may 
dramatically change the aggregation state of NPs and lead to the variations of the results 
(49, 50).  
8.5.2. Influences of concentrations on zeta potential measurement 
It was previously reported that concentrations of particles affected the ζ potential 
measurement (11, 25).  As shown in Figure 8.3, when the concentration of TiO2 NPs is 
lower than 0.1% (w/v), the measurement of the ζ potential is relatively stable and 
reproducible.  When the concentration is high, there is an apparent shift to positive the ζ 
potentials.  Interestingly, another recent study found that when the concentrations of 
multi-walled carbon nanotubes (MWCNTs) and gold NPs are too low, their ζ potentials 
strongly depend on concentration, and low concentrations result in a shift to positive ζ 
potentials (11).  The shift in ζ potential was attributed to an increase in contribution of the 
signal from extraneous particulate matter.  Other than this possible experimental artifact, 
more important potential causes may include (1) the high local particle density that 
results in particle agglomeration and the increase in the hydrodynamics sizes; (2) the high 
concentration also possibly alters the medium viscosity (η); and (3) The high 
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concentration leads to higher turbidity resulting in obscuration of light transmission.  The 
low concentrations also lead to erroneous measurement of ζ potential due to the unstable 
refracted light intensity.  Appropriate concentrations for ζ potential measurements are 
dependent on specific compositions of particles, particle size, and the relative refractive 
index of the particles (51).  The larger the particle size, the more scattered light it 
produces and hence the lower the concentration that can be measured.  The relative 
refractive index becomes lower, such as with proteins, the minimum concentration will 










Figure 8.3. ζ potential as a function of sample concentration (% w/v) of TiO2 dispersed in 
10 mM NaCl.  Data reproduced from ref. (51). 
262 
 
8.5.3. Surface potential measurement by KFM  
Figure 8.4 shows the typical images of topography and surface potential of hematite 
NPs deposited on the silicon substrate by KFM.  Most hematite NPs were close to 
spherical with relatively uniform shape and size distributions, which is consistent with 
TEM results shown in Chapters 3 and 6.  The primary particle size is around 50 nm but 
the images from KFM revealed relatively larger sizes probably due to particle 
aggregation as indicated by the red arrows in Figure 8.4a.  The height profiles of 
individual NPs that correspond to the red dashed lines across the images in Figure 8.4a 
can be further extracted.   
In Figure 8.4c, hematite NPs appeared darker in color than the bare silicon substrate 
background, indicating that hematite NPs were negatively charged relative to the 
substrate (grounded to 0 V).  To determine the surface potential of individual NPs, 
similarly, we can draw a red dashed line across the surface potential image and the 
resulting cross-section profile can reveal the exact quantity of surface potential as shown 
in Figure 8.4d.  Surface potential varied greatly, from -400 mV to -800 mV, for hematite 
NPs.   
More surface potential images are provided in Figure 8.5 for Al2O3, CuO, TiO2, 
ZnO, AuNPs, and PtNPs (platinum NPs obtained from Professor John Crittenden’s lab in 
school of chemical and biomolecular engineering at Georgia Tech).  Clearly, different 
NPs exhibit different extent of surface potentials, with the average potential of -45 mV 
(CeO2), -100 mV (TiO2), -250 mV (ZnO), -300 mV (PtNPs), -350 mV (CuO), -400 mV 
(AuNPs), and -800 mV (Al2O3).  All the surface potentials were found negative, which is 
reasonable according to the theory of electric double layer (EDL) (14).   
We can see that KFM provides versatile functions that not merely yield 
morphology information of NPs, but also quantify surface potentials.  For that reason, 
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KFM can potentially be used to identify individual NPs or areas with specific surface 









































Figure 8.4. Typical images of the topography (a) and surface potential (c) for 49-nm 
Hematite NPs from KFM (b) and (d) show the cross-section profiles taken along the 
directions marked with the dashed red lines in the images of (a) and (c), respectively. The 
scan area of (a) and (c) is 5 µm × 5 µm and the white solid lines at the bottom right in (a) 
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Figure 8.5. Surface potential images of various metallic and metal oxide NPs and the 
cross-sectional profiles taken along the directions marked with the dashed red lines in the 
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8.5.4. Particle size effect on surface potentials obtained from KFM 
To show the particle size effect on surface potential of NPs measured from KFM, a 
certain different sized NPs were randomly selected from the images as shown by the red 
dotted circles in Figure 8.6a,c.  Here the surface potentials for different sizes of hematite 
and AgNPs shown in Figure 8.6b,d indicate that small NPs tend to have less negative 
surface potentials, whereas large ones have more negative surface potentials.  Good curve 
fits were obtained for both hematite and AgNPs with fitting equations shown as insets.  
This size dependence is widely found in all other NPs that have been discussed above 
(the detailed results are not shown here).  For example, I previously studied the 
interactions between QDs and E. coli cells and found that small QDs penetrated into the 
cells and bound with DNA molecules, resulting in the transformation of polymeric DNA 
into pearl-like spheres (52).  In this study, the surface potentials of QDs also had apparent 
dependence on particle size (this dependence is shown in Figure 1f of this published 
article).  
Although KFM has been employed for many years, this pronounced size effect on 
surface potential measurement has not been discussed, and let alone the fundamental 
mechanisms behind the size effect.  Here I attempt to use the “first-principle” theories to 
interpret the potential causes of the size effect.  Based on the principle of KFM in section 
8.3.2, we may consider a single NP as a point charge (q) and according to the Coulomb’s 












                  (9) 
where ψ0 is the absolute surface potential (in vacuum), ε0 is the dielectric permittivity of a 
vacuum, 8.854×10
-12 
C/(V·m), q is the point charge (C), r is the distance from the particle 
surface (nm), σ is surface charge density (C/m
2
), and R is the particle radius (nm).  For a 
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homogeneous point charge (surface charge distributed evenly), the surface charge density 
(σ) is constant and the electric potential at a specific distance (r) away from the surface of 
the point charge should be proportional to R
2
.  As indicated above, KFM measures CPD 
when the tip and sample are in close proximity, but without electrical contact between 
them.  Thus, the surface potential obtained from KFM could be the electric potential at a 
very small distance (r→0) and because the second-order polynomial fitting equations in 
Figure 8.6b,d further match the theoretical relationship between surface potential and 
particle size in Eq. (9), the Coulomb’s Law may be used to interpret the size effects on 
the surface potential measurement from KFM.  Moreover, a recent study discussed the 
effect of the distance between the tip and sample surface on the magnitude of surface 
potential (34) and the results are shown here in Figure 8.7, where there is clear distance 
dependence (r) for surface potential.  According to the theoretical relationship in Eq. (9), 
surface potential is inversely proportional to r
2
, which is consistent with the experimental 
observations of Figure 8.7.  This example further supports the application of Coulomb’s 
Law in interpretation of the origin of the surface potential from KFM. 
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Figure 8.7. Tip-sample distance dependence of the measured surface potential of the 
HOPG surface at VAC of 2V with the relatively humidity of zero.  Data reproduced from 
ref. (34). 
(c) AgNPs (d) 
200 nm 







8.5.5. Potential connections between ζ potential and KFM-surface potential 
Based on the common observation of size effect on ζ potential and KFM-surface 
potential, we might be able to find connections between them, which are important for 
understanding the origin of surface potentials of nanostructures.  Although it is hard to 
draw a direct connection between them, clearly, as mentioned previously, KFM is 
capable of estimating the absolute surface potentials that are considered as “not 
measurable” in aquatic chemistry (14), by calibrating the measured asymptotic CPD of 
sample surfaces with the HOPG work function reference.  In water chemistry, ζ potential 
is well related to the absolute surface potential (ψ0) by the Poisson-Boltzmann equation in 
Eq. (7) on the basis of the Gouy-Chapman model of the diffuse double layer (53, 54), 
which delineates the exponential decay of ζ potential over the distance away from the 
solid surface and the magnitude of ζ potential is much lower than ψ0.  On the basis of my 
experimental results, the measured surface potentials for various NPs are generally 
greater than their ζ potentials by several orders of magnitude, which is in agreement with 
the analysis with the Poisson-Boltzmann equation.  This suggests that ζ potential could 
strongly be correlated with KFM-surface potential and if the KFM-surface potential is or 
close to ψ0 we may be able to use KFM as alternative tools to measure ψ0 and then 
calculate ζ potential via Eq. (7).  Furthermore, we can use this calculated ζ potential to 
verify the measurement of ζ potential obtained from electrophoresis that is frequently 
found to carry a certain experimental artifacts associated with the dynamic and 
heterogeneous properties of NPs in aqueous phase.  Of course, the accurate correlations 
may require future research, which will largely bring a physical insight into the 
understandings of aquatic electrochemical potentials.  Thus, the knowledge obtained from 
these preliminary results laid out groundwork toward better understanding of the accurate 
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The key findings of this work are briefly outlined below: 
1. NP properties such as size, shape, surface charge, and hydrophobicity are 
interconnected.  These interconnections may complicate the evaluation of the 
environmental behavior and biological effects.   
2. Most NP properties (e.g., size) are dynamically changing after NPs are 
dispersed in aqueous environments.   
3. The dynamical changes in NP properties and environmental behavior (e.g., 
aggregation) will greatly influence the subsequent fate, transport, and biological 
effects. 
4. Aggregation of metal oxide NPs is influenced by size, pH, ionic strength, 
temperature, and many more environmental factors (e.g., NOM).  To 
quantitatively describe aggregation kinetics, I established kinetics models based 
on Arrhenius and Smoluchowski equations, which give us better understandings 
of relationships between particle properties and aggregation kinetics. 
5. In contrast to most metal oxide NPs, metallic NPs such as AgNPs are 
chemically reactive and assessing the stability of reactive NPs requires 
considerations of environmental components such as oxygen and carbon 
dioxide, which may interfere the aggregation process by introducing oxidation, 
speciation, and precipitation to AgNPs.  
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6. In exploration of the exposure effects of NPs on human cells, adsorption 
kinetics of hematite NPs on Caco-2 cells was found to be size dependent and 
surface accumulation of NPs induced disruption of microvillus structures and 
adhesin adjunctions, which are used to assimilate nutrients and to support the 
cellular integrity.  
7. In the exposure experiments with bacteria (E. coli), adsorption kinetics of 
hematite NPs was again found to be size dependent, which was successfully 
interpreted by the IFBL theory.  Exposure of hematite NPs to E. coli cells 
showed significant disruption on cell surface structures, leading to deformation 
of cells, damages of surface appendages (i.e., flagella), and changes to the 
surface potential.   
8. Interfacial force measurement between NPs and E. coli cells provides insight 
into the adsorption mechanisms and the results show that small particle size had 
greater adhesion forces than large particle size.  
9. Nanoscale hydrophobicity was theoretically and experimentally explored using 
AFM and the measurement of adhesion forces was linked to and converted to 
contact angles at nanoscale.  AFM probes hydrophobicity at localized and 
nanoscale surfaces rather than the bulk scale material surfaces.  Nanoscale 
hydrophobicity was found to be slightly different from the contact angle 
measurements at bulk scale materials for some NPs. 
10. Nanoscale surface potential was probed using KFM and was found to be 
potentially connected with zeta potential, which is commonly used to indicate 
the surface potential characteristics of NPs.  However, KFM reveals surface 
potential at local and nanoscale surfaces compared to the average electric 






Based on the current knowledge and challenges, future work on the bio-nano 
interactions may start with addressing the following critical issues associated with unique 
nanoparticle characteristics and their toxicological significance: 
1. Shape effects on surface energy and electrical properties of NPs;  
2. Shape effect on aggregation and other environmental behavior (e.g., ion 
release and partitioning); 
3. Transport characteristics of NPs within different phases (air, water, abiotic 
and biotic solids).  
4. Correlation between dynamic aggregation, disaggregation, ion release 
kinetics and toxicokinetics; 
5. Exploration of non-ROS mediated nanotoxicological mechanisms of metal-
based NPs in low redox environments, where low oxidative conditions should 
dramatically reduce the formation of oxidative radicals and thus ROS-
mediated nanotoxicity could be minimized.  
6. Ultramicroscopic methodology development for evaluating the surface 






MASS TRANSFER RATES OF DISSOLVED OXYGEN IN 
QUARTER-STRENGTH HOAGLAND MEDIUM 
 
The overall mass transfer coefficient (KLa) for oxygen in Hoagland medium was 
determined according to the clean water test (1, 2).  Before conducting the DO 
measurement, the medium was purged with high purity (99.999%) nitrogen (Airgas, GA) 
for 30 min to remove the initial DO.  The DO concentration of the medium was measured 
by a DO meter (VWR® sympHony® Dissolved Oxygen Meter) over approximately 20 h.  
Table A1 summarizes important parameters and calculation equations for KLa. 
Table A1. Parameters and equations for calculating KLa. 
 
Equation Value 
Medium depth, d, (m) -- 0.08 
Henry constant, KH (mol·L
-1·atm-1) -- 0.00139 
Temperature (K) -- 298 
Oxygen pressure at depth of d (atm) Pd=(Patm+0.0965d)×21% 0.0016 




(1 ) 2 1 %
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Oxygen concentration, CDO, (mg·L
-1) Measured by DO meter -- 
  
Figure A1 shows the DO concentration changes in Hoagland medium. Clearly, the 
DO concentration follows pseudo first-order kinetics (2): 
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C C has a linear relationship with 
time t, as shown in the inset in Figure A1.  The slope is equal to KLa /2.303, and on the 
basis of the linear fit equation, KLa is 0.3309 h
-1
.  Knowing KLa, we can estimate the 
oxygen mass transfer rate in the cuvettes in which Ag
+
 release occurred.  For example, 
we measured the initial DO concentration in Hoagland medium before conducting the 
Ag
+ 
release experiments to be approximately 7.8 mg/L (slightly below CS).  According to 




, which is 
much larger than the oxygen consumption rates shown in Table 4.2.  Furthermore, the 
transfer rate may increase further as DO is depleted as a result of the oxidation reaction.  










Figure A1. DO curve for Hoagland medium after nitrogen purging. The inset shows the 
plot of 
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Fit equation:  
y = -0.1445x + 0.9544 





(1) Käppeli, O.; Fiechter, A. On the methodology of oxygen transfer coefficient 
measurments. Biotechnology Letters 1981, 3 (10), 541-546. 
(2) Tchobanoglous, G.; Burton, F. Wastewater engineering treatment, disposal, and reuse. 






MODEL DEVELOPMENT FOR SIZE EFFECT OF NPS ON 
ADHESION FORCE BETWEEN CELL SURFACE AND NP ARRAY 
 
The mathematical modeling for the particle size effect on adhesion force is derived 
based on the possible effective contact areas.  The E. coli cell surface was treated as an 
infinitely large and plain surface.  Obviously, in reality it is not the true because of 
surface structure like pili and flagella.  However, considering the contact between the cell 
surface and NPs in nano-scale, these surface structures are infinitely huge. Fig. B1 
presents the conceptual model we used to illustrate the subtle changes in interfacial 
contact areas resulting from particle size change.  As calculated by the JKR model, the 
same loading force by the cantilever tip would result in a constant contact site area (π·a
2
).  
However, for contact conditions of the deformable surfaces like E. coli cells, it is possible 
that the deformed surfaces have more contact with NPs when compressed into the local 
nano-scale void spaces between NPs as shown in Fig. B1.  It is assumed that the 
projected contact areas for NPs are the same (=π·r
2
, see the pink area in Fig. B1-A) and 








r , where a is the 
radius of contact site area in the JKR model and N is the number of contact sites.  The 
effective contact areas between the E. coli cells and different sized NPs are different, as 
illustrated by the blue cambered surface area on the sphere of NPs in Fig. B1-A due to the 
compression of the soft E. coli cell surface against the rigid body of NPs.  Obviously, the 
smaller particles have more blue effective contact areas than large ones. Since the 
adhesion force is proportional to the effective contact area between the two interacting 
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  (B1) 
where N is the number of NPs interacting with E. coli cell surfaces; R is the NP radius, 
nm; and r is the projected contact area radius, nm.  
However, the interspaces between particles can weaken the adhesion force by 
reducing the effective contact and thus adhesion force is inversely proportional to the 
volume of the void space in the interspaces.  In Fig. B1B, for a control area (dS=L×L), 
the hollow space, highlighted by the black dotted circles, varies with particle size. This 
can be expressed mathematically as: 
   
3 3
2 4 / 3 / 2  V N R R   
    (B2) 
where R is particle radius, nm; and N is the number of particles in the control area (L×L).  
To make the void space volume comparable between different particle sizes, the volume 
expression in Eq. (B2) needs to be normalized by dividing the particle size, R.  Thus, 




  (B3) 
Adhesion force is inversely proportional to the normalized void space volume as 
we assumed above that adhesion force is inversely proportional to the volume of void 
space in the interspaces:  
1 /
a d n o rm
F V
  (B4) 
By integrating the two proposed mechanisms (Eq. B1 ~ B4) for NP size to affect 
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The theoretical form can be derived as:  
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where K is a constant for two specific engaging surfaces, nN; R is the NP radius; and r is 
the radius of the projected contact area between one NP and E. coli cell surface, 
2 2
a N r   . Dimensional analysis of Eq. B6 reveals that adhesion force (Fad) is 









Figure. B1. Schematics of modeling the size effect of NPs on adhesion force. 
We fitted our experimental data for hematite NPs with the Eq. (B6), and the fitting 
parameters of K and r are 2550 nN and 5.0 nm respectively. The fit was evaluated by 
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where N is the data number; Cdata is the experimental data point; and Cmodel is the 
simulated data point. For our fit, OF is equal to 0.67. The squared correlation coefficient, 
R
2
, between the experimental data and simulated data is 0.71.  The fit with the adhesion 
force data for corundum NPs yields OF of 0.540 and R
2
 of 0.997.  The fitting parameters 
of K and r are 2550 nN and 5.6 nm respectively.  It is interesting that corundum and 
hematite NPs share the same value of K which can be a characteristic adhesion force for 
the specific interactions and indicates the potential maximal adhesion force when the 
radius of the projected contact area (r) is equal to the particle radius (R).  The difference 
in the values of r between corundum and hematite NPs was probably caused by the 
contact site number (N) because according to the JKR model the radius of total contact 
site area (a) under a constant the initial loading force will be the same so that values of (r) 
should be depending on N due to the relation of 2 2a N r    and N is considerably 
affected by the surface topographical properties of NPs, (e.g., number of the protruding 
peaks of the surface may determine contact sites with the cell surface).  This model is by 
no means a precise relationship between adhesion force and sizes of NPs but an 
approximation based on the feature of force measurement with AFM. In order to improve 
the applicability of the model, we are still working on measuring other NPs of different 
sizes and calibrating the model parameters.  
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