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Seasonal snow is an important, but under-observed component of New Zealand’s hy-
drological cycle. Measurement and characterisation of seasonal snow is complicated
because it varies over a range of spatial and temporal scales. This makes spatially
distributed in situ observations difficult to acquire, and limits efforts to scale point-
based observations up to larger areas. Sparse observations of seasonal snow lead to
reduced understanding of seasonal snow processes, and subsequent uncertainty in
efforts to model seasonal snow. This thesis addresses these issues within the Clutha
Catchment, New Zealand’s largest, by leveraging remote sensing and geospatial ap-
proaches to map and characterise seasonal snow both regionally, and at very high
spatial resolution over a small alpine basin.
A daily snow covered area (SCA) time series and regional scale snow cover clima-
tology is derived from MODIS imagery for the period 2000–2016. Metrics including
annual snow cover duration (SCD) anomaly and daily SCA and snowline elevation
(SLE) were derived and assessed for temporal trends. On average, SCA peaks in late
June (~30 % of the catchment area), with 10 % of the catchment area sustaining snow
cover for > 120 d yr−1. A persistent mid-winter reduction in SCA is attributed to the
prevalence of winter blocking anticyclones in the New Zealand region. No significant
decrease in SCD occurred over the period 2000-2016, but substantial spatial and tem-
poral variability was observed. Raster principal component analysis (rPCA) identified
distinct modes of spatial variability within the time series. Spatio-temporal variabil-
ity extends beyond that associated with topographic controls, which can result in
out of phase snow cover conditions across the catchment. Specific spatial modes of
SCD are associated withanomalous airflow from the NE, E and SE. Furthermore, it is
demonstrated that the sensitivity of SCD to temperature and precipitation variabil-
ity varies significantly across the catchment. In order to resolve sub-MODIS scale
processes, the potential of remotely piloted aircraft system (RPAS) photogramme-
try to map snow depth was evaluated within an alpine catchment of the Pisa Range.
Differencing between snow-covered and snow-free digital surface models (DSMs)
acquired during 2016 provided high resolution snow depth maps. The accuracy of
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snow depth maps was thoroughly assessed with in situ snow probe measurements,
and by analysing residuals for snow-free areas between DSMs. This accuracy assess-
ment demonstrated repeatability and revealed substantial departures of errors from
a normal distribution. This reflects the influence of DSM co-registration and terrain
characteristics on vertical uncertainty. Error propagation provided lower uncertain-
ties for snow depth (±0.08 m, 90 % c.l.) than the characterization of uncertainties on
snow-free areas (±0.14 m). Comparisons between RPAS and in situ snow depth mea-
surements confirm this level of performance. Semivariogram analysis revealed that
the RPAS outperformed systematic in situ measurements in resolving fine-scale spa-
tial variability.
Following the successful evaluation of RPAS photogrammetry for mapping snow
depth, further snow depth maps were acquired for 2017. A total of six snow depth
maps that resolved fine scale spatial variability in snow distribution facilitated the as-
sessment of topographic controls on snow depth and snow water equivalent (SWE)
distribution. Topographic controls were assessed via regression tree analysis be-
tween snow depth and terrain indices, including the kernel density of tussock veg-
etation (KDtussock), elevation (ELEV), the topographic position index (TPI), a Shade
index (Shade), and Sx (maximum upwind slope). Despite substantial differences in
both total snow volume and spatial distribution, the range of spatial-autocorrelation
for snow depth was comparable for both winters at 20 – 30 m. Regression tree mod-
elling reproduced some of the observed spatial structure, and demonstrated tem-
poral variability in the relative importance of controlling parameters. The impact
of varying wind regimes on the spatial distribution of snow was highlighted. These
findings illustrate the complexity of atmospheric controls on SCD within the Clutha
Catchment and support the need to incorporate atmospheric processes that govern
variability of the energy balance, as well as the re-distribution of snow by wind in
order to improve the modelling of future changes in seasonal snow. Despite limi-
tations accompanying RPAS photogrammetry, this study demonstrates a repeatable
means of accurately mapping snow depth for an entire, yet relatively small, hydro-
logical catchment (∼0.4 km2) at very high resolution. Snow depth maps provide geo-
statistically robust insights into seasonal snow processes, with unprecedented detail.
This thesis demonstrates the utility of mapping snow at differing spatial scales for
improved understanding of seasonal snow processes and highlights the need to ro-
bustly capture dynamic processes in spatial snow models.
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Seasonal snow provides a globally important water resource (Mankin et al., 2015;
Sturm et al., 2017), which is highly variable in space and time (Clark et al., 2011).
Difficulties associated with collecting field observations limit the characterisation
and understanding of spatial and temporal variability in seasonal snow. In turn, our
ability to improve spatially distributed modelling of seasonal snow and snow water
equivalent (SWE) is limited. While insight can be gained via modelling at moderate
to large scales (Winstral et al., 2013), resolving the fine-scale variability and its con-
trolling processes remains limited by the ability to capture such variability in the field
(Clark et al., 2011). Spatially distributed models and remotely sensed observations of
environmental processes are typically implemented, or captured, on a spatial grid of
fixed spacing. Because snow is known to vary over such a wide range of scales, accu-
rate representations of sub-grid variability are often necessary for reliable operation
of regional scale distributed snow hydrology models (Blöschl, 1999). While seasonal
snow processes have been studied at scales of tens of metres or less in the Northern
Hemisphere (Mott et al., 2018), little work has been done to confirm the transferabil-
ity of terrain based parameterisations of seasonal snow processes to the alpine areas
of New Zealand. Located in a maritime mid-latitude region, where winds are strong
and persistent, and where snow occurs mostly in areas free of large woody vegetation,
New Zealand’s alpine environments differ somewhat from many of the sites where
seasonal snow processes have been routinely observed and characterised elsewhere.
This research is focused on the application of remote sensing techniques to better un-
derstand the spatial and temporal distribution of seasonal snow in the Clutha Catch-
ment, New Zealand. Both large, regional (e.g., tens to hundreds of kilometres), and
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fine (e.g., metres to hundreds of metres) scales are considered. This is done with an
initial regional focus on the Clutha Catchment as a whole. Finer scale processes are
then examined within a small alpine study basin, a sub-catchment of the Clutha.
Subsequent to this is the consideration of the climatic and topographic controls on
the spatial distribution of snow, ranging from the regional (hundreds of kilometres)
scale to the sub-basin slope scale (tens of metres or less). Remote sensing tech-
niques operating at two contrasting scales are employed, multispectral imagery from
the MODerate resolution Imaging Spectroradiometer (MODIS) is used at the large
(regional) scale, while a remotely piloted aircraft system (RPAS) is used at the fine
scale. This approach allows for the complementary two-dimensional mapping of
snow covered area (SCA) efficiently at the regional scale, while at much finer scales
photogrammetry is utilised to map the snow pack three-dimensionally. Geospatial
analysis techniques underpin the work, from multispectral remote sensing and aerial
photogrammetry, to spatial statistics and geostatisical analysis.
1.2 Research aim and research questions
The overarching aim of this thesis is to improve understanding of seasonal snow and
associated processes in the under-studied region of southern New Zealand. Due to
a lack of both long and spatially distributed observational records of seasonal snow
in this region, this research draws on established and emerging remote sensing and
geospatial techniques to map snow cover and snow depth at a range of spatial and
temporal scales. Geospatial techniques then become the primary mechanism for
exploring snow processes, and fully leveraging snow maps at varying spatial scales
in order to extract metrics that can be related to relevant physical processes.
In order to better understand the spatial and temporal variability of seasonal snow
within the Clutha Catchment, this thesis will address the following research ques-
tions:
1. What is the nature of regional scale spatio-temporal variability in seasonal snow
cover in the Clutha Catchment, New Zealand?
2. Can snow depth be reliably measured at the small basin scale using RPAS pho-
togrammetry?




These questions are more fully developed in the following chapter. In responding
to these research questions, this thesis will provide new insights into seasonal snow
processes in southern New Zealand, an underrepesented area in the global context of
seasonal snow observations, and a region where observational data to support mod-
elling efforts are sparse. It is anticipated that as well as providing new insights for
the catchments that form the study domains for the present work, this thesis will
also provide analytical frameworks that may be able to be readily deployed in other
mountainous regions of New Zealand. In turn, this will provide an ongoing opportu-
nity to further advance knowledge of seasonal snow processes at a national scale and
in a consistent manner.
1.3 Thesis structure
This thesis is divided into six chapters. Chapter 2 provides context and rationale for
the research, while Chapters 3, 4 and 5 are the substantive research chapters. They
are related, but self contained by way of including background, methods, results and
discussion relevant to the specific aims of each chapter. The spatial domain narrows
from Chapter 3, which is regional in nature, to chapters 4 and 5, which are set in a
small alpine basin of ~0.4 km2. The chapters are arranged as follows:
1 Introduction
The current chapter, introduces the scope, overall aim and research
questions and structure of the thesis.
2 Research context and rationale
This chapter introduces snow as a topic of study and the approaches
available to measure and characterise it. This is done with a focus on
New Zealand and remote sensing and photogrammetric approaches
to measuring seasonal snow. From here, research opportunities are
identified and the specific research questions and objectives that
underpin the following three chapters are developed.
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3 Characterising spatio-temporal variabiltiy in seasonal snow
cover at a regional scale from MODIS data: the Clutha Catch-
ment
This chapter is focused on the construction of a daily record of
snow covered area (SCA) and snowline elevation (SLE) for the Clutha
Catchment over the period 2000–2016 from MODIS data.The Clutha
Catchment is introduced in detail here as the geographic setting for
this work. The methods section of this chapter is focused on novel
approaches to analysing spatio-temporal variability within the 16–
year record of daily SCA maps and assessment of the influence of
climatic variability on observed variability in seasonal snow.
4 Repeat mapping of snow depth across an alpine catchment
with RPAS photogrammetry
This chapter focuses on the assessment of RPAS based photogram-
metry for mapping of snow depth across a small alpine basin, the
Leopold Tributary Study Basin (LTSB), which is introduced in this
chapter. The primary focus of this chapter is to evaluate RPAS pho-
togrammetry as a tool for mapping snow depth by thoroughly as-
sessing performance and uncertainty, and to demonstrate the in-
sights that can be gained from very high resolution mapping of snow
depth.
5 Spatio-temporal variabiltiy in snow distribution and SWE for a
small alpine catchment
This chapter returns to the LTSB field site, and through a continued
implementation of the methods described in Chapter 4 considers
spatio-temporal variability in snow depth and snow water equiva-
lent SWE over the course of two snow seasons (2016 and 2017). The
focus of this chapter is to leverage new and emerging technology
to map snow depth at very high resolution. From here, the spatial
structure of snow depth and the physical controls governing it are
assessed in the context of sub-grid (relative to MODIS) variability.
4
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6 Synthesis and conclusions
The final chapter provides a summary of the results of the core body
of work in the context of the research objectives outlined here. Find-
ings are synthesised across the two contrasting spatial scales, and
avenues for future work are identified.
1.4 Published work and author contributions
Chapters 3 and 4 described in Section 1.3 have been publised as:
Chapter 3: Redpath, T. A. N., Sirguey, P., and Cullen, N. J. 2019: Characteris-
ing spatio-temporal variability in seasonal snow cover at a regional
scale from MODIS data: the Clutha Catchment, New Zealand, Hy-
drol. Earth Syst. Sci., 23, 3189–3217, https://doi.org/10.5194/
hess-23-3189-2019
The author of this thesis designed the research with input from P. Sirguey
and N. Cullen, processed and analysed the data with input from P. Sirguey
and prepared the manuscript, including all figures, with input from all
authors. P. Sirguey develops and maintains the MODImLab software used
to derive maps of fractional snow covered area from MODIS imagery.
Chapter 4: Redpath, T. A. N., Sirguey, P., and Cullen, N. J. 2018: Repeat map-
ping of snow depth across an alpine catchment with RPAS photogram-
metry, The Cryosphere, 12, 3477–3497, https://doi.org/10.5194/
tc-12-3477-2018
The author of this thesis designed the research with input from P. Sirguey,
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Research context and rationale
2.1 Snow in the global hydro-climate system
Snow plays a central role in the global hydro-climate system. It has been estimated
that declining snow cover presents a water resource risk for nearly 2 billion people
in the Northern Hemisphere (Mankin et al., 2015). Globally, snow cover is the sec-
ond largest component of the cryosphere by area (after seasonally frozen ground),
occupying a mean maximum area of approximately 47 million km2 (Armstrong and
Brun, 2008). The reality that 98% of global snow cover is located in the Northern
Hemisphere (Armstrong and Brun, 2008) has resulted in relatively little attention be-
ing given to research on seasonal snow in the Southern Hemisphere (Vaughan et al.,
2013), and in New Zealand in particular (Fitzharris, 1992; Fitzharris et al., 1999).
Snow acts both as a water reservoir (Barnett et al., 2005; Viviroli et al., 2007; Mankin
et al., 2015) and plays an important role in governing Earth–atmosphere energy ex-
changes (Cohen, 1994; Groisman et al., 1994; Barry, 2002; Mote, 2008; Estilow et al.,
2015). In hydrological terms, in excess of 50% of mountain areas globally are either
essential to, or supportive of, downstream regions in terms of runoff generation (Vivi-
roli et al., 2007). Snow plays an important role in the operation of this reservoir, by
storing water through winter and spring and maintaining runoff into summer (Bar-
nett et al., 2005). Future projections indicate that the functioning of snow as a water
reservoir is vulnerable to scenarios of global warming as the proportion of solid win-
ter precipitation is reduced (Barnett et al., 2005; Mankin et al., 2015). The reduced
efficacy of seasonal snow as a reservoir manifests in most regions through the earlier
melting of a reduced snow pack (Barnett et al., 2005), further decoupling the timing
of peak runoff and greatest water demand.
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Snow can have a substantial impact on climate processes, because its addition to, or
loss from, the Earth’s surface can alter surface-atmosphere interactions rapidly and
over large areas. Snow may affect the surface energy balance in four ways (Cohen,
1994):
1. by increasing the surface albedo, and thus reducing the amount of energy
gained at the Earth’s surface;
2. by increasing surface emissivity, and increasing the amount of energy lost from
the Earth’s surface (Wagner, 1973);
3. by acting as a thermal insulator of the underlying ground surface, due to low
thermal conductivity; and
4. by acting as a sink for latent heat during melt.
Due to the high albedo of snow, which may exceed 0.95 across the visible spectrum
for freshly fallen snow (Aoki, 2003), snow covered surfaces reflect a high proportion
of incident solar radiation. Albedo effects of snow have a greater impact on radiative
exchanges than emissivity. As snow is a seasonal phenomenon in many regions, and
may be transient at short time scales, its presence, decay, and absence can introduce
substantial variability into the Earth’s surface energy balance (Cohen, 1994). Subse-
quently, snow contributes to radiative feedback effects over short time scales, and in
the context of longer term climate change, as variability and change in the state of
snow cover affects the surface energy balance (Chen et al., 2016; Duan et al., 2019).
2.2 Variability in space and time
Snow is recognised as being highly variable across a range of spatial and temporal
scales (Erxleben et al., 2002; Mott et al., 2018). This variability reflects sensitivity to
a range of climatic and physiographic parameters. Differing controlling parameters
may act in combination or competition in influencing the presence and distribution
of snow, giving rise to complex spatial distributions.
2.2.1 Scales of spatial variability
The spatial distribution of snow depth (and, by extension, snow water equivalent or
SWE) tends to be highly heterogeneous. Scales of variability may range from metres,
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or less, to kilometres (Grünewald et al., 2013) and ultimately, hundreds of kilometres
or more (Figure 2.1). Varying scales of spatial variability reflect the fact that the spatial
distribution of snow is a product of interactions between the atmospheric boundary
layer and snow cover, and so is influenced by atmospheric processes operating at a
range of scales (Mott et al., 2018). At scales of up tens to hundreds of metres, the
spatial distribution of snow is heavily influenced by preferential accumulation (the
downwind advection of falling snow) and redistribution (the erosion, transport, and
redeposition of snow already on the ground) (Winstral et al., 2002, 2013; Mott et al.,
2018). Preferential accumulation and redistribution are a product of wind direction
and terrain configuration. The terrain configuration is typically described in terms of
slope and aspect. Where features on the surface (e.g., vegetation or breaks in slope)
represent obstacles to the flow of wind over that surface, snow depth is expected to
be depleted on the upwind side and enhanced on the downwind side of any obsta-
cles (Winstral et al., 2002). Subsequently, the often complex arrangement of terrain
and vegetation in alpine environments, combined with variability in wind direction,
frequently produce complex spatial distributions of snow across a landscape.
While the effect of wind is important in influencing the accumulation of snow, a sec-
ond control its distribution at comparable scales is solar radiation (Comola et al.,
2015; Painter et al., 2018). Solar radiation often provides a significant proportion of
the energy available for snow melt, yet compared to other energy sources. The to-
tal amount of solar radiation received at the surface can also be highly variable as
a function of terrain complexity and snow albedo (Painter et al., 2018). This is be-
cause slopes that are oriented towards the sun, and brightly illuminated, receive sub-
stantially more solar radiation than shaded slopes facing away from the sun. The
albedo of snow is also variable, and may decrease via metamorphism as snow ages
and grains grow in size, or due to contamination by optical impurities. Snow with
a reduced albedo absorbs incident solar radiation more effectively than fresh, fine
grained snow. The effects of varying exposure to solar radiation are seen throughout
the ablation season, when snow may be lost rapidly from slopes with high incident
solar radiation, while persisting for considerably longer on the most strongly shaded
slopes (DeBeer and Pomeroy, 2017).
At scales large enough to capture changes in elevation, from hundreds of metres to
kilometres, temperature becomes an important control on snow distribution (Mott
et al., 2018). This is because the air temperature, which varies with elevation in ac-
cordance with the lapse rate, determines the snow/rain threshold elevation (the ele-
vation above which precipitation occurs in the solid rather than liquid phase) during
accumulation events. Outside of accumulation events, the air temperature indicates
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whether melt driven by the sensible heat flux is occurring, typically conceptualised in
terms of the freezing level. The role of temperature in influencing snow accumulation
and ablation in this way is leveraged in temperature index, or degree day approaches
to modelling seasonal snow packs (e.g., Poyck et al., 2011; Caruso et al., 2017).
At larger spatial scales, from the mountain range to regional scale (i.e., tens to hun-
dreds of kilometres or more), meso scale and synoptic scale1 atmospheric processes
are of increased importance. This reflects the orographic processes of enhanced pre-
cipitation with increased elevation (Mott et al., 2018) and downwind precipitation
shadow effects. Furthermore, the prevalence of synoptic scale processes that may al-
ternatively favour accumulation or ablation (e.g. Cullen et al., 2019; Little et al., 2019)
can have an important effect on snow pack development. In New Zealand, precipi-
tation is often delivered by the progression of cold or warm fronts across the coun-
try. Spatially, the delivery of solid precipitation by frontal systems is sensitive to the
origin and temperature of the air mass as well as orographic enhancement and shel-
tering effects. In regions characterised by complex basin and range landscapes this
can result in substantial spatial variability in terms of the occurrence and amount of
snowfall accompanying frontal systems, at scales of tens to thousands of kilometres.
2.2.2 Temporal dynamics of seasonal snow cover
Snow is a winter or cold climate phenomenon. As snow exists as a mixture of ice
crystals, liquid water and air (Fierz et al., 2009), it can only form, and be maintained,
under specific environmental conditions. Subsequently, the occurrence of snow in
most parts of the world has a strong seasonality, and is also strongly correlated with
altitude and latitude (Hammond et al., 2018). In areas that experience persistent win-
ter snow cover, peak snow depth is typically reached in late winter or early spring.
Peak snow depth will often lag the timing of maximum snow covered area (SCA)
(Luce and Tarboton, 2004), and occur later in spring at higher elevations. In addition
to the spatial variability described previously, seasonal snow often exhibits consid-
erable temporal variability both within and between years (e.g., Gutzler and Rosen,
1992; Jepsen et al., 2012; Gascoin et al., 2015; Krajčí et al., 2016). Temporal variabil-
ity of seasonal snow cover is often associated with synoptic and larger scale climatic
modes and teleconnections that drive temperature and precipitation anomalies, and
can operate over periods from weeks to decades (Gutzler and Rosen, 1992; Hammond
1Meso scale atmospheric processes are generally defined as occurring over horizontal distances of
tens to hundreds of kilometres, and synoptic scale processes over horizontal distances of thousands
of kilometres (Oke, 1987; Sturman and Tapper, 2006).
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et al., 2018).
2.2.3 Effects of climate change
Longer term trends of reduced seasonal snow cover and depth, and shifts in the tim-
ing of onset and melt are expected across much of the globe as a result of climate
change (Barnett et al., 2005; Kapnick and Delworth, 2013; Mankin et al., 2015; Hock
et al., 2019) and have been observed in many regions globally (e.g., Mote et al., 2005;
Choi et al., 2010; Zeng et al., 2019). The response of seasonal snow to climate change
does, however, exhibit substantial spatial variability (Stewart, 2009). Increases in
solid precipitation and snow cover have been observed in some regions, including
parts of Asia (Chen et al., 2016; Treichler et al., 2019). Metrics for which reductions
have been observed include maximum winter snow depth and SWE, the duration
of snow cover, and the timing of onset and loss of snow cover. As recognised by
Mankin et al. (2015), the relationship between snow and climate warming is dom-
inated by the effect of increasing temperatures, but complicated by temporal vari-
ability and uncertainty in precipitation projections. The detection of trends, and
attribution of forcings are complicated by the difficulty of retrieving measurements
in complex, mountainous terrain, where a large proportion of seasonal snow occurs
globally. Most observations of long term changes in seasonal snow are restricted to
the Northern Hemisphere (e.g., McCabe and Clark, 2005; Mote et al., 2005; Lundquist
et al., 2009; Klein et al., 2016; Yu et al., 2017), where decreases are observed across
most metrics. Within the Southern Hemisphere, satellite observations have revealed
negative trends in seasonal snow cover in the South American Andes (Saavedra et al.,
2018) and Australia (Bormann et al., 2012) over relatively short periods since the year
2000.
For New Zealand, the only existing long term historical assessment of changes in sea-
sonal snow was provided by Fitzharris and Garr (1995). Due to a lack of observations,
a model based approach was used to reconstruct snow water storage for the period
1931–1993. Substantial inter-annual variability was detected, but no long term trend
was evident in this data set.
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Figure 2.1 Scales of spatial variability associated with snow and relevant processes.
Adapted from Mott et al. (2018). The profile of snow depth across the terrain is super-
imposed in red.
2.3 Snow in New Zealand
Snow is an important element of the hydrological cycle in New Zealand. Approxi-
mately 15% and 2% of the land area of the South and North Islands respectively are
above 1200 m above sea level (Figure 2.2), and expected to see at least intermittent
winter snow cover (Fitzharris et al., 1999). Seasonal snow contributes an estimated
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2 - 17% of streamflow for major rivers in the South Island, and major hydro-electric
catchments feature relatively high contributions of snow melt to runoff (Kerr, 2013;
Figure 2.2). In New Zealand, persistent seasonal snow is typically restricted to alpine
areas, and there are not permanent settlements above the winter snow line. Addition-
ally, only a few major roads, including ski area access roads, rise above the seasonal
snow line. These factors have likely contributed to a historical lack of research on
seasonal snow in New Zealand (Fitzharris et al., 1999).
2.3.1 Economic importance of snow in New Zealand
Seasonal snow provides an important economic resource in New Zealand, mani-
fested in two main ways. Firstly, in its role as a water reservoir, with implications
for hydro-electric power generation and irrigation. Secondly, seasonal snow repre-
sents an important tourism resource attracting domestic and international visitors
to winter sports destinations.
2.3.1.1 Water resources
New Zealand relies heavily on hydro-electric power generation, which makes up 55–
60% of the total electricity supply (MBIE, 2019). Three of New Zealand’s five largest
power stations are hydro installations. All of the largest hydro-electric power schemes
are located on the South Island, in large catchments draining the eastern side of the
Main Divide of the Southern Alps. These major schemes operate within the Man-
apouri (850 MW), Clutha/Mata-Au (752 MW), and Waitaki (1,723 MW) catchments
(Figure 2.2). The Manapouri Scheme is in the high precipitation region of Fiordland,
and consistent year-round rainfall reduces dependence on, and exposure to, runoff
from snowmelt. The Waitaki Scheme operates in the most heavily glacierised catch-
ment of New Zealand, and glacier ice provides an important reservoir that may off-
set reduced runoff in low snow years (Sirguey, 2009a). The Clutha Catchment, on
the other hand, is both drier than Manapouri, and holds a much smaller mass of
glacier ice than the Waitaki. These factors may increase the role and importance
of runoff from seasonal snow in sustaining inflows into hydro storage lakes during
the spring and early summer, particularly in years where those seasons are drier than
normal. Overall, the hydro-electricity generating capacity of the South Island is sensi-
tive to variability in precipitation, including variability in winter snow accumulation
(Fitzharris, 1992).
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Figure 2.2 Map of the South Island of New Zealand, with rivers (stream order 5 and
greater) symbolised according to their snow melt proportion (Kerr, 2013). Also shown
is land area above 1200 m (white), the 12 South Island stations of the NIWA Snow and
Ice Network (SIN) of automatic weather stations (Hendrikx and Harper, 2013b; Conway,
pers. comm.), the University of Otago (UoO) maintained Brewster Weather Station, and
the three major hydro power generation catchments, with the location and capacity of
hydro-electric generation facilities marked.
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2.3.1.2 Snow as a tourism resource
Snow contributes significantly to New Zealand’s tourism industry, with snow sports
motivating both domestic and international tourists to travel in winter. Sixty-four
percent of winter visitors to the South Island participate in snow sports (Tourism NZ,
2017). The Southern Lakes area, including the towns of Queenstown and Wanaka is
the most important destination for winter tourism. This area hosts four commercial
downhill ski areas and a cross country ski area. The development of the skiing indus-
try led to the Southern Lakes becoming an internationally known, year-round resort
destination.
Historically, New Zealand’s ski areas have experienced substantial variability in
weather conditions, snow fall, operating days and season length from year to year
(Hopkins, 2014). The large commercial ski areas, particularly in the Southern Lakes,
are well developed with modern lift infrastructure and piste grooming equipment.
The introduction of snow making equipment, in particular, has improved the abil-
ity of ski area operators to operate through years of low snow fall. Statistics NZ and
the Ministry for the Environment monitor the operating days of the major commer-
cial ski area operator NZ Ski Limited (Figure 2.3) as a potential indicator of climate
change impacts (Statistics NZ, 2017). Given that this record is also likely to be influ-
enced by commercial operating decisions, however, it is unlikely to represent a robust
signal of climate change impacts.
15
CHAPTER 2. RESEARCH CONTEXT AND RATIONALE
Figure 2.3 Ski area operating days for NZSki operated ski areas. Data from Statistics NZ
(2017).
2.3.2 Snow research in New Zealand
While the importance of understanding seasonal snow in the context of climate vari-
ability and change has been recognised since at least the late 1960’s in New Zealand
(NZHS, 1969), progress has been ad-hoc and sporadic (Fitzharris et al., 1999; Hen-
drikx and Harper, 2013a). Consequently, there remains little in the way of long-term
observational records, particularly for in situ observations. Within New Zealand’s cli-
mate and meteorological monitoring record, there are only 13 stations operating in
alpine areas (Hendrikx and Harper, 2013b). Records are relatively short, with targeted
measurement only beginning in 2006 (Hendrikx and Harper, 2013b). The locations
of these stations, which comprise NIWA’s snow and ice network (SIN), along with the
University of Otago maintained Brewster Glacier AWS are shown in Figure 2.2. With
respect to automatic weather stations in alpine areas, Hendrikx and Harper (2013a)
pointed out that in contrast to Switzerland:
“...if one considers the area above 500 m in the South Island to be the South-
ern Alps (i.e., 76,440 km2), then New Zealand would require more than 280
stations to achieve the same coverage as Switzerland, as opposed to the 8
stations that were present in 2006.”
Of the limited in situ studies that have been undertaken over multiple years, a key
finding has been a high degree of temporal variability (Fitzharris et al., 1999). Snow
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courses that operated over a 12–period from 1962 in the Craigieburn Range of Canter-
bury showed that peak accumulation in the Craigieburn Range of Canterbury came
with a coefficient of variation of 44% (Morris and O’Loughlin, 1965; Fitzharris et al.,
1999). In the same region Moore and Prowse (1988) found that peak accumulation
could exceed twice the mean for some years. Further south, in Central Otago, ob-
servations of seasonal snow accumulation and ablation over the period 1963–1979
echoed high variability, both in within and between years. Relative to the winter with
maximal snow cover, a deficit in snow water equivalent of 40% was observed for the
driest winter (Harrison, 1986b). Currently, there are no long term snow courses oper-
ating in New Zealand.
2.3.2.1 Snow pack modelling and contribution to runoff
Due to the lack of routine and long term observational records, snow studies in New
Zealand have been highly dependent on modelling. Ultimately, such modelling stud-
ies are constrained by the scarcity of data available for model development and val-
idation, and may be geographically biased towards the locations of observational
sites. Amongst the modelling studies that have been undertaken, there has been a
general evolution toward increasing geographic scales. Recent efforts have focused
on the large hydro-electricity catchments of the South Island, as well as national-
scale assessments.
Kerr (2013) examined the snowmelt contributions to runoff across New Zealand by
calculating the snow melt runoff proportion for all river reaches contained in the
River Environments Classification (REC) (see Snelder et al., 2010). Determined using
a simple water balance approach, this provided the first comprehensive, nation-wide
estimates of snowmelt contribution to streamflow.
The contribution of snow melt to runoff and stream flow has been regularly assessed
in New Zealand using the TopNet model, the national hydrological model. TopNet
includes a snow module and has been applied to both the Waitaki and Clutha Catch-
ments (Clark et al., 2009; Poyck et al., 2011; Caruso et al., 2017). While TopNet is able
to model the snow pack for 100 m elevation bands, the snow module is implemented
as a relatively simple enhanced degree-day model, and is not constrained by obser-
vational data (Caruso et al., 2017). Furthermore, because it is hypsometrically semi-
distributed, it has limited ability to resolve sub-catchment spatial variability.
Utilising MODIS derived SCA data, Sirguey (2009a) demonstrated both the shortfalls
of SnowSim, a simple conceptual snow model(Fitzharris and Garr, 1995; Clark et al.,
17
CHAPTER 2. RESEARCH CONTEXT AND RATIONALE
2009), and the benefits of implementing the SCA forced Snowmelt Runoff Model
(SRM, (Martinec, 1975)) for modelling snow pack evolution and runoff. The MODIS
SCA forced implementation of SRM was able to be successfully calibrated (over the
period 2000–2003) and run (over the period 2003–2007) for the Ohau, Pukaki and
Tekapo sub-catchments of the Waitaki Catchment. This work demonstrated both
higher than previously estimated contributions of snow melt to lake inflows, and the
role of increased glacier melt in sustaining runoff during a severe drought in the 2005
hydrological year. Despite the advantages shown for assimilating remotely sensed
snow information into hydrological models, there has been no operational deploy-
ment of such approaches in New Zealand.
Recent modelling of the hydrological response of the Clutha Catchment to climate
change has included a significant snow hydrology component (Jobst, 2017; Jobst
et al., 2016, 2018). This work highlighted the changing mix of runoff expected within
the Clutha Catchment in the future. A temperature driven decrease in snow accu-
mulation and storage was found to result in higher winter streamflows and reduced
summer flows. Jobst (2017) demonstrated the slight improvement of a conceptual
energy balance model over a degree day model for modelling snow within a fully dis-
tributed hydrological model for the Clutha Catchment. The contribution to runoff
uncertainty, of up to 9%, that may originate within the snow component of a hy-
drological model was also highlighted (Jobst, 2017; Jobst et al., 2018). These factors
highlight the need for accurate measurement and characterisation of seasonal snow
for future model development and assessment.
2.3.2.2 Seasonal snow and climatic variability
The response of seasonal snow, and precipitation more generally, to climatic vari-
ability has received some research attention in New Zealand (e.g., Mckerchar and
Pearson, 1996; McKerchar et al., 1998; Tait and Fitzharris, 1998; Purdie and Bardsley,
2010). Primarily, this body of work has been motivated by the need to provide sea-
sonal lake inflow forecasts for hydro-electric power generators, and is often carried
out in the context of large scale teleconnections. One of the more reliable signals that
has emerged is the impact of the negative southern oscillation index (SOI) phase (El
Nińo events) in the spring (McKerchar et al., 1998). Westerly winds are enhanced un-
der such conditions and precipitation rates on the Main Divide of the Southern Alps
increase. This results in increased spring snowfall at high elevations.
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2.3.2.3 The outlook for seasonal snow in New Zealand
New Zealand has experienced an increase in temperatures associated with climate
change throughout the 20th and early 21st centuries (Mullan et al., 2010). Increases
in temperature are expected to continue into the future (Mullan et al., 2016). Despite
this, observations and quantification of changes in seasonal snow in New Zealand
in response to climate change are not forthcoming. This is in spite of the fact that
widespread and persistent reductions in glacier volume have been observed and doc-
umented (e.g., Chinn et al., 2012).
There has been limited research concerning future projections for seasonal snow in
New Zealand. The work described in Hendrikx et al. (2012) and Hendrikx and Hreins-
son (2012) represents the most specific modelling and analysis of future seasonal
snow projections for New Zealand, with a particular focus on the snow sports indus-
try in Hendrikx and Hreinsson (2012). Using an ensemble of 12 general circulation
models (GCMs) and the A1B emissions scenario (which results in an 0.85–1.0°C tem-
perature increase, and precipitation increases of up to 7.5% across the Southern Alps
for the period 2030–2049 relative to 1980–1999), projections suggest a reduction in
the snow pack between 32 and 79% at 1000 m and between 6 and 51% at 2000 m, by
2090 (Hendrikx et al., 2012).
More recently, Cameron et al. (2017), Cameron and Bird (2019) and Macara et al.
(2019) have explicitly included snow when reporting on potential climate change im-
pacts to local government authorities within the Otago Region of the lower South
Island. These works have included some consideration of seasonal snow, which has
economic importance within the region in terms of both water supply and tourism.
Macara et al. (2019) employed a simple approach to determine the current number of
snow days2 for the reference period 1986–2005 across the Otago Region. Changes in
the number of snow days for the periods 2031–2050 and 2081–2100 were determined
under representative concentration pathway (RCP) 4.5 and RCP 8.5. The strongest
signal of a reduction in the number of snow days was seen for the 2081–2100 period
under RCP 8.5, with changes less pronounced under RCP 4.5 and during the 2031–
2050 period.
Cameron et al. (2017) and Cameron and Bird (2019) employed a more sophisticated
approach to modeling future changes in seasonal snow within the Otago Region by
implementing the model developed by (Clark et al., 2009). This approach revealed a
significant reduction in snow cover duration and snow covered area under RCP 8.5
within the Queenstown Lakes District of Otago (Cameron and Bird, 2019). Peak snow
2Days on which precipitation would be expected to fall as snow.
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cover duration (SCD) was reduced by up to 20%, and the eastern part of the district,
an important area for winter tourism, was found to be strongly affected. It should be
noted, however, that changes in SCD and SCA are much less pronounced under RCP
2.6 and 4.5, and for the mid point of the 21st century. For the mountain ranges of the
Central Otago District, Cameron et al. (2017) modeled substantial decreases in snow
water storage volume for the periods 2040–2049 and 2090–2099 with respect to the
2000–2009 reference period. Again, future changes are most pronounced under RCP
8.5, and there was minimal difference detected between 2040–2049 and 2090–2099
under RCP 2.6.
Local modelling studies, to date, have suffered from a lack of observational data con-
cerning seasonal snow in the mountains of New Zealand. In turn, this limits the ex-
tent to which models can be robustly developed and the rigor with which physical
processes can be parameterised. Despite the existence of strong climatic gradients
from west to east across the South Island, modern in situ observational records that
have been utilised in model development are geographically biased to locations on
or near the Main Divide (Hendrikx and Harper, 2013b). Such an approach depends
on the assumption that the alpine areas of the South Island may be lumped as a
single climatic unit (e.g., Chinn et al., 2012, in the case of glaciers specifically), and
that spatial variability in seasonal snow processes is minimal and negligible. Beyond
comparisons between detailed, but ad-hoc temporally disparate field investigations
of seasonal snow processes (e.g., Morris and O’Loughlin, 1965; Archer, 1970; Prowse
and Owens, 1982; Moore and Owens, 1984; Harrison, 1986b,a; Barringer, 1989; Sims
and Orwin, 2011; Kerr et al., 2013; Webster et al., 2015), direct testing of this assump-
tion is not readily available in New Zealand.
2.4 Measurement, characterisation and modelling of
seasonal snow
Snow is recognised as being difficult to measure and characterise in situ. Factors con-
tributing to this are the remoteness of locations where snow may need to be sampled,
the adverse environmental conditions that may be encountered in such locations,
and the high spatial variability of snow depth (Grünewald and Lehning, 2015), as well
as variability and uncertainty in snow density (Raleigh and Small, 2017). Such vari-
ability demands either intensive measurement campaigns to collect representative
samples (e.g., Kerr et al., 2013), or the reliance on crucial assumptions if relying on
measurements made at a single point (Clark et al., 2011).
20
2.4. MEASUREMENT, CHARACTERISATION AND MODELLING OF SEASONAL SNOW
SWE can be quantified from two relatively simple measurements, namely depth and
density (Armstrong and Brun, 2008). Both of these variables, however, are difficult to
resolve and characterise beyond point locations. Even collecting continuous records
of these parameters at a single location can be challenging. Furthermore, it is of-
ten desirable to examine the historic snow pack, prior to the existence of observa-
tional records, or to make future projections. In these cases, models are frequently
relied upon to characterise the snow pack beyond the spatial and temporal bounds
of available observations. While simple snow models exist, and may perform ade-
quately for some locations and purposes (Bavera et al., 2014), there is an increasing
shift to more complex physically based models, that attempt to recreate the physi-
cal processes governing the state and evolution of the snow pack as comprehensively
as possible (e.g., Pomeroy et al., 2007; Lafaysse et al., 2017; Tuzet et al., 2017). Given
the complexity of processes that need to be represented within such models, across
a range of temporal and spatial scales, there are subsequent demands for more com-
plex measurements of snow and meteorological parameters at measurement sites, in
order to better understand and model the relevant physical processes (Raleigh et al.,
2016).
Historically, studies of seasonal snow processes have relied on in situ observations.
With biweekly temporal resolution, Anderson et al. (2014) gained substantial insights
into physical controls on seasonal snow processes, albeit with a dependence on sta-
tistical scaling to relate transect scale observations to basin scale processes. Alterna-
tively, the nature of automated snow measurement instrumentation often precludes
continuous in situ measurement across networks sufficiently dense to characterise
fine scale spatial variability. Kinar and Pomeroy (2015b) provide a comprehensive re-
view of instrumentation and techniques for measuring snow depth and characteris-
ing snow packs. In summary, instrumentation and methodologies exist for obtaining
accurate, and temporally continuous, measurements of snow depth and related snow
pack properties at point locations. Despite this, adequately resolving the high spatial
variability of snow depth remains a challenge. This is exacerbated by local field con-
ditions, such as exposure to wind or the complexity of the topography and vegetation
increasing further the spatial variability in snow depth (Musselman et al., 2008; Clark
et al., 2011; Kerr et al., 2013; Winstral and Marks, 2014). Terrestrial Laser Scanning
(TLS) (e.g., Revuelto et al., 2016) can provide high resolution, spatially continuous
measurements of snow depth, accompanied by high levels of accuracy. Bridging the
in situ–remote sensing interface, TLS can resolve snow depth at a fine scale across
relatively large areas and offers flexible temporal resolution. Despite these advan-
tages, TLS remains limited by view-obstruction and logistical challenges of placing
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equipment in situ in complex terrain.
2.4.1 Remote sensing as a tool for snow measurement
Remote sensing has provided substantial advances in quantification of seasonal
snow variability, with imaging sensors supporting spatial and temporal resolutions
that allow a range of scales to be explored. Space-borne satellite imagers, partic-
ularly optical sensors, provide a synoptic view and have provided a step-change in
capability for mapping and characterising snow covered areas, despite trade-offs be-
tween competing resolutions (Andersen, 1982; Dozier, 1989; Nolin and Dozier, 1993;
Hall et al., 2002, 2015; Rittger et al., 2013; Sirguey et al., 2009). The potential of satel-
lite imagery for mapping snow cover, particularly in under-observed regions such as
New Zealand has long been recognised (NZHS, 1969; Fitzharris and McAlevey, 1999;
Fitzharris et al., 1999; Thomas et al., 1978). The modern generation of sensors, oper-
ating since the year 2000, have made this a practical reality.
The MODerate resolution Imaging Spectroradiometer (MODIS) has been operated
by the National Aeronautic and Space Administration (NASA) of the USA aboard the
TERRA satellite platform since 2000, and on board the AQUA satellite platform since
2002. MODIS permits near-daily mapping of snow covered area (SCA) at continen-
tal to global spatial scales, albeit with relatively coarse spatial resolution. More re-
cently, advances of geostationary meteorological satellites such as Himawari 8 & 9
(operated by the Japan Meteorological Agency) sees comparable spatial resolution to
MODIS acquired in near real-time (Bessho et al., 2016). Multi-spectral sensors such
as Sentinel-2A & B (European Space Agency Copernicus Programme), and Landsat 8
(United States Geological Service and NASA) continue to improve the temporal res-
olution of imagery suitable for mapping snow covered area at resolutions of 10 – 30
m (Malenovský et al., 2012; Roy et al., 2014). Passive and active microwave sensors
offer the capacity to retrieve estimates of snow water equivalent directly from space-
borne platforms, but also suffer substantial limitations, including coarse spatial res-
olution in the case of passive microwave sensors, and/or complications associated
with complex terrain (Lemmetyinen et al., 2018). Despite the progress in mapping
SCA, reliable determination of snow depth, particularly in complex terrain, remains
challenging. Modern, very high resolution stereo-capable imagers show promise for
retrieving snow depth over large areas, from space, although the influence of topog-
raphy on uncertainties, and complications introduced by shadows in alpine terrain
demand attention (Marti et al., 2016). More recently, promising results have been re-
ported for mapping snow depth and detecting variability across the Northern Hemi-
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sphere at spatial resolutions down to 1 km2 (Lievens et al., 2019).
Advances in Light Detection and Ranging (LiDAR) technologies have become in-
creasingly relevant for measurement of snow depth, firstly from air (Deems et al.,
2013; Painter et al., 2016) and more recently from space-borne platforms (Treichler
and Kääb, 2017). Of the three modes of LiDAR data capture, Terrestrial Laser Scan-
ning (TLS) (e.g., Revuelto et al., 2016) has good performance but is accompanied by
practical limitations concerning placement and obstruction. Airborne LiDAR pro-
vides a balance of spatial resolution and accurate surface elevation measurement
and, combined with density estimates, can provide SWE estimates at the catchment
scale across substantial areas of hundreds of square kilometres (Painter et al., 2016).
High financial costs and logistical challenges, however, preclude regular airborne Li-
DAR data capture in many regions globally. Treichler and Kääb (2017) assessed ICE-
Sat (operated by NASA) LiDAR data, which is designed primarily for measuring sur-
face elevation over polar regions, to characterise seasonal snow depth in sub-polar
southern Norway. Despite reasonable estimates of snow depth, measurements were
accompanied by relatively large errors for most temperate locations. ICESat mea-
surements are also limited by their punctual nature and footprint, yielding a relatively
sparse and coarse spatial distribution, in turn complicating inferences about spatial
variability. ICESat-2 (NASA) provides substantial improvements over ICESat in terms
of the spatial resolution and frequency of measurements (Markus et al., 2017) and is
a promising technology for future mapping of snow depth from space.
Although direct observation of snow depth and SWE from space remains compli-
cated, methodologies for extracting SCA from MODIS imagery can now provide rel-
atively long records of spatio-temporal variability in SCA, itself a useful climatic in-
dicator (Clark et al., 2009; Estilow et al., 2015). This is evidenced by the recent emer-
gence of studies examining spatial and temporal variability in seasonal snow cover,
and snow cover climatologies, across medium to large spatial scales (e.g., Gascoin
et al., 2015; Saavedra et al., 2017; Hammond et al., 2018; Saavedra et al., 2018).
2.4.1.1 Optical properties of snow
Snow can be considered “bright”, with high reflectance across much of the visible
(VIS) part of the electromagnetic spectrum (Warren, 1982). At these wavelengths, it
is amongst the brightest targets covering large areas of the Earth’s surface. As shown
in Figure 2.4, the reflectance of snow is reduced at wavelengths greater than 0.8 μm,
with strong absorption bands occurring through the short–wave infrared (SWIR) re-
gion (Warren, 1982; Dozier and Marks, 1987). Low reflectance of snow at SWIR wave-
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lengths relative to wavelengths less than 0.8 μm is particularly important for the dis-
crimination between snow and cloud. In the case of cloud, reflectance is similar
between VIS and SWIR wavelengths (Dozier and Marks, 1987). There is a long his-
tory of exploiting the difference in reflectance of snow between the VIS and SWIR
wavelengths for snow mapping, dating back to the 1970’s (Hall and Riggs, 2011).
Work using band ratios to discriminate snow pixels from cloud and other land cover
classes has culminated in the wide adoption of the Normalised Difference Snow In-
dex (NDSI) which exploits the increased reflectance of snow at green wavelengths
and reduced reflectance at SWIR wavelengths (Salomonson and Appel, 2004; Nolin,






where ρ is the surface MODIS reflectance in bands 4 (green) and 6 (SWIR, 1.65 μm,
see Figure 2.4). The NDSI returns values in the range -1–1, and a pixel is considered
as snow whenNDSI > 0.4. The classification may be enhanced with additional tests,
such as ρ2 > 0.11 and ρ4 > 0.10. Where ρ is the surface MODIS reflectance in bands
2 and 4, and through the incorporation of thermal tests (Nolin, 2010; Hall and Riggs,
2011).
Figure 2.4 Reflectance of terrestrial snow and ice targets across the spectral region
occupied of 0.38–3 µm. Grey bars indicate the location and width of MODIS spec-
tral bands, while orange bars mark MODIS bands 1–7 (i.e., the “land” bands) specif-
ically. Data from the EcoStress Spectral Library (https://speclib.jpl.nasa.
gov/library) and NASA MODIS Web (https://modis.gsfc.nasa.gov/about/
specifications.php).
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2.4.1.2 Optical remote sensing of snow - retrieval of snow covered area
The primary metric considered in the context of optical remote sensing of snow is
SCA. SCA is an important concept in snow hydrology, and is often used to describe
the dynamics of snow cover within a basin in relation to the SWE available for runoff
using depletion curves (Homan et al., 2010). Providing a synoptic view, satellite re-
mote sensing platforms offer an attractive means to map SCA. The scale at which SCA
can be mapped depends on the spatial resolution of the sensor. Relatively high spa-
tial resolution and a relatively long history are provided by the Landsat record (e.g.,
Margulis et al., 2016). At Landsat scale spatial resolution, SCA mapping using a bi-
nary thresholding approach to NDSI (Nolin, 2010) may be sufficient for many snow
hydrology applications. The usefulness of Landsat, however, is limited by its 16–day
repeat cycle, which reduces the likelihood of cloud-free acquisitions. With daily to
near-daily revisit times over most of Earth, MODIS substantially increases the prob-
ability of cloud-free retrievals. The spatial resolution of MODIS is relatively coarse,
however, at 250 m for bands one and two, and 500 m for bands three to seven. Col-
lectively known as the “land bands” ( Figure 2.4), these are the MODIS bands of most
importance for mapping snow. MODIS snow products are therefore typically avail-
able at spatial resolutions of 500 m (Dozier and Frew, 2008).
The fractional snow covered area (fSCA), the viewable fraction of snow cover within
a pixel, is a useful way to deal with the “mixed pixel” problem that occurs with the
relatively coarse resolution of MODIS (Dozier and Frew, 2008; Nolin, 2010). There are
two main approaches to deriving fSCA; NDSI correlation (e.g., Salomonson and Ap-
pel, 2004) and spectral unmixing (e.g., Painter et al., 2003, 2009; Sirguey et al., 2009).
Spectral unmixing involves the decomposition of the mixed pixel spectrum into a set
of distinct spectra associated with specific endmembers, which usually correspond to
expected landcover classes within the scene. For each endmember an abundance, or
fraction, indicates the occupied proportion of the pixel (Keshava and Mustard, 2002).
In this way, the proportion of a pixel occupied by snow, compared to alternative land-
cover classes such as rock and vegetation can be determined, and thus snow cover
can be mapped at a sub-pixel level (e.g., Sirguey et al., 2009). In the case of Sirguey
et al. (2009) a further advantage is offered by improving the resolution of snow cover
products to 250 m via image fusion (Sirguey et al., 2008). In scenes containing a wide
range of landcovers, spectral unmixing often out-performs NDSI approaches to map-
ping SCA (Masson et al., 2018).
While a major advantage of MODIS imagery is the daily acquisition over New
Zealand, the New Zealand region is also affected by regular and persistent cloud
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cover. Cloud cover is a significant limitation on the ability to detect and map snow
using multispectral imagery. The impact of cloud cover on observations can be over-
come by “cloud-filling” the imagery time series. This involves the estimation of snow
presence or fSCA for pixels that are obscured by cloud. There have been many ap-
proaches suggested, and these can be broken down into four categories (Li et al.,
2019):
1. Spatial methods, whereby the obscured pixel is classified based on the nearest
neighbouring visible pixels,
2. Temporal methods, whereby the obscured pixel is classified based on that
pixel’s snow cover on adjacent cloud-free dates (Figure 2.5),
3. Spatio-temporal methods, whereby the spatial and temporal signals utilised by
1 & 2 are combined in order to improve accuracy,
4. Multi-source fusion, whereby complementary data from multiple sources (e.g.,
optical and microwave satellite observations and in situ station observations)
are combined to infer snow cover within cloud obscured pixels of optical im-
agery.
Approaches 1 and 2 provide examples that depend on the spatial and temporal cor-
relation of snow cover, respectively. Approaches 3 and 4 then leverage correlation
in space and time. Spatial correlation of snow cover at the MODIS scale is expected
to be governed by terrain, while temporal correlation is a product of the pixel scale
SCA depletion rate. Dozier et al. (2008) demonstrated the efficacy of the temporal
method by estimating pixel fSCA through the time dimension using a spline interpo-
lation (Figure 2.5). Temporal methods, such as that proposed by Dozier et al. (2008)
are attractive in that they require no information other than that contained within a
time series of raster snow cover maps.
26
2.4. MEASUREMENT, CHARACTERISATION AND MODELLING OF SEASONAL SNOW
Figure 2.5 Spline interpolation approach to cloud-filling as suggested by Dozier et al.
(2008).
2.4.2 Snow as a target for photogrammetry
2.4.2.1 Modern approaches to photogrammetry
While photogrammetry is defined as the process of making metric measurements
from photographs, it most commonly relates to the three-dimensional (3D) recon-
struction of a scene, or landscape, relying on the principles of stereoscopy. The re-
construction of (3D) scenes from photographs depends on, at a minimum, two over-
lapping images (i.e., a stereo pair), or increasingly commonly, a block of multiple
overlapping images (Triggs et al., 1999). This is achieved by relating the X, Y, Z co-
ordinates of the object (ground) space to the x, y coordinates of the image plane via
the collinearity equations. Achieving this requires knowledge of the exterior and inte-
rior orientation of the camera at the time of image acquisition (Ebner and Fritz, 1980;
Linder, 2016). The exterior orientation is comprised of the position of the perspective
center (X0, Y0, Z0) and the orientation of the camera (ω, ϕ, κ) in the object coordinate
system (Figure 2.6). The orientation parameters relate to:
ω roll, the rotation of the platform about the x axis;
ϕ pitch, the rotation of the platform about the y axis; and
κ yaw, the rotation of the platform about the z axis,
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where the camera is assumed to be rigidly fixed to the platform. Ground control
points (GCPs) provide known object point coordinates (X, Y, Z1...3 in Figure 2.6) to





















Figure 2.6 Exterior orientation parameters relating the image plane to the object plane.
A single image frame is shown for clarity.
While the exterior orientation describes the position and orientation of the camera
with respect to the object environment, the interior orientation describes the lens–
sensor geometry of the camera (Figure 2.7). Key parameters of the interior orienta-
tion are the (Linder, 2016):
f focal length, which, combined with the flying height determines the im-
age scale, and subsequently the ground sampling distance (GSD, equiva-
lent to the spatial resolution),
PPA principal point of autocollimation, which describes the offset between
the optical centre of the camera lens array and the fiducial centre of the
image plane (film in an analog camera, or digital sensor in a digital cam-
era).
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Accurate photogrammetic measurement also relies on a model of the camera dis-
tortion. Models such as those developed by Brown (1965; 1971) are used to correct

















Figure 2.7 Interior orientation parameters relating the image plane to the object plane.
The resulting 3D scene permits accurate geometric measurements, and and is often
produced in terms of geographic space. Photogrammetry has a long history, primar-
ily as a tool for high quality topographic mapping via aero-triangulation (AT). His-
torically, robust and accurate AT has required high quality, calibrated metric cameras
which ensure stability and precision of the interior orientation. Additionally, deter-
mining the photogrammetric model to relate sensor (camera) to object (geographic)
coordinates is analytically complex. Together, these factors have contributed to
photogrammetry occupying a niche as a mapping technique (Westoby et al., 2012).
Through the twentieth century, bundle adjustment, which facilitates the optimal re-
finement of the 3D scene and camera position and pose, has emerged as the preferred
means of solving the photogrammetric problem (Triggs et al., 1999). Bundle adjust-
ment also provides an efficient means to solve across blocks of multiple images (Fig-
ure 2.8). Recently, several major advances have made photogrammetry increasingly
accessible:
1. The development of mathematical methods that allow for camera “self-
calibration”, eliminating the need for the high precision calibrated “metric”
cameras that have traditionally been relied upon for photogrammetry (e.g.,
Brown, 1965, 1971; Pollefeys et al., 1998).
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2. The development of computer vision algorithms that are capable of identifying
a large number of common targets (conjugate points) across a set of overlap-
ping images, and utilising these targets to register and orient the images rela-
tive to each other (e.g., the Scale-invariant Feature Transform, or SIFT (Lowe,
1999)) and eventually carry out the stereo-matching needed to reconstruct the
3D scene (e.g., semi-global matching, or SGM (Hirschmuller, 2005, 2008)).
3. An increase in available computing power that has allowed the implementation






object plane (X2, Y2, Z2)
(X1, Y1, Z1)
flight path
Figure 2.8 Simplified bundle block geometry in the context of imagery acquired by fixed
wing RPAS.
The combination of factors 1–3 listed above have seen the rise of digital photogram-
metry based on modern computer vision techniques and leveraging highly redun-
dant image blocks. Such software implementations are often referred to as Structure
from Motion (SfM). Because SfM approaches are often designed to work with un-
ordered sets of images (e.g., Snavely et al., 2007), they may permit a photogrammetric
solution when flight and image geometry is sub-optimal relative to the requirements
of traditional AT (Colomina and Molina, 2014). These factors reduce the dependence
on operator expertise and specialised hardware for photogrammetric processing.
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Subsequently, the use of less conventional platforms such as remotely piloted air-
craft systems (RPAS) as well as consumer grade cameras is facilitated (Colomina and
Molina, 2014). Ultimately, this has seen considerable growth in the popularity of pho-
togrammetry as a research tool across the earth sciences. While the emergence of SfM
has seen a proliferation of studies appearing in the literature, it is important to note
that it is one approach to photogrammetric modelling amongst many (Triggs et al.,
1999). Importantly, despite the progress that underpins modern digital photogram-
metry, the fundamental requirements for accurate photogrammetric modelling re-
main unchanged. The potential for modern solutions to conceal important aspects
of the photogrammetric problem comes with the risk of less robust solutions (Triggs
et al., 1999).
2.4.2.2 Applications of modern photogrammetry to studies of seasonal snow
The application of modern photogrammetric techniques in the earth sciences is be-
coming routine, and this extends to the study of snow. Photogrammetry is partic-
ularly attractive for providing spatially distributed and continuous measurements
of snow depth via differencing of digital surface models (DSMs). Recently, numer-
ous promising examples have been presented of snow depth measurement by pho-
togrammetric processing of optical imagery. Platforms for imagery acquisition have
most commonly been RPAS (e.g., Bühler et al., 2015; Vander Jagt et al., 2015; Bühler
et al., 2016; De Michele et al., 2016; Harder et al., 2016; Marti et al., 2016; Bühler et al.,
2017; Cimoli et al., 2017; Avanzi et al., 2018; Fernandes et al., 2018; Eker et al., 2019),
but imagery acquired by manned aircraft (e.g., Nolan et al., 2015) and satellite (e.g.,
Marti et al., 2016) has also been used successfully. Reported uncertainties, typically
provided as RMSE with respect to snow depths measured by probing, typically range
between 0.05 and 0.2 m (Table 2.1).
While all examples provide snow depth mapped continuously across a target area,
RPAS are particularly attractive as they provide flexibility in timing, and due to their
low flying heights, provide data at very high spatial resolution. At the same time,
this typically results in a trade off with total areal coverage, particularly where multi-
rotor type platforms are used (Table 2.1). To date, there has been no study repeat-
edly mapping snow depth across an entire hydrological basin of any size in this way,
with most studies focused on assessment and validation of RPAS photogrammetry
for snow depth mapping across a range of settings and scales. Mapping snow depth
at a high resolution across a complete basin is desirable because it allows a total snow
pack mass balance to be determined. This information is of interest for further hy-
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drological analysis, as well as reducing the uncertainty in the development and as-
sessment of snow-hydrology models. Mapping snow depth across an entire basin
would represent a substantial step up in geographic coverage of high spatial reso-
lution snow depth measurements, which historically have primarily occurred at the
plot (tens of metres, e.g., López-Moreno et al. (2011)) to slope (hundreds of metres)
scale.
The high reflectance of snow across the VIS range of wavelengths that is advanta-
geous for mapping SCA from multispectral satellite imagery represents a specific
challenge for photogrammetry. This is because all modern approaches to pho-
togrammetry depend on contrast that provides “texture” in the target surface. Surface
texture is the fundamental characteristic that allows the automatic detection, extrac-
tion, and measurement of features within the image block, which underpin modern
photogrammetry (Westoby et al., 2012).
At a hardware level, image contrast is a product of the dynamic range of the cam-
era system, and appropriate exposure settings. In the case of digital cameras, this is
related to the sensor size and resolution, where resolution is defined as the number
of pixels contained within the sensor. Since maximising the signal to noise ratio of
an image depends on maximising the incident light received by each pixel from the
target scene, camera exposure is typically managed by balancing the exposure time
(shutter speed), the sensor sensitivity (ISO, or gain), and the aperture diameter. In
the case of aerial photography, shutter speeds are generally high (exposure time less
than 1/1000 s) in order to minimise the effects of motion-blurring, wide apertures
are preferred, and the sensor sensitivity must be varied to account for lighting con-
ditions during the flight. Given these restrictions on settings that may otherwise be
varied freely for a desired photographic effect, the physical pixel size on the sensor
becomes increasingly important, as larger pixels will receive a larger incident flux
for a given exposure time. Figure 2.9 illustrates the relative sizes of sensors typi-
cally used in consumer digital cameras. APS-C sized sensors have proven popular
to date for RPAS photogrammetry, as they provide a balance between size, weight
and photogrammetric performance (Table 2.1). The use of smaller sensors is likely to
degrade photogrammetric performance. Utilising near infrared (NIR) enabled cam-
eras, which capture imagery across wavelengths where the reflectance of snow is re-
duced potentially provides an alternative means to increase contrast and therefore
photogrammetric performance over snow (e.g., Bühler et al., 2017).
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Figure 2.9 Relative sizes of sensor formats commonly used in digital cameras. The blue
shaded region highlights the APS-C format, which is used in this thesis.
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2.4.3 Modelling of seasonal snow
Despite the progress that has accompanied the previously described remote sensing
techniques, measurement of seasonal snow remains challenging, and modelling pro-
vides an avenue for determining the state of a snow pack at a point in time. Further-
more, there is a need to be able to model the future state of seasonal snow in order to
understand how it will respond to climate change. Snow models that are developed
and used for snow hydrology applications and for understanding cryospheric change
can be implemented with varying levels of complexity (Magnusson et al., 2015), and
may stand alone or be incorporated within broader hydrlogical or earth system mod-
els (e.g., ?). Model sophistication usually represents a trade-off between computa-
tional resource, availability of forcing data and the need (or lack of) for a spatially
distributed implementation (Marks et al., 1999).
The state of the snow pack at a point in time is the net result of accumulation and ab-
lation (?). The focus of seasonal snow models in the hydrological context is to ablate
the snow pack and determine the magnitude, timing and contribution of snowmelt
to runoff. The accumulation of the snow pack may be measured directly at a point
location, or may be modelled based on nearby precipitation observations above or
below the snow line. Where liquid precipitation observations are used it is necessary
to model the solid precipitation at the point of interest. This is typically achieved
using either a static threshold critical temperature, a linear function, or a non-linear
function (Clark et al., 2009; Harpold et al., 2016). Wind induced under catch at solid
precipitation gauges can introduce substantial uncertainty to snow accumulation es-
timates and should be accounted for (Kochendorfer et al., 2017). Modelled ablation
will comprise the melt component at a minimum, and may also include sublimation
(e.g., ?) and erosion by wind (e.g., ?). Wind erosion may remove more than 50% of
accumulated snow before melt begins (?).
The strategy for modelling melt can generally be divided into two categories (Hock,
2003; Kumar et al., 2013; Follum et al., 2019):
1. Temperature index (or degree-day) models
temperature index models rest on the assumption that there is a sound empir-
ical relationship between air temperature and ablation rates (Hock, 2003). In
their simplest form, temperature index models can be represented as (Clark
et al., 2009):
M =
mf (T − Tmelt), T ≥ Tmelt0 T < Tmelt or SWE = 0 , (2.2)
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where M is the snow melt rate (mm d−1), mf is the melt factor (mm K−1 d−1),
T is air temperature (K), Tmelt is the threshold temperature above which melt-
ing occurs and SWE is snow water equivalent. temperature index models offer
the significant advantage of being efficient to implement, and in their simplest
form require minimal input data. The simplicity of temperature index models,
and reasonable performance has led to their considerable popularity (Hock,
2003; Kumar et al., 2013). The melt factor is typically determined empirically
and reflects the characteristics of the surface energy balance at a calibration
site. This represents a substantial limitation of the temperature index approach,
as the assumption that controls on snow melt are spatially uniform is rarely
valid. For sites where the sensible heat flux dominates the energy balance, the
melt factor will be relatively low due to high air temperature sensitivity. Alterna-
tively, where other components of the energy balance become more important
then the melt factor must increase to achieve sufficient melt as a function of
air temperature. One relatively simple extension to improve the performance
of the temperature index model is to introduce a time-varying melt factor that
reflects variability in solar radiation typically at seasonal timescales (e.g., Slater
and Clark, 2006; Magnusson et al., 2015).
2. Energy balance (or physically based) models
Energy balance models attempt to recreate the physical processes that drive
phase change, and therefore ablation, of the snow pack. This requires resolving
the energetic fluxes that occur between the snow pack, the overlying atmo-
sphere and the underlying ground. The components typically included in the
snow pack energy balance are: Incoming and outgoing short- and long-wave
radiation, the turbulent sensible and latent heat fluxes, the ground heat flux
and energy advected from external sources. Therefore, the energy balance is
usually expressed as (Pomeroy et al., 2007):
Qm = Qn +QH +QE +QG +QD (2.3)
where: Qm is the energy available for melt, Qn is net radiation, QH is the tur-
bulent sensible heat flux, QE is the turbulent latent heat flux, QG is the ground
heat flux and QD is the energy associated with advection of heat from external
sources (e.g., rain). In some implementations QD may be further broken
down into explicit components. Where Qm provides the energy available for
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melt, runoff generation may be approached in different ways. The sum of
Qm and all of its constituent fluxes must be equal to dU/dt, which is the rate of
change of energy stored within the snow volume per unit surface area per unit
time (Pomeroy et al., 2007). Using the energy balance approach M may be





where M is the snow melt rate (mm d−1) (as for Equation 2.2), ρw is the den-
sity of water (1000 kg m−3), B is the thermal quality of snow and hf is the latent
heat of fusion of ice (333.5 kJ kg−1). Properties of the snow pack that influence
the energy balance vary over time. These include the snow albedo, which de-
scribes the proportion on incoming shortwave radiation reflected at the snow
surface and exerts a strong control on Qn, as well as thermal conductivity and
liquid water capacity and content (Essery et al., 2013). BecauseQn typically pro-
vides the majority of snowmelt energy, errors in radiative forcings can introduce
large uncertainties to M (Lapo et al., 2015). In order to fully characterise the
surface–atmosphere interactions that control snow melt, energy balance mod-
els are commonly coupled with physical snow models that attempt to recreate
the evolution of physical properties of the snow pack (e.g., Lehning et al., 2002;
Lafaysse et al., 2017; Tuzet et al., 2017). The resulting models are capable of
high levels of accuracy, while increasingly complex, computationally demand-
ing and ideally driven by field observations of critical variables. Coupled phys-
ical models typically become increasingly dependent on parameterisations for
terms (or their constituents) that are not easily measured in the field, and model
complexity doesn’t necessarily improve performance (Magnusson et al., 2015).
The large range of potential parameterisation configurations is an important
source of uncertainty and can result result in sub-optimal model performance
(Essery et al., 2013).
Additionally, there are examples of enhanced temperature index, or hybrid models,
which are underpinned by a temperature driven daily melt factor, but include addi-
tional terms potentially including radiation, latent heat, sensible heat, rain and snow
density (Hock, 2003; Bormann et al., 2014; Jobst, 2017). A well known example is the
so called “Anderson model” (Anderson, 1973). While relying on generalised param-
eterisations, the Anderson model offers several advantages over regular temperature
index models. It can resolve re-freezing of liquid water in the snow pack, it can ac-
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commodate the sometimes at times large contribution to melt energetics from ra-
diative fluxes, and turbulent fluxes are modulated by the wind speed. Furthermore,
relative to more sophisticated physically based models, hybrid models are computa-
tionally efficient, which is important for spatially distributed implementations.
While energy balance models perform well at the point scale, input data require-
ments and computational overhead have resulted in a preference for temperature
index based approaches (Walter et al., 2005), especially for spatially distributed snow
melt modelling. A longstanding challenge in snow modelling, particularly within
semi-distributed and fully distributed models is the effect of wind. Through the
processes of preferential accumulation and redistribution, the spatial distribution
of snow tends to be highly heterogeneous (Mott et al., 2010). While the transport
of snow between model elements can be represented (e.g., Pomeroy et al., 2007),
the representation of sub-element or sub-grid variability remains challenging. With
sufficient observational data, sub-grid variability may be characterised and parame-
terised using depletion curves (e.g., Luce and Tarboton, 2004), the snow depth coef-
ficient of variation (e.g., Liston, 2004) or empirical relationships with between snow
depth and physiographic parameters (e.g., Meromy et al., 2012).
Current efforts to improve the modelling of seasonal snow in New Zealand utilise
an enhanced temperature index approach that includes a radiation factor (Conway
et al., 2019). Implemented as a distributed model, performance at accurately repro-
ducing the timing and magnitude of melt has been found to be spatially variable. Al-
ternatively, seasonal snow has recently been represented within a hydrological model
of the Clutha Catchment using the model proposed by Anderson (1973)(Jobst, 2017;
Jobst et al., 2018). Jobst (2017) found that the Anderson model and a temperature
index model that was also implemented diverged in their output, the seasonal vari-
ability in SWE dampened by the temperature index model relative to the Anderson
model. The selection, design and improvement of snow models for New Zealand is
currently limited by a lack of observational data, which has resulted in a relatively
limited testing of key assumptions for distributed snow models.
2.5 Outlook and research opportunities
Understanding of seasonal snow processes in New Zealand is currently limited due to
a lack of observations. In turn, this limits the context for projections of future change
and hampers modelling efforts. Because of its highly dynamic nature, across a range
of spatial and temporal scales, multi-scale observations are required in order to better
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understand seasonal snow processes. Historically, ongoing measurement and char-
acterisation of seasonal snow has often occurred at the plot scale, over ranges up to
tens of metres. Such observations are typically used as the basis for modelling across
wider areas, and in effect scaled up to basin scales (e.g., Anderson et al., 2014). In-
creasing the geographic coverage of snow observations has generally been costly and
time consuming, so wide scale and/or spatially dense campaigns of snow depth mea-
surement are typically targeted at the time of peak accumulation (e.g., Clark et al.,
2011; Webster et al., 2015). This is usually effective for estimating total available wa-
ter stored in the snow pack and informing predictions of spring run-off, but is less
informative for understanding the processes that cause snow to accumulate prefer-
entially in particular areas, or for understanding temporal variability. The current
status of mature satellite remote sensing platforms such as MODIS that are suitable
for mapping snow, and emerging technologies such as RPAS photogrammetry offer
opportunities to address gaps in current knowledge. As such, several research oppor-
tunities are identified and discussed in the following sections.
2.5.1 Understanding spatio-temporal variability of snow in the
New Zealand context
There is a need to rectify New Zealand’s under-representation in terms of global ob-
servations of seasonal snow. Observations from New Zealand are important for un-
derstanding variability and change in seasonal snow in the local context, in both en-
vironmental and economic terms. Furthermore, observations of seasonal snow are
sparse in the Southern Hemisphere and New Zealand’s maritime situation may pro-
vide relatively unique insights into variability and change in seasonal snow under
climate change scenarios. Additionally, there is a need for improved observations of
seasonal snow in order to guide efforts to develop and implement improved snow
models in New Zealand.
Currently, snow models that are used operationally in New Zealand, or those that
have been used as a basis for future projections of seasonal snow under climate
change scenarios, have been based on the temperature index model approach. While
such models are efficient to implement, they may not capture the spatial variability
in processes controlling seasonal snow. Recent improvements include the enhance-
ment of the temperature index model approach via the inclusion of radiation in dis-
tributed models (e.g., Conway et al., 2019), which is expected to more realistically
reflect forcings on ablation, as well as the refreezing of liquid water within the snow
pack and enhancement of turbulent heat fluxes by wind (e.g., Jobst et al., 2018). Such
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approaches are still dependent on generalised parameterisations, however, and spa-
tial variability in the sensitivity of seasonal snow to the different forcings that drive
ablation is still not well understood or accounted for in New Zealand. The continued
improvement of snow modelling efforts in New Zealand will benefit from the ability
to resolve not only spatio-temporal variability of seasonal snow, but also from im-
proved understanding of the processes influencing observed variability.
2.5.2 Exploiting accumulated remotely sensed data for charac-
terising snow variability
The length of the MODIS record (extending back to the year 2000 aboard TERRA),
daily temporal coverage over New Zealand, and the existence of efficient and effec-
tive techniques for mitigating against the effects of cloud cover makes MODIS an at-
tractive tool for assessing spatio-temporal variability of seasonal snow cover at region
scales, especially where other observations are sparse, such as New Zealand. Given
the lack of in situ observations of seasonal snow in New Zealand, the MODIS record
is an attractive avenue for reconstructing seasonal snow cover back as far as the year
2000. There is a clear benefit to extending the work of Sirguey et al. (2009) and util-
ising MODIS to characterise seasonal snow cover for other large catchments in New
Zealand. The ability to develop a regional scale snow climatology (e.g., Gascoin et al.,
2015; Saavedra et al., 2017) as a baseline for assessing variability and change in sea-
sonal snow would be of benefit in an otherwise data-sparse region.
2.5.3 Emerging technologies for measuring snow depth
Rapid progress in the field of RPAS photogrammetry has seen RPAS become a widely
used tool in the earth sciences. RPAS provide a step change in capability for the three
dimensional mapping at very high resolution. MODIS now provides a proven tech-
nology for snow observations over large areas with high temporal resolution yet is
limited by its coarse spatial resolution in terms of observing and characterising fine
scale processes. In this context, the use of RPAS photogrammetry for mapping snow
depth in New Zealand, where seasonal snow processes are not well understood, is
promising. Such an approach first requires evaluation of the suitability of RPAS pho-
togrammetry, which is still an emerging and relatively immature technology in terms
of hardware and software. Specific to the case of measuring snow depth are the need
to ensure that errors are small enough to detect and measure shallow snow packs,
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and that the resulting snow depth maps adequately resolve the spatial variability of
snow depth. The use of RPAS to measure snow depth at high resolution offers encour-
aging potential to provide insights into the influence of factors including complex
terrain, wind, and vegetation on snow distribution. The influence of these factors on
the spatial distribution of snow is not yet well understood in New Zealand. The im-
proved insights available here offer not just a better understanding of seasonal snow
processes, but also a pathway towards better representing sub-grid variability within
distributed snow models.
2.5.4 The Clutha Catchment, New Zealand
While Sirguey et al. (2009) provided a significant contribution to seasonal snow obser-
vations in New Zealand using MODIS for the Waitaiki Catchment, the Clutha Catch-
ment also deserves attention. Bordering the Waitaki Catchment to the South, the
Clutha is New Zealand’s largest catchment, and features a large area above the sea-
sonal snow line. In contrast to the Waitaki Catchment, the Clutha contains a relatively
small glacierized area (Brunk and Sirguey, 2018), which may amplify the importance
of snowmelt runoff in the Clutha, which ranges from >20% for alpine headwaters to
10% at the Pacific Ocean (Kerr, 2013). Furthermore, the Clutha Catchment is char-
acterised by basin and range topography, with high mountain ranges extending from
the west into the central and eastern parts of the catchment where the prevailing
climate differs to that in the west (Macara, 2015). The Clutha has been the subject
of recent hydrological modelling efforts (e.g., Poyck et al., 2011; Jobst, 2017; Jobst
et al., 2018). While Jobst (2017) utilised MODIS data to assess the performance of the
model snow component, seasonal snow processes are typically not fully represented
in models that have been deployed to date.
2.6 Research questions
In light of the rationale provided above, the following research questions are defined,
and addressed by subsequent chapters of this thesis.
1. What is the nature of regional scale spatio-temporal variability in seasonal snow
cover in the Clutha Catchment, New Zealand? This question is addressed in
Chapter 3 by:
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(a) Producing a snow cover climatology for the Clutha Catchment, for the
years 2000–2016.
(b) Leveraging the snow cover climatology to examine basin-wide temporal
variability in snow covered area and snowline elevation.
(c) Characterising spatial modes of temporal variability of snow cover dura-
tion.
(d) Assessing the sensitivity of snow cover duration to variability in tempera-
ture, precipitation and synoptic scale processes.
2. Can snow depth be reliably measured at the basin scale using RPAS photogram-
metry? This question is addressed in Chapter 4 by:
(a) Carrying out a field campaign to repeatedly map snow depth across a small
alpine basin during the winter of 2016.
(b) Assessing the uncertainty and repeatability of snow depth mapping by
RPAS photogrammetry.
(c) Assessing the ability of RPAS derived snow depth maps to resolve the fine
scale spatial variability in snow depth.
3. What is the nature of fine-scale variability in snow depth and SWE at the small
basin scale? This question is addressed in Chapter 5 by:
(a) Quantifying the basin snow pack mass balance at six epochs over two win-
ters.
(b) Characterising the spatial structure of snow depth and SWE distribution
across the study basin.
(c) Assessing the temporal persistence of the spatial structure of snow depth.
(d) Utilising regression trees to model the relationships between predictive




variability in seasonal snow cover at a
regional scale from MODIS data: the
Clutha Catchment
This chapter is based on Redpath et al. (2019). It has undergone minor edits to ensure
consistency with the thesis and minimise repetition. Supplementary material from
the paper has been included in the main body of text here.
3.1 Introduction
Globally, seasonal snow packs represent an important, yet vulnerable water resource
(Barnett et al., 2005; Mankin and Diffenbaugh, 2015), and play a major role in earth-
atmosphere energy exchange (Estilow et al., 2015). A decline in seasonal snow cov-
ered area (e.g., Estilow et al., 2015; Borman et al., 2018), and shifts in the timing of
snowmelt runoff have been observed in many regions of the world (e.g., McCabe
and Clark, 2005; Lundquist et al., 2009; Klein et al., 2016). While most observations
of reduced seasonal snow covered area come from the Northern Hemisphere (Bor-
man et al., 2018), negative trends have been observed over short time scales for both
the alpine region of Australia (Bormann et al., 2012) and much of the South Amer-
ican Andes (Saavedra et al., 2018). Despite the relatively recent establishment of
the Snow and Ice Network (SIN) of alpine automatic weather stations (Hendrikx and
Harper, 2013b), long-term records of snow occurrence and persistence are rare in
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New Zealand (Fitzharris et al., 1999). This scarcity of data has limited the empirical
characterisation of seasonal snow processes. Subsequently, little is known about the
persistence of seasonal snow across large areas of the Southern Alps/Kā-Tiritiri-o-te-
Moana, the variability associated with snow persistence from year to year, and the
climatic influences on such variability. Previous work to assess historical trends in
snow water equivalent (SWE) in the main hydro-electric catchments of the South Is-
land of New Zealand, which was largely model driven, revealed substantial temporal
variability, but no long-term trend from the 1930’s-1990’s (Fitzharris and Garr, 1995).
Conversely, modelling work undertaken to assess future impacts of climate change
on seasonal snow in New Zealand predicts a substantial reduction overall in seasonal
snow cover duration (SCD), snow proportion of precipitation and peak snow accu-
mulation through the 21st Century (Hendrikx et al., 2012; Jobst et al., 2018).
The apparent absence of any long term trend in seasonal snow in New Zealand
(Fitzharris and Garr, 1995), and the associated uncertainty resulting from a scarcity of
observational data, provides clear motivation for the construction of an updated ob-
servational record of seasonal snow in New Zealand’s Southern Alps. The need to un-
derstand likely future scenarios of seasonal snow cover underscores the importance
of such data. Remote sensing offers a means to mitigate the limitations imposed by a
scarcity of in situ observations of seasonal snow, albeit over a relatively limited time
span.
This chapter aims to leverage a 16–year time series of MODIS imagery to:
1. Produce a snow cover climatology for the Clutha Catchment, New Zealand, for
the years 2000 – 2016. The snow cover climatology is defined here as the char-
acterisation of the expansion and depletion of the seasonal snow cover over the
course of an average hydrological year.
2. Leverage the snow cover climatology to examine basin-wide temporal variabil-
ity in snow covered area and snowline elevation and assess whether any nega-
tive trend is detectable over the study period.
3. Characterise spatial modes of temporal variability in snow cover duration in
order to better understand spatio-temporal variability across the catchment.
4. Assess the sensitivity of variability of SCD to variability in temperature, precipi-
tation, and synoptic scale climate processes.
While the mapping of snow covered area from MODIS imagery is a mature approach
(Hall et al., 2002; Sirguey et al., 2009; Dozier et al., 2009; Nolin, 2010; Rittger et al.,
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2013), characterising the spatial and temporal variability observed in the MODIS time
series requires the application of robust geospatial and statistical techniques. Here,
specifically the application of spatialised principal components analysis (PCA) is cen-
tral to efficient characterisation of spatio-temporal variability.
3.2 The Clutha Catchment
With a mean annual discharge of ~530 m3 s−1(Murray, 1975), the Clutha River drains
New Zealand’s largest catchment with an area of approximately 20,800 km2 (area nor-
malised flow ~800 mm yr−1). It is a watershed of primary importance to both the
Otago Region and New Zealand as a whole. Addressing the rapidly growing water
needs within the Clutha Catchment presents a future challenge as demands for ur-
ban water supply and irrigation for agriculture and horticulture increase, alongside
longstanding hydro-electricity commitments. Originating on the main divide of the
Southern Alps (maximum elevation of ~2800 m), much of the headwater flows are de-
rived from rainfall and the melt of alpine snow cover, along with minor contributions
from glaciers (76 km2, or 0.04% of the catchment is glacierised (Brunk and Sirguey,
2018)). Annual precipitation totals may exceed 4000 mm on the western margin of
the catchment, and can be less than 400 mm in inland basins. There is no strong
seasonality in precipitation. The contribution of snowmelt to the annual stream flow
of the Clutha River is estimated to be 10% by the time it reaches the Pacific Ocean,
however this proportion is substantially higher for alpine sub-catchments and large
inland basins, where it may exceed 30 – 50% (Kerr, 2013). Importantly, the spatio-
temporal variability in seasonal snow within the catchment is currently not well un-
derstood. Some large tributaries arise in the semi-arid inland basins of Central Otago,
where annual precipitation may be as low as 400 mm yr−1, an order of magnitude less
than on the Main Divide (Macara, 2015). The Clutha Catchment includes the Dart,
Rees, Shotover, Kawarau, Matukituki, Wilkin, Hunter, Nevis and Manuherikia rivers.
Further references to specific catchments within this chapter will be made to the
Upper Clutha (Clutha up-stream of Cromwell, including lakes Wanaka and Hawea),
Kawarau (west of Cromwell, including Lake Wakatipu), Lower Clutha (downstream of
Cromwell) and the Manuherikia Basin, north-east of Alexandra (Figure 3.1).
Water demands within the catchment are driven by hydro-electric power generation,
and irrigation. The Clutha River hosts two nationally significant hydro-electric power
stations at the Clyde (432 MW) and Roxburgh (320 MW) dams, and smaller hydro-
electric power stations operate on tributaries. Irrigation is particularly important in
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the central and eastern basins of the catchment, where climate is characterised by
much lower rainfall than the mountainous regions near the main divide of the South-
ern Alps, or the coastal lower reaches of the Clutha (Murray, 1975; Hinchey et al.,
1981; Macara, 2015). An important aspect of irrigation schemes in drought prone
basins such as the Manuherikia, is the capture and storage of runoff generated by
spring snowmelt for use later in summer (Hinchey et al., 1981). Two major local ir-
rigation dams, the Falls Dam in the upper Manuherikia, and the Fraser Dam west of
Alexandra, have estimated snowmelt contributions of 15 and 20% respectively (Kerr,
2013). Despite a long history of hydrologcial research and management, the role of
snow within the catchment, and the impact of variability in the extent and duration
of winter snow cover in the Central Otago mountain ranges, has received little at-
tention. While modelling studies indicate that significant future changes in the snow
hydrology of the Clutha Catchment are likely (e.g., Poyck et al., 2011; Jobst, 2017; Jobst
et al., 2018), observational studies of snow hydrology have been discontinuous and
mostly limited to small sub-catchments (e.g., Fitzharris et al., 1980; Fitzharris and
Grimmond, 1982; Sims and Orwin, 2011).
Seasonal snow underpins winter tourism, further contributing to the local economy
(Hopkins, 2014). There are four commercial downhill ski areas, as well as a cross-
country ski area, clustered in the Queenstown/Wanaka area. All ski areas have under-
gone expansion works in recent years, with further expansion planned. A substantial
heliski industry is also based out of Queenstown and Wanaka. The commercial ski
season typically runs from mid-June to early October, however opening dates and
season length are variable, with lifts not operating until mid-July in the “winter of
discontent” of 2011 (Hopkins, 2015). Whilst modelling work suggests that the dura-
tion of natural snow pack for ski areas in Otago will be substantially reduced, and
snowmaking will become increasingly important with future climate change (Hen-
drikx and Hreinsson, 2012), industry participants perceive inter-annual variability as
having a greater impact on ski seasons (Hopkins, 2014, 2015).
Within the catchment, forest cover at elevations above 1000 m is limited. According to
version 4.1 of the New Zealand Land Cover Database (Landcare Research, 2015), for-
est constitutes 2.84% of the total area of 6602 km2 above 1000 m (Table 3.1). Given the
difficulties associated with recovering reliable SCA estimates from MODIS in forested
areas (Raleigh et al., 2013), the low proportion of forest landcover is advantageous for
the application of remote sensing techniques compared to many other mid-latitude
locations.
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Figure 3.1 Context map of the Clutha Catchment, including snow melt contribution
to stream flow for rivers of stream order 4 and greater, snow melt contribution data
from Kerr (2013). The boundaries of the Upper Clutha, Kawarau and Manuherikia sub-
catchments are also included.
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Table 3.1 Landcover classes above 1000 m in the Clutha Catchment, data from the New
Zealand Landcover Database v4.1 (Landcare Research, 2015).
Class Area (km2) Class %
All other classes 108.8 1.7
Permanent Snow and Ice 144.6 2.2
Indigenous Forest 185.0 2.8
Low Producing Grassland 225.0 3.4
Alpine Grass/Herbfield 269.6 4.1
Sub Alpine Shrubland 320.4 4.9
Gravel or Rock 811.5 12.3
Tall Tussock Grassland 4537.7 68.7
Total 6602.4 100.0
3.3 Data and method
3.3.1 MODIS multispectral imagery and MODImLab
MODIS is a useful sensor for mapping snow covered area (Barnes et al., 1998; Hall
et al., 2002; Sirguey et al., 2009; Painter et al., 2009; Rittger et al., 2013). In terms of
spectral resolution, the SWIR bands 6 (1640 nm) and 7 (2130 nm) permit the imple-
mentation of the normalised difference snow index (NDSI), and also facilitate en-
hanced discrimination of snow from other targets when spectral unmixing is utilised
(Sirguey et al., 2009). Additionally, global daily to near-daily re-visit times, allow tem-
porally dynamic phenomena to be captured, while also maximising the likelihood
of cloud-free retrievals. Furthermore, the spatial resolution is useful for monitoring
change at regional scales whereby image fusion techniques can be employed to map
snow using the 250 m resolution of MODIS bands 1 and 2, offering an improvement
over the native 500 m resolution of MODIS bands 3-7 (e.g., Sirguey et al., 2008).
Gascoin et al. (2015) highlighted the suitability of MODIS derived snow cover prod-
ucts for characterising temporal variability in SCA, and providing insight into re-
gional snow climatology for the Pyrenees Mountains. Among several robust method-
ologies for mapping SCA from MODIS imagery (Masson et al., 2018), MODImLab
(Sirguey et al., 2009) is used here due to its desirable capabilities and specific perfor-
mance in the Southern Alps. Snowcover mapping using MODImLab for the Waitaki
Catchment in New Zealand (immediately north of the Clutha Catchment) achieved
a mean absolute error (MAE) <10% when compared with higher resolution (15 m)
ASTER reference products (Sirguey et al., 2009). Masson et al. (2018), while noting
the difficulty of balancing high recall and high precision for snow mapping from
MODIS imagery, found that overall MODImLab compared well with several alterna-
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tives when applied in the European Alps, Pyrenees and Moroccan Atlas Mountains.
MODImLab employs a spectral unmixing approach (in contrast to NDSI correlation
applied elsewhere) to MODIS images which have undergone preprocessing, includ-
ing wavelet based image fusion to faciliate mapping of snow at 250 m resolution (Sir-
guey et al., 2008), and a rigorous atmospheric and topopgraphic correction, ATOP-
COR (Sirguey et al., 2009; Sirguey, 2009b; Sirguey et al., 2016b; Masson et al., 2018). In
accounting for terrain-reflected irradiance and mitigating shadow, the topographic
correction of MODImLab improves the performance of snow mapping in rugged
alpine terrain (Sirguey et al., 2009; Sirguey, 2009b), typical of New Zealand’s South-
ern Alps. MODImLab operates on the basis of eight possible end-members (three
being snow and one of ice), originally characterised in the New Zealand context. The
pasture, rock and debris end-members are expected to align well with the landcover
classes detectable within the Clutha Catchment at the MODIS scale (i.e., > 250 m)
(Table 3.1). Re-projection of tiles from the MODIS L1B swath is handled by the swath-
to-grid module within MODImLab. Imagery was resampled to a 250 m grid, in New
Zealand Transverse Mercator (NZTM) projection.
3.3.2 Snow covered area time series
The central process underlying this study was the construction of a continuous time
series of daily, virtually cloud-free, fractional snow covered area (fSCA) maps for the
Clutha Catchment from MODIS imagery. Collection 6 (C6) MODIS/TERRA L1B swath
granules were downloaded for all available observations from April 1 2000 to March
31 2016. Re-projection, preprocessing and mapping of fSCA were carried out us-
ing MODImLab (see full description in Sirguey et al., 2009), before implementing a
cloud-filling algorithm to build the final 16-year daily cloud-free fSCA data cube used
for subsequent derivation of metrics and analysis (Figure 3.2). In this case, the data
cube is a 4-dimensional data space with two geographic dimensions (i.e., easting and
northing), a temporal dimension, and the fSCA dimension.
3.3.2.1 Cloud detection and gap filling
The presence of cloud, and mis-classification of cloud, or cloud shadows, as snow
pixels is a common problem in multispectral remote sensing (Dozier et al., 2008).
The development of a robust snow cover climatology benefits from having a cloud-
free daily timeseries. This was achieved through the implementation of the time
trajectory interpolation proposed by Dozier et al. (2008). The MOD35 cloud cover
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Figure 3.2 MODIS imagery processing chain and subsequent processing (“lightning
bolt” symbols) and analytical steps applied. The fractional snow covered area (fSCA) dat-
acube facilitates the determination of daily snowline elevation (SLE) and snow covered
area (SCA). The mean snow cover duration (µSCD) calculated over the length of the time
series provides the basis for calculating annual SCD anomalies. Along with spatial SCD
modes from PCA analysis these form the basis for assessing the importance of climatic
forcings on spatio-temporal variability in SCD.
product (Frey et al., 2008) provided the basis for determining the cloud obscured pix-
els for which fSCA had to be interpolated. Initially, those pixels flagged as “certain
cloud” were masked. Sparse commission errors, often occurring at the edge of snow
cover due to confusion between the spectral signature of cloud and mixed ground
and snow pixels were mitigated by a morphological erosion of the binary mask (Har-
alick et al., 1987). Two dilatations were then applied to restore the main cloud struc-
tures and conservatively extend the edges of cloudy regions. Each daily map of fSCA
was combined with the associated daily cloud mask, with cloud affected pixels sube-
sequently flagged for filling by fSCA interpolation.
Gaps resulting from cloudy pixels are then filled as proposed by Dozier et al. (2008),
by applying a smoothing spline interpolant to each pixel-time trajectory. The aver-
age duration of gaps to be filled was < 5 days overall, while areas of extended max-
imum cloud duration (> 20 days) were limited to small regions of the main divide
(Figure 3.3). Implementation of the cloud-filling algorithm provided temporally con-
tinuous maps of daily fSCA. For convenience, the time series was processed into 365
day blocks, corresponding to the New Zealand hydrological year (hy, 01 April - 31
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March). These annual gap-filled time series provide the basis for further analysis of
snow cover climatology and variabilty.
3.3.3 SCD and derived metrics
The snow cover climatology can be considered intially in terms of the SCD for each
hydrological year, i.e., the number of days on which snow lies on the ground. SCD
can be considerd hypsometrically per discrete elevation bands (e.g., Gascoin et al.,
2015), or spatially per-pixel, as it is presented here. Spatial determination allows SCD
to be mapped across the catchment. SCD was calculated as the number of days for
which a pixel exceeded a minimum fSCA to avoid skewing the time series by spurious
short lived snow fall events and heavy frost detected as snow cover. In this case, the
minimum threshold fSCA (fSCAt) was set to 50%, consistent with the approach of
Sirguey et al. (2009).
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Calculating the SCD for each hydrological year from 2001-2016 (which represents the
winter of the previous calendar year) also allowed the calculation and mapping of
the mean (µSCD) and standard deviation (σSCD) of SCD across the catchment, over
the 16–year period. In order to characterise and map associated variability, the coef-





The (CVSCD) provides an efficient means to calculate the relative dispersion of data
about the mean (Brown, 1998), and has been used in other studies of spatio-temporal
variability in snow cover (e.g., Hammond et al., 2018).
3.3.3.1 Basin snow covered area
The temporal variability of snow covered area across the basin (basin snow covered
area, bSCA) was assessed using several metrics (Table 3.2). These bSCA metrics were
calculated as the number of days for which snow covered pixels (fSCA ≥ fSCAt)
comprised at least 10, 15 and 20% of the total catchment area. Area thresholds of
10, 15 and 20% were chosen based on basin hypsometry, and informed by the mean
snow covered area. For each hydrological year, the total number of days meeting
each bSCA threshold was calculated. Linear regression was applied to the annualised
time series for each metric at each threshold to test the presence of any significant
temporal trends.
Table 3.2 Basin-wide snow covered area (bSCA) temporal metrics. These metrics were
calculated annually, per pixel.
Metric Description bSCA threshold (%)
tSCD Total number of snow cover days 10, 15, 20
maxSCD Maximum continuous number of days exceeding fSCAt 10, 15, 20
maxSCDonset First day of maxSCD 10, 15, 20
maxSCDloss Last day of maxSCD 10, 15, 20
3.3.3.2 SCD anomaly
For each hydrological year, the anomaly in SCD was calculated on a pixel-wise basis
as:
anomSCD = SCDn − SCDµ, (3.2)
53
CHAPTER 3. REGIONAL SCALE SEASONAL SNOW VARIABILITY: THE CLUTHA CATCHMENT
where SCDn is the pixel-wise SCD for a given year, and SCDµ is the pixel-wise mean
SCD of all years. The magnitude of anomSCD was mapped in absolute terms. A total
of 16 maps of anomSCD were derived, for each of the hydrological years 2001-2016
inclusive.
3.3.3.3 Snowline elevation
The snow line elevation (SLE), which may be defined as the minimum elevation at
which relatively contiguous snow cover is present within a landscape, is a useful met-
ric for characterising the state of seasonal snow at a point in time (Krajčí et al., 2014;
Drolon et al., 2016). In simple terms, the occurence of snowfall and the development
of a snowpack is expected to be governed by temperature and precipitation, and this
often generally results in a well defined snowline in New Zealand (Barringer, 1989).
The method developed by Krajčí et al. (2014) was implemented on the gap filled time
series to determine daily SLE from fSCA maps and a corresponding digital elevation
model (DEM). Deriving snow line elevation is an iterative process, where for a test el-
evation (zi) the number of snow-covered pixels (PS) below, and the number of snow-
free pixels (PL) above is minimised. This is determined by calculating an F value for
each test elevation as follows (Krajčí et al., 2014):
F (z) = PS(Z) + PL(Z), (3.3)
SLE = arg min
z
F (z). (3.4)
In the case of the Clutha Catchment, F (z) is calculated from 300 to 2700 m at 10
m increments. Elevation data were sourced from the NZSoSDEM, a freely available
15 m resolution DEM (Columbus et al., 2011), resampled to 250 m to match with the
fSCA maps. SLE was determined using the 16-year gap-filled time series derived from
MODImLab fSCA products. Pixels were considered snow covered for the purpose of
deriving SLE when pixel fSCA ≥ fSCAt.
3.3.4 Characterising spatio-temporal variability
3.3.4.1 Spatialised principal components analysis
Principal component analysis (PCA) reduces the dimensionality of multivariate
datasets by determining linear combinations of variables that provide a number of
de-correlated principal components (PCs), each characterising a proportion of the
54
3.3. DATA AND METHOD
total variance in the underlying data (Dunteman, 1989; Jackson, 1991). This approach
has a long history of use in climatological research for characterising spatial patterns
in the distribution of key parameters such as temperature, precipitation and atmo-
spheric pressure (Tait et al., 1997), sea ice concentration (Baba and Renwick, 2017)
and ice shelf behaviour (Campbell et al., 2017). In these applications, PCA typically
reveals the spatial structure of important, and often persistent, features within spa-
tially distributed observations. The temporal component of variability, however, may
not be readily interpreted from this “atmospheric science PCA” (Demšar et al., 2012).
When applied to spatio-temporal data, such as time series of raster maps capturing a
spatially continuous variable, each principal component is a map representing a spa-
tial mode of variability occurring within the time series (Figure 3.4). The principal
components (PCs) are ordered according to the proportion of overall variance they
explain. Conceptually, this approach, which can be considered as “raster PCA” (rPCA)
(Demšar et al., 2012) is analagous to the application of PCA to multispectral imagery,
where PCs are determined in a temporal, rather than spectral, attribute space. Spa-
tialisation is a product of the georeferenced raster datasets, and PCs are calculated
only in the attribute space, so geographic effects are not accounted for (Demšar et al.,
2012). A key benefit of the rPCA approach is that, when applied to a raster time series,
it allows the occurrence of specific modes of spatial variabilty to be considered as a
function of time. Thus, the spatio-temporal variability within the data is preserved
and can be further scrutinised and interpreted.
Here, rPCA was applied to the time series of SCD anomaly maps. The resulting PCs
provide an indication of the spatial and temporal variability in SCD anomaly. PCA
was carried out using Matlab®. The single value decomposition algorithm was ap-
plied to the time series of 16 SCD anomaly maps, yielding as many PCs. The first six
PCs were retained as together they explained >75% of the total observed variance,
while the remaining PCs become increasingly less spatially coherent and are of lim-
ited use for further analysis and interpretation.
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Figure 3.4 Conceptualisation of data reduction in a timeseries of raster maps via PCA.
3.3.4.2 Temporal dynamics of spatial modes
Each PC from the rPCA described in Section 3.3.4.1 reveals spatial modes of variabil-
ity. In turn, the respective loadings of each PC can be used to identify years which
share similarities in the spatial expression of their SCD anomalies. Comparing years
based on their PCA signatures was done by considering the loadings of the first six
PCs, which explained 77% of the total variance in the spatio-temporal dataset. The
PCA provided a six-dimensional loading space, within which the similarity between
years was measured by the Euclidean distance and k-means clustering.
3.3.4.3 Mountain range analysis
An alternative, semi-distributed approach was considered for characterising spatial
variability in SCD. Addressing space via individual mountain ranges provided a basis
to explore spatial gradients in SCD variability across the catchment. This approach
allows the catchment to be treated in a way that may be more readily understood by
stakeholders, potentially including industrial and agricultural water managers and
consumers, ski area operators and the general public. Such stakeholders typically
consider the snow resource at a sub-catchment mountain range scale. The goal of
this analysis was to determine whether mountain ranges provide a useful geographic
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Figure 3.5 Individual mountain ranges mapped out within the Clutha Catchment for
analysis of SCD variability and temperature and precipitation sensitivity. The end point
for HYSPLIT back trajectories is also shown.
unit for capturing and characterising spatial variability. The catchment was subdi-
vided into 36 different mountain ranges, based on the naming conventions provided
by the 1:50,000 scale NZ Geographic Names topographic dataset (LINZ, 2018). All
land areas below the median winter snow line elevation (as calculated in Section
3.3.3.3) of 1270 m were excluded. Then, areas of mountain ranges above this eleva-
tion were manually digitised using a DEM (Columbus et al., 2011) and stream centre-
line vector data (Snelder et al., 2010) as guidance (Figure 3.5). Since the Main Divide
of the Southern Alps is considered to provide a baseline for climatic gradients in the
east of the South Island, owing to predominant westerly air flow and the substantial
orographic effects of the Southern Alps (Sinclair et al., 1997; Jobst et al., 2018), the dis-
tance from each range to the main divide of the Southern Alps was calculated using
the Near tool in ArcGIS v10.3. Mean annual SCD anomalies for each range were then
extracted from the maps calculated in Section 3.3.3.2. Ranking each range in terms
of proximity to the main divide then provided a basis for examining spatial trends in
the SCD anomaly across the catchment from year to year.
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3.3.5 Climatic influences on snow cover variability
Beyond characterising the snow climatology for the Clutha Catchment, relating
spatio-temporal variability in SCD to climatic variability is central to better under-
standing climatic influences on seasonal snow in New Zealand. This was done firstly
by assessing the sensitivity of the annual SCD anomalies to annual temperature and
precipitation anomalies. Furthermore, the role of atmospheric circulation was as-
sessed by considering airflow as characterised by multiple atmospheric back trajec-
tories generated for the study period using the Hybrid Single-Particle Lagrangian In-
tegrated Trajectory (HYSPLIT) model (Stein et al., 2015). Airflow analysis was mo-
tivated in part by the suggestion that increased frequency of southerly airflow can
significantly suppress temperatures in New Zealand (Dean and Stott, 2009), but also
because variability in airflow can be expected to produce spatial variability in the de-
livery of precipitation to the Clutha Catchment.
Several climatic datasets were acquired to investigate the role and relative influence
of climatological processes in controlling the variability of seasonal snow, namely:
1. Gridded temperature and precipitation fields, comprising daily Tmax , Tmin,
Tmean and Ptot for the period 2000-2016, interpolated at a resolution of 250 m,
coincident with the pixel size of comparable MODIS datasets, produced as de-
tailed in Jobst et al. (2016) and Jobst (2017). In the case of temperature, grid-
ded data were produced from a limited observational network using a trivariate
spline that was enhanced using process driven lapse rate models (Jobst et al.,
2016). Precipitation was also interpolated using a trivariate spline, with a 30
year normal surface included as a covariate (Jobst, 2017).
2. Monthly values of the southern oscillation index (SOI), and southern an-
nular mode (SAM, also known as the Antarctic Oscillation Index, AAO),
from the NOAA National Weather Service Climate Prediction Center (CPC),
data were sourced from https://www.cpc.ncep.noaa.gov/products/
precip/CWlink/daily_ao_index/aao/aao_index.html (SAM) and
https://www.cpc.ncep.noaa.gov/data/indices/soi (SOI).
3. Global gridded (2.5˚) NCEP/NCAR meteorological reanalysis data (Kalnay et al.,
1996), used as input fields for the HYSPLIT (version 4) model. Data were ac-
quired from the Climate Data Center (CDC) via the ftp module within the HYS-
PLIT software.
58
3.3. DATA AND METHOD
3.3.5.1 Spatial anomalies for temperature and precipitation
The daily fields of mean temperature and total precipitation described above were
used to calculate pixel-wise mean values for each hydrological year, as well as for each
winter period. Winter was defined as being from May 01 – October 30, the period dur-
ing which the majority of substantial snowfall events occur. Pixel-wise anomalies in
annual mean temperature and total precipitaion were calculated to produce a series
of 16 anomaly maps for each variable, which were compared directly with the SCD
anomaly maps. No significant correlation existed between temperature and precipi-
tation anomalies.
The sensitivity of SCD anomalies to temperature and precipitation anomalies was
assessed in a semi-spatially distributed way. Regression analysis was carried out be-
tween the annual SCD anomaly and temperature and precipitation anomalies aver-
aged over each mountain range. Sensitivity of SCD to temperature and precipitation
variability could then be quantified and its significance assessed for each mountain
range across the catchment.
3.3.5.2 Synoptic scale airflow variability
HYSPLIT is a Lagrangian air parcel trajectory and dispersion model (Stein et al., 2015).
While it offers complex simulations of particle atmospheric transport, dispersion,
chemical transformation and deposition, the trajectories modelled by HYSPLIT pro-
vide a means to characterise airflow, and associated airmass characteristics. Here,
HYSPLIT was used to determine and analyse the origin and trajectory of air parcels
arriving to the Clutha Catchment throughout the study period.
The geographic end-point for the trajectories was a location near the summit of the
Pisa Range (Figure 3.5), with elevation set to 2000 m. This location was close to the
geographic center of the Clutha Catchment (44.90˚ S, 169.16˚ E, Figure 3.5) and there-
fore expected to provide a suitable characterisation of modes of air flow affecting
the catchment throughout the year. Back trajectories were calculated over 120 hours
for each day of the study period, with four temporal end-points per day (0000, 0600,
1200, 1800 hrs). In total this provided 1460 trajectories per year.
HYSPLIT trajectories were used to construct indices of airmass origin. For four
timesteps, namely -96, -72, -48 and -24 hours, the trajectory direction relative to the
end-point was determined and binned according to eight directional classes (i.e., N,
NE, E, SE, S, SW, W, NW). This allowed the mean frequencies of air parcel origin direc-
tion, and relative frequencies for the period 01 June – 30 September to be calculated.
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The relative frequency distribution for each winter then provided a means to charac-
terise air-flow characteristics for each winter.
Relationships between the annual loadings of each principal component of SCD and
the relative frequency of air parcel origin direction were assessed by multiple linear
regression. Because of the large number of variables (8) relative to the number of
years for which data exists (16), only four directions exhibiting the greatest inter-
annual variability were included in multiple linear regression to mitigate against
under-determination. It comes that, for each principal component (n), and each year
(y), the linear model took the form:
λn(y) = β0(y) + β1(y)x1(y) + β2(y)x2(y) + β3(y)x3(y) + β4(y)x4(y), (3.5)
where λn(y) is the loading of the nth PC for that year, and β0(y), ..., β4(y) and x1, .., x4
are the SCD sensitivity to, and relative frequency of air parcels originating to the NE,
E, SE and S. This analysis allowed the contribution, importance, and significance of
anomalous airflow directions to the modes of spatial variability in SCD to be assessed.
3.3.5.3 Assessing the role of climate modes
Commonly, short- to medium-term variability in climate and cryospheric processes
in mid-latitude regions has been considered in terms of large scale climate modes
such as the Southern Oscillation Index (SOI), the Southern Annular Mode (SAM) and
the Pacific Decadal Oscillation (PDO) (e.g., McKerchar et al., 1998; Fitzharris et al.,
2007; Kidston et al., 2009; Purdie et al., 2011; Sirguey et al., 2016b). Periods of nega-
tive SOI phase are expected to correspond with cooler periods of increased solid pre-
cipitation in New Zealand, and have been associated with positive mass balance for
glaciers in the Southern Alps (McKerchar et al., 1998; Lamont et al., 1999; Fitzharris
et al., 2007; Purdie et al., 2011), yet its inclusion as a predictor variable does not nec-
essarily increase the skill of hydrological forecast models (Purdie and Bardsley, 2010).
Here, mean winter values of the SOI and SAM indices were compared to each of the
temporal metrics characterising snow cover within the catchment (Table 3.2) via cor-
relation analysis and linear regression. The PCA analysis proposed by this study pro-
vides new insights into the spatial expression of snow cover variability that also de-
serves further scrutiny. Subsequently, the influence of large scale circulation indices
on spatial modes of snow cover was explored by analysing the correlation between




3.4.1 Snow cover climatology for the Clutha Catchment
The snow cover climatology for the Clutha Catchment is expressed spatially by the
map of µSCD over the period 2000-2016 (Figure 3.6). The first-order control of eleva-
tion on SCD is obvious in Figure 3.6(a). On average, an area of 2218 km2, or 10% of
the total catchment area, maintains snow cover for 120 days a year or more. In gen-
eral, snow cover is most persistent on terrain above 1500 m a.s.l., and on slopes with
Southern aspect.
Figure 3.6 Mean annual SCD (μSCD) (a), and associated coefficient of variation,
(CVSCD) (b), for the Clutha Catchment, 2001–2016. Elevation and relief data from Colum-
bus et al. (2011); lake outlines are sourced from the LINZ Topographic Database.
The mean SLE during the winter period was found to be 1263 m a.s.l, this corresponds
with an area of 3180 km2 and is substantially higher than the mean catchment eleva-
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Figure 3.7 10–day moving average of daily snow covered area (SCA) (top) and snowline
elevation (SLE) (bottom). The mean (µ) of each is shown in black, accompanied by the
envelopes of associated standard deviation (σ), range and standard error ( σ√
n
).
tion of 615 m. On average, the snowline is at or below 1263 m from mid-June until
mid-August (Figure 3.7). A small area of 76 km2 maintains permanent snow cover
(SCD > 360 days). This corresponds with a maximum SLE of around 2200 m a.s.l.
Considering the detection limits of MODIS, this area agrees well with the glacier area
of Brunk and Sirguey (2018). These areas are largely restricted to within a few kilome-
tres of the main divide. The importance of aspect in maintaining permanent snow
cover for these high elevation regions is highlighted in Figure 3.8.
The onset of the snow season is typically rapid, with SCA increasing, and SLE lower-
ing abruptly in the early winter, reaching their maximum and minimum, respectively,
in mid- to late-June (Figure 3.7). At the catchment scale, both SCA and SLE feature
a mid-winter depletion/rising respectively, before SCA increases and SLE decreases
again in late winter/early spring. Maximum SCA typically reaches> 35% of the catch-
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ment area during June, yet the depletion curve is punctuated by local maxima. On
average, the first of these occurs in early July, and the second in mid-August. These
features are persistent throughout the 16–year study period. In addition, a minima
in variability of daily SCA occurs in late April, following an increase in variability due
to early snowfall over the preceding month. Variability in basin SCA and SLE is great-
est during the May-July period, and converges towards the mean through spring and
early summer.
3.4.2 Topographic controls on snow duration and variability
Figure 3.8 shows the overall control of aspect and elevation on SCD and its variability.
Pixels exhibiting µSCD >120 days have a primarily southerly aspect (ranging mostly
between 90 and 315˚), and elevation in excess of 1500 m. The role of aspect strength-
ens as elevation decreases. The variability in SCD is more pronounced on northerly
aspects between 315 and 90˚, across all elevations. In contrast, the CVSCD rarely ex-
ceeds 100% for pixels with S to SW aspect between 135 and 270˚, but may exceed
200% for pixels with northerly aspect between 315 and 90˚ (Figure 3.8).
µSCD is positively, though not linearly, correlated with elevation. The rate of increase
of µSCD with elevation is higher on southerly than northerly aspects (Figure 3.8). A
CVSCD <10% is generally restricted to southerly aspects above 1500 m. Elsewhere,
variability in SCD is relatively large. CVSCD increases markedly at lower elevations
reflecting the relatively short µSCD and associated large inter-annual variability.
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Figure 3.8 Mean SCD and associated coefficient of variability (σµ ) as a function of aspect
(a, b), and elevation (c, d). For clarity, a random sub-sample of 50,000 pixels is displayed
in the plots.
3.4.3 Spatio-temporal variability in seasonal snow cover
The map of CVSCD shown in Figure 3.6(b) highlights the magnitude of spatio-
temporal variability associated with SCD in the Clutha Catchment. A first order con-
trol of elevation on CVSCD is apparent, but further spatial variation exists beyond the
basin hypsometry. Areas with CVSCD ≤ 5% were only present on and near the main
divide, whileCVSCD is much greater elsewhere in the catchment. At moderate to high
elevations, CVSCD in the western part of the catchment was generally less than 50%.
In the eastern part of the catchment, CVSCD was generally greater, but this reflects
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the basin hypsometry to an extent. Ultimately, the largeCVSCD observed across most
of the catchment reflects the temporally dynamic nature of snow cover across the
Clutha Catchment.
3.4.3.1 Temporal variability in catchment-wide snow cover and snowline ele-
vation
The full time series of daily SCA and SLE, and associated departures from their series
means reveals the extent of temporal variability in seasonal snow at the catchment
scale (Figure 3.9). Substantial departures from the mean throughout the time series
highlight the strong inter-annual, as well as shorter term variability in the occurrence,
persistence and disappearance of seasonal snow within the catchment. Large, yet
short-lived, perturbations occur due to unseasonable snow events, while sustained
positive and negative anomalies occur at seasonal scales during winter. The maxi-
mum observed SCA was 65%, and occurred on June 18 2002. The only other occasion
on which SCA exceeded 60% of catchment area was June 21 2013. Notably, the years
that feature the largest maximum SCA values are not always associated with a sus-
tained positive anomaly in catchment-wide SCA.
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Figure 3.9 5–day moving average of daily snow covered area (SCA) and percentage of
mean snow covered area for all years (upper two panels), and daily snowline elevation
(SLE) and daily SLE anomaly (lower two panels). Mean daily values, repeated for each
year, are shown in gray in the daily SCA and SLE plots. Negative anomalies are shown in
red and positive anomalies in blue for SCA, and the opposite for SLE.
The considerable temporal variability associated with SCA is further demonstrated
by the bSCA metrics plotted in Figure 3.10. The total number of days each year with
bSCA exceeding 10, 15 and 20% is highly variable from year to year, and did not reveal
any significant trend over the 16–year time series. The lowest returned p-value (0.23)
was associated with a negative trend for the end date of temporally continuous 15%
bSCA. Typically, 10% bSCA is achieved by June, with the latest onset date of July 06
occurring for hy 2012. Generally, 10% bSCA is sustained through September 30, re-
sulting in a mean 120-day duration. The earliest end date for 10% bSCA, of September
08 occurred for hy 2006. Several years saw 10% bSCA extend through, or beyond, Oc-
tober 31. For hy 2010, an early onset of continuous 10% bSCA (07 May), combined
with a loss date of 30 September, resulted in the longest continuous duration of 10%
bSCA, of 176 days.
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Figure 3.10 Timeline of occurrence of 10, 15 and 20% basin snow covered area (bSCA)
for the Clutha Catchment for hydrological years 2001–2016.
Both 15 and 20% bSCA saw much more variability, with the period of 20% bSCA being
discontinuous for most winters. Onset of both 15 and 20% bSCA typically occurred
within a few days of 10% bSCA, however there was usually considerable lag between
the end date of 15 and 20% bSCA and that of 10% bSCA.
The winter SLE also exhibited significant intra- and inter-annual variability, both in
terms of the mean (median) winter SLE of 1263 m (1270 m), and the range of observed
SLE (Figures 3.9 & 3.11). The largest ranges of observed winter SLE (e.g.,hy 2012),
were associated with years when the onset of winter snow cover was delayed. This
scenario reflects an over-representation of high SLE through June, which is the month
when the lowest SLE values are usually observed across the entire record. Similarly
to SCA, no significant temporal trend was detected in SLE over the 16-year record.
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Figure 3.11 Box-plots of winter (01 June–30 September) snowline elevation for all years.
The upper and lower bounds of the boxes are the 75th and 25th percentiles, respectively.
Outliers are represented by ’+’ symbols.
3.4.3.2 Modes of spatial variability
Mapping the principal components of SCD anomaly revealed distinct modes of spa-
tial variability (Figure 3.12). 77% of the total observed spatial variability in annual
SCD anomaly was explained by the first six principal components (Figure 3.13). In
turn, each annual SCD anomaly map can be efficiently reconstructed via linear com-
bination of each map of PC scores. As such, the loadings of the combination quantify
the relative contribution of each mode to the SCD map. Since PC scores are not stan-
dardised, their unit matches that of the SCD anomaly (i.e., day). Where loadings are
positive (negative), a positive PC score will propagate positively (negatively) into the
SCD anomaly. PC1 (39% of total variability), is characterised by a negative PC score
across the whole catchment that reflects the first order control imposed on SCD by
elevation (Figure 3.12). PC2 (14.8% of total variability) features an annular pattern ex-
pressed across much of the catchment, where negative PC scores are associated with
high elevation areas, while positive scores occur for lower elevation areas, and in the
east of the catchment. Overall, PC2 highlights the existence of a spatial trend in vari-
ability that departs from the topographic control characterised by PC1. PC3 (8.05% of
total variability) further stresses a spatial trend, with negative PC scores in the west,
transitioning to positive scores in the Manuherikia (north-east) region of the catch-
ment, and for higher elevations in the central part of the catchment (e.g., the Pisa
Range). PC4 (6.43% of total variability) also exhibited spatial structure, with positive
PC scores in the north of the catchment, and negative scores dominating south of
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the Kawarau and Manuherikia rivers. Explaining 5.12% of total variability, PC5 shows
that SCD anomalies are further modulated by spatially structured contrasts between
negative PC scores in the central part of the catchment, and positive scores through
the western, northern, and eastern margins. Finally, PC6 (3.8% of total variability) ex-
hibits weaker spatial structure, with positive PC scores through most of the western
part of the catchment, and at low to moderate elevations towards the east balanced
by negative scores at higher elevations in central and eastern areas. The magnitude
of scores was reduced for PC6 relative to PCs 1 – 5. PCs 7 – 16 each explained less than
3% of total variability and are not shown here.
Figure 3.12 The first six spatial principal components of annual SCD anomaly over the
16–year time series.
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Figure 3.13 Cumulative explained variance for 16 principal components of SCD
anomaly. The red line indicates 75% of explained variance.
3.4.3.3 Dynamics of spatio-temporal variability
The attribute space of annual PC loadings facilitated the comparison and grouping
of years in terms of the spatial structure of their SCD anomaly. The two most similar
years, in terms of PC loadings, were 2015 and 2006, while the two most dissimilar were
2010 and 2007 (Figure 3.14). PC1 (38% of spatial variability), carried relatively strong
positive loadings for hydrological years 2002, 2006, 2012, 2014 and 2015, while nega-
tive loadings for PC1 were associated with 2003, 2005, 2010 and 2016. The relatively
large pair-wise distances between PC loadings for most years (Figure 3.14) illustrates
that, over the 16 – year period, the spatial structure of SCD anomaly across the catch-
ment is rarely repeated, except in 2006 and 2015. As a result, groups identified by
k-means clustering of their PC loading signature are potentially weak. Assignment
into four clusters performed well at grouping the most similar years together, whilst
mitigating against single-member clusters, yet spurious members remain in all clus-
ters (Table 3.3 and Figure 3.14).
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Table 3.3 k-means clusters based on principal component loadings of SCD anomalies.
Cluster
1 2 3 4
2007 2002 2001 2003
2009 2006 2004 2005
2011 2013 2008 2010
- 2015 2012 2016
- - 2014 -
Figure 3.14 (Left) Loadings for the first 6 principal components of SCD anomaly (77%
of total variance) for each hydrological year (which corresponds with the winter of the
preceding calendar year). (Right) Pair-wise distance between PC loadings.
3.4.3.4 Spatio-temporal variability in SCD across mountain ranges
A semi-distributed analysis of the SCD by mountain range provides further insight
into spatial variability of SCD within the catchment. Since the mean elevation varies
for each mountain range, the influence of elevation on SCD could be assessed. The
mean annual SCD of individual mountain ranges is shown in Figure 3.15, which
demonstrates that average SCD is a function of elevation, as well as proximity to the
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main divide. For ranges within 60 km of the main divide, a significant positive cor-
relation exists between mean range elevation and SCD, with the modelled relation-
ship predicting an elevation of 2298 m for perennial snow cover. Beyond distances
of 60 km from the main divide, however, the relationship weakens substantially and
loses significance (Table 3.4). The deterioration of the relationship between eleva-
tion and SCD for ranges distant from the main divide suggests that the influence of
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Table 3.4 Robust (bi-square) regression parameters between mean elevation and mean
SCD for mountain ranges within the Clutha Catchment. Regression was carried out for
all ranges together, and for those ranges within 60 km of the main divide, and more than
60 km from the main divide.
Ranges n β (d m−1) c R2 RMSE p
All 36 0.24 −246.11 0.50 24.8 0.00
< 60 km of M.D. 24 0.32 −370.52 0.74 20.3 0.00
> 60 km of M.D. 12 0.07 3.89 0.07 25.1 0.41
For four out of the 16 winters analysed (25%), the sign of the anomaly was out of
phase across the catchment (Figure 3.16). For the winters of 2000 and 2003, the SCD
anomaly was positive in the west, and negative in the east, while the winters of 2008
and 2010 were negative in the west and positive in the east. These similarities are con-
sistent with these pairs of years being grouped together on the basis of PC loadings.
The spatial gradients of SCD anomaly observed for these years, from west to east,
are consistent with the derived principal components. PCs two and three, in partic-
ular, characterised the east-west gradient in SCD anomaly which typifies these “out
of phase” years. Both of these principal components expressed an east-west contrast
in SCD anomaly, with PC2 emphasising an inverted topographic dependency. The
winter of 2001 loaded negatively on PC2, while the winter of 2003 loaded negatively
on both PCs 2 and 3. Conversely, the winters of 2008 and 2010 loaded positively on
both PCs 2 and 3, with 2010 being the only winter to load strongly on both of these
PCs. The consistent signal between PC signatures and the range anomaly approach
demonstrates that both the fully distributed and range-based semi-distributed ap-
proaches are consistent in detecting variability in spatial contrasts. It also highlights
that snow cover conditions across the Clutha Catchment are often spatially out of
phase, with first order control by elevation being of diminished importance. This out-
of-phase behaviour, and indeed the variability in magnitude anomaly even when the
entire catchment is in phase, confirms that processes at the sub-catchment scale are
important in controlling variability in seasonal snow processes, and that influence
of, and sensitivity to competing climatic forcings varies across the catchment.
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Figure 3.16 SCD anomaly (in days) for geographic units of mountain ranges within the
Clutha Catchment. Mountain ranges are sorted and symbolised by their proximity to the
main divide of the Southern Alps, revealing evidence of spatial gradients in SCD anomaly
across the catchment for some years.
3.4.4 Climatic influences on SCD
3.4.4.1 Sensitivity of SCD to temperature and precipitation variability
Regression analysis between SCD, winter temperature, and winter precipitation
anomalies revealed a variable response across the catchment. Sensitivity to tem-
perature and precipitation variability is expressed as days (d) per degree Celsius, or
mm, respectively. Overall, relationships between temperature/precipitation anoma-
lies and SCD anomaly were found to be significant (p < 0.05) across the catch-
ment, yet both regressions featured high dispersion, with R2 = 0.19 for tempera-
ture and R2 = 0.11 for precipitation (Table 3.5). This dispersion was found to be
due to contrasting climatic sensitivity across the catchment. For temperature, 50% of
ranges exhibited a statistically significant relationship between SCD and temperature
anomaly. For all ranges, β was negative, with the greatest sensitivity of −53.6 d ˚C−1
occurring for the Ailsa Range. For precipitation, a significant relationship with SCD
was found for 39% of ranges. Values of β, were always positive, with a maximum sen-
sitivity of 0.11 d mm−1 occurring for the Eyre Mountains.
Sensitivity of SCD anomaly to both temperature and precipitation anomalies was
considered in terms of both elevation and proximity to the main divide, and exhibited
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Table 3.5 Parameters for robust (bi-square) linear regressions between snow cover
anomaly and winter temperature/precipitation anomalies for individual ranges and all
ranges together. Ranges are listed in the table by their proximity to the main divide.
Name
Temperature Precipitation
β (d ˚C−1) c R2 p RMSE β (d mm−1) c R2 p RMSE
HUMBOLDT MOUNTAINS -52.54 2.52 0.52 0.00 13.91 0.01 0.02 0.09 0.25 19.33
MAIN DIVIDE SOUTHERN
ALPS
-43.88 2.06 0.66 0.00 9.85 0.01 -0.14 0.06 0.35 16.58
YOUNG RANGE -42.02 0.77 0.47 0.00 14.90 0.02 -0.14 0.11 0.20 19.17
AILSA MOUNTAINS -53.59 1.18 0.41 0.01 15.68 0.01 0.16 0.10 0.24 19.44
FORBES MOUNTAINS -36.72 0.72 0.39 0.01 13.53 0.01 -0.17 0.08 0.30 16.76
ALFRED -34.37 -0.30 0.44 0.01 10.87 0.01 -0.02 0.06 0.36 14.01
LIVINGSTONE -53.72 0.42 0.42 0.01 15.34 0.01 -0.01 0.08 0.30 19.40
HUXLEY RANGE -39.46 0.03 0.42 0.01 15.58 0.02 -0.64 0.15 0.14 19.24
MINARETS -43.48 3.82 0.74 0.00 9.19 0.04 -0.24 0.38 0.01 15.86
BUCHANAN PEAKS -28.80 0.88 0.25 0.05 16.97 0.05 -0.32 0.51 0.00 14.02
McKERROW RANGE -32.98 0.40 0.39 0.01 14.17 0.05 -0.36 0.31 0.02 15.05
RICHARDSON MOUNTAINS -46.98 3.23 0.55 0.00 12.42 0.03 -0.25 0.23 0.06 15.48
HARRIS MOUNTAINS -34.25 1.66 0.30 0.03 16.04 0.06 0.00 0.48 0.00 13.46
THOMSON MOUNTAINS -46.21 0.06 0.26 0.04 18.49 0.07 0.47 0.22 0.07 20.03
TWENTY FIVE MILE RANGE -38.50 -0.27 0.30 0.03 14.54 0.07 0.05 0.25 0.05 15.37
ISTHMUS -32.68 -0.53 0.48 0.00 12.33 0.08 -0.24 0.41 0.01 13.60
MAUNGATIKA -32.57 -0.86 0.35 0.02 15.96 0.08 -0.35 0.29 0.03 16.49
BEN LOMOND -35.53 0.57 0.22 0.07 16.96 0.07 0.10 0.15 0.13 18.48
CORONET -26.59 0.03 0.15 0.13 16.22 0.09 0.08 0.34 0.02 14.06
UPPER LINDIS -29.32 -0.95 0.30 0.03 16.64 0.10 -0.08 0.32 0.02 16.32
CROWN RANGE -25.91 -0.23 0.18 0.10 16.16 0.07 -0.20 0.21 0.08 15.61
EYRE MOUNTAINS -32.26 -0.25 0.18 0.10 17.25 0.11 -0.15 0.37 0.01 15.83
CRIFFEL RANGE -25.85 -0.27 0.15 0.14 19.62 0.10 -0.25 0.23 0.06 17.97
THE REMARKABLES -18.81 0.37 0.09 0.26 16.35 0.08 0.04 0.20 0.08 15.38
PISA RANGE -13.28 0.26 0.06 0.38 17.53 0.10 -0.08 0.32 0.02 14.74
DUNSTAN RANGE -13.41 -0.67 0.07 0.34 18.34 0.10 -0.81 0.30 0.03 15.03
SOUTH CRIFFEL -12.44 -0.98 0.03 0.52 21.11 0.09 -0.41 0.30 0.03 16.60
HECTOR MOUNTAINS -14.37 -0.07 0.06 0.35 16.90 0.07 0.01 0.18 0.10 15.58
ST BATHANS RANGE -17.36 -0.22 0.08 0.29 20.45 0.10 -0.45 0.25 0.05 16.71
CARRICK RANGE -16.59 0.02 0.07 0.33 21.34 0.06 0.48 0.08 0.28 20.44
GARVIE MOUNTAINS -9.86 -0.36 0.04 0.45 17.33 0.05 -0.08 0.14 0.15 16.19
DUNSTAN MOUNTAINS -5.63 0.35 0.01 0.78 24.06 0.13 -0.33 0.18 0.10 20.76
HAWKDUN RANGE -13.01 -0.08 0.04 0.45 20.56 0.06 -0.22 0.21 0.07 18.38
OLD WOMAN RANGE -8.20 -0.31 0.03 0.50 17.27 0.04 -0.50 0.24 0.05 14.08
OLD MAN RANGE/KOPUWAI -11.66 -0.38 0.08 0.30 17.19 0.05 -0.83 0.08 0.30 17.64
WHITECOOMB RANGE -11.96 0.08 0.06 0.35 19.26 0.02 0.45 0.02 0.60 19.35
All -25.50 -0.07 0.19 0.00 15.91 0.02 0.07 0.11 0.00 16.76
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significant spatial trends (Figures 3.17 & 3.18). Figure 3.17 reveals that distance to the
main divide outperforms elevation at explaining variability in sensitivity to tempera-
ture. In the case of precipitation sensitivity, no relationship is evident with elevation,
while a complex relationship with distance to the main divide is apparent.
Figure 3.17 Regressions between the sensitivity of SCD to temperature (a, b) and pre-
cipitation (c, d) in terms of mean elevation of each range for areas above the median
winter snowline (a, c) and distance of each range from the Main Divide (b, d). In each
case, regression is applied to all ranges, and to the subset for which p < 0.05 for range
level sensitivity. Circular envelopes on data points are scaled by the R2 values associated
with the regression for each mountain range (i.e., larger circles reflect larger R2 values).
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Maximum temperature sensitivity occurred on and near the main divide, reducing at
a rate of 0.43 d ˚C−1 km−1 eastward from the Main Divide, concurrently with decreas-
ing R2 and increasing p-values. The relationship between temperature anomaly and
SCD anomaly becomes insignificant beyond distances of 55 km from the main di-
vide. For precipitation, a more complex spatial trend emerged, whereby the relation-
ship with SCD anomaly was weak and insignificant for ranges on and near the main
divide, before becoming significant and strengthening with distance between 20 and
55 km, where the strongest significant relationship occurred. From this point, sensi-
tivity to precipitation, and the strength of the relationship, decreased. The relation-
ship between precipitation and SCD anomaly was insignificant at distances greater
than 80 km from the main divide.
Figure 3.18 Spatial variability in the regression parameters of slope and R2 between
SCD anomaly and temperature (a) and precipitation (b) anomalies for each mountain
range within the Clutha Catchment.
78
3.4. RESULTS
Table 3.6 Parameters of regression between basin snow cover metrics and winter SOI
and SAM values.
SOI SAM
Metric bSCA (%) sign β R2 p sign β R2 p
tSCD
10 - 0.06 0.37 + 0.04 0.46
15 - 0.02 0.62 + 0.14 0.16
20 - 0.04 0.46 + 0.10 0.23
maxSCD
10 - 0.02 0.56 + 0.07 0.31
15 - 0.08 0.29 + 0.05 0.37
20 - 0.11 0.20 + 0.17 0.10
maxSCDonset
10 + 0.03 0.51 - 0.03 0.50
15 + 0.00 0.95 - 0.07 0.33
20 + 0.02 0.63 - 0.03 0.52
maxSCDloss
10 - 0.00 0.91 + 0.04 0.46
15 - 0.08 0.30 + 0.00 0.89
20 - 0.12 0.18 + 0.03 0.50
3.4.4.2 Influence of synoptic scale variability
Both the SOI and SAM varied from year to year, yet notable events were limited to the
strong La Niña of 2011. Relationships between basin snow cover metrics and the SOI
and SAM were weak and insignificant (Table 3.6, Figure 3.19). The lowest observed p-
value (0.16), was associated with a weak positive relationship between SAM and the
total number of days of 15% bSCA. Given the high inter-annual variability of bSCA
relative to a lack of notable SOI or SAM events, any signal within these metrics is too
weak to reveal any significant relationship with these indices over the 16-year period.
Similarly, there was no significant correlation detected between the SAM and the
yearly loadings of principal components one to six. In the case of SOI, PC2 displayed
a relatively weak positive relationship (p = 0.06, R2 = 0.23) and PC5 a relatively weak
negative relationship (p = 0.07, R2 = 0.21). These results suggest that the positive
expression of PC2 is likely to be favoured during periods of positive SOI phase (La
Niña), and PC5 during periods of negative SOI phase (El Niño). Furthermore, the en-
hanced signal provided by the PCs in this case highlights the benefit of utilising PCA
to leverage the spatial structure of the SCA time series.
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Figure 3.19 Scatter plots with linear regression between average winter SOI phase and
annualised loadings for principal components 1–6.
Comparison between the most anomalous years in terms of airflow, as characterised
by HYSPLIT, and principal component loadings, revealed associations between air-
flow and SCD anomaly. This is demonstrated for hy 2011, which was characterised
by a substantial positive anomaly in easterly airflow. This corresponded with large
positive loadings for both PC2, and PC3, the only year for which this occurred. Multi-
ple linear regression between loadings for PCs one to six and relative frequency of air
mass origins for 24-96 hour periods revealed strong correlations in only a few cases
(Table 3.7). The associations that emerge from this analysis suggest that PC3 is as-
sociated with positive anomalies in easterly airflow, and negative anomalies in south
easterly airflow over periods of 24 hours, and positive anomalies in easterly airflow
over 48 hours. PC2 was most strongly associated with negative easterly and posi-
tive south-easterly and southerly airflow anomalies over 72 hour periods, as well as
positive southerly airflow anomalies over 96 hour periods. PC1 was most strongly
associated with positive anomalies in north-easterly airflow over 96 hour periods.
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Table 3.7 Parameters for significant (p ≤ 0.05) linear multiple regression models be-
tween PC loadings and north-east (NE), east (E), south-east (SE) and south (S) trajectory
frequency anomalies over varying time periods. Significant (p ≤ 0.05) predictive variables
are denoted by *.
PC t (h) β0 β1 (NE) β2 (E) β3 (SE) β4 (S) R2 adj. R2 p
1 -96 -0.21 0.41* 0.00 -0.03 -0.19 0.59 0.44 0.03
2 -72 -0.28 -0.23 -0.34* 0.29* 0.52* 0.68 0.56 0.009
2 -96 -0.37 0.00 -0.20 -0.11 0.63* 0.57 0.41 0.04
3 -24 -0.62 0.04 0.43* -0.26* 0.42 0.73 0.63 0.004
3 -48 -0.72* 0.18 0.34* -0.05 0.26 0.56 0.43 0.033
3.5 Discussion
3.5.1 Spatial trends in seasonal snow cover
First order topographic controls were found to exert substantial influence over mean
SCD. Overall, SCD is strongly linked to elevation and aspect. This relationship was
strongest on and near the main divide, with the relationship between elevation and
mean SCD breaking down in the fault block ranges located >60 km east of the main
divide, as shown in Figure 3.15. Maximum SCD, and the only regions of perennial
snow cover, coincide with those areas of highest terrain and maximum mean annual
precipitation along and near the Main Divide of the Southern Alps.
The deterioration in the relationship between mean SCD and elevation for ranges
south-east of the Main Divide suggests that the role of temperature as a primary con-
trol on SCD weakens for this region. Although not specifically studied here, a re-
duced frequency of cloud cover in the lee-ward rain shadow of the Main Divide may
increase the relative importance of short-wave radiation in controlling ablation pro-
cesses on eastern ranges. While the western ranges are alpine in nature, with high
relief, the eastern ranges are characterised by high plateaus, with maximum eleva-
tions of 1400–1800 m. These plateaus are dissected by shallow basins and steep sided
gullies, the floors of which are typically above the winter snowline. This morphology,
combined with exposure to persistent winds is conducive to preferential accumu-
lation during redistribution events, promoting the development of deep snowpacks
(Redpath et al., 2018) which may persist much longer into spring than would other-
wise be expected. The relative importance of competing climatic influences on SCD
is discussed further in the following sections.
Overall, variability relative to the mean snow cover climatology is found to be high.
The coefficient of variation is negatively correlated to elevation, and greatest for pix-
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els with aspect N-NE, consistent with the anticipated influence of topographic vari-
ables as first-order controls. The fact that much of the catchment exhibits CVSCD >
100% reflects the basin hypsometry. Most of the catchment remains below the mean
winter snowline elevation, yet is still subject to occasional, often short-lived, snow
fall events. A relatively large area of the catchment lies at elevations between 1000
and 1500 m and has CVSCD > 0.5, representing a large marginal snow season zone,
where snow cover is often transient. Much of this area is in the eastern part of the
catchment (e.g., the Hawkdun Range), where substantial inter-annual variability in
SCD is observed.
3.5.2 Temporal trends in seasonal snow cover
Since 1909, annual mean temperature in New Zealand has increased at a rate of
0.91°C c−1, although this rate is reduced for the southern South Island (0.58°C c−1 at
Dunedin) (Mullan et al., 2010) and climate change is expected to result in a reduction
in both the duration of snow cover, and peak snow depth in the South Island of New
Zealand (Hendrikx et al., 2012). The 16 – year time series presented here, however, re-
mains largely dominated by inter-annual variability, concealing any temporal trend
that may exist in SCD or SLE. This indicates that for the 2000 – 2016 period, short
term variability in seasonal snow exceeds any longer term signal driven by climate
change, which contrasts a tendency toward warmer than average air temperatures
within the Clutha Catchment (Figure 3.20). While this daily observational record of
snow presence remains short, it is consistent with earlier findings of Fitzharris and
Garr (1995), whose snow storage index reconstructed by temperature-index models
(in turn driven by sparse observations) for the major hydro-electric catchments of
the South Island showed significant inter-annual variability, but no long term trend
over the period 1931 – 1993. Subsequently, the Clutha Catchment exhibits contrast-
ing behaviour to many other regions globally, where reductions in seasonal snow,
and shifts in the timing of seasonal snow processes have been observed (e.g., Mc-
Cabe and Clark, 2005; Lundquist et al., 2009; Estilow et al., 2015; Klein et al., 2016;
Borman et al., 2018). This includes other regions in the Southern Hemisphere, where
in the Snowy Mountains of Australia a significant reduction in snow season length
has been detected from MODIS data over the period 2000 – 2010 (Bormann et al.,
2012). Similarly, the South American Andes have undergone a spatially variable but
significant reduction in snow season length of 2 – 5 d yr−1 between latitudes 29 and
36° S over the period 2000 – 2016 (Saavedra et al., 2017). Despite the large observed
inter-annual variability, the most extreme years in the current record can provide in-
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sight into the potential impact of future warming. The greatest reduction in snow
cover across most metrics considered here occurred for hy 2006, during which SCD
depletion was spatially consistent across the catchment (strong positive loading on
PC1). This year represents an anomalously warm winter within the catchment, where
temperatures at Queenstown Airport were 1°C warmer than the 2000 – 2016 average
(NIWA, 2018), and was characterised by high temperatures and higher than normal
sunshine hours across much of the lower South Island (Salinger and Burgess, 2005).
Relative to the 1986 – 2005 period, winter warming of 0.7 – 1.2°C is projected for the
Otago Region for the period 2031 – 2050 (Mullan et al., 2016). Considering the impact
of temperature alone, the probability of poor snow seasons such as that seen for hy
2006 is likely to increase.
3.5.3 Spatio-temporal variability in seasonal snow cover
The relatively large number of principal components required to explain the main
share of observed variability, and the high dissimilarity between years in terms of
PC loadings, confirms the high degree of spatio-temporal variability within the time
series. PC1 represents the largest share of variance in SCD and is explained by eleva-
tion, with most variance occurring in the areas where seasonal snow mostly occurs
and persists. PC2, however, reveals an annular pattern, whereby negative deviation
occurs at high elevations, and positive deviation at low elevations. The maximum
positive loading on PC2 occurred for hy 2012, which also coincided with the latest
observed onset date for 10% bSCA and an extended period of anomalously high SLE.
This characteristic in SCA and SLE was eventually reversed, with the latter part of the
winter featuring a sustained period of suppressed SLE and higher than average SCA.
Ultimately, this resulted in a longer than usual SCD at low elevations, despite the re-
duced SCD at high elevations due to an absence of autumn and early winter snow.
The two most similar hydrological years in terms of PC loadings were 2006 and 2015.
Both featured strong positive loadings on PC1, and negative loadings on most of the
remaining PCs except for PC5. This resulted in strongly negative SCD anomalies for
both years making them the two lowest ranked observed snow seasons across the
catchment across the majority of metrics. Strong negative SCD anomalies affected
all mountain ranges for these years.
Four years exhibited strong spatial gradients across the catchment, with an east-west
gradient in positive to negative SCD anomalies for 2001 and 2003, and a west-east
gradient for 2009 and 2011. While each pair shared similar loadings for some PCs,
their overall pair-wise signature difference was still relatively high. This observation
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highlights that even for years that appear to be similar in terms of spatial variability
in SCD anomaly, the propagation of spatial variability across the catchment remains
complex and highly variable from year to year. Notably, the occurrence of an east-
west gradient in SCD anomaly, and positive loadings on PCs 2, 3, 4 and 5 indicate that
the typical climatic gradient (west-east) across the catchment can be modulated, or
even reversed, in terms of SCD. The spatial structure evident across the catchment
within PCs 2-6 also indicates that in terms of seasonal snow the Clutha Catchment
departs substantially from behaving as a single climatic unit.
3.5.4 Climatic influences on observed snow cover variability
3.5.4.1 Influence of winter blocking highs
A persistent feature throughout the 16-year time series was the observed mid-winter
decrease in bSCA, which on average occurs during July, before SCA peaks again in
August. This feature of the snow cover climatology aligns with a winter positive air
pressure anomaly, which peaks in July (Figure 3.20). The occurrence of winter anticy-
clones is a common feature in the New Zealand region, and these may commonly be-
come persistent and lead to strong blocking (Sinclair, 1996). Under such conditions,
the frequency of precipitation events (i.e., snowfall), particularly those delivered by
the passage of fronts, will be reduced, while at the same time, solar irradiance at the
surface will be high under clear sky conditions. Together, these factors will reduce
accumulation and enhance ablation, allowing a depletion in SCA before unsettled
conditions in late winter and early spring promote renewed accumulation and bSCA
increases again ahead of spring melt.
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Figure 3.20 (Left) Mean (µ) monthly atmospheric pressure anomaly (mean sea level)
plotted for five climate stations within the Clutha Catchment. Record lengths vary from
eight (dashed lines) to 16 years (solid lines). (Right) Anomalies in winter mean air tem-
perature for low elevation (i.e., non-alpine, valley locations) stations in the Clutha Catch-
ment. Anomalies for each station were calculated with respect to the mean of the the
station record. Stations were selected to maximise record length for the variables con-
sidered, while balancing geographic distribution. Data from the NIWA National Climate
Database(CliFlo) (NIWA, 2018).
3.5.4.2 Temperature and precipitation sensitivity and associated spatial vari-
ability
In a global context, Hammond et al. (2018) found southern New Zealand to be mixed
in terms of the relative importance of temperature and precipitation variability in
influencing snow persistence. Here, a thorough spatial analysis allows the relative
importance of temperature and precipitation to be further scrutinised in more detail.
Temperature was found to have a more significant influence on SCD anomaly than
precipitation, although sensitivity to both factors was spatially variable. Sensitivity to
both temperature and precipitation was more strongly associated with proximity to
the main divide than elevation. The sensitivity of SCD anomaly to temperature was
greatest on and near to the main divide, where sensitivities as high as−53 d ˚C−1 were
observed, accompanied by significant R2 values of 0.39 – 0.74. Sensitivity decreased
to the east, with the weakest relationship of−6 d ˚C−1 (R 2 = 0.01 , p = 0.78) observed
for the Dunstan Mountains.
Enhanced sensitivity to temperature on and near the Main Divide reflects the influ-
ence of orographic processes, with the rain/snow temperature threshold and associ-
ated albedo feedback playing important roles in controlling accumulation and abla-
tion in this cloudy, high precipitation environment. Conversely, increased incident
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solar irradiance through the central part of the catchment (Macara, 2015), and an in-
creased proportion of precipitation delivered via cold fronts may act to reduce the
importance of air temperature in controlling snow accumulation and ablation. For
the Brewster Glacier, located west of the Main Divide and just outside the Clutha
Catchment, Cullen and Conway (2015) reported that net radiation dominated melt
at annual timescales, but the role of cloud cover in enhancing sensitivity to air tem-
perature at Brewster Glacier has also been recognised (Conway and Cullen, 2016).
The Pisa Range, near the geographic center of the catchment, has a temperature sen-
sitivity of -13.28 d ˚C−1 (R 2 = 0.06 , p = 0.38), indicating a weakened influence of
temperature on SCD. This is broadly consistent with the findings of Sims and Orwin
(2011) where net radiation provided 40% of melt energy, compared to 34% from sen-
sible heat fluxes. Conversely, further north in Canterbury’s Craigieburn Range, which
is also east of the Main Divide, Prowse and Owens (1982) found that sensible heat
dominated melt energetics, which suggests that spatial gradients in climatic sensi-
tivity are not uniform across the South Island. Further complicating the relative im-
portance of turbulent and radiative fluxes in controlling ablation processes is the role
of wind entrainment. As discussed previously, wind re-distribution of snow is likely
to result in concentration of snow as promoted by topography, and can promote ab-
lation of the snow pack by sublimation under favourable conditions (Pomeroy and
Gray, 1990; Pomeroy and Essery, 1999; Wang and Jia, 2018). Preferentially accumu-
lated snow will generally increase in density and depth, further increasing the energy
required to ablate the snow pack. The increased rate at which mean SCD lengthens
with elevation on southerly aspects compared to northerly aspects further supports
this interpretation.
Spatial variability in the sensitivity of seasonal snow to climatic parameters has been
detected elsewhere. Howat and Tulaczyk (2005), for example, detected spatial vari-
ability in sensitivity of maximum spring SWE to climate forcings in the predomi-
nantly precipitation sensitive Sierra Nevada of California. While a portion of ob-
served sensitivity was attributed to elevation, an unexplained latitudinal dependence
was attributed to contrasting regional atmospheric circulation patterns. As pointed
out by Howat and Tulaczyk (2005), observations of spatial variability in temperature
sensitivity may lead to over-predictions of reduced snow cover by models that lack
sufficient spatial scale or parameterisation. As well as providing a reference data
set for model calibration and validation, these findings can provide guidance for ef-
forts to model seasonal snow processes at the catchment to national scale in the New
Zealand context. Understanding the relative importance of precipitation and tem-
perature and their influence on seasonal snow is central to evaluating and refining
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the performance of degree-day models. It is clear, for example, that such models
may perform adequately at recreating melt on and near the main divide, their perfor-
mance will likely deteriorate for ranges further east, where the relative importance
of variability in energy balance and wind-driven redistribution of snow is increased.
Hock (2003) emphasised that while degree-day models work well for modelling melt
at catchment scales over long time periods, reliability is reduced as temporal resolu-
tion increases and where spatial variability in melt rates exist. Similarly, Clark et al.
(2009) suggested that basin specific parameterisations are required to improve the
simulation of seasonal snow across the South Island, and these results can provide
guidance to this end within the Clutha Catchment, as well as providing a framework
for the assessment of snow cover sensitivity to climatic forcings that could be scaled
up across the South Island.
There is a need to better understand the relative importance of temperature and pre-
cipitation sensitivity, in particular to better capture the potential for gains in snow
accumulation through increased precipitation to offset losses driven by increased
temperature. Furthermore, the current study indicates that considering just tem-
perature and precipitation leaves a large component of SCD variability unexplained,
emphasising the need to improve understanding and parameterisation of individual
components of the energy balance and redistribution of snow by wind. Degree day
models may be enhanced relatively simply through the inclusion of radiation and
albedo factors. Gao et al. (2017) demonstrate the increased transferability introduced
to hydrological models of snow and glacier dominated catchments with improved
representations of topographic heterogeneity. Capturing the effects of wind on snow
redistribution, however, remains a substantial challenge, further compounded by a
scarcity of data in alpine environments such as New Zealand (Hendrikx and Harper,
2013b), and the need to characterise terrain at sufficient resolution to resolve wind-
driven processes at relevant scales (e.g., Marsh et al., 2018; Mott et al., 2018).
3.5.4.3 Atmospheric circulation
The association between HYSPLIT trajectory anomalies and characteristic spatial
variability in SCD, as expressed by PC loadings, provides new insight into the role of
anomalous synoptic scale circulation on snow cover variability. For hy 2011 in partic-
ular, relatively high positive loadings were identified for PC2 & 3, which are both asso-
ciated with positive anomalies in SCD in the eastern part of the catchment (particu-
larly the Manuherikia basin), and in the case of PC2, relatively strong positive anoma-
lies in SCD at low elevations across the catchment. HYSPLIT trajectory anomalies for
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this period revealed a substantial increase in the frequency of airflow originating to
the east of New Zealand. This scenario of anomalous easterly airflow represents a
reversal of the typical zonal flow affecting the South Island of New Zealand, which
is dominated by westerly flow (Sturman and Tapper, 2006; Macara, 2015) whereby
the eastern part of the catchment lies in the rain shadow of the Southern Alps. Un-
der easterly flow conditions, topographic barriers between the Pacific Ocean and the
ranges of the eastern part of the catchment are substantially reduced. The 2011 hy-
drological year also featured the highest observed mean winter SOI value (i.e., the
strongest observed La Niña event).
Overall, the climatic indices of SOI and SAM did not provide strong explanations for
spatio-temporal variability of snow cover within the Clutha Catchment. A notable
exception to this was hy 2012. This year had the largest positive loading on PC2,
corresponding to an annular spatial pattern in SCD anomaly with positive anoma-
lies at low elevations and negative anomalies at high elevations. Climatically, this hy
was characterised by strong positive SOI values (i.e., La Niña conditions) from Febru-
ary 2011, weakening somewhat by June, before strengthening again through to De-
cember (Renwick, 2012). At the same time, the SAM switched from positive in May
to near-neutral in June, before remaining strongly negative from July to September.
Subsequently, this snow season was substantially shortened at high elevations, due
to a reduction in accumulation early in winter. Conversely, the persistently nega-
tive SAM through late winter was accompanied by a period of regular low level snow
fall that extended SCD at low elevations. The lack of strong relationships with SOI
and SAM differs somewhat from the observations of Hammond et al. (2018) who de-
tected a correlation between the Oceanic Niño Index and snow persistence across a
substantial proportion of the lower South Island. Varying results here may be a result
of the different spatial scales of analysis.
The most reduced SCD across the catchment occurred for hys 2006 and 2015, which
were also the most similar in terms of PC loadings. In particular, PC1 was associ-
ated with positive anomalies in airflow originating north-east of New Zealand. While
positive SOI values (e.g., La Niña conditions) are associated with anomalous north-
easterly flow for New Zealand (Sturman and Tapper, 2006), these years were asso-
ciated with both slightly positive (hy 2006) and negative (hy 2015) winter mean SOI
values, while both having positive anomalies in the frequency of north-easterly air-
flow. This analysis highlights that, despite the complex interacting processes govern-
ing seasonal snow cover in New Zealand, large scale climatic perturbations can be
linked to the spatio-temporal distribution of seasonal snow cover, beyond controls
imposed by regional topography. An expected future strengthening of winter wester-
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lies for the lower South Island (Mullan et al., 2016) would decrease the likelihood of
extended SCD in the eastern part of the Clutha Catchment, through a corresponding
reduction in winter easterly flow, which is important for delivering precipitation to
the Manuherikia basin.
3.5.5 Limitations of scale
The large number of principal components required to explain the observed vari-
ability suggest that some of the spatial variability affecting seasonal snow within
the Clutha Catchment occurs beyond the detection limits of MODIS. While an in-
ability to resolve fine scale processes limits insights into the full range of processes
controlling seasonal snow within the catchment, spatial variability in sensitivity of
SCD to changes in temperature and precipitation has been demonstrated at a sub-
catchment scale. Furthermore, the observed degradation of the relationship between
SCD and elevation away from the Main Divide (Figure 3.15) suggests the processes
occurring at scales that are difficult to detect with MODIS gain significance in con-
trolling SCD. These processes include re-distribution of snow by wind and the asso-
ciated influence of micro-terrain, which may complicate the interpretation of pixel
level fSCA. This is likely to be especially relevant to hydrological modelling and de-
mands further attention on fine-scale spatial variability in seasonal snow.
3.6 Conclusions and outlook
This study has produced a 16-year time series of daily snow covered area from MODIS
imagery for the Clutha Catchment, New Zealand, providing an important supple-
ment to sparse seasonal snow observations in the Southern Hemisphere. From the
daily SCA time series, a number of metrics have been derived to characterise the
spatio-temporal variability of seasonal snow cover for this region. A consistent re-
duction in mid-winter SCA demonstrates the influence of persistent synoptic scale
features, such as blocking highs. Overall, the inter-annual variability is high, con-
cealing any trend that may exist over the study period. Despite the lack of a temporal
trend in this record, extreme years provide insight into conditions that may become
more frequent under future climate change scenarios.
Characterisation of spatial modes of variability via spatialised rPCA reinforces the
highly dynamic nature of seasonal snow cover within the catchment, with minimal
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similarity in spatial patterns between years. This analysis proved capable of iden-
tifying the two most similar years, however, for which spatial patterns of SCD were
linked to anomalous north-easterly airflow. The ability to identify such associations
highlights the strength of the approach taken to rPCA, which retained both the spa-
tial and temporal signals of SCD variability. Spatial variability in snow cover across
the catchment is also high, with the SCD anomaly being out of phase for some years,
indicating that the Clutha Catchment departs markedly from a single climatic unit in
terms of seasonal snow.
Spatial variability in the sensitivity of SCD to temperature and precipitation variabil-
ity at sub-catchment scale has also been demonstrated. Temperature was found to be
an important control of SCD variability on and near the main divide, with regression
analysis revealing strong relationships in this area. The relationship between tem-
perature and SCD anomaly generally weakened to the east. Precipitation was most
important for a zone through the central part of the catchment (15 to 60 km east of the
Main Divide), but largely insignificant on the Main Divide and for ranges further east.
Regression analysis demonstrated that on their own, temperature and precipitation
leave a large proportion of SCD variability unexplained, and that their importance
varies spatially. While providing guidance for efforts to improve parameterisations of
snow models in New Zealand, these findings also highlight the likely importance of
other components of the energy balance and the redistribution of snow by wind in
influencing seasonal snow processes. Ultimately, this highlights the potential short-
comings in traditional degree-day approaches to modelling seasonal snow in this re-
gion. In demonstrating the utility of rPCA for examining spatio-temporal variability
in SCD at regional scales, this work provides a framework for the ongoing monitor-
ing of seasonal snow cover, improved context for understanding the snow hydrol-
ogy of the Clutha Catchment, and can contribute to efforts to improve the modelling
of seasonal snow throughout New Zealand and elsewhere, particularly where in situ
records are sparse.
The linear regression approach used to examine relationships between climate vari-
ability and snow cover duration provides a first assessment of these sensitivities in a
spatially distributed way at a regional scale in New Zealand. While this approach has
provided interesting insight into spatial variability of climatic sensitivity across the
Clutha Catchment, future approaches would benefit from more sophisticated anal-
ysis that can accommodate non-linearity. Non-linear approaches may also provide




Repeat mapping of snow depth
across an alpine catchment with
RPAS photogrammetry
This chapter is based on Redpath et al., 2018. It appears here with some minor edi-
torial changes to ensure consistency with the thesis and minimise repetition. Figure
4.3 has been added to the method section to summarise the main photogrammetric
workflow.
4.1 Introduction
Since water storage within a snow pack is a function of snow depth and density,
and the former exhibits higher spatial variability than the latter, advances in mea-
suring snow depth at high spatial resolution offer promise for improved estimates of
snow water equivalent (SWE) (Harder et al., 2016). Chapter 3 characterised spatio-
temporal variability of seasonal snow across the Clutha Catchment at regional (i.e.,
tens to hundreds of kilometres) scale. This analysis has provided valuable insights
into spatio-temporal variability of seasonal snow within the Clutha Catchment, yet
has been carried out at a spatial scale that does not fully capture seasonal snow pro-
cesses (Blöschl, 1999). Historically, capturing snow depth data at a spatial resolution
sufficient to resolve all but the finest scale snow processes has been difficult.
Recent technological advances, including the miniaturisation of imaging and posi-
tioning sensors, as well as improvements in battery power and autonomous naviga-
tion have significantly lowered the barriers associated with remotely piloted aircraft
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system (RPAS, also known as “unmanned aerial systems”, UAS, and “unmanned aerial
vehicles”, UAV) operation (Watts et al., 2012). This, combined with ever-increasing
computing power and significant improvements in machine-vision for dense pho-
togrammetric reconstruction (Hirschmuller, 2008; Lindeberg, 2015) provides new
opportunities to map small areas photogrammetrically at very high resolution in a
temporally flexible, on-demand, fashion. Examples of RPAS use related to mapping
snow depth are promising, but tend to apply to sub-catchment scales and to not fully
characterise the uncertainty associated with photogrammetric modelling (Vander
Jagt et al., 2015; Bühler et al., 2016; De Michele et al., 2016; Harder et al., 2016; Cimoli
et al., 2017; Avanzi et al., 2018). Furthermore, most RPAS studies of snow depth to date
have mapped terrain of relatively low complexity (e.g., Avanzi et al., 2018; Fernan-
des et al., 2018). Additionally, with a few exceptions (e.g., Harder et al., 2016; Marti
et al., 2016), previous studies have often relied on multi-rotor platforms despite their
relatively short endurance and reduced spatial coverage relative to fixed-wing alter-
natives. Merit remains in characterising fine scale variability in snow depth distribu-
tion across an entire catchment, a scale that fixed-wing RPAS can more easily cap-
ture. However, increased terrain complexity, and the magnitude of the image block,
can, in turn, challenge photogrammetric modelling. Determination of snow depth
via RPAS photogrammetry relies first on the reconstruction of three-dimensional
scenes from a set of overlapping images, and then on the principle of differencing
between temporally subsequent surfaces, provided by point clouds or digital sur-
face models (DSM) (Vander Jagt et al., 2015; Harder et al., 2016). A snow-free sur-
face provides a reference data set for absolute snow depth, while changes in snow
distribution through winter can be assessed by comparing surfaces obtained while
snow cover is present in the catchment. Because changes in snow depth through
time, either through processes of accumulation, ablation, or re-distribution may be
subtle, the repeatability and vertical accuracy achieved by photogrammetric mod-
elling is paramount. The aim of this chapter is to test a methodology for retrieving
snow depth across an entire catchment via RPAS photogrammetry from a fixed-wing
platform. The performance, limitations and usefulness of this approach, is evalu-
ated, and the resolution of snow depth at the catchment scale is assessed. Associ-
ated challenges include minimising spatial uncertainties sufficiently to reliably de-
tect changes in snow depth over time, with a decimetre level of vertical accuracy tar-
geted, while also reducing the need and complication of extensive in situ collection
of ground control points (GCPs). This approach was assessed during a campaign




This chapter seeks to address the second research question of the thesis: Can snow
depth be reliably measured at the basin scale using RPAS photogrammetry? This re-
search question is addressed via the following objectives:
1. Repeatedly map snow depth across a small alpine basin during the winter of
2016,
2. Assess the uncertainty and repeatability of snow depth mapping by RPAS pho-
togrammetry,
3. Assess the ability of RPAS photogrammetry derived snow depth maps to resolve
the fine scale spatial variability in snow depth.
The chapter describes the field site, field and photogrammetric methods, as well as
the quality and accuracy assessment. Results are considered in terms of the valida-
tion and repeatability of the method, as well as considering the spatial distribution
of snow within the catchment. The discussion addresses the performance of RPAS
photogrammetry in this context, sources and nature of the associated uncertainty
as well as pitfalls and limitations that were encountered, before demonstrating the
insight that RPAS-derived data can provide for the study of seasonal snow. While pri-
marily exploring and assessing the potential of RPAS photogrammetry for measuring
seasonal snow pack, this study has broader implications for the wider field of mod-
ern close-range photogrammetry, as typically implemented from low cost (relative
to manned systems), unmanned systems. While considered here in terms of sea-
sonal snow, the characterisation of RPAS photogrammetry performance presented
also applies to other applications involving three-dimensional surface and/or vol-
ume change analysis.
4.2 Study site
The study catchment (Figure 4.1), a tributary of the Leopold Burn located in the
Pisa Range of the Southern Alps/Kā Tiritiri-o-te-Moana of New Zealand (44.882°S,
169.081°E), is 0.41 km2 in size, and has been the subject of prior snow-hydrology in-
vestigations (Sims and Orwin, 2011). Elevation of the catchment ranges between 1440
and 1580 m a.s.l. with a near-uniform area-elevation distribution (Figure 4.1). Aver-
age slope is moderate, with 80% of the catchment having a surface slope of 24° or
less. The catchment runs north to south and is drained by a small stream. While
east of the Main Divide of the Southern Alps, the Pisa Range is representative of
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Figure 4.1 Location of the study basin (c) within New Zealand (a) and the Pisa Range,
Central Otago (b). The hypsometry of the study basin is shown in (d).
several large fault-block mountain ranges that dominate the eastern portion of the
Clutha Catchment within the Otago region. These ranges are bounded by moder-
ately steep slopes, rising to broad continuous ridge and plateau systems, in turn dis-
sected by relatively shallow gullies, basins and gorges. These ranges feature relatively
large areas above the winter snowline, with complex micro-terrain features, which
are of interest in the context of re-distribution, preferential accumulation, and abla-
tion of seasonal snow. In combination with typically windy conditions, the topogra-
phy is expected to produce complex, highly variable spatial distributions of seasonal
snow, convolved with, and potentially overtaking the role of elevation in influencing
variability in snow depth. The catchment mapped in this study is larger than areas
mapped for other similar studies published to date (Vander Jagt et al., 2015; Bühler
et al., 2016; De Michele et al., 2016; Harder et al., 2016), and has a relatively complex
topography, with several gullies dissecting the main slopes, separated by broad, steep
sided ridges. Visual assessment of Landsat, Sentinel-2, and MODIS imagery revealed
that while the catchment could be considered to be in the marginal snow zone, snow
cover persists from June to late September most years, thus providing opportunities
for repeated mapping and the capture of the snow pack in various states.
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4.3 Data and methods
4.3.1 Field approach
4.3.1.1 RPAS platform and payload
The flight platform is the Trimble UX5 Unmanned Aircraft System, a fixed wing RPAS
manufactured by Trimble Navigation for photogrammetric applications. A single
two-blade propeller, driven by a 700 W electric motor, propels the platform. Power
is supplied from a 14.8 V, 6000 mAh Lithium-polymer battery allowing a flight en-
durance of 50 minutes. Autonomous navigation is supported by a single channel GPS
receiver, which also provides approximate coordinates for each photo centre, while
an accelerometer logs orientation data.
Imagery is captured by a large-sensor (APS-C) Sony NEX 5R mirrorless reflex digi-
tal camera providing a maximum imaging resolution of 4912 pixels by 3264 pixels,
or about 0.04 m GSD at 400 ft (122 m) a.g.l. The camera is fitted with a Voigtländer
Super Wide-Heliar 15 mm f/4.5 Aspherical II lens, with focus fixed to infinity. Ap-
propriate exposure to ensure suitable contrast on the range of imaged targets was
achieved with maximum aperture, high shutter speeds between 1/1000-1/4000 sec
to minimise forward motion blurring, and automatic ISO sensitivity. Camera settings
were checked prior to each flight to accommodate varying light conditions and the
relative share of ground cover (vegetation vs. snow).
4.3.1.2 RPAS flights
Three RPAS campaigns were undertaken with identical planning and differing states
of snow cover in the catchment (Table 4.1. Flight planning was carried out using the
Trimble Aerial Imaging software. All flights imaged 15 strips, aligned along the major
axis of the study catchment (Figure 4.2). The study area was imaged with 90/80% for-
ward/sideward overlap with respect to the lowest elevation to ensure that sufficient
overlap was maintained when mapping rising ground. Exposure locations are deter-
mined automatically by the software to achieve the desired overlap, with the camera
being triggered accordingly during flight using on board GNSS navigation. The dura-
tion of each flight was ~35 minutes, with about 900 images being captured per flight.
Average flying altitude of the flights was 1650 m a.s.l., with a standard deviation less
than 1.5 m during the mapping phase of the flight. For both the winter and spring
flights, the snow surface had considerable texture, with a greater surface roughness
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Table 4.1 Timing details for RPAS flights during 2016. All flights were completed be-
tween noon and early afternoon.
campaign/flight Date Season Snow cover Sky conditions














overall for winter campaigns. Wind-affected recent fresh snow was present for the
winter flight. It is recognised that homogeneous snow surfaces may represent partic-
ularly challenging targets for photogrammetry (Bühler et al., 2017). Nevertheless, the
imaging quality and dynamic range of the camera used in this study provided suffi-
cient contrast for all flights, across snow as well as when imaging mixed snow-bare
ground conditions. Subsequently, full photogrammetric restitution could be com-
pleted without the need for image post-processing (e.g., Cimoli et al., 2017).
4.3.1.3 Ground control survey
Achieving a robust constraint of exterior orientation parameters during aero-
triangulation (AT) depends on the availability of a set of high-quality ground con-
trol points (GCPs). This is particularly true where the imaging platform lacks precise
point positioning (PPP) capability (e.g., it carries only single frequency GPS and is
not capable of determining differentially corrected positions). Such code-only GPS
navigation is accompanied by uncertainties two orders of magnitude greater than
the expected accuracy of photogrammetric models. Ground control networks were
established for each RPAS flight campaign using real time kinematic (RTK) Global
Navigation Satellite System (GNSS) surveying with a Trimble R7 base station and R6
rover units. GCP locations were measured with accuracy on the order of ~0.02-0.03
m. GCPs were signalled with 0.6×0.6 m mats painted with a high contrast circular
quadrant pattern for the autumn and winter flights. For the spring flight, chalk pow-
der was used with a stencil to mark the target directly on the snow surface, using the
same pattern as for previous flights. The use of chalk powder eliminated the need
to retrieve GCP targets following RPAS flights. All survey work, as well as production
of deliverables from photogrammetry, was carried out in terms of the New Zealand
Transverse Mercator (NZTM) reference system. All RTK survey work utilised a base
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Figure 4.2 Typical flight path for the mapping of the study catchment using the Trimble
UX5, GCP network established for each flight campaign, and reference snow depth loca-
tions (a). Note that some GCP marks are obscured between missions. Flight log is from
the spring flight campaign. The configuration of the ground control point (GCP) and
check point (CP) assignment for the triangulation of flight mission 1 (b), flight missions 2
(c) and flight mission 3 (d) is shown in the panels on the right hand side.
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station established on a common benchmark, established for this project, the po-
sition of which was differentially corrected with respect to nearby continually oper-
ating reference stations (CORS). GNSS data were processed using Trimble Business
Center (TBC) v3.40 software.
It is well established that photogrammetric control is best achieved within the
bounds of the GCP network (Linder, 2016), while the uncertainty associated with the
geo-location of resected points increases beyond the control network. To constrain
the area within the study catchment for photogrammetric processing, the GCP net-
work was distributed around the catchment perimeter, as well as through the central
area of the catchment. Additionally, placement of GCPs on the valley floor and at
mid-elevation within the catchment ensured that the network also sampled the ele-
vation range of the catchment. An extensive GCP network was established for the first
flight with no snow on the ground, which permitted the robustness of AT to be tested
under different GCP scenarios, as discussed further in Section 3.2.1. This allowed
the network to be refined and reduced in size for subsequent campaigns, a matter of
practical importance when working in alpine areas during the winter. Control point
networks for each campaign are illustrated in Figure 4.2. A new GCP network was
established for each survey campaign due to the inability to establish permanent
markers (e.g., on poles) due to the conservation status of the study area. Although
the layout of the network was similar for each campaign, there were no common
GCPs shared between different flights, with the only common setting being the setup
of the base station for each RTK survey.
4.3.1.4 Reference snow depth measurementsNew Zealand
To assess the quality of snow depth data derived from RPAS photogrammetry, inde-
pendent measurements were collected by manual snow probing on 10/09/2016, the
same day as the spring RPAS campaign. This approach has been established as stan-
dard practice in similar studies (e.g., Nolan et al., 2015). Aluminium avalanche probes
with 0.01 m graduations, providing a nominal precision of 0.01 m, were used. The
sampling strategy involved the measurement of snow depth every 50 m along three
elevation contours within the study catchment, namely 1460, 1500 and 1540 m (Fig-
ure 4.2). This strategy ensured that snow depth was measured across a representative
sample of slope aspect and elevation, while optimising navigation across the catch-
ment. Snow depths were measured at each location by probing five times within arm
reach, and the location of the central measurement surveyed with RTK GNSS, under
the same protocol and achieving the same level of accuracy as the GCP survey. This
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provided 430 measurements of snow depth, with the mean snow depth at each of the
86 locations providing a sample for comparisons with RPAS-derived snow depth.
4.3.2 Data processing
4.3.2.1 Photogrammetric processing
The goal of aero-triangulation (AT) in photogrammetry is to transform a set of im-
ages into a scene in which geometrically accurate measurements can be made in
three dimensional, often geographic, space. This geo-referencing process requires
a transformation from the inherent coordinate system of the device capturing im-
agery (a camera) to an appropriate geographic coordinate system (Vander Jagt et al.,
2015; Linder, 2016). While traditional photogrammetry has long relied on metric (cal-
ibrated) cameras, the use of off-the-shelf non-metric cameras requires the simulta-
neous solving of both interior orientation (the camera model) and exterior orienta-
tion. This process, known as self-calibration, applies a bundle-block adjustment to
solve the camera model describing the precise focal length (f ), the offset between the
principal point of autocollimation (PPA) and the centre of the imaging sensor plane
(x0, y0), and the departure between the image point coordinate (x, y) and the idealised
linear projection due to lens distortion. Camera calibration parameterises radial and
decentering distortion with models such as that of Brown (1971):
x′ = (1 +K1r
3 +K2r
5 +K3r
7)x+ 2T1xy + T2(r
2 + 2x2)
y′ = (1 +K1r
3 +K2r
5 +K3r
7)y + 2T1xy + T2(r
2 + 2y2)
, (4.1)
in which K terms are the radial distortion coefficients, T terms are the tangential
distortion coefficients, and
x = x− x0, (4.2)
y = y − y0, (4.3)
r =
√
x2 − y2. (4.4)
Image coordinates corrected for lens distortion are then used in the set of collinearity
equations relating object point coordinates (XA, YA, ZA) to the corresponding image
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(X0, Y0, Z0) are the coordinates of the perspective centre of the image frame in the
ground coordinate system. The rij terms represent the 3×3 rotation matrix relating
the sensor coordinate system orientation to the ground coordinate system. Since
the UX5 camera is fixed with respect to the platform, the latter combines the roll,
pitch and yaw (ω, ϕ, κ) of the platform at the time of exposure. The nature of bun-
dle block adjustment with camera self-calibration dictates that the quality of the fi-
nal photogrammetric model is highly sensitive to errors in both sensor position and
orientation, as well as inaccurate refinements of the interior orientation parameters
(Ebner and Fritz, 1980).
4.3.2.2 Software and workflow
Initially, AT was carried out using the photogrammetry module of Trimble Business
Center, v3.40 (TBC), which relies on a simplified implementation of the adjustment
process from Inpho UAS Master. Deliverables produced using TBC, however, suffered
from severe elevation artefacts which limited their usefulness for further analysis.
This is discussed further in Section 5.3.
Following the identification of shortfalls in TBC, AT was carried out using Trimble In-
pho UAS Master® v8.0 (UAS Master). UAS Master is a feature rich photogrammetry
package that is targeted to RPAS applications (Trimble/Inpho, 2018, 2016), and is a
comprehensive alternative to software often used in similar studies such as Pix4D or
Agisoft Photoscan. The AT solution is initialised by the positional parameters (X0, Y0,
Z0) for each photo centre, as provided by the on-board GPS receiver. Relative adjust-
ment is achieved after automatic tie point (TP) collection. TPs are common targets
recognised in multiple overlapping images, which allow the relative position and ori-
entation of images within the block to be determined. Subsequent measurement of
GCP positions in images enables the absolute adjustment. GCPs may be collected
manually or automatically via feature recognition. In this case, targets marking GCPs
were identified, and selected manually. The absolute bundle block adjustment then
concurrently refines the exterior and interior orientation parameters.
The robustness of photogrammetric modelling was assessed by testing several alter-
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Table 4.2 Summary results of alternative ground control point (GCP) and check point
(CP) scenarios tested for aero-triangulation within UAS Master.
Scenario
GCP RMSE (m) CP RMSE (m)
n x y z n x y n
1 23 0.0069 0.0076 0.0055 0 N/A N/A N/A
2 14 0.0017 0.0010 0.0004 9 0.0119 0.0184 0.0320
3 6 0.0033 0.0039 0.0009 17 0.0263 0.0207 0.0575
nate control scenarios, based on the autumn campaign when 23 GCPs were placed
and measured in the field. The following scenarios were evaluated:
1. All 23 control points as horizontal and vertical GCPs
2. 14 control points as horizontal and vertical GCPs
3. 6 control points as horizontal and vertical GCPs
In each scenario, the balance of the control points was provided as check points (CP).
In retaining GCPs, it was ensured that the perimeter of the study catchment remained
fully constrained within the network. As the number of GCPs decreased, the Root
Mean Square Error (RMSE) for CPs provided an indication of AT robustness. It was
found that as few as 14 GCPs provided an acceptable triangulation across the study
area, with some degradation apparent when only six GCPs were used, primarily in
terms of z (Table 4.2). No spatial structure was evident in the distribution of GCP or
CP error. This assessment aided the determination of an optimal number of GCPs to
minimise the time required to place and survey control points when snow is present
in the catchment. On this basis, 14 control points were placed and measured in the
field for each of the winter and spring campaigns. For all campaigns, the AT from
which deliverables were produced utilised all surveyed points as GCPs. A second AT
was carried out using a subset of control points as CPs, as shown in Table 4.2. Thus,
the RMSE provided by CPs is expected to be conservative compared to the quality of
the deliverables obtained from the fully constrained AT. The photogrammetric work-
flow is illustrated in Figure 4.3.
4.3.2.3 Intermediate deliverables
Standard deliverables from the photogrammetric modelling included a dense point
cloud; a digital surface model, interpolated to 0.15 m spatial resolution; and an ortho-
mosaic, resampled to 0.05 m spatial resolution. The digital surface model (DSM) and
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Figure 4.3 Overview of photogrammetric workflow in UAS Master.
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the ortho-mosaic are the principal products for further analysis. Each DSM for each
epoch provides the basis for determining snow depth, while the ortho-mosaics al-
low for assessment of the snow covered area, and for snow-free areas to be identified
when assessing the quality and repeatability of DSMs between flight campaigns.
4.3.2.4 Derivation of snow depth
Snow depth was derived by differencing DSM of flights 2 and 3 from the baseline
obtained during flight 1 (ref ) as:
dDSMn = DSMn −DSMref . (4.6)
Equation 4.6 provides a map of difference between the two DSMs, henceforth re-
ferred to as the dDSM (after Nolan et al., 2015). Values of the dDSM are considered to
represent snow depth, with associated uncertainty considered in Section 3.3.
4.3.3 Quality and accuracy assessment
Summary statistics, typically based on the RMS error of GCPs and CPs from the AT,
indicate the expected accuracy of deliverables. Since snow depth is determined by
differencing two DSMs, error propagation can provide an assessment of uncertainty
associated with the dDSM. The overall accuracy of the DSM differencing approach
should also be validated against independent reference data (e.g., snow depth mea-
sured in situ), temporally coincident with RPAS measurements. Areas of snow-free
terrain during Flight 3 further supplement snow depth observations by providing an
extensive source of samples to assess the repeatability of the photogrammetric mod-
elling process.
Previous studies have considered the accuracy of RPAS-derived snow depth by com-
parison with reference data from in situ snow depth alone (Bühler et al., 2016; De
Michele et al., 2016; Harder et al., 2016), while ignoring the uncertainty inherent to
each photogrammetric model and their propagation into the dDSM. Here, the accu-
racy of photogrammetrically derived snow depth is assessed by exploring both ap-
proaches. Relating photogrammetric model quality, as inferred from GCPs/CPs, to
observed uncertainties in the determination of snow depth provides the basis for re-
alistically informing uncertainties in snow depth from ongoing RPAS measurements.
This in turn allows rigorous inferences about the evolution of snow depth to be made,
without the need for further campaigns of in situ validation. While high resolution
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reference elevation data, such as LiDAR derived elevation or surface models would
provide a useful benchmark for assessing RPAS DSM quality, no such data were avail-
able for the study area.
4.3.3.1 Uncertainty associated with RPAS-derived snow depth
Since the height of the snow above the ground surface (HS) is determined via
DSM differencing as a linear combination of two independently measured variables
(Equation 4.6), the uncertainty associated with HS, measured in the vertical dimen-







where δ for each DSM is the elevation error determined from the AT as the RMSEZ
value for the set of CPs. Inherent in this simple approach is the assumption that the
planimetric accuracy of each constituent DSM has negligible contribution to δdDSM .
Calculating δdDSM provides a single estimate of uncertainty assumed to apply equally
throughout the map of RPAS-derived snow depth for each epoch. Under the assump-
tion that errors are normally distributed and bias-free, the RMSEZ derived from CPs
identifies to standard deviation σz, allowing the 90% confidence level of z to be de-
termined as 1.65 × σz. In turn, inferences associated with uncertainties for elevation
differences, δdDSM , also depend on the Gaussian assumption to provide the 90% con-
fidence level.
In reality, perfect co-registration between constituent DSMs, and the Gaussian as-
sumption, are unwarranted. Subsequently, inferences associated with the evolution
of snow depth may be compromised due to confidence intervals being conservative
or immoderate. Therefore, the dDSM for snow-free areas was used to characterise the
experimental distribution of errors and assess the validity of the Gaussian assump-
tion in this context.
4.3.3.2 Validation against reference snow depth measurements
The approach above provides a means to determine the expected accuracy of snow
depth derived from RPAS photogrammetric surveys. In order to validate this esti-
mate, a reference dataset of in situ observations was sampled in the field using snow
probes, with a nominal precision of ± 0.01 m, as described in Section 4.3.1.4. De
104
4.3. DATA AND METHODS
Michele et al. (2016) assessed the accuracy of RPAS-derived snow depths against
snow depth surfaces interpolated from 12 point measurements. This approach, how-
ever, may be limited by an inability to accurately resolve the spatial variability of snow
depth, as well as the compounding effects of uncertainty associated with the inter-
polation scheme, particularly beyond the domain defined by the measured points.
Here, 430 measurements of snow depth provided 86 mean reference values, with the
standard deviation of each set of five measurements providing 95% confidence inter-
vals. The aim of this sampling strategy was to assess and account for co-location un-
certainty and spatial variability between the RPAS and reference snow depth datasets.
Reference snow depths were compared with those from the spatially coincident pix-
els from the map of RPAS-derived snow depth. RPAS-derived snow depth quality was
assessed in terms of residuals and weighted linear regression between reference and
RPAS-derived snow depths.
4.3.3.3 Repeatability of photogrammetric modelling
Emergence of snow-free areas at the time of the spring flight facilitated compari-
son between autumn and spring DSMs on those areas. As the same terrain surface
mapped from two independent flights should yield identical DSMs, the residual be-
tween them provides a means to characterise the distribution of errors in the pho-
togrammetric processing, which can be readily compared to the assessment made
from CPs.
Snow-covered and snow-free areas were segmented using an unsupervised classifi-
cation of the spring ortho-image using the Iso Cluster classification tool in ArcGIS
v10.3. With five output classes, this approach enabled discrimination between illu-
minated snow pixels, shaded snow pixels, and vegetation and soil dominated snow-
free pixels. Snow-free pixel classes were then grouped to provide a mask within which
the distribution of spring dDSM values could be characterised. While this approach
relies on characterisation of repeatability for snow areas, good image contrast and
the high overall density of TPs generated across the image block, regardless of the
presence or absence of snow, indicates that photogrammetric reconstruction perfor-
mance should be comparable for both snow-free and snow covered areas. This is a
product of the camera properties, which maintain high dynamic range across scenes
of mixed land cover and extensive snow cover. Therefore, this residual represents a
measure of the repeatability of the technique for measuring surface height change,
including derivation of snow depth.
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4.3.3.4 Resolution of fine scale spatial variability
A primary motivation for exploring the use of RPAS photogrammetry for mapping a
snow pack is the ability to resolve fine scale spatial variability in snow depth. This ca-
pability was assessed by computing and comparing the semi-variograms of reference
and RPAS-derived snow depths from the autumn flight. While the sample size for
reference snow depths remained fixed (n=86), the semi-variogram of RPAS-derived
snow depths could be calculated from many more samples. Two random samples
were extracted from the spring dDSM map (n = 1000 and n = 5000), each yielding a
semi-variogram capturing the spatial variability of snow depth with increasing detail,
which were compared to that of the in situ observations.
4.4 Results
4.4.1 Photogrammetric processing
4.4.1.1 Quality of the triangulation
Since GCPs are used to solve the photogrammetric model, they do not provide an
independent assessment of accuracy. Such an assessment is provided by the CPs, the
RMSE of which was on the order of centimetres for all flights (Table 4.3). Planimetric
RMSE (i.e., x and y) was always substantially less than the GSD. Vertical RMSE (z)
tended to be about double that achieved planimetrically, but never exceeded 0.05
m. The final models were produced from a second and more constrained AT with all
surveyed points used as GCPs, thus making the assessment conservative relative to
the final products.
Table 4.3 Summary statistics for each of the triangulations used to produce DSMs and
ortho-mosaics from each of the three flight campaigns for ground control points (GCP)




n images used n TP
GCP RMSE (m) CP RMSE (m)
n x y z n x y z
1 885 885 100,390 14 0.0083 0.0073 0.0034 9 0.0134 0.0163 0.0220
2 920 917 98,730 8 0.0067 0.0085 0.0018 6 0.0368 0.0293 0.0409
3 891 889 88,791 8 0.0105 0.0108 0.0028 6 0.0246 0.0247 0.0457
While the RMSE of CPs increased for the winter and spring flights, possibly due to a
less constrained model, the level of accuracy achieved is compatible with expecta-
tions for the determination of snow depth. Additionally, the more tightly constrained
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first AT reduced the error for the baseline model, in turn contributing a reduced un-
certainty in derived snow depths, despite the reduced control for subsequent ATs. For
all flight campaigns, the photogrammetric processing performed well in the correla-
tion of images and the construction of the image block, as indicated in Table 4.3. Tie
point (TP) generation relies on the successful match of unique targets across multi-
ple images, which was achieved despite the complicated contrast over snow. For all
flights >80,000 TPs were generated across the imaged area.
4.4.1.2 Determination of snow depth
Snow depth was found to be highly variable across the study catchment for both win-
ter and spring (Figure 4.4). The mid-winter flight mapped near complete snow cover
across the study catchment, while large snow-free areas developed by the spring
flight, where snow covered area was reduced by about one third (Figure 4.4A & B).
Where snow was present, depths ranged from less than 0.10 m, typically on exposed
ridgelines and broad elevated slopes, to two metres or more where cornices formed
along ridgelines, as well as in gullies. Average snow depth was greater for winter,
although maximum depths were comparable between winter and spring. Between
winter and spring, considerable ablation was observed. Areas of deepest snow were
spatially coincident between winter and spring, with the greatest retention of snow
in cornices and gullies. Where shallow snow was present on ridgelines in winter, it
was largely lost by spring.
4.4.2 Accuracy assessment and validation of snow depth
4.4.2.1 Propagation of aero-triangulation error
Propagation of errors under the Gaussian assumption, based on the RMSE from
each AT, yielded vertical uncertainties for snow depths at the 90% confidence level
of ±0.077 m for the winter flight and ±0.084 m for the spring flight. This one-
dimensional approach to error propagation assumes that the planimetric geoloca-
tion of individual surfaces, and subsequently the co-registration of surface pairs does
not contribute significantly to the vertical uncertainty.
4.4.2.2 Assessment against reference probe data
Comparison of RPAS-derived and reference snow depth yielded a mean residual
of -0.069 m, indicating that, on average, reference depths were greater than RPAS-
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Figure 4.4 Processed ortho-mosaics for autumn (A) winter (B) and spring (C) flights,
with corresponding autumn hill-shaded DSM (D) and maps of snow depth derived for
winter (E) and spring (F).
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Figure 4.5 Residuals between snow depths measured by RPAS photogrammetry and
probing for all probe locations (“all”, blue) and non-tussock probe locations (“n-t”, red)
(a), and bisquare (bisq.) weighted regression between snow depth derived from a 0.15 m
RPAS grid and probed snow depths (b). Vertical error bars are determined from the error
propagation associated with DSM differencing and have magnitude of ±0.094 m, while
horizontal error bars are calculated from the standard deviation of probe measurements
made at each reference sampling location.
derived depths. Filtering the reference data set to exclude reference measurements
that were made in areas occupied by tussock (Chionochloa rigida) vegetation, how-
ever, improved the mean residual to -0.01 m (Figure 4.5(a)). The small residual is in-
dicative of good agreement between the two datasets, while also indicating that over-
all, snow depths measured by probing may be overestimated. Limitations of probing
and uncertainty introduced due to the presence of vegetation is discussed further in
Section 5.2.1.
Good agreement between both datasets is further demonstrated in Figure 4.5(b). Rel-
atively large horizontal error bars accompanying the reference measurements (Figure
4.5(b)) reflect the substantial spatial variability in snow depth measured by probing,
even within arm’s reach. Substantial departure occurs for reference snow depths be-
tween 0.20 and 0.60 m which tend to exceed RPAS measurements. Negative depths
in the RPAS-derived data set is a product of co-registration uncertainty, particularly
in areas where the surface model represents large vegetation, or is influenced by rock
outcrops, as well as spurious values from the constituent DSMs. Agreement between
reference and RPAS-derived datasets improved with the removal of reference mea-
surements made above tussocks. This filtering saw the R2 value improve by 22%,
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while RMSE decreased by 23% (Table 4.4). The 1:1 ratio line was contained within the
95% confidence interval of the weighted (bisquare) regression between RPAS-derived
and filtered reference snow depths. Some disagreement between RPAS derived and
probed snow depths is likely due to the varying areas over which snow depth was
sampled by the two techniques, and resulting spatial uncertainty in comparing the
two datasets.
Table 4.4 Parameters of weighted regression between reference and RPAS-derived snow
depths.
Scenario n β0 β1 RMSE R2 p-value
All points 86 0.92 0.80 14.7 0.67 0.000
Non-tussock 52 1.69 0.86 11.3 0.82 0.000
4.4.2.3 Comparison of DSMs from independent RPAS flights
The emergence of snow-free areas for the September flight permitted a comparison
of height derived on snow-free surfaces between the pre-winter and spring flights
(Figure 4.6). The small magnitude of the residuals, compatible with errors consis-
tent with the uncertainty of the triangulation CPs, demonstrates the repeatability
in the derivation of snow-free surfaces. Furthermore, the absence of any spatially
structured trend in the distribution of the residuals indicates robust photogrammet-
ric modelling from the RPAS platform. At 0.15 m resolution, the snow-free pixels from
the spring campaign provided a large sample (n = 5,936,428). The mean residual




Figure 4.6 Map (a) and histogram (b) of the vertical residual for snow-free areas for sur-
face models derived from the autumn and spring flights. The histogram includes fitted
normal and t location-scale (t) distributions.
The set of residuals departed substantially from the Gaussian distribution, and was

















where µ, σ and v are the location, scale and shape parameters, respectively. Large
kurtosis (calculated k = 1956) associated with the histogram of residuals in Figure 4.6
shows significant departure from a Gaussian law (for which k = 3) of equal stan-
dard deviation, σv. The leptokurtic experimental distribution results in a narrower
90% confidence interval than that estimated under the Gaussian assumption with
σ = 0.24 m, while the probability of large residuals is larger than predicted by a
Gaussian distribution. Overall, the mean residual (µ = 0.02 m) and the precision
of ±0.14 m (90% confidence level, calculated from the distribution 90th percentile,
Figure 4.6) exceeds the uncertainties estimated from error propagation alone (±0.08
m at 90% confidence level, see Section 4.4.1.1), yet support the suitable repeatabil-
ity of the photogrammetric modelling. Importantly, the significant departure from a
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normal distribution shows that assessing the variability from a Gaussian fit on sta-
ble targets (±0.39 m at the 90% level) would significantly overestimate the confidence
interval. On the other hand, the 90% confidence interval calculated from the fitted
Student’s t location-scale is ±0.10 m (Table 4.5). The significance of this result with
respect to statistical inferences is discussed further in Section 4.5.2.2.
Table 4.5 Observed (calculated under Gaussian assumption) and fitted normal and t









t l-s fit 0.056
v t l-s fit 2.579
The non-Gaussian nature of the residual distribution deserves further scrutiny. Sim-
ilar distributions have been identified for comparable repeatability assessments of
photogrammetric dDSMs used for mapping snow depth (Nolan et al., 2015), but have
not been explored in detail. Analysing the variability of the mean and standard de-
viation of the residual, as well as the kurtosis of the residual distribution, for discrete
classes of slope, provided insight into the role of terrain. For classes of slope up to 65°
the mean residual remains within the standard error, before becoming increasingly
negative for the remaining classes (Figure 4.7). Standard deviation exhibits a similar
trend, remaining largely within the overall standard error for slope classes up to 45°,
beyond which variability increases.
The observed pattern in the mean and standard deviation of the residual indicates
that larger and more variable errors are associated with steeper slopes. Reduced kur-
tosis accompanying the error distribution on larger slopes (Figure 4.7) reveals a ten-
dency towards a Gaussian distribution of residuals as mean slope increases. Here, for
slopes >50°, kurtosis was reduced below 100, and for slopes >85°, kurtosis was less
than 10, approaching that of the normal distribution. Therefore, the statistical dis-
tribution of error, whilst non-normal, also varies significantly with terrain character-
istics, as highlighted by comparison of the residual distributions for discrete classes
of slope (Table 4.6 and Figure 4.8). Subsequently, the overall distribution of residuals
(Figure 4.6(b)) is the result of a convolution between non-normal distributions and
the hypsometry of the area (i.e., area-elevation distribution).
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Figure 4.7 Mean, µ (a), standard deviation, σ (b), and distribution kurtosis, k (c) for the
residual, in terms of discrete classes of slope (5° width), up to the 90th percentile of slope.
Kurtosis is plotted on a log scale, and is accompanied by a standard error of 606. The
slope histogram (hist. slope, right-hand axis) is plotted on the right axis and has been
clipped to the 90th percentile.
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Table 4.6 Observed (calculated under Gaussian assumption) and fitted normal and t






Normal fit 0.0257 -0.0217
t l-s fit 0.0211 -0.118
σ
Observed 0.186 0.892
Normal fit 0.186 0.8922
t l-s fit 0.0463 0.3758
v t l-s fit 4.1037 2.0927
Figure 4.8 Comparison of histograms and accompanying descriptive statistics for the
residual between DSMs for slopes between 5 and 10° and slopes between 70 and 75°.
Flatter slopes are found to exhibit extreme kurtosis relative to steeper slopes. Normal
and t location-scale (t) distributions are shown.
4.4.2.4 Characterising the spatial variability of snow depth
The semi-variograms for RPAS-derived snow depth, compared to that from the ref-
erence measurements, are shown in Figure 4.9. They exemplify the new insight that
high-resolution mapping provides into the spatial variability of snow depth. Both
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Figure 4.9 Semi-variograms for snow depth, based on measurements provided by prob-
ing (86 samples), and two random samples drawn from RPAS-derived snow depth of 1000
and 5000 observations.
the 1000 and 5000 random point samples captured a comparable structure of spatial
auto-correlation with a range of ca. 40 m. The 5000-point sample improved the reso-
lution of the semi-variogram, with an improved signal to noise ratio. In contrast, the
reference data, despite being demanding in fieldwork, performed poorly at capturing
the spatial variability, as most measurements were separated by a minimum distance
of 50 m. A lack of spatial auto-correlation in the reference data confirms a-posteriori
that probing samples could be assumed to be independent of each other, which is
desirable for the accuracy assessment. Additionally, it also reveals that probing failed
to capture most of the spatial structure of the snow depth field, thus stressing a limi-
tation of this classical method to characterise the snow pack.
4.5 Discussion
4.5.1 Performance of RPAS photogrammetry for resolving snow
depth
Overall, RPAS photogrammetry is found to be suitable for determining snow depth
via DSM differencing. Primarily, the achievement of uncertainties <0.14 m at the
90% confidence level for derived snow depth, demonstrated empirically by the re-
peatability analysis (Figure 4.6), provides a basis for useful data capture, and robust
inferences and interpretations. The reported magnitude of uncertainties account for
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the sources discussed further below, and compare favourably with other similar stud-
ies (Vander Jagt et al., 2015; Bühler et al., 2015; De Michele et al., 2016; Harder et al.,
2016). Decimetre levels of uncertainty appear to be an emerging benchmark for snow
depths measured by RPAS photogrammetry, and also considered as standard for air-
borne LiDAR (Deems et al., 2006). In terms of comparisons with in situ data, Fig-
ure 4.5 shows good agreement between RPAS and reference snow depth, and that
RPAS photogrammetry performance improves as snow depth increases. At the same
time, use of probed snow depths as references for validating such data can be com-
promised by the nature of the underlying vegetation.
Mapping snow depth continuously at 0.15 m resolution, across an entire hydrolog-
ical catchment, represents a new contribution to the quantification and characteri-
sation of spatial variability in snow depth at this scale, which is up to two orders of
magnitude greater than many similar studies to date. Before considering the broader
implications of this in terms of snow processes, uncertainty, limitations, and pitfalls
of the approach are considered.
4.5.2 Sources and nature of uncertainty
4.5.2.1 Vegetation
Vegetation contributes to uncertainty, particularly when validating RPAS-derived
snow depths against reference snow depths. As described in Section 4.4.2.2, the
agreement between RPAS-derived and probed snow depths improved substantially
when areas of large tussock vegetation were excluded. It is likely that the presence of
tussock introduces a bias into the snow depth measurement, whereby a probe may
penetrate the tussock foliage, and possibly also a sub-vegetation void, before striking
the ground surface. This is similar to the cavity effect highlighted for airborne LiDAR
measurement of snow (Painter et al., 2016), and similar challenges have been docu-
mented by Vander Jagt et al. (2015). High resolution dDSMs, on the other hand, re-
solve the vegetation surface, and so vegetation height is inherently better accounted
for.
As identified by (Nolan et al., 2015), photogrammetrically-derived snow depths may
also be affected by the compaction of vegetation below the snow pack, which may
introduce an anomalous signal of surface height change, to the point of returning
false negative snow depths. Correcting observed surface height change would not be
straightforward, and is not possible with the data acquired within this study. The
effects of vegetation compaction are likely to be greatest in the early winter. As
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grass typically does not rebound until after the complete removal of the winter snow
pack, ongoing subsidence of vegetation below the snow pack through mid-winter
and spring is expected to be minimal. Ongoing future measurement of snow depth
via surface differencing (regardless of the source of DSMs) will benefit from the de-
velopment and incorporation of vegetation compaction and cavity models.
Ultimately, this study suggests that for areas dominated by tussock vegetation, RPAS
photogrammetry may provide a more reliable means of measurement than prob-
ing. A lack of knowledge regarding the specific location of sub-snow vegetation when
making measurements by probing is likely to provide a systematic over-estimation of
snow depth (Figure 4.5). In the New Zealand context, almost all seasonal snow occurs
above the treeline, so the inability of photogrammetry to penetrate forest canopy is a
lesser concern than for the Northern Hemisphere.
4.5.2.2 Geo-location and co-registration
In mapping snow depth across a catchment with relatively complex terrain, the influ-
ence of terrain on dDSM uncertainty has been characterised. The assumption that
error associated with physical measurements is normally distributed often under-
pins subsequent statistical inferences. As demonstrated in Section 4.2.3, the error as-
sociated with the bias between independently acquired DSMs significantly departed
from normal, and was better approximated by the Students t location-scale distri-
bution. This extremely leptokurtic distribution of residuals reflects the influence of
relatively low frequency, but high magnitude residuals beyond the probability of the
normal law, despite an overall dominance of residuals about and close to the mean. A
possible source of large residuals between two DSMs is their relative planimetric ac-
curacy, and subsequent co-registration quality (Kääb, 2005). For steep terrain in par-
ticular, a horizontal displacement between DSMs could add a component to dDSM
uncertainty beyond the vertical accuracy of constituent DSMs. The residual (∆h) be-
tween two surface profiles, which are identical but horizontally displaced by 0.5 m,
is shown in Figure 4.10(a). The error introduced to DSM differencing resulting from
co-registration uncertainty increases with steepening slope. Maximum residuals co-
incide with the steepest terrain (near vertical areas associated with rock outcrops),
and exceed two metres. The sign of the error is aspect dependent, assuming a uni-
form horizontal displacement.
Consistent with Kääb (2005), the vertical error introduced by a uniform, one-
dimensional (e.g., horizontal) offset, is given by:
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∆h = dx tan θ (4.9)
where dx is the offset between transects (i.e., 0.5 m in this case), and θ is the surface
slope in degrees, as seen in Figure 4.10(b). It is clear from Figure 4.10(b) that where
the average slope of target surfaces is low and co-registration quality is good, the er-
ror introduced to a dDSM as a product of co-registration will be minimal. Increasing
slope and/or co-registration uncertainty is accompanied by increased vertical uncer-
tainty in the dDSM. This relationship is consistent with the findings of Section 4.4.2.3
resulting in the distribution of residuals departing substantially from the Gaussian
distribution when the proportion of steep slopes is low. These findings provide con-
text for the effect noted by Nolan et al. (2015), whereby a non-normal distribution
of residuals associated with photogrammetric mapping of snow depth was found to
narrow further when the area considered was restricted to a frozen lake (i.e., near
planar) surface.
Figure 4.10 The vertical residual between two elevation profiles, extracted from the
same DSM, along a common transect, and offset horizontally by 0.5 m (a), and the re-
sulting residuals plotted as a function of terrain surface slope, for the applied offset of 0.5
m, and a range of other offsets (dx) (b).
Complicating this effect is the fact that co-registration uncertainty exists in two di-
mensions. Subsequently, it will become dependent on aspect as well as slope (Nuth
and Kääb, 2011), with neither possessing a uniform spatial distribution. This effect is
expected to be more pronounced with very high resolution (i.e., sub-metre) surface
models due to a greater frequency and magnitude of breaks in surface slope being
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resolved compared to coarser models. The modification of surface slope for con-
stituent DSMs (e.g., through the addition of snow) further convolves the propaga-
tion of vertical uncertainty. Despite this, the leptokurtic observed error distribution
indicates that the reliance on statistics that assume a Gaussian distribution of er-
rors will provide an over-estimated characterisation of the expected accuracy. Over-
estimation of uncertainties may in turn affect statistical inferences and the compu-
tation of uncertainties on derived parameters.
The convolution of vertical and planimetric accuracy stresses the importance of en-
suring a robust AT and the benefits of utilising high quality ground control. With
new photogrammetric platforms leveraging non-metric cameras and resulting im-
age blocks prone to sub-optimal photogrammetric modelling (Sirguey et al., 2016a),
there is a need to be wary of systematic bias, or spatial structure, in the distribution
of errors, which may not be revealed readily by residuals from the AT alone. These
considerations are especially important where a relatively high level of precision is
required, and the signal to noise ratio may be low, when assessing relatively sub-
tle surface height and/or volume changes from dDSMs. Utilising independent ATs
as the control of co-registration quality, rather than explicitly co-registering DSMs,
has the further advantage of simplifying the processing chain from data acquisi-
tion to change detection, mitigating against the risk of introducing gross error when
co-registering DSMs and avoiding the need for snow-free (or stable) reference areas
within the analysis region.
4.5.2.3 Pitfalls and limitations of RPAS photogrammetry
Initial processing, using the photogrammetry module of Trimble Business Center
(v3.40) produced strong striping artefacts in the dDSM (Figure 4.11). Striping in-
volved a periodic bias in surface height change, aligned with the 15 image strips. This
was readily revealed because identical flight plans between successive surveys made
constructive errors obvious, rather than convoluted with terrain variability. This sys-
tematic error was severe and problematic, particularly when considering the surface
change resulting from the addition of snow cover to the ground. Extensive snow cover
concealed stable references, precluding characterisation of the error and its empir-
ical removal from the real signal of surface height change (Albani and Klinkenberg,
2003; Berthier et al., 2007). Products derived using UAS Master (v8.0) did not exhibit
such artefacts, allowing the potential source of error associated with AT from TBC to
be investigated.
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Figure 4.11 Map of the systematic artefacts in surface height change (dh) (expected to
represent snow depth), propagated when differencing digital surface models (DSMs) re-
sulting from aerial-triangulation in TBC v3.40 (A) compared with the dDSM from UAS
Master (B). Vertical (north – south aligned) striping is highlighted in (C), the residual be-
tween dDSMs derived from TBC and UAS Master.
The absence of systematic bias in dDSMs derived using UAS Master indicates a more
reliable AT. Thus, the UAS Master triangulation provided a reference surface for fur-
ther exploration of the nature of the bias propagated in the TBC triangulation. Com-
parisons from the winter flight are presented here. Given the nature of the pho-
togrammetric problem, small errors in either or both interior orientation, as de-
scribed by the camera calibration, or the rotational components of the exterior ori-
entation (i.e., roll, pitch, yaw; ω, ϕ, κ, respectively), can result in large errors in the
adjusted image block with a spatially structured pattern (Sirguey et al., 2016a).
Cimoli et al. (2017) reported an improved performance in mapping snow depth with
the application of a radial lens distortion correction. In our case, no significant dif-
ference was detected between the distortion models provided for each of the two
software calibrations of the same camera, for the same flight (Figure 4.12(a)). Mini-
mal divergence in lens distortion was observed beyond 10 mm radius, reaching 1%
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Figure 4.12 Comparison of lens distortion characterised by individual triangulations
of data from the same flight carried out in two different software packages, TBC and UAS
Master (a), and the error in surface height propagated by a bias in the roll parameter, ω, in
relation to flying height (b). The distortion residual was only apparent at radial distances
>12 mm (a), while the observed mean bias in ω that was propagated by TBC results in
substantial errors in surface height (b).
at 14.5 mm. Agreement between lens distortion models indicated that differing in-
terior orientation solutions between TBC and UAS Master was not the source of the
artefacts seen in products of the TBC triangulation.
Since the observed artefact was propagated along the flight lines, the roll parameter
(ω) was considered. Bias in the estimation of this parameter could lead to a system-
atic elevation offset of resected points between flight lines, either raising or lower-
ing the terrain alternatively, as documented in the case of stereo-satellite imagery by
Berthier et al. (2007). Occurrence of this for multiple flights with near identical flight
lines would exacerbate constructive biases, resulting in the striping in the dDSM. Al-
ternatively, pitch and yaw parameters are unlikely to produce such an artefact along
the flight direction (Ebner and Fritz, 1980). The residual of ω for individual photo
centres between each of the two software packages confirmed a positive bias existed
in the ω value as estimated by TBC v3.40 relative to that provided by UAS Master. The
mean residual (rθ) was found to be 0.014°.
The impact of bias in ω on the resected height h for a target with respect to a photo
centre can be estimated simply as a right-angle triangle, since values of ω are small
compared to the baseline length, l, which is equal to half the distance between adja-
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Figure 4.13 Schematic of the relationship between height (h), baseline length (l)̧ and
and the interior angle (θ) that may be affected by a bias (rθ) for a terrain point position























Using the observed value of 0.014° for rθ, ∆hwas calculated for a range of typical val-
ues of h, yielding the relationship between h and ∆h as shown in Figure 4.12(b). Bias
in the estimation of the ω parameter during the AT can introduce a significant vertical
error, dependent (non-linearly) on flying height (h), propagating an error of ±0.12 m
at a flying height of 110 m. The increase in error with flying height above ground level
was consistent with the observed propagation of striping artefacts in DSM products,
whereby the magnitude of the observed bias decreased as terrain height increased
(Figure 4.11), while absolute flying height remained approximately constant.
The observed propagation reinforces the need for vigilance when working with such
datasets, particularly those delivered from “off the shelf” photogrammetry packages,
which are becoming increasingly popular. Artefacts such as the striping identified
here, and evidence of non-optimal AT, are likely to be less obvious as the complexity
of the mapped terrain increases. As RTK GPS equipped RPAS become more common,
increased precision of initial AT parameters may mitigate the risk of error introduced
by spurious solutions for refined parameters. Currently, however, RTK systems have
an increased power demand, which can substantially reduce flight time.
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4.5.2.4 Spatial and temporal trends in snow cover
Figure 4.9 demonstrates the new insight that RPAS photogrammetry can provide over
probing for resolving spatial variability in snow depth, particularly at fine scales.
Therefore, RPAS photogrammetry can provide a basis for improving spatially dis-
tributed snow pack models. In turn, this contribution will further improve under-
standing of seasonal snow processes, where there has been a dependency on point-
based observations over glaciers to characterise atmospheric controls on seasonal
snow (e.g., Cullen and Conway, 2015). While knowledge of the atmospheric controls
on ablation processes has improved (Conway and Cullen, 2016), our understanding
of the redistribution of snow and preferential accumulation have not kept pace. RPAS
photogrammetry represents a valuable avenue for determining how these processes
are represented in existing and new snow and glacier models, which will enable
short-term hydrological forecasts and climate projections in snow covered areas to
be improved. Such data can also facilitate the use of geostatistical approaches for ex-
amining controls on spatial distribution of snow, such as that applied to the Brewster
Glacier, New Zealand (Cullen et al., 2017). In this case, the density of measurements
provides insights into spatial variability at scales that would allow consideration of
terrain and meteorological controls on snow distribution at micro-scales, extending
understanding beyond the spatial co-variance between snow depth and elevation.
The ability to resolve fine scale variability reliably from continuous raster snow maps
lessens the dependence on interpolation through areas of sparse data for interpret-
ing controls on spatial distribution of snow. While previous studies have been able
to correlate between snow and terrain properties (e.g., Anderson et al., 2014), such
studies rely on the inference of catchment scale processes from transect scale obser-
vations. The ability to produce spatially continuous maps of snow depth, across an
entire catchment, at a resolution of 0.15 m bridges this gap and reduces the reliance
on inferences when scaling up from point- or transect-based in situ observations to
catchment scale processes. Such datasets provide an opportunity to build on previ-
ous work in understanding the relationships between snow re-distribution, preferen-
tial accumulation and ablation, terrain and meteorology (Winstral et al., 2002, 2013;
Webster et al., 2015; Revuelto et al., 2016). While RPAS photogrammetry is severely
limited in spatial scale compared to airborne LiDAR, resolving snow depth in this way
across an entire catchment facilitates robust integration into hydrological models,
enhanced by validation against catchment discharge (e.g., from stream flow data).
The mapping of snow depth effectively provides a volumetric view of the snow pack
across the catchment (i.e., depth × area), the snow pack mass balance in terms of
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SWE can be calculated based on in situ measurements of snow density. While snow
depth was only determined for two epochs dates in this case, emergent trends within
the data can be explored. Between the winter and spring flights, the catchment snow
covered area (SCA) decreased from 100%, to 67%. Bulk snow pack densities, mea-
sured gravimetrically at a single snow pit for the winter flight (314 kg m3−1), and two
snow pits for the spring flight (391 kg m3−1), allow catchment SWE to be calculated,
revealing a 20% reduction in SWE between flights. This highlights the importance
of effective concentration of snow in preferred areas, and the complex spatial dis-
tribution that results. The ability to detect this, even with a temporally limited data
set, indicates the potential for RPAS photogrammetry as a measurement approach
for improving resolution and understanding of snow hydrology. In particular, such
datasets may offer a unique opportunity to assess the performance of models forced
by remotely sensed data of coarser resolution in estimating SWE from estimates of
sub-pixel fractional SCA (Bair et al., 2016).
4.6 Conclusions and outlook
This study has demonstrated that RPAS photogrammetry provides a suitable, repeat-
able means of reliably determining snow depth in an alpine catchment of low relief,
but possessing some terrain complexity. Achieving decimetre level accuracy for mea-
suring snow depth provides a basis for monitoring seasonal snowpacks and associ-
ated processes, especially considering the capacity to provide very high resolution,
spatially continuous measurements across an entire hydrological catchment. RPAS
photogrammetry has been shown to resolve the fine scale variability in snow depth
across the basin. Such ability to characterise the seasonal snow pack will provide an
important stepping-stone for improved modelling of seasonal snow and associated
processes, especially through accurate mapping of an entire hydrological catchment.
Challenges encountered through this deployment provide important points for con-
sideration in this and other applications of close-range photogrammetry, especially
from RPAS platforms, for surface and volume change analysis. Specifically, small but
persistent bias in photogrammetric solutions for the roll parameter exemplify the
possibility of sub-optimal solutions in processing software. Such bias can introduce
substantial systematic errors which may be difficult to correct and can compromise
further analysis.
It has been shown that uncertainty analysis from the AT only, and based on a limited
number of check points, may underestimate the uncertainty. Alternatively, an assess-
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ment of repeatability of photogrammetric modelling on stable ground can support a
more detailed uncertainty analysis. It reveals, however, that the statistical distribu-
tion of the error of differentiated surface models is more complex than normal and
governed by terrain parameters. The leptokurtic residual distribution demonstrates
that an assumption of Gaussian law can substantially overestimate confidence inter-
vals, in turn compromising inferences. This result has important practical applica-
tions to the computation of uncertainties in studies that characterise volume change
from repeated surface modelling.
Finally, there is scope to further refine the characterisation of uncertainty associated
with RPAS photogrammetry in order to ensure that all potential sources of error are
captured, and that statistical analysis is appropriate to the distributions within un-
derlying data. Existing methods for mitigating the impact of co-registration uncer-
tainty of coarser products may permit modelling and correction of such errors in
the very high-resolution products that are now available. Given the influence of co-
registration uncertainty on vertical uncertainty propagated by DSM differencing, one
approach to spatialising uncertainty could be to map it as a function of slope. This
would permit the component of vertical uncertainty propagated by co-registration
error to be minimised in areas where slope approaches zero, while still accomodating
the large errors that will result from mis-alignment of steep terrain. In turn, this may
help ensure that the signal to noise ratio is better optimised when applying DSM dif-
ferencing. Evaluating this approach further and assessing its potential would be ben-
eficial, particularly for studies of snow depth, as snow has the effect of dampening
slope. Alternatively, approaches that are able to leverage the ray intersection error of
photogrammetric restitution, and therefore improve the quality of constituent DSMs




Spatio-temporal variability in snow
distribution and snow water
equivalent for a small alpine
catchment
5.1 Introduction
This chapter applies the RPAS photogrammetry methodology evaluated in Chapter 4
over the course of two winters. This permits mapping of snow depth and snow wa-
ter equivalent (SWE) at multiple epochs, under varying snow conditions and extents.
Historically, the ability to capture spatial variability in snow depth has been recog-
nised as a major limitation in measuring snow depth in the field, and a subsequent
limitation on our ability to characterise and model seasonal snow processes (DeBeer
and Pomeroy, 2010; Meromy et al., 2012). This is largely due to the fact that snow
depth typically varies substantially over scales of metres to kilometres (Grünewald
et al., 2013). Spatial heterogeneity across a range of scales is a product of the inter-
action between wind, precipitation and the snow cover, and the local energy balance
of the snow surface (Mott et al., 2013). A longstanding challenge in spatial modelling
of snow distribution is the implementation of routines which capture the effects of
wind-influenced redistribution and preferential accumulation whilst remaining sim-
ple, scalable, and computationally efficient. Substantial progress in this regard was
presented by Winstral et al. (2002) in the form of the Sx index, which quantifies max-
imum upwind slope for a given wind direction on a pixel-wise basis across a digital
surface model. Sx has been widely implemented in studies of seasonal snow, and is
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generally found to be a useful and significant predictor of snow accumulation (e.g.
Litaor et al., 2008; Marofi et al., 2011; Meromy et al., 2012; Grünewald et al., 2013;
Bilish et al., 2019)
Preferential accumulation can influence the rate at which runoff occurs through the
ablation season, so its characterisation provides crucial information for the develop-
ment of depletion curve parameterisations of snow melt runoff (Luce and Tarboton,
2004; Pomeroy et al., 2004; DeBeer and Pomeroy, 2010; Egli et al., 2012). This becomes
increasingly important in areas where direct snow pack observations are sparse or ab-
sent. In turn, the rate of depletion at the basin scale can be substantially influenced
by the spatial distribution of snow (DeBeer and Pomeroy, 2010; Mott et al., 2018).
Reliably characterising these interactions requires spatially dense measurement net-
works, or, in the absence of measurements, spatially distributed models. A lack of
either limits the resolution of sub-grid variability that leads to uncertainty in snow
hydrology and climate models, as well as remotely sensed observations of seasonal
snow (Blöschl, 1999; Luce and Tarboton, 2004). Chapter 4 demonstrated that the
advent of relatively low-cost RPAS platforms, and advances in the photogrammet-
ric processing of imagery captured from them, has enabled substantial progress in
the mapping of snow depth at high spatial resolution. This technology represents a
step-change in the ability to resolve snow depth continuously across landscapes with
unprecedented spatial resolution.
Mapping of snow depth and SWE from photogrammetry allows the total water vol-
ume stored within a snow pack to be determined with improved accuracy over ex-
isting techniques. This provides the advantage of improving constraints on relation-
ships between snow covered area (SCA) and SWE (Luce and Tarboton, 2004). Fur-
thermore, increased spatial resolution and coverage of snow depth measurement
promises new insight into the controls of snow depth distribution, and associated
spatial variability. Improved understanding of these snow processes is desirable for
improving spatially distributed models of the snow pack. Understanding the controls
of terrain and climatic parameters on snow distribution can be improved by exam-
ining empirical relationships between specific parameters which may be expected to
control snow depth, and measured snow depth. If strong and robust empirical re-
lationships can be established, then they may form the basis for improving spatially
distributed models of snow depth, and subsequently SWE.
Spatial variability observed in environmental phenomena is often accompanied and
characterised by spatial structure. That is, the observed variability is not random, but
possesses patterns that may be predictable and reflective of intrinsic or extrinsic in-
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fluential processes. To this end, characterisation of the spatial structure of the snow
distribution and its association with physical controls represents valuable informa-
tion for modelling snow distribution (Deems et al., 2008; Sturm and Wagner, 2010;
Cristea et al., 2017; Pflug et al., 2019; Reynolds and Lundquist, 2019). The results of
repeat snow depth mapping from the winter of 2016, presented in Chapter 4 reveal
the presence of spatial structure across the study basin. This chapter seeks to answer
the third research question of the thesis: What is the nature of fine-scale variability
in snow depth and SWE at the small basin scale? This is addressed via the following
objectives:
1. To quantify the snow pack mass balance of the basin between two meteorolog-
ically contrasting winters,
2. to characterise the spatial structure of snow depth distribution, and subse-
quently SWE, across the study basin,
3. to assess the temporal persistence of the spatial structure of snow depth, and
4. to model the relationships between predictive terrain parameters and snow
depth using regression trees.
Achieving these objectives will provide insight into the improvements that high reso-
lution photogrammetric maps of snow depth may offer to spatially distributed mod-
elling of the snow pack. This investigation is significant in the context of seasonal
snow in New Zealand, where, with the exceptions of Clark et al. (2011), Webster et al.
(2015) and Cullen et al. (2017), there has been minimal recent research on fine scale
spatial variability in seasonal snow. Subsequently, opportunities to test physical con-
trols that have been found to be important elsewhere have been limited to date in
New Zealand.
5.2 Data and methods
5.2.1 Study site
All fieldwork was undertaken in the Leopold Tributary study basin (LTSB) in the Pisa
Range, Central Otago, New Zealand, as described in detail in Section 4.2. The low to-
pographic relief of the basin is advantageous for focusing the analysis of spatial vari-
ability in snow depth in the context of terrain complexity as expressed by variation in
slope and aspect.
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5.2.2 Field meteorological observations
Climatic conditions over the study period were characterised on the basis of obser-
vations from an automatic weather station (AWS) that has been running in the LTSB
since May 2016. Located at 44.8875° S 169.1102° E, and an elevation of 1500 m, the
AWS is within the basin, approximately mid-height on a west facing slope (Figure 4.1).
The station measures air temperature, relative humidity, barometric pressure, wind
speed, wind direction, surface height and snow depth, and incoming and outgoing
short and longwave radiation. The suite of sensors installed on the AWS is detailed in
Table 5.1. A Campbell Scientific CR1000 data logger handles the sampling and stor-
age of measurements. Power is supplied by a solar panel, and stored using a 12 V
battery. Several power outages occurred during the winter of 2016, significantly im-
pacting the observational record, but continuous measurements are available from
April 2017.
Snow depth (HS) was calculated as:
HS = Hsensor −Dsurface, (5.1)
where Dsurface is the measured distance to the surface and, Hsensor is the sensor





where SW ↓daily and SW ↑daily are the daily sum of incoming and outgoing short wave
radiation, respectively. An upper limit of 0.95 was applied to α to deal with spurious
measurements, which can result from ice or snow covering radiation sensors. Surface







where T is the surface temperature (in Kelvin), L ↑ is the measured flux density of
outgoing longwave radiation (W m−2), ε is surface emissivity and σ is the Stefan-
Boltzmann constant (5.67 × 10−8 W m−2 K−4). Values of ε were assigned based on an
albedo threshold, with 0.97 being used for snow (Kondo and Yamazawa, 1986), and
0.93 for snow-free (Jin and Liang, 2006). An albedo threshold of 30% was used to dis-
criminate between snow absence (<30% albedo) and snow presence (albedo ≥ 30%)
within the field of view of the downward-looking longwave pyranometer of the CNR4.
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5.2.3 RPAS photogrammetry
This chapter applies the method developed and described previously in Chapter 4
and Redpath et al. (2018). Following the successful implementation of the field ap-
proach through the winter of 2016, four additional flights were undertaken during
the winter of 2017. This provided a total of six epochs of snow depth measurements.
5.2.3.1 Field campaigns
Over the Austral winter/spring seasons of 2016 and 2017, a total of seven field cam-
paigns were carried out (Table 5.2). These included the three campaigns during 2016,
described in Chapter 4, and a further four campaigns during 2017. During each field
campaign, the Trimble UX5 RPAS was flown to photogrammetrically map the LTSB.
Details for each RPAS flight are included in Appendix A.
Table 5.2 RPAS field campaigns over 2016 and 2017
Campaign Date State of snow pack
M001f01 17/05/2016 Trace of snow present - pre-winter base
flight
M002f01 02/08/2016 Winter snow pack
M003f01 10/09/2016 Spring melt underway
M004f01 23/07/2017 Winter snow pack - following
significant accumulation event
M005f01 22/08/2017 Winter snow pack - melt occurring on
solar aspects
M006f01 22/09/2017 Spring melt underway
M007f01 12/10/2017 Spring melt almost complete, snow
restricted to gullies and cornices on
shaded and lee aspects
Snow pits were excavated within the basin during each field campaign. Snow density
was measured gravimetrically within each pit, with snow volumes being removed and
weighed at 0.10 m increments down the snow pit profile. Bulk densities were then
calculated as the mean density of the profile. Finally, the mean density across all
snow pits was used to convert maps of snow depth to SWE.
5.2.3.2 Ground control surveying
Ground control points (GCPs) facilitate robust photogrammetric triangulation. For
all missions except 4 and 7, “hard” GCPs marked by either mats or a chalk powder
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pattern on the snow surface were surveyed by RTK GNSS and subsequently used in
the aero-triangulation (AT) process. For campaign 4, an inability to occupy the estab-
lished survey mark with the RTK base station due to blocked access, compounded by
movement of the base station in an alternative location due to snow melt and sub-
sidence precluded satisfactory processing of RTK observations. For campaign 7, no
ground control was surveyed in the field as sufficient natural targets were exposed
through the study area to use as “soft” GCPs. For both missions 4 and 7, the (“soft”)
GCPs that were used for AT were generated from pointclouds provided by the AT of
campaign 5 (for campaign 4) and campaign 1 (for campaign 7). This required the
measurement of the 3D coordinates of points corresponding with features that could
be readily identified in each point cloud and identified and measured in imagery.
GCP networks for each campaign are detailed in Appendix A.
5.2.3.3 Photogrammetric processing to derive snow depth
Photogrammetric processing was carried out as described in Chapter 4. The general
workflow applied was as follows:
1. Carry out tie point (TP) collection (relative orientation),
2. Measure the location of GCPs within constituent images,
3. Compute the exterior orientation, constrained by all GCPs (fully constrained ab-
solute adjustment),
4. Generate the dense point cloud, using the cost based matching (CBM) ap-
proach in UAS Master,
• Note that CBM “combines semi-global matching algorithms with feature-
based matching algorithms” (Trimble/Inpho, 2015) and is provided as part
of the proprietary software, Inpho UAS Master.
5. Generate the orthomosaic at 0.05 m GSD,
6. Export the orthomosaic and DSM (DSM at 0.15 m GSD),
7. Set half of the control points to check points (CP),
8. Re-compute the (now semi constrained) exterior orientation,
9. Retrieve statistics for the semi constrained triangulation to provide a conserva-
tive estimate of triangulation quality.
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Data for winter 2016 was processed using UAS Master v8.1, while 2017 data was
processed using UAS Master v9.0. The more recent software version (9.0), offered
the use of semi-global matching (SGM) for stereo matching and point cloud gen-
eration. Semi-global matching is typically expected to provide improved perfor-
mance over other non-global methods for photogrammetric point cloud generation
(Hirschmuller, 2008). In this case, however, cost based matching (CBM) was found to
provide superior performance to semi-global matching over snow covered surfaces,
this could be due to the degradation of performance of the pixel based SGM over low
contrast homogeneous targets (Scharstein et al., 2017), which typifies much of the
snow surface. Thus, CBM was preferred for all processing, and offered the advantage
of providing consistent point cloud generation between versions 8.1 (where SGM was
not implemented) and 9.0 of UAS Master.
5.2.4 Deriving snow products from photogrammetric deliverables
The primary outputs from photogrammetric processing are the digital surface model
(DSM) and orthophoto. Once the AT has been carried out for all missions, these deliv-
erables are used to derive snow products. The fundamental product is the difference
DSM (dDSM), computed as the difference between a snow-on DSM for a given mea-
surement date and the initial reference (snow-free) DSM. For each epoch, the dDSM
provides a measure of both snow covered area and spatially distributed snow depth,
expressed as the change in surface height, across the study basin.
Further analysis steps include the computation of the semivariogram of snow depth,
derivation of terrain parameters and the use of regression trees to characterise the re-
lationship between snow depth and terrain parameters. This process is summarised
in Figure 5.1 and is described in more detail in the following sections. For this anal-
ysis, surfaces for snow depth, and all other terrain parameters, were resampled to
0.5 m resolution using bi-cubic interpolation. Resampling served several purposes,
namely, to reduce the volume of data for computational analysis, to mitigate the
noise introduced by the presence of vegetation, to mitigate against co-registration
uncertainty when comparing snow depths between surfaces, and to smooth any spu-
rious errors that may propagate into the DSM from the initial point cloud.
5.2.4.1 Estimating snow covered area
Snow covered area (SCA) was determined volumetrically. Volumetric determination
of SCA leverages the 3D measurements provided by RPAS photogrammetry. This ap-
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Figure 5.1 Overview of processing chain for RPAS snow depth mapping and analysis.
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proach depends on the assumption that a change in cell surface height between the
reference and snow-on DSMs occurred as a result of the addition of snow to that cell.
Therefore, each dDSM was used to create a map of SCA for each epoch whereby all
cells with an elevation change that exceeded the vertical uncertainty associated with
the dDSM were classified as snow covered. Remaining cells were classified as snow-
free. Since steep slopes can introduce relatively large errors to the dDSM due to plani-
metric offset, and because snow cover is typically not sustained on steep slopes, an
additional criterion was applied whereby all slopes greater than 50˚ were also classi-
fied as snow-free.
In order to assess the performance of volumetric SCA mapping, reference data were
generated from the ortho-images for each epoch. Snow covered area is often deter-
mined from imagery using spectral classification approaches (e.g., Klein and Bar-
nett, 2003; Sirguey et al., 2009). Spectral classification often performs well at discrim-
inating snow from other image targets, due to generally high scene contrast. Where
available, typically in the case of multispectral satellite imagery, the presence of SWIR
band(s) is exploited to maximise the reflectance difference between snow and non-
snow targets (and cloud in particular). In the case of the RGB imagery such as that
provided by consumer grade digital cameras, the relative brightness of snow is com-
parable across the red, green and blue channels. In order to accurately determine the
SCA within the basin, it is desirable to have a simple and robust approach to discrim-
inate between snow covered and snow-free pixels in the orthomosaic.
Recent examples utilising consumer grade RGB cameras have employed band thresh-
olding approaches exploiting the blue band (e.g., Eker et al., 2019). In this case, an
approach was taken to optimising the band thresholding to ensure that the SCA was
consistently mapped for each epoch. Where the contrast of each of the three image
bands was enhanced using a min-max linear stretch applied to 99% of the pixel val-





where BE, GE and RE are the enhanced brightness values of the blue, green and red
image bands. The nature of this ratio (Figure 5.2) dictates that values of RGBSI will
approach and exceed one for snow covered pixels, where brightness is high across
all bands, and typically greatest for the blue band. For strongly shaded snow cov-
ered areas, where diffuse illumination by shorter (e.g., blue) wavelengths is predomi-
nant, RGBSI approaches two (Figure 5.2). For non snow targets where the combined
green and red brightness exceeds that of blue, values of RGBSI will decrease from
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one toward zero. Assessment of RGBSI maps revealed that a threshold of 0.9 per-
forms well for providing a binary classification of snow-free and snow covered pixels,
when the scene is predominantly snow covered. In cases where the scene is predom-
inantly snow-free, the threshold will need to be adjusted towards one. Dampened
distinction between snow-covered and snow-free pixels is attributed to the effects of
varying exposure sensitivity (e.g., the camera ISO setting) over scenes of patchy snow
cover. The RGBSI method provides robust and readily reproducible results compared
to manual band thresholding or unsupervised classification techniques by providing
a constrained range of values (0.9 < RGBSI < 1) for segmentation of snow-covered
and snow-free pixels within an orthophoto. The RGBSI is subsequently used as a
reference data set to assess the performance of volumetric determination of SCA by
DSM differencing.
The accuracy of both approaches to mapping SCA was assessed using confusion ma-
trices. Reference data was provided by visual interpretation of a randomly sampled
subset of pixels from the constituent orthomosaics in the case of RGBSI. The RGBSI
maps then served as a reference data for the area-wise confusion matrix used to as-
sess dDSM SCA mapping.
5.2.4.2 Estimating SWE and associated uncertainty
SWE is calculated as the product of snow depth and snow density. Bulk densities (i.e.,
mean column density) were calculated for all snow pits excavated on each RPAS flight
day. The mean bulk density of all pits excavated each day was then used to convert
snow depth to SWE on a pixel wise basis across the catchment, for each pixel in the
snow depth map (snow density is obtained from the snow pit profiles in Appendix B:
SWE = HS × µρ, (5.5)
where SWE is the column snow water equivalent for each pixel (m),HS is the height
of the snow pack for each pixel (m), and µρ is the mean snow density for the catch-





SWEi × a, (5.6)
where SWEvol is the volumetric SWE for the entire basin (m3), n is the total number
of pixels within the basin, SWEi is the column SWE for each pixel (m) and a is the
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Figure 5.2 Density plots of 2 × BE vs GE + RE for orthomosaics generated from each
of the snow-on RPAS flights. The count is the number of pixels from a random sample of
100,000 assigned to bins of width ten. Annotations show the regions occupied by snow-
covered and snow-free pixels.
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pixel area (m2). Dividing SWEvol by the basin area (ab) provides the basin average














SWEvol and SWEr are the quantities of hydrological interest, as they quantify the
volume of water stored in the snow pack, the majority of which is expected to con-
tribute to streamflow following melt. Considering the reservoir in terms of SWEvol
allows the determination of runoff contribution, while SWEr allows comparison of
snow storage to inputs from liquid precipitation. While SWEr provides a measure of
the total basin average runoff stored in the snow pack, SWErSCA provides insight into
the efficiency of the snow pack as a reservoir, in terms of the water equivalent runoff
stored per unit area of snow cover.
Since it is desirable to compare estimates of SWEvol for different points in time, cor-
responding to varying states of the snow pack, it is necessary to provide an estimate
of its uncertainty so that temporal variability can be reliably inferred. Standard error
propagation is applied to derive the uncertainty associated with estimates of SWEvol
based on the uncertainty of constituent quantities of snow depth and snow density.
For snow depth, the vertical errors associated with the aero-triangulations of the ref-








As shown in Chapter 4, this is expected to provide a conservative estimate of the un-
certainty associated with HS as measured by RPAS photogrammetry. In the case of








Where n is the number of snow pits for which bulk density is calculated and σρbi is the
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standard deviation for each bulk density. Thus, the uncertainty in SWE for a single
column can be determined as:











and the uncertainty in SWE volume across the basin as:
δSWEvol = a× δSWE, (5.12)
where a is the snow covered area of the basin. This approach to error propagation
assumes all error in snow volume comes from the vertical dimension and that error
in a is negligible. In this case, a is fixed as a function of the cell size.
5.2.4.3 Examining spatial autocorrelation
Spatial auto-correlation describes the degree to which geographically dispersed mea-
surements of a variable are related as a function of their spatial proximity from one
another. Spatial auto-correlation can be examined by computing semivariance of ge-
olocated observations and subsequently constructing the empirical semivariogram,
which can be considered as the spatial structure function (Herzfeld et al., 1993). The
semivariogram has been widely used to characterise the spatial variability in snow
depth distribution and support spatially distributed snow modelling efforts (e.g.,
Blöschl, 1999; Balk and Elder, 2000; Molotch et al., 2005; Deems et al., 2008; Mott






[HS(xi)−HS(xi + h)]2, (5.13)
where γ is the semivariance for a lag distance, h, n is the number of observations
made at h, x is the location vector of observation i and HS is the snow depth ob-
served at locations xi and xi + h. The empirical semivariogram thus plots γ as a
function of h. Several characteristics of the semivariogram are useful for interpret-
ing the nature of spatial-autocorrelation (Figure 5.3). These are the nugget, a region
where variance is not resolved as a function of spatial proximity, usually a product of
the minimum sampling distance and measurement error. The sill is the magnitude
of semivariance at which γ no longer increases with h. If observations are spatially
structured and detrended, then γ will typically increase with h to approach the sill.
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The value of h where the sill is reached is referred to as the range and represents the
maximum distance of spatial-autocorrelation. Beyond this distance, observations
are not expected to be correlated as a product of their spatial proximity. The range,
or correlation length, provides the process scale for the variable in question (Blöschl,
1999). A variable that varies smoothly in space has a large process scale. Conversely,
when a variable tends towards spatial discontinuity, exhibiting large variations over

















Figure 5.3 Conceptualisation of the semivariogram.
5.2.4.4 Temporal variability in snow distribution
The temporal persistence of structure in the spatial distribution of snow is of interest
as it can provide valuable information for snow modelling (Deems et al., 2008; Sturm
and Wagner, 2010; Cristea et al., 2017). Obtaining high resolution, spatially contin-
uous maps of snow depth at multiple epochs allows temporal persistence of spatial
structure to be thoroughly tested. As well as comparing semivariograms from dif-
ferent epochs, the element-wise correlation between snow depth maps was assessed
by constructing the correlation matrix between all snow depth maps. The correlation
matrix of snow depth map pairs allows the temporal evolution of correlation between
snow depth maps to be quantified and examined.
5.2.5 Snow distribution controls
Several topographic controls on snow depth distribution were investigated, as well
as the role of vegetation (Table 5.3). Identification of topographic controls that per-
form well at predicting snow depth, and capturing spatial variability, is desirable as
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they may provide relatively simple parameterisations that can capture spatial vari-
ability and allow its reproduction via relatively simple empirical models. Despite the
relatively low relief of the LTSB, elevation was retained as a test predictor variable.
Slope was not considered explicitly (e.g., Grünewald et al., 2013), as preliminary test-
ing revealed it added little to the explanatory power of regression tree models. This
was consistent with the low relief of the basin generally precluding gravitational re-
distribution of snow. Four topographic controls, which are further related to climatic
influences, were derived from the reference DSM and assessed. These were the maxi-
mum upwind slope, or Sx index (Winstral et al., 2002), calculated for two modal wind
directions, the topographic position index (TPI), and a hill-shade index (Shade).
The derivation of each of the four terrain parameters is detailed in the following sec-
tions. Figures 5.4 and 5.5 repectively show the conceptualisation and histograms of
terrain parameters.
Table 5.3 Parameters used to construct snow depth regression trees and assessed as

















Hillshade (Shade) Used as a proxy for
relative solar exposure,
lower values receive less
solar illumination
5.2.5.2
Topographic Position Index (TPI) Relative elevation of a
DSM cell within a
neighbourhood
5.2.5.3
KDtussock Kernel density of
tussock calculated for a
20 m sampling radius
5.2.5.4
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S N
+SxN ↑Shade+TPI -TPI↓Shade -SxN
Figure 5.4 Conceptualisation of derived terrain parameters calculated in order to assess
topographic controls on snow depth. Sx is shown in terms of northerly wind and is nega-
tive on slopes exposed to the north and positive on southerly aspects. TPI is negative for
terrain that is low relative to the calculation neighbourhood, and positive for terrain that
is high relative to the calculation neighbourhood. Shade ranges from zero, for slopes that
receive no solar illumination, to 100 for the most brightly illuminated slopes in the basin.
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Figure 5.5 Histograms of terrain parameters used in regression tree modelling.
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5.2.5.1 Wind re-distribution
For a given cell, with coordinates xi, yi, Sx, the maximum up-wind slope, is calculated





Z(xv, yv)− Z(xi, yi)√
[(xv − xi)2 + (yv − yi)2]
)]
, (5.14)
where A is the azimuth of the search direction (i.e., the upwind direction), dmaxis the
maximum search distance and xv, yvis the set of coordinates of cells located on the
search vector. In this case, Sx was calculated for two modal wind directions. In both
cases, the search distance was increased exponentially from dmin to dmax m, where
dmin = 1.5 m and dmax = 100 m. With 20 distance increments along the search vector,
the exponential function took the form:
d = 1.203× 1.247di , (5.15)
where di is the distance increment. The use of an exponentially increasing search
distance reduces the required computational time across the high resolution DSM,
while allowing increasingly distant pixels to be considered if nearer pixels are not
found to provide shelter to the pixel being considered. While the maximum distance
was 100 m, the exponential search range meant that the majority of sampling dis-
tances fell within the range of spatial auto-correlation revealed by semivariogram
analysis. Sx was calculated for wind of NNW and S origin.
5.2.5.2 Hillshade index
Under clear-sky conditions, differential heating within complex terrain is driven
largely by varying incident solar radiation at the ground. This, in turn, is controlled
by the terrain, being a function of the slope and aspect of a unit-area of the surface,
and the resulting sun-surface geometry. Previous studies have often considered slope
and aspect as separate terrain controls on snow distribution (Grünewald et al., 2013).
Here, slope and aspect are combined with the intention to parameterise the effects of
solar radiation as a function of the terrain to represent the joint effects of slope and
aspect. Relative solar exposure was determined using a relatively simple hill-shade
approach. A representative (clear-sky) hill-shade surface was produced for the win-
ter of 2017 using the “ESRI” formulation (Hong et al., 2017):
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Shadet = 100× (cos(α)× cos(s)) + (sin(α)× sin(s)× cos(γ − β)), (5.16)
Where, for a DSM pixel, s is the slope and β is the aspect, and for the study basin do-
main, α is the solar elevation and γ is the solar azimuth at the time (t) of calculation.
Values for α and γ were calculated as:









where , xHAr, yHA and zHA are the coordinates of the LTSB AWS in terms of the hour
angle at each time step t (e.g., Fenn, 2001). For each day, the shade surface was cal-
culated based on solar azimuth and elevation calculated at 5 minute intervals for the
LTSB AWS location and elevation. Daily mean shade values were then averaged over
the 01 June - 30 September period to provide the mean winter shade index (Shade).
5.2.5.3 Topographic position index
Due largely to the effects of wind, snow is typically expected to accumulate more in
topographic low points, and less on topographic high points, through the processes
of erosion and preferential deposition (Litaor et al., 2008; DeBeer and Pomeroy, 2010).
In order to classify the LTSB in order to test this hypothesis, the topographic position
index (TPI) was calculated. TPI informs whether a pixel within a DSM or DEM is rel-
atively higher or lower than adjacent pixels within a search neighbourhood of a given
size. Positive TPI values are associated with pixels that represent topographic high
points, such as ridge lines, while negative values represent topographic low points,
such as gullies. The calculation of TPI is highly sensitive to the neighbourhood size,
and so care should be taken when assigning a value to this parameter. In this case, a
neighbourhood size of 15 m was used. In order to mitigate against the influence of
extreme outliers, TPI values > 30 were set to 30, and TPI values < -30 were set to -30.
TPI, effectively the relative elevation at a location with respect to the mean elevation
of a surrounding neighbourhood, was calculated as (Reu et al., 2013):
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where Zref is the elevation of the DSM element at a given location, Zmax and Zmin are
the maximum and minimum elevations within a circular neighbourhood centered
on that element and with a given radius.
5.2.5.4 Tussock density
The flora of New Zealand’s alpine areas is dominated by tussock grass species. The
distribution of tussock grasses has been found to influence snow pack development
and snow distribution in the Pisa Range previously (Twaddle, 1996), and to be associ-
ated with areas of more persistent snow presence within the LTSB (West, 2019). The
work of West (2019) identified an association between snow persistence and tussock
density, based on a single epoch of snow depth measurement (the September 2016
flight of the present study) and a larger number of Sentinel 2 multispectral images,
however these findings were primarily in terms of snow presence, and there remains
an opportunity to further explore the influence of tussock grass on snow depth.
Here, the manually digitised tussock point data set produced by West (2019) was used
to generate 0.5 m resolution tussock kernel density maps. Kernel density maps were
generated in ArcGIS for sampling distances of 5 and 20 m. Given the high correla-
tion between 5 and 20 m tussock kernel density, the 20 m surface was retained for
regression tree analysis.
5.2.5.5 Correlation between snow distribution controls
The terrain and vegetation parameters were assessed for correlations, which may
limit further analysis (Figure 5.6). The strongest correlation was found to occur be-
tween shade and SxNNW (negative correlation) and SxS (positive correlation). This
is because the shade index is low on shaded, south-facing slopes, where SxS is nega-
tive, and high on north facing slopes where SxNNW is negative. This autocorrelation
between shade and Sx indices is due to the geometry and prevailing wind conditions
within the LTSB.
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Figure 5.6 Correlation matrix for the final set of 6 topographic and vegetation controls,
including Sx calculated for 2 cardinal directions.
5.2.6 Assessing physical controls on snow distribution
5.2.6.1 Regression tree analysis
Simple linear regression tends to be insufficient to resolve complex and non-linear
relationships between terrain parameters and snow depth. Regression tree analysis
provides a means to examine the role of varying combinations of predictive variables
(i.e., terrain and vegetation parameters) and a response variable (i.e., snow depth)
(Balk and Elder, 2000; Litaor et al., 2008). As such, regression trees have proven pop-
ular in other studies where relationships between terrain parameters and snow depth
are sought, at a range of spatial scales (e.g., Winstral et al., 2002; Meromy et al., 2012;
Webster et al., 2015). Regression tree models were generated using the fitrtree func-
tion within MATLAB®. Important considerations when building regression trees in-
clude the number of splits that are permitted in the tree, and the level of pruning that
is applied. Allowing a large number of splits and applying minimal pruning typically
results in regression trees that are over fitted to the training data. Ultimately, for a
number of combinations of predictor variables, regression tree analysis provides a
range of end-member classes defined by the mean magnitude of the response vari-
able based on a set of decision criteria. In its normal implementation, regression tree
analysis results in discretisation of continuous response variables.
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Regression tree analysis was carried out using a stratified random sub-sample of
snow depth measurements. The sampling strategy involved stratifying the observed
snow depths with a target bin width of 0.02 m and allocating a proportion of 10% of
the basin grid cells to each stratum in accordance with the basin snow depth distri-
bution. This sample size was chosen to leverage the density of the RPAS derived snow
depth maps in terms of providing a substantial sample for assessing the controls on
snow distribution, while also retaining a large proportion of the data set for inde-
pendent model validation. Since this sample size is small relative to the population
(10%), a large validation data set is available for each epoch, since reference snow
depths are available across the entire basin. Because this study has used a single
value of bulk density for determining SWE across the basin, regression tree analysis
was carried out simply in terms of snow depth. For model development, snow depth
was normalised in terms of a reference snow depth HSref for each epoch, similarly








whereby HSref is calculated as the mean of the snow depths ranging from the 90th
percentile to the maximum measured depth. This use of the mean of the top 10%
of measured snow depths is intended to mitigate against the error introduced by the
presence of large, erroneous snow depths within the sample. The normalised snow





Varying sizes of trees were evaluated, generated by setting the maximum number of
splits iteratively as: 4, 8, 12, 16, 20, 30, 60, 90, 120, 150. Trees with up to 20 splits were
retained for further analysis, as larger trees offered only marginal improvements in
performance despite increased complexity and potential over-fitting. For each re-
gression tree, at each epoch, the relative importance of predictor variables provides
an indication of the influence that terrain parameters exert on snow depth. The re-
gression tree model for each epoch was then used to construct a map of predicted
snow depth across the basin, based on the predictive terrain parameters.
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5.2.6.2 Evaluating the performance of regression tree models
Typically, regression tree model performance is assessed by internal cross-validation.
In this case, however, because the models are trained on a small subset of the original
snow depth maps, and then used to re-create those maps, there is an opportunity to
apply an independent assessment of the regression tree performance by examining
how well regression trees map predicted snow depth. This was done in three ways:
1. Construction of correlation matrices between predicted and observed snow
depth for each regression tree at each epoch. This approach tests the perfor-
mance of the regression trees in predicting absolute snow depth across the
basin and is the most relevant for assessing the ability of the regression tree
models to predict SWE.
2. Constructing correlation matrices and quantile-quantile (Q-Q) plots between
predicted snow depth and quantiles of observed snow depth for each regres-
sion tree at each epoch. In this case, the number of quantiles of observed snow
depths was set equal to the number of regression tree terminal nodes and com-
pared to the snow depth associated with each terminal node. This approach
allows the performance of the regression trees in recreating the signal of spatial
structure of the snow cover to be assessed, while recognising the limitations in
using the regression trees to predict absolute snow depth. Good performance
as assessed by this metric allows the relative importance of predictor variables
to be interpreted with confidence.
3. Constructing the semivariogram for predicted snow depth at each epoch. Com-
parison between semivariograms constructed from observed and modelled
snow depth allows the ability of regression trees to capture and reproduce spa-
tial structure to be assessed.
5.3 Results
5.3.1 Climate conditions over study period
Objective one of this study requires mapping of the snow pack within the LTSB in
varying states, but particularly at, or near, peak accumulation. Despite a discon-
tinuous record through the winter of 2016, due to power failures at the AWS, Figure
5.7 illustrates the timing of RPAS flights in relation to climate and snow conditions
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within the LTSB. It should be noted that due to its location, the AWS typically loses
snow early relative to the rest of the basin. In terms of conditions at the AWS, RPAS
flights in August 2016 and August 2017 captured and mapped the snow pack at near
peak accumulation. Air temperatures were below freezing for the RPAS flights on 02
August 2016, 23 July 2017 and 22 August 2017, and above freezing on the remaining
dates. The surface temperature at the AWS exceeded 0°C earlier in 2016 than 2017,
and consistent with albedo (Figure 5.8) and surface height (Figure 5.7), indicate an
earlier loss of continuous snow cover across the basin for 2016. Observed accumula-
tion at the AWS was substantially more in 2017 (159.8 cm) than in 2016 (84.0 cm). In
2016, the early winter snow pack was completely ablated during a series of rain events
through late June and did not become established again until mid July. Snow cover
was maintained continuously at the AWS from July 1 2017, and was fully depleted by
September 30 2017.
Mean wind speeds were 3.51 m s−1 for 2016 and 3.93 m s−1 for 2017 (Figure 5.7). The
prevailing wind direction for both years was from the North (Figure 5.9), and there
was no notable (>6 m s−1) recorded southerly within the wind regime during 2016.
During 2017, and increase in the frequency and strength of SSE winds was observed.
Northerly winds were associated with both high and low pressure scenarios. The oc-
currence of strong southerly winds was associated with low pressure situations. Rel-
atively common, yet light, winds from the east mainly occurred during stable condi-
tions under high pressure, and may reflect the presence of katabatic flow originating
at higher elevations on the Pisa Range.
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The wind regime differed slightly between 2016 and 2017 (Figure 5.9). While both
years were dominated by prevailing winds from the north - north-west, with the
strongest winds observed during 2017, winds from the south - south-east were not
observed to the same extent in 2016 as during 2017. While the frequency of winds
from this direction was relatively low, they were also strong, with maximum observed
speeds comparable to those observed from the north - north-west. While some of this
discrepancy may be explained by gaps in the 2016 record, the wind roses for the two
winters are otherwise very similar in terms of direction and speed (Figures 5.7 & 5.9).
Examining wind direction in terms of atmospheric pressure reveals that winds from
the north-eastern quarter tend to occur under stable conditions, particularly during
2016, while winds from the north - northwest are most strongly associated with low-
est observed barometric pressure. This indicates that north - north-westerly winds
are associated with low pressure systems and subsequent passage of cold fronts that
typically deliver precipitation to the Pisa Range, which signals their potential impor-
tance for preferential accumulation of snow. Winds from the NE quarter, on the other
hand, are mostly associated with katabatic processes under stable conditions. There-
fore, they are not expected to have a substantial influence on the spatial distribution
of snow due to infrequent exceedence of snow erosion thresholds.
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Figure 5.9 Wind regime observed at the AWS over the winters of 2016 (a, c) and 2017 (b,
d). Wind direction is displayed in terms of wind speed (a, b) and atmospheric pressure
(c, d).
5.3.2 Photogrammetric processing of RPAS imagery
Overall, photogrammetry performed well at resolving the ground surface across all
epochs. For each epoch, the semi constrained AT yielded a photogrammetric model
consistent with the quality expected based on the results from Chapter 4 (Table 5.4 &
Figure 5.10, extended results are included in Appendix A). For all flights, the triangula-
tion achieved a centimetric level RMSE on z. Maximum observed RMSEz was 0.046
m, with four missions yielding RMSEz < 0.04 m. The largest horizontal RMSEx,y
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values were observed for the final campaign, and the inflated values obtained here
were associated with the difficulty of reliably locating the natural features marking
soft GCPs amongst the vegetation cover of the largely snow-free surface. The fact
that many of the natural features used did not have horizontal planar surfaces further
compounded this difficulty, limiting the accuracy with which the GCP target could be
repeatedly measured in images of varying view angle. This effect was likely exacer-
bated by the orientation of the North-South aligned flight strips, which could act to
maximise differences in viewing angle of the same target between images of adja-
cent strips. While such features were generally avoided due to their sub-optimal na-
ture, their use could not be avoided entirely whilst maintaining a satisfactory control
network. While triangulations using soft GCPs have in this case yielded satisfactory
results, their limitations highlight the benefits bought by utilising optimally marked


















































































































































































































































































































































































































































































The number of TPs extracted during the relative orientation phase of photogram-
metric processing provides an indication of the resolved texture across the scene,
and may provide a qualitative assessment of the consistency of the block adjustment.
Within a region of overlap between images, the success with which TPs are extracted
is driven by two key factors: the observable texture in the scene (i.e., the heterogene-
ity of the surface being imaged and thus the number of unique features that may be
recognised) and the contrast, or dynamic range, of the images (i.e., the ability to re-
solve distinct features present in the scene within an image as a function of their rel-
ative brightness). These factors determine the success with which conjugate points
can be identified and matched between images. TP extraction performance is con-
sidered here in terms of the average number of TPs yielded per image within each
campaign.
All campaigns yielded a high density of TPs, with a minimum number of 95 TPs per
image for campaign 3, and a maximum of 170 TPs per image for campaign 5 (Ta-
ble 5.4). These values are equivalent to a minimum point density of 0.005 TP/m2
(or, linearly, one point every 14 m) and a maximum of 0.009 TP/m2 (or, linearly, one
point every 10.3 m). The best performance in terms of TP density was observed for
campaign 5 (August 22, 2017), when the flight was carried out under midwinter snow
conditions with total snow cover across the basin. While snow is typically a difficult
target for photogrammetry, with largely homogeneous, low contrast, target surfaces,
the snow surface in the LTSB is frequently wind affected. Wind acts to roughen the
surface of the winter snow pack, resulting in relatively high heterogeneity, which al-
lows good photogrammetric performance when the camera exposure is optimsed for
snow covered surfaces. Campaign 3 yielded the fewest TPs, in this case attributed to
the presence of relatively large snow-free areas throughout the basin at the time of the
flight. As the camera exposure was optimised for snow covered surfaces, snow-free
surfaces, which would typically exhibit greater texture than snow covered surfaces,
were under-exposed and frequently suffered from insufficient contrast to resolve and
match candidate TPs between overlapping images. A generally higher number of TPs
overall for the 2017 missions (4–7) may be due to software improvements in UAS Mas-
ter v9.0 relative to v8.1.
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5.3.3 Snow covered area, snow depth and SWE volume
5.3.3.1 Performance of SCA mapping
The RGBSI approach to mapping snow covered area performed well at both discrim-
inating between snow covered and snow-free pixels, in spite of shading, and for pro-
viding a basis for binary snow classification (Figures 5.11, 5.12 & 5.13). Confusion ma-
trices were produced for three of the missions in order to quantify the performance of
RGB snow cover mapping (Table 5.5). Overall, the use of the RGBSI to map snow cov-
ered area across the basin performed well, especially when the basin was predomi-
nantly snow covered. When total basin SCA dropped below 50%, performance dimin-
ished markedly, with a high proportion of comission error whereby snow-free pixels
were incorrectly classified as snow covered. Despite this, average accuracy for the
October 2017 flight was 85%, while the other two dates that were assessed achieved
average accuracy in excess of 90% to provide an overall average accuracy across the
three dates of 92%. This is considered sufficient as a basis for comparison with the
subsequently employed volumetric approach to determining basin SCA.
Table 5.5 Confusion matrices for three epochs of snow mapping representing different
states of snow cover across the basin. The overall average accuracy across the three dates
is 92%.
Flight date: 02/08/2016 Campaign: M002f01
Reference
snow non-snow user’s acc.
Classified
snow 96 3 97%
non-snow 0 1 100%
producer’s acc. 100% 25% 97%
Flight date: 22/09/2017 Campaign: M006f01
Reference
snow non-snow user’s acc.
Classified
snow 76 1 99%
non-snow 5 18 78%
producer’s acc. 94% 95% 94%
Flight date: 12/10/2017 Campaign: M007f01
Reference
snow non-snow user’s acc.
Classified
snow 10 15 40%
non-snow 0 75 100%
producer’s acc. 100% 83% 85%
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With respect to the RGBSI reference data, volumetric detection of SCA had an over-
all average accuracy across all dates of 86% (Table 5.6). When the majority of the
basin was snow covered, rates of correct assignment of snow cells were high (90% or
greater). For dates where snow cover was reduced, however, the success rate dimin-
ished and average accuracy dropped below 80%. In particular, substantial commis-
sion errors occurred where snow pixels were classified as non snow. This is largely a
conservative result of the volumetric approach, where all pixels with dH < δz were
classified as non-snow, while snow depths approaching zero in areas of shallow snow
cover will have been retained by the RGBSI approach.
Figure 5.11 An example of the RGBSI approach to binary SCA mapping for August 02,
2016, when the LTSB had maximal snow covered area.
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Figure 5.12 An example of the RGBSI approach to binary SCA mapping for September
22, 2017, when the LTSB had reduced snow covered area.
Figure 5.13 An example of the RGBSI approach to binary SCA mapping for October 12,
2017, when the LTSB had minimal snow covered area.
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5.3.3.2 Mapping snow depth
Figure 5.14 shows snow depth as mapped by RPAS photogrammetry derived DSM
differencing at each epoch. It is evident that considerable spatial structure exists
within the snow cover across the basin. The deepest areas of snow across all epochs
are associated with gully features, particularly those transecting the eastern part of
the catchment. Broad interfluves are associated with a relatively shallow snow pack
across all epochs, and are completely devoid of snow on 12 October 2017. Cornice
development is apparent in 2016, but is not as pronounced in 2017. Also of note is
the accumulation of snow on north-facing gully slopes, particularly in the southern
part of the basin which is much more pronounced in 2017 than 2016.
Histograms of the snow depth distribution are shown in Figure 5.15. For 10 Septem-
ber 2016 and September 22 and 12 October 2017 in particular, these histograms ini-
tially represent a convolution of the snow-free and snow-covered parts of the basin.
Filtering out and setting to zero the dDSM values that are less than the vertical un-
certainty of the dDSM provides a cleaned histogram that predominantly represents
the snow depth signal. Over both winters, the snow pack was relatively shallow, pre-
dominantly less than 0.5 m. Small areas of preferential accumulation exceed one
metre, with maximum depths generally on the order of two metres. Overall, mean
snow depths were greater throughout the season in 2017, which is consistent with
observations from the AWS.
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Figure 5.14 Maps of snow depth determined by DSM differencing (dDSM) for each
epoch.
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Figure 5.15 Histograms of snow depth as measured by RPAS photogrammetry at each
epoch. The histogram of cleaned snow depth (solid) is superimposed over the initial mea-
surements (hollow). Mean values displayed (µ) are for the cleaned distributions.
5.3.4 Changes in snow depth, SCA and SWE
Maximum SWE measured in 2017 (68,092 m3) was 137% of that measured for 2016
(49,598 m3)(Figure 5.16). The large variation in total catchment SWE that has been
observed between just two consecutive years reflects a system with a large degree
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of inter-annual variability. Compounding this issue for larger scale analysis, where
other metrics such as SCA may be used to characterise the snow pack, is the fact that
SCA was comparable for the dates of maximum SWE volume for 2017 (92% of basin
area) and 2018 (94% of basin area). Density increased throughout the season from
less than 300 kg m−3 in July 2017 to more than 400 kg m−3 in October 2017. An in-
crease in density contributes to sustaining late season SWE as snow depth and SCA
are depleted. Uncertainties propagated onto total SWE volume allow the change in
SWE volume over the season to be inferred. For 2017 it demonstrates the increase in
SWE that occurs while ~100% SCA is maintained during July and August. In Septem-
ber, the total SWE volume varies only slightly from peak accumulation, despite a re-
duction in snow depth and SCA. By October 12, however, a rapid decline in SWE was
observed.
The temporal persistence of the spatial structure of snow depth across the basin was
assessed via the correlation matrix between all snow depth maps (Figure 5.17). In
the case that the spatial structure of the snow pack was highly persistent, the corre-
lation coefficient (R) would approach 1. Figure 5.17 reveals that the spatial structure
is dynamic. While correlation within years is relatively high, the correlation between
years for mid-winter dates is relatively low. In the case of 02 August 2016, it is more
strongly correlated with 12 October 2017 than 23 July 2017. Generally, the snow maps
de-correlate over time, both over the duration of the series, and for all epochs corre-
lation is stronger with the previous than the following epoch.
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Figure 5.16 Key metrics; mean (µ) snow depth (a, b), basin snow covered area (%, c, d),
mean bulk density (µρbulk, e, f) and total swe volume (g, h) for 2016 (a, c, e, g)) and 2017
(b, d, f, h). Error bars for swe volume are provided at the 95% confidence level.
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Figure 5.17 Correlation matrix for snow depth mapped across the catchment at each
epoch, p-values <0.05 were attained for all epochs.
As well as determining the total snow storage within the basin, the “location” of the
bulk of the water storage within the snow pack is also of interest. It is expected that
a substantial proportion of the water volume stored within the snow pack of a catch-
ment will be contained in a relatively small area of greater snow depth. In this way,
water storage becomes spatially concentrated in the areas of deepest snow. Specific
zones within the basin may then be considered to operate as more discrete and effec-
tive reservoirs when compared with the basin as a whole. In this case, the relative im-
portance of concentrated areas of deep snow, compared to more widely distributed
areas of relatively shallow snow in terms of water storage was assessed by consid-
ering the SWE volume contained across basin pixels meeting percentile thresholds
for snow depth. The resulting plot, Figure 5.18, demonstrates that the relationship
between snow depth rank and the stored water volume is non linear.
Considering all epochs, the relationship between snow depth rank and stored wa-
ter volume could be reasonably represented by a second-order polynomial function.
The polynomial function was preferred over alternatives (such as a simple power law)
as it satisfies the asymptotic condition imposed at 100% of total water volume and
preserves the non-linearity of this relationship. It can be seen that non-linearity is
169
CHAPTER 5. VARIABILITY IN SNOW DISTRIBUTION AND SWE FOR AN ALPINE CATCHMENT
more pronounced for spring, relative to mid winter. For October, some points lie out-
side the 95% C.I. associated with the polynomial model (Figure 5.18). Winter epochs
are relatively more linear, indicating a more uniform snow depth distribution com-
pared to spring. The consistency within seasons between each year provides insight
into the consistency of processes governing the development and evolution of the
snow pack as a water reservoir. The best-fit polynomial function takes the form:
SWEHSr = −0.0087η2n + 1.71ηn + 13.36, (5.22)
where ηn is the nth snow depth percent rank and SWEHSr the basin SWE volume
proportional to snow depth rank.
Figure 5.18 Relationship between the proportion of total SWE volume stored in the
snow pack, and percentile snow depth. Grey shaded distributions illustrate the kernel
density functions across samples from each epoch. The fitted polynomial is the best fit
through all data (Equation 5.22).
5.3.5 Quantifying spatial variability in snow depth
The experimental semivariogram for each epoch characterised the spatial variabil-
ity associated with snow depth (Figure 5.19). For winter to mid-spring epochs, the
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experimental semivariograms exhibit a high level of consistency within years, but
substantial divergence between years. The ranges of spatial autocorrelation for 2017
(~20–30 m) were slightly greater than those of 2016 (~10–20 m). The profile of the ex-
perimental semivariograms across all epochs indicates that the spatial distribution of
snow depth is highly structured across all epochs. For most epochs, the nugget ranges
between 0.02 and 0.04 m2. For 2016 the semivariance at the sill is consistent between
winter (02 August) and spring (22 September), at 0.08 m2. For 2017, the semivariance
associated with the sill is larger overall, and varies more between the winter (23 July
and 22 August) and spring (22 September) epochs, ranging between 0.13 and 0.15
m2. The difference in both the range of spatial autocorrelation and semivariance be-
tween 2016 and 2017 indicates greater observed spatio-temporal variability during
2017 than 2016.
For 12 October 2017, which represents late spring with minimal patchy snow cover,
the semivariance was reduced substantially. This is attributed to the large proportion
of the basin that was snow-free (i.e.,HS = 0) which limits the development of spatial
structure. It also indicates that within the late lying snow patches HS is relatively
uniform. The large reduction in semivariance between 22 September 2017 and 12
October 2017 signals a reduction in the overall spatial variability of snow depth in
October. This is attributed to the loss of shallow areas of snow reducing the range of
snow depth.
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Figure 5.19 Experimental semivariograms for each RPAS snow depth measurement
campaign.
5.3.6 Regression tree analysis
5.3.6.1 Controls on snow depth
Regression tree analysis resolved the complex relationships between the predictive
parameters (terrain and vegetation) and classes of snow depth within the LTSB. Fig-
ure 5.21 demonstrates that these relationships, and the magnitude of influence of the
predictive parameters, varied across the study period (see also Figure 5.20). Splits in
the upper two levels of the regression trees were predominantly controlled by TPI,
SxNNW, SxS and Shade, suggesting that these parameters are the dominant controls
on snow depth distribution.
The relative importance of predictor variables was found to stabilise with a maximum
of 20 splits (Figure 5.20), which supported the retention of this size tree for further
analysis. It was found that the relative importance of these factors varied consider-
ably both between, and within, 2016 and 2017. Minimal variation in relative impor-
tance was seen for ELEV and SxNNW across the latter three epochs of 2017. TPI was
found to be more important in 2016 than 2017, while an increase in the importance
of Shade over time was seen through both years. SxNNW was much more important
172
5.3. RESULTS
during 2016 than in 2017. SxS is the dominant predictor for July 23 2017, where its
relative importance is much larger than for any other date. Notably, 2017 contrasts
2016 in terms of much greater importance of SxS than SxNNW throughout the sea-
son. Tussock density (KDtussock) is of consistently low relative importance, but is
seen to increase in importance throughout 2017.
Figure 5.20 Relative importance of terrain parameters in regression tree models with 4,
8, 12, 16 and 20 splits, generated for each measurement epoch.
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The partial dependence plot (Figure 5.22) provides insight into the threshold values
that result in differing outcomes through the regression tree (Friedman, 2001; Gold-
stein et al., 2015). Overall, Figure 5.22 reveals some consistency for decision thresh-
olds for each parameter over different dates. The greatest temporal coherency is seen
for TPI and SxS. For TPI, changes in snow depth are consistently triggered at values
close to zero, which is also close to the mean (−0.03). Negative values area associated
with an increase in snow depth indicating preferential accumulation in topographic
depressions.
Figure 5.22 Partial dependence of normalised relative snow depth (H̃S) on terrain pa-
rameters (TPI (a), ELEV (b), Shade (c). SxNNW (d), SxS (e), kernel density of Tussock
(many)), for regression trees with n = 20 splits. Partial dependence plots show the mean
response of H̃S to predictor variables.
The effect of elevation is strongest for August, September and October, where a sub-
stantial increase in snow depth occurs for areas above 1400–1500 m compared to the
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rest of the basin. Shading is most important for August, September and October of
2017 where increased snow depths are associated with strongly shaded slopes where
the Shade index is less than 25. SxNNW shows a strong signal for both August and
September 2016, where increased snow depth is associated with terrain sheltered
from the NNW wind, but has less influence over snow depth for the remaining dates.
SxS shows a strong and fairly consistent signal across most dates, with positive values
associated with greater snow depths, this effect is most pronounced for July 23 2017.
In terms of tussock density, the effect on snow depth is not as large as for other dates,
but the presence of tussock (density greater than 0.1) is associated with an increase in
snow depth across most dates, while increased densities, above 0.2 to 0.25 are associ-
ated with a slight decline in snow depth. Some of the partial dependence signals are
impacted by interaction and correlation between predictive variables, this is evident
for Shade on July 23 2017, where higher values (i.e., more illuminated areas) are asso-
ciated with an increase in snow depth. In reality, this probably reflects the deposition
of snow onto slopes with positive values of SxS, and the correlation between the Sx
and Shade indices.
5.3.6.2 Testing snow depth prediction
The ability to test snow depth prediction based on terrain parameters was assessed
via regression tree analysis. For each epoch, the resulting regression tree model was
used to estimate snow depth across the LTSB based on terrain parameters. Overall,
regression tree models built from a large set of training samples performed reason-
ably well at predicting the spatial distribution of snow depth (Figure 5.23), but consis-
tently over estimated minimum snow depth while also under estimating maximum
snow depth (Figure 5.24). So while spatial variability was reconstructed reasonably
well, performance in predicting total variability in snow depth across the basin was
reduced. This is an inherent limitation of the regression tree approach, as the ob-
served continuous distribution of snow depth is discretised to the end-member class
means. This means that a single representative snow depth is applied at all locations
that meet the conditions supporting a specific terminal node of the tree.
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Figure 5.23 Maps of snow depth predicted by regression trees (nsplit = 20) for each
epoch.
Equally binned histograms of the modelled and observed snow depth distributions
at each epoch are shown in Figure 5.24. These show the tendency for regression tree
modelling to reduce the total variance in the output data set, despite the use of strat-
ified sampling for training data selection. Values close to the observed mean tended
to be over-represented in the modelled snow depth maps, with a large number of
indistinct depth classes, while the upper tail was generally poorly captured.
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Figure 5.24 Comparisons of the distributions of snow depth between observations (Fig-
ure 5.14) and as predicted by regression tree models (Figure 5.23).
Correlation between absolute modelled and observed snow depth maps varied
markedly over time, but was generally weak to moderate (Figure 5.25). Increasing
the number of splits in the regression tree up to 20 generally improved the R value,
but larger trees did not offer a substantial improvement despite increased complex-
ity. The strongest correlation was seen for 23 July 2017, which exceeded 0.5 for all tree
sizes. With 20 splits, only 22 September 2017 did not achieve R greater than 0.4.
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Figure 5.25 Correlation coefficients (Pearson’s R) between observed and modelled snow
depth. All model variations attained p < 0.05 for all epochs.
The dampening effect of regression tree modelling on snow depth distribution is evi-
dent in Figure 5.26, which compares the snow depths by quantile for each regression
tree across the different dates. The number of quantiles is equal to the number of
regression tree end-members for each iteration. These plots highlight the dampened
signal of snow depth that is propagated by the regression tree models. Increasing the
size of the regression trees tends to increase the number of end-members near the
central part of the observed distribution, rather than improving the resolution of the
full range of observed snow depth.
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Figure 5.26 Quantile - quantile (Q-Q) plots for predicted (by regression tree) and ob-
served snow depth for all measurement dates, plotted by the number of splits in the re-
gression tree.
Quantifying the spatial structure of the predicted snow depth maps via the semivar-
iogram allows further comparison between observed snow depth and that modelled
by the regression trees. Figure 5.27 shows that across all epochs, the predicted snow
depth maps were spatially structured. Compared to the semivariograms for observed
snow depth, however, variance was substantially reduced overall, and correlation dis-
tances increased by 10 to 20 metres. This suggests that most of the spatial variabil-
ity being reconstructed by the regression trees is happening at larger process scales,
while high frequency spatial variability is not reproduced as effectively. The limited
ability of regression trees to reproduce spatial variability, and the increased correla-
tion distance of the semivariograms of modelled snow depths suggests that the con-
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Figure 5.27 Experimental semivariograms for snow depth as predicted by regression
trees at each epoch.
5.4 Discussion
5.4.1 Snow pack mass balance
These results show substantial inter-annual variability between two years in terms
of total basin SWE, with a 137% increase in maximum observed SWE in 2017 com-
pared to 2016. This difference may be at least partially explained by the substantial
increase in observed accumulation for the winter of 2017 compared to 2016. From
a hydrological point of view, the time of maximum accumulation, in terms of HS, is
not necessarily the time of maximum water storage, or reservoir efficiency within the
snow pack of a basin. This is exemplified by the hysteresis that is often observed in
SCA - SWE relationships (e.g., Luce and Tarboton, 2004; Magand et al., 2014). For
both winters, an increase in density of remaining snow during the ablation season
was seen to partially offset the reduction in HS and SCA, and this typifies the non-
linear response of SWE to depletion of SCA as melt progresses. These observations
provide important context for larger scale modelling and remote sensing efforts, by
revealing the nature of sub-grid processes (Blöschl, 1999; Luce and Tarboton, 2004).
Figure 5.28 shows the relationship between SWE runoff as a function of the basin area
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vs SWE runoff as a function of SCA (after Luce and Tarboton, 2004). Whilst sparsely
populated, this plot possesses similar anti-clockwise hysteresis to that observed by
Luce and Tarboton (2004) for Upper Sheep Creek Basin of the Owyhee Mountains of
Idaho, USA. A feature of this hysteresis is that during the accumulation season (in this
case, 23 July and 22 August 2017, and 02 August 2016) the relationship between basin
average and SCA SWE runoff is close to 1:1, before diverging substantially through
the ablation season. The ability to reproduce observed hysteresis can be used as a
test for depletion curves implemented to resolve sub grid variability in hydrological
models Luce and Tarboton (2004). While the present set of observations is insuf-
ficient for model validation, it may provide useful information for depletion curve
selection when implementing hydrological models in similar environments in New
Zealand. Increasing the temporal range of observations would strengthen this anal-
ysis, and wider geographical application would allow the generalisation of depletion
curves across a range of catchments to be assessed.
Figure 5.28 Plot of average SWE of the snow covered area as a function of average SWE
across the basin.
Areas of preferential accumulation and persistent snow are often recognised as be-
ing an important component of the snow water reservoir within a basin (Essery and
Pomeroy, 2004). The clear difference in the relationship between snow depth and the
proportion of water stored in the corresponding area of the basin reveals that the ef-
fect of concentration of SWE is much more important in the LTSB in spring than in
winter (Figure 5.18). This reflects the fact that in midwinter, the difference in the area
covered by the largest and smallest snow depths is substantially reduced. By spring,
however, snow is lost more quickly from many of the areas of thinner snow pack,
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than from the gully and cornice regions where the greatest snow depths persist. In
mid winter, around 75% of the total SWE volume within the catchment is stored in
areas with snow depths exceeding the 50th percentile. By spring, this proportion is
increased to 90%. By comparison, areas belonging to the top 20% of snow depths
account for 42% of total SWE volume in winter, and 55% in spring.
Overall, this analysis demonstrates the effect of concentration of snow into smaller
sub units of the basin, but also illustrates that the impact on the total volume of wa-
ter stored in the snow pack is greatest in spring. This evolution of the snow pack is
likely to reflect in part the impact of redistribution of snow into areas of preferential
accumulation, as well as the accelerated loss of thinning snow packs in spring as so-
lar radiation increases and enhances melt. Together, these factors produce discrete
units of persistent snow.
The landscape of the Pisa Range is characterised by a large, relatively flat plateau
featuring a large surface area for the accumulation of snow. This plateau is incised
by steep sided narrow gullies, which are capable of trapping large volumes of snow
through aerodynamic processes. Overall, these processes lead to greater snow per-
sistence than would otherwise be expected. Snow accumulated in gullies and de-
pressions is simultaneously shielded from further erosion by the wind and densified
through compaction and settling of the snow pack, increasing the energy required for
melt. In some cases, the adjacent terrain may provide additional shading from solar
radiation compared to similar aspects in more prominent positions. The effect ob-
served here is similar to, but stronger than, that observed by Harrison (1986b) for the
nearby Fraser Catchment. The enhanced effect of SWE concentration observed in
the LTSB may be a product of temporal variability in precipitation, whereby the con-
centration effect is stronger in lower accumulation years (for comparison, 2018 saw
accumulation of 2.33 m at the LTSB AWS, substantially more than 2016 and 2017). In
seasons with greater accumulation, the relative difference between the mean snow
depth across the basin and maximum snow depths in areas of preferential accumu-
lation may be dampened, and such effects would also be modulated by variability in
the wind regime from year to year.
5.4.2 Accommodating limitations in snow density measurements
With the efficacy of high resolution techniques for mapping snow depth now clearly
demonstrated, density remains an important source of uncertainty in determining
SWE. This is a fact that is gaining increasing recognition as high resolution mapping
of snow depth becomes increasingly common (e.g., Raleigh and Small, 2017). In the
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present study, snow density was measured gravimetrically, and a mean bulk density
was used to convert snow depth to SWE. This approach is unlikely to adequately cap-
ture spatial variability in snow density, and may be accompanied by considerable
inherent uncertainty (Proksch et al., 2016). Reducing the contribution of snow den-
sity to uncertainty in spatially distributed SWE measurements, and therefore fully
leveraging high resolution snow depth maps, will require improvements in resolving
and representing spatial variability in snow density. While variability in snow density
is thought to be low in New Zealand, and even at high elevations most new snow is
classified as damp (Fitzharris et al., 1999), it remains poorly constrained.
Measuring snow density in situ is typically labour intensive, with gravimetric den-
sity profiling within snow pits being among the most demanding field approaches.
In order to match the efficiency of RPAS photogrammetry for mapping snow depth,
alternative approaches to density measurement that allow improved spatial repre-
sentation should be pursued. Such approaches include the use of snow tubes, which
provide an efficient means to determine the bulk density of the snow pack at a point
location, but don’t preserve any signal of variability in density with depth (Kinar and
Pomeroy, 2015a). Alternatively, dielectric probes can be used to measure density
down the snow profile within a snow pit, with good accuracy and potentially less
effort in the field (Kinar and Pomeroy, 2015a). Snow penetrometers, such as the
SnowMicroPen (SMP) have been successfully used to derive high resolution profiles
of snow pack structure, including snow density, with field sampling taking less than
one minute (Proksch et al., 2015).
Taking advantage of instrumentation that allows a better representation of snow den-
sity to be captured would increase confidence in basin SWE estimates from dDSMs.
Even with relatively simple topography, the nature and rate of snow metamorphism
varies with aspect driven variation in wind and solar exposure. Ultimately, this
will lead to a heterogeneous distribution of snow density. Longer-term, modelling
approaches may be satisfactory for determining snow density (e.g., Smyth et al.,
2019), yet model development and validation would require substantial field mea-
surements.
5.4.3 Spatial variability and structure of snow depth distribution
With the exception of Clark et al. (2011), Webster et al. (2015) and Cullen et al.
(2017), there has been relatively little attention given to understanding the scale and
structure of spatial variability in snow depth in New Zealand’s alpine areas. The six
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epochs presented by this study thus provide important insight into temporal evolu-
tion and/or stability of spatial variability in snow depth. Furthermore, prior work
in New Zealand has been largely focused on or near the Main Divide of the South-
ern Alps. While this is undoubtedly a region of importance for seasonal snow in
New Zealand, it is also true that extensive areas of persistent seasonal snow cover
are found well east of the Main Divide throughout the South Island, and particularly
in the Otago Region, as demonstrated in Chapter 3. The ranges of Central and east-
ern Otago, typified by the Pisa Range, vary considerably from the high alpine ranges
about the Main Divide in terms of their geomorphology, as well as their vegetation
cover. As such, it may be expected that the patterns and processes of spatial variabil-
ity, particularly as influenced by topographic controls, will vary somewhat for these
ranges.
Analysis of the correlation distance associated with snow depth and SWE often re-
veals a break in scale, where correlation over shorter distances is influenced by com-
plexity in vegetation and terrain over distances of tens of metres, while larger pro-
cess scales reflect variability associated with elevation gradients (Deems et al., 2006,
2008; Clark et al., 2011). In the case of the LTSB, no secondary break in scale was de-
tected, likely a product of the low relief of the basin. This supports comparison with
the within-transect spatial auto-correlation reported by Clark et al. (2011), which was
normalised for the effects of elevation. Within the Jollie Catchment, Clark et al. (2011)
reported a range of autocorrelation of 50–100 m, indicating that snow depth distri-
bution within the Pisa Range, with a correlation length of 10–30 m, features a higher
frequency of spatial variability than the higher relief ranges of the central Southern
Alps. This finding suggests that the fault-block ranges of Central Otago may require
different sub-grid parameterisations than the Central Southern Alps.
5.4.4 Temporal persistence of spatial structure
It has been suggested that persistent patterns in snow distribution can be valuable for
informing seasonal snow models (Deems et al., 2008; Sturm and Wagner, 2010; Pflug
et al., 2019; Reynolds and Lundquist, 2019). Here, it has been found that over the
study period, the range of spatial auto-correlation is consistent within and between
winters, despite an increase in variance between winters. This suggests an underly-
ing stationarity in the spatial structure of snow depth, in turn supporting an expec-
tation of persistence of spatial structure from year to year. Correlation coefficients
between the snow depth maps (Figure 5.17) show reasonable agreement, particularly
from epoch to epoch within winters. The strength of the correlation between snow
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depth maps within years decreased consistently with time. Interestingly, the corre-
lations between snow depth maps from different years were stronger between maps
from later in the season. For example, 10 September 2016 was more strongly corre-
lated with all 2017 maps than 02 August 2016. This indicates that while the patterns of
spatial distribution of snow may vary during the early to middle part of winter, when
the snow pack is most prone to wind redistribution in particular, there is a tendency
towards more consistent patterns later in the winter.
5.4.5 Controls on snow distribution
The distribution of seasonal snow in alpine terrain is typified by complexity, and
generally controlled by multiple competing processes (Essery and Pomeroy, 2004;
Pomeroy et al., 2004; Mott et al., 2010). Here, the relative importance of controls was
assessed by applying regression tree modelling to several parameter sets and assess-
ing the performance of the resulting models at reproducing the spatial distribution
of snow depth. It was found that while considerable error was present in the snow
depth predictions, the overall spatial structure of the snow pack was reproduced rea-
sonably well with a set of six parameters. Reproducing the snow pack in absolute
terms is fundamentally limited by the nature of regression tree analysis, which by
design assigns class mean snow depths to pixels, according to the characteristics of
controlling physical parameters.
Two of the six parameters (Shade and TPI) generally explained a large proportion of
snow depth variability, with TPI alone having a relative importance of between 0.25
and 0.40 for most epochs. Despite this, the relative importance of all the parameters
used exhibited considerable temporal variability overall. During the winter of 2017,
Shade was seen to increase in importance, from playing a minor role in mid-winter,
when TPI and Sx indices were of more importance, to being the most important pa-
rameter by late spring. The relative importance of SxS and SxNNW varied through
time, but these directional wind-related indices were generally more important in
mid-winter (SxS being the most important parameter for 23 July and 22 August 2017),
before diminishing in importance into the spring. It is of interest that SxS is the more
dominant of the two Sx indices used during 2017, despite the prevailing wind be-
ing overwhelmingly from the northerly quarter. For the winter of 2016, SxNNW was
found to be more important than SxS, which reconciles well with the prevailing con-
ditions as observed at the AWS.
The shift in importance between SxS and SxNNW between 2016 and 2017 highlights
the complexity embedded in snow-surface-wind interactions, and the implications
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for snow distribution. Parameterisations of the effects of wind and terrain on snow
distribution are often applied only in terms of the prevailing wind (e.g., Winstral et al.,
2002), yet for 2017, it is seen that a less significant component of the total wind regime
is associated with preferential accumulation of snow. This suggests that timing mat-
ters, in that the predominant wind regime may not always be operating at the times
when the physical state of the snow pack is most prone to erosion, transport, and re-
deposition. This potential effect was assessed by considering the wind conditions on
days of high accumulation. Freshly fallen snow typically has a much lower density,
and is substantially less consolidated and cohesive than snow that has had time to
settle. Compaction of the snow pack happens rapidly in New Zealand (Yang et al.,
2019), where humidity and temperatures are relatively high (Fitzharris et al., 1999). It
was found that on days of net accumulation during the 2017 winter, winds from the
Southerly quarter (SSE in particular) were much more frequent, and stronger, than
at other times (Figures 5.29 & 5.30). Snow surface temperatures also remained lower
for longer during 2017 (as seen in Figure 5.8), particularly following early winter ac-
cumulation, indicative of a cold dry snow pack, prone to re-distribution processes.
It is notable that Sims and Orwin (2011) observed a wind regime that departed sub-
stantially from those observed here for 2016 and 2017. Direct comparisons in terms
of effect on snow distribution are, however, complicated by the different siting of the
AWS used by Sims and Orwin (2011), which was located on a ridge top. Ultimately,
multi-year observations will be required to fully resolve the influence of variable wind
regimes on the spatial distribution of snow from year to year.
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Figure 5.29 Daily net surface height change at the AWS for 2016 (top) and 2017 (bot-
tom). Accumulation is shown in blue and ablation in red. Dates of RPAS flights are
marked by magenta vertical lines.
The increased importance of shade in the spring accompanies a substantial increase
in insolation through this period, which drives an increase net radiation, which was
found by Sims and Orwin (2011) to be the dominant driver of melt in the LTSB. Di-
minished insolation through mid-winter reduces the importance of solar radiation
in influencing snow depth distribution relative to parameters that represent aerody-
namic processes. This effect is likely compounded by the fact that drier, lower density
snow packs are less cohesive than the metamorphosed spring snow pack, and subse-
quently less resistant to erosion and entrainment by the wind.
In areas of high relief, redeposition of snow by avalanche and sloughing can be an
important process influencing the spatial distribution of snow (Clark et al., 2011;
Grünewald et al., 2013). In contrast to other areas within the Southern Alps, the low
relief of the LTSB means that the role of sloughing and avalanche is of minimal im-
portance. This factor offers the advantage that here the effects of wind and radiation




Figure 5.30 Wind rose plots for the 2016 (a, b) and 2017 (c, d) snow seasons for days
where net accumulation (a, c) and net ablation (b, d) was observed at the AWS.
5.4.5.1 Role of vegetation
There is commonly an association between vegetation and snow pack development
due to the aerodynamic and radiative interactions with, and subsequent modifica-
tion of, the atmospheric boundary layer by vegetation (Essery and Pomeroy, 2004;
Musselman et al., 2008; Broxton et al., 2015). While large, woody vegetation that is the
focus of much work in the Northern Hemisphere is mostly absent above the snowline
in New Zealand, previous local work (Twaddle, 1996; West, 2019) has identified the as-
sociation between tussock vegetation and preferential accumulation and snow per-
sistence (West, 2019), as well as preferential ablation induced by tussock vegetation
(Twaddle, 1996). In this case, the role of vegetation density was found to be relatively
small, but temporally variable, in influencing snow depth in the LTSB.
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Throughout 2017, the importance of tussock density was found to increase over time,
while in 2016 it decreased slightly between August and September. This contrasting
behaviour may be due to the fact that snow pack development in 2016 was much less
than 2017, with maximum snow depth observed at the AWS of less than 0.3 m. Close
inspection of regression tree criteria (Figure 5.22) reveals that over most epochs, an
initial increase in snow depth is associated with tussock density of 0.08–0.15, while
a subsequent decrease in snow depth is associated with densities greater than 0.25 -
0.3. This suggests that, relative to slopes where tussock is mostly absent, the presence
of tussock up to moderate densities promotes accumulation of snow and the devel-
opment of the snow pack. This observation is broadly consistent with the mechanism
proposed by Essery and Pomeroy (2004) for Arctic Tundra shrub vegetation, whereby
snow depth was found to increase with shrub height, but decrease with increased
shrub coverage due to a reduced penetration of blowing snow from open areas.
The first epochs for each winter, however, did not yield the increase in snow depth as-
sociated with low tussock densities that were observed for other dates, yet a decline
in snow depth is associated with areas of higher tussock density. This could be due to
aerodynamic smoothing of the snow surface as snow falling onto tussock is removed
and deposited downwind. This effect may be more pronounced early in the winter,
before tussock is eventually compacted by overlying snow. This observation supports
the role of tussock encouraging snow pack development by enhancing drifting down-
wind of tussock covered areas (Twaddle, 1996). Twaddle (1996) also noted increased
spring ablation in tussock covered areas due to enhanced radiative feedbacks. Evi-
dence for this process is less obvious here, with the reduction in snow depth associ-
ated with higher tussock density being less than the increases in snow depth associ-
ated with medium tussock density for the later spring epochs (22 September and 12
October 2017).
Overall, vegetation, here represented by tussock density, has less of an effect on snow
depth than the other terrain parameters that were assessed. Despite this, the nature
of the relationship between vegetation and snow depth is somewhat complex and
clearly non linear. Historically, vegetation has not been included within snow models
in New Zealand, yet these results suggest it may play an important role, particularly in
influencing early season snow pack development. Furthermore, vegetation may act
at finer scales than those at which topographic controls may typically be represented.
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5.4.5.2 Efficacy of a subset of terrain parameters for estimating snow depth
A common motivation for evaluating the role of terrain parameters in controlling
snow depth distribution is to enhance the representation of sub-grid variability
within large scale data sets (e.g., Meromy et al., 2012). In this case, the regression
tree models performed substantially better at predicting relative snow depth than
predicting the spatial distribution of absolute snow depth. As such, they may pro-
vide relevant guidance for modulating sub-grid variability in snow distribution, and
subsequently snow cover depletion and runoff, within regional scale snow models in
New Zealand. A hindrance to such an application is the need for wind data, given the
important, and varying, role that the Sx terms played within regression tree models.
However, generating regression trees with only the ELEV, TPI, Shade and KDtussock
parameters, which negates the need for a priori knowledge of fine scale wind condi-
tions, degrades the performance of the regression tree models only slightly (Figure
5.31). This suggests that these parameters could be incorporated into snow models
to improve the representation of snow depletion and ultimately runoff generation.
In the case of tussock density, this metric could be derived from remotely sensed im-
agery as proposed by West (2019).
Figure 5.31 Correlation coefficients between observed and modelled snow depth with
only ELEV, TPI, Shade and KDtussock retained as predictors. All model variations at-
tained p < 0.05 for all epochs.
5.4.5.3 Regression tree performance
Previous studies that have utilised regression trees for examining relationships be-
tween terrain parameters and snow depth, and modelling snow depth, have often
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achieved substantially higher performance of the regression trees in terms of corre-
lation with observed data than what has been seen here (Litaor et al., 2008; Meromy
et al., 2012; Webster et al., 2015). This could possibly be a product of the different
sampling and process scales involved. Both Litaor et al. (2008) and Meromy et al.
(2012), for example, constructed regression trees from point measurements of snow
depth data with grid spacing on the order of tens to hundreds of metres. Such a sam-
pling scheme would be insufficient to detect the correlation length of snow depth
observed here in the LTSB. Furthermore, the long-range spatial continuity in snow
depth detected by Litaor et al. (2008) would inherently result in simpler relationships
between snow depth and terrain parameters that favour stronger correlations. While
it can be seen visually that regression trees have reproduced some of the observed
spatial structure in snow distribution in the LTSB, more sophisticated approaches
(e.g., Marofi et al., 2011) may be necessary to fully realise the potential of new high
resolution snow depth data (e.g., Marti et al., 2016) for detecting and understanding
controls on the spatial distribution of snow. Such models come with increased com-
putational cost, which may undermine the historical advantages of empirical over
physical models in terms of computational efficiency, and in the case of many ma-
chine learning approaches, less readily interpretable output. While the regression
tree approach employed here is useful for understanding the role of terrain and veg-
etation in influencing the spatial distribution of seasonal snow, it is not immediately
adequate to be deployed for modelling of snow depth more generally in this setting.
Insights provided by regression tree modelling may, however, prove useful for guiding
more sophisticated snow models.
Previous studies (e.g., Molotch et al., 2005) have combined regression tree and geo-
statistical models (e.g., co-kriging) in order to improve estimates of distributed SWE.
Here, this approach was not evaluated, as the primary motivation for implementing
regression trees was to determine the importance and effect of topographic and vege-
tative controls on snow depth across a range of complex and non-linear relationships
between those controls. A combination of regression tree and geostatistical mod-
elling may, however, provide a useful future avenue for improving distributed snow
models for the LTSB.
5.5 Conclusions
This chapter sought to apply the RPAS photogrammetry methodology for mapping
snow depth and determine what insights such data could provide for the LTSB over
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two snow seasons. In addressing the objectives set out in Section 5.1, this chapter
has demonstrated the utility of high resolution maps of snow depth in characteris-
ing and assessing the controls on the spatial structure of snow depth across the LTSB
and in providing insights that can help guide efforts to model seasonal snow in New
Zealand. In terms of research objective one, it was found that the total basin SWE
varied substantially between 2016 and 2017. These two years featured a large differ-
ence in accumulation and varying wind regimes, which ultimately saw the maximum
observed SWE volume in 2017 being 137% that of 2016. While these observations
only span two winters, they highlight the large inter-annual variability associated
with seasonal snow in New Zealand. Uncertainty in SWE estimates was sufficiently
constrained to infer changes in SWE between years and during 2017 with confidence.
Achieving objective two revealed the spatial distribution of snow depth was highly
structured with correlation distances of 10–30 m. This differs to the correlation dis-
tances observed elsewhere in New Zealand’s Southern Alps. The majority of the vol-
ume of SWE was stored in the relatively small areas of greater snow depth, with areas
belonging to the top 20% of snow depths accounting for more than 40% of SWE vol-
ume in winter, and more than 50% in spring. This highlights the importance of areas
of preferential accumulation in terms of water storage and the role that late lying
snow can play in sustaining runoff in Central Otago mountain ranges.
Temporal persistence was observed in the spatial structure of snow depth, with a
moderate positive correlation between all snow depth map pairs and R > 0.5 for
66% of map pairs. The correlation between snow depth maps weakened over time.
Between years, the correlation between snow depth maps was greatest for later sea-
son dates suggesting that the spatial distribution of snow is less variable in spring as
the SCA is depleted. This finding further emphasises the important role of late lying
snow. In response to objective three, it has been found that despite a high level of
variability in mid-winter, the distribution of late lying snow appears to tend towards
a more persistent pattern through the ablation season.
Objective four was addressed via regression tree analysis. Six topographic and veg-
etation parameters performed modestly at explaining the spatial structure of snow
depth distribution reproducing the spatial distribution of snow depth reasonably well
(R values of 0.37 to 0.58 with 21 terminal nodes). The relative importance of these six
predictive parameters varied temporally, in response to varying meteorological con-
ditions. Nevertheless, partial dependence plots revealed some consistent signals re-
garding the influence of terrain parameters on snow depth distribution. While the Sx
(upwind exposure) parameters were found to play an important role in influencing
snow depth, their influence varied as the wind regime varied. This potentially lim-
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its the usefulness of Sx parameters in a more general sense in New Zealand, where
the requisite wind data required to inform the derivation of Sx is generally not avail-
able at the required spatial scales. Excluding Sx parameters from the regression tree
model, however, only led to a modest reduction in its performance, indicating that
the relatively easily scalable parameters of TPI, ELEV, Shade and KDtussock could
provide a useful starting point for capturing sub-grid variability in larger scale mod-
els and remotely sensed observations of seasonal snow in New Zealand. The ability
to accurately quantify the mass balance of the snow pack provides a means to both
quantify the water resource within the snow pack, but also to validate snow models.
Ultimately, the limitations encountered here in applying regression tree modelling to
reconstructing the spatial distribution of snow within the LTSB suggest more sophis-
ticated models are likely to be required to fully characterise the controls on fine scale
variability in snow depth at increased spatial resolution as new and emerging high





This thesis set out to improve understanding of seasonal snow and associated pro-
cesses in the under-studied region of southern New Zealand, by addressing three re-
search questions. Those research questions were:
1. What is the nature of regional scale spatio-temporal variability in seasonal snow
cover in the Clutha Catchment, New Zealand?
2. Can snow depth be reliably measured at the basin scale using remotely piloted
aircraft system (RPAS) photogrammetry?
3. What is the nature of fine-scale variability in snow depth and snow water equiv-
alent (SWE) at the small basin scale?
Each of the questions was addressed by a chapter of the thesis, and these key findings
are summarised here. Observations at the two different spatial scales are synthesised
in Section 6.2, before avenues of future research are identified and discussed in Sec-
tion 6.4.
6.1.1 Regional scale variability in seasonal snow for the Clutha
Catchment
The 16–year time series of daily snow covered area (SCA) produced in Chapter 3 fills
an important observational gap for seasonal snow in New Zealand. This chapter re-
vealed that regional scale spatio-temporal variability in seasonal snow cover within
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the Clutha Catchment is complex in both space and time. In doing so, it has revealed
considerable temporal variability in SCA and SLE for the Clutha Catchment. A no-
table feature of the snow climatology is the consistent mid-winter reduction in SCA
throughout the time series. This feature reflects the influence of persistent winter
blocking anticyclones that are common in the New Zealand region. The state of the
snow cover in mid-winter is therefore likely to be influenced by variations in the oc-
currence of strong anticyclones.
During 2000–2016, no trend was observed in any of the derived seasonal snow met-
rics. For southern New Zealand, inter-annual variability currently appears to have a
greater influence on seasonal snow than longer term climate processes. Consider-
able spatial variability was also exhibited, and the combined spatio-temporal vari-
ability was well resolved by raster principal component analysis (rPCA). The spatial
modes of rPCA were able to be associated with anomalous winter airflow, as revealed
by HYSPLIT trajectory analysis. The first six spatial modes of snow cover duration
SCD anomaly explained 77% of the observed variability from year to year. Individu-
ally, additional principal components only explained a small proportion of variance.
The relatively large number of PCs required to characterise most of the variability,
and the noisy and weak signals associated with PCs 7–16 could be symptomatic of
the detection limits for seasonal snow processes at the MODIS scale.
Despite the lack of any trend over the study period, the snow cover anomaly signa-
ture of 2005, the warmest year in the study period, may provide insight into the type
of snow season that may become more frequent in the future. The winter of 2005 saw
a widespread reduction in SCD, highlighted by a strong positive loading on the first
principal component of SCD anomaly, across the Clutha Catchment. This negative
signal in SCD strongly affected areas that were found to be least sensitive to tempera-
ture anomalies. The winter of 2005 was also characterised by an increased frequency
of north-easterly airflow.
While the SCD anomaly was consistent across the Clutha Catchment for the winter
of 2005, other years saw negative anomalies in the western part of the catchment and
positive anomalies in the east, and vice-versa. This spatial variability in the phase of
SCD across the catchment demonstrates that the Clutha Catchment cannot be con-
sidered to operate as a single climatic unit in terms of seasonal snow. Varying synop-
tic scale airflow can have a marked impact on the spatial distribution of snow from
year to year within the Clutha Catchment.
The detected spatial variability in the sensitivity of the SCD anomaly to temperature
and precipitation anomalies highlights the need to progress beyond simple degree-
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day models for snow modelling. While these results would support the use of a
degree-day type model on or near the main divide of the Southern Alps, it is clear
that more sophisticated approaches need to be considered for the ranges further
east. While the deployment of spatially distributed physical models is challenging,
enhanced degree-day models incorporating radiative forcings may offer improve-
ments. The role of wind is also likely to be important and may be accounted for by
using terrain based parameterisations, but further investigation is required here.
6.1.2 High resolution mapping of snow depth with RPAS pho-
togrammetry
Chapter 4 demonstrated the potential and utility of RPAS photogrammetry for map-
ping snow depth. This work was carried out using the Trimble UX5 platform, Sony
NEX 5R camera and Inpho UAS Master photogrammetry software. While there are
many possible platform/camera/software combinations, results in terms of accu-
racy were comparable with other studies. These results demonstrate that RPAS pho-
togrammetry provides a suitable means of reliably determining snow depth in an
alpine catchment of low relief, with some terrain complexity. In terms of accuracy,
decimetre-level accuracy represents a level of performance sufficient for mapping
seasonal snow in New Zealand and compares favourably with previous and similar
work.
Achieving decimetre-level accuracy for measuring snow depth provides a means to
characterise seasonal snow packs and associated processes. The capacity to provide
very high resolution, spatially continuous measurements across an entire hydrologi-
cal basin represents an important stepping-stone for improved modelling of seasonal
snow and associated processes. The ability to map snow depth and, subsequently,
SWE across a basin can help reduce uncertainty in model assessment.
While RPAS photogrammetry performed well in the end, challenges encountered
during this work provide important points for consideration in this and other ap-
plications of close-range photogrammetry, especially from RPAS platforms. Here, a
small but persistent bias in photogrammetric solutions for the roll parameter demon-
strated the possibility of sub-optimal solutions in processing software. Such bias can
introduce substantial systematic errors which may be difficult to detect and correct
and can compromise further analysis. Such pitfalls highlight the need for specific op-
erator expertise to ensure photogrammetric processing delivers accurate and reliable
products.
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Relying on the results of the aero-triangulation (AT), based on a limited number of
check points, may result in underestimated uncertainty. Alternatively, an assessment
of repeatability of photogrammetric modelling on stable ground can support a more
detailed uncertainty analysis. Because stable, snow free ground won’t always be avail-
able for studies of seasonal snow, it is recommended that wide confidence intervals
be used when propagating uncertainty based on the AT results.
The statistical distribution of the error of differenced surface models is more com-
plex than normal and governed by terrain parameters. The leptokurtic residual dis-
tribution demonstrates that an assumption of Gaussian law can result in overesti-
mated confidence intervals, potentially limiting the inferences that may be made.
This result has important practical applications to the computation of uncertainties
in studies that characterise volume change from repeated surface modelling. Ulti-
mately, this chapter demonstrated that snow depth can be reliably measured at the
basin scale using RPAS photogrammetry, but care should always be taken in order to
achieve reliable results.
6.1.3 Fine scale variability of seasonal snow for a small alpine
basin
Research question three was addressed by applying the RPAS photogrammetry
methodology for mapping snow depth across the Leopold Tributary Study Basin
(LTSB) over two snow seasons. The utility of high resolution maps of snow depth in
characterising and assessing the controls on the spatial structure of snow depth was
exemplified. Total basin SWE varied substantially between 2016 and 2017, the maxi-
mum observed SWE volume in 2017 being 137% that of 2016. The spatial distribution
of snow depth within the LTSB was found to be highly structured with correlation
distances of 10–30 m, differing from the correlation distances observed elsewhere in
New Zealand’s Southern Alps (e.g., Clark et al., 2011). The majority of the volume of
SWE was stored in the relatively small areas of greater snow depth, with areas be-
longing to the top 20% of snow depths accounting for more than 40% of SWE volume
in winter, and more than 50% in spring. This finding highlights the importance of
areas of preferential accumulation in terms of water storage and the role that late ly-
ing snow can play in sustaining runoff in Central Otago mountain ranges. The SWE
distribution can be characterised as approaching a system of discrete, distributed
reservoirs within the winter snow cover.
The observed spatial structure was temporally persistent over 2016–2017, with a
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moderate positive correlation between all snow depth map pairs and R > 0.5 for
66% of map pairs. The correlation between snow depth maps weakened over time.
Between years, the correlation between snow depth maps was greatest for later sea-
son dates suggesting that the spatial distribution of snow is less variable in spring as
the SCA is depleted. In response to research question three, it has been found that
despite a high level of variability in mid-winter, the distribution of late lying snow ap-
pears to tend towards a more persistent pattern through the ablation season, which
is a product of the terrain and topographic concentration effects. Insights such as
these may in turn prove useful for evaluating down-scaled climate data, which may
then be applied over wider areas (e.g., Reynolds and Lundquist, 2019), whereby per-
sistent patterns in snow distribution carry information regarding local climatology.
Regression tree analysis considering six topographic and vegetation parameters per-
formed modestly at explaining the spatial structure of snow depth distribution. The
spatial distribution of snow depth was reproduced reasonably well (R values of 0.37 to
0.58). While the relative importance of predictive parameters varied temporally, par-
tial dependence plots revealed some consistent signals regarding the influence of ter-
rain parameters on snow depth distribution. While the Sx (upwind exposure) param-
eters were found to play an important role in influencing snow depth, their influence
varied as the wind regime varied. Excluding Sx parameters from the regression tree
model only reduced performance slightly, indicating that the relatively easily scalable
parameters of topographic position index (TPI), elevation (ELEV), shading (Shade)
and tussock vegetation density (KDtussock) could provide a useful starting point for
capturing sub-grid variability in larger scale models. Limitations encountered here in
applying regression tree modelling to reconstructing the spatial distribution of snow
within the LTSB suggest more sophisticated models are likely to be required to fully
characterise the controls on fine scale variability in snow depth at increased spatial
resolution as new and emerging high resolution tools for mapping seasonal snow are
increasingly exploited.
6.2 Benefits of the multi-scale approach
While implementing snow measurements at two substantially different spatial scales,
this thesis has demonstrated the complementary nature of such an approach.
MODIS snow products, which may now be considered a mature means of deriving
metrics such as snow covered area, snow cover duration and snowline elevation per-
form well at providing a regional scale view of seasonal snow processes. The daily
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Figure 6.1 View from the Pisa Range (at approximately 1750 m asl) west towards the
Main Divide of the Southern Alps. Mt Aspiring (3033 m) is visible left background. Photo
taken by author, 25/07/2018.
timescale provides a strong temporal signal, and allows the development of a regional
scale climatology and analysis of variability.
Chapter 3 revealed distinct differences in the snow climate between the alpine ranges
on and near the Main Divide of the Southern Alps, and the fault block ranges of Cen-
tral Otago. It was suggested that differences in the morphology of mountain ranges
may be at least partially responsible for these differences. Figure 6.1 illustrates the
differing morphology of the eastern fault block ranges and the alpine ranges of the
Southern Alps. It is suggested that the break down in the relationship between tem-
perature and snow cover duration that was observed for the eastern fault block ranges
is driven by the redistribution of snow from broad, low angle inter-fluvial ridges into
deeply incised and steep sided gullies. These processes, however, often occur at
scales smaller than the MODIS pixel size (i.e., sub-grid scale), limiting the insight
that may be gained from MODIS snow products. Given the potential implications for
the generation of snowmelt runoff, these sub-grid processes deserve further scrutiny
at higher spatial resolution.
The RPAS photogrammetry methodology for mapping snow depth that was evalu-
ated in Chapter 4, and implemented for investigating fine scale variability in snow
distribution in Chapter 5, is able to provide observations with sufficient resolution
to explore these processes further. For the Leopold Tributary Study Basin (LTSB),
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which may be considered typical of small basins found in the eastern fault block
ranges, Chapter 5 demonstrated the efficacy with which snow, and subsequently the
total SWE stored within the basin, can be concentrated into small areas of relatively
deep snow pack. Within the LTSB, it was found that areas of the top 20% greatest
snow depths contained 40% of the total basin SWE in winter, increasing to 50% in
spring. This process is driven primarily by the interaction of the terrain and wind
conditions during and immediately following snow fall events, and may be further
enhanced by the presence of vegetation. Enhanced melt on solar aspects strengthens
this effect through the spring. Ultimately, these processes result in the development
of nearly discrete units containing the bulk of the water stored within the seasonal
snow reservoir. By providing insight into the processes controlling the distribution of
snow at the sub-MODIS scale, the high resolution snow depth data for the LTSB may
contribute to the implementation of terrain parameterisation driven approaches to
down-scaling of remotely sensed SCA observations (e.g., Cristea et al., 2017). Alter-
natively, such insights may permit parameterisations to modulate the accumulation
and ablation of snow that is driven by processes which are not easily captured in
semi-distributed (Caruso et al., 2016) or fully distributed models (e.g., Jobst, 2017;
Jobst et al., 2018) and thus reduce uncertainties associated with the snow compo-
nents of such models.
6.3 Implications for modelling
Observations are essential for informing the developing, driving, and constraining
models. This thesis has provided several insights into seasonal snow processes which
can benefit snow modelling efforts in New Zealand. These findings are summarised
here. Firstly, in the context of modelling seasonal snow using enhanced temperature
index model approaches (e.g., Conway et al., 2019), Chapter 3 demonstrated clearly
that the sensitivity of SCD to temperature varied considerably across the Clutha
Catchment. Given the fundamental assumption of temperature index models, that
air temperature can, directly or indirectly, adequately explain melt rates of snow
(Hock, 2003), these results indicate that the implementation of temperature index
models within the Clutha Catchment should be approached with caution. While the
temperature index model implemented by Jobst (2017) detected variability in melt
rate across sub-catchments of the Clutha during automatic calibration, the mean of
these values was implemented for modelling melt across the entire catchment. Fu-
ture approaches could consider spatially weighting the melt rate, in accordance with
observed temperature sensitivity across large catchments, to ensure that snowmelt
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runoff timing and magnitude is consistent with climatic processes operating across
the catchment.
Including model terms that accommodate solar radiation could be expected to im-
prove model performance. This is likely to be particularly important through the
central part of the Clutha Catchment, where cloud cover is substantially reduced
compared to the western part of the catchment about and near the Main Divide. Ac-
counting for solar radiation alone, however, is unlikely to accommodate the weakest
observed relationships between temperature and snow cover duration. Substantial
improvements in model performance, and reduced uncertainty in hydrological pre-
dictions, is likely to require the consideration of wind in snow accumulation schemes.
It is hypothesised here that the role of wind may go some way toward explaining the
observed break-down in the relationship between elevation and snow cover duration
observed in Chapter 3. Resolving the effects of wind on snow accumulation remains
an outstanding challenge in the field of snow modelling, and despite recent progress
(e.g., Marsh et al., 2018), even representing the terrain adequately to resolve wind-
snow interactions is elusive. Within distributed snow models, the heterogeneous dis-
tribution of snow that results from the influence of wind is often accommodated by
parameterising snow depth variability at the sub-grid or sub-element scale. While it
would not typically be expected that snow covered area within a model element, or a
remotely sensed image, and snow depth and/or SWE are linearly related, Chapter 5
provides new insight into this phenomenon, which is not well characterised in New
Zealand. The strengthening of the non-linearity between the snow depth distribu-
tion and SWE storage that was observed from winter through to spring in the LTSB is
consistent with the hysteresis identified by Luce and Tarboton (2004), and highlights
the uncertainty that may be introduced into runoff predictions by inappropriate sub-
grid parameterisations. The finding that by late spring > 60% of total basin SWE may
reside in the relatively small areas belonging to the greatest 30% of snow depths in-
dicates that large errors may be introduced if sub-grid variability is not accurately
represented.
Including parameterisations that accommodate wind effects are expected to per-
mit better representation of sub-grid variability within models. Notably, Chapter 5
demonstrated that indices that account for wind direction (Sx) bring only a small
improvement to snow depth prediction when the model already incorporates the to-
pographic position index (TPI). In New Zealand the data required to constrain met-
rics such as Sx are scarce. As such, relatively simple terrain parameterisations such
as TPI, may offer an efficient means to better accommodate wind effects within spa-




6.4.1 Snow climatology and variability for the Southern Alps
The methodology developed and applied in Chapter 3 has proven valuable for char-
acterising spatio-temporal variability of seasonal snow cover at the regional scale for
the Clutha Catchment. This work has provided new insights into the nature and con-
trols on seasonal snow variability in this region. Apart from Sirguey et al. (2009),
where seasonal snow in the Waitaki Catchment is examined, no similar assessments
exist for New Zealand. Given the lack of available observational records of seasonal
snow for New Zealand, a substantial gap could be addressed by scaling the approach
developed and applied to the Clutha Catchment to the whole South Island. The rPCA
and semi-distributed (applied to either major catchments or mountain ranges, or
both) approaches would permit the spatially varying response of seasonal snow to
climatic variability to be assessed across the South Island. This would allow the spa-
tially varying sensitivity of seasonal snow to climate variability and change to be as-
sessed across the South Island. A MODIS derived seasonal snow climatology and
record for the South Island would also provide invaluable guidance to modelling ef-
forts and contextualise projections made under scenarios of future climate change.
6.4.2 Influence of atmospheric dynamics on seasonal snow in
New Zealand
Here, the usefulness of atmospheric trajectories produced by HYSPLIT for charac-
terising seasonal airflow has been demonstrated. There exists considerable scope to
refine the temporal scale to event level. The nature of HYSPLIT trajectories could
also be considered more fully (e.g., precipitable moisture availability) to provide a
meteorological characterisation of specific snowfall events, which could then be fur-
ther linked to spatio-temporal variability in snow cover. This approach would ben-
efit from the availability of higher resolution reanalysis data, such as that provided
by ERA5 (Hersbach et al., 2018). Such analysis could further explore the role of ex-
treme events and atmospheric rivers in building, sustaining, and ablating the sea-
sonal snow cover across the Southern Alps of New Zealand. The use of MODIS SCA
data would permit a spatial up-scaling of the approach employed by Little et al. (2019)
for the Brewster Glacier. One avenue that may be readily explored would be to assess
the relative roles and importance of regular, small snow fall events and infrequent
large snow fall events in sustaining seasonal snow cover on the South Island of New
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Zealand. Furthermore, due to linkages identified between synoptic scale airflow and
snow seasons for the Clutha Catchment, relative to the lack of a clear relationship
with temperature, assessment of projected changes in synoptic circulation (e.g., Gib-
son et al., 2016) may provide improved insight into future variability to seasonal snow
in New Zealand.
6.4.3 High resolution, wide area investigation of controls on snow
depth
While this work has demonstrated the utility of RPAS photogrammetry for mapping
snow depth and investigating controls on the spatial distribution of snow, RPAS re-
main somewhat labour intensive to deploy and limited in their areal coverage. Ul-
timately, the strength of this approach lies mostly in the use of photogrammetry to
map snow depth, with RPAS providing a low cost and convenient platform compared
to manned aircraft. Ultimately, the use of RPAS photogrammetry alludes to the ben-
efits that can be realised from a new generation of optical stereo satellite sensors.
Sensors such as the high resolution Pléiades and Maxar constellations that offer pho-
togrammetric products with sub-meter spatial resolution, acquired from space. With
these, and future planned stereo-imaging satellite missions (e.g., CO3D, Boniface
et al., 2019), comes a significant increase in areal coverage and thus the potential to
remotely map snow depth from space over large areas. Initial results mapping snow
depth photogrammetrically with Pléiades data are promising (e.g., Marti et al., 2016;
Shaw et al., 2019). With this comes the associated opportunity to assess the physical
controls on snow depth at fine spatial resolutions over much larger areas than has
previously been possible. Such information will be invaluable for the ongoing de-
velopment, assessment and refinement of large scale distributed snow models. The
findings of Chapter 5 suggest that more sophisticated approaches may be required
than the regression tree approaches that have historically been favoured by the snow
hydrology community in order to fully leverage such data.
6.4.4 Discrete storage units within the seasonal snow water reser-
voir
The generality and hydrological impacts of the effect of topographic concentration of
snow deserve further investigation within the Otago Region. There are a number of
mountain ranges of similar morphology to the Pisa Range where pockets of snow may
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persist longer than would otherwise be expected, and this is not a process currently
captured in snow models used in New Zealand. Further work is warranted to deter-
mine how much these processes differ between the alpine mountains in the western
part of the Clutha Catchment, and the eastern fault block ranges. One avenue that
could be explored would be to investigate whether the topographic concentration
of snow may act to mitigate the reductions in snow accumulation and snow cover
duration that are expected under climate change. Such an effect would have hydro-
logical significance within the Clutha Catchment, as many of the fault block ranges
drain into semi-arid areas that feature extensive irrigation to support agriculture and
horticulture. If the topographic concentration effect is significant in this context,
then further work should be undertaken to develop models that accurately represent
this process. Mapping of persistent snow patches using high resolution multispectral
sensors such as Sentinel 2 may provide a useful tool for such an investigation.
6.5 Concluding remarks
This thesis set out to improve understanding of seasonal snow in southern New
Zealand. By focusing on the Clutha Catchment, and the LTSB, the multi-scale ap-
proach has filled a significant observational gap for seasonal snow in southern New
Zealand. New insights into spatio-temporal variability in seasonal snow have been
provided at regional to slope scales. Ultimately, insights across such a range of scales
are complementary, and contribute to efforts to better represent seasonal snow using
models. Remote sensing and geospatial approaches provide clear benefits to measur-
ing and characterising seasonal snow and associated processes, especially where in
situ observations are sparse. As such, these approaches should see continued use for
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for RPAS Mapping Missions
A.1 Camera calibration
Here, the calibrated focal length and principal point position for each mission are
shown in Table A.1 to demonstrate the consistency of the photogrammetric solution
from UAS Master.
Table A.1 Camera self-calibration results.
Mission Calibrated focal length (mm)
Principal point position (mm)
x y
1 15.4701 0.0028 0.0196
2 15.4463 0.0031 0.0181
3 15.4616 -0.0019 0.0189
4 15.4582 0.0088 0.0173
5 15.4667 0.0119 0.0181
6 15.4731 0.0132 0.0188
7 15.4653 0.0108 0.0168
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A.2 Control and check networks for each flight
mission
This section shows maps of the ground control point (GCP) and check point (CP)
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Figure A.1 Ground control point (GCP) and check point (CP) network for RPAS mis-
sion one (17/05/2016). Points are symbolised according to their horizontal (x, y) residuals
(left) and vertical (z) residuals (right).
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Figure A.2 Ground control point (GCP) and check point (CP) network for RPAS mis-
sion two (02/08/2016). Points are symbolised according to their horizontal (x, y) residuals
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Figure A.3 Ground control point (GCP) and check point (CP) network for RPAS mission
three (10/09/2016). Points are symbolised according to their horizontal (x, y) residuals
(left) and vertical (z) residuals (right).
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Figure A.4 Ground control point (GCP) and check point (CP) network for RPAS mission
four (23/07/2017). Points are symbolised according to their horizontal (x, y) residuals
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Figure A.5 Ground control point (GCP) and check point (CP) network for RPAS mis-
sion five (22/08/2017). Points are symbolised according to their horizontal (x, y) residuals
(left) and vertical (z) residuals (right).
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Figure A.6 Ground control point (GCP) and check point (CP) network for RPAS mission
six (22/09/2017). Points are symbolised according to their horizontal (x, y) residuals (left)
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Figure A.7 Ground control point (GCP) and check point (CP) network for RPAS mission
seven (12/10/2017). Points are symbolised according to their horizontal (x, y) residuals
(left) and vertical (z) residuals (right).
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A.3 Residuals of GCPs and CPs for each flight mission
This section contains tables of the ground control point (GCP) and check point (CP)
and residuals for each RPAS flight mission.
Table A.2 Ground control point (GCP) and check point (CP) residuals for RPAS mission
one (17/05/2016).
Type ID Easting (m) Northing (m) r Northing (m) r Easting (m) r Height (m)
CP GCP2 1292695.30 5022567.05 0.0096 -0.0087 0.0213
CP GCP20 1292819.25 5022542.41 0.0048 -0.0131 -0.0235
CP GCP21 1292838.73 5022583.64 -0.0049 0.0106 0.0389
CP GCP23 1292770.63 5022736.05 -0.0060 -0.0325 -0.0009
CP GCP3 1292672.83 5022440.50 -0.0130 0.0060 0.0009
CP GCP5 1292613.78 5022194.59 0.0097 -0.0175 0.0305
CP GCP6 1292594.32 5022087.66 0.0231 -0.0154 0.0202
CP GCP8 1292546.97 5021940.55 0.0142 -0.0171 -0.0189
CP GCP9 1292602.99 5021737.14 0.0208 -0.0102 -0.0127
CP RMSE 0.0134 0.0163 0.0220
GCP GCP1 1292739.64 5022673.66 0.0023 -0.0067 0.0036
GCP GCP10 1292617.45 5021536.46 0.0052 0.0022 0.0001
GCP GCP11 1292730.84 5021580.50 0.0014 -0.0129 0.0029
GCP GCP12 1293157.78 5021613.84 -0.0031 -0.0086 -0.0001
GCP GCP13 1293119.20 5021907.03 -0.0164 -0.0051 -0.0030
GCP GCP14 1293031.72 5022055.22 -0.0104 0.0104 -0.0070
GCP GCP15 1292984.04 5022218.40 0.0041 0.0100 0.0038
GCP GCP16 1292856.34 5022090.83 -0.0081 -0.0008 0.0038
GCP GCP17 1292710.86 5022031.36 0.0147 -0.0059 0.0036
GCP GCP18 1292744.13 5022225.00 0.0015 -0.0052 0.0006
GCP GCP19 1292779.24 5022413.57 0.0096 0.0101 0.0016
GCP GCP22 1292819.75 5022616.70 -0.0085 0.0028 -0.0052
GCP GCP4 1292658.34 5022341.39 -0.0011 0.0076 -0.0015
GCP GCP7 1292601.23 5021950.30 0.0089 0.0021 -0.0033
GCP RMSE 0.0083 0.0076 GCP
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Table A.3 Ground control point (GCP) and check point (CP) residuals for RPAS mission
two (02/08/2016).
Type ID Easting (m) Northing (m) r Northing (m) r Easting (m) r Height (m)
CP GCP10 1292872.56 5022269.72 -0.0082 0.0108 0.0009
CP GCP13 1292824.20 5022108.56 -0.0233 -0.0125 0.0430
CP GCP2 1292655.01 5022357.47 -0.0050 0.0189 0.0040
CP GCP5 1292814.24 5021568.46 0.0092 -0.0574 0.0650
CP GCP6 1292908.47 5021817.62 -0.0258 0.0154 0.0046
CP GCP8 1293105.95 5021896.97 -0.0822 0.0316 -0.0628
CP RMSE 0.0368 0.0293 0.0409
GCP GCP1 1292739.71 5022641.20 0.0062 -0.0127 0.0005
GCP GCP11 1292765.24 5022415.67 -0.0119 0.0157 0.0013
GCP GCP12 1292740.48 5021943.61 -0.0004 -0.0004 0.0027
GCP GCP14 1292844.92 5022526.96 0.0018 0.0030 -0.0018
GCP GCP3 1292595.98 5021951.39 0.0105 0.0073 -0.0033
GCP GCP4 1292619.98 5021515.98 0.0037 -0.0096 0.0012
GCP GCP7 1293175.21 5021610.05 -0.0060 -0.0036 0.0002
GCP GCP9 1293000.18 5022185.64 -0.0040 0.0003 -0.0006
GCP RMSE 0.0067 0.0085 0.0018
Table A.4 Ground control point (GCP) and check point (CP) residuals for RPAS mission
three (10/09/2016).
Type ID Easting (m) Northing (m) r Northing (m) r Easting (m) r Height (m)
CP GCP10 1292870.72 5022374.68 -0.0055 0.0105 0.0408
CP GCP13-2 1292756.23 5022313.65 0.0151 0.0262 0.0567
CP GCP2 1292657.65 5022347.83 0.0131 0.0415 0.0661
CP GCP3 1292598.54 5021964.64 0.0383 0.0335 0.0496
CP GCP7 1292865.94 5021838.83 0.0004 0.0019 0.0215
CP GCP8 1293118.12 5021887.66 -0.0417 -0.0030 -0.0186
CP RMSE 0.0246 0.0247 0.0457
GCP GCP1 1292744.43 5022666.50 0.0051 -0.0072 0.0029
GCP GCP11-2 1292815.55 5022118.82 -0.0071 -0.0016 0.0026
GCP GCP12 1292742.93 5022005.72 0.0235 0.0207 0.0016
GCP GCP14 1292845.46 5022516.59 -0.0063 0.0130 -0.0044
GCP GCP4 1292612.16 5021478.13 0.0051 -0.0004 -0.0010
GCP GCP5 1293158.62 5021615.83 -0.0068 -0.0020 -0.0010
GCP GCP6 1292813.35 5021559.79 -0.0016 -0.0150 0.0031
GCP GCP9 1292986.86 5022209.09 -0.0120 -0.0075 -0.0038
GCP RMSE 0.0105 0.0108 0.0028
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Table A.5 Ground control point (GCP) and check point (CP) residuals for RPAS mission
four (23/07/2017).
Type ID Easting (m) Northing (m) r Northing (m) r Easting (m) r Height (m)
CP sGCP11 1292879.95 5021587.22 0.0220 0.0119 0.0206
CP sGCP12 1293181.38 5021591.58 -0.0092 -0.0227 -0.0098
CP sGCP14 1293124.16 5021910.38 -0.0094 -0.0033 0.0090
CP sGCP16 1293000.63 5022069.73 -0.0138 -0.0051 -0.0234
CP sGCP21 1292686.03 5022518.75 0.0051 -0.0006 -0.0150
CP sGCP24 1292742.80 5022283.29 -0.0039 0.0006 -0.0062
CP sGCP26 1292876.09 5021777.94 0.0240 0.0553 -0.0139
CP sGCP9 1292660.87 5021546.45 -0.0027 0.0018 0.0110
CP RMSE 0.0135 0.0217 0.0147
GCP sGCP10 1292876.66 5021586.65 0.0364 0.0078 0.0027
GCP sGCP13 1293177.73 5021590.80 -0.0218 -0.0109 -0.0035
GCP sGCP15 1293008.31 5022071.14 -0.0067 0.0073 -0.0046
GCP sGCP17 1293023.53 5022058.41 -0.0072 0.0127 0.0018
GCP sGCP18 1292866.98 5022363.39 -0.0189 -0.0066 0.0040
GCP sGCP2 1292776.92 5022660.71 -0.0002 0.0065 -0.0004
GCP sGCP6 1292651.99 5022331.01 0.0257 0.0075 -0.0037
GCP sGCP7 1292589.21 5021968.42 0.0114 -0.0127 0.0029
GCP sGCP8 1292643.73 5021489.73 -0.0186 -0.0116 0.0009
GCP RMSE 0.0194 0.0096 0.0030
Table A.6 Ground control point (GCP) and check point (CP) residuals for RPAS mission
five (22/08/2017).
Type ID Easting (m) Northing (m) r Northing (m) r Easting (m) r Height (m)
CP G10 1292870.13 5022334.12 0.0331 -0.0141 -0.0192
CP G11 1292826.54 5022139.40 -0.0149 -0.0350 -0.0200
CP G12 1292740.18 5022026.48 -0.0038 -0.0194 0.0014
CP G14 1292846.13 5022531.45 0.0043 -0.0009 0.0083
CP G2 1292657.03 5022348.26 0.0024 0.0001 -0.1007
CP G5 1292858.91 5021570.09 -0.0180 0.0035 -0.0080
CP G8 1293119.65 5021913.32 0.0545 0.0081 -0.0382
CP RMSE 0.0258 0.0164 0.0422
GCP G1 1292742.26 5022640.72 0.0033 -0.0053 -0.0056
GCP G13 1292750.97 5022319.91 -0.0116 0.0067 -0.0011
GCP G15 1292826.05 5022616.20 0.0018 -0.0019 0.0066
GCP G3 1292603.05 5021953.22 -0.0011 -0.0141 -0.0007
GCP G4 1292629.66 5021482.74 -0.0018 0.0008 0.0000
GCP G6 1293154.17 5021611.74 0.0048 0.0062 0.0002
GCP G7 1292869.68 5021786.01 -0.0166 0.0075 -0.0008
GCP G9 1293023.71 5022144.46 0.0210 0.0001 0.0014
GCP RMSE 0.0106 0.0068 0.0031
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Table A.7 Ground control point (GCP) and check point (CP) residuals for RPAS mission
six (22/09/2017).
Type ID Easting (m) Northing (m) r Northing (m) r Easting (m) r Height (m)
CP G10 1292878.25 5022326.87 0.0098 -0.0289 -0.0311
CP G12 1292744.85 5022015.00 -0.0006 -0.0221 0.0473
CP G13 1292754.62 5022324.91 -0.0055 -0.0220 -0.0407
CP G5 1292867.27 5021576.88 0.0213 0.0498 -0.0061
CP G8 1293098.03 5021912.46 0.0574 0.0271 0.0074
CP RMSE 0.0279 0.0317 0.0315
GCP G1 1292737.65 5022638.78 0.0027 -0.0030 0.0009
GCP G11 1292831.75 5022155.94 -0.0023 0.0012 0.0012
GCP G2 1292657.68 5022344.33 -0.0094 -0.0001 -0.0028
GCP G3 1292602.35 5021954.38 -0.0002 -0.0043 0.0007
GCP G4 1292617.66 5021474.15 0.0012 0.0030 0.0001
GCP G6 1293152.13 5021612.82 0.0063 0.0011 0.0009
GCP G7 1292862.87 5021781.50 -0.0143 0.0062 -0.0028
GCP G9 1293003.52 5022143.56 0.0160 -0.0041 0.0018
GCP RMSE 0.0087 0.0035 0.0017
Table A.8 Ground control point (GCP) and check point (CP) residuals for RPAS mission
seven (12/10/2017).
Type ID Easting (m) Northing (m) r Northing (m) r Easting (m) r Height (m)
CP sGCP1 1292646.17 5021505.26 0.0292 -0.0500 -0.0067
CP sGCP11 1292864.78 5021593.69 -0.0595 0.0573 -0.0186
CP sGCP36 1293165.33 5021817.34 -0.1428 0.0043 -0.0433
CP sGCP37 1292629.39 5021844.38 -0.0500 0.0360 0.0448
CP sGCP6 1292638.39 5021565.03 0.0106 -0.0306 -0.0115
CP sGCP84 1292875.66 5022257.01 0.0872 -0.0692 0.0398
CP RMSE 0.0764 0.0462 0.0316
GCP sGCP102 1292779.22 5022412.73 0.0299 0.0110 0.0063
GCP sGCP107 1292778.61 5022518.77 -0.0557 0.0136 -0.0189
GCP sGCP13 1292844.42 5021601.86 -0.0082 0.0001 0.0004
GCP sGCP18 1293168.78 5021630.26 0.0085 -0.0023 0.0012
GCP sGCP2 1292606.72 5021521.62 0.0074 -0.0027 0.0004
GCP sGCP38 1292892.08 5021898.89 -0.0174 0.0140 -0.0042
GCP sGCP52 1292694.10 5021991.41 0.0076 0.0031 0.0034
GCP sGCP56 1293045.23 5022042.27 0.0057 -0.0129 0.0013
GCP sGCP65 1292592.59 5022088.53 -0.0040 -0.0003 -0.0023
GCP sGCP95 1292642.43 5022326.28 0.0026 -0.0042 0.0026
GCP sGCP96 1292821.57 5022629.44 0.0236 -0.0194 0.0099




Snow pit measurements associated
with RPAS flights
This appendix contains plots of snow density over snow pit depth, as calculated for
snowpits excavated during each RPAS snow survey mission. Density profiles also
include the mean bulk density for each pit, as well as the column snow water
equivalent (S.W.E.) for each pit.
B.1 Winter 2016 pit profiles
Figure B.1 Snowpit density profiles plotted for snowpit excavated during the field cam-
paign on 02/08/2016.
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Figure B.2 Snowpit density profiles plotted for snowpits excavated during the field cam-
paign on 10/09/2016.
B.2 Winter 2017 pit profiles
Figure B.3 Snowpit density profiles plotted for snowpits excavated during the field cam-
paign on 23/07/2017.
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Figure B.4 Snowpit density profiles plotted for snowpits excavated during the field cam-
paign on 22/08/2017.
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Figure B.5 Snowpit density profiles plotted for snowpits excavated during the field cam-
paign on 22/09/2017.
Figure B.6 Snowpit density profiles plotted for snowpits excavated during the field cam-
paign on 12/10/2017.
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