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Abstract—Heart and respiration rate measurement using
Doppler radar is a non-contact and non-obstructive way for re-
mote thorough-clothing monitoring of vital signs. The modulated
back-scattered radar signal in the presence of high noise and
interference is non-stationary with hidden periodicities, which
cannot be detected by ordinary Fourier analysis. In this paper
we propose a cyclostationary approach for such signals and show
that by using non-linear transformation and then Fourier analysis
of the radar signal, the hidden periodicities can be accurately
obtained. Numerical results show that the vital signs can be
extracted as cyclic frequencies, independent of SNR and without
any filtering or phase unwrapping.
Index Terms—Non-Stationary signal, Hidden periodicities, Cy-
clostationary, Amplitude and phase modulation, Doppler, Time
varying statistical parameters
I. INTRODUCTION
FOR a long time, non-contact monitoring of heart andrespiratory activity of patients and elderly persons, based
on CW microwave Doppler radar phase modulation, has been
a valuable approach to remote sensing diagnosis of syndromes
risks and heart attacks in medicine and telemedicine [1]-[3].
Many applications, such as baby monitoring to prevent sleep
apnea or vital sign detection through clothing, have motivated
several studies to find the best methods to extract information
from a signal modulated by small chest motion [4], [5].
The main challenges in these studies pivot around accurate
information extraction in the presence of high noise, clutter,
and body motion interference [6], [7]. A quadrature receiver
is the best approach to prevent phase demodulation null points
by choosing the larger of the two signals, through direct phase
demodulation or by combining the signals [8], [9]. The Gram-
Schmidt technique for known phase and amplitude imbalances
is used to orthonormalize the two quadrature vectors and
analyze the error [10]. Equal-ratio combining, maximum-
ratio combining, and principal component analysis also are
some data-driven approaches that are used to combine two
channel signals [11]. Although high RF frequencies (small
wavelengthes) result in high signal-to-noise ratio (SNR) of
the detected chest-wall motion signal, the small angle approx-
imation then does not hold, and, hence, nonlinear combining
techniques are needed [12], [13]. The Levenberg-Marquardt
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(LM) estimation algorithm is a nonlinear method used to
center the I-Q arc and to remove dc offsets and imbalances
[14], [15]. Although successful Doppler radar non-contact
vital sign detection under different environments for stationary
persons has been reported in recent years [2], [3], [16]-[18],
a number of challenges still remain, including development
of nonlinear channel combining algorithms [12], [13], cance-
lation of motion artifacts and background clutter [12], [19],
and improvement of rate estimation methods under low SNR
conditions [20].
As a matter of fact, since non-contact vital sign estima-
tion is based on detection of phase modulation induced by
small chest motion in the millimeter range, the presence of
environmental noise and random body movements that occur
in situations with small transceivers and large distances are
difficult challenges for obtaining accurate results.
In this paper, we present a non-stationary approach to vital
sign detection and characterization in the presence of noise
and interference. Many common statistical signal processing
methods treat random signals as if they were statistically
stationary, but generally the parameters of the underlying
physical process that generates the signals vary with time. The
detection, analysis, and feature extraction of signals involving
general unknown non-stationarities, with only a few signal
records, is generally impossible. Fortunately, some real-world
signals such as heart and respiration modulated signals have
some parameters that vary periodically or almost periodically
with time. This leads to the fact that a random signal with
property periodicity could be modeled as a cyclostationary
process [21], [22].
Cyclostationary theory is one of the most suitable methods
for analyzing signals, that have a cyclic pattern of statistical
properties. It mainly uses the cyclic statistics to analyze, detect,
and estimate signals with hidden periodicities. Another basic
advantage is the robustness of cyclostationary processing in an
environment with high noise and interference [23]-[26]. For
these reasons, the cyclostationaity approach can be utilized
in monitoring heart and respiratory activity of patients, as
a robust signal processing method, and to obtain accurate
rate estimation using a phase modulated signal in situations
with very low SNR and in the presence of two-dimensional
(2-D) random body movements, for which common filtering
approaches fail. The analytical development of the cyclosta-
tionairty approach is straight-forward for accurately extracting
the hidden periodicities in the signal returned from a patient,
where existing common frequency demodulation methods and
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2Fourier analysis would not work in the presence of high noise
and body motion interference [27]-[30].
This paper is organized as follows, Doppler radar back-
ground for vital sign monitoring is presented in Section II.
In Sections III and IV, the fundamental second-order cyclosta-
tionary formulation is presented for a time series and statistical
approach. In Section V, simulated data is applied to validate
this theory, and it is shown that the method is insensitive to
SNR level and therefore robust to very low SNR and notable
random body motion.
II. RADAR DOPPLER BACKGROUND
A Doppler radar vital sign sensing transceiver transmits
a CW radio signal and receives a motion-modulated signal
reflected from the moving chest wall of the subject. Two
main periodic motions due to heart beat and respiration affect
the chest motion. These two motions can be modeled as,
respectively,
h(t) = ah cos(2pifht) (1)
and
r(t) = ar cos(2pifrt) (2)
where parameters ah, ar, fh, and fr are, respectively, the heart
and respiration beat component amplitudes and frequencies.
Therefore, based on the Doppler effect, the RF wave reflected
from the surface of the patient’s chest, undergoes two main
phase shifts proportional to the surface displacement due to
these two components.
In front of the radar system with sufficient beam-width,
the subject will typically have some random body movement
in the x and y directions. For full-dimentional monitoring
capability at all possible angles that a subject may move,
two identical radar systems with relatively large beam-width
antennas can be implemented at two corners of the room as
shown in Fig. 1. In each successive time interval, the larger of
the receiver signals from the two radar systems is processed.
Slow movements in the overall, practical, and least informative
scenario can be modeled as a one-dimensional (1-D) random
process with uniform distribution in the specified interval for
both directions. Therefore, 2-D random motion of the subject
for each receiver is 1-D and the phase of the baseband signal
for each system is affected by the sum of the 1-D random
motions and residual phase noise [6]. Thus, we formulate the
resulting in-phase (I) and quadrature (Q) components of the
RF signal as,
BI(t)=A cos
{
4pi
λ
[ah cos(2pifht) + ar cos(2pifrt)
+ x(t)] + φn(t) + C
}
+NI(t), (3)
BQ(t)=A sin
{
4pi
λ
[ah cos(2pifht) + ar cos(2pifrt)
+ x(t)] + φn(t) + C
}
+NQ(t). (4)
where the signals φn(t), NI(t), and NQ(t) denote the phase
noise and the receiver noises in the two quadrature channels,
respectively, C represents the dc value of the initial subject
range, and λ denotes the wavelength of the electromagnetic
probing signal. This modeling would account for all possible
random body movements. The main sources of phase noise
φn(t) and its statistically model is discussed in Appendix
A. The NI(t) and NQ(t) noise is usually modeled as i.i.d.
(identically independently distributed) Gaussian white noise
with zero mean and variance σ2.
We define two parameters to simplify subsequent formula-
tions,
Ah =
4pi
λ
ah, (5)
Ar =
4pi
λ
ar. (6)
Because the chest moves a greater distance over a greater
area due to breathing than it does for the heart beating, the
amplitude of the respiration signal is typically about 100 times
greater than that of the heart beat signal [2]. The resting heart
rate is generally between 0.83 and 1.5 Hz (50 and 90 beats per
minute), while the resting respiration rate is generally between
0.15 and 0.4 Hz (9 and 24 breaths per minute) [2].
Because of the random body motion and noise components,
(3) and (4) constitute two random signals. A time-varying
statistical mean of these signals is calculated as shown below,
µI(t) =< BI(t) >= lim
T→∞
1
T
∫ t+T
2
t−T
2
×{A cos[Ar cos(2pifru) +Ah cos(2pifhu)
+x(u) + φn(u) + C] +NI(u)} du (7)
µQ(t) =< BQ(t) >= lim
T→∞
1
T
∫ t+T
2
t−T
2
×{A sin[Ar cos(2pifru) +Ah cos(2pifhu)
+x(u) + φn(u) + C] +NQ(u)} du (8)
where < . > denotes the time average operator. Thus, the
received vital signals are inherently non-stationary random
processes, which have no obvious periodicity and hence no
lines in the spectral density, so the information obtained from
ordinary frequency analysis methods is limited. In the next
section, we prove that with the deployment of cyclostationary
theory, the rate and amplitude information can be extracted
in high noise and interference, without any demodulation,
filtering, or phase unwrapping. The results conducted later
on simulated data will demonstrate the effectiveness of the
proposed method.
III. CYCLOSTATIONARY ANALYSIS OF TIME SERIES
SIGNAL
As noted, according to the Doppler effect, the reflected
signal from a moving target has a modulated phase in pro-
portion to the target position. The goal is the extraction of
the heart and respiration periodic rates and amplitudes from
the received modulated random signal, with the addition of
minimal amounts of in-band noise. The existence of noise
[φn(t), NI(t), and NQ(t)] and interference resulting from
random body movement [x(t)] in (3) and (4), in addition
3Fig. 1. Two radar systems at two sides of a room, where the 2-D motion of
the subject is 1-D for each system.
to the two periodic components (heart and respiration), cause
non-stationary behavior of the signal that involves two hidden
periodicities. By definition, the cyclostationary signal has
a random statistically non-stationary nature, with periodic
behavior in one or more of its parameters [21]. In order to
show the basic cyclic structure of the received radar signals
and introduce the cyclostationarity approach, we apply the
analytical form of the I-Q signals obtained from the two
receiver chains. It is noted that two quadrature receiver chains
are used to prevent the null point problem [2]. Accordingly,
the analytic signal is formulated as,
y(t) =BI(t) + jBQ(t)
=D exp[jAh cos(2pifht)]
× exp [jAr cos(2pifrt)] exp
[
j
4pi
λ
x(t)
]
× exp [jφn(t)] +NI(t) + jNQ(t) (9)
where,
D = A exp(jC).
We re-express (9) as
y(t) =Dm(t) exp[jAh cos(2pifht)]
× exp[jAr cos(2pifrt)] + z(t),
(10)
where,
z(t) = NI(t) + jNQ(t)
and
m(t) = exp
[
j
4pi
λ
x(t)
]
exp [jφn(t)] , (11)
is the exponential of the random motion and phase noise,
where x(t) and φn(t) are assumed real and mutually inde-
pendent. As noted, the noises NI(t) and NQ(t) are zero-
mean white Gaussian. The signal y(t) in (10) is in a basic
cyclic form that has cyclostationary properties and can be
interpreted as an amplitude and frequency modulated (AM-
FM) signal [31]. The periodic signal exp[jAh cos(2pifht)] can
be thought of as a phase modulated signal with modulating
signal Ah cos(2pifht), where the RF signal (before modula-
tion) has been obtained by downshifting the original RF signal,
and likewise for the signal exp[jAr cos(2pifrt)]. Finally, since
frequency modulation is the derivative of phase modulation,
each of the signals
sh(t) = exp[jAh cos(2pifht)], (12)
and
sr(t) = exp[jAr cos(2pifrt)], (13)
is therefore a complex baseband signal representing a real
FM signal with a single tone as the modulating signal. The
multiplication of these two signals is AM modulated by signal
m(t). Therefore, y(t) is an AM-FM modulated signal with
amplitude m(t) and multi-carrier frequency. Signals sh(t) and
sr(t) without any nonlinear transformation have spectral lines
and therefore, would be first-order cyclostationary processes.
The frequency-domain representations of sh(t) and sr(t) are
given by [21]
Sh(f) =
∞∑
n=−∞
Jn(Ah)δ(f − nfh), (14)
Sr(f) =
∞∑
n=−∞
Jn(Ar)δ(f − nfr). (15)
where Jn is the first order Bessel function of order n. Thus,
the periodic signals sh(t) and sr(t) nominally contain all
harmonics of fh and fr, with specific magnitudes given by
the Bessel functions evaluated at Ah and Ar, respectively. The
carrier frequencies of the multi-carrier AM-FM signal y(t)
can be determined by convolving the impulsive spectra Sh(f)
and Sr(f). The resultant discrete spectrum contains all sums
and differences of the frequencies of the original two discrete
spectra; that is, all sums and differences of all harmonics of
fh and fr. Thus we can write
Sy(f) =DM(f) ∗
∞∑
n=−∞
∞∑
m=−∞
Jn(Ah)Jm(Ar)
×δ[f − (nfh +mfr)] +NI(f) + jNQ(f), (16)
where M(f) is the Fourier transform of m(t) in (11). Since
the signal y(t) is contaminated by strong noise terms [φn(t),
NI(t), NQ(t)], random body motion interference [x(t)], and
also the dc term (C), its periodicities would be hidden, and
so conventional frequency analysis methods are not suitable
to extract the hidden information.
In Fig. 2 we depict one realization of the random process
y(t) in (10) for a carrier frequency of 2.4 GHz (λ = 0.125
cm), where the ah, ar, fh, and fr values in this example are
assumed as 0.01 cm, 1 cm, 1.9 Hz, and 0.4 Hz, respectively.
The variance of zero-mean white Gaussian noises NI(t) and
NQ(t) is assumed equal to 5. Phase noise φn(t) is zero-mean
Gaussian noise with variance 5. Random body motion x(t)
is assumed a uniform random process between zero to 10
cm [U ∼ (0, 10)]. As shown in Fig. 2, there is no visible
periodicity in the y(t) signal.
Now, we turn to higher-order frequency analysis, which
concentrates on the periodic features of the signal, and will
4Fig. 2. One realization of the complex radar signal y(t).
prove that a signal with structure (16) is a cyclostationary
signal. By definition, a signal is cyclostationary of order n if
and only if an nth-order nonlinear transformation of the signal
can be found that generates finite sine wave components [21].
In this section, we will prove that the signal y(t) is cyclosta-
tionary of second-order and the related nonlinear (quadrature)
transformation to generate sine wave components is the limit
periodic autocorrelation function [32]. As is obvious from
(16), each one of the spectral lines is of magnitude
A(n,m) = Jn(Ah)Jm(Ar) (17)
and frequency nfh + mfr, being carriers of an AM signal
having baseband modulating signal m(t). Therefore, the cycle
frequencies {α} of y(t) are of the conjugate type and for
order 2, are equal to the second harmonics of all the multiple
carrier frequencies: α = 2nfh + 2mfr. All higher-order
cycle frequencies are simply sums and differences of these
2nd-order cycle frequencies, and contain no new information
about the cyclostationarity of this signal. Therefore, this sig-
nal has two periodic components and so is called second-
order cyclostationary [21]. Accordingly, any attempt to apply
the cyclostationarity approach should use the second-order
cyclostationarity properties, i.e., the instantaneous conjugate
autocorrelation or conjugate spectral correlation functions. The
limit periodic autocorrelation functions of signals sh(t) and
sr(t) are expressed as [32]:
Rsh(t, τ) = lim
N→∞
1
2N + 1
N∑
n=−N
sh
(
t+ nTh +
τ
2
)
s∗h
(
t+ nTh − τ
2
)
=
∞∑
n=−∞
∞∑
m=−∞
Jn(Ah)Jm(Ar)
×ej2pifh[m(t+ τ2 )−n(t− τ2 )], (18)
Rsr (t, τ) = lim
N→∞
1
2N + 1
N∑
n=−N
sr
(
t+ nTr +
τ
2
)
s∗r
(
t+ nTr − τ
2
)
=
∞∑
n=−∞
∞∑
m=−∞
Jn(Ah)Jm(Ar)
×ej2pifh[m(t+ τ2 )−n(t− τ2 )] (19)
where Th = 1/fh and Tr = 1/fr. In Appendix A, it is proved
that the autocorrelation function of signal m(t) is a function
of the lag index only. Therefore, the overall limit periodic
autocorrelation function is written,
Ry(t, τ) = lim
N→∞
1
2N + 1
N∑
n=−N
y
(
t+
τ
2
)
y∗
(
t− τ
2
)
=DRm(τ)Rsh(t, τ)Rsr (t, τ)
+RNI(τ) + jRNQ(τ)
=DRm(τ)
∞∑
k=−∞
∞∑
l=−∞
∞∑
m=−∞
∞∑
n=−∞
×Jk(Ah)Jl(Ah)Jm(Ar)Jn(Ar)
×ej2pifh[k(t+ τ2 )−l(t− τ2 )]
×ej2pifr[m(t+ τ2 )−n(t− τ2 )]
+RNI(τ) + jRNQ(τ). (20)
Since the limit periodic autocorrelation function of the signal
y(t) has lines in its spectral analysis, the signal y(t) is almost
second-order cyclostationary with frequencies fh and fr [21].
Now to seek the hidden frequencies, it is helpful to localize the
correlation of frequency-shifted signals for a cyclostationary
random signal y(t) in the frequency domain. The cyclic-
auto-correlation function of y(t) is the Fourier coefficient of
the limit periodic autocorrelation function at cyclo-frequency
α. Therefore, the overall cyclic autocorrelation function is
expressed,
Rαy (τ) =
∫ ∞
−∞
Ry(t, τ)e
−j2piαtdt
=DRm(τ)
∞∑
k=−∞
∞∑
l=−∞
∞∑
m=−∞
∞∑
n=−∞
×Jk(Ah)Jl(Ah)Jm(Ar)Jn(Ar)
×ejpi[(k+l)fh+(m+n)fr]
×δ {α− [(k − l)fh + (m− n)fr]}
+RNI(τ) + jRNQ(τ). (21)
Since the noises NI(t) and NQ(t) are assumed white, the
autocorrelation functions of RNI(t) and RNQ(t) are delta
functions. Moreover, the spectral correlation function (SCF)
of the second-order cyclostationary signal y(t) is the Fourier
5transform of (21), and is expressed as [21]
Sαy (f) =
∫ ∞
−∞
Rαy (τ)e
−j2piατdτ
=D<m(f)
∞∑
k=−∞
∞∑
l=−∞
∞∑
m=−∞
∞∑
n=−∞
×Jk(Ah)Jl(Ah)Jm(Ar)Jn(Ar)
×ejpi[(k+l)fh+(m+n)fr]
×δ {α− [(k − l)fr + (m− n)fh]}
+CNI + jCNQ . (22)
According to (21), the Rαy (τ) function involves all frequen-
cies and, therefore, the SCF is a 2-D function that has all
of the frequencies along one axis, showing discrete hidden
frequencies and harmonics, and cyclic frequency along the
other axis. The <m(f) function, which is the Fourier transform
of the motion and phase noise, acts as multiplicative noise for
the delta functions, and terms of CNI and CNQ which are
the Fourier transforms of RNI(τ) and RNQ(τ) respectively,
are two constants that don’t affect the delta functions except
at very low SNR. Moreover the SCF of the cyclostationary
signal along the cyclic axis is insensitive to all of the noncyclic
components. Cyclostationary theory can be used as a powerful
tool to extract the cyclic frequencies from noisy non-stationary
signals independent of the SNR level.
IV. STATISTICAL CYCLOSTATIONARY ANALYSIS
In Section III, the second-order cyclostationary property
of the received radar signal was proven in a time series
analysis. Now, a statistical approach is presented to prove the
cyclostationary property for an ensemble in terms of expected
value. According to [32], the joint fraction-of-time amplitude
distribution for a time series y(t) is defined by,
Fy(t1)y∗(t2)(x1, x2), lim
N→∞
1
2N + 1
N∑
n=−N
U [x1 − y(t1 + nT0)]
×U [x2 − y∗(t2 + nT0)] (23)
where U is the unit-step function and T0 is the least common
multiple of Th and Tr. So the joint fraction-of-time amplitude
density for typical y(t) is expressed as,
fy(t1)y∗(t2)(x1, x2) =
∂2
∂y1∂y∗2
Fy(t1)y∗(t2)(x1, x2) (24)
where both Fy1(t1)y∗2 (t2) and fy1(t1)y∗2 (t2) are jointly periodic
with respect to both time variables t1 and t2, over period T0. It
is shown in [32] that the probabilistic autocorrelation is given
by,
E{y(t1)y∗(t2)},
∫ ∞
−∞
∫ ∞
−∞
x1x2fy(t1)y∗(t2)(x1, x2)dx1dx2
= lim
N→∞
1
2N + 1
N∑
n=−N
y(t1 + nT0)y
∗(t2 + nT0). (25)
Therefore, from this and (20), the limit period autocorrelation
can be interpreted as the probabilistic autocorrelation,
Rˆy(t, τ) = E
[
y(t+
τ
2
)y∗(t− τ
2
)
]
. (26)
Moreover, this expected value can be interpreted as an en-
semble average [32]. According to the limit periodic auto-
correlation function in (20) and its Fourier transforms in (21)
and (22), it is proven that the heart and respiration frequencies
can be extracted independent of SNR level using the statistical
approach.
Since the peak-to-peak chest motion due to heart beat is
about 0.5 mm whereas that due to respiration ranges from 4
mm to 12 mm [2], the values of Ah and Ar in (5) and (6) at a
nominal RF frequency of 2.4 GHz would be 0.0502 and in the
range of 0.401 to 1.205, respectively. Out of all possible com-
binations over the respective ratios of spectral lines (22), we
search for the highest values of Jk(Ah)Jl(Ah)Jm(Ar)Jn(Ar)
over these ranges of the Ar and Ah parameters. It can be
shown that if the relation of heart and respiration amplitudes
is assumed as noted above, i.e 150 <
ah
ar
< 110 , then the
largest values of Jk(Ah)Jl(Ah)Jm(Ar)Jn(Ar) and respective
frequencies are ordered as shown in Table 1. Therefore, the
heart amplitude can be found from b6b1 and
J1(Ah)
J0(Ah)
relations
and the respiration amplitude obtained from b1b2 and
J1(Ar)
J0(Ar)
relations.
TABLE I
ORDER OF THE LARGEST VALUES OF Jk(Ah)Jl(Ah)Jm(Ar)Jn(Ar) AND
RESPECTIVE FREQUENCIES
Order of peaks Amplitude Frequency
b1 J0(Ah)J0(Ah)J0(Ar)J0(Ar) 0
b2 J0(Ah)J0(Ah)J1(Ar)J0(Ar) fr
b3 J0(Ah)J0(Ah)J2(Ar)J0(Ar) 2fr
b4 J0(Ah)J0(Ah)J3(Ar)J0(Ar) 3fr
b5 J0(Ah)J0(Ah)J4(Ar)J0(Ar) 4fr
b6 J1(Ah)J0(Ah)J0(Ar)J0(Ar) fh
Simulation results will show that the hidden frequencies
from the signal contaminated by high noise and random
body motion can be accurately extracted without any filtering,
demodulation, or phase unwrapping, and are also insensitive
to SNR level.
V. SIMULATION RESULTS
In this section, we demonstrate the robustness of the cy-
clostaionary approach to vital-sign detection in heart and
respiration monitoring for typical receiver signals in Doppler
radar systems. The spectral correlation exhibited by cyclo-
stationary or almost-cyclostationary processes is completely
characterized by the cyclic spectra Sαy (f) or equivalently by
the cyclic auto-correlation Rαy [21]. In practice, the cyclic-
spectral density must be estimated because the signals being
considered are defined over a finite time interval ∆t, and
therefore, the cyclic spectral density cannot be measured
exactly. Estimates of the cyclic spectral density are obtained
6Fig. 3. Power spectral density of complex radar signal
via a time-smoothing technique [33]:
Sαy (f) ≈ SαyTW (t, f) =
∆t
2
∫ t+∆t2
t−∆t2
SαyTW
(u, f)du (27)
where
SαyTW
(u, f) =
1
TW
YTW
(
u, f +
α
2
)
Y ∗TW
(
u, f − α
2
)
(28)
∆t is the total observation time of the signal, TW is the short-
time FFT window length, and
YTW(t, f) =
∫ t+TW2
t−TW2
y(u)e−j2pifudu, (29)
Two examples with different SNR and SINR (signal-to-
interference-plus-noise ratio) values will be simulated. Here
we define SNR as the ratio of (heart or respiration) signal
power to (NI or NQ) receiver noise power, and the SINR as
the ratio of (heart or respiration) signal power to the sum of
the powers of motion interference x(t) and phase noise φn(t).
We assume that x(t) is 1-D random motion with uniform
distribution in the x or y direction, the sources of the phase
noise φn(t) are of the type for which it has been proved that
exp[jφn(t)] is stationary (Appendix A), and NI(t) and NQ(t)
are assumed i.i.d Gaussian white noise with zero mean and
variance σ2. The first example is for the signal that is plotted
in Fig. 2. With the parameter values assumed for this signal,
the SNR and SINR are both equal to –30 dB for the heart
signal and –10 dB for the respiration signal.
A plot of the power spectral density of this signal obtained,
using an n-point DFT MATLAB function with n = 131072,
is shown in Fig. 3. As can be seen, there is no information in
the spectral density of the received signal about the heart and
respiration frequencies and amplitudes.
The SCF function (27) of this signal is shown in Fig. 4 and
indicates that the signal has a continuous frequency distribu-
tion due to the non-stationary nature at the frequency axis for
f and a discrete cyclic distribution due to the cyclostationary
nature at the cyclic frequency axis for α.
In the second example, the fh and fr frequencies are
assumed equal to 1.6 and 0.7, respectively, and the heart
and respiration amplitudes equal to 0.45 mm and 7 mm
respectively. With normal values of SNR = SINR = –40 dB for
the heart signal and SNR = SINR = –20 dB for the respiration
(a)
(b)
Fig. 4. Spectral correlation function, (a) Overall view, (b) Projection onto
cyclic-frequency plane.
Fig. 5. The miniature radar system
signal, the heart and respiration frequencies and amplitudes
obtained are equal to 1.622 Hz, 0.712 Hz, 0.462 mm and 9.31
mm, respectively.
VI. EXPERIMENT SETUP
Fig.5 shows the designed 2.4GHz miniature radar sensor
with the size of 5cm × 5cm. The radar sensor was configured
with a ZigBee module for wireless data transmission, which
allows wireless monitoring of the heartbeat and respiration of
the subject. This CW Doppler radar system is AC-coupled and
the configuration of homodyne direct conversion architecture
was adopted to design it. The output I/Q signal will be
amplified by an operational amplifier (OP) and read out by
an NI-DAQ [24]. The three lead Tektronix 412 ECG is used
as reference system to validate the measurement errors.
7Fig. 6. Two radar systems at two corners
Fig. 7. I and Q modulated radar signals
We used two of these systems at two corners to cover the
space around the subject in both two directions. Fig.6.
At first test, the stationary subject stand at 1m distance from
both of two systems and data was recorded every 0.05s during
90s. I and Q recorded signals are shown in Fig.7.
These signals are amplitude and frequency modulated with
heart beat and respiration chest wall motions. We apply
FFT and cyclostationary algorithms to extract the heart and
respiration information from modulated signals. The spectrum
and SCF graph of analytical signal y(t) is shown in Fig.8. It
can be seen that the heart and respiration peaks could not
be shown using FFT analysis but two peaks of heart and
respiration are obvious in the SCF graph.
The second experiment is due the person which has slightly
movement in front of the systems. The amounts of body
movement dose not proceed from 10 cm in line of sight of
the radar system. The effect of movement is addition of noise
in spectrum but it is canceled in SCF graph with acceptable
level of performance. Fig.9.
Fig. 10 show how the root mean square error (RMSE) of
the frequency and amplitude estimates varies with the SNR.
As previously noted, after the threshold has been reached,
the simulation results indicate that the cyclostationary analysis
is insensitive to the level of SNR and can accurately extract
vital-sign information even with low SNR and SINR. At very
(a)
(b)
Fig. 8. (a) The spectrum and (b) SCF graph of analytical signal y(t)
low SNR the signal will eventually fade in multiplicative noise,
so the error then increase. It is also noted that at very low SNR,
the delta function near the offsets CNI and CNQ , defined in
(22), would be reduced, so the error is high [25].
VII. CONCLUSION
We have shown that by applying cyclostationary theory to
a complex radar signal, the heart and respiration rates and
amplitudes can be accurately estimated. By the fact that rate
detection should be robust at low SNR such as in environments
with high noise, long ranges, and weak signals, or in situations
where body motion is large, common signal processing tools
and time-frequency approaches fail to extract the periodic
components information, whereas vital sign detection using
cyclostationary theory, would be insensitive to SNR levels,
without any needing phase unwrapping or demodulation.
APPENDIX A
In this appendix, we prove that the auto-correlation function
of signal m(t) in (11), is independent of time. First it is
necessary to model phase noise and also random motion of the
subject. There are three main sources of noise in a Doppler
radar system [2]:
1) φr(t): Residual phase noise from the RF oscillator
2) φRF(t): RF AWGN
3) φf(t): 1/f flicker noise from the mixer and baseband
circuit
8(a)
(b)
Fig. 9. (a)The spectrum and (b) SCF graph of analytical signal y(t)
These noise sources are uncorrelated and therefore, when they
have been converted to baseband, their powers are additive.
The three baseband noise powers are formulated as follows.
The baseband noise power from residual phase noise is ex-
pressed
Nφr(t) =
PTG
2GRGCσc
pif2
Sφ(1)
× ln
[
fmax
fmin
] (
R+ ctd2
)
R4
. (30)
where PT , G, GR, GC, σc and Sφ(1) are the transmitted
power, antenna gain, receiver gain, mixer conversion gain,
radar cross section of the target, and 1-Hz intercept of the
phase noise spectrum, respectively. The down-converted RF
AWGN noise can be formulated as,
NRF = 8GRGCF (kTB) (31)
where F , k, T and B are, respectively, the noise figure of
the receiver, Boltzman’s constant, absolute temperature, and
bandwidth, Finally, the baseband 1/f flicker noise is written
Nφf (t) = P 1f (1) ln
[
fmax
fmin
]
(32)
where P 1
f
(1) is the noise power in a 1-Hz bandwidth centered
at 1 Hz. To prove time-invariance of the autocorrelation
function of m(t), we express,
m(t) =m1(t)m2(t)
(33)
(a)
(b)
Fig. 10. Root mean-square error for heart (solid) and respiration (dashed)
parameter estimates (a) Frequency. (b) Amplitudes.
where
m1(t) = exp jφn(t) = exp{j[φr(t) + φRF(t) + φf(t)]}
(34)
and
m2(t) = exp
[
j
4pi
λ
x(t)
]
. (35)
According to [34], the residual phase noise φr(t) for a free-
running oscillator is a non-stationary random process, but
exp[jφr(t)] is modeled as stationary. The φRF(t) noise is
white Gaussian and the φf (t) is approximated as stationary
random noise [2]. By applying the statistical method for
linearization of exponential functions of random variables
[34], transformation of a random variable X with mean µ and
variance σ2 to the random variable Y = FeAX+B +G can be
approximated by the random variable Z = σzσ (X − µ) + µz,
where the σz and µz parameters can be calculated. Therefore,
the exponential function exp{j [φRF(t) + φf (t)]} is also ap-
proximately stationary, and thus m1(t) is stationary.
As noted, the Doppler effect resulting from random motion
x(t) in the overall, practical, and least-informative scenario can
be modeled as a 1-D random process, uniformly distributed in
the specified interval for both directions. With this assumption
and by applying the linearization method, the random variable
9Y = exp
[
j 4piλ x(t)
]
also has uniform distribution. Therefore,
m2(t) is also stationary, and consequently, the autocorrelation
function of m(t) is a function of the lag index only.
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