This paper studies the forecasting of the Brazilian interest rate term structure using common factors from a wide database of 171 macroeconomic series, from the period of January 2000 to May 2012. Firstly the model proposed by Moench (2008) was implemented, in which the dynamic of the short term interest rate is modeled using a FAVAR and the term structure is derived using the restrictions implied by no-arbitrage. Similarly to the original study, this model resulted in better predictive performance when compared to the usual benchmarks, but presented deterioration of the results with increased maturity. To avoid this problem, we proposed that the dynamic of each rate be modeled in conjunction with the macroeconomic factors, thus eliminating the noarbitrage restrictions. This attempt produced superior forecasting results. Finally, the macro factors were inserted in the model proposed by Diebold and Li (2006).
Introduction
Traditional models of the term structure decompose the interest rates in a group of latent factors. These models commonly promote a good adjustment in the sample and can also be used in the forecasting of the interest rate outside of the sample (for example Duffee, 2002, Diebold and Li, 2006) . Even though they provide a good statistical adjustment, the economic significance of such models is limited, because even though there are some interpretations of the meaning of these factors, those do not give a direct comparison with macroeconomic variables. An example is Litterman and Scheinkman (1991) , where the factors are called level, inclination and curvature.
A first effort to insert macroeconomic variables in the modeling of the interest rate term structure (IRTS) was carried out by Ang and Piazzesi (2003) . Those authors expanded a three-factor affine model of the term structure by adding two macroeconomic factors, obtained from price representative and real GDP variables. They found that macroeconomic factors largely explain the variation in the interest rate and also improve the curve forecasting.
An important literature on the matter, inspired by the work of Ang and Piazzesi (2003) , emerged later exploring the different approaches to the joint model of the term structure and macroeconomic. Examples of these models are Hordahl et al. (2006) , Diebold et al. (2006) and Dewachter and Lyrio (2006) . While these later papers consistently find that the macroeconomic variations are useful to explain and or predict the yield of government bonds, they only explore a small group of macroeconomic information, thus neglecting other potential macroeconomic information.
Contemporarily to the papers mentioned above, a literature arguing that the actions of central banks are taken in an information rich environment emerged (Bernanke and Boivin, 2003) . This means that the political and monetary authority bases its decisions in a wide group of conditional information instead of a few aggregated key variables. However, the use of a broad range of macroeconomic variables in the search to represent the wide group of available information is limited by estimation problems such as insufficient degrees of freedom in models. To avoid this problem, Bernanke et al. (2005) describes that research using dynamic factors, represented mainly by J.H. and M.W. (2002) , suggest that the information of a large group of macroeconomic time series can be usefully summarized by a relatively small group of factors. Bernanke and Boivin (2003) show that the use of macro factors can improve the estimation of the Fed reaction function. Bernanke et al. (2005) suggest a combination of advantages of the factor models and structural VAR when proposing a conjoined estimation of short term interest rate autoregressive vectors and factors extracted from a large cross-section of macro temporal series. They named this approach Factor-Augmented VAR (FAVAR) and used it to analyze the dynamic of the short term interest rate and the effects of monetary policies in a wide range of macro variables. Moench (2008) proposed a connection between the two literatures 1 when using the FAVAR approach to jointly model the short term interest rate dynamic with factors extracted from a broad database of macroeconomic series, and then derive the term structure using the restrictions imposed by no-arbitrage. The model showed a good adjustment in the sample and promoted, for intermediary and long horizons, better curve forecasting then previously suggested models, such as in Duffee (2002) and Diebold and Li (2006) . However, a progressive deterioration of the results can be equally observed, both in the adjustment and in the forecasting, as the maturities increase. This makes evident that the restrictions imposed by no-arbitrage may not be adequate to the description of the dynamics of the rates with higher maturities.
In this sense, even though the derivation of the term structure carried out using no-arbitrage restrictions permits the characterization of the entire curve in response to shocks in the macro factors and in the standard monetary policy instruments, the direct modeling of the dynamic of each rate with the mentioned factors could avoid the problem of progressive deterioration of the results, improving the forecasting. To test this possibility, this paper proposes an alternative modeling in which the dynamic of each rate is jointly given by macro factors using a VAR.
Additionally, because macro factors have shown to be useful in the curve forecasting, it is reasonable to suppose that they are equally useful for the forecasting of the principal components extracted from the rates that make up the curve. Thus, the inclusion of the macro factors in the dynamic of factors β from Diebold and Li (2006) , known to be associated with the aforementioned principal components, could lead to better forecasting of latter factors and consequently the curve forecasting using this model. This paper tests this possibility by inserting the macro factors in the specifications AR(1) and VAR(1) in the dynamic of β considered by Diebold and Li (2006) .
The results obtained in this article can be thus summarized: The implementation of the FAVAR model with no-arbitrage restriction (FAVAR-NAR) in Moench (2008) for the Brazilian interest rate curve produced results similar to those obtained in the original study. When comparing the impulse response functions of the FAVAR-NAR model with those obtained in the direct modeling of each rate with macro factors, it was possible to observe that the first model produced the behavior of the short term rate in connection with the macro factor function for the other rates, causing more inadequacy in the model the farther it moved from the short term rate. It was probably due to this fact that the alternative modeling proposed proved to be superior in forecasting. In regards to the inclusion of the macro factors in the dynamic of factors β, there was a gain in the predictive 1 We can name other papers that seek this connection, such as Ludvigson and Ng (2009) , which showed that the macro factors have important predictive power over future excess returns of the American government bonds.
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capability in comparison to the original dynamics, especially for longer forecasting horizons. The structure of this paper is: Section 2 presents the FAVAR-NAR model and its estimation. Section 3 deals with the construction of a database of macroeconomic series and the factors extracted from those. Section 4 is composed of preliminary evidence that justifies the use of macro factors for the curve forecasting. Section 5 deals with the estimates and the forecasting capability of the FAVAR-NAR model implemented for the Brazilian interest rate. Section 6 deals with the actual contributions made by this paper. In that section we investigate the adequacy of the no-arbitrage restriction of the FAVAR-NAR model, we also analyze the results of the direct modeling of each rate with macro factors and also the insertion of macro factors in the β factors dynamics. Section 6 also deals with, to a lesser extent, the application of the method in the reduction of the macroeconomic database developed in Boivin and Ng (2003) . Section 7 compares the results of the FAVAR-NAR model forecasting with the two models proposed in the previous section, evaluating the forecasting capability in several sub periods. Finally, Section 8 presents the Conclusions.
FAVAR-NAR Model

Model
The FAVAR approach in Bernanke et al. (2005) can be summarized by the following equations.
where X t denotes the vector M × 1 of the observations in the period t of the macroeconomic variables, Λ F and Λ r are matrix M × k and M × 1 of the factor loadings, r t the short term interest rate, F t is the vector k ×1 of the observations in the period t of the common factors, e t is a M ×1 vector of idiosyncratic components, µ = (µ f , µ r ) is a (k + 1) × 1 vector of constants, Φ(L) denotes the (k + 1) × (k + 1) matrix of the p-order polynomial in the lag operator and ω t is a (k + 1) × 1 shock vector in the reduced form with covariance matrix Ω. In the equation (1), the short term interest rate is assumed to be an observable factor, orthogonally to the unobservable factors F t . Because the affine term structure models are formulated in the form of state spaces, the equation (2) is described as:
where Z t = (F t , r t , F t−1 , r t−1 , ..., F t−p−1 , r t−p+1 ) is the vector of all state variables, and µ, Φ, ω and Ω denote the equivalent companion form of µ, Φ, ω and Ω, respectively. Note that it is possible to express r t = δ Z t , where δ = (0 1xk , 1, 0 1x(kx1)(p-1) ). Moench (2008) developed his affine term structure model using a process analogous to that used in Ang and Piazzesi (2003) , in which the state space is synthetized by the vector Z. More precisely, he uses the no-arbitrage hypothesis to guarantee the existence of the risk neutral measure Q, in which the price of any asset V t that does not pay dividends in the period t + 1 satisfies V t = E Q t [exp (−r t )V t+1 ]. Let ξ t+1 be the Radon Nikodym derivative, which converts the risk neutral measure to the real measure according to
where Y t+1 is a random variable.
It is assumed that t+1 follows a log-normal process in the form:
where λ t are the market risk prices associated with the sources of uncertainty ω t . They are usually modeled, following Duffee (2002) , as affine in the variables of state Z, λ t = λ 0 + λ 1 Z t . To keep the model parsimonious, as explained below, Moench (2008) stipulated that the market risk prices would depend only on the contemporary observations of the factors model. Both equations shown above relate shocks in the state variable t+1 and thus determine them as shocks in the IRTS affecting factors.
The stochastic discount factor m t+1 is then defined as:
Using (4) and r t = δ Z t in the equation above, we have
Once the stochastic discount factor is obtained, we have that in a market with no-arbitrage, the gross return (R t ) of any asset must satisfy:
If p (n) t is the price of a zero coupon bond with maturity n in the period t, then using the equation above we have:
Assuming that p 
where A n and B n are coefficients dependent of n. The equations (2.6), (2.8) and (2.9) mean that:
With B 1 = δ and A 1 = 0. Using the prices of the zero coupon bond, the corresponding yields are determined by:
where a n = A n /n and b n = B n /n. Thus, the equations (1), (3), (10) and (11) constitute the Moench (2008) model.
Estimation
The estimation process has three steps. Firstly, the estimation of the factors in equation (1) is carried out, according to Bernanke et al. (2005) . Given the estimation of the factors, the VAR coefficients in the state variable Z is estimated (3). Finally, given all the previous estimations, the market risk prices λ 0 and λ 1 are estimated.
The first step has two phases. Firstly, the principal components are extracted from a panel of macroeconomic variables. Those components are denoted by C(F, r) where F and r indicate that those may depend both on factors F and the short term interest rate r. To be more precise, let X be a T × M matrix of the database comprised of T periods and M macroeconomic series. Let V be the eigenvector associated with the k greater eigenvalues of the T × T matrix variance XX of the database. Thus, the estimation of the componentŝ C is given byĈ = √ T V , subjected to the normalization C C/T = I k , where
The second phase of this first step consists of removing the direct dependency betweenĈ * (F t ) and r t , obtaining factors F t . Specifically, letĈ * (F t ) be an estimate of all the common components besides r t , obtained by the extraction of the principal components using the subgroup of slower response variables, which are assumed not to be affected by r t contemporaneously. Using the multiple regression formĈ(F t , r t ) = b C * Ĉ * (F t ) + b r r t + e t it is possible to isolate the contribution of r t and build the estimates of the nonobservable factors such asF t =Ĉ(F t , r t ) −b r r t .
In the second step, the estimates of (µ, Ψ, Ω) are obtained when the VAR estimation of equation (3) is carried out. In this estimation the number of lags p is given by the BIC with 1 ≤ p ≤ 11.
Finally, in the last step, given the estimates of (µ, Ψ, Ω) previously obtained, the parameters λ 0 and λ 1 are estimated by the minimization the sum of the quadratic errors (S) in respect of them:
whereŷ (n) t =â n +b n Z t . The hypothesis that only contemporary factors affect the market risk prices means that, in practice, it is necessary to estimate onlyλ 0 andλ 1 , where
Data and Macro Factors
Data
The use of macroeconomic factors in the dynamics of the short term interest rate is based in the argument that the central banks make decisions based in a broad group of conditional information instead of a few aggregated key variables, such as inflation and GDP. In fact, the minutes of the Monetary Policy Committee Based on this panel of series described by Copom and in previous papers, such as Stock and Watson (2002) and Bernanke et al. (2005) , the database used in this study was built using 171 monthly series from several categories of the Brazilian economy.
3 The composition of the macroeconomic database by category is given by the following model: 11% Consume; 5% Currency; 6% Credit; 15% Prices; 20% Product; 16% Employment; 19% Foreign and 6% Miscellaneous.
The estimation, using the principal components, of the common factors of a large panel of time series requires stationarity. For this end the seasonality component of the series was removed using X-12-ARIMA and the ADF test was carried out to detect the unit root, the necessary transformations were performed (logarithmic and first difference). Due to different scales and measurement units among the series, they were standardized to have zero mean and unit variance. Finally, nominal variables were deflated using IPCA. For the construction of IRTS we used average PRE-DI swap rates for 1, 2, 3, 4, 6 and 12 months.
The period used for the model estimation was from January 2000 to August 2009, 116 months. For the forecasting 33 periods in the subgroup of September 2009 to May 2012 were used.
Factors
One of the main issues of working with unobserved factors is being able to associate each factor to a dimension of the database from which they were extracted. To obtain that interpretation a linear regression of each variable on each macro factor was carried out, giving us R 2 . The Figure 3 presented in the Appendix shows the R 2 for each series. There, it is possible to observe that the Factor 1 is more associated with variables belonging to the Product group, but also to the group Consume and Employment. Thus, Factor 1 is related to the real variables in the economy. Factor 2 on the other hand, strongly represents the variables in the group Prices. Factor 3 is associated with the variables in the group Employment. Factor 4 differs from the others because it is more strongly associated to the group Credit. Finally, Factors 5 and 6 do not represent new groups, do not have clear associations and do not aggregate significant information. This being the case, it appears that the use of three or four factors is more adequate. 
Preliminary Evidences
Before jointly modeling the IRTS with the macro factors, the preliminary evidence must be analyzed to evaluate the potential of both factors being useful for the aforementioned purpose. To do so, we first evaluated whether the macro factors aggregate additional information to the forecasted variable, in the case of the interest rates with several maturities, using the Diffusion Indexes proposed in Stock and Watson (2002) . Then, we investigated whether the macro factors aggregate additional information to the macroeconomic key variables, such as inflation and GDP, to explain the short term interest rate. To that end, the referred factors were included in the usual versions of the Taylor rule, as described in Bernanke and Boivin (2003) . Stock and Watson (2002) show that the forecasting errors of many macroeconomic variables can be reduced with the extraction of three factors from 150 series. This is done by jointly modeling the dynamic of the variable to be forecasted and the factors using Diffusion Indexes.
Diffusion indexes
For the present case, Diffusion Indexes are defined as:
where y (n)h t+h is the rate associated with maturity n to be forecasted h periods ahead; F t are the k macro factors; m is the number of lags for the mentioned factors and p is the autoregressive order of the forecasted variable.
The forecast with horizon h is carried out as:
hjFT −j+1 + p j=1γ
hj y
where k, m and p sare determined using BIC, with 1 ≤ k ≤ 6, 1 ≤ m ≤ 3 and 0 ≤ p ≤ 11. The authors also considered an alternative specification, fixating m = 1:
The specifications described in (14) and (15) are denoted, respectively, "DI-AR,Lag" and "DI-AR". Note that when m = 0, we obtained the univariate process.
If the macro factors F t contain relevant information for the forecasting of the interest rate, then it is to be expected that the root of the mean squared error (RMSE) for the univariate process forecasts be greater than those of the Diffusion Indexes. Table 1 shows that this is in fact the case, once the ratio of the RMSE for the Diffusion Indexes over the RMSE for the univariate process is smaller than one for almost all forecasted rates.
Factors extended Taylor rule
According to Bernanke and Boivin (2003) , a different manner to verify whether the macro factors provide additional information to the key macroeconomic variables is using the insertion of the mentioned factors in the usual versions of the Taylor rule. Considere a seguinte regra de Taylor:
de r té a taxa de juros de curto prazo; 5 D té o desvio esperado da meta de inflação; E t (π j )é expectativa no mês t da inflação para o ano j; 6 π * jé a meta de inflação para o ano j; y té o tput gap 7 ; e ∆e té a variação anual do câmbio nominal 8 .
Considere agora a função reação baseada nos fatores macro:
finindor F t =φ 0 +φ FFt .
5 Representada pelo Swap DI X Pré de 1 mês, y (1) . 6 Como medida de inflação usa-se do IPCA. A expectativaé obtida pela pesquisa diária realizada pelo Banco ntral entre instituições financeiras e consultorias. Em tal pesquisa levanta-se qual a inflação esperada para fim do ano corrente e para os próximos anos. Utilizou-se então dos valores médios entre os participantes da squisa. Nos meses que ocorreu reunião do Copom, a medida de inflação esperada foi extraída na véspera de tal união, evitando-se problema de endogeneidade.
7 Diferença do PIB mensal e sua tendência estimada pelo filtro HP com parâmetro de suavização 14400. 8 Taxa de câmbio nominal entre Real e Dólar.
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Consider this Taylor rule:
where r t is the short term interest rate; 5 D t is the expected deviation of the inflation goal; E t (π j ) is the expectation of yearly inflation in the month t of the 5 Represented by the Swap DI X pre of 1 month, y (1) .
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Forecasting the Brazilian Term Structure Using Macroeconomic Factors year j; 6 π * j is the inflation goal for the year j; y t is the output gap; 7 and ∆e t is the annual nominal exchange rate variation.
8
Now consider the reaction function based in the macro factors:
definingr F t =φ 0 +φ FFt . Finally, the extended Taylor rule is defined as: Table 2 shows the estimations using OLS of the equation parameters (18). Note that with the inclusion of the second factor,r t becomes highly significant and the value of the adjusted R 2 increases. This suggests that the macro factors do aggregate useful information to explain the short term rate.
9 It is worth mentioning that the inclusion of the fourth factor presents the greatest increase in the adjusted R 2 . On the other hand, the inclusion of the fifth factor did not have any apparent effect. Thus, as pointed out before, there are indications that four factors offer the best trade-off between estimability and aggregation of information. This is the reason why the number of macro factors used will be fixed at four. This is the same number as used by Moench (2008) .
Estimates and FAVAR-NAR Forecasting Model
This section deals the implementation of the FAVAR-NAR model developed by Moench (2008) and presents the results of the estimation and forecasting. Through analysis of these results a possible inadequacy of the model for longer maturity rates will be shown. This possible inadequacy is investigated in the next section. Estimativas e previsão do modelo FAVAR-RNA seção tratar-se-á da implementação do modelo FAVAR-RNA desenvolvido por Moench ), apresentando os resultados de estimação e de previsão. Através da análise destes resul-, será apontada uma possível inadequação do modelo para as taxas de maior maturidade, l será investigada na próxima seção.
sta evidência manteve-se na versão da regra de Taylor em que se considera valores defasados da taxa de prazo e das variáveis macroeconômicas. Table 3 shows the estimates of the FAVAR-NAR model parameters. As usual with VAR modeling, a few coefficients are shown to be significant. In regards to the estimate of the market risk prices, we have that the elements of the vectorλ 0 , which govern the unconditional mean of said prices, have absolute values of great magnitude. This suggests that the risk premium is characterized by an important constant component.
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Estimates
In regards to the adjustment of the model to the sample, the results in Table 4 show good adequacy. However, we must also observe the deterministic deterioration of this adjustment as the maturity increases. The same deterioration was observed in the original paper Moench (2008) . Em respeito ao ajuste do modelo dentro da amostra, os resultados contidos na Tabela 4 mostram boa adequação. Contudo, também observa-se uma deterioração determinística deste ajuste a medida que aumenta a maturidade. Sendo que a referida deterioração também ocorreu no trabalho original de Moench (2008) . revisão fora da amostra modelo FAVAR-RNA a previsão da taxa de maturidade n realizada no período t para h sà frenteé feita de acordo com: 
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y (n) t+h|t =â n +b nẐt+h|t , (5.1) Z t+h|t =Φ h Z t + h−1 i=0Φ iμ .(5.
Out-of-sample forecast
For the FAVAR-NAR model, the forecast of the rate with maturity n carried out in the period t for h periods ahead is:
The macro factors (F ), determiners of the autoregressive order (p), estimates of parameters (µ, Φ and Ω) in the VAR of the vector of the state Z variable, and the estimates of λ 0 and λ 1 are redone for each period t, using all the observations until the referred period to carry out t + h forecastings.
Competing models
To evaluate the productive capacity of the FAVAR-NAR model, initially, used the benchmark models described in Moench (2008) . More specifically, we considered (i) a no-arbitrage modeling version with macroeconomic variables instead of macro factors;
(ii) the model proposed by Diebold and Li (2006); (iii) VAR(1) in the components rate of the slope; and (iv) random walk (RW).
Macro-NAR
In the preliminary results there were indications that the macro factors aggregate additional information to the macro variables for modeling. In order to confirm this possibility, we used the no-arbitrage model used so far, with the exception that the state vector is constituted by the macro variables and the short term interest rate. Specifically:
where r t is the short term interest rate; 10 D t is the expected deviation of the inflation goal, π t is the annual variation of IPCA and y t is the output gap.
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10 Represented by the one month PRE-DI Swap, y (1) . 11 Other specifications, such as the inclusion of the annual exchange rate variation, were tested. However, the related specification is the one that produced better forecasting results. 
Diebold and Li
Diebold and Li (2006) used, with a few changes, the model proposed by Nelson and Siegel (1987) , in which:
is the maturity rate n in the period t implied by the model andβ 1 ,β 2 andβ 3 are estimates obtained with OLS regression of the rates over the loadings 1,
. The parameter τ is obtained by minimizing the sum of the squared errors
2 , resulting in τ = 0.226. The forecasting is given by:
where the β factors follow the following dynamic:
Similarly to what was done in Diebold and Li (2006), we also considered the VAR(1) and AR(1) specifications, and the first had a better predictive capability and therefore was the one adopted.
VAR
Consists in the estimation of a VAR with unrestricted rates:
where y t = y
t , y
t , y (12) t . Following BIC the autoregressive order reported was two during the whole forecasting period. However, when the number of lags was equal to 1, we obtained better results for all forecast horizons. For this reason the model VAR(1) was chosen as a competing model.
Thus, the forecasts of h periods ahead are determined by:
12 The usual dynamics (β t+h = c + Γβt + t+h =⇒β t+h|t =ĉ +Γβt.), was tested, but the forecast results were inferior. Table 6 , in the Appendix, reports RMSEs of all considered models relative to the random walk (RW) forecast. This way, values lower than one indicates that the model had a better performance than the RW model. Firstly, when comparing the results of FAVAR-NAR and Macro-NAR, we see that the adoption macro factors present better forecasting capacity than the adoption of the commonly used macro variables. When evaluating only the FAVAR-NAR model we see that it presents better results for longer forecasting horizons. Similarly to the adjustment of the model in the sample, the results of the FAVAR-NAR forecasting progressively deteriorate with longer maturity, as also seen in Moench (2008) .
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Results for out of sample forecasting
Because of the increasing deterioration of the results, both in adjustment to the sample and forecasting, with maturities over 1 month, it is possible to question if the macro factors are less suitable for longer maturities or if the no-arbitrage modeling approach suggested in Moench (2008) is not adequate for said rates. Since the results obtained using Diffusion Indexes, reported in the preliminary evidence section, do not show the aforementioned progressive deterioration, we believe that it is not the use of the macro factors that is the problem. In regards to the second question, we will investigate, in the next section, the importance and adequacy of the no-arbitrage restriction imposed by the model.
Extensions
This section deals with the original contributions of the present paper for the exercise of interest rate curve forecasting using macro factors. The first one is the investigation of the adequacy of the no-arbitrage restrictions imposed in Moench (2008) . For this purpose, we proposed a new approach in which each rate is modeled directly with macro factors, eliminating the no-arbitrage restriction. The second is the insertion of macro factors in the dynamic of the β factors in the model proposed by Nelson and Siegel (1987) . This section also deals with an application of the macroeconomic database reduction method developed by Boivin and Ng (2003) .
Importance of no-arbitrage restriction
To analyze the adequacy of the no-arbitrage restriction, we proposed an alternative modeling in which the restriction is not used and each rate with the macro factors is molded separately. More specifically, for each maturity n:
where the macro factors, F t , are obtained using (1). For comparison purposes, the number of lags is fixated in two, the same number used in the FAVAR-NAR. This model is now denoted FAVAR*.
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The first comparative analysis between FAVAR-NAR and FAVAR* consist in the computing of the variance decomposition, 14 found in Table 5 . In this table it is possible to observe that the macro factors have an important participation, in both models, of approximately 35% in the total of the rate variance. Focusing now in the difference between models, in the modeling with restrictions, the participation of each macro factor in the variance is practically identical throughout maturities. In the FAVAR*, on the other hand, the mentioned participations are different throughout maturities. Therefore, it is possible to observe that the FAVAR-NAR modeling implies in a repetition of the behavior pattern of the short term rate with the macro factors for the rates with longest maturities, indicating a possible inadequacy of the model.
The form chosen to check the possible inadequacy of the FAVAR-NAR model is the use of the comparison of the impulse response function of this model with those of the FAVAR* model, which can be found in Figures 1 and 2 , respectively. The variables shocks were standardized to correspond to a standard innovation deviation of the variables. Again, it is possible to observe that the no-arbitrage restriction repeats the behavior patterns of a short term rate for the other rates, since the response of several interest rates to shocks in the factors differ only in level. While in the model without restriction, it can be observed that the shocks in the macro factors lead to close, but clearly distinct, responses in the rates.
Finally, in Table 6 it is possible to compare the predictive capability of the model with and without no-arbitrage restrictions. Using this table we notice that, with or without restriction, the use of macro factors produce better results than the use of macro variables, indicating once more the gain of information in choosing the first. It is also observed that separately modeling the dynamic of each rate with macro factors or variables improves the predicative capability when compared with a no-arbitrage model. Specially for the FAVAR* model, although the forecasting for y (12) presents the worse result among the maturities, there is no clear deterioration of the forecasting results with the increase of maturity, as observed with FAVAR-NAR. 13 We inserted the asterisk because the equation above does not represents the FAVAR model proposed by Bernanke et al. (2005) as described in equations (1) and (2). This is due to the fact that for each rate, described in equation (26), we used the factors estimated taking into account that short term rate is observable. The same factors were used for all rates because we wanted to compare this model with FAVAR-NAR, and so the factors in both models had to be identical.
14 The demonstrations can be found in the complementary material available at the author's website http://www.fgv.br/professor/calmeida/BRE2013Forecasting complementary.pdf. 
Inclusão dos fatores macro na dinâmica dos fatores de Nelson e Siegel
Como visto, os fatores macro são extremamenteúteis para o exercício de previsão das taxas de juros. Sendo assim,é intuitivo supor que os mesmos possam ser igualmenteúteis para prever os componentes principais extraídos do conjunto de taxas que constituem a curva. Mas se assim o for, tais fatores macro também comtêm informações relevantes para a previsão dos fatores β da modelagem de Nelson e Siegel (1987) . Isto porque os fatores β são conhecidamente associados aos referidos componentes. Portanto a inclusão dos fatores macro na dinâmica dos β apresenta ser algo razoável a se testar. 
Inclusion of macro factors in the Nelson and Siegel factors dynamic
As seen above, the macro factors are extremely useful for the forecasting of interest rates. Thus, it is intuitive to assume that the same can be equally useful to forecast the principal component extracted from the group of rates that make up the curve. However, if that is the case, such macro factors also contain relevant information for the forecasting of the factors β of the Nelson and Siegel (1987) model. This is because the β factors are known to be associated with the mentioned components. Therefore, the inclusion of macro factors in the dynamic of β factors appears to be reasonable enough to test.
The inclusion of the macro factors will be made using a construction of the new dynamic in which the factors β and the macro factors F are jointly modeled in a VAR:
where Z t = (β t , F t ) is a vector (k + 3) × 1, β t is a vector 3 × 1, F t is a vector k × 1 and k is the number of factors. In this case, four. Therefore for i = 1, 2 e 3,
The use of this dynamic in the DL model will result in a model denoted as DL-F. Table 6 shows the results of the forecasting with models DL and DL-F. In those it is noticed that the inclusion of the macro factors caused a significant improvement in the forecasting with horizons longer than 3 months, without significant quality loss for a horizon of 1 month.
Reduction of the macroeconomic database
Boivin and Ng (2003) found that the estimates of factors and forecastings, done using Diffusion Indexes, are less efficient when the errors of the factorial representation are correlated and or are greatly heterogeneous. To reduce this correlation, the authors developed a simple database reduction method. Precisely, if j 1 = {j 1 i } , is the group of series in which the factorial representation error is most correlated to another series. This group is completely eliminated from the database. If j of mutual correlation, 15 leading do equally correlated errors of factorial representation. When this method is applied, the database is reduced from 171 to 84 series, with the participation of each group thus distributed: 11% Consume; 4% Currency; 6% Credit; 15% Prices; 21% Product; 17% Employment; 20% Foreign and 6% Miscellaneous.
Comparing the composition of the original database and the reduced one, it is possible to notice that the participation of each group was practically identical. Therefore, the elimination happened inside each group. This is interesting, especially for the group Prices, where the variables are strongly correlated, thus making it possible to eliminate some of them without loss of information. Table 7 , in the Appendix, reports the results of the models forecasting that involve macro factors, estimated using the reduced database. When comparing these results with those found in Table 6 , where the factors were estimated with the complete database, it is possible to see that the reduced database has provided, in average, results that are slightly better than those of the complete database. This finding corroborates the conclusion reached by Boivin and Ng (2003) that the use of a larger number of series for the estimation of factors does not necessarily brings better results.
Selected Models
Given the analysis from the two previous sections, the models with the best performance were selected, as well as the FAVAR-NAR for comparison. The reduced database was used for the estimation of macro factors. Table 7 reports RMSEs of all selected models relative to the random walk (RW) forecast. In this table we observe that both models proposed by the present study, FAVAR* and DL-F, present great results for the curve forecasting during the studied period. More specifically, that the DL-F is better suited for shorter forecasting horizons and shorter maturities, while FAVAR* is better suited for horizons over three months. However, forecasting for y (12) in both models did not show the same quality obtained for rates with shorter maturities.
Out of sample forecasting
To statistically confirm the better performance of the forecasting models against the radon walk, the forecasting comparison test described in Diebold and Mariano (1995) was used. Using the quadratic loss function, with the comparison term being the random walk and the competitors being the other models, the statistic S1 was computed as described in Diebold and Mariano (1995) for the rates and horizons where the competing models had a lower forecasting error than that obtained by the random walk. As a null hypothesis we have that the mean squared errors of the models' forecasting is greater than those obtained by the random 15 Especially those in the group Prices. walk. The figures presented in Table 7 marked with * and ** represent that it was possible to reject the null hypothesis with confidence levels of 95% and 97.5% respectively.
Data mining?
It was stablished that both proposed models, FAVAR* and DL-F, present good predictive capability for the period of September 2009 to May 2012. However, it is valid to test if this characteristic is preserved for the sub periods of the interval mentioned. For this purpose the following procedure will be carried out:
(i) firstly we carried out forecasts for the period of September 2009 to May 2012 and calculated the RMSE of the model relative to the RW, referred to as RMSE-rel Aug/09, date of the beginning of the forecasting;
(ii) secondly, the same procedure is done for the period of October 2009 to May 2012, obtaining the RMSE-rel Sept/09;
(iii) we carried on this process until the RMSE-rel is calculated using only the last twelve predicted values.
The logic behind this procedure is that if the RMSE-rel is stable, then the predictive capability is homogeneous for the whole period of September 2009 to May 2012.
Figures 4 -6, in the Appendix, show that the results of the forecasting obtained for horizons of one, three and six months are stable for all the considered maturities. For horizons of nine and twelve months, shown in Figures 7 and 8 , there was deterioration in the results concentrated in the forecasting period of the final months of Sept/09 -May/12.
Conclusions
Firstly, the results obtained in this paper corroborate the original results of Stock and Watson (2002) and Bernanke and Boivin (2003) that factors extracted from wide macroeconomic database are useful for (i) forecasting of the main macroeconomic variables, in our case, the interest rate;
(ii) aggregating more information than the use of key macroeconomic variables, contained in usual versions of the Taylor rule, to explain the variation of the short term interest rate. When using the model described in Moench (2008) , FAVAR-NAR, for the Brazilian economy, it was possible to achieve the same standard of results of the original study, which are (i) the model presents good adjustment inside the sample, but there is a progressive deterioration of the adjustment as the maturities increase;
(ii) the out-of-sample forecasting provided by the model present good performance for forecasting horizons between six and twelve months, but the results also get progressively worse with the increase of maturity.
Given that when Difusion Indexes are used the forecasting results do not present the mentioned deterministic deterioration with increase maturity, it was possible to conjecture that no-arbitrage model proposed by Diebold and Li (2006) is not adequate to describe the dynamic of rates in the medium and long part of the curve. The variance decomposition and the impulse response functions were computed for both models, through which it was possible to demonstrate that the FAVAR-NAR reproduced the behavior of the short term rate in connection with the macro factors for the other rates, causing more inadequacy in the model the farther it moved from the short term rate. In regards to forecasting, FAVAR* showed greatly superior predictive capability against FAVAR-NAR. We adopted the model described in Diebold and Li (2006) as one of the benchmarks for the forecasting exercise. The VAR specifications of the mentioned model produced better results, despite being restricted to short horizons and maturities. We proposed jointly modeling the β factors with macro factors using a VAR(1). The result was an impressive improvement in the forecasting with horizons greater than a month, resulting in a model with good performance, especially for horizons between one and six months.
Given the results of the forecast, it was possible to notice the complementarity of both models proposed in this paper. FAVAR* showed to be more adequate for forecasting with horizons longer than three months, while DL-F showed to be more adequate for horizons up to three months. In regards to the evaluation of results for the subperiod of September 2009 to May 2012, we can argue that, at least for the forecasting with horizons up to 6 months, the results were consistent.
Finally, the use of the database reduction technique proposed by Boivin and Ng (2003) eliminated nearly half the series, resulting in a reduced database consisting of 84 variables, a much smaller number than what is commonly used in the literature. Surprisingly, there was an improvement in the performance of the models when using the macro factors extracted from this reduced database.
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