In this paper, we present the Clenshaw-Curtis-Filon methods and the higher order methods for computing many classes of oscillatory integrals with algebraic or logarithmic singularities at the two endpoints of the interval of integration. The methods first require an interpolant of the nonoscillatory and nonsingular parts of the integrands in N + 1 Clenshaw-Curtis points. Then, the required modified moments, can be accurately and efficiently computed by constructing some recurrence relations. Moreover, for these quadrature rules, their absolute errors in inverse powers of the frequency ω, are given. The presented methods share the advantageous property that the accuracy improves greatly, for fixed N, as ω increases. Numerical examples show the accuracy and efficiency of the proposed methods.
Introduction
In this paper we are concerned with the numerical evaluation of oscillatory integrals of the forms
[c] (x)e iωx dx, (1.1)
2) Table 1 . The above integrals arise widely in mathematical and numerical modeling of oscillatory phenomena in many areas of sciences and engineering such as astronomy, electromagnetics, acoustics, scattering problems, physical optics, electrodynamics, computerized tomography, and applied mathematics [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . The integrals of the forms 1-3 in Table 1 belong to the special cases of the form 4. The integrals 1-4 with the weak singularities arise in the numerical approximations of solutions to Volterra integral equations of the first kind involving highly oscillatory kernels with weak singularities [3, 4] . In addition, it is well-known that the Radon transform, which plays an important role in the CT, PET and SPECT technology of medical sciences and is widely applicable to tomography, the creation of an image from the scattering data associated to cross-sectional scans of an object, is closely related to this form of oscillatory singular integrals [9, 10] . The singularities in (1.1)-(1.3) are also called singularities of the Radon transform in medical tomography. Moreover, the integrals 1-4 are also used to the solution of the singular integral equation for classical crack problems in plane and antiplane elasticity [8] . Further, they can be taken as model integrals appearing in boundary integral equations for high-frequency acoustic scattering (e.g., high-frequency Helmholtz equation in two dimensions), where the kernels have algebraic or logarithmic singularities on the diagonal ( [6, 7] and references therein), which is also our main target application.
The singularities of algebraic and logarithmic type, and possible high oscillations of the integrands make the integrals (1.1)-(1.3) very difficult to approximate accurately using standard methods, e.g., Gaussian quadrature rule. It should be also pointed out that many efficient methods, such as the Filon-type [11, 12] , Levin-type [13] and numerical steepest descent methods [14] , cannot be applied directly to the integrals of the forms 1-4 in Table 1 , since the nonoscillatory parts of the integrands are undefined at the two endpoints of the interval. Fortunately, in this paper we can introduce the Clenshaw-Curtis-Filon methods and the higher order methods for computing (1.1)-(1.3). The methods presented in this paper first require an interpolant of f (x) in the Clenshaw-Curtis points, based on the ideas presented in [15] . Then, for singular weight functions G [c] (x) of the forms 1-4 in Table 1 , the required modified moments in the proposed methods, Consequently, the presented methods allow us to overcome some problems that usually appear in the case when the integrands are both singular and oscillating. Here, we would also like to mention several other papers related to the integrals considered in this article. On one side, some singular Fourier integrals are well-studied in the following literatures. Firstly, a fast algorithm for computing the integral 
are also given in [17] [18] [19] . The recent works [20, 21] present the Filon-Clenshaw-Curtis rules for the integrals
iωx dx,
where f may have algebraic singularities and g has a stationary point on the interval of integration. Here, the use of graded meshes toward the singularities has shown to be also efficient in [20, 21] . The authors in [22] present the Clenshaw-Curtis-Filon methods for approximating two classes of the Fourier integrals
iωx dx and f (x)J m (ωx)dx without singularity. Moreover, the orthogonal expansion method [25] , the Filon-type method [26] , and the Clenshaw-Curtis-Filon method [26, 27] are given for approximating the Bessel transform
, with singularities at the two endpoints, respectively. Recently, in [28] , the authors of this paper have presented a Clenshaw-Curtis-Filon method and a Clenshaw-Curtis-Filon-type method for the integrals
, with algebraic or logarithmic singularities at one endpoint 0, and, more importantly, for these quadrature rules the authors derive new computational sharp error bounds by rigorous proof. And, Xu and Xiang in [29] propose the Clenshaw-Curtis-Filon-type method for computing the oscillatory Airy integrals
, with singularities at the two endpoints. Finally, it should be also noted that the three recurrence relations presented in [16, 27, 29] play a key role in the construction of the devised methods in this paper. The outline of this paper is as follows. In Section 2 we present the Clenshaw-Curtis-Filon method for computing the singular Fourier transforms (1.1). In Section 3, the proposed method is extended to compute the singular oscillatory Bessel transforms (1.2) and Airy transforms (1.3). Section 4 gives higher order methods and their error analysis in inverse powers of ω. Finally, we finish in Section 5 by presenting some numerical examples to show the accuracy and efficiency of these quadrature rules.
Clenshaw-Curtis-Filon methods for computing the singular Fourier transforms (1.1)
Chebyshev interpolation has precisely the same effect as taking partial sum of an approximation Chebyshev series expansion [30] . Suppose that f (x) is absolutely continuous on [0, 1]. Let P N f (x) denote an interpolant of f (x) of degree N in the Clenshaw-Curtis points
(2.5)
Then, the polynomial P N f (x) can be expressed by (see [30, Eqs. (6.27) , (6.28)]) 6) where the double primes indicate that the first and last terms of the sum are to be halved and the coefficients a j can be computed efficiently in O(N log(N)) operations by FFT [31, 32] . The Clenshaw-Curtis-Filon (CCF) methods for (1.1) are defined, as follows,
where, 
Fast computations of the modified moments
The five-term recurrence relation of the modified moments
iωx dx, was given by Piessens and Branders in [16] . Similarly, by the change of variable we can obtain the homogeneous recurrence relation of the modified
iωx dx, as follows,
It is worth to notice that
Therefore, by differentiating the above recurrence relation (2.9) with respect to α, β, we find M [1] j , M [2] j , M [3] j satisfying the following recurrence relations,
n , (2.10) where c = 1, 2, 3 are the numbers of the integrals from Table 1 and the coefficients r [c] n are listed in Table 2 .
Because of the symmetry of the recurrence relation of the Chebyshev polynomials T j (x), it is convenient to get T −j (x) = T j (x), j = 1, 2, . . . , and consequently T * −j (x) = T * j (x), j = 1, 2, . . . , and M −j = M j . It can be verified easily that (2.9) is valid, not only for j ≥ 2, but for all integers of j. Unfortunately, for both the forward recursion and the backward recursion are unstable [16] . Nevertheless, the instability is less pronounced if ω is large. In [16] , it is demonstrated that M j can be computed accurately using the forward recursion as long as j ≤ 2ω. Substituting j = 1, 2 into (2.9) yields M 3 and M 4 , Table 2 The coefficients r [c] n in (2.10).
j+1 −8M [1] j −4M [1] j−1 −4M [2] j+1 +8M [2] j −4M [2] j−1 when the three starting values M j , j = 0, 1, 2 are known. Continuing this process, we can compute M j , j = 5, 6, 7, . . . . So for j ≤ 2ω all M j can be computed by the forward recursion. But for j > 2ω the loss of significant figures increases and recursion in the forward direction is no longer applicable. In this case Oliver's algorithm [33] or Lozier's algorithm [34] with the three starting values and one end value are numerically stable. The end value can be estimated by the asymptotic expansion given by [16] or can be set equal to zero [16] . For details one can refer to [16, 33, 34] . It should be noted that the five recurrence relations (2.10) for c = 1, 2, 3 are non-homogeneous recurrence relations, the homogeneous parts of which are just the five-term recurrence relation (2.9). Following the idea in [16] , the remarks concerning the numerical stability of forward and backward recursions for (2.10), remain valid here. Consequently, by the same procedure as (2.9), we use the forward recursion or Oliver's algorithm [33] for the recurrence relations (2.10) to compute all M
efficiently.
Derivation of the initial moments
Because of the symmetry of the modified moments, to start the recurrence relations (2.9)-(2.10) with j = 0, 1, 2, . . . , we only need the initial moments M j and M 
iωx dx, we obtain 
can be computed explicitly by the Beta function B(τ , z) and the Kummer confluent hypergeometric function 1 F 1 (µ; ν; z).
Moreover, it is apparent from the above equalities (2.11)-(2.13) that
Here, the right-hand sides of (2.15)-(2.23) involve the derivatives of the Kummer confluent hypergeometric functions with respect to parameters α, β, which have been shown in [36] . Moreover, the required derivatives of the Beta function [37], can be expressed by 
can be implemented in Matlab by calling 'psi(n, z)'.
Extensions to the singular oscillatory Bessel transforms (1.2) and Airy transforms (1.3)
Similarly, the Clenshaw-Curtis-Filon (CCF) methods for (1.2)-(1.3) are defined, respectively, as follows,
where, 27) are called the modified moments, which can be computed efficiently, as described below. Here c = 1, 2, 3, 4 are also the numbers of weight functions G
[c] (x) from Table 1 .
Fast computations of the modified moments
Recently, the recurrence relations of the modified moments
were given by Xu and Xiang in [27, 29] , as follows,
Accordingly, it should be noticed that
Therefore, by differentiating the above recurrence relations (3.28) and (3.29) with respect to α, β, we find 
j satisfying the following recurrence relations, The coefficients r [c] n in (3.30) .
Table 4
The coefficients r [c] n in (3.31).
where c = 1, 2, 3 are the numbers of the integrals from Table 1 
, into the forms of Fourier integrals and using asymptotic expansions in [39] , or can be set to be zero. The Oliver's algorithm incorporates a numerical test for determining the optimum location of the endpoint, when the end value is set to be zero. The advantage is that a user-required accuracy is automatically obtained, without computation of the asymptotic expansion.
Derivation of the initial moments
Because of the symmetry of the modified moments, to start the recurrence relation with j = 0, 1, 2, 3, . . . , we only need
. By plugging the shifted Chebyshev polynomials 
where, from [35, p. 681] ,
denote the Gamma function and the generalized hypergeometric function, respectively. In the same way, we obtain
which can be also expressed by the generalized hypergeometric functions, as follows, 
for j = 0, 1, 2, 3, 4, 5. Here, we do not repeat them. Moreover, the resulting initial moments 
for j = 0, 1, 2, 3, 4, 5, involve the derivatives of the generalized hypergeometric function with respect to parameters α, β, which have been shown in the first author's recent work [36] . And, the required derivatives of the Gamma function (see [38, p. 258] ), can be expressed by
Also, the required derivatives of the Beta function have been presented in Section 2.
Higher order methods and absolute errors
The choice of the extreme points as interpolation points for highly oscillatory integrals is not only a technical necessity but also can improve the accuracy significantly [13, 12, 23] . Moreover, only by adding derivative information of f (x) at the endpoints 0 and 1 can the asymptotic orders of the methods be improved [17, 40, 13, 12, 23] . By the above-mentioned particular observations, the higher order CCF methods for (1.1)-(1.3) can be defined, respectively, by (4.34) where c = 1, 2, 3, and P N+2s f (x) is the special Hermite interpolation polynomial [17, 23] of f (x) in the Clenshaw-Curtis points c n = (1), (4.35) for n = 1, 2, . . . , N − 1 and k = 0, 1, . . . , s; it can be evaluated in O(N log N) operations [23, 24] . Moreover, the polynomial P N+2s f (x) can be expressed by 36) where the coefficients b j can be computed efficiently based on FFT [23, 24] . In particular, the above Clenshaw-Curtis-Filon satisfying, respectively,
38)
where
, if the weight function is of the form 1 or 2 in Table 1 , and − 1 < α, β < 0,
, if the weight function is of the form 3 in Table 1 , and − 1 < α, β < 0, Absolute errors for the integral Table 1 , and − 1 < α, β < 0,
 , if the weight function is of the form 1 or 2 in
, if the weight function is of the form 3 in Table 1 , and
 , if the weight function is of the form 1 or 2 in Table 1 , and − 1 < α, β < 0,
, if the weight function is of the form 3 in Table 1 , and − 1 < α, β < 0,
For the case of ''s = 0'', the above absolute errors (4.37)-(4.39) also hold true for the Clenshaw-Curtis-Filon (CCF) methods (2.7), (3.24), (3.25) , respectively. In addition, the presented methods possess the advantageous property that for fixed N the accuracy increases when oscillation becomes faster or derivatives of f (x) at the end-points are added, which can be obtained directly from these absolute errors (4.37)-(4.39).
Remark 1.
Similarly, by constructing more complicated recurrence relations, the singular oscillatory integrals associated with the fourth weight function in Table 1 , can be also computed accurately by the proposed methods. When the singularities become stronger (if p, q are large) or ω is very large, the presented methods may be the only tool for accurate computation of such integrals.
Numerical examples
In this section, we present the results of numerical experiments obtained by using the proposed methods. In order to conduct the experiments, we require the knowledge on the exact values of the integrals of the forms (1.1)-(1.3) . The values that we assume to be accurate are computed in Maple 14 using the 32 decimal digits precision arithmetic. The presented algorithms are implemented in Matlab 2013, taking advantage of its fast vectorized arithmetic operations. In the following, we test numerical examples to illustrate the quality of the approximations provided by the presented methods.
Example 1.
We now consider the proposed methods for computing
x e iωx dx, and
iωx dx, which are shown in Tables 5-7 , respectively. Table 7 Absolute errors for the integral Table 8 Absolute errors for the integral 1)-(1.3) . From the Tables 5-13 we can see immediately that the accuracy can be improved by adding either the derivatives of f (x) at the two endpoints or the number of interpolation nodes. Moreover, the accuracy increases as the frequency ω increases. Therefore, the above three examples can confirm our numerical analysis. Table 10 Absolute errors for the integral Table 11 Absolute errors for the integral Table 12 Absolute errors for the integral 
Conclusion
Owing to a Lagrange or special Hermite interpolation polynomial of f in N + 1 Clenshaw-Curtis points, we apply the presented methods to compute integrals (1.1)-(1.3), which can be implemented efficiently in O(N log(N)) operations based on FFT. Here, the required modified moments, can be accurately and efficiently computed by constructing some recurrence relations. In particular, this paper presents a series of absolute errors of the proposed methods for computing integrals (1.1)-(1.3). We can then obtain directly from the absolute errors (4.37)-(4.39), that for fixed N the accuracy of the presented methods can be improved when s or ω increases. Therefore, the presented methods allow us to overcome some problems that usually appear in the case when the integrands are both singular and oscillating. Moreover, we consider many different singular weight functions G
[c] (x), c = 1, 2, 3, 4 from Table 1 and oscillatory kernel functions S(ω, x) = e iωx , J m (ωx), Ai(−ωx), which is a big advantage of the presented methods. The above-mentioned numerical experiments show that more accurate approximations can be obtained as N, s or ω increases. Also, adding the derivatives of f (x) at the two endpoints can improve the accuracy of the proposed methods.
