Proving the H-theorem by making use of nonlinear Fokker-Planck equations leads to classes of these equations related to the same entropy and their equilibrium state corresponds to the one obtained by maximizing such an entropy under constraints of an external potential. In the present work, the numerical integration of a subset of the class associated to the Boltzmann-Gibbs entropy is carried out and the dynamics of such systems is analyzed. 
13].
The intimate relation between Langevin equations and NFPEs [14] revealed that systems with nontrivial noise can also be represented by purely deterministic equations. Another achievement permits the derivation of NFPEs from the master equation [15, 16] and therefore underlines the wide usability of this approach.
Considering nonlinear phenomena, under which circumstances do we need to use an entropic form different from the BG one, S = -ks J dx P{x) InP(x)? Which kind of dynamics would be the outcome of such nonlinear differential equations, connected to the standard formalism of statistical mechanics? This paper will address some possible answers to these questions. Recently, we have derived a very general NFPE directly from the master equation [9] . This NFPE presents two terms that may be nonlinear, with respect to the probability distribution functions P(x,t), and can be written in the following form.
, and we are assuming analyticity of the potential (j) (x), as well as integrability of the force ^(x) in all space. Additionally, the functional *P[P(x, t)] and Q[P(x, t)] are both positive finite quantities, integrable, as well as differentiable (at least once) with respect to the probability distribution P(x,? [17] , characteristic of the nonextensive statistical mechanics formalism.
It is possible to verify the H-theorem for such general NFPEs by taking into account the following relation between the functional *P[P] and Q[P] and the function g [P] ,
where /3 is a parameter related to the temperature. Therefore, Eq. (2) allows the calculation of the entropic form associated with a given class of NFPEs; on the other hand, one may also start by considering a given entropic form and then find the class of NFPEs associated to it. In Ref. [9] it was shown that Eq. (2) is consistent with the maximumentropy principle.
NONLINEARITIES AND STANDARD THERMOSTATISTICS
Let us concentrate now on the correspondence between the NFPE of Eq. (1) and general entropic forms, established through Eq. (2). The latter equation shows a dependency between the entropic form and the ratio between the two nonlinear functional, (Q[P]/*P[P]), i.e. we can construct classes of NFPEs associated with a single entropic form. In addition to that, these classes of NFPEs lead to the same stationary solution, the one coming out from maximizing the entropy under the constraint of an external potential. Hence, we can identify different dynamical behaviors referring to a single entropy and its stationary solution. In the following, we consider classes of FPEs satisfying
where the functional 
TIME EVOLUTION
In this section we analyze the time evolution of the probability distribution following Eq. (4). A linear force ^(x) = -Ax is assumed, so that the stationary state of this class of equations corresponds to a Gaussian function; furthermore, we will work in units k = D = 1. We integrate Eq. (4) using the method described in Ref. [18] , based on distributed approximation functional. The numerical integration takes a uniform distribution, defined as P(x,0) = 9{x + 0.5) -9{x -0.5), as the initial state, where 9{x) denotes the Heaviside function. . 1 compares the evolution of P{x,t) for different values of v. In the cases considered, it can be easily observed, that the distribution approaches the final state, i.e. the Gaussian function, in a very similar manner. However, for v-values smaller than 1, the central part of the distribution reaches the stationary state faster. The semi-log plots of the distributions at time t = 0.08, for different values of v, show that they become shorttailed for V > 1 and long-tailed for v < 1.
In order to understand better the time evolution, and to estimate the time required for the system to reach the stationary state, we analyze the kurtosis of the distribution P(x, t) expected, the quicker convergence to the stationary state occurs for v = 1. For v < 1, at each time step, C{t) = T-^T^ = / x'^P{x,t)dx/ J x^P{x,t)dx (cf. Fig. 2 ). As 
CONCLUSIONS
In order to prove the H-theorem for a system in the presence of an external potential, a relation involving terms of the Fokker-Planck equation and the entropy of the system was proposed. In principle, one may have classes of Fokker-Planck equations related to a single entropic form. In the case of the standard Boltzmann-Gibbs entropy, apart from the simplest, linear Fokker-Planck equation, one may have a whole class of nonlinear Fokker-Planck equations, whose time-dependent probability distributions may be distinct from simple exponential distributions, presenting anomalous diffusion in the approach to equilibrium, but all of them related to this particular entropic form. For a particular subset of this class, having the same anomalous diffusion term as in Refs. [5] [6] [7] (in such cases v corresponds to 2 -q), the nonlinearity induces temporarily stable longtailed, or short-tailed distributions. These distributions become rather stable if we come sufficiently away from the linear equation. Hence, we have shown that particular classes of nonlinear Fokker-Planck equations may be associated with the Boltzmann-Gibbs entropy and that the associated stationary states are described by Gaussian distributions.
