Introduction
Consider the Cauchy problem for an n × n system of the form u t + A(u)u x = 0, u(x, 0) =ū(x).
Here A(u) is a map from a domain U ⊂ R n into R n×n , and (x, t) ∈ R × R + . We assume strict hyperbolicity, i. e. the the matrix A(u) has n real and strictly different eigenvalues for each u ∈ U. In the conservative case when A(u) = Df (u) for some map f : U → R n , Glimm [12] proved global existence of weak entropy solutions of (1) when the data has small total variation and each characteristic field is genuinely nonlinear or linearly degenerate. The recent papers [4] , [6] , [7] , [8] have established the uniqueness and L 1 stability of solutions obtained by the Glimm scheme or by wave-front tracking. A major open question is whether other methods of approximation, such as vanishing viscosity, relaxation and finite difference schemes, yield the same solutions. In the scalar case all these methods give the unique entropy solution. Some results have been proved for 2 × 2 systems [11] and n × n Temple class systems [15] using compensated compactness. For general conservative systems, convergence results for vanishing viscosity approximations are known only in the case where the limit solution is piecewise smooth [13, 16] . In general, if one can establish a priori estimates on the total variation of approximate solutions, then Helly's theorem guarantees convergence. Using the uniqueness results in [5] one can then show that this limit is the appropriate entropy weak solution. Recently such estimates have been established for systems (1) under the assumption that the integral curves of the eigenvector fields of A(u) are straight lines in state space. In [3] it was proved that vanishing viscosity yield an L 1 Lipschitz continuous semigroup which is consistent with the Riemann solver. See [2] , [10] for results in the case of relaxation.
In the present note we show that, under this straight-line assumption, also the approximate solutions constructed by the Godunov scheme converge to a unique limit, the same obtained by vanishing viscosity [3] .
The main reason for considering these systems is that the effects of nonlinear coupling are somewhat easier to estimate. Indeed, under this straight-line assumption, new oscillations can be generated only due to the interaction of waves from different families.
These particular systems were observed to be very well behaved in connection with numerical computation of slowly moving shocks. In [1] Arora and Roe conjectured that if the straight line assumption is not satisfied, then any numerical scheme using a Godunov or a Roe flux will create spurious oscillations.
Our results apply to general straight-line hyperbolic systems of the form (1), not necessarily in conservation form. For simplicity we will outline the proofs only in the conservative case. For all details we refer to [9] .
The Godunov Scheme and Main Results
Let the matrix A(u) in (1) have n real and distinct eigenvalues λ k (u), k = 1, . . . , n, u ∈ U. By a linear change in the t-x coordinates we can assume that
We also assume that these characteristic speeds are uniformly separated, i.e. there exists constantsλ 0 = 0 <λ 1 < . . . <λ n−1 <λ n = 1 such that
The corresponding right and left eigenvectors are denoted by r k (u), l k (u), respectively, and normalized such that |r k (u)| ≡ 1 and r i (u) · l j (u) ≡ δ i,j . The basic assumption is that the integral curves of the eigenvector fields are straight lines. This can be expressed by the relation
where Dr k denotes the Jacobian matrix of r k .
The Riemann Solver
Consider the Riemann problem for (1) with datā
For u ∈ U, k = 1, . . . , n, let R k (·)(u) be the integral curve of r k through u,
Given u − , u + ∈ U, by strict hyperbolicity there exist unique intermediate states
. . , ω n = u + and wave strengths σ k such that
For each k, define the scalar function
and let z k (x, t) be the unique entropy solution to the scalar Riemann problem
To solve the Riemann problem (u − , u + ) we use the solution of these scalar Riemann problems to move along the integral curves. More precisely, we first define the map
We then define the solution of the Riemann problem (1), (4) as
The Godunov Scheme
By the assumption (2) we can choose equal time and space step ∆x = ∆t. The constant value of the approximate solution in the i-th cell at time j∆t is denoted by u i,j . The Godunov scheme is now defined inductively as follows: At time t = 0 we let u i,0 denote the cell average over the i-th cell of the initial datā u. Given the values u i−1,j and u i,j in the (i − 1)-th and i-th cells, respectively, at time j∆t, we define the value u i,j+1 by
For each ∆x the scheme gives an approximate solution u ∆x of (1) defined for all (x, t) ∈ R × R + .
Main Results
We now state the main results of the paper.
Theorem 1 (BV bounds and L 1 stability) Suppose that A(u) is strictly hyperbolic for each u ∈ U and that the normalized eigenvectors satisfy (3). Then there exist constants δ 0 , δ 1 > 0 such that the following holds. For each
the corresponding solution u i,j of the Godunov scheme (8) is well defined for all time steps j ∈ Z + and satisfies
Furthermore, there exists a constant L such that for all pairs of initial dataū,v satisfying (9), the corresponding solutions satisfy
Theorem 2 (Convergence) As the discretization parameter ∆x = ∆t tends to zero, the approximate solutions given by the Godunov scheme (8) converge to the same limit as given by the method of vanishing viscosity. This limit can be characterized as the trajectory of a semigroup S : D × R + → D with the properties:
(i) Every initial dataū ∈ L 1 with sufficiently small total variation lies in the domain D of the semigroup.
(ii) For everyū,v ∈ D and every t, s ≥ 0,
(iii) For every piecewise constant initial dataū ∈ D, there exists a positive time τ > 0 such that the the semigroup trajectory S tū on [0, τ ] coincides with the function obtained by patching together the solutions of the Riemann problems given byū and solved according to (7) .
In particular, for conservative systems the Godunov scheme yields the trajectories of the Standard Riemann Semigroup.
Wave strengths and wave speeds
We treat the conservative case with A = Df . The Riemann solver is then the standard one and the Godunov scheme can be written in finite difference form
Given a left state u − and a right state u + connected by a single k-wave of strength σ k , the speed of the wave is
Given three consecutive states u − , u 0 , u + , letū − ,ū + be the resulting states,
The strengths of the k-waves, k = 1, . . . , n, in the three Riemann problems (u − , u 0 ), (u 0 , u + ), and (ū − ,ū + ) are denoted by σ k − , σ k + , andσ k , respectively. 
where σ ± = (σ 1 ± , . . . , σ n ± ). We have the following representation.
Lemma 1 Suppose that the straight-line assumption (3) holds and let Ψ k be defined by (16) . Then there exist smooth functions A k p,q , B k p,q , and C k p,q depending on u 0 , σ − , σ + such that
for all u 0 ∈ U and for all sufficiently weak strengths σ 1 ± , . . . , σ n ± .
By a representation result for smooth maps it suffices to show that Ψ k vanishes whenever σ − , σ + contain only one wave, of the same family. That is, Ψ k (u 0 ; σ − ; σ + ) = 0 whenever there exists an index j such that
The above identity is a consequence of the definition of Ψ k and the assumption (3). The lemma shows that the increase in total variation is due only to transversal terms. Returning to the scheme, we let σ k i,j be the strength of the kwave in the Riemann problem (u i−1,j , u i,j ), and we let λ k i,j be the corresponding speed given. By Lemma 1 the strengths satisfy the system
for k = 1, . . . , n, where the quadratic coupling terms are given by
A priori bounds on the total variation
We obtain the a priori bounds by bounding the total amount of waves in each family uniformly in time. That is, we establish estimates on the sums
that are independent of the time step j. We derive a functional relation which implies that if the initial amount of waves is sufficiently small, then it remains small for all times. The functional relation is deduced by applying Duhamel's principle, and a basic estimate on the product of two Green kernels. From (18) it follows that
Defining the magnitude Q k (j) by
and using (19), we obtain the following bound
where C 0 is a suitable constant. Let Γ k (i, j; i , j ) denote the Green kernel corresponding to the homogeneous version of (18). By Duhamel's principle we can write the solution of the non-homogeneous system (18) as
We thus have,
To proceed we must estimate the total interaction between Green kernels. 
Lemma 2 Assume that
To prove the result one first consider the constant coefficient case and then extends by a comparison argument. Thanks to Lemma 2, we can now estimate each term on the right hand side of (25). By (24) and (26) we have
where C 1 := max p =q C(p, q). Estimating S 2 , S 3 and S 4 in the same way yields
The quantity E 2 in (23) can be estimated similarly. From (23) we thus have
We define,
From (21) and (29)- (30) we conclude that
where C 2 = 2n · C 1 . It follows that, if the total amount of waves V(0) in the initial data is sufficiently small, then Q(j), and hence also the total amount of waves V(j), remains small for all time steps.
L 1 Stability
Following [3] , [6] we prove L 1 stability by a linearization argument. Consider two initial dataū,v which we join by the path defined by
Let u θ i,j denote the approximate solution computed with the Godunov scheme applied to the initial dataū θ and let u i,j = u 1 i,j , v i,j = u 0 i,j . Suppose the left and right states of a Riemann problem depends on θ, u − = u θ − , u + = u θ + . The resulting stateũ =ũ θ is given bỹ
Differentiation with respect to θ shows that the infinitesimal perturbations
satisfy the linearized equatioñ
We decompose the perturbations along the eigenvector bases,
Letting σ θ = (σ θ,1 , . . . , σ θ,n ) denote the strengths of the waves in the solution of the Riemann problem (u θ − , u θ + ) we observe that the componentsν θ,k are uniquely determined by u θ − , σ θ and ν θ ± = (ν θ,1 ± , . . . , ν θ,n ± ). In analogy with the maps Ψ k above we now define the maps Φ k , k = 1, . . . , n, by
It is easily shown that
It follows that Ψ k admits a representation of the form
where A k p,q and B k p,q are smooth functions of u − , σ, ν − , ν + . Returning to the scheme we thus have the following system of equations for the components ν
where the coupling terms are of the form (35). The L 1 norm of the difference between u i,j = u θ i,j | θ=1 and v i,j = v θ i,j | θ=0 at time step (j + 1) is now given by
Using (36) we have
A simple estimate now shows that for a suitable constant C 3 ,
where V θ (s) is defined by (30). From above it follows that, if the total amount of waves in the dataū,v are sufficiently small, then V θ (s) is uniformly bounded and small. Thus, for data with sufficiently small total variation we have
From (37) we conclude that there exists a Lipschitz constant L such that
Convergence of the Godunov Scheme
To establish the convergence of the scheme we argue as in [3] . We define a semigroup on D by using the approximate solutions u ∆x defined by the Godunov scheme. Givenū ∈ D we approximate it by functionsū µ that are piecewise constant on a sequence of grids with mesh tending to zero. Let u µ denote the corresponding Godunov approximation. By the stability result it follows that, for some subsequence µ → 0, there exists the limit
and this limit defines a uniformly Lipschitz semigroup. Finally, to show that the uniqueness of the limit, by Corollary 9.2 in [5] , it suffices to check that the Godunov scheme provides the correct solution locally in time, in case of an initial dataū which is piecewise constant with simple jumps. That means, we can assume that at each point x whereū has a jump, the corresponding Riemann problem is solved by waves of one single family. In this case, we are thus dealing essentially with a scalar problem, and the result is well known. Indeed, the Godunov scheme converges to the unique entropy solution when applied to scalar conservation laws. This completes our sketch of the proof of convergence of Godunov approximations to a unique limit. For further details we refer to [9] .
