This paper presents a novel dimensionality reduction algorithm for kernel based classification. In the feature space, the proposed algorithm maximizes the ratio of the squared between-class distance and the sum of the within-class variances of the training samples for a given reduced dimension. This algorithm has lower complexity than the recently reported kernel dimension 
I Introduction
Dimension reduction is an essential and powerful technique for many applications since it reduces noise, irrelevant variables and computation complexity. By proper dimension reduction, the classification performance can be improved via removal of noise vectors and irrelevant variables. For the task of removing noise and irrelevant variables, linear dimensionality reduction is usually preferable compared with nonlinear dimensionality reduction due to its simplicity. However, many popular classification methods such as support vector machines (SVM) [2, 12] formulate the classifier in the feature space into which the input data is mapped by nonlinear mapping.
0-7803-9091-1/05/$20.00 ©2005 IEEE Let {(xc, yz), i = 1, 2 ... n, be a set of training samples, where the ith example x¾ E PRC in a m-dimension input space belongs to one of the two classes labeled by y c {1, -1}. The goal of the SVM is to define a hyperplane in a high-dimensional feature space, which divides the set of samples in the feature space such that all the points with the same label are on the same side of the hyperplane. The mapping from the input space to the feature space is usually nonlinear. One important property of SVM [2, 12] is that it finds an optimal separating hyperplane so as to separate two classes of patterns with maximal margin. The generalization ability of SVMs is related to the margin with which it separates the classes. A modified version of SVM, the least squares support vector machine (LS-SVM) was proposed by [9] . The major difference of LS-SVM with SVM is that an L2 norm is taken with equality constraints so as to obtain a linear set of equations instead of a quadratic programming problem which is involved in formulating SVM. [3] proposed kernel dimensionality reduction (KDR), an algorithm for regression or classification problems. They treat the dimensionality reduction problem as that of finding a low-dimensional effective subspace for the explanatory variable x which retains the statistical relationship between x and the observation y, where y can be discrete or continuous. With a general nonparametric characterization of conditional independence via using the variable covariance on reproducing kernel Hilbert spaces, they proposed a contrast function for estimation of the effective subspaces. One advantage of KDR is that it requires neither assumptions on the marginal distribution of x, nor a parametric model of the conditional distribution of the observation. However, the contrast function of KDR involves the inverse of the kernel matrix and the computation complexity of this matrix inversion is generally of order 0(n3) where n is the number of training samples.
Our motivation lies in designing classifiers in feature space into which we have mapped the input using nonlinear kernel functions. To enable such classifiers, a desirable feature is that the classes mapped into the feature space should be as separable as possible with a linear separating hyperplane. One of the measures of such separability is the ratio of the squared between-class distance and the sum of the within-class variances of the classes mapped into this feature space and we choose it as a contrast function. The proposed algorithm maximizes this contrast function for a given dimension. The significance lies in reducing the complexity of dimensionality reduction to 0(n)) compared to O(n3) of KDR, whist maintaining comparable classification performance. The motivation of the dimensional reduction in this paper is to improve the classification performance for any SVM-based classifier. Maximization of the proposed criterion is equivalent to feature discriminant analysis (FDA) if the kernel induced mapping from the input space to the feature space is linear.
The layout of this paper is as follows. In Section 2, we briefly review the formulation of LS-SVM. In Section 3, we develop the dimensionality reduction method for clustered data by first presenting the contratst function and then addressing the algorithmic issues. In Section 4, we provide experimental examples to illustrate the performance of the proposed algorithm with a comparison to KDR. In addition, we apply the technique to face recognition and compare the results with the eigenface approach [11] .
Least Squares Support Vector Machines
Given a tranli-ing set {(x,y)}}j with input data x, E Rtm and class labels y Ec {-1, 1}, according to [9, 8] Since the evaluation of kernel matrix depends on the dimension of the input space, the dimension reduction of the input space can reduce the computational complexity of the training and formulation of LS-SVM classifiers.
Dimension Reduction for Clustered Data
Given a training set {(xT y)}L1 with input data xc £ Rm and class labels yW £ (-1, 14, the task of dimension reduction for kernel based classification is to find a matrix B E Rm" (r < m) with BTB = 4, such that the set {zj = BTTw}9, is separable with the largest posible margin by a hyperplane in the feature space. In this paper, we choose the ratio of the squared between-class distance and the sum of the within class variances of the training samples in the feature space as a criterion to be maximized under the constraint BTB = 4,. The constraint BTB = 4, is necessary in signal processing as demonstrated in [11] . Therefore,
where d denotes the between-class distance which is defined as the distance of the centers of the two different classes, iLe,
where w and b are obtained from (1) and (2) and T is the testing data. However, one never need evaluate w and y(.)
in the LS-SVM framework. By Lagrangian multiplier optimization methods, the solution of the minimization problem in the primal space can be obtained by solving the following linear system (see [8] for details)
and i24v 2 denote the within-class variances
Here, nt is the number of samples in cluster one with labels 1, n2 is the number of samples in cluster two with labels -1 and nt + nz2 = n. Also, without loss of generality, the samples {c-}In1 are organized such that the first nt samples are the samples in cluster one and the remaining are the samples in cluster two.
Throughout this paper, we use the Gaussian kernel (11) where W = 
where dz is the sum of the ith row of G. Then
This completes the development of the dimension reduction algorithm. Once we can find an optimal B, we can develop the classification approach in lower feature space based on the LS-SVM. Since the proposed reduction algorithm is a SVM-Oriented Dimension Reduction (SDR) approach, we will denote it as SDR in the rest part of this paper.
Computation Complexity
In order to estimate the complexity of the proposed algorithm, we first consider the evaluation of the Gram matrix.
It can be implemented as follows. For each step, the complexity order is less than or equal to 0(n2) Note that we assume that m < n. So the evaluation of the Gram matrix is of order 0(n2). Once G obtained, from equations (15,19,23,25,26 ), one can see that the evaluation of the cost function and its derivative is also of the order 0(n2) Hence, the computation complexity of the overall algorithm is of order 0(n2). Since the cost function of KDR involves the inverse of the kernel matrix with dimensionr n x n anld matrix in-version is generally an 0(n3) process1, the proposed algorithm has lower complexity than KDR.
Experimental Results

Application to Two Benchmark Datasets
In this section, we first report the application of the proposed ratio maximization algorithm and compare it with KDR on the two benchmark datasets from UCI benchmark repository [1] : a separable one, the Johns Hopkins university ionosphere(ion), and a noisy one, the Statlog heart disease(hea). The hea dataset consists of 270 samples with dimension 13 while the ion dataset consists of 351 samples with dimension 33. The experiments have been carried out for 100 randomizations, for each randomization 2/3 of the data is chosen for dimension reduction and for training of LS-SVM classifiers and the remaining 1/3 is used for testing. The LS-SVM algorithm is downloaded from bttp; lwww,esat,kaleaven,ac,belsista lssvmlab. Theoretically, we should train the hyper-parameters, i.e., the 'Theoretically, the complexity of matrix inversion can be reduced to O(&n 496 ) [7] kernel function parameter a (used in dimension reduction and SVM classification ) and the regularization constant j (used in the SVM classification) for each dimension-reduced dataset and therefore the optimal dimension reduction matrix B. Thus, the optimal hyper-parameters should be optimized alternately. For simplicity, in the training of LS-SVM classifiers, we choose the optimal hypterparameters as suggested in [4] regardless of the dimension reduction matrix B. The optimal chosen parameters for a and y are: a = 5.69, log10>(a) = -0.76 for the hea dataset, and a = 3.30, log ioQ}) = 0. 63 for the ion dataset. Figure 1 shows the average classification rates of 100 randomizations for various dimensions. The figure shows the classification rates of LS-SVMs for three cases: a), using all variables (no dimension reduction), b)> using the proposed ratio maximization to reduce the dimension and c), using KDR to reduce the dimension. Compared to using all variables, both ratio maximization and KDR maintain a comparable performance after dimension reduction while ratio maximization method performs better for the heart disease dataset and KDR performs slightly better for the ionrosphere dataset. Table 1 and Table 2 shows the time required to conduct KDR and the proposed algorithm with various samples and dimensions on the hea dataset. KDR is much more timeconsuming than the proposed algorithm as expected. Table  1 and Table 2 can approximately verify that the complexity of the proposed algorithm and KDR is of order 0(n)) and O(O) respectively.
Application to Face Recognition
Irn above experiment, the number of training samples is sufficiently large and there are only two classes for all the mization samples. Next, we will apply the proposed SDR algorithm to shown in Figure 2 were excluded as the excessive light casts the LS-SVM shadows on the background which requires preprocessing in practice.
Also the eigenface algorithm based on PCA from [11] is used in Yale training and testing implemented for comparison with the proposed face recognition approach based on the SDR since the eigenface approach has been broadly used [10] . The face recognition system in Figure 3 shows the implementation of the SDR with LS-SVM classifier. This system consists of 2 stages, namely training and recognition. Since the sample data size M is much smaller than its dimension and the rank of the data matrix is at most M, we use the PCA [5] The simulation results are shown in Table 4 . Figure 4 gives the average performance for these two approaches. One can see that from dimension 20 to 22, the SDR performs better on average than the eigenface approach. In detail, one can see from Table 4 Figure 5 and Figure 6 respectively. These figures showed that the performance is much better after SDR dimensional reduction. This illustrates that dimension reduction is necessary and can indeed improve the performance. [Online! h tp:/,/smod,m&diamitet /vdsumod /classeslmas622-OO/datasets. YALE University Face the feature space. After dimension reduction, the computation complexity of the formulating of the LS-SVM is then reduced. This algorithm has an advantage of computational efficiency while maintaining comparable performance compared to KDR for supervised learning. Further, we showed that the proposed approach can also applied to face recognition in which the number of training samples is small. The experiments show that dimensional reduction is necessary in face recognition and that the proposed technique can indeed improve the performance.
