Geochronology is essential for understanding Earth's history. The availability of precise and accurate isotopic data is increasing; hence it is crucial to develop transparent and accessible data reduction techniques and tools to transform raw mass spectrometry data into robust chronological data. Here we present a Monte Carlo sampling approach to fully propagate uncertainties from linear regressions for isochron dating. Our new approach makes no prior assumption about the causes of variability in the derived chronological results and propagates uncertainties from both experimental measurements (analytical uncertainties) and underlying assumptions (model uncertainties) into the final age determination. Using synthetic examples, we find that although the estimates of the slope and y-intercept (hence age and initial isotopic ratios) are comparable between the Monte Carlo method and the benchmark ''Isoplot" algorithm, uncertainties from the later could be underestimated by up to 60%, which are likely due to an incomplete propagation of model uncertainties. An additional advantage of the new method is its ability to integrate with geological information to yield refined chronological constraints. The new method presented here is specifically designed to fully propagate errors in geochronological applications involves linear regressions such as Rb-Sr, Sm-Nd, Re-Os, Pt-Os, Lu-Hf, U-Pb (with discordant points), Pb-Pb and Ar-Ar.
Introduction
Geochronology is an essential aspect of Earth sciences, and advances in this field have resulted in many breakthroughs in understanding the history of our solar system and the evolution of life on Earth [1] . In general, extracting geologically meaningful ages from rocks and minerals starts with sample collection, followed by sample processing, and isotopic ratio measurements via mass spectrometry. The raw isotopic ratios generated by mass spectrometers then need to be transformed into atomic ratios, and eventually into chronological dates with propagation of associated uncertainties (e.g., [2, 3] ). Over the past three decades, a great number of analytical innovations and instrumentation advances have emerged, which gave rise to unprecedented levels of accuracy and precision for isotopic ratio measurements as well as pioneering new radiometric systems for questions ranging from early solar system evolution to Anthropocene climate change. Advances in the precision and accuracy as well as the expansion of available geochronometers have been facilitated by a combination (often iteratively) of better analytical approaches and robust, transparent and accessible data reduction tools (e.g., [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] ). To more fully harness these technical improvements, it is critical to concomitantly develop data reduction techniques and appropriate visualization methods. Although there have been significant progresses made in data reduction techniques for U-Th-Pb and Ar-Ar systems [3, 6, 7, [14] [15] [16] [17] [18] [19] [20] , fewer advances have been seen in isochron dating, a method utilized for systems including Rb-Sr, Sm-Nd, ReOs, Pt-Os, Lu-Hf, U-Pb (with discordant points), Pb-Pb and Ar-Ar.
Isochron dating is based on linear regression in which one determines the slope, y-intercept and associated uncertainties of the best fitting line to the parent and daughter isotopic ratios (including their uncertainties and error correlations). The fundamental assumptions behind isochron dating include: (1) all co-genetic samples have near-identical initial daughter isotopic compositions; (2) samples begin accumulating daughter isotopes via radiogenic decay at the same time; (3) these samples remain closed in terms of both parent and daughter isotopes following the accumulation of the daughter isotope. A further requirement is that these samples should have variable parent isotope (or daughter isotope) ratios to define a line. This linear regression is routinely carried out by the ''Isoplot" program that is based on a Microsoft Excel macro [2, 21] and includes York's algorithm [22] [23] [24] . This algorithm performs a least-squares fit to data with normally distributed but correlated uncertainties, and assumes that the data points lie along a straight line (isochron) and offsets from this line are due to imperfect measurements, otherwise known as analytical uncertainties. In reality however, the data points might not fall on a straight line even if they could be measured perfectly because of differences in initial isotopic composition, varying ages and/or open system behavior, which we will refer as model uncertainties. To address this, the ''Isoplot" program uses two different techniques (additional options are discussed below) for error propagation and decides which one to use based on the probability of how well the data ''fits" to the line. If the probability of fit is satisfactory, ''Isoplot" assumes that analytical uncertainty is the only cause of scatter and uses York's algorithm to propagate only analytical uncertainties to produce a so-called Model 1 age. If the fit of the data to a common line is not satisfactory resulting in a violation of York's assumption (i.e., in the case of over-dispersion), ''Isoplot" uses an adapted regression that accounts for an unknown but normally distributed variation in the initial isotopic ratios of the samples [2, 25] , producing a Model 3 age. Though the users can choose the cutoff value between the two Models (between 0.05 and 0.3 with a default of 0.15), in the absence of additional geologic constraints, there is no standard criteria to choose this cutoff value, which can lead to inconsistencies in chronological results if this value is not properly documented.
''Isoplot" also offers a Model 2 solution in which case equal weights and zero error correlations are assigned to the samples, as opposed to those used in Model 1 and Model 3 where each sample has a weighting proportional to the inverse square of its analytical uncertainties (also accounts the error correlation). When the assumption that residuals (observed scatter) of the data-points from a straight line have a normal (Gaussian) distribution is invalid, ''Isoplot" has an option called ''Robust regression" which makes no assumptions about the cause(s) of the observed scatter of the data from a straight line. We do not discuss these two options further as they are rarely used and beyond the scope of this study.
As pointed out by Ludwig [26] , uncertainty determined by Monte Carlo sampling is the most reliable approach, therefore in this paper we propose an method to determine the slope, yintercept and their uncertainties, based on Monte Carlo sampling and simple linear regression. Unlike the Monte Carlo method in York et al. [24] , the proposed method here propagates not only analytical uncertainties, but also uncertainties arising from the underlying assumptions (model uncertainties). This approach differs from Model 1 and Model 3 solutions from Isoplot as our new method propagates uncertainties in a consistent manner regardless of the probability of fit and hence avoids subjective choosing of the cut-off value discussed above. Our method can be applied to data with any goodness of fit and distinguishes between analytical and model uncertainties. This paper discusses three key aspects: (1) the Monte Carlo based method; (2) the examination of differences and similarities to Isoplot; and (3) the use of a synthetic dataset to demonstrate the potential to integrate independent geological information for refined chronologic constraints.
Monte Carlo simulation

Experimental data and their uncertainties
The parent and daughter isotopic ratios (x, y) of a sample are measured experimentally, with their uncertainties (dx, dy) inherited from the analytical procedure. Additionally, the uncertainties of the parent and daughter isotopic ratios are typically correlated due to the utilization of a common isotope for converting absolute atomic numbers into isotopic ratios (e.g., 86 Nd), which is quantified by a correlation coefficient denoted by q or rho [27] . Experimental data with the same parent and daughter isotopic ratios and uncertainties, but variable error correlations are graphically illustrated in Fig. 1a as error ellipses at the 2-sigma level (all uncertainties are presented at the 2-sigma level in absolute values unless otherwise stated). By definition, a high error correlation indicates that the sources of dx and dy are predominately from one contributor, which for isotope geochemistry is likely to be caused by analytical uncertainty of the stable isotope used to convert absolute atomic numbers into isotopic ratios. As emphasized by Ludwig [26] and illustrated in Fig. 1a , the 2-sigma error ellipses including error correlation extend farther than the 2-sigma range of dx and dy, which is a non-intuitive characteristic of joint distributions. As such, excluding error correlations for linear regressions will yield an incorrect uncertainty for the slope and its uncertainty [28] . Hence it is critical to report and use accurate error correlations for the experimental data in all geochronological studies which can be estimated through differentiation and observation [2] . The analytical uncertainties with error correlation can also be presented as probability density functions (PDFs, Fig. 1b ). This probability density function is the basis for the resampling process used in our Monte Carlo method.
Propagation of analytical uncertainties
We demonstrate the principles of our Monte Carlo based technique using a synthetic example consisting of five samples. The parent and daughter isotopic ratios and associated uncertainties including error correlations of the five samples are graphically illustrated in Fig. 2a as error ellipses. To propagate analytical uncertainties, we perform the following steps:
(1) For each of the five samples, we randomly select a coordinate from its corresponding probability density function as that defined in Fig. 1b . Each sampled coordinate is considered to be a pair of absolute values without uncertainty (Fig. 2a) ; (2) Once a coordinate has been selected for each of the five samples, the parameters (slope and y-intercept) of the regression line are determined ( Fig. 2a) following a least-square estimation [29] . The slope and y-intercept of this regression line is plotted in Fig. 2b ; (3) Repeating steps 1 and 2 yields a distribution representing the probability of slope and y-intercept of the five samples. By increasing the iteration times ( Fig. 2c , e), the shape of the resulting probability distribution becomes apparent ( Fig. 2d, f) . We acknowledge here that more iterations will yield a more accurate distribution, but will also increase computing time. A discussion on how to balance the iteration time and computing resource is presented in Section 2.4 below.
This approach only propagates analytical uncertainties but not uncertainties from the linear regression itself. This is illustrated by the example in Fig. 3 . For a dataset consisting of five samples that have no analytical uncertainty and do not plot on a common line (Fig. 3a) , using the above algorithm will result in no uncertainty for the slope and y-intercept (Fig. 3b) , which is not a plausible result because the fitted line does not pass through all the five samples. We term these non-analytical uncertainties as the model uncertainty. The primary contributors of this model uncertainty include differences in the initial isotope composition, ages, or those which arise from open isotopic system behavior violating the fundamental assumptions behind isochron dating. In realistic scenarios it is likely that both analytical and model uncertainties will be present at some level though careful selection of samples and refined measurements maybe used to minimize their effect. Using the simple Monte Carlo algorithm described above which only propagates analytical uncertainties and fails to capture this extra source of uncertainty. We therefore propose an extension of our method to account for this as described below.
Propagation of model uncertainties
Uncertainties for the slope and y-intercept of the regression line in each sampling step in Section 2.2 ( Fig. 2) are calculated as standard errors following that of James et al. [29] . Further, these uncertainties are correlated as defined by the correlation coefficient (C):
where n is the number of samples (e.g., 5 for the example in Fig. 2) , and x i denotes the sampled point's x-axis. Knowing these uncertainties and error correlation for each sampling step, it is possible to include them by replacing the outcome of each sampling step by a new probability density distribution. This process is illustrated in Fig. 3 , where one of the outcomes from the sampling step ( Fig. 3b ) is replaced by a new probability density distribution (Fig. 3d) . For input data with analytical uncertainties (Fig. 3e) , when model uncertainties are included for all simulations, a final distribution (blue in Fig. 3f ) is obtained. This final distribution includes both analytical and model uncertainties, and we term them as total uncertainties. In the presence of both analytical uncertainties and model uncertainties, we cannot determine exactly whether the scatter in the final distribution is inherited from analytical uncertainties or caused by model uncertainties, or a combination of both.
Statistical analysis is applied to the final distribution to quantify the uncertainties for data interpretation. We use the means and two standard deviations of the slope and y-intercept, plus the correlation between them, to assess the significance of this final distribution. Additionally, the contribution of analytical uncertainties to the total uncertainties (analytical + model uncertainties) could be assessed. Here we emphasis that as discussed above, analytical uncertainties could be an additional source of model uncertainties, hence the contribution only can be assessed semi-quantitatively.
The advantage of this method is that regardless of the degree of fit, both analytical and model uncertainties are propagated into the final distribution. In other words, the degree of fit is not a prerequisite to alter the strategy of error propagation. As such, the proposed method ensures that quoted uncertainties can be fairly compared as they are calculated in a consistent manner.
The iteration times
To achieve a representative final distribution for the given sample set, a high number of iterations are required at the expense of consuming more computing resources and time. In this regard, the iteration times should be balanced between the accuracy of the final distribution and the simulation time. Here we monitor the mean and standard deviation of the final distribution and stop iteration once this mean and standard deviation are stabilized. Our preliminary experiment suggests that an iteration count of about 10 6 is sufficient in most cases, and could be increased when necessary.
Comparison with Isoplot
It is important to compare the results from the Monte Carlo based approach with those from the Isoplot program to understand differences in the assumptions and how they propagate into the resultant age estimations. In the following section, we construct a synthetic experimental data set to highlight the magnitude of these differences and explore implications in isochron dating.
Synthetic experimental dataset
Using the Re-Os isotopic system as an example, where 187 Re decays to 187 Os with a decay constant of 1.666 Â 10 -11 a -1 [30, 31] , we generate synthetic examples for the experiment (Table 1) . To be representative of geological scenarios, the examples are designed to cover plausible scenarios in isochron dating, as represented by the probability of fit which varies between 0 and 1 (Fig. 4) . For uncertainty propagation using the Isoplot program, we follow the default approach in the Isoplot program to set the cut-off value as 0.15. As can be seen from the following discussion, using different cut-off values should not bias our conclusion. Below we outline the approaches generating these examples.
( Os) at present day are randomly selected following uniform distributions between 100 and 1,000. Specifically, for each example, we first randomly pick a lowest ratio and a highest ratio which lie between 100 and 1,000. Afterwards, we randomly pick n-2 ratios following a uniform distribution between that lowest ratio and highest ratio. The purpose of this specific approach is to guarantee that for these examples, the variety of the parent isotopic ratios (spread of the isochron) in each example follows a uniform distribution. (4) The daughter isotopic ratios (e.g., 187 Os/ 188 Os) at present day of the n samples are calculated individually following Eq. (2) using the t, initial daughter isotopic ratio and parent isotope ratios generated in step 1, 2 and 3, respectively. (5) We then introduce scatter to the daughter isotopic ratios by adding or subtracting a value ranging from 0.2% to 1.2% of the corresponding daughter isotopic ratios following uniform distributions, and the decision whether to add or subtract is also random. Note that this scatter serves to imitate model uncertainties. The model uncertainties are introduced through modifying the daughter isotopic ratios, which cover all the potential causes of model uncertainties including variations in initial isotopic composition and age, as well as open system behaviour to the isotopic system and imperfect measurements. (6) The 2-sigma relative uncertainty (i.e., percentage uncertainty) of the parent and daughter isotope ratios are randomly assigned between 0.2% and 1% following uniform distributions, with their error correlations randomly given between 0.4 and 0.999, which also follow uniform distributions.
The data generated above are processed by our new Monte Carlo method as well as the Isoplot program. Therefore, one age and one initial isotopic composition plus their associated uncertainties (2-sigma) will be obtained from the Isoplot program either following Model 1 (p > 0.15) or Model 3 (0 < p < 0.15) solutions. For the Monte Carlo simulation, one age, one initial isotopic ratio, and associated total uncertainties (analytical uncertainties + model uncertainties) are obtained for each example. We perform this process 10,000 times, and as expected, the probability of these examples varies between 0 and 1 with the corresponding Mean Square Weighted Deviation (MSWD) ranging from >10 to 0.
Results from Monte Carlo method and the Isoplot program
Regardless of which linear regression tool is employed, the slopes and y-intercepts, hence ages and initial isotopic ratios, are the same (Fig. 4a-d) . Minimal scatter exists when the spread in the synthetic data points is limited, which renders an accurate age estimation difficult. Notably, uncertainties obtained from the Monte Carlo simulation are consistently larger than those from the Isoplot program (Fig. 4e, f) . Here we use the R MC/Iso to illustrate these results, where R MC/Iso equals to age uncertainties (total) from the Monte Carlo method divided by age uncertainties from the Isoplot program. When p decreases from 1 to 0.15, the running mean of R MC/Iso increases from 2 to 2.5, and indicates a progressively increasing degree of underestimation of uncertainties by the Isoplot program. When p decreases from 0.15 to 0, we observe a significant decrease in the running mean of the R MC/Iso from $2 to $1.5, and then gradually decrease to >1. This relationship can further be illustrated by plotting R MC/Iso as a function of MSWD (which is dependent on p, Fig. 4f) , and shows that R MC/Iso reduce from 2.5 to 1.5 as the MSWD increases from 1.3 to 2.5, ultimately R MC/Iso approaches one when the scatter is sufficiently large (i.e., MSWD >> 2.5). A notable feature here is the abrupt change in the relationship between R mc/Iso and probability (or MSWD in equivalent) when p approaches 0.15. Such an abrupt transition is mainly due to the contrasting error propagation strategies in Isoplot caused by the utilization of an arbitrary cut-off value.
These results indicate that uncertainties following the Model 1 scenarios in the Isoplot program are underestimated by 50%-60% compared to total uncertainties derived from the Monte Carlo method (as calculated by the difference between the uncertainties relative to the Monte Carlo based total uncertainties). For the Model 3 age in Isoplot, the uncertainties can also be underestimated by as much as 60%, though uncertainties become more comparable for increasing MSWD.
An underestimation of uncertainty could be detrimental in geological studies when high temporal resolution is essential. For example, when verifying the relationship between two geological processes that are indistinguishable in time (e.g., 1,000 ± 0.6 Ma and 999 ± 0.6 Ma), an underestimation of the uncertainties by 50% will yield ages of 1,000 ± 0.3 Ma and 999 ± 0.3 Ma, which could lead to a conclusion that the two geological events were not contemporaneous in time, hence rejecting a direct causal link between them. In contrast, with full propagation of the uncertainties, a potential causal link cannot be ruled out.
We speculate that the underestimation of uncertainties in the Model 1 ages arises from only considering analytical uncertainties without incorporating model uncertainties. This is supported by the observations that the analytical-only uncertainties from the Monte Carlo based method are comparable (though slightly larger, discussed below) to those from the Model 1 scenario in Isoplot program (Fig. 4g, h ). The underestimation of uncertainties in the Model 3 ages is less transparent, but most likely due to an incomplete propagation of model uncertainties.
A further feature is that when p > 0.15, the analytical only uncertainties from our Monte Carlo method are slightly larger than those from the Model 1 solution (Fig. 4g, h ). Such a discrepancy is expected based on York et al. [24] -the uncertainties from Monte Carlo method only becomes comparable with those from the least square method when sampling the least-squares-adjusted data points (i.e., the projection of the observed data point onto the isochron) by Monte Carlo, rather than sampling the observed data points as has been done here.
Potential to integrate geological information
An additional advantage of using the Monte Carlo based method is that the resulting distribution of age and initial isotopic ratios can be adjusted to integrate with geological information and produce improved chronological constraints. We demonstrate this by using a synthetic example consisting of 12 samples. Os ratios and associated uncertainties including error correlations (Table 2 ) are used to determine their Os = 0.600 ± 0.063), but uncertainties from the Isoplot program are significantly smaller as discussed above. If there is evidence that these samples are younger than 541 Ma, i.e., based on independent geological constraints, it is reasonable to discard regression results that are older than 541 Ma from the final distribution (Fig. 5) . By doing so, the final distribution is altered, and skewed to younger ages and higher initial isotopic ratios (Fig. 6) . If we consider quantiles to interpret uncertainties for this distribution, the age estimate changes to 539 þ2 À6 Ma and the initial isotopic composition is 0:616 þ0:026 À0:035 at the 95% percentile level. Similarly, if the initial isotopic ratio can be independently constrained, this information can also be integrated into the Monte Carlo method. This approach is analogous to a common practice in isochron dating, where a sample or a mineral containing low or negligible parent isotope is selected together with samples bearing high parent isotope for isochron dating (e.g., using matrix and garnet with low and high 176 Lu/ 177 Hf ratios, respectively for Lu-Hf dating; using plagioclase and pyroxene with low and high 147 Sm/
144
Nd ratios, respectively for Sm-Nd dating), through which the y-intercept of the isochron is ''fixed" by the sample (e.g., matrix and plagioclase) plotting near or at the y-intercept. It is possible that the independent constrained geological information would also have uncertainties or follow a certain distribution, these also can be considered in our Monte Carlo method.
In addition, with semi-quantitatively constrained contributions of analytical uncertainties to the total uncertainties, the new method provides guidance on how to yield refined chronological constrains. For example, if the uncertainties are dominated by analytical approaches, then improving experimental techniques would be an obvious next step to generate improved chronological information. In contrast, if analytical uncertainty is not the primary contributor to the total uncertainty, then the studied samples may not meet the criteria for isochron dating, and better sampling strategy would be the solution for refined chronological constrains.
Conclusions
A Monte Carlo based method is developed to estimate parameters (slope, y-intercept) in linear regression with full propagation of their uncertainties, which is then applied to data reduction for isochron geochronology. Crucially, the new method propagates both analytical and model uncertainties in a consistent manner, and also allows for the user to employ a posteriori geological criterion to yield refined chronological constrains and interpret the significance of the analytical/model uncertainty. Using a synthetic data set, results obtained from the Monte Carlo method and those from the Isoplot program are compared. The comparison indicates that although the estimates of the slope (age) and y-intercept (initial isotopic ratio) from both methods are similar, uncertainties following the Model 1 approach in the Isoplot program are underestimated by $60%. For Model 3 solution in the Isoplot program, the uncertainties can be underestimated by as much as 60% depending on the goodness of fit, and the results from the two methods only start to converge when the goodness of fit approaches 0 (i.e., MSWD >> 2.5). We further demonstrate that geological information can be integrated into our Monte Carlo based method to yield improved chronological constraints. In this example, we assume that the samples are younger than 541 Ma from independent constraints, and hence simulation results >541 Ma could be removed to yield a better constrained chronological result. The approach demonstrated here is analogous to a common practice in isochron dating, where a sample or a mineral containing low or negligible parent isotope is selected together with samples bearing higher parent isotope for isochron dating, through which the y-intercept of the isochron is ''fixed" by the sample plotting near or at the y-intercept.
