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Abstract—This work investigates the use of deep learning
to perform user-cell association for sum-rate maximization in
Massive MIMO networks. It is shown how a deep neural network
can be trained to approach the optimal association rule with
a much more limited computational complexity, thus enabling
to update the association rule in real-time, on the basis of the
mobility patterns of users. In particular, the proposed neural
network design requires as input only the users’ geographical
positions. Numerical results show that it guarantees the same
performance of traditional optimization-oriented methods.
I. INTRODUCTION
5G wireless networks are scheduled to be rolled-out in only
a couple of years. The envisioned need of serving a very high
number of devices makes it urgent to increase the data rate
by a factor 1000 [1]. Massive MIMO is considered as a key
5G technology to achieve this ambitious goal [2]–[5], thanks
to its ability to simultaneously serve many users by means of
spatial multiplexing.
Several recent contributions have addressed the issue of
optimally determining the association between mobile users
and base stations (BSs) in multicell heterogeneous networks.
In [6], the user-cell association is optimized in Massive
MIMO heterogeneous networks with the aim of maximizing
the network sum-utility, ensuring fairness among the users.
Sum-utility maximization through user-cell assignment is also
performed in [7], [8], where both centralized and distributed
solutions are developed. In [9], the problem of joint power
and assignment allocation for power minimization subject to
rate constraints is analyzed. It is shown that the problem
can be cast as a linear program solvable with relatively low
complexity. The problem of user association is addressed in
[10] in the context of Massive MIMO systems powered by
wireless power transfer. User association and power control are
optimized in [11] to achieve a trade-off between spectral and
energy efficiency in Massive MIMO heterogeneous networks.
Joint transmit power and assignment design is also performed
in [12], following a proportional fairness approach. User-cell
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association is optimized in [13] with the goal of maximizing
the sum energy efficiency of Massive MIMO heterogeneous
networks. In [14], the goal is to maximize the system sum-rate,
and the user-cell assignment is optimized in Massive MIMO
using nested antenna arrays. In [15], the impact of backhaul
capacity constraints on the association problem is analyzed.
In [16] a convolutional network is used to estimate the users’
positions and perform user-cell assignment.
A common feature of all the aforementioned solutions is that
they require to recompute the optimal association rule anytime
the propagation scenario changes, either following fast-fading
channel realizations, or, more realistically, focusing on the
slow-fading effects such as users’ mobility and/or shadowing.
However, even focusing on slow-fading channel realizations,
it is still necessary to update the optimal assignment whenever
the slow-fading channel characteristics vary. In large cellular
networks with many users, as envisioned for Massive MIMO
networks, this entails a considerable complexity overhead,
ultimately impairing a true real-time user-cell assignment.
Motivated by this, the main contribution of this work is to
show that the user-cell association can be performed in real-
time in realistic Massive MIMO networks, by using a deep
learning framework. Particularly, we show how deep artificial
neural networks (ANNs) can be trained to compute the optimal
user-cell association based only on the mobile users’ positions
in the service area, and how this can be accomplished with
much lower complexity than that required by traditional user-
cell association approaches. Numerical results are provided
to confirm the merits of the proposed method in a realistic
Massive MIMO network setup.
II. SYSTEM MODEL
Consider the uplink of a Massive MIMO network composed
of M cells, the BS of each cell comprising N antennas to
communicate with K single-antenna UEs. We call hjlk ∈ CN
the channel from BS j to UE k in cell l within a coherence
block and assume that [4]
hjlk ∼ NC
(
0N ,R
j
lk
)
(1)
where Rjlk ∈ CN×N is the spatial correlation matrix, assumed
to be known at the BS. The Gaussian distribution models
the small-scale fading variations, while Rjlk describes the
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macroscopic propagation characteristics. The normalized trace
βjlk =
1
M tr(R
j
lk) is the average channel gain from an antenna
at BS j to UE k in cell l. Uncorrelated Rayleigh fading with
Rjlk = βjlkIN is a special case of this model, but Rjlk is in
general not diagonal [3], [4].
A. Channel estimation
We assume that the BS and UEs are perfectly synchronized
and operate according to a time-division duplex (TDD) proto-
col where UL reception is preceded by a pilot-based channel
estimation phase with pilot sequences of length τp. We assume
that each cell is associated with K orthogonal sequences. The
pilot associated with UE k in cell j is denoted by φjk ∈ Cτp
and has unit norm φHjkφjk = 1. Channel estimates at BS j are
obtained from the received pilot signal Ypj ∈ CM×τp , given
by [4]
Ypj =
K∑
i=1
√
phjjiφ
T
ji︸ ︷︷ ︸
Desired pilots
+
M∑
l=1,l 6=j
K∑
i=1
√
phjliφ
T
li︸ ︷︷ ︸
Inter-cell pilots
+ Npj︸︷︷︸
Noise
(2)
where p is the transmit power and Npj ∈ CM×τp is thermal
noise with i.i.d. elements distributed asNC(0, σ2). If the statis-
tics are known, the minimum mean-squared error (MMSE)
estimator of hjli can be computed as follows.
Theorem 1: The MMSE estimate of hjli is
hˆjli = R
j
li
(
Qjli
)−1( 1
τp
√
p
Ypjφli
)
(3)
where Ypj is given in (2) and
Qjli =
∑
l′∈Pl
Rjl′i +
1
τp
σ2
p
IM . (4)
The estimation error h˜jli = h
j
li− hˆjli is independent of hˆjli and
has correlation matrix Cjli = E{h˜jli(h˜jli)H} = Rjli −Φjli with
Φjli = R
j
li(Q
j
li)
−1
Rjli.
B. Spectral Efficiency
An achievable SE is any number that is below the capacity.
While the classical “Shannon formula” cannot be applied when
the receiver has imperfect CSI, there exist well-established
capacity lower bounds that can be used [4], [5].
Theorem 2: If MMSE channel estimation is used, an UL
SE of UE k in cell m is
SEk,m =
τu
τc
E {log2 (1 + γk,m)} [bit/s/Hz] (5)
with τu/τc accounting for the fraction of samples used for UL
data and
γk,m=
|vHmkhˆmmk|2
vHmk
(
M∑
l=1,l 6=j
K∑
i=1
hˆmli (hˆ
m
li )
H
+
K∑
i=1,i6=k
hˆmmk(hˆ
m
mk)
H
+Zm
)
vmk
(6)
where Zm =
∑M
l=1
∑K
i=1(R
m
li −Φmli ) + σ
2
p IM .
Two popular heuristic linear detectors are maximum-ratio
(MR) combining
VMRm , [vj1 . . . vjK ] = Ĥmm (7)
with Ĥmj = [hˆ
m
m1, . . . , hˆ
m
mK ] and zero-forcing (ZF) combining
[5]. Instead of resorting to heuristics, we notice that the SINR
in (5) has the form of a generalized Rayleigh quotient. Hence,
the maximum is achieved by [3]:
VM−MMSEm , [vm1, . . . ,vmK ]=
(
M∑
l=1
Ĥml (Ĥ
m
l )
H
+ Zm
)−1
Ĥmm.
(8)
This optimal combining scheme was introduced in [3], [17]
and called multicell MMSE (M-MMSE) combining. The “mul-
ticell” notion was used to differentiate it from the single-cell
MMSE (S-MMSE) combining scheme [18], which is widely
used in the Massive MIMO literature. Next, we consider both
MR and M-MMSE combining.
C. Problem Formulation
Denoting by ρk,m the binary variable taking value 1 when
user k is served by BS m and zero otherwise, the system
sum-rate is expressed as
SR = B
τu
τc
K∑
k=1
M∑
m=1
ρk,m log2(1 + γk,m) (9)
with B denoting the communication bandwidth. The aim of
this work is to maximize the sum-rate in (9) with respect to
the assignment variables ρ = {ρk,m}k,m. This leads to the
optimization problem:
max
ρ
K∑
k=1
M∑
m=1
ρk,m log2(1 + γk,m) (10a)
s.t.
M∑
m=1
ρk,m ≤ 1 ,∀ k = 1, . . . ,K (10b)
K∑
k=1
ρk,m ≤ dm, ∀ m = 1, . . . ,M (10c)
ρk,m ∈ {0, 1} , ∀ m = 1, . . . ,M, ∀ k = 1, . . . ,K (10d)
wherein (10b) and (10c) ensure that each user can be associ-
ated to only one BS and that each BS can serve at most dm
users, while (10d) is due to the integrality of the association
variables. In particular, (10c) can be used to enforce specific
load balancing policies, constraining the maximum number of
users that can be served by each BS. Of course, it should
be ensured that
∑M
m=1 dm ≥ KM in order for (10c) to be
feasible.
Problem (10) can be seen as a linear integer program,
for which a general solution method is the branch-and-cut
algorithm, that requires solving a series of continuous re-
laxations of (10). Nevertheless, solving (10) turns out to be
computationally easier. Indeed, the facts that ρk,m ∈ {0, 1}
for all k and m, and that dm is an integer number for all
Hidden layerInput layer Output layer
Fig. 1. General scheme of a deep feedforward ANN with fully-connected
layers.
m, imply that the constraint matrix of (10) is totally uni-
modular, and thus the global solution of (10) coincides with
the global solution of its continuous relaxation. Therefore,
applying the relaxation ρk,m ∈ [0, 1] in (10) leads to a
continuous linear problem, which can be solved with polyno-
mial complexity by standard linear programming, and whose
solution is also the global solution to (10). However, although
enjoying polynomial complexity, the number of variables in
(10) amounts to KM2, which makes it challenging to solve
(10) in real-time in typical Massive MIMO networks where a
large number of users must be served. Moreover, the optimal
association changes each time at least one of the users changes
its position. This requires to solve (10) once again and before
yet another change in the users’ positions occurs. In order to
address this issue, next section shows how (10) can be solved
with a complexity amenable to real-time user-cell association
optimization by resorting to the use of deep ANNs.
III. SUM RATE MAXIMIZATION BY DEEP LEARNING
The proposed approach builds on the result that fully-
connected feedforward ANNs are universal function approxi-
mators [19], [20] and on the fact that the association problem
in (10) can be regarded as that of estimating an unknown map
from the users positions in the service area, expressed as the
coordinate pairs {(xk,m, yk,m)}k,m, and problem parameters
{dm}m, to the optimal association rule ρ∗ ∈ {0, 1}KM ,
namely
F : a = {xk,m, yk,m, dm}k,m ∈ R(2K+1)M → ρ∗. (11)
Then, an ANN can be trained to learn the unknown map (11),
according to the architecture shown in Fig. 1. Specifically, the
input layer has (2K + 1)M neurons that forward the input
vector a to the rest of the ANN, which is composed of L
hidden layers, and an output layer with KM neurons providing
an estimate ρANN of ρ∗. For all ` = 1, . . . , L + 1, the `-th
layer is composed of N` neurons, with neuron n computing
z`(n) = fn,`
(
wTn,`z`−1 + bn,`
)
(12)
wherein z` denotes the N`+1 × 1 output vector of Layer `,
wn,` ∈ RN`−1 and bn,` ∈ R are neuron-dependent weights
and bias terms, while fn,` is the activation function of neuron
n in layer `.
The goal is to configure the weights and bias terms of the
ANN in such a way that the input-output relationship of the
ANN emulates the map between a and ρ∗, so that the ANN
output ρANN is a reliable estimate of ρ∗. This can be achieved
by training the ANN as described next.
A. ANN training
In order to successfully train the ANN, it is required to
have a training set containing multiple pairs {(ρ∗nt,ant)}NTnt=1,
with ρ∗nt being the optimal association when the input is
ant. Then, denoting by ρnt(W,b) the actual ANN output
corresponding to the training input ant, with W = {wn,`}n,`
and b = {bn,`}n,`, the training process consists of minimizing
the loss between actual and desired output, namely solving:
min
W,b
1
NT
NT∑
nt=1
L(ρnt(W,b),ρ∗nt) (13)
with L(·, ·) any suitable measure of the distance between the
nt-th true and actual training sample, e.g. the mean squared
error. This can be accomplished by means of gradient-based
descent algorithms, i.e. iteratively updating the parameters
according to the formulas:
W(t+ 1) = W(t)− α∇L(W(t)) (14)
b(t+ 1) = b(t)− α∇L(b(t)) (15)
with α the learning rate.
Once the parameters W and b are configured, the ANN can
estimate the optimal user-cell association also for new, i.e. not
contained in the training set, input vectors a. As a result, every
time the positions of the users in the network change, the new
association rule can be computed by simply feeding the new a
to the ANN, without having to actually solve (10). As further
elaborated next, this grants a huge complexity reduction and
enables to update the user-cell association in real-time as the
mobile users move around the coverage area.
B. Online implementation and complexity
The complexity of the proposed method depends on two
main tasks:
(a) Use the trained ANN to compute the user-cell association.
(b) Building the training set and implementing the training
procedure.
Among the two tasks above, computing the output of a trained
ANN is by far the least complex. Indeed, once the ANN
is trained, the output is essentially obtained by computing∑L+1
`=1 N`−1N` real multiplications
1 and evaluating
∑L+1
`=1 N`
activation functions. Essentially, it can be seen that the trained
ANN provides a closed-form expression that relates the user-
cell association to the users’ positions in the area to serve.
Moreover, it is worth-observing that, thanks to the fact that the
proposed ANN operates based on the users positions, it does
not require to compute the KM2 rates of each user towards
1The complexity related to additions is neglected as it is much smaller than
that required for multiplications.
every possible BS. Instead, only the 2KM real numbers
defining the users’ position coordinates are required.
The training algorithm requires implementing a gradient-
based algorithm, which might be computationally intensive
for large training set sizes. However, the complexity is greatly
diminished by the use of stochastic gradient descent algo-
rithms, which evaluate the gradients over random subsets
of the complete training set, called mini-batches [20, Ch.
8], and leveraging the back-propagation algorithm [20, Ch.
6.5], which greatly speeds up gradient computations, enabling
parallel computing, and ultimately making the complexity of
implementing the training algorithm well affordable.
On the other hand, most of the complexity of the training
phase lies in the task of building the training set. Indeed,
in order to build the training set, it is necessary to actually
solve Problem (10) for many different realizations of the
users positions a, which requires using traditional optimization
theory. At a first sight, this might seem to defeat the purpose
of using the proposed ANN-based approach, but this is not
the case for two main reasons:
• The training set can be generated off-line. Thus, a much
higher complexity can be afforded and real-time con-
straints do not apply.
• The training set can be updated at a much longer time-
scale than the rate at which the users’ positions in the
network vary. In other words, the training set can be
updated at a much longer time-scale than that at which
Problem (10) should be solved if traditional resource
allocation approaches were used.
These considerations support the claim that the proposed
ANN-based approach grants a huge complexity reduction
over traditional approaches, enabling to update the users-cell
association following the users’ mobility in the service area.
IV. NUMERICAL ANALYSIS
The performance of the proposed ANN has been numer-
ically analyzed considering the uplink of a Massive MIMO
system wherein 4 BSs are deployed in a square area with edge
1 km at points with coordinates (250, 250) m, (250, 750) m,
(750, 250) m, (750, 750) m, serving 40 users randomly placed
in the coverage area. Each BS is equipped with NR = 64
antennas, while all mobile users have a single antenna. A
uniform uplink power p of 20 dBm is considered for all users,
while a common receive noise power σ2 of −94 dBm is
assumed for all BSs. The communication bandwidth is 20 MHz
and the propagation channels follow the local scattering model
[4].
A training set of NT = 155000 samples has been generated
considering independent realizations of the users’ positions in
the service area, and solving the corresponding instance of
Problem (10), with dm = 15 for all m. The training will
be provided upon request while the Matlab code available
online at https://github.com/lucasanguinetti/ allows to generate
further samples. In particular, the 140000 data samples have
used as training set, while the remaining 15000 samples
have been used as validation set for hyperparameter tuning.
A feedforward ANN has been used, having L = 3 fully
connected layers with 128, 64, 64 neurons, respectively, plus
an output layer with KM = 40 neurons. Layers 1 and 3 have
a ReLU activation function, while Layer 2 and the output layer
have a sigmoidal activation function. The ADAM training
algorithm with Nesterov’s momentum has been employed for
training [21], using the mean squared error as loss function
i.e.:
MSE =
1
NTR
NT∑
nt=1
‖ρnt − ρ∗nt‖2 . (16)
The training algorithm has been implemented using the open
source python library Keras https://keras.io, setting the number
of training epochs to 50. The code is available online at
https://github.com/lucasanguinetti/. The MSE obtained over
the training and validation sets are reported in Tab. IV versus
the epoch number. It is seen that the ANN neither underfits
nor overfits the training data.
Training MSE Validation MSE
Epoch 1 0.0116 0.0113
Epoch 5 0.0100 0.0116
Epoch 10 0.0093 0.0104
Epoch 15 0.0091 0.0096
Epoch 20 0.0090 0.0091
Epoch 25 0.0089 0.0089
Epoch 30 0.0087 0.0092
Epoch 35 0.0085 0.0087
Epoch 40 0.0083 0.0089
Epoch 45 0.0082 0.0087
Epoch 50 0.0081 0.0090
After training and validation, the performance of the re-
sulting ANN has been evaluated over a test set of 15000
data samples that has been independently generated from the
training and validation sets. For each test sample, denoting
by ρANN = {ρk,m}k,m the ANN output, user k has been
associated to BS m¯ if m¯ = arg maxm ρk,m, and then the
resulting sum-rate performance has been compared to the
optimal solution of Problem (10).
Fig. 2 shows the cumulative distribution function (CDF)
of the average users’ rate over the test set for the following
schemes:
• ANN-based association with MMSE reception.
• Optimal association with MMSE reception.
• ANN-based association with MR reception.
• Optimal association with MR reception.
It is seen that in all cases the proposed ANN-based method
is able to achieve virtually optimal performance with MMSE
reception granting better performance than MR reception, as
expected.
Fig. 3 considers a similar scenario as Fig. 2, but shows the
CDF of the mean squared error over the test set. Interestingly,
it is observed that the error when M-MMSE reception is
used is lower than when MR reception is employed, which
implies that the ANN-based association performs better when
the most performing reception scheme is used. This fact can
be intuitively explained observing that the use of the M-
MMSE receiver grants a better interference suppression than
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Fig. 2. CDF of the average users’ rate over the testset for the ANN-based
approach and the optimal allocation, with MMSE and MR reception.
MR reception. In turn, this tends to decouple the allocation
problem over the users and BSs, thus simplifying the structure
of the optimal allocation which can be more easily learnt by
the ANN.
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Fig. 3. CDF of the MSE over the testset for M-MMSE and MR reception.
V. CONCLUSIONS
This work investigated the use of deep learning for sum-
rate maximization by user-cell association in Massive MIMO
networks. Leveraging the universal approximation property of
feedforward ANNs, it showed that a relatively small ANN is
able to learn the optimal user-cell assignment based only on
the users’ positions in the service area. The use of an ANN
grants huge complexity reductions in the assignment procedure
compared with traditional approaches, thereby enabling to
update the association rule in real-time, tracking the users’
mobility pattern.
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