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1. Введение
Развивая подход, описанный в работах [1,2,11–13], рассмотрим задачу проверки
простой гипотезы
H0 : 𝜃 = 0 (1.1)
против последовательности близких сложных альтернатив вида
H𝑛,1 : 𝜃 =
𝑡√
𝑛
, 0 < 𝑡 < 𝐶, 𝐶 > 0 (1.2)
на основе выборки (𝑋1, . . . , 𝑋𝑛) из независимых одинаково распределенных на-
блюдений, имеющих распределение Лапласа с плотностью
𝑝(𝑥, 𝜃) =
1
2
𝑒−|𝑥 − 𝜃|, 𝜃 ∈ R1. (1.3)
Распределение Лапласа широко применяется в прикладной статистике. Естествен-
ность возникновения этого распределения обоснована в работах [4] и [7].
Для каждого фиксированного 𝑡 > 0 обозначим через 𝛽*𝑛(𝑡) мощность наилуч-
шего критерия размера 𝛼 ∈ (0, 1). По лемме Неймана-Пирсона (см. [9], например,
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стр. 94) такой критерий существует и он основан на логарифме отношения прав-
доподобия
Λ𝑛(𝑡) ≡
𝑛∑︁
𝑖=1
(︁
|𝑋𝑖| − |𝑋𝑖 − 𝑡𝑛−1/2|
)︁
. (1.4)
Рассмотрим статистику
𝑇𝑛 =
√
2𝑘 𝜁𝑛, (1.5)
в которой 𝜁𝑛 – выборочная медиана
𝜁𝑛 =
⎧⎨⎩
𝑋(𝑘), 𝑛 = 2𝑘 + 1,
𝑋(𝑘−1) + 𝑋(𝑘)
2
, 𝑛 = 2𝑘,
(1.6)
где (𝑋(1), . . . , 𝑋(𝑛)) – вариационный ряд, построенный по исходной выборке
(𝑋1, . . . , 𝑋𝑛).
Обозначим через Φ(𝑥) и 𝜙(𝑥), соответственно, функцию распределения и плот-
ность стандартного нормального распределения, а через 𝛽𝑛(𝑡) – мощность крите-
рия размера 𝛼, основанного на статистике 𝑇𝑛.
В работе [1] получено асимптотическое разложение для функции мощноси 𝛽𝑛(𝑡)
до порядка 𝑛−1/2 (см. Теорему 2.1) в виде
𝛽𝑛(𝑡) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Φ(𝑡− 𝑢𝛼)− 𝑡(2𝑢𝛼 − 𝑡)
2
√
𝑛
𝜙(𝑢𝛼 − 𝑡) + 𝑜(𝑛−1/2), 𝑡 6 𝑢𝛼, 𝛼 < 1
2
,
Φ(𝑡− 𝑢𝛼)− 2𝑢
2
𝛼 + 𝑡
2 − 2𝑢𝛼𝑡
2
√
𝑛
𝜙(𝑢𝛼 − 𝑡) + 𝑜(𝑛−1/2), 𝑡 > 𝑢𝛼, 𝛼 < 1
2
,
Φ(𝑡− 𝑢𝛼) + 𝑡(2𝑢𝛼 − 𝑡)
2
√
𝑛
𝜙(𝑢𝛼 − 𝑡) + 𝑜(𝑛−1/2), 𝛼 > 1
2
.
(1.7)
Отметим, что применяя тот же метод, что и в работе [1], можно получить в асимп-
тотическом разложении для функции мощности 𝛽𝑛(𝑡) члены порядка 𝑛
−1, поэтому
мы не будем приводить здесь доказательства следующей формулы
𝛽𝑛(𝑡) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Φ(𝑡− 𝑢𝛼)− 𝑡(2𝑢𝛼 − 𝑡)
2
√
𝑛
𝜙(𝑢𝛼 − 𝑡) +
(︁
𝐶𝑛(𝑢𝛼, 𝑡)− (𝑢𝛼 − 𝑡)
3𝑢2𝛼
4𝑛
+
+
(𝑢𝛼 − 𝑡)𝑢2𝛼
2𝑛
)︁
𝜙(𝑢𝛼 − 𝑡) +𝒪(𝑛−3/2), 𝑡 6 𝑢𝛼, 𝛼 < 1
2
,
Φ(𝑡− 𝑢𝛼)− 2𝑢
2
𝛼 + 𝑡
2 − 2𝑢𝛼𝑡
2
√
𝑛
𝜙(𝑢𝛼 − 𝑡) +
(︁
𝐶𝑛(𝑢𝛼, 𝑡)+
+
(𝑢𝛼 − 𝑡)3𝑢2𝛼
4𝑛
− (𝑢𝛼 − 𝑡)𝑢
2
𝛼
2𝑛
)︁
𝜙(𝑢𝛼 − 𝑡) +𝒪(𝑛−3/2), 𝑡 > 𝑢𝛼, 𝛼 < 1
2
,
Φ(𝑡− 𝑢𝛼) + 𝑡(2𝑢𝛼 − 𝑡)
2
√
𝑛
𝜙(𝑢𝛼 − 𝑡) +
(︁
𝐶𝑛(𝑢𝛼, 𝑡)− (𝑢𝛼 − 𝑡)
3𝑢2𝛼
4𝑛
+
+
(𝑢𝛼 − 𝑡)𝑢2𝛼
2𝑛
)︁
𝜙(𝑢𝛼 − 𝑡) +𝒪(𝑛−3/2), 𝛼 > 1
2
,
(1.8)
где
𝐶𝑛(𝑢𝛼, 𝑡) =
3𝑢𝛼
4𝑛
− 𝑢
3
𝛼
12𝑛
+
𝑢4𝛼(𝑢𝛼 − 𝑡)
8𝑛
− (𝑢𝛼 − 𝑡)(18 + 10(𝑢𝛼 − 𝑡)
2 − 3(𝑢𝛼 − 𝑡)4)
24𝑛
.
(1.9)
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В работе [2] исследуется точность аппроксимации функций мощностей критериев,
основанных на знаковой статистике и логарифме отношения правдоподобия в слу-
чае распределения Лапласа, их асимптотическими разложениями до порядка 𝑛−1.
Цель данной работы – получить аналогичные результаты для мощности критерия
𝛽𝑛(𝑡), основанного на выборочной медиане (1.6).
В работе используются точные формулы для мощностей 𝛽𝑛(𝑡) и 𝛽
*
𝑛(𝑡). Отме-
тим, что вычисление по явной формуле мощности 𝛽𝑛(𝑡) при 𝑛 > 1000 и 𝛽*𝑛(𝑡) при
𝑛 > 100 становится ресурсозатратным.
В разделе 2 проведено сравнение мощности критерия 𝛽𝑛(𝑡), основанного на
выборочной медиане, вычисленной по точной формуле и с использованием асимп-
тотического разложения (1.8). Это приближение будем обозначать символом 𝛽𝑛(𝑡),
указывая на то, что член порядка 𝒪(𝑛−3/2) опускается.
В разделе 3 вычислен дефект критерия, основанного на выборочной медиане
относительно наиболее мощного критерия, основанного на отношении правдопо-
добия в случае простой альтернативы
H𝑛,𝑡 : 𝜃 =
𝑡√
𝑛
с использованием явных формул и асимптотических разложений.
2. Мощность критерия, основанного на выборочной медиане
Из формулы (1.6) непосредственно видно, что представление выборочной ме-
дины при четном и нечетном 𝑛 различно, поэтому и функция распределения вы-
борочной медианы тоже различна при четном и нечетном 𝑛.
При нечетном 𝑛 выборочная медиана совпадает с (𝑘 + 1)-й порядковой стати-
стикой, а функция распределения (𝑘+1)-й порядковой статистики 𝐹2𝑘+1(𝑥, 𝜃), как
известно, выражается формулой (см., например, [6])
𝐹2𝑘+1(𝑥, 𝜃) =
𝑘∑︁
𝑖=0
(︂
2𝑘 + 1
𝑖
)︂
(1 − 𝐹𝜃(𝑥))𝑖 𝐹𝜃(𝑥)2𝑘+1−𝑖, (2.1)
где 𝐹𝜃(𝑥) – функция распределения случайной величины, имеющей распределение
Лапласа вида
𝐹𝜃(𝑥) =
⎧⎪⎨⎪⎩
1
2
𝑒𝑥−𝜃, 𝑥 6 𝜃,
1 − 1
2
𝑒𝑥−𝜃, 𝑥 > 𝜃.
(2.2)
Рассмотрим теперь случай четного 𝑛, то есть 𝑛 = 2𝑘. Обозначим через 𝑞(𝑥, 𝑦) сов-
местную плотность распределения пары случайных величин (𝑋(𝑘), 𝑋(𝑘+1)). Cпра-
ведлива следующая формула (см. [6])
𝑞(𝑥, 𝑦) = 𝑛(𝑛− 1) 𝑝(𝑥, 𝜃) 𝑝(𝑦, 𝜃)
(︂
2𝑘 − 2
𝑘 − 1
)︂
(𝐹𝜃(𝑥)(1 − 𝐹𝜃(𝑦)))𝑘−1. (2.3)
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Используя эту формулу, можно получить выражение для плотности распределе-
ния выборочной медианы 𝜁2𝑘 в виде
𝑝2𝑘(𝑥) =
(2𝑘)!
2𝑘((𝑘 − 1)!)2
⎛⎝ 𝑘−2∑︁
𝑗=0
(−1)𝑗 (︀𝑘−1𝑗 )︀2−𝑗
𝑘 − 1− 𝑗 𝑒
−(𝑘+1+𝑗)|𝑥| (1 − 𝑒−(𝑘−1−𝑗)|𝑥|) −
− (−1)
𝑘
2𝑘−1
|𝑥| 𝑒−2𝑘|𝑥| + 1
𝑘2𝑘
𝑒−2𝑘|𝑥|
)︂
. (2.4)
Подробный вывод этой формулы приведен в работе [10].
Используя равенство (2.4), нетрудно получить выражение для функции рас-
пределения выборочной медианы 𝜁2𝑘
𝐹2𝑘(𝑥, 𝜃) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(2𝑘)!
2𝑘 ((𝑘 − 1)!)2
⎛⎝𝑘−2∑︁
𝑗=0
(−1)𝑗(︀𝑘−1𝑗 )︀2−𝑗
𝑘 − 1− 𝑗
(︁𝑒(𝑥−𝜃)(𝑘+1+𝑗)
𝑘 + 1 + 𝑗
− 𝑒
2𝑘(𝑥−𝜃)
2𝑘
)︁
+
+
(−1)𝑘
2𝑘−1
(︁ (𝑥− 𝜃) 𝑒2𝑘(𝑥−𝜃)
2𝑘
− 𝑒
2𝑘(𝑥−𝜃)
4𝑘2
)︁
+
𝑒2𝑘(𝑥−𝜃)
4𝑘2 2𝑘
)︂
, 𝑥 6 𝜃,
1 − 𝐹2𝑘(−𝑥,−𝜃), 𝑥 > 𝜃.
(2.5)
Вычисления по формуле (2.5) являются ресурсозатратными, что сказывается на
точноcти результатов. Уже при 𝑛 > 60 вычисления не дают точного результата.
Для преодоления этой трудности, воспользуемся представлением функции рас-
пределения случайной величины 𝜁2𝑘 через функцию распределения случайной ве-
личины 𝜁2𝑘+1 из работы [3] (формула (22)), имеем
𝐹2𝑘(𝑧) = 𝐹2𝑘+1(𝑧) +
1
2
(︂
2𝑘
𝑘
)︂ ∫︁ 𝑧
−∞
𝑔(𝑡, 𝑧) 𝑑(𝐹 (𝑡) 𝐹 (𝑡− 2𝑧))𝑘, (2.6)
где функция 𝑔(𝑡, 𝑧) имеет вид
𝑔(𝑡, 𝑧) =
𝑝(𝑡− 2𝑧)𝐹 (𝑡) − 𝑝(𝑡)𝐹 (𝑡− 2𝑧)
𝑝(𝑡− 2𝑧)𝐹 (𝑡) + 𝑝(𝑡)𝐹 (𝑡− 2𝑧) + 1 − 2𝐹 (𝑧),
𝑧 = 𝑥 − 𝜃, 𝑝(𝑦) = 𝑝(𝑦, 0), 𝐹 (𝑦) = 𝐹0(𝑦).
После несложных преобразований получаем рекуррентную формулу для вычис-
ления функции распределения выборочной медианы 𝜁2𝑘
𝐹2𝑘(𝑥, 𝜃) = 𝐹2𝑘+1(𝑥, 𝜃) +
1
2
(︂
2𝑘
𝑘
)︂ (︀
1 − 2𝐹 (𝑥, 𝜃))︀ (︀𝐹 (𝑥, 𝜃)𝐹 (−𝑥,−𝜃))︀𝑘 +
+ sign(𝑥− 𝜃) 1
2
(︂
2𝑘
𝑘
)︂
2−𝑘 𝑘
(︀
𝑅𝑘(𝑥− 𝜃) − 𝑒
−2(𝑥−𝜃)
2
𝑅𝑘−1(𝑥− 𝜃)
)︀
, (2.7)
где
𝑅1(𝑦) = 𝑒
−|𝑦| − 𝑒−2|𝑦| − |𝑦| 𝑒
−2|𝑦|
2
,
𝑅𝑘(𝑦) =
(︀
𝑒−|𝑦| − 𝑒−2|𝑦|2
)︀𝑘 − 2−𝑘𝑒−2𝑘|𝑦|
𝑘
− 𝑒
−2|𝑦|
2
𝑅𝑘−1(𝑦). (2.8)
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Формула (2.7) позволяет вычислять значения функции распределения выборочной
медианы для 𝑛 6 1000.
Из формул (2.1) и (2.7) видно, что функция распределения выборочной меди-
аны непрерывна, поэтому чтобы найти мощность 𝛽𝑛(𝑡), определяем критическое
значение 𝑐𝑛,𝑡 из уравнения
𝐹𝑛(𝑐𝑛,𝑡, 0) = 1 − 𝛼, 𝛼 ∈ (0, 1). (2.9)
Это уравнение решаем численно, методом половинного деления, с точностью
10−12.
Зная критическое значение 𝑐𝑛,𝑡, вычисляем мощность 𝛽𝑛(𝑡) по формуле
𝛽𝑛(𝑡) = 1 − 𝐹𝑛(𝑐𝑛,𝑡, 𝑡𝑛−1/2). (2.10)
Таблица 1 содержит результаты аппроксимации мощности 𝛽𝑛(𝑡), полученных с
помощью явных формул (2.1), (2.7) и по формуле (1.8) без остаточного члена.
Это приближенное значение обозначено через 𝛽𝑛(𝑡). Значения 𝛽𝑛(𝑡) расположены
сверху, а 𝛽𝑛(𝑡) – снизу. Расчеты проводились для наиболее используемых значений
уровня значимости 𝛼 = 0.01, 0.05, 0.1.
Обозначим через 𝛿𝑛(𝑡, 𝛼) ошибку аппроксимации, то есть величину
𝛿𝑛(𝑡, 𝛼) ≡ 𝛿𝑛 = 𝛽𝑛(𝑡) − 𝛽𝑛(𝑡). (2.11)
На Рис. 1 изображена ошибка аппроксимации для различных значений 𝑛 и 𝛼.
Рис. 2, на котором изображено значение 𝑛3/2𝛿𝑛(𝑡, 𝛼), показывает, что ошибка 𝛿𝑛
имеет порядок 𝑛−3/2, то есть величина 𝑛3/2𝛿𝑛 мало зависит от 𝑛.
Из представленных графиков видно, что наблюдается вполне удовлетворитель-
ное приближение функции мощности ее асимптотическим аналогом даже при ма-
лых 𝑛, что позволяет использовать величину 𝛽𝑛(𝑡) в качестве аппроксимации для
мощности 𝛽𝑛(𝑡).
3. Аппроксимация для дефекта критерия, основанного на выборочной
медиане
В этом разделе получены приближенные значения для дефекта критерия, ос-
нованного на выборочной медиане.
Дефект 𝑑𝑛 определяется (см. [14]) как разность 𝑚𝑛 − 𝑛, где 𝑚𝑛 – число на-
блюдений, необходимых критерию, который основан на выборочной медиане, для
достижения той же мощности, что и оптимальный критерий, который основан на
логарифме отношения правдоподобия Λ𝑛, при одинаковых альтернативах 𝑡𝑛
−1/2.
Так как функция распределения выборочной медианы непрерывна, то в пред-
положении, что 𝑑𝑛 непрерывная переменная, можно записать равенство для ее
определения
𝛽*𝑛(𝑡) = 𝛽𝑚𝑛(𝑡
√︀
𝑚𝑛𝑛−1). (3.1)
В работе [4] получено асимптотическое разложение для мощности критерия,
основанного на логарифме отношения правдоподобия Λ𝑛(𝑡):
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Таблица 1: Результаты аппроксимации мощности 𝛽𝑛(𝑡)
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Таблица 1: Результаты аппроксимации мощности 𝛽𝑛(𝑡) (продолжение)
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Рис. 1: Ошибка аппроксимации для различных значений 𝑛 и 𝛼
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Рис. 2: Значение 𝑛3/2𝛿𝑛(𝑡, 𝛼)
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𝛽*𝑛(𝑡) = Φ(𝑡− 𝑢𝛼) −
𝑡2
6
√
𝑛
𝜙(𝑢𝛼 − 𝑡) −
− 𝑡
12𝑛
(︁ 𝑡4
6
− 𝑡
2
3
− 1 − 𝑢𝛼
(︀ 𝑡3
6
− 𝑢𝛼 + 𝑡
)︀)︁
𝜙(𝑢𝛼 − 𝑡) +𝒪(𝑛−1/2). (3.2)
Применяя формулу Тейлора к функции 𝛽𝑚𝑛((𝑚𝑛/𝑛)
1/2𝑡) с𝑚𝑛 = 𝑛 + ̂︁𝑑𝑛, при этом̂︁𝑑𝑛 интерпретируется как непрерывная переменная, и используя формулы (1.8) и
(3.2), получаем выражения для аппроксимации 𝑑𝑛
̂︀𝑑𝑛(𝛼, 𝑡) = 2𝑛 (︀𝛽*𝑛(𝑡) − 𝛽𝑛(𝑡))︀
𝑡 𝜙(𝑢𝛼 − 𝑡) , (3.3)
𝑑𝑛(𝛼, 𝑡) =
2𝑛
(︀
𝛽
*
𝑛(𝑡) − 𝛽𝑛(𝑡)
)︀
𝑡 𝜙(𝑢𝛼 − 𝑡) . (3.4)
Для наглядности численных результатов определим 𝑡𝑛(𝛼, 𝛽) так, чтобы
𝛽*𝑛(𝑡𝑛(𝛼, 𝛽)) = 𝛽. (3.5)
Рассмотрим величины
𝐷𝑛(𝛼, 𝛽) = 𝑑𝑛(𝛼, 𝑡𝑛(𝛼, 𝛽)), (3.6)
𝐷𝑛(𝛼, 𝛽) = 𝑑𝑛(𝛼, 𝑡𝑛(𝛼, 𝛽)). (3.7)
Из формулы (3.2) следует, что
𝑡𝑛(𝛼, 𝛽) = 𝑢𝛼 + 𝑢𝛽 +
(𝑢𝛼 + 𝑢𝛽)
2
6
√
𝑛
+ 𝒪(𝑛−1), (3.8)
где Φ(𝑢𝛽) = 𝛽.
Величина 𝑡𝑛(𝛼, 𝛽) определяется по формуле (3.8), при этом член порядка
𝒪(𝑛−1) опускается.
Для получения точного значения 𝑡𝑛(𝛼, 𝛽) решается уравнение (3.5) численными
методоми с точностью 10−6.
Используя явные формулы для мощностей критериев, основанных на 𝑇𝑛 и
Λ𝑛(𝑡), для вычисления 𝐷𝑛(𝛼, 𝛽) численно решается уравнение (3.1) с учетом того,
что 𝑚𝑛 = 𝑛 + 𝑑𝑛. Вопрос получения явной формулы для мощности 𝛽
*
𝑛(𝑡) по-
дробно рассмотрен в работе [2], поэтому мы здесь не останавливаемся на вопросе
вычисления мощности 𝛽*𝑛(𝑡).
Результаты вычислений приведены в Таблице 3.
Поскольку вычисление мощности 𝛽*𝑛(𝑡) является ресурсозатратным при
𝑛 > 100, то в таблице представлены значения лишь для 𝑛 6 100. Значения
𝐷𝑛(𝛼, 𝛽) находятся сверху, 𝐷𝑛(𝛼, 𝛽) – снизу.
Из таблицы видно, что ошибка𝐷𝑛(𝛼, 𝛽) меньше 1, поэтому𝐷𝑛(𝛼, 𝛽) может рас-
сматриваться в качестве аналога дефекта критерия, основанного на выборочной
медиане по отношению к наиболее мощному критерию в случае простой альтер-
нативы 𝑡 𝑛−1/2.
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Таблица 3: Случаи 𝛼 = 0.05, 𝛽 = 0.5 и 0.9, 𝐷𝑛(𝛼, 𝛽) – сверху, 𝐷𝑛(𝛼, 𝛽) – снизу
𝛽 𝑛 = 10 20 30 40 50 60 80 100
0.5 1.9958 3.5 4.3748 5.5 6.8558 7.5 8.9078 9.5
2.1594 3.5174 4.6016 5.5256 6.3433 7.084 8.4009 9.5618
0.9 1.0129 1.1001 1.5000 1.8102 2.9866 3.3574 3.5000 3.5886
0.4320 1.1956 1.7545 2.2155 2.6164 2.9758 3.6087 4.0622
Заключение
Таким образом, в работе исследуется точность аппроксимации функций мощ-
ностей критериев, основанных на выборочной медиане и логарифме отношения
правдоподобия в случае распределения Лапласа, их асимптотическими разложе-
ниями до порядка 𝑛−1.
В работе используются точные формулы для мощностей этих критериев, полу-
ченные ранее. Отметим, что вычисления по явным формулам этих мощностей при
𝑛 > 100 становится весьма ресурсозатратным. Эта трудность преодолевается с
помощью рекуррентных формул. Проведенное сравнение убедительно показывает,
что приближенные формулы весьма точно аппроксимируют точные значения рас-
сматриваемых мощностей критериев и их дефектов. Приведенные приближенные
формулы могут с успехом применяться в практических расчетах.
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In the paper we obtain numerical results of comparison of the exact value
and the approximate one for the power of test based on the sample median
in the case of Laplace distribution. We use asymptotic expansions for these
comparison up to 𝑛−1. Numerically results for asymptotic deficiency are
also obtained.
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