ORCHID (Open linguistic Resources CHanelled toward InterDisciplinary research) is an initiative project aimed at building linguistic resources to support research in, but not limited to, natural language processing. Based on the concept of an open architecture design, the resources must be fully compatible with similar resources, and software tools must also be made available. This paper presents one result of the project, the construction of a Thai part-of-speech (POS) tagged corpus, which is a preliminary stage in the construction of a Thai speech corpus. The POS-tagged corpus is the result of collaborative research between the Communications Research Laboratory (CRL) in Japan and the National Electronics and Computer Technology Center (NECTEC) in Thailand, with technical support from the Electrotechnical Laboratory (ETL) in Japan. In this paper, we propose a new tagset, based on the results of a prior multilingual machine translation project. The corpus is annotated on three levels: the paragraph, sentence, and word levels. Text information is maintained in the form of the text information lines and the number lines, which are both utilized in data retrieval. Both word segmentation and POS tagging were carried out by way of a probabilistic trigram model. Rules for syllable demarkation were additionally used to reduce the number of candidates in computing tagging probabilities. Some typical problems in POS assignment are also formalized to resolve ambiguity.
INTRODUCTION
Natural language processing (NLP) represents a key technology in any highly computerized community.
The \Research and Development Cooperation Project on a Machine Translation System for Japan and Neighboring Countries", or so-called Multilingual Machine Translation Project (MMT project) (Komurasaki , 1995) , was one attempt to di use such NLP technology on an international level, commencing in 1987.
It continued until 1992, and was proceeded by a two year follow-up program. The project was conducted between ve Asian countries, namely Thailand, Japan, China, Indonesia, and Malaysia.
What were the more signi cant results of the MMT Project for subsequent NLP research? The MMT project was successful in developing a prototype multilingual machine translation system, some software tools to support NLP research, and linguistic data such as dictionaries, corpora, and grammars. Among these achievements, the linguistic data, and especially the corpora, are re-usable for other research purposes and also for related projects. However, the single most signi cant result of the MMT project would be the stimulation of NLP-related research in the Asian region.
Our new project, ORCHID, was initiated in 1996 as a successor to the original MMT project, to continue collaboration in NLP research among these countries; initially, collaborative research is being carried out solely between Thailand and Japan. The Thai and Japanese writing systems are similar in that they have their own peculiar character sets and no delimiters between words, although the languages themselves are completely di erent in terms of grammar rules and other linguistic phenomena. We believe that we can bene t from combining e orts to solve analogous problems, through bilateral collaboration.
ORCHID is also focused at technological and personnel interchange between Thailand and Japan. As a rst step in this interchange, LINKS (Linguistic and Knowledge Science Laboratory) of the National Electronics and Computer Technology Center (NECTEC) in Thailand and KARC (Kansai Advanced Research Center) of the Communications Research Laboratory (CRL), operated under the auspices of the Japanese Ministry of Posts and Telecommunications, in collaboration with the Electrotechnical Laboratory (ETL), are currently jointly developing the ORCHID tagged corpus for Thai Charoenporn et al., 1997; Sornlertlamvanich et al., 1998) . The corpus is being tagged with LINKS's original part-ofspeech (POS) tagset, which is an improved version of the tagset used in the MMT project (Muraki et al., 1989) . The ORCHID corpus contains about 2MB (or about 400K words) of the proceedings of a NECTEC annual conference. CRL's contribution has been to apply its research on automatic POS tagging using neural networks to the Thai POS tagging task, and look at the automatic extraction of linguistic knowledge from the tagged corpora. NECTEC is focusing its research on natural language processing for Thai and is preparing linguistic resources for the development of a machine translation system and other NLP applications.
ETL has involved itself in the development of a multilingual editor, called Mule, which supports the Thai language.
The POS set adopted as the tagset for the ORCHID corpus is a carefully revised version of the 45 element Thai POS set used in the MMT project, and contains 47 POSs for as great a coverage of real-world texts as possible.
The remainder of this paper is structured as follows: Section 2 describes the process used in designing the ORCHID text corpus with details of its structure and the construction procedure. Section 3 discusses the corpus tagset, and Section 4 discusses some problematic tagging issues and sets up guidelines for determining the appropriate tag.
MARKING-UP THE TEXT CORPUS
In the ORCHID corpus, text is marked up with our originally designed marker schema aimed at maintaining all necessary information. The markers are not yet committed to any standard mark-up language, such as SGML; such mark-up languages involve considerable overhead to produce marker schema compatibility, excessive for our needs in POS tagging. However, we plan to extend our mark-up strategy to meet SGML standards when the data in our corpus gets to a certain size.
Structure of the Text Corpus
Markers are classi ed into 2 types: 1) text information lines|lines beginning with the character`%', and 2) number lines|lines beginning with the character`#'. Neither type forms a part of the original text, and therefore the given special characters are utilized to delimit such lines from the text. As the text is processed line-wise, it is necessary to keep annotational information within a single line for each of the two marker types.
Text information lines are used to store text information, as shown in Table 1 . Text information is given in both Thai and English. If either of these is absent in the original text, the text in the given language is translated into the other language for accessibility between the two languages.
Most Thai texts indicate the year of publication in the form B.E. (Buddhist Era). In this case, the year is converted into the corresponding year A.D. (Anno Domini), to avoid confusion.
Lines beginning with the character`%' followed directly by a registered token string, as given in Table 1, are also identi able as comment lines. Table 2 , used either to index the paragraph number or the line number within the containing paragraph. These numbers are automatically generated when other mark-up processes are completed and maintained for consistency during editing. The number in brackets the sequence number within the paragraph.
Besides the line mark-up, there are three other marker types, as described in Table 3 . Since there is no explicit work break character in ordinary Thai texts, a line can be terminated at: 1) a space character, 2) a suitable break within a word (as governed by syllable construction restrictions), or 3) the end of a word. As a result, a newline character can be read as either a space character or a suitable word break. To explicitly mark up the text, we add the`nn' marker after space at the end of lines terminated by a space character;
otherwise we add the`nn' marker right after the last word of the line. The`//' marker is used to mark the end of a sentence. The`/' marker followed by a POS tag is used to mark the appropriate POS for the immediately preceding word. Table 3 is a summary of special characters used in mark-up. All non-alphanumeric special characters are replaced by internally de ned strings enclosed by \<" and \>", as listed in Table 4 . This is to avoid any ambiguity that may occur with symbols in the text. Word Segmentation and POS Tagging We rede ne the problem of word segmentation (Sornlertlamvanich , 1993; Sornlertlamvanich , 1998) in terms of POS tagging. The combination of the most probable sequence of POSs and individual word-level POS assignments determines the most probable combination of word segmentation and POS assignment. Therefore, the tagging task can be restated as nding the most probable sequence of component words and the corresponding POS sequence. Word and POS sequence probabilities are computed with a trigram model (Church , 1988; Cutting et al., 1992; Nagata , 1994) as shown in Equation 1, where T is a sequence of POSs ft 1 ; : : : ; t n g and W is the associated sequence of words fw 1 ; : : : ; w n g. We introduce the Viterbi algorithm (Viterbi , 1967) for computing the most probable sequence of POSs and then rank the resultant word sequences according to their probability. To reduce the number of candidates in computing these probabilities, we apply a Thai spelling rule set (Sornlertlamvanich et al., 1996) (made up of constraints on character combinations) which helps in pruning o illegal word segmentations of the input string.
3. WORD CLASS
As described above, we have developed our word classes (parts-of-speech) to classify words according to their syntactic roles, and implemented them in a dictionary used in a machine translation system (Muraki et al., 1989) . The parts-of-speech are comprised of 13 categories, which can be subcategorized into 45 subcategories. They were used both in the analysis and generation modules of the original machine translation system. We revised the original part-of-speech schema through analysis of real-world text data. As a result, we re ned some parts-of-speech to clarify ambiguities, and produced a new set of 14 categories with 47 subcategories, as shown in Table 5 . Signi cant changes are the subcategorization of classi ers (CLAS) and pre xes (FIXP). We subcategorized the original classi er designation into 5 subcategories and pre xes into 2 subcategories.
In the Thai language, as well as in some other Asian languages such as Japanese and Chinese, classi ers nd signi cant use in quantitative noun phrases Bond et al., 1996) . From our study, we realized that classi ers do not only help in expressing quantitative noun phrases, but also play a very important role in forming many types of phrases, including relative pronoun phrases, noun phrases and adverb phrases (see for a detailed discussion). Based on this observation, we subcategorized classi ers into more detailed sub-groups to help in disambiguating phrasal structure.
Another modi cation was carried out for pre xes, in an attempt to support the construction of noun phrases and adverb phrases. These two phrases types are ambiguous because of the absence of word in ection in the Thai language. (1) is absent in the case of (2). Here, we can de ne \ka:n0-phak4-ph@:n1" as either a single-word noun meaning \taking a rest", or a compound noun composed of \ka:n0" (a nominal pre x) and \phak4-ph@:n1" (to rest). If we de ne it as a single-word noun, there will be a problem in describing \phak4-ph@:n1" (to rest) as a verb paralleling the noun \ka:n0-?@:k1-kam0-lang0-ka:y0" (exercising) in the case of (2). Therefore, we introduce FIXN and FIXV for nominal pre xes and adverbial pre xes respectively, and propose decomposing nominalized nouns into a pre x and a noun, and similarly for pre xed adverbs.
As a result, we can explain the grammaticality of sentence (2) above.
We used the 47 subcategories as the POS tagset for the ORCHID corpus. Table 5 lists the entire tagset with examples.
PROBLEMATIC TAGGING CASES
The Thai language has no in ection and most compound words are created from the concatenation of two or more smaller word units. Moreover, we found that di culties in tagging occur because of the xed lexical form, even when the word is used in di erent positions or roles in a sentence. We thus classi ed some problematic tagging cases to act as guidelines in determining the correct tagging type in cases of potential ambiguity.
Verbs vs. Prepositions
Many prepositions have the same lexical forms as verbs, making these two types di cult to distinguish between at times. The following are guidelines to aid in making this distinction.
Prepositions cannot be negated, but verbs can.
Preposition status can be tested by moving the prepositional phrase around within the same sentential context. Prepositions always accompany the proceeding noun under movement, but verbs do not.
For example, This suggests that, \ta:m0" (to follow) is a verb.
Adverbs vs. Prepositions
In many languages, adverbs have less stringent locational constraints than prepositions. This also applies to the Thai language. Despite this, there are no rigorous rules to distinguish between the two category types, except for the noticeable case of prepositions accompanying a proceeding noun, where preposition status can be diagnosed with the criterion from Subsection 4.1. For example: In almost all cases, classi ers are used in very rigid patterns of usage, as discussed in . Therefore, when a word ambiguous between a verb and verbal classi er is used in a pattern speci c to a classi er, it must be a classi er; otherwise it is a verb. For example:
(7) kha:w2-sa:n5 k@:p1 yai1 thu:k1 nam0 ma:0 chai4 thot4-l@:ng0 
Verbs vs. Auxiliaries
Many verbs and auxiliaries have the same lexical form. In the Thai language, there are two main auxiliary types, classi ed according to their position relative to the matrix verb. The negation criterion from above cannot be applied in this case because it is possible to negate both verbs and auxiliaries. Therefore, it is suggested that words ambiguous between a verb and auxiliary be tagged as a verb if there are no other candidates for the matrix verb position. This is based on the assumption that the sentence structure has priority over local phrasal structure. For example:
(9) ?a:0-ca:n0 dai2 thun0 sa?1-nap1-sa?1-nun5 ca:k1 kra?1-su:ang0 dai2 (to receive) is a verb
Lit.: The professor receives a supporting fund from the ministry.]
(10) phu:2-ru:am2-wi?4-cai0 dai2 tat1-sin5 ca?1 dam0-noen0-ka:n0 t@:1 dai2 (-ed) is an auxiliary (14), as there is no other verb in the sentence, and \trong0" ( go] directly) must be a verb to form a sentence. In (12) and (13), as there is a verb \doen0" (walk), \trong0" (straight) can be more readily interpreted as a modi er to the verb. Consequently, it would be better to interpret (12) as \He walks straight to school" by taking \trong0" (straight) to be an adverb, rather than \He walks and (goes) directly to school" with \trong0" (direct) as a verb.
Nominalization
Words in Thai can be nominalized by adding the pre x \ka:n0" or \khwa:m0" (FIXN) before the root.
However, it is often di cult to judge whether it is a noun or a noun phrase that has been nominalized. Thus, we propose considering the nominalized noun or noun phrase as the combination of a pre x and a noun or noun phrase. In this way, we can consistently select between nouns and noun phrases. build speech corpora, and corpora tagged with more detailed information such as syntactic tree structure and semantic information. Based on the creation of this rst corpus, we hope to study and gain more information about the Thai language beyond the actual corpus construction.
This paper presented a revised version of the Thai part-of-speech schema used in the MMT multilingual machine translation system, and its application to a wider range of real-world Thai text than was the case under the MMT project. While the POS schema is not yet complete, it is able to cover the full scope of text presently at hand, and proved itself to have wider coverage for POS assignment than its forerunner. The veri cation of the applicability of the POS set through analysis of real-world text, was a crucial sub-aim of building the ORCHID corpus.
The ORCHID corpus is now available for academic and research use. It can be viewed and downloaded from http://www.links.nectec.or.th/ORCHID/.
