Kennesaw State University

DigitalCommons@Kennesaw State University
KSU Proceedings on Cybersecurity Education,
Research and Practice

2017 KSU Conference on Cybersecurity Education,
Research and Practice

Reducing human error in cyber security using the
Human Factors Analysis Classification System
(HFACS).
Tommy Pollock
tp809@mynsu.nova.edu

Follow this and additional works at: https://digitalcommons.kennesaw.edu/ccerp
Part of the Information Security Commons
Pollock, Tommy, "Reducing human error in cyber security using the Human Factors Analysis Classification System (HFACS)."
(2017). KSU Proceedings on Cybersecurity Education, Research and Practice. 2.
https://digitalcommons.kennesaw.edu/ccerp/2017/research/2

This Event is brought to you for free and open access by the Conferences, Workshops, and Lectures at DigitalCommons@Kennesaw State University. It
has been accepted for inclusion in KSU Proceedings on Cybersecurity Education, Research and Practice by an authorized administrator of
DigitalCommons@Kennesaw State University. For more information, please contact digitalcommons@kennesaw.edu.

Abstract

For several decades, researchers have stated that human error is a significant cause of information security
breaches, yet it still remains to be a major issue today. Quantifying the effects of security incidents is often a
difficult task because studies often understate or overstate the costs involved. Human error has always been a
cause of failure in many industries and professions that is overlooked or ignored as an inevitability. The
problem with human error is further exacerbated by the fact that the systems that are set up to keep networks
secure are managed by humans. There are several causes of a security breach related human error such as poor
situational awareness, lack of training, boredom, and lack of risk perception. Part of the problem is that people
who usually make great decisions offline make deplorable decisions online due to incorrect assumptions of
how computer transactions operate. Human error can be unintentional because of the incorrect execution of a
plan (slips/lapses) or from correctly following an inadequate plan (mistakes). Whether intentional or
unintentional, errors can lead to vulnerabilities and security breaches. Regardless, humans remain the weak
link in the process of interfacing with the machines they operate and in keeping information secure. These
errors can have detrimental effects both physically and socially. Hackers exploit these weaknesses to gain
unauthorized entry into computer systems. Security errors and violations, however, are not limited to users.
Administrators of systems are also at fault. If there is not an adequate level of awareness, many of the security
techniques are likely to be misused or misinterpreted by the users rendering adequate security mechanisms
useless. Corporations also play a factor in information security loss, because of the reactive management
approaches that they use in security incidents. Undependable user interfaces can also play a role for the
security breaches due to flaws in the design. System design and human interaction both play a role in how
often human error occurs particularly when there is a slight mismatch between the system design and the
person operating it. One major problem with systems design is that they designed for simplicity, which can
lead a normally conscious person to make bad security decisions. Human error is a complex and elusive
security problem that has generally defied creation of a structured and standardized classification scheme.
While Human error may never be completely eliminated from the tasks, they perform due to poor situational
awareness, or a lack of adequate training, the first step to make improvements over the status quo is to
establish a unified scheme to classify such security errors. With this background, I, intend to develop a tool to
gather data and apply the Human Factors Analysis and Classification System (HFACS), a tool developed for
aviation accidents, to see if there are any latent organizational conditions that led to the error. HFACS analyzes
historical data to find common trends that can identify areas that need to be addressed in an organization to
the goal of reducing the frequency of the errors.
Disciplines
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Introduction
Background
Human error has always been a cause of failure in many industries and
professions that is overlooked or ignored as an inevitability, (Wood & Banks,
1993). The problem with human error is further exacerbated by the fact that the
systems that are set up to keep networks secure are managed by humans,
(Kjaerland, 2006). Part of the problem is that people who usually make great
decisions offline make deplorable decisions online due to incorrect assumptions
of how computer transactions operate (Bratus, Masone, & Smith, 2008).
Quantifying the effects of security incidents is often a difficult task (Acquisti,
Friedman, & Telang, 2006), because studies often understate or overstate the costs
involved.
Whether intentional or unintentional (Kraemer & Carayon, 2007), errors can
lead to vulnerabilities and privacy breaches. These errors can have detrimental
effects both physically and socially, (Norman, 1983). The aviation industry has a
tool for tracking human factors in incidents (Liu, Chi, & Li, 2013; Shappell et al.,
2007; Wiegmann & Shappell, 2001) called the Human Factor Analysis and
Classification system (HFACS). This system is in place to track what role human
error plays in aviation accidents and incidents (Shappell et al., 2007), and the
underlying casual factors in an organization that lead to incidents and accidents.
The medical community uses the Theory of Planned Behavior (Beatty & Beatty,
2004), to predict whether medical professionals would routinely violate patient
safety guidelines. (Liginlal, Sim, & Khansa, 2009), suggests using a generic error
modeling system (GEMS) in reported privacy breach incidents to categorize the
types of errors called slips and mistakes. This information can be utilized to
creating effective information processing policies in an organization as well as a
means to enforce them.

Problem Statement
Human error remains a leading cause of security breaches (BakerHostetler, 2016).
Such errors occur either due to lack of awareness (Bratus et al., 2008; Kraemer &
Carayon, 2007; Kraemer, Carayon, & Clem, 2009; Safa et al., 2016) or through
distraction, fatigue, and boredom (Hopping, 2017; Reason, 1995). Human error
can be unintentional because of the incorrect execution of a plan (slips/lapses) or
from correctly following an inadequate plan (mistakes) (Beatty & Beatty, 2004;
Liginlal et al., 2009; Reason, 1990, 1995). Regardless, humans remain the weak
link (Metalidou, Marinagi, Trivellas, Eberhagen, Skourlas, & Giannakopoulos,
Published by DigitalCommons@Kennesaw State University, 2017

1

KSU Proceedings on Cybersecurity Education, Research and Practice, Event 2 []

2014) in the process of interfacing with the machines they operate and in keeping
information secure. Systems users make bad decisions (Bratus et al., 2008) based
on incorrect assumptions and lack of proper training. Users tend to have a lack of
risk perception (Choi & Levy, 2013; Parsons, Mccormac, Butavicius, &
Ferguson, 2010; Parsons, McCormac, Butavicius, Pattinson, & Jerram, 2014) that
can lead to poor security awareness. Hackers take advantage to this lack of
awareness (Safa et al., 2016) to breach security. Security errors and violations,
however, are not limited to users (Kraemer & Carayon, 2007). Administrators of
systems are also at fault.
Human error is a complex and elusive security problem that has generally
defied creation of a structured and standardized classification scheme (Shappell et
al., 2007). While Human error may never be completely eliminated from the tasks
they perform due to poor situational awareness, or a lack of adequate training
(Endsley, 1995; Flach, 1995; Puhakainen & Siponen, 2010), the first step to make
improvements over the status quo is to establish a unified scheme to classify such
security errors.

Research Goal
The goal of this research is to create a methodology for information security using
the Human Factors Analysis Classification System. The research is to find out
how situational awareness (Endsley, 1995; Flach, 1995), and human error relate to
one another in order to develop methods based on HFACS (Liu et al., 2013;
Shappell et al., 2007) to help improve information security through the
identification of any latent organizational conditions that lead to human error.
System design rules based on cognitive engineering (Norman, 1983), and
improvements in security behavior compliance, (Herath & Rao, 2009; Puhakainen
& Siponen, 2010).

Research Questions
This research will use a design science approach based on (Peffers, Tuunanen,
Rothenberger, & Chatterjee, 2007) DSRM to design an artifact to address human
error as a cause of cyber security breaches. First, how can the human factors
analysis and classification system (HFACS) be adapted to find the casual factors
leading to an information privacy breach? Secondly, why is human error so easily
discounted as a factor in information privacy breaches? Finally, can systems be
designed to minimize the effect of privacy breaches caused by human error?

Relevance and Significance
Human error will never be completely eliminated from the tasks that they
performed because of poor situational awareness (Endsley, 1995; Flach, 1995), or
through the lack of training (Puhakainen & Siponen, 2010). Humans are the weak
https://digitalcommons.kennesaw.edu/ccerp/2017/research/2
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link ( Metalidou, Marinagi, Trivellas, Eberhagen, Skourlas, &
Giannakopoulos, 2014) in the process of interfacing with the machines that they
operate and keeping information secure. This damage (hardware or software) can
be unintentional because they lack the training or intentional violation of
guidelines, (Beatty & Beatty, 2004). Corporations also play a factor in
information security loss (Qian, Fang, & Gonzalez, 2012), because of the reactive
management approaches that they use in security incidents. Undependable user
interfaces (Maxion & Reeder, 2005) can also play a significant role in the human
error caused security breaches due to flaws in the design.

Barriers and Issues
The main barriers and issues in performing this research is the short amount of
public information available through reporting clearing houses. Human error is
also a complex subject to quantify the actual cause and effect of when dealing
with information security and information systems. Historical data can be
incomplete or not framed in a way that can give definitive answers to research
questions. The systems and procedures themselves may play a significant role in
the errors.

Review of the Literature
In Norman’s (1983), research on cognitive engineering “System design principles
can be derived from classes of human error” (p. 254). Norman (1983), bases his
research on high level specifications of desired actions known as intention. The
intentions are broken down into mistakes and slips that were researched by
Liginlal et al. (2009), and Reason (1990). In trying to find the casual factors in an
organization that cause human error to occur the use of experimental psychology
and human factors engineering the probability of human error can be directly
measured, (Wood & Banks, 1993). System design and human interaction both
play a role in how often human error occurs particularly when there is a slight
mismatch between the system design and the person operating it, (Wood &
Banks, 1993). One major problem with systems design is that they are designed
for simplicity which can lead a normally privacy conscious person to make bad
security decisions, (Bratus et al., 2008). The system design issue can be addressed
through the creation of artifacts through design science (Johannesson & Perjons,
2014). A flexible methodology created by Peffers et al.(2007) consists of a six
step design science research methodology (DSRM). Peffers et al. (2007) found
that there was a serious lack of a DSRM in IS research even with 15 years of prior
application of DS in the IS research discipline.
Situation awareness (SA) also plays a key role in human error, (Endsley, 1995;
Flach, 1995; Sim, 2010). SA is a factor that played a role in the HFACS studies
Published by DigitalCommons@Kennesaw State University, 2017
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(Liu et al., 2013; Shappell et al., 2007). Although SA is mainly looked at in
aviation incidents and accidents, SA is applicable to a variety of environments,
(Endsley, 1995). SA is used to measure operator performance in an environment,
which makes it easily adaptable for measuring information privacy breaches.
According to (Siponen, 2000, 2001) If there is not an adequate level of awareness,
many of the security techniques are likely to be misused or misinterpreted by the
users rendering adequate security mechanisms useless. According to (Endsley &
Conners, 2014) Successful SA achievement in cyber environments has proven
quite difficult with current systems (p. 8). In the development of a situational
awareness model for information security risk management (Webb, Ahmad,
Maynard, & Shanks, 2014) found only two scholarly article on SA (Dinev & Hu,
2007; Shaw, Chen, Harris, & Huang, 2009). The importance of SA in an IT
environment needs to be addressed in order to reduce it as a factor in human error
with users and administrators of systems.
An empirical study by (Liginlal et al., 2009) asks how significant is human
error as a cause of privacy breaches? They state that privacy breaches that are
caused by human error are often overlooked. The definition of error according to
(Reason, 1990) is “the failure to achieve the intended outcome in a planned
sequence of mental or physical activities when failure is not due to chance”, (p.
7). Some reasons given for ignoring or dismissing human error as a cause of
privacy breaches according to (Wood & Banks, 1993) is that human error is
viewed as inevitable and that there is not much to be done about it. Human error
is also responsible for 65% of data breach incidents according to (Lewis, 2003),
which result in economic loss. The definition of privacy and what it means to
different people and cultures is often hard to determine (Liginlal et al., 2009),
because of differing semantics. Reason (1990) proposed the generic error
modeling system (GEMS), that categorized error into slips and mistakes, which
can be used to create system design principals, (Norman, 1981, 1983). Human
error incidents cross many domains such as aviation (Liu et al., 2013; Shappell et
al., 2007), and medical (Beatty & Beatty, 2004; Dekker, 2007; Gawron, Drury,
Fairbanks, & Berger, 2006).
The human factors analysis and classification system (HFACS) was developed
in 1997 for the U.S. Navy/Marine Corps aviation community by (Shappell et al.,
2007; Wiegmann & Shappell, 2001) to address a series of aviation accidents and
incidents that were occurring. HFACS is based off Reason’s (1990) Swiss cheese
model of latent and active failures, breaking human error down into four different
levels of failure, (Wiegmann & Shappell, 2001). The four levels are unsafe acts of
operators, preconditions for unsafe acts, unsafe supervision, and organizational
influences. Under the unsafe acts level on the HFACS model error is further
broken down into three categories, decision errors (honest mistakes), skill-based
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errors (unconscious thought), and perceptual errors (sensory). HFACS is designed
to see if there are any latent organizational conditions that led to the error. As with
the privacy issue, cultural differences can have an underlying effect on the cause
of the accidents and incidents, as evidenced in the different HFACS studies by
Liu et al. (2013) and Shappell et al. (2007) found that the causes of historical
accidents differed. According to Liu et al. (2013), Fallible decisions in upper
management directly led to pre-conditions of unsafe acts which impaired the
performance of pilots’ due to a breakdown in supervisory practices. Inversely the
Shappell et al. (2007) study found that the casual factors causing the aviation
accidents were at the unsafe act level. Over half (56.5%) were skill based errors
and over a third (36.7%) were decision errors. Before HFACS was developed
human error was a complex and elusive matter that was not well defined without a
structured and standardized classification scheme, (Shappell et al., 2007).
According to Johannesson and Perjons (2014) design science is a study of
artifacts like many other scientific disciplines. These artifacts are then developed
to solve practical problems that people face. In the information systems (IS)
perspective these problems involve systems and the people that operate them.
Design science utilizes both qualitative and quantitative research methodologies
according to Johannesson and Perjons (2014). According to Maher (2011) even
though design is a complicated and complex process that includes formulation,
synthesis, and analysis, the results can bring value to the processes and design.
Some of the values in design sciences according to (Niiniluoto, 2014) are
anecdotal conditions for actions. According to Niiniluoto(2014), design science is
based the 19th century application of applied arts (industrial design) and design
research based off Simon (1996). Some of the world greatest minds, da Vinci and
Aristotle employed some sort of design science in their time (Niiniluoto, 2014).
Walls et al (1992) states that there is a need for information systems design
theories that are both effective and feasible. Walls et al (1992) broke down the
components of an information systems design theory into two categories (pg. 43),
the design product, and the design process each of these had multiple sub
categories. The systems development life cycle (SDLC) was one of the widely
accepted design theories that (Walls, Widmeyer, & El Sawy, 1992) mentioned as
an example in their design process development. Even though design science has
had a resurgence as a research paradigm in the last few years there seems to be a
lack of any ethical components (Myers & Venable, 2014). According to Myers et
al (2014), as the build-evaluate cycles have become more complex and elaborate
no ethical considerations were included in the work. Ethical considerations are an
important aspect in the design and deployment of IS systems because of the effect
that they have on human subjects (Mason, 1986). Mason (1986) proposed four
ethical principals in the design of information systems as a form of a social
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contract. The four principles that Mason (1986) suggested are Privacy, Accuracy,
Property, and Accessibility (PAPA). The utilization of these guiding principles
will help maintain a person’s privacy, ensure that the data that is collected is
accurate and authenticated, helps ensure personal property rights, and sets
accessibility standards for any personal data collected.
According to (Peffers et al., 2007) design science was first proposed for
information systems in the early 1990’s by (March & Smith, 1995; Nunamaker Jr.
& Chen, 1990; Walls et al., 1992). Peffers et al. (2007) used these sources as a
background to create his design science research methodology for information
systems. The six step design science methodology developed by (Peffers et al.,
2007) was developed to meet three objectives: consistency with prior literature,
provides a nominal process model for DS research, and provides a mental model
for presenting and evaluating DS research in IS. The six steps are: problem
identification and motivation, definition of the objectives for a solution, design
and development, demonstration, evaluation, and communication (Peffers et al.,
2007). Peffers et al. (2007) DSRM offers researchers the flexibility to follow the
steps in the sequence that best fits the approach to solving their research problem.
Problem centered approaches would start with step one and follow a nominal
sequence and object centered solutions could start with step 2 and build outwards.

Methodology
Overview of research methodology/design:
HFACS is an analytical tool designed originally for the Navy/Marine Corps
aviation community for accident and incident investigations by, (Shappell et al.,
2007). Figure 1 shows the conceptual model of the HFACS system and the four
levels of human error in and organization. HFACS was based on the Swiss cheese
model of latent and active failures concept developed by (Reason, 1990). The goal
of this research is to create a methodology for information security using HFACS.
The research is to find out how SA (Endsley, 1995; Flach, 1995), and human error
relate to one another in order to develop methods based on HFACS (Liu et al.,
2013; Shappell et al., 2007) to help improve information privacy through
identifying any latent organizational conditions that lead to human error.

https://digitalcommons.kennesaw.edu/ccerp/2017/research/2
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Figure 1 (Shappell et al (2007)

Instrument development and validation:
A survey instrument will be developed for this research based off the HFACS
checklists. Ideally the survey will be distributed to a wide variety of industries to
gather as much data as possible to possible to see how information privacy is
handled due to the varying regulations that govern privacy. Initial data can be
gathered from the data breach clearing house to test how the reported data works
in the HFACS framework to help design a survey in the correct format to avoid
invalidating the testing.in order to help design a survey in the correct format to
avoid invalidating the testing.

Proposed sample:
Ideally, we would like a sample size over 100 survey participants so that a valid
statistical model can be constructed and that a trend analysis can be formed to see
if there are any patterns that emerge from the data gathered from the participants.
Published by DigitalCommons@Kennesaw State University, 2017
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The sampling will consist of IT and non-IT staff including managerial and nonmanagerial employees to obtain a broader sample of differing perspectives. The
sample questions will be developed based on the HFACS methodology
requirements and processed with the HFACS software after the data has been
anonymized.

Data analysis:
All the gathered data will be entered into the standalone HFACS software
package obtained from HFACS Inc. This software will provide the necessary
analytical processes to classify the data into the four different tiers of the HFACS
model. Once the data is processed by the HFACS software we will generate a
report based on the results with appropriate tables and figures to illustrate the data
being analyzed and the results. Some data may have to be manually analyzed and
reformatted to be processed by the HFACS software.

Summary
In summary, this research will be geared toward finding a way to implement the
HFACS framework into an information security incident testing procedure. Using
lessons learned from historical incidents will provide the needed background in
order to help guide us through the steps to make the implementation of the
HFACS framework successful.
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