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Abstract
Object of the present paper is the local theory of solution for steady
ideal Euler flows and ideal MHD equilibria. The present analysis relies
on the Lie-Darboux theorem of differential geometry and the local the-
ory of representation and construction of Beltrami fields developed in
[1]. A theorem for the construction of harmonic orthogonal coordinates
is proved. Using such coordinates families of solenoidal Beltrami fields
with different topologies are obtained in analytic form. Existence of
global solenoidal Beltrami fields satisfying prescribed boundary con-
ditions while preserving the local representation is considered. It is
shown that only singular solutions are admissible, an explicit example
is given in a spherical domain, and a theorem on existence of singular
solutions is proven. Local conditions for existence of solutions, and lo-
cal representation theorems are derived for generalized Beltrami fields,
ideal MHD equilibria, and general steady ideal Euler flows. The theory
is applied to construct analytic examples.
1 Introduction
Let w ∈ C∞(Ω) be a smooth vector field in a smoothly bounded domain
Ω ⊂ R3 with boundary ∂Ω. Object of the present paper is the following
system of first order partial differential equations:
w × (∇×w) = ∇ (P + κw2) in Ω, (1)
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where P ∈ C∞ (Ω) and κ ∈ R are given. System (1) will be examined both
independently, and with the additional divergence free condition
∇ ·w = 0 in Ω. (2)
The boundary condition
w · n = 0 on ∂Ω, (3)
where n is the unit outward normal to ∂Ω, will also be considered.
In the context of fluid dynamics [2], equation (1), together with the
continuity equation ∇ · (ρw) = 0, represents a steady Euler flow: w is the
fluid velocity, κ = 1/2, and ∇P = ρ−1∇p+∇φ, where ρ is the fluid density,
p = p (ρ) the barotropic pressure, and φ an external potential. For a plasma
system, w is the solenoidal magnetic field, κ = 0, and −P is the plasma
pressure. Then, equations (1) and (2) describe ideal magnetohydrodynamic
equilibria [3].
An important class of solutions w to (1) can be obtained when the right-
hand side vanishes, i.e. ∇P = −κ∇w2. In such case, a vector field w 6= 0
is called a Beltrami field and satisfies the Beltrami condition
∇×w = hˆw in Ω. (4)
The function hˆ ∈ C∞ (Ω) is known as the proportionality factor (or coeffi-
cient). Since a Beltrami field is an eigenvector of the curl operator [4], the
proportionality factor hˆ can be identified with the associated eigenvalue.
While the occurrence of Beltrami flows in steady fluids is a non-trivial
physical problem, Beltrami fields are essential in the description of relaxed
plasma states [5, 6]. Such discrepancy originates from the different degree
of conservation between fluid helicity and magnetic helicity. Indeed, due to
the higher order derivatives appearing in the fluid helicity, the fluid kinetic
energy is expected to dissipate at a slower rate, and fluid Beltrami equilib-
ria are not properly described, in general, by minimization of energy under
the constraint of helicity [7] (see [8] for measurements of the extent of he-
licity conservation in non-ideal fluid systems). The situation is opposite in
the magnetic case: Beltrami fields with constant proportionality factor are
consistent with a relaxation process where magnetic energy is minimized by
keeping the magnetic helicity constant [9].
From a mathematical standpoint, Beltrami fields serve as a tool to in-
vestigate chaotic properties [10] and topological behavior of fluid flows [11],
as well as the statistical mechanics of magnetohydrodynamic systems [12].
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When, instead of fluid models, the motion of a single particle is consid-
ered, Beltrami fields arise in the form of antisymmetric operators that act
on the particle Hamiltonian to induce dynamics. Such ‘Beltrami operators’
exhibit special statistical properties, namely that they enable a formulation
of statistical mechanics in the absence of canonical phase space (see [13]).
Although Beltrami fields find several applications due to their occurrence
in fluid and magnetofluid systems, the solvability of the Beltrami equation
(4) for given hˆ ∈ C∞ (Ω) poses a mathematical challenge. First, a major
distinction exists between the case of constant proportionality factor, i.e. the
case with ∇hˆ = 0 in Ω, and the general situation in which hˆ is a function in
Ω. Observe that, if hˆ is constant, then∇·w = 0 when the Beltrami condition
(4) is satisfied. In [4] it is proved that the Beltrami equation (4) endowed
with boundary condition (3) and with constant proportionality factor hˆ ∈ C
(note that hˆ can be complex valued) always admits a nontrivial solution if
Ω is a multiply connected smoothly bounded domain. Here, a nontrivial
solution is to be found in an appropriate subset of the standard Sobolev
space of order 1, H1 (Ω). When hˆ is allowed to be a function in the class
C6,α (Ω), it has been shown that the set of inhomogeneous proportionality
factors by which the Beltrami equation (4) admits a solenoidal solution
w 6= 0, ∇ ·w = 0, has ‘measure’ zero. More precisely, w = 0 for all hˆ in a
dense and open subset of C7 (Ω) (see [14]). If the solenoidal condition (2) is
abandoned, weak solutions of system (4) can be derived [15] (see also [16]
and the discussion therein). However, when available, such solutions remain
of pure mathematical interest.
If the solenoidal Beltrami field arising from equations (4) and (2) is as-
sumed to exhibit Euclidean symmetries, it is known that equations (4) and
(2) reduce to a single nonlinear elliptic PDE for the flux function, the Grad-
Shafranov equation [17]. The Grad-Shafranov equation can be derived also
for system (1) together with (2) if κ = 0, i.e. for ideal magnetohydrodynamic
equilibria with non-vanishing pressure gradients and Euclidean symmetries
[18, 19]. Thus, in the presence of suitable symmetries, the Grad-Shafranov
equation provides a viable way to obtain solenoidal Beltrami fields in ana-
lytic or numerical form. We refer the reader to [20] for analytic examples
of symmetric solutions, and to [21, 22] for numerical examples of force free
equilibria in the context of magnetic plasma confinement.
A systematic method to construct Beltrami fields in analytic form has
been obtained in [1]. This result relies on a local solution of the Beltrami
equation (4): the solution is found in a small neighborhood U ⊂ Ω and
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boundary conditions are discarded. The analysis relies on the helicity density
h = w · ∇ ×w, (5)
of the vector field w. h characterizes the topological properties of w. A
vanishing helicity density h = 0 implies that a smooth vector field w is
integrable in the sense of the Frobenius’ theorem [23], and thus admits a
local representation
w = λ∇C in U, (6)
with λ,C ∈ C∞ (U). Since any nontrivial Beltrami field satisfies ∇×w =
hˆw with ∇ × w 6= 0, it is clear that h 6= 0. In [1] it is shown that under
such circumstances a Beltrami field has the local representation
w = cos θ∇ψ + sin θ∇` in Ω, (7)
with `, ψ, θ ∈ C∞ (U) a smooth coordinate system satisfying the following
geometric conditions,
cos θ sin θ
(
|∇ψ|2 − |∇`|2
)
= (∇` · ∇ψ) (cos2 θ − sin2 θ) , (8a)
sin θ ∇` · ∇θ + cos θ ∇ψ · ∇θ = 0, (8b)
The proof of (7) and (8) relies on the Darboux theorem, which gives a local
expression for closed differential 2-forms [24, 25, 26].
The local representation (7) has a number of consequences. First, Bel-
trami flows admit two local invariants, the plane of the flow θ and the angular
momentum-like quantity Lθ = ` cos θ−ψ sin θ. Furthermore, if ∇·w = 0, it
can be shown that the proportionality factor satisfies hˆ = hˆ (θ, Lθ). Hence,
hˆ becomes a constant of the motion itself. Since hˆ represents the helicity
density of the normalized vector field wˆ/ |w|, i.e. hˆ = wˆ ·∇× wˆ, the conser-
vation of hˆ physically correspond to conservation of (normalized) helicity.
This shows that, at least at a local level, inhomogeneous proportionality
factors do not increase the number of conservation laws, thus explaining the
so called helical flow paradox [27]. Finally, the local representation (7) nat-
urally leads to the following method for the construction of Beltrami fields:
from conditions (8) one sees that a Beltrami field in the form of (7) can
be obtained by finding an orthogonal coordinate system (`, ψ, θ) such that
two scale factors are equal, |∇`| = |∇ψ|. If the coordinates ` and ψ are
harmonic, the resulting Beltrami field is solenoidal. We refer the reader to
[1] for a list of explicit examples.
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Aim of the present paper is to extend the results of [1] in the following
ways: first, in section 2 we prove a theorem that provides harmonic orthogo-
nal coordinate systems (a precise definition of such coordinates will be given
later on). These coordinates can be used to construct solenoidal Beltrami
fields according to the method of [1]. Examples of families of solenoidal Bel-
trami fields with different topologies are given in section 3. Here, the global
problem is also considered. More precisely, we examine the conditions under
which the local representation (7) can be prolonged up to the boundary, so
that boundary conditions (3) are satisfied (in the following, we shall refer to
a global solution in the sense that it satisfies prescribed boundary conditions
while maintaining its local representation). It is shown that the availabil-
ity of a global Beltrami field is limited to singular solutions, i.e. solutions
which are regular almost everywhere in the domain of interest. An example
of singular global solution within a spherical domain is given. Finally, the
general system, equation (1) is examined. Local conditions for existence of
solutions are derived. In section 4, the case of generalized Beltrami fields,
i.e. solutions of (1) for ∇P = 0, is discussed. In section 5, we consider
ideal MHD equilibria, while steady Euler flows are discussed in section 6.
In section 7 we draw our conclusions.
2 Construction of solenoidal Beltrami fields
Purpose of the present section is to derive a method to obtain a set of
orthogonal coordinates (`, ψ, θ) ∈ C∞ (Ω) with the property that
|∇`| = |∇ψ| , ∆` = 0, ∆ψ = 0 in Ω, (9)
where Ω ⊂ R3 is some appropriate domain. We shall refer to an orthogonal
coordinate system (`, ψ, θ) satisfying (9) as harmonic. If such a coordinate
system is found, then, from [1], we know that w = cos θ∇ψ + sin θ∇` is a
solenoidal Beltrami field in Ω.
Before giving the formal statement, it is useful to explain when and
how harmonic orthogonal coordinates can constructed. First, suppose that
(α, β, γ) ∈ C∞ (Ω) is an orthogonal coordinate system in a domain Ω ⊂ R3.
Let V denote the two-dimensional set V = {(α (x) , β (x)) | x ∈ U}. In V ,
consider the two-dimensional Laplace equation
fαα + fββ = 0 in V. (10)
Here, a lower index indicates a partial derivative. If the domain V has
a sufficiently regular boundary, equation (10) can be solved [28, 29]. The
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solution is a harmonic function f (α, β). Furthermore, if the domain V is
simply connected, from standard results of complex analysis, the function f
also admits a harmonic conjugate g bearing the Cauchy-Riemann equations
fα = gβ, fβ = −gα in V. (11)
These relationships also imply that
f2α + f
2
β = g
2
α + g
2
β in V. (12)
Hence, the functions f and g are harmonic and their gradients have equal
length in the metric induced by α and β. Note that both f and g are well
defined in the whole Ω since they do not explicitly depend on the variable
γ. Therefore, our original problem (9) is solved if the properties of f and
g remain valid in the whole Ω, namely that they are harmonic and the
length of their gradients is equal also with respect to the Euclidean metric
of R3. Our task is to determine the geometric conditions on the coordinates
(α, β, γ) that allow such transfer of properties. On this regard, we have the
following:
Theorem 1. Let (ζ, β, γ) ∈ C∞ (Ω) be a smooth orthogonal coordinate sys-
tem in a smoothly bounded simply connected domain Ω ⊂ R3. Assume that
∂β
( |∇ζ|
|∇β|
)
= ∂γ
( |∇ζ|
|∇β|
)
= ∂ζ |∇γ| = ∂β |∇γ| = 0. (13)
Then, there exist smooth functions (`, ψ, θ) ∈ C∞(Ω) such that the vector
field
w = cos [σ (θ)] ∇ψ + sin [σ (θ)] ∇`, (14)
is a smooth solenoidal Beltrami field in Ω. Here, σ = σ (θ) is any smooth
function of the variable θ.
Proof. The Laplacian ∆f of a function f ∈ C∞ (Ω) with respect to the
standard Euclidean metric of R3 is defined by the identity
L∇fdx ∧ dy ∧ dz = ∆f dx ∧ dy ∧ dz, (15)
where L is the Lie derivative. On the other hand, observe that
L∇fdx ∧ dy ∧ dz = di∇f J−1dζ ∧ dβ ∧ dγ
=d
[
J−1
(
fζ
|∂ζ |2
dβ ∧ dγ − fβ|∂β|2
dζ ∧ dγ + fγ|∂γ |2
dζ ∧ dβ
)]
=J
[
∂
∂ζ
(
|∇ζ|2
J
fζ
)
+
∂
∂β
(
|∇β|2
J
fβ
)
+
∂
∂γ
(
|∇γ|2
J
fγ
)]
dx ∧ dy ∧ dz.
(16)
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Here, J = ∇ζ ·∇β×∇γ is the Jacobian of the coordinate change (ζ, β, γ) 7→
(x, y, z). Therefore,
∆f = J
[
∂
∂ζ
(
|∇ζ|2
J
fζ
)
+
∂
∂β
(
|∇β|2
J
fβ
)
+
∂
∂γ
(
|∇γ|2
J
fγ
)]
. (17)
If fγ = 0, Laplace’s equation ∆f = 0 thus reduces to
∂
∂ζ
(
|∇ζ|2
J
fζ
)
+
∂
∂β
(
|∇β|2
J
fβ
)
=
∂
∂ζ
( |∇ζ|
|∇β| |∇γ|fζ
)
+
∂
∂β
( |∇β|
|∇ζ| |∇γ|fβ
)
= 0 in Ω.
(18)
Here, the orientation of the coordinate system (ζ, β, γ) is assumed to be
such that J/ |J | = 1. By hypothesis, the metric coefficient |∇γ| 6= 0 is
independent of ζ and β, while |∇ζ| / |∇β| 6= 0 is a function of ζ. This
implies that equation (18) can be written as
|∇ζ|
|∇β|
∂
∂ζ
( |∇ζ|
|∇β|fζ
)
+ fββ = 0 in Ω, (19)
Next, we define the smooth function
α =
∫ |∇β|
|∇ζ| dζ. (20)
Note that α is a strictly monotonic function of ζ. Therefore, it is invertible
and can be used as coordinate in place of the variable ζ. In terms of α and
β equation (19) becomes
fαα + fββ = 0 in V. (21)
where the set V = {(α (x) , β (x)) | x ∈ Ω} is the image of the smooth
coordinates (α, β). Evidently, V is a smoothly bounded simply connected
domain.
Observe that a solution f of equation (21) automatically satisfies ∆f = 0
in Ω as a consequence of its equivalence with equation (19). Since V is simply
connected, the smooth solution f admits an harmonic conjugate g such that
fα = gβ and fβ = −gα in V , and ∆g = 0 in Ω. It follows that,
|∇f |2 = f2α |∇α|2 + f2β |∇β|2 = g2βα2ζ |∇ζ|2 + g2ζζ2α |∇β|2 = |∇g|2 in Ω.
(22)
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Here, the fact that αζ = ζ
−1
α = |∇β| / |∇ζ| was used. This shows that,
by setting (`, ψ, θ) = (f, g, γ), the gradients of the coordinates (`, ψ, θ) are
orthogonal to each other, and |∇`| = |∇ψ|. It follows that the vector field
(14) is a solenoidal Beltrami field in Ω. Recalling that hˆ = h/w2, the
proportionality factor is hˆ = σθ |∇θ|.
The result of theorem 1 can be rephrased as follows: given an orthogonal
coordinate system (ζ, β, γ) with the property (13), it is always possible to
determine an associated solenoidal Beltrami field w = cos θ∇ψ + sin θ∇`.
One can verify that several coordinate systems satisfy the requirements of
theorem 1. We will see that for this reason theorem 1 can be used to con-
struct solenoidal Beltrami fields with different topologies in analytic form.
3 Families of solenoidal Beltrami fields
In this section, we apply theorem 1 to construct solenoidal Beltrami fields.
First, observe that Cartesian, cylindrical, and spherical coordinates sat-
isfy the hypothesis of theorem 1. In Cartesian coordinates (x, y, z) all scale
factors are equal, |∇x| = |∇y| = |∇z| = 1. Hence, any permutation of the
coordinates can be identified with (ζ, β, γ). In particular, α = ζ, and, by
setting (ζ, β, γ) = (x, y, z), theorem 1 guarantees that the vector field
w = cos [σ (z)] ∇ψ (x, y) + sin [σ (z)] ∇` (x, y) , (23)
is a solenoidal Beltrami field provided that ` (x, y) and ψ (x, y) are harmonic
conjugate functions in the (x, y) variables. Examples are ` = x and ψ = y,
` = −ex sin y and ψ = ex cos y, ` = sinh y sinx and ψ = cosh y cosx, or
` = sin ycoshx−cos y and ψ =
sinhx
coshx−cos y .
In cylindrical coordinates (r, φ, z) =
(√
x2 + y2, arctan
( y
x
)
, z
)
, define
(ζ, β, γ) = (r, φ, z). Then,
∂φ
( |∇r|
|∇φ|
)
= ∂z
( |∇r|
|∇φ|
)
= ∂r |∇z| = ∂φ |∇z| = 0. (24)
Furthermore, α =
∫
dr
r = log r+ c, with c ∈ R a constant of integration. We
set c = 0. It follows that the vector field
w = cos [σ (z)] ∇ψ (log r, φ) + sin [σ (z)] ∇` (log r, φ) , (25)
is a solenoidal Beltrami field provided that ` (log r, φ) and ψ (log r, φ) are
harmoninc conjugate functions in the (log r, φ) variables. Examples are ` =
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log r and ψ = φ, ` = −r sinφ and ψ = r cosφ, ` = sinh (log r) sinφ and
ψ = cosh (log r) cosφ, or ` = sinφcosh(log r)−cosφ and ψ =
sinh(log r)
cosh(log r)−cosφ .
Let Ω = S ⊂ R3 be a sphere of radius R0 > 0 centered at the origin
x = 0. We denote by
(R,ϑ, φ) =
(√
x2 + y2 + z2, arccos
(
z√
x2 + y2 + z2
)
, arctan
(y
x
))
,
(26)
the standard spherical coordinate system. The scale factors are
|∇R|2 = 1, |∇ϑ|2 = 1
R2
, |∇φ|2 = 1
R2 sin2 ϑ
. (27)
Observe that, by setting (ζ, β, γ) = (ϑ, φ,R), one has
∂φ
( |∇ϑ|
|∇φ|
)
= ∂R
( |∇ϑ|
|∇φ|
)
= ∂ϑ |∇R| = ∂φ |∇R| = 0. (28)
The variable α can be evaluated to be
α (ϑ) =
∫
dϑ
sinϑ
= log
(
sinϑ
1 + cosϑ
)
+ c, (29)
with c ∈ R a constant of integration. We set c = 0. It follows that the
vector field
w = cos [σ (R)] ∇ψ (α (ϑ) , φ) + sin [σ (R)] ∇` (α (ϑ) , φ) , (30)
is a solenoidal Beltrami field provided that ` (α (ϑ) , φ) and ψ (α (ϑ) , φ) are
harmonic conjugate functions in the variables (α (ϑ) , φ). Examples are ` =
α (ϑ) and ψ = φ, ` = − sinϑ sinφ1+cosϑ and ψ = sinϑ cosφ1+cosϑ , ` = sinhα (ϑ) sinφ and
ψ = coshα (ϑ) cosφ, or ` = sinφcoshα(ϑ)−cosφ and ψ =
sinhα(ϑ)
coshα(ϑ)−cosφ .
Figure 1 shows a plot of the vector field (30) for σ (R) = R, ` (α (ϑ) , φ) =
φ, and ψ (α (ϑ) , φ) = α (ϑ) on the level sets of the invariants R and LR =
φ cosR− α (ϑ) sinR.
Since ∇ϑ · ∇R = ∇φ · ∇R = 0, we have w · ∇R = 0. Hence, the vector
field (30) is orthogonal to the unit outward normal n = ∇R to the surface
of the sphere S, i.e. it is a solution of the boundary value problem
w × (∇×w) = 0, ∇ ·w = 0 in S,
w · ∇R = 0 on ∂S. (31)
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Figure 1: (a): Plot of the solenoidal Beltrami field (30) on the surface R = 1. (b):
Plot of the solenoidal Beltrami field (30) on the surface LR = 0.5. Here, σ (R) = R,
` (α (ϑ) , φ) = φ, and ψ (α (ϑ) , φ) = α (ϑ).
Here ∂S is the boundary of the sphere S. This fact deserves some comments.
At first glance, there may seem to be a contradiction because both ϑ and φ
appear to be solutions of the boundary value problem
∆f = 0 in S, ∇f · ∇R = 0 on ∂S. (32)
Indeed, from standard results of functional analysis, regular solutions of
(32) are unique up to constants. A careful examination of the solutions
φ and ϑ shows however that no contradiction exists because the derived
solutions are singular, specifically |∇θ|2 = 1/R2 diverges when R → 0, and
|∇φ|2 = 1/R2 sin2 θ diverges when R→ 0 or sinϑ→ 0.
This result suggests a method to construct singular solutions to the
boundary value problem
w × (∇×w) = 0, ∇ ·w = 0 in Ω,
w · ∇ν (θ, Lθ) = 0 on ∂Ω,
(33)
where Ω is a smoothly bounded simply connected domain with unit out-
ward normal n = ∇ν (θ, Lθ) / |∇ν (θ, Lθ)|. Here, ν (θ, Lθ) ∈ C∞ (Ω) is
a smooth function of the invariants θ and Lθ of the Beltrami flow w =
cos θ∇ψ + sin θ∇`. Indeed, while there is no hope of finding two distinct
regular solutions ` and ψ to the boundary value problem
∆f = 0 in Ω, ∇f · ∇ν (θ, Lθ) = 0 on ∂Ω, (34)
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distinct singular solutions may exist, as in the spherical case. By singu-
lar solution, we mean a solution that is regular in the domain of interest,
exception made for a set of measure zero. We have:
Proposition 1. Let Ω ⊂ R3 be a smoothly bounded simply connected domain
with boundary ∂Ω. Let n = ∇ν/ |∇ν| be the unit outward normal to ∂Ω,
with ν ∈ C∞ (Ω′) and Ω ⊂⊂ Ω′ ⊂ R3. Suppose that there exist orthogonal
coordinates (`, ψ, θ) smooth almost everywhere in Ω′ such that
∆` = 0 a.e. in Ω, ∇` · ∇ν = 0 a.e. on ∂Ω, (35a)
∆ψ = 0 a.e. in Ω, ∇ψ · ∇ν = 0 a.e. on ∂Ω, (35b)
|∇`| = |∇ψ| a.e. in Ω, (35c)
ν = ν (θ, Lθ) in Ω
′, (35d)
with Lθ = ` cos θ − ψ sin θ. Then, the vector field
w = cos [σ (θ)] ∇ψ + sin [σ (θ)] ∇`, (36)
is a singular solution of the boundary value problem (33).
Proof. Since the coordinates (`, ψ, θ) are orthogonal and the scale factors
|∇`| and |∇ψ| are equal, the vector field (36) is a Beltrami field almost
everywhere in Ω. Since such Beltrami field is endowed with the invariants
θ and Lθ, it also satisfy the boundary condition w · ∇ν (θ, Lθ) = 0 almost
everywhere on ∂Ω. Equations (35a) and (35b) guarantee that the Beltrami
field is solenoidal almost everywhere in Ω.
Proposition 1 can be combined with theorem 1 to obtain the following
result regarding the existence of singular solutions to the boundary value
problem (33):
Theorem 2. Let (ζ, β, γ) ∈ C∞ (Ω) be a smooth orthogonal coordinate sys-
tem in a smoothly bounded simply connected domain Ω ⊂ R3 satisfying the
hypothesis of theorem 1. Suppose that the unit outward normal n to the
boundary ∂Ω is such that n = ∇ν/ |∇ν|, where ν ∈ C∞ (Ω′), Ω ⊂⊂ Ω′, is a
smooth function of θ and Lθ, ν = ν (θ, Lθ), (`, θ, ψ) ∈ C∞ (Ω′) the orthog-
onal coordinate system obtained from (ζ, β, γ) according to the procedure of
theorem 1, and Lθ = ` cos θ−ψ sin θ. Then, the vector field (14) is a family
of singular solutions to the boundary value problem (33).
In practice, theorem 2 is applied as follows: first, given a smoothly
bounded simply connected domain Ω, one identifies the function ν whose
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gradient defines the normal direction to the bounding surface ∂Ω. Assum-
ing ν = γ, one completes the function γ to an orthogonal set (ζ, β, γ). If
the topology of the domain Ω is compatible with the requirements of theo-
rem 1 on the metric coefficients of the coordinate system (ζ, β, γ), singular
solutions of the boundary value problem (33) are available in the form of
equation (14). This approach was used to construct the spherical example
discussed above.
We now return to the spherical example with ` = φ and ψ = α (ϑ).
Since the spherical radius R is an invariant, w · ∇R = 0, a fluid element
moving according to the spherical Beltrami flow (30) will remain on the
same spherical surface at all times t ≥ 0. On the surface S0 = {x ∈ R | R =
R0 > 0} one can identify the singular points x± = (0, 0,±R0). At x±, which
correspond to the angular values θ = {0, pi}, the modulus of w diverges:
lim
x→x±
w2 = lim
x→x±
|∇ψ|2 = lim
x→x±
ψ2α + ψ
2
φ
R2 sin2 ϑ
= lim
ϑ→0
1
R20 sin
2 ϑ
= +∞. (37)
Given a flow with velocity w, it is useful to consider which initial conditions
of the invariants R and LR lead to the singular points x±. Observe that
LR = φ cosR− log
(
sinϑ
1 + cosϑ
)
sinR. (38)
On the other hand,
lim
ϑ→0
log
(
sinϑ
1 + cosϑ
)
= −∞, lim
ϑ→pi
log
(
sinϑ
1 + cosϑ
)
= +∞. (39)
It follows that, whenever sinR 6= 0,
lim
x→x±
|LR| = +∞. (40)
Therefore, the set of initial conditions allowing the singular points x± has
measure zero and is limited to an infinite value of the angular momentum-
like quantity LR. This result remains true for singularities of the variables
` and ψ in general. Indeed, if the set of singularities of the variables ` and
ψ has measure zero, so is the measure of the corresponding set of values of
the invariant Lθ = ` cos θ − ψ sin θ.
We conclude this section with an example where the procedure of theo-
rem 1 does not apply. Consider a toroidal coordinate system
(τ, η, φ) =
(√
(1− r)2 + z2, z
r − 1 , φ
)
. (41)
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Here, (r, φ, z) is the cylindrical coordinate system introduced above, τ is the
radial distance from the center of the torus located at (r, φ, z) = (1, φ, 0),
and η is an angle-like coordinate in the planes φ = constant.
Notice that such toroidal coordinates form an orthogonal set. One has
|∇τ |2 = 1, |∇η|2 =
(
1 + η2
)2
τ2
, |∇φ|2 = 1(
1± τ√
1+η2
)2 . (42)
Here, the sign ± in the last formula depends on the sign of r − 1, since
(r − 1)2 = τ2/ (1 + η2). Therefore, the only variable with the property that
the corresponding scale factor is independent of the other coordinates is
τ . However, the ratio |∇η| / |∇φ| depends on the variables τ and η, and
equation (13) cannot be satisfied.
4 Generalized Beltrami fields
In this section we examine equation (1) when ∇P = 0, i.e.
w × (∇×w) = κ∇w2 in Ω. (43)
Observe that any solution of (43) such that κ∇w2 6= 0 satisfies w · ∇w2 =
∇ × w · ∇w2 = 0. Hence w2 is simultaneously an invariant of the flows
generated by w and ∇×w. It will be shown that solving (43) with κ 6= 0
is tantamount to finding a Beltrami field. For this reason and due to the
fact that κ = 0 corresponds to the standard Beltrami case, we shall refer
to solutions of (43) as generalized Beltrami fields. In the following, the
notation w = |w| is used.
Proposition 2. Let w ∈ C∞ (Ω) be a smooth vector field in a bounded
domain Ω ⊂ R3. Assume w 6= 0 in Ω and κ 6= 0. Then, w is a solution of
(43) if and only if
w
w2κ
×
[
∇×
( w
w2κ
)]
= 0, w · ∇w = 0 in Ω. (44)
The equivalence between (43) and (44) when κ 6= 0 can be verified by ob-
serving that
w
w2κ
×
[
∇×
( w
w2κ
)]
= w−4κ
[
w × (∇×w)− κ wˆ × (∇w2 × wˆ)] , (45)
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where wˆ = w/w. Whenever w · ∇w = 0, we have wˆ × (∇w2 × wˆ) = ∇w2,
and thus
w
w2κ
×
[
∇×
( w
w2κ
)]
= w−4κ
[
w × (∇×w)− κ∇w2] . (46)
This result enables one to apply the techniques for the construction of
Beltrami fields developed in [1] in order to obtain solutions of equation (43).
Let us see how. For κ 6= 0, we must distinguish two cases, κ = 1/2 (this
is the case of an ideal fluid), and κ 6= 1/2. Define ξ = w/w2κ. We have
ξ = |ξ| = w1−2κ. If κ = 1/2, we see that ξ = 1, implying that there is no
functional relationship between ξ and w. Hence, if one wants to obtain a
solution of (43) such that w = |α|, α ∈ C∞ (Ω), it is sufficient to solve the
following system in the domain Ω,
ξ × (∇× ξ) = 0, (47a)
|ξ| = 1, (47b)
∇α · ξ = 0. (47c)
Once ξ is obtained, the desired vector field is w = α ξ. Indeed,
w × (∇×w) = α2 ξ × (∇× ξ) + α ξ × (∇α× ξ) = 1
2
∇α2 = 1
2
∇w2. (48)
A vector field ξ satisfying (47a) and (47b) can be constructed by application
of corollary 1 of [1]: it is sufficient to determine an orthogonal coordinate
system (`, ψ, θ) such that |∇`| = |∇ψ| = 1. Then, ξ = cos θ ∇ψ+sin θ ∇`. If
the function α is not prescribed, solutions of (47c) can be obtained with the
method of characteristics. If α is given, equation (47c) puts an additional
constraint on the choice of (`, ψ, θ). From corollary 1 of [1] we know that,
if (47c) is satisfied, then α is a function of θ and Lθ = ` cos θ − ψ sin θ, i.e.
α = α (θ, Lθ).
When κ 6= {0, 1/2}, solutions of (43) can be obtained by solving the
following system in Ω,
ξ × (∇× ξ) = 0, (49a)
|ξ| = |α|1−2κ , (49b)
∇α · ξ = 0. (49c)
Then, the solution is w = α2κ ξ. From corollary 1 of [1], the vector field ξ
can be constructed by determining an orthogonal coordinate system (`, ψ, θ)
such that |∇`| = |∇ψ| = |α|1−2κ and ∇α · (cos θ∇ψ + sin θ∇`) = 0. As in
the previous case, α will be a function of θ and Lθ, i.e. α = α (θ, Lθ).
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In the context of fluid dynamics and magnetohydrodynamics, solenoidal
solutions are desirable. For this purpose, systems (47) and (49) must be
modified by adding the condition
∇ · ξ = 0 in Ω. (50)
Since w = α2κ ξ and ∇α · ξ = 0, this is enough to ensure that ∇ ·w = 0.
We remark that any solution w to equation (43) is parallel to the Bel-
trami field ξ = w/w2κ. Therefore it is endowed with the same integral in-
variants. From [1], we know that any nontrivial Beltrami field (i.e. such that
h = ξ·∇×ξ 6= 0 in Ω) admits the local representation ξ = cos θ ∇ψ+sin θ ∇`
and two local invariants, θ and Lθ. Hence, the corresponding solution w also
preserves θ and Lθ locally, i.e. w · ∇θ = w · ∇Lθ = 0 in the neighborhood
where the local representation holds.
4.1 Examples
In the remaining part of this section examples of solutions to equation (43)
are given.
1. Let (x, y, z) be the standard Cartesian coordinate system. Define Lz =
x cos z − y sin z. Let α ∈ C∞ (Ω) be an arbitrary function of z and
Lz, i.e. α = α (z, Lz). The vector field
w = α (z, Lz) {cos [σ (z)] ∇y + sin [σ (z)] ∇x} , (51)
is a solution of (43) for κ = 1/2 such that w = |α|. Here, σ (z) is
an arbitrary C∞ (Ω) function of z. Moreover ∇ · w = 0. The flow
generated by w admits the invariants z and Lz. A plot of (51) is given
in figure 2.
2. Let (r, φ, z) be the cylindrical coordinate system introduced in section
3. Define Lφ = r cosφ − z sinφ. Let α ∈ C∞ (Ω) be an arbitrary
function of φ and Lφ, i.e. α = α (φ,Lφ). The vector field
w = α (φ,Lφ) {cos [σ (φ)] ∇z + sin [σ (φ)] ∇r} , (52)
is a solution to (43) for κ = 1/2 such that w = |α|. Here, σ (φ) is an
arbitrary C∞ (Ω) function of φ. Moreover ∇·w = α sin [σ (φ)] /r. The
flow generated by w admits the invariants φ and Lφ. A plot of (52) is
given in figure 3.
15
Figure 2: (a): Plot of the generalized Beltrami field (51) on the surfaces z = −1.3, 0, 1.3.
(b): Plot of the generalized Beltrami field (51) on the surface Lz = 0.5. Here σ (z) = z
and α (z, Lz) = sin (z + Lz).
5 Ideal MHD equilibria
This section is concerned with equation (1) when κ = 0,
w × (∇×w) = ∇P in Ω. (53)
Local conditions for existence of solutions are examined and families of an-
alytic solutions are given. Solenoidal solutions, i.e. ideal MHD equilibria,
are discussed in the second part of this section.
Observe that any solution of (53) for ∇P 6= 0 satisfies w · ∇P = ∇ ×
w · ∇P = 0. Hence P is simultaneously an invariant of the flows generated
by w and ∇ ×w. The following theorem provides local conditions for the
existence of solutions to system (53).
Proposition 3. Let w ∈ C∞ (Ω) be a smooth vector field and P ∈ C∞ (Ω)
a smooth function in a bounded domain Ω ⊂ R3 such that ∇P 6= 0 in Ω.
Then, w is a solution of equation (53) if and only if for every x ∈ Ω there
exist a neighborhood U ⊂ Ω of x and local functions (µ, λ,C) ∈ C∞ (U)
such that
λ = λ (P,C) , (54a)
0 =
1
2
∂λ2
∂P
|∇C|2 + ∂λ
∂P
∇µ · ∇C − 1, (54b)
0 = ∇µ · ∇P + λ∇C · ∇P, (54c)
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Figure 3: (a): Plot of the generalized Beltrami field (52) on the surfaces φ = 0, pi. (b):
Plot of the generalized Beltrami field (52) on the surface Lφ = 1. Here σ (φ) = φ and
α (φ,Lφ) = sin (φ+ Lφ).
and
w = ∇µ+ λ∇C in U. (55)
Proof. First, we prove that system (53) implies system (54) and equation
(55). Observe that ∇P 6= 0 can be satisfied only if both w 6= 0 and ∇×w 6=
0 in Ω. The latter condition guarantees that the hypothesis of the Lie-
Darboux theorem are verified (see theorem 1 of [1] and references [24, 25,
26]). Hence, for every x ∈ Ω there exist a neighborhood U ⊂ Ω of x and
local functions (µ, λ,C) ∈ C∞ (U) such that
w = ∇µ+ λ∇C in U. (56)
Furthermore, from equation (53) we have
∇P · ∇ ×w = ∇P · ∇λ×∇C = 0 in U. (57)
Hence, P = P (λ,C) in U . Since ∇P 6= 0, Pλ and PC cannot vanish simul-
taneously. Suppose that Pλ = 0 and PC 6= 0. Then, the reparametrization
µ
′
= µ+λC, λ
′
= −C, and C ′ = λ gives Pλ′ = −PC 6= 0. Therefore, we can
assume without loss of generality that Pλ 6= 0 in U . By the inverse function
theorem, the function P is locally invertible to λ = λ (P,C). Again, we can
assume U to be the domain of such inverse function.
Next, we evaluate w × (∇×w). After some manipulations
w× (∇×w) =
(
∇µ · ∇C + λ |∇C|2
)
λP ∇P
− (∇µ · ∇P + λ∇C · ∇P )λP ∇C.
(58)
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On the other hand w×(∇×w) = ∇P . Since ∇×w 6= 0, we must also have
∇P ×∇C 6= 0, meaning that the directions ∇P and ∇C are independent.
It follows that the factor multiplying on ∇P in equation (58) must equal 1,
while the factor on ∇C must equal 0. We have thus obtained system (54)
and the first implication is proven. The proof of the converse statement is
trivial.
Observe that the local condition for w to be solenoidal is
∇ ·w = ∆µ+ λP∇P · ∇C + λC |∇C|2 + λ∆C = 0 in U. (59)
Proposition 3 suggests the following method to solve equation (53). Suppose
that, for a given P , one can construct an orthogonal set (µ, P,C). Then,
equation (54c) is automatically satisfied, and the desired solution can be
obtained if one can find a function λ with the property, arising from equation
(54b), ∂λ
2
∂P = 2/|∇C|2. On this regard, we have the following.
Proposition 4. Let (µ, P,C) ∈ C∞ (Ω) be an orthogonal coordinate system
in a bounded domain Ω such that
∂
∂µ
|∇C|2 = 0. (60)
Then, the vector field
w = ∇σ (µ) +
√
2
∫
dP
|∇C|2 ∇C, (61)
is a solution of (53). Here, σ (µ) is an arbitrary C∞ (Ω) function of µ.
Proposition 4 can be verified by using the orthogonality of the coordinate
system (µ, P,C),
w × (∇×w) =σµ∇µ×
(
∇
√
2
∫
dP
|∇C|2 ×∇C
)
+∇C ×
(
∇
∫
dP
|∇C|2 ×∇C
)
=∇P.
(62)
Hence, for a given P , a solutionw = ∇σ (µ)+λ∇C of (53) can be obtained if
an orthogonal coordinate system (µ, P,C) can be found such that ∂µ |∇C|2 =
0. Then, λ =
√
2
∫
dP
|∇C|2 . Below we give some examples of application of
proposition 4.
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5.1 Examples
1. Let (x, y, z) be the standard Cartesian coordinate system. Let P ∈
C∞ (Ω) be a function of the spatial coordinate x, P = P (x), and
σ ∈ C∞ (Ω) an arbitrary function of the coordinate z, σ = σ (z).
Then, the vector field
w = ∇σ (z) +
√
2P ∇y, (63)
is a solution of equation (53). Furthermore ∇·w = σzz, which vanishes
for σzz = 0. In a similar manner, one can construct solutions for given
profiles P = P (y) and P = P (z). Next, consider the case P =
P (x, y). The first order partial differential equation for the variable
C = C (x, y),
∇P · ∇C = 0, (64)
can be solved, at least locally, by application of the method of char-
acteristics. Note that, by construction, ∂z |∇C| = 0. Hence, the hy-
pothesis of proposition 4 are satisfied. Thus, the vector field
w = ∇σ (z) +
√
2
∫
dP
|∇C|2 ∇C, (65)
is a local solution of equation (53). For example, assume P = xy. We
find C = y
2−x2
2 and
w = ∇σ (z) +
√
log
(√
C2 + P 2 + P
)
∇C. (66)
Let P = ex sin y. We have C = ex cos y and
w = ∇σ (z) +
√
2
C
arctan
(
P
C
)
∇C. (67)
The cases P = P (x, z) and P = P (y, z) can be treated with the same
approach.
2. Consider cylindrical coordinates (r, φ, z). Let P ∈ C∞ (Ω) be a func-
tion of the radial coordinate r, P = P (r). Let σ ∈ C∞ (Ω) be an
arbitrary function of the angle variable φ, σ = σ (φ). Then, the vector
field
w = ∇σ (φ) +
√
2P ∇z, (68)
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is a solution of equation (53). Furthermore ∇ · w = σφφ/r2, which
vanishes for σφφ = 0. In a similar manner, one can construct solu-
tions for given profiles P = P (φ) and P = P (z). Next, consider the
case P = P (r, z). The first order partial differential equation for the
variable C = C (r, z),
∇P · ∇C = 0, (69)
can be solved, at least locally, by application of the method of char-
acteristics. Note that, by construction, ∂φ |∇C| = 0. Hence, the
hypothesis of proposition 4 are satisfied. Thus, the vector field
w = ∇σ (φ) +
√
2
∫
dP
|∇C|2 ∇C, (70)
is a local solution of equation (53). For example, assume P = exp (−r − z).
We find C = r − z and
w = ∇σ (φ) +
√
exp (−r − z) ∇ (r − z) . (71)
The case P = P (r, φ) can be treated in a similar way.
5.2 Local representation of ideal MHD equilibria
Ideal MHD equilibria correspond to solenoidal solutions of (1) for κ = 0:
w × (∇×w) = ∇P, ∇ ·w = 0 in Ω. (72)
The divergence free requirement poses a stringent condition on the set of
solutions. When a solution is assumed to possess Euclidean symmetries, i.e.
symmetry under translation, rotation, or their combination, system (72)
reduces to a single elliptic partial differential equation, the Grad-Shafranov
equation [17, 18, 19]. Here, we show that general ideal MHD equilibria are
locally described by a system of two coupled second order partial differential
equations, and derive local conditions for existence of solutions.
Proposition 5. Let w ∈ C∞ (Ω) be a smooth vector field in a bounded
domain Ω ⊂ R3. Assume w 6= 0 in Ω. Then, for every x ∈ Ω there exist a
neighborhood U ⊂ Ω of x and local smooth functions (χ, pi) ∈ C∞ (U) such
that
w = ∇χ×∇pi in U. (73)
Furthermore, system (72) is locally equivalent to
∇ · [∇pi × (∇χ×∇pi)] = Pχ, (74a)
∇ · [∇χ× (∇pi ×∇χ)] = Ppi in U. (74b)
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Proof. Since w 6= 0 and ∇ · w = 0, the Lie-Darboux theorem of differen-
tial geometry guarantees that there exists local smooth functions (χ, pi) ∈
C∞ (U) such that w = ∇χ×∇pi. From w · ∇P = 0, we have P = P (χ, pi).
Then, in U ,
w × (∇×w) =
= w × [∆pi∇χ−∆χ∇pi + (∇pi · ∇)∇χ− (∇χ · ∇)∇pi]
= ∆pi∇χ× (∇pi ×∇χ) + ∆χ∇pi × (∇χ×∇pi)
+ [(∇pi · ∇)∇χ]× (∇pi ×∇χ) + [(∇χ · ∇)∇pi]× (∇χ×∇pi)
=
(
−∆pi∇χ · ∇pi + ∆χ |∇pi|2 +∇pi · (∇χ · ∇)∇pi
)
∇χ
− (∇pi · (∇pi · ∇)∇χ)∇χ
+
(
−∆χ∇pi · ∇χ+ ∆pi |∇χ|2 +∇χ · (∇pi · ∇)∇χ
)
∇pi
− [∇χ · (∇χ · ∇)∇pi]∇pi
=
{
∇ ·
[
|∇pi|2∇χ− (∇pi · ∇χ)∇pi
]
+ (∇pi · ∇) (∇pi · ∇χ)
}
∇χ
+
{
− (∇χ · ∇) |∇pi|2 +∇pi · [(∇χ · ∇)∇pi − (∇pi · ∇)∇χ]
}
∇χ
+
{
∇ ·
[
|∇χ|2∇pi − (∇χ · ∇pi)∇χ
]
+ (∇χ · ∇) (∇χ · ∇pi)
}
∇pi
+
{
− (∇pi · ∇) |∇χ|2 +∇χ · [(∇pi · ∇)∇χ− (∇χ · ∇)∇pi]
}
∇pi.
= {∇ · [∇pi × (∇χ×∇pi)]}∇χ+ {∇ · [∇χ× (∇pi ×∇χ)]}∇pi.
(75)
On the other hand,
w × (∇×w) = Pχ∇χ+ Ppi∇pi in U. (76)
Combining (75) and (76), one obtains (74).
The variable χ above can be identified with P :
Proposition 6. Let w ∈ C∞ (Ω) be a smooth vector field in a bounded
domain Ω ⊂ R3. Assume w 6= 0 and ∇P 6= 0 in Ω. Then, for every
x ∈ Ω there exist a neighborhood U ⊂ Ω of x and a local smooth function
ζ ∈ C∞ (U) such that
w = ∇P ×∇ζ in U. (77)
Furthermore, system (72) is locally equivalent to
∇ · [∇ζ × (∇P ×∇ζ)] = 1, (78a)
∇ · [∇P × (∇ζ ×∇P )] = 0 in U. (78b)
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Proof. We need to show that locally w = ∇P × ∇ζ. From proposition 5
we have w = ∇χ × ∇pi in some neighborhood U . From ∇P · w = 0, it
follows that P = P (χ, pi) in U . Furthermore, since ∇P 6= 0, from the
inverse function theorem the function P can be inverted locally to obtain
either pi = pi (P, χ) or χ = χ (P, pi). Suppose that χ = χ (P, pi). Then
w = χP ∇P ×∇pi = ∇P ×∇
(∫
χP dpi
)
. (79)
Thus ζ =
∫
χP dpi. Equation (78) follows by the same argument used in
proposition 5.
6 General steady Euler flows
In this section we study the local solvability of equation (1),
w × (∇×w) = ∇ (P + κw2) in Ω. (80)
We define
P = P + κw2. (81)
The following proposition casts the steady equation (80) into a time-dependent
Hamiltonian system for the local coordinates spanning the local solution w.
Proposition 7. Let w ∈ C∞ (Ω) be a smooth vector field in a bounded
domain Ω ⊂ R3 with h = w · ∇ × w 6= 0 in Ω. Then w satisfies equation
(80) if and only if for every x ∈ Ω there exists a neighborhood U ⊂ Ω of x
and local coordinates (µ, λ,C) ∈ C∞ (Ω) such that
λ˙ = w · ∇λ = −∂P
∂C
, (82a)
C˙ = w · ∇C = ∂P
∂λ
, (82b)
0 =
∂P
∂µ
, (82c)
and
w = ∇µ+ λ∇C in U. (83)
Here, the notation f˙ = w · ∇f was introduced to denote the rate of
change of a function f ∈ C∞ (Ω) along the flow generated by w.
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Proof. First we prove that (80) implies (82) and (83). Equation (83) is a
consequence of the Lie-Darboux theorem (see theorem 1 of [1]). The condi-
tion h 6= 0 ensures that the Jacobian of the change of variables (µ, λ,C) 7→
(x, y, z) does not vanish, making (µ, λ,C) a coordinate system in U . Sub-
stituting (83) in equation (80), we have
w × (∇λ×∇C) = ∇P in U. (84)
Next, observe that
h = w · ∇ ×w = ∇µ · ∇λ×∇C 6= 0 in U. (85)
Hence, the tangent basis (∂µ, ∂λ, ∂C) can be expressed as
∂µ = h
−1∇λ×∇C, ∂λ = h−1∇C ×∇µ, ∂C = h−1∇µ×∇C. (86)
Then, equation (84) becomes
hw × ∂µ = ∇P in U. (87)
Projecting this equation on the tangent basis (∂µ, ∂λ, ∂C) we obtain system
(82). This proves the first implication. The proof of the converse statement
is trivial.
Note that system (82) has a Hamiltonian form with Hamiltonian P =
P (λ,C) and phase space coordinates (p, q) = (λ,C). A similar result applies
even if h is allowed to vanish but ∇×w 6= 0 in Ω: since ∇P · ∇ ×w = 0,
we still have P = P (λ,C) in U . Then,
w × (∇×w) = w × (∇λ×∇C)
= (w · ∇C) ∇λ− (w · ∇λ) ∇C = Pλ∇λ+ PC ∇C.
(88)
This gives an Hamiltonian system λ˙ = −PC , C˙ = Pλ. However, in this case
(µ, λ,C) does not represent a coordinate system in U . The case, ∇×w = 0
in Ω is trivial, since it implies w = ∇f for some f ∈ C∞ (Ω), and P =
constant. Again, proposition 7 and the resulting local representation for w
suggests the use of orthogonal coordinates to construct nontrivial solutions of
(80). Indeed, observe that, if the variables (µ, λ,C) are mutually orthogonal,
system (82) reduces to
0 = −∂P
∂C
, (89a)
λ |∇C|2 = ∂P
∂λ
, (89b)
0 =
∂P
∂µ
. (89c)
We have the following:
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Proposition 8. Let (µ, λ,C) ∈ C∞ (Ω) be an orthogonal coordinate system
such that, in Ω,
1
2
|∇C|2 = ∂f
∂λ2
, (90a)
1
2
|∇µ|2 = −P + f − λ2 ∂f
∂λ2
+ c, (90b)
where f ∈ C∞ (Ω) is a function of λ2, i.e. f = f (λ2), and c ∈ R a real
constant. Then, the vector field
w = ∇µ+ λ∇C, (91)
is a solution of (80). Furthermore, λ is an invariant of the flow generated
by (91).
Proof. Since (µ, λ,C) is orthogonal,
w2 = |∇µ|2 + 2λ2 ∂f
∂λ2
. (92)
Here we used equation (90a). From equation (90b), we thus have
∇f = ∇
(
P +
1
2
w2
)
. (93)
On the other hand,
w × (∇×w) = 1
2
|∇C|2∇λ2 = ∇f. (94)
In the last passage we used equation (90a). Combining equations (93) and
(94) gives the desired result. Finally, λ is an invariant of the flow generated
by (91) because the coordinate system (µ, λ,C) is orthogonal by construc-
tion.
Proposition 8 can be used to construct classes of solutions with certain
topologies:
Proposition 9. Let (α, β, γ) ∈ C∞ (Ω) be an orthogonal coordinate system
such that |∇α| = k, with k a positive real constant, and ∂α |∇β| = ∂α |∇γ| =
0. Then, for every x ∈ Ω and for every P ∈ C∞ (Ω) with P = P (β, γ) a
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smooth function of β and γ, there exist a neighborhood U ⊂ Ω of x, a positive
real constant c, and local coordinates (µ, λ,C) ∈ C∞ (U) satisfying
1
2
|∇µ|2 = c− P, (95a)
∇µ · ∇λ = 0, (95b)
C =
√
2
α
k
, (95c)
such that the vector field
w = ∇µ+ λ∇C in U, (96)
is a local solution of (80). Furthermore λ is a local invariant of the flow
generated by (96).
Proof. First observe that, since P is continuous in a closed bounded interval,
it is bounded by some positive real constant c, i.e. P < c in Ω. Now
we apply proposition (8) by setting f = λ2. Then equation (90a) can be
satisfied by choosing C =
√
2α/k. Next, we look for a solution µ = µ (β, γ)
of equation (90b). Such solution exists, at least locally, because |∇µ| does
not depend on the variable α, and the method of characteristics can be
applied. Furthermore, it satisfies |∇µ|2 = 2 (c− P ). Once µ is obtained,
we can apply again the method of characteristics to calculate λ (β, γ) from
equation (95b). Then the vector field (96) satisfies equation (80) in some
appropriate neighborhood U ⊂ Ω around any point x ∈ Ω. Furthermore,
since the cotangent vectors (∇µ,∇λ,∇C) are orthogonal by construction,
w ·∇λ = 0. Thus λ is a local invariant of the flow generated by (96). Finally,
the variables (µ, λ,C) form a local coordinate system such that the Jacobian
of the coordinate transformation is
h = w · ∇ ×w = ∇µ · ∇λ×∇C = √c− P |∇λ| in U. (97)
Here, we assumed that the orientation of the coordinate system (µ, λ,C) is
such that h/ |h| = 1.
6.1 Examples
Below we provide a list of solutions to (80) obtained by application of propo-
sitions 8 and 9.
1. Let (x, y, z) be the standard Cartesian coordinate system. We assume
that P ∈ C∞ (Ω) is a function of the spatial coordinate x, P = P (x).
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Let c ∈ R be a positive real constant such that c > P in Ω. Then, the
vector field
w =
√
2
[
∇
(∫ √
c− P dx
)
+ y∇z
]
, (98)
is a solution to (80). Furthermore, ∇ · w = √2 ∂∂x
(√
c− P ), which
vanishes for P = c− k2, k ∈ R. y is an invariant of the flow generated
by w.
2. Let (x, y, z) be the standard Cartesian coordinate system. We assume
that P ∈ C∞ (Ω) is a function of the spatial coordinates x and y,
P = P (x, y). A local solution of (80) can be obtained by setting
C =
√
2 z, and by solving the following equations for µ = µ (x, y) and
λ = λ (x, y) (see proposition 9),
1
2
|∇µ|2 = c− P (x, y) , (99a)
∇µ · ∇λ = 0. (99b)
Then, the vector field
w = ∇µ+
√
2λ∇z, (100)
is the desired solution. Furthermore, λ is an invariant of the flow
generated by such w. For example, if P = − exp (x+ y), we obtain
w = 2∇
[
exp
(
x+ y
2
)]
+
√
2 (x− y) ∇z. (101)
We have ∇ ·w = exp (x+y2 ) 6= 0.
3. Let (r, φ, z) be the cylindrical coordinate system introduced in section
3. We assume that P ∈ C∞ (Ω) is a function of the radial coordinate,
P = P (r). Let c ∈ R be a positive real constant such that c > P in
Ω. Then, the vector field
w =
√
2
[
∇
(∫ √
c− P dr
)
+ φ∇z
]
, (102)
is a solution to (80). Furthermore, ∇·w = √2r−1 ∂∂r
(
r
√
c− P ), which
vanishes for P = c − k2/r2, k ∈ R. φ is an invariant of the flow
generated by w.
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4. Let (r, φ, z) be the cylindrical coordinate system of the previous ex-
ample. We assume that P ∈ C∞ (Ω) is a function of the coordinate
z, P = P (z). Let c ∈ R be a positive real constant such that c > P
in Ω. Then, the vector field
w =
√
2
[
∇
(∫ √
c− P dz
)
+ φ∇r
]
, (103)
is a solution to (80). φ is an invariant of the flow generated by w. We
have ∇ ·w = − Pz√
2(c−P ) +
√
2φr .
5. Let (r, φ, z) be the cylindrical coordinate system of the previous ex-
ample. We assume that P ∈ C∞ (Ω) is a function of the coordinates
r and φ, P = P (r, φ). A local solution of (80) can be obtained by set-
ting C =
√
2 z, and by solving the following equations for µ = µ (r, φ)
and λ = λ (r, φ) (see proposition 9),
1
2
|∇µ|2 = c− P (r, φ) , (104a)
∇µ · ∇λ = 0. (104b)
Then, the vector field
w = ∇µ+
√
2λ∇z, (105)
is the desired solution. Furthermore, λ is an invariant of the flow gen-
erated by such w. For example, if P = −12e−2r
[
1 + cos2 φ
(
r−2 − 1)],
we obtain
w = ∇ [e−r sinφ]+√2 e1/r cosφ∇z. (106)
We have ∇ ·w = e−rr
(
sinφ− r−2 cosφ).
7 Concluding remarks
In this paper, the local theory of solution for steady ideal fluid and magneto-
fluid equilibria was studied. A local theory provides geometric conditions
for the existence of solutions in a small neighborhood around a chosen point
in the domain of interest. Due to the appearance of solenoidal and non-
integrable vector fields in the fluid equations, the local theory relies on the
Lie-Darboux theorem of differential geometry, and the Frobenius integrabil-
ity conditions for smooth differential forms of order 1.
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Here, we extended the local theory of representation and construction
of Beltrami fields developed in [1] to solenoidal Beltrami fields, generalized
Beltrami fields, ideal MHD equilibria, and general steady ideal Euler flows.
Regarding solenoidal Beltrami fields, we proved a theorem that enables the
construction of harmonic orthogonal coordinates. Such coordinates can be
used to obtain families of solenoidal Beltrami fields. Several analytic ex-
amples pertaining to Cartesian, cylindrical, and spherical geometry were
given. We discussed the existence of singular solutions to the boundary
value problem for solenoidal Beltrami fields, and found that, while regular
solutions preserving the local representation are not admissible, if the met-
ric coefficients of the relevant coordinate system satisfy certain geometric
conditions, singular solutions exist. An example of singular solution in a
spherical domain was given. We further showed that the problem of solv-
ing for a generalized Beltrami field can always be reduced to the problem
of finding a Beltrami field, and obtained explicit examples of generalized
Beltrami fields in Cartesian and cylindrical coordinates. We proved a local
representation theorem for ideal MHD equilibria, and showed that, locally,
they can always be represented as the solution of a pair of coupled second
order partial differential equations. Finally, we examined local conditions for
existence of solutions in the case of steady ideal Euler flows, and showed that
they can be locally represented as a Hamiltonian system with two degrees
of freedom. Several explicit solutions were given.
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