This paper investigates the use of efficient compression techniques for Fisher vectors derived from deep architectures such as restricted Boltzmann machine (RBM). Fisher representations have recently created a surge of interest by proving their worth for large scale object recognition and retrieval problems due to the intrinsic properties that make them unique from the conventional bag of visual words (BoW) features, however they suffer from the problem of large dimensionality. This paper provides empirical evidence along with visualisations to explore which of the feature normalisation and state of the art compression techniques is well suited for deep Fisher vectors, making them amenable for large scale visual retrieval with reduced memory footprint. We further show that the compressed Fisher vectors give impressive classification results even with costless linear classifiers like k-nearest neighbour.
INTRODUCTION
Large scale image classification and retrieval has received an increasing attention over the last decade due to the large amount of multimedia data availability on the web and the growing need to mine information of interest from these large image repositories. Where on one end, we have witnessed improvements in the hardware to efficiently store and process such massively growing data sets, efforts have also been made at the algorithmic level to come up with speedy retrieval techniques that are human competitive in perception and image understanding tasks. These algorithms rely specifically on how the images are represented semantically in a feature space that makes them discriminant as well as retrievable for later use. In this regard, one of the most popular approaches to represent images through mid level features is bag of visual words (BoW) approach (Csurka et al., 2004 ) that converts the visual vocabulary built in low level feature space into intermediate representations of fixed size to train a non-linear classifier like support vector machines (SVM) and have consistently shown to outperform other methods in successive PASCAL VOC evaluations (Everingham et al., 2015) . However, an important limitation of this approach lies in its inability to scale to large amounts of training data. The computational cost of nonlinear SVMs is between O(N 2 ) and O(N 3 ), thus making it unattractive for large scale image classification and retrieval problems. Attempts have been made to reduce the computational cost incurred in training non-linear SVMs by either changing the classifier or choosing a better encoding scheme (Farquhar et al., 2005) , (Perronnin et al., 2006) , (Boureau et al., 2010) , (Wang et al., 2010) , (Lazebnik et al., 2006 ) that can perform well even with a linear classifier.
The Fisher kernel (FK) framework introduced by Jaakola et al. (Jaakkola and Haussler, 1998) and applied by Perronin et al. (Perronnin and Dance, 2007) for image classification task is an extension of bag of visual words (BoW) approach and is explained in detail in Section 2. The FK representation overcomes the limitations of BoW approach (Perronnin et al., 2010) and has yielded competitive results for large scale image classification and retrieval tasks (Chatfield et al., 2011) , (Perronnin and Larlus, 2015) . It combines the benefits of generative and discriminative approaches to pattern classification by deriving a kernel from a generative probability model of the data. Another prominent feature of the Fisher vectors is that they perform very well even with a simple linear classifier using techniques such as stochastic gradient descent method. However, these recommended Fisher features have high dimensionality and in combination with a large number of examples could pose computational and storage constraint (Sanchez et al., 2013) . This problem has been tackled by either using standard compression techniques (Sanchez et al., 2013) or through feature selection methods (Zhang et al., 2014) that reduce the signature length of each image to acquire less storage and quick retrieval results.
This paper takes into account a different class of Fisher vectors derived from a deep stochastic model, i.e. restricted Boltzmann machine (RBM) (Azim and Niranjan, 2013) and analyses efficient ways of compressing its dimensionality to achieve minimal loss in classification performance. The dimensionality of the Fisher vectors derived from deep models has an intrinsic relationship with the number of hidden units of the model. The length of the encoded Fisher vector increases as the number of hidden units increase. See Table 1 
THE FISHER KERNEL FRAMEWORK
The Fisher kernel framework introduced by Jaakola and Haussler (Jaakkola and Haussler, 1998) proposes to use a generative probability model, P(x|θ) to derive a kernel by computing Fisher scores using gradients of the log likelihood of the data, x with respect to the model parameters, θ. The derived kernel function thus takes the form:
where U is the covariance matrix of the Fisher scores, φ x and is regarded as Fisher Information matrix. The computation of Fisher information matrix is generally considered immaterial (Jaakkola and Haussler, 1998) and is often ignored in practice by replacing it with an identity matrix, I. However, some of the literature on the classification systems has shown good discrimination results by using approximations of the information matrix in kernel computation (Maaten, 2011) . Examples of such approximations include restricted forms of covariance matrix, such as a diagonal covariance matrix (U = diagonal(σ 2 )) or isotropic Gaussians (U = σ 2 I). Fisher kernel, once derived from a generative probability model, P(x|θ) is capable of being embedded into any discriminative classifier such as support vector machines (SVM), linear discriminant analysis (LDA), neural networks, etc.
In this work, we have taken a restricted Boltzmann machine (RBM) (Hinton, 2002) to derive Fisher scores. A restricted Boltzmann machine is a bipartite graph in which the visible units that represent observations are connected to binary stochastic hidden units using undirected weight connections. The hidden units are used to discover useful features or patterns from the data fed to the visible layer during training. The probability of a joint configuration over both visible and hidden units depends on the energy of that joint configuration compared with the energy of all other joint configurations:
where the partition function, Z(θ) is given as:
The parameters of this energy based model are learnt by performing stochastic gradient descent learning on the empirical negative log-likelihood of the training data. A guide to initialise and optimise these parameters, θ = {W, a, b} is given by Hinton (Hinton, 2010) . The Fisher scores, φ x derived from the gradients of the log likelihood of the data, x with respect to RBM model parameters, θ = {W, a, b} are given as below:
THE FISHER VECTOR NORMALISATION
In this section, we describe the normalisation scheme required for achieving competitive classification results on deep Fisher vectors with a linear classifier.
We have applied Min-Max normalisation technique (Jayalakshmi and Santhakumaran, 2011) on the derived Fisher vectors. This method re-scales our features in the range [0, 1] . If x is an n-dimensional feature vector, the Min-Max normalisation is computed by using the following linear interpretation formula:
where x min and x max represent the maximum and minimum values across all dimensions for each image vector, x. The normalised Fisher vector, x ′ has the same dimensionality as that of Fisher vector, x. The Min-Max normalisation has the advantage of preserving exactly all relationships in the data. Results of the normalisation scheme could be seen in Figure 1 . Conventionally, the recommended Fisher vectors for large scale image retrieval are derived from Gaussian mixture model (GMM) and deploy L2-normalisation scheme to improve their classification performance (Perronnin et al., 2010) . We checked the L2 and L1 normalisation techniques for deep Fisher vectors but did not get as much improvement in discrimination performance as from the Min-Max normalisation scheme.
COMPRESSION TECHNIQUES
In this section, we discuss the following off-the shelf compression techniques used to reduce the dimensions of normalised Fisher vectors: Principal component analysis (PCA), Spectral Hashing (SH), Autoencoder and Parametric t-SNE.
Principal Component Analysis (PCA)
Principal components analysis (PCA) (Pearson, 1901) is a linear dimensionality reduction technique that transforms d dimensional data set into a k dimensional subspace (k < d) such that most of the information in the data is retained. The transformed subspace, k denotes uncorrelated orthogonal dimensions along which the data contains maximum variance and its k-dimensional data representations are called principal components or eigen vectors. Eigen vectors are generally associated with an eigen value which are interpreted as the 'length' or 'magnitude' of the corresponding eigenvector. If some eigenvalues have a significantly larger magnitude than others, then the dimensionality reduction of the data set onto a smaller dimensional subspace is performed by dropping the 'less informative' eigen pairs.
Spectral Hashing (SH)
Spectral hashing (Weiss et al., 2009 ) is a non-linear dimensionality reduction technique that minimises the Hamming distance between similar pairs of binary codes using a Gaussian kernel. The algorithm aims to learn binary encodings of data in such a way that the points distant in the Euclidean space are also distant in the Hamming space and vice versa. Spectral hashing calculates binary mappings by simply minimising the sum of the Hamming distances between pairs of binary codes weighted by the Gaussian kernel between the corresponding vectors. The compact binary code solution is eventually obtained by thresholding a subset of eigen vectors of the Laplacian of the similarity graph.
Autoencoder
Autoencoder (Hinton and Salakhutdinov, 2006 ) is a multi-layer stochastic neural network that uses both encoding and decoding layers to yield non-linear projections of the data. The encoding layers of the network transform high dimensional data into a low dimensional space, while the decoding layers of the network recover the original data from compressed form into its original input dimensionality. The unsupervised learning algorithm trains both types of network layers by minimizing the disparity between the original data and its reconstructions using chain-rule to calculate error derivatives for back propagation. In autoencoder, a joint configuration (v, h)of the visible and hidden units have the energy:
where w corresponds to the weight connections between the visible and hidden units and b i , b j correspond to the biases connected to the visible and hidden units of the network.
Parametric t-SNE
Parametric t-SNE (Maaten, 2009 ) is an unsupervised dimensionality reduction technique that preserves local structure of the data in low dimensional space by learning a parametric mapping, f : X → Y which uses a feed-forward neural network with weights W between the high dimensional space X and low dimensional space Y . The training procedure of parametric t-SNE is based on the following three steps: (1) Training RBM (2) Construction of a pre-trained neural network using stack of RBMs and (3) Fine tuning of the neural network using back-propagation such that the cost function is minimised. The cost function of this network is a Kullback Leibler divergence function showing divergence between the probabilities reflecting the pairwise distance of data in the input space and the latent space.
EXPERIMENTS
In order to evaluate the classification performance of compressed Fisher vectors, we applied four different compression schemes on Fisher vectors and calculated their accuracies with a simple linear classifier, i.e. k-nearest neighbour. The data set we have taken for exploration is MNIST. The MNIST dataset consists of 28 × 28 dimensional images with 60,000 digits in the training set and 10,000 digits in the test set. These images are vectorised to form a 784 dimensional vector fed to the RBM's visible layer for training.
Experimental Setup
To start with, we have performed classification experiments on Fisher vectors derived from a compact RBM with 1 and 5 hidden units. The FVs could have also been derived from a very shallow model containing thousands of hidden units as reported in (Azim and Niranjan, 2013) , however in that case the dimensionality of the Fisher vectors scales to a magnitude of 10 6 and the model tends to over-fit resulting in no classification performance improvements. We therefore constrained our compression experiment to Fisher vectors derived from a small RBM that has shown to report the best performance on MNIST. The Fisher vectors derived from RBM with 1 hidden unit have dimensionality 784. Similarly, the Fisher vectors derived from RBM with 5 hidden units have dimensionality 3920. Please note that we have skipped computing Fisher scores using Equation 5 and Equation 6. This is because these gradients were not found to improve the classification accuracy of the system. Consequently, we only used Equation 3 to compute the Fisher scores. We compress these two kinds of Fisher vectors using standard techniques such as PCA, spectral hashing, autoencoder and parametric t-SNE. The performance of these compression techniques is evaluated by plotting two-dimensional visualisations and by measuring their overall classification performance through linear classifier like k-nearest neighbour (knn). 
RESULTS AND DISCUSSION
In Figure 2 and 3, we present the visualisation of Fisher vectors compressed by PCA, auto-encoder and parametric t-SNE. We have not shown the visualisation results of spectral hashing because it gives binary codes that could not be compared with the remaining visualisation schemes. The visualisations shown (nbits=160) are constructed by compressing the Fisher vectors obtained from test images into two dimensions. In Table  2 , we show the accuracy of k-nearest neighbour classifier on un-normalised Fisher vectors. Table 3 and 4 demonstrate the accuracy of k-nn classifier on MinMax normalised Fisher vectors derived from RBM with 1 and 5 hidden units respectively. Our results reveal that Min-Max normalisation has a huge impact on the classification accuracy achieved by compact Fisher features.
From the deep Fisher vector classification results, we observe that feature scaling matters largely when using a Euclidian distance metric space as it is sensitive to the differences in the magnitude or scale of the attributes. Since k-nn uses Euclidian metric space, it is important to normalise the derived Fisher features so that it assigns an equal contribution to all the features, prevents outweighing attributes and suppresses the effect of outliers. Table 2 of our experiments also give an insight that if the data is not normalized in the range [0, 1], the sigmoid activation function used in autoencoder and parametric t-SNE would saturate the gradients of the sigmoid function leading to very poor/no training of the networks. This ultimately leads to poor classification results as shown in Table  2 . Accuracy of k-nn classifier in Table 3 and 4 shows that if all the features are on same scale then there is no knock-on effect on the parameter learning of autoencoder and parametric t-SNE.
Our visualisations in Figure 2 and 3 show that PCA does not preserve the significant structure of data in low dimensional space. We therefore conclude the following for PCA: 1) PCA makes computation of eigen vectors infeasible for high dimensional Fisher vectors (say of magnitude 10 6 ) as the computation of covariance matrix becomes difficult, 2) PCA is not scale-invariant and it mainly focuses on preserving large pairwise distances instead of small pairwise distances which are important too. In contrast to PCA, other compression techniques such as autoencoder and parametric t-SNE show much better discriminative visualisations and thus yield better classification accuracies simultaneously. The best compression performance on deep Fisher vectors is shown by parametric t-SNE as it preserves the local structure of the data appropriately in low dimensional subspace using heavy tailed student t-distribution. The visualisations reflect Fisher scores in distinct clusters representing their membership to different classes of digits. In comparison to parametric t-SNE, the second best classification and visualisation performance is shown by autoencoder. When using spectral hashing (SH), we observed that the performance of the nearest neighbor classifier decreases as the number of code bits increase. This is because in spectral hashing, Euclidian distance is inversly proportional to the Hamming affinity, thus when the number of bits approach to infinity, spectral hashing does not guarantee to faithfully reproduce the affinity between the data.
CONCLUSION & FUTURE WORK
In this paper, we have applied different compression techniques on Fisher vectors derived from restricted Boltzmann machine to make them amenable for large scale retrieval problems. We explored four different dimensionality reduction techniques for Fisher vectors: PCA, spectral hashing, parametric t-SNE and autoencoder, and found that parametric t-SNE outperforms all the other techniques on high dimensional Fisher vectors. Moreover, the Max-Min normalisation scheme improves the accuracy of the linear classifier in Euclidian space.
In the future, we would extend our experiments to other large scale data sets like PASCAL-VOC (Everingham et al., 2015) and ImageNet (Russakovsky et al., 2015) and test the classification performance of compressed Fisher scores with other competitive classifiers like support vector machines (SVM). In addition, we shall also explore if feature selection methods are much apt than feature compression schemes to reduce the dimensionality of deep Fisher vectors for retrieval tasks.
