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Abstract
Designers of computerized systems seek to increase the ease with which people can use them.
Achievement of this goal requires the development of computer interfaces that exploit users'
preexisting knowledge and habits by communicating with users in natural, intuitive modes. To
engender rich communication, interfaces must not only be capable of accepting natural human
input, but must likewise produce natural, easily understood output.
This thesis describes the use of computer-animated facial actions as a form of natural output,
and presents AgentFace, a utility that embodies the interface using real-time animation of
a human-like head. AgentFace simulates several types of facial actions, including expressions,
gaze behavior, and mouth movements, with the goal of representing the state of the system in
a natural way. AgentFace demonstrates how dynamic facial imagery can contribute to natural,
multi-modal discourse at the computer-human interface.
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Introduction
We must all start with the believable. - CHUCK JONES
Many of our daily activities bring us into contact with other people, particularly specialists such
as store clerks, waiters, or hotel concierges, whose specific expertise we require. Barring undue
xenophobia, these interactions are likely to be simple, pleasant parts of our daily experience.
Without delving too deeply into the sociological dynamics, let us axiomatize the simple notion
that people are extremely capable of interacting freely and easily with other people in specialist
roles.
The computer can also be thought of as a specialist which we use for various specific tasks such
as word processing, tax preparation, or recreational play. However, all but the most computer
literate among us probably find interacting with computers somewhat more difficult than in-
teracting with other people. But comparisons are awkward because there are few situations
in which we can choose to perform the same task with either a human or a computer as the
specialist and then weigh the relative merits of each. Bank transactions, however, serve as one,
perhaps the only, useful exception.
Functionally, there are few differences between a human bank teller and an automated teller
machine (ATM). We approach one or the other, make our request, exchange money or other
documents, and we are done. For simple deposits and withdrawals under normal circumstances,
there is almost no difference in the ease with which either the human or the ATM helps us to
perform our task. Of course, the important condition is under normal circumstances; for when
the machine breaks down, or when we make a mistake, or when we happen upon a new type of
ATM whose operation deviates from our known conventions, the level of difficulty we experience
can climb quite high. Human tellers can help us to recover from abnormal conditions much
more gracefully, and thus we may feel them overall to be safer and easier to use than their
computerized counterparts.
We may argue with the above analysis by crying foul: it is unfair to compare humans and
computers because communicating with people is an innate, human skill while communicating
with computers is a skill that must be learned with each new situation. Alas, we make the
very point upon which this thesis is based. Cannot computers be made to communicate in
human terms, and to exploit the innate, human ability to interact easily with other humans by
emulating humans?
Consideration of this question gives rise to a rich array of possibilities for enabling better com-
munications between computers and people. This thesis is focused on but one such possibility:
the inclusion in computerized systems of a graphically animated, human-like face capable of
displaying facial expressions to the user.
A natural, multi-modal system currently under development by the Advanced Human Interface
Group at the M.I.T. Media Laboratory allows the user to communicate with the computer using
speech, gesture and gaze. This interaction tacitly encourages the user to act as if communicating
with a real person, and therefore to expect the computer to act human.
This thesis describes a project that was undertaken to meet the user's expectation of naturalness
as a component of the larger project mentioned above. AgentFace controls an animated,
human-like face capable of making eye-contact with the user, displaying facial expressions, and
moving its mouth to "talk" in synchronization with synthesized speech.
Part I acquaints the reader with the domain of this thesis: the computer-human interface.
Chapter 1 briefly describes computer-human interface research and relates some of the issues
surrounding the development of easily usable, computerized systems. Chapter 2 narrows the
discussion by explaining the rationale for this thesis project within the context of the natural,
multi-modal interface research of the Advanced Human Interface Group. The chapter lists
several related projects involving natural modes, especially those concerned with facial imagery.
Part II relates background material relevant, though not necessarily related directly to the
inclusion of animated facial expressions in the computer-human interface. Chapter 3 explores
the role of faces and facial expressions in interpersonal interactions. Chapter 4 presents the
concept of agent as it has been used in similar contexts, and describes the interface agent.
Chapter 5 describes the body of useful graphical algorithms and other techniques available for
work of this nature.
Part III presents the thesis project itself. Chapter 6 considers the graphical embodiment of the
interface agent in light of concepts revealed in the earlier chapters, and fully relates the specific
goals of the underlying thesis project. Chapter 7 explains the thesis project, how it was built,
how it works, and what it does. Finally, chapter 8 briefly discusses some of the implications,
benefits, and dangers of humanizing the interface, and suggests future directions.
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Part I
Interface Concepts
Chapter 1
The Computer-Human Interface
The human interface with computers is the physical,
sensory, and intellectual space that lies
between computers and ourselves. - NICHOLAS NEGROPONTE
To the typical, non-technical person there are probably few tasks more loathsome than learning
how to use a new computerized device; a recent study found that 80 percent of all VCR owners
in the United States use the appliances only for playing tapes and do not understand how
to program them to make recordings [Pau90]. Even for the moderately technically inclined,
learning the way around an unfamiliar computer application or computerized device can be
stressful. In his recent work, Norman [Nor88] expounds at great length on this problem.
The problem is certainly not a lack of documentation. The instruction manuals packaged
with most home appliances, though they may be overly brief, badly written, or may suffer
from foreign language translation errors, usually do contain all of the information required to
operate the devices. The same can be said for computer software documentation, the amount
of which required to support a typical office computer currently approaches the size of an entire
Encyclopedia Brittanica [Der9O].
So if the instructions exist, why does it remain so difficult to operate computerized systems
and to access their power and functionality? The answer - the problem and the solution -
is in the interface, the sometimes well-defined, sometimes fuzzy place between computers and
users. The interface is where users give input to the computer and where the computer presents
output to users. It is the terrain over which users must navigate to reach their computational
goals. As with any such trip, it can be slow going, especially if visibility is poor or if signposts
are few. As Norman illustrates [Nor90], the trip can be effortless or maddening:
I bought a game ... for my son's Nintendo machine. He unwrapped the package,
popped the game into the game slot on the Nintendo, and started playing. Time to
get the game running - a few seconds.
I purchased the same game ... for my son to use on our Apple IIGS computer.
My son and I tried to start the game, but we couldn't get it going. We had to go
into the control panel of the Apple IIGS (by typing Command-Control-Escape, of
course), then selecting "control panel," and then moving up and down the options
with the arrow keys on the keyboard. We had to decide whether we wanted 40-
or 80-character display, whether fast or slow speed should be used, whether the
alternate display mode should be on or off, and whether the start-up slot should
be 5, 6, 7, or scan (and whether slot 6 should be "your card" or "disc"). We had
to start the game over so that we could try it out, and then continually repeat the
entire operation until we got all those settings right. Time to get the game running
- 5 minutes.
Why is Nintendo, the game machine, so superior to the more powerful and
flexible computer? Nintendo is also a computer, simply disguised as a game. The
users just want to play a game and Nintendo lets them do that simply, directly.
Users must grapple with the interface to perform any and all functions on their system. In most
cases, the ease with which this can be carried out relates directly to the foresight and planning
dedicated to the interface during the design of the system.
1.1 Interface Design
Early computers were designed by engineers for engineers, and scant attention was paid to
ease of use. The interface was simply whatever appeared on the outside of the system once
all the functions had been placed inside, and it consisted of whatever obscure procedures were
necessary to invoke those functions. In short, interfaces were often not designed at all; they
just happened.
As computing became more interactive - particularly in areas such as airline reservations and
air traffic control - system designers became more aware of users' needs. "Many familiar
components of modern user interface design appeared in the fifties and early sixties, including
pointing devices, windows, menus, icons, gesture recognition, hypermedia, the first personal
computer, and more" [Kay90].
Interface design has developed and grown during the intervening years. Though in some circles
the interface has been seen as an afterthought, something placed awkwardly on top of a system
to make it look and act nice after it has otherwise been completed, interface design is typically
regarded as integral to all phases of system design. To most users, a system is its interface, and
designers cannot build a functional system without giving serious thought to how easy it will
be to use.
Grudin [Gru90] compares the historical development of the user interface to a growing child's:
The computer first shared an infant's focus on basic physical functions (hard-
ware), then developed conscious (software) control over the limbs (peripheral de-
vices) that support basic functions. It next expanded its perceptual and motor
relationship to the outside world, followed by cognitive development, and finally a
concern with social relationships and structures. These advances accompanied the
computer's growth - in power and quickness, though not in size! ... Extending
this half-serious personification, the computer-infant initially interacted exclusively
with those who fed and healed it - engineers as parents, happy to learn the halt-
ing language and primitive thought pattern of their charge, but nevertheless very
pleased when it was able to take control of its own "basic physical functions." Next
came those who would still learn its language and adapt to it to a great extent,
while trying to educate it - programmers as teachers. Now it is reaching out to
individuals who are less inclined to adapt to it - end users as community mem-
bers. And finally will come social understanding, where the onus may shift even
more to the computer to be cognizant of and considerate of its environment. In a
manner somewhat similar to a growing child, the computer is reaching out into its
environment.
The study of computer-human interaction engages computer scientists and engineers, as well as
psychologists and cognitive scientists, graphic designers and artists. Experts in these heretofore
disparate disciplines work in unison to shape what they see as the "entire experience a user
has" [VB90] with their products. The concept of the interface now subsumes not only the
hardware and software through which humans and computers communicate, but "has come to
include the cognitive and emotional aspects" [Lau90b] of every interaction that a user has with
a computer.
1.2 Interface Goals
Of paramount interest to the designers of computerized systems is the development of easily
learnable and consistently usable interfaces, tools that enhance, not tax, users' ability to ac-
complish tasks. Of interest to many interface designers are the choice of input devices such as
the keyboard, mouse, or stylus for a given application, or the choice of screen colors, or the
arrangement of items on the screen, or any of a vast number of other considerations. Interface
designers perform exhaustive studies in haptics and human movements [Bux9O], experiment
in color perception and other psychophysics [Gra86], or explore methods of characterizing and
presenting complex data [RM90]. Designing even one aspect of an interface can give rise to a
seemingly unending series of choices and decisions.
1.2.1 Metaphors
Some feel that the best interfaces appeal to common metaphors, thus making them self-
illuminating and quickly mastered by users. "That which is unfamiliar, though it may be
potentially empowering, is rejected." [Lau90c]. The notion of metaphor implies interfaces
that are similar enough to something users already know about - a desktop, perhaps - that
their previously held beliefs and expectations can be applied to it successfully. Some (Norman
[Nor90], for example) argue, and rightfully so, that strict adherence to an interface metaphor
can stifle designers' creativity and effectively prevent new approaches. But there can be little
doubt that reducing the amount of new information users must absorb by appealing to what
they already know begets their satisfaction. At the interface, there is strength in the prosaic.
Certainly, different applications require different interfaces, and a given design innovation may
be unsuitable for all but a few select cases. Norman [Nor90] claims that computer use is based
on tools and tasks and that putting too much emphasis on the interface is wrong:
An interface is an obstacle: it stands between a person and the system being
used. Aha, "stands between" - that is the difficulty. How can anything be optimal
if it is in the way, if it stands between the person and what needs to be done?
If I were to have my way, we would not see computer interfaces. In fact, we
would not see computers: both the interface and the computer would be invisible,
subservient to the task the person was attempting to accomplish. It is the task that
would be visible, the task and the tools being used to accomplish that task. The
question posed today is in the form "How should we design the interface?" I would
replace that question with quite a different one. I would ask "What tools should be
provided for the task?"
1.2.2 Knowing the User
While the notion of the interface standing between the system and the user seems outright
sinister, the concept of the interface as an intermediary is potentially empowering. There is good
reason for the interface to stand between the user whose world is often ambiguous and imprecise,
and the computer, which is comparatively cold, rigid, and intolerant of errors. In many respects,
the interface is the sole interpretor between the two participants and must therefore be fluent in
the "languages" of both. This is not to say that interfaces must necessarily understand natural
language, but that they should "include internal models of their users" [Wac90] and of how
their users communicate.
Chignell and Hancock [CH88] use the term Intelligent Interface to describe an interface
that uses a model of both the user and the computer to act as a translator between them,
and Rissland [Ris87] adds that the interface also must in some sense be aware of the user's
tasks. As Wachman [Wac90] notes, such interfaces exist in varying degrees: "Expert systems,
natural language interfaces and hypermedia are attempts at quasi-intelligent interfaces [since
they] embody an amount of knowledge about how people communicate [though they] do not
contain models, per se, of the interconnectedness of human thought."
1.3 Summary
Grudin [Gru90] notes that the problem of helping computers develop an understanding of their
users remains "at the very heart" of the field of interface design. To be sure, specialists from
various backgrounds pool their expertise to build interfaces that integrate the user's cognitive
requirements with the system's other, functional aspects. As with any discipline, there are
always likely to be as many suggestions for improving the interface as there are researchers in
the field, and Meister [Mei89] nicely encapsulates the last twenty years worth of such suggestions
as follows:
Reduce the complexity of the interface and make the software serve as a barrier
to complexity (e.g., "protective ware"). Use natural language as the medium of
communication between the user and the computer. Make the interface adaptable
by changing the language used based on level of experience. Provide specific "help"
such as prompting procedures, menus, fill-in blanks, and so forth. Reduce the need
to memorize commands by presenting lists from which users can select the correct
command. Reduce novice anxiety by simple terms and diagnostic messages. Instill
positive attitudes toward the computer. Let the programmer take the user as a
model.
Meister's final notion seems to remain eminently clear; the interface designer ought to look to
users - when, why, and how they choose to accomplish their tasks - and design the interface
around the user model thus revealed. The upshot is twofold:
e The interface should possess an understanding of how its user communicates - either
from a priori knowledge derived from user studies and then built in to the interface,
or from an ability to develop such knowledge on its own by learning and modeling user
habits.
e The interface should operate with communicative methods and metaphors with which the
user is already familiar.
To use a computerized system, users must communicate with its interface. Ultimately, interfaces
to which users cannot adapt without exerting great effort will fail in favor of those that are
less demanding. Ideally, users should be able to use the system without first having to learn
anything about how to communicate with it.
Interfaces like this are the topic of the next chapter.
Chapter 2
Advanced Interfaces
The romantic dream of "how nice it would be if..."
often has the power to bring the vision to life. - ALAN KAY
Reducing the amount of new information that people must learn in order to use computerized
systems allows them to dispense with lengthy training periods and thus to focus more imme-
diately on the tasks they wish to accomplish. The more tedious details to which users must
attend just to operate an application, the greater the likelihood of their becoming confused,
tired, and nonproductive. "Psychologists call this an increased cognitive load" [Lau90b].
Ideas such as metaphors lead to interfaces to which users can quickly adapt; interfaces based on
metaphors are a step toward reducing barriers to human-computer communication. Is the total
elimination of these barriers possible? That is, can the burden of learning be completely shifted
from the user to the computer? To alleviate training people to use the computer interface, can
computers instead become fluent in the human interface?
2.1 Beyond Metaphors: The Natural, Multi-Modal Interface
Imagine a computerized system with which people could communicate without first having to
"learn the interface." Such a system's interface would be the ultimate extension of many of the
ideas presented so far: an entity that stands between the computer and its user to translate the
actions of either in a manner that is understandable to the other, an interpretor that performs
so well that it becomes transparent.
Bolt [Bo187] describes dealing with a computer equipped with such an interface as like conversing
with another person. To be transparent, the interface would capture the user's communicative
actions - not just keystrokes or mouse movements, but behaviors in natural modes like
speech, gesture, and gaze - and would translate these actions into commands for the computer
to execute. It would also, in turn, present the computer's output in human terms for the user.
The presentation of computer output in naturally understandable forms is the aim of this thesis.
The following section describes some of the past research in natural forms of both input and
output. Section 2.1.2 better sets the context for this thesis project by further exploring the
natural, multi-modal interface and by relating current, on-going work. Finally, Section 2.2
introduces the notion of including an animated face at the interface, and reports related work
in this specific area.
2.1.1 Related Work in Natural Modes
Much research has been devoted to the creation of systems that understand natural modes; the
more relevant projects are listed below. Some of the following is adapted from Starker's [Sta89]
historical summary.
Glover [Glo77] constructed an eye-directed system that allowed the user to draw pictures on a
storage tube monitor through the sole use of eye movements. Though the naturalness of drawing
with the eye may be debatable, the technique can be intuitive. The eye-directed drawing was
accomplished by recording the corneal reflection of a beam of low-intensity, incandescent light
with a video camera.
Fisher [Fis8l] created a display sensitive to the viewer's position with respect to the screen.
As if simulating three-dimensional relief, the system displayed the proper perspective view that
would be seen from whatever angle the viewer happened to be at as he or she moved about in
front of it. The whereabouts of the user were determined using a device that calculates position
from interfering magnetic fields.
The Interactive Movie Map was created by Mohl [Moh80] under direction of Andrew Lipp-
man. Aspen, Colorado, a town of 10 by 15 blocks was filmed and stored on video-disc. The user
can choose to explore any section of the town in various levels of detail as if actually traveling
through Aspen. A joystick, voice, keyboard, and a touch sensitive display provide a wide range
of input choices.
A system driven totally by gesture and speech recognition was created by Schmandt and Hulteen
under the direction of Bolt [Bol84]. Dubbed Put That There, the system allowed the user to
place and manipulate colored shapes (and later, icons representing sea-going ships on a map)
on a wall-sized screen. The system used synthesized speech to query the user as necessary.
Bolt, Schmandt and Hulteen also created Gaze-Orchestrated Dynamic Windows [Bol8].
Again on a wall-sized screen, the system displayed multiple windows, each containing its own
scenes, some of which were dynamic movies complete with sound. The system used an eye-
glass mounted eye-tracker to select which of up to thirty displayed windows was in "focus" by
the user; gazing at a window actuated its particular scene, while attenuating the scenes and
sounds of the surrounding windows. The user could also zoom in and out on a window by a
combination of looking and joystick activity.
Schmandt [S+89] has independently created several systems with spoken natural language in-
terfaces, and continues to explore many aspects of speech processing.
Brooks [Bro86] built a system for simulating travel through buildings as a tool with which
architects and their clients can preview potential designs. Guided by hand gestures (simulated
on a mouse), the system presents what the user would see in the actual building were he or she
actually moving along the indicated path.
The NASA Ames Research Center [F+86] constructed an environment display system controlled
by the user's position, voice and gesture. The user wears a helmet outfitted with position sensing
devices, as well as display screens and wide-angle optics for each eye. The user also wears a
glove instrumented for gesture detection. The viewed environment is displayed in perspective
depending on the user's head position, and can be modified by spoken words and gestures.
Zelzer, Pieper and Sturman [ZPS89] implemented a gesture-directed, graphical simulation plat-
form that allows the user to manipulate graphical objects - touching, moving, throwing -
with the hand.
Bolt and Starker [SB90] created a self-disclosing system in which eye-tracking instrumentation
determines which of several graphically-displayed objects attract the user's visual attention.
In response, one of three algorithms for determining level of interest constructs explanatory
narratives about the objects thus chosen.
Wachman [Wac90] developed a system capable of tracking gross head movements without the
use of bodily position-sensing devices by monitoring the user with a video camera. Head position
was used to determine the user's rough focus of attention on the screen.
Hauptmann [Hau89] conducted an experiment with people using gestures and speech to manip-
ulate graphical images. Though no actual speech or gesture recognition were performed - a
human, substituted for the recognition devices by monitoring the subjects and translating their
actions into commands for the computer - the analysis "showed that people strongly prefer
to use both gestures and speech for the graphics manipulation and that they intuitively use
multiple hands and multiple fingers in all three dimensions" [Hau89]. The experiment provides
encouragement for future development of integrated multi-modal interaction systems.
2.1.2 Current Work in Natural Modes
Bolt [Bol87, BH90] and his Advanced Human Interface Group at the M.I.T. Media Laboratory
seek to develop an interface capable of participating with the user in natural, multimodal
conversation. The group's aim is to make it possible for a person to turn to a computer and
converse in the same manner that they would with another person. Bolt [BH90] writes:
This agenda in multi-modal natural dialogue shares the ambition of traditional
natural language processing to enable the user to communicate with the computer by
means of ordinary English (or other natural language) rather than ... some computer
language. However, our approach embraces not just speech, but gesture and gaze
as well.
Currently, position-sensing devices, gesture-tracking gloves, helmet-mounted eye-tracking op-
tics, and a microphone are worn by the user so that bodily gestures, eye glances, and spoken
words may be monitored. Koons [Koo89] notes:
A primary goal ... is to investigate the combined use of multiple modes in ref-
erence. In normal conversations with other humans, people typically make use of
any and all available information including what the person is saying, what they
are doing with their hands and/or body and where they are looking. All of this
information is somehow bundled and perceived as a complete, [integrated] act.
The underlying application typically displays a map-like, graphical world with which the user
may interact. The interface monitors the user's natural communicative acts, translates them
into commands for the application, and then reports the results back to the user with synthesized
speech as necessary. The user is free to act as if giving orders to an assistant. In fact, the term
interface agent is used to encapsulate this notion (the concept of the interface agent is more
fully related in Chapter 4).
A typical interaction might unfold as follows:
system: (displays a three-dimensional map of a forest with observation towers, helicopters,
and other fire-fighting equipment)
user: (pointing) What is that?
system: That is tower number seven, also known as headquarters.
user: (looking at a fire) What is the strength of that fire?
system: Fire number four is on uncontrolled status.
user: Move that bulldozer (pointing) to that fire (looking).
system: (moves the bulldozer)
user: What is the status of the truck?
system: Which truck?
user: The blue one.
system: Which blue one?
user: (pointing) That one.
system: Blue truck number three is on refueling status.
user: Where is that (looking) group?
system: Green helicopter group number one is 198 meters downrange from headquarters at
coordinates 81 meters by 16 meters. Altitude is 25 meters, heading 37 degrees.
Each time an object is referenced, it flashes or is indicated with arrows, and the system displays
a data card listing the object's attributes (color, status, etc.). Also, when the system answers
a question about an object, the answer is written to an adjacent window in textual form.
2.2 A Place for a Face
The multi-modal interface presented above attends to three forms of natural input (gesture,
speech, and gaze), and employs a single form of natural output (speech). The three input modes
currently tracked by the interface agent have been chosen because they are all very important
in interpersonal communication, and they are also trackable with the available instrumentation.
Were it easy to monitor the user's facial expressions, or tone of voice (prosody) for example,
then these modes too would be included to develop the overall picture of the user's intent.
Therefore, it should not be inferred that the number of natural modes on the output channel
must necessarily match the number on the input channel. However, the single output mode
(speech) clearly leaves the interface lacking something. Using the system gives the impression
of interacting with some semi-intelligent entity, but one that has no real presence. The speech
synthesis significantly lends to the impression of naturalness, but fails to complement fully the
kind of natural milieu available to the user on the input side. Can the interaction be enriched?
2.2.1 Redressing the Imbalance
Are there additional methods that the interface might employ to successfully emulate natural
communication? Bolt [Bol85], who has written at length about the importance of being able to
"keep company" with the computer interface and all that this notion implies about the requisite
communicative richness, indicates a potential direction:
In person-to-person conversation, we speak not to some disembodied spirit but
to someone right before us. One of the benefits of this direct presence is that we can
look the person in the eye - for example, we can shift our gaze from the object under
discussion to the person with whom we're speaking. Beyond the sense of engagement
this creates, eye contact can signal that we wish to shift the discourse to a personal
level: to talk "to" a person rather than "with" them about external matters. Given
that conversationality is a positive value in human-computer communications, how
might we establish the ability to look the machine "in the eye"?
The intent of this thesis is to increase the user's level of engagement with the interface and
to contribute to the user's sense of the interface agent's presence by creating on the screen a
human-like face.
Before this objective can seriously be elaborated upon, several factors must be considered.
The following section relates some of the relevant work that others have done in this area.
The subsequent three chapters (Part II) cover the background concepts necessary for reasoned
analysis of the thesis project and its goals. The groundwork having thus been laid, Chapter 6
(Part III) completes the discussion begun here.
2.2.2 Related Work in Faces at the Interface
Many researchers and animators have examined graphical and other techniques for generating
facial imagery,1 but only a few have dealt specifically with the role of faces as computer output,
or as a source of presence.
Negroponte and Parker [NP] created a landmark project with the aim of transmitting facial
presence during teleconferencing. Called Talking Heads the project involved head-shaped
arrays of optical fibers, effectively, video screens in three-dimensional relief approximately cor-
responding to the physical contours of a particular person's face, on which was displayed the
video signal from a camera pointed at that person. A teleconferencing participant might sit in
a room with several such devices, each displaying the face of one of the other participants. As
a person spoke, his or her video image appeared in real-time on his or her various surrogate
"heads" located with the other participants. Although the optical array itself did not move
(with the exception of turns and nods), the moving images displayed on its face-like shape were
realistic enough to illicit a strong sense of presence.
Brennan [Bre82] and Weil [Wei82] each describe several techniques for manipulating facial
imagery and for including video-recorded or digitized faces in the interface.
'Many of these specific techniques are discussed in Chapter 5.
Bolt [Bo185] relates experiments in computer "persona" performed by Purcell, the recorded
image of whose face appeared on a video monitor situated next to a large-screen, multi-modal
application. The image's mouth was synchronized to the phonetics of synthesized speech to
provide a more cordial channel for output messages than a disembodied voice.
Chernoff [Che73], though not dealing specifically with the computer-human interface, devel-
oped a notation for representing multi-dimensional data with faces. Noting that the human
perceptual system is particularly sensitive to facial expression, he suggested that encoding data
in facial features (angle of eyebrows, diameter of pupils, curve of mouth, etc.) might help the
viewer to detect patterns, groupings, and correlations. Tufte [Tuf83] also considers similar facial
representations to be useful in displaying quantitative information.
The xeyes utility, run under the X-Windows system, displays on the screen a pair of eyes -
actually, simple circles with dots as pupils - which continuously "watch" the mouse-pointer
as it moves about the screen, providing a quick way for the user to locate the mouse-pointer.
Orwant [Orw9l] and others have developed utilities by which digitized images of users' faces
are displayed next to the files owned by them when such lists are requested by the user. A
related project allows facial imagery to accompany electronic mail communications, and another
includes facial data in the information provided by the UNIX2 finger command. Each of these
projects takes advantage of the immediate recognizability of one's associates' faces as opposed
to their login-names, or other similarly cryptic information.
Bender [Ben9l] has developed a utility for choosing color combinations such as, for example,
the background and foreground in an X window. As colors are chosen, a digitized face begins
to look progressively more pleased or disgruntled depending on the expected appearance (due
to relative contrast) of the chosen color combination.
Laurel et al. [L+90] describe a system in which a number of video-recorded people act as
characters from American history to comprise part of a multi-media, encyclopedia-like database
system on the subject. The video images reside in separate windows and remain static until
2 UNIX is a trademark of AT&T Bell Laboratories.
the user reaches a location in the database where a particular character becomes relevant, at
which time that character's image raises its hand to indicate that it has a story to tell. If the
user mouse-clicks on the character's window at this point, the system switches to a full-screen
video loop of the character telling the story.
In a short, fictional film presenting a possible future path for human-computer interaction
to follow, Apple Computer, Inc. [App87] suggests a useful place for facial interaction at the
interface. Throughout the film, a user interacts via speech and gesture with an on-screen
character - the Knowledge Navigator, also known as "Phil" - a sort of computerized
secretary who takes telephone messages, finds documents, and carries out related tasks. Though
the character makes no apparent use of facial expressions or eye contact, the type of constructive,
interpersonal interaction depicted in the film between the Knowledge Navigator and its user
illustrates, in part, the goal of this thesis. Unfortunately, the Knowledge Navigator is not an
actual, working program.
Britton [Bri90b] constructed one phase of a prototype system in which a digitized, on-screen
face appeared to make "eye-contact" with the user. This prototype is described in detail in
Chapter 5.
Finally, Delphi Technology Inc. and International Business Machines [pop9l] have designed
an automated photographic kiosk at which customers may leave their unprocessed film. In-
structions for processing are given to a built-in computer, which displays the video-recorded
image of a woman's face. The recording recites the ordering procedure to the user, occasionally
indicating with nods and glances which of several buttons the user ought to push.
Part II
Background Areas
Chapter 3
The Role of the Face in
Interpersonal Communication
The face of man is the index to joy and mirth,
to suffering and sadness. - PLINY THE ELDER
There can be little doubt that facial expressions and other facial movements contribute sig-
nificantly to rich communication between people.1 The ability of the human face to ex-
press a wide range of attitudes and emotions is extremely well supported (see, for example,
[Lan89, E+86, Ekm82a, D+81, E079, BE75, Lig74, Ekm73]). Human facial muscles are suffi-
ciently complex to produce more than a thousand different facial appearances [Ekm73]. The
face is stimulus and response in one, a remarkably effective and versatile communicator. Collier
[Col85] writes:
Facial expressions are one of the most important sources of information about a
person's emotional state. Research comparing the relative contribution of expressive
'The study of interpersonal communication is a field of considerable breadth, the complete exploration of
which in this thesis is prohibitive. The author consulted Smith and Williamson [SW81] to familiarize himself
with the field.
channels by presenting inconsistent information from several sources has generally
shown that observers use information from facial cues more than any other source.
Psychologists and other researchers in this area have long recognized the importance
of facial displays for judging emotions and they have probably received as much
attention as all other expressive channels combined.
Facial expressions operate at a high bandwidth; unlike speech which is serial and relatively slow,
facial expressions impart a huge wave of information in the very instant they are observed.
As with Wachman's [Wac90] head movements, the face is a communicative channel having
relatively low precision (as compared to, say, pointing) and relatively high semantics.
People's impressions of the facial expressions on those with whom they interact is so seemingly
innate, and the communication of emotional information so useful, that the human face actually
may have evolved as it did, in part, better to serve as a source of emotional information
[Etc]. Additionally, a specialized cognitive system may also have evolved which is capable
of discriminating these expressions and making inferences about them [Etc]. The process of
making such inferences is called physiognomy, and people are extremely skilled at it. The
facial perceptual system is very strong, and is finely tuned to the point of being able to recognize
faces from severely impoverished information. It is also capable of integrating essential facial
features, when viewed in isolation, to perceive a complete whole [Lig74]. The face is a "preferred
pattern" [Lan89] of the perceptual system; very few clues are required to invoke the impression
of a face, as can be seen in Figure 3-1.
In fact, there is so much information available during an interpersonal encounter that people
sample from it. "Studies ... suggest that people use facial cues even when information from
other sources (e.g., hand and body movements) provide [sic] a more accurate picture of what
the person actually feels" [Col85].
This chapter surveys the study of human facial expressions and explores the various aspects
of the field that bear upon this thesis project. The implications this material suggests for
the problem of constructing an artificial face at the computer-human interface are enumerated
in Chapter 6.
Figure 3-1: Very little information is needed to trigger the facial perceptual system because the
face is a "preferred pattern" [Lan89].
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3.1 Facial Expression of Emotion
Facial expression is probably the most commanding of all the nonverbal behaviors because
it is always visible. "Whereas sounds and the body movements that illustrate speech are
intermittent, the face even in repose may provide information about some emotion or mood
state" [Ekm82b].
As Weil [Wei82] points out, there seems to exist no cohesive theory of facial expression. She
writes:
Even a description of the field is difficult; the generally accepted term is "facial
expression of emotion," however, some avoid the phrase contending that it implies a
particular theory of facial expression... It is almost a neglected field being researched
at cross-purposes resulting in widely divergent interpretations and opinions. Emo-
tion and science seem to be a particularly volatile combination and the observation
of emotional display nearly defies the scientific method.
Research in the field, however, is enduring and copious, and has often borne considerable fruit
in the form of intriguing, if occasionally inconclusive, results and observations.
3.1.1 Emotion
Experiencing an emotion is a complicated process involving physiological, autonomic nervous
system, brain, and verbal responses, memories, feelings, and, of course, facial expressions
[Pel90]. The relationship between emotion and bodily processes is so strong that it appears
to work in reverse; Izard [Iza79] has found that intentional display of a facial expression can
actually cause the associated emotion to be experienced. Ekman [Ekm84] makes these points:
1. Emotion has evolved to deal with fundamental life tasks.
2. To be adaptive quite different patterns of activity would have evolved for each emotion,
so that what occurs (in expression or physiology), and when it occurs (the events which
call forth emotion) is emotion-specific, different for anger, fear, distress, happiness, etc.
3. There is coherence; for each emotion there are interconnected patterns in expression and
physiology linked to the appraisal of prototypic situational events.
Just as there are pan-cultural commonalities in the elicitors for each emotion, the physiological
manifestation of each emotion is globally similar. That is, there are distinctive, pan-cultural
signals for expressing each emotion with the body and face. Pelachaud [Pel90] notes that these
signals have the following, further characteristics:
e They are universal and innate.
e They can be simulated.
e They have limited duration, positively correlated with intensity.
e They are not mutually exclusive, and are often blended.
e They can be controlled, disguised, and completely inhibited.
3.1.2 Facial Displays
Ekman [Ekm82a] shows that there are six or seven primary emotions whose associated facial
expressions people are capable of readily perceiving: anger, disgust, fear, happiness, sadness,
surprise, and perhaps interest, though it is often considered to be relatively neutral. Blends
are common - anger and disgust, for example, or fear and sadness, or surprise combined with
nearly any of the others.
Additionally, faces can display emblems (e.g., winks), illustrators (conversational signals such
as brow-raising while speaking an important point), punctuators (facial movements occurring
at speech pauses), and manipulators (actions serving biological needs, as with reflexive eye-
blinking). Such displays can significantly enhance the richness of face-to-face interactions,
subject to many variables. Negroponte [Neg89] notes anecdotally:
At a recent dinner part I winked at my wife,2 and she knew all the paragraphs
of information it would have taken me (otherwise) to explain the same to some
stranger.
Factors such as the relationship between the participants, their shared history, their culture,
the context, and the topic of conversation can all influence the way use and understand facial
displays. Goffman [Gof83] elaborates:
Everyone knows that when individuals in the presence of others respond to
events, their glances, looks, and postural shifts carry all kinds of implication and
meaning ... Every adult is wonderfully accomplished in producing all of these ef-
fects, and wonderfully perceptive in catching their significance when performed by
accessible others.
As Goffman [Gof63] points out elsewhere, though normal adults intuitively understand the
dynamics of nonverbal behavior, the topic is almost never discussed.
3.1.3 Innateness and Universality
People in general agree that emotion and facial expression are associated, but scientists are not
in complete agreement about the nature of this relationship. Of interest to investigators are
the origins of facial expressions and whether or not they are innate, or learned behaviors.
Darwin [Dar72] was the first to note how certain emotions have the same expressions and
experiential qualities in widely different cultures the world over; his research and the subsequent
investigations of others [Ekm84, Ekm82b, EE79, Iza79] provide a sound basis for inferring that
the emotions are indeed the result of innate neural processes. Eibl-Eibesfeldt [EE79] notes,
for example, the fact that blind-born people display emotional expressions in the same way as
sighted people.
2In some perverted measure of information theory, this could be construed as one bit [footnote in original
text].
However, consideration of the extent to which emotional expressions are innate or learned is
muddied by the fact that the two do not necessarily form an absolute dichotomy; that there
exist genetically based mechanisms for emotions does not mean that no aspect of an emotional
expression can be modified through experience. As Izard [Iza79] mentions, "while the innate
expression for anger involves baring of the teeth as in preparation for biting, many people
clinch their teeth and compress their lips as though to soften or disguise the expression."
Furthermore, certain facial displays not directly linked to a particular emotion can vary from
culture to culture. For example, while head shaking is a very common signal for expressing no,
it is not universal; in certain Mediterranean societies, for example, people might express no by
"jerking their head back, closing their eyelids, often turning the head sideways and sometimes
by lifting one or both hands in a gesture of refusal" [EE79].
3.1.4 Contextual Dependency
Clearly, the emotional meaning assigned to a given facial expression can vary depending on
the context in which it is observed. "The interpretation of a smile depends a great deal on
whether it is seen in a church or a pub, a sales interview or a court of law" [Lig74]. Indeed, it is
often difficult to assess correctly the specific emotion observed on a face, especially in a static
photograph, until the surrounding circumstances are revealed.
Wallbott [Wa188] found in a series of studies that, while subjects regard displayed facial ex-
pressions and contextual information to be of equal import when these sources of information
concur relative to the emotion actually being displayed, they tend to rely more heavily on the
expression itself rather than the contextual information when the two are discrepant. That
is, if an observed face looks sad, for example, subjects tend to interpret it that way and cor-
rectly choose sadness as the emotion being displayed, even when provided with a (false) context
expected to invoke, say, happiness.
Under ordinary circumstances, people are quite adept at discerning emotions from facial ex-
pressions in various contexts, even to the point of allowing context to alter expectations and
assumptions. Fast [Fas70], for example, notes how it is generally accepted for people to appear
more irritable and less pleasant on the train ride home at the end of the day, though such
demeanors are shunned at other times.
Correct assimilation of emotional expressions, especially during face-to-face communication, is
confounded not only by situational context, but also by the actions of the other verbal (speech)
and nonverbal (bodily movement) channels, as well as by the ages, genders, social standings,
occupations, and cultural backgrounds of the participants. In Japan, for example, extremes of
emotional expression are strongly discouraged [Lan89]. Ekman [Ekm84] found that Japanese
subjects tend to completely suppress expressions of negative emotions while in the presense of
elders or authority figures. Likewise, Liggett [Lig74] notes:
In educated families negative and violent emotions are usually inhibited, yet it
seems that the children of these families [recognize] them better than those children
of less intellectual parents who display their emotions freely.
In summary, the display and interpretation of facial expressions of emotion are integrated acts
involving many variables. Even so, whether through some evolutionary trait for "social success"
[Lig74] or for other reasons, humans are extremely well skilled at successfully participating in
these interactions.
3.1.5 Classification
As Weil [Wei82] points out, interest in the causes and origins of facial expression has moti-
vated the development of anatomically based notation systems. The current standard, and
probably the most comprehensive of such systems is the Facial Action Coding System
(FACS), developed by Ekman and Friesen [Ekm82b] which simplifies and quantifies dynamic
facial musculature in a manner designed to differentiate between all visually distinguishable
facial patterns.
Under FACS, an expression is defined as combinations of Action Units (AU's), which consist
of one or more muscles whose movements contribute to the expression's appearance on the face.
For example, AU 1, the inner brow raiser, which raises the eyebrows and the skin of the
forehead, is activated by the medial portion of the Occipito Frontalis muscle pulling the inner
portions of the eyebrows and the forehead upwards, while the outer corner of the brows may
pull inwards.
The exhaustive taxonomy of correlations between muscle movements and emotional expressions
offered by FACS makes the system a valuable resource for the study and animation of facial
expressions.
3.1.6 Portrayal
Many early inquiries and classification schemes for facial expression arose out of concern for
their effective portrayal in the arts [Wei82]. Painters, mask- and puppet-makers, and theatrical
artists have throughout history made significant contributions to the study of expressions, for it
is axiomatic that failure to reproduce the proper facial nuances can have disappointing results
on the canvas or the stage.
In contrast, cartoonists have traditionally eschewed such subtlety in favor of employing, with
great success, varying degrees of caricature, the isolation of essential perceptual cues by exag-
gerating distortions. "It is a process of distillation [in which] anatomical accuracy is sacrificed
for vitality" [Wei82]. Brennan [Bre82] developed a landmark computer application for deriving
caricatures.
Likewise, the creators of animated cartoons have typically employed the reductionist methods
of their brethren in the static medium. Even the most simply drawn cartoon, however, can
convey great expressive subtlety when set in motion. Animation icons such as Walt Disney and
Chuck Jones have used this fact to develop their popular craft.
The advent of computer-graphical animation has allowed the development of precise models
based on exact facial features. Weil [Wei82] claims that, while the accuracy of such models is
impressive, they often fail to convey emotional expression as effectively as their more imprecise
predecessors.
Figure 3-2: Caricatures can convey expressions.
3.2 Eyes and Gaze
The eyes are recognized as the dominant sense organs of the human body. They provide eighty
percent of the raw sensory data to reach the brain [Lan89]. Interestingly, the eyes' importance
as receptors directly contributes to their significance as displays; where and how they are looking
has meaning within the context of interpersonal encounters. Say Smith and Williamson [SW81]:
Eye contact is certainly one of the more meaningful acts a person can perform;
it is also one of the more complex ... We are likely to initiate encounters with
eye contact; eye contact is a certain sign that mutual perception of perception has
occurred and that the behavior of the other is somehow a response to our presence.
It is very difficult not to respond to an address that begins with eye contact.
Newcomers to certain urban areas of the world soon come to realize how Smith and Williamson's
final point can be exploited by artful panhandlers. Eye contact begets a sense of union that is
difficult to ignore. Argyle and Cook [AC76] point out that eye contact is an affiliative signal
only with primates and humans; in all other species gaze is primarily a signal for aggression,
particularly in inter-species encounters.
3.2.1 Gaze Behavior
The apparent social "rules" people employ to regulate eye contact and mutual gaze during
interpersonal interactions are plentiful. As with the larger class of facial expressions in general,
these conventions seem to be well understood by normal adults, yet rarely explicitly discussed
among them in keeping with Goffman's [Gof63] taboo against the discussion of nonverbal be-
havior. Similarly, gaze behavior is subject to both innate and learned influences, varies in its
universality, and is strongly influenced at certain levels by cultural conditioning, context, and
the relationship between the participants. Studies performed (and/or reported) by Argyle and
Cook [AC76] have revealed:
e Frequency of gaze between people tends to be positively correlated with the physical
distance between them and negatively correlated with the relative intimacy of the topic
of conversation.
0 Sometimes these correlations, especially between frequency of gaze and topical intimacy,
only hold for the times when a person is speaking, but not when listening.
* Strangely, smiling is often inversely related to amount of gaze.
e Increased gaze by one interactor is likely to elicit an increase in the gaze of the other.
* The act of looking seems to have little effect on physiological arousal; being looked at,
however, can cause anything from discomfort to anger to pleasure, depending on the
situation.
* Either gaze or avoidance of gaze can indicate hostility, the essential element being the
breaking of the social norm.
e People tend to gaze more at their superiors or leaders, and less at their subordinates.
e People tend to avert their gaze from negative sources, especially criticism, contempt, and
while being reprimanded.
* People look more at what and whom they like or admire.
e At ordinary conversational distances, people can perceive another's line of regard very
accurately.
e It seems to make people more comfortable during conversation to receive long glances
instead of more frequent, shorter glances. The effect has a point of diminishing returns,
however; too much gaze is not liked.
* Interestingly, people seem more receptive to negative information (bad news, insult, con-
tempt) when the other person makes less eye-contact while delivering it.
* An unobstructed view of the eyes is necessary for the correct perception of many facial
expressions of emotion.
Gaze is part of social performance, and is subject to social norms. If the amount a person looks
deviates from the prescribed pattern, other people will form an unfavorable impression of him
or her. Goffman [Gof63] notes the tendency of urban Westerners to practice what he terms civil
inattention, the systematic avoidance of eye contact with strangers, beyond brief glances to
acknowledge their presence. Liggett [Lig74] indicates the use of gaze to facilitate conversational
turn taking: the speaker often averts gaze until the end of an utterance, at which time he or
she initiates it to obtain feedback, and as a cue to the other to begin speaking.
3.2.2 Eye Openness
Though the degree to which the eyes are open during interpersonal encounters is not of the
utmost importance, this feature does contribute to such interactions. Eye openness and closure
are part of an overall pattern that usually involves the face as a whole. This behavior occurs
during specific emotions because it improves or limits vision [Col85]. The eyes are open as much
as possible during fear and surprise; they may be open or partially closed during interest; they
are partially closed during sadness, disgust, and often anger in an apparent attempt to reduce
the visual field. Partial closure also occurs during happiness, but as a spreading action from
the smiling mouth.
Blinking is a reflexive manipulator function that helps to keep the eyes clean and moist. Normal
adults blink approximately twelve times per minute, 3 though this rate may increase either when
attention is relaxed or during states of anxiety or tension, or decrease during concentrated
thinking or attention to visual objects [AC76]. Occasional blinking is expected by others during
face-to-face interaction, and failure to blink can invoke vague discomfort in others.
3.2.3 Pupil Size
.......... . .............
Figure 3-3: Hess's [Hes65] pupil experiment.
Pupil dilation is an important signal during interpersonal communication, usually operating
below the level of consciousness; people have no sense of their own pupil size, and the effects
of observing pupil size in others do not seem to be readily open to introspection [AC76]. In
a well-known experiment, Hess [Hes65] showed two photographs of the same female to male
subjects, one of the photos being touched up to enlarge the pupils, and the other to make
them smaller (see Figure 3-3). The subjects described the female with enlarged pupils as "more
feminine" and "softer", for example, but did not mention that pupil size was a factor. Also,
the subjects' pupils themselves enlarged more while viewing the preferred photograph.
In general, enlarged pupils are a response to emotionally (not necessarily sexually) arousing
stimuli and they signal enthusiasm, "a fact that was recognized at least a thousand years ago ...
3Landau [Lan89] reports a blinking rate of 24 times per minute, which seems unreasonably high.
by the jade dealers of the Orient, who veiled their eyes during bargaining so that the dilation of
their pupils would not betray their excitement over a particularly fine piece of jewelry" [Lig74].
Pupil dilation also occurs during problem-solving or memory tasks, and while talking. The
pupil constricts during unpleasant experiences and during periods of low interest.
Chapter 4
Agents
Strange but not a stranger... - DAVID BYRNE
The word "agent" is rather a catchall term for practically any person or device which per-
forms some specific function, usually one requiring a certain amount of expertise. Even at the
computer-human interface, the term has no single meaning, but subsumes a number of related
concepts.
4.1 Intelligent Helpers
In general, computerized agents have been thought of as assistants that carry out tasks too
mundane, time-consuming, or outright boring for the user to do alone. Kay [Kay90] traces the
modern origin of the idea to John McCarthy's Advice Taker of the late fifties, in which he
(McCarthy) suggests the need for intelligent assistants to help users find their way through
seemingly endless streams of data - intelligent background processes capable of independently
carrying out users' goals. Kay [Kay90] writes:
[At the] Library of Congress ... all transactions are carried out by human agents
[who are] experts in not just the content of the Library, but also the strategies of the
library. It is these two main areas - tasks that can and should be done while you
are doing something else, and tasks that require considerable strategy and expertise
- that agents will gain ascendancy over.
Kay claims that these kinds of agents are "the next big direction in interface design" [Kay90],
and expects personal computing of the future to consist mainly of communication between
the user and a large collection of computerized agents working on his or her behalf in various
capacities. Negroponte [Neg89] expands this idea and coins the term dynadots to describe the
society of small, intelligent objects that he believes will populate our lives. He writes:
Many or most will be small objects ... that intercommunicate with each other,
serving special needs. I expect to carry much more computing power on my wrist
tomorrow than is in my office today. Agents, great and small will be distributed all
over the place.
According to Maes [Mae9l] an intelligent agent is one that plans, anticipates, learns, introspects,
and communicates. Improvements in simulating these processes will allow computerized agents
to be entrusted to execute more complex functions such as intelligent telephone answering, or
even accounting and brokerage.
Of course, agents retain their more mundane (and more commonly understood and accepted)
place within computer applications as well. Deken [Dek83], for example, proposes three types of
agents to assist users in the analysis and evaluation of data, each performing a highly specialized
function such as data capture, verification of "fit", etc.
4.2 Interface Agents
In the middle of the spectrum between ultra-sophisticated dynadots and relatively unintelligent
specialists lie interface agents. Though her work is primarily concerned with intelligent robots,
Maes [Mae9l] notes that a likely application for intelligent agents is to predict the behavior of
users at the interface.
Laurel [Lau90a] describes interface agents as follows:
An interface agent can be defined as a character, enacted by the computer, who
acts on behalf of the user in a virtual (computer-based) environment. Interface
agents draw their strength from the naturalness of the living-organism metaphor in
terms of both cognitive accessibility and communication style.
From the programmer's point of view, the interface agent consists of various modules designed
to carry out certain tasks; from the user's point of view, the interface agent is the physical
(viewable, audible) manifestation of these modules' output. The key to faithfully maintaining
this relationship can be found in Laurel's allusion to deliberate personification. In one project,
Laurel et al. [L+90] used video-recordings of actual people to act as guides in a multi-media
database. Each guide was an "expert" in some area of the database, and would recite a relevant
narrative at the user's request. The guides also helped the user to navigate through the large
amount of available material. It was found that the presence of such agents at the interface
helped to minimize the user's cognitive load.
It is easy for people to interact with other people, and also with entities that act like people.
Agents work well at the interface because people are naturally inclined to work well with them,
using metaphors based on what is already known about other people. The process of attributing
human qualities to inanimate objects is called anthropomorphism, and people engage in it
habitually. As Laurel [Lau90a] indicates:
The kinds of tasks that computers perform for (and with) us require that they
express two distinctly anthropomorphic qualities: responsiveness and the capacity
to perform actions. These qualities alone comprise the metaphor of agency.
The user's tendency to personify is heightened by agents that systematically attempt to mimic
human traits. Norman [Nor88] points out that the computer's nature is abstract to humans,
and that it often works "invisibly, with no [outward] sign of the actions it is performing." Agents
can mitigate the unfamiliar condition of the interface by exploiting the user's predisposition to
personify inanimate objects, and by appealing to the user's knowledge of real-life agents.
4.3 Characteristics
What are some of the important traits for interface agents to possess? Laurel [Lau90a] indicates
four: agency, responsiveness, competence, accessibility. Much of the remainder of this
chapter is adapted from her work.
4.3.1 Agency
An agent is one who is empowered to take action on behalf of another, providing expertise, skill,
and labor. As such, they must be able to understand goals, how to achieve them, and what
to do with the results. Appropriate tasks for computerized agents are those that are tedious
complex, or appropriately automatic enough to delegate to them. Examples include sorting,
organizing, filtering, providing help, scheduling, and reminding. Certainly, agents can vary in
their level of sophistication from rudimentary functions up to full-blown expert systems.
4.3.2 Responsiveness
Agents are excellent examples of user-centered interface design that succeed or fail on the
basis of their ability to be responsive, both explicitly by carrying out the user's commands,
and implicitly by recognizing and working toward the user's goals as they emerge and change.
Barring strong models of user behavior (computerized intuition), achievement of such implicit
responsiveness is likely to require a certain amount of interplay between the agent and the user,
in the form of clarifying dialogue, for example.
4.3.3 Competence
An agent must possess supreme competence at its particular tasks. For this to occur, it must
not only be capable of mapping user goals to its own functions, but it must also be prepared
to deal with the possible contingencies of its own actions, to deal with error conditions, and to
present the relevant outcomes of its actions to the user. Ultimately, this may imply the ability
to generate alternate representations of information depending on context and user needs.
4.3.4 Accessibility
A useful agent must be made to act in ways that provide the user with useful cues about its
traits. As mentioned earlier, visually and aurally personified agents invoke considerable user
understanding merely by appearing to be like people. An agent is accessible if a user can predict
what it is likely to do in a given situation based on its character.
Chapter 5
Useful Techniques
A good workman is known by his tools. - ANONYMOUS
This chapter presents the body of established knowledge and existing work from which was
drawn some of the functional apparatus of the thesis project.
5.1 Facial Anatomy
This brief description of the muscle and bone of the face is adapted from Waters's [Wat87]
excellent summary.
The cranium consists of fourteen major bones of which the mandible is the only jointed struc-
ture. The mandible rotates horizontally about an axis near the ear. Inserted into the mandible
are the lower teeth, and the upper teeth are embedded into the maxilla process. From the front
view, the teeth are the only visible bone structure.
The muscles used in facial movements are subcutaneous, voluntary muscles. In general they
arise from the bone or facia of the head and insert into the skin as in Figure 1-1. A muscle
Figure 5-1: Facial muscles [BI86].
can be defined according to the orientation of its individual fibers, which may be parallel and
linear, oblique, or spiralized relative to the direction of pull at their attachment points. The
face consists of a variety of these muscle types; in the lower face there are five major groupings:
" Uppers and downers, which move the face upwards towards the brow and conversely
towards the chin.
" Those that contract horizontally towards the ears and conversely towards the center line
of the face.
" Oblique muscles, which contract in an angular direction from the lips, upwards and out-
wards to the cheek bones.
* The orbitals, which are circular or elliptical in shape and surround the eyes and mouth.
* Sheet muscle, which carries out miscellaneous action, particularly over the temporal zones,
and the platysma muscle, which extends downwards into the neck.
The upper facial muscles are responsible for the changing appearance of the eyebrows, forehead,
and the upper and lower lids of the eyes. The muscles contract isotonically towards the static
insertion into the cranium, wrinkling the surface tissue perpendicularly to the direction of the
muscle.
5.2 Facial Animation
Today's three-dimensional (3D) computer animation owes much to the large amount of knowl-
edge amassed over the years by animators of hand-drawn, cell cartoons. Lasseter [Las87] de-
scribes many of the well-established principles of traditional cell animation and shows how they
may appropriately may be applied to 3D computer animation. For example:
Squash and Stretch: Defining the rigidity and mass of an object by distorting its shape
during an action.
Timing: Spacing actions to define the weight and size of objects and the personality of char-
acters.
Anticipation: The preparation for an action.
Staging: Presenting an idea so that it is unmistakably clear.
Follow Through and Overlapping Action: The termination of an action and establishing
its relationship to the next action.
In and Out: The spacing of the in-between frames to achieve subtlety of timing and move-
ment.
Arcs: Visual paths of action for natural movement.
Exaggeration: Accentuating the essence of an idea via the design and the action.
A traditional method that has proven to be particularly applicable to computer animation is
Key-Framing. During the creation of a hand-drawn, animated cartoon, an animator creates
certain key drawings called extremes - usually, every third or fourth frame - as necessitated
by the delicacy or breadth of the action [Jon89]. An assistant (or "in-betweener") then creates
the frames remaining between the extremes to complete a smooth sequence. A computer
provided with key frames is of course remarkably adept at in-betweening, as it is merely a
matter of interpolation.
5.2.1 Parametric Modeling
An animation technique developed solely for the computer, parameterization, is a step beyond
traditional key-framing. A parametric model of an object allows the animator to manipulate it
simply be specifying its parameter values. For animating a face, one such parameter might be
"brow height" for example. A sequence of images is created by modifying the parameters, and
key framing is then applied to the parameters rather than directly to the raw data.
Parke [Par82, Par72] was the first to use a parametric approach to animate faces. In his model,
one set of parameters defines and controls the gross topology of the face (position and size
of the nose, for example) and a second set of parameters controls facial expressions. As this
second set is based chiefly on the movements of facial skin, Parke's model successfully achieves
the overall look of facial movements without accurately simulating facial anatomy.
Parke developed a key-framing algorithm to account for the facts that facial motion is rarely
linear in any direction, and that the motion tends to accelerate and decelerate. Each frame
has an associated phase number, the integer part of which refers to the previous frame, and
the fractional part of which indicates the position of the current frame between the previous
and the next frame. For example, if phase 2 is a smile and phase 3 is a frown then the phase
number 2.5 means an expression halfway between a smile and a frown. A point's position is
computed as follows:
currentposition = previousposition + C x difference (5.1)
where
difference = nextposition - previousposition
C = (1.0 - cos(#))/2.0
and
= phasefraction x ir
5.2.2 Structural Modeling
Platt and Badler [PB81] developed an integrated system for internal representation of the face,
incorporating simulation of the actual motivators of actions; their system was the first to use
the FACS method of facial notation.
Their model consists of points on the bone, muscle, or skin connected by an are on which
is encoded the spring constant of the area between the two points, resulting in the face being
treated as a network of springs joined at the points. To actuate a facial movement, a FACS
action specification is translated into a list of muscles and forces, and from there to individual
point-force combinations. When a force Af is applied to a point p, the change in location is
computed by
Al = Af/k (5.2)
where k is the sum of the spring constants at the point. The iteration continues until a force is
propagated out from the initiating point across the face.
5.2.3 Muscular Modeling
Waters [Wat87] developed a more generalized parametric system for simulating facial muscle
processes independent of both facial topology and structure, again based on FACS. Though
the system also represents muscle action with spring constants, the muscles are modeled as
vectors which are independent of the underlying bone structure. Each vector affects a zone of
influence on the skin grid. When a force is applied, the new coordinate of any point p(x, y, z)
within a zone is:
pt oc f(K - A - R -p) (5.3)
where K is the muscle spring constant, the angular displacement factor A is defined as:
A = cos(p/7r - 7r/2)
(where p is the angle between the vector, the point, and the vector's point of contact on the
zone), and the radial displacement factor R is defined as:
R = cos((1 - D/Rs)r/2)
(where D is the distance between the vector and the point, and Rs is the zone's inner radius)
when the point lies within the zone's inner radius, and R is defined as:
R = cos((D - Rs)/(Rf - Rs)7r/2)
(where Rf is the zone's outer radius) when the point lies between the zone's inner and outer
radii.
5.2.4 Enhanced Modeling
As Weil points out:
Of issue in the pictorial simulation of facial expression is the degree to which
artificially induced expression, while anatomically correct appears to be genuine.
An animation scheme based on an anatomical model of the face may have to be
combined with other insights to convincingly evoke emotional expression.
Waite [Wai89] developed a muscular modeling technique based on Waters's model (and FACS)
combined with the use of bicubic B-spline surfaces to model skin. The result is an extremely
useful system for manipulating facial areas by hand to create customized facial expressions for
later animation.
5.2.5 Animating Lips
Pelachaud [Pel90] reports on several existing animation systems and animated movies employ-
ing lip movements synchronized with speech output. Each of these schemes essentially chooses
which of several stock mouth positions to actuate depending on the phonemes to be "pro-
nounced."
Yuille et al. [Y+89] describe a useful method of parametrically modeling human lips and other
facial features with deformable templates in which parabolic equations describe the mouth's
outlining curves. Changes in the outlines are denoted by energy potential equations. The
templates can be used both for detecting (as in vision processing) and for describing (as in
graphics) facial configurations.
5.3 Adapting FACS
Since Ekman's [Ekm82b] Facial Action Coding System was developed to compute the expression
displayed on an observed face given the configuration of the facial features, and not to generate
the facial configuration necessary to produce an expression, the scheme's components must
be transformed into causes, rather than measures, of facial movements to be of use during
graphical rendition of the face. Unfortunately, neither FACS nor any other notational scheme
offers workable solutions for integrating dynamic sequences of emotional expression. As Weil
notes, "in an animation system, the factor 'which-picture-might-come-next' is ... significant."
In a previous work, Britton [Bri90a] adapted the FACS notation for use in a vision processing
application. This adaptation is well-suited for the cause/measure reversal noted above.
First, facial features themselves are classified as follows:
brow: can be neutral, raised, lowered
eyes: can be open (neutral), wide open, slit, closed, tightly closed
nose: can be neutral, wrinkled, flared (nostrils)
lips: can be open or wide open, pushed out, curved up, curved down, closed (neutral), tightly
closed
jaw: can be neutral, pushed forward, dropped
Second, the primary emotional expressions are represented as particular feature configurations:
anger: brow lowered, eyes wide open or slit, nose wrinkled or flared, lips tightly closed, or
wide open, jaw pushed forward.
disgust: brow lowered, eyes slit or closed, nose wrinkled and flared, lips curved down and
pushed out, jaw neutral or dropped.
fear: brow neutral or lowered, eyes closed or tightly closed, nose wrinkled, lips open or wide
open, jaw neutral.
happiness: brow raised, eyes neutral or slit 1 , nose neutral, lips curved up, jaw neutral.
interest: brow neutral or lowered, eyes neutral or slit, nose neutral, lips closed, jaw neutral.
sadness: brow neutral or lowered, eyes neutral or slit, nose neutral, lips closed, curved down
and pushed out, jaw neutral or dropped.
surprise: brow raised, eyes wide open, nose neutral, lips open or wide open, jaw neutral or
dropped.
The above description provides the information necessary to generate facial expressions.
5.4 Controling Eye Movements
To illustrate the simulation of gaze in a graphical application, Britton [Bri90b] constructed a
prototype system consisting of a face that constantly "watches" the user wherever he or she
might be located, and is also capable of "looking" at any other object of interest on the screen,
or in the room. The system displays on the screen a video-digitized head that turns left and
right, and whose eyes move in such a way as to give the illusion that the face is actually looking
about its surroundings.
The head is rendered from a series of still video images of a real human head shot from various
angles against a neutral background. The eye pupils on each image were removed and "whited
out" using the retouching facilities of an AT&T True Vision Targa-24 image processing system
running on an IBM PC/AT. The images were then transferred to an HP-835 system and were
converted to HP Starbase Graphics bitmap image format.
The images are displayed in sequence to cause the head to appear to turn left and right. As each
image is displayed, graphically rendered pupils are drawn over the "whited out" eyes. When
the system tracks a moving object, the pupils move appropriately until they reach a certain
threshold location on the left or right border of the eyes, at which point the next image in the
'The eyes often appear slit in a happy expression as a result of the intensity of the smile.
series (showing the head turned slightly more to the left or right, as applicable) is displayed
over the old one. In this way, the pupils can move smoothly and freely in two dimensions, and
a full-image redisplay (which takes as much as 300 milliseconds) need occur only once every few
seconds. The result is a very natural tracking action, with the eyes fluidly trailing the detailed
motion of the object and the head sweeping in discrete movements to "face" the object.
The system uses a Polhemus position-sensing device to determine the location in space of the
user's head and other objects. The Polhemus device continuously reports with six degrees of
freedom the position in space of a sensing cube relative to a stationary source cube. In the
full multi-modal system, the user wears three sensing cubes: one on the head, and one on each
hand.
The only real-world object the system must locate in space in order to operate correctly is the
graphics screen on which the head is to be displayed. For this purpose the user is requested
to momentarily touch a sensing cube to each corner of the screen; the equation of the screen
plane is derived from the coordinates thus determined. With these data and its own knowledge
of the screen location of the images it displays, the system computes the location of the head
relative to the user.
The correct screen position at which to draw the pupils is computed by first deriving the
equation of the line running from a point roughly one centimeter directly behind the on-screen
eye (and thus, behind the screen) to the Polhemus sensing cube mounted on the user's head.
The pupil coordinates are simply the point at which such a line intersects the screen plane.
Figure 1-2 illustrates the computation, which unfolds as follows: given the coefficients A, B,
C, and D of the screen-place equation, the coordinates in space xc, yc, and ze of the sensing
cube on the user's head, and the coordinates in space x,, y,, and z, of the center of the "eye"
(behind the screen), the parametric variable t of the equation of the line cast from the cube to
the eye-center is:
D - Axc - Bye - Cze
A(xp - xc) + B(y, - yc) + C(z, - zc)
The coordinates x,, y,, and z, of the point in space at which this line intersects the screen
Figure 5-2: Determination of on-screen pupil location in a previous system.
plane are then given by the parametric equations:
x, = (xP - xc)t + xc
Y, = (Yp - yc)t + Yc
(5.5)
(5.6)
and
Z, = (z, - ze)t + zC
The absolute screen location (in pixels) at which the animated eye-pupil should be drawn is
then derivable from its proportional X and Y distances in space from the edges of the screen
plane.
pupil location: point of
intersection with screen
UserAgent
(5.7)
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Chapter 6
Embodying the Interface Agent
Now I understand why people prefer watching
television to radio: they've worked out how
boring it is watching the radio. - MAX HEADROOM
The foregoing chapters have presented a great deal of material relevant to the useful portrayal
of facial expressions at the computer-human interface. The salient points are:
" Computer use, especially for the novice, is often difficult and strenuous because of the
computer's unfamiliar communicative modes.
" Computer-human interface designers seeking methods of addressing usability problems
have employed user-centered paradigms such as metaphors, the ultimate goal being sys-
tems with which users can communicate intuitively.
" Since most computer users possess the natural ability to communicate with other people,
an encouraging research direction is toward an interface agent that accepts as input the
user's natural communicative acts (such as speech, gesture, and gaze) and that delivers
its output through similarly natural modes.
" One possible channel for providing natural output and for fostering the user's sense of the
interface agent's presence is through graphically animated facial expression.
" During interpersonal communication, behavior of the face and eyes in general and facial
expressions of emotion in specific are complex processes subject to multivariate forces,
but are nonetheless well understood (though not always consciously so) by normal adults
in terms of both display and interpretation.
" Researchers have demonstrated the success of certain forms of interface agents, especially
those that exploit the human tendency toward anthropomorphism.
" Several useful techniques have been employed to simulate and animate faces.
" Though many investigators have commingled computerized applications with the trans-
mission of presence and other forms of facial activity, none has developed an animated
figure to manifest the interface agent in a natural, multi-modal system.
These ideas converge to support the notion of using facial imagery to enhance the computer-
human interface.
6.1 Goals
It is the intention of this thesis project to embody the interface agent in a graphically rendered,
three-dimensional face capable of:
1. displaying facial expressions,
2. moving its eyes in such a manner as to appear to make eye-contact with the user, and
3. synchronizing its lip movements to synthesized speech.
It is hypothesized that an embodied agent will help to create a more engaging interface and
will promote increased understandability by exploiting the user's natural ability to perceive
and interpret facial activity. Furthermore, it is hoped that conjoining a dynamic face with the
agent's existing functions will contribute to the system's array of natural output modes, thereby
bolstering the user's sense of the agent's presence.
The animated face serves as a visible manifestation of the various functions of which the interface
agent is comprised. The facial displays must depict the aggregate states of these functions in
a manner that provides a meaningful overview while remaining acceptable within the realm of
interpersonal communications. The scheme for mapping system states to facial actions must
be simple and logical enough for the user to ascertain intuitively.
This process need not be daunting, for it is not the aim of this thesis to create a complete,
artificial personality. Indeed, the interaction between the user and the agent is rather unso-
phisticated, comprised mostly of simple questions and answers, and therefore consists of few
interactions requiring the simulation of elaborate expressive actions.
In all manner of its behavior - even that which is not under the direct control of this thesis
project, such as the choice of its spoken words - the agent ought certainly to act as a gracious
host, a helpful guide to its world. Where possible, the agent should probably treat the user as a
figure of superior authority, and should thus be programmed to behave as the user's subordinate.
Aside from increasing the user's sense of control over matters, such behavior may as a side-effect
prevent the user from attributing to the agent more intelligence than it possesses.
6.1.1 Expressions
Obviously, the agent feels no emotions; the notion of providing it with the ability to express
them may at first seem suspect. It is not the intent of this project to deceive the user, or to
imply that the interface agent possesses any semblance of human emotion. The agent's function
is to interpret between the user and the system, and thus to represent faithfully to the user the
state of it's internal processes. Such a representation can be codified with facial expressions in
a manner that avoids strictly emotional undertones. That is, certain expressions are reasonable
for the agent to display in the context of its interpretive operations without necessarily implying
overt emotions.
For example, a primary function of the interface agent is to monitor the user's actions. Certainly,
it is reasonable for the agent's face to attentively display an expression of interest during this
process. Furthermore, should any degree of uncertainty exist in the agent's interpretation of the
user's communication, it is reasonable for the agent to display a corresponding level of concern,
confusion or puzzlement while requesting clarification. When the user's instructions are
properly understood and an interaction is successfully completed, it does not seem unreasonable
for the agent to display an expression of mild happiness.
Clearly, it would be entirely improper for the interface agent to display any expressions of
negative emotions, such as anger or disgust for example. Landau [Lan89] notes that subjects
tend to report the interest-excitement blend to be the most frequently experienced positive
emotion. It should therefore appear not at all conspicuous to users for the agent to register a
similar expression by default.
As Wachman [Wac90] points out, many of the actions humans use to communicate are devices
of low precision and high semantics; facial expressions are certainly no exception to this prin-
ciple. Expressions displayed by the agent will derive their significance of meaning not from the
accuracy with which they successfully mimic actual human expressions of emotion, but instead
from the degree to which they suggest the agent's attitude within the context of its interaction
with the user.
However, since the agent's expressions may typify those normally used by people to express
emotions, care must be taken to ensure that they remain as subtle as possible so as to prevent
the transmission of false emotions.
6.1.2 Gazes and Other Behaviors
The interface agent's face contains eyes capable of appearing to direct their gaze to any arbitrary
location, including toward the user to achieve eye-contact. Certainly, the agent's eye behavior
must be regulated to conform to the many "rules" governing this activity, as enumerated in
Chapter 3. For example, the agent should attempt to establish eye-contact with the user more
often while the user is speaking and less often while the agent is speaking. Staring must be
avoided at all costs; the agent must look away just enough to be proper, but not so much as
to appear nervous or shifty. If it is necessary to report negative information to the user, gaze
should be attenuated somewhat.
Interestingly, since the agent can monitor the user's point of regard at all times, it can tune
itself to match the user's frequency of gaze and other eye behavior. Since the agent experiences
no physiological response to being gazed upon, of course, its simulating any such response seems
quite unnecessary - if the user wishes to stare, so be it.
The agent should blink occasionally - more or less twelve times per minute at slightly irreg-
ular intervals. The agent's pupils should remain uniform except to constrict slightly during
puzzlement, or to dilate slightly during happiness.
As the agent directs its gaze between the user and the other objects in the world or on the
screen, it should certainly alter the attitude of its head to produce a natural, straight-ahead
line of sight; as the point of regard changes, the turning head lags somewhat behind the darting
eyes, but realigns quickly when the eyes come to rest. Other important head movements include
nods to punctuate speech, to express understanding, and of course to express yes, as well as
shakes to express no.
6.2 The Agent's Persona
Though some of the interface agent's important outward features do not fall under the control
of this thesis project (choice of spoken words, for example), the features that do can play an
important role in contributing to the agent's persona. Certainly, the agent is not a person,
but it acts very much like one. Therefore, though it has no personality, per se, it does possess
some qualities that users are bound to assess in terms of a personality, owing to the strength
of anthropomorphism.
As has been mentioned, of the utmost importance is that the agent act as gracious, congenial,
and non-threatening as possible, a direct subordinate to the user. If users are to ascribe a
personality to the agent, care must be taken to ensure that it is a pleasant one. Any other
behavior runs counter to the whole purpose of the agent's presence, which is to help the user
communicate easily with the computer. Just as a rude waiter can ruin an otherwise enjoyable
meal, an unpleasant agent is sure to make users uncomfortable no matter how useful it may be
in other respects.
Indeed, the waiter metaphor illustrates well the type of interaction that takes place at the
computer-human interface - perhaps a waiter can be thought of as an interpretor between
diners and chefs - and suggests an overall attitude the agent ought to mimic: a consummate
servant happy to take and carry out orders and to provide information, an undisturbing presence
which remains calmly at the user's beck and call.
6.3 Realism
The level of visual realism to be employed in the graphical display of the agent's face is subject
to two factors: rendering speed, and user expectations.
6.3.1 Rendering Speed
In computer-animated graphics, motion is simulated by the rapid display of sequential frames
wherein the positions of the "moving" objects are displaced slightly from frame to frame.
Computational time between re-display increases sharply as a function of the visual realism in
the scene. Calculation of complex shading models and smooth surfaces can increase the lag
time between successive frames to the point where movement appears unnaturally slow or jerky.
On the available equipment, it has been determined that a three-dimensional face consisting of
about 600 polygons (including eyes and mouth) can be rendered pleasingly with realistic colors,
shading, and lighting models, resulting in an update rate of between two and three hundred
milliseconds per frame. Calculation of smooth B-spline or other surfaces, however, prohibits
real-time animation by pushing the update rate to several seconds per frame.
6.3.2 User Expectations
Parke [Par82] observes an interesting phenomenon that occurs when people view graphical faces:
The closer the images get to reality, the more critical the viewer becomes. If the
images are clearly perceived as artificial or synthetic, the viewer seems willing to be
somewhat forgiving and accept them as such. If the image is clearly a caricature,
the viewer recognizes and accepts this. But if the image is clearly supposed to be
realistic, the viewer is very sensitive to any flaws.
Parke's observation suggests that simulation of a face with absolute realism should not be
attempted unless it can be accomplished without error; a wiser approach is to aim for a less
realistic figure - a cartoon, or caricature.
Since faces are a "preferred pattern" [Lan89] of the human perceptual system, people can
perceive and recognize them extremely well from imperfect perceptual cues. What's more, the
human tendency towards anthropomorphism forgives any lack of visual realism and motivates
people to impute human-like qualities to even the most sterile of figures [Lau90a]. As Brennan
[Bre82] says with respect to caricatures:
The fundamental human ability to interpret an abstract pattern as a face, or as
a specific face, makes possible the selective compression of the facial image into a
very few lines, with no loss of essential information.
It must be noted, however, that the power of true caricatures is their systematic exaggeration
of the distinctive features of a known person, which the interface agent is not. A caricature of,
say, Abraham Lincoln really looks like him for all intents and purposes, since it has the power
to invoke the perception of his real face. A caricature of a random stranger, while certainly
providing some sense of the person's looks, is obviously incapable of invoking a similarly rich
impression. This is not an unfortunate phenomenon for this project, since a generic appearance
is in keeping with the agent's lack of sophisticated personality (Chapter 8 discusses possibilities
for more complex agents).
In summary, it seems that the ideal method of rendering the interface agent for this thesis project
falls somewhere along the middle ground between extreme realism and extreme (uninformative)
caricature. On a not necessarily analogous artistic spectrum having pencil-drawn stick figures
at one extreme and photographs or video at the other, the correct level of realism for the
interface agent might be equivalent to that of, say, a character in the Sunday comics.
Chapter 7
Implementation
Honest labour bears a lovely face... - THOMAS DEKKER
In an attempt to meet the goals and requirements outlined in the preceding chapter, an em-
bodied interface agent has been created.
7.1 The Surrounding System
The interface agent's face is one component of a much larger project' designed to increase the
facility of computer-human interaction through the use of natural, multi-modal discourse, a
schematic of which appears in Figure 7-1. The system presents a graphical world for the user
to explore and to manipulate; the current application is a topographical map of a forest around
which the user may direct fire-fighting equipment and other objects.
'While this thesis project, the agent's head, is the sole work of the author, the entire Advanced Human
Interface Group participated in the construction of the surrounding system.
Figure 7-1: Components of the Advanced Human Interface.
7.1.1 Hardware
At the heart of the system is the agent, which runs on a Hewlett Packard 9000/835 RISC
workstation (HP835) equipped with a Turbo/SRX graphics accelerator board.
Peripheral devices communicate with the HP835 via RS232 lines connected to its Real Time
Interface (RTI) board. Hand gesture is monitored by two VPL DataGloves, each of which
contains a Polhemus position-sensing system. Speech is monitored and checked for accuracy
by a DragonDictate speech recognition system and other code installed on a Northgate per-
sonal computer (IBM/AT compatible). Gaze is monitored and pre-processed by an ISCAN
Pupil/Corneal Reflection eye-tracking system, a Polhemus position-sensing system, and pro-
grams installed on an IBM/AT personal computer. Speech output is produced by a Digital
Equipment DECtalk speech synthesis device. The graphical world is displayed by the graph-
ics manager running on a Digital Equipment DECstation 5000/200 workstation networked to
the HP835 via TCP/IP.
The agent's head is rendered on the HP835's 98731 graphics display, which has a screen density
of 1280 by 1024 pixels, and a color resolution of 24 bits per pixel.
7.1.2 Data Flow
The user may refer to objects in the graphical world using hand gestures and eye glances while
simultaneously issuing spoken commands or questions regarding them. Section 2.1.2 described
a typical scenario.
Gesture, speech, and gaze data arrive at the RTI board where they are time-stamped and then
passed for additional processing to modules running on the HP835. The agent interprets these
data as they are processed to derive the meaning of the user's actions. When the meaning is
unclear, the agent begins a clarifying dialogue with the user via speech. When the meaning is
clear, the agent communicates with the graphics manager to request information or to effect
changes in the graphical world on the DECstation screen corresponding to its interpretation of
the user's intent.
7.2 The Agent's Head
When the system is running, the agent's head appears on the HP835 graphics display located
next to the DECstation screen on which the graphical world is rendered. Control of the agent's
head is managed by a C program called AgentFace, which is invoked on the HP835 during
system initialization. Because the purpose of the agent's head is to represent the state of the
system, AgentFace performs most of its actions at the behest of the software comprising the
agent - the interpretive and conversational modules - which may cause AgentFace to:
e display an expression of heightened interest when the user begins to speak,
e display an expression of puzzlement when the user's input is not understood,
* display an expression of mild happiness when the user's input is understood and re-
sponded to,
* look directly at something displayed in the graphical world,
" look directly at the user, or
" move its mouth in synchronization to speech synthesized by the DECtalk.
While not answering a call from the agent to take one of these actions AgentFace displays a
fairly neutral expression of interest, looks about (glancing at the user from time to time), blinks
occasionally, and does not move its mouth. Any expression displayed by AgentFace reverts to
neutral interest after approximately five seconds. Likewise, AgentFace returns to its default
gaze behavior approximately three seconds after carrying out an agent-requested glance. Mouth
synchronization persists as long as it takes the DECtalk to complete the utterance.
7.2.1 Rendering
The agent's head consists of 506 coordinates which form 504 polygons arranged as a three
dimensional solid in the basic shape of a human head. 2 Its color is a copper-like shade of
yellow. The head is lit and shaded, but, due to unacceptably slow processing time it is not
rendered as a smoothed surface; the resulting look is faceted, angular, and clearly artificial.
Each eye is composed of 321 points which form 320 polygons arranged as a hemisphere. The
eyes are slightly off-white with green irises and black pupils. The mouth is a single, black
polygon of approximately 10 points. All rendering routines use Hewlett Packard Starbase
Graphics libraries.
A parametric, key-framing technique (based on the works of Parke [Par82], Waters [Wat87],
and Waite [Wai89] discussed in Section 1.2) is used to manipulate the head. The process from
data creation to rendition is schematized in Figure 7-2 and described in detail in the following
sections.
2Original data for the head was provided by Ryota Okazaki.
Figure 7-2: The AgentFace Rendering Process.
7.2.2 Expression Editing
An expression editor based on a utility written by Waite [Wai89] has been developed to assist
with facial expression modeling. The editor incorporates an anatomically-based model of the
face, and allows mouse-driven manipulation of facial parameters using FACS. While such com-
plex modeling is not necessarily required because absolute realism of the agent's head is not a
priority in this thesis project, the editor is nonetheless a productive method of generating facial
parameters that will remain available for any future systems incorporating more realism. For
this thesis project, the editor served as a useful tool for sketching facial expressions and judging
their appearance before animating them.
The expression editor allows the programmer to manipulate data points on the displayed face
and thereby alter its outward appearance to achieve particular expressions. Once configured
to the programmer's satisfaction, the new facial data is saved for later animation. The FACS
adaptation mentioned in Section 1.3 was used as a general guide for arranging the facial features
to achieve the desired expressions. The parameters were chosen as follows:
heightened interest: brow slightly raised, eyes slightly wide open, nose neutral, lips closed,
jaw neutral (see Figure 7-3)
puzzlement: brow skewed, eyes slightly slit, nose wrinkled, lips skewed, jaw slightly dropped
(see Figure 7-4)
mild happiness: brow raised, eyes slit, nose neutral, lips curved up, jaw neutral (see Fig-
ure 7-5)
The default expression of neutral interest is composed entirely of features in their neutral
states (see Figure 7-6). For each expression, the facial features were configured as listed above
using the expression editor, and a new dataset describing each expression was created.
7.2.3 Keyframing
To effect smooth transitions between expressions displayed on the face, a standard key-framing
technique similar to Parke's [Par82] is employed. The datasets for the expressions each contain
the same list of points, the only differences being that the coordinates of some of the points
change from set to set, since they describe different facial arrangements.
To change expressions, the keyframing algorithm first compares each point in the dataset de-
scribing the current expression to the corresponding point in the dataset describing the target
expression. In subsequent frames, each point is moved some distance toward its position in the
target dataset according to the equation (similar to Equation 1.1) below:
currentposition = previousposition + C x difference (7.1)
where
difference = tar getposition - previousposition
Figure 7-3: AgentFace's expression of heightened interest.
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Figure 7-4: AgentFace's expression of puzzlement/concern.
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Figure 7-5: AgentFace's expression of mild happiness.
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Figure 7-6: AgentFace's expression of neutral interest.
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and, in this implementation,
C = 0.25 sin(#)
4 = fraction x 7r/2
and
fraction = dif ference/originaldif erence
where originaldifference is the distance between the two points before any changes are made.
The algorithm produces a fairly natural, fluid motion having a slightly decaying velocity.
Keyframing as in Equation 7.1 is applied not only to facial expression changes, but to all
other motion as well, including eye, head, and mouth movements.
7.2.4 Eye Movements
The agent's eyes are capable of rotating smoothly in their sockets, and appear quite natural.
While not under instructions from the agent to look at something, AgentFace occasionally
(approximately once every one to five seconds) changes the position of the eyes in a random
pattern so that the agent does not appear to be "staring off into space." During this process,
AgentFace causes the eyes to glance briefly at the user approximately four times per minute, and
at the graphical world displayed on the nearby DECstation approximately twice per minute.
Any change in the agent's line of sight begins with rotation of the eye-spheres. Once they have
been rotated through an angle of ten degrees or more in any direction, the rest of the head
begins to compensate by rotating in the same direction, until it catches up with the eyes once
they have stopped moving. The result is a natural, leading action in which the agent's line of
sight remains relatively straight ahead relative to the face.
To appear to look at the user, AgentFace exploits the phenomenon whereby a painted or
photographed person whose eyes are directed straight ahead has the appearance of staring at
observers no matter what their viewing location. The user's view of the agent's head is seen
through a virtual camera located in front of it in AgentFace's coordinate system. Of course,
there is no simulated camera-object in the head's world; it is merely a technique for modeling
point-of-view. To glance at the user, the head need only direct its gaze toward this camera,
and the above phenomenon provides the necessary cues for the user to perceive eye-contact no
matter what their location in front of the agent's screen.
Looking at the virtual camera is a special case of the agent's looking at any point in its own
world. The problem is one of rotating the agent's eyes such that a line cast from the point
to be observed to the center of the eye-sphere intersects the surface of the eye-sphere at the
pupil. That is, the eyes must be rotated such that the pupils are the closest points on the eye-
sphere surface to the point to be observed. The process is simply one of deriving the spherical
coordinates of the point to be observed and then rotating the eyes through any two of the
resulting angles.
To look at the point (x,, y,, zp) the eyes' angle of rotation 9 about the Y axis, for example, is
given by the equation:
9 = arctan(z,/xP) + ir (7.2)
and the angle of rotation 4 about the Z axis is given by the equation:
= arccos( ) (7.3)
2~ + 21 + 2
To appear to look at any object in the real world other than the user (the DECstation for
example), AgentFace uses a version of the algorithm described by Equations 1.4, 1.5, 1.6, and
1.7, which determine the point at which a line cast from the agent's eyes to the object intersects
the screen plane. Such an intersection point is converted to AgentFace's internal coordinate
system, and the eyes are then directed to it using the method described above for gazing upon
points on AgentFace's own screen.
7.2.5 Mouth Movements
Mouth movements are synchronized with speech output only to the degree that the mouth moves
through various positions while speech is being synthesized. Unfortunately, time-synchronization
with the DECtalk speech synthesizer is difficult, if not impossible. Thus exact phoneme to
mouth-position synchronization is not implemented. When the agent generates speech, it alerts
AgentFace to begin mouth movements and passes a count of the number of words to be spoken.
AgentFace instigates the randomized display of various mouth positions for a number of seconds
equal to the word count divided by three, which is an average number of words per second at
the DECtalk's normal rate of speech.
Chapter 8
Conclusion
It isn't as though I haven't lived up to my contract...
goodneth knows I've done that. - DAFFY DUCK
As described in the preceding chapters, AgentFace has been developed for inclusion in a system
supporting natural, multi-model dialogue between the user and the computer. The intent has
not been to simulate an artificial personality, or to purport that animated faces are the ultimate
solution to the problem of facilitating computer use. Indeed, the general goals of this project
were modest:
* Exploit the user's intuitive ability to understand facial behavior by using a face to repre-
sent the state of the system.
* Contribute an additional output mode that easily combines with the existing speech
output to enrich the overall natural environment.
* Enhance the user's sense of the AgentFace agent's presense.
Since the interface agent only exhibits four discrete states, only four expressive behaviors are
required to represent them - when the agent is waiting for the user to speak, its face looks
attentive; when it begins to receive user input, its face looks more interested; when it fails to
understand the input, its face looks puzzled; and when it succeeds in carrying out the user's
commands or answering the user's questions, its face looks pleased. These actions fit well
into the interplay typically carried out by this system and its user. The increased naturalness
provided by AgentFace is engaging.
Inclusion of an expressive face in the computer-human interface is certainly not an exact science.
Exploration of the study of nonverbal behavior and interpersonal communications revealed
important heuristics, to be sure, and AgentFace was constructed to conform to them as much
as possible. However, there exist few, if any, places to turn for exact models of how on-screen
faces should behave in the context of human-computer interaction. As a result, when doubt
existed about the propriety of simulating a particular behavior, the intuition of the author and
his colleagues was called upon to provide guidance where none was otherwise available.
For example, the original proposal for this project suggested that the agent should look at
the user constantly while the user is speaking or gesturing, and should only look away when
the user is done. It was hypothesized that this behavior would regulate the communications
flow: the agent's turning away would signal that it was busy attempting to carry out the user's
command, and that it would be unable to accept further input until it returned its gaze to
the user. Once implemented, however, this behavior seemed quite inappropriate. Naturally,
most of the user's commands and questions refer to objects in the graphical world. The agent's
failure to acknowledge these references when they are made casts doubt on the degree to which
it is comprehending what is being said to it. Consequently, it was determined that the agent
should turn toward the graphical world in response to the user's references.
The interaction between the agent and the user is somewhat expressively unsophisticated, but
it is not trivial. The actions that constitute engaging communications between people vary
widely and are subject to a multitude of variables. Developing computerized systems capable
of encoding such a complex model, let alone applying it to the system's own behavior, is a
relatively intimidating prospect. Surely, AgentFace is only a small step in this direction.
The idea of embodied interface agents may seem distasteful to some; Laurel [Lau90a] mentions
the common notion that widespread use of interface agents would be frivolous and annoying,
and Nelson [Ne190] specifically indicates on-screen faces as a bad idea. There can be no doubt
that utilities like AgentFace are not suitable for every application or environment.
Most of the faces people see in the world have brains located right behind them, but the interface
agent of course does not. Given the tendency for people to personify inanimate objects, there
is some risk that users will attribute to the agent more intelligence than it possesses. The
agent does, after all, speak, glance, talk, and express emotions, however subtle, in an almost
systematic attempt to appear human. One shudders at the notion that what the user may take
for rational thought could be the result of programming error.
Even when the user properly understands the limits of such a system, he or she may not always
be inclined to deal with it. Fast [Fas70] points out how people are expected to act in certain ways
when dealing with others. The user may not wish to feel similar obligations when interacting
with a computer. Moreover, the system gives the very strong impression that it is paying
attention to the user, who may find this behavior more akin to surveillance. Of the utmost
importance is the user's comfort.
A possible response to these concerns is to allow the user as much control as possible over the
agent's behavioral parameters, such as its assertiveness, or "talkativeness." Likewise, the user
may wish to control the agent's appearance. The face displayed by AgentFace is relatively
generic - a caricature, but of no one in particular. There is no doubt that basing the agent's
outward appearance and behavior on a well-known figure (such as President Lincoln, to use
the example from Chapter 6) by default is an enormously intriguing prospect, but it is also
in tacit opposition to the goals of this project. As has been argued throughout, the agent's
role as interpretor does not require the simulation of a complex personality. The agent's visual
resemblance to a recognized person would virtually force the user to expect it to act like that
person. Maintaining a generic appearance is likely to lessen the user's tendency to impute
sophistication, while still establishing a human-like presence. User manipulation of the imagery
might be a pleasing form of customization. Since the agent's "personality" would then be
user-guided, the user would come to have a better understanding of the agent's limits.
Thorough assessment of this project requires evaluative studies with novice users, which have
yet to be performed. It is hoped that embodied interface agents with expressive faces will
contribute to more engaging computer-human interaction.
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