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Accumulation rates on 
 ice sheets: 
 
-   do the ice sheets loose  
   mass? è sea level rise  
-   snow accumulation is  
   the gain in the mass  
   balance of an ice sheet  
 
Accumulation rates retrieved from AMSR-E  
6.9 GHz satellite data combined with ground  
data (Arthern et al., JGR, 2006) 
Accumulation Rate Retrieval – Why? 
70–90!E. Genthon and Krinner [2001] obtain a similar
pattern of differenc s be ween a composite of numerical
atmospheric models and the Vaughan et al. [1999] map,
which suggests that the new map may eliminate some of
the discrepancy between model results and compilations
of in situ data. Figure 5 shows differences between the
new map and the earlier compilation of Giovinetto and
Zwally [2000]. Again the general pattern of accumulation
is very similar for the two maps, but there are regions
where differences exceed 100 kg m!2 a!1. Our map has
lower accumulation over Thwaites drainage basin than
either Vaughan et al. [1999] or Giovinetto and Zwally
[2000] which suggests that Rignot and Thomas [2002]
may have underestimated the net loss of ice to the ocean
from this region. Detailed comparisons of the new map
with measurements of the ice-flux drained by the major
outlet glaciers will be needed to assess the state of balance
of various regions, and how this differs from estimates
derived using the earlier maps of accumulation rate.
[45] The error analysis described in Appendix C allows us
to estimate the root mean square error in the new map. This
is plotted in Figure 7, as a percentage of the mapped value at
each location. Generally, the r.m.s. errors are lower than
10%. This means that we would expect a full survey of the
average accumulation within a region about 104 km2 in area
to agree with our map to this precision. We know from our
earlier analysis that any individual snowpit or ice core will
disagree by about 30% r.m.s. because of the short-scale
spatial variations.
[46] The value of including the satellite observations is
demonstrated by performing an identical analysis using the
constant background field (10) in place of equation (13).
Without the satellite information, there would be regions
Figure 5. Differences obtained by subtracting Figure 4
from Vaughan et al. [1999] (kg m!2 a!1).
Figure 6. Differences obtained by subtracting Figure 4
from Giovinetto and Zwally [2000] (kg m!2 a!1).
Figure 4. The map of Antarctic snow accumulation rate
derived in this study (kg m!2 a!1).
Figure 7. Estimated root mean square error for the
accumulation map shown in Figure 4, expressed as a
percentage.
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Low accumulation rates:  
              large grain sizes, thin annual layers 
Large accumulation rates:  
              small grains, thicker layers 
Why Use Radar? 
Radar (C to Ku-band) : 
-  very sensitive to grain size  
-  measured intensity depends on snow layering  
-  high spatial resolution (SAR)  
Example from Greenland  
Munk et al., JGR, 2003 
-  based on combination of snow metamorphosis and  
    radar scattering model 
-  data: ERS-1 SAR 
-  valid for dry-snow zone  
Example from Greenland  
a resolution of 100 ! 100 m, and shows an increasing trend
in _Asar from northeast to southwest. The corresponding
range in _Asar is from <10 cm yr
"1 w.e. in the northern
portion of the dry snow facies, to >40 cm yr"1 w.e. to the
southwest, as illustrated in Figure 5.
[26] Along with the average, northeast-southwest trend-
ing gradient in accumulation rate, the eastern section of the
map is mottled by 5–10 km scale, accumulation rate
variabilities of between 20–30% of the average value.
Although other localized processes such as hoar formation
may confound our interpretation, we suggest these may
indeed be spatial variations in accumulation rate controlled
by surface topography. Several investigators [Benson, 1971;
van der Veen et al., 1999] have documented the correlation
between accumulation rate and several-kilometer wave-
length surface topography commonly found on the Green-
land and Antarctic Ice Sheets. They find that accumulation
rate is related to the slope of the surface in the direction of
the prevailing wind. At South Pole, topographically con-
trolled variations of 10–15% in accumulation rate were
observed relative to the average value [e.g., van der Veen et
al., 1999]. At Tunu, northeast Greenland, E. Mosley-
Thompson (personal communication, 2001) reports differ-
ences of up to a 65% in annual accumulation rate between 5
cores collected on an east-west, 100 km long transect.
Moreover, Sohn et al. [1999] show that topographically
controlled variations in accumulation rate around South
Pole Station, Antarctica, are sufficient to modulate SAR
backscatter by #1.5 dB. This azimuth dependence of s0
was also observed by Rott et al. [1993], where variations in
the range of <3 dB were measured at four sites during a
traverse in Dronning Maud Land, Antarctica. We feel that a
similar mechanism may result in the local modulation of
this map.
[27] In high accumulation areas, any radiometric offset
between swaths becomes critical because, according to
Figure 3, the accumulation rate is sensitive to small varia-
tion in the backscatter, that is, @ _Asar/@s0 is large. The
sensitivity between _Asar and s0 is indicated in Figure 3,
where d _Asar/ds0 = 3! 14 cm yr"1 w.e. dB"1, correspond-
Figure 6. Comparison between bales accumulation map
(Figure 6a) and present work (Figure 6b). Contours are
given in cm yr"1 w.e., with the dashed line corresponding
approximately to the dry-snow facies.
Figure 7. (a) _Aice versus _Asar for all data (Table 1). (b)
With the Koch and Wegener [1930] data and points above
77!N removed. The solid line is the least squares best fit to
the data. The dashed has unity slope for comparison.
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Problems With Radar... 
-  Large penetration depths 
    dependent on accumulation rate and temperature regime 
        C-band 20-80 m 
        Ku-band 5-20 m 
     (corresponding to covering 10s and up to 100s of years) 
 
-  Is the backscattering coefficient sufficiently sensitive to 
    accumulation rate?  
 
-  Different snow regimes – different sensitivities  
    (implications for snow metamorphosis model)  
 
Sensitivity of σ0 to accumulation rate  
In the parameterization of grain growth presented by Linow
[2011], the differences between the grain radii calculated for
two different accumulation rates decrease with depth. At
lower accumulation rates, for which the thickness of annual
layers is smaller, the radar penetrates deeper into the firn.
Therefore, it is less affected by the larger differences of grain
size in the upper firn layers.
[53] Penetration depths of radar waves were calculated
using equation (4). They depend on the volume scattering
and absorption coefficient, and to a minor degree also on the
incidence angle. For example, at a mean annual temperature
of !25"C and an accumulation rate of 0.1 (0.2) m w.e./a, the
penetration depths at C-band and incidence angles of 25 and
45 deg are 34.5 (37.5) m and 32.5 (35.6) m, respectively.
Since the absorption is strongly linked with the imaginary
part of the dielectric constant ɛ, the calculations of penetra-
tion depth are affected by the accuracy of the model or
empirical equation used for computing ɛ. The age of the
layer at the penetration depth is a function of the density
profile and the accumulation rate. Along the Kottas Traverse
penetration depths vary between 15 m and 40 m (Figure 11).
Smaller depths are observed at sites of low accumulation
rates because of larger scattering losses related to the pres-
ence of larger snow grains. Since firn layers are very thin in
such a case, the age of the firn at the penetration depth is
relatively high (more than 300 years). At sites of larger
accumulation rates, the corresponding age may be as low as
50 years. However, since the correspondence between
backscattering model and measured data decreases at accu-
mulation rates >0.2 m w.e./a, the calculated penetration
depths and layer ages have to be regarded as rough estimates
in this range. The largest contribution to the backscattered
signal comes from depths between 9 to 11 m. It is noted that
penetration depth and age are not directly linked. The former
depends strongly on temperature and grain size. Between 73
and 74.5 deg south the penetration depth increases, which
can be explained by a decrease in mean annual temperature
(Figure 11). The accumulation rate does not reveal any
corresponding trend.
[54] Results for test site 2 are depicted in Figure 12. At the
ice ascent between 71"S and 72.8"S, the calculated pene-
tration depths range from 23 to 50 m (corresponding to layer
ages of 20 to 260 years) at C-band, and from 8 to 13 m (5 to
50 years) at Ku-band. On the plateau, where the average
annual temperature is less than !40"C, the corresponding
values are between 30 and 80 m (230 to 1100 years) at C-
band and between 11 and 18 m (40 to 200 years) at Ku-band.
The decrease in temperature from !20" to !45"C causes an
increase of penetration depths from the ice ascent to the
plateau. Grain sizes and scattering loss in the direction of
propagation are larger and penetration depths smaller at
latitudes <72.5"S, where accumulation rates are low. This
means that the temperature effect causing an increase in
penetration depth is dominating and only weakly counter-
balanced by the low accumulation rates. In comparison to
Figure 11 it has to be noted that grain sizes at low accumu-
lation rates are considerably smaller at the lower tempera-
tures on the Plateau than at the higher temperatures along the
Kottas traverse. This explains the larger penetration depth on
the Plateau.
[55] Penetration depths reported in the literature vary. Rott
et al. [1993] obtained values of 18 to 22 m at C-band based
on field measurements of transmissivity and on satellite
radiometer measurements at a site for which the 10 m firn
temperature was at !25"C and the accumulation rate 0.35 m
w.e./a. Using our model, we obtained about 32 m (north-
ernmost part of the Kottas traverse at approximately 72.1"S;
see Figures 7 and 11). Weber-Hoen and Zebker [2000]
reported values of about 25 to 40 m in the dry snow zone
of Northern Greenland, for which mean annual temperatures
are around !30"C and accumulation rates between 0.15 and
0.22 m w.e./a [Oveisgharan and Zebker, 2007]. This is in
good agreement with our results from the Kottas Traverse
(73"S–74.2"S).
Figure 9. C-band backscattering coefficients measured at different temperature intervals as a function
of accumulation rate from the Kottas Traverse (Dec 27, 2008) and from the Amundsenisen Plateau
(Feb 2009). Results of simulations for different temperatures are also shown.
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Snow Regimes From Scatterometry 
Rotschky et al., TGRS, Vol. 44, No. 4, 2006 
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TABLE III
CHARACTERISTICS OF SNOW PACK CLASSES
for both sensors. The best agreement in classification is reached
in three cases: 1) high accumulation areas within the dry snow
zone covered by class X (in common: 57.9%); 2) areas with
reduced penetration depth due to effective near surfaces scat-
terers, i.e., regions affected by summer melt (class I with 51.8%
common pixels); and 3) areas with significantly increased FA
due to the preferential alignment of surface roughness features
(sastrugi) caused by persistent katabatic air flow (enclosed by
classes VIII and IX—in common: 40.4% and 44.8%, respec-
tively). A short description of typical surface properties for all
classes is provided in Table III. However, such specifications are
limited, since the transition from one surface type to another is
smooth, and the spectrum of possible physical characteristics is
large even within one class. Furthermore, available information
is still insufficient for some classes.
Regions exhibiting extreme values in one or more of our input
parameters stand out clearly at both frequencies. The percola-
tion zone is represented by class I, which is marked by a bright
band of very high at the margins of the continent, where
the effects of rapid grain growth [17] and formation of ice lenses
and pipes during the summer months combine to form strong
scattering layers [8], [23], [42]. Examples are the Amery Ice
Shelf (72 E) and the Larsen Ice Shelf on the Eastern coast of the
Antarctic Peninsula (64 W), or several smaller ice shelf areas
aligned along the DML coast. Small FA illustrates the isotropic
scattering of this surface type. In addition frequency differences
in are small, suggesting that the penetration depth is sim-
ilar for both frequencies. Hence the scattering is dominated by
an upper surface layer.
Also class II is evolving from high backscattering together
with low FA and smooth IG. Here, Nscat reaches its ex-
Fig. 10. Escat MLH classification result for DML study region.
tremes of up to 0.5 dB, whereas Escat values are on the average
3 dB smaller than in the coastal area. Larger areas falling into
class II are stretching from Victoria Land (160 E) up to the high
plateau at 100 E, as well as starting on the Ross Ice Shelf up the
slope toward the Rockefeller Plateau. Smaller areas are scattered
on the high-elevation plateau of DML south of 79 . Class II is
restricted to regions exhibiting very low accumulation rates of
generally less then 100 kg m a down to 5 kg m a
[4], [14], [51] associated with a dominance of coarse to very
coarse snow grains, including the development of depth hoar.
The steady increase in C-band backscattering observed toward
the crest of the ice sheet was attributed to increased stratification
of the snow pack by [42], as a result of decreasing accumulation
rates and development of wind crusts. This assumption is con-
firmed by traverse studies [45] that found the number of strata
within the upper 2 m to reach up to 60, with an average of 35.
These findings compare with observations from central Green-
land, where increased backscattering was also associated with
intensified layering together with increased grain sizes due to
low accumulation rates [11], [23]. Class I and II cluster means
are not very distinct for Nscat and thus could not be correctly
discriminated on the plateau area. The imaging geometry of
Escat does not allow further mapping of this snow pack type.
In opposite, for the dry snow zone high accumulation rates
can be linked to a compact firn-pack morphology with small
grain sizes [7], [15], for which the penetration depth was de-
scribed to be in the order of a few hundred times the wave-
length [3]. Here the backscattering is only weak. Therefore,
darker colors within the parameter images [Fig. 4(a)] in-
dicate regions of high accumulation and are mapped by class
X, which is in addition characterized by an increased IG, con-
firming statements of [42] for a higher penetration depth. The
largest connected areas of this kind are found in West Antarc-
tica, i.e., Marie Byrd Land (100 –140 W), Ellsworth Land (80
to 100 W), and Palmer Land (65 W). In agreement for both
frequencies, the lowest values of (Escat dB/Nscat
dB) are observed in Marie Byrd Land at two locations
within the Executive Committee Range between 76 30’S and
77 S at 121 W and 132 W, where an accumulation maximum
of 560 kg m a has been reported by [29]. Scattered areas
are found in DML, where values of up to 593 kg m a
Accumulation Versus σ0 For Different Snow Regimes 
950 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 44, NO. 4, APRIL 2006
Fig. 11. Average net snow accumulation derived from stake readings along the Kottas Traverse route for the time period 1997–2001 (annual variability in gray),
inversely plotted against ASAR wideswath measurements (100-m pixel spacing) from March 2004 normalized to 35 incidence. Squares mark the locations of
snow pits described in the text. The transect is subdivided into sections that correspond to the Escat-derived snow pack classes with labels on top.
have been measured by stake line readings in the year 2001 near
the Heimefrontfjella mountain range (74 23’S/9 22’W).
In east Antarctica striking patterns are generated by regions of
strong katabatic air flow, which causes a higher surface rough-
ness. They are represented by classes VII–IX, characterized by
significantly increased values for FA. The dependence of this
parameter on wind-generated features, i.e., sastrugi [26], [37]
and snow dunes, is well known [16]. Stronger slope gradients
account for a first-order azimuthal modulation of [3],
as well as a steeper IG. Escat data generally exhibits a sig-
nificantly higher variation of with azimuth angle than ob-
served for the Nscat data, which might partly be an artefact of
the lower azimuth-angle coverage [see Fig. 2(b) and Fig. 3] and
therefore reduced accuracy in deduction of FA. Regions with
highest anisotropy are combined in class IX, namely Wilkes
Land (110 to 130 E), Princess Elizabeth Land (70 to 90 ),
and Terre Adélie (130 to 145 E), known for their high wind-
speeds near the margin of the ice sheet [34], [35], [37].
In east Antarctica, terrains on the coastal side of the ice di-
vide exhibit strong variations in surface conditions. Here the
classification algorithm produces a highly scattered small-scale
pattern through all classes, especially for the Nscat data. No
remarkable feature can be named from Mac Robertson Land
(60 –80 E), over Kemb Land to Enderby Land (60–40 E). For
DML (Fig. 10) our classification results differ between both
sensors concerning the exact pixel location of a certain surface
class only. This region is known for its high spatial variability in
surface conditions, due to changes in local weather conditions,
changing winds and accumulation rates [32], [39], governed by
orographic effects and surface undulations. For this, sample re-
gion ground truth data are available, crossing from the coastal
percolation zone to the dry snow zone on the polar plateau. With
these we can link our snow pack classes derived from satellite
measurements and address uncertainties regarding their mor-
phological differences.
IV. DETERMINING ACCUMULATION RATES VIA SAR
A. Transect Neumayer—Kottas
Annual stake readings covering a five-year period from 1997
to 2001 provide detailed information on mass balance along
Fig. 12. Scatterplot of ASAR values versus stake line net accumulation
rates. Clusters correspond to the Escat-derived snow pack classes (also Fig. 11).
a continuous profile line connecting the German station Neu-
mayer, situated near the edge of the Ekström Ice Shelf, with
the Kottas camp nearby the Heimefrontfjella mountain range.
Traceable in Fig. 11 is the typical trend of decreasing snow accu-
mulation with increasing elevation (also Fig. 7) and distance to
the coast, described in further detail in [39]. Undulations appear
on a kilometer scale. Though a stronger interannual variability
is recognizable, the general sequence of net accumulation rates
along the transect is preserved over the years. A section of ex-
traordinary strong variations can be observed between 90–170
km along the lower slope of the ice rise from the grounded
coastal areas, probably due to increases in katabatic wind. Inter-
estingly, years of above mean accumulation (1997, 1999, 2001)
alternate with years of below mean accumulation (1998, 2000),
with strongest amplitudes on the ice shelf in direct neighbor-
hood to the grounding line at a distance of 100 km from Neu-
mayer station. Here, during the observation period, a maximum
of 600 kg m a (1999) contrasts sharply with a minimum
value of only 273 kg m a in the following year, giving
an indication for the high temporal variability of snow accumu-
lation within this region. Within a section of lowest accumula-
tion along the stake line (225–233 km) the situation is reversed.
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Strategy:	  Combining	  
	  
•  empirical	  models	  for	  snow	  
parameter	  proﬁles	  (d,	  r,	  ρ)	  
	  	  	  	  	  (Linow	  et	  al.,	  J.	  Glac.,	  2012)	  
•  radar	  scaWering	  model	  	  	  
From: Dierking et al., JGR 2012 
desc 
Accumulation Rate Retrieval - Approach 
asc 
From: Dierking et al., JGR 2012 
desc 
Accumulation Rate Measurements 
asc 
Kottas Traverse: 
- stake measurements 
- 675 sites 
- 500 m intervals 
- down to 1.4-2 m depth 
Radar	  sca(ering:	  volume	  contribu5on,	  regime	  bridging	  
	  
ScaWering	  from	  ﬁrn:	  dense	  medium	  eﬀect	  
	  model	  (Wen	  et	  al.,	  TGRS	  1990)	  valid	  for	  ﬁrn	  densi7es	  <	  0.3	  g/cm3	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Radar Scattering Model 








Radar Scattering Model 
…to be validated by 
numerical simulations 
or measurements…  
Qualitative agreement with scatterometer 
measurements by Kendra et al (1998) over 
artificial snow of density 0.5 g/cm3.  
Comparison	  Modelled	  Vs.	  Measured	  Sigma_Nought	  
Model Results Versus Satellite SAR Data 
Envisat ASAR 2008/2009 
low  
accumulation 
Comparison	  Modelled	  Vs.	  Measured	  Sigma_Nought	  
(wind) regime shift   -> 
smaller snow crystals? 
Model Results Versus Satellite SAR Data 
Envisat ASAR 2008/2009 
low  
accumulation 
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Fig. 7. Scatterplots of and versus azimuth angle for study area 5. (a)
SSM/I 19v, (b) SSM/I 19h, (c) SSM/I 37v, (d) SSM/I 37h, NSCAT, (e) V-pol,
(f) H-pol at 50 incidence angle, and (g) Escat V-pol at 50 incidence angle. The
solid lines represent the second-order azimuth fit (see text).
SSM/I and NSCAT data, respectively. We note that for the range
of azimuth angle available, peaks at approximately 220 ,
while peaks at approximately 160 . As previously noted, this
type of anticorrelation of active and passive signatures has been
previously observed and is explained in more detail in [3].
A similar plot for study area 5 is shown in Fig. 7. We note
that the SSM/I data exhibit a smaller azimuth angle range than
for study area 2. NSCAT data exhibit measurements at a number
of essentially discrete azimuth angles, spread over the full 360
range. Both of these behaviors are typical of all the study areas,
region 2 being an exception. SSM/I data suggest a variation in
with azimuth angle, but the limited azimuth angle range of the
measurements makes conclusions about the azimuth behavior
of speculative. On the other hand, the NSCATmeasurements
span the full 360 range and clearly show modulation [2–3 dB,
depending on the polarization; see Fig. 7(c), (f)] in the observed
Ku-band as a function of the azimuth angle. Themore limited
azimuth angle observations of the Escat data [Fig. 7(g)] suggest
a greater modulation at C-band. Only from the NSCAT V-pol
data can a peak in the azimuth modulation (at approximately
5 ) be determined with confidence.
Comparing the general behavior of versus azimuth angle
and versus azimuth angle in Figs. 5 and 7, we note a differ-
ence in the modulation phase (i.e., a decrease in with azimuth
Fig. 8. NSCAT versus azimuth angle at various incidence angles for study
area 5: V-pol (top four plots), H-pol (bottom four plots). Measurements are from
3 of the central incidence angles of 20 , 30 , 40 , and 50 . The solid lines
represent the second-order azimuth fit (see text).
angle is accompanied by an increase in ). At present, the pre-
cise scattering mechanism remains unvalidated, but on the basis
of the observed anticorrelation between and [3], the re-
gional surface conditions responsible for anisotropic backscat-
tering also appear to result in modulations in the emissivity and
therefore, the effective brightness temperature of the surface.
Though the modulation depths and locations of the modulation
minima varywith the study area, examination of the results from
all the study areas yield similar conclusions. As will be shown
later, the locations of the maxima and minima are highly corre-
lated with the direction of the katabatic wind.
B. Incidence Angle Dependence
Noting the dependence of on incidence angle, we investi-
gate the dependence of the azimuth modulation on incidence
angle in NSCAT and Escat data. Though not without limita-
tions, the NSCAT data is best-suited for this investigation since
it spans a wide range of incidence and azimuth angles: SSM/I
observations are limited to a single incidence angle and Escat
has limited azimuth sampling.
Fig. 8 shows scatter plots of NSCAT versus azimuth angles
for both V and H-pol observations at incidence angles of 20 to
50 for study region 5. Fig. 6 provides a similar plot for Escat
LONG AND DRINKWATER: AZIMUTH VARIATION IN DATA OVER ANTARCTICA 1859
Fig. 1. Illustration of the azimuth measurement geometry for SSM/I, NSCAT, and Escat.
Fig. 2. Figure illustrating the relationship between the azimuth viewing
geometry, the local slope, and the incidence angle for a small surface patch.
Symbols: is the incidence angle for a flat surface, is the local slope,
is the effective incidence angle, is the azimuth look direction,
is the local slope direction, and is the angle of the azimuth roughness,
all relative to north.
on an identical grid. This simplifies comparisons between sen-
sors. Image samples for each image type from each sensor are
shown in Fig. 3.
C. Azimuth Observation Geometry
The characteristics of each sensor provide unique opportuni-
ties and challenges to an azimuth-angle study of Antarctica. For
example, with its right-looking, single-sided swath, the Escat
orbit, optimized for ocean observation, limits the southernmost
extent of Escat data to 79.5 S, while the NSCAT dat covers
Antarctica to within 1.2 of the pole with its dual-sided swath,
and the SSM/I swath data provides comparable coverage to
within 2 of the pole. In Fig. 2, we define the azimuth angle
as the angle measured clockwise from the meridian, passing
through the surface observation to a horizontally-projected line
drawn along the boresight of the instantaneous field of view
during cell measurement. This definition applies equally to the
scatterometer or radiometer observations. Fig. 2 also defines
azimuth angles, which indicates the orientation of the local
slope normal and the azimuthal orientation of sastrugi. For
later discussion, the azimuth direction (t e azimuth angle of the
Fig. 3. SSM/I-, NSCAT-, and Escat-derived images of Antarctica produced
with the aid of the SIR algorithm from six days of data (JD 277-282). (a) at
19 GHz V-pol, (b) at 19 GHz H-pol, (c) at 37 GHz V-pol, (d) at 37
GHz H-pol, (e) at 14 GHz V-pol, (f) at 14 GHz V-pol, (g) at 5.3 GHz
V-pol, and (h) at 5.3 GHz V-pol. NSCAT 14 GHz H-pol , and images
are not shown. The NSCAT 4.45-km pixel resolution has been averaged down
to 8.9-km resolution to match the SSM/I and Escat image pixel resolution.
projection of the surface normal onto a plane locally tangent to
the geoid) is denoted . The azimuth orientation of surface
corrugations such as sastrugi is denoted .
Fig. 1 illustrates the relative azimuth geometries of each of
the sensors used in this study. NSCAT and Escat use both for-
ward- and aftlooking antennas to make observations of the same
point within the measurement swath at multiple azimuth angles.
However, since the SSM/I is a forwardlooking-only instrument,
it is capable of only a limited range of azimuth angle observa-
tions of a given point on the earth. For all the sensors, over a
multiple-day period, depending on the location and details of
the orbit geometry, a given area is observed several times at dif-
ferent geometries due to the shift in the ground track of the orbit
with time.While SSM/I measurements are made at only a single
incidence angle, the scatterometer m asurements span a range
of incidence angles. Hence, as noted previously, the variation in
the backscatter with incidence angle must be accounted for.
For a given point on the Earth’s surface, the antenna azimuth
geometries of NSCAT and Escat generally result in a discrete
set of azimuth angle observations. This is because multiple an-
tennas at various azimuth angles are used to make the mea-
surements. Each discrete azimuth sampling is thus the result
of measurements from a distinct beam on a specific reference
orbit. Typically, each beam observes the study area once on an
ascending (northbound) orbit pass and again on a descending
(southbound) or it pass over the area, r sulting in two different
Azimuthal Modulation of  σ0  in Antarctica 
Long and Drinkwater, TGRS, 2000 
-  measured σ0 dep nds on sens r look  direction 
-  strong link with wind-generated s rface und lations  
-   depends on incidence angle      
ERS-scatterometer 
C-Band 
Surface	  undula7ons:	  sastrugi	  	  
 
-  high intensity if radar look direction perpendicular to crests 
-  low intensity if radar look direction parallel to crests    
Reason For Azimuthal Dependence? 
How to Model Surface/Interface Scattering? 
From Ashcraft & Long, J. Glac., Vol. 52, No. 177, 2006 
How to Model Surface/Interface Scattering? 
From Ashcraft & Long, J. Glac., Vol. 52, No. 177, 2006 
Small scale surface roughness: 
“Surface roughness parameters represent an 
 equivalent single layer roughness estimate for 
 a multi-layer surface” 
 
Depth hoar layers forming interfaces in the snow? 
 
Until now no convincing model exists for explaining 
the azimuthal variation of radar intensity… 
 
Mul7-­‐frequency,	  mul7-­‐polariza7on	  data:	  
addi7onal	  informa7on	  for	  model	  development	  
and	  accumula7on	  rate	  retrieval	  ?	  
	  
•  6 RS-2 scenes from SOAR-EU, quad-pol. 
o  January 2012 
o  5 ascending, 1 descending 
o  incidence angle 30.4-32°, pixel 25 m 
•  18 TSX scenes from MTH0123, SM HH+VV 
o  February – April 2013 
o  10 ascending, 8 descending 
o  incidence angles 27.5-33.4, pixel 10 m 
	  
New Data For Kottas Traverse 
Spatial Distribution Intensity & Phase 
Radarsat-­‐2	  	  
Kottas-Traverse, FQP 2012/01/24 72.76°S 9.53°W – 73.0°S 9.60°W 
Backscattering Coefficient [dB] 
R – cross-pol., G-HH, B-VV 




Spatial Distribution Intensity & Phase 
Radarsat-­‐2	  	  
Kottas-Traverse, FQP 2012/01/24 72.76°S 9.53°W – 73.0°S 9.60°W 
Backscattering Coefficient [dB] 
R – cross-pol., G-HH, B-VV 




Undulations linked to topography? 
 
Yet no suffciently detailed DEM available 
for this area 
Histograms Correlation & Phase 
Radarsat-­‐2	  	  
Kottas-Traverse, FQP 2012/01/24 72.76°S 9.53°W – 73.0°S 9.60°W 
Correlation Coefficient Phase Difference HH-VV [rad] 
C-Band Radar Intensity Over Kottas-Traverse 
Radarsat-­‐2	  FQP	  data	  
Radar Intensity Versus Accumulation Rate 
Radarsat-­‐2	  	  
72.2°S – 73.0°S 




Radar Intensity Versus Accumulation Rate 
Radarsat-­‐2	  	  
72.2°S – 73.0°S 




Different snow regimes causing 
different sensitivities? 
Phase HH-VV vs. Accumulation Rate 
Radarsat-­‐2	  	  
Phase HH-VV vs. Accumulation Rate 
Radarsat-­‐2	  	  
                         ???? 
 
-  Azimuth slopes affect relative magnitude  
     and phase of all terms of the covariance  
     matrix (Lee et al., TGRS Vol. 38, No 5, 2000 
 
-  Anisotropic propagation in the firn? Preferred 
     orientation of snow crystals (wind compaction)? 
     But why related to accumulation rate? 
X-Band Radar Intensity Over Kottas-Traverse 
TerraSAR-­‐X	  SM	  Dual-­‐Pol.	  	  
percolation 
zone 
difference asc - desc 
Difference Ascending – Descending (C-Band) 
Envisat	  ASAR	  
HH-polarization 
Radar Intensity Versus Accumulation Rate 
TerraSAR-­‐X	  	  
72.2°S – 73.0°S 
           T=-22 °C 
73.0°S – 73.7°S 
           T=-24 °C 
Phase HH-VV vs. Accumulation Rate 
TerraSAR-­‐X	  	  
Summary 
Results	  from	  RS-­‐2	  and	  TSX-­‐images	  	  
-  Sensitivity to accumulation rate:  
          Snow-regime dependent ? 
 C-band: cross-pol more sensitive than like-pol. 
 C- and X-band like-pol comparable 
 
-   Azimuthal modulation: 
           Different between X- and C-band 
 
 
-   Phase difference HH-VV: change as function of 
      accumulation rate is significant at C-band,  
      but not at X-band.  
Problems 
-  Noisy data! Problem for robust retrieval. 
-  Is sensitivity of σ0 to accumulation rate large enough? 
 
-  Modelling: Checking “bridging“ zone 
           
-  Azimuthal modulation, difference C+X-band: reason? 
-  Model for explaining azimuthal modulation? 
-  Snow metamorphosis: parameterization of snow regimes? 
-  Phase difference HH-VV: Explanation for observations? 
Thank	  you	  for	  your	  a<en3on!	  
 Correlation & Phase Versus Intensity 
Radarsat-­‐2	  	  
Correlation Coefficient Phase Difference HH-VV [rad] 
Spatial Distribution Intensity & Phase 
TerraSAR-­‐X	  	  
Kottas-Traverse, 2013/02/09 Center 72.65° 
Backscattering Coefficient [dB] 
R – VV, G-HH, B-HH 




 Correlation & Phase Versus Intensity 
TerraSAR-­‐X	  	  
Correlation Coefficient Phase Difference HH-VV [rad] 
