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The current flux density is a vector field that can be used to describe theoretically how electrons
flow in a system out-of-equilibrium. In this work, we unequivocally demonstrate that the signal
obtained from time-resolved X-ray scattering does not only map the time-evolution of the electronic
charge distribution, but also encodes information about the associated electronic current flux density.
We show how the electronic current flux density qualitatively maps the distribution of electronic
momenta and reveals the underlying mechanism of ultrafast charge migration processes, while also
providing quantitative information about the timescales of electronic coherences.
Time-resolved imaging (TRI) of dynamically evolv-
ing electronic charge distribution is essential for com-
plete understanding of complex chemical and biological
processes in nature. Moreover, TRI of valence electron
charge distribution is paramount to understand different
instances during chemical reactions such as conforma-
tional changes, charge migration, and bond formation
and breakage [1–4]. Following the quantum mechani-
cal version of continuity equation, the flow of electron
charge distribution is accompanied by associated elec-
tronic fluxes [5]. The concept of quantum electronic
fluxes offers a wealth of crucial informations and has
played a decisive role for understanding the mechanism
of chemical reactions [6–8]. However, the notion of elec-
tronic fluxes has been restricted to theoretical modelling
[9–18] and there is no general way to probe them di-
rectly in experiment. In this work, we will demonstrate
a real-space and real-time imaging of electronic fluxes
associated with attosecond non-stationary charge migra-
tion using time-resolved X-ray scattering (TRXS). For
this purpose, we will consider benzene molecule as a test
system in which a pump pulse will induce an adiabatic
charge migration and ultrashort X-ray pulses will probe
the electronic fluxes accompanying charge migration.
Scattering of X-rays from matter is an indispensable
technique to unveil the real-space structure of solids,
biomolecules and molecules with atomic-scale spatial res-
olution [19]. Tremendous technological progress has been
made to generate tunable ultraintense and ultrashort X-
ray pulses from X-ray free-electron lasers (XFELs) [20–
22]. X-ray pulses with few femtoseconds pulse dura-
tion are routinely generated at various XFELs (LCLS,
SACLA, European XFEL). Moreover, few successful at-
tempts have been demonstrated to generate attosecond
X-ray pulses [23–28]. The availability of these ultra-
short X-ray pulses offer to extend X-ray scattering from
static to time domain with unprecedented temporal res-
olution [29, 30]. Scattering of ultrashort X-ray pulses
from the temporarily evolving electronic charge distri-
bution promises to provide stroboscopic snap-shots of
matter in action with atomic-scale spatial and tempo-
ral resolutions [31, 32]. A direct approach to envision
TRXS is a pump-probe experiment, where the pump
pulse triggers the ultrafast dynamics and the induced
dynamics is imaged by the ultrashort X-ray pulses. Not
only these ultrashort X-ray pulses allow to record “molec-
ular movie” of matter in action, which maps the motion
of atoms in matter on the femtosecond timescale [32, 33],
bu also to record “electronic movie” of electronic motion
taking place from few femtoseconds to the attosecond
timescale [34, 35].
Availability of ultrashort X-ray pulses from XFELs has
motived to perform several state-of-the-art TRXS ex-
periments to probe ultrafast processes in matter with
atomic-scale spatio-temporal resolutions. Static X-ray
scattering from the aligned 2,5-diiodobenzonitrile gas-
phase molecule has been performed at LCLS [36]. Follow-
ing the success of static X-ray scattering, TRXS exper-
iments have been carried out to image ultrafast vibra-
tional motion in iodine molecule [37]. Also, frequency-
resolved version of TRXS has been used to disentangle
bound and dissociative electronic states during ultrafast
vibrational dynamics in iodine from the full X-ray scat-
tering signal [38]. Photoinduced structural change during
ring opening electrocyclic chemical reaction in cyclohexa-
diene has been captured by TRXS [39, 40]. Moreover,
TRXS has been used to understand cis-trans photochem-
ical structural changes in photoactive yellow protein [41].
Anisotropic TRXS measurements have been used to de-
termine transition dipole moment and assign excited elec-
tronics states in molecule [42]. Different variants of for-
malisms have been developed to simulate and understand
TRXS from non-equilibrium states of matter [34, 43–52].
It has been demonstrated that the scattering signal ob-
tained via TRXS from an electronic wavepacket is not
associated with the Fourier transform of instantaneous
electron density [34, 43, 44, 46, 51]. Mukamel and co-
workers have proposed that TRXS is capable to probe
molecular nonadiabatic dynamics at avoided crossings
and conical intersections [53, 54] Also, frequency- and
ar
X
iv
:1
90
7.
00
89
1v
1 
 [p
hy
sic
s.a
tom
-p
h]
  2
6 J
un
 20
19
2wavevector-resolved version of TRXS has been used to
probe the electron dynamics in molecules [51]. Recently,
Kirrander and co-workers have shown that TRXS from
molecular wavepacket has potential to probe electronic
coherences among electronic states [55].
The main focus of this work is to illustrate the
capability of TRXS for imaging quantum fluxes dur-
ing non-stationary charge migration in a coherent elec-
tronic wavepacket prepared by an ultrashort pump pulse.
Quantum fluxes find their origin in the interferences
among quantum mechanical phases. The time-resolved
response signal that can be extracted from a TRXS ex-
periment contains information about these electronic co-
herences, and it is therefore suitable for mapping the
current flux density. By following the time-evolution of
the coherent electronic wavepacket, we demonstrate here
the relation between the quantum continuity equation for
non-stationary charge migration and TRXS.
FIG. 1. A pump pulse induces a non-stationary charge mi-
gration associated with an electronic wavepacket in benzene,
with period τ = 504 attoseconds.
In this work, we investigate a non-stationary charge
migration in benzene induced by a linearly x-polarized
pump pulse. The pump pulse of 3.57 femtosecond du-
ration with 92 meV bandwidth is used to prepare a co-
herent electronic superposition state of the 1A1g ground
state and a low-lying 1E1u,x electronic states with equal
populations The index x denotes a linear combination
of degenerate states that is optically accessible via an
x-polarized field. The pump pulse corresponds to 0.6
TW/cm2 intensity and 8.2 eV photon energy, which is
in resonant with energy gap between two states [8]. The
time period of the non-stationary charge migration corre-
sponds to τ = 504 attoseconds (see Fig. 1). The timescale
of the electronic motion of the wavepacket is much faster
than the motion of nuclei, and the nuclei are consid-
ered frozen throughout this work. The state-averaged
CASSCF(6,6) method as implemented in MOLPRO [56]
is used with an aug-cc-pVTZ basis [57] to compute the
wavefunctions of the singlet ground and low-lying elec-
tronic excited states of benzene, which is aligned in the
xy-plane. The Multi-Reference configuration interaction
with single and double excitations method is employed
to obtain corrected excitation energies for the states.
To image non-stationary charge migration and associ-
ated fluxes in benzene, time-resolved scattering signal is
simulated by using following expression for the differen-
tial scattering probability (DSP) [34, 44, 48]
dP
dΩ
=
dPe
dΩ
∑
j
∣∣∣∣∫ dr 〈Ψj |nˆ(r)|Φ(t)〉 eiQ·r∣∣∣∣2 , (1)
where dPedΩ is the Thomson scattering cross section of a
free electron, |Ψj〉 is an eigenstate of the unperturbed
Hamiltonian, |Φ(t)〉 is an electronic wavepacket with t
as pump-probe time delay, nˆ(r) is the electron den-
sity operator and Q is the photon momentum trans-
fer. Atomic units are used throughout this work un-
less specified otherwise. Due to intricate numerical is-
sues, the numerical simulation of TRXS from the elec-
tronic wavepacket has been limited to simple atomic and
molecular systems [34, 46, 51, 55, 58]. Note that the
summation over j in Eq. (1) runs for complete eigen-
states of benzene. Simulating scattering signal using a
complete set of eigenstates j is not feasible due to the
important computational cost, and therefore we restrict
the summation over j to the electronic states spanning
the electronic wavepacket, i.e., the 1A1g ground state
and the selectively excited 1E1u,x state. In all simu-
lations, the ORBKIT toolbox [59–61] is used to com-
pute the required transition amplitudes of the density op-
erator, i.e., 〈Ψ1A1g |nˆ(r)|Ψ1A1g 〉, 〈Ψ1E1u,x |nˆ(r)|Ψ1E1u,x〉,
〈Ψ1A1g |nˆ(r)|Ψ1E1u,x〉 and 〈Ψ1E1u,x |nˆ(r)|Ψ1A1g 〉.
Replacing |Ψj〉 by |Φ(τ)〉 instead of summing the cross
sections over eigenstate contributions, we can investigate
the effect of electronic coherences in Eq. (1). This reduces
the DSP to an expression involving the Fourier transform
of the instantaneous electron density as
dP˜
dΩ
=
dPe
dΩ
∣∣∣∣∫ dr 〈Φ(t)|nˆ(r)|Φ(t)〉 eiQ·r∣∣∣∣2 . (2)
In the following, we will use both Eqs. (1) and (2) to
simulate time-resolved scattering signal from the elec-
tronic wavepacket. It is often claimed that the latter
is the natural generalization of the expression for the
time-independent scattering cross-section. In the Sup-
porting Information (SI), we derive the time-evolution
of the two signals, Eqs. (1) and (2), as well as of vari-
ous electronic density-based quantities for a general elec-
tronic wavepacket written as a superposition state. It is
found that neglecting phase information yields a time-
evolution for the DSP signal that differs from both that
of the instantaneous electronic density and of the cur-
rent flux density. On the contrary, the time-evolution
of the signal obtained from Eq. (1) correlates with the
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FIG. 2. Time-resolved signals in the Qx − Qy plane (Qz = 0) as a function of pump-probe delay times t =
τ/8, τ/4, 3τ/8, 5τ/8, 3τ/4 and 7τ/8 with τ = 504 attoseconds as a time-period of charge migration in benzene and a0 is
the Bohr radius. The time-resolved signal at time zero t = 0 is subtracted from the signals at later delay times. (a) Scattering
patterns obtained using Eq. (1), (b) time-derivative of the momentum-space electron density ρ(Q), and (c) scattering patterns
obtained using Eq. (2). The intensity of the scattering patterns are presented in units of dPe/dΩ.
electron dynamics calculated from first principles, includ-
ing information about both the instantaneous density
and the current. To confirm these results numerically,
we investigate the many-electron dynamics using both
the instantaneous variation of the one-electron density,
∂tρ(r, t), and the associate current flux density, j(r, t).
These are connected via the electronic continuity equa-
tion, ∂tρ(r, t) = −~∇ · j(r, t). Both the one-electron den-
sity and the current flux density are computed from the
time-dependent many-electron wavepacket, as described
elsewhere [60, 61].
Time-resolved scattering patterns corresponding to an
electronic wavepacket for different pump-probe delay
times are presented in Fig. 2a. The electronic wavepacket
consists of a coherent superposition of 1A1g and
1E1u,x
electronic states with equal population. Eq. (1) is used to
simulate the patterns shown in Fig. 2a and presented in
the Qx−Qy plane (Qz = 0). For representation purposes,
the scattering pattern at time zero t = 0 is subtracted
from the scattering patterns at later delay times. As ev-
ident from the figure, the scattering patterns at delay
times t = τ/2 and 3τ/2 have opposite phase, whereas
they are similar at delay times t = τ/4 and 3τ/4, and
also at times t = 5τ/4 and 7τ/4. Hence, the scattering
patterns are sensitive to delay times, with a sin behaviour
of period τ . The time-derivative of the momentum space
electron density, ∂tρ(Q), is shown in the central panels
of Fig. 2b for the same subset of delay times. As visible
from Figs. 2a and 2b, there is a one-to-one correspon-
dence between the time-evolution of the scattering pat-
terns obtained from Eq. (1) and the time-derivative of
the electron density. Although the structure of ∂tρ(Q)
extends further in the Qx −Qy plane, it contains the in-
formation of the DSP signal and the two quantities have
the same period. According to Eq. (S12), the DSP signal
from Eq. (1) also contains a contribution from the in-
stantaneous density with sin2 dependency of period 2τ ,
which would lead to an asymmetry in the signal at times
t = τ/2 and 3τ/2. This asymmetry is not observed since
the associated term is vanishingly small, as shown in the
SI (see Fig. S1). Hence, the time-evolution of the experi-
mental DSP signal yields quantitative information about
the timescales involved in the time-derivative of the one-
electron density.
On the other hand, the scattering pattern obtained us-
ing Eq. (2) does not correspond with the quantum conti-
nuity equation (see Fig. 2c). The patterns at delay times
t = τ/4, 3τ/4, 5τ/4 and 7τ/4 are all identical and the
sign of the DSP difference signal remains positive at all
times. Further, the patterns at t = τ/2 and 3τ/2 are the
same, whereas the charge migration at these two times
are complete opposite (see Fig. 1). In a two-level sys-
tem, the expression for the signal Eq. (2) exhibits approx-
imately a cos2 behaviour of period τ (see SI for detail).
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FIG. 3. Panel a: Fourier transform of the time-derivative of the momentum-space electron density ρ(Q) (colour map) and
the associated current flux density (arrows) as a function of pump-probe delay times. Panel b: Fourier transform of the
time-derivative of the momentum-space electron density ρ(Q) (colour map) and velocity field, v(r, t) = j(r, t)/ρ(r, t), (arrows)
depicted only at positions where the electron density is above a density threshold of ρ(r) > 10−10a−30 .
Hence, it can be concluded that the scattering patterns
obtained from Eq. (2) indeed predicts the wrong time-
dependency for the electronic motion (c.f. Fig. 2c). This
demonstrates unambiguously that the Fourier transform
of the instantaneous electron density is not adequate to
describe non-stationary charge migration processes.
The time-dependent DSP signal encodes informa-
tion about the time-evolution of the wavepacket in
momentum-space, and hence, it contains information re-
lated to the velocity distributions during the dynamics.
To reveal this information, we first reconstruct the cur-
rent flux density from the many-electron wavepacket as-
sociated with the non-stationary charge migration in ben-
zene. The current flux density is a vector field in config-
uration space that maps the displacement of the volume
elements of the one-electron density. As we have demon-
strated above, it can be understood as the Fourier trans-
form of the time-derivative of the latter. Fig. 3 presents
the time-derivative of the electron density (colour map)
and the current flux density (arrows) at various delay
times. These quantities are related via the electronic
continuity equation, which describes the many-electron
dynamics as the flow of a strongly correlated electronic
fluid. The one-electron density is seen to migrate from
left (violet/blue) to right (yellow/red) in the first half pe-
riod of the charge migration process, before coming back.
The nodal plane along the y-axis, which is a consequence
of the pump pulse used to generate this superposition
state [8], is retained at all times.
The mechanistic information of the charge migration
is encoded in the scattering patterns. However, it is not
easy to know where are localised electrons that move in
a certain region directly from the patterns. As can be
seen from Fig. 3a, the direction of the arrows correlates
qualitatively with the time-resolved scattering patterns
in momentum space depicted in the upper panels of the
previous figure (see Fig. 2a). The dominant electron flow
is along the x-direction, with minor components in the
Qx−Qy plane at angles corresponding to the C-C bonds
of the molecular scaffold. Both pictures are consistent
and describe a bond-to-bond electron migration mech-
anism. On the other hand, the time-derivative of the
one-electron density reveals a more intricate nodal struc-
ture in the central panels of Fig. 2b. This is in part an
artifact of the Fourier transform of the electron density
computed using an atom-centered basis. As discussed in
previous work [60, 61], the derivative of the electronic
density around the nuclei is quite sensitive to the choice
of atomic basis set. The Fourier transform of the density
thus simply reveals this sensitivity in momentum space.
The velocity field, calculated as v(r, t) = j(r, t)/ρ(r, t),
offers an alternative representation of the mechanism of
charge migration. It is shown in Fig. 3b (arrows), along
with the time-derivative of electron density (colour map).
The velocity field is only depicted at positions where
the electron density is above a certain threshold. Al-
though it contains mostly the same information as the
current flux density, the velocity field is more easily re-
lated to the momentum observed in the DSP signal. The
time-dependent rescaling through the one-electron den-
sity yields a better contrast of the electronic flow, which
simplifies the direct comparison with scattering patterns.
It can be observed that the electrons flow faster around
the central carbon atoms, which contrasts with the pic-
ture offered by the current flux density. The latter pre-
dicts a more homogeneous flow of the electrons in the
pi-system along the two C-C-C units of the benzene scaf-
fold. The pi-electron density is lower at the carbon atoms
5than on the bonds themselves. Rescaling the current flux
density by the electron density thus reveals an increased
velocity at the central carbon atoms. This phenomenon
allows an analogy with the Venturi effect in classical hy-
drodynamics, if we assimilate the reduction of the elec-
tron density at the nuclei to a reduction of the cross-
section through which the electrons flow. Since the volu-
metric flow rate must be conserved, the smaller electron
density thus implies an increased velocity and a reduced
hydrodynamic pressure at the carbon atoms.
In conclusion, we have shown that ultrafast time-
resolved X-ray scattering has potential to extract mech-
anistic information about the flow of electrons in a
molecule out-of-equilibrium by mapping the electronic
current flux density. The latter is related to the Fourier
transform of the time-variation of the density. The TRXS
signal in momentum space contains qualitative informa-
tion about the instantaneous electronic velocity distribu-
tion and quantitative information about temporal elec-
tronic coherences. Cross-correlation with first-principle
simulations can be used to reveal the associated elec-
tronic current flux density, which contains the time- and
space-resolved mechanistic details of the electron migra-
tion process.
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