Abstract-We propose a novel dimensionality reduction approach based on the gradient of the regression function. Our approach is conceptually similar to Principal Component Analysis, however instead of seeking a low dimensional representation of the predictors that preserve the sample variance, we project onto a basis that preserves those predictors which induce the greatest change in the response. Our approach has the benefits of being simple and easy to implement and interpret, while still remaining very competitive with sophisticated state-of-the-art approaches.
I. BACKGROUND AND INTRODUCTION
Dimensionality reduction is a key component in the Statistical Analysis and Machine Learning toolbox. Modern high dimensional datasets can comprise tens of thousands of features (variables) and it is fairly common for many of these features to be irrelevant for a particular learning task -for example, gene array datasets contain large amounts of unstructured noise. When there are irrelevant features, extraction of informative variables is vital to the good performance of machine learning algorithms. Indeed, many learning algorithms involve some form of feature extraction, which is a form of dimensionality reduction, as an integral process. For example, linear regression algorithms select the variable(s) most correlated with the response and then regress onto these. Furthermore, for practical and computational reasons we frequently want to reduce the number of features before passing data to a model for learning or prediction. As well as reducing the time and space complexity of learning or prediction, and improving interpretability of models, a separate preprocessing dimensionality reduction stage essentially acts as a regularization for the machine learning model and can improve its generalization performance, especially for situations where the number of training instances are small compared to the number of features. In this paper, we propose a novel dimensionality reduction approach called Maximum Gradient Dimensionality Reduction (MGDR), based on the idea that a subspace of the predictor variables which induces large changes in the response contains all of the important information for a prediction task.
A. Review of Existing Approaches
Research on dimensionality reduction has a long history, and a variety of motivations, and a wide range of learning tasks, have produced many dimensionality reduction approaches including linear and nonlinear approaches [1] . Compared to nonlinear approaches, linear dimensionality reduction methods usually have more straightforward geometric interpretations and are more stable. Moreover many commonly used nonlinear methods, such as kernel PCA, are linear approaches applied following a nonlinear transformation of the original training data. In this paper therefore we focus on linear dimensionality reduction schemes and below follows a brief review of some of the most common methods.
Perhaps the oldest and most widely used linear approach is Principal Component Analysis (PCA) [2] . PCA is motivated by preserving, in a low-rank approximation of the data, as much of the sample variance of the predictor variables as possible. However, PCA is an unsupervised approach and does not take into account information about the response, and the predictors with the largest variance may not be the most informative for a particular learning problem. In particular, the variance of the predictors depends on scaling and -for example -a simple change of units will result in a change of the variance of different predictors. Thus, PCA is sensitive to different representations of the same data and can perform very badly if used blindly. To overcome these shortcomings of PCA, Partial Least Squares (PLS) maximizes the correlation between the predictor and the response as well as the variance of the predictor. It has been shown that PLS is a compromise between Principal Component Regression and linear regression [3] . An alternative approach is Fisher's Linear Discriminant (FLD) which is a supervised method that has a nice objective, which is to maximize the ratio between the between-class variance and the within-class variance in a projected space. It tries to find a projection such that groups or classes are well separated. In principle, FLD should work better than PCA for classification tasks. However, in reality this is not always the case [4] , especially for the situations where the number of observations are relatively small compared to the number of features. The reasons behind this may well be that the estimation of within-class variance and betweenclass variance is challenging, especially with a small sample. Independent Component Analysis (ICA) [5] assumes that data are generated by mixing some independent latent variables and it searches for projections such that the components along these projections are statistically independent. Canonical Correlation Analysis (CCA) [6] , [7] searches for a pair of linear subspaces such that the cross-correlation between the predictor and response are maximized following projection to these subspaces. However, the number of components CCA can find is limited by the dimension of the response. Slow Feature Analysis (SFA) [8] is a useful method for image data. It is built on the 'slowness principle', which says the important characteristics such as the identity of an underlying object should change very slowly, in contrast to the individual pixel values which can change very rapidly. SFA thus seeks the slow changing projections, but is not the foundation of any state-of-the-art applications and the reason may be that the slowness assumption is too strong. Sparse regularization and model selection methods such as Lasso [9] can be used for dimensionality reduction. However, such sparse regularization methods only works well if the given representation is a sparse representation for the underlying model -that is if the model is sparse in the given representation of the data. Distance metric learning algorithms [10] , [11] learn a distance metric by maximizing the accuracy of prediction. Learning a distance metric is equivalent to learning a projection matrix and by discarding the least useful components we obtain a dimensionality reduction method.
The above mentioned methods all have extensions and variants. For example, there are many supervised variants of PCA, such as [12] , [13] . In the past two decades the statistics community has quite some novel methods based on the idea of Sufficient Dimension Reduction (SDR) [14] . A projection of the original data is said to be sufficient if it is as informative as the original data. In other words, the response only depends on a subspace of the original data space. Such a subspace is call the effective dimension reduction (EDR) space. This assumption indeed seems reasonable in real world applications where only some of the variables are important (or relevant) for the level of the response. The important work in SDR includes sliced inverse regression (SIR) [15] , sliced average variance estimation (SAVE) [16] , minimum average variance estimation (MAVE) [17] , and kernel dimension reduction (KDR) [18] . Most related to our paper is a line of work based on derivatives [19] , [20] , [21] , [22] . These are based on the idea that the derivatives of the regression functions or the conditional densities lie in the EDR space. After doing an eigendecomposition on the sum of the cross-products of the derivatives at each data point, a projection matrix is obtained by retaining the most important eigenvectors as columns.
B. Our Approach
In this paper, we propose a novel dimensionality reduction approach called Maximum Gradient Dimensionality Reduction (MGDR). It is based on the idea that the directions in the original data space that induce large changes in the response are the most informative directions for a prediction task. Thus these directions represent the most informative features, and by projecting to these informative features, we obtain dimensionreduced data that retain most of the information relevant to the response. MGDR differs from the gradient-based SDR approaches in the sense that the SDR approaches try to obtain an EDR, while MGDR tries to retain the most informative features. They are also different in the sense that gradientbased SDR approaches require an eigendecomposition of the sum of the cross-products of the gradients in obtaining the projection matrix.
II. PRELIMINARIES
All learning models basically try to learn a function which maps the input to the output from a finite sample, such that the error on unlabelled data is small. The output is typically onedimensional: a (real) scalar value for regression tasks and a (categorical) class label for classification tasks. The (predictor) input is usually a high dimensional variable, the components of which can consist of numerical or categorical quantities. For simplicity and concreteness, here we focus on a multi-variable linear regression model where the input is a real-valued vector to gain some insight into ways of finding the most informative features.
Let x ∈ R D be the input vector. Let y ∈ R be the output. A linear regression model assumes the output is a linear function of the input. That is
where E[y|x] is the expected value of y given x. The regression task is to learn the function f (x) = w T x + b for accurate prediction. Given N observations (x i , y i ), i = 1, · · · , N , the Least Squares method minimizes the squared loss between predictions and known outputs to obtain the following closed form for an optimal solution:
where
T , andx andȳ are the means of
respectively. For this linear regression problem, there is one direction in the original data space that captures all of the information relevant to the response y, namely the feature along the direction of w. If D is large, then running regression on the original data space is a waste of computational resources since -in principle -we need only search in this one dimensional space (or indeed any proper subspace of R D containing w) to find this feature. Moreoever working with the D-dimensional inputs, the prediction accuracy also may not be satisfactory due to the presence of irrelevant variables. Thus it would be desirable to first discard the variables that are unlikely to be informative and narrow down to the potentially useful ones before applying our learning algorithm. A variety of usefulness criteria have led to a variety of dimensionality reduction approaches, some of which we reviewed earlier, but here we simply start with the straightforward observation that any irrelevant variables do not cause any change in the response, so they should not affect the predicted response either. In the linear regression model, all the directions orthogonal to w do not induce any change in y. To extract the informative features, we propose to use the gradient in that direction as a usefulness measure. Hence we devise the Maximum Gradient Dimensionality Reduction (MGDR) approach.
III. ALGORITHM In order to devise a dimensionality reduction method based on the gradients, we begin with the assumption that the response is a linear function of the predictor variables y = w T x + b, where y ∈ R is the response, x ∈ R D is the predictor variable, w ∈ R D , b ∈ R. Suppose we have the training observations {x i , y i } N i=1 . We consider the following vectors
These vectors are in the D-dimensional data space and represent inverse gradients between particular predictor-response pairs in the training data. Note that the smaller xi−xj yi−yj is, the larger the rate of change in the response in that direction. According to our linear model, these vectors are equal to
where θ(w, x i − x j ) is the (unknown) angle between the vectors w and x i − x j . Note that the first term in (4) is a scalar, while the second is a unit norm vector, hence the magnitudes of the vectors (3) are determined by cos θ(w, x i − x j ). Furthermore, with a smaller θ(w, x i − x j ), x i − x j is more aligned with w, and w is the (unknown) direction that captures all of the information relevant to the response y. Thus for our projection we will select vectors of the form xi−xj yi−yj with the smallest magnitude, since these are the most aligned with w. We construct the projection matrix in an iterative way, similar to Gram-Schmidt orthogonalization: First, we order the vectors (3) in increasing magnitude, select the one with least magnitude, and take the normalized sum of them as the first projection direction. Next we project the training data onto that vector and we regress y on the components of x in that direction to obtain the residual as the new y. Continuing, we subtract the projection of the whole training data from the original data to get our new predictor values x; Finally, the new x and y values are then used for the next iteration to obtain the next projection direction. The MGDR algorithm is presented in Fig. 1 in detail. The algorithm takes training data and outputs a dimensionality reduction projection matrix, which can be applied on training data and test data to reduce the dimensionality.
It is a straightforward analysis to obtain the time complexity of MGDR, which is O(
, that is, the same time complexity as for vanilla PCA.
A. MGDR for binary classification
MGDR stems from the authors' further consideration of their M-PCA2 algorithm in [23] . In that work we consider a binary classification problem. Let {(x i , y i )} N i=1 be a set of labeled training data points, where for convenience we assume x i is a point in R D , and y i ∈ {−1, +1} is the class label, ∀i ∈ {1, · · · , N }. Let C − and C + be the sets of indices of the data points that belong to class -1 and class +1 respectively, i.e. C − = {i : y i = −1}, C + = {j : y j = +1}.
M-PCA2 constructs the vectors z ij = x i − x j , ∀i ∈ C + , ∀j ∈ C − , such that i ∈ arg min k∈C+ x k − x j or
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Training data {x i , y i } N i=1 and target dimension K for k = 1, · · · , K construct the vectors xi−xj yi−yj for 1 ≤ i < j ≤ N and retain N of them with the smallest magnitudes and denote these vectors by
output: the projection matrix P Fig. 1 . The MGDR Algorithm j ∈ arg min k∈C− x i − x k as a proxy for the margin between the two classes. M-PCA2 then runs eigendecomposition on these vectors to obtain a projection matrix for reducing dimension that approximately preserves the margin between classes.
The relation between MGDR and M-PCA2 lies in the following fact. z ij = x i − x j is the difference vector of two nearest neighbors of different classes. For this classification problem, the label is discrete and can only take on two values, i.e. {+1, −1}. Thus, y i −y j is always 2. By using these vectors z ij = x i − x j , we are in fact choosing xi−xj yi−yj with the smallest magnitudes, just like MGDR.
B. Interpretation of MGDR
It has been noted that the least squares estimate of the estimated weight vector satisfies the following identity [24] :
With a little algebraic manipulation, we obtain
. In this identity, the least squares estimate of the weight coefficient is a weighted sum of the "inverse gradient" xi−xj yi−yj and the weightsŵ ij are proportional to the squared change in the corresponding y i and y j . In our maximum gradient method, the projection components are a sum of the unweighted "inverse gradients" of smallest magnitudes. Thus MGDR is equivalent to partially carrying out a least-squares regression with the additional constraint of uniformly weighting the gradients. Thus MGDR can be viewed intuitively as a regularization of the original leastsquares problem.
IV. EXPERIMENTS
In this section, we compare MGDR to PCA, PLS, Lasso and the state-of-the-art SDR approach LSGDR [22] . We measure the performance by the Mean Squared Error (MSE) on test data for regression datasets and by classification test error for classification datasets. We test the performance of our approach on both synthetically generated datasets as well as on several real world datasets. We generate two sets of artificial regression data. The first set of data is generated as follows. The dimension of the predictor is set to be D = 12. The true relation between x and y is y = x 1 + · · · + x 6 + , where ∼ N (0, 0.01) is a random noise and only the first six features of the explanatory variable are informative for the response. We generate N = 90 data points according to the distribution x ∼ N (0, I). This is the situation where the number of instances is much larger than the number of features. The second set of artificial data is generated in a similar way with D = 120 and all other parameters remaining the same. This is the case when the number of instances is a lot smaller than the number of features.
A. Experiments on Synthetic Data
To test the performance of our approach, we generate 50 random splits of these artificial data into 60 training instances and we reserve 30 instances for testing. For a given target dimension K and a given split, for each split we first run each dimensionality reduction algorithm on the training set to obtain a projection matrix and we reduce the dimension of the original dataset to K, or in the case of Lasso we instead restrict the number of learned weight coefficients to K. Then a linear regression model is built using the reduced training data and its MSE is obtained on the corresponding reduced test data. In this way, we obtain 50 MSE's for each combination of a dimensionality reduction approach and a target dimension K. We then compare the performance by the mean and standard deviation of MSE. In the experiment, we set the target dimensions to be one of 1, · · · , 7. The results are presented in Fig. 2 and Fig. 3 .
For the dataset with D = 12 and N = 90, the experimental results show that MGDR significantly outperforms other approaches for small target dimensions K = 1, 2, 3, 4, 5, which are of the most practical interest. For larger target dimensions, there is no practical or statistically significant differences between MGDR and PLS, Lasso, LSGDR, and our approach is competitive with other approaches. These results clearly show the superiority of our approach MGDR for dimensionality reduction.
Remark. It is interesting to observe the results for Lasso in Fig. 2 . Lasso is a sparse model selection method. Its weakness is that its performance depends on the coordinate representation of the data. If the data is not sparse in a given representation, Lasso will not perform that well. This fact is indicated by our experimental results. Since the number of informative features is 6 in the given representation, Lasso performs significantly worse than our approach MGDR for target dimensions K = 1, 2, 3, 4, 5. Once the target dimension K has reached 6, Lasso becomes the best performing approach.
B. Experiments on Public Regression Datasets
We further test the performance of our approach MGDR on several real world regression datasets: Spectra [25] , Concrete Slump [26] , Combined Cycle Power Plant [27] , Body Fat [28] . The characteristics of these datasets are shown in Table I . The experiments on these public datasets are carried out in a similar way. We generate 50 random partitions of the dataset into a training set and a test set, where two thirds are used for training and the remaining for testing. As before we choose a target dimension K, run a dimensionality reduction approach The results indicate that our approach is often the best method, is always competitive with and never significantly worse than the state-of-the-art methods.
C. Experiments on Public Classification Datasets
We also test our maximum gradient method on several real world classification datasets. These are colon [29] , prostate [30] , ovarian [31] , leukemia [32] . The characteristics of these datasets are shown in TABLE II. We cast the binary classification tasks as regression tasks with discrete targets. Since LSGDR does not work on these data, we compare MGDR to PCA, Lasso, PLS, in terms of test errors. The learning algorithm used is the 2 -regularized 2 -loss SVM implemented by liblinear [33] and we fitted the parameter using the whole datasets to provide a consistent baseline across all splits.
Each combination of a dimensionality reduction method, a target dimension K, and a dataset is fed 50 independent partitions of the dataset into a training set and a test set, where four fifths of the data was used for training and the remainder for testing, and the sampling was stratified to preserve class membership proportions. Hence 50 independent test errors are produced for each combination. These are then used to compute the mean and the standard deviation of the test errors for that combination. For each loop iteration for a particular dataset, the data splits were held constant. The target dimension is chosen to be one of , where R is the rank of the training data matrix, which is roughly four fifths of the number of instances. The results on these data are presented in Fig. 5 . We see that MGDR is again very competitive with the best approaches for these datasets.
V. DISCUSSION AND FUTURE WORK
In this paper, we introduced a novel dimensionality reduction method MGDR. Unlike some competing methods it is straightforward to implement, with the same time complexity as PCA. Meanwhile compared to state-of-the-art methods, MGDR has very competitive performance and in our trials is often the best method. This makes it, we believe, a more practically appealing approach than some competing methods.
We are currently working on developing data-dependent theoretical guarantees for MGDR, although this is not straightforward. We are also examining ways in which to implement a non-linear variant of MGDR. 
