The paper presents the Bayesian analysis of two-parameter geometric extreme exponential distribution with randomly censored data. The continuous conjugate prior of the scale and shape parameters of the model does not exist while computing the Bayes estimates, it is assumed that the scale and shape parameters have independent gamma priors. It is seen that the closed-form expressions for the Bayes estimators are not possible; we suggest the Lindley's approximation to obtain the Bayes estimates. However, the Bayesian credible intervals cannot be constructed while using this method, we propose Gibbs sampling to obtain the Bayes estimates and also to construct the Bayesian credible intervals. Monte Carlo simulation study is carried out to observe the behavior of the Bayes estimators and also to compare with the maximum likelihood estimators. One real data analysis is performed for illustration.
Introduction
There are several censoring mechanisms that are used in survival time studies to reduce the experimental time and cost. The most popular among these are the right censoring schemes because of their crucial importance in reliability and life testing experiments. An observation is said to be right censored at time t if the exact value of it is not known except that it is greater than or equal to t. Under type I censoring, a sample of n units is followed until a fixed time t. The lifetime of a sampling unit will be known only if it is less than or equal to the predetermined maximum follow-up time t. Clinical data is often collected by fixing a maximum follow-up time t for each unit in the study. Under type II censoring, a sample of n units is followed until a fixed number of units rn  have experienced the event of interest. In this scheme the number of units experiencing the event is prefixed but the total duration of the study is random. Type II censoring scheme is often used in life testing applications and toxicology experiments. The unified feature of Type I and Type II censoring schemes is that the exact observation window is known for each unit in the sample.
The third type of right censoring is random censoring in which censoring time is not fixed but depends on other random factors which are modeled by independent random variable known as censoring time variable. Consider an example where the patients with colorectal cancer enter simultaneously into the study after their tumors have been removed by surgery and we want to observe their lifetimes but censoring occurs in one of
In the statistical analysis of failure time data, an investigator is frequently faced with choosing an underlying parametric distribution. In some situations physical considerations determine the distribution to be employed. However, many statistical problems arise from processes which cannot be theoretically linked to a particular parametric distribution. The lack of the general theory for the choice of an underlying parametric distribution has resulted in the usage of distributions which are not necessarily robust to possible alternative distributions. The exponential distribution is commonly used in life testing studies because of its simplicity and its inherent relation to the well defined theory of Poisson processes. It is somewhat surprising to observe that a limited attention has been paid in analyzing randomly censored lifetimes when the lifetimes are not exponential. The reason may be that the analysis becomes too difficult and may not be tractable. However, the density functions of two-parameter lifetime distributions like Weibull, Burr type XII and generalized exponential, geometric extreme exponential, etc., can take different curve shapes and can incorporate increasing, decreasing or constant failure rates as compared to exponential distribution which can incorporate only a constant failure rate.
In this paper, we consider a two-parameter geometric extreme exponential (GEE) distribution introduced by Marshal and Olkin (1997) and further studied extensively by Adamidis et al. (2005) . Like Weibull and gamma distributions, GEE distribution can have increasing, constant or decreasing hazard function depending on the shape parameter. For additional properties of GEE distribution, see Marshal and Olkin (1997) . Marshal et al. (2001) studied the discrimination between geometric extreme exponential distribution and Weibull, gamma and log-normal distributions as alternatives. Kitidamrongsuk and Siripanich (2010) provided a method for selecting the member of a collection of distributions that best fit a set of observations. They considered the geometric extreme exponential and gamma distributions in their study and proposed a test statistic based on empirical Laplace transform. Pakyari (2010) compared the generalized exponential with geometric extreme exponential and Weibull distributions based on the likelihood ratio and minimum Kolmogorov distance criteria. For the Bayesian analysis of randomly censored generalized exponential and Weibull distributions, readers are referred to Danish and Aslam (2013, 2014) .
The remainder of the paper is organized as follows. In Section 2, we derive the model and its assumptions. The maximum likelihood (ML) estimation for the unknown parameters is presented in Section 3. Section 4 contains the prior distributions, loss functions, Bayes estimates based on Gibbs sampling and Lindley's approximation. A simulation study is carried out in Section 5. A real data analysis is performed in Section 6 and finally, we conclude the paper in Section 7.
for some positive constant  . The assumption (2) otherwise indicates that the instantaneous event rate is proportional to the instantaneous rate of censoring. Under the assumption (2), the joint density function (1) reduces to
In this paper, we assume that the random variable X follows a two-parameter GEE distribution with shape parameter θ and scale parameter λ. The probability density function and cumulative distribution function of GEE distribution are 
where  
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The log-likelihood function can be written from (7) as   (11) All the likelihood equations are nonlinear, so the ML estimates do not exist in closedforms. We suggest the NLP procedure in SAS to compute the ML estimates of the parameters.
Bayesian estimation
This section deals with loss functions, prior distributions for the unknown parameters and the Bayes estimates using Gibbs sampling procedure and the Lindley's approximation.
Loss functions
In order to select a best decision in decision theory, an appropriate loss function must be specified. The squared error loss function (SELF) is generally used for this purpose. The use of SELF is well justified when over estimation and under estimation of equal magnitude has the same consequences. When the true loss is not symmetric with respect to over estimation and under estimation, asymmetric loss functions are used to represent the consequences of different errors. Nevertheless, we consider both the symmetric and asymmetric loss functions in our Bayesian analysis. where E denotes the expectation with respect to the posterior distribution of θ.
The second loss function to be considered is the asymmetric precautionary loss function (APLF) defined by
This loss function is a special case of the general class of precautionary loss functions introduced by Norstrom (1996) . The Bayes estimator of θ under APLF is   
Still another suitable asymmetric loss function is the general entropy loss function (GELF) proposed by Calabria and Pulcini (1996) . The GELF with parameters q and 2 k is defined as For 0 q  , a positive error has more serious effect than a negative error and for 0 q  , a negative error has more serious effect than a positive error. The Bayes estimate under GELF is
Prior and posterior distributions
For the Bayesian estimation of unknown parameters, one needs prior distributions for these parameters. The prior distributions depend upon the knowledge about the parameters and the experience of similar phenomena. However, the specification and formulation of a prior distribution is a difficult job as correctly pointed out by Arnold and Press (1983) that there is no clear cut way in which one can say that one prior is better than the other. The model under consideration has shape and scale parameters; and the continuous conjugate prior for these parameters does not exist. We assume the following independent gamma priors for θ, λ and β 
The assumptions of independent gamma priors are not unreasonable. The joint prior density of the unknown parameters can be written as
.
Combining the density function in (7) and the likelihood function in (17) , the joint posterior density function of , and  given data is 
The posterior expectation any function of parameters, say   , , ,
, However, it is not possible to evaluate (19) in closed-form. We use two different methods to approximate (19) , namely (a) Gibbs sampling and (b) Lindley's approximation.
Bayes estimates using Gibbs sampling
In this section, we obtain the Bayes estimates of θ, λ and β under different loss functions using Gibbs sampling procedure. The full conditional forms for θ, λ and β up to proportionality can be obtained from (18) y n e a n d
respectively. To obtain the Bayes estimates using Gibbs sampler, it is required to have some mechanism of generating samples from the full conditional distributions. The full conditional form (20)  as a candidate-generating density. The procedure is explained in Chib and Greenberg (1995) . Finally the full conditional form (22) is gamma density, so the samples of β can be easily generated using any of the gamma generating routines. Now following the idea of Geman and Geman (1984) and using (20) , (21), (22), it is possible to generate samples of (θ, λ, β) from posterior distribution (18) .
Bayes estimates using Lindley's approximation
This section provides the Bayes estimates under different loss functions using the Lindley's approximation. Lindley (1980) proposed a procedure to approximate the ratio of two integrals such as (19) . The procedure is explained in Appendix.
The Bayes estimates of θ, λ and β under SELF using the Lindley's approximation are   
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The Bayes estimates of θ, λ and β under LELF using the Lindley's approximation are     
The Bayes estimates of θ, λ and β under GELF using the Lindley's approximation are       
The closed-form expressions for A 1 , A 2 and A 3 are provided in Appendix.
Simulation
A simulation study is performed to observe the behavior of the proposed ML estimators and the Bayes estimators based on Gibbs sampling for different sample sizes and for different censoring rates. Bayes estimators under LELF perform better than the rest. The Bayes estimates under LELF and GELF are computed for various values of loss function parameters c and q in the range -1.5 to 1.5 and reported only for which the estimates are appropriate. It is seen that the range of suitable values of loss function parameters is different for the estimation of shape parameter θ, scale parameter λ and censoring parameter β. Since the ML estimator of β exists in closed-form, it outperform in all cases. The scale parameter λ can be estimated quite accurately under LE loss function (c = 0.3) or under GE loss function (q = -0.9) even for sample size as small as 20. However, no general rule can be drawn for the estimation of shape parameter θ. 
Data Analysis
In this section, we analyze a real data set from Fleming and Harrington (1991 Table 4 . Based on the Kolomogorov-Smirnov test, we can say that the test is nonsignificance for all the methods. However, the Bayes estimates under LELF based on Gibbs sampling fit the data quite well. 
Conclusion
In this paper we compared the maximum likelihood estimators and the Bayes estimators of geometric extreme exponential distribution parameters under random censorship. For this the squared error, asymmetric precautionary, linear exponential and general entropy loss functions are considered using informative and noninformative priors. It is observed that the Bayes estimates of unknown parameters cannot be obtained in closed-forms, we used Gibbs sampling and Lindey's approximation to obtain the approximate Bayes estimates. To observe the behavior of the estimators based on different methods, a simulation study is performed for different sample sizes, for different censoring rates and for different loss function parameters of linear exponential and general entropy loss functions. It is observed that as the sample size increases the MSEs of the estimators decrease. The ML estimates and the Bayes estimates under noninformative priors on the unknown parameters behave approximately in similar manner. However, the Bayes estimators under independent gamma priors perform quite better than the ML estimators and the Bayes estimators under noninformative priors. It is seen that the scale parameter λ and the censoring parameter β can be estimated quite effectively under LELF and GELF with appropriate choice of corresponding parameters. This is true for both the informative 1  2  3  1  2  3 , , , , ,, 
