This paper follows the recent discussion on the sparse solution recovery with quasi-norms ℓq, q ∈ (0, 1) when the sensing matrix possesses a Restricted Isometry Constant δ 2k (RIC).
Introduction
Given a m × n matrix Φ with m ≪ n and a nonzero vector b ∈ R m , one of the recently popular Definition 1 For k = 1, 2, · · · , the restricted isometry constant is the smallest number δ k such that
holds for all k-sparse vector x ∈ R n with x 0 ≤ k, where x 0 denotes the number of nonzero elements of x.
For simplicity, we only discuss the sparse solution for noiseless recovery, as it can be easily extended to the noisy recovery case. See for example [4, 9] .
As the sparsity is fundamental in signal processing, the problem can be mathematically formulated as to find
Unfortunately, the formulation (1) is practically intractable due to its NP-hardness [13] . For more information on the issue and related applications in signal and image processing, see [1] and references therein.
A common alternative is to consider the following convex problem using the ℓ 1 norm
Let x * be the sparse solution to (1) . Define
and define x T0 for any x ∈ R n as (x T0 ) i = x i , if i ∈ T 0 , 0, otherwise.
Then, a new ℓ 1 recovery result, which extended many existing ones in literature such as [4, 9, 2, 8] , is stated below. (1) of the problem (2) satisfies
where C 0 is a positive constant dependent on δ 2k . It follows that if x is k-sparse, the recovery is exact.
On the other hand, nonconvex ℓuasi-norm minimization with q ∈ (0, 1) is also considered to recover the sparse solution [10] . It is to solve, for a number q ∈ (0, 1),
More studies on the nonconvex ℓ q minimization problem can be found in [6, 9, 14, 7] . In particular, the following two theorems will be strengthened in this paper.
where C 0 is a positive constant dependent on δ 2k . In particular, if x = x * is k-sparse, the recovery is exact.
Theorem 3 ( [14] ) Suppose δ 2k < 1/2. There exists a number q 0 ∈ (0, 1] such that for any q < q 0 , each minimizer x q of the ℓ q minimization (5) is the sparse solution of (5). Furthermore, there exists a positive constant C q dependent on q and δ 2k such that
More specifically, the upper bound of δ 2k in Theorem 2 can be improved to 0.4931 in Theorem 1 of the paper. Secondly, the sufficient condition δ 2k < 1/2 in Theorem 3 can be extended to δ 2k ≤ 1/2 and the threshold q 0 can be precisely estimated to be at least 0.9181 by Theorem 4. This is indeed a very surprising result since q 0 , if it would have been computed by the analysis in [14] , is only 0.0513. Our main tool to achieve these results is an improvement on a version of "the converse of a generalized Cauchy-Schwarz inequality" extended to the setting of ℓuasi-norms. The key inequality is stated and proved in Section 2 below.
A Key Inequality
According to Cauchy-Schwarz inequality, we have the standard inequality
The following converse of the above inequality is very recent:
On the other hand, Cauchy-Schwarz inequality can be extended to the setting of quasi-norm x q , q ∈ (0, 1) with
by using Hölder's inequality. The first converse of (6) was proposed in ( [14] ).
Our key result, Lemma 3 below, gives a sharpened estimation on the right hand side of (7). When p q in (9) is replaced by 1 for any q ∈ (0, 1), Lemma 3 reduces to Lemma 2.
Lemma 3 For q ∈ (0, 1) and x ∈ R n , there is
where
Moreover, p q is a decreasing convex function of q ∈ (0, 1) with
Proof. Due to the symmetry of the inequality (8) in the components |x 1 |, |x 2 |, . . . , |x n |, we only have to prove the case for
is a trivial case). Furthermore, suppose the inequality (8) is true for x ∈ S, x 1 = 1. By substituting x x1 , x ∈ S into (8) and canceling the common factor 1 x1 , we immediately generalize the result to all x ∈ S. In other words, our goal is to show
where p q is a function of q specified in (9) .
Following the approach in [14] , we define for any fixed q ∈ (0, 1)
and compute the first order partial derivatives as
Note that, when x i increases with all other components fixed, the following two terms
and
are both decreasing. As the result,
∂xi is increasing and f (x) is convex in each of the components x i for i = 1, 2, · · · , n. Analogously from (11) and (12), we can show that the composite function
is also convex in the variable x 3 while all other components x 1 , x 4 , . . . , x n remaining fixed. Likewise, we can conclude that f (1, . . . , 1, x n , . . . , x n ) is convex in the variable x n where x n is repeated for a couple of times.
Since the maximum of a convex function always happens on the boundary, we have
In (13), since f (1,
Repeating the arguments iteratively, we can thus express the maximum of f only in terms of 1 and
x n as follows:
Suppose the distribution of x 1 = 1 appears for r times (1 ≤ r ≤ n) in the maximum solution of f , we have
Since h(x n ) is convex and h(1) = 0, we have
Then it holds that
where (14) is an upper bound estimation for h(0) over the unknown parameter r (the number of times x 1 = 1 is repeated), and (15) is a concave maximization problem since q ∈ (0, 1) and r is relaxed to a real number on [1, n] .
Finally, it is easy to verify that
and p q is a decreasing function of q ∈ (0, 1) since
Moreover, the convexity of p q over q ∈ (0, 1) can be verified by
and the proof is thus completed.
In the following, we give an upper estimate of p q for small q, which will be used later.
Lemma 4 Denote Euler's number by e = 2.718 · · · . It holds that
Proof. Since e x < 1 + x + x 2 /2 for x < 0, we have
To prove the lemma, it is sufficient to show that
and (q/2)
2/e , the inequality (17) can be confirmed by verifying
or equivalently, by verifying
Let y = (q/2)
2/e ∈ (0, 1). We then have the desired result by
because the negative entropy function −y ln(y) attains the maximum value of 1/e.
Main Results
Let Null(Φ) be the null space of Φ; x * , x (q) be the solutions to (1) and (5), respectively; T 0 be defined in (3) . Suppose x * 0 = k and define
The following null space property is essential. However, a refined version is immediately stated in Lemma 6.
is the unique sparse solution x * if and only if
where h T0 and h T c 0 are similarly defined as in (4).
Lemma 6 x (q) is the unique sparse solution x * if and only if
Proof. It is sufficient to study the difference between (18) and (19). Suppose 0 = h ∈ Null(Φ) and The purpose of this research is to establish sufficient conditions for (19) with the help of Lemmas 3 and 4 so that
To this end, let 
T with the cardinality of T i being equal to k for i = 0, 1, 2, · · · . Define a ratio
According to Lemma 6, we only focus on nonzero h T c 0 , which immediately implies that h T1 = 0, i.e., t > 0. Several technique lemmas are needed.
Proof. We first apply Lemma 3 to each h Ti to get
and sum up (20) over all i ≥ 2. Then,
Proof. According to Lemma 1.2 in [5] , we have
Therefore,
where the last inequality follows from Lemma 7 and Lemma 8.
Lemma 10 ([14])
For q ∈ (0, 1), we have
Combining Lemma 9 with Lemma 10, we obtain
After rearrangement of the terms, it implies that
Then, an immediate sufficient condition for x q being the sparse solution of (1) is to require the right hand side of (22) being less than 1 for all t ∈ (0, 1]. If we focus on δ 2k < 1, the sufficient condition that the right hand side of (22) being less than 1 can be expressed as
The problem then becomes to estimate the range of q ∈ (0, 1) and δ 2k ∈ (0, 1) for which (23) is true.
Notice that by setting p q = 1, ∀q ∈ (0, 1) and by the fact (shown in [14] ) that when q → 0 + ,
one can immediately obtain Theorem 3. In general, as p q < 1 for q ∈ (0, 1), we expect an improvement over Theorem 3.
To begin with, we rewrite r(t, q, δ 2k ) = r 1 (t, q, δ 2k ) + r 2 (t, q, δ 2k ) + r 3 (t, q, δ 2k ).
with the ranges δ 2k , q ∈ (0, 1) and t ∈ (0, 1].
We first discuss the monotonicity of functions r, r 1 , r 2 , r 3 . Here is the summary:
(a) r 1 (t, q, δ 2k ) and r 3 (t, q, δ 2k ) are decreasing functions of t ∈ (0, 1] whereas r 2 (t, q, δ 2k ) is increasing.
(b) r 1 (t, q, δ 2k ) is decreasing in terms of q since both 1 − p q and t 1/q are increasing functions of q.
(c) The sum of the latter two functions (r 2 +r 3 )(t, q, δ 2k ) is an increasing function of q for t ≤
(d) r(t, q, δ 2k ) is an increasing function of δ 2k since we can rewrite (23) as
Moreover, we have Lemma 11 Suppose δ 2k ≤ 1/2, it holds that r(t, q, δ 2k ) < 1, ∀t ∈ ( 1 2 − δ 2k
, 1], ∀q ∈ (0, 1).
, we always have
Now we present our main result.
Theorem 4 Suppose δ 2k ≤ 1/2. For any q ∈ (0, 0.9181], each minimizer x q of the ℓ q minimization (5) is the sparse solution of (1).
Proof. Since r(t, q, δ 2k ) is an increasing function of δ 2k by monotonicity (d), for any δ ′ 2k < δ 2k , we have
Hence, it is sufficient to assume that δ 2k = 1/2. Then we have
which is less than 1, by Lemma 11, for all t ∈ ( First, for any q ∈ (0, 1),
In other words, r(t, q, 1/2) is strictly decreasing on t ∈ (0, (
. Moreover, r(0, q, 1/2) = 1. Hence, for any q ∈ (0, 1), we have
which specifies the range on which r(t, q, 1/2) < 1 by a function of q ∈ (0, 1).
Secondly, to analyze the function 1−pq 2−1−q , we can compute to get
and its first derivative
where (16) is used for p ′ q . We consider the following two cases.
(i) Let q ∈ (0, 0.3]. In this case, p q ≥ p 0.3 > 0.6081. According to Lemma 4, we have
Therefore, 
With the aid of computer, the evaluation of (26) shows that they are negative on all mesh points. That is, Together with (i) and (ii), we conclude that 
It follows from (27) and (24) r(t, q, 1/2)
If the evaluation by computer shows that (29) is less than one, we are done with the square. Otherwise, the estimation might not be tight enough so that we have to subdivide the square into finer meshes. 
where t r = 0.00001r and q s = 0.00001s in this partition; and max r∈{10500,10501,··· ,666666}
+r 2 (t r+1 , q 91810 , 1/2) + r 3 (t r , q 91810 , 1/2)} < 1.
where t r = 0.000001r.
All the above calculations were carried out by computer and the proof is thus complete. Remark 2 Based on the analysis in [14] , the threshold q 0 in Theorem 3 can be estimated to be around 0.0513, far less than the number 0.9181 reported in our Theorem 4.
From the above analysis, if the sparse recovery is to be exact for any q ∈ (0, 1), we may require a tighter restricted isometric constant than δ 2k = 0.5. This is the spirit of Theorem 2, which we shall show immediately an improvement on their result.
To investigate the issue, we look into the case when q = 1, p q = 1/4. The sufficient condition (23) becomes
Since 2 − 25δ 2k /16 > 0, r(t, 1, δ 2k ) is a concave parabola of t ∈ (0, 1]. The sufficient condition in (30) holds if and only if the equation r(t, 1, δ 2k ) = 1 has no solution. Namely, we need
It follows that
We therefore have the following theorem.
Theorem 5 Suppose δ 2k ≤ 0.4931. Then for any q ∈ (0, 1) each minimizer x q of the ℓ q minimization (5) is the sparse solution of (1).
Proof. Since r(t, q, δ 2k ) is an increasing function of δ 2k , we fix δ 2k at 0.4931. According to Lemma 11, r(t, q, 0.4931) < 1 for t ∈ (0.663614, 1]. Therefore, it is sufficient to check the maximum of where t r = 0.0001r, q s = 0.0001s, t u = 0.00001u, q v = 0.00001v and the proof is thus complete.
Conclusion
In this paper, based on the extended "converse of a generalized Cauchy-Schwarz inequality" of quasi- 
