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1. INTRODUCTION
w xIn 3 we presented a spatially one-dimensional mathematical model for
the settling and consolidation of a flocculated suspension under the
influence of gravity. This model can be formulated as an initial-boundary
value problem of a scalar quasilinear partial differential equation of
second order parabolic type for the local volumetric solid concentration as
a function of height and time. This equation degenerates into first order
hyperbolic type if the concentration is less than a critical value, i.e., on an
w xinterval of solution values. For this reason, previous results by Gilding 6
w xand Zhao 18 , in which the existence of continuous solutions was shown
under the assumption of degeneracy only for singular solution values,
cannot be applied here, and discontinuous solutions have to be considered
in a more general class. An appropriate definition of generalized solutions
w xto the initial-boundary value problem was formulated in 3 , from which
entropy boundary and jump conditions were derived subsequently.
In this paper, we prove the existence, stability, and uniqueness of
generalized solutions of such initial-boundary value problems. In Section 2,
w xwe recall some notation and definitions from 3 . The existence of general-
ized solutions is shown here by the vanishing viscosity method. Therefore
we first consider the corresponding family of regularized parabolic initial-
boundary value problems with a positive viscosity parameter « ) 0. The
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existence of a unique smooth solution for every fixed value of « is shown
in Section 3. In Section 4, we show that the family of corresponding
smooth solutions possesses a limit for « ª 0, and that this limit is a
generalized solution. In Section 5, we prove the stability of generalized
solutions, from which uniqueness follows immediately.
2. THE INITIAL-BOUNDARY VALUE PROBLEM
w xWe study the following initial-boundary value problem 3 :
­ u ­ ­ ­ u
q f u , t s a u on V s 0, 1 = 0, T , 2.1 .  .  .  .  .T /­ t ­ x ­ x ­ x
u x , 0 s u x for 0 F x F 1, 2.2 .  .  .0
­ u
f u y a u s 0 for 0 - t F T , 2.3 .  .  .bk ­ x xs0
u 1, t s u t for 0 - t F T . 2.4 .  .  .1
Here, u is the scalar function to be determined on Q and f is the fluxT
 .density function consisting of a linear convection part q t u and a nonlin-
 .  .  . .  .ear part f u , i.e., f u, t s q t u q f u , where q is a continuouslybk bk
w xdifferentiable nonpositive function defined on 0, T and f is a twicebk
continuously differentiable function satisfying
f 0 s f 1 s 0, f u F 0 for 0 F u F 1, f X 1 s 0, .  .  .  .bk bk bk bk
2.5 .
where we put formally
f u s 0 for u - 0 or u ) 1. 2.6 .  .bk
 .The diffusion coefficient a on the right-hand side of 2.1 is assumed to be
a known continuously differentiable function of u with
s 0 for u F f¡ c~a u 2.7 .  .) 0 for f - u - 1c¢s 0 for u G 1,
 .where f is a critical solution value. This means that 2.1 is hyperbolic forc
u F f , parabolic for f - u - 1, and hyperbolic for u G 1. For u G 1,c c
 .Eq. 2.1 degenerates into a linear advection equation. We will see that the
generalized solution to the initial-boundary value problem assumes values
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w xfrom the unit interval 0, 1 almost everywhere, such that it is sufficient to
consider the degeneracy only for 0 F u F f and for u s 1. We requirec
that
1w x 2 x0 F u x F 1, u g C 0, 1 y d l C 1 y d , 1 , d ) 0, 2.8 .   .0 0
1w xu g C 0, T , 0 F u t F 1, 2.9 .  .1 1
and that the following first order compatibility conditions be satisfied:
u 1 s u 0 , 2.10 .  .  .0 1
yq 0 uX 1 y f X u 1 uX 1 .  .  .  . .0 bk 0 0
2X Y Xy a9 u 1 u 1 q a u 1 q u 1 s u 0 , 2.11 .  .  .  .  .  . .  .  . /0 0 0 0 1
a u 0 uX 0 y f u 0 s 0. 2.12 .  .  .  . .  .0 0 bk 0
These conditions are necessary for the existence of a smooth solution from
2, 1 .C Q of the corresponding regularized, parabolic problem. Finally, weT
define
w x w xP [ t g 0, T a u t ) 0 , H [ 0, T R P . . 4 .1
 .  .The initial-boundary value problem 2.1 ] 2.4 describes the settling and
consolidation of a flocculated suspension in a one-dimensional ideal con-
tinuous thickener of height one: u denotes the volumetric solid concentra-
 .tion, q t the volume-averaged velocity of the suspension which can be
w xcontrolled externally, f the Kynch batch flux density function 8, 13 , andbk
f the critical concentration value at which solid flocs begin to touch eachc
other. In this application, the diffusion coefficient is
f u s X u .  .bk e
a u s y , .
L DD gu
where s is the effective solid stress which is assumed to be constant fore
X .flocs not in touch with each other, i.e., for u F f , we have s f s 0.c e
Furthermore, L is the height of the thickener feeding level, g the
acceleration of gravity, and DD ) 0 the difference of solid and fluid mass
 .densities. Condition 2.2 corresponds to prescribing an initial concentra-
 .tion distribution, condition 2.3 to reducing the solid volume flux at the
 .  .discharge surface sink at x s 0 to its convective part q t u 0, t , and
 .condition 2.4 to continuous feeding of the thickener at level x s 1 with
w xfresh suspension. See 3, 4, 13 for more details on the sedimentation
model.
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2.1. Definition of generalized solutions
 .As Eq. 2.1 is of nonlinear hyperbolic type for u F f , it is evident thatc
 .  .solutions of the initial-boundary value problem 2.1 ] 2.4 might be discon-
tinuous despite smooth initial data. Thus we consider generalized discon-
 .tinuous solutions in the space BV Q of all functions that are definedT
and summable on Q and whose generalized first derivatives are BorelT
measures, and for which
u ? =w dx dtHH
QT
T­ u ­ u
`s y w ? dx dt , dx dt ;w g C Q , .  .  .HH 0 T /­ x ­ tQT
 .T  .where =w s w , w . We denote by n s n , n the normal to the set ofx t t x
discontinuities G and by u" corresponding approximate limits of u withu
 y q4respect to "n . We set for notational convenience u# [ min u , u ,
1y q q y r 4  .  .u* [ max u , u , and u [ u q u . Similarly, we denote by u x, t2
l .  .and u x, t the right and left approximate limits of u ?, t as a function of
1 l r .   .  ..  .x and set u x, t [ u x, t q u x, t . Furthermore, we set I a, b [Ä 2
w  4  4xmin a, b , max a, b , and let H s H be the one-dimensional Hausdorff1
 . .measure. To keep the chain rule for the differentiation of f (u x valid
in BV, the composition needs to be replaced by the functional superposi-
tion
$ 1 q yf u x , t [ f t u x , t q 1 y t u x , t dt . .  .  .  . .  .H
0
The definition of generalized solutions is based on an integral inequality
w xwith Kruzkov entropy functions and corresponding fluxes 7 .Ï
` .  .DEFINITION 2.1. A function u g L Q l BV Q is a generalizedT T
 .  .solution of the initial-boundary value problem 2.1 to 2.4 if the following
conditions are satisfied:
2 .  .  . ’1 There exists a function g g L Q such that for r t s a t .T
there holds
$ ­ u
`w g dx dt s w r u dx dt ;w g C Q . 2.13 .  .  .HH HH 0 T­ xQ QT T
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 .2 The function u satisfies the integral inequality
$­w ­ u ­w
< <u y k q sgn u y k f u , t y f k , t y a u dx dt .  .  .  .HH  5­ t ­ x ­ xQT
$ ­ uT
q ysgn u t y k f g u , t y f k , t q g a u w 1, t .  .  .  .  . .H 1  /­ x0
­w
q sgn g u y k y sgn u t y k A g u y A k 1, t dt .  .  .  .  . . .1 5­ x
G 0 2.14 .
` x w x.  x  .for all w g C 0, 1 = 0, T where w G 0 and supp w ; 0, 1 = 0, T ,
 . u  .for all k g R and A u s H a t dt .0
 . w x3 For almost all t g 0, T ,
$ ­ u
g ya u q f u s 0. 2.15 .  .  .bk /­ x xs0
 . w x4 For almost all x g 0, 1 ,
g u 0, x s u x . 2.16 .  .  .  .0
In this definition we use
w x LEMMA 2.1 16 . If ­ ¨r­ t and ­ ¨r­ x are measures of bounded ¨aria-
.  . 1 .tion, which will not be mentioned anymore for ¨ x, t g L Q , then forT
w x w x  . .almost all x g 0, 1 and f.a.a. t g 0, T , the traces g ¨ x, 0 [
 .  .  .  .  .  .q qlim ¨ x, t , g ¨ 0, t [ lim ¨ x, t , and g ¨ 1, t [Ä Ät ª 0 x ª 0
 .  . . 1 .  . .  . .ylim ¨ x, t exist, and g ¨ x, 0 g L 0, 1 , g ¨ 0, t , g ¨ 1, t gÄx ª 1
1 .  .  .L 0, T , where ¨ x, t is a function equi¨ alent to ¨ x, t on Q . The tracesÄ T
g ¨ are ob¨iously independent of the chosen function ¨ .Ä
These traces are called one-sided approximate limits.
2.2. Jump Conditions
w xIn 3 , we applied the following general jump condition to the initial-
 .  .boundary value problem 2.1 ] 2.4 :
 w x.THEOREM 2.1 Wu and Yin 17 . If u is a generalized solution of Eq.
 .2.1 on Q , then the following conditions hold H-almost e¨erywhere on G :T u
uqy uy n q f uq, t y f uy, t n .  .  . .t x
r l$ $­ u ­ u
< <y a u y a u n s 0, 2.17 .  .  .x /  /­ x ­ x
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w x;u g u#, u* : a u s 0, 2.18 .  .
q y;k g R: sgn u y k y sgn u y k .  .
$ ­ u
= u y k n q f u , t y f k , t n y a u n F 0. 2.19 .  .  .  .  .Ä .t x x /­ x
This theorem will be needed for the stability proof in Section 5.
2.3. Entropy Boundary Condition
w xThe entropy boundary condition obtained in 3 enters into the stability
proof as well. It may be formulated in the following way:
 .THEOREM 2.2. Condition 2.14 in the definition of a generalized solution
is satisfied if and only if the integral equality
­w
< <u y k q sgn u y k .HH  ­ tQT
$ ­ u ­w
= f u , t y f k , t y a u dx dt G 0, .  .  . 5 /­ x ­ x
 .   .  . ..the condition a t s 0 for all t g u t , g u 1, t and the following entropy1
boundary inequality are satisfied: For almost all k g R, there holds almost
w xe¨erywhere on 0, T
sgn g u y k y sgn u t y k .  . .1
$ ­ u
= f g u , t y f k , t y g a u G 0. 2.20 .  .  .  . /­ x xs1
3. SOLVABILITY OF THE REGULARIZED PROBLEM
3.1. The Regularized Problem
 .  .To prove existence of generalized solutions of problem 2.1 ] 2.4 ,
we consider the regularized quasilinear parabolic initial-boundary value
problem
­ u ­ ­ ­ u« «q f u , t s a u q « , « ) 0, 3.1 .  .  . .« « /­ t ­ x ­ x ­ x
x , t g Q s 0, 1 = 0, T , .  .  .T
e w xu x , 0 s u x , x g 0, 1 , 3.2 .  .  .e 0
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­ ue w xy a u q e q f u s 0, t g 0, T , 3.3 .  .  . .e bk e­ x xs0
« w xu 1, t s u t , t g 0, T 3.4 .  .  .« 1
 .and show that the limit « ª 0 of its solutions exists. By 3.2 , the initial
condition is approximated as well, as the modification of the diffusion
coefficient affects the first order comptability conditions at x s 0, t s 0
 .  .and x s 1, t s 1. Instead of 2.10 ] 2.12 , we now require
«u 1 s u 0 , 3.5 .  .  .0 1
yq 0 u« 9 1 y f X u« 1 u« 9 1 .  .  .  . .  . .0 bk 0 0
2 X« « « «y a9 u 1 u 9 1 q a u 1 q « u 0 1 s u 0 , 3.6 .  .  .  .  .  . .  . .  . .  .0 0 0 0 1
« « «a u 0 q « u 9 0 y f u 0 s 0, 3.7 .  .  .  . . .  .0 0 bk 0
hence u« k u in general. However, a slight modification of the given0 0
initial function is sufficient to satisfy the new compatibility conditions
 .  .  .  .3.5 ] 3.7 . For example, if the data u t and u t satisfy conditions0 1
 .  . «  .  .  . w x2.10 ] 2.12 , we can choose u x [ u x q h x for x g 0, 1 with0 0 «
¡ Xyu 0 .0 3 w xx « y x , x g 0, « , .2a u 0 q « « . .0
0, x g « , 1 y « , .~h x [ . Y« yu 1 .0
2a u 1 q « « . .0
3 2¢ w x= x y 1 y « 1 y x , x g 1 y « , 1 , .  . .
 .  . 2w xsuch that conditions 3.5 ] 3.7 are satisfied, and there hold h g C 0, 1«
and
27 243
X Y2max h x F max « u 0 , « u 1 , 3.8 .  .  .  .« 0 0 5256 3125w xxg 0, 1
27 4861 X X Y2h x dx F « u 0 q « u 1 3.9 .  .  .  .H « 0 0128 31250
and
1 Y X Yh x dx F 6 u 0 q 15« u 1 , 3.10 .  .  .  .H « 0 0
0
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where the rational constants are obtained by elementary discussion of
local extrema. In adition, we will assume that
« w x'« ) 0: ;0 - « F « : 0 F u x F 1, x g 0, 1 3.11 .  .0 0 0
 .is valid and « F « , where the assumption 0 F u t F 1 is maintained.0 1
3.2. Existence of a Solution of the Regularized Problem
We consider the solvability of the regularized parabolic initial-boundary
l l, 1r2 .  .value problems in the Holder spaces H V and H Q , where l isÈ T
 .always a non-integer positive number and V s 0, 1 . Our notation is
2qb , 1qb r2w x  .  .  .adopted from 10 . For the solvability of 3.1 ] 3.4 in H Q ;T
2, 1 .  .C Q for any value b g 0, 1 , we suppose that the initial and boundaryT
data possess the regularity properties
« 2qb w xu g H 0, 1 uniformly in « 3.12 . .0
and
1qb r2 w xu g H 0, T 3.13 . .1
 .  .and that they satisfy the first order compatibility conditions 3.5 ] 3.7 .
THEOREM 3.1. If the initial and boundary data satisfy the smoothness and
 .  .  .  .comptability conditions 3.12 ] 3.13 and 3.5 ] 3.7 , the regularized problem
2qb , 1qb r2 2, 1 .  .  .3.1 ] 3.4 has a unique smooth solution u g H ; C Q .« T
w xIn 10, Chap. V , existence and uniqueness results are derived for
initial-boundary value problems of quasilinear parabolic equations with
  .  .uniform boundary conditions for our equation, of the form u i, t s u ti
 . .  . < .or b u, t ­ ur­ x q c t, u s 0, i s 0, 1 by a priori estimates onxs ii
< < < <max u and max u and by the application of the Leray]SchauderQ Q xT T
fixed point theorem from theorems on corresponding standardized initial-
boundary value problems of linear equations. These statements can also be
 .formulated for linear equations with boundary conditions of the type 3.3
 .and 3.4 in a straightforward manner and can be proved following the
w x  .  .lines of 10, Chap. IV . Problem 3.1 ] 3.4 can be written with the
 .  . «  .homogeneous initial condition for u x, t [ u x, t y u x and settingÃ « 0
a« x , u [ a u q u« x q « , .  . .Ã Ã 0
X « « « «b x , t , u , u [ f u q u q q t u 9 y a u q u q « u 0 .  .  . .  .Ã Ã Ã Ã .  . .x bk 0 0 0 0
2« «ya9 u q u u 9 . .Ã  .0 0
X « « «q f u q u q q t y 2 a9 u q u u 9 u .  . .  .Ã Ã Ãbk 0 0 0 x
« 2q ya9 u q u u .Ã Ã0 x
«c t [ yu t q u 1 , .  .  .1 1 0
c t , u [ a u 0, t q u« 0 q « u« 9 0 y f u 0, t q u« 0 .  .  .  .  .  . . .  .Ã Ã Ã .0 0 0 bk 0
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as
L u ' u y a« x , u u q b x , t , u , u s 0 on Q , 3.14 .  .Ã Ã Ã Ã Ã Ã .t x x x T
S0 . «  4L u 'y a 0, u u qc t , u s 0 on S [ 0 = 0, T , 3.15 .  .  .  .Ã Ã Ã Ãx 0 0T
S1.  4L u ' u 1, t q c t s 0 on S [ 1 = 0, T . 3.16 .  .  .  .Ã Ã 1 1T
Next it will be embedded into a parametric family of problems with
w xparameter t g 0, 1 . For t s 0 we obtain a heat conduction problem.
L u ' t L u q 1 y t L u s 0 with L u ' u y mu , m ) 0, .t 0 0 t x x
3.17 .
L S0 .u ' t L S0 .u q 1 y t L S0 .u s 0 with L S0 .u ' m u y u , .  .t 0 0 x
3.18 .
S1. S1. <L u ' L u s 0, u s 0. 3.19 .ts0t
t  .  .  . w xLet u x, t be the solution of 3.17 ] 3.19 for a fixed value of t g 0, 1 .
t  .  .THEOREM 3.2. If u x, t , x, t g Q is a classical solution of theT
 .  .  .  .initial-boundary ¨alue problem 3.17 ] 3.19 and if conditions 2.5 , 2.6 ,
 . w xand 3.11 are satisfied, then the following estimate holds for all t g 0, 1 :
« t «yu x F u x , t F 1 y u x for x , t g Q . 3.20 .  .  .  .  .0 0 T
t<  . <In particular, there exists a constant M with max u x, t F M.QT
 .For t s 1, 3.20 reads as
0 F u x , t F 1 for x , t g Q . 3.21 .  .  .« T
 . yb t t  .Proof of Theorem 3.2. Let ¨ x, t [ e u x, t with b ) 0. Then ¨
solves the auxiliary problem
¨ q b ¨ q t q t q f X ut q u« ¨ y a9 ut q u« ¨ 2 .  .  . . .t bk 0 x 0 x
y t a ut q u« q « q 1 y t u ¨ s 0 3.22 .  . . . .0 x x
t a ut q u« q « ¨ q 1 y t m ¨ y eyb t u« 9 . .  . .  .0 x x 0
yb t t « yb t «y t e f u q u y 1 y t m ¨ y e u s 0 3.23 .  . .  .bk 0 0 xs0
yb t e¨ 1, t s e u t , ¨ x , 0 s u x . .  .  .  .1 0
 .  .We will show now that ¨ x, t G 0 holds for x, t g Q . Suppose that ¨T
 .assumes its minimum on Q at the point x , t g Q .T 0 0 T
 .1 0 - x - 1, 0 - t F T. In this case, ¨ F 0, ¨ s 0, and ¨ G 00 0 t x x x
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 .must be valid at x , t , hence0 0
b ? ¨ x , t s t a ut q u« q « q 1 y t m ¨ y ¨ G 0, .  . . . .0 0 0 x x t^ ` _
G 0 .i.e., ¨ x , t G 0.0 0
yb t0 .  .  . 2 x s 1, 0 - t F T. ¨ x , t s e u t G 0 boundary condi-0 0 0 0 1 0
.tion at x s 1 .
 .  . «  .  .3 0 F x F 1, t s 0. ¨ x , t s u x G 0 initial condition .0 0 0 0 0 0
 .  .4 x s 0, 0 - t F T. If the minimum is assumed at 0, t then0 0 0
 .  .¨ G 0 must be valid. If ¨ x , t s 0, then ¨ x , t G 0 follows by thex x 0 0 0 0
 .  .same argument as in case 1 . For t s 1, the assumption ¨ x , t ) 0x 0 0
 .leads to a contradiction, as it follows from boundary condition 3.23 and
the nonpositivity of f thatbk
yb t t «0e f u q u .bk 0¨ 0, t s F 0; .x t «a u q u q « .0 xs0
 .for 0 F t - 1 boundary condition 3.23 yields for x s 0
1 y t m ¨ 0, t y eyb t0 u« 0 .  .  . .0 0
s t a ut q u« q « q 1 y t m ¨ y 1 y t meyb t0 u« 9 .  . .  . . .0 x 0^ ` _
G 0
yt eyb t0 f ut q u« .bk 0^ ` _
G 0
Gy 1 y t meyb t0 u« 9 0 «¨ 0, t Geyb t0 u« 0 y u« 9 0 . .  .  .  .  . .  . .0 0 0 0
 .As b ) 0 can be chosen arbitrarily large, it follows that ¨ 0, t G 0.0
t « .  .  .Hence ¨ x, t G 0 on Q , i.e., u x, t G yu x on Q . The initial-T 0 T
 .boundary value problem for ¨ x, t can be formulated equivalently in
terms of
w x , t [ 1 y ut x , t y u« x and .  .  .0
¨ x , t [ eyb t w x , t , b ) 0. .  .Ä
For brevity, we will not write out the corresponding auxiliary problems
here and simply note that the boundary condition for w at x s 0 reads
t y a 1 y w q « w y f 1 y w .  . . .x bk
q 1 y t m yw y 1 y w s 0. 3.24 .  .  . .x xs0
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 .Suppose now that ¨ assumes its minimum at x , t g Q . For the casesÄ 1 1 T
 .0 - x F 1, 0 F t F T and x s 0, t s 0, we obtain ¨ x , t G 0 byÄ1 1 1 1 1 1
repeating the arguments used above. For the case x s 0, 0 - t F T , we1 1
 .  .  .obtain from 3.24 that ¨ 0, t G 0 is valid. If ¨ 0, t s 0, the equationÄ Äx 1 x 1
 .  .for w on Q yields ¨ 0, t G 0. Otherwise, in the case ¨ x , t ) 0 mÄ ÄT 1 x 1 1
 .  .w x , t ) 0, it follows from 3.24 thatx 1 1
t f 1 y w s yt a 1 y w q « y 1 y t m w .  .  . . .bk x^ ` _
- 0
y 1 y t 1 y w F 0. .  .^ ` _
G 0
 .For t ) 0, this ensures f 1 y w - 0, i.e, w G 0. For t s 0 it follows thatbk
1 y w s ymw - 0, i.e., w ) 1. Hence we have shown that w G 0 holdsx
t « .  .on Q , or, equivalently, u x, t q u x F 1 and hence for t s 1T 0
« «yu x F u x , t F 1 y u x m 0 F u x , t F 1 for x , t g Q . .  .  .  .  .Ã0 0 « T
Theorem 3.2 is proved.
For t s 1 and « ª 0 we obtain
 .  .COROLLARY 3.1. The generalized solution of 2.1 ] 2.4 satisfies 0 F
 .u x, t F 1 almost e¨erywhere on Q .T
This means that the generalized solution assumes almost everywhere
values which are physically relevant as volumetric solid concentrations.
Introducing
a x , u , u [ t a« x , u q 1 y t m u 3.25 .  .  .  . .1 x x
a x , t , u , u [ t b x , t , u , u q a9 u q u« u u« 9 x 3.26 .  .  .  . .  . .x x 0 x 0
c t , u s tc t , u q 1 y t mu x , t , 3.27 .  .  .  .  .xs00
 .  .problem 3.17 ] 3.19 can be written as a parabolic equation with principal
part in divergence form,
­
u y a x , u , u q a x , t , u , u s 0, 3.28 .  .  . .t 1 x x­ x
with initial condition
u x , 0 s 0 3.29 .  .
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and boundary conditions
u 1, t s yc t , 3.30 .  .  .1
­ u
«ya x , u q c t , u s 0. 3.31 .  .  .
­ x xs0
 4   . 4For n [ min « , m ) 0 and l [ max max a u q « , m ) 0 we have thenu
« w xn F a x , u F l for x g 0, 1 and .
yu« x F u x , t F 1 y u« x . 3.32 .  .  .  .0 0
 .  .From the definition of a and a in 3.25 and 3.26 it follows that there1
exist constants m and n such that the inequalities1 1
a x , u , p G n p2 y m , 3.33 .  .1 1 1
2a x , u , p 1 q p q a x , t , u , p F m 1 q p 3.34 .  .  .  .  .1 1
 .are satisfied for x, t g Q . Further a priori estimates for the solution ofT
 .  .3.28 ] 3.31 can be derived following the classical theory of quasilinear
w xparabolic equations developed in 9, 10 . There it is shown that solutions of
 .Eq. 3.28 with boundary conditions of the same type at both boundaries
  .  ..x s 0 and x s 1 either as in 3.30 or as in 3.31 belong to the HolderÈ
a , a r2 . < <space H Q , where a ) 0 depends only on m, n , m , n , max u andT 1 1 QT
the initial and boundary conditions. Moreover, it is shown that an a priori
a , a r2Ä Ä< <  .estimate of max u can be obtained and that u g H Q , where,Q x x TT
< <similarly, a depends only on max u and constants which are known aÄ Q xT w xpriori. These results can be modified in a straightforward manner 2 for
boundary conditions of different types at x s 0 and x s 1, as is the case
here. Then we obtain the following lemma:
 . t  .  .  .LEMMA 3.1. Let u x, t s u x, t be a solution of problem 3.17 , 3.19 .
Then there exist constants M , c, and d ) 0 that depend only on M, n , and l1
such that the following estimates hold:
< <  :1qd .max u F M , u F c. 3.35 .Qx 1 T
QT
 :1qdHere, ? denotes the norm belonging to the Holder spaceÈQT
1qd , 1qd .r2 « .  .  .  .H Q . From 3.12 we conclude that a x, u and b x, t, u, pT
bw x.belong to H 0, 1 with respect to x with an exponent 0 - b - 1. Now
 .  .we apply the Leray]Schauder principle to 3.17 ] 3.19 to obtain existence
of u.
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 .  . t  .THEOREM 3.3. Problem 3.17 ] 3.19 has exactly one solution u x, t
2qb , 1qb r2 . w xfrom H Q for e¨ery t g 0, 1 .T
 4  .Proof of Theorem 3.3. Set a [ min d , b , d from 3.35 and
1qa , 1qa .r2 <B [ w g H Q : w s 0 . 4 . ts0a T
< < < <Now consider functions w g B satisfying max w F M and max w Fa Q Q xT T
M . Every function w defines a family of linear initial-boundary value1
 .  .problems, which result from 3.17 ] 3.19 by replacing every occurrence of
u and u in the coefficients by w and w , respectively, i.e., writingÃ Ãx x
L w u ' u y a« x , w u q b x , t , w , w s 0 on Q , 3.36 .  .  .  .t x x x T
L S0 . w u ' ya« 0, w u q c t , w s 0 on S , 3.37 .  .  .  .x 0 0T
L S1.u ' u 1, t q c t s 0 on S . 3.38 .  .  .1 1T
We now consider the parametrized family of linear problems
L w u ' t L w u q 1 y t L u s 0 .  .  .  .t 0
with L u ' u y mu , m ) 0 3.39 .0 t x x
L S0 . w u ' t L S0 . w u q 1 y t L S0 .u s 0 .  .  .t 0
with L S0 .u ' m u y u , 3.40 .  .0 x
S1. S1. <L u ' L u s 0, u s 0. 3.41 .ts0t
 .  .The next theorem states the solvability of 3.39 ] 3.41 for a fixed value
of t :
THEOREM 3.4. The linear problem
u y a« x , t u q b x , t u q c x , t u s f x , t , .  .  .  .t x x x
u x , 0 s f x , u 1, t s F t , b t u qb t u s F t .  .  .  .  .  .  .1 1 x 2 2xs0
lq2, lr2q1<  . <  .with b t G d ) 0 has exactly one solution from H Q for1 T
l, l r2 lq 2 l r2 . w x w xa, b, c, f g H Q , f g H 0, 1 , F g H 0, T , F gT 1 2
 lq1.r2w x w . xH 0, T , where the compatibility conditions of order l q 1 r2 at
w xx s 0 and of order lr2 q 1 at x s 1 are assumed to be satisfied. For this
solution the uniform estimate
< <  lq2. < <  l . < <  lq2. < <  lq2. < <  lq1.u F c f q f q F q F 3.42 .Q Q 0 , 1. S S .1 2T T 1T 0T
is ¨alid.
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w xThe proof of Theorem 3.4 is outlined in 2 and mimics the proof of
w xTheorem 5.3 in 10, Chap. IV, Sect. 5 . Theorem 3.4 ensures that every
w g B defines a transformationa
B 2 w ¬ ¨ s F w ; t g B , ¨ solution of 3.14 ] 3.16 .  .  .a a
 .  .whose fixed points are the solutions of 3.17 ] 3.19 . Applying the
 w x.Leray]Schauder fixed point theorem e.g., 5 , we obtain from Theo-
w xrem 3.4 the following result 11 .
 .  .THEOREM 3.5. For t s 1, problem 3.17 ] 3.19 has exactly one solution
from B .a
Theorem 3.3 is proved as well now, whose statement for t s 1 in turn
proves Theorem 3.1.
4. EXISTENCE OF A GENERALIZED SOLUTION
 4We will first show that the family u of solutions of the regularized« « ) 0
 .  . 1 .problems 3.1 ] 3.4 forms a relatively compact subset of L V , i.e., thatT
 4 1 .there exists a sequence « s « ª 0 such that u converges in L Q ton « Tn
 .a function u which is even bounded and u g BV Q . Next we verify thatT
the limit u is a generalized solution of the initial-boundary value problem.
We shall now derive some estimates for the solutions of the regularized
problem. The estimate in Theorem 3.2 is independent of « ; in particular, it
follows that
'M ) 0: u x , t F M . 4.43 .  .1 « 1
In what follows, we will use continuous approximations of the sign and
modulus functions given by
y1, t - yh¡ ¦~ ¥trh , yh F t F hsgn t [ and .h ¢ §1, t ) h
x
< <x [ sgn s ds, where h ) 0. .h H h
0
 .Differentiating Eq. 3.1 with respect to x, we obtain that w [ ­ u r­ x«
satisfies
­ w ­ 2 ­ 2
q f u , t s a u q « w . 4.44 .  .  . . .« «2 2­ t ­ x ­ x
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 .  .Multiplying 4.44 by sign w , integrating the result over Q , and usingh T
integration by parts yields
­ w
sgn w dx dt .HH h ­ tQT
­ 2
s sgn w a u q « w y f u , t dx dt .  .  . . .HH h « «2­ xQT
xs1­T
s sgn w a u q « w y f u , t dt .  .  . . .H h « «­ x0 xs0
­ w ­
Xy sgn w a u q « w y f u , t dt .  .  . . .HH h « «­ x ­ xQT
xs1­T
s sgn w a u q « w y f u , t dx dt .  .  . . .H h « «­ x0 xs0
­ w
Xq sgn w f u , t w dx dt .  .HH h u «­ xQT
­ w
X 2y sgn w a9 u w dx dt .  .HH h «­ xQT
2­ w
Xy sgn w a u q « dx dt. .  . .HH h «  /­ xQT
By the nonnegativity of the last integral and the initial condition, we
obtain
1 1
«w x , T dx F u 9 x dx .  . .hH H h0
0 0
1­T
q sgn w a u q « w y f u , t dt .  .  . . .H h « «­ x0 0
­ w
Xq sgn w f u , t w dx dt .  .HH h u «­ xQT
­ w ­
Xy sgn w a u q « w dx dt. .  . .HH h « /­ x ­ xQT
4.45 .
The last two integrals vanish for h ª 0, due to the following lemma.
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1w x  w x.  .LEMMA 4.1 12, p. 130 f. see 1 . For a function ¨ g C V there holds
< <lim =¨ dx s 0.H
hª0  <  . < 4xgV : ¨ x -h
 .  .By Eq. 3.1 , the second integral in the right-hand side of 4.45 equals
for h ª 0
1­ uT «
sgn w dtH
­ t 00
­ uT «Xs sgn w x , t u t y sgn w x , t 0, t dt. .  .  .  . .  .H 1 xs1 5­ t0
From the boundary condition for w at x s 0 which reads
f u .bk «
a u q « ? w y f u s 0 m w 0, t s 0, t , .  .  .  . .« bk « xs0 a u q « .«
 .  .we can infer that if 0 - u 0, t - 1, then w 0, t - 0 and«
­ u ­ u« «ysgn w 0, t s at x s 0; . .
­ t ­ t
 .  4  .otherwise, if u 0, t g 0, 1 ,then w 0, t s 0, and if the latter holds on an«
w x  . .entire time interval t , t , then ­ u r­ t 0, t s 0 for t F t F t , as u1 2 « 1 2 «
 .is extremal there according to the estimate 3.21 . Hence, we have
­ uT «ysgn w 0, t 0, t dt .  . . .H
­ t0
­ uT «s 0, t dt s u 0, T y u 0, 0 , .  .  .H « «­ t0
and we obtain with h ª 0 the estimate
­ u1 «
x , T dx .H
­ x0
­ u1 T« XF x , 0 dx q u t dt q u 0, T y u 0, 0 .  .  .  .H H 1 « «­ x0 0
1 T X«s u 9 x dx q u t dt q u 0, T y u 0 .  .  .  . .H H0 1 « 0
0 0
1 TX XF u x dx q u t dt q u 0, T y u 0 q O « , .  .  .  .  .H H0 1 « 0
0 0
4.46 .
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i.e., there exists a constant M independent of « such that2
­ u1 «
dx F M .H 2­ x0
To derive an estimate for ­ u r­ t, we assume that on the time interval«
w x0, T ,
X wu t G 0 on 0, T and u T G 0 4.47 . .  .  .1 1
X  .  .is valid. The opposite case, u t - 0 on 0, T , can be treated analogously.1
 .Differentiation of the viscous equation 3.1 with respect to t yields for
¨ [ ­ u r­ t and w s ­ u r­ x« «
­ ¨ ­ ­
s a u q « w y f u y q t u .  .  . . .« bk « «­ t ­ t ­ x
­ ­
s a u q « w y f u y q t u . 4.48 .  .  .  . . .« bk « «­ x ­ t
X .   .   ..Multiplying 4.48 by sgn ¨ y sgn u t , we obtainh h 1
­ ¨
Xsgn ¨ y sgn u t .  . . .h h 1 ­ t
­
Xs sgn ¨ y sgn u t .  . . .h h 1­ x
­
= a u q « w y f u y q t u .  .  . . .« bk « «­ t
­ ¨ ­
Xy sgn ¨ a u q « w y f u y q t u .  .  .  . . .h « bk « «­ x ­ t
­
Xs sgn ¨ y sgn u t .  . . .h h 1­ x
­
= a u q « w y f u y q t u .  .  . . .« bk « «­ t
2­ ¨
Xysgn ¨ a u q « .  . .h «  /­ x^ ` _
F 0 ­ ¨
X Xy sgn ¨ a9 u w y f u y q t ¨ .  .  .  . .h « bk «­ x
­ ¨
Xq sgn ¨ q9 t u . .  .h «­ x
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Integrating this inequality over Q , 0 F T F T leads toT 00
­ ¨
X .  .sgn ¨ y sgn u t dx dt . .HH h h 1 ­ tQT 0
1­T0 X .  .  .  .  .F sgn ¨ y sgn u t a u q « w y f u y q t u dt .  . . .H h h 1 « bk « «­ t0 0^ ` _
\ I1
­ ¨
X X .  .  .  .y sgn ¨ ¨ a9 u w y f u y q t dx dt .HH h « bk «­ xQT 0^ ` _
\ I2
T 10  .  .  .  .q sgn ¨ q9 t u dt y sgn ¨ q9 t w dx dt .H HHh « h0
0 QT 0^ ` _^ ` _
\ I \ I3 4
Due to the boundary conditions, there holds
T0 XI s sgn ¨ y sgn u t q9 t u q q t ¨ dt. .  .  .  . .  . .H1 h h 1 « xs0
0
 .By assumption 4.47 , we obtain
­hª0 T T T0 0 0< <I ª sgn ¨ q9 t u dt q q t ¨ dt y q t u dt .  .  .  . .H H Hxs01 « «xs0 ­ t0 0 0^ ` _
F 0
T T0 0F sgn ¨ q9 t u dt y q t u 0, t .  .  .  .H 0e «xs0
0
F T max q9 t q 2 max q t \ M . .  .0 31
0FtFT 0FtFT0 0
X  .The integrand in I contains the factor sgn ¨ ? ¨ . We conclude with2 h
Lemma 4.1 that I ª 0 for h ª 0. Furthermore,2
I F 2T max q9 t \ M .3 0 33
0FtFT0
and
< <I F max sgn ¨ max q9 t w dx dt .  .HH4 h
0FtFTQ 0T0
­ uT 1 «0F max q9 t dx dt F T M max q9 t \ M . .  .H H 0 2 34­ x0FtFT 0FtFT0 00 0
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Hence, there exists a constant M ) 0 independent of « such that35
­ ¨
Xlim sgn ¨ y sgn u t dx dt F M q M q M \ M . .  . . .HH h h 1 31 33 34 35­ thª0 QT0
4.50 .
On the other hand, we have
­ ¨
Xlim sgn ¨ y sgn u t dx dt .  . . .HH h h 1 ­ thª0 QT0
­ 1 TX 0< <s lim ¨ dx dt y lim sgn u t ¨ dx . .HH h H h 1 0­ thª0 hª0Q 0T0
­ ¨
X X Yq lim sgn u t u t dx dt .  . .HH h 1 1 ­ thª0 QT0^ ` _
s0
1 1
< < < <s ¨ x , T dx y ¨ x , 0 dx .  .H H0
0 0
1 1X Xy sgn u T ¨ x , T dx y sgn u 0 ¨ x , 0 dx. 4.51 .  .  .  .  . .  .H H1 0 0 1
0 0
 .  .Combining 4.50 and 4.51 , we obtain
1 1X< <¨ x , T dx F M q sgn u T ¨ x , T dx .  .  . .H H0 35 1 0 0
0 0
1 1X< <q ¨ x , 0 dx q sgn u 0 ¨ x , 0 dx. 4.52 .  .  .  . .H H1
0 0
 . «  .  .By the initial condition u x, 0 s u x and using Eq. 3.1 , we have« 0
1 1X< <¨ x , T dx F M q sgn u T ¨ x , T dx .  .  . .H H0 35 1 0 0
0 0
d1
« « « «q a u q « u 9 y f u y q 0 u . .  .  . . .H 0 0 bk 0 0 dx0
d
« « « «y a u q « u 9 y f u y q 0 u dx . .  .  . . .0 0 bk 0 0 5dx
1XF M q sgn u T ¨ x , T dx. 4.53 .  .  . .H36 1 0 0
0
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Integrating the last inequality over 0 F T F T yields0
­ u ­ u« «
dx dt F dx dt q T ? M ,HH HH 36­ t ­ tQ QT T
from which we have
­ u ­ u« «
dx dt F T ? M q dx dtHH HH36­ t ­ tQ QT T
1
s T ? M q u x , T y u x , 0 dx .  . .H36 « «
0
F T ? M q 1 \ M . 4.54 .36 37
X X .  .  .Now suppose u T s 0, u t - 0 for T F t F T 9. Inequality 4.53 then1 1
implies
1
< <¨ x , T dx F M . 4.55 .  .H 36
0
By repeating the arguments for the previous time interval, we obtain the
 .following estimate similar to 4.52 for T F T F T 9,0
1 1 1X X X X X< < < <¨ x , T dx F ¨ x , T dx q sgn u T ¨ x , T dx q M , .  .  .  . .H H H0 1 0 0 35
0 0 0
4.56 .
 .that is, using 4.55 ,
1 1X X X X X< <¨ x , T dx F M q M q sgn u T ¨ x , T dx. 4.57 .  .  .  . .H H0 36 35 1 0 0
0 0
 . w x  .Integrating inequality 4.57 over T , T 9 , we obtain for Q [ 0, 1 =T 9
 .T , T 9
­ u«
dx dtHH
X ­ tQT
T 9 1
< <s ¨ x , t Dx dt .H H /T 0
T 9 1XF T 9 y T M q M y ¨ x , t dx dt .  .  .H H35 36  /T 0
­ u1 T 9 «Xs T 9 y T M q M y x , t dt dx .  .  .H H35 36  /­ t0 T
1Xs T 9 y T M q M q u x , T y u x , T 9 dx .  .  .  . .H35 36 « «
0
F T 9 y T M X q M q 1 \ M X . 4.58 .  .  .35 36 37
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 .Continuing this reasoning over the monotonicity domains of u t we can1
conclude that there exists a constant M ) 0 independent of « ) 0 such3
that
­ u«
dx dt F M .HH 3­ tQT
 .   ..Finally we multiply 3.1 by u y u t to obtain« 1
­ u ­«
u y u t q f u , t .  . .« 1 «­ t ­ x
2­ ­ u ­ u« «s u y u t a u q « y a u q « , .  .  . .  .  .« 1 « « /  /­ x ­ x ­ x
i.e.,
2­ u«
a u q « . .«  /­ x
­ 1 ­ u«X2s y u y u t u y u u t q f u , t .  .  .« 1 « « 1 « /­ t 2 ­ x
­ ­ u«y u y u t f u , t y a u q « . .  .  . .  .« 1 « « /­ x ­ x
Integrating this over Q and using the boundary conditions,T
2­ u«
a u q « dx dt . .HH «  /­ xQT
T11 X2s y u y u t u dx y u u t dx dt .  .H HH« 1 « « 1 /20 Q0 T
­ u T«q f u , t dx dt y u y u t q t u dt. .  .  . .HH H« « 1 « xs0­ xQ 0T
Using the estimates derived before, we arrive at
2­ u«
a u q « dx dt . .HH «  /­ xQT
3
X2F M q T max u t M .1 1 12 0FtFT
2q max f u , t TM q T max q t M \M . .  .4 2 4
u , t 0FtFT
Summing up, we have proved
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2, 1 .  .  .THEOREM 4.1. Let u g C Q be a solution of problem 3.1 ] 3.4 .« T
Then there exist constants independent of « such that the following uniform
estimates hold:
­ u ­ u1« «
u x , t F M , dx F M , dx F M , . HH H« 1 3 2­ t ­ xQ 0T
2­ u«
a u q « dx dt F M . 4.59 .  . .HH « 4 /­ xQT
The first three estimates establish the assumptions of Kolmogroff's
 w x.compactness criterion see, e.g., 15 . Hence we have
 4THEOREM 4.2. The family u of solutions of regularized problems« « ) 0
 .  . 1 .3.1 ] 3.4 is compact in L Q , i.e., there exists a sequence « s « ª 0T n
 4 1 .  .such that u con¨erges in L Q to a bounded function u g BV Q .« T Tn
Before showing that the limit defines a generalized solution, we have to
` .  .  .introduce some test functions. Let d g C R with d s G 0, d s s 0
< < `  .for s G 1, H d s ds s 1 and set for h ) 0y`
s1 s
d s [ d , D s [ d t dt , 4.60 .  .  .  .Hh h h /h h y`
m s [ 1 y D s y 2h , n s [ D s y 1 y 2h . 4.61 .  .  .  .  . .h h h h
w xFor these test functions, the following lemmata given in 16 are valid:
 . 1 . <  . <  .LEMMA 4.2. Let ¨ x, t g L Q and ¨ x, t F F t a.e. in Q with aT T
 . 1 .  . .  . . w xfunction F t g L 0, T . If g ¨ 0, t and g ¨ 1, t exist a.e. in 0, T , then
` .we ha¨e for w g C QT
­ t
lim w x , t m x ¨ x , t dx dt s y w 0, t g ¨ 0, t dt , .  .  .  .  .  . .HH Hhq ­ xhª0 Q 0T
4.62 .
­ T
lim w x , t n x ¨ x , t dx dt s w 1, t g ¨ 1, t dt. .  .  .  .  .  . .HH Hhq ­ xhª0 Q 0T
4.63 .
 . 1 .LEMMA 4.3. If ¨ x, t g L Q and ­ ¨r­ x is an absolutely continuousT
` . w x  .measure, then for w g C Q with supp w ; 0, 1 = 0, T there holdsT
xs1­w ­ ¨T
¨ dt dx s w ? g ¨ dt y w dt dx. 4.64 .HH H HH
­ x ­ xQ 0 Qxs0T T
 .   . .4The uniform estimate 4.59 implies that r u ­ u r­ x is weakly« « « ) 0
2 .  4  4compact in L Q , i.e., there exists a subsqequence « of « . WithoutT n nk
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 4   . .4loss of generality we may take « itself, such that r u ­ u r­ xn « «n n2 . 2 .converges weakly in L Q to a function g. Hence for every w g C QT T
there holds
$­ u ­ u« nw g dx dt s lim w r u dx dt s w r u dx dt. .  .HH HH HH« n ­ x ­ x« ª0Q Q QnT T T
 .Thus, condition 2.13 of the definition of generalized solutions is satisfied.
 .To establish the integral inequality 2.14 , we multiply the viscous equation
` .  .  .  x  .3.1 by sgn u y k w, where w g C Q , w G 0, supp w ; 0, 1 = 0, T ,h « T
and k g R. Integrating over Q and integration by parts yieldsT
­w1 TtqT< < <u y k w y u y k dt dxH ts0 H hh« « /­ t^ ` _0 0
s 0 ­
q sgn u y k w f u , t y f k , t dx dt .  .  . .HH h « «­ xQT
­ ­ u«s sgn u y k w a u q « dx dt. .  . .HH h « « /­ x ­ xQT
 . u  .Using A u s H a t dt , we obtain0
­w T
< <y u y k dx dtq sgn u yk w f u , t yf k , t dt .  .  . .HH h H« h « « xs1­ tQ 0T
­w
y sgn u y k f u , t y f k , t dx dt .  .  . .HH h « « ­ xQT
­ u«Xy sgn u y k f u , t y f k , t w dx dt .  .  . .HH h « «­ xQT^ ` _
ª 0 for h ª 0
­ uT «s sgn u y k a u q « w dt .  . .H h « « ­ x xs10
­ ­w
y sgn u y k A u q « u y A k dx dt .  .  . .HH h « « «­ x ­ xQT
2­ u«Xy sgn u y k a u q « w dx dt .  . .HH h « « /­ xQT^ ` _
F 0
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­ uT «F sgn u y k a u q « w dt .  . .H h « « ­ x xs10
­wT
y sgn u t y k A u q « u y A k dt .  .  . .  .H h 1 « « ­ x xs10
­ 2w
q sgn u y k A u q e u y A k dxdr .  .  . .HH h e e e 2­ xQT
­ u ­ ­w«Xsgn u y k A u q « u y A k dx dt . .  .  . .HH h « « «­ x ­ x ­ xQT^ ` _
ª 0 for h ª 0
 . X  .Taking the limit h ª 0, and in view of n 1 s 1 and n 1 s 0, one getsh h
­w
< <u y k dx dtHH « ­ tQT
T
y sgn u t y k f u , t y f k , t w x , t dt .  .  .  . .  .H xs11 «
0
­w
q sgn u y k f u , t y f k , t dx dt .  .  . .HH « « ­ xQT
­ uT «q sgn u t y k a u q « w x , t dt .  .  . .  .H 1 « ­ x xs10
­wT
y sgn u t y k A u q « u y A k dt .  .  . .  .H 1 « « ­ x xs10
­ 2w
q sgn u y k A u q « u y A k dx dt .  .  . .HH « « « 2­ xQT
­w ­w
< <s u yk qsgn u yk f u , t yf k , t dx dt .  .  . .HH « « « 5­ t ­ xQT
­ 2w
q sgn u y k A u q « u y A k dx dt .  .  . .HH « « « 2­ xQT
­ uT «y sgn u t y k f u , t y f k , t y a u q « .  .  .  . .  .H 1 « « /­ x0
=w x , t n x dt .  .h xs1
T
y sgn u t y k A u q « u y A k .  .  . .  .H 1 « «
0
­ w x , t n x .  . .h
= dt G 0.
­ x xs1
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The limit for « ª 0 exists due to Lemma 4.3,
­w ­w
< <u y k q sgn u y k f u , t y f k , t dx dt .  .  . .HH  5­ t ­ xQT
­wT
q sgn g u y k A g u y A k dt .  .  . .H
­ x xs10
$ ­ u ­w
y sgn u y k a u dx dt .  .HH
­ x ­ xQT
$ ­ u
y sgn u t y k f u , t y f k , t y a u .  .  .  . .HH 1  /­ xQT
­ w x , t n x .  . .h
= dx dt
­ x
­ 2 w x , t n x .  . .hy sgn u t y k A u y A k dx dt G 0, .  .  . . .HH 1 2­ xQT
and for h ª 0 by Lemma 4.2,
$­w ­ u ­w
< <u y k q sgn u y k f u , t y f k , t y a u dx dt .  .  .  .HH  5 /­ t ­ x ­ xQT
$ ­ uT
q ysgn u t y k f g u , t y f k , t y a u w 1, t .  .  .  .  . .H 1  /­ x0
­w
q sgn g u y k y sgn u t y k A g u y A k 1, t dt G 0, .  .  .  .  . . . .1 5­ x
 .  w x.yielding integral inequality 2.14 . Here we used see 16 that
 .  .  ..  .sgn u y k A u y A k g BV Q , and thatT
­ ­
sgn u y k A u y A k s sgn u y k A u y A k .  .  .  .  .  . .  . .
­ x ­ x
$ ­ u
s sgn u y k a u .  .
­ x
 w x.is an absolutely continuous measure cf. 14, p.. 371 f. . From boundary
 . ` .condition 3.3 it follows that for all c g C 0, T there holds, using the0
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 .function m from 4.61 ,h
­ uT «
0 s a u q « y f u c t dt 4.65 .  .  .  . .H « bk «­ x0 xs0
­ ­ u«s y a u q « y f u c t m x dx dt .  .  .  . .HH « bk « h 5­ x ­ xQT
­ ­ u«s y a u q « y f u c t m x dx dt .  .  .  . .HH « bk « h 5­ x ­ xQT
­ u« Xy a u q « y f u c t m x dx dt .  .  .  . .HH « bk « h­ xQT
­ u ­ u« «s y q q t c t m x dx dt .  .  .HH h /­ t ­ xQT
­ u« Xy a u q « y f u c t m x dx dt. .  .  .  . .HH « bk « h­ xQT
Note that
­ u«
lim c t m x dx dt s y lim u c 9 t m x dx dt s 0, .  .  .  .HH HHh « h­ thª0 hª0Q QT T
and that
­ u«
q t c t m x dx dt .  .  .HH h­ xQT
­ uT 1 «F max q t ? max c t ? m x dx dt .  .  .H H h­ x0FtFT 0FtFT 0 0
­ u1 «F max q t ? max c t ? T max m x dx. .  .  .H h­ x0FtFT 0FtFT 0FtFT 0
The last integral vanishes for h ª 0. Furthermore, we have
­ u« Xy a u q « y f u c t m x dx dt .  .  .  . .HH « bk « h­ xQT
­
Xs y A u q « u y f u c t m x dx dt .  .  .  . .HH « « bk « h­ xQT
T xs1X <s y A u q « u cm dt .H xs0« « h
0
q A u q « u c t mY x dx dt .  .  . .HH « « h
QT
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q f u c t mX x dx dt .  .  .HH bk « h
QT
«ª0 Y Xª A u c t m x dx dt q f u c t m x dx dt .  .  .  .  .  .HH HHh bk h
Q QT T
$ ­ u
Xs y a u y f u c t m x dx dt .  .  .  .HH bk h­ xQT
$ ­ uThª0ª g a u y f u c t dt . .  .  .H bk /­ x0 xs0
 .  .Hence, condition 2.15 follows from 4.65 by taking the limit « ª 0.
From
­ u1 «
x , 0 dx .H
­ t0
­ ­ u1 «s y f u q q t u q a u q « x , 0 dx .  .  .  . .  .H bk « « « 5­ x ­ x0
1X « «F max f u x q q 0 u 9 x dx .  .  . . . Hbk 0 0
0FxF1 0
1 2« «q max a9 u x u 9 x dx .  . . .  .H0 0
0FxF1 0
1
« «q max a u x q « u 0 x dx .  . . . .H0 0
0FxF1 0
1X XF max f u q q 0 u x dx .  .  .Hbk 0
0FuF1 0
1 2Xq2 max a9 u u x dx .  . .H 0
0FuF1 0
1 Y Xq max a u q « u x dx q 15 u 0 q O « F M , .  .  .  .H 0 0 5
0FuF1 0
 .we may infer that the initial condition 2.16 is satisfied, since M is a5
constant depending only on the initial function u and its derivatives.0
Thus, the limit of the solutions of the viscous problems satisfies the
definition of generalized solutions; and the existence of a generalized
solution is shown.
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5. STABILITY AND UNIQUENESS OF GENERALIZED
SOLUTIONS
Before stating the stability theorem, we note two lemmata which are
needed in its proof.
w xLEMMA 5.1 16 . Let 0 - a F 1 be a constant and K be the subclass ofa
 .BV Q with the additional properties that e¨ery u g K is bounded and theT a
1ya  .measure m s a u is absolutely continuous on the set E of all pointsa c
where u is approximately continuous and can be expressed by a bounded
 .measurable density function p x, t ,
m E s p dx dt , . HHa
E
a  .where E is any measurable subset of E . Now let a u be locally Lipschitzc
 .  .continuous and u g K be a generalized solution of 2.1 to 2.4 . Then fora
almost all t g H,
$ ­ u
g a u 1, t s 0. .  . /­ x
Using Lemma 5.1, one can show the following result for two solutions:
a  ..  .LEMMA 5.2. Let a u t s 0 for t g H, a u locally Lipschitz continu-1
 .  .ous, and u, ¨ g K be generalized solutions of 2.1 ] 2.4 . Then for w ga
`  4 .C Q j 1 = H :T
$ $­ ­ u ­ ¨
lim w x , t n x sgn u y ¨ a u y a ¨ dx dt s 0. .  .  .  .  . .HH h  /q ­ x ­ x ­ xhª0 QT
 . a  .THEOREM 5.1 Stability of Generalized Solutions . Let a u be locally
 .Lipschitz continuous. If u and ¨ are generalized solutions of 2.1 with the
 .  .same boundary conditions 2.3 , 2.4 and the initial conditions
w xg u x , 0 s u x , g ¨ x , 0 s ¨ x a.e. in 0, 1 , 5.66 .  .  .  .  .  .  .0 0
then
1 1 w xu x , t y ¨ x , t dx F u x y ¨ x dx a.e. on 0, T . .  .  .  .H H 0 0
0 0
5.67 .
 .COROLLARY 5.1 Uniqueness of Generalized Solutions . Under the con-
 .  .ditions of Theorem 5.1., the initial-boundary ¨alue problem 2.1 ] 2.4 has at
most one generalized solution.
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w x Proof of Theorem 5.1. Modifying Theorem 2.1 of 14 see also Section
w x.4 of 17 , the following inequality holds for any nonnegative function
`  4 .w g C Q j 1 = P :0 T
­w ­w
< <u y ¨ q sgn u y ¨ f u , t y f ¨ , t .  .  . .HH  ­ t ­ xQT
$ $­ u ­ ¨ ­w
y a u y a ¨ dx dt G 0. 5.68 .  .  .5 /­ x ­ x ­ x
For sufficiently small h, we choose the test function
w x , t s 1 y m x c t q 1 y m x y n x c t , .  .  .  .  .  . .  .h 0 h h 1
` .where c , c g C 0, T , c , c G 0, supp c ; P and supp c ; H, ob-0 1 0 0 1 0 1
 .taining from 5.68
X X< <u y ¨ 1 y m c q 1 y m y n c .  .HH h 0 h h 1
QT
$ $­ u ­ ¨
qsgn u y ¨ f u , t y f ¨ , t y a u y a ¨ .  .  .  .  . /­ x ­ x
X X= ym x c t q c t y n x c t dx dt G 0. 5.69 .  .  .  .  .  . .h 0 1 h 1 5
 .With Lemma 5.2 and Lemma 4.2, 5.69 implies for h ª 0
< < X Xu y ¨ c t q c t dx dt 4 .  . .HH 0 1
QT
T
G sgn g u y g ¨ f g u , t y f g ¨ , t 1, t c t dt .  .  .  .  . .H 1
0
T
y sgn g u y g ¨ .H
0
$ $­ u ­ ¨
= f g u , t y a u y f g ¨ , t y a ¨ 0, t .  .  .  .  . /­ x ­ x
= c t q c t dt .  . .0 1
BURGER AND WENDLANDÈ236
T
s sgn g u y g ¨ f g u , t y f g ¨ , t 1, t c t dt .  .  .  .  . .H 1
0
T
y sgn g u y g ¨ q t g u y g ¨ 0, t c t q c t dt .  .  .  .  .  . .  .H 0 1
0
T
s sgn g u y g ¨ f g u , t y f g ¨ , t 1, t c t dt .  .  .  .  . .H 1
0
T
< <y q t g u y g ¨ 0, t c t q c t dt . 5.70 .  .  .  .  . .H 0 1
0^ ` _
 .G 0 because of q t F 0
By Theorem 2.2 and Lemma 5.1, we have
sgn g u y k y sgn u t y k f g u , t y f k , t G 0 .  .  .  . .1 5sgn g ¨ y k y sgn u t y k f g ¨ , t y f k , t G 0 .  .  .  . .1
a.e. on H f.a.a. k g R. 5.71 .
 .We see from 5.71 that these relations actually hold for all k g R. Now
we choose for t g H
¡g u if g u g I u t , g ¨ , . .1~u t if u t g I g u , g ¨ , .  .  .k s 1 1¢g ¨ if g ¨ g I u t , g u , . .1
to obtain
sgn g u y g ¨ f g u , t y f g ¨ , t .  .  . xs1
s sgn g u y g ¨ f g u , t y f k , t y f g ¨ , t y f k , t .  .  .  .  . .  . xs1
s sgn g u y g ¨ f g u , t y f k , t .  .  . xs1
y sgn g u y g ¨ f g ¨ , t y f k , t .  .  . xs1
s sgn g u y k f g u , t y f k , t .  .  . xs1
q sgn g ¨ y k f g ¨ , t y f k , t . 5.72 .  .  .  .xs1
 .  .By 5.71 , the right-hand side of 5.72 is nonnegative, i.e., there follows
< < X Xu y ¨ c t q c t dx dt G 0. 5.73 .  .  . .HH 0 1
QT
Now assume that 0 - t - ??? - t - T are the points where the test1 N
function c q c must necessarily vanish due to the disjoint supports of0 1
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 .their summands. Then 5.73 is equivalent to
< <u y ¨ c 9 dx dt G 0HH
QT
;c : c g C` 0, T , c G 0, c t s ??? s c t s 0. .  .  .0 1 N
5.74 .
 .  .  .  .Let 0 - s - t - t and choose in 5.74 c t s D t y s y D t y t1 1 1 h 1 h 1
 .  .with D from 4.60 . Then inequality 5.73 reads for sufficiently small hh
t 11
d t y s y d t y t u x , t y ¨ x , t dx t G 0, .  .  .  . .H Hh 1 h 1
0 0
from which we obtain for h ª 0
1 1
u x , t y ¨ x , t dx F u x , s y ¨ x , s dx. 5.75 .  .  .  .  .H H1 1 1 1
0 0
 .Now the transition to the interval t , t must be established. Let X [1 2 j
w x  4  . q y0, 1 = t , j s 1, . . . , N. By condition 2.17 in Theorem 2.1, u s u andj
¨qs ¨y hold H-almost everywhere on X ; hence for w s u y ¨ we have1
wqs wy H-almost everywhere on X as well, i.e.,1
w x , t s lim w x , t " d H y a.e. on X . .  .1 1 1
dª0
Thus,
1 1
u x , t y ¨ x , t dx s lim u x , t " d y ¨ x , t " d dx. .  .  .  .H H1 1 1 1
dª00 0
 .On t , t , there analogously holds for t - s - t - t :1 2 1 2 2 2
1 1
u x , t y ¨ x , t dx F u x , s y ¨ x , s dx. .  .  .  .H H2 2 2 2
0 0
 .Consequently, 5.75 is valid even for 0 - s - t - t . Repeating the1 1 2
arguments developed above for X to X yields the assertion of Theo-2 N
rem 5.1. Setting u s ¨ yields uniqueness as proposed in Corollary 5.1.0 0
Remark. It was shown that the boundary condition at x s 0 formulated
 .in Section 2, 2.3 , is assumed pointwise by the generalized solution for
w xalmost all t g 0, T , such that the discharge can in fact be controlled by
 .the choice of q t . While the entropy boundary condition at x s 1 is inÃ
general valid for smooth flux density functions, the stability proof makes in
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 .  .  .5.70 explicit use of the assumption q t F 0 m q t F 0, which corre-Ã
sponds to an outflow condition at x s 0. This condition is essential for the
stability and the uniqueness of the generalized solution, as we can easily
give an example for q ) 0 where a generalized solution satisfying Defi-
 .  .nition 2.1 fails to be unique. To this end, consider a u ' 0, f u sbk
2 .  .yu 1 y u , q t s q s 0.1, u ' 0, and u ' 0. Clearly u ' 0 is a0 1 1
generalized solution of the corresponding initial-boundary value problem,
but so is
0, x ) qt
u x , t s .2  1, x - qt ,
as the jump satisfies the conditions postulated by Theorem 2.1. The choice
q ) 0 would correspond to the inflow of suspension of generally unknown
concentration at x s 0.
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