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VoxSegNet: Volumetric CNNs for Semantic Part
Segmentation of 3D Shapes
Zongji Wang, Feng Lu, Member, IEEE
Abstract—Voxel is an important format to represent geometric data, which has been widely used for 3D deep learning in shape
analysis due to its generalization ability and regular data format. However, fine-grained tasks like part segmentation require detailed
structural information, which increases voxel resolution and thus causes other issues such as the exhaustion of computational
resources. In this paper, we propose a novel volumetric convolutional neural network, which could extract discriminative features
encoding detailed information from voxelized 3D data under a limited resolution. To this purpose, a spatial dense extraction (SDE)
module is designed to preserve the spatial resolution during the feature extraction procedure, alleviating the loss of detail caused by
sub-sampling operations such as max-pooling. An attention feature aggregation (AFA) module is also introduced to adaptively select
informative features from different abstraction scales, leading to segmentation with both semantic consistency and high accuracy of
details. Experiment results on the large-scale dataset demonstrate the effectiveness of our method in 3D shape part segmentation.
Index Terms—shape analysis, semantic segmentation, convolutional neural networks, volumetric models
F
1 INTRODUCTION
In the past few decades, with the advances in user-friendly
3D modeling tools (e.g., SketchUp) and low-cost 3D shape
capturing devices, the amount of available 3D shapes on the
Internet has increased significantly. This has induced much
research interest in 3D shape analyzing and understanding,
for which 3D shape semantic segmentation is considered as
a fundamental yet challenging task. 3D shape segmentation
can be defined as the partition of a 3D shape into mean-
ingful parts, which could greatly benefit a large number of
applications such as modeling [1], [2], [3], shape editing [4],
[5] and object classification [6].
The quickly increasing 3D models on the Internet also
provide the opportunity to introduce deep learning meth-
ods into the field of 3D shape analysis. Inspiring by the
success of convolutional neural networks (CNNs) on vari-
ous computer vision tasks such as image classification [7],
semantic segmentation [8], and image caption generation
[9], an intuitive idea for 3D deep learning is to apply CNNs
to extract high-quality 3D geometric features. However,
directly applying CNNs to 3D shapes faces obstacles, one
of which is the irregular data formats of 3D shapes.
In order to solve the problem due to irregular 3D for-
mats, several different representations for 3D shapes are
investigated. Volumetric representation depicts a shape’s occu-
pancy in a gridded cubic space, thus 3D convolution could
be applied to a voxelized shapes [10], [11]. Multi-view repre-
sentation models a 3D shape by a set of 2D images rendered
from different viewpoints, which could be fed into 2D CNNs
[12], [13], [14]. For triangular mesh representation, there are
methods extending the CNNs to the graphs defined by the
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mesh [15], [16], [17]. Such convolution is conducted in a non-
Euclidean space, extracting features robust to isometric de-
formation. Without 3D convolution, there are also methods
directly processing unorganized point sets in 3D. In PointNet
[18], all 3D points are processed individually sharing the
same set of network weights, and then global operation such
as max pooling is applied to extract global features.
Why volumetric. Volumetric data naturally encode the
spatial distribution of 3D shapes. Similar to the pixels in
a bitmap, voxels excel at representing regularly sampled
spaces, explicitly describing the spatial relationships be-
tween elements forming a shape. This makes it convenient
to apply 3D convolution on voxels. In addition, volumetric
data could be transformed from other 3D data formats
through an effortless sampling procedure, which demon-
strates its generalization ability. These advantages make vol-
umetric representation a good choice for 3D deep learning.
Besides the volumetric representation, meshes and point
clouds are popular 3D data formats. However, mesh convo-
lution methods require smooth manifold meshes as input,
which is not so common in today’s large shape collections.
Point clouds lack neighborhood structure, making it hard to
extract contextual information from. Although multi-view
representation agrees with the human’s habit of observing
3D shapes through visual cues, the viewpoint selection
and lighting parameters influence the system’s robustness.
Therefore, in this paper, we select volumetric representation
to model the 3D shapes.
Nowadays, volumetric CNNs have already gained suc-
cess in shape classification and retrieval [10], [11], [19]. Al-
though detailed structures have been lost during the convo-
lution procedure, the features encoding global information
are already sufficient for tasks like classification. However,
for part segmentation, it is desired to preserve as much
detailed information as possible, motivating recent papers
[20], [21], [22] to work on high resolution volumetric data.
To reduce the expensive computational and memory cost
ar
X
iv
:1
80
9.
00
22
6v
1 
 [c
s.C
V]
  1
 Se
p 2
01
8
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 2
caused by larger voxel resolution (e.g., 64 or larger), they
have to use either more complex data formats such as octree
or carefully designed convolutional operation. But there is
still inevitable loss of detailed information due to the sub-
sampling during feature extraction.
In this paper, we propose a novel deep network architec-
ture (VoxSegNet) for volumetric semantic segmentation. The
key idea of our method is to extract discriminative features
encoding detailed information under a limited resolution.
To this purpose, we propose two network modules. First,
a Spatial Dense Extraction (SDE) module is designed to
extract discriminative features from sparse volumetric data.
Without reducing the spatial resolution, this module effec-
tively alleviates the loss of detailed structural information
caused by sub-sampling operations in CNNs. Second, we
introduce an Attention Feature Aggregation (AFA) module,
which uses attention mechanism to aggregate features ac-
cording to their different levels of abstraction. This module
enables us to contextually select more informative compo-
nents from an input signal. Integrating the above modules,
our method could obtain dense prediction with both seman-
tic consistency and high accuracy of details.
The contributions of this paper include: 1) A novel ap-
proach for volumetric object semantic segmentation which
integrates the Spatial Dense Extraction and the Attention
Feature Aggregation. 2) A volumetric feature extraction
method which could preserve detailed structural informa-
tion. 3) An attention-based feature aggregation method to
adaptively select informative features from different ab-
straction levels. 4) Experiments on the large-scale dataset
demonstrate the effectiveness of our method in 3D shape
part segmentation.
2 RELATED WORK
3D shape part segmentation has long been studied. Many
early researches for mesh segmentation have a major con-
cern finding a single effective feature for mesh label identi-
fication [23], [24], [25], [26], [27], [28]. However, the meshes
in different 3D models may vary remarkably. A single
feature is often insufficient to cover all kinds of scenarios.
To address this problem, Kalogerakis et al. [29] presented a
learning-based method to segment and label 3D meshes by
combining various geometric features. Later, Guo et al. [30]
applied deep CNNs to a group of hand-engineered geomet-
ric features organized into a 2D matrix. These methods rely
on human-designed geometric features extracted from high
quality smooth manifold meshes. In this section, we mainly
cover works of shape part segmentation using deep learning
methods.
Recently, with the availability of large-scale 3D shape
collections, there have been increasing research interest in
solving 3D shape analyzing tasks via deep learning meth-
ods. Volumetric representation of 3D shapes makes it conve-
nient to automatically extract deep features from raw data.
Wu et al. [11] trained a convolutional deep belief network on
voxelized shapes for object classification, shape completion
and next best view prediction. Maturana et al. [10] and Qi
et al. [19] proposed volumetric CNN architectures to learn
discriminative features to identify or classify shapes. These
methods restricted their input voxel data to a limited grid
size like 303 or 323, due to the high computational and
memory cost. Li et al. [31] proposed a field probing scheme
to simultaneously train the weights and locations of the
filters, reducing the computational complexity. Graham et
al. [22], [32] utilized the 3D sparse CNNs that apply CNN
operations to active voxels. Riegler et al. [20] presented a
non-uniform volumetric representation utilizing the concept
of octree structure, making it possible to compute 3D CNNs
with high-resolution inputs. Recently, Wang et al. [21] pre-
sented a 3D CNN based on octree representation, which can
largely improve the computation efficiency.
Although volumetric CNNs have been widely used in
tasks like shape classification and retrieval, it is relatively
less prefered in semantic segmentation. Partially because
the limited spatial resolution may set an upper bound to the
non-trivial fine-grained and dense prediction task. With the
sparsity of volumetric data being studied, it becomes possi-
ble to compute high-resolution 3D CNNs more efficiently.
Several works paid attention to 3D CNNs for semantic
segmentation. Riegler et al. [20] performed 3D semantic
segmentation on a colored 3D point cloud facades dataset.
The point clouds were mapped to grid-octree structure and
then fed into a U-shaped encoder-decoder convolutional
neural network to predict the label for each voxel. Wang et
al. [21] also used a U-shaped convolutional neural network
for shape part segmentation, achieving the state-of-the-art
results with the 643 resolution of leaf octant. In [22], utilizing
submanifold sparse convolution, the authors trained FCN
[8] and U-Net [33] for part semantic segmentation of vox-
elized volumes. While inputs with high-resolution benefit
part segmentation task, there would be inevitable loss of
detailed information due to the sub-sampling operation
during feature extraction.
Besides the volumetric CNNs, there are methods seg-
menting point clouds without voxelizing the input. Point-
Net [18] operated on unordered points set directly. The
independently processed points are aggeregated into global
feature by max-pooling. In the following work PointNet++
[34], the authors improved PointNet by incorporating lo-
cal dependencies and hierarchical feature learning in the
network. Kd-Networks [35] built a Kd-tree by recursively
partitioning the space along the axis of the largest variation
on the input point clouds. Huang et al. [36] proposed a
Recurrent Slice Network (RSNet) to directly segment point
clouds. The sliced points were input to a stack of bidirec-
tional RNNs sequentially, generating features by interacting
with neighboring points.
3 METHOD
3.1 Problem statement
A voxelized shape can be easily obtained from a point cloud
or a triangular mesh, capturing the spatial occupancy within
a 3D space regularized to 3D lattices. Denote Vi,j,k as the
state value on the specific discrete voxel coordinate (i, j, k),
reflecting the state whether this grid is occupied. This is
an intuitive and effective representation for a 3D object,
without suffering from the variance introduced by different
meshing methods or the lack of topology introduced by
point clouds representation.
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Fig. 1. An overview of the proposed Voxel Segmentation Network (VoxSegNet). (a) depicts the main network architecture. The input voxelized shape
is passed through the Spatial Dense Extraction units to extract multi-scale features preserving detailed information. Some of the visualized filter
responses are shown within the units. After that, the features from different extraction stages are combined by the Attention Feature Aggregation
units. Finally, three 1×1×1 convolutional layers are used to predict part labels for each voxel. In (b), the inner structure of the Atrous Residual Block
(ARB) is presented. ARB is the basic component of the Spatial Dense Extraction unit. (c) is the inner structure of the Attention Feature Aggregation
unit. This unit utilizes high stage filters to guide the feature selection of low stage.
Given a 3D object represented by volumetric matrix V ,
the goal of part segmentation is to assign a part category
label to each occupied element {v ∈ V |Vlocation(v) = 1}. In
this paper, we design a deep learning framework to model
the function f(v) = l, where f : V 7→ L, l ∈ L and L =
{1, 2, . . . ,K} is the set of part labels.
3.2 Network Architecture
Our full network architecture is visualized in Figure 1.
Taking the voxelized shape as input, the Spatial Dense
Extraction (SDE) units are used to extract discriminative
features encoding detailed information from raw data. As
shown in Figure 1 (a), an SDE unit consists of stacked Atrous
Residual Blocks (ARBs) with user specified dilation rates
for each ARB. The inner structure of an ARB is depicted in
Figure 1 (b). The 1 × 1 × 1 convolutional layers are used to
change the channel number of feature maps, reducing the
computational complexity of the atrous convolutional layer.
Batch normalization and ReLU activation are used after the
first 1 × 1 × 1 convolutional layer as well as the atrous
convolutional layer. The sequence of SDEs extract multi-
scale features, which encode information from low-level
geometry to high-level semantics and preserve the spatial
resolution of input signals. Such features from different
extraction stages are combined by the Attention Feature
Aggregation (AFA) units. In an AFA unit, after concate-
nation between feature maps from high- and low- stages,
global pooling layer is applied to abstract features channel-
wise. Then, fully connected layers are used to compute the
attention weights for low-stage features. Finally, stacked
1×1×1 convolutional layers are used to predict the semantic
label per voxel, which could be considered as Multilayer
Perceptrons (MLPs). Using Softmax as the cost function, the
optimization goal can be represented as min
θ
J(θ):
J(θ) = − 1
m
m∑
i=1
K∑
j=1
1{y(i) = j}log e
fˆj(v
(i)|θ)∑K
l=1 e
fˆl(v(i)|θ)
, (1)
where y(i) is the ground truth label of voxel i, fˆj(·) is the
last layer output in channel j, and m is the voxel number of
the input 3D shape.
Our network has two key modules: the Spatial Dense
Extraction (SDE) and the Attention Feature Aggregation
(AFA). In the rest of this section, we detailedly introduce
the characteristics of the proposed modules.
3.3 Atrous Convolution in 3D
Convolutional Neural Networks (CNNs) have shown
promising performance in both 2D and 3D semantic seg-
mentation. However, the previous methods [8], [21], [22],
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Fig. 2. Atrous convolution may face problem extracting discriminative
features from sparse data. Without loss of generality, we take a 2D case
as an example. An atrous kernel with dilated rate 3 is used to extract
features from an airplane boundary image. At three locations (a), (b),
and (c), only the weight at the center of the kernel is activated, resulting
in the same convolution value. This means the filter is failed to capture
different local patterns from the sparse boundary image.
[33] usually use CNNs in a fully convolutional fashion,
which introduces spatial pooling and strided convolution
repeatedly, thus, would reduce the spatial resolution of the
extracted feature maps. The semantic segmentation is a
dense prediction task in which a high-resolution output is
desired. In order to recover the spatial resolution from the
feature maps, upsampling methods like upconvolution and
unpooling are proposed. But the predicted results recovered
from low-resolution feature maps still suffer from problems
such as blur and edge misalignment.
Atrous (dilated) convolution is originally introduced in
algorithme a`trous, which is an algorithm for wavelet decom-
position. Recently, it is widely applied in 2D segmentation
tasks to extract semantic-rich feature maps, instead of using
stacked spatial pooling and strided convolution [37], [38].
Atrous convolution could enlarge the receptive field by
inserting ‘holes’ in the convolutional kernels, thus is able
to avoid down-sampling operations and benefit from fewer
training kernel factors (sparse kernel). We would like to take
advantage of atrous convolution in 3D shape analysis.
In 3D, atrous convolution is defined as:
g[i, j, k] =
L∑
l=1
M∑
m=1
N∑
n=1
f [i+ rl, j + rm, k + rn]h[l,m, n],
(2)
where f [i, j, k] is the input signal, g[i, j, k] is the output
signal, h[l,m, n] denotes the filter of size L ×M × N , and
r ∈ Z+ corresponds to the dilation rate used to sample
f [i, j, k]. In a deep CNN, the feature maps in lower lay-
ers contain more spatial structural information due to the
small filed-of-view, while the ones in higher layers contain
more high-level semantic information [39]. By changing the
dilation rate, we cloud control the filed-of-view of corre-
sponding convolutional kernel easily.
The traditional convolutional network is usually applied
to data like photos and videos, which frequently comprise
densely populated grids. However, voxelized volumes of
a 3D object often have sparse structure, since the corre-
sponding surface mesh representation can be modeled as 2D
manifolds in a 3D Euclidean space. Notice that the main idea
of dilated convolution is to insert ‘holes’(zeros) between
pixels (or voxels) in convolutional kernels to enlarge the
receptive fileds. The atrous convolutional kernel would only
capture the information with non-zero weights. With the
dilation rate increasing, the non-zero weights in the kernel
become further in location. While applying to data with
sparse spatial structure, it is highly possible an atrous kernel
could not cover any local information due to the sparsity
of both the input signal and the kernel weights. In Figure 2,
a 3 × 3 2D atrous convolutional kernel with dilation rate
3 is used to extract features from the 2D boundary of an
airplane (boundary image has sparse structure). As we can
see, the filter is failed to capture the discriminative features
from different local patterns (a), (b) and (c). Specifically,
only the center of the kernel is activated at each of these
locations, thus degenerating the atrous convolution to 1× 1
convolution. This effect could decrease the robustness and
discrimination of the extracted features. A detailed discus-
sion could be found in Section 4.3.
3.4 Spatial Dense Extraction
Inspired by [40], we introduce the Spatial Dense Extrac-
tion (SDE) unit to alleviate information loss caused by
sparse kernels. In detail, an SDE unit consists of multiple
stacked atrous convolutional layers with dilation rates of
[r1, r2, ..., rn] and kernel size K × K × K . The final size
of the receptive field of an SDE should fully cover a cubic
region without any holes.
To model the sparsity of an atrous convolutional kernel,
the “maximum distance between active weights” is defined
as
Ml = max[|Ml+1 − 2rl|, rl],
Mn = rn,
(3)
in which | · | returns 1-norm value, and l ∈ {1, 2, ..., n}
represents the layer index in the SDE. In 1-D situation, the
nearest active weights from a higher layer’s atrous kernel
define a line segment. And current layer’s active weights
split this line segment into at most two kinds of segments,
depending on their lengths: the distance between current
layer’s active weights rl, and that between active weights
from current layer and higher layer |Ml+1 − 2rl|.
In order to get full coverage fields in the top layer of an
SDE, r and M should subject to several conditions:
1 ≤ r1 ≤ r2 ≤ · · · ≤ rn,
M2 ≤ K. (4)
With M2 not greater than the kernel size (active notes
number along an axis), for an extreme condition, the holes
would always be filled by the lowest layer convolution with
dilation rate r1 = 1 in an SDE.
Different from 2D images which contain dense and
smooth signals, 3D volumetric shapes are sparse, making
it harder to extract discriminative features using sparse
kernels. Using stacked atrous kernels with dilated rates
subjecting to equation 4, the features could be ensured to
encode discriminative information from the sparse 3D data.
In our network architecture, the spatial dense extraction is
the basic component to extract different stages of features
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from the input voxelized volumes. In one stage, we use
three residual blocks [41], each of them is a bottleneck
structure with an atrous convolutional layer with dilation
rate rl. For example, we can build an SDE unit with dilation
rates r = [1, 2, 3], in which there are three residual blocks
stacked together with dilation rate [r1 = 1, r2 = 2, r3 = 3]
respectively. We use multiple SDE units to extract different
stages of multi-scale features.
3.5 Attention Feature Aggregation
In convolutional neural networks, features from deep layers
learn more about high-level semantic information, while
features of shallow layers keep rich spatial structural details.
To accurately segment an object into semantic parts, it is nec-
essary to combine multi-level features together. However,
previous encoder-decoder networks for fine-grained and
dense tasks usually directly integrate multi-level features
indiscriminately (e.g., U-Net [33]). The equal weights for
different channels of integrated features are defective due to
the redundant details and distractions from different parts.
To address the problem, we propose the Attention Fea-
ture Aggregation (AFA) unit leveraging attention mecha-
nism [42], [43], which could extract the informative features
and suppress the indiscriminative ones. As shown in Figure
3, the AFA unit takes both low- and high-stage feature maps
as input to compute the channel attention weights. Then,
the low-stage feature maps are re-weighted by the channel
attention weights and added to the high-stage ones. Using
the high-level semantic information to guide the selection
of low-level detailed information, multi-scale features with
stronger discriminative ability are aggregated, leading to
a segmentation which is both semantically consistent and
accurate.
To formulate the attention feature aggregation, we un-
fold convolutional features f as f = [f1, f2, ..., fC ], where
fi ∈ RW×H×D is the ith slice of f and C is the channel
number. First, the input feature maps from two feature
extraction stages are concatenated and then passed through
a global average pooling layer to extract the channel-wise
global context:
z =
1
W ×H ×D Jf (s), f (s+1)K, (5)
in which J·K means concatenation, f (s) is the feature maps
from the sth extraction stage, and z ∈ RCs+Cs+1 is the
channel-wise global feature vector. Then, two fully con-
nected layers are exploited to learn the aggregated feature
of each channel:
u1 =W1 • z+ b1,
u2 =W2 •ReLU(u1) + b2, (6)
where • denotes matrix multiplication, W1 ∈
RCs×(Cs+Cs+1) and W2 ∈ RCs×Cs are fully connected
weights, b1,b2 ∈ RCs are the bias parameters. To define
the attention for the channels of feature maps, a Sigmoid
operation is applied to u2 to generate attention of each
channel i:
a(i) =
eu2(i)
eu2(i) + 1
, (7)
where u2(i) is the feature of channel i and a ∈ RCs is the
channel-wise attention vector.
Global 
pooling
×
Fully connected
(s+1)f
(s)f
Attention vector
Re-weighted 
features
＋
Aggregated 
features
Fig. 3. Architecture of attention feature aggregation. f (s) and f (s+1)
are feature maps from two adjacent SDE stages. The low-stage feature
maps f (s) are re-weighted by attention vector, and then added to the
high-stage ones, generating more informative aggregated features.
In the decoding phase of our method, attention fea-
ture aggregation units are applied progressively between
adjacent spatial dense extraction (SDE) units. The attentive
information from one unit serves as a guidance for the next
to adaptively generate new attentions. Finally, multi-level
features are aggregated to form a more discriminative ones:
f˜ (s) = f (s) • a⊕ f (s+1), (8)
in which ⊕ represents element-wise addition operation.
In the prediction phase, unit stride convolutional layers
followed by a Softmax operation are used to generate the
voxel-wise part label prediction.
4 EXPERIMENTS AND DISCUSSION
Dataset. We conduct an experiment on a large-scale shape
part annotation dataset introduced by Yi et al. [44], which
augments a subset of the ShapeNet models with seman-
tic part annotations. The dataset contains 16 categories of
shapes, with 2 to 6 parts per category. In total there are
16, 881 models and 50 parts. Wang et al. [21] augmented
the dataset by projecting the point label back to the triangle
faces of the corresponding 3D mesh, and condense the point
cloud by uniformly re-sampling the triangle faces. We use
the same augmented dense point clouds data to generate
voxel data, and use the same training/test split with [44].
Training details. In a data preprocessing step, each point
cloud is centered and rescaled to a unit sphere. After that,
the normalized point cloud is voxelized into a 3D grid with
a user-specified size. In this paper, we use voxel size 48. The
dilation rates of the three SDE units in our VoxSegNet are
set to be [1, 1, 1], [1, 3, 5], and [1, 3, 5] respectively. We train
the network using Adaptive Moment Estimation (Adam)
optimization [46] with batch size 4. The initial learning rate
is 0.001, β1 is 0.9, β2 is 0.999, and  is 10−8. We augment
the training data by rotating each shape npi/6 around the
upright axis, where n ∈ {0, 1, 2, . . . , 11}.
4.1 Comparison to state-of-the-arts
To evaluate the part segmentation quality, the predicted
results of voxelized volumes are projected to the corre-
sponding point clouds. We then compute the Intersection
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Fig. 4. Qualitative comparison between PointNet++ and our method (VoxSegNet) on object-part segmentation.
over Union (IoU) as the metric. Specifically, for each shape,
all the part class IoUs are averaged to obtain the object IoU.
Per category average IoU is computed by averaging across
all shapes with the certain category label. Then an overall
average IoU is computed through a weighted average of
per category IoU. The weights are just the number of shapes
in each category.
The numerical comparison is conducted with a learning-
based technique [44] which uses per-point local geometric
features and correspondences between shapes, and five
recent deep learning based methods [18], [21], [22], [34], [45].
As shown in Tabel 1. Our proposed method performs better
or comparable to other methods in most of the categories.
Specifically, we achieve the best overall average IoU. And
in individual categories, we rank the best in 9 out of 16
categories, the second best in 3 categories, and the third
in the rest 4 categories. We achieve promising object part
predictions without post-processing such as Conditional
Random Field (CRF) refinement as is done in O-CNN [21].
Figure 4 presents some examples of segmentation results
of our VoxSegNet compared with those of PointNet++ [34].
As we can see, our results are visually better in most cases.
Specifically, the boundary between different parts can be
separated more accurately. For example, the lamp base,
head, and the connection part are predicted properly by our
method, while the PointNet++ result shows some artifacts
around the lamp head (see the right-bottom of Figure 4). In
addition, our VoxSegNet can separate out the fin (near the
rocket nose) from the frame of the rocket while PointNet++
cannot. Similar observations can be made for other shapes
such as the motorbike, pistol, and bag, etc.
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TABLE 1
Object part segmentation results, measured by averaged IoU (%).
mean plane bag cap car chair e.ph. guitar knife lamp laptop motor mug pistol rocket skate table
# shapes - 2690 76 55 898 3758 69 787 392 1547 451 202 184 283 66 152 5271
Yi2016 [44] 81.4 81.0 78.4 77.7 75.7 87.6 61.9 92.0 85.4 82.5 95.7 70.6 91.9 85.9 53.1 69.8 75.3
SpecCNN [45] 84.7 81.6 81.7 81.9 75.2 90.2 74.9 93.0 86.1 84.7 95.6 66.7 92.7 81.6 60.6 82.9 82.1
PointNet [18] 83.7 83.4 78.7 82.5 74.9 89.6 73.0 91.5 85.9 80.8 95.3 65.2 93.0 81.2 57.9 72.8 80.6
PointNet++ [34] 85.1 82.4 79.0 87.7 77.3 90.8 71.8 91.0 85.9 83.7 95.3 71.6 94.1 81.3 58.7 76.4 82.6
SSCN [22] 86.0 84.1 83.0 84.0 80.8 91.4 78.2 91.6 89.1 85.0 95.8 73.7 95.2 84.0 58.5 76.0 82.7
O-CNN [21] 85.9 85.5 87.1 84.7 77.0 91.1 85.1 91.9 87.4 83.3 95.4 56.9 96.2 81.6 53.5 74.1 84.4
Ours 87.5 86.2 88.7 91.9 79.8 92.0 76.5 92.0 86.4 84.2 96.1 78.4 96.3 83.7 65.4 77.0 86.2
(Bold number: the highest score; underlined number: the second highest score)
Fig. 5. Visualization of filter responses from different feature extraction stages. For each row, (a) is the input voxelized shape; (b1) and (b2) show
filter responses from the first SDE module; (c1), (c2), and (c3) show filter responses from the second SDE module in feature extraction procedure
of the proposed segmentation network. Note that low-stage filters capture geometric patterns while high-stage ones capture regions with semantic
meanings, which could demonstrate the effectiveness of our proposed feature extraction module.
4.2 Visualization and analysis
For image understanding using deep convolutional neural
networks, it is known that the learned filters are activated
when important image features appear. And the filters in
different convolutional stages capture different levels of
features. In other words, filters in the first convolutional
layer are usually activated by the object edges in the image,
while the higher level layer’s filters capture more complex
patterns [47]. A similar phenomenon can be observed on
our VoxSegNet, and it helps us to intuitively understand
the segmentation network.
In Figure 5, we visualize some filters in different fea-
ture extraction stages of VoxSegNet by color-coding the
responses to the input voxelized shapes. In detail, (a) is the
input voxelized shape. For the first feature extraction stage,
(b1) and (b2) are the responses of two filters which capture
low-level geometric patterns. While the responses of filters
from the second feature extraction stage (c1), (c2), and (c3)
show the filters’ ability to capture high-level shape features.
For example, in the first row of Figure 5, filter (b1) tends to
capture large planar regions such as wings of an airplane,
filter (b2) tends to capture sharp and pointed areas. In stage
two, filters tend to capture regions possessing semantic in-
formation, discriminating wings (c2) from fuselage (c3) and
engines (c1). Similar observations can be made for the other
two samples. Note that for the chair in the third row, despite
that the leg and the back both consists of bars with similar
low-level geometric features, (c1) and (c3) discriminate them
successfully.
4.3 Ablation study
U-Net is a popular network structure for encoder-decoder.
After the encoding phase, a U-Net uses upsampling meth-
ods such as deconvolution and unpooling to obtain fea-
ture maps with higher spatial resolution. During decoding
phase, by concatenating the feature maps with the corre-
sponding ones from the encoding phase through skip con-
nections, the information loss caused by large convolution
strides and pooling operation could be alleviated to some
extent. In this section, we use U-Net as a baseline method.
And the performances of several network structures are
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Fig. 6. Visualization of filter responses from different ARB modules in
Atrous 3DCNN. For each row, (a) is the response for the first ARB
module; (b) for the second ARB module ; (c) for the third ARB module.
The responses show filters in higher layer ARB could capture more
discriminative local patterns.
compared in order to investigate the effect of the proposed
modules.
In detail, we experiment on the following network archi-
tectures:
1) U-Net 3DCNN. We use the plain encoder-decoder
architecture as a baseline. In the encoding phase, 3D convo-
lution with kernel size 3 followed by a batch normalization
layer and a Rectified Linear Unit (ReLU) activation layer are
used to extract features. And then a max-pooling layer with
stride 2 is applied to the feature maps, reducing the spatial
size to a half in order to increase the receptive field. The
encoding phase contains three such (conv, bn, relu, pooling)
blocks. In the decoding phase, we apply 3D deconvolution
(transpose convolution) to the encoded feature maps with
kernel size 3 and stride 2. Batch normalization and ReLU
activation are also conducted after deconvolution. The fea-
ture maps are concatenated with those from the encoding
phase with the same spatial size, as the input to the next
deconvolutional layer. The decoding phase consists of three
(deconv, bn, relu) blocks. After that, three stacked 3D con-
volutional layers with unit kernel size and unit stride are
applied to get the voxel-wise prediction. This architecture
achieves good object part segmentation results with average
IoU of 83.97%.
2) Atrous 3DCNN. Instead of large convolution strides
and spatial pooling which could introduce information loss
during feature extraction, dilated convolution is utilized to
enlarge receptive field and preserve the spatial resolution
simultaneously. In the atrous 3DCNN architecture, three
Atrous Residual Blocks (ARBs) with dilated rates 2, 3, 4
respectively are applied to extract features from different
scales. Similar to U-Net, we call this part the feature encod-
ing phase. After that, three residual blocks with skip layer
connections to the encoding phase feature maps are used to
aggregate different levels of features just like U-Net.
Intuitively, there should have been some improvement
with the spatial resolution being preserved. However, we
observe no better performance than U-Net 3DCNN. In order
to investigate the reason, we visualize the filters by color-
coding the responses to the input shape, just like what we
do in CNN visualization (Section 4.2). In Figure 6, (a) is the
filter response from the first ARB with dilated rate 2. (b) and
(c) are the filter responses from the second and third ARBs.
As we can see, the filters in the first ARB (a) are activated in
Fig. 7. Our proposed attention feature aggregation (AFA) benefits part
segmentation. There are several comparisons between segmentation
results with and without AFA. For each object category, the first column
is the direct concatenation result (SDE+concat); the second column
is the attention feature aggregation result (SDE+AFA); and the third
column is the ground truth segmentation. The comparison regions are
highlighted by red boxes.
many regions across the input shape, which indicates that
the filters are failed to capture discriminative features. Those
less effective feature maps are then concatenated to higher
layer feature maps by skip layer connection, decreasing the
quality of the features. As discussed in Section 3.3, for the
input data with sparse structure, it is highly possible that an
atrous kernel could not cover local information due to the
sparsity of both the input signal and the kernel weights. We
also find that (b) and (c) demonstrate more discriminative
filter responses (the activation distributed on certain pat-
terns). Therefore, we assume stacked atrous convolutional
layers could extract more robust features.
3) SDE+concat. To capture robust features from the
sparse volumetric data, this network architecture uses three
atrous residual blocks to form a Spatial Dense Extraction
(SDE) unit. The encoding phase consists of two SDE units
with dilated rates [1, 1, 1] and [1, 3, 5] respectively. The first
SDE unit extracts local features, while the second SDE unit
extracts features encoding long-range information. After
that, the different levels of features are concatenated di-
rectly along the feature channel axis. Finally, the combined
feature maps are fed to three stacked 3D convolutional
layers with unit kernel size and unit stride to get the voxel-
wise prediction. This architecture achieves average IoU of
84.34% (+0.37% compared to baseline), demonstrating the
effectiveness of our proposed SDE to extract features from
sparse voxel data.
4) SDE+AFA. Similar to SDE+concat network, this ar-
chitecture uses SDE to extract different levels of features. In
feature aggregation step, instead of direct concatenation, the
Attention Feature Aggregation (AFA) is applied to combine
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TABLE 2
Comparison between different network architectures
Method IoU
Precision
(> 3 labels)
Recall
(> 3 labels)
U-Net 3DCNN 83.97 90.76 92.92
Atrous 3DCNN 83.71 91.14 92.40
SDE+concat 84.34 91.01 93.01
SDE+AFA(2) 86.24 92.12 93.27
SDE+AFA(3) 87.46 92.98 93.72
U-Net 3DCNN
Atrous 3DCNN
SDE+concat
SDE+AFA(2)
VoxSegNet: 
(SDE+AFA(3))
Recall
P
r e
c i
s i
o n
0.924 0.926 0.928 0.930 0.932 0.934 0.936 0.938
0.905
0.910
0.915
0.920
0.925
0.930
Fig. 8. Visualized precision-recall comparison between different network
architectures (on categories with more than 3 part labels).
the features extracted by different spatial dense extraction
units. As multi-scale context is introduced, for a certain scale
of thing, the features have different extent of discrimination.
The attention mechanism could select the discriminative
and effective features according to inputs. Specifically, the
low-stage feature maps are re-weighted with the help of
high-stage features before combination. Since the high-
stage features usually capture high-level semantic regions,
through attention feature aggregation, the low-stage feature
maps activated by basic geometric patterns could be se-
lected to better discriminate semantic parts. This architec-
ture achieves average IoU of 86.24% (+1.90% compared to
SDE+concat).
In figure 7, several part segmentation results with and
without the use of attention feature aggregation are pre-
sented. As we can see, with the help of AFA, the miss
predicted chair back could be separated from the chair leg
which shares similar low-level geometric patterns. Similar
observations can be made for other shapes such as hat and
car. That demonstrates the effectiveness of attention feature
aggregation operation for semantic discriminative features
extraction.
The performances of these network architectures are
reported in table 2. In that table, besides the average IoU
across all categories, we also compute the precision and
recall values on a subset of object categories with more than
3 part labels (Airplane, Car, Chair, Lamp, and Motorbike).
The corresponding precision-recall values are visualized in
Figure 8. In summary, To evaluate the effect of our proposed
Chairs with armsChairs with connected legs
Chairs with solid backChairs with hollow back
Fig. 9. Fine-grained clustering results using the proposed part-based
features. This is a t-SNE visualization. We can observe that the chairs in
the same dashed box share similar geometric structure, which demon-
strates the good description ability of part-based features.
modules, we add SDE and AFA to the baseline network
gradually. Comparing baseline (U-Net) with the proposed
networks, it is clear that leveraging SDE and AFA improves
the performance by a large margin. The results show that
each of our proposed modules can improve the performance
of the corresponding network. We also find the network
structure with three SDE units (applied in our VoxSegNet)
outperforms that with two SDE units, utilizing more infor-
mation from different scales. It also has a larger perceptive
filed of 43 voxels with input spatial resolution of 48.
4.4 Application: fine-grained shape clustering
With the emergence of large shape collections, the shapes
within each category exhibit significant variation. For exam-
ple, chair models from the Trimble 3D Warehouse could be
further classified into sub-classes such as chairs-with-arms,
swivel chairs, rocking chairs, etc. Fine-grained category
information is important for shape understanding and could
benefit exploration of the variability of a shape collection.
In this subsection, we show that with the help of se-
mantic part information, fine-grained categories among a
specific parent class could be investigated. In particular,
given a collection of shapes from the same class (eg., chair),
semantic part segmentation is conducted using our VoxSeg-
Net. Then, we take the feature maps before 1 × 1 × 1
convolutional layers as the shape descriptor and extract fea-
tures per part. In detail, for each semantic part, the feature
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maps are multiplied element-wise by a mask (according to
the part existence) and then averaged along spatial axes,
generating a 64 (number of channels) dimensional feature.
The features from different parts are concatenated to form
the part-based feature, which could describe a 3D model.
Such features contain structural information, which could
benefit fine-grained discrimination tasks. For example, in
the chair category, the feature consists of four parts (back,
seat, leg, and arm).
In Figure 9, we show a t-SNE visualization of the part-
based features extracted from the chair category. As we
can see, chairs with arms are separated from that without
arms, and shapes with similar geometric structures are near
each other in the feature space. Notice that the features are
not specifically designed for object classification. In fact,
semantic part segmentation features might be ambiguous
for different detail geometric patterns in the same part
category. Despite such drawback, the simple part-based
features perform well in clustering the chairs according to
shape structures.
5 CONCLUTION
In this paper, we have presented a novel deep neural net-
work for object part segmentation. Our method is motivated
by extracting features better encoding detailed information
under a limited resolution. Specifically, we introduce SDE
to alleviate the detailed information loss caused by the sub-
sampling procedure and the data sparsity. Moreover, we
propose AFA to fuse the multi-scale information produced
by SDEs through an attention mechanism. The experiment
results on the large-scale shape part annotation dataset [44]
and the ablation studies demonstrate the effectiveness of our
proposed method.
Future work. In order to further improve the segmenta-
tion accuracy, one can follow the previous work [20] to use
larger resolution volumetric data, or to extract finer features
better describing the detailed structures as we did in this
paper. We argue that the latter way possesses much poten-
tial. As shown in Figure 10, we performed an experiment to
investigate the segmentation upper bound under different
resolutions. Although a larger resolution results in a higher
mIoU, it is harder to improve the upper bound as the
resolution increases. In addition, there is still unignorable
gap between the performance upper bound and the state-of-
the-arts, indicating large room of improvement. Therefore,
we believe that in the future, methods focusing on finer
feature extraction from constrained resolution are worthy
of researching.
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