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Zusammenfassung
Die satellitenbasierte Bestimmung von Wolkenparametern, insbesondere Wol-
kenbedeckungsgrad und Wolkenho¨he, ist sowohl fu¨r Meterologie und Klima-
forschung, als auch fu¨r die Auswertung tropospha¨rischer Spurengase von gro-
ßer Bedeutung. Der HICRU Algorithmus (Heidelberg Iterative Cloud Re-
trieval Utilities) ermo¨glicht die Berechnung von effektivem Wolkenbedeckungs-
grad, Wolkenho¨he, und Bodenalbedo. Es werden sowohl Radianzen von breit-
bandigen Spektrometern (617-705nm), als auch eine spektrale Auswertung
(DOAS) der O2 − γ−Bande bei 630nm verwendet. Die Modellierung des Stra-
hlungstransportes erfolgt mit Hilfe der Monte-Carlo-Modelle TRACY-II und
McArtim. Der Algorithmus wurde auf die Satelliteninstrumente SCIAMACHY
auf ENVISAT und GOME auf ERS-2 angewendet. Die Ergebnisse wurden
durch Vergleiche mit Lidar- und Radarmessungen am Boden, Wolkenalgorith-
men fu¨r andere Instrumente wie MERIS und MODIS, klimatologischen Daten
(ISCCP) und anderen SCIAMACHY/GOME Wolkenalgorithmen validiert. Der
neue Algorithmus verbessert die bestehenden Datensa¨tze und ermo¨glicht die
Berechnung von Wolkenparametern insbesondere auch fu¨r problematische Ge-
genden wie Wu¨ste oder Gebiete mit saisonaler Wolkenbedeckung, die bei beste-
henden Algorithmen zu Problemen fu¨hren.
Summary
The detection of cloud parameters like cloud fraction and cloud top height from
satellite is an important issue: 1.) for meteorology and the investigation of cli-
mate change and 2.) for the space-based analysis of tropospheric trace gases
relevant to environmental and climatological issues. The Heidelberg Iterative
Cloud Retrieval Utilities (HICRU) algorithm retrieves effective cloud fraction,
cloud height and surface albedo. Reflectances from broad-band spectrome-
ters (617-705nm) and spectral analysis (DOAS) of the O2 − γ−band around
630nm are used. The radiative transfer is included using the Monte-Carlo
models TRACY II and McArtim. The algorithm is applied to SCIAMACHY on
ENVISAT and GOME on ERS-2. The results are validated using lidar/radar
measurements from the surface, intercomparisons with cloud retrievals for
satellite instruments like MERIS and MODIS, climatological values from IS-
CCP and other SCIAMACHY/GOME cloud retrievals. The new algorithm and
data products form an improvement to the results of existing algorithms and
gives reliable results in particular for problematic areas like deserts and re-
gions with seasonal cloud coverage, which often lead to problems for cloud
algorithms.
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Chapter 1
Introduction
Almost 70% of the earth’s surface is covered by clouds at any given time.
Clouds have a strong impact on the radiative transfer in the atmosphere. This
impact is hard to quantify due to the wide range of cloud types that have phys-
ical properties and occurrences depending on (among others) the region of the
earth and the height level in the troposphere. The understanding of clouds
is thus crucial for the investigation of the climate system and climate change.
Clouds can both cool or heat the troposphere. Clouds shield the incoming sun-
light cooling the troposphere. On the other hand, infrared radiation emitted
by earth’s surface is absorbed by cloud particles, which causes a heating of the
troposphere.
The Scanning Imaging Absorption SpectroMeter for Atmospheric CHarto-
graphY (SCIAMACHY) and the Global Ozone Monitoring Experiment (GOME)
are imaging spectrometers whose primary mission objective is to perform global
measurements of trace gases in the troposphere and in the stratosphere. Trace
gases routinely measured include: ozone (O3), nitrogen dioxide (NO2) , chlo-
rine dioxide (OClO), formaldehyde (HCHO), glyoxal (CHOCHO), bromine ox-
ide (BrO), water vapor (H2O), carbon monoxide (CO), methane (CH4), oxygen
(O2), carbon dioxide (CO2) and oxygen dimer (O4). The evaluation of tropo-
spheric and stratospheric trace gases need to be combined with a cloud algo-
rithm, because the trace gas measurements are strongly affected by clouds.
The concentrations of trace gases can be underestimated if the trace gas layer
is shielded from view of satellite by a cloud. In other cases an overestimation of
trace gas concentrations above the clouds can be found. An accurate retrieval
of cloud fraction and cloud height is necessary to correct for these effects.
This PhD thesis is dedicated to the retrieval of cloud fraction and cloud
height using SCIAMACHY data. In addition, parts of the algorithm are also
applied to GOME data. Whereas the cloud fraction is determined using radi-
ances of a broad-band spectrometer (PMD), the cloud height retrieval makes
use of the spectral analysis of the O2 − γ− band around 630nm.
In the beginning, a short overview is given about the role of clouds in the
atmosphere. Cloud formation and cloud types are discussed as well as the
basics of the radiative transfer necessary for the understanding of the the-
sis. Chapter 3 describes the theory of trace gas retrieval for the instruments
SCIAMACHY and GOME. This includes a description of the instruments, the
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spectral analysis of the earthshine reflectances as well as a description of the
models used for the retrieval.
There are already several algorithms that retrieve cloud parameters using
GOME or SCIAMACHY data. The existing algorithms and the requirements
for the development of a new cloud algorithm are explained in chapter 4.
The new algorithms developed within this PhD thesis are described from
chapter 5 to 9. Parts of the algorithms are implemented for GOME first, which
is described in chapter 5 together with an appropriate validation of the results.
Major shortcomings of SCIAMACHY are various issues with the radiances
measured by the instrument. The implementation of a cloud algorithm re-
quires accurate corrections and an absolute radiance calibration. This is real-
ized in chapter 6 and forms the basis for the retrieval of effective cloud frac-
tion (chapter 7): The combination of the empirical threshold method with an
inversion of effective cloud fraction using a radiative transfer model is a new
approach for SCIAMACHY/GOME cloud algorithms. It is checked carefully
through comparison of empirically-retrieved thresholds with modeled thresh-
olds where possible. While the empirical approach has advantages for the
detection of clear-sky scenes, the radiative transfer model improves deter-
mination of the radiances for cloudy scenes. The approach used throughout
this thesis combines the advantages of both strategies. In addition, a surface
albedo data base is retrieved and validated (chapter 8). A good agreement of
the results to the results of the MODIS retrieval is found.
The final part of the thesis is the calculation of cloud height (chapter 9).
The retrieval combines the spectral analysis of the O2−γ−band around 630nm
with radiative transfer modeling and the previous results for effective cloud
fraction and surface albedo. The scattering inside the cloud is accounted for
our retrieval. This allows the retrieval of a cloud height close to the top for
low-level clouds. This was impossible for widely-used cloud algorithms based
on the assumption of a cloud as a layer acting as lambertian reflector. The reli-
ability of the approach is tested and the algorithm is successfully validated us-
ing surface measurements, retrievals from other satellites, climatological data
and the results of other SCIAMACHY cloud algorithms (chapter 10). A good
agreement is found in most studies. Also differences between the algorithms
can occur. They are discussed and it is demonstrated how a combination of dif-
ferent methods can be used to receive complementary cloud information, e.g.
the height of different layers in the case of multilayer clouds.
A data product is delivered together with this thesis. This product pro-
vides cloud fraction, cloud height and surface albedo in form of ASCII data for
each satellite measurement. This information can be directly applied to the
evaluation of tropospheric trace gases or other studies that make use of cloud
parameters. In addition, a climatology with averages in cloud fraction and
cloud height is created using four years of SCIAMACHY data.
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Chapter 2
The cloudy atmosphere
From an astronomical point of view, the planets of the solar system are divided
into two classes: the giants (Jupiter, Saturn, Uranus and Neptune) mainly
consist of gaseous hydrogen, helium and -with lesser amounts- methane and
ammonium. The atmospheres of the Earth-like planets Mars and especially
Venus are dominated by carbon dioxide1. Although the Earth is counted to the
second class of planets, its atmosphere is unique in the solar system: 78% of
the molecules in the air are nitrogen, while 21% are oxygen molecules. Fur-
ther gases sorted by their volume amount are argon (0.934%), carbon dioxide
(0.035%) and neon (0.0018% = 18 parts per million by volume ppmv).
2.1 The troposphere
The Earth’s atmosphere is typically divided into different layers. This thesis
mainly deals with the lowest layer, the troposphere which extends from the
surface up to about 13km (up to 18 km for the tropics). This is the region
where we can find clouds. Above the troposphere there is the tropopause, the
stratosphere, the stratopause, the mesosphere, the mesopause and the ther-
mosphere. Apart from the major gasous components mentioned above, the
troposphere and the stratosphere consist of numerous trace gases with vol-
ume concentrations that are up to several orders of magnitude smaller. These
trace gases have a large impact on the physics and the chemistry of the at-
mosphere. They are also important for this thesis, because the presented re-
sults support the analysis of these trace gases using satellite instruments.
Examples of trace gases and their concentrations in the troposphere are: NO2
(nitrogen dioxide, 0-300 parts per trillion, pptv), CH4 (methane, 1.7 ppmv),
CO (carbon monoxide, 40-200 parts per billion, ppbv), SO2 (sulfur dioxide, 0.2
ppbv), formaldehyde (HCHO, 0.1 ppbv), water vapour (H2O, highly variable,
up to 4%) andO3 (ozone, 0-100 ppbv). Temperature and pressure decrease with
height in the troposphere (fig. 2.1). The temperature profile in the troposphere
is mainly determined by the dry-adiabatic and the wet-adiabatic temperature
gradient describing the heat transport from the surface upwards. The dry-
1The atmosphere of Mars is very thin and Mercury does not have an atmosphere at all. The
planets are characterized as earth-like due to their solid surface.
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Figure 2.1: Atmospheric pressure and temperature profile for mid-latitude. Figure taken from
(Gottwald et al., 2006)
adiabatic temperature gradient can be determined under the assumption of
an adiabatic uplift of air parcels resulting from heating of the parcel. Due
to the decrease of the air pressure (approximately by barometric height law,
exponential decrease with height, see fig.2.1), less energy is necessary for the
adiabatic expansion of the air parcel with increasing height. The required
energy is taken from the internal energy of the gas leading to a decrease in
temperature. A typical rate is about dTdz ≈ −1K100m . The situation changes in the
case of condensation, because of the temperature-dependency of the absolute-
humidity which have to exceed a limit for saturation. At the saturation limit,
water condenses and the evaporation enthalpy of the water is received by the
upwards air parcel reducing the temperature gradient. A typical value of the
correspondent moist adiabatic gradient is about dTdz ≈ −0.5K100m .
2.2 Cloud formation
On average, almost 70% of the Earth is covered by clouds (Rossow and Schif-
fer, 1999). Generally we can distinguish between liquid water clouds and ice
clouds. In the first case, clouds consists of liquid droplets with sizes of about
1-50µm, while ice clouds consist of ice crystals with sizes between 20 and 2000
µm. Cloud formation starts with heterogeneous nucleation, when air becomes
slightly supersaturated with respect to liquid water (or ice). This usually
means that clouds form with aid of aerosol particles with the ascent of air
14
parcels. The parcels cool by the processes described above.
2.2.1 Homogeneous nucleation
Homogeneous nucleation is a process, where water molecules change from a
less ordered to a more ordered state (e.g. from gas to liquid phase) without
influence of an external substance during droplet formation. In textbooks of
thermodynamics, often the vapour-liquid transition is discussed in the case
of a plane interface. The vapour pressure curve describing the saturation
vapour pressure dependent on the temperature is derived using the Clausius-
Clapeyron-equation and the ideal gas law. Nevertheless, for clouds, a plane
interface cannot be assumed. If effects of the surface tension σvl (the work
required to form a surface of gas-liquid interface around the drop) are taken
into account, Kelvin’s formula can be derived:
Rc =
2σvl
nlkBT log
(
e
es
) (2.1)
Rc denotes the critical radius, nl the number density of water molecules,
e the vapour pressure and es the saturation vapour pressure. Although the
formula also shows a temperature dependency, the critical radius that has to
be exceeded to initiate the nucleation process is mainly a function of the su-
persaturation. Also the nucleation rate (the rate of droplet formation of drops
exceeding the critical size) is a strong function of the degree of supersatura-
tion. From statistical mechanics it can be computed that there is an increase
from negligible small values to very large values within the range 4-5 for ees .
Nevertheless, in the atmosphere usually supersaturation does not exceed 1%.
Therefore it can be concluded, that homogeneous nucleation is unimportant
for formation of clouds.
2.2.2 Cloud condensation nuclei
In fact, cloud formation occurs by heterogeneous nucleation. The cloud drop
formation is supported by small hygroscopic aerosol particles in the atmo-
sphere. Aerosol particles involved in cloud formation are called cloud conden-
sation nuclei (CCN). It can be shown that eq. (2.1) is also valid for this case if
the radius of curvature of the embryonic drop, which wets a part of the surface
of the aerosol particle, is considered. That means, that the aerosol particle pro-
vides a “starting radius” for the formation of the droplet. According to Kelvins
formula, an aerosol particle of about 1 µm can cause droplets to form with a
critical radius corresponding to a supersaturation of 0.1%. An additional effect
has to be considered: the vapour pressure of a solution is always smaller than
vapour pressure of the solvent. The saturation vapour pressure decreases if
the aerosol particle is soluble in water. Therefore the ratio ees increases and
the critical radius is reduced.
Generally there are more than enough hygroscopic aerosol particles in the
air to support the formation of cloud droplets. The first drops in a cloud will
tend to form around the largest and most soluble CCN. Yet, only a small
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amount of atmospheric aerosol can serve as CCN and there are systematic dif-
ferences between land and ocean: Over land the CCN concentration strongly
decreases with altitude. Over ocean, only a weak dependency of altitude is
found and the overall CCN concentration is significantly smaller than over
land (100cm−1 instead of 500cm−1). The reason is that more sources of CCN
can be found over land, e.g. from forest fires and from industry. On the con-
tinents of the northern hemisphere, sulfate aerosols formed by SO2 emissions
lead to significantly higher CCN concentrations than over ocean. This leads
to smaller droplet sizes for clouds over land compared to the same correspon-
dent cloud type over ocean for which the liquid water content is the same. As
a consequence, the cloud albedo over land is higher compared that to ocean,
because the overall surface area is larger due to the smaller droplet size.
Ice clouds can be nucleated either from the liquid or the vapour phase. In
principle, the nucleation process is similar to that for warm clouds, but the
particles cannot be described as spherical anymore. This will not be discussed
here, but it should be noted, that only a small amount of aerosols can serve in
ice nuclei.
2.3 Macroscopic cloud description
In the previous section we have discussed clouds from a microphysical point of
view. We have also seen that the microphysical properties are connected with
macrophysical observables and discussed the connection between CCN radii
and cloud albedo. In this thesis clouds are observed from a macrophysical
point of view. This section introduces typical macrophysical cloud classifica-
tion.
2.3.1 Cloud types
Clouds are often classified by their altitude and their shape. Clouds below
2km are called low-level clouds, clouds in the range between 2km and 6km are
mid-level clouds and clouds above 6km are denoted as high level clouds. The
maximum possible altitude of clouds depends on latitude and season, because
of the variation of the tropopause height. In the tropics the tropopause height
can increase to 16-18km, while in polar and mid-latitude ranges the height is
significantly lower down to 8-10km.
In 1803, Luke Howard made a classification of clouds into four types:
• cumulus (lat. pile) for heaped, lumpy clouds
• cirrus (lat. “curl of hair”) for clouds looking like whispy locks of hair.
• stratus (lat. layer) for featureless clouds
• nimbus (lat. cloud) for low, grey, rainy clouds
In principle, these terms are still in use, together with some precisions and
the term “alto” to denote a mid-level cloud with a shape of a correspondent
16
Figure 2.2: Typical classification of clouds taken from www.pepperridgenorthvalley.com, per-
mitted by Pepper Ridge North Valley Weather Station, Arizona, USA.
low-level cloud (see fig. 2.2). A special case is the cumulonimbus cloud type.
These clouds are convective and can extend over a large range of the atmo-
sphere and even exceed the boundary of the tropopause. This cloud type is
usually found in warm and humid weather that provides the correspondent
up-drifting warm, moist air necessary for the cloud formation. This cloud is
nevertheless usually counted as low cloud, because the base is below 2km. An-
other important case is the multi-layer cloud where two different clouds are
present in the atmosphere in different altitude ranges. An amount of 42% is
reported by (Wang et al., 2000).
2.3.2 The ISCCP project
Since 1983 the global change of cloud radiative properties is investigated by
the International Satellite Climate Cloud Project (Schiffer and Rossow, 1983).
The project makes use of infrared and visible radiances collected from an in-
ternational constellation of geostationary weather satellites.
The ISCCP-D2 dataset makes use of cloud classification very similar to the
approach described in the previous section. However, the shape of a cloud is
a too qualitative and subjective criterion to be useful for satellite retrievals.
The cloud optical thickness is used instead by ISCCP. The optical thickness
is a unitless measure of the extinction of light penetrating through the cloud
(exact definition sect. 2.4.2). Note that the optical thickness is also called
optical depth or optical density. This thesis uses the first two terms in the
context of clouds and the latter term in the context of DOAS spectroscopy.
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Figure 2.3: ISCCP cloud classification scheme based on cloud optical thickness and cloud top
pressure (Rossow and Schiffer, 1999)
2.3.3 ISCCP cloud parameters and their retrieval methods
Many different cloud parameters are retrieved by ISCCP. ISCCP-D1 contains
microscopic cloud parameters, while macroscopic cloud parameters are pro-
vided by ISCCP-D2 (Rossow and Schiffer, 1999). A few examples are given:
• cloud cover fraction: fractional area covered by clouds as seen from
satellite. This parameter is provided for a spatial resolution of 5km x
5km only, because many subpixels with higher spatial resolution inside
this square are needed for accuracy. For each subpixel a cloud classi-
fication is performed, where it is assumed that each of these pixels is
either completely cloudy or completely cloud free. The number of sub-
pixels determined as cloudy divided by the number of all pixels in the
square yields the fractional cloud cover.
• cloud optical thickness: The optical thickness is derived from radi-
ances at 0.6 µm. The pixels are assumed to be completely cloudy. Parti-
cle size and shape have to be assumed. It is assumed that warmer clouds
(>260K) are liquid clouds with a particle radius of 10 µm, while cold
clouds contain ice particles with a fractal shape and an effective particle
radius of 30 µm. More accurate optical thicknesses including retrieved
droplet radii are obtained using polar orbiting satellites. However, these
satellites do not measure more than one value a day for a given location
on earth. The improved optical thickness is available for a small amount
of the ISCCP measurements only.
• cloud top temperature: The temperature at the top of the cloud is
retrieved from thermal infrared radiation. It is assumed that the pixel
is completely covered by clouds and that it is not covered by multilayer
clouds. The results from the optical thickness calculations are used to
calculate the transmission of radiance from the surface through the cloud.
It is especially important for optical thin clouds to correct for that.
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• cloud top pressure: The location of the cloud top is determined from
the cloud top temperature using an atmospheric profile of temperature
and pressure.
• cloud water path: This parameter combines the cloud optical thickness
with the assumed particle size distribution to calculate column mass den-
sity of the cloud. It is assumed, that the whole cloud has the same water
phase and droplet size as found at the top.
2.4 Radiative transfer in the atmosphere
The radiation emitted by a black body is given by the Planck function as power
per unit area, per unit solar angle per unit wavelength interval:
Bλ(T ) =
2hc2
λ5exp[ hcλkT ]− 1
(2.2)
The radiative transfer theory of the atmosphere discusses the energy trans-
port by photons through the atmosphere. Two important cases have to be dis-
tinguished:
• Photons emitted by the sun, which approximately correspond to a black
body with the temperature of sun’s photosphere (6000K). These corre-
spond to UV/VIS and near infrared wavelengths between 0.1 and 4µm.
• Thermal photons emitted by the atmosphere or the earth’s surface corre-
sponding to a black body of about the earth’s mean surface temperature
(288K) between 4 and 100µm.
This thesis mainly deals with the first case, because sunlight scattered by
the earth’s atmosphere and surface is used for the measurement of trace gases
and clouds by satellite.
The second case is most important for the understanding of the greenhouse
effect. In fact, there is discrepancy: The net emission of the earth’s surface of
72W/m2 is much smaller than the income of the solar radiation due to infrared
absorption of trace gases and clouds in the troposphere. This leads to an in-
crease of the surface-near temperature to values appropriate for formation of
human-life, because of the greater transmission of solar radiation compared
to thermal radiation (natural greenhouse effect). The problems with climate
change due to a human-made increase of the absorbing trace gases leading
to an increase of the greenhouse effect. The consequence is an increase of
surface-near temperature.
2.4.1 Impact of clouds on climate change
Clouds strongly influence the climate system. Clouds not only shield the in-
coming solar light: the long-wave radiation emitted upwards by the surface
can be absorbed (and re-emitted) which tends to heat the atmosphere. Over-
all, the impact of changes in cloud coverage due to anthropogenic emissions
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seems to have net-cooling effect (IPCC, 2007), but clouds are still an uncer-
tainty in climate modelling. An even higher uncertainty is associated to the in-
direct aerosol effect: as discussed in sect. 2.2.2, droplet sizes and macroscopic
cloud parameters are influenced by the type of CCN. An increase of aerosol
particles due to human emissions have an impact on the clouds formed and
lead to a net-cooling effect which is not known very accurately. Nevertheless,
the present knowledge of all the different effects which have an impact on cli-
mate change leads to the confident conclusion, that the overall effect of the
human impact to climate is an increase of the temperature in the troposphere
(IPCC, 2007).
Although the investigation of climate change is not the major purpose of
this thesis in a direct manner, the results are connected with this topic. On
the one hand, the presented cloud algorithms are used for the corrections of
trace gas measurements by satellites. These instruments are also able to mea-
sure the most important greenhouse gases like water vapor, carbon dioxide,
methane and carbon monoxide. On the other hand, the cloud fraction retrieved
with this thesis was used for the investigation of the correlation between cloud
parameters and the surface-near temperature and respective trends (Wagner
et al., 2008b).
2.4.2 The radiative transfer equation
The radiation field of the atmosphere is described by parameters like the in-
tensity of the radiation. Interactions between the radiation and the atmo-
sphere occur in cases of extinction and emission. Extinction summarizes the
effects of scattering and absorption, which both reduce the intensity of the ra-
diation in the considered direction. Emission processes increase the radiation,
including scattering into the considered direction. Under the assumption of
energy conservation these processes are described by the radiative transfer
equation:
dI
ds
= −σ∗(I − J) (2.3)
where I is the intensity of the radiation in a given direction, σ∗ is the ex-
tinction coefficient and J describes the energy emitted by the volume element
and s denotes the light path of the light.
The intensity of the radiation is composed of two parts: direct radiation,
which is not scattered in the atmosphere and diffuse radiation, which is scat-
tered once (single-scattering case) or more than once (multiple scattering). If
only direct sunlight is considered, the radiation transfer equation reduces to
a homogeneous differential equation with J = 0. The solution of the radiative
equation for this case is called Lambert-beer law:
Idir = Iirr exp
(
−
∫
σ∗(s)ds
)
(2.4)
with solar irradiance Iirr and the integral over the photon path called opti-
cal depth
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τ =
∫
σ∗(s)ds (2.5)
For this thesis scattering is not negligible. A radiative transfer model is
used to approximate the solution of the radiative transfer equation. There are
different approaches for the numerical solution of the equation. The models
TRACY II and McArtim (Deutschmann, 2009) used in this thesis make use of
the Monte-Carlo approach. They are discussed in chapter 3.3.3.
2.4.3 Scattering
Photons can be forced to deviate from their straight trajectories in the at-
mosphere if they collide with a molecule or a particle. This process is called
scattering, and makes the radiative transfer much more complicated, because
the diffuse component of the radiative transfer equation has to be taken into
account. The phase function p(Θs) describes the spatial distribution of the
scattered light dependent on scattering angle between the incident and the
scattered radiation (in sr−1):
J =
$
4pi
∫
p(Θs)IdΩ (2.6)
where Ω denotes the solid angle and $ denotes the ratio of the scattering
extinction coefficient and the overall extinction coefficient per particle called
single scattering albedo:
$ =
σs
σ
=
σs
σs + σa
(2.7)
where σa is the absorption cross section and σs the scattering cross section.
For the modeling in this thesis $ = 1 is assumed for clouds; the absorption
cross section is therefore neglected. This is justified for most of the visible
wavelength range. The probability that a photon is scattered by an angle Θs
into a a solid angle element dΩ is then given by:
P = p(Θs)
$
4pi
(2.8)
Two types of scattering leading to different phase functions are most im-
portant for this thesis and included in the mathematical calculations of the
radiative transfer: Rayleigh scattering and Mie scattering. If Rayleigh scat-
tering or Mie scattering takes place is determined by the size parameter:
x =
2pia
λ
(2.9)
where the size of the particle is given by a. Rayleigh scattering may be
assumed for x 1, while Mie scattering is accurate for for x & 1. The radii of
the particles responsible for scattering in the atmosphere vary across a wide
range: gas molecules (∼ 10−4µm), aerosols (∼ 1µm), water droplets (∼ 10µm)
and ice crystals (∼ 100µm). Therefore Rayleigh scattering has to be included
in the simulations of both cloud free and cloudy scenes to take scattering on
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Figure 2.4: Mie phase functions and Henyey greenstein approximations for different droplet
radii taken from (Deutschmann, 2009).
gas molecules into account and Mie scattering has to be taken into account for
cloudy scenarios to model the scattering by cloud droplets.
Rayleigh scattering
The standard Rayleigh phase function of unpolarized light is given by:
pRayleigh(Θs) =
3
16pi
(1 + cos2 Θs) (2.10)
From standard theory of electrodynamics it can be calculated, that the in-
tensity of Rayleigh scattered light shows a strong wavelength dependency of
I ∼ λ4. Therefore the sky appears blue. The dependency on the scattering
angle is small compared to larger particles (see fig. 2.4).
Mie scattering and Henyey-Greenstein approximation
If cloud water particles do not contain undissolved particles, they can be de-
scribed very well by Mie theory due to the spherical symmetry of the droplets.
Mie scattering is relatively complicated and has mathematical disadvantages
for our radiative transfer modeling with regard to calculation effort and stabil-
ity of the algorithm. In addition, the shape of the Mie phase functions strongly
depends on the cloud droplet radii (fig. 2.4). The larger the droplet radii, the
larger the oscillation of the function with scattering angle. The droplet radii
are unavailable for the measurements in this thesis for principle reasons (see
chap. 4) and therefore a widely used approximation is used: This approxi-
mation is called Henyey-Greenstein function and was originally introduced for
the description of interstellar dust (Henyey and Greenstein, 1941). The phase
function is given by:
pHG(g,Θs) = (
1
4pi
)
1− g2
1 + (g2 − 2g cos Θs) 32
(2.11)
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Fig. 2.4 shows, that the approximations are smoother than the exact Mie
calculations, but the behaviour is similar with respect to aspects of the Mie
functions that are independent of the droplet sizes. g is called asymmetry pa-
rameter and determines the strength of the forward scattering. g = 1 yields
pure forward scattering, g = 0 represents an isotropic scattering phase func-
tion. In this thesis the widely used value g = 0.85 is assumed for cloud parti-
cles. Due to their large size, the scattering at cloud droplets show only a small
dependency on the wavelength in the visual ranges. Clouds therefore appear
white (or gray) from space or from the surface.
2.4.4 Polarization
The incident sunlight can be considered to be unpolarized, but scattering on
particles and, in particular, on molecules cause polarization of light. Polar-
ization can affect a very important affect on the results of the measurements
done by satellite remote sensing for two reasons. The detectors on the satellite
are sensitive to the polarization (see Sect. 3.1.3 and 3.1.4). In addition, the
electromagnetic waves can become (partly) polarized during the path through
the atmosphere. A short introduction to polarization is given, because effects
of polarizations have to be considered for different parts of the thesis.
Polarization is of often described by the Stokes parameters. By definition,
electromagnetic waves are described as electric fields parallel (l) and perpen-
dicular (r) to the scattering plane in the form of complex, oscillating functions:
El = al exp[−i(ξ + δl)], (2.12)
Er = ar exp[−i(ξ + δr)] (2.13)
with the phases δl and δr, the amplitudes ar and al and ξ = kz−ωt, k = 2piλ .
The stokes parameter can be measured by a combination of polarizers and
a compensator, because they can be expressed using the polarization angles
and the retardation (Liou (2002), p. 320f):
I = I(0◦, 0) + I(90◦, 0) (2.14)
Q = I(0◦, 0)− I(90◦, 0) (2.15)
U = I(45◦, 0)− I(135◦, 0) (2.16)
V = −[I(45◦, pi
2
)− I(135◦, pi
2
)] (2.17)
where I denotes the total intensity.
The degree of polarization is defined by
PO =
√
Q2 + U2 + V 2
I
(2.18)
An important aspect for the analysis in this thesis could be the polarization
due to Rayleigh scattering in the atmosphere. With V = U = 0 for linear po-
larization in eq. (2.18) it can be derived from the theory of Rayleigh scattering:
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LP = −Q
I
= −Il − Ir
Il + Ir
= −cos
2 Θs − 1
cos2 Θs + 1
(2.19)
where the total intensities in the respective directions are given by Ir and
Il. This means that the light is completely unpolarized in forward and back-
ward direction and completely polarized for a scattering angle of Θ = 90◦.
However, the theory is limited due to multiple scattering and the assumption
of homogeneous and isotropic molecule spheres. The real degree of linear po-
larization for a scattering angle of 90◦ is about 0.94 for dry air. Blue light has
a higher degree of linear polarization than red light due to the wavelength
dependency of the Rayleigh-scattering I ∝ λ4. This is one reason why higher
wavelength regions are chosen for the evaluations in this thesis.
Another effect of polarization is the Brewster reflection, which turned out
to be important for SCIAMACHY measurements over ocean for several cases
discussed with this thesis. Brewster reflection is also used to create polar-
ized light in the satellite instrument (sect. 3.1.3): Light which incidents at
a boundary of two media with the refractive indices n1 and n2 are partly re-
flected and transmitted following snel’s law. Light polarized parallel to the
reflection plane is not reflected if it incidents at the Brewster angle:
ΘB = arctan(
n2
n1
) (2.20)
Therefore unpolarized light can become linear polarized due to Brewster
reflection.
While we have discussed how the unpolarized sunlight can become polar-
ized during the path through the atmosphere, we should also consider that
polarized light can depolarize again: multiple scattering leads to a reduc-
tion of the degree of polarization due to the angle-dependency of the polar-
ization. But more important than multiple Rayleigh scattering is the presence
of clouds: The degree of polarization is much smaller for Lorenz-Mie scatter-
ing compared to Rayleigh scattering and typically below 2% at the detector in
the case of multiple scattering inside clouds (Liou (2002), p. 209 ff.).
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Chapter 3
Trace gas retrieval from space
The retrieval of trace gases from space using satellite remote sensing is im-
portant for this thesis for two different reasons: First of all, data retrieved
by the presented algorithms is used to correct trace gas retrievals from satel-
lite for the influence of clouds. Second, trace gas retrieval is also used for the
retrieval of cloud parameters: If the concentration of a trace gas can consid-
ered to be known a priori due to homogeneous distribution for each layer of
the atmosphere respectively, the difference between measured and modeled
columns can be used to retrieve cloud parameters (sect. 3.3.1). This chapter
is dedicated to show the process from the incident sunlight to vertical column
densities of oxygen or other trace gases. The discussion starts with a short
overview of the satellite instruments measuring the sunlight reflected in the
atmosphere and discusses the process which transforms uncalibrated spectra
(level-0 data) to calibrated spectra (level-1 data). The calibrated spectra
are evaluated using the Differential Optical Absorption Spectroscopy (DOAS)
method resulting in Slant Column Densities (SCDs) of the trace gases (level-
2-data). The SCDs are transformed to Vertical Column Densities by using
Air Mass Factors (AMF) calculated with the radiative transfer models TRACY
II and McArtim.
3.1 The satellite instruments SCIAMACHY and GOME
SCIAMACHY is an imaging spectrometer whose primary mission objective is
to perform global measurements of trace gases in the troposphere and in the
stratosphere. It was launched together with the ENVISAT platform (appendix
A) in 2002. The major focus of this thesis is cloud retrieval with SCIAMACHY,
but parts of the presented algorithms are previously applied to the forerunner
instrument GOME and will be applied to the new instrument GOME-2. The
differences of these two instrument to SCIAMACHY will be discussed after a
detailed discussion of the instruments characteristics of SCIAMACHY.
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SCIAMACHY channel spectral range of the channel (nm) resolution (nm)
1 214 - 334 0.24
2 300 - 412 0.26
3 383 - 628 0.44
4 595 - 812 0.48
5 773 - 1063 0.54
6 971 - 1773 1.48
7 1934 - 2044 0.22
8 2259 - 2386 0.26
Table 3.1: SCIAMACHY science channels
3.1.1 The SCIAMACHY instrument
SCIAMACHY is used to evaluate different tropospheric and stratospheric trace
gases (e.g. O3,NO2,OClO, HCHO, CHOCHO, BrO, H2O, CO, CH4, O2, CO2,
O4) using the light reflected om aom the earth’s surface or scattered in the
atmosphere. This is realized by using a wide spectral range in UV/VIS and
the NIR with moderate spectral resolution (see Tab.3.1). The next sections
describe the characteristics of the instrument in detail.
The SCIAMACHY instrument consists of three major parts:
1. the optical assembly, e.g. the passive imaging spectrometer including a
mirror system, a telescope and a spectrometer.
2. the Radiant Cooler Assembly (SRC) to cool the temperature sensitive
parts of the instrument, e.g. the detector.
3. the electronic assembly providing the processing and formatting link of
the detector to create the level 0 science data transmitted digitalised to
the ground using the spacecraft transmitting system.
Optical Assembly
We concentrate on the description of the optical assembly, which collects so-
lar radiation as input and generates the spectral information as output. Two
parts of the instrument can be distinguished (fig. 3.1): the level 1 part faces in
flight direction and contains the entrance optic, the pre-disperser prism, the
calibration unit and the channels 1 and 2. The other channels are build on the
level 2 part. For a usual scientific measurement the light enters the instru-
ment at the azimuth scanner (ASM) or the elevation scanner (ESM). Each of
the scanners contain e.g. a mirror block with uncoated, polished aluminium
surfaces.
The application of the two mirrors depend on the observation geometry. Be-
side Sun- and Moon-occultation (explained more in detail later in this section),
the two most important geometries are NADIR and LIMB (fig.3.2):
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Figure 3.1: Optical configuration of SCIAMACHY: level1 (above) and level2 (down) taken from
(Gottwald et al., 2006)
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• For NADIR observations the ESM is looking directly downwards to the
earth. The ASM is not involved in the measurement. This is the case
exclusively used for this thesis.
• For the retrieval of trace gas profiles, a LIMB mode is also used with
SCIAMACHY. In this case the ASM takes a “slant” look through the at-
mosphere and receives a signal from regions ahead the spacecraft. The
ESM is looking to the ASM and reflects the incoming light into the spec-
trometer.
The spectrometer is divided into two stages: The incoming light is pre-
dispersed and projected onto a spectral image. This image is divided into the
eight channels of SCIAMACHY afterwards to reduce stray light in the chan-
nels covering low light intensity. Further on, fully polarized light is reflected
into the PMD channels (sect. 3.1.3). The full dispersion of the light is done sep-
arately in the eight channels of the instrument. These channels make use of
two types of detectors: Standard silicon diodes are used by UV-VIS-NIR-range
of the first five channels, where gallium arsenide diodes are used for the re-
maining channels in the infrared. The UV-VIS channels are composed of 1024
pixels each for the different wavelengths and are read out sequentially. To
receive a global coverage of the NADIR-near measurements, the scan mirror
changes its line-of-sight of about ±32◦ around the NADIR direction (fig. 3.2).
Therefore pixels which are read out at a different time refer to different foot-
prints of the measurements on the ground. Each of these footprints is called a
ground pixel of SCIAMACHY. The mirror is moving continuously from east
to west (forescan) followed by a backscan from west to east. The next fores-
can follows immediately southwards of the previous one. The backscan uses a
higher read-out time than the forescan and is often omitted for the scientific
analysis. In principle, a global coverage could be achieved every three days.
Nevertheless, after a couple of scans - called state - the instrument switches to
limb mode and the covered region of earth remains as lack in the NADIR data
sets. Except for high latitudes, the measurements are beared in equal shares
between NADIR and LIMB. A global coverage is completed after six days.
The minimum Pixel Exposure Time tPET is 31.25ms. This is only used for
the PMD (see sect. 3.1.3) as operational integration time. In fact, the inte-
gration time is also limited by the data rate of 0.4 MBit/s which is reserved to
SCIAMACHY for the transmission from the satellite to the surface. With re-
spect to the trace gases retrieved by SCIAMACHY, some parts of the measured
spectrum are more important than other parts. Therefore the 1024 pixels of
each channel are sub-divided into a number of so-called clusters which can
be used with different integration times. Each cluster is sampled by on-board
data processing applying a co-adding factor fcoadd to the readout of the pixels
of this cluster. The integration time is then given by
IT = tPET fcoadd (3.1)
The integration time defines how many subsequent readouts of each pixel
of a cluster are added to generate one measurement data readout. The signal
to noise ratio is reduced by the sampling.
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Figure 3.2: Observation geometries of SCIAMACHY taken from (Gottwald et al., 2006). TCFoV
= Total Clear Field of View; IFoV = Instantaneous Field of View
For this thesis, oxygen and oxygen dimers are evaluated using cluster 26
in SCIAMACHY channel 4. For this cluster usually fcoadd = 4 or fcoadd = 8 is
chosen yielding to a spatial resolution of about 30kmx30km or 60kmx30km at
the equator. In some cases - especially for high latitudes during the first years
of SCIAMACHY - also higher integration times up to 1s are used.
Measurement modes of SCIAMACHY
Beside NADIR and LIMB mode, SCIAMACHY can be run in additional modes
for special purposes:
• sun occultation: At the beginning of one orbit per day, the SCIAMACHY
instrument directly measures the sun immediately after rising in the
satellite reference system using the ASM mirror.
• Sub-solar observations: The sub-solar point above the ESM can also
be used to measure the solar reference (fig. 3.2). This configuration does
not involve the ASM.
• moon occultation: similar to sun occultation; if possible, the moon is
observed after rising on the nightside of the earth.
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GOME channel spectral range of the channel (nm) resolution (nm)
1 239 - 316 0.22
2 311 - 405 0.24
3 405 - 611 0.4
4 595 - 793 0.4
Table 3.2: GOME science channels
3.1.2 The Global Ozone Monitoring Experiment (GOME)
On April 25th, 1995 the satellite ERS-2 was launched by ESA. This satellite
can be somehow considered as a forerunner of the ENVISAT platform, because
some (but not all) instruments quite similar or identical to the ENVISAT corre-
spondents were implemented on this satellite (e.g. ATSR, RA, SAR). However,
for this thesis we are especially interested in the Global Ozone Monitoring
Experiment, because some parts of our SCIAMACHY retrievals are also ap-
plied to GOME data. GOME is gitter spectrometer based on similar concepts
as SCIAMACHY. LIMB geometry is not available for GOME. A global earth
coverage of NADIR measurements is therefore achieved every 3 days instead
of six days for SCIAMACHY using a similar variation of the mirror’s line of
sight angle of about ±31◦. The near-infrared range is unavailable; only 4
channels in the UV/VIS with 1024 pixels are available for GOME (see tab.
3.2). While the spectral resolution is even slightly better compared to SCIA-
MACHY, the read out time of the science channels (usually 1.5s) is signifi-
cantly higher than for SCIAMACHY. This yields to a spatial resolution of 320
x 40 km only. Similar to SCIAMACHY a forescan is followed by a backscan for
GOME (see fig. 3.3). The ground pixels are called Gomepixel or subpixel for
GOME, where subpixel 0 denotes the pixel in the east, subpixel 1 the center
pixel, subpixel 2 the pixel in the west and subpixel 3 the backscan pixel (only
one measurement during the backscan is performed). Higher spatial resolu-
tions are sometimes used with the narrow swath mode (NRM). In this case,
the scan angle of the mirror is reduced to ±8.7◦ and the footprint has a spatial
resolution of 60kmx30km. The read-out time is unchanged and therefore the
spatial coverage of the earth is reduced by a factor of 4 in the NRM. There is
an overlap of GOME’s operation time with SCIAMACHY which can be used to
compare the results of both instruments since 2002. Nevertheless, this is use-
ful but also limited due to the differences in the spatial resolution -especially in
north-south direction- and the differences in overpass time (10:00 AM (SCIA-
MACHY) and 10:30 AM (GOME) local time respectively). Since June 22th 2003
there is a further limitation due to the failure of the tape recorder on board,
which limits the GOME data to regions close to ground stations which are able
to receive satellite data.
GOME 2
The measurements of GOME are continued by the GOME-2 instrument launched
with the Metop-1 satellite in 2006. The instrument is similar to the GOME in-
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Figure 3.3: Schematic visualization of the GOME scan across an orbit (not true to scale)
PMD range polarization wavelength SCIA [nm] wavelength GOME [nm]
1 UV q 310 - 377 295 - 397
2 VIS q 450 - 525 397 - 580
3 red/VIS q 617 - 705 580 - 745
4 near IR q 805 - 900 -
5 IR q 1508 - 1645 -
6 IR q 2290 - 2405 -
7 near IR u 802 - 905 -
Table 3.3: PMD channels of SCIAMACHY and GOME
strument, but also significantly improved. Especially the spatial resolution
is increased to 80kmx40km and an almost complete coverage of the earth is
provided during 1 day only by using a greater swath of the mirror. Further
instruments of the same type will be launched on Metop-2 and Metop-3 until
2020. The algorithms presented in this thesis are planned to be also applicated
to GOME-2 data. Nevertheless, this thesis concentrates on the application of
the algorithms to GOME and SCIAMACHY.
3.1.3 The PMD instruments of SCIAMACHY and GOME
Both SCIAMACHY and GOME contains additional instruments designed to
determine the state of polarization of the incoming sunlight. The light for the
SCIAMACHY PMDs is splitted at pre-dispersion prism which is also used to
distribute the incoming light to eight spectral channels of GOME (see above).
The light is polarized at the second face of the pre-dispersing prism through
a brewster angle reflection perpendicular to the SCIAMACHY optical plane.
The PMDs are broad band spectrometer which are read out with lowest inte-
gration time possible (SCIAMACHY: 0.03125s, GOME: 0.09375s). This leads
to correspondent spatial resolutions at the equator of 7.5kmx30km (SCIA-
MACHY) and 20kmx40km (GOME). The eight PMD channels for SCIAMACHY
and the three correspondent PMDs for GOME are listed in tab.3.3.
While nearly all of the PMDs measures the sunlight in the q-direction, one
SCIAMACHY PMD is also designed for u-direction (+45◦ polarization direc-
tion). q = QI and u =
U
I denotes the normalized Stokes parameter Q and U (see
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Figure 3.4: Definition of the coordinate frame used in the data processor for polarization values
q and u obtained from (Gottwald et al., 2006)
sect. 2.4.4). Nevertheless, the PMD measuring “u” suffers from stray light
an cannot be used with SCIAMACHY. The orientation of these directions with
respect to the satellite are shown in fig. 3.4.
The PMD measurements are mainly performed to correct the signal of the
other channels for polarization. But it is also interesting to use these instru-
ments for an intensity-based cloud retrieval due to the higher spatial resolu-
tion of these detectors. This is discussed in chap. 4.
3.1.4 Calibration of the instruments
A short overview is given for the calibration of the SCIAMACHY data. A more
detailed description can be found in (Gottwald et al., 2006). A similar process
is also applied to GOME data and discussed in (ESA, 1995).
The goal of the calibration is the conversion of the detector signal (Binary
Units - BU) into physical units (W/m2/nm). The general calibration formula
for each spectrometer is given by:
Sdet = I(λ)Γinst(λ)QE(Tdet, λ) + Sstray +DC + Selec (3.2)
where Sdet is the signal measured by the detector, I the incoming intensity,
Γinst the total transmission of the instrument, QE the detector temperature
dependent quantum efficiency, Sstray the stray light, DC the total dark signal,
and Selec the electronic effects such as non-linearity. This equation has to be
solved for the intensity I.
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The most important parts of the calibration process are the correction of
the effects summerized below. The correction can be switched on or switched
off for the extraction of the level 1 data, the correspondent options are given
in brackets:
• Memory effect Selec: correction of a non-linear response of the detector
with the incoming light. The deviation is independent of the actual signal
level but dependent on the signal level of the previous readout. [- cal 0]
• The infrared channels have to be corrected for nonlinear effects in the
response independent from the memory effect. [-cal 0]
• Determination of the dark signal DC: The dark signal is measured
in every orbit during nighttime. This lead to problems especially for the
infrared channels due to an unforeseen ice layer on the detector and the
large thermal background. [-cal 1]
• pixel to pixel gain: a possible slightly different quantum efficiency
of adjacent detector pixels should be corrected (not necessary in newest
level1-data for channel 1-5). [-cal 2]
• etalon correction: correction for an interference in the thin protective
layer coated on the detector ship. [-cal 3]
• Determination of stray light Sstray: correction for light of a certain
wavelength which is scattered to a detector which belongs to a different
wavelength [-cal 4]
• wavelength calibration: The exact wavelength of each pixels is calcu-
lated using a fit of selected lines to theoretical line position provided with
calibration data [-cal 5]
• polarization correction: The response of the detector is not only sen-
sitive to the intensity, but also on the polarization of the incoming light.
For the correction the PMD instruments are used. At least for the higher
wavelength ranges, the original calibration concepts wanted to make use
of the ratio PMD4 and PMD7 which measures q- and u- polarized light
respectively. Nevertheless, due to the problems with PMD7 for all chan-
nels only the PMDs with q-polarization can be used and the u-polarized
light has to be determined theoretically dependent on the q-polarization.
[-cal 6]
• radiometric calibration: The radiometric response of the instrument
was measured for selected geometries under thermal vacuum conditions
while the measurements for the mirror and the mirror/diffuser combi-
nation are done under ambient conditions for various geometries. Com-
bining both type of measurements, an instrument response for the all
incidence angles at begin-of-life of the instrument is estimated [-cal 7]
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Figure 3.5: GOME spectra (photon fluxes) of the direct sunlight and the light reflected from the
earth (Wenig, 1998)
Nevertheless, in the beginning a lot of problems occurred in the spectra
received by SCIAMACHY [e.g. (Lichtenberg et al., 2006), (Krijger and Tilstra,
2003)] which also makes the spectral analysis performed for this thesis unre-
liable. The spectral calibration is improved with time and usable results can
be obtained now. The absolute radiances of SCIAMACHY has to considered
as wrong [e.g. (Tilstra and Stammes, 2006)]. For the spectral channel also
a correction of degradation has become recently available (Bramstedt, 2008).
The degradation means a systematic decrease of the measured reflectance due
to a decreasing sensitivity of the instrument with time. One reason is the air
to vacuum effect: The mirror is saved by a layer (e.g. MgF2). Nevertheless,
the layer contains some lacks which influece the refactive index of the layer.
These lacks can be filled by other substances (dependent on the environment).
Also cosmic radiation can damage the detectors or the optical components of
the satellite. Further on, an ice layer has formed on the infrared instruments
of SCIAMACHY. Several heating processes had been performed to reduce this
problem, which can also effect the other detectors of SCIAMACHY.
3.2 The Differential Optical Absorption Spectroscopy
The spectra of SCIAMACHY and GOME are evaluated using absorption spec-
troscopy of the reflected sunlight. The direct sunlight shows high frequent
structures (fig. 3.5). These “Frauenhofer lines” refer to absorption processes
in the photosphere of the sun. The “earthshine spectrum” contains further ab-
sorption lines due to the trace gases in the atmosphere of the earth, especially
absorptions from ozone, water vapour and oxygen. Absorption lines of further
trace gases are also part of the spectrum, but could be weaker by typically 2
orders of magnitude.
As discussed in the sect. 2.4.2, the solution of the radiative transfer equa-
tion in the case of pure absorption (neglecting scattering) is given by the
lambert-beer law:
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Figure 3.6: Visualization of the different parameters used for DOAS from (Wenig, 2001). Note
that D′ = τ ′ in the image
I = I0 exp
(
−
∫
σ∗(s)ds
)
(3.3)
The optical density is connected with the concentration of the trace gas
integrated along the light path, the slant columns density S (or SCD):
τ(λ) = σ(λ, p, T )
∫
c(s)ds := σ(λ, p, T ) · S (3.4)
The spectra of SCIAMACHY and GOME are evaluated using the Differen-
tial Optical Absorption Spectroscopy (DOAS) to retrieve S for the considered
trace gases.
3.2.1 Principle of the DOAS method
σ(λ, T ) is usually known for various trace gases from laboratory measure-
ments. For a lot of trace gases including oxygen the required cross sections are
available from the HITRAN database (Rothman, 1992). Therefore in principle
the SCD could be retrieved using lambert beer’s law. Nevertheless, several
trace gases are present in the atmosphere and scattering cannot be neglected.
These problems lead to the introduction of the DOAS method [(Perner and
Platt, 1979), (Platt, 1994), (Platt and Stutz, 2007)]. First of all, the absorption
of different trace gases and the extinction due to Rayleigh and Mie scattering
have to be added to lambert beer’s law:
I(λ) = I0(λ) exp(−
∑
k
σk(λ, p, T )Sk(L))g(λ) (3.5)
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where L denotes the light path and g the correction for the scattering pro-
cesses. The equation can be linearized for the SCD by taking the logarithm:
log I(λ) = log I0(λ)−
∑
k
σk(λ, p, T )Sk(L) + log(g(λ)) (3.6)
While the cross section of the trace gases are well known from laboratory,
the extinction due to molecular and aerosol scattering is unknown. Further
on, in lots of cases - especially in the case of SCIAMACHY - the absolute value
of the irradiance is not known very accurately due to calibration problems of
the instrument. These problems can be soluted with DOAS. The major idea
is to make use of fact, that the features described by the factor g(λ) are broad
band features while the trace gases lead both to narrow absorption lines and
broad band features. The broad band features of the trace gas absorption
are removed by high-pass filtering; the cross section is splitted into a part
σs(λ, p, t) with only a weak dependence on the wavelength and a σ′k with a
strong dependency. The broad band part of the absorption cross section and
the scattering part g(λ) are approximated together using a polynomial. This
yields to:
log I(λ) =
∑
j
ajλ
j −
∑
k
σ′k(λ, T, p) · Sk(L) (3.7)
The differential optical density is defined similar to the optical density
in eq. (3.4) (but it is divided by the broad-band part of the reflected radiance
instead of the incident radiance):
τ ′ = log
I ′0(λ, p, T )
I(λ, p, T, L)
=
∑
k
σ′k(λ, p, T ) · Sk(L) (3.8)
This concept is visualized by fig. 3.6.
3.2.2 Spectral fitting
The problem is reduced to a linear equation with (3.8), but there remain the
unknown coefficient of the polynomial beside the requested slant column den-
sities Sk(L). In fact, the differential optical density has to be retrieved using
a fit process. Different mathematical methods can be applied, one common
method is Levenberg-Marquard method (least-square method). First, a wave-
length interval including the absorption of the requested trace gas ∆λ = λ2−λ1
is chosen (fit interval). The fit program retrieves the slant columns densities
(fit coefficients) by a χ2-minimization between the measured spectrum and the
“reference spectra” (e.g. the laboratory spectra of the trace gases and solar ref-
erence measured by satellite):
χ2 =
∫ λ2
λ1
(log Imeas(λ)−
∑
k
Sk · log Ik(λ)− P (λ))2dλ (3.9)
where the degree of the polynomial P can be chosen by the scientist and
is often selected by trying. Additionally a shift and a squeeze can be allowed
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for the fit process by decision of the scientist. Often a shift is allowed with
the additional assumption that shift is constant for all reference spectra. with
respect to the solar spectrum.
The difference between the measured optical density and the fit result is
called residual. A high residual indicates a low quality of the fit. There could
be different reasons for the remaining residual, e.g. neglected trace gas ab-
sorptions, instrumental artifacts or scattering processes.
The least-square fit is usually too slow for the application of DOAS to satel-
lite retrievals. It is used for this thesis with the fit program MFC (Gomer et al.,
1995), but for the operational retrieval the mathematical approach of (Ottoy
and Vansteenkiste, 1981) is used. The correspondent fit algorithms for GOME
are presented in (Leue, 1999). The SCIAMACHY retrieval was implemented
by S. Kraus [see also (Kraus, 2005)].
3.2.3 Saturation effect
The spectral resolution of SCIAMACHY and GOME is about 0.4 - 0.5nm for the
wavelength ranges considered in this thesis. Especially in the case of oxygen
the natural line width cannot be resolved by the spectrometer. Therefore both
the laboratory spectra and the respective cross sections have to be convoluted
to the spectral resolution of SCIAMACHY and GOME:
σ∗ = f ∗ σ(λ) =
∫
σ(λ′)f(λ− λ′)dλ (3.10)
I∗(λ) = f · I(λ) = f · (I0(λ) exp(−σ(λ) · S)) 6= f · I0(λ) exp(−f · σ(λ) · S)) (3.11)
where f(λ−λ′) describes the instrument function and the convoluted spec-
tra and cross sections are given by I∗ and σ∗ respectively. Nevertheless, it
remains the problem that the exponential function present in the lambert-
beer equation and the convolution are not commutative. The consequence is
a systematic underestimation of the slant column density. This effect is in-
vestigated in (Wagner et al., 2003a) and a correction for this saturation effect
is presented. Beside the direct effect for strong absorbers, an indirect effect
can influence the retrieval of weak absorbers, if they are evaluated in regions
which also contain strong absorptions of a different trace gas. In this case, the
problem is a spectral interference with the strong absorber. This problem can
be avoided by implementing the saturation correction for the strong absorber.
3.2.4 Ring effect
As discussed above, reference spectra based on the trace gas absorption in lab-
oratory convoluted to SCIAMACHY resolution and a solar reference spectrum
measured by SCIAMACHY are included in the DOAS analysis. Nevertheless,
further effects in the atmosphere, on the surface (e.g. vegetation) or instru-
mental artifacts (e.g. etalon effect, see sect. 3.1.4) can be taken into account
if a correspondent reference spectrum can be determined from theory or from
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measurements. One example is the Ring effect (Bussemer, 1993). The Ring
effect is characterized by a “filling in” of the Fraunenhofer lines, that means a
decrease of the strength of the absorption. The effect is mainly caused by ro-
tational Raman scattering (inelastic scattering of photons at molecules). Dif-
ferent to Rayleigh and Mie scattering, Raman scattered photons do not have
the same wavelength as the incident photons. Because the intensity is higher
outside the Frauenhofer lines than inside, more photons are scattered from
outside into the Frauenhofer line than the other way around. The strength
of the Ring effect depends on the wavelength, the solar zenith angle and the
surface albedo. Although the Ring effect is relatively small for the wavelength
regions considered for this thesis, usually a Ring spectrum is included for the
presented fit analysis.
3.3 Calculation of Vertical Column Densities (VCD)
From the DOAS analysis slant column densities (SCDs) for all trace gases in-
cluded as reference spectra are received. But the SCD is dependent on the
satellite geometry (solar zenith angle, scan angle, relative azimuth angle).
Therefore a new value independent from the geometry of the observation is
introduced, the Vertical Column Density (VCD). The VCD of a respective
absorber represent the concentration integrated along a line perpendicular to
earth’s surface.
3.3.1 The concept of Air Mass factor
The factor converting SCDs to VCDs is called Air Mass factor (AMF):
AMF =
SCD
V CD
(3.12)
The remaining problem is the retrieval of an appropriate AMF. The easiest
approach is the usage of a geometrical Air Mass Factor simply correcting for
the light path enhancement of the photon due to the slant path through the
atmosphere compared to the vertical path. It can be applied by simply divid-
ing the result by the cosine of the solar zenith angle. This obviously neglect
processes like scattering in the atmosphere and may only be used as AMF
for stratospheric species or evaluations in the infrared range of SCIAMACHY
(CH4, CO,CO2) because Rayleigh scattering has only a small impact for these
cases. Nevertheless, this approach is often used as first-order correction also
for other cases, but for an accurate retrieval of the VCD a more accurate re-
trieval of the AMF using radiative transfer theory is necessary. The AMFs
usually depend on many parameters beside satellite geometry, e.g. the surface
albedo and if needed the characteristics (cloud fraction, cloud height) of the
present clouds. Some of these aspects are discussed throughout this thesis.
A radiative transfer model is used in the following way to determine AMF’s:
1. A trace gas profile describing the dependency of the concentration of
the respective trace gases on the height is performed. It can be taken
38
from literature (e.g. standard US-profile of oxygen from (Thomas and
Stamnes, 2002)). Cloud fraction and cloud altitude are obtained from
the HICRU algorithm presented in this thesis. Surface albedo can also
be taken from the HICRU database for the red spectral range while for
lower wavelengths surface albedo from other instruments could be used,
e.g. (Kleipool et al., 2008). If aerosols should be included, an aerosol algo-
rithm could be used to support the selection of appropriate parameters,
e.g. (Penning de Vries et al., 2009). The other parameters can be taken
directly from level-1 data (e.g. SZA, scan angle, RAZY) or from external
data sets (e.g. surface elevation).
2. The intensity measured by the detector is modeled with (I) and without
(I0) the absorbing species dependent on the parameters determined in
step 1. A modeled SCD can then be obtained using eq. (3.4):
SCD =
τ(λ)
σ(λ)
= − 1
σ(λ)
log
I(λ)
I0(λ)
(3.13)
3. The VCD is obtained from the trace gas profile by integrating the concen-
tration from the surface to the top of atmosphere. With SCD and VCD
the AMF can be obtained.
4. The AMF retrieved by the model is now applied to SCD received from the
DOAS analysis based on the satellite spectra. Then the VCD is received
for the respective measurement.
Applications for the retrieval of cloud parameters
For most trace gases this retrieval is used to determine the variation of the
trace gas columns with location and time. Nevertheless, for this thesis the
approach is used the other way around. It is assumed that the SCD of oxygen
or oxygen dimers does not change for a fixed set of parameters given in step
1. In this case a inverted procedure can be used. One parameter from step
1, e.g. cloud height, is considered to be unknown. A model is used to retrieve
a set of AMFs for different values of the unknown parameters, e.g. different
cloud heights. The calculated theoretical AMFs are compared with measured
AMFs given by DOAS-retrieved SCD divided by the VCD from the trace gas
profile. From the intercomparison of measured and modeled AMFs the un-
known parameter can be inverted. The application and the discussion of the
implementation of this concept to the HICRU algorithm needs to go in more
details and is thus shifted to chapter. 9.
3.3.2 Effects of clouds on the air mass factor
The cloud effects have to be described accurately by the radiative transfer
model to apply the concept discussed above to the inversion of cloud parame-
ters. Two effects are most important:
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• The shielding effect or ghost column effect describes, that trace gases
are underestimated in the retrieved SCD compared to the clear-sky case.
Trace gas molecules below the clouds does not effect photons reflected
by the cloud. Usually the albedo of the cloud is much higher than the
surface. Therefore most photons received by the detector on satellite are
reflected by the cloud. This is even the case for partly cloudy scenes.
• The albedo effect describes an additional effect due to the high albedo of
the cloud. The column of some trace gases above the cloud can be overes-
timated, because the strength of the measured absorption from satellite
depends on the ratio of the photons going through the absorber to all
the measured photons. Rayleigh scattering can lead to the case, that a
significant amount of photons is reflected above the layers with high con-
centrations of the respective trace gas. These photons are unaffected by
the trace gas absorption below. This can be an important effect if the sur-
face albedo is low and most photons reaching the surface are absorbed.
In the presence of (especially low) clouds more photons are reflected from
lower altitudes than by the surface which are then effected by the trace
gas absorption above the cloud. This lead to a decrease of the relative
part of the photons unaffected by the trace gas absorption and therefore
to an overestimation of the trace gas column above the cloud.
Beside the shielding and the albedo effect also the light path enhancement
effects the results. While most photons are reflected in the higher layers of
the cloud, the photon paths inside the cloud can become more complicated due
to multiple Mie scattering (see also fig. 4.2). Generally it could be considered
that the satellite is more sensitive to trace gases in the upper part of the cloud.
The shielding effect is often the most dominant effect, especially for high
clouds and high cloud coverage of bright clouds. The influence of this effect is
greatest for low clouds in the UV with respect to the wavelength dependency of
the Rayleigh scattering I ∝ λ4. The albedo effect can also become predominate
in the red spectral range if the surface albedo, the cloud fraction and the cloud
altitude is low. This is demonstrated in chap. 9.
3.3.3 The radiative transfer models TRACY II and McArtim
There are different methods for the numerical approximation of solutions for
the radiative transfer equation eq. (2.3). This thesis uses the models TRACY II
(Deutschmann and Wagner, 2007) and the follower model McArtim (Deutschmann,
2009). They are used to retrieve Air Mass factors and top of atmosphere re-
flectances for clear-sky and cloudy scenarios. Both models make use of the
Monte-Carlo approach for the “solution” of the radiative transfer equation.
The major idea is to perform a realistic model for the light paths of photons
through the atmosphere also in the case of multiple scattering and in the pres-
ence of clouds. Both models make use of the backward approach: While a for-
ward model describes the path of the photons through the atmosphere start-
ing with the incident sunlight and finishing at the detector of the satellite,
the backward approach works the other way around. A predefined number of
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photons are shot from the detector on the satellite into the atmosphere (typi-
cally: 20000-100000) and the algorithm describes the paths from the detector
to the sun. The atmosphere is described by a set of spherical symmetric lay-
ers. The Rayleigh phase function and the number density of the air molecules
can be used to derive a scattering probability and the photons are scattered
into the respective directions with the calculated probability. With a simi-
lar approach also the scattering in the case of clouds is included using the
Henyey-Greenstein phase function: For each layer the presence or absence of
(different) clouds can be defined using a vertical profile of the optical thickness.
If no scatter appears to the photon in an atmospheric layer, the change of the
direction is retrieved using refraction theory. The surface albedo is included
as lambertian reflector. There is one important problem with the backward
Monte-Carlo approach: most of the photons never reach the sun but leave the
atmosphere in different directions. If only the photons which reach the sun
would be taken into account, a large number of photons have to be calculated:
This would be too time consuming for practical purposes. This is soluted by the
“forcing technique” which is based on a separation: First a photon trajectory
ensemble is created. The second step is the calculation of the intensity. The
absorption by trace gases is neglected for the path generation, but included
for the calculation of the intensity. The radiance for a backward trajectory i is
obtained using the equation:
Ii =
ni∑
j=1
exp
(
−
∫ 
~rij
εs(~r)dr
)
P (~rij ,Θs)Gij︸ ︷︷ ︸
w0ij
exp
(
−
∫ 
Dij
absorbers∑
i
εa,i(~r)dr
)
(3.14)
where εs denotes the scattering extinction coefficient for all scatterers, P
is the effective local phase function, Gij is a factor representing the surface
albedo and εa,i the absorption extinction coefficient. For the exponential factor
describing the absorption the whole path from the detector D to the sun  has
to be considered. On the other hand, for the part wij a “forced path” is used:
For each scattering event ni of the previous retrieved trajectory a changed
path is used for the intensity calculation. It starts from the point the scatter
appears rij following the direct path into the sun. Note that this forcing ap-
proach is used by TRACY II only. For McArtim the two steps described above
are not performed sequentially, but in parallel. The details are described by
(Deutschmann, 2009). Nevertheless, the advantage of McArtim is that it is
much faster than TRACY II. On the other hand, TRACY-II allows to save a
set of photon paths generated during step 1, which has turned out to be an
advantage in the case of strong absorbers like ozone or oxygen.
If a huge amount of trajectories are calculated, the results become a real-
istic estimate of the intensity:
I =
1
N
N∑
i=1
Ii (3.15)
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If the intensities are retrieved, the Air Mass factors can be obtained us-
ing eq.(3.13) in 1D-case. Additionally McArtim and TRACY II support 3-D-
modelling and the concept of absorber derivatives [Box Air-Mass-factors, see
(Deutschmann, 2009)].
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Chapter 4
Cloud algorithms for GOME
and SCIAMACHY
A cloud algorithm is an algorithm, that retrieves a set of cloud parameters
characterizing the physical properties of clouds from measurements. Typical
parameters are cloud coverage, cloud droplet radius, cloud top height, cloud
optical depth or cloud optical path length. If large datasets of measurements
are available, like data of an operational satellite as used for this thesis, an
automatic retrieval of cloud parameters is necessary, because the detailed, in-
dividual analysis of each measurement is impossible.
4.1 Principles of cloud retrieval using SCIAMACHY
and GOME
Cloud algorithms have been developed for various satellite instruments. Most
of these instruments are specialized for cloud retrieval, because of the impor-
tance of the subject for weather forecasting, climate studies and the inves-
tigation of the atmosphere. Examples are MODIS, METEOSAT or CLOUD-
SAT. Some of them are used throughout this thesis for validation purposes.
In contrast, this thesis is about cloud algorithms applied to satellite instru-
ments developed for trace gas retrieval, especially SCIAMACHY and GOME
(see chap. 3). Changes in design and aims make these instruments less
suitable for cloud detection compared to instruments designed for cloud re-
trieval. First of all, the spatial resolution of SCIAMACHY and GOME is rel-
atively low. The best resolution is provided by the broad-band PMD instru-
ments (see sect. 3.1.3) that have a pixel size of to 7.5kmx30km (SCIAMACHY)
and 20kmx40km (GOME). Measurements with high spectral resolutions are
available for spatial resolutions of at least 60kmx30km (SCIAMACHY) and
320x40km (GOME). This is too low for a retrieval of microphysical cloud pa-
rameters like cloud droplet radius. Instruments like POLDER, which per-
forms a cloud retrieval with a spatial resolution of 6.5kmx6.5km, are proven
to be already close to the lower limit required in spatial resolution for the re-
trieval of microphysical cloud parameters. The retrieval of cloud droplet radii
fails for a significant amount of data due to the insufficient spatial resolution
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Figure 4.1: spectrum of the O2-A-band taken from (Gottwald et al., 2006).
(Breon and Boucher, 2004). Moreover, the coarse spatial resolution of GOME
and SCIAMACHY lead to limitations for the retrieval of macroscopic cloud pa-
rameters as well. In most cases a single measurement cannot be considered as
completely cloudy or cloud free [Krijger et al. (2007), Grzegorski et al. (2006),
Koelemeijer et al. (2001), Wenig (1998)]. This lead to the conclusion that cloud
optical thickness cannot be retrieved from top of atmosphere reflectances in
the visual and the near infrared band like for e.g. MODIS (King et al., 1997)
because the measured intensity is not only determined by the physical prop-
erties of the cloud, but also by the cloud coverage of the pixel, which can-
not be determined using typical methods (see sect. 2.3.3) because of missing
subscale informations. As a consequence, all cloud algorithms designed for
SCIAMACHY and GOME retrieve a new parameter which is called effective
cloud fraction [Grzegorski et al. (2006), Koelemeijer et al. (2001), Koelemei-
jer (2001)]. The effective cloud fraction is a combination of cloud coverage and
cloud albedo. It can usually be interpreted as cloud coverage of a bright cloud
which yields to the same top of atmosphere reflectance as the cloud of the mea-
sured scene. Only two algorithms for GOME, ICFA (Kuze and Chance, 1994)
and CRUSA (Wenig, 2001), use a different definition of effective cloud fraction.
The parametrization of ”bright cloud” is defined in different ways by the cloud
algorithms as described in detail below. Similar concepts are used before with
other instruments and wavelengths [e.g. (Smith and Platt, 1978)].
In addition to effective cloud fraction, cloud top height or -equivalently-
cloud top pressure is retrieved by some of the algorithms because of its im-
portance for the retrieval of tropospheric trace gases. In contrary to satellite
instruments like MODIS, cloud top height cannot be retrieved from the ther-
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Figure 4.2: The widely used assumption of cloud as a reflecting layer in the atmosphere (above,
left) is a simplification of the real light path through the atmosphere
mal infrared for GOME and SCIAMACHY, because of the unavailability of
this wavelength range. But both instruments provide a moderate spectral res-
olution that can be used for cloud retrieval. All currently existing algorithms,
that provide cloud top height make use of the oxygen-A-Band (see Fig.4.1):
Clouds reduce the penetration of light down to the lower layers of the atmo-
sphere, thus the absorption of oxygen is reduced for a cloudy pixel compared to
a cloud free measurement. For a cloudy pixel, the absorption mainly depends
on cloud coverage, cloud albedo and cloud top height or -more simplified- on ef-
fective cloud fraction and cloud top height. If the absorption in the O2-A-Band
is evaluated together with intensities hardly affected by trace gas absorptions,
cloud top height and effective cloud fraction can be retrieved simultaneously
from SCIAMACHY and GOME data. A strong simplification of reality is often
assumed: The sunlight is completely reflected at the top of the cloud like for
a lambertian reflector (see fig. 4.2a). In reality, sunlight penetrates the cloud
(see fig. 4.2b-c) even in the case of an optical thick cloud. This leads to en-
hanced O2-absorption. Therefore, a retrieval assuming that the cloud acts as
a lambertian reflector underestimates cloud top height (Saiedy et al., 1967).
The inclusion of scattering inside the cloud can improve the results, but differ-
ences between the light path enhancement for the cloud assumed in the model
and the real clouds in the measurement affect the results. In addition, all
cloud algorithms assume one homogeneous cloud covering the satellite ground
pixel. This is an additional simplification in the case of multiple cloud layers
(see fig.4.2d) or vertical inhomogeneity of clouds. Therefore the retrieved re-
sults should be interpreted as effective cloud height instead of a cloud top
height. For the retrieval of cloud height for partly cloudy pixels, the GOME
pixel of 320x40 km (SCIAMACHY: 60x30 km) is artificially divided into a cloud
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Algorithm GOME/SCIA PMD/O2 comments References
ICFA yes/no no/yes cloud top height assumed a
priori using ISCCP
Kuze and Chance (1994)
FRESCO yes/yes no/yes albedo database for SCIA-
MACHY based on GOME
data
Koelemeijer et al. (2001),
Koelemeijer (2001), Fournier
et al. (2006), Wang et al.
(2008)
SACURA no/yes no/yes limited to totally cloudy
pixels, but combination
with OCRA implemented.
Kokhanovsky et al. (2003),
Rozanov and Kokhanovsky
(2004)
OCRA yes/yes yes/no SCIAMACHY thresholds
taken from GOME
Loyola (1998), v. Bargen et al.
(2000)
ROCINN yes/yes no/yes OCRA used as input for ge-
ometrical cloud cover
Loyola (2004)
GOMECAT yes/no yes/yes two versions are used (see
Tab.4.2)
Kurosu et al. (1998), Kurosu
et al. (1999), v. Bargen et al.
(2000)
CRUSA yes/no yes/no HSV color space Wenig et al. (1999), Wenig and
Leue (2000), Wenig (2001)
HICRU yes/yes yes/yes O2 and O4 absorption at
630 nm used instead of the
O2-A-band
Grzegorski et al. (2006), Grze-
gorski et al. (2004), see chapt.
5 & 7 & 9
Table 4.1: Overview of the cloud algorithms used for retrieval of a significant amount of data
together with the used instruments and the implemented methods. The algorithms developed
during this thesis, HICRU, are included.
free and a cloudy part. This method is called independent pixel approxi-
mation and reliable for satellite remote sensing if the spatial resolution is low
(like for SCIAMACHY and GOME) as outlined by (Marshak et al., 1995) using
Monte-Carlo modeling.
4.2 Characterization of GOME and SCIAMACHY cloud
algorithms - an overview
There are already several algorithms retrieving cloud parameters using data
of GOME or SCIAMACHY. In this section the most important aspects of these
algorithms are summarized. The most important aspects of these algorithm
are summarized first to provide a fast access to all the aspects important for
the studies presented during this thesis. Afterwards, a detailed description of
all the algorithms is performed, which is not mandatory for the understand-
ing of the studies in this thesis, but could be helpful as background for the
discussion of the presented studies.
We can distinguish between two classes of algorithms: the first class makes
makes use of the GOME and SCIAMACHY channels with moderate spectral
resolution and include the analysis of the O2-A-Band for the retrieval of cloud
parameters. The second class of algorithms use the intensity measured by
the PMD instruments (sect. 3.1.3) that provide higher spatial resolution, but
insufficient spectral resolution for the analysis of the O2-A-Band. Table 4.1
gives an overview of the existing algorithms for GOME and SCIAMACHY.
Three algorithms are “pure” members of the first class and independent
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of PMD measurements: The official GOME cloud product ICFA (Initial Cloud
Fitting Algorithm, Kuze and Chance (1994)), the FRESCO algorithm (Fast
REtrieval Scheme for Clouds from the Oxygen-A-Band, Wang et al. (2008),
Fournier et al. (2006), Koelemeijer et al. (2001)) and primary SACURA (Semianalytical
Cloud Retrieval Algorithm, Kokhanovsky et al. (2003)).
The operational product of GOME, ICFA, retrieves an effective cloud frac-
tion using the absorption in the O2-A-Band only. Because of the dependency
of the O2-absorption both on effective cloud fraction and cloud top height, the
cloud top height is taken into account using a priori assumptions taken from
the ISCCP climatology (Schiffer and Rossow, 1983). This can cause large er-
rors in effective cloud fraction if the cloud top height deviates from the climato-
logical average (Koelemeijer and Stammes, 1999). Therefore ICFA is available
for GOME only. FRESCO cloud retrieval was improved, because reflectances
outside the O2-absorption band are also included, allowing the retrieval of ef-
fective cloud fraction and cloud top height simultaneously as explained above.
ICFA and FRESCO make use of a radiative transfer model. Cloud fraction
and, in the case of FRESCO, also cloud top height are retrieved using a χ2-
minimization between the measured and the modelled spectra in and around
the O2-A-Band. A cloud albedo of 80% is assumed by FRESCO. For radiative
transfer modelling, a lambertian cloud is assumed and Rayleigh scattering is
neglected for ICFA and the FRESCO versions older than FRESCO+, but is
included in the newer versions (Wang et al., 2008). FRESCO+ is used for in-
tercomparison with our SCIAMACHY data, but for our older GOME analysis
previous releases of FRESCO are also used (see tab.4.3). The major impor-
tant difference between the different versions in the context of cloud fraction
is the implementation of the surface albedo database. The first FRESCO re-
lease (GO-v1) only contains a rough estimation of the surface albedo neglecting
the seasonal variation. Since version 3 FRESCO is improved by including the
albedo database from (Koelemeijer et al., 2003). Because of the overestimation
of FRESCO over deserts, correction factors are used for the surface albedo over
Sahara since version 4 (Fournier et al., 2006).
SACURA retrieves cloud top height together with cloud optical thickness
instead of effective cloud fraction and takes multiple scattering inside the
cloud into account. The algorithm is limited to totally cloudy pixels, but could
be extended to partial cloudy scenes if a geometrical cloud coverage is avail-
able from an external dataset.
The second class of algorithms make use of the PMD instruments (see sect.
3.1.3) for the retrieval of effective cloud fraction. PMD algorithms are usually
not used together with a radiative transfer model, a threshold method is ap-
plied instead: The lower threshold represent the reflectance of cloud free pixel
in the wavelength range covered by the PMD. Cloudy pixels are represented
by an upper threshold. Effective cloud fraction is retrieved through linear in-
terpolation between the thresholds. The simplest approach is the definition of
one global value for each of the thresholds. This approach is fast and applied
easily to new data received by satellite. Therefore it is still in use by various
groups [e.g. (Buchwitz et al., 2005)]. However, this method can only be used if
an inaccurate retrieval is sufficient: In reality, the thresholds depend on differ-
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ent physical and geometrical parameters; the surface albedo in particular for
the determination of the lower threshold (Wenig, 1998). Therefore most of the
PMD algorithms include a routine that retrieves a set of thresholds -e.g., a set
of global maps with lower thresholds dependent on the surface reflectance- to
improve the threshold method. Some algorithms also make use of color space
analysis for the retrieval of the thresholds [(Loyola, 1998), (Wenig, 2001)] or
even for the interpolation between the thresholds themselves (Wenig, 2001).
The idea of this approach is to use the different color characteristics between
clouds and the surface: clouds are white, because the extinction is nearly in-
dependent of the wavelength, if the visual range is considered. In contrast,
the intensity of the surface varies with wavelength, e.g. desert surfaces reflect
stronger in the red than in the blue range, while it is the other way around for
ocean. Tab.4.2 gives an overview of the different PMD algorithms developed
for GOME.
The major shortcoming of the PMD approach is that only effective cloud
fraction, but not cloud top height can be retrieved. A combination of the two
classes of algorithms can make use of the advantages of both approaches: The
effective cloud fraction is retrieved using the PMD method, while cloud top
height is retrieved using the absorption in the O2-A-band. This concept is re-
alized for three algorithms: GOMECAT [(Kurosu et al., 1998), (v. Bargen et al.,
2000)], the combination of ROCINN with OCRA algorithm (Loyola, 2004) and
the combination of SACURA with a OCRA-type algorithm implemented by
University of Bremen (Kokhanovsky et al., 2006a). In all these cases the effec-
tive cloud fraction is interpreted as geometrical cloud coverage, and cloud op-
tical thickness is provided additionally from reflectances in the spectral chan-
nels. It was demonstrated during the validation of the SCIAMACHY level-2
dataproduct that this concept fails due to the dependency of the effective cloud
fraction on the cloud albedo (Piters, 2006). The realization of a physically cor-
rect concept of this idea is part of this thesis, butO2 andO4 absorptions around
630 nm are used instead of the O2-A-band.
4.3 Detailed description of GOME and SCIAMACHY
cloud algorithms
4.3.1 ICFA
The Initial Cloud Fitting Algorithm [(Kuze and Chance, 1994), see also: (Koele-
meijer and Stammes, 1999), (Koelemeijer, 2001)] is the operational cloud data
product of GOME. It retrieves cloud fraction through a spectral fit of a sim-
ulated spectrum with a measured GOME spectrum in the wavelength range
758-778nm, which includes the O2-A-Band. A χ-square minimization is used
together with the radiative transfer model GOMETRAN. A cloud optical thick-
ness of 20 is assumed similar to the assumption of a constant cloud albedo as
used with the concept of an effective cloud fraction. The atmosphere is con-
sidered as an absorbing medium only, Rayleigh and aerosol scattering are ne-
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PMD algo-
rithm
used
PMDs
number
of
maps
(l)
subpixel
correc-
tion
color
space1
iterative
re-
trieval
Retrieval of
the upper
threshold
Manipulation
of the thresh-
olds after their
retrieval
reduced
scale2
HICRU 2,3 4 -
104443
retrieved - l,u dependent
on sza and
subpixel
- no
OCRA /
ROCINN
1,2,3 44 a pri-
ori5
l,u - white point
in the RGB
color space
lower and upper
threshold cor-
rected by OCRA
scaling factors
yes
GOMECAT
/ PCRA6 7
1,2,3 368 - - l one value
per PMD
channel
globally
lower thresh-
old increased
by 10%globally,
upper threshold
decreased by
10%globally
yes
GOMECAT
(ISCCP)7
1,2,3 368 - - l one value
per PMD
channel
globally
lower threshold
increased by 5%
globally, upper
threshold de-
creased by 45%
globally7
yes
CRUSA9 1,2,3 1 +
sub-
sets10
- l,u,i11 l,u one global
map (+sub-
sets)10
- no
PMD
test algo-
rithm12
2,3 1 +
sub-
sets10
- - l,u one global
map
- no
Table 4.2: Characteristics of the PMD cloud algorithms for GOME. Abbreviations: l = lower
threshold, u = upper threshold, i = interpolation between the thresholds.
1The usage of color space analysis by the algorithm. No color space analysis means, that the reflectances of the PMDs are used directly.
2Limitation of the retrieved cloud fractions to [0,1], by setting the cloud fraction to 1, if the measured intensity exceeds the upper threshold and
to 0, if the measured intensity is lower than the lower threshold.
3dependent on the used HICRU stage.
4Four maps with the lower thresholds for spring, summer, autumn and winter. Each map is based on seasonal averages.
5The reflectances are divided by the cosine of the line of sight angle.
6GOMECAT is an improved version of the PCRA algorithm. The algorithm differs from PCRA as described in (v. Bargen et al., 2000) in its
retrieval of the upper threshold. Furthermore, the ratio of PMD2 and PMD3 is no more used (T. Kurosu, private communication).
7GOMECAT and GOMECAT(ISCCP) are the same algorithms, but the thresholds are manipulated in different ways after their retrieval.
GOMECAT(ISCCP) use one month of the cloud coverage from ISCCP cloud climatology (Schiffer and Rossow, 1983) and changes the upper and
the lower threshold by a global, constant factor to obtain the smallest difference between GOMECAT(ISCCP) and the ISCCP climatology.
8Thresholds each of the 12 months of the year and for the three PMD channels. All available GOME data is used for the retrieval of the
thresholds.
9The CRUSA release used for the intercomparisons include some changes with respect to the references: the plotting routine is changed and
the cloud fraction is retrieved for every GOME measurement using the thresholds from the images. The CRUSA release described in the
references is completely based on image sequence analysis and provides images of daily cloud fraction only.
10The algorithm works similar to stage 1 of the algorithm used in HICRU for the retrieval of the lower thresholds. The image received as lower
threshold is the average of an image sequence. Subsets of this image sequence are used to take seasonal variations partly into account.
11The cloud fraction is retrieved through a two dimensional, linear interpolation in an HSV subspace. The cloud fraction depends on the
brightness and the saturation in the color space. The hue is neglected.
12This is a test algorithm implemented by the developers of HICRU for test purposes only. Lower thresholds are retrieved similar to stage 1 of
HICRU, but only based on the year 1997. Subsets of the final image sequence are used to take seasonal variations partly into account (similar
to CRUSA, sect.4.3.3). Upper thresholds are retrieved in the same way as the lower thresholds, but a maximum is retrieved instead of a
minimum. A detailed description can be found in (Grzegorski, 2003)
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glected in the model used for ICFA. Therefore clouds are treated like for the
simplest case in Fig.4.2a. A correction term Radd is added to the simulated re-
flectances of the cloud free and the cloudy part to correct for this simplification.
The reflectivity of the simulated spectrum Rsim is therefore given by:
Rsim = cRcloudy + (1− c)Rcloudfree +Radd (4.1)
where c is the effective cloud fraction of the measurement. The convoluted
atmospheric transmittance along the slant path s from the Sun to a certain
level p in the atmosphere is given by:
T (λ, p) =
∫ ∞
0
f(λ′ − λ) exp[sτ(λ′, p)]dλ′ (4.2)
where τ(λ′, p) is the vertical absorption optical thickness of oxygen above
the level with pressure p. If a plane parallel atmosphere and the linearity
of the correction term Radd in wavelength is assumed, the expression for the
simulated radiance can be transformed to (Koelemeijer, 2001):
Rsim = αT (λ, pc) + βT (λ, ps) + γT
(
1− λ
λ0
)
(4.3)
where ps is the surface pressure and pc the cloud top pressure. α, β and
γ are fitting parameters and λ0 is a reference wavelength. A least-squares
fitting is implemented by variation of the fitting parameters and minimizing
the expression
χ2 =
1
N
N∑
i=1
[
Rmeas(λi)−Rsim(λi)
Rmeas(λi)
]2
(4.4)
where the measured reflectance is given by Rmeas and the summation is
done over all pixels between 758nm and 778nm. The cloud fraction is obtained
from fitting parameter α:
c =
α
Ac
(4.5)
where Ac denotes the cloud albedo. The parameters β and γ are not used,
but β is obviously connected with the surface albedo.
In (Koelemeijer and Stammes, 1999) and (Koelemeijer, 2001) it is shown,
that ICFA can produce large errors in effective cloud fraction because the O2
absorption in the considered wavelength range strongly depends on the cloud
top height. ICFA uses a priori assumptions for the cloud top height from the
ISCCP climatology (Schiffer and Rossow, 1983). Large errors can occur, if the
actual cloud top height is lower than the climatological average: ICFA misin-
terprets part of the measured radiance as being reflected by the surface rather
than by the cloud. Overestimation of the effective cloud fraction and underes-
timation of the surface albedo can occur, if the cloud top height is higher than
the a priori assumptions. Because of these problems, ICFA is not applied to
SCIAMACHY data.
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Instrument Version improvements
GOME GO-v1 fixed albedo dataset
GOME GO-v2 not supported by KNMI
GOME GO-v3 Koelemeijer albedo database included
GOME GO-v4 correction of surface albedo database over desert and at coastlines;
level1-update; model calculation based on HITRAN 2004
GOME GO-v5 FRESCO+: Rayleigh-scattering included in model calculations
SCIA SC-v2 similar to GO-v3
SCIA SC-v3 Reflectance calibration correction, correction of the surface albedo
database over desert and at coastlines
SCIA SC-v4 model calculations based on HITRAN 2004
SCIA SC-v5 FRESCO+: Rayleigh-scattering included in model calculations
Table 4.3: This table shows the major important improvements of FRESCO from version to
version (see van der A and Wang (2007) for more details). This thesis uses the newest ver-
sion FRESCO+ for SCIAMACHY, but for the intercomparison of our older results for GOME,
previous releases are also used.
4.3.2 FRESCO
The Fast REtrieval Scheme for Clouds in the Oxygen-A-Band (Koelemeijer
et al. (2001), Fournier et al. (2006), Wang et al. (2008)) is also based on the
analysis of the O2-A-band, but avoids the major problems of the ICFA algo-
rithm through a simultaneous retrieval of effective cloud fraction and cloud
top height. FRESCO is based on the analysis of three windows with a width
of one nanometer each: The first window covers 758nm-759nm, a region with
hardly any trace gas absorption. Fig.4.1 shows that this so-called “continuum
region” is hardly effected by cloud top height and therefore mainly determined
by effective cloud fraction. The reflectances in the other windows (760-761nm,
strong absorption and 765nm-766nm, moderate absorption) additionally de-
pend on cloud top height.
FRESCO makes use of the bireflector model, which allows only two (re-
spective three) paths of the photons through the atmosphere to the detector:
• photons are reflected at the surface of the earth and reaches the satellite
without further changes of the path
• the photons are reflected at the top of a cloud and reach the satellite
without further changes of the path
• the latest versions of FRESCO (see Tab.4.3) include single Rayleigh scat-
tering. The direction of a photon can be changed through a Rayleigh
scattering event and reach the satellite without further changes of the
path.
The cloud and the surface are treated as lambertian reflectors. Like for ICFA,
extinction of oxygen inside and below the cloud is neglected as well as multiple
scattering and aerosol scattering.
The simulated reflectances are given by
Rsim = (1− c)TsAs + (1− c)Rs + cTcAc + cRc (4.6)
where Rc, Tc and Rs, Ts are the single Rayleigh scattering reflectance and
transmittance of the cloudy and cloud-free part of the pixel, respectively. Tc
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Figure 4.3: RGB and HSV color space as used by the CRUSA and the OCRA algorithm
and Ts contain O2 absorption and Rayleigh scattering extinction, and are pre-
calculated as a function of the solar zenith angle, line-of-sight angle, wave-
length, and altitude. Cloud fraction and cloud top pressure are retrieved using
a χ2 minimization of the measured and the simulated reflectances. The cloud
albedo is assumed to be 0.8. The surface albedo was included and improved
during the development of different FRESCO versions (see tab.4.3): the first
release of FRESCO for GOME used two months of GOME data to retrieve
an albedo database using minimum reflectances with a spatial resolution of
2.5x2.5 degree. Over ocean, a constant albedo of 0.02 was assumed. Seasonal
variations of the albedo is neglected. Newer versions of FRESCO include the
GOME/KNMI albedo database (Koelemeijer et al., 2003). This database of-
fers monthly albedo information with a spatial resolution of 1x1 degree. The
database is retrieved using 5.5 years of GOME data (June 1995 - December
2000) and is also applied to the SCIAMACHY releases of FRESCO. Because
of the overestimation of cloud fraction by FRESCO over deserts [(Grzegorski
et al., 2006), (Tuinder et al., 2004), (Grzegorski, 2003)], correction factors are
used over Sahara since version 4 (Fournier et al., 2006), that cause an increase
in cloud fraction over the Sahara, but cannot solve the problem in general
(chapt. 10).
4.3.3 CRUSA
The Cloud Retrieval Algorithm Using Image Sequence Analysis [(Wenig, 2001),
(Wenig et al., 1999)] is a PMD algorithm retrieving effective cloud fraction from
GOME data. CRUSA makes use of color space analysis: the normalized inten-
sity measured by one PMD channel can be approximately interpreted as the
brightness of one color in the RGB color space. The RGB values can be trans-
formed into the HSV color space (see Fig.4.3), where the value (the normalized
intensity of the brightest RGB channel) and the saturation are used for cloud
detection. The effective cloud fraction is retrieved through two-dimensional
interpolation in the SV-space (saturation-value HSV-subspace), where lower
and upper thresholds are pre-calculated for this subspace instead of for us-
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ing the intensity of PMD instruments. The retrieval of effective cloud fraction
using this method can lead to problems because of the nonlinear relationship
between saturation and value (Grzegorski, 2003).
The lower thresholds in the SV-space are retrieved as global maps of the
earth using an iterative algorithm based on image sequence analysis. The
minimization is done both for value and saturation simultaneously:
1. HSV preclassification: global thresholds are used to cut pixels clearly
affected by clouds from an image sequence covering all available mea-
surements of GOME data (1996-2001). The result is an image sequence
with gaps.
2. An average of this image sequence is calculated as a first approximation
for the lower thresholds.
3. Each image of the sequence from the first step is compared with the av-
erage of all these images determined in step 2. If a pixel of an image
exceed the average image by a value greater than a pre-defined thresh-
old in value and saturation, the pixel is cutted from the image sequence.
As result, an image sequence with more lacks than at the end of step one
is retrieved.
4. Step 2 and 3 are repeated with the image sequences retrieved at the end
of step 3. If the image sequence does not change with step 3 or if the
changes are smaller than a certain value the iteration algorithm stops.
As a result of the algorithm, an image sequence containing the daily im-
ages of GOME PMD data is retrieved, where measurements detected as cloudy
are removed and remains as lacks in these images. The average of all the im-
ages from step 4 are used as lower thresholds for value and saturation in the
color space. Seasonal variation of the albedo is partly into taken into account
by averaging monthly subsets of the image sequence. These subsets are used
preferentially, but if no cloudfree measurements are detected during the con-
sidered month the average of the whole period (1996-2001) is used.
The upper thresholds are retrieved as global maps with an algorithm work-
ing in the similarly to the retrieval of the lower threshold.
4.3.4 OCRA
The Optical Cloud Recognition Algorithm [(Loyola, 1998), (v. Bargen et al.,
2000)] is a PMD algorithm based on the threshold method. OCRA also makes
use of a RGB representation of the PMD measurements. The reflected sunlight
in projection of the observed exceped is retrieved by OCRA using the formula
R(PMDi) =
R(PMDi)
R0(PMDi)cos(i)cos(e)
(4.7)
where the measured reflectance R is corrected by the solar irradiance R0,
the solar zenith angle i and the line of sight angle e.
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The lower thresholds are retrieved depending on the location of the earth
(global maps) and season. The lower thresholds are calculated for each month
of the year using GOME data from 1995 to 1999. The two-dimensional RG-
subspace of the RGB color space is used for retrieval, where the red and the
green component of the subspace are given by the normalized reflectances of
the second (blue-green) and third (yellow-red) PMD of GOME:
r =
R(pmd3)∑
i=1,2,3
R(pmdi)
and g =
R(pmd2)∑
i=1,2,3
R(pmdi)
The choice of these values is motivated by (v. Bargen et al., 2000) where
the surface color characteristics are assumed to be well described by these
values. Although the algorithm only use the PMDs in the visual range directly,
the results also depend on the channel in the UV, because the UV channel is
included for normalization. From the chosen dataset the lower threshold is
calculated for each point on earth (x, y) with regard to the condition
‖−→rgcloudfree(x, y)−−→w ‖ ≥ ‖−→rgi(x, y)−−→w ‖ (4.8)
for all measurements i where −→w is defined as the color “white” in the RGB
colorspace.
While OCRA is implemented both for GOME and SCIAMACHY, the lower
thresholds are retrieved for GOME only. For SCIAMACHY, a corrected set of
threshold based on the GOME results are used.
The cloud fraction for GOME and SCIAMACHY is retrieved using the re-
flectances of PMD1, PMD2 and PMD3:
f =
√√√√ ∑
i=1,2,3
[(Ri −Rcloudfree,i)2 −Oi]︸ ︷︷ ︸
xi
·Si (4.9)
where the cloud fraction is set to 0 if xi < 0. Oi and Si are scaling factors
calculated for each PMD empirically based on a histogram analysis. A clima-
tology is included to determine pixels typically covered by snow and ice; as
for the other algorithms, the retrieval of cloud fraction is impossible for these
regions.
A speciality of OCRA algorithm is the correction of the PMD intensities as
described by eq.(4.7). While the correction of the measured reflectance with the
solar irradiance and the solar zenith angle is applied in most of the PMD al-
gorithms, the division by the cosine of the line-of-sight angle is used by OCRA
only. This leads to geometry-dependent errors in OCRA cloud fractions as dis-
cussed by (Fournier et al., 2004). Also the model results performed for this
thesis indicate a different dependency on the reflectances in the line of sight
angle (sect. 7.4).
The OCRA cloud fraction is used as input for the cloud height retrieval
with SACURA and ROCINN (see below). In both cases it is assumed, that
OCRA retrieves a geometrical cloud coverage. This assumption is not always
valid:
54
• OCRA retrieves cloud fraction from intensities measured by the PMDs
as shown by eq. (4.9). But the cloud top of atmosphere reflectances are
influenced by the albedo of the cloud and the surface.
• OCRA shows high correlations with other cloud products retrieving ef-
fective cloud fractions like FRESCO or HICRU [(Grzegorski et al., 2006),
(Piters, 2006), see chap. 5.3].
• It was outlined by (Piters, 2006) that the assumption of OCRA as ge-
ometrical cloud coverage leads to problems in the level-2 cloud height
dataproduct, which is based on the combination of OCRA with SACURA
(see below).
• The authors of the algorithms show themselves, that OCRA cloud frac-
tion for GOME is much lower than from the high-resolution geostation-
ary SEVIRI instrument (Loyola, 2004). For thick clouds, OCRA can be
either higher or lower than SEVIRI and large differences can occur. This
is what either would be expected for the intercomparison of an effective
cloud fraction with a geometrical cloud coverage.
4.3.5 ROCINN
The ROCINN (Retrieval of cloud information using neuronal networks) al-
gorithm (Loyola, 2004) was developed to retrieve cloud top height and cloud
albedo using the O2-A-band method based on the retrieval of OCRA cloud
fraction. The algorithm was developed for GOME and recently also applied to
SCIAMACHY. In the ROCINN algorithm radiative transfer simulations are
performed with high spectral resolution (0.002nm) in the wavelength range
around the O2-A-band (758-772nm) using the LIDORT model. Surfaces are
treated as lambertian reflectors and single layer clouds are assumed; absorp-
tion of oxygen within and below the cloud is neglected as well as molecular
scattering. The surface albedo is taken from (Koelemeijer et al., 2003). For
the inversion of the cloud height, simulated radiances are calculated using the
expression
Rsim = cf 〈Tc(λ,Θ, ca, cz)〉+ (1− cf )〈(λ,Θ, sa, sz)〉 (4.10)
where 〈Tc〉 denotes the convoluted transmittance down to surface and cloud
top for path geometry Θ (solar zenith angle and line of sight angle). The wave-
length λ, the lower boundary heights sz (surface), and the surface albedo sa
are further variables. Cloud top height cz and cloud albedo ca are retrieved si-
multaneously using OCRA cloud fraction for cf . Note, that this formula means
an application of the independent pixel approximation in a similar way as for
FRESCO (eq. 4.6), if the post-correction of Rayleigh-scattering for FRESCO
is neglected. Nevertheless, while FRESCO fixes cloud albedo ca to obtain an
effective cloud fraction cf , the simultaneous retrieval of ca and cz requires a
geometrical cloud fraction cf as input. ROCINN avoids both direct application
of look up tables (like FRESCO, HICRU) and forward modelling in the opera-
tional retrieval chain (like SACURA, see below) by using a neuronal network
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approach for the inversion of the model data. The reflectances calculated by
the forward model are represented by the data set U = {(Xi, Yi)} for i = 1, ..., u
where the input parameters are given by X = {cf ,Θ, sa, sz, ca, cz}. The output
parameters Y are the simulated radiances. This dataset is converted into an
inverse dataset with ca and cz as output variables and all the others as input.
This inverted table is used to train a neural network resulting in
{ca, cz} = NNinv(R(λ), cf ,Θ, sa, sz) (4.11)
4.3.6 SACURA
The Semi-analytical cloud retrieval algorithm (Rozanov and Kokhanovsky,
2004) retrieves cloud top height and cloud geometrical extension using the O2-
A-Band approach. For most algorithms, look-up tables with the reflectances
for different scenarios are created. An inversion scheme is then implemented
to retrieve the cloud height from the measured reflectances. In contrast, SACURA
applies a forward model to single measurements. For SACURA different ap-
proximations of the radiative transfer are developed to create a fast algorithm,
because the more exact radiative transfer calculations would be too time-
consuming for the application to satellite retrievals. The differences between
the more exact model results and the SACURA approximations are typically
below 5% if the optical thickness is larger than 5 (Rozanov and Kokhanovsky,
2004). This is a very remarkable result for the model part of the algorithm!
Multiple scattering is taken into account for photons inside the cloud, but is
neglected outside. A similar approach is used for the retrieval of cloud op-
tical thickness (and further cloud parameters) from reflectances outside the
O2-A-Band (Kokhanovsky et al., 2003). The SACURA algorithm is generally
limited to totally cloudy pixels. The algorithm is extended to pixels with par-
tial cloud cover by combining the SACURA results with the OCRA algorithm,
where OCRA effective cloud fraction is used as geometrical cloud cover as
SACURA input. While the official level-2 dataproduct makes use of the orig-
inal OCRA, an own OCRA implementation is used with the scientific data
product. SACURA will maybe combined with a geometrical cloud cover from
instruments to retrieve cloud height for partial cloudy scenes (Kokhanovsky et
al., 2008).
Radiative transfer approach used for cloud height retrieval
The SACURA models a cloud as a single horizontally homogeneous plane-
parallel cloud layer characterized by a top height h and the geometrical thick-
ness l. The vertical variation of the cloud liquid water content is fully ac-
counted for. The phase function is assumed to be the same for all parts of the
cloud. Vertical profiles of the gaseous and aerosol absorption and scattering is
included in the model; a vertical variation of the cloud single scattering albedo
is also accounted for.
The top of atmosphere reflectance R can be presented as a sum of two terms
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(Rozanov and Kokhanovsky, 2004):
R = Ra + TiRbTr (4.12)
whereRa describes light scattering and radiative transfer above a cloud, Rb
refers to the atmosphere below the cloud-top including the surface. The factors
Ti and Tr represent the transmission of the direct solar light from sun to cloud
top and from cloud top to satellite. Ra is retrieved using single-scattering
approximation because scattering above the cloud is rather small. Eq. (4.12)
does not take the coupling between the atmospheric layers above and below
the cloud top into account. It is assumed additionally:
T = TiTr = exp[−τ ′(ξ−1 + η−1)] (4.13)
where ϑ0 = arccos ξ and ϑ = arccos |η| are the solar zenith and observation
angles. For the extinction τ ′ only gaseous absorption is taken into account
using vertical profiles of the respective trace gases. Extinction due to aerosols
and molecular scattering are neglected in (4.13).
For the factor Rb in eq.(4.12) SACURA makes the assumption of an opti-
cally thick cloud by using the relation:
Rb(ϑ0, ϑ, ϕ) = Rc(ϑ0, ϑ, ϕ) +
Atc(ϑ0)tc(ϑ)
1−Arc (4.14)
where rc denotes the spherical albedo of the cloud and tc the diffuse trans-
mittance of a cloud layer. “A” is substituted by an “effective” albedo A∗ depen-
dent mainly on the surface albedo, but also containing an approximation for
the aerosols between the surface and the cloud. The expressions above are
combined with an additional factor γ for the light absorption of diffuse light
fluxes by gases present between a cloud and the underlying surface. With
lambert-beer formula γ = exp(−1.7τ∗) we obtain:
R(ϑ0, ϑ, ϕ) = Ra(ϑ0, ϑ ϕ) + [Rc(ϑ0, ϑ ϕ) +
A∗γ2tc(ϑ0)tc(ϑ)
1−A∗rc ]T (4.15)
with approximate analytical expressions for A∗, Ra, Rc, rc and tc. For the
application of this equation to satellite retrievals, SACURA takes into account
that top of atmosphere radiance measured by a radiometer is in fact an inte-
gral of the monochromatic intensity over the wavelength range the used chan-
nel of the instrument is sensitive to. Eq. (4.15) is transformed to an expression
valid for the considered wavelength range ∆λ and presented in the form of a
Taylor expansion (Rozanov and Kokhanovsky, 2004). Neglecting nonlinear
terms this becomes:
R = R(h0) +R′(h0)(h− h0) (4.16)
The cloud height is then retrieved by minimization of the cost function
Φ = ‖~y − ~ax‖2 (4.17)
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with ~y = ~Rmeas − ~R(h0), ~a = ~R′(h0) and x = h − h0. The value h0 is set to
1.0km. The main assumption is that the measured reflectances are a linear
function with height difference between the measured cloud and a cloud with
a cloud top height of 1km. In practice the cost function is replaced by
Φ = ‖~y − Aˆ ~X‖2 (4.18)
to retrieve cloud top height and cloud geometrical thickness simultane-
ously using weighting functions represented by the matrix Aˆ.
4.3.7 PCRA / GOMECAT
The PMD Cloud Recognition Algorithm [(Kurosu et al., 1998), (v. Bargen et
al., 2000)] is a PMD cloud algorithm developed for GOME only. Cloudy and
cloud free pixels are distinguished by the relationship
PMDpixel =
{
cloudfree, Pi ≤ Pmin + δmin
cloudy, Pi ≥ Pmax − δmax (4.19)
applied to the three PMDs (i=1,2,3) of GOME. Over ocean, the condition
has to be satisfied for relationship P4 = PMD2/PMD3 additionally. Pmin and
Pmax are pre-defined thresholds; the “tolerence values” δmin and δmax can be
set to values greater than 0 to increase the number of measurements detected
as cloud-free or completely cloudy. The thresholds are retrieved based on the
GOME PMD data from July 1995 to March 2000. The maximum and the min-
imum of the reflectances are taken as thresholds separately for each location
on the earth (global map) and each of the twelve months of the year. The “toler-
ance values” are set to 5% of the thresholds. If a PMD measurement is neither
detected as cloud free nor as cloudy, effective cloud fraction can be retrieved
by linear interpolation between the thresholds for one or more of the PMD
channels where the average of the cloud fraction of the considered channels is
taken. The cloud fraction is therefore given by:
f =
1
4
∑
i=1,2,3,4
Pi − Pmin
Pmax − Pmin (4.20)
PCRA was part of the CRAG project (Cloud Retrieval Algorithm for GOME;
v. Bargen et al. (2000)). The successor of the algorithm called GOMECAT
(GOME Cloud Retrieval AlgoriThm (T. Kuroso, private communication) is in-
cluded in studies and intercomparisons of this thesis. The major important
changes compared to PCRA are:
• The relationship between PMD2 and PMD3 over ocean is no more used
for the interpolation of effective cloud fraction.
• The upper thresholds for completely cloudy pixels are no longer retrieved
dependent on the location on earth, but one global threshold is retrieved
for each of the three PMD channels. The upper threshold is defined as
the reflectance which refers to a reflectance greater than 99% of all PMD
measurements of the considered channel.
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• The lower thresholds are retrieved as seasonal maps with a spatial res-
olution of 10’ · 10’ using an iterative algorithm similar to the CRUSA al-
gorithm (but applied to reflectances only) or the first step of the HICRU
retrieval: the algorithm starts with a global map containing the aver-
age of all PMD measurements for each location. All measurements that
exceed the average reflectance by a value higher than the standard devi-
ation of the measurements are removed and a new average is retrieved
without these measurements. This procedure is repeated until the map
does not change anymore; the final map is used as lower threshold.
• Two different calibrations of the GOMECAT algorithm are used. Both re-
leases are based on the thresholds retrieved as described above, but the
values are corrected by a global factor. The first release, named GOME-
CAT or standard GOMECAT in this thesis, increases the lower thresh-
olds by 10% and decreases the upper threshold by 10%. In the second
release, called GOMECAT (ISCCP), correction factors are used that lead
to a minimization of the average difference between GOMECAT and the
ISCCP cloud cover (Schiffer and Rossow, 1983) for one month of GOME
data. This results in a decrease of the upper thresholds by 50% and an
increase of the lower thresholds by 5%.
The PCRA algorithm include an additional routine to retrieve cloud top
height and cloud optical thickness, the Revised Cloud Fitting Algorithm (RCFA)
which is also included in GOMECAT. RCFA combines the effective cloud frac-
tion retrieved by PCRA with measurements in the channels with high spectral
resolutions. RCFA uses the integral over the region 759-771nm in and around
the O2-A-band.
I(O2) =
∫
O2A
R(λ)dλ (4.21)
Two additional parameters describe the slope and the offset of the base-
line (a constructed line interpolating the reflectance without absorption in the
wavelength region of the O2-A-band). The cloud top height is retrieved using
a χ2-minimization between the modeled and the measured spectrum, where
DISORT is used for radiative transfer modeling. The model includes multi-
ple scattering and uses a Mie-type cloud with scattering parameters typically
used with the altostratus cloud type. The PCRA cloud fraction is interpreted
as geometrical cloud cover similar to ROCINN and the SACURA / OCRA com-
bination.
4.3.8 Further cloud algorithms
The PMD test algorithm for HICRU
A test algorithm was implemented for GOME by the developers of HICRU to
optimize the design of HICRU and for validation purposes. The algorithm is
included into some of the intercomparisons discussed in sect.5.3 to aid the in-
terpretation of the results. Lower thresholds are retrieved in a similar way
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to stage 1 of HICRU (see chapter 5), but based on the year 1997 only. Sub-
sets of the final image sequence are used to take seasonal variations into ac-
count (similar to CRUSA, sect.4.3.3). The iterative algorithm is similar to the
CRUSA, but applied to the reflectance of the PMDs only. Upper thresholds
are retrieved in a similar way as the lower thresholds, but a maximum is re-
trieved instead of minimum and stored in a global map. For the test algorithm
the sum of the reflectances of the PMD2 (397-580nm) and PMD3 (580-745 nm)
is used. A detailed description of this algorithm and other similar algorithms
are discussed in (Grzegorski, 2003).
Further PMD cloud algorithms for SCIAMACHY
In (Yan, 2005) the algorithm SPCA for SCIAMACHY based on PMD2 (450-
525nm) is developed. Global maps containing minimum reflectances based on
a time period of +/- 45 days around the day of measurement are used for the
lower threshold. One global value is determined as upper threshold based on
the analysis of maximum PMD reflectances.
Further PMD cloud algorithms are developed for cloud retrieval based on
the definition of global thresholds without creating global maps of the surface
reflectance [(Lotz et al., 2009), (Krijger et al., 2005a)]. A rough estimation of
the surface reflectance is included by using thresholds for different PMD chan-
nels as well as ratios of these reflectances. A cloud fraction is not derived, a
pixel is only identified as either cloud free or cloudy. Further classifications
of the pixel (e.g. surface type for cloud free pixels) are performed additionally.
(Buchwitz et al., 2005) uses a global threshold for PMD1 (310-377nm) together
with a threshold for the O2-absorption for cloud cleaning in his methane re-
trieval.
Combination of the O2-A-band approach with UV reflectances
In (v. Diedenhoven et al., 2006) a new cloud algorithm is presented that re-
trieves cloud fraction, cloud height and cloud optical thickness from reflectances
in and around the O2-A-band (758-770 nm) and reflectances in the UV region
(350-390 nm). Because of the dependency of the reflectances both on cloud
coverage and cloud albedo (or cloud optical thickness), the interval in the UV
region is considered additionally to separate effects of cloud optical thickness
and cloud coverage. Because of the high accuracy required for this separa-
tion, a new radiative transfer model is developed that combines the doubling
adding method with the Gauss-Seidel-Method. The new model can be applied
both to optical thin and optical thick clouds. The cloud retrieval algorithm was
applied to selected orbits of GOME only, because the retrieval is too slow for
the retrieval of larger datasets. A look-up-table approach could accelerate the
algorithm and is work in progress. The algorithm cannot be applied to SCIA-
MACHY due to the calibration problems of the instrument (B. v. Diedenhoven,
personal communication).
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4.4 A new cloud algorithm for SCIAMACHY - why?
In this chapter the principles of various cloud algorithms developed for GOME
and SCIAMACHY were summarized. While all algorithms are applied to-
gether with GOME data, only three algorithms provide a complete dataset of
both effective cloud fraction and cloud height for SCIAMACHY: 1.) FRESCO
and 2.) OCRA combined with ROCINN or SACURA. These algorithms leave
a lot of space for the implementation of improvements to receive an accuracy
suitable for the correction of tropospheric trace gases and further applications.
This is realized by the algorithms implemented with this thesis.
All algorithms make use of the O2-A-band for the retrieval of cloud top
height and are based on the fit of absolute radiances taken from SCIAMACHY
spectra with modeled radiances. This approach is a disadvantage and could
lead to problems especially for SCIAMACHY, because of the problems with
the absolute radiance calibration of the instrument. These difficulties can be
reduced using the DOAS method, because the spectral analysis of DOAS relies
on relative intensities only. The strong absorption in theO2-A-band can lead to
problems due to saturation. Although these problems are also present for the
O2 − γ−band, the effect is expected to be reduced due to weaker absorption.
The effect can be corrected using a simple correction scheme (Wagner et al.,
2003a) for the DOAS retrieval around 630nm.
The cloud model should include scattering inside the cloud and avoid the
simplification of a cloud as Lambertian reflector. The most realistic approach
is the usage of a Monte-Carlo model to simulate the light paths inside a cloud.
This thesis therefore makes use of the models TRACY-II and McArtim.
The combination with a PMD based algorithm for the retrieval of effective
cloud fraction has advantages compared to the FRESCO approach due to the
higher spatial resolution of the PMDs. The observation of cloud free scenes is
more probable and the retrieval of the surface albedo is more accurate because
of the improved cloud clearing and the inclusion of the change in the albedo
on a smaller spatial scale. Therefore this approach is preferred for this thesis.
But the combination of the PMD measurements with O2 absorption have to be
based on physically correct assumptions. The PMD cloud fraction cannot be
interpreted as geometrical cloud cover. Therefore a new algorithm has to be
developed that uses a cloud model for the O2 analysis in agreement with the
assumptions of the PMD threshold method.
A new method for a more accurate retrieval of the lower thresholds and
the surface albedo should also be performed. Both FRESCO and OCRA are
based on datasets retrieved by GOME. This is especially a problem for OCRA
because the wavelength ranges of the PMD channels are different for GOME
and SCIAMACHY. Furthermore, the spatial resolution of GOME is lower than
for SCIAMACHY which can lead to problems in the SCIAMACHY retrievals.
The albedo database used with FRESCO has errors for desert regions (chap.
10, see also: (Fournier et al., 2006)). The retrieval methods could be improved
to avoid an overestimation of surface albedo in the case of persistent seasonal
cloud coverage (e.g. in the ITCZ) which affects all algorithms that use monthly
minima of the reflectances for the inversion of the surface albedo. These prob-
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lems are solved by the new algorithm delivered with this thesis.
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Chapter 5
The Heidelberg Iterative
Cloud Retrieval Utilities
(HICRU)
This chapter describes the principles of the Heidelberg Iterative Cloud Retrieval
Utilities (HICRU) for the GOME instrument including an appropriate valida-
tion. The major focus of this thesis is the development of a cloud retrieval
algorithm for SCIAMACHY. Nevertheless, the cloud fraction part of the algo-
rithm was implemented for GOME first. GOME-1 is a stable instrument and
allows the test of the concepts for SCIAMACHY algorithms. Further on, the
data of GOME-1 is still useful for the trace gas analysis and provides data for
a long period of time (global coverage 1995-2003). Therefore the GOME cloud
algorithm can be still useful for the evaluation of tropospheric trace gases and
further studies. The HICRU algorithm for SCIAMACHY is based on the con-
cepts implemented for GOME, but also changes with respect to the instrument
characteristics of SCIAMACHY and the used cloud models for the O2 and O4
retrievals are performed. The SCIAMACHY version of the algorithm and its
differences to the GOME retrieval are discussed in chapter 7. The algorithm
and the intercomparisons described in this chapter are published in (Grze-
gorski et al., 2006).
5.1 Principle of the HICRU algorithm
The HICRU algorithm uses the PMDs of GOME to retrieve the effective cloud
fraction, because of their higher spatial resolution compared to the channels
with moderate spectral resolution. The most important advantage of the higher
spatial resolution is found in the strong influence of the surface albedo on the
retrieved cloud fraction (Wenig, 2001). The determination of surface albedo
requires an adequately large set of measurements referring to cloud free sce-
narios, but the probability of a cloud free measurement strongly depends on
spatial resolution.
The most important application of HICRU is the accurate retrieval of tro-
pospheric trace gases (e.g. Beirle et al. (2004a), Beirle et al. (2004b), Beirle
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et al. (2004c)). This requires a decrease of the spatial resolution to the pixel
size of the channels with moderate spectral resolution, but it can be retrieved
at least an additional parameter describing cloud heterogeneity and obtain
additional information about the spatial structure of cloud clusters. This is
demonstrated by Fig.5.1. Nevertheless, HICRU is also applied to studies di-
rectly focused on cloud properties. An example is the analysis of the El-Nin˜o
phenomenon (Wagner et al., 2005) or the analysis of the correlation between
effective cloud fraction and surface-near temperature (Wagner et al., 2008b).
In these cases the algorithm benefits from the higher spatial resolution of the
PMD instruments directly.
5.1.1 Application of the threshold method
The HICRU algorithm is based on the widely used threshold method (see sect.
4.2). The cloud fraction CF is retrieved from the measured intensity Imeas:
CF =
Imeas − Icloudfree
Icloudy − Icloudfree (5.1)
HICRU uses earthshine radiances divided by the cosine of the solar zenith
angle and the solar spectrum from the operational data product. The cloud
albedo is fixed indirectly through the retrieval of the upper threshold.
The accuracy of PMD cloud algorithms critically depends on the quality
of the calculated lower and upper thresholds. The accurate retrieval of the
lower thresholds is especially important for the detection of cloud free pixels,
because the measured intensity is not only sensitive to the cloud coverage and
the cloud albedo, but also to the surface albedo, which depends on surface type
and the season of the measurement. The lower thresholds are mainly deter-
mined by the surface albedo, but also depend on Rayleigh scattering. HICRU
therefore distinguishes cloud free and cloudy pixels through intercomparison
between cloudy and clear-sky top-of-atmosphere radiances. The major advan-
tage of the HICRU algorithm is the improvement of the cloud retrieval through
an iterative retrieval of thresholds, including image sequence analysis for the
retrieval of the lower threshold. The algorithms for the retrieval of thresholds
are described in sect. 5.2 in detail. This makes an accurate cloud retrieval also
possible for regions like deserts, which often cause problems for other GOME
cloud algorithms (sect. 5.3).
5.1.2 PMD Detectors used for cloud retrieval
HICRU can be applied to all PMD channels, but it is chosen to use the sum
of the intensities of PMD 2 (397-580 nm) and PMD 3 (580-745 nm) for cloud
retrieval because of the following considerations: The propagation of errors in
the lower thresholds to cloud fraction depends strongly on the intensity dif-
ference between the upper and the lower threshold. In desert regions, cloud
fraction calculated from PMD 3 is more sensitive to errors in the lower thresh-
old than cloud fraction retrieved from PMD 2, because the albedo of deserts is
higher in the wavelength region covered by PMD 3. Obviously it is the other
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Figure 5.1: HICRU cloud fraction on January 6th, 2000, over central Africa, Sahara and the
Mediterranean with original spatial resolution (left) and reduced spatial resolution (right). The
right image has the same spatial resolution as the GOME channels with higher spectral reso-
lution. Each of those values is the average of 16 values of HICRU cloud fraction.
way around for ocean. Hence the combined use of PMD 2 and PMD 3 was
found to be a good compromise for different regions on earth. It should not
be switched between the used channels depending on surface albedo, because
the obtained upper threshold and the instrument degradation also differ be-
tween the channels. Because of the strong degradation effects, in particular,
for PMD 1 (Aben et al. (2000), Krijger et al. (2005b)) this channel is omitted in
HICRU. Further reasons for the exclusion of PMD1 are the strong sensitivity
to the polarization of the earth radiance (Schutgens and Stammes, 2003) and
the strong impact of Rayleigh-scattering in the UV-region covered by this de-
tector. Therefore color space analysis is not applied to HICRU, but it is used
additionally to the intensity-based approach by some of the existing cloud al-
gorithms (e.g. OCRA, CRUSA). Nevertheless, it is found that the retrieval is
not predominantly limited by identification of cloud free pixels, but by the lack
of measurements of cloud free scenarios (see also Krijger et al. (2007)). The
usage of color space can also lead to conceptional problems [cp. (Grzegorski,
2003)].
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Figure 5.2: Principle of the iterative fix point algorithm using image sequence analysis. HICRU
uses this algorithm to calculate lower thresholds, which represent surface albedo.
stage result time period
1 4 images 01/1996 - 07/2003 (whole
time)
2 16 images 01/1996-07/2003 (4 seasons)
3 124 images 4 seasons (separate for each
year)
4 10444 images daily thresholds (using 25
days: 12 days before and 12
days after the threshold is
calculated for)
Table 5.1: HICRU uses four stages for the retrieval of the lower threshold. Stage one retrieves
only one image per subpixel (including backscan) using the whole period of time, stage 4 re-
trieves separate thresholds for each day. The number of images received as lower thresholds
increase from stage to stage.
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Figure 5.3: The first approximation of the lower threshold retrieved by HICRU after stage 1
using all GOME data from 1996 to 2003 in subpixel 2 (west). There is lack of data in Asia close
to Pakistan which refer to lack of measurements due to the unavailability of the ERS-2 tape
recorder once per day exactly at that spot.
Figure 5.4: Cloud free image after stage 4 for 1 day in subpixel 2 (west). The image contains
a lot of gaps: In this case no cloud free measurement was available during the 25 days of
measurement used for the retrieval during stage 4 and the results from the earlier stages are
used.
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5.2 Retrieval of HICRU thresholds
Thresholds for cloud free pixels
The lower threshold strongly depends on surface albedo and has to be calcu-
lated with respect to latitude and longitude of the measurement. A map of the
earth is retrieved containing minimum reflectances of the sum of PMD2 and
PMD3 as lower thresholds. Two different strategies could be applied: on the
one hand, short periods of time should be used for the retrieval, because of sea-
sonal variations of the surface albedo and the effects of irregular instrument
degradation dependent on the time of measurement. Hence the aim should
be to retrieve maps representing the lower thresholds separately for each day
using periods as short as possible (HICRU uses 25 days). On the other hand,
this method would only work appropriately if cloud free pixels exist during
the considered period of time. This assumption holds well for regions like the
Sahara, but is hardly acceptable for regions with persistent or seasonal cloud
cover. Note, that GOME needs three days to cover the earth completely, thus
there are not more than 9 measurements during 25 days for some regions on
earth and the possibility that all of them are cloudy is not negligible. To take
both strategies into account, HICRU uses a four stage classification scheme
analyzing both long and short periods of time (see tab.5.1). It is particularly
interesting to note that the reflectance measured by the PMDs depends sys-
tematically on the GOME subpixel (Grzegorski, 2003). Hence the thresholds
are retrieved separately for the four subpixels of GOME.
HICRU uses an iterative algorithm similar to CRUSA (Wenig, 2001) based
on image sequence analysis for all four stages of threshold retrieval. The main
idea is to retrieve accumulation points of low intensities instead of the abso-
lute minimum during the considered period of time. This approach has at least
three advantages: First the algorithm is more robust against errors in level-1
data, especially if long periods of time are considered, because the result is
not determined by one measurement alone. Moreover, the accumulation point
method can take the seasonal variation of the albedo during the considered pe-
riod of time into account, if there are more than one measurement correspond-
ing to cloud free pixels: the average of the intensities for cloud free scenarios is
a better choice than the absolute minimum in this case. The third advantage
is, that the minimum reflectance retrieved by an accumulation point method
during long periods can be used as a pre-classification criterion for the anal-
ysis of short periods of time: Using long periods, all clouds can be identified,
which raise the intensity steeply to distinguish them from a variation of the
surface albedo during the considered period of time. The assumed maximum
variation of the surface albedo is pre-defined.
The principle of the iterative fix point algorithm is shown in Fig.5.2. The
algorithm is initialized by building up a set of daily global images containing
the sum of the reflectances from PMD2 and PMD3, whereas all pixels with
intensities clearly brighter than the Sahara are skipped. Each point of the im-
age is then compared to the average image retrieved from the whole sequence.
If the intensity of a measurement exceeds the sum of the average value and a
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stage relative
threshold
absolute
threshold
stage 1 0.23 0.075
stage 2 0.16 0.075
stage 3 0.08 -
stage 4 0.035 -
Table 5.2: Technical parameters used for the iterative algorithm to retrieve the lower thresh-
olds. The thresholds are determined manually based on time series of PMD intensities and
case studies to take the expected maximum change in the surface albedo and changes in the
instruments characteristics into account.
pre-defined threshold (see tab.5.2), the measurement is interpreted as cloudy
and skipped from the sequence. The result is an image sequence containing
less clouds. This sequence is used as input to run the algorithm again. This is
repeated until the image sequence does not change anymore. During stage 1,
this algorithm is applied to the whole data set of GOME measurements from
1996 to 2003. The result is used as input for the second stage and the aver-
age of this image sequence (Fig.5.3) can be interpreted as first approximation
of the lower threshold. During stage 2, 3 and 4 the algorithm is applied to
gradually smaller sets of GOME data (see tab.5.1). After the fourth stage we
obtain individual thresholds for each day, given by the average of the 25 days
considered. An example for subpixel 2 is shown in Fig.5.4. This image con-
tains several gaps corresponding to points, where no cloud free pixel is found
during the 25 days1 (i.e., no value is left in the final image sequence.). In this
case, the algorithm has to use the average of the image sequences obtained
from the earlier stages. Fig.5.4 shows, that stage 4 can be used over deserts,
but not for most other regions on earth. On the other hand, errors in the re-
trieved albedo lead to errors in cloud fraction, especially for deserts, because of
the high albedo in the wavelength region used by HICRU. This makes higher
precision over deserts useful. Nevertheless, HICRU uses the stage covering
the shortest period of time that includes cloud free pixels (spatial resolution of
the threshold images: 0.5 · 0.5 degrees).
Thresholds for cloudy pixels
The upper threshold represents a completely cloudy pixel for a cloud with high
albedo. Image sequence analysis is not necessary for the retrieval, because the
thresholds do not depend on surface albedo. Therefore the upper threshold is
retrieved dependend on solar zenith angle and GOME subpixel only. The algo-
rithm works similar to the retrieval of the lower threshold (Fig.5.2), but is ap-
plied separately to 1024 different data sets of PMD-measurements: Each data
set covers PMD-measurements for a solar zenith angle bin of 2 degrees (over-
all 32 bins). Separate data sets are used for each year of GOME data and the
1In practice, only 9 days of data are considered, because the earth is covered completely by
GOME every three days only. During a time period of 25 days data is therefore available for 9
days only
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Figure 5.5: The upper thresholds represent completely cloudy pixels. A clear dependency of
the thresholds both on solar zenith angle and GOME subpixel is found.
four subpixels of GOME. The algorithm starts with all PMD-measurements
from one of these data sets, whereas pixels definitely not representing com-
pletely cloudy pixels are skipped through a threshold method used for pre-
classification. Afterwards, each measurement of the data set is compared with
the average of all measurements. If a measurement underestimates the av-
erage of all measurements by more than the predefined absolute and relative
thresholds (see tab.5.3), it is removed from the data set. The result is a re-
duced list of PMD measurements, which is used to run the algorithm again.
This is repeated until the list does not change anymore. The results show a
significant dependency of the retrieved thresholds on both solar zenith angle
and subpixel (Fig.5.5).
The algorithm’s tuning parameters have to be selected carefully to obtain
a smooth correlation between the upper threshold and the solar zenith angle
without outliers due to events of single, bright measurements from clouds or
ice surfaces. Huge data sets are used (a whole year) in order to be mostly
independent of climatological dependencies and robust to errors in the PMD
data. A single measurement with very high intensity should hardly affect the
result. The upper threshold represents completely cloudy pixels with a high,
but not explicitly defined albedo. Clouds with higher albedo than the ”model
cloud” represented by the upper threshold are interpreted as cloud fractions
higher than 1 by HICRU.
Ice and snow covered surfaces can lead to a higher top-of-atmosphere albedo
than clouds with high albedo. For the retrieval of the upper thresholds differ-
ent, pre-defined regions usually covered by snow or ice are skipped.
70
relative threshold absolute threshold
0.07 0.05
Table 5.3: Technical parameters used for the iterative algorithm to retrieve the upper thresh-
olds. At the beginning, all measurements with relative intensities lower than 0.40 are skipped.
The table gives the parameters used for the iterations.
5.3 Intercomparison of HICRU to other cloud algo-
rithms
New cloud algorithms have to be validated through intercomparison with ex-
isting cloud data sets. These intercomparisons have to be done carefully espe-
cially for effective cloud fractions, because most data sets retrieved from other
satellite platforms or surface observations do not provide an effective cloud
fraction as defined for GOME cloud algorithms. They retrieve a cloud coverage
retrieved with other assumptions on different cloud properties instead. Hence
the GOME cloud fractions retrieved from HICRU and other cloud algorithms
cannot be compared directly to, e.g., ISCCP (Schiffer and Rossow, 1983) or to
meteorological cloud coverage from surface observation. HICRU can be com-
pared to other GOME cloud algorithms or one of the few other cloud products
from other satellites retrieving effective cloud fractions. Nevertheless, I con-
centrate on the intercomparison between different cloud algorithms for GOME
first and the different approaches of the algorithms are discussed with respect
to the results. The algorithms used for intercomparision are summarized in
tab.4.1 and tab.4.2 and described in detail in sect.4.3. For some of the analyzed
cloud algorithms intercomparisons are also discussed in (Tuinder et al., 2004).
A special focus is taken on the intercomparision between HICRU and the
FRESCO algorithm, because the definition of cloud fraction in FRESCO is
quite similar to the concept used by HICRU (and some of the other PMD algo-
rithms): both algorithms retrieve an effective, intensity-based cloud fraction
with respect to a cloud with high albedo. But while this cloud albedo is arbi-
trarily set to 80% by FRESCO, it is assumed indirectly for HICRU by retriev-
ing the upper threshold. For this reason, it is especially interesting to compare
the results from HICRU with FRESCO, because on the one hand, both types
of algorithms use a similar concept of effective cloud fraction, but on the other
hand, different detectors on the same satellite instrument and completely dif-
ferent retrieval algorithms are used. Besides the intercomparison for one orbit
including all described cloud algorithms (sect. 5.3.1), a detailed intercompar-
ison between HICRU and FRESCO using one month of GOME data is also
included (sect. 5.3.2). During the development of this thesis different new ver-
sions of FRESCO were developed (see tab.4.3). The latest versions of FRESCO
were published after finishing the studies for the paper this chapter is based
on, but the SCIAMACHY results of the new versions are discussed in chapter
10. The intercomparisons are based on FRESCO version GO-v3. For some in-
tercomparisons the first FRESCO release GO-v1 is included additionally and
labeled as “old FRESCO release”.
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Figure 5.6: Correlation between HICRU and several other GOME cloud algorithms for orbit
70716086 (July, 16th, 1997; latitude range: -55 - 65 degree) plotted together with the linear
fit (red) and the identity function (orange). Note, that the y-scale of CRUSA deviates from the
other algorithms.
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Figure 5.7: Correlation between HICRU and other GOME cloud algorithms for orbit 70716086
(July, 16th, 1997). The two FRESCO releases and GOMECAT(ISCCP) are plotted without the
pixels over Sahara and Namib desert (latitude range: 12-22 and -25-12 degree). The CRUSA
data is plotted without the parts of the orbit completely or partly covered with ocean (latitude
range -55-(-3) degree, 30-47 degree, >59 degree). Excluding these regions with particular prob-
lems for the four algorithms, the agreement with HICRU is significantly improved for small
cloud fractions. The linear fit is shown in red, the identity function is plotted in orange.
5.3.1 Correlation of HICRU with other cloud algorithms for
GOME orbit 70716086
The representative orbit 70716086 (July 16th, 1997) is analyzed with respect
to the results from HICRU and all the other algorithms described above. The
orbit covers different kinds of surfaces: ocean, rain forest in central Africa,
the Sahara and East Europe. It is found, that overall the cloud fraction is
described in a similar way by all cloud algorithms (Fig. 5.6). But also sub-
stantial differences are found. These are analyzed in detail in the following
subsections.
General differences between the algorithms
The results of all algorithms are correlated to those of HICRU. The highest
correlation coefficient (0.987) and the smallest standard deviation (0.033) is
found for the PMD test algorithm, which was implemented to constitute the
design of HICRU (see tab.4.2) and is included in the intercomparison to sup-
port the interpretation of the data. Although there is strong correlation be-
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Algorithm (CA) R SD b m
FRESCO (GO-v3) 0.9163 0.0889 0.0814 0.9838
ICFA 0.8581 0.1259 -0.0090 1.0647
OCRA 0.9386 0.1225 0.0583 1.6118
GOMECAT 0.9760 0.0498 0.0128 1.0809
CRUSA 0.9234 0.1105 -0.0654 1.2855
GOMECAT(ISCCP) 0.9227 0.1260 0.1542 1.4577
FRESCO old (GO-v1) 0.8287 0.1246 0.1489 0.8917
PMD test algorithm 0.9869 0.0328 -0.0054 0.9704
Table 5.4: Results of the linear fit of the cloud fraction: Xcf (CA) = m · Xcf (HICRU) + b
between HICRU and various other GOME cloud algorithms (CA) for orbit 70716086 (July 16th,
1997). The table contains the correlation coefficient R and the standard deviation SD. Beside
the PMD test algorithm (a algorithm implemented for test purposes and interpretation of the
data) the best correlation is found for HICRU and GOMECAT.
Figure 5.8: Case study: Intercomparison between HICRU and other cloud algorithms over
rain forest and ocean (orbit 70716086). The satellite image from Meteosat (taken from
www.eumetsat.de, copyright c©2005 EUMETSAT), retrieved 1.5 hours after the GOME mea-
surement, show clouds with varying albedo, which should be represented by a varying effective
cloud fraction.
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Figure 5.9: Intercomparison between HICRU and other cloud algorithms for a cloud free sce-
nario over Sahara both for subpixel 0 (east) and subpixel 2 (west). Especially FRESCO and
GOMECAT (ISCCP) overestimate effective cloud fraction over Sahara. The overestimation of
cloud fraction over Sahara is greater in subpixel 2 than in subpixel 0.
Figure 5.10: Intercomparison between HICRU and other GOME cloud algorithms over ocean
for high solar zenith angles. HICRU, FRESCO, GOMECAT and the PMD test algorithm agree
very well with each other in subpixel 0 (east). In subpixel 2 (west), FRESCO agrees with
HICRU, while GOMECAT and the PMD test algorithm retrieve lower values than HICRU,
because the subpixel dependency of the upper threshold is not taken into account.
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tween HICRU and the more simple test algorithm, the improvement of HICRU
for the retrieval of cloud free pixels can be seen directly from the correlation:
The significant reduction of negative cloud fractions is an improvement in the
cloud retrieval, because both algorithms use an accumulation point method
for the retrieval of the thresholds. The cloud fraction becomes negative, if the
measured intensity is smaller than the lower threshold. Note, that only the
CRUSA algorithm plots negative cloud fractions beside HICRU and the PMD
test algorithm. The other PMD-algorithms artificially set the cloud fraction to
0, if the measured intensity is less than the lower threshold.
A similar high correlation as for the PMD test algorithm is also found for
GOMECAT (0.976, see tab. 5.4). For both algorithms the correlation to HICRU
is significantly higher than for the others (<0.94).
A correlation coefficient lower than 0.9 is found for only two of the ana-
lyzed algorithms: ICFA (0.867) and the old FRESCO version (0.828). For the
old FRESCO version (FRESCO GO-v1) albedo information is retrieved using
two months of GOME data only, which is a smaller data set compared to the
retrieval of the lower threshold by all PMD algorithms. The seasonal varia-
tion of surface albedo is not taken into account. The newer FRESCO version
(FRESCO GO-v3) uses the database (Koelemeijer et al., 2003), which retrieves
monthly albedo maps based on 5 months of GOME data each. Because of
the higher correlation coefficient for the newer FRESCO version (0.916), the
relatively low correlation coefficient of the old version can be ascribed to the
shortcomings of the old FRESCO version compared to the new one. The cor-
relations of both FRESCO versions to HICRU are significantly higher (0.921
/ 0.964) if desert regions are neglected. This is explained in sect. 5.3.1. The
relatively low correlation of ICFA with HICRU is ascribed to the well-known
shortcomings of the ICFA algorithm (sect. 4.3.1).
For OCRA, GOMECAT(ISCCP), CRUSA and FRESCO a correlation coeffi-
cient between 0.91 and 0.94 is found. Note, that the standard deviation of the
linear fit is significantly lower (0.089) for FRESCO than for the correlation of
the three other algorithms with HICRU. Nevertheless, these four algorithms
mainly differ qualitatively from HICRU for very high or very low cloud frac-
tions. CRUSA sometimes retrieves negative cloud fractions (typically between
0.0 and -0.2, sometimes up to -0.4) for HICRU cloud fractions lower than 0.15.
This problem is due to inappropriate assumptions for the interpolation be-
tween the lower and the upper threshold in HSV-color space. This results
in difficulties for regions with high saturation values of the lower threshold
(especially over ocean, see (Grzegorski, 2003)). This problem of CRUSA is sig-
nificantly improved, if regions completely or partly covered by ocean are ne-
glected (Fig.5.7). OCRA and GOMECAT(ISCCP) retrieve significantly higher
cloud fractions than HICRU, but with a good correlation for a wide range of
cloud fractions. But HICRU cloud fractions between 0.5 and 1.0 are often in-
terpreted as a cloud fraction of 1.0 by these algorithms. On the other hand,
FRESCO and GOMECAT(ISCCP) retrieve a wide range of cloud fractions (be-
tween 0.0 and 0.4) in the case of vanishing HICRU cloud fractions. These
differences of the three algorithms to HICRU can be explained by analyzing
the two case studies below.
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Case study over Central Africa
The first case study covering African rain forest and ocean demonstrates the
importance of an appropriate definition of the upper threshold for PMD al-
gorithms. Most algorithms describe this cloudy scenario qualitatively simi-
lar to HICRU. Three algorithms deviate: ICFA retrieves significantly lower
cloud fractions than the other algorithms. OCRA and GOMECAT(ISCCP) re-
trieve cloud fractions with a nearly constant value of 1 for the latitude range
from -3 degree to +6 degree. The corresponding Meteosat image (12:00 a.m)
shows a cloudy scenario. However, it now becomes important that an effective
cloud fraction is sensitive both to cloud coverage and cloud albedo. HICRU
and most other cloud algorithms correctly retrieve a varying cloud fraction,
because of the varying albedo as seen on the Meteosat image. While OCRA
and GOMECAT(ISCCP) correlate with HICRU for a wide range, they cannot
detect a variation of effective cloud fraction in the case of high cloud cover-
age with high cloud albedo, because the upper threshold refers to a quite low
cloud albedo and the cloud fraction is set to 1 if the measured intensity exceeds
the upper threshold. Thus, information is lost in these two algorithms. Note,
that GOMECAT and GOMECAT(ISCCP) refer to the same algorithm, but the
lower and the upper threshold are manipulated after the retrieval in differ-
ent ways (see tab.4.2), especially the upper threshold is decreased by 45% for
GOMECAT(ISCCP) (T. Koruso, private communication).
Case study over Sahara
Fig.5.9 shows the results of all cloud algorithms in North Sahara including
the border to the Mediterranean for subpixel 0 (east) and subpixel 2 (west).
The scenario is proven to be cloud free over the Sahara using Meteosat im-
ages. GOMECAT(ISCCP) and the two FRESCO releases overestimate the
cloud fraction over the Sahara. The cloud fraction decreases immediately
at the border between the Mediterranean and the Sahara. The overestima-
tion of cloud fraction in desert regions by these three algorithms mainly ex-
plains the large differences with respect to HICRU for small cloud fractions
(see Fig.5.7). It is again interesting to analyze the difference between GOME-
CAT and GOMECAT(ISCCP). GOMECAT retrieves small cloud fractions be-
tween 0.0 and 0.1 over Sahara whereas GOMECAT(ISCCP) calculates val-
ues between 0.1 and 0.4. This is due to the smaller increase of the retrieved
lower threshold for GOMECAT(ISCCP) and especially to the strong decrease
of the upper threshold compared to GOMECAT. Thus the intensity difference
between the upper and the lower threshold is very small over the Sahara in
GOMECAT(ISCCP), which makes the algorithm very sensitive to small errors.
The overestimation of GOMECAT(ISCCP) and FRESCO is higher in subpixel
2 than in subpixel 0 in the considered case. This subpixel effect seems to be a
general effect for FRESCO (and probably also for other algorithms): Analyzing
all FRESCO measurements over central Sahara (latitude range 15-30 degree,
longitude range 10-30 degree) for the corresponding month (July 1997), it is
found that only 3% of the cloud fractions retrieved by FRESCO in subpixel
2 are lower than 0.1, but 37.3% in subpixel 0. For orbit 70716086 there is a
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similar effect for further algorithms: GOMECAT, CRUSA and the PMD test
algorithm retrieve slightly enhanced cloud fractions in subpixel 2 (between 0.0
and 0.1). In subpixel 0, negative cloud fractions are retrieved by CRUSA and
the PMD test algorithm. HICRU retrieves vanishing cloud fractions nearly
exactly in both subpixels. Through intercomparison with the PMD test algo-
rithm it can be concluded, that the subpixel-dependent thresholds improve the
results of the HICRU algorithm. Nevertheless, although HICRU works signif-
icantly better over desert than other cloud algorithms, errors of up to 2% can
still be expected from the analysis of a huge set of HICRU data.
Fig.5.9 shows, that GOMECAT retrieves a vanishing cloud fraction in sub-
pixel 0 and OCRA small or vanishing cloud fractions for subpixel 0 and sub-
pixel 2. On the one hand, this could indicate an accurate retrieval of cloud frac-
tion for these two algorithms. On the other hand, it cannot be distinguished
between accurate and overestimated lower thresholds for these algorithms,
because negative cloud fractions are set to 0.
Generally it can be expected to find negative cloud fractions in the GOME-
CAT and the OCRA data set, if negative cloud fractions were not set to 0: the
GOMECAT algorithm increases the lower thresholds by 10% after their re-
trieval, therefore the measured intensity should sometimes be lower than the
used threshold. For OCRA, the selection of cloud free pixels depends on both
the retrieved lower thresholds and pre-defined scaling factors, where one of
the scaling factors can result in a similar effect as the increase of the lower
threshold. Thus the lower thresholds of OCRA could be overestimated, which
would explain, that in the case of vanishing OCRA cloud fractions, HICRU
cloud fractions between 0.00 and 0.08 are found for the investigated orbit.
This is a more extended range than for all other algorithms except ICFA and
CRUSA with their known problems (Fig.5.6). A further limitation of the OCRA
algorithm is the quite limited set of GOME data used for the retrieval of the
lower threshold (tab.4.2). This is according to our experience too small to find
cloud free pixels in several cases.
Case study over ocean: Subpixel dependency for high solar zenith
angles
The case study (Fig.5.10) shows measurements over ocean for high solar zenith
angles. In subpixel 0 (east) a very precise agreement between FRESCO, GOME-
CAT, the PMD test algorithm and HICRU is found. On the other hand, only
FRESCO agrees with HICRU precisely in subpixel 2 (west), whereas the PMD
test algorithm retrieves lower values and agrees exactly with the GOMECAT
algorithm. Therefore some of the aspects included in our subpixel-dependent
retrieval of the upper threshold are obviously similarly described by the model
used in FRESCO, which uses one representative line of sight angle for each
subpixel of GOME.
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Figure 5.11: Correlation between the cloud fraction retrieved by HICRU and FRESCO. Mea-
surements between -50 degree and +50 degree latitude are included only to exclude most pixels
strongly influenced by ice and snow covered surfaces. The plots show all measurements during
January 1997 (right) and the measurements over pacific ocean defined by the longitude range
between -180 degree and -130 degree during January 1997 (left). The correlation is significant
higher for pacific ocean. The linear fit is shown in red, the identity function is plotted in orange.
region R SD N b m
pacific 0.9931 0.0308 43900 0.0314 1.0678
all 0.9776 0.0530 307610 0.0455 1.0459
Table 5.5: Results of the linear fit Xcf (FRESCO) = m ·Xcf (HICRU) + b for the correlations
between HICRU and FRESCO shown in Fig.5.11. The table contains the correlation coefficient
R, the standard deviation SD and the number of the included measurements N.
5.3.2 Detailed intercomparison between HICRU and FRESCO
A more comprehensive comparison between FRESCO and HICRU is performed
using all orbits in January 1997 because of the reasons discussed above. Only
measurements between -50 degree and +50 degree latitude are included to
avoid a strong influence of measurements over snow and ice covered surfaces
on the results. Fig.5.11 and tab.5.5 show that the correlation is generally very
good but the correlation over ocean is better than over land (correlation coeffi-
cient 0.993 and 0.978). Overall, the correlation between HICRU and FRESCO
is significantly better for January 1997 compared to the orbit analyzed in sect.
5.3.1. This can be easily understood, because the orbit 70716086 contains dif-
ferent kind of surfaces, but ocean is strongly under-represented and desert is
over-represented with respect to the global average. But the correlation be-
tween HICRU and FRESCO is best over ocean and the results of FRESCO
are wrong over desert. Therefore the different compositions of surfaces for the
considered orbit compared to the global average can explain differences in the
correlation coefficients.
Although there is generally a very good correlation between HICRU and
FRESCO, there are also differences especially for very high and low cloud
fractions. Differences for small cloud fractions are mainly due to differences
between the surface albedo database used by FRESCO and the lower thresh-
olds used by HICRU, because they are mainly found for pixels over land. The
79
Figure 5.12: The measurements referring to HICRU cloud fraction higher than 1 are weakly
correlated to FRESCO cloud albedo. But if the intensity is higher than expected for a com-
pletely cloudy pixel with 80% albedo, FRESCO increases the cloud albedo to values higher than
80%, which is usually fixed to 80% a priori. On the other hand, HICRU interprets completely
cloudy pixel brighter than the upper thresholds as effective cloud fractions above 1. This study
contains all measurements in January 1997 for a latitude range of -50 degree and +50 degree.
The linear fit is shown in red.
increased FRESCO cloud fractions in the case of vanishing HICRU cloud frac-
tions are again due to the overestimation of FRESCO over deserts. It is also
found a relatively small set of measurements with enhanced cloud fractions
of HICRU but small FRESCO cloud fractions (for 0.25% of the measurements
there are HICRU cloud fractions >0.08 with corresponding FRESCO cloud
fractions <0.03). These differences are found over land only and a clear expla-
nation is not found yet.
FRESCO sometimes retrieves cloud fraction 1 for HICRU cloud fraction>0.75
and the HICRU cloud fractions are sometimes greater than 1. This is partly
due to different, but consistent concepts of effective cloud fraction. If the mea-
sured intensity exceeds the upper threshold, HICRU interprets the result as
cloud fraction greater than 1, which can happen if the cloud albedo is higher
than indirectly assumed by the upper threshold. In the same case, FRESCO
fixes the cloud fraction close to 1 and increases the cloud albedo to values
greater than 80%. HICRU cloud fractions greater than 1.0 only weakly corre-
late with the cloud albedo of FRESCO (correlation coefficient 0.38), but never-
theless a FRESCO cloud albedo higher than 80% is usually found if the HICRU
cloud fraction exceeds 1 (Fig.5.12).
Overall, we found a very good correlation between HICRU and FRESCO
and most differences are explained by the aspects discussed above. Never-
theless, the remaining differences seem to depend on the solar zenith angle,
where a better agreement is found for higher solar zenith angles (>40). These
differences are under investigation and not completely understood.
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5.3.3 Shortcomings of HICRU and other cloud algorithms
There are also shortcomings limiting the cloud retrieval of HICRU: For HICRU
and the other cloud algorithms, cloud retrieval is impossible over ice and snow
covered surfaces and in the case of sun glint. The cloud fraction is usually
overestimated in these cases.
The intensities measured by the PMD instruments systematically depend
on the subpixel of GOME. HICRU improves cloud retrieval by calculating
subpixel-dependent thresholds. Some parts of this correction are similarly
described by the model used in FRESCO. Nevertheless, there still remains a
relatively small subpixel-dependency of the retrieved cloud fraction on GOME
subpixel both for HICRU and FRESCO. The actual Bidirectional Reflectance
Distribution Function (BRDF) can be a possible reason due to scattering prop-
erties of water and ice clouds for cloudy scenarios and perhaps also due to
Rayleigh-scattering for clear sky pixels.
5.4 Conclusions and summary
The HICRU algorithm improves the retrieval of cloud fractions from GOME
PMD data using a sophisticated, iterative algorithm for the retrieval of the
thresholds. Image sequence analysis is used for the calculation of the lower
threshold. HICRU uses PMD 2 (397-580 nm) and PMD3 (580-745 nm) and
improves the calculation through a subpixel-dependent retrieval of the thresh-
olds.
The results of HICRU are compared to several other algorithms for GOME
and discussed with respect to particular specifics of the algorithms. The new
methods used for the retrieval of thresholds in HICRU significantly improves
the results for small cloud fractions. The cloud fraction is generally described
in a similar way by all algorithms. For most algorithms a correlation coef-
ficient between 0.91 and 0.94 for the linear fit to HICRU is found (FRESCO
(GO-v3), OCRA, GOMECAT (ISCCP), CRUSA). Apart from the PMD test algo-
rithm (a test algorithm implemented to support the analysis of the data), the
highest correlation is found for the GOMECAT algorithm (0.98). Correlations
lower than 0.9 are found for ICFA (0.86) and the old FRESCO-GO-v1 version
(0.82), which can be explained by the shortcomings of these two algorithms:
ICFA directly uses the absorption of oxygen for the retrieval of cloud fraction.
The cloud top height is taken from climatology which can lead to large errors
in cloud fraction if the cloud top height deviates from the climatological aver-
age. The old FRESCO version uses an inaccurate albedo database retrieved
from two months of GOME data only. This is improved by the newer FRESCO
version (GO-v3).
The intercomparison between HICRU and FRESCO is particularly inter-
esting, because both algorithms use a similar concept of effective cloud frac-
tion, but different detectors and retrieval methods. Both algorithms are there-
fore compared using all orbits in January 1997. A very good correlation be-
tween FRESCO and HICRU (0.978) is found. The correlation over ocean
(0.993) is higher than over land.
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Over deserts, cloud fraction is overestimated by FRESCO and GOMECAT
(ISCCP). This problem is avoided by HICRU and the intercomparison over
desert shows, that the methods used for HICRU also improve the results over
desert compared to the other PMD algorithms.
The upper threshold of HICRU, retrieved as accumulation point of high-
est intensities, depends both on solar zenith angle and GOME subpixel. The
different PMD based algorithms use different definitions of the upper thresh-
old. OCRA and GOMECAT(ISCCP) retrieve an effective cloud fraction which
seems to be inconsistent for high cloud fractions, because the upper threshold
refers to a lower cloud albedo compared to HICRU and the cloud fraction is
set to unity if the measured intensity exceeds the upper threshold. No more
variations are detected for high effective cloud fractions by these algorithms.
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Chapter 6
Correction of SCIAMACHY
PMD radiance for cloud
retrieval
The most important aim of this thesis is the retrieval of cloud parameters from
the SCIAMACHY instrument. The retrieval algorithm is divided into three
parts, which are summarized below. This chapter focuses on the calibration
requirements for these three parts and performs appropriate corrections.
6.1 Strategy and requirements for SCIAMACHY cloud
retrieval
The cloud algorithms can be divided into three parts, which have different
requirements for additional work on the correction of SCIAMACHY radiance.
• First, the effective cloud fraction should be determined using a similar
algorithm as already implemented for GOME (chap. 5). The algorithm
does not rely on absolute radiance calibration of the PMD, but is sensitive
to degradation effects. The stability of PMD radiance and degradation
effects has to be investigated, to decide which channels can be used for
cloud retrieval and how the values have to be corrected. The degradation
effect usually yields a systematic decrease of the measured radiance due
to decreasing sensitivity of the detector with time (see sect.3.1.4). The
cloud fraction algorithm is explained in chap. 7.
• The second part is the retrieval of the cloud altitude using oxygen around
630nm. This part of the algorithm is based on DOAS evaluation and is
not very sensitive to absolute calibration issues, if the intensity ratio II0
with and without absorption remains constant. The calibration issues of
the radiance within the spectral channels are much more investigated
than those for the PMDs and the required corrections for this thesis are
mainly provided with the official level-1 data product. Degradation cor-
rection is also recently available using the so-called m-factors (Bramst-
edt, 2008). This algorithm is described in chap.9.
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• the third part of the algorithm provides a connection between the first
part and the second part of the algorithm. The results of the first part for
the surface reflectance and the effective cloud fraction have to be trans-
ferred to correspondent surface albedo and cloud fractions compatible
with the assumptions of the second part. This requires an absolute ra-
diance calibration of the PMD measurements. The algorithms are de-
scribed in chap. 7 and 8.
6.2 Instrument degradation correction
The time series of the PMD radiance is investigated firsta. Fig. 6.1 shows
the time series for radiance from PMD3 (binary units) divided by cos(sza), but
without including solar spectra corrections, because solar- and earth shine ra-
diance could have different artifacts. The plot is performed for different ranges
of the SZA using daily, global average of the PMD radiance. Overall, the time
series look reasonably stable, but the strong seasonal variation dependent on
the solar zenith angle makes it impossible to use it for the degradation correc-
tion. Note, that the maxima and minima of the curves do not match for the dif-
ferent sza-ranges. The reason is the correlation between the solar zenith angle
and the latitude of the satellite overpass. For high SZA, a radiance maximum
is received in the winter due to the high reflectance of Antarctica. For low SZA
the seasonal cycle is significantly smaller with more than one maximum and
can be influenced by variations in average cloud and surface properties.
For a better estimation of the degradation the ratio of daily intensity aver-
ages and the average of correspondent day in 2003 (e.g. 01/14/2004 divided by
01/14/2003) are plotted. The intensities are corrected by cos(sza). Two plots
are performed: for one plot the values are divided by daily solar spectra addi-
tionally, the second plot use radiance without division by the solar spectrum.
Fig.6.2 shows the results for PMD3 and PMD1 (UV-channel). It is found, that
the results without division by the solar spectra are more stable, because a
change in the level-1 calibration by ESA leads to an offset in May 2006. This
problem may be removed with a re-retrieval using a newer, reprocessed level-1
source data. Nevertheless, currently available radiance without solar spectra
is used for the HICRU product. An earlier version of the HICRU algorithm
presented in (Grzegorski et al., 2004), but not discussed in this thesis, showed
artifacts in the surface reflectance database in 2003 due to issues with the
solar spectra.
The scattering of the values is smaller for PMD1, because the intensity
difference between dark and bright pixels is significantly smaller for PMD1
compared to PMD3. Note, that the ocean appears relatively bright (similar to
land surfaces) in this channel, because the TOA albedo is strongly affected by
Rayleigh scattering.
aLevel1 version 5.04 is used until end of April 2006, while version 6 is used for the data
after April 2006. This was the newest level-1 data at the time the HICRU thresholds were
processed. The usage of one level-1 version for the whole time period was impossible due to the
unavailability of correspondent data. This can be done in the future, because later on the early
years of SCIAMACHY were reprocessed with the latest data processor.
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Figure 6.1: Time series for different SZA from SCIAMACHY PMD3 (617-705nm). Daily aver-
ages of radiance divided by cos(sza) are plotted.
Figure 6.2: Ratio of daily-averaged radiance and daily averages of the correspondent day in
2003. The radiance is divided by cos(sza) (black dots). The red dot result is divided by the daily
solar spectrum additionally. The radiance is taken from PMD1 (left) and PMD3 (right).
PMD channel wavelength degradation per day degradation (whole time)
PMD1 310 - 377 0.00802196% 8.79%
PMD2 450 - 525 0.00271813% 2.97%
PMD3 617 - 705 0.00205475% 2.25%
PMD4 805 - 900 0.00598888% 6.56%
PMD5 1508 - 1645 -0.00123347% +1.35%
PMD6 2290 - 2405 -0.00026406% +0.29%
Table 6.1: Estimation of the SCIAMACHY degradation for the PMD level1-radiance for SCIA-
MACHY.
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Figure 6.3: Ratio of PMD radiance (daily averages, correspondent to fig.6.2) for PMD1-6 [PMD1:
above left, PMD2: above right, ..., PMD6: down right]
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Overall a reasonable stability of the radiance is found which should allow
at least a linear correction for degradation effects. The results are plotted
for PMD1-PMD6 (fig. 6.3). The seventh PMD is not included, because the
radiance was not reliable. Interestingly the behaviour of the infrared PMDs
is qualitatively different to the UV/VIS channels. They show a small increase
of the radiance with time, which could may be due to the different material of
the detector or ESA calibrations. In the UV/VIS the lowest degradation effect
is found for PMD3 and PMD2, while there is significant stronger degradation
for PMD4 and the UV channel is found. The outliers in summer 2004 can be
partly referred to missing data leading to a systematic different average.
6.3 PMD selection for SCIAMACHY cloud retrieval
For GOME the sum of PMD2 and PMD3 was used for cloud retrieval. For
SCIAMACHY, PMD3 is used for the retrieval of effective cloud fraction. The
selection for SCIAMACHY was made for the following reasons:
• The IR channels are inappropriate for the retrieval of the effective cloud
fraction, because the assumption, that clouds are brighter than the sur-
face is not generally satisfied for these channels.
• A lot of land-surface types appear dark and therefore the cloud product
is not sensitive to relative errors in the surface reflectance database.
• The reflectance in the wavelength range covered by PMD3 is only hardly
affected by vegetation (Han, 1997) which is important because of the sea-
sonal and year-by-year variation of the vegetation.
• As previously shown, smallest degradation effects are found for PMD3.
• The PMD3 shows a significantly better stability and consistency in the
measured polarization as proven by intercomparison with the POLDER
instrument (Tilstra and Stammes, 2007).
• PMD2 and especially PMD1 are strongly affected by Rayleigh scattering
and therefore less suitable for empirical algorithms.
• The cloud height retrieval uses the cloud fraction as input. The wave-
length range of PMD3 overlaps with the fit range used for evaluation of
the O2 − γ−band.
6.4 Influence of sun glint and polarization
The influence of sun glint for PMD3 using minimum radiance (fixed amount
of measurements per grid point) over ocean is investigated dependent on the
scan angle and the SZA. A grid with a size of 1◦ in SZA and 4.4◦ in line of sight
angle is used, counted from box 0 to 7 (fig.6.4). The first index distinguishes the
two sides of the satellite with respect to the sun using the line of sight azimuth
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Figure 6.4: Radiance of PMD3 dependent on SZA and scan angle using minimum (see text)
angle. On the one hand, the results seems to be clearly affected by sun glint for
not too high SZA, but a SZA limit could not be derived because a second effect
overlaps the result. A minimum of the radiances for all scan angles is found
close to the air/water brewster angle ΘB = arctan(1.33) ≈ 53◦. The radiance
is influenced by polarization at the surface of the ocean. Therefore we have to
be careful with connecting PMD radiance for cloud free scenes over ocean with
data from the spectral channels, because the spectral channels are sensitive to
the polarization plane perpendicular to the PMD one. For high zenith angles
the results are influenced by sea ice which is not corrected for and can lead
to a scan-angle dependency as well as an angle dependency of the Rayleigh
scattering and the polarization sensitivity of the instrument.
6.5 Absolute radiance calibration
There are already several estimations of errors in the absolute SCIAMACHY
radiance. Usually SCIAMACHY is compared with other instruments like
GOME or MERIS [(Tilstra and Stammes, 2006), (Acarreta and Stammes, 2005),
(v. Hoyningen-Huene et al., 2007)]. For the wavelength range considered by
this thesis (600-700nm) it is found, that SCIAMACHY underestimates the ra-
diance of other instruments by 15%-20%. Nevertheless, results are available
for the spectral channels only. For the PMD channels a different result can
be expected. For the inversion of the surface albedo and the coupling of cloud
fraction to model results an absolute calibration of the PMD radiance is per-
formed.
6.5.1 Concept and limitations of the absolute calibration
GOME radiance at 640nm is used for the calibration of the absolute radiance
of PMD3 (617-705 nm). Further on, the SCIAMACHY cloud algorithm is used
to detect cloud free and cloudy scenarios. Therefore both the cloud algorithm
depends on the results of the calibrations and the calibrations depends on the
cloud algorithm. This is not a contradictory, because in fact a two step retrieval
is used. First cloud fraction is retrieved using a HICRU version without ab-
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solute calibration (version 3, see sect. 7.6). This version is no more used for
other scientific purposes, but already very accurate for the retrieval of cloud
free pixels. Absolute calibration is only used to determine the reflectance of
totally cloudy pixels with high optical thickness, and is not used for detection
of cloud free scenarios. After calibration is finished, the cloud fraction is re-
retrieved using the results.
The SCIAMACHY effective cloud fraction and the SCIAMACHY PMD ra-
diance are plotted into high resolution maps (5800 x 1800 pixels), while an
ASCII data set is created for the GOME radiance. For each GOME measure-
ment averages from the maps are calculated both for SCIAMACHY radiance
and effective cloud fraction. If the location of a SCIAMACHY measurement
only partly matches the correspondent GOME footprint, a weighted average is
taken into account. The radiance is taken from January, March and June 2003
(whole month) which corresponds to the overlap time of GOME and SCIA-
MACHY measurement before failure of the GOME data recorder. The pre-
sented approach has a lot of limitations, which could potentially make the
results unreliable:
• The spatial resolutions of the instruments are different. This is only
a minor problem for west-east direction, because the PMD resolution
of SCIAMACHY is much higher than the GOME resolution (7.5km vs.
120km). Nevertheless, it is a crucial problem in north-south direction
due to the similar, but different spatial resolution (30km vs. 40km) which
makes an exact match of the footprints always impossible.
• Both instruments differ in overpass time of about half an hour. This is
not a problem for cloud-free scenes (except for a small change due dif-
ferences in the solar zenith angle), but a significant problem for cloudy
scenarios because clouds can move between the overpass of the two in-
struments.
• The PMD instrument and the GOME instrument can differ in polariza-
tion sensitivity. Although both instruments are affected by polarization,
the PMD instrument is conceptually more sensitive to the polarization
plane perpendicular to the GOME spectrometer.
• The absolute calibration of the GOME instrument cannot be considered
to be perfect. Average differences of about 2.2% compared to the ATSR
instrument were found in (Koelemeijer et al., 1998). The GOME instru-
ment has overestimated the ATSR radiance. Nevertheless, this study
cannot be used with our retrieval, because the calibration of the GOME
instrument changed since 1998 and the radiance is systematically de-
creased with time due to degradation effects. The ESA correction for the
degradation of GOME is included for the intercomparison.
• The wavelength range of the PMD instrument (617-705nm) differs from
the wavelength used for the radiance taken from GOME (640nm). 640nm
is chosen, because this wavelength is assumed in the model used for
cloud height inversion. It is mandatory, to investigate the influence of
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Figure 6.5: Approximated PMD solar spectra using polynomials of 5th degree for the first half
of the year 2003 (left) and for the second half (right).
this assumption. The calibration scheme assumes, that the wavelength
difference can be corrected by applying a constant factor.
6.5.2 Approximation of solar spectra
The studies shown below were performed for two cases:
1. radiance divided by cos(sza) from PMD3 and GOME without usage of
solar spectra.
2. top of atmosphere albedo calculated with daily solar spectra from GOME
and SCIAMACHY as given by:
ITOA = pi
I
Isolar cos(sza)
(6.1)
It is found, that the results are similar, but a slightly enhanced seasonal
shift is found for the first case. Therefore TOA albedo from GOME and SCIA-
MACHY is used for the calibration. Nevertheless, for SCIAMACHY it is not
reliable to use daily solar spectra, because various outliers are found for some
days in 2003. Daily solar spectra were often unavailable, but a solar spectrum
from a previous day was included in the calibrated level1 raw data. Therefore
an approximated solar spectrum is calculated. The daily solar spectra given in
the raw data are investigated for PMD3 in the whole year 2003. First, all obvi-
ous outliers and values taken from a day different to the day of measurement
were removed from the data set. The remaining spectra tune consistency to
approximate daily solar spectra for the whole year using two polynomials of
5th degree for the first and the second half of the year respectively (fig.6.5). It
is found, that the approximation fits very well the remaining empirical spec-
tra.
6.5.3 Impact of the wavelength assumptions
First, it is investigated how the difference in the wavelength could eaffect the
results, if all the other effects are neglected. To get a rough estimation, GOME
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Figure 6.6: Averaged TOA albedo for GOME (617-705nm) against TOA albedo for GOME at
640nm for effective cloud fractions lower than 0.005 using all data in March 2003
top of atmosphere albedo at 640nm is correlated with the average of the GOME
radiance in the wavelength range 617-705nm. The plot includes all radiances
in March 2003 with effective cloud fractions lower than 0.005. The cloud cri-
terion is chosen, because the surface reflection has a significant higher wave-
length dependence compared to the cloud reflectance. Therefore it is especially
important to prove this aspect for the application to surface reflectance, while
it can be considered that the effects are negligible for cloudy scenarios. A very
high correlation is found (fig. 6.6) with a correlation coefficient of 0.99962. The
slope is about 0.977. Therefore the differences can be described by a constant
factor. The retrieved factor cannot be used, because the arithmetic average
of the radiance is in fact not the signal of the PMD. The sensitivity of the de-
tector can be considered to be dependent on the wavelength and also photons
outside the “official” range of the broad band spectrometer could give a minor
impact on the measured radiance. Therefore the plot can only be considered
as a demonstration of the reliability of the assumption, that nonlinear effects
can be neglected for the wavelength dependency in the considered ranges com-
pared to other effects supposed to be present. Nevertheless, fig.6.6 also shows
slight deviation from the linear fit for high radiances. This is not surprising,
because these values represent cloud-free scenes over Sahara. For the Sahara,
the highest dependency of the radiance on wavelength can be expected in the
red spectral range. Solar zenith angles higher than 75◦ are neglected.
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Figure 6.7: Ratio of the SCIAMACHY PMD3 TOA and the GOME TOA at 640nm plotted
against the GOME TOA at 640nm. Different ranges of the SCIAMACHY HICRU cloud fraction
are used: 0-1 (above), 0-0.015 (middle) and 0-0.005 (down)
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Figure 6.8: Correlation of SCIAMACHY and GOME TOA albedo for January 2003 (left) and
July 2003 (right). Cloud fractions below 0.005 are plotted only. The red line yields to the
function y = 1.35 · x, while the green curve plots the constant value 0.06. Below 0.06 (clear-sky
ocean), the results become unreliable, while a correction factor of 1.35 appears very appropriate
for the other cases.
6.5.4 Determination of a correction factor for PMD top of at-
mosphere albedo
The final correction factor for the radiance is estimated using the ratio of the
SCIAMACHY top of atmosphere albedo against the GOME one. The ratio is
plotted against the radiance of GOME at 640nm for solar zenith angles lower
than 70◦. For solar zenith angles lower than 35◦ line of sight azimuth angles
lower than 180◦ are excluded to avoid the influence of sun glint. Further on,
the latitude rangeb is limited to the range−50◦−+45◦ (winter) and−45◦−+50◦
(summer) to avoid that the results are dominated by snow or ice covered pixels.
The ratio is plotted for different cloud filter criteria (fig. 6.7): 0-1, 0-0.015 and
0-0.005 using data from January 2003 and July 2003 respectively. For March
2003 similar results are found as for January. For the strict cloud cover filters
the amount of measurements becomes quite small due to the huge pixel size
of the GOME instrument. First of all, it is found that the scatter of the values
significantly and systematically decreases with the reduction of the limit in
effective cloud fraction. This can be expected, because cloud cover changes on
smaller timescales (different to clear-sky surface reflectance) and the radiance
difference due to the different spatial coverage of the GOME and the SCIA
footprints is greatest for partly cloudy scenes, because the albedo difference be-
tween cloudy and clear-sky scenes is smaller than the spatial variation of the
surface albedo. Note, that the scatter becomes small for high effective cloud
fractions because these effects are reduced for extended fields of thick clouds.
Further on, it can be considered as a validation of the HICRU algorithm for
small cloud fractions, that the scatter also reduces, if the threshold in cloud
fraction is reduced from 0.015 to 0.005. For small TOA albedo systematic dif-
ferences between January and July are found for TOA albedo lower than 0.06
bThe longitude range is also limited for technical reasons. If the start time of an orbit is
shortly before midnight, two orbits with a time difference of about 24 hours are plotted in one
map. These orbits can partly overlap. The limitation of the longitude to values lower than 125
exclude these orbits.
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(fig.6.7 and 6.8. Although the absolute difference is small, the impact on the
ratio is strong and systematic. These values refer to pixels over ocean. A more
detailed analysis of these pixels show that there is an offset of about 0.005
between January and July. Further on, it is found that the clear-sky albedo of
both instruments are affected by the brewster angle polarization effect (sect.
6.4) qualitative similar, but the quantitative difference is seasonal-dependent
and cannot be easily scaled using a constant factor. Therefore it has to be con-
cluded, that the present method cannot be used for the inversion of the ocean
albedo. Note, that the effect is small for a threshold-based retrieval of cloud
fraction as it was described in chap.5, because top-of-atmosphere radiance is
used for the threshold and a significant amount of the measured radiance over
ocean comes from Rayleigh scattering. Further on, the measurement is usu-
ally dominated by the reflectance of the cloud for partly cloudy scenes over
ocean. The problems lead to an error of about 0.006 in effective cloud fraction
for a cloud with TOA albedo 80% and an ocean TOA albedo of 5%. Neverthe-
less, for the final determination of the correction factor the TOA albedo range
around 0.15-0.2 is chosen for the cloudless cases, because lower TOA albedo
are affected by partly cloudy scenes over ocean, higher clear-sky TOA albedo
are affected by the wavelength dependency over the Sahara, while the cloudy
scenes are more affected by the differences in spatial coverage of the two in-
struments. Using this guideline, a correction factor of Iscia = 1.35 · IGOME
is estimated by eye. It is found, that the factor is approximately the same
for both months and also in a very good agreement with the results for high
effective cloud fractions.
6.6 Conclusion
Different reasons are found, to select PMD3 (617-705nm) for the implemen-
tation of the HICRU cloud algorithms to SCIAMACHY. One of these reasons
is the smallest influence of degradation to this channel, which is estimated
to 2.25% for three years of SCIAMACHY data based on time series. A linear
correction of the degradation can remove most of the degradation effects. For
clear-sky scenarios over ocean one should be careful in combining the PMD
with other instruments close to the brewster angle. An absolute calibration of
the PMD3 is developed based on the intercomparison with GOME data. It is
found, that the empirical data of the two instruments match very well using
the correction function TOASCIA = 1.35 · TOAGOME . Different to the spec-
tral channel of SCIAMACHY, the TOA albedo was therefore significantly too
high (instead of too low). The new approach can be used reliably for clear-sky
scenes over land and cloudy scenes. The approach does not work for clear-sky
scenes over ocean due to polarization issues. It is therefore impossible to in-
vert a surface albedo over ocean using PMD3. Nevertheless, it is found that
the impact of these problems on the retrieval of the effective cloud fraction is
very small, and it can be expected to receive accurate results also for small
effective cloud fractions over all kinds of surfaces including ocean (except for
snow or ice coverage due to principal limitations).
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Chapter 7
Retrieval of effective cloud
fraction from SCIAMACHY
In chap.5, an algorithm for the retrieval of effective cloud fraction based on em-
pirical thresholds is described and validated using GOME data. Principally,
this concept can also be used with SCIAMACHY. Nevertheless, the SCIA-
MACHY algorithm is changed compared to GOME in different manners. Some
changes are founded in different instrument characteristics. Further changes
were made to fulfill the requirements for the retrieval of cloud top height. As
a whole, the SCIAMACHY cloud algorithm works in a very similar way to the
GOME algorithm with respect to the detection of cloud free scenes, but the
cloud fraction is finally given with a clear and precise definition of the under-
lying cloud model instead of an empirical-only approach.
7.1 General characteristics of the algorithm
The HICRU algorithm for the retrieval of effective cloud fraction is based on
the threshold method. Effective cloud fraction is therefore retrieved from the
measured radiance using linear interpolation between a lower and an upper
threshold as described by eq. (5.1). As prove by the results from chap. 6, the
channel used for SCIA cloud retrieval has to be chosen different to GOME.
Therefore our algorithm is applied to reflectance of PMD3 (617-690nm). The
lower thresholds are calculated completely empirically. This is an advantage,
because the reproduction of the measured clear-sky radiance is not possible
with the required very high accuracy using a model due to instrument issues
(degradation effects, polarization sensitivity of the instrument, insufficient ab-
solute radiance calibration). For the upper thresholds, model results are used
connected with an absolute radiance calibration of PMD3 instead of empiri-
cal thresholds like for the GOME algorithm. The reasons are described below.
Empirical thresholds are determined additionally and were used with earlier
releases of the SCIAMACHY HICRU algorithm (see sect. 7.6).
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Figure 7.1: Surface reflectance database after stage 1 of the HICRU algorithm for the retrieval
of the lower threshold. The retrieval is done for PMD3 (617-705). The correspondent reflectance
of the other channels for the cloud free PMD3 scenes are used to retrieve the respective images
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Figure 7.2: RGB composite of the earth using PMD2, PMD3 and PMD4. The upper image
shows the cloud free composite after stage 4 for mid of February 2004. The lower image shows
a monthly average of the PMD radiances for February 2004.
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Figure 7.3: RGB false-color image of the cloud-free scenes after stage 1 of the retrieval using
red- and IR channels. The cloud free pixels are determined using PMD3. The correspondent
reflectance in PMD4, PMD5 and PMD6 is used to create the image.
7.2 Retrieval of the lower thresholds
The lower thresholds are retrieved based on global maps of the SCIAMACHY
PMD reflectance corrected by cos(sza). Different to GOME, the solar spectrum
is not taken into account due to problems with the raw data (chap. 6). It was
also not possible to retrieve lower thresholds dependent on the scan angle of
the satellite, because of an insufficient number of overpasses for a given loca-
tion and period of time by SCIAMACHY. Therefore the threshold is retrieved
dependent on the location on earth and the time of the considered measure-
ment only. Lower thresholds are calculated by finding the accumulation point
of low reflectance using an iterative algorithm based on image sequence analy-
sis. This algorithm is a re-implementation of the GOME algorithm (fig. 5.2, see
sect. 5.2). A four step classification scheme is performed. The algorithm tries
to avoid overestimation of the surface reflectance due to seasonal cloud cover-
age by deleting values which are significantly too high compared to another
season. This approach also deletes seasonal ice coverage from the reflectance
maps. Persistent ice coverage (Antarctica, Greenland, a few high mountains)
is left in the data set. The selection of the time periods for the stages and the
thresholds used for iteration are chosen different for SCIAMACHY compared
to GOME:
• Similar to GOME, during stage 1 one global map is retrieved using all
data between 01/2003 and 04/2006.
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• The retrieval for stage 2 is a more accurate implementation of the GOME
concept. Twelve maps are retrieved, where for each month of the year the
average using three months (+/- 1 month around the considered one) for
all years (01/2003 -04/2006) is taken into account.
• The retrieval for stage 3 is different to GOME. Due to the first order cor-
rection of the degradation implemented for SCIAMACHY (which is not
used with GOME), it is decided that the seasonal variations within the
three month periods are more important than the uncorrected part of the
2.2% degradation during that time period. Therefore about 60 seasonal
maps are calculated. Each of these map covers a period of 4x36 days
(e.g. 01/01/2003 - 02/05/2003 and 01/01/2004 - 02/05/2004 and 01/01/2005
- 02/05/2005 and 01/01/2006 - 02/05/2006).
• Similar to GOME, thresholds for stage 4 are retrieved separately for each
day using 36 days (+/- 18 days). In fact, only one map is retrieved after six
days because this is the time SCIAMACHY needs to achieve global cov-
erage. The enhanced time period of global coverage compared to GOME
also leads to the decision to use 36 days instead of 24 days. About 200
maps per year are retrieved during stage 4.
In 2006, an offset in the solar spectrum is found (sect. 6.2). Although the
solar spectrum is not used with HICRU, it was decided with caution not to
use data after April 2006 for the threshold retrieval as a precaution. For the
cloud retrieval, thresholds from 2005 are used after 04/2006. The technical
thresholds used during iteration (fig. 5.2) are given in tab.7.1. After stage
4, the final result for the lower threshold map is received in the way as for
GOME. For each point on earth, the algorithm uses the shortest period of
time (or, equivalently, the highest stage) which provides a cloud free pixel as
detected by the HICRU threshold algorithm.
Fig.7.1 shows the results of HICRU after stage 1 of the algorithm. The
lower thresholds are principally calculated for PMD3 only. Nevertheless, if
the detection of cloud free pixels is performed using one of the PMD chan-
nels, the correspondent cloud-free reflectance in the other channels can also
be used to calculate a surface reflectance database without applying the iter-
ative algorithm to the other channels. The results can be used in future e.g.
for surface albedo inversion (see chapt. 8). The threshold results for different
PMD channels can be used to create a RGB composite image. Fig.7.2 show
the results after stage 4 of the retrieval for one day in February 2004 together
with the correspondent monthly mean of the PMD reflectance without cloud-
cleaning. Although it is referred to RGB image, it is in fact a false color image,
because only a blue and a red, but no appropriate green channel is provided by
SCIAMACHY PMD. The green channel is substituted by PMD4 (805-900 nm),
because this channel shows a strong signal in vegetation as expected for the
green channel. On the other hand, PMD4 provides a higher reflectance over
Sahara compared to a “real” green channel, which yields to too high clear-sky
reflectance in the green. This is only an aesthetic problem which is unimpor-
tant for scientific purposes. In a similar way a RGB composite using PMDs
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stage relative threshold absolute threshold (binary units PMD3)
stage 1 0.19 70000
stage 2 0.12 70000
stage 3 0.06 70000
stage 4 0.04 70000
Table 7.1: Technical parameters used for the iterative algorithm to retrieve the lower thresh-
olds for SCIAMACHY. The thresholds are determined manually based on time series of PMD
intensities and case studies to take the expected maximum change in the surface albedo and
changes in the instruments characteristics into account.
in the infrared is created (PMD4, PMD5 and PMD6 respectively). The result
after stage 1 is shown in fig. 7.3.
7.3 Empirical retrieval of the upper threshold
Although the upper thresholds are finally retrieved in a completely different
way to GOME (see sect. 5.2), a GOME equivalent algorithm is implemented
first. This was used with earlier releases of the HICRU algorithm. The re-
sults are also important to verify the new retrieval. The iterative retrieval for
the upper thresholds is similar to the retrieval of the lower thresholds. The
thresholds are not calculated as global map, but as look up table dependent on
the solar zenith angle and the scan angle of the satellite. For SCIAMACHY,
bins of 3◦ in SZA and 4.4◦ in scan angle are performed. The bins in scan an-
gle are denoted by LZA0...LZA6 for the east part and LZA7...LZA13 for the
west part starting from nadir direction respectively. The threshold used dur-
ing iteration (sect.5.2) is 0.18, which is generally too high to receive really a
maximum, but the choise of lower thresholds in the retrieval would lead to
a high statistical bin-by-bin scattering. The algorithm uses values over land,
because the values for low solar zenith angles are contaminated by sun glint
over ocean. Furthermore, the cloud albedo is typically higher over land (see
sect. 2.2.2). Several regions with high clear-sky reflectance due to snow and
ice coverage are masked out for the retrieval. The results of the retrieval are
plotted in fig.7.4. For solar zenith angles higher than 75◦ no upper threshold
is retrieved, because the algorithm always converges to values in winter for
regions with a high probability for ice and snow coverage (e.g Siberia). The
values strongly increase on a very small SZA range, which seems not reliable.
Overall, the empirical retrieval has a lot of disadvantages:
• It was not possible to calculate seasonal-dependent and hemispheric-
dependent thresholds due to statistical limitations (the number of mea-
surements is small for some cases). The maximum cloud reflectance may
be not directly dependent on the season, but the relative azimuth angle
for a given SZA depends on the hemisphere and the season.
• There are systematic differences between land and ocean. Over land
clouds with higher albedo can be found. An indirect hemispheric differ-
ence has to be considered due to the strongly increased relative part of
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the surface covered by continents in the northern hemisphere compared
to the southern one.
• Reflectances over ocean are influenced by sun glint for small solar zenith
angles. Reflectances over land (and also, to a lesser degree, over ocean)
are influenced by snow and ice for large solar zenith angles. The re-
trieval becomes inaccurate for solar zenith angles higher than 75◦ and
the empirical threshold algorithm takes the value for SZA = 75◦ for
larger angles, too.
• For the retrieval of cloud top height, the cloud fraction has to represent
the same definition of cloud fraction as the inversion model. This necessi-
tates retrieving the upper thresholds using a model, after the consistency
with the empirical approach is shown.
7.4 Determination of the upper threshold based on
radiative transfer modeling
For the final retrieval of the upper thresholds, McArtim is used for the cal-
culation of intensity. The modeled radiances are geometrically transformed
into TOA albedo using eq. (6.1). A fixed optical thickness τ = 50 and a cloud
vertical extension of 1km is assumed, because of the impossibility to retrieve
geometrical cloud coverage and cloud optical thickness simultaneously for the
SCIAMACHY instrument. The Henyey-Greenstein phase function, eq. (2.11),
is used as approximation for Mie scattering at cloud particles. For the
asymmetry parameter the widely used value g = 0.85 (for water clouds) is
applied and a single scattering albedo of 1.00 is assumed. The TOA albedo
of the clouds is retrieved dependent on solar zenith angle, scan angle and
relative azimuth angle for a wavelength of 640nm. Solar zenith angle bins
with a size of five degrees are chosen between 25◦ and 80◦ (additional values:
SZA = 15, 82, 84, 85). A bin size of 20◦ (between 0◦ and 180◦) is used for the rel-
ative azimuth angle (RAZY), while 7 different scan angles of the satellite are
taken into account. Note, that the west side and the east side of the satellite
is separated by the scan angle and not by the relative azimuth angle in our
representation, because a given line of sight angle α has two correspondent
scan angles −90◦ + α and −90◦ − α with the same relative azimuth angle in
our representationa. It is tested first, if the SZA-dependence of the albedo cal-
culated by McArtim is similar to the correspondent empirical thresholds for
nadir directions. With respect to the issues with absolute radiance calibration
of SCIAMACHY and the neglection of solar spectra in the empirical retrieval
of the upper thresholds, the empirical results have to be scaled by a constant
factor for comparison with model results. This factor has to be found by hand.
aIn literature, the two cases would be often described different: The line of sight angle is the
first parameter instead of the scan angle. The west and the east side are distinguished using
the relative azimuth angle, which is higher than 90◦ for the western side of the scan. This
description is equivalent to ours, but it is preferred to use the scan angle because this angle is
typically used with SCIAMACHY trace gas evaluations.
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It is found, that one scaling factor for all considered solar zenith angles is suf-
ficient (fig.7.4). Therefore it can be concluded, that the empirical results are in
agreement with the results from the model using the considered cloud model
for nadir directions. The next step is the consideration of the model results for
different scan angles and relative azimuth angles. It is found that the vari-
ation of the threshold with the scan angle strongly depends on the relative
azimuth angle (fig.7.5). The thresholds for high RAZY are similar to the em-
pirically retrieved results, but the model results for low RAZY are completely
different and show a significant higher dependency of the TOA albedo on the
scan angle. For high solar zenith angles, the TOA albedo for different scan
angles can differ by a factor of 10. It has to be proven, if this result from the
model is correct, or if the phase function becomes inappropriate for the de-
scription of the cloud for high SZA. To investigate this point, the cloud fraction
is calculated using the modeled thresholds and the results for absolute radi-
ance calibration of the PMD as described in sect.6.7. If the model results for
low RAZY would be inappropriate, the range of the calculated cloud fraction
should show a dependency on the scan angle. Fig.7.6 show the upper thresh-
olds obtained from the model for Orbit 17646 on July 15th, 2005 dependent on
the latitude. The latitude can be considered as a function dependent on SZA
and RAZY if one orbit is considered. The spread of the thresholds refer to the
different scan angles. In the southern hemisphere, lower RAZY are found for
high SZA in July than in the northern hemisphere. This leads to a large scan
angle dependency of the thresholds close to the polar regions in the south. The
lowest absolute value of the RAZY is obviously found at the tropic of cancer.
The dependency of the cloud fraction on the scan angle is investigated for lati-
tudes lower than -50, which is the part of the orbit with the highest scan angle
dependency of the upper threshold. A strong dependency of the cloud frac-
tion results on the scan angle is not found, therefore it can be concluded that
the modeled thresholds correct for scan-angle dependency reliably. Because of
the strong impact of the discussed angle dependencies now included with our
thresholds, errors in the empirical retrieved cloud fraction can increase to a
factor of 3 for high solar zenith angles. The assumptions for other PMD cloud
algorithms like OCRA (sect. 4.3.4) or GOMECAT (sect. 4.3.7) are in a simi-
lar disagreement to our results. Note, that these algorithms also use PMD3,
but also include other PMD channels which makes the quantitative estimation
of the error impossible without modeling the correspondent threshold for the
other wavelengths. But the OCRA assumption of symmetry of the reflectance
between the western and the eastern half of the SCIAMACHY scan (eq.(4.7))
is in disagreement with our results as well as the assumed independence of
thresholds with the relative azimuth angle. In a similar manner, the assump-
tion of one global TOA albedo threshold independent of satellite geometry as
assumed for GOMECAT seems unreliable. OCRA and GOMECAT also not ac-
count for solar zenith angle dependency of the TOA albedo, which is already
included in the GOME release and the earlier SCIAMACHY releases of the
HICRU algorithm based on empirical thresholds.
The final release of HICRU provides effective cloud fraction together with
cloud height therefore using modeled thresholds instead of the empirical based
102
Figure 7.4: Left: empirical upper thresholds calculated with the iterative algorithm dependent
on the solar zenith angle and the scan angle of the satellite. Right: Empirical thresholds
in nadir direction scaled with a constant factor compared with correspondent model results
calculated by McArtim.
Figure 7.5: TOA albedo obtained from McArtim for a relative azimuth angle of 0◦ (left) and 80◦
(right) for different scan angles dependent on the solar zenith angle.
thresholds. The inversion of the upper threshold from the modeled TOA albedo
dependent on SZA, RAZY and scan angle is based on a simplified version of the
algorithm developed for the inversion of the cloud height (see sect. 9.4).
7.5 Correction for snow and ice coverage
The results of the HICRU algorithm are unreliable for snow and ice covered
surfaces. Snow and ice can have an albedo similar to clouds, so that a basic as-
sumption of the algorithm -the albedo of the cloud is significantly higher than
the albedo of the surface- is no more fulfilled. Furthermore, the albedo of snow
covered surfaces typically changes on timescales smaller than the periods of
time used for the retrieval of the lower thresholds. The problems are similar
for all SCIAMACHY cloud algorithms. For snow/ice covered pixels no reliable
results can be obtained.
Two cases can be distinguished: In the case of seasonal snow or ice cover-
age, the iterative algorithm which determines the lower threshold converges
to a reflectance which refers to a season without snow/ice coverage. The re-
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Figure 7.6: Left: Model results (TOA albedo) for the upper thresholds applied to SCIAMACHY
orbit 17646 (July 15th, 2005) dependent on the latitude. The latitude is a function of RAZY
and SZA for one orbit (see text). Right: HICRU effective cloud fraction dependent on the scan
angles for the considered orbit and latitude lower than −50◦
flectance of snow and ice is interpreted as a cloud in this case. The scan-angle
dependency of the upper thresholds determined using the Henyey-Greenstein
phase function can be considered to be wrong for ice on the surface. A HI-
CRU cloud fraction of 0 can be considered as cloud- and ice free. In the case
of persistent ice coverage the lower thresholds are contaminated with pixels
covered by snow and ice. If the reflectance of these pixels are higher than
the reflectance of the Sahara, the pixels are masked out and a HICRU cloud
fraction is not retrieved.
It remains the problem, that in the winter often ice and snow is falsely
classified as a cloud. To improve results for people only interested in the prop-
erties of the clouds, a snow/ice mask is included in our retrieval. I decided
to use data from other satellite instruments to form this mask, because the
results from SCIAMACHY (e.g. using ice absorption in the infrared) are not
accurate enough in ice detection as required for the cloud retrieval. Different
to cloud retrieval, the determination of ice coverage is not disturbed by differ-
ences in overpass time between different satellite instruments, because snow
and ice coverage changes on longer timescales compared to cloud coverage. If
only a ice filter (and not a quantitative TOA albedo of the ice) should be re-
trieved by the other instrument, also differences in observation geometry are
approximately negligible. The HICRU ice correction combines results from
MODIS and ASMR-E with HICRU internal results and assumptions.
Snow detection based on the MODIS data product
The snow coverage over land surfaces is taken from the MODIS dataset (Klein
et al., 2000). The algorithm determines snow based on the MODIS top of atmo-
sphere reflectance using MODIS channels 1-7, which cover wavelength ranges
between 0.4µm and 2.5µm. The algorithm makes use of the snow reflectance,
which is significantly lower in the infrared compared to visible wavelengths.
The results are dependent on the MODIS cloud filter (cloud coverage product),
because only pixels detected as cloud free are taken into account. Although
the MODIS algorithm provides results on a daily basis and with a spatial
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resolution of 1km2, HICRU uses monthly averages with a spatial resolution
of 0.25◦ · 0.25◦ which leads to spatial resolution more coarse than the MODIS
product in the latitude range considered by the cloud algorithm. This reduces
the influence of gaps in the data set due to cloud coverage and mismatches
of the snow algorithm. The year-by-year variation is taken into account by
the snow data used with HICRU. The BRDF of the snow is modeled using the
DISORT model, but neglected for forest areas which are treated as lambertian
reflector.
Sea ice detection based on the ASMR-E data product
Data sets from the ARTIST sea ice algorithm (G.Spreen et al., 2008) are used
with HICRU to exclude pixels covered by sea ice. The algorithm is applied to
the Advanced Microwave Scanning Radiometer for EOS (AMSR-E). The algo-
rithm makes use of the microwave signal at 89GHz in two polarization planes.
It makes use of the fact, that the difference between the vertically polarized
signal and the horizontally polarized signal is similar for all types of ice, but
much smaller for open water. The channels at 36.5GHz and 18.7GHz are used
to correct for the influence of cloud liquid water and water vapour on the re-
sults. The ARTIST algorithm does not depend on external data products and
provides a spatial resolution of about 16km · 27km on a daily basis. The results
are obtained as two polar stereographic maps per day for the northern and the
southern hemisphere, respectively. The two maps are transformed to one map
using normal projection with a resolution of 0.5◦ · 0.5◦ on a daily basis. For the
tropics and parts of the mid-latitudes not covered by the stereographic maps a
negligible sea ice coverage is assumed.
Adaption of snow/ice cover data to HICRU
For each SCIAMACHY measurement usually a snow/ice coverage is obtained
from the MODIS monthly average over land and the daily ASMR-E maps
over ocean. Additionally persistent high reflectance in the HICRU thresh-
old database (stage 1 for the surface) is used to exclude ice covered pixels.
This is important to set an ice flag for some coastlines (especially Antarctica).
The threshold is chosen dependent on the reflectance of totally cloudy pixels
(upper threshold) and tropical regions are excluded (because of the high re-
flectance for deserts, especially Sahara). The ASMR-E results appear to give
some mismatches close to the coast for some regions, especially in the northern
hemisphere during the summer. The HICRU table ignores ASMR-E ice values
from April to September for regions close to the gulf stream in the northern
hemisphere. The region is assumed to be ice free.
7.6 HICRU releases
The final HICRU release (version 4) this thesis is based on makes use of empir-
ical lower thresholds, upper thresholds modeled by McArtim combined with an
absolute calibration of the PMD3 reflectance. The release includes a snow/ice
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flag. This data product is used for cloud height inversion. It should be noted,
that previous releases of HICRU for SCIAMACHY do not contain cloud height
information and absolute radiance calibration. They were available on the web
and are used for publications. The absolute radiance correction of the PMD
also make use of one of these older versions (see sect. 6.5 for explanation). The
differences of these releases to the final retrieval are briefly summarized:
• HICRU version 3 (data from 2003-2006) calculated in 2008 use empirical
thresholds in nadir directions as given in fig.7.4. The empirical values
are approximated by a polynomial and scaled by factor of 1.2 (rough ab-
solute radiance correction). The relative change of the reflectance with
scan angle and relative azimuth angle is obtained from the model using
the results from fig.7.5. SZA is determined for 10km height instead of
satellite reference system. For SZA > 75◦ the upper threshold for a solar
zenith angle of 75◦ is used.
• HICRU version 2 (data from 2003-2006) calculated in 2006 use upper
thresholds on a completely empirical basis. The thresholds are treated
independent from RAZY, but dependent on the scan angle. The empirical
thresholds from fig.7.4 are used for all scan angles using apolynomial
approximation. The thresholds are scaled by a factor of 1.2.
• HICRU version 1 (data from 2003-2004) was created in 2004 and de-
scribed in (Grzegorski et al., 2004). The test release used PMD4 instead
of PMD3, a simplified algorithm for the retrieval of the lower thresholds
and the daily solar spectra were included in the retrieval.
7.7 HICRU cloud climatology
A climatology is defined as a set of data, representing weather conditions -e.g.
cloud parameters- for a given period of time. From the HICRU algorithm a
climatology of effective cloud fraction can be derived. From the HICRU cloud
fraction data, annual and seasonal averages can be derived (fig. 7.7 and fig.
7.8). The time period from 01/01/2003 to 12/31/2006 is used to calculate the
data. The seasonal averages are obtained for winter (December, January,
February), spring (March, April, May), summer (June, July, August) and au-
tumn (September, October, November). The conceptional difference between
geometrical cloud cover and effective cloud fraction should be considered for
interpretation. The overpass time of SCIAMACHY can also lead to differences
compared to other climatologies do to the diurnal cycle. Nevertheless, the typ-
ical features of global cloud cover (eg. ITCZ) are found in the HICRU maps,
where the effective cloud fraction is by definition always lower than geometri-
cal cloud coverage. A validation and discussion of the results is given in sect.
10.4.
Cases of snow/ice and sunglint are excluded from the averages as well as
pixels where snow/ice-classifications are unavailable. This leads to an exclusion
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of the Caspian sea and the lake Victoria. In the ASCII data base, cloud frac-
tion is available for these regions. They would be included for the average, if
ice classification would be neglected. But in this case, the climatological cloud
fraction is overestimated for high latitudes. In future, these regions may be
masked out for snow/ice classification by the a priori assumption that these
areas are ice free.
7.8 Conclusions
A new PMD cloud algorithm is developed based on the reflectance of PMD3
(617-705nm). For the retrieval of the lower threshold, a similar, but improved
algorithm as for the correspondent GOME algorithm is used. A new concept
for the retrieval of the upper thresholds was developed which is no longer sim-
ply an empirical approach. The use of modeled thresholds allows to take the
dependency of the results on the relative azimuth angle into account. This
effect has a high impact on the results for higher solar zenith angles. The cor-
rection is up to a factor of 3 in effective cloud fraction compared to an empirical
approach as given for old HICRU releases and other SCIAMACHY cloud al-
gorithms like OCRA. The new approach also gives an exact definition of the
cloud model used with the PMD retrieval. This is important, if the results
should be combined with results from the spectral analysis, e.g. to retrieve
cloud height.
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Figure 7.7: Annual average of HICRU effective cloud fraction 2003-2006 using SCIAMACHY
data. The gaps at Caspian sea and lake Victoria due to limitations of a strict application of the
snow/ice filter (see text).
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Figure 7.8: Seasonal averages of effective cloud fraction for spring (top), summer (second row),
autumn (third row) and winter (last row). The gaps at Caspian sea and lake Victoria due to
limitations of a strict application of the snow/ice filter (see text).
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Chapter 8
Retrieval of the SCIAMACHY
surface albedo database
The retrieval of effective cloud fraction is not based on the surface albedo
directly, but lower thresholds are used to determine the top of atmosphere
reflectance for cloud free scenes. This has a lot of advantages, because the
determination of cloud free pixels is very sensitive to errors in the clear sky
reflectance due to absolute calibration issues or further instrumental prob-
lems like polarization sensitivity of the detector. For the retrieval of cloud
top height, an accurate retrieval of surface albedo is mandatory, because the
surface albedo is used as input parameter for the modeling of the Air-Mass-
Factors (AMF). A lambertian-equivalent albedo (LER albedo) is calculated,
because the albedo is assumed as lambertian reflector in the model and the
BRDF has to be considered as unknown. Some other satellite instruments de-
signed for albedo retrieval like MODIS take the BRDF into account (Schaaf et
al., 2002). MODIS makes use of the analysis of measured clear-sky reflectance
at different scan and azimuth angles for a given location to calculate a BRDF
for the respective wavelength. This cannot be done with SCIAMACHY because
of the limited amount of measurements for a given location and observation
geometry respectively.
8.1 Radiative transfer modeling
The radiative transfer model McArtim (see sect.3.3.3) is used to model the ra-
diance at the top of atmosphere dependent on the solar zenith angle (SZA), the
scan angle of the satellite, the relative azimuth angle (RAZY) and the surface
albedo. The assumed wavelength is 640nm, which can be used for the albedo
inversion of PMD3 as proved by the results of sect. 6.5. A clear-sky scenario in-
cluding multiple Rayleigh-scattering is assumed for the model. For SZA, scan
angle and RAZY the same grid is used as for the retrieval of the modeled upper
thresholds (sect.7.4). For the surface albedo the values 0,0.01,0.02,0.03,0.05,
0.1, 0.15, 0.2, 0.3, 0.4, 0.5 and 0.8 are chosen. The very low values, especially
0, are not needed for the albedo inversion, but taken into account to compare
with the case of pure Rayleigh-scattering above the surface. The modeled ra-
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Figure 8.1: Clear sky TOA albedo from McArtim for different SCIAMACHY scan angles depen-
dent on the solar zenith angle for a surface albedo of 0.02 (above), 0.30 (middle) and 0.8 (down).
A RAZY of 0◦ (left) and 80◦ (right) is chosen.
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Figure 8.2: HICRU surface albedo for June 11th
diance is geometrically transformed to a TOA albedo using eq.(6.1). Results
are plotted in fig.8.1. It is found, that the scan angle dependency of the results
is generally small for low solar zenith angles. For higher zenith angles, the
dependency is also small for RAZY = 80, but a strong dependency is found for
RAZY = 0. This means, that for high zenith angle and RAZY=0 the reflectance
is high, if the satellite “looks” into the direction of the sun, but small if the
satellite “looks” in rectengular direction. On the other hand, approximately
the average of both reflectances is received if the satellite measures in nadir
direction or if the RAZY is close to 90◦. This effect is due to Rayleigh scattering,
because the surface is assumed lambertian and therefore a diffuse reflection is
assumed. Interestingly, the results are very similar for both RAZY in the case
of low surface albedo, but different for high surface albedo. The decrease with
solar zenith angle in the western part of the scan is observed for low RAZY
only and increases with surface albedo. The dependency of the reflectance on
the surface albedo may indicate a “diffuse” effect: While the incoming light is
direction-dependent, the reflected light is not due to the lambertian assump-
tion, but with a new angle-dependency due to Rayleigh scattering above the
surface. Note, that the results for high zenith angles and a surface albedo of
0.8 are qualitatively similar to the model results for cloudy cases (see fig.7.5).
But overall a greater dependency on the scan angle is found for the cloudy
case. Especially for low and moderately high solar zenith angle the scan an-
gle dependency is significantly greater compared to the model results for the
surface albedo. The only difference between the two models is that a lamber-
tian reflector at the surface is replaced by a scattering cloud at 5km height
with a vertical extension of 1km and an optical thickness τ = 50. The differ-
ences therefore (qualitatively) indicate the influence of the Mie scattering at
the cloud particles compared to the assumption of a lambertian cloud.
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8.2 Inversion of the surface albedo
For the inversion of the surface albedo, Model results are applied to the lower
thresholds retrieved by PMD3 (sect. 7.2). Each map of the lower thresholds is
composed of an average of different measurements taken for different satellite
geometries. Because of the dependence of the TOA albedo on SZA, RAZY and
scan angle, each measurement which has been classified as cloud free has to
be transformed to a surface albedo using the radiative transfer model. This in-
version is done by a simplified release of the inversion algorithm used for cloud
height retrieval, which is described in sect. 9.4. The final albedo maps have
to be composed again by averaging the same correspondent maps as done for
the final lower thresholds, but using the inverted albedo values instead of the
pure intensities. In principle, an albedo map is received every six days based
on reflectance from a time period of ±18 days, if cloud free pixels are available
during this period (longer time periods are used correspondingly to the lower
threshold retrieval). Nevertheless, it is decided to neglect year-by-year varia-
tion for the creation of the surface albedo maps. For the last stage (stage 4) of
the algorithm, the results of (seasonal) correspondent time periods in different
years are averaged (e.g. 01/01/2004-02/05/2004 and 01/01/2005-02/05/2005).
Results before June 2003 and after March 2006 are neglected, because the
level1 data seems less accurate before June 2003 and the results after March
2006 contain less than 36 days of data due to the end of the threshold retrieval
in May 2006 (see sect. 7.2). Note, that the results of these stage 4 averages
are different to the stage 3 results despite similar time periods, because the
threshold during iteration is lower for stage 4 (see tab. 7.1). An example of
the results is shown in fig.8.2. The albedo is provided as high-resolution maps
(in different formats), but is also given for each SCIAMACHY measurement in
cluster 24. In the latter case it is taken into account, that the surface albedo
is only relevant for the clear-sky part of a pixel, if an optically thick cloud is
assumed as done for the retrieval of effective cloud fraction. The albedo is
read-out in the higher spatial resolution of the PMD measurements and the
albedo for a measurement in cluster 24 is received as weighted average of the
sub-PMD albedo values. The weighting makes use of the clear-sky part of a
PMD given by the effective cloud fraction retrieved by HICRU.
8.3 Intercomparision of the HICRU albedo with other
data products
The results of the HICRU surface albedo are compared to MODIS surface
albedo database [(Schaaf et al., 2002), (Lucht et al., 2000)] at 659nm and a
GOME albedo database (Koelemeijer et al., 2003). The GOME albedo database
provides maps at 610nm and 670nm, where the average of both maps is used
for intercomparison with our results at 640nm. Both data products provide
maps for different wavelengths. Broad band albedo is available from MODIS
additionally.
114
8.3.1 Albedo retrieval used for MODIS and GOME
A short overview is given for the retrieval algorithms used for comparison with
HICRU results.
Surface albedo database retrieved by MODIS
The operational MODIS BRDF/albedo algorithm makes use of a linear, kernel
driven BRDF model which relies on the weighted sum of an isotropic parame-
ter and two functions (or kernels) of viewing and illumination geometry which
determine the top of atmosphere reflectance R dependent on the wavelength
λ:
R(θ, ν, φ, λ) = fiso(λ) + fvol(λ)Kvol(θ, ν, φ, λ) + fgeo(λ)Kgeo(θ, ν, φ, λ) (8.1)
with solar zenith angle θ, line of sight angle ν and relative azimuth angle φ.
The kernels are derived using two different models describing surface scatter-
ing and geometric shadow casting theory (Kgeo) as well as volume scattering
radiative transfer models (Kvol). The BRDF kernel weighting functions fk(λ)
are selected with respect to the best fit to the observational data. Note, that
the MODIS data product can use a significantly higher amount of data com-
pared to SCIAMACHY. This is used to create the BRDF weighting functions.
A full model inversion is accounted for, if at least seven cloud-free observations
are given during a 16 day period (using MODIS cloud filter). If there are not
enough cloud free pixels or a poor fit result is obtained, a magnitude inversion
is performed using an archetypal BRDF associated with each pixel of the globe.
For our intercomparison the spatially complete data product of MODIS is used
[(Moody et al., 2005), (Moody et al., 2008)]. This data product does not contain
gaps due to persistent cloud cover and is created as snow-free database. Miss-
ing data is supplied by an ecosystem-dependent temporal interpolation tech-
nique. The usage of this approach with respect to persistent cloud coverage is
especially important for six regions (Moody et al., 2005): South America, Cen-
tral Africa, the Indian Subcontinent, Southeast Asia, Oceania and Northern
Australia. MODIS retrieves surface albedo for land surfaces only, pixels over
ocean are unavailable. Two different albedo products are included in our inter-
comparison: black sky albedo and white sky albedo. The white sky albedo
is the bi-hemispheric reflectance under the condition of diffuse illumination,
while black sky albedo denotes directional hemispheric reflectance at local so-
lar noon. The black-sky albedo is obviously closer to our product, which uses
directional illumination at a given solar zenith angle.
The GOME LER surface albedo database
The GOME albedo database (Koelemeijer et al., 2003) makes the assump-
tion of a lambertian surface as done for the HICRU algorithm. A polarized
doubling-adding radiative transfer model is used to simulate the TOA albedo.
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The measured reflectance is taken from GOME level-1 data and sorted into
grid -cells of 1◦ × 1◦ for every month of the year. This yields up to about 60
spectra per grid cell using the time period from June 1995 to December 2000.
Values with solar zenith angles higher than 80 degrees are neglected. For
each grid cell the minimum value of the reflectance at 670nm is searched. The
correspondent values are used as clear-sky reflectance for all wavelengths the
albedo is calculated for. About 35% of all grid cells are corrected after the de-
scribed retrieval, using a three stage correction scheme. The first correction is
applied to pixels over ocean only. The effect of clouds is reduced by analysing
the reflectance at 772nm. If the TOA albedo is greater than 0.05, but lower
than 0.5 the pixel is masked as cloudy and replaced by an average of cloud
free measurements in a 5◦ × 5◦ neighborhood around the cloud grid cell (if
present). Pixels with a reflectance higher than 0.5 are not corrected because
they are considered to be covered by ice-shelves. The second step uses spa-
tial seasonal interpolation for regions with missing data, mainly in the polar
regions and the known GOME data lack in the Himalaya. The third correc-
tion identifies outliers through analysis of the month by month variation. If a
value over land underestimates the value of the previous and next month at
772nm by 0.1 or more, the minimum value of the two months is taken. In a
similar way, overestimation of the ocean albedo is cleaned, if the reflectance
exceed the values of the previous and next month by more than 0.05.
8.3.2 Intercomparison with HICRU
The results of the albedo retrievals are compared for January and July. For
MODIS and HICRU, which provide more than one map per month, a map
from the middle of the month is taken. The spatial resolution of the three data
products is different, the lowest resolution is provided by the GOME database
due to the coarse spatial resolution of the instrument. The HICRU and the
MODIS black- and white sky albedo maps are therefore transformed to the
GOME resolution of 1◦ × 1◦ through averaging of the pixels within one GOME
corner. The results are shown in fig.8.3 for July and fig.8.4 for January. The
difference of the three maps to HICRU are shown in fig.8.5.
8.3.3 Snow/ice covered surfaces
A few conceptional differences have to be considered for the intercomparison.
The three algorithms are treating snow/ice coverage in different ways. HI-
CRU and the MODIS products use an internal algorithm to clean the albedo
database for seasonal ice coverage. This is not done that way for the GOME
albedo database (see sect.8.3.1). Therefore large differences between GOME
and HICRU results are found in January for regions typically covered by snow
and ice. This therefore does not indicate a problem in one of the databases, but
different concepts. HICRU and MODIS are quite similar for these regions, be-
cause both algorithms use time periods from another season without coverage
of snow, ice and clouds to determine surface albedo. These values are corrected
for MODIS by model additionally, which is not done for the HICRU algorithm.
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Figure 8.3: Albedo map obtained from HICRU (top, left), GOME/KNMI (top,right), MODIS
black sky data product (bottom, left) and MODIS white sky data product (bottom , right). The
maps are for July. MODIS and HICRU values are averaged to the GOME/KNMI grid of 1◦x1◦.
Figure 8.4: Albedo map obtained from HICRU (top, left), GOME/KNMI (top,right), MODIS
black sky data product (bottom, left) and MODIS white sky data product (bottom , right). The
maps are for January. MODIS and HICRU values are averaged to the GOME/KNMI grid of
1◦x1◦.
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Figure 8.5: Difference between HICRU surface albedo and GOME/KNMI (top), MODIS black
sky data product (middle) and MODIS white sky data product (bottom) for July (left) and Jan-
uary (right).
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Generally, cleaning for seasonal ice coverage is appropriate for cloud height
retrieval, because the interpretation of snow/ice as low cloud is a partly use-
ful approach. For a surface albedo around 80% the retrieval of effective cloud
fraction is unreliable, because the reflectance of an optically thick cloud with
high albedo is similar to the surface. The assumption, that the albedo of a
cloud is significantly higher than the albedo of the surface is no more satis-
fied. Furthermore, the snow/ice albedo can change on smaller time scales as
it can be taken into account for the surface albedo retrieval. These variations
would be treated as cloud by the cloud algorithms anyhow. Therefore it is more
consistent to include the whole signal from the ice in the cloud algorithm, but
provide an additional snow/ice mask as described in sect.7.5 for HICRU. In
the case of persistent high reflectance due to snow/ice coverage over the whole
year, snow/ice cleaning is not performed by HICRU and an accumulation point
of low reflectance is retrieved by the iterative fix point algorithm (see sect. 5.2
and sect. 7.2). This is important mainly for Antarctica, Greenland and some
(single) points with high mountains in the Andes, the Himalayas, Alaska and
the north-west part of Canada. These regions are excluded for cloud retrieval.
The algorithms treat these cases differently, so they are only partly compara-
ble for these points.
8.3.4 Reflectance over ocean
A further general difference of the three algorithms is the treatment of ocean.
MODIS and HICRU do not retrieve surface albedo over ocean, while ocean
albedo is provided by the GOME database. It is decided to skip values over
ocean for different reasons. First of all, the accuracy of the retrieval is limited,
because the absolute calibration of the PMDs is inaccurate over ocean due to
different polarization sensitivities of the instruments and further artifacts in
the retrieved signal (see sect. 6.5). Nevertheless, the lower threshold database
of HICRU show different features in the reflectance, which are partly found in
the GOME/KNMI albedo database at 610/670 nm in a similar way. It is not
clear, if this can always be connected with the surface albedo. Other reasons,
which can lead to a spatial variation of the surface reflectance over ocean are:
• small amounts of cloud coverage remaining in the “clear-sky” reflectance
data base. Note, that the average cloud cover over ocean is higher than
over land (Hahn and Warren, 1999) and the results are more sensitive to
small cloud amounts due to the low reflectance of the surface at 640nm.
Increased surface albedo and surface reflectance in the ITCZ found in the
GOME/KNMI data bases as well as for the HICRU reflectances may be
due to to this aspect.
• Persistent and seasonal aerosol coverage can lead to a systematic error
in the reflectance database. Example: Enhanced values at the Atlantic
ocean close to the west coast of central Africa can be due to aerosol arti-
facts [see also (Sano and Mukai, 2004)]. This is found both in the HICRU
reflectances as well as for the GOME/KNMI data base at 610 nm.
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• The ocean surface reflectance in the mid-latitudes is sometimes very
low, especially for the southern hemisphere in the (northern) summer.
Similar effects are found for the HICRU threshold database and the
GOME/KNMI albedo. This is most probably due to polarization of light
due to brewster angle reflection at the surface of the ocean. This effect
is discussed in sect. 6.4. It does not only affect the results of the SCIA-
MACHY PMD, but also the reflectance of the GOME spectral channels
between 617-705nm. This was found during calibration of the PMD in-
strument (sect. 6.4). The quantitative decrease of the reflectance was
different for the two instruments. Therefore results cannot be used with
other detectors, instruments or wavelengths in this case.
• It is unknown, how wave and wind speed affect the albedo of the ocean.
Generally a significant influence cannot be excluded (Jin et al., 2004).
There are obvious differences between the albedo from a sea platform as
given in the paper and our satellite retrievals. The quantitative amount
of a possible influence has to be considered as unknown. A possible influ-
ence would change on small spatial scales and can hardly be taken into
account for albedo retrieval.
• A further unknown property for the ocean albedo is the influence of soils,
which also may change rapidly with time.
With respect to these points, it is decided to use a fixed ocean albedo instead
of an albedo inversion. The value of dark water is used, which is given by 0.014
(Han, 1997) at 640nm. This decision is also supported by the negligible im-
pact of ocean vegetation (chlorophyll) in the wavelength region around 640nm
(Han, 1997). It can be considered, that none of the spatially variable patterns
in the albedo and reflectance data bases of HICRU and GOME/KNMI between
600 and 700nm can be due to chlorophyll, because the albedo is identical to
pure water at 640nm and only small differences are found for wavelengths
around. If smaller wavelengths in the visual or UV would be considered, the
impact of chlorophyll on the ocean reflectance would become very important
and has to be taken into account. This supports the decision to use the PMD
between 610-705nm for the SCIAMACHY cloud retrieval (see also sect. 6.3).
8.3.5 Spatial resolution and illumination conditions
For most of the land surfaces, the albedo is described in a similar way by the
three algorithms. The differences between HICRU and MODIS seem smoother
than between HICRU and GOME/KNMI. This can be interpreted as an effect
of spatial resolution, which is significantly lower for the GOME instrument
(about 360km × 40km) compared to the SCIAMACHY PMD (about 7.5km ×
30km). Also the noise is reduced for SCIAMACHY and MODIS, because more
values are averaged to a 1◦×1◦ cell compared to GOME. Also a few differences
are found for the algorithms. Most noticeable are the differences between the
three algorithms over the Sahara and south-east Asia, which will be explained
below. The difference of HICRU to the black-sky albedo is smaller than to
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the white-sky albedo. This is not surprising, because the assumptions of the
black-sky albedo is closer to HICRU (direct illumination instead of diffuse il-
lumination).
8.3.6 SZA-dependent differences between HICRU and MODIS
There is a general seasonal-dependent difference between HICRU and MODIS.
This difference is connected with the solar zenith angle. For lower solar zenith
angle (northern hemisphere in July and southern hemisphere in January) the
results of HICRU and MODIS are very close to each other for most regions
(with a tendency to slightly higher values of HICRU), while the MODIS albedo
is higher compared to HICRU for the season with higher solar zenith angles.
Different reasons can lead to this result. The differences between the LER
albedo and the BRDF results of MODIS should increase with solar zenith an-
gle, because the scan angle dependency of the reflectance increase with SZA.
LER algorithms search for the lowest reflectance. Because it is impossible to
take different observation angles into account due to restricted numbers of
SCIAMACHY measurements, observation geometries with lowest reflectance
are preferred by the HICRU albedo algorithm. Further differences in the mod-
els (see above) calculating the TOA albedo usually increase with solar zenith
angle. Note, that the MODIS retrieval eq.(8.1) includes a diffuse summand
(similar to our LER assumption) and two BRDF-dependent summands de-
scribing systematic differences to our results. The difference between BRDF
retrieval of surface reflectance and lambertian assumption at 630nm is inves-
tigated by (Trischenko et al., 2000) using AVHRR data. It is found, that the
difference is small (below 5%) if the solar zenith angle is low and the scan an-
gle is not too high (which is satisfied for SCIAMACHY). This may explain only
the small differences between HICRU and MODIS. Larger differences between
the two assumptions are found for solar zenith angles higher than 60◦ and in
the case of aerosols (up to 15-20%). This can especially explain differences
between HICRU and MODIS over Australia and the southern head of South
America in July (high zenith angles) and impact the results over Sahara.
8.3.7 Results over deserts
The Saharan albedo of HICRU is very close to the MODIS black sky albedo in
July, but the MODIS albedo is significantly higher than HICRU in January.
For both months KNMI/GOME albedo is lower than the HICRU results. It
can be considered, that the KNMI albedo is too low, because a similar effect is
already found for the GOME albedo data at 772nm used with the FRESCO al-
gorithm (Fournier et al., 2006). The albedo at 772nm was rescaled over Sahara
for the 772nm data base used with the FRESCO algorithm, but the correction
is not applied to the other wavelength regions. As described above, the same
selection of measurements is used for the albedo retrieval at all wavelengths
for the GOME/KNMI data base. Although this may be a generally good de-
cision for the creation of the data base, the disadvantage is that the problem
at 772nm can be considered to be present at other wavelengths as well. A
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strange point is the seasonal variation of the albedo over Sahara. In a similar
way like KNMI/GOME, a higher albedo is retrieved in the summer by HICRU.
For MODIS it is the other way around, the albedo is found to be significantly
higher in the winter. These differences in the trend lead to an agreement to
HICRU in summer and large differences in winter. Results over the Sahara of
the different instruments and the “real” surface albedo is generally still a field
of discussion.
One obvious difference between the two retrievals is the LER assumption
of HICRU compared to the BRDF retrieval of MODIS. This may at least partly
explain the different seasonal trends. Another LER albedo over Sahara is cre-
ated for aerosol retrieval using SeaWIFS data by (Hsu et al., 2004) and show
almost no seasonal dependency (in contrast both to MODIS and HICRU). The
comparison of MODIS albedo with surface measurements over desert (Wang
et al., 2005) also finds important aspects for the interpretation. It is found,
that MODIS black sky albedo seems to be significantly too high and that the
seasonal trend of MODIS overestimates the results from the surface measure-
ments. This overestimation is connected with a too high trend of the surface
albedo with SZA. Although this result from the surface measurements agrees
with HICRU findings, there are also findings which disagrees with HICRU.
The surface measurements confirm that a higher albedo could be expected in
winter, which is not reproduced by HICRU. (Wang et al., 2005) found, that the
surface conditions, especially soils and soil moisture, have a significant impact
on the albedo.
Similar differences between HICRU and MODIS (but smaller) are found
for other desert-like regions (e.g. in Arabia and Asia). A slightly higher desert
albedo of MODIS compared to HICRU may also be expected due to the longer
wavelength used for the MODIS retrieval (659nm).
8.3.8 Influence of clouds and aerosols
The retrieval of the surface albedo requires an accurate cloud-cleaning for the
reflectance data bases. Generally this can be done best for MODIS due to
the high spatial resolution and can be considered to be a problem for GOME.
The choice of an appropriate algorithm is also a crucial point to receive accu-
rate results. Even for MODIS cloud free measurements are not found for
a whole season in some regions as mentioned above. HICRU and MODIS
therefore analyse the reflectance over the whole year to detect regions with
seasonal cloud coverage. Both HICRU and MODIS determine the albedo
for these regions using the seasons where cloud free measurements are found
only. Several overestimations of the GOME/KNMI data base compared to
HICRU and MODIS can therefore be explained due to insufficient cloud clean-
ing for the GOME data base. This is the case for east Asia in July, central
Africa in January and the northern part of south America. The biggest ef-
fect is found for south-east Asia with absolute differences of about 10%. A
similar effect could also lead to an overestimation of the KNMI/GOME data
base in the sub-Sahel zone, because of the presence of aerosols in these re-
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gions. Note, that the values of HICRU are also higher than MODIS (but much
smaller then GOME/KNMI). It is not known if this is caused by insufficient
aerosol-cleaning in HICRU compared to MODIS or differences between LER
and BRDF assumptions of the two albedo retrievals which increase in the case
of aerosol presence. A problem of the HICRU algorithm is found for the south-
ern coastline of Australia. In January, some parts of the surface reflectance are
wrongly removed by the cloud cleaning algorithm. This is the case because a
relatively high seasonal variation of the surface reflectance is combined with
a high seasonal variation in the solar zenith angle. The threshold used for
the iterative fix point algorithm (sect. 7.2) should be increased for this region
during stage 1 of the retrieval. This will be done for the next release of the
data product. This problem does not affect the other parts of Australia, where
an excellent agreement of HICRU with MODIS is found in January.
8.4 Conclusions
A new accurate LER surface albedo data base around 640nm was created us-
ing the PMD3 reflectance from SCIAMACHY. The HICRU results are com-
pared to results from MODIS and GOME. All the three data bases describe
surface albedo in a similar way except for snow/ice covered surfaces, which are
treated differently by the three algorithms. Values over ocean are not calcu-
lated for the HICRU and the MODIS data bases. Most of the differences can
be explained with respect to retrieval assumptions and methods. The biggest
differences between the three products are found over deserts (especially the
Sahara) and in south-east Asia. Overall, an accurate LER albedo data base is
provided with typical errors lower than a few percent. For high solar zenith
angles, the LER assumption leads to differences to data bases based on differ-
ent assumptions on the BRDF. Over the Sahara, results of all the three algo-
rithms should be considered carefully. HICRU results agree well with MODIS
over Sahara in July, but values are significantly lower in winter. Intercompar-
isons with surface observation done for MODIS validations suggest that the
albedo over Sahara and especially the seasonal trend could be overestimated
by MODIS. Although this generally agrees with HICRU results, the seasonal
trend given by HICRU and KNMI/GOME is in disagreement with these sur-
face observations. Results of GOME/KNMI over the Sahara appears to be too
low. For some regions with persistent cloud coverage (especially south-east
Asia) the results of the GOME database overestimate results from MODIS,
which is avoided by HICRU due to an improved cloud-cleaning algorithm and
a higher spatial resolution compared to GOME.
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Chapter 9
Inversion of the cloud height
from SCIAMACHY
The retrieval of cloud height from SCIAMACHY is based on the DOAS analy-
sis of the O2 − γ−band using the idea generally described in sect. 3.3.1: Slant
Column Densities (SCD) are retrieved using DOAS and converted to a mea-
sured Air Mass factor (AMF) using the Vertical Column Density obtained from
the known oxygen profile. The Monte Carlo model TRACY II (sect. 3.3.3) is
used to calculate AMFs and radiances for cloud free and cloudy pixels. These
AMFs depend on cloud height. Therefore the modeled AMFs can be used to
invert the measured AMFs to a cloud height. The AMFs depend on several
parameters which are included in the model and have to be known for the in-
version. Some of these parameters (e.g. satellite observation geometry) can
be obtained from SCIAMACHY raw data. The AMFs also depend on effective
cloud fraction and surface albedo. The algorithms described in the previous
chapters have to be used to retrieve these parameters as input for the cloud
height algorithm. This chapter describes the retrieval of the cloud height in
detail. Also a verification of the results is discussed and the detection limit of
the algorithm is determined. Validations of the algorithm are discussed in the
next chapter.
9.1 DOAS analysis of the oxygen around 630nm
The algorithm for the SCIAMACHY DOAS analysis (sect. 3.2, [(Platt and
Stutz, 2007), (Platt, 1994)]) is developed by Stefan Kraus [see also (Kraus,
2005)]. The implementation of the fit settings is close to the SCIAMACHY wa-
ter vapor analysis (T. Wagner, personal communication) and to previous water
vapor retrievals implemented for GOME (Wagner et al., 2003a). The fit range
covers pixels 6-328 of cluster 24, which corresponds to a wavelength range
of 613.5nm-656.3nm. A polynomial degree of 2 and a daily solar spectrum is
used. The correspondent Frauenhofer fit coefficient is set to 1. All reference
cross sections are linked to the solar spectrum with respect to their wave-
lengths. A constant spectral shift is allowed for the measured spectra relative
to the solar spectrum. Squeeze is not allowed. A list of reference cross sections
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Reference source and reference
solar spectrum I0 (Frauehofer spectrum) SCIAMACHY direct sun light
oxygen (O2) HITRAN[2004] (Rothman, 1992)
water vapour (H2O) HITRAN[2004] (Rothman, 1992)
oxygen dimer (O4) (Greenblatt et al., 1990)
Ring spectrum WinDOAS (Fayt and van Roozendael, 2001)
inverse solar reference (1/I0) SCIAMACHY direct sun light
vegetation spectrum veg200 [T. Wagner, personal communication]
polarization correction (pol07) SCIAMACHY key data
polarization correction (pol23) SCIAMACHY key data
Table 9.1: List of reference spectra and cross sections used for DOAS analysis around 630nm.
used with DOAS analysis is given in tab.9.1. The analysis includes solar ref-
erence spectra, cross-sections of absorbing trace gases and a Ring spectrum
(sect. 3.2.4). Further reference spectra are included to improve the results of
the fit. Two reference spectra from SCIAMACHY key data are used to correct
for polarization sensitivity of the instrument. The polarization correction of
the SCIAMACHY raw data is not used; SCIAMACHY corrections 1-5 are used
only (sect. 3.1.4). The absorption around 630nm is also affected by vegetation
(Wagner et al., 2007). This is especially a problem for the broad absorption
of the oxygen dimers, but also for the analysis of oxygen corrections are nec-
essary. The influence of vegetation is corrected using a reference spectrum
created using GOME data (T. Wagner, personal communication): Clear sky
measurements are chosen, which are similar with respect to various parame-
ters (e.g. latitude). The vegetation reference spectrum is obtained under the
assumptions that the difference in the residuum of the DOAS analysis of the
scenes is approximately given by the absorption caused by vegetation.
The presented cloud algorithm uses the AMFs of oxygen for the inversion
of the cloud height. An alternate approach would be the usage of the oxygen
dimer O4. In principle, the oxygen dimer could have several advantages. The
concentration of the oxygen dimer is proportional to the square of the oxy-
gen concentration and therefore more sensitive to low clouds. The validation
(chap. 10) shows that the advantage of the cloud retrieval based on oxygen
absorption is the cloud retrieval for low clouds compared to methods like CO2-
slicing in the infrared. In contrast, CO2-slicing has advantages for middle-
and high clouds compared to oxygen. The oxygen dimer could yield to a fur-
ther improvement in the case of low clouds. A second advantage of the oxygen
dimer is a significant easier calculation of the radiative transfer. Oxygen is
a strong absorber and the variation of the cross section across the fit interval
has to be taken into account. This requires the creation of a modeled spectrum
instead of calculating AMFs directly by McArtim using one effective cross sec-
tion for all AMFs. The effect of convolution on the laboratory spectra on O2
and O4 is shown in fig. 9.1. The third point is connected with the second
point: The saturation effect (sect. 3.2.3) is a significant problem for strong ab-
sorbers like oxygen (Wagner et al., 2003a). It was tried to implement a cloud
height retrieval based oxygen dimers first to make use of these advantages.
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Figure 9.1: Original spectra from laboratory (above) and convoluted reference spectra used for
SCIAMACHY analysis (bottom). The effect of convolution is much less significant for O4 (left)
compared to O2 (right).
Nevertheless, the final algorithm uses O2 because several problems of the O4
evaluation could not be solved. The major shortcomings are connected with
instrumental problems of SCIAMACHY. The evaluation using solar reference
turned out to be unstable due to problems with solar spectra (problems with
diffuser plate). An alternate approach using earthshine reference spectra re-
quires calibration and the definition of a representative earthshine reference
spectrum. This turned out to be quite inaccurate. Finally, the O4 results are
more affected by vegetation than O2 at 630nm which is a crucial effect over
land. Therefore the algorithm for CTH is implemented for O2 in this thesis.
O4 should be used in future additionally together with satellite instruments
more stable than SCIAMACHY.
9.2 Radiative transfer modeling
The radiative transfer model TRACY II is used to calculate a LUT of AMFs
for the cloud height inversion. Although TRACY II is able to model AMFs
directly, this cannot be used for the HICRU retrieval, because the variation
of the cross section within the fit interval cannot be neglected. Therefore a
more sophisticated approach for the calculation of the AMF is implemented.
AMFs are calculated for completely cloudy and clear sky pixels. The same
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model assumptions are used as for the retrieval of the upper thresholds in
the cloud fraction retrieval (sect. 7.4). This is important for a consistent data
set of effective cloud fraction and cloud height. The clouds are modeled using
the Henyey-Greenstein phase function (sect. 2.4.3). A high optical thickness
τ = 50 is assumed. A widely used parametrization is chosen for the asymmetry
parameter (0.85) and the single scattering albedo (1). A geometrical thickness
of 1km is assumed, which is a realistic assumption especially for low clouds.
The retrieval scheme is demonstrated in fig. 9.2. The calculation requires
the following steps:
1. The radiance is modeled for 14 different O2 cross sections for stronger
and weaker absorptions. These cross sections are relevant for the O2
absorption in different parts of the fit interval of the DOAS elevation.
2. Cross sections dependent on the wavelength are available with a high
spectral resolution from the HITRAN database (Rothman, 1992). A tem-
perature of 250K is chosen. The data base release from 2004 is used
together with the previous step to create a oxygen absorption spectrum.
A linear interpolation between the modeled radiance is used to estimate
the radiance for all absorption lines within the fit interval.
3. The created high resolution absorption spectra are convoluted to the
spectral resolution of SCIAMACHY using the WinDOAS program (Fayt
and van Roozendael, 2001) and a Full Width at half Maximum (FWHM)
of 0.35 nm.
4. A DOAS fit of this modeled SCIAMACHYa spectrum against the oxygen
reference spectra from the DOAS analysis (but without any other refer-
ence spectra) is applied. The fit analysis is done using MFC (Gomer et
al., 1995). A theoretical Slant Column Density (SCD) is obtained from
the fit.
5. The modeled AMF is obtained by division of the modeled SCDs by the
Vertical Column Density (VCD). The VCD is given by integration of the
oxygen profile used with the radiative transfer model. A gridded profile of
the US standard atmosphere is used which yields a correspondent VCD
of 4.683 · 1024molec
cm2
.
9.3 Approximations for the calculation of AMFs
The retrieval principally has to be applied to various cases (cloud fraction,
satellite geometry, surface albedo, surface elevation) separately. This would
require a huge amount of time. The extension of the retrieval to other satellite
aIn fact, the retrieval is implemented for GOME and a correction for the slit function is
applied to the AMFs afterwards. It is planned to apply the algorithm to GOME, GOME-2 and
SCIAMACHY. Only the implementation to SCIAMACHY is finished yet. This thesis therefore
focus on the SCIAMACHY retrieval.
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Figure 9.2: Calculation of modeled AMF for SZA 20◦, albedo 0.02, surface elevation 300m and
clear sky case (see text): modeled reflectance for different cross sections (above, left), cross
section dependent on the wavelength (above, right). Both components are used to calculate a
model spectrum (bottom, left) which is finally convoluted to SCIAMACHY resolution (bottom,
right).
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instruments, which may require a different set of satellite geometries would
become impossible if the retrieval method described above would be applied to
all relevant cases. The same problem would also prohibit the implementation
of an additional cloud model for the SCIAMACHY retrieval later on. Therefore
the exact retrieval is limited to nadir geometry. Approximations are used for
partly cloudy pixels as well as various scan angles and relative azimuth angles
(RAZY) of the satellite.
The exact AMF calculation is applied for the following parametrization:
• cloud fraction: 0 and 1
• solar zenith angles [◦]: 20,30,40,50,60,70,75,80,85
• surface albedo [0-1]: 0.02,0.03,0.05,0.1,0.3,0.8 (for clear sky; cloudy: only
0.03)
• surface elevation [km]: 0.0, 0.3, 1.0, 4.0 (for clear sky, cloudy: only 0.0)
• cloud height [km]: 1.0, 2.0, 4.0, 6.0, 8.0, 10.0 (for cloudy)
9.3.1 Approximation for different scan angles and relative az-
imuth angles
The idea of the approximation is the estimation of the scan angle dependency
of the AMF using model results for weak absorption (smallest cross section)
only. The aim is a simplification of the AMF calculations. The approximation
is tested for various cases by comparing the results of the exact calculation
with approximated results.
• The weak AMFs (AMFweak) are calculated for various scan angles and
relative azimuth angles both for clear sky and cloudy case. It is found,
that the weak AMF significantly overestimates the AMFs of the exact
calculations AMFreal. (fig. 9.3). The additional values are modeled for
the scan angles −58◦, −65◦, −115◦, −122◦. For each scan angle 2-4 RAZY
angles are modeled. The RAZY are chosen dependent on the solar zenith
angle, because the typical RAZYs of SCIAMACHY observations are SZA-
dependent. More RAZY are modeled for high SZA than for low SZA.
• The uppermost part of the difference between the exact and the weak
AMF is due to the saturation effect (sect. 3.2.3). This effect can be mainly
corrected using a correction factor, which is dependent on the absolute
value of the AMF only (Wagner et al., 2003a): The cross section of oxy-
gen from the HITRAN data base is multiplied with an assumed slant
column density for a given clear-sky scenario. The absorption spectrum
is calculated using lambert-beer law:
I(λ) = I0 exp(−σ(λ) · SCD) (9.1)
This spectrum is convoluted and then evaluated using the DOAS method
against the oxygen reference spectra. The ratio between the SCD from
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this DOAS retrieval and the SCD used as input for this analysis gives
the saturation correction factor.
The ratio betweenAMFreal and the weak AMF with saturation correction
AMFsat is almost independent from cloud height for cloudy pixels. It is
also almost independent from surface albedo for cloud free AMFs (fig.
9.3).
• There is a small remaining difference between AMFreal and AMFsat.
This difference can be mainly corrected with the approximated AMFs
AMFapprox finally used for the cloud height inversion. These AMFs are
calculated using the exact AMF in nadir directionAMFreal,nadir, the weak
AMF with saturation for nadir geometry (AMFsat,nadir) and AMFsat,geo
for the respective scan angle and RAZY. The approximated AMF is then
given by:
AMFapprox = AMFreal,nadir
AMFsat,geo
AMFsat,nadir
(9.2)
These AMFs are very close to the exactly calculated values (fig. 9.3).
Note, that approximated AMFs for clear sky and cloudy case are equal to
the exactly calculated AMFs for nadir geometry by definition.
• A similar approximation could be used to retrieve AMFs for high SZA
using exact AMFs for low SZA and weak AMFs for low and high SZA.
This approximation is tested for cloudy pixels with sza < 80 (error < 1%).
This approximation is not used for HICRU inversion. Nevertheless, this
proves the reliability and stability of the approximation approach.
9.3.2 Approximations for partly cloudy pixels
The exact calculation of the AMF is only performed for clear sky and com-
pletely cloudy cases. For partly cloudy pixels an approximation is used. Cloud
algorithms based on the measurement of absolute radiance make use of the
independent pixel approximation, which is in fact a weighted average of clear-
sky and cloudy reflectance (see sect. 4.1). The assumption of linearity is a good
assumption to radiance and the AMF of weak absorbers, but not to the AMF
of strong absorbers. This is caused by the nonlinearity of the saturation effect.
The “classical” independent pixel approximation is therefore only applied to
weak AMFs and correspondent radiance (without saturation correction). The
interpolation to partly cloudy pixels for weak AMFs for cloud fraction CF is
therefore given by:
AMFweak(CF ) =
AMFweak(CF = 1) · CF · Ic +AMFweak(CF = 0) · (1− CF ) · Is
Ic · CF + Is · (1− CF )
(9.3)
where Ic and Is denote the modeled radiances for cloudy and clear sky case
respectively. The saturation correction is applied after this approximation.
The overall AMF is then calculated using he following formula:
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Figure 9.3: Exactly calculated AMF compared with approximations (see text) for 1.) cloudy
pixels, SZA 20, RAZY 0, scan angle -65 (above , left) 2.) cloudy pixels, SZA 50, RAZY -49, scan
angle -115 (above, right) 3.) clear sky pixels, SZA 20, RAZY 40, scan angle -115 4.) approxima-
tions for various cloud fractions and cloud heights correlated with exact AMF calculation using
SZA=20 and surface albedo 2% (down, right).
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AMFappr(CF ) = AMFsat(CF )·
AMFappr(CF=0)
AMFsat(CF=0)
(1− CF )Is + CF · Ic AMFappr(CF=1)AMFsat(CF=1)
(CF − 1) · Is + CF · Ic
(9.4)
The intercomparison of the approximated AMFs AMFappr with exactly cal-
culated AMFs are shown in fig.9.3. An excellent agreement is found. IfAMFsat
is used instead of AMFappr with eq. (9.4), the retrieved AMF is overestimated
for high AMFs.
9.3.3 Discussion of the model results
The dependency of approximated AMFs on cloud fraction is shown in fig. 9.4
for several cloud heights. The results are plotted for three different values of
the surface albedo (surface elevation: 0). The effects discussed in sect. 3.3.2
can be clearly identified: The shielding effect leads to a decrease of the AMF
with increasing cloud height and increasing effective cloud fraction. This is
the dominant effect of clouds on the AMF. In addition, the albedo effect leads
to an increase of the AMF with effective cloud fraction, if surface albedo, cloud
height and effective cloud fraction are small. This has several important im-
pacts: The accurate retrieval of small cloud fractions is most important for
regions with low surface albedo. This requirement is satisfied by the HICRU
algorithm, because the error for small cloud fraction decreases for low albedo,
because the impact of a relative error in the lower threshold on the cloud frac-
tion is a function of the clear sky radiance. For high surface albedo errors in
effective cloud fraction have no impact for cloud height retrieval in the case of
low clouds and the error is at least reduced for high clouds. In a similar way
it is found, that the sensitivity of the clear-sky AMF to errors in the surface
albedo decreases with the surface albedo and becomes small for albedo above
10%. Both aspects together lead to the conclusion, that for regions with poten-
tially highest uncertainties in albedo and cloud fraction like e.g. Sahara, only
a small impact of these errors on the retrieved cloud height can be expected,
especially in the case of low clouds. Nevertheless, it can be expected that there
is a lower limit in effective cloud fraction for the reliability of the cloud height
retrieval, because the range in AMF between low and high clouds decreases
with surface albedo for small effective cloud fraction. It can be expected, that
this limit will be shifted to higher cloud fractions in the case of high surface
albedo, because the albedo effect becomes small. The AMF difference between
a low and a high cloud for a surface albedo of 2% and a cloud fraction of 0.05
corresponds to a equal difference in AMF for a cloud fraction of about 0.15 and
a surface albedo of 0.3.
The approximated AMF increases with solar zenith angle as expected be-
cause the column increases with the slanting of the measured column. Higher
errors can principally be expected for all parts of the algorithm, if the solar
zenith angle increases to high values. This is compensated in the retrieval by
a higher spread of the AMFs in cloud height, which means that the impact
of a given (absolute or relative) error in AMF on cloud height decreases with
increasing solar zenith angle.
133
Figure 9.4: Approximated AMFs AMFapprox for various cloud heights dependent on effective
cloud fraction. The values are given for nadir geometry with SZA=20 (left) and SZA=70 (right).
The surface albedo is set to 0.02 (above), 0.10 (middle) and 0.30 (below).
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Figure 9.5: Scan angle dependency of the approximated AMFs for cloudy pixels and different
cloud heights (top) and clear-sky cases with different surface albedo (bottom). The results are
plotted for SZA=20 and RAZY=0 (left) as well as SZA=70 and RAZY=20 (right)
An advantage of the AMF approach is the relatively moderate dependence
on the scan angle and the RAZY (fig. 9.5). A larger dependency was found for
the absolute intensity modeled for the determination of the upper threshold
in the cloud fraction algorithm and for the inversion of the surface albedo (fig.
7.5 and fig. 8.1).
9.3.4 Verification of the approximations and the measured AMFs
The approximated AMFs and the measured AMFs (DOAS analysis) are ver-
ified by intercomparison against each other for different cloud fractions and
solar zenith angles over ocean to check the consistency of HICRU cloud frac-
tion and cloud height. The AMFs from January 2005 are divided into different
groups dependent on effective cloud fraction. The AMFs are plotted against
the solar zenith angle for the groups with effective cloud fraction 0.05-0.10
and 0.50-1.0 respectively (fig. 9.6). Additionally, highest and lowest AMFs are
plotted for line of sight angles up to 25◦b. The AMFs agree very well with the
model results, but there is a gap between the highest AMFs from the model
and the highest AMFs from the measurements for SZA > 60◦. This is an effect
bThe study was done before all cases were modeled. The study should test the reliability of
the results. The extreme values of this reduced data set were taken.
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Figure 9.6: Top: measured AMFs for January 2005 dependent on SZA together with high and
low AMFs from the radiative transfer model (blue and green line). The plots are given for cloud
fraction 0.05-0.1 (left) and 0.5-1.0 (right). The gap between the highest value in the measured
AMFs and the highest value in the modeled AMF is due to missing measurements for low RAZY
and high SZA in January (see text). Down: RAZYs dependent on SZA appearing in January
2005 for SCIAMACHY (left); modeled AMFs dependent on scan angle for SZA=70, RAZY=78
for cloudy scenes (down, right). The values are lower compared to low RAZY.
of the seasonal dependence of the RAZY typically appearing for SCIAMACHY.
For high SZA, only high RAZY can be found, because high solar zenith an-
gles can only appear in the southern hemisphere for SCIAMACHY orbit. For
RAZY = 78◦ the highest AMFs are lower compared to low RAZY (cp. fig. 9.6
and fig. 9.5). This mainly explains the differences between the highest mod-
eled AMF (referring to a low RAZY) with highest measured AMF. Overall, the
consistency between measured and modeled AMF could be verified. The re-
sults make clear, that the approximated AMFs for different scan angles and
RAZY are necessary in addition to the exactly retrieved AMF for nadir geom-
etry.
9.4 Inversion of cloud height and cloud pressure
An inversion algorithm is needed to retrieve cloud height from the measured
AMFs using the results from the model. In addition, interpolations have to
be performed, because the measured values are usually in-between of two val-
ues from the Look up table created by the model procedures described above.
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There are several mathematical packages providing inversion schemes, but
under the assumption of a constant grid size in the look up table. This as-
sumption is not satisfied in our model, because the modeled values are chosen
with respect to their presence in the SCIAMACHY data and the sensitivity of
the AMFs on the respective parameter. Especially the modeled RAZYs are cho-
sen dependent on the solar zenith angles. Therefore an own inversion scheme
is implemented for HICRU. The algorithm is explained for cloud height in-
version below, but is also used for the inversion of the surface albedo and the
upper thresholds (sect. 8.2 and sect. 7.4).
Implementation of the inversion algorithm
The modeled AMFs are represented by an N × (M + A) matrix, where M are
the parameters the AMF depends on (M=7: SZA, scan angle, RAZY, surface
albedo, cloud fraction, surface elevation, cloud height). A gives the number
of measured values (A=1, AMF O2). For inversion first (M-1) parameters are
determined from measurements or external data sets. The satellite geometry
is determined by level-1 data, the surface albedo is obtained from the HICRU
surface albedo data base (chap. 8), the cloud fraction is taken from the HICRU
cloud fraction product (chap. 7) and the surface elevation is taken from the
ETOPO5 data base (ETOPO5, 1988). The ETOPO5 data (fig.9.7) also contains
barometry. Values below 0 are set to 0 except for regions with high depression
predefined a priori (Jordan, Djibouti, Turfan).
The inversion algorithms contains three parts:
1. The first algorithm transforms N × (M + A) into a K × (A + 1) matrix
where K represents the number of modeled cloud top heights (K=6). The
remaining columns are cloud top height and AMF. To receive this table,
the dimension of the matrix is reduced step by step. This is done by
repeating an algorithms, which transforms the N × (M +A) matrix into
a N∗ × ((M − 1) +A) matrix by interpolation:
• The algorithm needs a set of (M-1) measurements as input, e.g. I
= {SZA=24.5, scan angle = -78, RAZY = -58, surface albedo = 0.08,
cloud fraction = 0.02, surface elevation = 0.2km}
• A subset of the matrix is selected using nearest-neighbor method. It
is forced, that one of the neighbors is smaller and one of the neigh-
bor is higher than the correspondent value from the input set. An
exception is the case, that the boundaries given by the highest and
the lowest values in the model data base is exceeded by the input
value.
• The selection in the previous step gives a 2M−1 ∗K × (M + A) sub-
matrix.
• The whole matrix is interpolated for the input value correspondent
to the first column (e.g. SZA=24.5, interpolation between SZA=20
and SZA=30). 2M−2 ∗ K interpolations have to be calculated. The
result is a 2M−2 ∗K × (M − 1) +A matrix.
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• For parameters like RAZY a constant grid is not used. An interpo-
lation has to be done between the correspondent nearest neighbors.
Example: (sza=20, razy=0), (sza=20, razy=-60), (SZA=30, RAZY=-
20), (SZA=30,RAZY=-60). The modeled RAZY are not equal for the
two SZA. If it is interpolated for SZA, it is not only interpolated for
the AMF, but also for the RAZY between 0 and -20. An exception is
the scan angle -90 (nadir). If it is interpolated for scan angles, RAZY
values are taken only from non-nadir directions.
• The algorithm is repeated withM∗ = M−1 until the finalK×(A+1)
matrix is received.
2. The K × (A + 1) matrix describes the dependency of the AMF on the
cloud height for a given measurement. The measured AMF is used to
determine cloud height using linear interpolation.
3. The algorithm can become very slow, if for each measurement the nearest-
neighbor selection has to be done on the whole data set, because the data
base contains more than 160000 entries which have to be scanned for
each SCIAMACHY measurement. A forward pre-classification is used to
accelerate the algorithm. The pre-selection makes use of the fact, that
at least for some columns a constant grid is used. At the beginning of
the retrieval the model database is divided into more than 1000 subsets
which are defined by a range of some parameters like SZA, scan angle
etc. These subdatabases are created automatically. They are numbered
using an index. Note, that some values can be present in multiple sub-
databases e.g. the entry for SZA=30 in the sub database for the range
20-30 and 30-40. For each measurement the index of the correspondent
sub database is calculated first and then the recursive algorithm is ap-
plied to the correspondent sub database.
If the cloud height is inverted, a correspondent cloud pressure is also given
in the HICRU database using a pressure profile from McArtim (US standard
atmosphere) approximated by a polynomial (fig. 9.7).
9.5 Determination of HICRU detection limit
It is necessary to determine a detection limit for the retrieval of the cloud
height. If a measurement is below the detection limit, the result is not plotted
to the official results. An unofficial column is made available for validation
purposes and internal usage. The range of the HICRU cloud height results
are investigated dependent on different parameters to find unphysical and
unreliable behaviour of the results. From these investigations a detection limit
is derived. It is found that two (or three) parameters describe the general
limitations of HICRU:
• The HICRU results become unreliable or questionable for high solar
zenith angles. Fig. 9.8 shows HICRU cloud heights for effective cloud
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Figure 9.7: Left: pressure profile of US standard atmosphere gridded for McArtim and approx-
imated by an polynomial right: ETOPO5 surface height and barometry
Figure 9.8: Cloud heights from January 2005 (left) and July 2005 (right) dependent on the
solar zenith angle. Values are plotted for effective cloud fraction above 0.2 over land (above)
and ocean (down) respectively.
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Figure 9.9: Scan angle dependency fir high SZA: Cloud heights for July 2005 over ocean de-
pendent on solar zenith angle. Effective cloud fractions above 0.2 are plotted for a scan angle
between -125 and -115 (left) as a well as between -65 and -55 (right).
fractions > 0.2 over land and ocean respectively. The values are plot-
ted dependent on SZA for January and July 2005. For high solar zenith
angles the cloud height seems to increase to too high values over ocean,
especially in summer. This problem is not present over land in winter.
The high values between SZA 60◦-80◦ over land in summer appear to be
correct, because high clouds are expected for the correspondent regions
from climatology (south Africa, south America, see sect. 10.4.2 and fig.
10.20).
• A strange effect is especially found for SZA > 75◦ in the southern hemi-
sphere. There is a problem with the measured AMFs, because the sys-
tematic increase of the cloud height depends on the scan angle (fig. 9.9).
Note, that also values in nadir direction behave strange. The error is
therefore not caused by the AMF approximation. Perhaps the effect is
due to polarization sensitivity of the instrument, because the effect is
strongest over ocean. The error cannot be connected with the assump-
tions for the ocean albedo. A possible error would lead to an underesti-
mation of the cloud height, because the ocean albedo is estimated to its
lower limit in HICRU.
• The lowest cloud heights seem to depend on SZA over ocean, but not over
land. This partly refers to sun glint, which is detected as a cloud close to
the surface. Nevertheless, a reduced effect is also found for the western
scan. Further investigations should be performed. The lower limit for
SZA 50◦-75◦ appear plausible, especially with respect to the assumption
of a vertical extended cloud. Maybe the low values refer to clouds, which
are formed close to the surface as it may be expected for tropical regions
(low SZA).
• Overall, results for SZA > 78◦ (land, ocean in northern hemisphere) and
SZA > 75◦ (ocean, in southern hemisphere) are excluded from the official
data set.
140
Figure 9.10: HICRU cloud height for July 2005 dependent on effective cloud fraction for surface
albedo ranges of: 0.00-0.05 (above, left), 0.05-0.10 (above, right), 0.10-0.15 (middle, left), 0.15-
0.20 (middle, right), 0.20-0.30 (down, left), 0.30+ (down, right)
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Figure 9.11: HICRU cloud height for July 2005 dependent on effective cloud fraction over ocean
surface albedo 0.00-0.10 0.10-0.15 0.15-0.20 0.20-0.30 0.30+
cloud fraction 0.04 0.05 0.06 0.07 0.1
Table 9.2: Detection limit in effective cloud fraction for the retrieval of cloud height dependent
on surface albedo
• For SZA < 75◦, the cloud heights are plotted against effective cloud frac-
tion over land for different ranges of the surface albedo (fig. 9.10). It is
assumed, that the results are generally unreliable if a significant amount
of negative and very high cloud heights is retrieved. In a similar way, the
values over ocean are investigated (fig. 9.11). The results over ocean are
consistent for winter and summer for the chosen SZA range. It is found,
that the detection limit in cloud fraction increases with surface albedo.
This is expected from the model results (sect. 9.3.3). The detection limit
is given in tab. 9.2. The plots were also done for different SZA ranges,
but it turned out that the detection limit as determined above appears to
be independent of the SZA range for SZA < 75◦.
9.6 HICRU cloud height climatology
A cloud climatology similar to effective cloud fraction (sect. 7.7) is constructed
for cloud height. Cloud heights are only used, if effective cloud fraction and
solar zenith angle are above the detection limit as discussed above. Pixels
covered by snow/ice or with typical geometrical conditions of sun glint are ex-
cluded from the average. The annual average is plotted in fig. (9.12) and the
seasonal averages are given by fig. (9.13). Several typical features of global
cloud height variations can be found (e.g. ITCZ, seasonal variation of cloud
height distribution over pacific ocean, a winter maximum in cloud height for
central Africa above the equator). Other features may be unexpected (e.g. high
values over Sahara and maxima for mountainous areas). The data is discussed
and validated in sect. 10.4.
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9.7 Conclusions
A new algorithm for the retrieval of cloud height is developed based on DOAS
analysis of the O2 − γ − band around 630nm. The algorithm is based on the
inversion of measured AMFs using a set of modeled AMFs. For the creation
of the AMF data base, spectra were modeled using the Monte Carlo model
TRACY II. The modeled AMFs are obtained using a DOAS fit of these (convo-
luted) model spectra against SCIAMACHY reference spectra. Several approx-
imations are implemented to reduce the time-consuming model calculations.
The measured and modeled AMFs are in a very good agreement with errors
of about 1%. The verification of the retrieved cloud height is successful. A
detection limit for the retrieval of the cloud height is determined empirically
dependent on solar zenith angle, surface albedo and effective cloud fraction.
This detection limit is in agreement with the expectations from the model.
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Figure 9.12: Annual average of HICRU cloud height 2003-2006
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Figure 9.13: Seasonal averages of HICRU cloud height 2003-2006. The averages are given for
spring (above), summer (second row), autumn (third raw) and winter (fourth row).
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Chapter 10
Validation of the SCIAMACHY
cloud products
The results of HICRU have to be validated to reveal the reliability of the al-
gorithm and to detect possible shortcomings. It can be expected, that cloud
heights and cloud fractions are not independent from the used instrument and
the retrieval method. A cloud height retrieved from thermal infrared should
give a cloud height close to the top, because the radiance from lower layers
are absorbed by the cloud. In contrast, oxygen absorption in the visible is
also sensitive to scattering inside the cloud, because the sunlight partly pen-
etrates inside the cloud. Ground-based measurements are more sensitive to
low clouds compared to satellite retrievals, especially in the case of multilayer
clouds. Deep convective clouds with large vertical extension are classified as
low cloud for ground-based measurements, but as high clouds for satellite re-
trievals.
The concept of effective cloud fraction used for SCIAMACHY algorithms
differs from the cloud fraction used for most of the other satellite instruments
which calculate a geometrical cloud coverage. It is also completely different
to the cloud cover estimation from the ground. Intercomparisons with differ-
ent kind of measurements are required to give a reliable interpretation of the
result. The conformity and disagreements between the different data prod-
ucts have to be explained in a consistent way. Four studies are performed
to validate the results of the HICRU algorithm. The first intercomparision
investigates the results of different SCIAMACHY cloud algorithms in cloud
fraction and cloud height and discusses the differences. The second study in-
vestigates the results of radar measurements from the surface compared to the
SCIAMACHY results, which especially allow the discussion of the results with
respect to the vertical structure of the cloud. The third study compares the
results of the SCIAMACHY algorithms with results from other instruments
and satellites. Algorithms both with similar and different measurement tech-
niques are chosen. Finally, the results of the HICRU climatology are discussed
with respect to the ISCCP climatology (sect. 2.3.2) and a surface climatology.
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10.1 Intercomparison of SCIAMACHY cloud products
Effective cloud fraction and cloud height from HICRU are compared with the
correspondent results from the FRESCO+ algorithm (Wang et al., 2008) and
the SACURA algorithm (Kokhanovsky et al., 2003). SACURA uses the BRE-
OCRA algorithm for the retrieval of effective cloud fraction, which is a re-
implementation of the OCRA algorithm (Loyola, 1998) using the same concept,
but different thresholds and scaling factors (Kokhanovsky et al., 2006a). The
physical concept and design of these algorithms is described in chapt. 4.
10.1.1 Intercomparison with OCRA
Figure 10.1: Correlation of HICRU effective cloud fraction (version 2) to OCRA
Although the original OCRA is not used for the final intercomparision, the
behaviour of this algorithm was previously investigated to an outdated version
of the HICRU algorithm (version 2, sect. 7.6) using SCIAMACHY validation
data sets. The results are taken from the level-2 validation process the HICRU
algorithm participated in (Piters, 2006). This data set contains several states
both over land and ocean from various days between 2003 and 2006. The com-
parison is limited to a latitude range between −50◦ and +50◦. Overall a good
correlation is found with a correlation coefficient of 0.97, where higher cloud
fractions are retrieved for OCRA compared to HICRU (fig. 10.1). The results
show some differences to the intercomparison of HICRU and OCRA for GOME
(sect. 5.3.1). The cloud fraction of OCRA for GOME is much higher com-
pared to HICRU (slope 1.61) and FRESCO, while the SCIAMACHY algorithm
is more close to HICRU. A similar change can be observed for the comparison
of OCRA and FRESCO (Fournier et al., 2004). This could be due to a change in
the OCRA scaling factors (sect. 4.3.4) for SCIAMACHY. The disagreement for
low cloud fractions is much higher for the SCIAMACHY algorithm compared
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algorithm R2 (land) R2 (ocean) num (land) num (ocean)
FRESCO (cloud fraction) 0.88 0.98 41128 159224
BREOCRA (cloud fraction) 0.90 0.93 41128 159224
FRESCO (cloud height) 0.71 0.93 21634 128371
SACURA (cloud height) 0.66 0.68 21634 128371
SACURA (q > 2) 0.47 0.51 13748 84262
SACURA (q > 3) 0.37 0.34 10210 53657
Table 10.1: Correlation coefficient for the comparison of different cloud algorithms (cloud frac-
tion and cloud height) to HICRU over land and ocean. The number of included measurements
is given additionally. In addition, the SACURA values are given for subsets selected using the
quality flag of SACURA (denoted by q).
to GOME. This can be explained by the missing retrieval of lower thresholds
for the OCRA SCIAMACHY algorithm. OCRA uses a rescaled version of the
GOME data base which can be a problem due to the different wavelength
ranges of the GOME and SCIAMACHY PMDs (tab. 3.3) and calibration issues
of the SCIAMACHY PMD (chap. 6). It is found, that the largest differences
between OCRA and HICRU refer to an overestimation of the OCRA cloud frac-
tion over Sahara, which is mainly avoided by the OCRA algorithm for GOME
and the HICRU algorithms for SCIAMACHY and GOME. This is discussed
together with the other algorithms below.
10.1.2 Intercomparison of SCIAMACHY cloud fraction products
Data from January 13th, 2005 to January 18th, 2005 is used (one complete
coverage of the earth by SCIAMACHY) to investigate the results of the SCIA-
MACHY cloud algorithms. The study is restricted to a latitude range of +50◦
and −50◦ and snow/ice free pixels are determined using MODIS and AMSR-
E measurements (sect. 7.5). Overall, high correlation coefficients are found
(tab. 10.1). The highest correlation consists between HICRU and FRESCO
over ocean (fig.10.2). The remaining difference between HICRU and FRESCO
over ocean can be almost completely explained by the different cloud models
(lambertian reflector with 80% albedo compared to a cloud with τ = 50 and ver-
tical extension of 1km). The FRESCO algorithm often gives a cloud fraction of
about 1 for HICRU cloud fraction higher than 0.8. The difference between HI-
CRU and FRESCO is correlated with the cloud albedo assumed for FRESCO.
If the measured reflectance is higher than expected for a completely cloudy
scene with a cloud albedo of 0.8, the cloud fraction is set to 1 in FRESCO and
the cloud albedo is calculated instead of the effective cloud fraction. A high
correlation is found between the cloud fraction difference and the FRESCO
cloud albedo for HICRU cloud fractions higher than 0.8 (fig. 10.3). The results
are much more consistent compared to a correspondent earlier study for the
GOME algorithms (fig. 5.12). This can be due to an improvement of both al-
gorithms. FRESCO+ does now account for single Rayleigh scattering, which
was neglected for earlier releases used for GOME studies. Also HICRU has
improved, because the dependence of the Rayleigh scattering on the relative
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Figure 10.2: Correlation of HICRU effective cloud fraction to FRESCO (above) and BREOCRA
(below) over ocean (left) and land (right).
azimuth angle is now included in the threshold retrieval, which was not done
for the GOME algorithm (sect. 7.4). For higher solar zenith angles this is cru-
cial and even more important than the influence of Mie scattering inside the
cloud (see also sect. 8.1).
The BREOCRA algorithm does not retrieve any cloud free pixels over ocean
and nearly no cloud free scenes over land. It appears, that there is a strange
bias in the lower threshold which makes a selection of cloud free pixels for
the effective cloud fraction difficult using the BREOCRA algorithm. In the
case of vanishing HICRU cloud cover, effective cloud fractions up to 0.5 are
retrieved by the BREOCRA algorithm. The highest differences occur over Sa-
hara. Therefore the results over Sahara are investigated in detail. First, the
reliability of the HICRU results are analysed by comparing an image of the
HICRU results over Sahara with a RGB image of MODIS for July 2nd, 2005
(fig. 10.4). Overall a good agreement is found between HICRU and MODIS,
because both cloud free scenes, but also several clouds (e.g. Mali) are repro-
duced correctly by HICRU. A small mismatch is found over Lybia. It appears,
that an enhanced error is sometimes found for the coastlines. It is unclear,
if the detected cloud in Marocco due to an mismatch or the movement of the
cloud immediately below in the MODIS image because of the overpass differ-
ence between ENVISAT and TERRA. Because the results of HICRU appear to
be reliable over Sahara, a cloud free scene is selected for the comparison to the
other cloud algorithms (fig. 10.5). The values in the edge over ocean are ex-
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Figure 10.3: Analysis of the differences in effective cloud fraction: 1.) difference of HICRU
and FRESCO cloud fraction dependent on the surface albedo of FRESCO (above, left) and HI-
CRU (above, right). Only values with HICRU cloud fraction lower than 0.25 are plotted. 2.)
difference of HICRU and BREOCRA dependent on the HICRU surface albedo (bottom, left) for
HICRU cloud fractions lower than 0.25 3.) cloud fraction difference of HICRU and FRESCO
dependent on the assumed cloud albedo of FRESCO for HICRU cloud fraction higher than 0.8.
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cluded. It is found, that HICRU correctly retrieves vanishing cloud fraction
with a remaining error lower than 0.05. The other algorithms significantly
overestimate cloud fraction (OCRA: 0.0-0.16, FRESCO: 0.0-0.26, BREOCRA:
0.13-0.37).
The differences between BREOCRA and FRESCO to HICRU over land are
investigated dependent on the surface albedo for HICRU cloud fractions lower
than 0.25 (fig. 10.3). Especially the difference to BREOCRA show a strict
dependency on the albedo for a significant part of the measurements. Large
differences are also found for low HICRU albedo, which can be due to the
wavelength dependency of the TOA which can be higher in PMD1 or PMD2
(which are used additionally for OCRA-type algorithms) compared to PMD3.
The highest differences between HICRU and FRESCO are also a conse-
quence of differences in the surface albedo databases of the two algorithms.
Two cases should be distinguished. In the first case, large differences between
HICRU and FRESCO cloud fractions correspond to a high surface albedo as
retrieved by the FRESCO and the HICRU database. These values are mainly
found over Sahara. In the second case, large differences in cloud fraction are
found in the case of high surface albedo in the FRESCO data base, but low
surface albedo in the HICRU database (fig. 10.3): For lots of regions the sur-
face albedo over land is lower at 640nm compared to 772nm, especially in the
case of vegetation. In these cases the HICRU cloud fraction is less sensitive to
errors in the surface albedo compared to FRESCO due to the lower absolute
value in the albedo. This is an advantage of the wavelength used with HICRU
compared to the reflectance close to the O2-A-band. Especially in tropical rain
forest (south America, central Africa, Indonesia) a lot of values with large dif-
ferences between HICRU and FRESCO are found. For these regions the albedo
of the database (Koelemeijer et al., 2003) differs from MODIS and HICRU be-
cause of an insufficient cloud cleaning for the determination of the minimum
reflectance (sect. 8.3.2), which is performed at 670nm for the albedo inversion
at all wavelengths. The coarse spatial resolution of the GOME database com-
pared to the size of the SCIAMACHY footprints also could impact the results.
Although pixels covered by snow and ice are cleaned using MODIS data for the
intercomparison, it appears that some of the ice covered pixels are not cleaned
out and lead to differences between HICRU and FRESCO+. Both algorithms
are not working in the case of snow/ice.
10.1.3 Intercomparison of SCIAMACHY cloud height retrieval
The data set considered in the previous study is used for the investigation of
the SCIAMACHY cloud heights over ocean and land respectively (fig. 10.6
and tab. 10.1). The highest correlation is found for HICRU and FRESCO over
ocean (R2 = 0.93). The cloud heights of HICRU are higher than FRESCO for
low clouds (for HICRU clouds lower than 2km over ocean and lower than 4km
over land). This lead to a non-linearity between HICRU and FRESCO cloud
heights both over ocean and land.
FRESCO tends to give higher clouds especially for high clouds over ocean.
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Figure 10.4: Visualization of HICRU effective cloud fraction over Sahara for July 2th, 2005
together with correspondent RGB image from MODIS
This is unexpected, because of the inclusion of scattering inside the cloud in
HICRU compared to the assumption of an lambertian reflector. This should
yield to an exclusion of some of the measured oxygen absorption in HICRU
from the column expected to be above the cloud for FRESCO. The result should
be a higher cloud even if the absolute amount of scattering inside the cloud is
wrongly retrieved due to the differences between the cloud in the scene and
the assumptions in the cloud model.
The correlation between HICRU and SACURA is significantly lower and
the correlation coefficients only have small differences between land and ocean.
Large differences appear for a lot of low HICRU clouds with differences up to
12km, which is almost the whole scale of the cloud heights. There are two
possibilities: 1.) Due to different algorithms, HICRU/FRESCO and SACURA
could retrieve completely different cloud parameters (e.g. cloud top and cloud
bottom height). This is discussed in the next section. 2.) at least one of the two
algorithm types gives a wrong result. This could at least partly explain differ-
ences: Fig.10.7 shows the difference between HICRU and SACURA dependent
on effective cloud fraction. Although differences are found for all cloud frac-
tions, the differences increase systematically with the decrease in effective
cloud fraction. For low effective cloud fractions even a second accumulation
point in frequency is found for high differences (between 8-12km). This can be
mainly understood by the wrong implementation of the cloud fraction in the
SACURA algorithm. On the one hand, the BREOCRA algorithm produces an
effective cloud fraction (sect. 4.3.4) similar to HICRU and FRESCO (fig. 10.2).
On the other other hand, SACURA assumes that BREOCRA gives a geometri-
cal cloud coverage (sect. 4.3.6). The cloud optical thickness is retrieved using
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Figure 10.5: Frequency distribution of effective cloud fractions calculated by HICRU, OCRA,
FRESCO+ and BREOCRA for a cloud free scene over Sahara. The correspondent RGB image
from MODIS is shown below.
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the wavelength at 758nm which is quite close to the wavelength the effective
cloud fraction of FRESCO is retrieved from. The reflectance of totally cloudy
pixels for different wavelengths in the visual range is highly correlated (Wenig,
1998), which means in that approximately the same physical quantity is used
for the retrieval of cloud fraction and cloud optical thickness without inclusion
of the optical thickness in the retrieval of the cloud fraction. This should lead
to an underestimation of the geometrical cloud coverage and an overestimation
of the cloud optical thickness. The error in cloud coverage may lead to an over-
estimation of cloud height: If a measured oxygen absorption has to be repro-
duced by the model using a too low cloud coverage, this should be compensated
by an overestimation of cloud height, because the shielding effect of clouds in-
creases with both cloud height and cloud coverage. This interpretation seems
to be also supported by the intercomparison of SACURA from GOME with
ATSR-2 data (Rozanov et al., 2006), which found that SACURA gives more of-
ten higher clouds than lower clouds compared to ATSR-2 retrievals from the
thermal infrared using scenes with OCRA cloud fraction higher than 0.2 (dif-
ferences between -4km and +7km). The result of the intercomparision appears
unexpected, because cloud heights from the thermal infrared are close to the
cloud top.
The correlation of SACURA to HICRU also shows an unexpected depen-
dency on a status/quality flag q of SACURA (tab.10.1). Usually only results
with quality flags higher than 3 are used for studies with SACURA (Kokhanovsky
et al., 2006b), which would exclude more than half of the measurements of the
intercomparison. Surprisingly the correlation factor to HICRU decreases with
the status flag to a value of about 0.32 for q >= 3. A status flag of 1 is received
if one of the retrieved cloud parameters (cloud top height or vertical exten-
sion) exceeds the expected range. In this case, the value is chosen a priori to
an upper or lower limit. Over ocean, it is found that for 39978 out of 128371
measurements the cloud top height is set to 1.1km, which seems to lead to an
increase of the correlation coefficient between HICRU and SACURA maybe be-
cause the absolute difference of this value to the HICRU cloud height is lower
compared to the average difference between HICRU and SACURA.
The correlation between HICRU and FRESCO is higher over ocean com-
pared to land surfaces. While the results for high effective cloud fraction seems
to be similar for land and ocean, systematic differences are found for low ef-
fective cloud fraction. HICRU usually gives higher cloud heights compared to
FRESCO over land, while HICRU cloud heights are lower than FRESCO+ over
ocean (fig. 10.6). An analysis of the highest deviations in the data set leads
to the conclusion, that they occur in the same regions, where differences in ef-
fective cloud fraction are found in addition (Sahara, tropical regions in South
America, Africa and Indonesia). Again, some of the differences are caused ei-
ther by insufficient ice cleaning of the used MODIS algorithm or a too high
surface albedo due to ice reflectance in (Koelemeijer et al., 2003) which ne-
glects year-by-year changes in snow/ice coverage. The difference of the two
algorithms over ocean is significantly smaller, but more complicated to inter-
prete, because the “real” ocean albedo is unknown. It is quite probable, that
HICRU may produce a slight underestimation of the cloud height over ocean,
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Figure 10.6: Correlation between HICRU and FRESCO (above) and SACURA (below) over
ocean (left) and for land surfaces (right)
because the surface albedo over ocean is estimated to its lower limit. There
are also indications that the ocean albedo of FRESCO could be overestimated
due to persistent cloud coverage and aerosol contamination. This is discussed
in sect. 8.3.4, but not yet completely clarified. Fig. 10.8 plots the cloud heights
of FRESCO+ and HICRU against the respective effective cloud fraction. It is
found, that the range of cloud fractions shows a dependency on mean effective
cloud fraction for FRESCO over ocean which is not reproduced by HICRU, but
in a similar manner found for both algorithms over land. It has to be clarified
if this relation is due to thin clouds which cannot produce high effective cloud
fractions but may be found preferable at high altitudes or errors produced by
an inaccurate surface albedo. The last interpretation is supported by the fact,
that the height of low clouds is also decreasing with decreasing cloud fraction
and a similar behaviour is found outside the detection limit of HICRU (sect.
9.5) and FRESCO. Values outside the detection limit are not plotted in the di-
agram as well as sun glint conditions are excluded using geometrical criteria.
An additional finding of the diagram is, that FRESCO produces significantly
more clouds with very low altitude (below 200m over ocean and below 1km
over land). This can be mainly explained by the results of the radar measure-
ments discussed in the next section.
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Figure 10.7: Cloud height difference HICRU-FRESCO (above) and HICRU-SACURA depen-
dent on HICRU effective cloud fraction over land (left) and ocean (right)
10.2 Intercomparison of SCIAMACHY cloud height
with radar/lidar measurements
The results of SCIAMACHY algorithms are compared to radar measurements
using data close to Oklahoma. The data is previously used for the validation
of the FRESCO+ algorithm and obtained from (Wang et al., 2008). For this
study the current releases of HICRU, SACURA and FRESCO+ (using a new
lv1-data set) are included in the intercomparison.
10.2.1 Introduction to the radar/lidar retrieval
The Atmospheric Radiance Measurement program (ARM) of the Ministry of
Energy in the US offers millimeter wave cloud radars at their sites (Okla-
homa, southern pacific and Alaska). The algorithm described in (Clothiaux et
al., 2000) combines radar measurements with a micropulse lidar. The reason
for the combination is that no single ground-based sensor has been proved to
be working accurately for all possible atmospheric cloud situations. On the one
hand, the millimeter lidar is used to detect clouds which are typically invisible
for the radar measurement, especially clouds with very small droplet sizes and
thin clouds at high altitudes. The lidar is better suited for the detection of the
cloud bottom height: The radar often retrieves wrong cloud bottom height be-
cause the instrument is sensitive to large droplets due to the large wavelength
157
Figure 10.8: Cloud heights of HICRU (above) and FRESCO (below) plotted against their effec-
tive cloud fractions, respectively, using all values from July 2007 for a latitude range between
−50◦ and +50◦. The cloud heights are given for ocean (left) and land (right), respectively. Sim-
ilar results are obtained for January.
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Figure 10.9: 1.) Variation of the HICRU cloud height close to ARM/SGB site for the considered
measurements (left). Each number of data corresponds to one SCIAMACHY measurement close
to the ARM site 2.) FRESCO+ effective cloud fractions for the newest lv-1 release correlated
to an older version of the raw data for the selection used for ARM/SGB intercomparison. The
cloud fractions of the current release are increased compared to the previous one.
(arm uses 35 GHz). Precipitation thus can be wrongly detected as a part of
the cloud. Insects or bits of vegetation can be misinterpreted as echoes from
stratus clouds. The radar is often not sensitive enough to detect small cloud
particles close to the boundary of the cloud. The advantage of the radar com-
pared to the lidar is founded in the impossibility to retrieve higher cloud layers
using the lidar. In the case of lower liquid water layers like stratus clouds or
fog, the signal of the lidar is extinguished before reaching higher cloud layers.
The radar signal penetrates through the cloud and is sensitive to higher cloud
layers and could theoretically observe the cloud top (which is not completely
validated yet). The ARM cloud profiles are measured every 10s with up to 10
cloud layers for each measurement. Therefore up to 360 data points can be
retrieved during one hour. From these data a geometrical cloud height and a
cloud height distribution is retrieved using the cloud layer heights and their
frequency of occurrence during a given time period by (Wang et al., 2008).
10.2.2 Method of intercomparison
The selection of data for comparison to SCIAMACHY was performed using the
following criteria (Wang et al., 2008): (1) the SCIAMACHY data were selected
with pixel centers within 60 km of the SGP/ARM site; (2) the SGP/ARM data
were selected within one hour of the SCIAMACHY overpass time (10:00 local
solar time). Only scenes with FRESCO+ effective cloud fraction higher than
0.2 are included. 18 measurements denoted as “number of data” remain using
these selection criteria in 2005. The geometrical cloud coverage measured by
ARM is close to 1 for these scenes as detected by the ARM algorithm.
The results of HICRU and SACURA are added to the comparison. A prob-
lem for the exact intercomparison of the retrievals are differences in the SCIA-
MACHY raw data. It turned out, that geographic coordinates of the new level-
1 data are (slightly) changed compared to the original study (P. Wang, personal
communication). A similar difference is also found for the intercomparison of
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the current HICRU release with the coordinates from an earlier SCIAMACHY
validation set. The SCIAMACHY measurement closest to the SGP/ARM site
is selected for the forescan of the considered days respectively. It is found,
that the FRESCO+ cloud fractions retrieved using the current SCIAMACHY
raw data sets are systematically higher compared to the previous release from
(Wang et al., 2008) (see fig. 10.9). It will be shown below, that the corre-
spondent FRESCO+ cloud heights are lower, but the correlations to the ARM
data is almost unaffected. As the FRESCO+ algorithm is unchanged for both
retrievals (P. Wang, personal communication), it appears that a problem or
change in absolute radiance calibration for the new level-1 data caused these
differences.
Two values are omitted for our cross-comparison, because one value is not
available in the HICRU or the SACURA data base respectively. The missing
value for HICRU is caused by a missing orbit in our raw data base.
A potential problem is the spatial and temporal difference between the
surface measurements and the satellite observations. It is tried to investigate
this influence using the following method: The idea is to estimate the temporal
variability and the impact of the different spatial coverage of the two instru-
ments by the investigation of the spatial variability in cloud height around
the SGP site. All pixels with a latitude and longitude difference of the cen-
ter coordinate to SGP/ARM of less than 0.3 degree are selected. This yields
one or more SCIAMACHY measurements including the measurement chosen
for the intercomparison. From these values a variation of the HICRU cloud
height is retrieved: If only one measurement fits to the considered square, the
center coordinate is very close to SGB/ARM because the size of the square is
approximately the doubled size of a SCIAMACHY pixel. The variation is set
to 0 in this case. If more than one measurement is obtained, the center coor-
dinate has a larger difference to the SGB/ARM site. In this case, the variation
parameter is set to the difference of the highest and the lowest cloud height
obtained by the selection criteria. Fig.10.9 shows, that the variation of the
cloud height close to the SGB/ARM site could have a significant impact on the
results.
10.2.3 Investigation of the vertical cloud extension
The results of HICRU, SACURA and FRESCO+ are investigated based on the
new spectral raw data to the cloud layer profile together with the geometrical
ARM cloud height and the old FRESCO+ release obtained from (Wang et al.,
2008). None of the algorithm retrieves a cloud height close to the top, but the
results of all algorithms are close to the geometrical height of the cloud.
The results of the HICRU algorithm can be mainly understood from the
model assumptions. HICRU retrieves an effective cloud height with respect to
the considered cloud model. In fact, HICRU should retrieve the top height of a
cloud with a vertical extension of 1km and optical thickness of τ = 50 leading
to the same oxygen absorption than the measured scene. For the investigated
scenes, the cloud heights retrieved by HICRU are close to the cloud top for the
low clouds except of scene 12. This scene seems to represent a cloud with lower
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Figure 10.10: Cloud profiles from radar/lidar taken from (Wang et al., 2008) for a selection of
measurements in 2005. In addition, correspondent SCIAMACHY retrievals of HICRU (orange),
SACURA (green), FRESCO+ with current lv1 release (magenta) are plotted. FRESCO+ data
from (Wang et al., 2008) (red, with stars) and geometrical cloud height from ARM (red, with
squares) in given in the original image
optical thickness or high heterogeneity (low frequency count). For low clouds,
clouds are well described by the HICRU model, because the vertical extension
of the cloud is low and the cloud is often relatively homogeneous. For high
clouds, a high variation of different scenarios are obtained by the radar mea-
surement. This is not surprising, because vertical inhomogeneity and different
cloud layers are typical in the case of high cloud tops. It therefore appears al-
most impossible to determine an appropriate description of high clouds, if only
NADIR satellite measurements in the visual wavelength range are available
from satellite. The current cloud parametrization of HICRU therefore can be
considered as a good compromise for the cloud height retrieval with respect to
these limitations.
The FRESCO algorithm should retrieve a geometrical cloud height for all
cases. This is expected for FRESCO (but not for HICRU), because the anal-
ysis of the lambertian model with results from the DAK model indicates this
behaviour (Wang et al., 2008). The SACURA algorithm conceptually retrieves
a cloud top height together with vertical extension, which are both obtained
from the O2-A-band. A cloud bottom height is obtained by subtracting the ver-
tical extension from the cloud top height. It appears, that the retrieval of two
cloud height parameters is not too useful, because the cloud top height is not
really a cloud top height. But it is notable, that the SACURA results are quite
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close to HICRU and FRESCO compared to the large deviations found for the
intercomparison of the satellite retrievals. This may be due to the relatively
high effective cloud fraction and the high geometrical cloud coverage close to
1 (measured by ARM) for the considered case studies. It is also not surpris-
ing, that SACURA in fact retrieves an effective cloud height, because several
assumptions in the algorithm appears to be a significant simplification com-
pared to the clouds as described by the radar measurements. This is especially
the case for 1.) the assumption of vertical and horizontal homogeneity with an
optical thickness obtainable from radiance at the cloud top and 2.) the assump-
tion of a single layer cloud. For some cases also significant deviations of the
cloud algorithms from the expected results have to be discussed. For the third
scene all cloud algorithms result in cloud heights that are actually lower than
the real cloud bottom height. Some of these differences result from changes
of the cloud properties between SCIAMACHY and ARM due to temporal and
spatial differences.
10.2.4 Impact of spatial differences on cloud height correla-
tions
The correlation of the SCIAMACHY cloud height is investigated together with
the variation of the cloud height close to the ARM/SGP. The results of the
SCIAMACHY algorithms are analysed dependent on the geometrical cloud
height for two cases:
1. all scenes (17 values)
2. scenes with spatial cloud height variation v <= 500m (11 values)
In the first case, for all algorithms several measurements are found close
to geometrical cloud height (fig. 10.11). The correlation of the FRESCO+ al-
gorithms is best as expected with respect to the assumptions in the radiative
transfer model (R2 = 0.83), but the clouds are lower than the geometrical cloud
height for middle and high clouds. For SACURA a correlation of R2 = 0.79 is
found. The HICRU values show a split into two lines, one close to the geo-
metrical cloud height and one line close to FRESCO+ values (lower than the
geometrical cloud height). For low clouds some values are above the geomet-
rical cloud height. The split into two lines for HICRU lead to a relatively low
correlation coefficient (R2 = 0.65).
The second case with a limitation for the spatial variation of SCIAMACHY
cloud height to 500m does have a significant impact on the results of HICRU
and SACURA, but not on FRESCO (fig. 10.12). The scene #3 with altitudes be-
low the single layer cloud is removed using this criteria. All values of SACURA
significantly below the geometrical cloud height are now removed. For HICRU,
all except one value are now close to the geometrical cloud height with a ten-
dency to produce higher clouds. HICRU and SACURA seem to give similar re-
sults for this selection. For SACURA a high correlation is found to the geomet-
rical cloud height (R2 = 0.92). For one value a deviation of the SACURA results
to HICRU is found. For this value, HICRU gives a value close to FRESCO+,
162
but the SACURA algorithm reproduces the geometrical cloud height while the
values of HICRU and FRESCO+ are slightly below the cloud. It should be
investigated in future, if this can be due to an improvement of the SACURA
height, because the height is retrieved dependent on optical thickness. This
could be investigated using radiative transfer modeling or a SACURA release
without cloud fraction implementation. Such a conclusion is not significant
from the presented study.
Although the impact of difference in coverage and overpass between SCIA-
MACHY and ARM/SGB are not completely clarified, some conclusions can
be obtained. The interpretation should be treated carefully because of the
statistical limitations. But the results from the study become partly signifi-
cant if tendencies found in the radar measurements are supported by a radia-
tive transfer model and the results from the satellite retrievals using a huge
amount of data. The case studies indicate, that the retrieved HICRU cloud
height is closer to the cloud top for low clouds, if the optical thickness is not
too low and a single layer cloud is considered. For higher clouds, the results
seem to be close to the geometrical cloud height of ARM or the FRESCO+ al-
gorithm. If this would be a general behaviour, a nonlinear relation between
HICRU and FRESCO+ would be expected where low clouds should be higher
in the HICRU data base. This is observed in the intercomparison of the satel-
lite retrievals discussed in the previous section (fig. 10.6). This behaviour can
also be understood with respect to the radiative transfer model as discussed
above. Overall, the hypothesis becomes plausible considering all the studies
performed.
10.3 Intercomparision of SCIAMACHY cloud prod-
ucts with MERIS and MODIS
The results of the HICRU algorithm are also validated using other satellite
instruments. MERIS and MODIS are selected, because of the characteristics
of these instruments. MERIS is on the same satellite as SCIAMACHY with a
similar cloud retrieval method as implemented for HICRU. MODIS on Terra is
an instrument on a different satellite platform with a different cloud retrieval
technique.
10.3.1 Introduction to the MERIS cloud retrieval
The MERIS instrument on ENVISAT (see Appendix A.1) retrieves cloud top
pressure from oxygen-A-band absorption like FRESCO and SACURA. The
spectral resolution is lower than for SCIAMACHY, but the spatial resolution
is higher (up to 260m x 300m over land). This allows the assumption, that a
pixel is either completely cloudy or cloud free. The advantage is, that cloud op-
tical thickness can be retrieved instead of effective cloud fraction, which can be
included in the cloud pressure retrieval. The algorithm is described in (Fischer
et al., 2000b). Cloud optical thickness is retrieved from channel 10 (753.75nm,
width 7.5nm) and cloud pressure from channel 11 (761.75nm, width 3.75nm).
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Figure 10.11: Correlation of SCIAMACHY cloud height retrievals against geometrical cloud
height of the ARM profiles for all measurements.
The radiative transfer code “Momo” is used to simulate the radiance in the
MERIS channels. The model assumes a plan-parallel atmosphere, but vertical
inhomogeneity and media of any optical thickness can be considered with the
model. A wide range of observation geometries is included for the modeling of
clouds. The scattering at the cloud particles is included using a Mie model. The
modeling is done for 11 different cloud types which are specified through the
effective radius and ranges of optical thickness, cloud geometrical thickness,
extinction coefficients and cloud top pressure. A neuronal network is trained
for the inversion where the radiance of the two channels, the observation ge-
ometry and the surface albedo is used. The surface albedo is obtained from an
external data set providing broad-band albedo averaged over the whole solar
spectrum. A surface albedo 0 is assumed over ocean.
10.3.2 Introduction to the MODIS cloud algorithm
MODIS (Moderate Resolution Imaging Spectroradiometer) is an instrument
on the polar-orbiting Terra satellites with a difference in overpass time to EN-
VISAT of about half an hour. The instrument provide 36 spectral channels
between 0.4µm and 14.4µm. MODIS provides cloud top properties for 5x5 pixel
arrays with an overall spatial resolution of 5km2. The reduction of the spatial
resolution is necessary to reduce radiometric noise. The cloud top pressure
is retrieved based on measurements for a spatial resolution of 1km2 at four
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Figure 10.12: Correlation of SCIAMACHY cloud height retrievals against geometrical cloud
height of the ARM profiles for measurements without strong cloud height variations around
the SGP site.
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wavelengths located in the broad absorption bands of CO2 around 15µm in the
thermal infrared range.
The MODIS algorithm (Menzel et al., 2006) makes use of the widely used
CO2-slicing technique (Smith and Platt, 1978). The absorption of CO2 is in-
vestigated in a similar way than for O2 in the visual range, but the radiance
is dependent on the cloud height in the thermal infrared even if the trace gas
absorption is small. The independent pixel approximation is used to describe
partly cloudy pixels:
R(υ) = (1−NE)Rclr(υ) +NE ∗Rbcd(υ, Pc) (10.1)
where Rclr(υ) is the clear sky radiance, Rbcd(υ, Pc) is the radiance obtained
from the cloud pressure level Pc, N is geometrical cloud coverage and E cloud
emissivity. The radiance from the cloud is obtained by:
Rbcd(υ, Pc) = Rclr(υ)−
∫ Ps
Pc
τ(υ, p)
dB[υ, T (p)]
dp
dp (10.2)
with surface pressure Ps and the fractional transmittance of radiation of
frequency υ emitted from the atmospheric pressure lever p arriving at the top
of atmosphere (p = 0). B[υ, T (p)] denotes the Planck radiance of frequency υ
for temperature T (p). The second term on the right represents the decrease in
radiation from clear conditions introduced by the opaque cloud. The cloud top
pressure is retrieved by considering the measured radiance for two different
spectral bands with different opacity of the CO2 absorption R(υ1) and R(υ2).
R(υ1)−Rclr(υ1)
R(υ2)−Rclr(υ2) =
NE1
∫ Ps
Pc
τ(υ1, p)
dB[υ1],T (p)
dp dp
NE2
∫ Ps
Pc
τ(υ2, p)
dB[υ2,T (p)]
dp dp
(10.3)
Due to the strong absorption of the IR radiance at cloud particles, the CO2
slicing is able to retrieve a cloud height more close to the top compared to the
O2-method. On the one hand, the method is especially effective for mid and
high level clouds. MODIS is able to retrieve heights of semi-transparent clouds
such as cirrus. On the other hand, the worse signal to noise ratio makes the
method inaccurate for low level clouds. MODIS use reflectance at 11µm to esti-
mate the pressure of low clouds. The MODIS analysis is based on a top-down
approach. First the ratio of the most opaque bands 14.25µm13.94µm is investigated,
which is most sensitive to high clouds. If the most opaque bands do not pro-
duce a significant solution with respect to the signal to noise ratio, the ratio of
less opaque bands 13.94µm13.64µm is analysed. This part of the retrieval is most sensi-
tive to mid-level clouds. For MODIS on another satellite platform (AQUA) the
ratio 13.64µm13.34µm is considered additionally for lower clouds, but this is not done for
MODIS on TERRA due to instrumental problems (Menzel et al., 2006). Never-
theless, our intercomparison uses the Terra data, because the AQUA satellite
is on the A-train with an overpass time in the afternoon. The difference in time
is therefore too large between AQUA and ENVISAT measurements. MODIS
measurements can be also obtained from the nightside, because the IR method
is independent from solar illumination. Our intercomparisons are limited to
measurements on the dayside.
166
10.3.3 Cross-intercomparison of the SCIAMACHY cloud algo-
rithms with MERIS and MODIS
The results of the SCIAMACHY algorithms are compared to MERIS and MODIS
for January 16th, 2005 (fig. 10.13). The SCIAMACHY algorithms are com-
bined using the information about the time of a measurement taken from the
raw data. For MERIS and MODIS the spatial information is used to plot the
results into high and moderate resolution maps (MERIS: 7200x3600 pixels,
MODIS: 1600x800 pixels). The latitude range is restricted from −47◦ to +48◦.
For MODIS, high scan angles are neglected which avoids orbit overlap for the
considered latitude range. Pixel over snow and ice are neglected using MODIS
and AMSR-E data provided with the HICRU data base (sect. 7.5). Usually an
(weighted) average of correspondent MERIS and MODIS pixels in the maps
inside the SCIAMACHY pixels are calculated, because the spatial resolution
of SCIAMACHY is lower than for the other instruments. Consequently, scenes
which are completely cloudy for MERIS could be composed together with cloud
free MERIS pixels to a partly cloudy scene for SCIAMACHY.
Cloud products of all algorithms are correlated against each other (tab.
10.2). The correlation of HICRU to the other cloud algorithms is shown in fig.
10.13:
• The highest correlation coefficient (0.92) is found for HICRU and FRESCO
which could be expected, because both algorithms use oxygen absorption
measured by the same instrument and make the assumption of an opti-
cal thick cloud.
• The correlation coefficient of HICRU and FRESCO to MERIS is higher
than compared to MODIS, because MERIS use the oxygen-A band for
its retrieval and there is a overpass difference between ENVISAT and
TERRA.
• The correlation coefficient to MERIS is slightly higher for HICRU/MERIS
compared FRESCO/MERIS, because the non-linearity found in the HI-
CRU/FRESCO correlation for low clouds is not found or at least reduced
in the HICRU/MERIS correlation. The reason is, that HICRU retrieves a
cloud height more close to the top for most low clouds, but a cloud height
close to FRESCO and/or the geometrical cloud height for mid- and high
level clouds. For low clouds, FRESCO cloud heights are also expected to
be close to the mid of the cloud. The HICRU/MERIS correlation supports
this interpretation, because MERIS cloud heights are proven to be close
to top for low clouds using measurements from airplane [(Lindstrot et
al., 2006), (Lindstrot, 2004)]. The referenced studies use lidar measure-
ments from above considering homogeneous stratocumulusclouds, homo-
geneous cumulus clouds and heterogeneous scenes of stratocumulus and
cumulus clouds. The difference between the lidar cloud top and MERIS
were about 17 hPa, the cloud heights were between 1km and 3km. The
results appear stable for the homogeneous scenes, and a larger scatter is
found for the heterogeneous scenes (Lindstrot et al., 2006).
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• The quantitative values of HICRU and MERIS agree well for low and
high-level clouds, but MERIS clouds tends to be higher for mid-level
clouds.
• The lowest correlation coefficient is found compared to MODIS for all
cloud algorithms. MODIS heights are lower than HICRU for low clouds,
but higher for mid-level and high level clouds. The CO2 slicing method
gives heights close to the top rather than the oxygen method for higher
clouds. For low clouds the MODIS cloud height is underestimated for
low optical thickness and overestimated for high optical thickness (Naud
et al., 2005). This may explain parts of the MODIS-HICRU differences
for low clouds, because HICRU results for low clouds are more close to
MODIS for more homogeneous (and thicker) clouds (see study below, fig.
10.14).
• On the one hand, the correlation HICRU-MERIS is higher than FRESCO-
MERIS. On the other hand the correlation FRESCO-MODIS is higher
than HICRU-MODIS. This may partly be an effect of the discussed non-
linearity between HICRU and FRESCO. HICRU and MERIS tends to
give higher clouds than MODIS and FRESCO for low level clouds, but
HICRU, FRESCO and MERIS give lower cloud heights than MODIS for
high clouds.
• For a significant, but not predominant amount of cases MODIS cloud
heights have very large deviations to HICRU, where MODIS clouds are
higher compared to HICRU. A similar behaviour is already previously
found for intercomparisons between MERIS and MODIS (Preusker et
al., 2002). It is caused by multilayer clouds with a thin cloud (like cir-
rus) above a thick low-level cloud (Lindstrot et al., 2006). The MODIS
instruments gives the high-level cloud in these cases. This is proven us-
ing cross-intercomparision of radar, stereoscopic retrievals (MIRS) and
MODIS (Naud et al., 2002) and expected by the retrieval method (Men-
zel et al., 2006). Case studies analysing MERIS and AATSR results for
such scenarios indicate, that MERIS would retrieve the lower cloud layer
(Lindstrot et al., 2002). This is also expected because of the transparency
of cirrus clouds in the visible range. HICRU should also retrieve the
height of the lower cloud layer in these cases. HICRU and MODIS thus
provide complementary cloud information that can be used for future
studies on multilayer clouds.
• Relatively low correlation coefficients are found for SACURA both for
MERIS and MODIS. The highest correlation coefficient for SACURA is
found compared to FRESCO, which may be unexpected, because the as-
sumption of a lambertian reflector is the model with the largest dif-
ference to the SACURA assumptions. The SACURA cloud heights ap-
pear to be higher than for all the other algorithms. This could well be
caused by the OCRA implementation, because the effective cloud fraction
always underestimates geometrical cloud cover assumed for SACURA.
This should lead to an overestimation of cloud height as discussed above.
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algorithm HICRU MERIS MODIS FRESCO SACURA
HICRU - 0.84 0.64 0.92 0.71
MERIS 0.84 - 0.67 0.82 0.67
MODIS 0.64 0.67 - 0.73 0.65
FRESCO 0.92 0.82 0.73 - 0.83
SACURA 0.71 0.67 0.65 0.83 -
Table 10.2: Correlation coefficients for the cross-intercomparison of HICRU, MERIS, MODIS,
FRESCO and SACURA for January 16th. Best correlation for MERIS is found to HICRU, best
correlation for HICRU is found compared to FRESCO.
algorithm R2 (jan) R2 (jul) R2 (jul, SZA < 55◦) R2 (jul, land)
MERIS 0.95 0.93 0.96 0.78
MODIS 0.63 0.71 0.75 0.42
FRESCO 0.94 0.94 0.95 0.79
SACURA 0.78 0.81 0.83 0.63
Table 10.3: Correlation for HICRU with MERIS, MODIS, FRESCO and SACURA for homoge-
neous cloud fields (see text). The data is taken from January 16th, July 16th and a sub-selection
for July using low solar zenith angles.
10.3.4 Intercomparison for cloudy pixels
A subset with low cloud heterogeneity of the data set is now investigated. Only
SCIAMACHY pixels are chosen, for which all pixels of the MERIS and MODIS
map within the SCIAMACHY measurement are classified as cloudy by both in-
struments. That means, for each pixel in the map at least one MERIS/MODIS
value is detected as cloudy. Additionally, a correspondent data set for July 17th
is analysed (fig. 10.14). The correlation coefficients increase for all algorithms
except MODIS and give similar results both for January and July (tab. 10.3).
For MODIS, correlation to HICRU is slightly higher for July compared to Jan-
uary. The increase in correlation to HICRU is small for FRESCO, moderate
for SACURA and large for MERIS. This increase can be due to heterogeneity
effects or the surface albedo which is investigated in the next section. The
increase for SACURA may refer to an increase of the average effective cloud
fraction by the selection of the data subsets and the predominant presence of
totally cloudy pixels. This reduces the influence of OCRA on the results.
It appears, that there is a problem with the SCIAMACHY spectra over
ocean in July. This is indicated by analysing the difference between the SCIA-
MACHY algorithms and MERIS/MODIS dependent on the solar zenith angle
(fig. 10.15). It was previously found, that the HICRU data may overestimate
cloud height for high zenith angles (SZA > 75◦) over ocean in July (sect. 9.3.4).
This may be the reason for a slight spread of the HICRU/MERIS difference not
observed for the other algorithms. The differences of FRESCO and SACURA
to MERIS and MODIS show a jump close to SZA = 50citc in July, which is
not observed for the difference between MERIS and MODIS. The jump is also
not observed for the difference between HICRU and MERIS/MODIS. All ar-
tifacts are not present in the results for January. Most probably this is a
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Figure 10.13: Correlation of cloud pressures retrieved from MERIS (above, left), MODIS
(above, right), FRESCO (bottom, left) and SACURA (bottom, right) compared to HICRU for
January 16th. The blue line plots the identity function, the red line represents the linear fit
result.
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Figure 10.14: Correlation of cloud pressures between HICRU and MERIS (above), MODIS
(second row), FRESCO (third row) and SACURA (fourth row) for approximately homogeneous
scenes (see text). The results are given for January 16th (left) and July 17th (right). The blue
line plots the identity function, the red line represents the result of the fit.
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Figure 10.15: Differences between cloud pressures retrieved from the SCIAMACHY algorithms
to MERIS (red) and MODIS (black) dependent on the solar zenith angle. The results are given
for January (left) and July (right). The differences are plotted for HICRU (above), FRESCO
(second row) and SACURA (third row). The fourth row shows the differences between MERIS
and MODIS dependent on the SZA.
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problem with the SCIAMACHY spectra. Interestingly the jump for FRESCO
and SACURA is close to the brewster angle. It is already found, that brew-
ster angle reflection can affect the measured SCIAMACHY radiance (sect. 6.4)
over ocean, because of the polarization sensitivity of the instrument. The algo-
rithms could be affected in different manners by this problem because different
detectors and wavelengths are used by the algorithms. Additionally, FRESCO
and SACURA should be more sensitive to changes in absolute radiation than
HICRU. Further on, the effective cloud fraction is calculated using a different
level-1 version for HICRU compared to FRESCO/SACURA.
10.3.5 Analysis of partly cloudy scenes over ocean and over
land
Finally, the results (including the partly cloudy scenes) for land are analysed
separately (fig. 10.16). The values are taken from July, because a lot of re-
gions are masked out in January by the MODIS snow filter. Compared to
the overall correlation for partly cloudy scenes in January, a small decrease is
found compared to MERIS, larger decreases are found compared to FRESCO
and MODIS (tab. 10.4). A decrease of the correlation to FRESCO was al-
ready discussed above and is an effect of the surface albedo database. The
decrease of the correlation to MODIS may refer to the fact, that over land
more high, thin cirrus clouds can be found, especially in the tropics (Rossow
and Schiffer, 1999). This lead to systematic differences between CO2-slicing
and oxygen absorption method. The differences between HICRU and MERIS
are investigated through analysis of the cloud pressure difference dependent
on the effective cloud fraction and their frequency distribution for ocean and
land respectively. The values over ocean are taken from January, because it
can not be excluded that SCIAMACHY has some artifacts for pixels over ocean
in July as demonstrated above. The frequency distribution is generally simi-
lar for land and ocean, but over land an additional maximum is found yielding
higher clouds retrieved by HICRU compared to MERIS. Both over ocean and
land, the scatter increases for low effective cloud fractions and a trend for high
cloud fractions is found. The differences are most probably due to the following
reasons:
• The higher spatial resolution of MERIS yields a set of totally cloudy and
clear sky scenes for one partial cloudy scene of SCIAMACHY. The dif-
ference between the real light path compared to the modeled light path
should be greater for a partial cloudy scene, because of the heterogeneity
of the cloud field for SCIAMACHY. This effect needs further investiga-
tion. The effect can maybe be reduced using the heterogeneity informa-
tion of effective cloud fraction provided together with the HICRU data
base. This interpretation is supported by the fact, that for homogeneous
clouds a significant higher correlation coefficient is found. Nevertheless,
this should be considered carefully, because the selection of totally cloudy
pixels also tends to exclude low effective cloud fractions.
• The higher spatial resolution of MERIS allows the retrieval of a cloud
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optical thickness instead of an effective cloud fraction. 11 different cloud
types are modeled by MERIS and the neuronal network selects the ap-
propriate cloud type dependent on optical thickness and height. For thin
clouds, the MERIS model should be more realistic compared to HICRU,
because a low optical thickness could be assumed.
• The second maximum found in the frequency distribution over land can
be due to shortcomings of the MERIS surface albedo data base. MERIS
uses a broad-band albedo over the whole solar spectrum which can be
considered to be wrong for the reflectance at a given wavelength like
around the O2-A-band. This is a shortcoming of the MERIS retrieval for
optical thin clouds (low effective cloud fraction). There is a known inver-
sion problem in the MERIS data leading to an underestimation of cloud
pressure for low clouds and an overestimation of the cloud pressure for
high clouds (Fischer et al., 2000b). This is observed for the intercom-
parision of HICRU and MERIS over land (fig. 10.16 compared with fig.
10.17). Note, that such a large difference is not found for January. This
is most probably an effect of data selection, because only one day is con-
sidered. I identified the regions where most of the differences for high
clouds (HICRU clouds are higher) are found. This was especially the
case for the southern part of Africa. For the day in January, these re-
gions were covered by clouds with high effective cloud fraction, while low
effective cloud fractions are retrieved by HICRU in July. The differences
between MERIS and HICRU are mainly found for July, because the prob-
lems in the MERIS retrieval are present for low optical thickness only.
These results should be confirmed and tested using more data.
• The trend for high effective cloud fraction may be due to the assump-
tions on vertical extension. The 11 cloud types of MERIS use different
assumptions for vertical extension. High effective cloud fraction refers
to extended cloud fields with high optical thickness as found e.g. for cu-
mulonimbus clouds. These clouds can have a large vertical extension.
For high effective cloud fractions the amount of low-level clouds is small
for HICRU (fig.10.8). MERIS assumes e.g. a cloud geometrical thickness
of 4-10km for cumulonimbus clouds. The smaller vertical extension as-
sumed for HICRU leads to an underestimation of the light-path inside
the cloud by HICRU and therefore to a lower cloud height.
• The maximum frequency of HICRU-MERIS differences is found for +10-
20hPa (ocean) and +20-30hPa (land). This is very close to the biases
found for MERIS cloud top during airplane validation of about -17hPa
[(Lindstrot et al., 2006), (Snoeij et al., 2007)]. This may therefore at least
partly be due to a bias of the MERIS instrument.
• From a summary of MERIS validation studies it is concluded, that the
accuracy of the MERIS retrieval is about 40-50 hPa for “simple cases”
and errors increase to 150hPa for “complicated cases” (Snoeij et al.,
2007). The uppermost part of the HICRU-MERIS differences are within
this range.
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MERIS MODIS FRESCO SACURA
0.78 0.42 0.79 0.63
Table 10.4: correlation coefficients R2 of HICRU to other cloud algorithms for July 17th over
land.
Figure 10.16: Correlations of HICRU to MERIS (above, left), MODIS (above, right), FRESCO
(bottom, left) and SACURA (bottom, right) for pixels at July 17th over land
10.4 Intercomparison of HICRU with climatological
data
The results of the HICRU cloud climatology (sect. 7.7 and sect. 9.6) are com-
pared to ISCCP climatology (sect. 2.3.3). The spatial resolution of the two
data products is different, where a higher spatial resolution is provided by the
HICRU database. The HICRU averages are downscaled to the resolution of
ISCCP, i.e. 2.5◦ · 2.5◦ . Values with SZA > 85◦ are neglected as well als SCIA-
MACHY backscan pixels. The comparison focuses on annual averages for
statistical reasons with respect to the limited number of SCIAMACHY mea-
surements. Some further discussion about seasonal variations are given in
addition. Note, that the ISCCP data product provides averages over the
whole day (including night) while HICRU gives results for an overpass time in
the morning (10:00 AM).
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Figure 10.17: Top: differences between HICRU and MERIS cloud pressure dependent on HI-
CRU effective cloud fraction; bottom: frequency distribution of the differences between HICRU
and MERIS. Values are plotted for January 16th over ocean (left) and July 17th over land
(right).
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10.4.1 Intercomparison of climatological cloud fraction
The effective cloud fraction of HICRU is compared to the ISCCP cloud cover.
This intercomparison should be done carefully, because HICRU retrieves an ef-
fective cloud fraction, while ISCCP retrieves geometrical cloud coverage. Both
values are correlated with each other, but systematic differences have to be
expected because of the dependency of the HICRU cloud fraction on the cloud
optical thickness (assumption τ = 50). HICRU cloud fraction should be always
lower than ISCCP cloud cover. This is found for the annual averages of the
ISCCP and the HICRU data (fig.10.18). The patterns with highest and low-
est cloud fractions are almost the same for both images. It appears, that for
high latitudes over ocean the differences are larger than for mid- and low lati-
tudes over ocean. There are three reasons for that. First of all, high latitudes
are only seasonally covered by the SCIAMACHY instrument with respect to
the chosen SZA ranges. High latitudes in the northern hemisphere are not
covered in winter, but high latitudes in the southern hemisphere are not cov-
ered in summer. For these regions in fact seasonal averages of HICRU are
compared with annual averages of ISCCP. The second point is the influence
of sea ice and snow on the data products. Pixels covered by snow and ice are
removed from the HICRU database, which also should lead to differences for
high latitudes. The third reason is the impact of the diurnal cycle. Over ocean
almost no diurnal cycle is found for low and mid latitudes in the ISCCP data
base, while a moderate diurnal cycle (5%-10% in cloud cover) can appear for
high latitudes dependent on the cloud type (Rossow and Schiffer, 1999). The
quantitative intercomparision is therefore limited to the latitude range from
−50◦ to +50◦ for our study. The correlation of the cloud fractions from HI-
CRU and ISCCP are investigated for ocean and land surfaces respectively (fig.
10.19). Over ocean, an excellent correlation is found (R2 = 0.88). The differ-
ences are dependent on the average optical thickness of ISCCP as expected.
For τ > 5 the differences are almost constant for this annual mean compari-
son, but it should be noted, that larger scatter can be expected for individual
measurements. This scatter partly cancels out each other for the average, be-
cause for each pixel the cloud coverage of individual pixels is averaged over
a wide range in optical thickness appearing for the single measurements. A
lower, but still good correlation is found over land (R2 = 0.75). The differences
are also connected with ISCCP cloud optical depth (fig. 10.18). The decrease
of the correlation could be caused by higher dependence of the cloud optical
depth on the location and on the presence of a diurnal cycle over land (Rossow
and Schiffer, 1999). These aspects are discussed in the next sections, because
the impact of these effects on the cloud height is greater compared to the cloud
fraction.
10.4.2 Qualitative intercomparison of climatological cloud heights
First, HICRU and ISCCP results are compared qualitatively, to check the
plausibility of the cloud heights retrieved by HICRU. Afterwards, the results
are compared quantitatively. It can be expected, that the cloud heights of
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Figure 10.18: Annual average of HICRU effective cloud fraction (left) and ISCCP cloud cover
(right).
Figure 10.19: Left: Correlation between HICRU cloud fraction and ISCCP cloud cover over
ocean (above) and land (bottom). Right: ISCCP optical depth dependent on the differences
between HICRU and ISCCP cloud fraction over ocean and land respectively.
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ISCCP are higher than the results of HICRU, because ISCCP cloud heights
are retrieved from the thermal infrared which may lead to similar differences
as found for the intercomparison HICRU/MODIS. For the qualitative inter-
comparison therefore different scales for the look up tables are chosen with a
greater range in cloud height for ISCCP. Fig. (10.20) gives the results for the
annual average as well as for the seasonal average in winter (December, Jan-
uary, February) and summer (June, July, August). The ISCCP cloud height is
retrieved from the ISCCP cloud top pressure using an atmospheric profile of
the pressure for US standard atmosphere (Wagner et al., 2008b). Over ocean,
results of HICRU and ISCCP are very similar, but with higher absolute values
for ISCCP as expected (see for instance, the average cloud height in summer
compared to winter for equator-near regions in the indian ocean and the pa-
cific).
Over land, the interpretation of the results is more complicated. On the
one hand, seasonal variations are described similar for HICRU and ISCCP.
Although the “hotspots” of ISCCP are found in the HICRU results, the cloud
height difference between the hotspot and regions in the neighborhood are of-
ten smaller in the HICRU database compared to ISCCP. The underestimation
of the HICRU cloud height compared to ISCCP therefore seems to depend on
the region. A systematic difference is found over Sahara, where higher clouds
are found in the HICRU database compared to ISCCP. These differences can
be understood by the quantitative and qualitative intercomparison discussed
below. A further interesting point is the HICRU cloud height for regions with
high mountains. HICRU cloud heights are similar to ISCCP for these regions,
although HICRU generally retrieves lower clouds. This is due to the high
surface elevation, which is in fact the lowest altitude possible for a cloud in
the HICRU retrieval. The measured photons cannot penetrate into the moun-
tain, but into a cloud. Also a high variation in surface elevation within a
SCIAMACHY pixel can impact the result for two reasons: First, the radiative
transfer can become highly complex. Second, snow coverage at the top of the
mountains can impact our results. It can be expected that the snow algorithm
is not too accurate for these regions and that clouds become lower than the
highest surface elevation within the SCIAMACHY pixel, if surface elevation
is heterogeneous. In this case, an overestimation of both effective cloud frac-
tion and cloud height can be expected (see fig. 9.7 for surface elevations).
10.4.3 Quantitative intercomparison with climatological cloud
height over ocean
HICRU cloud heights and ISCCP cloud heights over ocean are compared for
the same data selection used for the comparison of the cloud fractions. A very
good agreement is found for the annual average with a correlation coefficient
R2 = 0.83 (fig. 10.21). The differences between HICRU and ISCCP depend
on the averaged cloud optical thickness. This can be expected with respect
to previous studies, because HICRU retrieves cloud top for (not too thin) low
clouds only, while effective cloud height is retrieved for higher clouds. This
effective cloud height is correlated with a geometrical cloud height, that means
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Figure 10.20: Cloud height climatology from HICRU (left) and ISCCP (right, day+night). The
annual average is plotted above followed by seasonal averages for summer and winter. Note,
that for this qualitative intercomparison different ranges are chosen for the look up tables (see
text for explanations).
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Figure 10.21: Correlation of HICRU and ISCCP cloud heights over ocean for a latitude range
from −50◦ to +50◦. The differences between HICRU and ISCCP depend slightly on the optical
depth (right)
the average for the heights of different cloud layers weighted by optical depth.
The bias is about -1km.
10.4.4 Quantitative intercomparison of climatological cloud heights
over land
For a first look, the correspondent correlation appears not very good for re-
gions over land (fig. 10.22). Although most of the pixels seem to describe a
correlation similar to values over ocean, there are significant amount of pixels
with strong deviations between both data sets. For all regions except deserts
(Sahara) the reason is mainly a “data sampling” effect caused by different rea-
sons: The largest differences are found in cases of low optical depth. For a
more accurate interpretation, an effective cloud fraction derived from the IS-
CCP data is considered (Wagner et al., 2008b). This value was calculated from
the ISCCP cloud coverage and ISCCP cloud optical depth using the TRACY II
model assuming a cloud model almost identical to the HICRU retrieval. The
TOA albedo of clouds is modeled assuming satellite nadir geometry dependent
on the optical thickness and the surface albedo. This can be used to retrieve
effective cloud fraction for an optical thickness τ = 50 from ISCCP. It should
be noted, that the conversion is done for averages, but principally would have
to be done for individual measurements because of non-linearities. The re-
sults should therefore be considered as approximation. It is found, that the
largest deviations between HICRU and ISCCP refer to pixels with effective
cloud fraction lower than 0.05. For these pixel a “sampling effect” becomes
important, because the detection limit for the retrieval of cloud height is close
to 0.05 (see sect. 9.5). For effective cloud fractions below the detection limit no
cloud height is retrieved. These values are missing in the HICRU cloud height
climatology, but are included in the ISCCP data.
It was already discussed for the intercomparison with MODIS that infrared
instruments are sensitive to thin, high clouds. HICRU would retrieve the
height of a lower cloud layer in the multilayer case and retrieve no cloud height
in single layer case, if the optical thickness is too low. The impact of this aspect
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to the cloud height averages is supported by intercomparison of surface and
satellite climatologies. Over land, both the absolute occurrence of cirrotype
clouds and their spatial variation is reported to be higher compared to ocean
(Warren et al., 1985). It should be noted, that this statistical effect is also sup-
ported by the finding of less low level clouds like cumulus and stratus over
land, which increases the amount of cirrotype clouds on all detected clouds.
Both findings are qualitatively consistent with ISCCP retrievals from satel-
lite at daytime (Rossow and Schiffer, 1999). These effects may also explain a
higher bias of HICRU compared to ISCCP for the cloud heights over land (fig.
(10.22).
Our interpretation is also supported by comparing a global map of the dif-
ferences between HICRU and ISCCP with a map of ISCCP cloud optical depth
(fig. 10.23). Note the center of the colorbar is -1km instead of 0, which is
the bias over ocean. For several regions over land (e.g. Europe except Spain,
northern part of Asia, eastern part of the US, Canada, parts of south east Asia,
tropical rain forests in Africa, Indonesia) the differences between HICRU and
ISCCP are similar to ocean. For these regions also a high average optical depth
is given by ISCCP. For regions with low optical depth (especially northwestern
US, south Africa) largest underestimations of HICRU cloud heights are found.
A further important impact on the results is the diurnal cycle of clouds
which can be found in the ISCCP data [(Cairns, 1995), (Rossow and Schiffer,
1999)]. Other instruments gives very similar results than ISCCP (Stuben-
rauch et al., 2006). While the diurnal cycle is small over ocean, a stronger
and cloud-type dependent diurnal cycle is found over land. Low clouds have a
maximum amount around noon and minimum at night. At the overpass time
of SCIAMACHY (10:00 am), cloud amount is higher than the average for all
regions. The amplitude of this diurnal cycle is connected with the difference
between HICRU and ISCCP. A large amplitude is found for e.g. the north-
west part of the USA, the southern part of south America and south Africa
(Cairns, 1995). But it should be noted, that a strong impact is also found for
regions without underestimation of HICRU cloud height compared to ISCCP
(Europe, Australia, Sahara, far east). The daily cycle for mid- and high-level
clouds is regional dependent, but for the uppermost region the maximum is in
the afternoon, therefore less mid- and high level cloud should be expected for
HICRU compared to ISCCP. Typical maxima/minima of the diurnal cycle are
10% for low level clouds (tropics and mid-latitudes), 5% for high level clouds
in the tropics and a few percent (small) for high level clouds in mid-latitudes
(Rossow and Schiffer, 1999). Overall, the diurnal cycle increases the effects
discussed above, which lead to systematic height differences between HICRU
and ISCCP. The previously discussed “selection effect” may be more important,
because a relatively strong impact of the diurnal cycle is also found for some
regions with a general good agreement between HICRU and ISCCP. Further
investigation should be performed concerning this point.
Significant underestimations of ISCCP cloud heights are also found over
India and the Sahel zone. Although the average optical depth is relatively
low over Sahel, the HICRU underestimation is larger than expected by com-
parison with other regions. These regions may be influenced by the presence
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Figure 10.22: Correlation between HICRU and ISCCP cloud heights over land (above, left).
The largest differences are connected with ISCCP optical depth and ISCCP effective cloud frac-
tion (above, right and bottom, left). For effective cloud fractions (ISCCP) higher than 0.05 a
moderate correlation is found R2 = 0.57
of bright aerosols, which should be detected as low cloud in the HICRU algo-
rithm. For both regions the presence of aerosols can be confirmed by MODIS
aerosol climatology (Remer et al., 2008). Nevertheless, the impact on the HI-
CRU results needs further investigations. A study analysing selected scenes
contaminated by aerosols found, that the presence of aerosols in the Sahel
zone yields a significant change of the measured radiance at 555nm in for-
ward direction for AATSR, but not for NADIR viewing geometry (Grey et al.,
2004). It can be expected, that at least a significant part of the aerosols should
be removed from the HICRU cloud height database because of the detection
limit in effective cloud fraction. Note, that a cloud cleaning with a threshold in
HICRU cloud fraction of 0.05 gives a selection of SCIAMACHY pixels strongly
affected by aerosols, because this selection can be used to detect aerosols using
UV aerosol absorption indices (Penning de Vries et al., 2009).
10.4.5 Discussion of HICRU and ISCCP cloud height over desert
Over some desert areas, differences between HICRU and ISCCP are found,
which cannot be explained by the effects discussed above. The cloud height
of HICRU is overestimated instead of underestimated and the diurnal cycle
is anticorrelated to the differences between HICRU and ISCCP. The dif-
ferences are much stronger in winter compared to summer, especially in the
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Figure 10.23: Top: Difference between HICRU and ISCCP (annual average). Note, that the
center of the colorbar is -1.0km, which is the bias found over ocean. Bottom: annual average of
ISCCP cloud optical depth
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western half of Sahara (fig. 10.20). The most probable errors in the HICRU
data base should tend to give too low clouds, but not too high clouds: The sur-
face albedo of HICRU is lower compared to MODIS (chapt. 8). A mismatch in
effective cloud fraction would give a low cloud. The measured AMFs of oxygen
are checked for cloud free pixels and found to be in an excellent agreement
with our model results. The solar zenith angle over Sahara is relatively low
and problems which may be expected for high zenith angles are not relevant
over Sahara. A systematic difference to other regions is a higher detection
limit for the retrieval of cloud height due to the enhanced surface albedo (sect.
9.5). Additional validation should be done for the sensitivity of HICRU to
small cumulus clouds over surfaces with high albedo. Nevertheless, there are
systematic differences between ISCCP and a surface climatology which are
also important for the interpretation:
To investigate the HICRU results day-time cloud amount for different alti-
tudes from ISCCP (fig. 10.24) are compared with values from a surface clima-
tology (Hahn and Warren, 2003). It has to be considered, that both data prod-
ucts are different. The surface climatology is based on values from weather
forecasting stations. The cloud height level is determined by cloud type. In
some cases this can lead to systematic differences. An example is the cumu-
lonimbus cloud, which has a large vertical extension. It is counted as low
cloud from the surface (because cloud bottom is low), but as high cloud from
satellite (because cloud top is high). Nevertheless, these clouds are deep con-
vective clouds and not typical for dry regions like Sahara. Further systematic
differences occur for cases of multiple cloud layers, which can lead to an over-
estimation of high clouds from satellite and an underestimation of low clouds
from surface. But this is not found for Sahara.
The ISCCP amounts for different height layers (fig. 10.24) are compared
to surface data over western Sahara in summer and winter (fig. 10.25 and
fig. 10.26). It is found that the low cloud amount is very low in the sur-
face database in winter (0%-1% for some regions), while a low cloud amount
between 15% and 30% is given by the ISCCP climatology. Middle and high
clouds are found in both climatologies. Although HICRU may not be sensitive
to some of the high clouds, the overall agreement of HICRU with the sur-
face climatology is better compared to ISCCP. In summer, slightly higher
low cloud amounts are found from the surface climatology, but the amount
of middle and high clouds is decreasing to values similar to the low cloud
amount. HICRU retrieves an averaged cloud height of 4km in summer, which
is significantly lower than in winter and in an qualitative agreement to the
findings of the surface climatology. The ISCCP climatology receives an even
more increased low cloud amount for summer which exceeds 30% in several
regions of the western Sahara. For the summer averages, some regions
over Sahara are missing in the HICRU database. These gaps are no more
found in the HICRU database gridded to ISCCP resolution (because at least
one value is found per grid point), but can clearly be identified in the HICRU
climatology (fig. 9.13). The biggest gap is found in Egypt. The surface cli-
matology gives cloud amounts below 3% for all the three stages. This is a
cloud cover below HICRU detection limit for cloud height retrieval. Therefore
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this region is found as gap in the database in agreement with the surface data.
ISCCP low cloud amounts are significantly higher.
A possible limitation of the ISCCP data is the spatial resolution in the IS-
CCP retrieval. If the cloud size is smaller than the footprint of the sensor,
this results in an overestimation of the cloud amount (Rossow and Schiffer,
1999). This may be important, because the field of view is limited for the sur-
face station. This can lead to a reduced amount of cases with successful cloud
detection compared to satellite, which covers a larger area than the surface
station. Nevertheless, a similar strong effect is not found for other regions
with small amounts of low clouds. Respective regions are north-west of Aus-
tralia (summer), north east Siberia (winter) and northern India (winter). For
these regions low cloud amount is below 10% in the surface climatology. The
ISCCP low cloud amounts are slightly higher compared to the surface clima-
tology, but the difference is significantly smaller compared to the differences
over Sahara.
Overall, it appears that the HICRU values over Sahara are quite high com-
pared to other regions. This may be connected to the enhanced detection limit
in effective cloud fraction for regions with high surface albedo. Additional
validations have to be performed. The results are nevertheless in a better
agreement with the surface climatology compared to ISCCP. Most probably
the differences between HICRU and ISCCP over Sahara have to be partly ex-
plained by an overestimation of the low cloud amount in the ISCCP data base,
which is avoided in the HICRU climatology.
10.5 Conclusions
Effective cloud fraction and cloud height retrieved by HICRU are validated
through intercomparisons with other SCIAMACHY cloud algorithms, ground-
based measurements, cloud heights from other satellite instruments and cli-
matological data. The validation was successful. HICRU retrieves a cloud
height close to the top for low clouds, because the assumptions in the cloud
model are quite typical for low clouds. This is an advantage for the retrieval of
tropospheric trace gases compared to algorithms, which retrieve a geometrical
cloud height (e.g. FRESCO). The selection of an appropriate cloud model for
high clouds is difficult, because a vertical profile of cloud amount and cloud
optical thickness is needed for a realistic model. HICRU retrieves an effec-
tive cloud height comparable to other algorithms based on the evaluations of
oxygen for these cases. HICRU gives complementary information to instru-
ments like MODIS in the case of multilayer clouds: If a thin cloud is found
above a thick cloud, the height of the higher cloud layer is retrieved by IR in-
struments, while the height of the low cloud level can be estimated using the
HICRU algorithm. An advantage of the HICRU algorithm is the improvement
of the surface reflectance and the surface albedo. This improves effective cloud
fraction and cloud height compared to other SCIAMACHY cloud algorithms,
but also compared to MERIS in the case of thin clouds for some regions. Only
HICRU gives reliable cloud fractions over deserts using SCIAMACHY data. If
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Figure 10.24: ISCCP cloud amount (Rossow and Schiffer, 1999) for different stages (height lev-
els: low clouds (above), mid level clouds (middle), high cloud (bottom)). The seasonal averages
are given for winter (left) and summer (right).
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Figure 10.25: Average cloud amounts in winter from surface climatology (Hahn and Warren,
1999) for different height levels determined by cloud type.
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Figure 10.26: Average cloud amounts in summer from surface climatology (Hahn and Warren,
1999) for different height levels determined by cloud type.
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the surface albedo effect is neglected, results from HICRU are consistent with
MERIS. Larger differences are found between HICRU and MODIS, because
MODIS uses thermal infrared, which is sensitive to thin, high clouds (cirrus
clouds) the HICRU algorithm is not sensitive to. HICRU provides a consistent
combination of cloud fraction from the PMD and the oxygen-based cloud height
retrieval. Several earlier algorithms interpreted effective PMD cloud fraction
as geometrical cloud cover for cloud height inversion. This approach can cre-
ate large errors in cloud height, which can be found in the SACURA algorithm.
These problems are avoided by the new HICRU cloud height algorithm.
A climatology created from the HICRU data agrees very well with ISCCP
climatology over ocean. The cloud heights from HICRU are lower than ISCCP
as expected, because ISCCP uses radiance in the thermal infrared. Signif-
icant differences are found over land. These differences are discussed with
respect to the assumptions and sensitivity of both algorithms (dependent on
optical thickness, detection limits, diurnal cycle). The differences can be inter-
preted consistently. HICRU retrieves higher clouds over Sahara compared to
ISCCP. Although the sensitivity to low cumulus couds should be investigated
for HICRU, a significant part of the differences between HICRU and ISCCP
over Sahara is caused by an overestimation of the low cloud amount in the
ISCCP data base. This interpretation is especially supported by the climato-
logical data from weather stations on the surface. Further investigations are
needed.
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Chapter 11
Conclusions and outlook
A new cloud algorithm for the satellite instruments SCIAMACHY and GOME
was implemented and successfully validated within this thesis. The data prod-
uct provides effective cloud fraction, surface albedo and cloud height. The re-
trieval method combines reflectance of broad band spectrometers (617-690nm)
with the DOAS analysis around 630nm (O2 − γ−band).
11.1 Results
There are several improvements compared to existing cloud algorithms and
findings that lead to a better understanding of the cloud retrievals:
• A new method for the determination of clear-sky reflectance for SCIA-
MACHY and GOME improves the determination of cloud free pixels,
which is crucial for the retrieval of tropospheric trace gases.
• The accurate retrieval of clear-sky radiances allows the retrieval of cloud
parameters (effective cloud fraction and effective cloud height) over sur-
faces with enhanced albedo like deserts (especially Sahara), which is im-
possible for existing SCIAMACHY cloud algorithms.
• A new surface albedo database at 640nm was constructed. The new
database is an improvement of the existing albedo product based on
GOME data and is the first surface albedo database based on SCIA-
MACHY data. The new cloud cleaning algorithm improves the GOME
results for regions with seasonal or persistent cloud coverage. This im-
provement is up to 10% in absolute albedo in south-east Asia.
• The cloud model used with the algorithm improves the result of the ex-
isting cloud products, because effective cloud fraction and cloud height
are combined consistently and scattering inside the cloud is partly ac-
counted. For low clouds, HICRU retrieves cloud height close to the top,
while a geometrical cloud height is retrieved for middle and high clouds.
• The usage of a radiative transfer model for the retrieval of the upper
PMD thresholds and the implementation of an absolute PMD radiance
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calibration is a new concept. It has an important advantage compared to
existing PMD cloud algorithms based on empirical thresholds. The de-
pendence of the radiance on satellite geometry can be taken into account
accurately. The consideration of these effects can have a large impact on
the retrieved effective cloud fraction (more than a factor 2 for high zenith
angles).
• Cloud height retrieval using oxygen absorption has advantages for low
clouds, because of the high sensitivity of the method to low altitudes. For
high clouds other methods have advantages, because the exact calcula-
tion of the light path inside the cloud requires a vertical profile in optical
thickness.
• The HICRU cloud height product is in a very good agreement with results
of the MERIS algorithm. A good agreement is found with ground-based
LIDAR/RADAR measurements.
• The new albedo data (see above) improves cloud height retrieval for some
regions over land compared to FRESCO (tropics) and MERIS (south Africa).
• Multilayer clouds lead to differences between the HICRU and the MODIS
algorithms. In contrast to HICRU, MODIS is sensitive to thin cirrus
clouds above a thick low level cloud. In this case, both algorithms pro-
vide useful complementary information, because the cirrus cloud can be
detected using MODIS, while HICRU retrieves the height of the cloud
layer below.
• HICRU cloud fractions over land and ocean show very high correlations
to ISCCP cloud fractions. HICRU cloud height over ocean also correlates
very well with the corresponding ISCCP product. Over land, deviations
are found for some regions, because the signal of thin, high clouds is
below the detection limit of HICRU. These clouds cannot be detected with
HICRU, but are included in ISCCP averages. The diurnal cycle of clouds
lead to additional differences.
• The HICRU cloud height over Sahara is higher than the ISCCP cloud
height. Although further investigations are necessary, the differences
are most probably due to an overestimation of the low cloud amount in
the ISCCP data base. The findings of the HICRU algorithm over Sahara
are in good agreement with a surface climatology.
• A data product is delivered together with this thesis. Cloud fraction,
cloud height and surface albedo is provided for each SCIAMACHY mea-
surement during the considered time period (2003-2006). In addition, a
cloud climatology with seasonal and annual averages in cloud fraction
and cloud height was created.
• The new data product is ready to use for cloud correction in SCIAMACHY
retrievals. It will be applied to the retrieval of tropospheric trace gases
and aerosols.
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11.2 Outlook
• The successfully validated HICRU algorithm should be applied to other
satellite instruments. The implementation for GOME-1 should be com-
pleted and a new implementation for GOME-2 should be performed.
• The surface albedo data base should be extended to other wavelengths.
The selection of cloud free scenes using the PMD can be used to select the
correspondent clear-sky measurements for all the required wavelengths
in the science channels with high spectral resolution. The correspondent
radiances can be used to invert surface albedo.
• Further validation studies should be performed to understand the re-
sults of the new algorithms. Especially measurements from an airplane
could be helpful. An ideal validation campaign would combine oxygen
absorption and lidar measurements from airplane.
• The influence of cloud heterogeneity on the results need further investi-
gation and corrections. This may be realized by using the heterogeneity
information from the PMD, because of the higher spatial resolution of
the PMD compared to the other channels.
• The results of HICRU should be combined with MODIS or AATSR, be-
cause these instruments provide complementary information. The com-
bination could lead to interesting findings for multilayer clouds, because
different cloud layer of the same scene can be observed with these instru-
ments.
• The DOAS evaluation should be extended to the UV, because especially
the Ring effect could provide additional information, which may give a
better estimation of the light paths within and under the cloud.
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Appendix A
ENVISAT instruments
On March 1th, 2002 the up to now largest ESA satellite was launched with an
overall length of more than 25m: ENVISAT, designed for the investigation of
all “spheres” of the earth systems (e.g. lithosphere, hydrosphere, cryosphere,
biosphere and atmosphere). ENVISAT flies in a polar, sun-synchronous orbit
with a local descending node crossing time of 10 AM at the equator.
The full orbit data of the global mission is stored on one of the solid state
recorders and then disseminated to ground using the X-band (8.0 - 12 Ghz) or
the Ka-band (26 - 40 Ghz). The whole bandwidth is shared by different instru-
ments (fig. A.1), where two instruments consume most of the data traffic:
• The Advanced Synthetic Aperture Radar (ASAR) investigates topogra-
phy of the earth with high spatial resolution.
• The MEdium Resolution Imaging Spectrometer (MERIS) measures the
spectral reflectance of the earth in 15 bands between 390nm and 1040
nm. The instrument is mainly focusing on the investigation of the ocean.
Further instruments are
• the Advanced Along-Track Scanning Radiometer (AATSR) measures ir-
radiance in six windows of the visual and near infrared range mainly for
retrieval of sea surface temperature.
• the Michelson Interferometer for Passive Atmospheric Sounding (MI-
PAS) is a fourier-transform spectrometer measuring the mid-infrared
with high spectral resolution to investigate limb emission spectra in the
middle and upper atmosphere.
• the Global Ozone Monitoring by Occultation of Stars (GOMOS) is a medium-
resolution spectrometer covering a wavelength range from 250nm to 950
nm. The instrument is designed for the retrieval of trace gas profiles
above 20km using stellar light passing the earth’s atmosphere.
• The Radar Altimeter RA-2 measures the two-way delay of the radar echo
from the earth’s surface. The main purpose is the investigation of the
ocean topography (e.g. wave heights).
195
Figure A.1: ENVISAT contains different instruments which shares the resources of the high
speed multiplexer; image taken from (Gottwald et al., 2006)
• The MicroWave Radiometer measures the humidity using the signal at
the frequencies 23.8 GHz and 36.5 GHz. The instrument is developed to
correct the signal of the radar altimeter.
• The Doppler Orbitography and Radio-positioning Integrated by Satellite
(DORIS) measures the doppler frequency shift of a radio signal emitted
from a ground station to determine the precise position of the satellite.
Nevertheless, the instrument this thesis is mainly dealing with is the Scanning
Imaging Absorption Spectrometer for Atmospheric CHartographY. SCIAMACHY
is an imaging spectrometer whose primary mission objective is to perform
global measurements of trace gases in the troposphere and in the stratosphere.
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Appendix B
HICRU cloud pressure
climatology
The HICRU cloud climatology provides annual and seasonal averages of cloud
fraction and cloud height (sect. 7.7 and sect. 9.6). In addition, this appendix
provides cloud pressure. The cloud pressure of the SCIAMACHY measure-
ments is retrieved from the cloud height using the pressure profile of the US
standard atmosphere.
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Figure B.1: Annual average of HICRU cloud pressure 2003-2006.
198
Figure B.2: Seasonal averages of HICRU cloud pressure 2003-2006. The averages are given
for spring (top), summer (second row), autumn (third raw) and winter (fourth row).
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