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En esta tesis abordamos temas de transporte dentro de un entorno bajo incer-
tidumbre. Veremos como los problemas de transporte son de los ma´s afectados por
el entorno externo, es por ello, que el proceso de planeacio´n y control deben contem-
plar su comportamiento estoca´sticos dentro de los l´ımites permisibles para an˜adir
complejidad el problema. Se tiene que encontrar el balance entre la complejidad y el
tiempo de solucio´n necesaria para atacar el problema.
Presentamos dos problemas de transporte en los que la incertidumbre esta´ pre-
sente y para obtener las mejores decisiones en tiempo y forma debemos tratarlos de
manera particular a cada uno de ellos. Se aborda un problema de disen˜o de rutas y
localizacio´n de instalaciones para una red de log´ıstica de recuperacio´n. El segundo
problema es la optimizacio´n en tiempo real de una linea de autobuses urbanos, donde
se desea estabilizar las frecuencias de paso entre los autobuses. Ambos problemas
incluyen dentro de su naturaleza la incertidumbre, el principal factor de incertidum-
bre es el comportamiento de los clientes. Ba´sicamente la demanda de productos y
servicios siempre sera´ un factor de sumo intere´s e importancia. Se consideran de
igual manera otros factores de intere´s para cada problema en particular. Estos pro-
blemas se describira´n mejor ma´s abajo y en particular a detalle en cada capitulo
correspondiente.
1
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1.1 Descripcio´n del problema
Esta tesis contiene el tratamiento de dos problemas, uno de disen˜o de cadena de
suministro y otro de transporte urbano, los cuales son tratados bajo incertidumbre.
Aunque ambos son de naturaleza estoca´stica, por las complejidad del proceso, la
rapidez de solucio´n y el tiempo de respuesta necesario ambos son tratados mediante
diferentes te´cnicas.
1.1.1 Disen˜o de una red de log´ıstica inversa con
incentivos
En el cap´ıtulo 2 se muestra un problema de cadena de suministro, este problema
aborda un problema de log´ıstica de ciclo cerrado o log´ıstica inversa, donde se tiene
una red de distribucio´n de tres niveles. El cual contempla la distribucio´n de productos
desde fa´bricas o plantas de manufactura, centros de almacenamiento y distribucio´n
y zonas de clientes, as´ı como su proceso de recuperacio´n de productos que pueden
ser reutilizados para el proceso de remanufactura, cuya cadena inversa comprende el
envio´ desde las zonas de clientes, a centros de distribucio´n y ﬁnalmente a las plantas
ampliadas para remanufactura.
Las decisiones que se deben tomar son a largo plazo, donde se contemplan el uso
de mu´ltiples periodos as´ı como la incertidumbre. Las variables de decisio´n del proceso
son la localizacio´n o´ptima de los centros de distribucio´n y centros de inspeccio´n
y deﬁnir que´ plantas de manufactura deben ampliarse para la remanufactura de
producto. As´ı mismo, se deben establecer las rutas o´ptimas de acuerdo al para´metro
de demanda sobre las cuales el ﬂujo del producto debe seguir. Como una adicio´n al
problema, se toma en cuenta la competencia de mercado de compra del producto,
por lo que se debe establecer una pol´ıtica adecuada sobre el precio de adquisicio´n
del producto ofrecido al cliente para tener una mejor recopilacio´n y que a la vez sea
rentable.
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La incertidumbre del problema es tratada en este caso mediante la combinacio´n
de la variacio´n de la demanda y la tasa de retorno de producto. Se trata el problema
mediante el uso de escenarios de variacio´n de estos dos para´metros, cada uno con un
valor esperado. Tambie´n se establece un modelo multiperiodo del mismo problema
para el cual podemos usar las mismas te´cnicas de solucio´n por su estructura parecida
al modelo estoca´stico.
Este cap´ıtulo fue publicado en el art´ıculo (Litvinchev et al., 2014) en el Journal
of Computer and Systems Sciences international
1.1.2 Modelacio´n lineal para la regulacio´n de tra´fico en
una red de transporte urbano
El cap´ıtulo 3 expone un problema de decisio´n a corto plazo sobre el control
de un sistema estoca´stico. Trata sobre el control de una l´ınea de autobuses urbanos,
cuya necesidad no se encuentra en la planeacio´n, sino en la manera de actuar cuan-
do el sistema esta´ en funcionamiento y se producen eventos inesperados que crean
inestabilidad para la l´ınea. El objetivo es disminuir la afeccio´n al sistema de estas
disrupciones.
El objetivo para esta investigacio´n es regular la red de tra´ﬁco mediante los
tiempos de separacio´n de autobuses con el ﬁn de reducir el tiempo de espera de los
usuarios y a la vez reducir el impacto a la empresa sobre la planeacio´n original.
Se tiene una red de autobuses y estaciones o paradas, la metodolog´ıa usada es
regular el sistema mediante el juego de espera y sigue de autobuses mediante una sola
variable de decisio´n de espera de los autobuses en las estaciones. Esta metodolog´ıa
de tratamiento generalmente se conoce en ingle´s como Holding Stop Problem. Se
propone un modelo de programacio´n lineal y la incertidumbre para este problema es
tratada de diferente manera al de disen˜o de cadena de suministro. Se usa la te´cnina
de optimizacio´n en el horizonte del tiempo, esto es, dividir el proceso en periodos
de tiempo establecidos, para cada periodo analizar el estado de la red y optimizar
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mediante el modelo de programacio´n lineal y usar la solucio´n optima que el modelo
arroje hasta el pro´ximo chequeo. La decisio´n de usar esta´ metodolog´ıa se basa en el
principio de obtener soluciones ra´pidas en un tiempo de respuesta ra´pido.
En este problema nos auxiliamos del uso de una simulacio´n del sistema para
poder hacer la optimizacio´n en el horizonte del tiempo. Esta simulacio´n fue progra-
mada tratando de emular el comportamiento de una l´ınea de transporte normal.
Este trabajo ha sido aceptado para su publicacio´n como cap´ıtulo del libro en
Applied Simulation and Optimization: In Logistics and Industrial, and Aeronautical
Practice (Herna´ndez-Landa et al., 2014).
1.2 Justificacio´n de la consideracio´n de la
incertidumbre y las metodolog´ıas usadas
Para los problemas de transporte y cadena de suministro en general siempre se
tienen distintos periodos de planeacio´n, a largo y corto plazo. La planeacio´n a largo
plazo generalmente deﬁne decisiones que tendra´n una gran vigencia como disen˜o
y localizacio´n de instalaciones, disen˜o de rutas o´ptimas, etc. La planeacio´n a corto
plazo deﬁne las decisiones que se deben tomar d´ıa a d´ıa o en periodos estrechos donde
sea cambiante el panorama de acuerdo a los factores que intervienen. Ejemplos de
planeacio´n a corto plazo en transporte son asignacio´n de unidades, distribucio´n de
carga, asignacio´n de cho´feres, control en tiempo real, etc.
Tanto en las decisiones a largo plazo como en las decisiones a corto plazo debe-
mos tomar en cuenta la naturaleza estoca´stica de los problemas, ya que si tomamos
decisiones basados en un ambiente determinista, el ca´lculo de las variables optimas
solo se ajustara´n al escenario establecido y cuando surjan variantes al sistema la
solucio´n puede llevarnos a tomar malas decisiones.
Steiner (2010) deﬁne la planeacio´n como el esfuerzo sistema´tico y ma´s o menos
formal de una empresa para establecer sus propo´sitos , objetivos, pol´ıticas y estra-
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tegias ba´sicas para desarrollar planes detallados con el ﬁn de poner en pra´ctica las
pol´ıticas y estrategias y as´ı lograr los objetivos y propo´sitos. Normalmente, pese a la
planeacio´n cuando ocurre un problema se procura encontrar la causa que provoco´ el
desastre (resultado indeseable). Partir de un resultado y buscar una causa entre va-
rias. Entonces necesitamos controlar las operaciones, mantener bajo control signiﬁca
saber localizar el problema, analizar el proceso, estandarizar y establecer indicadores
de resultado de forma que el problema no reaparezca ma´s. Es aqu´ı cuando se nece-
sitan las decisiones a corto plazo que nos ayuden a solventar y corregir el problema
que ha surgido.
Entonces se puede decir que las decisiones a largo plazo forman parte de la
prevencio´n o planeacio´n y las decisiones a corto plazo forman parte de la correccio´n
o del control de problemas.
Esta´ bien establecido que los sistemas de planiﬁcacio´n y control hacen impor-
tantes contribuciones al e´xito de las operaciones de cualquier organizacio´n, tanto
internamente ya trave´s de su red log´ıstica. Entonces ambos tipos de decisiones es
importante para la industria.
1.2.1 Manejo de problemas estoca´sticos
El proceso de operacio´n de los problemas de transporte es muy susceptible
a verse afectado por factores externos que esta´n fuera del alcance del control del
tomador de decisiones (condiciones climatolo´gicas, estado de los caminos, tra´ﬁco,
estructuras viales, accesos, demanda de servicio), es por ello que al tratar de resol-
ver un problema es necesario contemplar el nivel de afectacio´n que se puede dar y
as´ı obtener soluciones que sean ma´s acertadas a la realidad.
El tratar con problemas de naturaleza estoca´stica como el transporte y cadena
de suministro, debe contemplar la variabilidad y los cambios en los para´metros y
factores que se dan en el sistema.
Debido a las diﬁcultades en la consideracio´n de incertidumbre en los procesos
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de toma de decisio´n, es que muchos de estos procesos se asumen en ambientes de
certeza, lo cual obviamente genera incertidumbre en la misma decisio´n que ﬁnalmente
se tome. La representacio´n de la incertidumbre en los procesos de toma de decisiones
se hace generalmente mediante el modelacio´n estoca´stica de las variables inciertas.
En el campo de toma de decisiones hay mu´ltiples ejemplos de la presencia de la
incertidumbre. En algunos ana´lisis la incertidumbre se considera expl´ıcitamente, en
otros casos se incluye de manera impl´ıcita en el ana´lisis, pero en la mayor´ıa de los
casos es completamente ignorada. Incluso cuando la incertidumbre es considerada, la
mayor´ıa de los decisores preﬁeren el uso de evaluadores u´nicos del comportamiento
del sistema basados t´ıpicamente en el valor esperado del evaluador. Sin embargo,
la consideracio´n adecuada de la incertidumbre lleva a la consideracio´n de varios
criterios, por ejemplo la consideracio´n del valor esperado del evaluador y la reduccio´n
del riesgo de tener un mal valor de ese evaluador, lo cual llevar´ıa a plantear el
problema de toma de decisiones bajo incertidumbre en un contexto de mu´ltiples
criterios, agregando complejidad al proceso de toma de decisiones. Te´cnicas como la
simulacio´n de Monte Carlo pueden dar funciones de distribucio´n de probabilidades
del evaluador en lugar de valores puntuales del mismo Arango (2007).
1.2.2 Estructura de la tesis
El cap´ıtulo 1 de esta tesis se compone de una introduccio´n a la investigacio´n
realizada y un contexto general sobre ella, ofreciendo la descripcio´n de los problemas
aqu´ı expuestos, en el cap´ıtulo 2 muestra un problema de cadena de suministro de
ciclo cerrado, en su ampliacio´n a un modelo estoca´stico y un modelo multiperiodo.
Clasiﬁcamos este problema como MINLP (mixed integer non lineal problem, en
ingle´s) y es reducido a un problema MILP (Mixed integer lineal problem, en ingle´s)
mediante la combinacio´n del me´todo de la seccio´n dorada y el uso de el solucionador
de problemas de programacio´n lineal Gurobi con C++, adema´s de una comparativa
de desempen˜o de diferentes te´cnicas de solucio´n. El cap´ıtulo 3 expone un problema
de redistribucio´n de autobuses en una l´ınea de transporte urbano, donde se ataca la
Cap´ıtulo 1. Introduccio´n 7
incertidumbre con la te´cnica de chequeo en el horizonte del tiempo para tratar de
ofrecer soluciones de calidad y eﬁcientes en un proceso de control en tiempo real.
El cap´ıtulo 4 desarrolla la adaptacio´n e implementacio´n del modelo ofrecido en el
cap´ıtulo 3 en un sistema real simulado. Esta simulacio´n toma los para´metros de la
medicio´n de un sistema real. Nuestro objeto de estudio es la Ecov´ıa de la ciudad
de Monterrey N, L. Finalmente se presentan en el cap´ıtulo5 el trabajo futuro y las
conclusiones del trabajo de investigacio´n realizado.
Cap´ıtulo 2
Formulacio´n multiperiodo y
estoca´stica para una red de
log´ıstica inversa con incentivos
a los clientes
Tenemos un problema de disen˜o de una red de log´ıstica inversa o tambien
comunmente conocido como cadena de ciclo cerrado. Nuestra red se compone de
centros de distribucio´n, centros de inspeccio´n y plantas de remanufactura. Deseamos
determinar el valor de las variables sobre la cantidad de mercanc´ıa que se debe en-
viar de plantas hasta clientes, pasando por almacenes, como la cantidad de producto
de retorno, el precio de adquisicio´n del producto retornado a pagar en funcio´n del
ahorro de costos unitarios y la oferta del competidor, adema´s de la localizacio´n de
instalaciones. Desarrollamos dos modelos de programacio´n matema´tica para deter-
minar la estrategia de precios de compra de los productos recuperados, junto con el
disen˜o de la red o´ptima para hacer el ciclo ma´s rentable. Introducimos un modelo con
mu´ltiples per´ıodos y un modelo de demanda estoca´stica formulado por escenarios.
Nuestra metodolog´ıa se basa en la implementacio´n del me´todo de la seccio´n dorada
que nos permite ﬁjar el precio de adquisicio´n del producto utilizado y luego resolver
el problema como un modelo programacio´n lineal entera. Adema´s, establecemos los
costos ﬁjos para la apertura de centros de distribucio´n, centro de inspeccio´n, centros
8
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de remanufactura y demostrar que tienen un fuerte impacto en el comportamiento
de la solucio´n.
2.1 Introduccio´n
Las redes de log´ıstica inversa o cadenas de ciclo cerrado son las redes disen˜adas
con el objetivo de hacer frente a un proceso completo que va desde la entrega original
del producto y al mismo tiempo la recuperacio´n de productos al ﬁnal de su vida
u´til para su reutilizacio´n o eliminacio´n. Una red log´ıstica inversa es deﬁnida en
Salema et al. (2007) como la relacio´n entre el mercado de producto nuevo y el
mercado de productos usados: cuando estos dos mercados coinciden entonces tenemos
una cadena de ciclo cerrado. En Yang et al. (2009) los miembros de la cadena de
suministro de ciclo cerrado se dividen en dos grupos: los miembros de la cadena
log´ıstica tradicional, incluyendo proveedores de materias primas, productores, los
minoristas y los mercados de demanda, y los miembros de la cadena de la log´ıstica
inversa, incluyendo la demanda de mercado, centros de recuperacio´n y fabricantes.
La gestio´n de la cadena de suministro de ciclo cerrado ha tenido un intere´s cada
vez mayor debido al enfoque actual sobre el desarrollo ecolo´gicamente sostenible.
Por ejemplo, en Pokharel y Mutha (2009), los autores consideran que una buena
gestio´n de un plan de log´ıstica demuestra el compromiso de la empresa con el medio
ambiente. Por otra parte, el beneﬁcio econo´mico sustancial de la reutilizacio´n de los
residuos es ma´s rentable en comparacio´n con el uso exclusivo de nuevas materias
primas.
Actualmente, la Unio´n Europea tiene una legislacio´n para hacer frente a la con-
taminacio´n causada por los desechos electro´nicos: Residuos de aparatos ele´ctricos y
electro´nicos (WEEE) (Ongondo et al., 2011). El objetivo general de estas directivas es
para reducir los residuos ele´ctricos y electro´nicos y promover su reutilizacio´n, recicla-
do y otras formas de recuperacio´n con el ﬁn de reducir el deshecho ﬁnal. La Directiva
WEEE abarca una amplia gama de productos: electrodome´sticos pequen˜os o gran-
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des, equipos de telecomunicaciones, equipos de iluminacio´n, herramientas ele´ctricas,
juguetes, material deportivo y de ocio, dispositivos me´dicos, controles y dispositivos
de control y dispositivos automatizados.
Los productores deben ahora recuperar y reciclar una fraccio´n determinada de
los productos vendidos. Estas actividades deben incluir la recoleccio´n de los pro-
ductos utilizados, la inspeccio´n y la separacio´n para determinar ‘? Si el producto es
recuperable o no?, por ejemplo la reutilizacio´n, el reciclaje, la reconstruccio´n o la
reparacio´n del producto, eliminacio´n de los productos no recuperables, y la redistri-
bucio´n de los productos remanufacturados recuperados (De Brito et al., 2005).
Nos centramos en un problema para el disen˜o de una red de log´ıstica inversa
donde se deben ubicar los centros de distribucio´n, centros de inspeccio´n y plantas
de remanufactura, as´ı mismo, determinar el precio de adquisicio´n o compra, la can-
tidad de bienes que deben recogerse en funcio´n del costo de ahorro unitario y del
precio de adquisicio´n del competidor. El objetivo de este estudio es determinar las
estrategias de recoleccio´n de productos utilizados en dos modelos nuevos extendidos
desde el modelo determinista propuesto en Tombus (2009). La primera red consi-
dera mu´ltiples periodos a lo largo del tiempo mientras que el otro modelo tiene en
cuenta una demanda estoca´stica formulada por escenarios. Desarrollamos dos mo-
delos matema´ticos para determinar la estrategia de precios de la recuperacio´n de los
productos junto con la red o´ptima que debe ser disen˜ada para hacerla ma´s rentable.
Ma´s precisamente, tenemos una cadena de suministro de ciclo cerrado de tres
niveles (ﬁgura. 2.1), en el que el producto fabricado se env´ıa a los centros de distri-
bucio´n y desde all´ı se distribuye a los clientes. De esos clientes, el producto utilizado
se recupera y se env´ıa a los centros de inspeccio´n para que se decida si se desecha o
se env´ıa a las plantas de remanufactura (l´ıneas punteadas de la ﬁgura 2.1). Por otra
parte, debemos elegir la mejor localizacio´n de los centros de distribucio´n, centros
de inspeccio´n (centro de distribucio´n con una marca en la ﬁgura 2.1), y la fa´bricas
para remanufactura (marcados con una R en la ﬁgura) con el ﬁn de satisfacer los
niveles de demanda en un entorno multiperiodo y otro con demanda y tasa de re-
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torno estoca´sticas, y as´ı minimizar los costos de transporte entre los tres niveles de la
cadena. Adema´s, la solucio´n debe ofrecer el mejor precio de adquisicio´n del producto
utilizado ya que consideramos que existe una competencia con otras organizaciones











Figura 2.1: Esquema de la red de log´ıstica inversa.
Nuestra metodolog´ıa es la siguiente. En primer lugar, se proponen dos nuevos
modelos de programacio´n entera no lineales, para el caso multiperiodo y el otro para
el caso de la demanda estoca´stica. Luego, implementamos el me´todo de la bu´squeda
de la seccio´n dorada que nos permite ﬁjar el precio de adquisicio´n del producto
utilizado. Con esto se ataca la no linealidad de la restriccio´n de competencia y
as´ı resolver el modelo como un modelo de programacio´n lineal entero. En esta etapa
se explora el comportamiento entre calidad y tiempo de ca´lculo. Por otra parte, se
establece una nueva forma de determinar los costos ﬁjos de la apertura para los
centros de distribucio´n, inspeccio´n y remanufactura. Se demuestra que estos nuevos
costos tienen un fuerte impacto en el comportamiento de la bu´squeda de la seccio´n
dorada.
El cap´ıtulo esta´ estructurado de la siguiente manera. A continuacio´n en la
seccio´n 2.2 damos una breve revisio´n de la literatura para poner en contexto nuestro
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trabajo en la cadena de suministro de ciclo cerrado y modelos de incentivos al cliente.
En la seccio´n 2.3 se presentan las formulaciones multiperiodo y el modelo no lineal
estoca´stico. La seccio´n 2.3.1 presenta el me´todo de la seccio´n dorada, as´ı como su
implementacio´n para los modelos. En este mismo apartado se introduce una nueva
forma de calcular los costes ﬁjos del problema. La seccio´n 2.4 muestra los resultados
experimentales en instancias generadas aleatoriamente para demostrar que nuestra
metodolog´ıa es eﬁciente. Una seccio´n ﬁnal (2.5) concluye este trabajo.
2.2 Revisio´n de literatura
El problema de red de log´ıstica inversa ha sido ampliamente estudiado (Salema
et al. (2007); Yang et al. (2009); Pishvaee et al. (2010); Pokharel y Mutha (2009);
Mar-Ortiz et al. (2011); Srivastava (2008)). Adema´s, hay algunas revisiones literarias
excelentes por parte de Pokharel y Mutha (2009) y Fleischmann et al. (2000).
Con respecto a la log´ıstica inversa que han estudiado mu´ltiples per´ıodos po-
demos mencionar el trabajo Kannan et al. (2010), donde los autores presentan un
algoritmo gene´tico para su solucio´n. En El-Sayed et al. (2010), una red log´ıstica in-
versa multiperiodo esta disen˜ado por un modelo de programacio´n lineal entero mixto.
En Alumur et al. (2012), una formulacio´n multiservicio es presentada de utilizar una
red de log´ıstica inversa de materiales mediante el uso de programacio´n lineal entera.
El punto de vista de la demanda bajo incertidumbre se ha estudiado en El-
Sayed et al. (2010); Listes¸ y Dekker (2005); Pishvaee et al. (2009) por modelos de
naturaleza estoca´stica. En Santoso et al. (2005) los autores integran una estrategia
de muestreo con una descomposicio´n de Benders acelerado, mientras que Pishvaee et
al. (2011) estudia un modelo de optimizacio´n robusta para el manejo de la inherente
incertidumbre de los datos de entrada.
Hay pocos modelos que analizan el establecimiento de precios para la adquisi-
cio´n de productos utilizados (Pokharel y Mutha, 2009). Podemos citar Aras y Aksen
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(2008), donde el valor restante en los productos utilizados que pueden recuperar
es la motivacio´n principal del estudio para la operacio´n de la empresa. Ellos usan
la heur´ıstica basada en una bu´squeda tabu´ y bu´squedas de Fibonacci. En Kara et
al. (2007) un modelo de simulacio´n es presentado para el ca´lculo de los gastos de
recaudacio´n de producto.
Nuestra investigacio´n se basa en el trabajo de Tombus (2009), en el que el
objetivo es la localizacio´n de los centros de distribucio´n, centros de inspeccio´n y
plantas de remanufactura, la determinacio´n del precio de adquisicio´n, as´ı como la
cantidad de mercanc´ıas de retorno que se recojan en funcio´n de los ahorros de costos
unitarios y el precio de adquisicio´n de la competencia para reducir al mı´nimo los
costos de transporte, los costos ﬁjos y los costos de adquisicio´n de productos usados.
Un modelo de programacio´n no lineal entero mixto estudiado en Tombus (2009) se
convierte en un modelo entero lineal mixto uno cuando el precio de adquisicio´n se
ﬁja a un valor preestablecido. El mejor valor del precio de adquisicio´n se determina
por la bu´squeda seccio´n a´urea. Nuestro trabajo se extiende de Tombus (2009) por
la introduccio´n del marco de varios per´ıodos y la demanda estoca´stica. Adema´s,
mejoramos la bu´squeda de la seccio´n dorada mediante la introduccio´n de ﬂexibilidad
al costo de instalacio´n que mejora signiﬁcativamente los tiempos de ejecucio´n sin
perder la calidad de las soluciones.
2.3 Modelo de programacio´n lineal entera
mixta
La estructura de la red de log´ıstica inversa es considerada de la siguiente ma-
nera, un solo tipo de producto se produce dentro de las fa´bricas, este es enviado a
los centros de distribucio´n, despue´s distribuido a los clientes, par el proceso inver-
so se retorna el producto usado colectado a los centros de inspeccio´n y volvemos a
una planta de remanufactura. Nuestros modelos deben ser una herramienta eﬁcaz
para decidir donde se deben localizar centros de distribucio´n e inspeccio´n y as´ı como
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cuales plantas deben ser reestructuradas para remanufacturar y recibir el producto
usado. Por otra parte, tambie´n consideramos la decisio´n del precio ofrecido por la
empresa al cliente para recuperar el producto usado. En la seccio´n 2.3 se muestra
el modelo multiperiodo de programacio´n no lineal entera mixta, mientras que en la
seccio´n 2.3 se presenta un modelo bajo incertidumbre donde consideramos demanda
estoca´stica.
Un resultado interesante es que ambos modelos representan diferentes conﬁgu-
raciones, pero tienen una estructura matema´tica similar que sera´ aprovechada por
nuestra metodolog´ıa de solucio´n en la seccio´n 2.3.1.
Modelo multiperiodo
Sea I el conjunto de las plantas de fabricacio´n, J el conjunto de los posibles
centros de distribucio´n, K el conjunto de clientes y T el conjunto de los per´ıodos a
considerar. Tenga en cuenta que los centros de distribucio´n y centros de inspeccio´n
tienen capacidad ilimitada. Un cliente k tiene una demanda dtk por cada per´ıodo de
tiempo t. La proporcio´n del producto retornado es τ t para el per´ıodo t. Cuando los
productos devueltos pasan a trave´s del centro de inspeccio´n so´lo una proporcio´n α
es u´til y puede ser enviada a la planta de remanufactura. El ubicar un centro de
distribucio´n j incurre en un costo ﬁjo de fj, mientras que si se ﬁja para que sea
un centro de inspeccio´n entonces el costo es gj. Lo mismo ocurre con las plantas de
fabricacio´n: Si se decide adecuar una planta para remanufactura, tendra´ un costo
extra hi.
Contamos con los siguientes conjuntos de variables binarias para tomar las
decisiones sobre la ubicacio´n.
Hi =
 1 Si la fa´brica i es expandida como unidad de remanufactura,0 Otra caso,
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Yj =
 1 Si la localizacio´n j es usada como un centro de distribucio´n,0 Otra cosa,
Tj =
 1 Si la localizacio´n j es usada como un centro de inspeccio´n,0 Otra cosa.
La cantidad de producto enviado desde la fa´brica i al centro de distribucio´n j
en el per´ıodo t se representa con las variables U tij. Del mismo modo, la cantidad de
producto enviado desde el centro de distribucio´n j al cliente k en el per´ıodo t es X tjk.
Estos suelen ser llamados como el ﬂujo tradicional dentro de la red. La cantidad
enviada desde el cliente k al centro de inspeccio´n j en t es W tkj, mientras que la
cantidad enviada desde centro de inspeccio´n de j para la fa´brica de remanufactura i
en t es Vji. Estos son los ﬂujos inversos de la red. El costo de transporte por unidad de
la fa´brica i al centro de distribucio´n j es cij, el costo desde el centro de distribucio´n
j al cliente k es ejk, el costo desde el cliente k al centro de inspeccio´n j es epkj,
mientras que desde el centro de inspeccio´n j para la fa´brica de remanufactura i es
cpji.
Ahora se presenta el modelo matema´tico para la red de log´ıstica inversa de





































W tkj(epkj + L− b)) (2.1)
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jk ∀j ∈ J, t ∈ T (2.3)







V tji ∀j ∈ J, t ∈ T (2.4)�
j∈J
U tij − V tji ≤ si ∀i ∈ I, t ∈ T (2.5)�
j∈J
V tji − U tij ≤ 0 ∀i ∈ I, t ∈ T (2.6)�
j∈J
V tji ≤ aiHi ∀i ∈ I, t ∈ T (2.7)
X tjk ≤ dtkYj ∀j ∈ J, k ∈ K, t ∈ T (2.8)












j,i, L ≥ 0 ∀i ∈ I, j ∈ J, k ∈ K, t ∈ T (2.11)
Yj, Tj, Hi ∈ {0, 1} ∀i ∈ I, j ∈ J (2.12)
La funcio´n objetivo (2.1) considera en su primera parte los costos ﬁjos de la
apertura de los centros de distribucio´n e inspeccio´n. Consiguiente a esto considera
el coste de adquisicio´n del producto utilizado L y el beneﬁcio de la remanufactura
de estos productos utilizados b. El resto de los costos se relacionan con los ﬂujos
primales y inversos. Todos estos costos y beneﬁcios se consideran para todos los
per´ıodos.
La demanda de cada cliente debe ser satisfecha para cada uno de los per´ıodos,
esto se logra mediante las restricciones (2.2). Tenga en cuenta que un cliente puede ser
suministrado por varios centros de distribucio´n. Las restricciones de balance (2.3) se
aseguran de que la cantidad de productos que llegan a un centro de distribucio´n es la
misma que se env´ıa a los clientes. Del mismo modo, las restricciones de balance (2.4)
consideran el ﬂujo inverso entre los clientes y el centro de inspeccio´n, multiplicado
por un para´metro α que es la tasa de retorno esperada del producto utilizado.
La restriccio´n (2.5) implica que todo lo que se produce en la planta i (menos
los productos recuperados) no viola la capacidad si de la fa´brica en cada per´ıodo.
La restriccio´n (2.6) limita la cantidad de productos reutilizados por la cantidad de
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nuevos productos para cada planta en cada per´ıodo. Las restricciones (2.7) limitan la
cantidad de productos reutilizados para la capacidad de la planta de remanufactura
si esta se ha adecuado para remanufactura. Las restricciones (2.8) limitan la cantidad
de productos que se pueden enviar a un cliente de un centro de distribucio´n si se
decide abrir. Restricciones (2.9) limitan la cantidad de producto recuperado que es
inspeccionada en el centro de j (si se elige) por una proporcio´n de la demanda.
Las restricciones no lineales (2.10) expresan la cantidad de producto usado
como una funcio´n de la proporcio´n entre el precio de recuperacio´n que la empresa
ofrece L, ma´s el precio l que el competidor esta´ ofreciendo para la recuperacio´n de
los productos multiplicados por la cantidad de producto que se pueden recuperar.
Modelo estoca´stico
Una formulacio´n estoca´stica se puede establecer mediante el uso de casi el
mismo modelo que se acaba de presentar. De hecho, en lugar de tener per´ıodos t,
tendr´ıamos s escenarios junto con una probabilidad de ocurrencia para cada escena-
rio. Llamaremos a este problema como Stoch-NLMIP. La estructura de los espacios
de soluciones del caso multiperiodo y el estoca´stico (con escenarios) son muy simi-
lares.
Los escenarios para la formulacio´n estoca´stica Stoch-NLMIP se obtienen de la
demanda incierta de los clientes y de la tasa de retorno del producto. Consideramos
un conjunto S de cuatro escenarios: alta demanda y baja tasa de retorno, baja
demanda y baja tasa de retorno, alta demanda y baja tasa de retorno, baja demanda
y alta tasa de retorno. Para cada escenario s, tenemos una probabilidad de ps.
La cantidad de producto enviado desde la fa´brica i al centro de distribucio´n
j bajo el escenario s es U sij. La cantidad de producto enviado desde el centro de
distribucio´n j al cliente k en el escenario s es Xsjk. La cantidad enviada desde el
cliente k al centro de inspeccio´n j es W skj, mientras que la cantidad enviada desde
centro de inspeccio´n j para la fa´brica de remanufactura i es V sji. El modelo bajo
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V sji ∀j ∈ J, s ∈ S (2.16)�
j∈J
U sij − V sji ≤ si ∀i ∈ I, s ∈ S (2.17)�
j∈J
V sji − U sij ≤ 0 ∀i ∈ I, s ∈ S (2.18)�
j∈J
V sji ≤ aiHi ∀i ∈ I, s ∈ S (2.19)
Xsjk ≤ dskYj ∀j ∈ J, k ∈ K, s ∈ S (2.20)












j,i, L ≥ 0 ∀i ∈ I, j ∈ J, k ∈K, s ∈ S (2.23)
Yj, Tj, Hi ∈ {0, 1} ∀i ∈ I, j ∈ J (2.24)
Como se puede observar, los modelos multi-NLMIP y Stoch-NLMIP ((2.14)-
(2.24)) son ana´logos en su estructura pero diferente tipos de problemas. En la seccio´n
2.3.1 se presenta un me´todo para la resolucio´n de multi-NLMIP. Esta misma meto-
dolog´ıa se puede utilizar para Stoch-NLMIP como se muestra experimentalmente en
la seccio´n 2.4.
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2.3.1 Me´todo GS-MIP
En el modelo multi-NLMIP (y Stoch-NLMIP) las restricciones no lineales que
diﬁcultan la solucio´n son (2.10) (o (2.20)). Se observa que una vez que el valor
que estamos ofreciendo L para la recuperacio´n de la productos se ﬁja, entonces
multi-NLMIP (y Stoch-NLMIP) son problemas lineales enterso mixtos y pueden
ser resueltos por el me´todo de ramiﬁcacio´n y acotamiento (B&B pos sus siglas en
ingle´s). Sin embargo, la cantidad de tiempo que tarda un solucionador con el me´todo
de ramiﬁcacio´n y acotamiento, aun si L se ﬁja el problema todav´ıa puede ser diﬁcil
de resolver.
El punto clave es establecer el costo ﬁjo para la ubicacio´n de un centro de
distribucio´n j, fj, para un centro de inspeccio´n gj, y para una planta de remanufac-
tura hi. Entonces, proponemos hacer que el precio de apertura sea dependiente del




fj = gj =
Fj(|K|)
|I| (2.26)
Parametrizando las variables L observamos una estructura convexa de las so-
luciones cuando usamos los costos ﬁjos (2.25) para las plantas y (2.26) para los
centros de distribucio´n y centros de control, respectivamente. Tomamos ventaja de
esta caracter´ıstica para reducir los tiempos de ca´lculo mediante la introduccio´n de
una cierta ﬂexibilidad que garantiza la cercan´ıa a las soluciones o´ptimas. A conti-
nuacio´n se explica con ma´s detalle la metodolog´ıa que llamamos bu´squeda Seccio´n
de Oro a la Programacio´n Entera Mixta (GS-MIP) para la solucio´n de multi-NLMIP
y de Stoch-NLMIP.
Sea multi-MIP (L) un modelo de programacio´n entero mixto obtenido mediante
la ﬁjacio´n del valor de la variable L. Aplicamos la bu´squeda seccio´n dorada (Press
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Algoritmo 1 Algoritmo de me´todo de la seccio´n dorada





, D = Lu − Li
2: repetir
3: L1 = Li +D
4: L2 = Lu −D
5: Calcular f(Lk) con gap= γ%, k = 1, 2
6: si f(L1) < f(L2) entonces
7: Li = L2
8: si no
9: Lu = L1
10: ﬁn si
11: D = Lu − Li
12: hasta que D < �
et al., 1987) para encontrar el valor o´ptimo de L. Esta metodolog´ıa se esquematiza
en el algoritmo 1, donde mantenemos los valores de la funcio´n de los puntos cuyas
distancias forman una proporcio´n a´urea. Inicializamos Li, Lu, �, el nu´mero a´ureo R y
establecemos D. En los pasos 4 y 5 que establecen el nuevo l´ımite superior e inferior
de L y en el paso 6 evaluamos las soluciones mediante el uso de un solucionador
de programacio´n lineal entera para el multi-NLMIP(Lk) con una tolerancia (mejor
solucio´n entera - mejor solucio´n relajacio´n) / mejor solucio´n entera) de λ%. Esta
ﬂexibilidad se basa en la forma convexa del valor de la funcio´n parame´trica de
multi-MIP (L) y es el punto clave de la eﬁcacia de nuestro me´todo. En los pasos
7-10 actualizamos las cotas, mientras que en el paso 12, D es reducido por la seccio´n
dorada. Iteramos hasta que el intervalo D es menor que el � dado.
En Tombus (2009) un me´todo de bu´squeda de la seccio´n dorada se presenta
pero sin la caracter´ıstica importante de la variacio´n. De hecho, la novedad de tener
funciones convexas parametrizadas de forma multi-MIP (L) permiten esta ﬂexibili-
dad de la brecha sin perder calidad en la solucio´n. Se demuestra en la seccio´n 2.4
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que nuestro me´todo GS-MIP(30%) es eﬁciente en diferentes tipos de instancias. Ob-
serve que la misma metodolog´ıa del algoritmo 1 se puede aplicar a Stoch-NLMIP.
En la siguiente seccio´n mostramos resultados experimentales de nuestra metodolog´ıa
propuesta.
2.4 Resultados experimentales
En esta seccio´n probamos que el GS-MIP (30%) es eﬁcaz para resolver el
multi-NLMIP y el Stoch-NLMIP.
Hemos generado un conjunto de instancias basado en los para´metros estable-
cidos en Tombus (2009). Las coordenadas de las fa´bricas, los centros de distribucio´n
e inspeccio´n y los clientes fueron establecidas con valores uniformes en el intervalo
[0,1]. El costo entre fa´bricas, centros de distribucio´n, centros de inspeccio´n, y los
clientes se obtiene mediante el ca´lculo de la distancia euclidiana entre los puntos.
El taman˜o de la instancia se denota como (|I|, |J |, |K|) que corresponde al nu´me-
ro de fa´bricas, centros de distribucio´n y clientes, respectivamente. Clasiﬁcamos las
instancias en tres conjuntos: las instancias pequen˜as son de taman˜o (5, 10, 40), las
instancias de taman˜o medio de (10, 30, 60), mientras que las grandes son de (15, 50,
80).
Las demandas de los clientes se eligen de manera uniforme en el intervalo [0,100]
para el caso de multi-NLMIP consideramos dos per´ıodos. Para el Stoch-NLMIP la
demanda de los clientes tiene dos rangos, el intervalo [0,50] para el escenario con
demanda baja y el intervalo [50,100] para el escenario con alta demanda; τ s = 0.4
para la tasa baja de retorno y τ s = 0.8 para la tasa alta de retorno. Por lo tanto,
tenemos cuatro escenarios. Los costos ﬁjos requeridos por la apertura de una unidad
de remanufactura, un centro de distribucio´n y un centro de inspeccio´n basado en
Tombus (2009) son 5000, 7500 y 10000, respectivamente. Recordemos que propo-
nemos utilizar los costos ﬁjos dependientes del taman˜o instancia con las ecuaciones
(2.11).
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El precio de adquisicio´n del competidor l se ﬁja en 10 unidades, mientras
que el beneﬁcio obtenido por la remanufactura de un producto es b = 20. Para el
ca´lculo de la capacidad de las unidades de remanufactura ai y la capacidad de las
plantas si, para todo i ∈ I, se utilizaron las ecuaciones (2.27) y (2.28) para asegurar

















Ana´logamente se hace para Stoch-NLMIP donde estos para´metros ahora de-
pendera´n de cada escenario. En el caso de que una instancia no cumpla con las
restricciones es fa´cil de insertar una planta ﬁcticia o cliente.
Los modelos Mu´lti-NLMIP y Stoch-NLMIP se implementaron en GAMS con el
solucionador no lineal DICOPT. Este programa se basa en la extensio´n del algorit-
mo aproximacio´n-exterior a la estrategia de relajacio´n de igualdad. Ambos modelos
tambie´n se resolvieron con GS-MIP (30%) implementado en GAMS con el solver
de programacio´n lineal entera de CPLEX 11.2. Utilizamos las dos alternativas posi-
bles dadas por solucionador de CPLEX: el algoritmo de ramiﬁcacio´n y acotamiento
(B&B) y el me´todo de punto interior (me´todo de barrera). Todos los experimentos
fueron ejecutados en un Sun Fire V440 con 4 Ultra SPARC III de 1602 MHZ, y 8
GB de RAM.
La tabla 2.1 presenta los resultados experimentales de los modelos multi-
NLMIP y Stoch-NLMIP resueltos con nuestra metodolog´ıa GS-MIP (γ%) (con
� = 0.001) y con DICOPT. Cada ﬁla es el promedio de 10 casos diferentes. La
tabla tiene dos secciones, una para multi-NLMIP y otro para Stoch-NLMIP. La pri-
mera columna indica el taman˜o de la instancia. Las tres columnas siguientes son
para GS-MIP (30%) con el B&B, las otras tres columnas son para GS-MIP (30%)
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con el me´todo de barrera (BM, por sus siglas en ingle´s), y ﬁnalmente las tres u´ltimas
columnas son para DICOPT. Para cada me´todo se notiﬁcan, el tiempo promedio, el
valor medio del precio de adquisicio´n de L, y el tiempo en segundos (”-”signiﬁca que
DICOPT no pudo encontrar una solucio´n en menos de 10000 segundos).
Tabla 2.1: Desempen˜o de GS-MIP(30%) para Multi-NLMIP y Stoch-NLMIP
multi-NLP
GS-MIP(30%) con B&B GS-MIP(30%) con BM DICOPT 30%
Instancia Objetivo L Tiempo Objetivo L Tiempo Objetivo L Tiempo
(5,10,40) 11342.34 6.68 68.33 11342.34 6.68 126.34 14935.23 7.25 47.34
(10,20,60) 5003.39 7.51 345.31 5003.39 7.51 523.67 5984.09 7.12 875.72
(15,30,80) 7462.18 5.52 5385.05 7462.18 5.52 4834.22 - - 10000
stoch-NLP
GS-MIP(30%) con B&B GS-MIP(30%) con BM DICOPT 30%
Instancia Objetivo L Tiempo Objetivo L Tiempo Objetivo L Tiempo
(5,10,40) 7232.7 6.68 120.44 7232.7 6.68 200.71 7311.72 7.31 69.51
(10,20,60) 4879.87 7.11 421.48 4879.87 7.11 531.55 5234.32 7.14 1399.16
(15,30,80) 3152.87 7.3 9281.99 3152.87 7.3 7992.41 - - 10000
El solucionador no lineal DICOPT no es capaz de encontrar soluciones para
las instancias grandes. Por otra parte, la calidad de las de soluciones DICOPT es
peor que las soluciones obtenidas por GS-MIP(30%) alrededor del 25% para Multi-
NLMIP y alrededor del 4% para Stoch-NLMIP. Incluso si ambos problemas tienen
la misma estructura matema´tica, DICOPT resuelve ma´s fa´cilmente el problema es-
toca´stico. Observe que la calidad de las soluciones obtenidas por GS-MIP (30%) es
el mismo para ambos me´todos, B&B y el me´todo de la barrera (estamos compa-
rando promedios, pero en todas las soluciones tuvimos el mismo valor para ambos
me´todos). Vale la pena mencionar que el me´todo de barrera para GS-MIP(30%) es
ma´s ra´pido que el B&B para los casos ma´s grandes en ambos problemas. En general,
los tiempos son razonables para el problema de planiﬁcacio´n que consideramos en
este trabajo. El hecho de que Multi-NLMIP considera en este trabajo dos per´ıodos
y Stoch-NLMIP tiene cuatro escenarios para la demanda, es un comportamiento
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normal que Stoch-NLMIP gaste ma´s tiempo de solucio´n que Multi-NLMIP.
En la tabla 2.2 se presentan los resultados de la aplicacio´n del GS-MIP(γ%)
para las instancias medianas de multi-NLMIP cuando el valor de γ y � var´ıa para
el B& B y el me´todo de la barrera. La primera columna muestra la precisio´n de
la solucio´n γ, seguido por la variacio´n en la exactitud del me´todo de la seccio´n
dorada. Luego hay dos secciones, una para GS-MIP (γ%) con el B&B y el otro para
el me´todo de barrera. La primera columna de cada seccio´n es el nu´mero medio de
iteraciones realizadas por GS-MIP (γ%). La segunda columna es el valor medio del
precio de adquisicio´n, tercera columna es la funcio´n objetivo promedio, mientras que
la u´ltima columna es el tiempo de ejecucio´n en segundos. Los valores medios de las
iteraciones, L y la funcio´n objetivo son so´lo para mostrar similitudes o discrepancias.
Tabla 2.2: Variaciones en la precisio´n de la solucio´n γ y el error � de la seccio´n dorada
Variaciones GS-MIP(γ %) con B&B GS-MIP(γ %) con BM
γ% � Iteracio´n L Objetivo Tiempo Iteracio´n L Objetivo Tiempo
0 0.1 17 7.19 29597.2 2747.5 17 7.19 29597.2 2199.99
10 0.1 17 7.19 29597.2 1542.32 17 7.19 29597.2 1489.22
20 0.1 17 7.19 29597.2 665.28 17 7.19 29597.2 648.25
30 0.1 17 7.2 29723.4 38.8 17 7.19 29597.2 128.47
0 0.2 6 7.65 29606.3 1320.63 6 7.19 29606.3 995.11
10 0.2 6 7.65 29606.3 665.28 6 7.19 29606.3 648.25
20 0.2 6 7.65 29606.3 633.7 6 7.65 29606.3 539.48
30 0.2 6 6.53 29742.7 16.09 6 7.65 29606.3 52.72
0 0.4 5 7.65 29606.3 1172.8 5 7.65 29606.3 868.36
10 0.4 5 7.65 29606.3 665.28 5 7.65 29606.3 648.25
20 0.4 5 7.65 29606.3 631.29 5 7.65 29606.3 532.23
30 0.4 5 5.84 29808.1 16.32 5 7.65 29606.3 43.8
Podemos notar que el me´todo barrera supera al B&B en tiempo sin reducir
la calidad de la solucio´n. Esta´ claro que la convergencia de la B&B es ma´s lenta
cuando la convergencia esta´ ma´s cerca del o´ptimo, pero cuando le damos un poco
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Objetivo
Valor L
Figura 2.2: Desempen˜o de L de costo ﬁjo(izquierda) y dina´mico(derecha) para pe-
quen˜as instancias en Multi-NLMIP
de ﬂexibilidad, el B&B es ma´s ra´pido que el me´todo de barrera. Tambie´n podemos
observar que los tiempos de ca´lculo mejoran a medida que reducimos la precisio´n
del me´todo de la seccio´n dorada. Por otra parte, cabe destacar que la calidad de
las soluciones esta´ en un nivel aceptable, incluso si permitimos cierta ﬂexibilidad. A
efecto de la bu´squeda de soluciones de alta calidad en un tiempo eﬁciente sugerimos,
utilizar la combinacio´n de precisio´n de 30% de diferencia con el me´todo de la seccio´n
dorada.
Las ﬁguras 2.2 muestra los valores del precio de recuperacio´n de L en el eje
x y el valor de la funcio´n objetivo de Multi-MIP(L) en el eje y para una pequen˜a
instancia cuando se utiliza el costo ﬁjo que proponemos en 2.2 (a la derecha panel) y
al usar los valores independientes de costo ﬁjo de Tombus (2009) (panel izquierdo). La
l´ınea continua se obtiene dividiendo el intervalo de L en 50 en puntos equidistantes
y ejecutando el B&B con una precisio´n cerca de 0. Los puntos son las soluciones
obtenidas por la GS-MIP(30%).
Podemos observar la forma convexa de la funcio´n objetivo cuando se utiliza el
costo ﬁjo propuesto, el cual depende del taman˜o de la instancia. Esta forma convexa
ayuda fuertemente la GS-MIP (30%) ya que es ma´s fa´cil evitar o´ptimos locales. Los
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Valor L
Objetivo
Figura 2.3: Desempen˜o de L de costo ﬁjo(izqierda) y dina´mico(derecha) para media-
nas instancias en Multi-NLMIP
saltos en la funcio´n objetivo esta´n relacionadas con las decisiones de expansio´n de
una planta con un mo´dulo de remanufactura, o con las decisiones de la apertura de
un nuevo centro de inspeccio´n o centro de distribucio´n.
La ﬁgura 2.3 es ana´loga a la ﬁgura 2.2, pero para las instancias de taman˜o
medio. Notamos el mismo comportamiento.
Llevamos a cabo el mismo ana´lisis sobre el comportamiento de la funcio´n ob-
jetivo para el modelo Stoch-NLMIP so´lo para validar que tenemos el mismo com-
portamiento que antes. Se puede observar en las ﬁguras 2.4-2.5.
2.5 Conclusiones del cap´ıtulo
Nos centramos en un problema de disen˜o de red log´ıstica inversa, donde de-
bemos decidir la ubicacio´n de los centros de distribucio´n, centros de inspeccio´n y
plantas de remanufactura, as´ı como deﬁnir el precio de adquisicio´n, la cantidad de
mercanc´ıas a enviar dentro de la red en funcio´n de los ahorros de los costos unitarios
y el precio de adquisicio´n de la competencia. Por otra parte, se introducen mu´lti-
ples per´ıodos y la demanda estoca´stica formulada por escenarios. Desarrollamos dos
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Objetivo
Valor L
Figura 2.4: Desempen˜o de L de costo ﬁjo(izquierda) y dina´mico(derecha) para pe-
quen˜as instancias en Stoch-NLMIP
Objetivo
Valor L
Figura 2.5: Desempen˜o de L de costo ﬁjo(izquierda) y dina´mico(derecha) para me-
dianas instancias en Stoch-NLMIP
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modelos de programacio´n matema´tica para determinar la estrategia de precios de
compra de los productos recuperados, junto con la red o´ptima que debe ser disen˜ada
para hacer el ciclo ma´s rentable.
Adaptamos el me´todo de la seccio´n dorada con cierta ﬂexibilidad que nos per-
mite ﬁjar el precio de adquisicio´n del producto utilizado y luego resolver el problema
como un modelo de programacio´n lineal entera. Adema´s, establecemos los costes
dependientes de taman˜o ﬁjo de la apertura de una distribucio´n, una inspeccio´n,
y unos centros de remanufactura y demostrar que tienen un fuerte impacto en el
comportamiento de la bu´squeda del la seccio´n dorada.
Los resultados experimentales muestran que los tiempos de ejecucio´n son ra-
zonables para nuestra metodolog´ıa y encuentran que el me´todo de barrera del solu-
cionador de programacio´n lineal entera es competitivo en muchos casos.
Cap´ıtulo 3
Modelo de programacio´n lineal
para el control de tra´fico de
autobuses bajo incertidumbre
Uno de los problemas ma´s molestos en las operaciones de autobuses urbanos
es el amontonamiento de buses o bus bunching, es lo que ocurre cuando dos o ma´s
buses llegan a una parada o estacio´n uno detra´s del otro. este feno´meno reﬂeja un
servicio poco conﬁable que afecta a las operaciones de tra´nsito mediante el aumento
de los tiempos de espera del pasaje. Este trabajo propone un modelo matema´tico
de programacio´n lineal que establece tiempos de espera de los autobuses en ciertas
paradas a lo largo de un corredor de autobuses para evitar amontonamiento. Nuestro
enfoque se basa en la optimizacio´n en tiempo real, por lo que se simula el compor-
tamiento de una l´ınea de autobuses, se analiza el estado de esta y se aplica el motor
de optimizacio´n usando nuestro modelo matema´tico para los datos generados. Por
lo tanto, la variabilidad estoca´stica inherente de un sistema de transporte es consi-
derado por la simulacio´n, mientras que el modelo de optimizacio´n tiene en cuenta
las variables clave y las limitaciones de la operacio´n de autobuses. La mayor parte
de la literatura considera modelos cuadra´ticos que reducen al mı´nimo los tiempos de
espera de pasajeros, sin embargo son ma´s dif´ıciles de resolver y por lo tanto dif´ıcil de
manejar por los sistemas en tiempo real. Por otro lado, nuestra metodolog´ıa reduce
los tiempos de espera del pasaje de manera eﬁciente dada la naturaleza de nuestro
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modelo de programacio´n lineal, el ambiente estoca´stico es manejado mediante la
te´cnica de control en el horizonte del tiempo.
3.1 Introduccio´n y descripcio´n del problema
El estudio de los sistemas del control de autobuses se suele dividir en dos a´reas
principales, Periodo de planiﬁcacio´n y sistemas de control en tiempo real (Ceder,
2007; Desaulniers y Hickman, 2007). El proceso de planiﬁcacio´n de la l´ınea implica
decisiones estrate´gicas, ta´cticas y operativas. Los problemas estrate´gicos se reﬁeren
a decisiones de disen˜o de la red a largo plazo. Las decisiones ta´cticas y operativas en
u´ltima instancia deﬁnen el servicio que se ofrece al pu´blico; por ejemplo, la frecuencia
de los autobuses, deﬁnicio´n de paradas, horarios de autobuses, programacio´n de
veh´ıculos, programacio´n de cho´feres, programacio´n de mantenimiento, entre otros
problemas. Por otro lado el control en tiempo real trata de mantener la l´ınea de
autobuses operativa a lo largo del d´ıa con el ﬁn de minimizar los inconvenientes de
los pasajeros (Desaulniers y Hickman, 2007).
El control en tiempo real es dif´ıcil debido a la dina´mica de las situaciones de
la red o del tra´ﬁco. Aunque, se ha deﬁnido una frecuencia de paso de autobuses
para cada parada en la red, los cambios en el ﬂujo de pasajeros, el tra´ﬁco o incluso
en el de horarios, producen perturbaciones que alteran los planes de frecuencias y
dan lugar a uno de los problemas ma´s molestos en las operaciones de transporte
urbano, el problema amontonamiento de autobuses (BBP, por sus siglas en ingles
”Bus Bunching problem”). BBP ocurre cuando dos o ma´s buses llegan a una parada
juntos , y reﬂeja un servicio poco conﬁable que afecta a las operaciones de tra´nsito
mediante el aumento de los tiempos de espera del pasaje.
En la ﬁgura 3.1, muestran las causas del amontonamiento de autobuses para
una sola l´ınea con tres viajes, que tienen el siguiente horario: 08:00, 08:15 y 08:30.
Para los cuatro gra´ﬁcos, el tiempo esta´ representado por el eje x, mientras que las dos
primeras paradas esta´n representados por el eje y. El primer gra´ﬁco muestra co´mo la
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Figura 3.1: Principales causas de Bus bunching(modiﬁcado de Ceder (2007)).
planiﬁcacio´n debe ser similar si todo fuera determinista. Podemos ver que las l´ıneas
de los tres viajes son paralelas, por lo que las diferencias entre sus horarios de salida
(llamadas ”Headways”) son de exactamente 15 minutos. El segundo gra´ﬁco muestra
las perturbaciones que surgen cuando se producen acumulacio´n de tra´ﬁco, este afecta
la segunda vuelta entre el depo´sito y la primera parada. Las l´ıneas de puntos son los
horarios previstos, mientras que las l´ıneas simples son los planes de retraso reales.
El gra´ﬁco tres representa situaciones de agrupamiento cuando la hora de salida de
un viaje es dado antes, lo que sucede con el tercer viaje en este ejemplo. Finalmente,
el cuarto gra´ﬁco considera el caso de desbordamiento de pasajeros. Esta gra´ﬁca
muestra que, ya que hay ma´s pasajeros en la parada 1, el tiempo de permanencia
del segundo autobu´s en esa parada sera´ ma´s largo. En otras palabras, el segundo
autobu´s esta´ tomando pasajeros que ser´ıan normalmente asignados al tercer autobu´s.
El BBP es una de las quejas ma´s comunes de los clientes en las redes de transporte
actuales.
En este cap´ıtulo, nos centramos en ofrecer soluciones al problema amontona-
miento de autobuses (BBP), manteniendo headways congruentes. Adema´s, vamos
a demostrar que el mantenimiento de headways congruentes reduce impl´ıcitamente
tiempos de pasajeros en espera. Un headway es una medida de calidad dado a la
diferencia de tiempo entre dos buses consecutivos. Una l´ınea de autobu´s podr´ıa tener
headways igualmente distantes o diferentes dependientes de cada par de autobuses
(Ceder, 2001; Ibarra-Rojas y Rios-Solis, 2012; Ibarra-Rojas et al., 2014). Nosotros
decimos que los Headways son congruentes si las diferencias en tiempo real entre los
autobuses son casi ide´nticos a los previstos inicialmente. Las congruencia en Head-
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ways no necesariamente cumplen con los horarios previstos. De hecho, el momento
en que un autobu´s llegue a una parada puede no ser el previsto, pero si la distancia
a su antecesor es casi el avance programado, sera´ un avance congruente. Headways
congruentes reﬂejan un servicio conﬁable, especialmente para los casos en los que los
horarios no son pu´blicamente disponibles.
Nuestra metodolog´ıa intercala la planiﬁcacio´n y ejecucio´n para mantener in-
tervalos congruentes y resolver BBP. Durante la fase de planiﬁcacio´n, un modelo
de programacio´n lineal se construye y se resuelve para determinar con exactitud los
tiempos de espera de los autobuses en las paradas. La fase de ejecucio´n, en nuestra
metodolog´ıa, es simulado; indica, en cada intervalo de tiempo, las posiciones de los
autobuses a lo largo de un solo pasillo donde so´lo una l´ınea opera en una frecuencia
dada. En la ﬁgura 3.2, podemos observar co´mo la planiﬁcacio´n y ejecucio´n (es decir,
la simulacio´n)se intercalan. En tiempo real (o simulado) los datos se adquieren desde
el corredor de autobuses para obtener la distancia entre cada autobu´s y su u´ltima
parada visitada, junto con el nu´mero de pasajeros que esperan en cada parada. A
continuacio´n, estos datos se utilizan para alimentar nuestro modelo de programacio´n
lineal, el cual proporciona los tiempos o´ptimos de espera para cada bus en el corre-
dor. La mayor parte de las obras de la literatura basan su medida de calidad en los
tiempos de espera de los pasajeros, o la variacio´n entre los horarios de salida de los
autobuses, que pueden ser modelados con funciones cuadra´ticas que son ma´s dif´ıciles
de resolver. En lugar de ello, mediante el uso de un modelo de programacio´n lineal,
nuestra metodolog´ıa devuelve soluciones o´ptimas a una fraccio´n del costo de los enfo-
ques alternativos. Por otra parte, el mantenimiento de intervalos ma´s estables reduce
los tiempos de pasaje de espera en las l´ıneas, nuestros resultados experimentales lo
demostrara´n.







Figura 3.2: Estructura del ciclo de planeacio´n (BBP-LP) y ejecucio´n (simulacio´n en
tiempo real)
El resto de este cap´ıtulo se estructura como sigue. Una breve revisio´n del
estado del arte se presenta en la seccio´n 3.2. En la seccio´n 3.3, presentamos nuestro
nuevo modelo de programacio´n lineal inspirado en las penalizaciones sobre adelanto
y retrasos de los autobuses, lo que determina los tiempos de espera o´ptimos de
los autobuses en las paradas. Luego, la seccio´n 3.4 muestra la eﬁciencia de nuestro
modelo en una simulacio´n de eventos discretos de un solo corredor. Finalmente,
la seccio´n 3.5 presenta nuestras conclusiones, y discute cuestiones de investigacio´n
abiertas que surgen de este trabajo.
3.2 Estado del arte
La mayor parte de la literatura relacionada con las operaciones de autobuses
en tiempo real se enfoca en modelos que tienen funciones objetivo no lineales y so-
luciones aproximadas. Por lo tanto, los tiempos de espera que cada autobu´s debe
llevar a cabo en las estaciones son aproximaciones. El trabajo de Zhao et al. (2003)
minimiza el tiempo promedio de espera de los pasajeros, incluyendo la acumulacio´n
de tiempo tanto pasajeros fuera y dentro del autobu´s que no son lineales, penali-
zando cuando no hay capacidad en los autobuses. Eberlein et al. (2001) minimiza
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la varianza entre los horarios de salida, que es una funcio´n cuadra´tica, y por lo tan-
to proponer soluciones heur´ısticas. Sun y Hickman (2008) propone un modelo de
programacio´n cuadra´tica convexa para minimizar la variacio´n entre los horarios de
salida. Un trabajo ma´s cercano al nuestro es propuesto por Ding y Chien (2001),
ya que consideran la minimizacio´n de la varianza total de los intervalos entre entre
autobuses en todas las paradas.
Daganzo (2009) y Daganzo y Pilachowski (2011) proponen esquemas de control
adaptativo con el objetivo de proporcionar headways cuasi-regulares, mientras que
aguardan en las estaciones el tiempo que sea necesario. En Daganzo y Pilachowski
(2011) los autores ajustan continuamente la velocidad del autobu´s con base en un
enfoque de cooperacio´n bi-direccional que considera los intervalos entre los autobuses
de anteriores y posteriores. Observe que estos enfoques requieren que los intervalos
entre sean iguales entre todos los autobuses, que no es necesario en nuestro caso.
Bartholdi III y Eisenstein (2012) abandona la idea de cualquier headway a priori, lo
que permite a intervalos que dina´micamente se auto-controlan mediante la aplicacio´n
de una regla de sujecio´n sencilla en un punto de control. Vale la pena sen˜alar que el
objetivo de estos estudios es el de mantener igualmente intervalos entre si, pero no
son aptos para situaciones en las que los autobuses lleguen a sus capacidades.
Nuestro trabajo lidia con la capacidad de los veh´ıculos como Zolfaghari et al.
(2004) lo hace, donde los autores minimizan el tiempo de espera de los pasajeros
en cada parada, teniendo en cuenta la diferencia entre los horarios de salida. Estos
autores proponen una heur´ıstica para eludir la complejidad del modelo propuesto.
Puong y Wilson (2008) propone un modelo de programacio´n lineal entera mixta no
lineal para un modelo de respuesta a las disrupciones en tiempo real, con e´nfasis en
la estrategia de espera de los trenes. En Delgado et al. (2009) y Delgado et al. (2012)
su objetivo es reducir al mı´nimo los tiempos de espera total experimentado por los
pasajeros en el sistema utilizando un modelo cuadra´tico.
Se puede notar que no hay una estrategia de bus holding que considere una fun-
cio´n lineal como lo hacemos. Adema´s, como se introdujo en esta seccio´n, la mayor´ıa
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de los trabajos actuales en la literatura se enfocan en la minimizacio´n de los tiempos
de espera del pasaje. Nuestro trabajo tiene por objeto mantener Headways congruen-
tes considerando la capacidad de los veh´ıculos, y al hacerlo, esperamos reducir los
tiempos de pasaje de espera en los corredores de autobuses. Tambie´n mejoramos el
trabajo de Delgado et al. (2012) al reducir el nu´mero de variables en el modelo, y el
nu´mero de veces que el modelo se utiliza en escenarios en tiempo real, la obtencio´n
de soluciones exactas para los tiempos de mantenimiento. Otra de las ventajas de
nuestra propuesta es que se adapta fa´cilmente a los casos en los que los intervalos
entre iguales o diferentes en diferentes horizontes de planiﬁcacio´n a lo largo del d´ıa.
3.3 Metodolog´ıa
Como se menciono´ anteriormente, el centro de nuestra metodolog´ıa consiste
en entrelazar la planiﬁcacio´n y ejecucio´n de las l´ıneas de autobuses. La fase de
planiﬁcacio´n de nuestro enfoque construye y resuelve eﬁcientemente un modelo de
optimizacio´n lineal para mantener frecuencias de paso congruentes a lo largo de la
l´ınea de autobu´s. Nuestro modelo se utiliza en cada intervalo de tiempo dado 1 para
decidir cua´nto tiempo los autobuses deben esperar en las paradas de autobu´s.
Nuestro modelo requiere datos en tiempo real para estimar el estado del siste-
ma para optimizar. Estos datos son proporcionados por la fase de ejecucio´n, que en
nuestro caso esta´n dados a trave´s de la simulacio´n. La simulacio´n del sistema propor-
ciona datos relacionados como la posicio´n de los autobuses, el nu´mero de pasajeros
a bordo de cada autobu´s, y el nu´mero de pasajeros que esperan en las paradas para
construir nuestro modelo.
Ma´s precisamente, el problema de amontonamiento(BBP) consiste en K buses,
cada uno con su propia capacidad y velocidad que sirven todas las paradas S de un
solo corredor de autobuses. Podemos ver en la ﬁgura 3.3 que cada bus k sale del
1El intervalo de tiempo es un para´metro en nuestro modelo, que podr´ıa ser especiﬁcada por la
unidad de control de la empresa de autobuses
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depo´sito de acuerdo con un itinerario establecido, atendiendo las paradas desde 1 a
S antes de volver a la estacio´n, donde todos los pasajeros restantes debe bajarse.
Observe que no se permiten los rebases. Consideramos que los tiempos de viaje entre
las paradas, y λs (tasa de llegada de pasajeros por minuto) son deterministas durante
el per´ıodo de estudio. Por otra parte, cada parada tiene una funcio´n de tiempo de
abordaje en funcio´n del nu´mero de pasajeros que se acumulen(boardT minutos por
pasajero).
Las caracter´ısticas de la l´ınea son las siguientes. El para´metro capk corresponde
a la capacidad de bus k, dists es la distancia en metros entre paradas s y s−1, speedks
es la velocidad de operacio´n en metros por minuto del bus k entre las paradas s y
s−1 mientras el autobu´s esta´ en movimiento, y ODkss� es la fraccio´n de los pasajeros
que suben al autobu´s k en la parada s cuya parada de destino es s� (para todos
s < s�). El headway entre autobuses k y k−1 en la l´ınea debe estar entre el intervalo
[minHeadk,maxHeadk] para ser considerado congruente, intervalo que se especiﬁca
como para´metro de entrada para nuestro modelo.
El tiempo t0, es el instante donde las decisiones de holding se necesitan, asu-
mimos que tenemos los siguientes para´metros en la linea de autobuses:
d0k distancia entre el autobu´s k y su u´ltima estacio´n visitada en el tiempo t
0.
Si el autobu´s au´n esta´ en la estacio´n, entonces d0k = 0.
s(k) indica la u´ltima estacio´n que el autobu´s k ha visitado en el tiempo t0. Si el
autobu´s k esta´ en la parada s�, entonces s(k) = s�−1. En la ﬁgura 3.3, s(2) = 3
y s(3) = 1, y para simpliﬁcar la notacio´n, s(K) = 0, pero s(1) + 2 = S + 1.
c0s es el nu´mero de pasajeros esperando en la estacio´n s en el tiempo t
0.
Las variables de decisio´n de nuestro modelo son los tiempos de espera para
cada autobu´s k en el punto de control s, denotado por hks. Hay variables auxiliares
que dependen de hks como los horarios de salida del autobu´s k en la parada s que
se denota como TDks. Si los horarios de salida en la parada s de los autobuses










Figura 3.3: Esquema de la organizacio´n del corredor y los autobuses
k y k − 1 se encuentra entre [minHeadk,maxHeadk], entonces consideramos que
esta´n cumpliendo con los intervalos establecidos. Sin embargo, si esta diferencia de
horarios de salida esta´ fuera de este intervalo, entonces usamos los conceptos de
llegadas tempranas y tardanzas que es frecuente en la teor´ıa la programacio´n just-
in-time (Rios-Solis y Sourd, 2008; Rios-Solis, 2008; Sourd y Kedad-Sidhoum, 2003;
Rı´os-Mercado y Rı´os-Sol´ıs, 2012). Las llegadas tempranas entre autobuses k y k− 1
en la parada s se deﬁne como Eks = ma´x(minHeadk− (TDks− tdk−1), 0) que puede
ser linealizado como sigue:
Eks ≥ minHeadk − (tdks − tdk−1s), k = 2, . . . , K, s = s(k) + 1, . . . , S (3.1)
Eks ≥ 0, k = 2, . . . , K, s = s(k) + 1, . . . , S. (3.2)
mientras el headway de retraso es Tks = ma´x((tdks− tdk−1s)−maxHeadk, 0) el cual
es equivalente a
Tks ≥ (tdks − tdk−1s)−maxHeadk, k = 2, . . . , K, s = s(k) + 1, . . . , S (3.3)
Tks ≥ 0, k = 2, . . . , K, s = s(k) + 1, . . . , S. (3.4)
Entonces, la funcio´n objetivo del BBH es la minimizacio´n de la suma de las penali-






ψEks + �Tks, (3.5)
donde ψ y � son restricciones lineales para para penalizar los headways cortos y
largos, respectivamente.
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tdks(k)+1 = t0 +
dists(k) − d0k
speedks(k)
+ dwellks(k)+1 + hks(k)+1, k ∈ K (3.6)
tdks = tdks−1 +
dists−1
speedks−1
+ dwellks + hks, k ∈ K, s = s(k) + 2, . . . , S − 1. (3.7)
hks ≤ maxHold, k ∈ K \ {1}, s = s(k) + 1, . . . , s(k − 1). (3.8)
De las variables de estado del sistema, podemos calcular el nu´mero total de
pasajeros que esta´n en la parada s cuando el autobu´s k llegara a esta parada, que
se denota como passks en (3.9) y (3.10), como el nu´mero de pasajeros que esta´n
realmente en la parada ma´s los que van a llegar. El nu´mero de pasajeros que estara´n
en el autobus k en la parada s es igual a los pasajeros que quieren abordar el autobus
k, passks, menos la proporcio´n de los pasajeros que dejaron el autobu´s antes de la
parada s (las restricciones (3.11)). De esta manera, podemos calcular los tiempos de
parada del autobu´s k en s (restricciones (3.12)). Observe que bajar del veh´ıculo y la
friccio´n entre los pasajeros que se quedan dentro del autobu´s podr´ıa ser fa´cilmente
incluido en esta restriccio´n.
passks = c
0
s + λs(tdks − t0), k ∈ K, s = s(k) + 1, . . . , s(k − 1) (3.9)
pass1s = c
0















k ∈ K, s = s(k) + 1, . . . , S (3.11)
dwellks = passBusksboardT, k ∈ K, s = s(k) + 1, . . . , S. (3.12)
Las siguientes restricciones son necesarias de considerar con la ﬁnalidad de
evitar el rebase de autobuses:
tdks − tdk−1s ≥ 0, k ∈ K \ {1}, s = s(k − 1) + 1, . . . , S (3.13)
td1s − tdKs ≥ 0, s = s(k) + 1, . . . , s(1) (3.14)
tdk−1s − tdks ≥ 0, k ∈ K \ {1}, s = s(k) + 1, . . . , s(k − 1). (3.15)
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s=s(k)+1 ψEks + �Tks
s.t. (3.1)− (3.4)
(3.6)− (3.15)
Eks, Tks, hks ≥ 0, k ∈ K, s ∈ S.
Nuestro modelo mejora la propuesta en Delgado et al. (2012) en los siguientes as-
pectos.
Nuestra funcio´n objetivo es lineal por lo que podemos alcanzar soluciones o´pti-
mas.
so´lo tenemos en cuenta los posibles tiempos de espera de un autobu´s desde su
posicio´n hasta el depo´sito.
Los horarios de salida de los autobuses son de acuerdo a su avance establecido
o calendario. So´lo las perturbaciones que surgen a lo largo del viaje se tienen
en cuenta.
Podemos tener diferentes intervalos entre para cada par de autobuses. De es-
ta manera, los horarios de sincronizacio´n recientes puede ser beneﬁciado por
nuestro enfoque y tratar con diferentes per´ıodos de planiﬁcacio´n (por ejemplo,
las horas pico, el tiempo de la noche).
No necesitamos llamar el modelo cada vez que un autobu´s llegue a una parada,
so´lo cada intervalo de tiempo. Este hecho es ma´s realista para una compan˜´ıa de
autobuses. En Me´xico, las empresas que sabemos que tienen datos AVL-GPS
de los autobuses se actualiza cada dos minutos.
3.4 Resultados
El modelo BBP LP descrito en la seccio´n anterior necesita ser alimentado con
datos. Los datos pueden ser recuperados a trave´s del uso de tecnolog´ıas de monitoreo,
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como los Sistemas de Posicionamiento Global (GPS) y sistemas de Localizacio´n
Automa´tica de Veh´ıculos (AVL), en tiempo real durante la ejecucio´n de la operacio´n
en la l´ınea de autobuses. Sin embargo, para estudiar el impacto de nuestro modelo
bajo diferentes escenarios en la l´ınea de autobuses consideramos una simulacio´n de
eventos discretos.
Se simula una l´ınea de autobuses en un ambiente estoca´stico utilizando el
simulador de eventos discretos ExtendSim AT versio´n 9.0 (Krahl, 2009; Diamond et
al., 2010). El simulador desencadena un evento cada cantidad ﬁjada de tiempo, en
el que las posiciones de los autobuses y sus cargas, y los pasajeros que esperan en
las paradas, junto con sus destinos de viaje, se actualizan.
Nuestro modelo BBP-LP utiliza funciones deterministas para pronosticar la
demanda y los tiempos de viaje. Sin embargo, utilizamos procesos estoca´sticos en la
simulacio´n para reﬂejar un sistema real. Utilizamos un solo corredor de 10 kilo´metros
con 30 paradas y un depo´sito uniformemente distribuidas como en Delgado et al.
(2012). So´lo hay 30 tramos, ya que la u´ltima parada se fusiono´ con el depo´sito. Los
tiempos de viaje de los autobuses entre cada par de paradas se distribuyen dcon la
distribucio´n lognormal con una media de 0.77 minutos y la varianza de 0.4 citep
hickman2001analytic, zhao2003distributed. En cada parada, los pasajeros llegan al
azar usando una distribucio´n de Poisson con tasa igual a uno (Jolliﬀe y Hutchinson,
1975). La media de las distribuciones son los para´metros utilizados por nuestro
modelo.
Cuando los pasajeros llegan a una parada de autobu´s, un destino es asignado
a ellos. Los pasajeros esperan en la cola para subir al autobu´s de manera FIFO.
Embarque y tiempos de salida de pasajeros se establece en 2.5 y 1.5 segundos,
respectivamente, ya que todos los autobuses tienen dos puertas, una para el embarque
y otro para bajar del veh´ıculo. Si los pasajeros no pueden entrar en un autobu´s
porque alcanzo´ su capacidad, van a esperar en la parada hasta que llegue el pro´ximo
autobu´s con el espacio libre. Este tiempo de espera se denota como Wfirst. Las
ventanas de tiempo Headway se establecen en [minHeadk,maxHeadk] = [0.3, 0.46]
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minutos para todos los autobuses. Observe de que estas ventanas de tiempo son
fa´cilmente ajustables para los casos en que existan diferentes periodos a lo largo del
d´ıa, y para los horarios de sincronizacio´n que favorezcan las transferencias.
Utilizamos una ﬂota de 60 autobuses con una capacidad ma´xima de 100 pasa-
jeros por bus. Cada tiempo determinado intervalo, determinamos las acciones que se
deben seguir al crear el modelo BBP-LP en Java, y resolverlo con el paquete lineal
de Gurobi 5,6. La solucio´n generada contiene los tiempos de mantenimiento para
todos los autobuses para todas sus futuras paradas hasta la estacio´n. Si despue´s de
un intervalo de tiempo t se genera una nueva solucio´n, a continuacio´n, los tiempos
de holding se actualizan utilizando un esquema de horizonte de tiempo.
Los escenarios para la simulacio´n son divididos en dos partes: Escenarios por
intervalo de tiempo y escenarios por conﬁguracio´n de para´metros ; los cuales son
descritos en las siguientes subsecciones.
3.4.1 Escenarios por intervalo de tiempo
El objetivo de los escenarios de intervalo de tiempo es determinar la pol´ıtica
o´ptima para el control cuando los nuevos tiempos de espera deben ser calculados
y alimentados al sistema. En nuestro caso de estudio para la ciudad de Monterrey
(Me´xico), las empresas de autobuses actualizan cada dos minutos las posiciones y
todos los datos relacionados de los autobuses en el corredor de la l´ınea. Siguiendo
esta pol´ıtica, la tabla 3.1 muestra los escenarios para el intervalo de tiempo en el
que probamos nuestro enfoque.
La primera columna de la tabla 3.1 identiﬁca los escenarios, mientras que la
segunda columna ﬁja los intervalos de tiempo (en minutos) en el que se construye
nuestro modelo BBP LP y resuelto para introducir los tiempos de mantenimiento
resultantes al sistema. Variamos estos valores de control de 2 a 10 minutos. Escenario
TI0 no tiene ningu´n tipo de control, y la usamos como una l´ınea de base para
comparar el rendimiento de nuestro modelo de BBP-LP. La tercera columna es un
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indicador de si se aplica restriccio´n (3.8); es decir, si esta´n acotadas los tiempos de
espera. Para estos escenarios, propusimos las penalizaciones para las cotas inferior
y la superior en psi = epsilon = 1. La cuarta columna, Wfirst, se corresponde
con el tiempo total medio de espera (en minutos) de un pasajero a bordo de un
autobu´s. La quinta columna Viajes representa el tiempo de viaje promedio total
de pasajeros en cuestio´n de minutos, mientras que la columna Pasajeros indica el
nu´mero promedio de pasajeros en el sistema durante el tiempo de simulacio´n. Las
dos u´ltimas columnas indican los tiempos de espera y de viaje normalizados de cada
pasajero.
Tabla 3.1: comportamiento de la l´ınea con intervalos de optimizacio´n(tiempo) y
penalizaciones en ψ = � = 1.
Escenario Control maxHold Wfirst Tiempo de viaje Pasajeros Wfirst/ Tiempo de viaje/
(min) (min) (min) (min) Pasajeros Pasajeros
TI0 × × 1798.0 12035.8 1713.3 1.0 7.0
TI1 2 × 1115.88 17045.40 1703.1 0.66 10.01
TI2 5 × 1136.92 18256.20 1746.2 0.65 10.45
TI3 7 × 1222.66 18907.13 1705.8 0.72 11.08
TI4 10 × 1362.68 18652.68 1708.5 0.80 10.92
TI5 2 0.38 1219.52 13112.15 1721.4 0.71 7.62
TI6 5 0.38 1330.89 13171.48 1737.4 0.77 7.58
TI7 7 0.38 1463.25 12851.01 1725.6 0.85 7.45
TI8 10 0.38 1424.52 12450.34 1697.7 0.84 7.33
Diez simulaciones fueron ejecutados para cada escenario, cada uno de ellos
correspondiente a una hora de operacio´n de la l´ınea de autobuses. Cada ejecucio´n
tiene las mismas condiciones iniciales con nu´meros aleatorios. Al comienzo de la
simulacio´n los autobuses esta´n colocados uniformemente espaciados a lo largo del
pasillo. Para cada simulacio´n, dejamos que el sistema evolucione libremente durante
cinco minutos antes de hacer cualquier celebracio´n. De hecho, a cinco minutos es
suﬁciente para observar varias situaciones de amontonamiento autobuses.
Observamos un aumento en el tiempo de viaje de los pasajeros, y potencial-
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mente los costos de operacio´n, debido a la introduccio´n de los tiempos de espera
en el corredor. Se esperaba este comportamiento, y en concordancia con otras obras
(Furth y Muller, 2007). Sin embargo, los tiempos de pasaje de espera para el primer
autobu´s siempre se reducen, lo que de hecho es lo que quer´ıamos mostrar en pri-
mer lugar. De hecho, mediante el control de los headways tambie´n podemos mejorar
los tiempos de espera del pasaje, sin la necesidad de utilizar una funcio´n objetivo
cuadra´tica en el modelo.
Tambie´n podemos observar que los mejores tiempos de espera de pasaje son
para los casos en que los lapsos de control se aplican cada 2 a 5 minutos, y sin
los l´ımites en los tiempos de espera. Sin embargo, los l´ımites en los tiempos de
espera inducen un incremento en los tiempos de viaje del autobu´s, que es un activo
importante. Figura refﬁg:viajes muestra las diferencias en el rendimiento cuando se
aplica el control (3.8) (maxhold). El lado izquierdo de la ﬁgura muestra el porcentaje
de aumento en los tiempos de pasaje de espera cuando se aplican los l´ımites, mientras
que su mano derecha ilustra el porcentaje de aumento en los tiempos de viaje cuando
no se aplican. Como se ha mencionado, se observa que incluso si hay un aumento en
los tiempos de pasaje de espera cuando se aplican los l´ımites, el beneﬁcio sobre los
tiempos de viaje es considerable.
Para una empresa de autobuses, el controlar en lo menor que se pueda el tra´ﬁco
y dar o´rdenes al sistema (es decir, los conductores de autobuses), es mejor. Por lo
tanto, a partir de la tabla 3.1 y la ﬁgura 3.4, llegamos a la conclusio´n de que la mejor
pol´ıtica es considerar los l´ımites en los tiempos de espera, y aplicar los controles para
el sistema cada 5 minutos, al igual que en el escenario TI6.
En la ﬁgura 3.5, mostramos dos histogramas de la longitud de los tiempos de
espera(eje X en minutos) para los escenarios con intervalos de tiempo con sanciones
psi = epsilon = 1, y un control de 5 minutos con y sin l´ımites. En el eje Y, tenemos
la frecuencia del modelo BBP-LP se llamo´ a todas las simulaciones de clase TI6.
Tenga en cuenta que no todos los tiempos de espera se aplican, ya que el horizonte
rodante puede modiﬁcar varios de ellos. El caso en el que hay l´ımites en los tiempos






















Travel times without holding bound
Travel times with holding bound
Waiting times with holding bound
Waiting times without holding bound
Figura 3.4: Decremento en los tiempos de espera e incremento en los tiempos de


































Figura 3.5: Histograma de distribucio´n de tiempos de Holding sin acota-
cio´n(izquierda) y con limite de tiempo (derecha).
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de espera muestra que el modelo opta por aplicar los tiempos de espera cercanos
a estos l´ımites, o no aplicarlas en absoluto. Este es un beneﬁcio impl´ıcito para los
usuarios, y para el controlador de tra´ﬁco.
El objetivo del modelo de BBP es reducir amontonamiento bus mediante el
mantenimiento de headways congruentes. Para mostrar gra´ﬁcamente que este com-
portamiento esta´ siendo mejorado por nuestro modelo, se presentan las ﬁguras 3.6-3.7
para los escenarios con l´ımites en los tiempos de espera. Los ejes X en estos gra´ﬁcos
corresponden al tiempo (en minutos), mientras que los ejes Y representan paradas.
Cada l´ınea en estos gra´ﬁcos representa un autobu´s que sale de la estacio´n y pasa a
trave´s de todas las paradas del corredor. Recuerde de la seccio´n 3.1 (ve´ase la ﬁgura
3.3) que en el caso ideal, tendr´ıamos l´ıneas paralelas. La ﬁgura 3.6(izq) muestra el
caso sin control. Aqu´ı el amontonamiento de autobuses es notorio, ya que hay espa-
cios en blanco entre las l´ıneas. Las ﬁguras 3.6(der), 3.7(izq), 3.7(der), con intervalos
de tiempo de 2, 5, y 7 minutos respectivamente. Podemos observar que con 2 y 5
minutos de control el BBP se reduce, mientras que para intervalos de control de 7
minutos el BBP aparece ma´s.























Figura 3.6: Tra´ﬁco de los autobuses sin control(izq.) y con control cada 5 minu-
tos(der.).
La ﬁgura 3.8 muestra dos histogramas que tienen en sus ejes x el tiempo de
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Figura 3.7: Tra´ﬁco de los autobuses con control cada 5 min.(izq.) y con control cada
7 min(der.).
vuelta de un viaje en autobu´s. Un aspecto que dimos cuenta de la tabla 3.1 es
que los tiempos de viaje aumentan con el modelo de BBP. Esto es obvio porque el
modelo BBP introduce la espera de los tiempos para los autobuses en el corredor.
Sin embargo, la ﬁgura 3.8 muestra que la desviacio´n esta´ndar cuando BBP se aplica
cada cinco minutos (histograma derecha) se reduce con respecto al caso en el que no
se utilizan los controles(histograma lado izquierdo).
3.4.2 Ajuste de para´metros en los escenarios
Nuestra siguiente serie de experimentos consistio´ en modiﬁcar los para´metros
de adelanto ψ y tardanza � de la funcio´n objetivo BBP-LP para observar el impacto
que tienen en el viaje y los tiempos de espera de los pasajeros. Podemos ver esta
serie de experimentos en la tabla 3.2. La primera columna de la tabla identiﬁca los
escenarios. Diez corridas de simulacio´n se consideraron por escenario. La segunda
columna representa los valores del para´metro de adelanto, mientras que el tercero
corresponde a la tardanza. La columna abordaje indica el tiempo promedio (en se-
gundos) que un pasajero necesita para subir a un autobu´s, mientras que maxhold
representa el tiempo (en minutos) que los tiempos de espera esta´n acotadas. Esta





























Figura 3.8: Histograma de tiempos de viaje del autobu´s sin control (izq.) y con
control cada 5 minutos (der.).
tabla muestra el porcentaje de reduccio´n de los tiempos de espera del pasaje (Wfirst),
y el porcentaje de incremento en el tiempo de viaje (Viajes). Finalmente, la u´lti-
ma columna representa la adicio´n de los dos u´ltimos valores. De hecho, si hay una
reduccio´n en esta u´ltima columna, el porcentaje ser´ıa negativo.
Una observacio´n interesante de los resultados es que si reducimos el para´metro
adelanto, se obtienen los mejores resultados con respecto a los tiempos de espera
de pasajeros y de viaje. Por otra parte, el modelo BBP-LP da mejores resultados
cuando los tiempos de espera se limitan en 0,19 minutos, que es tambie´n un activo
de calidad para el usuario.
Un ana´lisis estad´ıstico conﬁrma las observaciones de la tabla 3.2. Los para´me-
tros ma´s inﬂuyentes son la penalizacio´n de adelanto y el l´ımite de maxhold. En la
tabla 3.3, se muestra una regresio´n lineal de los para´metros estudiados en esta sec-
cio´n. La primera columna es el para´metro, la segunda corresponde a la Estimacio´n,
el tercero es el error esta´ndar, la cuarta columna para que el valor t, y el quinto es
el grado de signiﬁcancia.
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Tabla 3.2: Mejora del comportamiento de los tiempos de espera mediante la variacio´n
de para´metros
Escenario ψ � Abordaje maxHold Wfirst Viaje Wfirst +viaje
(seg.) (min.) % reduccio´n % incremento % incremento
P1 0 1 1.25 0.19 19% -2% -4%
P2 0 1 1.25 0.38 22% 1% -2%
P3 0 1 2.5 0.19 22% -4% -6%
P4 0 1 2.5 0.38 25% -1% -4%
P5 0.5 1 1.25 0.19 34% 10% 4%
P6 0.5 1 1.25 0.38 55% 39% 27%
P7 0.5 1 2.5 0.19 37% 11% 5%
P8 0.5 1 2.5 0.38 56% 41% 28%
P9 1 0 1.25 0.19 40% 11% 5%
P10 1 0 1.25 0.38 59% 42% 29%
P11 1 0 2.5 0.19 44% 12% 5%
P12 1 0 2.5 0.38 63% 48% 34%
P13 1 0.5 1.25 0.19 36% 10% 4%
P14 1 0.5 1.25 0.38 54% 41% 28%
P15 1 0.5 2.5 0.19 39% 11% 5%
P16 1 0.5 2.5 0.38 57% 40% 27%
P17 1 1 1.25 0.19 39% 11% 5%
P18 1 1 1.25 0.38 48% 27% 17%
P19 1 1 2.5 0.19 39% 56% 43%
P20 1 1 2.5 0.38 57% 50% 36%
Tabla 3.3: Ana´lisis de regresio´n para los para´metros ψ, � y maxHold
Estimate Std. Error valor t Pr(> |t|)
(Intercept) 1.0314 0.0928 11.11 0.0000
ψ -0.2234 0.0489 -4.57 0.0004
� 0.0273 0.0489 0.56 0.5848
Board -0.0845 0.0646 -1.31 0.2106
maxHold -0.2956 0.0646 -4.57 0.0004
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3.5 Conclusiones del cap´ıtulo
En este cap´ıtulo, presentamos una metodolog´ıa basada en la planiﬁcacio´n y
ejecucio´n de mantener intervalos entre autobuses congruentes en un corredor con el
objetivo de resolver uno de los problemas ma´s molestos en las redes de transporte
pu´blico de entrelazado, el bus bunching problem(BBP).
Durante la fase de planiﬁcacio´n de nuestro enfoque, un modelo de programacio´n
lineal se construye y se resuelve para determinar los tiempos de espera o´ptimos de los
autobuses en las paradas de autobu´s para evitar el amontonamiento de autobuses.
Nuestro modelo requiere datos en tiempo real del estado del sistema para operar.
Dicha te´cnica ha sido proporcionada por la fase de ejecucio´n de nuestro enfoque, que
en nuestro caso se apoya a trave´s de la simulacio´n. La fase de simulacio´n del sistema
proporciona datos relacionados con las posiciones de los autobuses, el nu´mero de
pasajeros en los autobuses, las capacidades actuales de autobu´s, y el nu´mero de
pasajeros que esperan en las paradas para construir nuestro modelo.
Una de las ventajas principales de la simulacio´n teniendo en cuenta en nuestra
metodolog´ıa es la evaluacio´n de varios para´metros para evaluar el impacto de ellos en
nuestro modelo de programacio´n lineal BBP. Por lo tanto, presentamos una evalua-
cio´n completa de estos para´metros, y encontramos que la aplicacio´n de los controles
tan so´lo cada 5 minutos, y los l´ımites en los tiempos de espera reducen no so´lo la
frecuencia de agrupamiento de autobuses, sino tambie´n los tiempos de espera de los
pasajeros .
Tambie´n discutimos que la mayor´ıa de las obras de la literatura se enfocan en
minimizar los tiempos de espera del pasaje, o la variacio´n en los horarios de salida
de los autobuses, estas te´cnicas utilizan funciones de optimizacio´n de segundo grado,
que son ma´s complejos de resolver. En cambio, el modelo de programacio´n lineal de
nuestro enfoque hace que sea adecuado para el retorno de las soluciones o´ptimas de
manera eﬁciente y para intercalar fases de planiﬁcacio´n y ejecucio´n en los escenarios
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en tiempo real.
Aunque, se observa un aumento en el tiempo de viaje de los pasajeros debido a
la introduccio´n de tiempos de espera para los buses en el corredor, nuestro enfoque
funciona mejor (es decir, menos de pasaje de tiempo de espera y tiempo de viaje
aceptable) que no introducir ningu´n tipo de control en el sistema. Parte de nuestro
trabajo futuro considerara´ la introduccio´n de otras acciones en nuestros modelos
para reducir el tiempo de viaje de los pasajeros en el pasillo y los costes operativos
ma´s bajos. En particular, creemos que la introduccio´n de medidas de autobuses
adelantamientos (es decir, saltarse las paradas) va a equilibrar el tiempo total que
un pasajero pasa en el sistema.
Cap´ıtulo 4
Estudio de un sistema real:
Ecov´ıa
El modelo propuesto en el cap´ıtulo 3 tiene ciertas limitantes en torno a las
caracter´ısticas y los supuestos para el desempen˜o de una l´ınea normal. Muestra
una gran eﬁciencia en comparacio´n de otros modelos similares, en la aplicacio´n real
para una l´ınea normal de autobuses urbanos diﬁere en algunas caracter´ısticas, sin
embargo, hay un sistema para el cual se adapta perfectamente, el sistema de v´ıa
ra´pida. Se analiza el funcionamiento del sistema Ecov´ıa en Nuevo Leo´n, Me´xico
para determinar la aplicabilidad del modelo.
4.1 Introduccio´n
Los sistemas Bus Rapid Transit (BRT) han crecido en popularidad en los u´lti-
mos an˜os, el nu´mero de ciudades que han implementado este sistema ha crecido en
gran manera. Esto es debido a la cantidad de beneﬁcios que ofrece el sistemas para
el transporte de usuarios, tales como mejora en tiempos de viaje, carriles exclusi-
vos, estaciones deﬁnidas y preferencias viales; todo esto se reﬂeja en viajes co´modos,
ra´pidos y eﬁcientes. Adema´s minimiza el impacto que causa el transito de autobuses
al estado de las calles, al tra´ﬁco y a los peatones.
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4.1.1 ¿Que´ son los sistemas Bus Rapid Transit?
La administracio´n federal de transito deﬁne BRT como ”un modo ra´pido de
transporte que puede combinar la calidad del transporte ferroviario y la ﬂexibilidad
de los autobuses”. Una deﬁnicio´n ma´s detallada, que se desarrollo´ como parte de
TCRP A-23, es que ”el BRT es un sistema ﬂexible, de modo de tra´nsito ra´pido
que combina estaciones, veh´ıculos, servicios, corredores, y el sistema de transporte
inteligente (ITS) elementos en un sistema integrado con una fuerte imagen positiva
y con identidad. Los sistemas BRT esta´n disen˜ados para ser apropiados para el
mercado que sirven y su entorno f´ısico y pueden ser implementadas gradualmente en
una variedad de entornos”. En breve, el BRT es un sistema integrado de instalaciones,
servicios y comodidades que mejoran colectivamente la velocidad, la ﬁabilidad, y la
identidad de tra´nsito de autobuses (Larwin et al., 2007).
Entre las ciudades donde se han incluido estos sistemas tenemos ciudades de los
Estados Unidos: Boston, Charlotte, Cleveland, Eugene, Hartford, Honolulu, Hous-
ton, Los A´ngeles, Miami, Nueva York, Pittsburgh y Seattle; dos ciudades de Canada´ -
Ottawa y Vancouver, Canada´; ciudades de Australia - Adelaide, Brisbane y Sydney;
en Europa - Leeds, Runcorn, y Rouen; y en Ame´rica del Sur - Belo Horizonte, Bo-
gota´, Curitiba, Quito y Sao Paulo (Hidalgo y Graftieaux, 2008). La mayor´ıa de
estos sistemas BRT se encuentran en ciudades con poblaciones de ma´s de 700,000.
Muchos de los lugares tambie´n tienen tra´nsito ferroviario (Deng y Nelson, 2011).
Espec´ıﬁcamente para Me´xico existen 22 ciudades que han implementado, esta´n en
fase de construccio´n o en planeacio´n de un sistema BRT. Los sistemas ma´s grandes
e importantes son el Metrobu´s de la Ciudad de Me´xico, Macrobu´s en Guadalajara,
Transmetro y la nueva Ecov´ıa en el estado de Nuevo Leo´n (Wikipedia, 2014).
Esta u´ltima es el sistema de intere´s para nuestro estudio, dado que la adap-
tacio´n e implementacio´n de nuestro modelo, presentado en el cap´ıtulo 3 es relativa-
mente sencilla por la compatibilidad que se mostrara´ ma´s adelante.
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4.2 Sistema Ecov´ıa
Ecov´ıa (ﬁgura 4.1) es un proyecto que contempla la implementacio´n de autobu-
ses modernos que circulan por carriles exclusivos al centro de la vialidad principal del
Corredor Lincoln-Ruiz Cortines. Actualmente cuenta con 80 autobuses en circula-
cio´n de motores ecolo´gicos, climatizados, que recorren una longitud de 30 kilo´metros
desde la terminal de integracio´n Lincoln en Monterrey, Nuevo Leo´n, Me´xico hasta
la terminal de integracio´n Valle Soleado en el municipio de Guadalupe, Nuevo Leo´n,
Me´xico, con 39 estaciones intermedias (Ecov´ıa, 2014).
Figura 4.1: Logotipo sistema de transporte Ecov´ıa.
4.2.1 Caracter´ısticas
El desarrollo e implantacio´n de este proyecto del Sistema Integrado de Trans-
porte Metropolitano comprende:
30 kilometros de carriles exclusivos en las avenidas Lincoln y Ruiz Cortinez.
Accesibilidad Universal.
Autobuses de alta tecnolog´ıa con WiFi, climatizados.
Estaciones climatizadas.
Pantallas que indican los tiempos de llegada de los autobuses.
Sistema automatizado de prepago.
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Pago compatible con el Sistema Feria1.
4.2.2 Beneficios
El sistema da servicio directamente a los municipios de Monterrey, San Nicola´s
de los Garza y Guadalupe, adema´s, a trave´s de las rutas alimentadoras beneﬁcia
a los municipios de Apodaca, Garc´ıa y Santa Catarina.
Da servicio a un total de 160 mil usuarios del transporte pu´blico diariamente
en las l´ıneas troncales.
El sistema de transporte Metro esta interconectado a la Ecov´ıa, aumentan-
do as´ı su cobertura longitudinal de 32 a 62.1 kilo´metros y el usuario tiene
disponibles ma´s destinos con el mismo boleto.
Se pretende reducir hasta en un 50 por ciento los tiempos de traslado para el
usuario. Los recorridos de una hora sobre Lincoln y Ruiz-Cortines se hara´n en
30 minutos.
Para ﬁnes de funcionalidad se reestructuraron 47 rutas de transporte pu´blico,
lo que trata de mejorar la vialidad para el automovilista en el corredor.
Reducira´ 16 mil 750 toneladas de bio´xido de carbono al an˜o, lo que representa
alrededor de 5 por ciento de las emisiones actuales en el corredor.
Bajara´ entre 15 y 20 por ciento el uso del automo´vil particular en la zona de
inﬂuencia del proyecto, en el mediano plazo.
Estas caracter´ısticas se pueden observar gra´ﬁcamente en 4.2 donde se muestra
el sistema completo de alimentacio´n a la red Ecov´ıa. Donde, el carril de la ecovia
esta marcado en rojo y muestra las estaciones. Las l´ıneas verde, amarilla y gris es
1El sistema de pago electro´nico utilizado en el transporte urbano para la ciudad de Monterrey,
Nuevo Leo´n.
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es el sistema de metro colectivo Metrorrey en sus l´ıneas uno, dos y tres, respecti-
vamente. Finalmente las rutas urbanas alimentadoras esta´n marcadas por las l´ıneas
ma´s delgadas de la ﬁgura 4.2 sen˜aladas en con la letra inicial A, seguida del nu´mero
de ruta (ejemplo A210, A222, A35).
4.2.3 Ventajas
Para agilizar los procesos de abordaje y descarga al ma´ximo las estaciones
cuentan con puertas automa´ticas de gran dimensio´n que se acoplan al autobu´s,
dando mayor libertad de ascenso y descenso al pasajero en masas.
El carril exclusivo del sistema permite tener tiempos ma´s homoge´neos para
poder realizar mejores mediciones y un mejor sistema de optimizacio´n.
El sistema de prepago en las estaciones quita la responsabilidad al operador
de veriﬁcar el cobro y se enfoca solamente a manejar el autobu´s.
La ﬂuidez del sistema Ecov´ıa se ha visto beneﬁciada por la prohibicio´n de al
menos 80 vueltas a la izquierda en la Av. Ruiz Cortines y Av. Lincoln.
4.3 Simulacio´n del sistema Ecov´ıa
De la seccio´n anterior (4.2) donde se presentaron las principales caracter´ısticas
del sistema de transporte Ecov´ıa y siendo estas tomadas como base, se realizo´ una
simulacio´n que aproximara´ al comportamiento de la l´ınea.
Para esto se realizaron diversos estudios de campo como la toma de tiempos
de recorrido, el abordaje de pasajeros, velocidad de traslado, rastreo del recorrido
mediante el uso de GPS. Todo esto durante diversas horas del d´ıa y en diferentes
d´ıas de la semana. Se hicieron observaciones tanto abordo de las unidades como en
estaciones estrate´gicamente deﬁnidas para obtener informacio´n de mayor utilidad.
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Todos estos datos nos han permitido llevar el sistema real a la simulacio´n. El
simulador usado para la representacio´n en este caso fue ExtendSim, este permite
ingresar la informacio´n obtenida y es capaz de emular las caracter´ısticas del siste-
ma y de los pasajeros. Es un sistema de simulacio´n que funciona mediante el uso
de agentes y estructuras. Adema´s, es un software, versa´til, personalizable y progra-
mable, caracter´ısticas que nos permiten conectar la simulacio´n con los motores de
optimizacio´n.
Los datos que se requieren para lograr la simulacio´n del sistema son los siguien-
tes:
Ruta geogra´ﬁca de la l´ınea.
Coordenadas de las estaciones del sistema.
Tiempos de recorrido entre las estaciones.
Distancia entre las estaciones.
Velocidad promedio de los trayectos.
Nu´mero de unidades disponibles en el sistema.
Demanda de los pasajeros en cada estacio´n.
Tablas de origen-destino de los pasajeros.
La ruta de la l´ınea fue determinada mediante la informacio´n obtenida en el
rastreo GPS y procesada para reﬁnar los trayectos e imprecisos de lectura. Al mismo
tiempo se determino´ la ubicacio´n exacta de las estaciones. Una vez determinado lo
anterior se recolectaron datos de 20 observaciones, principalmente en las horas pico
segmentadas en man˜ana y tarde, para establecer los promedios de tiempo y velocidad
de recorrido entre los trayectos para d´ıas ha´biles. Adema´s se ha propuesto para la
simulacio´n una nueva forma de ca´lculo de la demanda y las tablas origen destino.
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4.3.1 Ca´lculo de la demanda
El introducir la demanda al simulador para cada estacio´n por hora es una tarea
que requiere un gran nu´mero de observaciones, adema´s de actualizaciones constantes.
Sin lugar a duda esta es una tarea muy exhaustiva si se desea estar analizando por
largos periodos de tiempo, adema´s del costo que esto conlleva el tomar los datos de
campo.
Se propone una nueva funcio´n de ca´lculo en base a la combinacio´n de dos tipos
de observaciones. La demanda observada durante todo el recorrido en horas pico y
la demanda observada en estaciones estrate´gicas a lo largo del d´ıa.
La toma de datos de la demanda durante el recorrido en horas pico te pro-
porciona informacio´n de cua´ntas personas abordan en cada una de las estaciones
cuando se presenta la hora pico Ds entonces se obtiene un vector de n elementos,
con el supuesto de que a esta hora es el ma´ximo numero de personas que abordan el
autobu´s y por lo tanto se normalizan los valores sobre el ma´s alto de los elementos.
La demanda en estaciones estrate´gicas, es decir, estaciones que muestren un
gran ﬂujo de pasajeros o que este´n situadas en puntos clave nos proporcionan infor-
macio´n sobre el comportamiento de la demanda a lo largo del d´ıa Dh de pasajeros
por periodo de tiempo con m elementos.
Entonces, se hace una multiplicacio´n matricial de Ds con la transpuesta D
T
h y
se obtiene entonces la demanda para cada estacio´n a lo largo del d´ıa
TDtotal = Ds ×DTh
lo que nos arroja una matriz de n ·m que proporciona la demanda estimada
de todas las estaciones a lo largo del d´ıa.
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4.3.2 Ca´lculo de tablas Origen-Destino
La aproximacio´n de las tablas Origen-Destino (O-D) se basa principalmente en
el enfoque de cua´ntas personas suben y do´nde bajara´n. De las observaciones hechas
se toma el nu´mero de pasajeros que lograron abordar al autobu´s en la parada y
el nu´mero de pasajeros que descendieron en la misma, por lo tanto, se tienen dos
vectores distintos, los que suben y los que bajan.
El procedimiento comienza veriﬁcando que el numero de pasajeros que subieron




Entonces, conforme se va recorriendo el avance para cada estacio´n se calculan las
probabilidades de bajada para el nu´mero de arribos de cada una de las estaciones,








Esto nos crea una matriz triangular superior que puede alimentar la probabilidad
del destino de cada pasajero cada vez que llegue a una estacio´n.
To´mese en cuenta que se requiere del ca´lculo de una matriz de probabilidad
O-D para el recorrido de ida o otra para el recorrido de regreso y no necesariamente
deben ser coincidentes.
4.4 Modelo matema´tico
Este modelo se deriva del cap´ıtulo 3 por lo tanto nos hemos empen˜ado en usar
la misma notacio´n para ﬁnes de compatibilidad. Se mencionan en lista los para´metros
que se han considerado:
capk capacidad del autobu´s k,
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dists distancia en metros de la estacio´n s y la estacio´n s− 1,
speedks velocidad de operacio´n del autobu´s k entre las estaciones s y s− 1 dada en
minutos,
ODkss� Es la fraccio´n de pasajeros que abordan k en la estacio´n s cuyo destino es s
�
(Para todo s < s�),
minHeadk,maxHeadk el control de intervalos permisibles para k y k−1 debe estar
entre estos dos que necesitan ser congruentes,
t0 instante cuando las decisiones deben ser tomadas, consideramos que tenemos toda
la informacio´n necesaria,
d0k distancia entre el autobu´s k y su ultima parada visitada en el tiempo t
0. si el
autobu´s aun esta en la parada, entonces d0k = 0.
s(k) indica la u´ltima parada s que visito´ k en el tiempo t0. Si el autobu´s k esta en
la parada s�, entonces s(k) = s� − 1.
c0s es el nu´mero de pasajeros esperando en s al tiempo t
0.






ψEks + �Tks, (4.1)
Eks ≥ minHeadk − (tdks − tdk−1s), k = 2, . . . , K, s = s(k) + 1, . . . , S
(4.2)
Eks ≥ 0, k = 2, . . . , K, s = s(k) + 1, . . . , S.
(4.3)
Tks ≥ (tdks − tdk−1s)−maxHeadk, k = 2, . . . , K, s = s(k) + 1, . . . , S
(4.4)
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Tks ≥ 0, k = 2, . . . , K, s = s(k) + 1, . . . , S
(4.5)
tdks(k)+1 = t0 +
dists(k) − d0k
speedks(k)
+ dwellks(k)+1 + hks(k)+1, k ∈ K
(4.6)
tdks = tdks−1 +
dists−1
speedks−1
+ dwellks + hks, k ∈ K, s = s(k) + 2, . . . , S − 1.
(4.7)




















, k ∈ K, s = s(k) + 1, . . . , S
(4.12)
dwellks = passBusks · boardT + alighting · alighT, k ∈ K, s = s(k) + 1, . . . , S
(4.13)
tdks − tdk−1s ≥ 0, k ∈ K \ {1}, s = s(k − 1) + 1, . . . , S
(4.14)
td1s − tdKs ≥ 0, s = s(k) + 1, . . . , s(1)
(4.15)
tdk−1s − tdks ≥ 0, k ∈ K \ {1}, s = s(k) + 1, . . . , s(k − 1)
(4.16)
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Ba´sicamente el modelo es una derivacio´n impl´ıcita del modelo del cap´ıtulo
anterior donde la funcion objetivo (4.1) es la sumatoria de las penalizaciones fuera
del intervalo. Las ecuaciones (4.2)-(4.5) activan las penalizaciones si el intervalo es
violado. Las ecuaciones (4.6) y (4.7) calculan los tiempos de partida de cada autobu´s.
Mientras que (4.8) determina el ma´ximo valor d espera del autobus en la estacio´n,
an˜adiendo aqu´ı la condicio´n de un nu´mero ma´ximo de eventos de espera con yks,
el cual es registrado en (4.9). Las ecuaciones (4.10) y (4.11) registran el nu´mero de
pasajeros que esperan el autobu´s y (4.12) deﬁnen los que esta´n abordo. Cabe sen˜alar
que el sistema Ecov´ıa usa una sola entrada y salida, es por ello que se debe an˜adir la
suma del tiempo de descarga ma´s el tiempo de abordaje a dwellks, entonces (4.13)
sufre esa modiﬁcacio´n. Las restricciones (4.14)-(4.16) se mantienen para no generar
rebases.
4.5 Conclusiones del cap´ıtulo y trabajo futuro
Se creo´ una simulacio´n totalmente adecuada al nuevo sistema de transporte en
Nuevo Leo´n, Ecov´ıa, el comportamiento en tanto a demanda y tiempos de servicio se
aproxima al comportamiento del sistema real. Esto quiere decir que nuestro modelo
trabaja bien y que podr´ıamos extenderlo o aplicarlo a cualquier otro sistema BRT,
teniendo la informacio´n adecuada para cada uno de los elementos.
Adema´s aunque no hemos conectado el modelo de optimizacio´n con la simu-
lacio´n, en base a los resultados de cap´ıtulo anterior y su similitud dado que es un
derivado podemos pronosticar que podremos desarrollar un buen motor de optimi-
zacio´n para la Ecov´ıa en la distribucio´n del tra´ﬁco.
Los me´todos propuestos para la creacio´n del prono´stico de la demanda y las
tablas O-D han resultado eﬁcientes y ahorran mucho tiempo de trabajo de campo y
de ca´lculo al simulador.
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4.5.1 Trabajo futuro
Como trabajo futuro de esta investigacio´n se tiene contemplado seguir traba-
jando en la mejora de la simulacio´n y reﬁnacio´n del modelo matema´tico para poder
lograr una mejor simulacio´n y por lo tanto optimizacio´n del problema.
Se consideran agregar al modelo y al simulador medidas de desempen˜o de la
l´ınea que hagan ma´s realista el entorno.
Se buscara´ la aplicacio´n real al sistema Ecov´ıa para ﬁnes de colaboracio´n y
mejora del sistema real.
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La presente tesis hace e´nfasis en el tratamiento de problemas que cuentan
con incertidumbre. Damos cuenta que el tratamiento de la incertidumbre puede ser
atacado de distintas maneras, en particular para este trabajo, el primer problema
de disen˜o de una red de cadena de suministro de ciclo cerrado, donde se caracteriza
el problema a escenarios para atacar la incertidumbre con el uso de escenarios y un
modelo multiperiodo para el ana´lisis de la demanda a largo plazo donde se demuestra
que las soluciones no son fa´ciles de obtener. Adema´s, por ser una decisio´n que implica
fuertes inversiones y un posicionamiento territorial pra´cticamente que deﬁnira´ la
vida y el e´xito del proyecto es necesario en apoyarse en me´todos de solucio´n que
garanticen soluciones de alta calidad. Los me´todos usados para tomar las decisiones
son eﬁcientes al considerar la agregacio´n de la incertidumbre mediante escenarios.
Se probo´ tambie´n que la agregacio´n de los periodos al modelo puede ser tratado y
resuelto de manera similar al problema estoca´stico.
Esto forma parte de la contribucio´n de este trabajo de investigacio´n ya que si
se tiene la misma estructura del modelo estoca´stico y multiperiodo, los me´todos de
solucio´n pueden ser los mismos y por lo tanto la combinacio´n de ambos problemas
no debe reﬂejar problema par adaptar el problema completo a estas metodolog´ıas.
El segundo problema expuesto sobre el mejoramiento del estado en tiempo real
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de un sistema de transporte urbano implica decisiones a corto plazo y se demostro´ que
una manera eﬁciente de atacar el problema es mediante la te´cnica del horizonte de
tiempo, cuya aplicacio´n en estas l´ıneas de transporte urbano es relativamente fa´cil
por las tecnolog´ıas que se cuentan para el apoyo a la toma de decisiones. El sistema
sigue siendo inherentemente estoca´stico pero el apoyarse en las nuevas tecnolog´ıas
hace que esta incertidumbre se minimice. Se observa que el tiempo con el que deben
hacerse los chequeos de los estados deben de estar calibrados por que tiempos muy
cortos de chequeo demandan un esfuerzo computacional y costos de operacio´n y
ana´logamente tiempos muy largos de chequeo no garantizan mejorar el estado de la
red.
Se observa que la te´cnica de holding bus muestra eﬁciencia para regular la red en
la equidistancia de los autobuses y reduce el tiempo de espera total de los pasajeros,
sin embargo aumenta los costos de operacio´n, se demostro´ experimentalmente que
la acotacio´n de los tiempo de espera reducen estos costos y a la vez no altera en
gran medida a la planeacio´n original, lo que es importante para las empresas de
transporte.
Finalmente el poder emular un ambiente real, para nuestro caso el sistema
Ecov´ıa permite veriﬁcar que las lineas de autobuses esta´n siempre expuestas a la
incertidumbre. Los datos recolectados permitieron crear una simulacio´n que mues-
tra los puntos ma´s vulnerables del sistema y por lo tanto donde hay ma´s riesgo e
incertidumbre.
5.2 Trabajo futuro
Se considera trabajo futuro para los temas abordados en esta tesis.
Primeramente para el problema de log´ıstica inversa se desea combinar el pro-
blema estoca´stico por escenarios con el modelo multiperiodo y as´ı poder lograr un
mejor modelo para toma de decisiones en redes de ciclo cerrado.
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Se busca hacer un ana´lisis exhaustivo de la estructura para determinar que
me´todo de solucio´n es el adecuado. Principalmente buscaremos probar el me´todo de
descomposicio´n de Benders y la relajacio´n lagrangeana, me´todos que han funcionado
para el problema en su forma determinista.
Para el modelo de regulacio´n de tra´ﬁco se desean agregar alternativas de com-
portamiento para los autobuses, donde se pueda incluir te´cnicas como el skipping
stop problem y asignacio´n de unidades, todo esto en orden de dar ma´s alternativas
al tomador de decisiones y as´ı lograr ma´s eﬁciencia en los tiempos de espera de los
pasajeros y reduccio´n de costos.
Se espera que estos modelos de control de traﬁco ma´s adelante puedan ser
integrados a la reoptimizacio´n de la planiﬁcacio´n si esta se ve afectada por el com-
portamiento de la l´ınea.
Por u´ltimo se desea la aplicacio´n real con algu´n sistema de transporte que
sea compatible con los modelos presentados. La obtencio´n de motores de optimiza-
cio´n que puedan ser de utilidad para las empresas mediante el servicio directo o de
terceros.
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