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Abstract
We study BPS non-abelian semilocal vortices in U(NC) gauge theory
with NF flavors, NF > NC, in the Higgs phase. The moduli space for ar-
bitrary winding number is described using the moduli matrix formalism.
We find a relation between the moduli spaces of the semilocal vortices in
a Seiberg-like dual pairs of theories, U(NC) and U(NF −NC). They are
two alternative regularizations of a “parent” non-Hausdorff space, which
tend to the same moduli space of sigma model lumps in the infinite gauge
coupling limits. We examine the normalizability of the zero-modes and
find the somewhat surprising phenomenon that the number of normaliz-
able zero-modes, dynamical fields in the effective action, depends on the
point of the moduli space we are considering. We find, in the lump limit,
an effective action on the vortex worldsheet, which we compare to that
found by Shifman and Yung.
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1 Introduction and discussion
Solitons in classical and quantum field theories (and string theory) have always attracted interest
due to their applications to numerous branches of physics. Vortices in particular play a crucial
role in many different contexts, from condensed matter to high energy physics and cosmology.
While abelian vortices [1, 2] have been widely studied in the literature, non-abelian vortices
were introduced quite recently [3, 4]. These configurations are characterized by non-abelian
zero-modes (moduli) related to their orientation in the internal color-flavor space. Since the
introduction of the moduli matrix formalism (for a review see [5]), the study of non-abelian
vortices has acquired new emphasis: the characterization and the analysis of their moduli spaces
in terms of moduli matrix parameters [6, 7] has contributed to new insights into non-abelian
electric-magnetic duality [8] and the issue of reconnection of non-abelian cosmic strings [9]. A
review of solitons containing non-abelian vortices can be found in [5, 10, 11, 12]. Here we extend
the investigation of this class of solitons to the semilocal case.
The term semilocal vortex was invented for string-like objects in abelian Higgs models with
more than one Higgs field [13], where a global (flavor) symmetry group is present in addition
to the local (gauge) symmetry group. In the non-abelian context of interest in this note, if the
gauge group is U(NC) and there are NF flavors of fundamental matter, semilocal will refer to the
case NF > NC. Semilocal abelian vortices are known to exhibit peculiar properties, which are
very different from those of the usual Abrikosov-Nielsen-Olesen (ANO) vortices [1, 2]. As usual
their total magnetic flux is quantized in terms of their topological charge, however the magnetic
field of a semilocal vortex does not decay exponentially in the radial direction, instead it falls off
according to a power law. Moreover the transverse size of the flux tube is not fixed but becomes
a modulus. This feature gives rise to questions about the stability of these objects; in [14] (see
also [15]) it is argued that they are stable if the quartic coupling in the potential is less than or
equal to the critical (BPS) value, i.e., if the mass of the scalar is less than or equal to the mass
of the photon.
Semilocal vortices interpolate between ANO vortices and sigma model lumps [14, 16], to which
they reduce in two different limits. It is possible to study their dynamics [17] in the moduli space
approximation [18] and also in the lump limit [19]. It turns out that, in general, the fluctuations
of some zero-modes corresponding to the global size of the configuration actually cost infinite
energy. These zero-modes have to be fixed to make moduli space dynamics meaningful.
It is natural to ask what emerges for semilocal non-abelian vortices. The number of zero
modes, namely the dimension of the moduli space, of winding number k was calculated to be
2kNF in [4]. The problem of (non-)normalizability of these zero modes, or the construction of
the effective theory, has been considered in detail for N = 2 supersymmetric U(2) gauge theories
with NF = 3, 4 in [20] by Shifman and Yung. They found BPS solutions for single non-abelian
semilocal vortices and then they used symmetry arguments to develop an effective theory on the
vortex worldsheet. They noted that single semilocal vortices have only non-normalizable zero-
modes except for the position modulus: not only the size modulus, but also the orientational
moduli undergo this pathology, which is somewhat more surprising. This behavior is manifest
because the effective worldsheet theory is a two dimensional sigma model, whose target space has
a divergent metric unless an infrared regulator is provided. In this respect the geodesic motion
on the moduli space seems essentially frozen, in contrast with the local case.
The aim of this paper is to generalize the moduli matrix approach [5] to semilocal vortices
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(a first application of this method to semilocal strings is found in [21]). Our considerations here
apply to vortex configurations of generic winding number k in any U(NC) gauge theory with NF
flavors and the critical quartic coupling, in the case of NF > NC. We analyze their moduli space
both at the kinematical and at the dynamical level. First we provide an unambiguous smooth
parametrization of the moduli space, provided by the moduli matrix, and study its topological
structure (without the metric). The moduli metric is defined only for normalizable moduli which
parameterize a subspace inside the whole moduli space of dimension 2kNF. We use supersymme-
try to derive an effective action for the system of k vortices and show that, even though a single
semilocal vortex always has only non-normalizable moduli [20], higher winding configurations
admit normalizable moduli, which roughly correspond to relative sizes and orientations in the
internal space, as first noted in [9]. This means that, upon fixing the non-normalizable global
moduli, the analysis of the geodesic motion on the moduli space becomes meaningful. Along the
way we discover an interesting relationship between the vortex moduli spaces of a Seiberg-like
dual pair of theories at fixed winding number k: they both descend, by means of two alternative
regularizations, from the same “parent space”, which is a non-Hausdorff space defined in terms
of a certain holomorphic quotient. As a result they are guaranteed to be birationally equivalent
and in fact they are related by a geometric transition. Moreover, in the limit of infinite gauge
coupling we see that they reduce to the same moduli space of k Grassmannian sigma model
lumps, as is expected on general grounds. We also find the normalizable moduli enhancement
on special submanifolds: the number of normalizable moduli can change depending on the point
of moduli space we are dealing with. For instance, the orientational moduli CPNC−1 of a k = 1
vortex are non-normalizable unless the size modulus vanishes. However they become normaliz-
able in the limit of vanishing size modulus where the semilocal vortex shrinks to a local vortex
(with physically non-zero size).
The paper is organized as follows. In Section 2 we define the model, write down BPS vortex
equations and review the moduli matrix formalism for analyzing the set of solutions. In Section 3
we discuss how the various sectors of the vortex moduli space are described by holomorphic or
symplectic quotients with specific properties; we also describe how the k-th topological sector
and that of a Seiberg-like dual theory are related. This pair of dual spaces becomes the same
Grassmannian lump moduli space at infinite gauge coupling, as is explained in Section 4; there,
we also find an interesting extension of the holomorphic rational map approach to Grassmannian
lumps. Section 5 is devoted to the presentation of explicit examples. In Section 6 we examine
(non-)normalizability of zero-modes and obtain the worldsheet effective action; some results are
compared with those previously obtained by Shifman and Yung. Finally in Section 7 a summary
and conclusions are given. In Appendix A, some geometrical properties of weighted projective
spaces with both positive and negative weights are briefly summarized. The detailed analysis for
the moduli spaces of k = 2 composite semilocal vortices is given in Appendix B, and the moduli
space for lumps is obtained in terms of the moduli matrix in Appendix C.
2 The U(NC) model and the moduli matrix
We shall be interested in a U(NC) gauge theory with NF flavors of fundamental scalars, which
we collect in an NC by NF matrix H . We restrict our attention to the case NF > NC, where
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semilocal vortices are admitted. The Lagrangian of this gauge theory is
L = Tr
[
− 1
2g2
Fµν F
µν −DµH DµH† − λ
(
ξ 1NC −HH†
)2]
(2.1)
where we have defined the field strength and covariant derivative
Fµν = ∂µWν − ∂νWµ + i [Wµ,Wν ] , DµH = (∂µ + iWµ) H (2.2)
in terms of the connection Wµ. Here g is the U(NC) gauge coupling and λ is the scalar quartic
coupling constant. Throughout this paper we shall take the critical (BPS) value λ = g2/4,
which assures that our Lagrangian is the bosonic sector of a supersymmetric model.1 In the
supersymmetric context ξ is interpreted as the Fayet-Iliopoulos parameter. We will set ξ > 0, so
as to have stable vortex configurations. The Lagrangian (2.1) is invariant under a global SU(NF)
flavor symmetry which acts on H from the right. The vacuum equation HH† = ξ 1NC implies
that H has maximal rank and so, after quotienting out the gauge equivalent configurations, H
defines a Grassmannian manifold. Therefore the model has a continuous Higgs branch
VHiggs = GrNF,NC ≃
SU(NF)
SU(NC)× SU(NF −NC)× U(1) (2.3)
and no Coulomb vacuum.2 The gauge symmetry is completely broken while an exact global
SU(NC)C+F color-flavor symmetry remains unbroken. We define a dual theory by the same
Lagrangian (2.1) with different gauge group U(N˜C) (N˜C ≡ NF − NC) and the same number of
flavors. From the last expression of (2.3) the Higgs branch of the dual theory is obviously identical
to that of the original theory. We refer to this duality as “Seiberg-like dual”, or simply “Seiberg
dual”. In the Hanany-Witten type D-brane realization [24] this duality can be understood as
exchange of two NS5-branes, while the original Seiberg duality inN = 1 theory can be understood
by this procedure with one NS5-brane rotated.
This system has non-abelian vortex solutions which satisfy the BPS equations
(D1 + iD2) H = 0, F12 + g
2
2
(
ξ 1NC −HH†
)
= 0. (2.4)
Actually these equations possess a continuous moduli space of solutions. Since every solution
is characterized by a topological (winding) number valued in π1(U(NC)) = Z, the moduli space
is divided into topological sectors. Upon introducing a complex parametrization of the plane,
z = x1+ix2, coordinates on the moduli space are conveniently collected in a unique mathematical
object H0(z), a holomorphic NC ×NF matrix called the moduli matrix which is defined by [21]
H = S−1(z, z¯)H0(z), W1 + iW2 = −2 i S−1(z, z¯) ∂¯zS(z, z¯) (2.5)
where S(z, z¯) is an NC×NC invertible matrix. The elements of H0(z) are polynomials in z whose
coefficients are good coordinates (in the sense of [9]) on the moduli space. A configuration has
winding number k if
detH0H
†
0 = O(|z|2k) (2.6)
1 The Lagrangian (2.1) possesses N = 2 supersymmetry if we suitably add two adjoint scalar fields, another
NC by NF matrix of (anti-)fundamental scalars and all the superpartners.
2 In the context of N = 2 supersymmetry the Higgs branch is the cotangent bundle over the Grassmannian
manifold, T ∗GrNF,NC [22] obtained as a hyper-Ka¨hler quotient [23].
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for large z. From the definition (2.5) one sees that H0(z) and S(z, z¯) are only determined up to
the so-called V -equivalence given by
H0(z)→ V (z)H0(z), S−1(z, z¯)→ S−1(z, z¯) V (z)−1 (2.7)
where V (z) is a GL(NC,C) matrix whose elements are polynomials in z. Eq. (2.6) implies that
if one fixes the winding number k, then det V must be constant.
The first BPS equation is automatically solved by the ansatz (2.5), while the second can be
rewritten as [21]
∂z(Ω
−1∂¯zΩ) =
g2
4
(
ξ1NC − Ω−1H0H†0
)
, (2.8)
where Ω ≡ S(z, z¯)S†(z, z¯). We will refer to Eq. (2.8) as the master equation, and assume that
it has a unique solution with a boundary condition Ω → ξ−1H0H†0. This assumption has only
been proven in the abelian case and for vortices on compact Riemann surfaces; however, there
are arguments that it extends to general vortices on C (see [5] for a more detailed discussion).
Following [5], it is possible to organize the moduli into a Ka¨hler quotient [23]. First, let us
write the moduli matrix as
H0(z) = (D(z),Q(z)) (2.9)
where D(z) is an NC ×NC matrix and Q(z) is a NC × N˜C matrix (N˜C ≡ NF −NC). Defining
P (z) ≡ detD(z), (2.10)
we set degP (z) = k, whereas all other minor determinants of H0(z) have degree at most k − 1:
this guarantees that Eq. (2.6) is satisfied and the winding number is equal to k. Moreover,
using the Plu¨cker relations (see, for instance, Eq. (B.28)), one finds that only a subset of the
minor determinants are independent, namely P (z) and the determinants of the minor matrices
obtained by substituting the r-th column of D(z), r = 1, . . . , NC, with the A-th column of Q(z),
A = 1, . . . , N˜C. The matrix having these minor determinants as its (r A) elements is denoted by
F(z),
FrA =
NC∑
k=1
QkA (CofD)rk = P (z)
NC∑
k=1
QkA (D
−1)rk, F(z) = P (z)D−1Q(z). (2.11)
Consider the equation
D(z)~φ(z) = ~J(z)P (z) = 0 mod P (z) (2.12)
for ~φ modulo P (z), where the components of ~φ are polynomials at most of degree zk−1. We find
k linearly independent such vectors ~φi(z), i = 1, . . . , k, each of which is a solution with a suitable
~Ji(z). In matrix form,
D(z)Φ(z) = J(z)P (z) = 0 mod P (z) (2.13)
where Φ(z) and J(z) are NC × k matrices made of the {~φi} and the { ~Ji} respectively. We are
naturally free to choose a basis in the linear space of solutions to Eq. (2.12) using the equivalence
relation
Φ(z) ∼ Φ(z)V−1, V ∈ GL(k,C). (2.14)
4
Since Φ(z) has the maximal rank, the {~φi} being linearly independent, the GL(k,C) action is
free3
Φ(z) = Φ(z)V−1 ⇒ V−1 = 1k. (2.15)
Now consider the product z ~φi(z), whose degree is in general less than or equal to k. The
polynomial division by P (z) leads to a constant quotient and a remainder that must be a linear
combination of {~φi}, as it must satisfy Eq. (2.12). In matrix form, these are summarized as
zΦ(z) = Φ(z)Z+ΨP (z). (2.16)
By multiplying D(z)/P (z) from the left and using Eq.(2.13), we also find,
zJ(z) = J(z)Z+D(z)Ψ. (2.17)
This defines uniquely the constant matrices Z and Ψ, of sizes k × k and NC × k respectively.
They enjoy an equivalence relation due to (2.14)
(Z, Ψ) ∼ (V ZV−1, ΨV−1) , V ∈ GL(k,C), (2.18)
where the GL(k,C) action is free (Eq. (2.15)). Eigenvalues of Z describe k positions of vortices,
and thus there is an equality P (z) = detD(z) = det(z − Z). Roughly speaking, each column
of Ψ parametrizes an orientation in CPNC−1 of each corresponding vortex. This would be the
whole story in the local case, but in the semilocal case there are extra moduli coming from Q(z).
Using the relation
D(z)F(z) = Q(z)P (z) (2.19)
which follows from Eq. (2.11) and the condition degF(z)rA ≤ k − 1 one finds that the columns
of F(z) are linear combinations of those of Φ(z),
F(z) = Φ(z)Ψ˜, (2.20)
where Ψ˜ is a k × N˜C constant matrix. Comparing Eq. (2.13) and Eq. (2.19) we find
Q(z) = J(z)Ψ˜. (2.21)
As Φ(z) is defined modulo equivalence relation Eq. (2.14), it follows that Ψ˜ is also defined up to
Ψ˜ ∼ V Ψ˜, V ∈ GL(k,C). (2.22)
All the moduli can thus be collected in the set of constant matrices {Z,Ψ, Ψ˜} modulo the
GL(k,C) equivalence of Eqs. (2.18) and (2.22).
3A group G is said to act freely on a space M , if for any point x ∈M , g x = x (g ∈ G) implies g = 1.
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3 Moduli spaces and quotients
Recently the moduli space of vortex configurations has been constructed in terms of quotient
spaces. This result was achieved both in the D-brane [4] and the pure field theory approach [6].
The latter approach is based on the moduli matrix formalism which, as was reviewed in Sec-
tion 2, allows one to extract all the moduli of BPS vortex equations from a single holomorphic
matrix H0(z). For configurations of winding number k in a U(NC) gauge theory with NF fun-
damental flavors, the moduli are conveniently collected into the triplet (Z,Ψ, Ψ˜), where Z is a
k × k, Ψ an NC × k and Ψ˜ a k × N˜C complex matrix. They are defined modulo the GL(k,C)
equivalence relation(
Z,Ψ, Ψ˜
)
∼
(
VZV−1,ΨV−1,VΨ˜
)
, V ∈ GL(k,C). (3.1)
The GL(k,C) action is free on the set {Z,Ψ, Ψ˜}, in fact it is even free on the subset {Z,Ψ}.
This is enough to define a good Ka¨hler quotient [23] and, indeed, the k-vortex moduli space turns
out to be
MNC,NF;k = {(Z,Ψ, Ψ˜) : GL(k,C) free on (Z,Ψ)}/GL(k,C). (3.2)
Let us, instead, consider the quotient
M̂NC,NF;k ≡ {Z,Ψ, Ψ˜}/GL(k,C) (3.3)
where the GL(k,C) acts freely. Now, while any free action of a compact group produces a
reasonable quotient, this is not always the case for a non-compact group, like GL(k,C). The
corresponding quotient can indeed present some pathologies: in particular it becomes typically
non-Hausdorff [25]. The absence of the Hausdorff property may appear to be just a mathematical
detail but it is actually crucial to the physics. As is well known, in certain kinematical regimes,
the dynamics of solitons (and vortices among them) can be described by geodesic motion on their
moduli space. If this moduli space is non-Hausdorff, two distinct points may happen to lie at
zero relative distance, in such a way that a geodesic can end at, or simply touch, both of them at
once. This is physically meaningless because two different points in the moduli space correspond
to two distinguishable physical configurations.
In general, it is possible to “regularize” a non-Hausdorff quotient space (i.e., to make it
Hausdorff) by removing some points (GL(k,C) orbits for us). This can be done in more than
one way; indeed, as intuition suggests, if two distinct points do not have disjoint neighborhoods,
one could remove either one point or the other.
Let us describe this phenomenon from another point of view. It is possible to associate to
the quotient Eq. (3.3) a moment map D,
D = [Z†,Z] +Ψ†Ψ− Ψ˜Ψ˜† − r. (3.4)
Setting D = 0, which corresponds to fixing the imaginary part of the gauge group GL(k,C) =
U(k)C, and further dividing by the real part, which is U(k), leads to the symplectic quotient
{Z,Ψ, Ψ˜|D = 0}/U(k). (3.5)
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Now, the symplectic quotient depends on the value of r in Eq. (3.4). In particular, its topology
is related to the sign of r. There are three cases: r > 0, r < 0 and r = 0, which represent three
possible regularizations of the space (3.3), i.e., three possible ways to obtain Hausdorff spaces.
In fact, if we choose r = 0, the point (Z,Ψ, Ψ˜) = (0, 0, 0), which would be a fixed point of U(k),
will be an element of (3.5). This point would have to be excluded by hand. It corresponds to
a small lump singularity as discussed below. The choice r 6= 0 guarantees a non-singular space
automatically.
A large class of examples of such quotients consists of weighted projective spaces (see Ap-
pendix A). Consider for instance the simple example WCP 1(1,−1) (Appendix A.1). This is the
space {y1, y2}/C∗ defined by the equivalence relations (y1, y2) ∼ (λy1, λ−1y2), λ ∈ C∗. After
removing the origin (0, 0) the remaining sick points are (0, y2) and (y1, 0), which are each in
every open neighborhood that contains the other. The two possible regularizations are:
i) WCP 1(1,−1) = {(y1, y2)|y1 6= 0}/C∗
Introducing the moment map D = |y1|2 − |y2|2 − r with r > 0, WCP 1(1,−1) is seen to be
equivalent to the symplectic U(1) quotient {D = 0}/U(1). We have introduced a notation
in which the underlined coordinates are the ones which cannot all vanish. This is because
D restricted to a single C∗ orbit,
D˜(λ) = |λ|2|y1|2 − |λ|−2|y2|2 − r, (3.6)
is a monotonic function of |λ|; for |λ| → +∞, D˜ goes to +∞ and for |λ| → 0 it goes to
−∞ or −r if y2 6= 0 or y2 = 0, respectively. This implies that there is a unique value of |λ|
which gives D˜ = 0, unambiguously fixing the imaginary part of U(1)C = C∗.
Note that the C∗ action is free on the set {y1}, as the point y1 = 0 is excluded.
ii) WCP 1(1,−1) = {(y1, y2)|y2 6= 0}/C∗
This is, instead, equivalent to the symplectic U(1) quotient obtained by setting r < 0 in
the moment map of i).
Now the C∗ action is free on the set {y2}.
Both i) and ii) turn out to be isomorphic to C, but, as mentioned above, two different reg-
ularizations of a complex quotient lead in general to different spaces (see Subsection 5.1 and
Appendix A). Note that in the case with r = 0, the fixed point (0, 0) will be a solution of (3.6)
and the resulting space will be a singular conifold. This conifold is resolved into a regular space
by setting r 6= 0. Similar phenomena occur in the general case of (3.5).
Based on considerations similar to those above, we are led to claim that, for any k, the k-vortex
moduli spaces of two Seiberg-like dual theories (in the sense of Section 2) correspond to the two
different regularization of the parent space in Eq. (3.3); these regularized spaces appear after a
symplectic reduction as the quotients Eq. (3.5) with r > 0 and r < 0 respectively. Indeed, in the
Seiberg dual theory the representations of the moduli {Z,Ψ, Ψ˜} under GL(k,C) are replaced by
their complex conjugates, which is formally equivalent to flipping the sign of the Fayet-Iliopoulos
parameter in Eq. (3.4).
In fact, adding the condition that GL(k,C) is free on the subset {Z,Ψ} (resp. {Z, Ψ˜}) to
Eq. (3.3), as imposed by the moduli matrix construction of Section 2, turns out to be equivalent
7
to selecting the specific regularization corresponding to the symplectic quotient (3.5) with r > 0
(resp. r < 0), that was first found in brane theory [4]. The quotient
MNC,NF;k = {(Z,Ψ, Ψ˜) : GL(k,C) free on (Z,Ψ)}/GL(k,C). (3.7)
is isomorphic to the symplectic quotient
{(Z,Ψ, Ψ˜) : D = [Z†,Z] +Ψ†Ψ− Ψ˜Ψ˜† − r = 0}/U(k). (3.8)
with r > 0.
Obviously, an analogous result holds with the following substitutions:
1. NC → N˜C (= NF −NC)
2. GL(k,C) free on (Z,Ψ)→ GL(k,C) free on (Z, Ψ˜)
3. r > 0→ r < 0.
4 The lump limit
Lumps are well-known objects, arising as static finite energy configurations of codimension two in
non-linear sigma models (see, for example, [26]). Lumps typically are partially characterized by
a size modulus, which in particular implies that the set of lump solutions is closed with respect
to finite rescaling. Formally one would also include the solution with vanishing size modulus,
but a physical configuration of zero width (and an infinitely spiked energy density) makes no
sense and must be discarded. Such limiting situations are known as small lump singularities,
and they actually represent singularities in the moduli space of lumps, which is then geodesically
incomplete. In contrast, semilocal vortices do not present this kind of pathology because they
have a minimum size equal to the ANO radius 1/g
√
ξ.
The situation is particularly clear for CP 1 lumps (related to our model with NC = 1 and
NF = 2). In fact, the set of lump configurations in the two dimensional CP
1 sigma model was
found to be in one-to-one correspondence with the set of holomorphic rational maps of the type
[27]
R(z) =
p(z)
q(z)
(4.1)
where p(z) and q(z) are two polynomials with no common factors and deg p < deg q. The
topological charge of the configuration π2(CP
1) = Z is given by deg q. It is clear that, in order
to define a fixed topological sector of the lump moduli space, one must consider the space of
pairs of polynomials E = {(p(z), q(z))} of appropriate degree, subject to the constraint that the
resultant is non-vanishing,
Res [p(z), q(z)] 6= 0, or equivalently, |p(z)|2 + |q(z)|2 6= 0 ∀z. (4.2)
This condition excludes the singular points at which p(z) and q(z) share a common factor,
implying that the corresponding state is not physical4.
4These considerations can be extended also to general CPn lumps using holomorphic rational maps.
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In the limit of infinite gauge coupling, g2 → ∞, our model Eq. (2.1) (the Higgs coupling
is also taken to infinity λ = g2/4 → ∞) reduces to a sigma model whose target space is the
Higgs branch VHiggs = GrNF,NC. On the other hand, semilocal vortices therein reduce, upon
compactification of the z plane, to Grassmannian lumps [4, 10], which are topologically supported
by π2(GrNF,NC) = Z. A rational map in this case is extended to holomorphic NC × N˜C matrix
given by
R(z) ≡ 1
D(z)
Q(z) =
F(z)
P (z)
= Ψ
1k
z − ZΨ˜, (4.3)
which is invariant under the V -transformation (2.7) and gives a holomorphic map from S2 to
GrNF,NC. Since GrNF,NC = GrNF,NF−NC , the Seiberg dual theory of Eq. (2.1) is the same Grass-
mannian sigma model in the dual infinite gauge coupling limit, g˜2 →∞; moreover, its semilocal
vortex configuration tends to the same lump solutions. Actually, the extended rational map
in the last form in Eq.(4.3), which is obtained by using Eq.(2.21) and Eq.(2.17), is manifestly
invariant under the Seiberg-like duality. Of course the two dual limits cannot physically co-exist:
here we are interested in the mathematical correspondences among moduli spaces of topological
string-like objects of two dual theories in the various limits.5
In the end we expect the two dual vortex moduli spaces to be deformed and/or modified in
the (respective) infinite gauge coupling limits in such a way that they reduce to the same moduli
space of Grassmannian lumps. Indeed, in the lump limit, the master equation (2.8) can be solved
algebraically by
Ω(z, z¯) = ξ−1H0(z)H
†
0(z¯). (4.4)
detH0H
†
0 must be non-vanishing in order to have non-singular configurations. A set of parameters
for which detH0H
†
0 = 0 at some point on the z plane corresponds to a small lump singularity
which must be discarded. In terms of R(z), such unphysical singularities can be avoided by
means of the constraint (see Eq. (C.4))
∀z : |P (z)|2 det (1NC +R(z)R†(z)) 6= 0, (4.5)
that is nothing but the generalization of Eq. (4.2), to which it correctly reduces for NC = 1
and NF = 2. This nicely completes the extension of the holomorphic rational map approach to
Grassmannian lumps.
It is possible to show that the “lump” condition detH0H
†
0 6= 0 is equivalent to statement that
(Z, Ψ˜) is GL(k,C) free (see Appendix C), so that the moduli space of k-lumps is given by:
MlumpNC,NF;k =
{
(Z,Ψ, Ψ˜) : GL(k,C) free on (Z,Ψ) and (Z, Ψ˜)
}
/GL(k,C)
= MNC,NF;k ∩MN˜C,NF;k. (4.6)
Namely, the moduli space of k-lumps is the intersection of the moduli space of k-vortices in one
theory with that of the Seiberg dual. The physical interpretation is the same as for singularities
in the CP 1 lump moduli space. Increasing g2 the semilocal vortex moduli space is deformed
and approaches that of Grassmannian lumps and, in the infinite coupling limit, it only develops
5 A Seiberg-like dual pair of solitons was previously found for domain wall solutions [28] and was then nicely
understood in a D-brane configurations by exchanging of positions of two NS5-branes along one direction [29].
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small lump singularities, as expected. These singularities correspond exactly to the presence
of local vortices, whose sizes, 1/g
√
ξ, shrink to zero in the infinite gauge coupling limit. The
same occurs in the Seiberg dual theory. What is left after the removal of the singular points is
nothing but the intersection of the two vortex moduli spaces. In other words, the moduli space
of semilocal vortices in each dual theory is given by the same moduli space of lumps in which
we “blow-up” the small lump singularities with the insertion of the local vortex moduli subspace
of the respective theory. From these considerations it is easy to convince ourselves that (4.6) is
correct: taking the intersection in (4.6) eliminates the local vortices of both dual theories, leaving
us with the moduli space of lumps.
The moduli space of semilocal strings has also been constructed, in terms of the symplectic
quotient (3.8), using a D-brane setup [4]. In this approach one must identify the parameter r
with the gauge coupling of the four dimensional gauge theory:
r = 2π/g2. (4.7)
As one may expect, the lump limit is seen to be formally equivalent to taking the limit r → 0.
This limit is singular, in fact it develops singularities that correspond to the already mentioned
small lump singularities. We can write for the moduli space of lumps:
MlumpNC,NF;k = {(Z,Ψ, Ψ˜) : D = [Z†,Z] +Ψ†Ψ− Ψ˜Ψ˜† = 0, U(k) free }/U(k), (4.8)
were we have excluded “by hand” the small lump singularities by considering only points for
which the U(k) action is free6.
Coming back to our example WCP 1(1,−1), from Section 3, we see that we must take away both
of the pathological points that spoil the Hausdorff property, instead of only one. The net result
is the intersection of the two regularized spaces WCP 1(1,−1) and WCP
1
(1,−1), e.g. C
∗. This is also
the space that we obtain if we eliminate the singularity of the conifold, in agreement with the
general statement Eq. (4.8).
The moduli space duality and the lump limit are then summarized by the following “diamond”
diagram:
M̂NC,NF;k
''O
OO
OO
OO
OO
OO
wwoo
oo
oo
oo
oo
oo
MNC,NF;k
g2→∞ ''OOO
OO
OO
OO
OO
O
Seiberg duality //oo MN˜C,NF;k
g˜2→∞wwoooo
oo
oo
oo
o
MlumpNC,NF;k
5 Some examples
5.1 Fundamental semilocal vortices and lumps
In this section we consider the topological sector k = 1, which consists of fundamental (single)
semilocal vortices and lumps. The basic mathematical objects in this case are the weighted
6A free quotient of a compact group is always smooth.
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projective spaces with both positive and negative weights (see Appendix A). For these we adopt
the notation WCP n−1[Qw11 , . . . , Q
wl
l ], where the Qi, i = 1, . . . , l(≤ n), represents the weight and
wi the number of homogeneous coordinates carrying that weight; clearly
∑l
i=1wi = n.
This particular kind of toric variety plays a fundamental role in gauged sigma models in two
dimensions [25] and their solitons [16]. As was noted in [25], when the set of weights includes both
positive and negative integers (recall that multiplying all of the weights by a common integer
number has no effect), the space is non-Hausdorff. There are two possible regularizations (in
the sense of Section 3), which correspond to eliminating the subspace where either all positively
charged or all negatively charged coordinates vanish.
Looking at Eq. (3.1), it is easy to see that Z “decouples”, in the sense that the GL(1,C) =
U(1)C = C∗ acts trivially on it; indeed(
Z,Ψ, Ψ˜
)
∼
(
Z, λ−1Ψ, λΨ˜
)
, λ ∈ C∗. (5.1)
Although we shall keep the same notation for the moduli spaces, they will be intended as the
internal moduli spaces from now on, as the position moduli Z ∈ C always factorize. Given this,
we identify M̂NC,NF;1 with WCPNF−1[1NC ,−1N˜C ]. We can regularize (in the sense of Section 3)
this space by insisting that Ψ 6= 0. We indicate this space with the following notation:
MNC,NF;1 = O(−1)⊕N˜C → CPNC−1 ≡WCPNF−1[1NC,−1N˜C ] (5.2)
where O(−1) stands for the universal line bundle7. Analogously, the dual regularization is
obtained by imposing Ψ˜ 6= 0:
MN˜C,NF;1 = O(−1)⊕NC → CP N˜C−1 ≡WCPNF−1[1N˜C ,−1NC]. (5.3)
Note that when NC = N˜C these spaces become non-compact (local) Calabi-Yau manifolds, which
corresponds to the fact that just in this case the conformal bound for a four-dimensional U(NC)
with N = 2 supersymmetry is saturated.
In the lump limit one must take Ψ, Ψ˜ 6= 0:
MlumpNC,NF;1 = (CN˜C)∗ ⋉CPNC−1 ≃ (CNC)∗ ⋉CP N˜C−1 ≃ {(CNC)∗ ⊕ (CN˜C)∗}/C∗, (5.4)
with F ⋉B denoting a fiber bundle with F a fiber and B a base. The C∗ acts with charges +1
and −1 on (CNC)∗ and (CN˜C)∗ respectively. If we define
MlumpNC,NF;1 ≡WCPNF−1[1NC,−1N˜C ], (5.5)
we can summarize the situation with the following diamond diagram:
WCPNF−1[1NC ,−1N˜C ]
**U
UU
UU
UU
UU
UU
UU
UU
UU
ttii
ii
ii
ii
ii
ii
ii
ii
i
WCPNF−1[1NC ,−1N˜C ]
g2→∞ **UUUU
UU
UU
UU
UU
UU
UU
U
Seiberg duality //oo WCPNF−1[1N˜C ,−1NC ]
g˜2→∞ttiiiii
ii
ii
ii
ii
ii
ii
WCPNF−1[1NC ,−1N˜C ]
Let us consider some concrete examples.
7The fiber of the universal line bundle at each point in CPn−1 is the line that it represents in Cn.
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• NC = 1, NF = 2
This is a self-dual system. From M̂1,2;1 =WCP 1[1,−1] one finds M1,2;1 = C for both the
original and the dual theory. The moduli space of lumps is obtained by removing the small
lump singularity and it is Mlump1,2;1 = C∗. Explicitly, from the moduli matrix
H0 = (z − z0, b) ⇔
{
Z,Ψ, Ψ˜
}
= {z0, 1, b} , (5.6)
one finds the solution (4.4)
Ω = |z − z0|2 + |b|2 (5.7)
and the non-vanishing condition is b 6= 0 (consider the point z = z0). Removing the point
b = 0 from the vortex moduli space C one obtains the lump moduli space C∗. In summary:
WCP 1[1,−1]
&&L
LL
LL
LL
LL
LL
xxrr
rr
rr
rr
rr
r
C
g2→∞
&&M
MM
MM
MM
MM
MM
MM
Seiberg duality //oo C
g˜2→∞
xxqq
qq
qq
qq
qq
qq
q
C∗
• NC = 2, NF = 3 dual to NC = 1, NF = 3
We have now the “parent” moduli space, M̂2,3;1 = WCP 2[1, 1,−1]. The two dual regular-
izations areM2,3;1 = C˜2, namely the blow-up of the origin ofC2 by inserting S2 ≃ CP 1 (see
Appendix A.3), and M1,3;1 = C2. The lump limit is Mlump2,3;1 = (C2)∗, the two-dimensional
complex vector space minus the origin.
All of the moduli spaces can be found using the moduli matrix. In the lump limit, the
general solution for the original theory leads
H0 =
(
1 b 0
0 z − z0 c
)
⇔
{
Z,Ψ, Ψ˜
}
=
{
z0,
( −b
1
)
, c
}
, (5.8)
det Ω|z=z0 = |c|2(1 + |b|2) (5.9)
and so the determinant vanishes, indicating a small lump singularity, on the blown-up 2-
sphere c = 0. Removing this 2-sphere from the vortex moduli space C˜2 one is left with
the lump moduli space (C2)∗. In order to cover the whole moduli space C˜2, together with
that in Eq. (5.8), one needs another patch for the moduli matrix. The transition functions
between these two patches are given in Appendix A.3. In the case of the dual theory
H0 = (z − z˜0, b˜, c˜) ⇔
{
Z,Ψ, Ψ˜
}
=
{
z˜0, 1,
(
b˜, c˜
)}
, (5.10)
Ω|z=z˜0 = |b˜|2 + |c˜|2 (5.11)
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and so the determinant vanishes at the point {b˜ = c˜ = 0} ∈ C2. The diamond diagram is
WCP 2[1, 1,−1]
&&N
NN
NN
NN
NN
NN
N
xxpp
pp
pp
pp
pp
pp
C˜2
g2→∞ &&NN
NN
NN
NN
NN
NN
Seiberg duality //oo C2
g˜2→∞xxpppp
pp
pp
pp
pp
(C2)∗
• NC, NF = NC + 1 dual to NC = 1, NF
This is a generalization of the previous two examples. The parent space is M̂NC,NC+1;1 =
WCPNC[1NC,−1]. On one side we have MNC,NC+1;1 = WCPNC[1NC,−1] = C˜NC , which
is CNC with the origin blown up into a CPNC−1, while on the other side the dual moduli
space is simply M1,NC+1;1 = WCPNC[1NC,−1] = CNC . In the lump limit we are left with
MlumpNC,NC+1;1 = (CNC)∗ since in the original theory
H0 =
(
1NC−1 b 0
0 z − z0 c
)
⇔
{
Z,Ψ, Ψ˜
}
=
{
z0,
( −b
1
)
, c
}
, (5.12)
det Ω|z=z0 = |c|2(1 + |b|2) (5.13)
and so the small lump singularity is the blown-up CPNC−1 at c = 0 in the vortex moduli
space. Here b is a column (NC − 1)-vector. For the dual theory
H0 = (z − z˜0, b˜) ⇔
{
Z,Ψ, Ψ˜
}
=
{
z˜0, 1, b˜
}
, (5.14)
Ω|z=z˜0 = |b˜|2 (5.15)
which identifies the small lump singularity with the point |b˜| = 0 ∈ CNC. Here b˜ is a row
NC-vector. These moduli spaces are summarized by the diamond diagram
WCPNC[1NC ,−1]
''P
PP
PP
PP
PP
PP
P
wwoo
oo
oo
oo
oo
oo
C˜NC
g2→∞ ''PPP
PP
PP
PP
PP
P
Seiberg duality //oo CNC
g˜2→∞wwoooo
oo
oo
oo
oo
(CNC)∗
• NC = 2, NF = 4
This theory is again self-dual. The parent space is M̂2,4;1 = WCP 3[1, 1,−1,−1], which
yields M2,4;1 = O(−1) ⊕ O(−1) → CP 1, namely the resolved conifold [38] (see Ap-
pendix A.5). The moduli space of lumps is Mlump2,4;1 = (C2)∗ ⋉CP 1. Indeed
H0 =
(
1 b 0 0
0 z − z0 c d
)
⇔
{
Z,Ψ, Ψ˜
}
=
{
z0,
( −b
1
)
, (c, d)
}
, (5.16)
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and from the non-vanishing condition
det Ω|z=z0 = (1 + |b|2)(|c|2 + |d|2) = |Ψ|2|Ψ˜|2 6= 0 (5.17)
we recognize (c, d) as coordinates of (C2)∗ and b as the inhomogeneous coordinate of the
base CP 1. Therefore one removes the CP 1 at c = d = 0, that is Ψ˜ = 0. In the dual theory,
on the other hand, the roles of Ψ and Ψ˜ are interchanged and so one instead removes the
CP 1 at Ψ = 0, which is related by a flop transition to the CP 1 of the previous moduli
space. In the end
WCP 3[1, 1,−1,−1]
**VV
VV
VV
VV
VV
VV
VV
VV
V
ttii
ii
ii
ii
ii
ii
ii
ii
i
O(−1)⊕O(−1)→ CP 1
g2→∞ **VVVV
VV
VV
VV
VV
VV
VV
V
Seiberg duality //oo O(−1)⊕O(−1)→ CP 1
g˜2→∞ttiiiii
ii
ii
ii
ii
ii
ii
(C2)∗ ⋉CP 1
It is suggestive to note that similar topological transitions of the type descried above occur
within the non-commutative vortex moduli space as the non-commutativity parameter is varied
[4].
5.2 Multiple semilocal vortices and lumps
Let us now consider configurations with several vortices (or, equivalently, higher winding number
vortices). Consider first the situation when all vortices are separated. In this case the moduli
space reduces to the symmetric product of single vortex moduli spaces [6]:
MNC,NF;k
∣∣
sep
≃ (MNC,NF;1)k/Sk, (5.18)
where Sk is the permutation group of k objects. From this we can easily generalize our picture
of the duality:
(M̂NC,NF;1)k/Sk
))R
RR
RR
RR
RR
RR
RR
R
uull
ll
ll
ll
ll
ll
ll
(MNC,NF;1)k/Sk
g2→∞ ))RRR
RR
RR
RR
RR
RR
R
Seiberg duality //oo (MN˜C,NF;1)k/Sk
g˜2→∞uullll
ll
ll
ll
ll
l
(MlumpNC,NF;1)k/Sk
It is well known that (5.18) contains orbifold singularities (which are resolved in the complete
space) that correspond to two or more coincident vortices. In order to see how duality works in
this case, we can study in detail the moduli (sub)space of two coincident vortices, generalizing
the analysis of [7] to the semilocal case.
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Let us restrict ourselves to double vortices (k = 2). The “parent” space of coincident two
vortices is found to be a kind of weighted Grassmannian manifold with negative weights (see
Appendix B):
M̂NC,NF;2
∣∣
coinc
=WGr
(1NC ,0,−1N˜C )
NC+N˜C+1,2
= WGr
(1NC ,0,−1N˜C )
NF+1,2
. (5.19)
This space suffers from the same problems of regularization as weighted projective spaces with
negative weights. We can regularize it in two different (and dual) ways. The first is to choose
only the points such that the first 2× (NC+1) minor of the matrix defining the WGr(1
NC ,0,−1N˜C )
NC+N˜C+1,2
is of rank 2 (see the definition of the matrix M in Eq. (B.23)). This gives us the moduli space
for the theory with NC colors, that we indicate with the following notation:
MNC,NF;2
∣∣
coinc
≡WGr(1NC ,0,−1N˜C)NF+1,2 . (5.20)
The second possibility is to choose only the points such that the last 2 × (N˜C + 1) minor is of
rank 2. This gives us the moduli space for the dual theory with N˜C colors:
MN˜C,NF;2
∣∣
coinc
≡WGr(1NC ,0,−1N˜C)NF+1,2 . (5.21)
These spaces are Calabi-Yau when N2C = N˜C (see Appendix B).
The moduli space of lumps is obtained by considering the intersection of the two dual spaces:
MlumpNC,NF;2
∣∣
coinc
= WGr
(1NC ,0,−1N˜C)
NF+1,2
, (5.22)
where the two underlines mean that the first 2× (NC + 1) and the last 2× (N˜C + 1) minors are
both of rank 2.
We summarize this situation with the following diagram:
WGr
(1NC ,0,−1N˜C )
NF+1,2
((Q
QQ
QQ
QQ
QQ
QQ
Q
vvmm
mm
mm
mm
mm
mm
m
WGr
(1NC ,0,−1N˜C )
NF+1,2
g2→∞ ((QQQ
QQ
QQ
QQ
QQ
Q
Seiberg duality //oo WGr
(1NC ,0,−1N˜C )
NF+1,2
g˜2→∞vvmmmm
mm
mm
mm
mm
WGr
(1NC ,0,−1N˜C )
NF+1,2
Let us consider an explicit example:
• NC = 2, NF = 3 dual to NC = 1, NF = 3
In this case we have M̂2,3;2
∣∣
coinc
≡ WGr(1,1,0,−1)4,2 . This space, though the simplest example
of non-abelian multiple semilocal vortex, already has a quite complicated structure (see Ap-
pendix B). It is not difficult to find the moduli space for the dual abelian theory (recovering the
well-known result of [31]):
M1,3;2
∣∣
coinc
≡WGr(1,1,0,−1)4,2 = C4, (5.23)
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The non-abelian case turns out to be (Appendix B) the blow-up of a conifold embedded inC5/Z2.
The action of Z2 on C
5(x1, x2, x3, x4, x5) is x1 = −x1, while the blow up of C5/Z2 must be done
along the subspace x1 = x2 = x3 = 0. The conifold can be described by the algebraic equation
x21 − x4x2 + x5x3 = 0. (5.24)
Thus we can write
M2,3;2
∣∣
coinc
= WGr
(1,1,0,−1)
4,2 = {x21 − x4x2 + x5x3 = 0 ⊂ C˜5/Z2}. (5.25)
It is interesting to see how the space (5.25) reduces, in the lump limit, to the same space that
follows from (5.23):
Mlump2,3;2
∣∣
coinc
≡WGr(1,1,0,−1)4,2 = (C2)∗ ×C2. (5.26)
We summarize the duality relations for this example:
WGr
(1NC ,0,−1N˜C)
NF+1,2
&&L
LL
LL
LL
LL
LL
ttiii
ii
ii
ii
ii
ii
ii
ii
x21 − x4x2 + x5x3 = 0 ⊂ C˜5/Z2
g2→∞ **VVVVV
VVV
VVV
VVV
VVV
V
Seiberg duality //oo C4
g˜2→∞xxqqq
qq
qq
qq
qq
q
(C2)∗ ×C2.
6 Normalizability of zero-modes and the effective action
The effective theory on the vortex worldsheet is obtained via the usual procedure [18] of pro-
moting the moduli to slowly varying fields on the worldsheet [3, 5, 20]. It turns out to be a
two dimensional sigma model whose Ka¨hler potential can be calculated from the moduli matrix
[5, 30] :
K = Tr
∫
d2z
(
ξ log Ω + Ω−1H0H
†
0 +O(1/g2)
)
. (6.1)
This formula with explicit expression of the third term was first obtained after tedious calculation
in terms of component fields [5], but the derivation has been drastically simplified by using
superfields [30]. By virtue of translational symmetry, it is possible to show that the center-of
mass parameter is always decoupled [9] and, specifically, it appears with an ordinary kinetic term
whose coefficient is proportional to the total tension. The center-of-mass is a free field.
Let us concentrate on the other moduli. Analyzing the divergences of the Ka¨hler potential,
one can establish which moduli among 2kNF have an infinite kinetic term in the Lagrangian
and are non-normalizable. Fluctuations of those moduli are frozen, as well as their motion
in the geodesic approximation, while the evolution of the rest of the moduli will be allowed.
Very recently some evidence has been found that all modes become normalizable when semilocal
vortices are coupled to gravity [32].
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6.1 Non-normalizable modes
The divergent terms of the Ka¨hler potential can come only from integrations around the boundary
|z| = L (L is a suitable infra-red cut-off), since Ω is assumed to be invertible and smooth.
Remembering that Ω→ ξ−1H0H†0 for large z, the divergent terms can be calculated keeping only
the first term in Eq. (6.1):
ξ
∫ |z|=L
d2z log det(H0H
†
0) ∼ ξ
∫ |z|=L
d2z log det
(
D−1H0(D−1H0)†
)
= ξ
∫ |z|=L
d2z log det
(
1NC +
∣∣∣∣Ψ 1z − ZΨ˜
∣∣∣∣2
)
= ξ
∫ |z|=L
d2z
[
1
|z|2Tr
∣∣∣ΨΨ˜∣∣∣2 +O(|z|−3)]
= 2πξ logLTr
∣∣∣ΨΨ˜∣∣∣2 + const. +O(L−1) (6.2)
where we used Eq. (C.3) and a Ka¨hler transformationK → K+f+f ∗, with f = ξ ∫ d2z log detD−1.
Equation (6.2) means that the elements of ΨΨ˜ are non-normalizable and should be fixed. The
number of non-normalizable parameters crucially depends on the rank of ΨΨ˜:
r ≡ rank
(
ΨΨ˜
)
≤ min
(
k,NC, N˜C
)
≡ j. (6.3)
In the following we calculate the number of non-normalizable moduli when the above inequality
is saturated, r = j. This happens for generic points of the moduli space. It follows that for
particular submanifolds of the moduli space when r < j the number of normalizable parameters
is enhanced. We will give a simple example in Section 6.2.
Using the global symmetry SU(NC)C+F × SU(N˜C)F, we can always fix ΨΨ˜ to have the
following form:
ΨΨ˜ =
(
Λr 0
0 0
)
(6.4)
where Λr = diag(λ1, · · · , λr) with positive real parameters λi > 0. Note that this symmetry of
the vacuum is generally broken by the vortex and so it generates moduli for our solution. But
the corresponding moduli are non-normalizable, so that we will not count them in the following.
To proceed further we have to distinguish two cases:
• k ≤ min(NC, N˜C)
In this case the saturation of the inequality (6.3) means r = k, and the matrices Ψ and Ψ˜
have the following block-wise form (suffixes indicate dimensions of blocks):
Ψ =
(
A[k×k]
B[(NC−k)×k]
)
, Ψ˜ = (C[k×k], D[k×(N˜C−k)]), (6.5)
from which we find AC = Λk. Because detΛk 6= 0 ⇒ detA 6= 0, we can completely fix
GL(k,C) by taking A = 1k. Thus, we obtain:
Ψ =
(
1k
0
)
, Ψ˜ = (Λk, 0). (6.6)
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The corresponding moduli matrix is:
H0 =
(
z1k − Z 0 Λk 0
0 1NC−k 0 0
)
. (6.7)
From the above we find that the normalizable moduli are all contained in the k× k matrix
Z, so that:
dimMnormNC,NF;k = 2k2. (6.8)
From here it is easy to see that fundamental semilocal vortices, k = 1, always have only
2 real moduli, corresponding to the position on the plane. Orientation moduli are instead
non-normalizable, independently of NC and NF. This behavior is very different from the
local case, NC = NF.
• k ≥ min(NC, N˜C)
We assume NC ≤ N˜C without loss of generality (The results for NC ≥ N˜C are obtained
using Seiberg duality NC ↔ N˜C). Thus the saturation of Eq. (6.3) leads k = NC. For Ψ
and Ψ˜ we have the following block form:
Ψ =
(
A[NC×NC], B[NC×(k−NC)]
)
, Ψ˜ =
(
C[NC×NC] D[NC×(N˜C−NC)]
E[(k−NC)×NC] F[(k−NC)×(N˜C−NC)]
)
. (6.9)
We see that Ψ must have rank equal to NC so that can be always put in the following form:
Ψ = (1NC, 0) (6.10)
via a GL(k,C) transformation. Thus Ψ˜ and the remaining GL(k,C) symmetry are
Ψ˜ =
(
ΛNC 0
E F
)
,
(
1NC 0
G H
)
∈ GL(k,C). (6.11)
Here E can be fixed to be zero using G. We obtain:
Ψ = (1NC , 0) , Ψ˜ =
(
ΛNC 0
0 T
)
, Z =
(
X Y
Y˜ W
)
, (6.12)
with the remaining u ∈ GL(k −NC,C) action:
X → X, Y → Y u, Y˜ → u−1Y˜ , W → u−1Wu, T → u−1T. (6.13)
The normalizable parameters are contained in the Z and T matrices, from which we subtract
the (k −NC)2 parameters of the remaining GL action:
dimMnormNC,NF;k = 2
(
k2 + (k −NC)(N˜C −NC)− (k −NC)2
)
= 2
(
(NC + N˜C)k −NCN˜C
)
. (6.14)
The formula obtained is clearly symmetric in NC and N˜C. It is interesting to note, for
instance, that k = NC vortices in the U(NC) theory always have 2N
2
C real, normalizable
moduli for any NF; they roughly correspond to the 2NC positions in the plane and the
2NC(NC − 1) relative sizes and orientations in the color-flavor space.
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6.2 Examples of enhancement of normalizable modes
6.2.1 Abelian case
In the abelian case we always have k ≥ NC = 1. No submanifolds with an enhanced number of
normalizable moduli can be found. This is easy to understand directly from the moduli matrix
H0 =
(
P (z), R1(z), . . . , RN˜C(z)
)
. (6.15)
Substituting this into the first line of Eq. (6.2) we can see that the only non-normalizable modes
are the N˜C coefficients of the leading power of the polynomials Ri. The “local” moduli in P (z),
associated to vortex positions, as well as the rest of the moduli in the semilocal part are instead
normalizable:
Mnorm1,NF;k =Mlocal1,k ×C(k−1)N˜C = Ck+(k−1)(NF−1). (6.16)
6.2.2 Non-abelian cases
• k = 1
A single vortex is characterized by its size Λ1 = λ. When λ 6= 0 we use the result (6.8) of
the previous section and conclude that the space of normalizable moduli is just given by
the center of mass coordinates:
MnormNC,NF;1(λ 6= 0) = C. (6.17)
The case λ = 0 corresponds to a local vortex, so that:
MnormNC,NF;1(λ = 0) =MlocalNC;1 = C×CPNC−1. (6.18)
This is the simplest example of enhancement of normalizable moduli. The former corre-
sponds to the situation discussed by Shifman and Yung [20]. Note that λ is fixed in the
dynamics of the vortex, so it makes sense to consider different regimes at different values
of this parameter. In the two cases above the effective low energy theory is completely
different. In fact λ ∼ 1/g√ξ represents a transition region, in which the effective theory
description must be appropriately changed due to an increased number of massless degrees
of freedom that develop for λ→ 0 (see also the discussion at the beginning of Section 6.3).
• k = 2
Next we consider configurations with two vortices. Now we have two size parameters
Λ2 = diag(λ1, λ2). When both sizes do not vanish, λ1, λ2 6= 0, which is the generic case, we
use again (6.8) to obtain
MnormNC,NF;k=2(λ1, λ2 6= 0) = Ck
2∣∣
k=2
= C4. (6.19)
In this case, the (normalizable) moduli space for semilocal vortices and for lumps are the
same. Two out of four are moduli for positions and their fluctuations are localized around
the corresponding vortex. The other two are for a relative size and a relative orientation.
Using the results for a single vortex, one sees that fluctuations of the latter two cannot be
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Figure 1: Wave functions of some normalizable moduli fields for k = 2 lumps in NC = 2, NF = 4 model.
Position moduli look localized around the corresponding vortex, while relative orientation modulus lies
in between.
localized around a vortex only, but should be localized around (between) the two vortices
because of their normalizability (concrete examples are shown in Fig. 1).
In the opposite case, when both sizes vanish, λ1 = λ2 = 0, we deal with a very fine-tuned
point in the moduli space, rank Λ = 0, and we expect an enhancement of massless moduli.
To study this situation let us start for simplicity with NC = 2. In the (1, 1) patch (of
the type (B.4)), Ψ(1,1) = 12, so that the vanishing size means Ψ˜
(1,1) = 0. In the (0, 2)
patch (resp. the (2, 0) patch), of the type (B.3) (resp. (B.5)), this also imposes Ψ˜(2,0) =
0 (Ψ˜(0,2) = 0) except for the points on the subspace with a = 0 (a′ = 0). Thus we obtain:
Mnorm2,NF;2 ⊃Mlocal2;2 , Mnorm2,NF;2
∣∣
a6=0 =Mlocal2;2
∣∣
a6=0 (6.20)
In the subspace with a = 0 and a′ = 0, Ψ˜ can take non-zero values:
Z =
(
0 1
β α
)
, Ψ =
(
b1 0
b2 0
)
, Ψ˜ =
(
0 · · · 0
c1 · · · cN˜C
)
(6.21)
where (b1, b2) = (1, b) for the (0, 2) patch and (b1, b2) = (b
′, 1) for the (2, 0) patch. Under the
remaining GL(2,C) transformation U = u12 (u ∈ C∗), we find the following equivalence:
(b1, b2, c1, · · · , cN˜C) ∼ (u b1, u b2, u−1c1, · · · , u−1cN˜C), (6.22)
so that these parameters define the space: WCP N˜C+1[12,−1N˜C ]. We can easily generalize
this result when the number of color is arbitrary: WCPNF−1[1NC ,−1N˜C]. We have:
Mnorm
NC,N˜C;2
∣∣
a=0
= C2 ×WCPNF−1[1NC,−1N˜C ]. (6.23)
This result can be easily understood by noting that the a = 0 case describes two parallel
(in the color space) vortices, thus we reduce to the case of a k = 1 vortex: Mnorm
NC,N˜C;2
∣∣
a=0
=
MNC,N˜C;1. A configuration of this type can also be considered as an embedding of (a
nontrivial bundle of) the abelian semilocal case k = 2:
C2 ×WCPNF−1[1NC ,−1N˜C ] =Mnorm1,NF;2 ⋉CPNC−1. (6.24)
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Finally we find:
MnormNC,NF;2(λ1 = λ2 = 0) =MlocalNC;2
∣∣
a6=0 ∪
(Mnorm1,NF;2 ⋉CPNC−1) . (6.25)
Moduli space of normalizable modes for lumps is obtained by removing MlocalNC;2:
Mlump−normNC,NF;2 (λ1 = λ2 = 0) = C2 ×WCPNF−1[1NC,−1N˜C ]. (6.26)
The mixed case with λ1 6= 0, λ2 = 0 is more complex, and we will not treat it here.
6.3 Dynamics of the effective k = 1 vortex theory
The presence of non-normalizable modes has a remarkable consequence in the low-energy effective
description of the vortex. As we have seen, these modes must be fixed, they are not dynamical.
Even more remarkable are the consequences of the presence of non-normalizable modes with the
physical dimension of a length, such as the size moduli. In this case the derivative expansion in
the effective action will contain, generically, powers of λ ∂, where λ is the size moduli and ∂ is
a derivative with respect to a worldsheet coordinate. Furthermore we must consider λ has an
ultraviolet cut-off in the effective theory on the vortex [20].
It is practically impossible to evaluate expression (6.1), analytically or even numerically, in
the general case, but one can hope to do it in some particular simple examples. In this section
we will derive the complete Ka¨hler potential for a single non-abelian semilocal vortex.
Using the set of coordinates defined by the moduli matrix formalism for a single non-Abelian
semilocal vortex:
H0 =
(
1NC−1 b 0
0 z − z0 c
)
, (6.27)
we can determine the most general expression for the Ka¨hler potential, compatible with the
SU(NC)C+F × SU(N˜C)F × U(1) isometry of the vacuum. Here NC − 1 column vector b and N˜C
row vector c are moduli parameters. To this end we have to find the transformation properties
of b and c under this symmetries. The moduli matrix (6.27) transforms as:
δH0 = −H0 u+ v(u, z)H0, Tr u = Tr v = 0, u† = −u
u =
 ΛNC−1 + i λ 1NC−1 v 0−v† −i(NC − 1)λ 0
0 0 Λ˜N˜C
 , (6.28)
where for simplicity u is an infinitesimal SU(NC)C+F × SU(N˜C)F × U(1) transformation, and
v(u, z) is an infinitesimal V -transformation that pulls back the matrix H0 into the standard form
of Eq. (6.27). After some calculations we find the following transformation properties for the
moduli parameters:
δb = ΛNC−1 · b+ i NC λb− v − (v† · b)b,
δc = −i(NC − 1) λ c+ (v† · b) c− c · Λ˜N˜C, (6.29)
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from which one can infer:
δ log
(
1 + |b|2) = −(v† · b) + c.c., δ log |c|2 = (v† · b) + c.c., δ ((1+ |b|2)|c|2) = 0. (6.30)
These relations can be explained if we note that (ci, cib) (with arbitrary i, i = N˜C for instance)
transforms like a fundamental of SU(NC)C+F while c as a fundamental of SU(N˜C)F
8.
Since the moduli parameters are zero modes related to the symmetry breaking of SU(NC)C+F×
SU(N˜C)F×U(1), the low energy action should be invariant under the symmetry. In other words,
the Ka¨hler potential should be written in terms of invariants under the transformation (up to
Ka¨hler transformation). The most general expression for the Ka¨hler potential, up to Ka¨hler
transformations, is thus given by
K(z0,b, c) = A|z0|2 + F (|a|2) +B log(1 + |b|2), (6.31)
where A and B are constants while F (|a|2) is an unknown function of the invariant combination
|a|2 ≡ (1 + |b|2)|c|2. Note that a term log |c|2 would also be invariant, but can be absorbed by
a redefinition of F (|a|2) and B. The constants and the function are determined as follows. First
of all, z0 is the center of mass, so it is decoupled from any other modulus and its coefficient
A equals half of the vortex mass, A = πξ. Next let us consider the function F (|a|2). Now, if
one fixes the orientational parameters to some constant, e.g. b = 0 (|a|2 = |c|2), a non-abelian
vortex becomes simply an embedding of an abelian vortex into a larger gauge group, therefore
the Ka¨hler potential in (6.31) must reduce to that of an abelian semilocal vortex:
K(z0, 0, c) = Kabelian semilocal(z0, c) = π ξ |z0|2 + F (|c|2). (6.32)
It is important that the function F (|a|2) is independent of N˜C(≥ 1), because the solution for N˜C =
1 can be embedded into those for N˜C > 1. Furthermore, F (|a|2), written in term of the moduli
parameters defined by the moduli matrix and defined as an integral over the configurations,
should be smooth everywhere. In particular, in the limit |a|2 → 0 it must be unique and equal
just to that of the ANO vortex. (A numerical result for F (|a|2) with g = ξ = 1 and L = 103
is shown in Fig.2). In this limit, which can be achieved letting c → 0, the vortex reduces to a
local vortex, and also the Ka¨hler potential should reduce to that of a local vortex. B is thus the
Ka¨hler class of the non-Abelian vortex, B = 4π/g2, as was found in Ref. [33]:
K(z0,b, 0) = Knon−abelian local(z0,b) = πξ|z0|2 + 4π
g2
log(1 + |b|2). (6.33)
This fixes the constants in (6.31). Therefore we find that the Ka¨hler potential is determined
uniquely in terms of that of an abelian semilocal vortex:
K(z0,b, c) = Kabelian semilocal(z0, |a|) + 4π
g2
log(1 + |b|2) (6.34)
The function F (|a|2), being the Ka¨hler potential for a single abelian vortex, can be computed
numerically. Furthermore it is possible to find analytically the following behavior:
F (|a|2) ∼
{
π ξ log (g2ξ L2α−1)× |a|2 for |a| ≪ 1
g
√
ξ
π ξ |a|2
(
log L
2
|a|2 + 1
)
+ const. for |a| ≫ 1
g
√
ξ
.
, (6.35)
8One can verify this property using the transformation laws of b and c. It is directly connected with the
property of lump moduli spaces expressed by Eq. (5.4)
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Figure 2: (a) The red dots are numerical computations of F (|a|2), while the blue line is an interpolation
done with the function shown in (6.36). (b) The red line is the Ka¨hler metric ∂a,a¯Kabelian semilocal(z0, a)
for an abelian semilocal vortex at finite gauge coupling and is obtained from the interpolation function
in (a), while the blue dashed line is the metric in the infinite gauge coupling limit (lump limit). The
cut-off has been set to a very big value, L = 103, and g = ξ = 1.
where α is some unknown constant of O(1). The behavior at small a is simply a consequence
of the smoothness of the Ka¨hler potential at a = 0 and the cut-off dependence (6.2). Since the
coefficient of the |a|2 term is O(L2), this term is dominant even for a medium region of |a| as
shown in Fig.2(a). The analytic form at large a can be related to the expression of the potential
in the strong coupling limit as we will show in Eq. (6.45) below. It is very interesting to note
that we used a very simple function to interpolate the numerical results:
F (|a|)interp = const + π ξ
(
|a|2 + α
g2ξ
)(
log
L2
|a|2 + α
g2ξ
+ 1
)
. (6.36)
This function gives a very good interpolation with only one relevant free parameter, α, which
appears to be of order one. This interpolating function is nothing but the Ka¨hler potential in
the lump limit (Eq. (6.45)), regularized at a = 0 by the introduction of a sort of UV cut-off:
ρeff = α/g
2ξ. This appears to be a very nice, though empirical, way to show that local vortices
act as regularizers for small lump singularities.
Remarkably, in the case of a single vortex, the large-size limit is completely equivalent to the
strong coupling limit. To see this, note that the relevant quantity that triggers both limit is the
following ratio:
R =
ρ
ρloc
, ρloc ≡ 1/(g
√
ξ), (6.37)
where ρ is the physical size of the semilocal vortex, and ρloc is the typical size of a local vortex.
When the size moduli λ vanish, the physical size ρ shrink to ρloc, so that R ≥ 1. In the strong
coupling limit, ρloc → 0, and R→∞. The lump limit is thus really defined by the limit R→∞,
which can be achieved also at finite gauge coupling, just considering the limit in which the
physical size is very big: ρ ∼ λ→∞. The lump Ka¨hler potential (see Eq. (6.38)) is thus also a
good approximation at finite gauge coupling, provided that we restrict to solutions with a very
big size. In fact one can see from Figure 2(b) that this approximation is very good also for small
size9.
9Presumably Eq. (6.38) should give a good approximation to the Ka¨hler potential also in the general case with
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In the lump limit the expression (6.1) can be calculated analytically:
K ∼ ξTr
∫
d2z log Ω = ξ
∫
d2z log(det Ω) ∼ ξ
∫
d2z log(detH0H
†
0). (6.38)
Let us consider two particular, dual, examples: k = 1, NC = 2, N˜C = 1 (NF = 3). In this case all
moduli are non-normalizable except for position moduli, so we find no nontrivial dynamics on
the vortex. Nonetheless one may study the dynamics of these moduli by providing an infrared
cut-off in (6.1). Furthermore, according to the above discussion, we can study the large size limit,
in order to have an effective theory which can be derived analytically. The expression (6.38) is
thus the Ka¨hler potential for a Gr2,3 (Gr1,3) lump with topological charge k = 1. In the abelian
theory we find, from (5.10):
KNC=1,NF=3 = ξ
∫
|z|≤L
d2z log(|z − z0|2 + |b˜|2 + |c˜|2). (6.39)
If we set z0 = 0 for simplicity, this integral is easily performed:
KNC=1,NF=3 = ξπ(|b˜|2 + |c˜|2) log
(
L2
|b˜|2 + |c˜|2
)
+ ξπ(|b˜|2 + |c˜|2) +O(L−1), (6.40)
where we omit divergent terms that do not depend on the moduli. The corresponding metric is:
LNC=1,NF=3 = ξπ(|∂µb˜|2 + |∂µc˜|2) log
L2
(|b˜|2 + |c˜|2) +O(L
0). (6.41)
Note that we have obtained a conformally flat metric on C2 = R4, which might be expected
given the U(1)× SU(2)F isometry that acts on the parameters b˜ and c˜.
Now consider the non-abelian theory with NC = 2. The Ka¨hler potential is given by:
KNC=2,NF=3 = ξπ|c|2(1 + |b|2) log
L2
|c|2(1 + |b|2) +O(L
0), (6.42)
where we have used the moduli matrix coordinates defined in (5.8). Note that this potential is
consistent with the general expression we gave in (6.34), in the lump limit, up to logarithmic
accuracy. The SU(2)C+F ×U(1) symmetry of the theory, which leaves the quantity |c|2(1 + |b|2)
invariant is again manifest. The metric that follows from this potential is:
LNC=2,NF=3 = ξ π [ |c|2|∂µb|2 + (1 + |b|2)|∂µc|2 + (c b† ∂µc†∂µb+ c. c.)] log
L2
|c|2(1 + |b|2) . (6.43)
The expressions (6.41) and (6.43) are related by the following change of coordinates:
c˜ = c, b˜ = c b (|c|2(1 + |b|2) = |c˜|2 + |b˜|2 6= 0, c 6= 0). (6.44)
The regularized metric of a semilocal vortex is a conformally flat metric of C2 (modulo a
change of coordinates). This is valid, in the large size limit, for both dual theories: NC = 2,
several vortices, provided that we consider solutions with big typical sizes (to this end we should not consider, for
example, configurations such that detH0H
†
0
vanishes at some vortex point).
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N˜C = 1, NF = 3. This is related to the fact that in both dual theories the semilocal vortex reduce
to the same object, a Gr2,3 = Gr1,3 = CP
2 lump.
The effective action in the lump limit, for generic NC and N˜C can be found from the following
Ka¨hler potential:
KNC,NF = ξπ|c|2(1 + |b|2) log
L2
|c|2(1 + |b|2) + ξπ |c|
2(1 + |b|2), (6.45)
where b and c are vectors length NC − 1 and N˜C respectively10.
6.4 Duality and symmetry breaking
In this subsection we make further comments on the effective actions we just obtained, with the
aim of better illustrating the meaning of the variables appearing in the effective actions, in terms
of the symmetry breaking pattern due to the vortex configuration.
For concreteness, we shall take the theory with NC = 1 and NC = 2 with NF = 3. In both
sides of the dual, the vacuum (k = 0) breaks G = SU(3) flavor symmetry to H = SU(2)×U(1).
The SU(3) flavor symmetry in fact acts on the moduli matrices for the vacuum configuration
from the right; SU(2) × U(1) ⊂ SU(3) can be absorbed by an appropriate V -transformations
acting on the left:
HNC=10 = (1, 0, 0) , H
NC=2
0 =
(
1 0 0
0 1 0
)
. (6.46)
The vacuum moduli spaces for both theories are the same complex manifold, CP 2 ≃ G/H .
Moduli matrices for k = 1 vortex are given by Eq. (5.8) for NC = 1 and by Eq. (5.10) for
NC = 3. These moduli matrices break the symmetry of the vacuum further. This spontaneous
symmetry breaking leads to the Nambu-Goldstone moduli, which are the vortex orientation
modes. In such a situation the worldsheet Lagrangian of the k = 1 vortex must be globally
invariant under the symmetry of the vacuum, H = SU(2) × U(1). Furthermore the worldsheet
theory must contain fields in definite representations of H . Let us look at the transformation law
of the NC = 1 moduli parameters b˜, c˜ in Eq. (5.10) and of the NC = 2 moduli parameters b, c in
Eq. (5.8).
In the abelian case the moduli matrix transforms in the following way:
HNC=10 → γ
2
3 (z, b˜, c˜)
 1 α∗ β∗
−β α
( γ− 23
γ
1
312
) , (6.47)
where |α|2 + |β|2 = 1 and we have suppressed the uninteresting parameter z0 corresponding to
the position of the vortex. Here the first factor γ2/3 is an element of V equivalence relation which
is needed to keep the coefficient of z in H0 equal to one, while the matrix product in the square
bracket is an element of SU(2)F × U(1) ⊂ SU(3). The transformation properties of the moduli
parameters are:
b˜→ γ
(
α∗b˜− βc˜
)
, c˜→ γ
(
β∗b˜+ αc˜
)
. (6.48)
10Alternatively, vectors b˜ and c˜ of dimensions N˜C − 1 and NC can be used, as already emphasized.
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We see that (b˜, c˜) transform linearly under H , and can be seen to form a (2, 1) representation
of SU(2)F × U(1). Notice that the U(1)′ subgroup in SU(2), defined by
γ′ = exp
(
i
λ
2
~˜n · ~σ
)
with ~˜n =
1
|b˜|2 + |c˜|2
(
b˜c˜∗ + b˜∗c˜, i(b˜c˜∗ − b˜∗c˜), |b˜|2 − |c˜|2
)
, (6.49)
acts as (b˜, c˜)→ e−iλ2 (b˜, c˜), so that it can be always absorbed by an overall U(1) symmetry. The
symmetry breaking given by the semilocal vortex is therefore
SU(2)F × U(1)→ U(1)′′, (6.50)
where U(1)′′ is the combination of U(1)′ and U(1) keeping (b˜, c˜) invariant.
On the other hand, the transformation law of the moduli parameters (b, c) in the NC = 2
moduli matrix (5.8) is given by
HNC=20 →
[
γ
1
3
(
1
α−bβ 0
−β∗z α− bβ
)](
1 −b 0
0 z c
) α β−β∗ α∗
1
( γ −13 12
γ
2
3
) ,
where the first factor is again an element of the V equivalence needed to pull back the mod-
uli matrix to its original form. The last factor represents SU(2)C+F × U(1) ⊂ SU(3). The
transformation law of (b, c) is thus:
b→ −β + α
∗b
α + β∗b
, c→ (α+ β∗b)γc. (6.51)
Since this is highly non-linear, let us look carefully at its property. Let us first study the breaking
pattern caused by b. Since b is invariant under U(1), SU(2)C+F breaks to the U(1)
′ subgroup
defined by
γ′ = exp
(
i
λ
2
~n · ~σ
)
with ~n =
1
|b|2 + 1
(
b+ b∗, i(b− b∗), |b|2 − 1) . (6.52)
Thus the parameter b describes CP 1 ≃ SU(2)/U(1)′ orientational moduli for c = 0. In the
semilocal case c 6= 0, this U(1)′ symmetry is also broken. c is charged under U(1)′ and transforms
as c → e−iλ2 c. As this U(1)′ can be absorbed by U(1) with γ = eiλ2 , the symmetry breaking
pattern is actually
SU(2)C+F × U(1) b−→ U(1)′ × U(1) c−→ U(1)′′, (6.53)
where U(1)′′ is the combination of U(1) and U(1)′ which leaves c invariant. The topology of the
moduli space for a single semilocal U(2) vortex with NF = 3 thus is not a direct product S
1×S2,
but a nontrivial fiber bundle S3 ∼ S1 ⋉ S2.
Summarizing, (b, c) have a non-linear transformation law under the symmetries of the theory.
As long as c 6= 0 the coordinates change to the dual description:
b˜ = bc, c˜ = c. (6.54)
can be made, which transform linearly as (2, 1). At the point c = 0 a change of coordinate (6.52)
relates b to ~n which transforms as a triplet of SU(2)11. This is an example of the phenomenon in
which, going from local to semi-local vortex, the transformation properties of the fields appear
to change.
11An interpretation of the transformation of b as a doublet under SU(2) is discussed in Ref. [8].
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6.5 Relation to the action of Shifman and Yung
These discussions allow us to compare our result with that obtained earlier by Shifman and Yung
in [20] more explicitly. We recall first that the metric found by them is valid in the limit of large
size, up to logarithmic terms. This is precisely the same range of validity of the analytic results
we found in the lump limit. We found in that approximation a conformally flat metric on C2.
Let us write this metric in terms of the so-called Hopf coordinates:
b˜ = ρ eiξ1 sin η c˜ = ρ ei(ξ1−ξ2) cos η, (ρ ≥ 0, 0 ≤ ξ1, ξ2 ≤ 2π, 0 ≤ η ≤ π/2). (6.55)
These coordinates describe R4 as R×S3, and are useful to describe S3 as the Hopf bundle S1 →
S3 → S2. In fact, the overall phase ξ1 represents the S1 fiber, while the following coordinates
n1 = ρ−2ℜ(2 b˜ c˜†) = 2 sin η cos η cos ξ2 = sin θ cosφ;
n2 = ρ−2ℑ(2 b˜ c˜†) = 2 sin η cos η sin ξ2 = sin θ sinφ;
n3 = ρ−2(|b˜|2 − |c˜|2) = (sin2 η − cos2 η) = cos θ (6.56)
parameterize the S2, where
θ ≡ π − 2 η, φ ≡ ξ2 (6.57)
can be identified with the usual spherical coordinates of the 2-sphere. The conformally flat metric
in the (ρ, ξ1, φ, θ) coordinates is:
LNC=2,N˜C=1 = ξπ{(∂µρ)2 + ρ2(∂µξ1)2 +
1
4
ρ2[(∂µθ)
2 + 2(1− cos θ)(∂µφ)2]
− ρ2(1− cos θ)∂µξ1∂µφ))} log L
2
ρ2
. (6.58)
The relations with the non-abelian lump coordinates are:
b = eiφ tan(θ/2) c = ρ ei(ξ1−φ) cos(θ/2). (6.59)
Note that the coordinate b(θ, φ) parameterizes the SU(2)C+F/U(1) ∼ S2 transformations of the
non-abelian orientation of the vortex. In the local case, this isometry is enough to generate the
full target space of a local vortex. This is why we find the metric of S2 on these vortices:
LNC=NF=2 =
π
g2
(∂µn
a)2 =
π
g2
[ (∂µθ)
2 + sin2 θ(∂µφ)
2 ]. (6.60)
In the semilocal case the SU(2)C+F ∼ S3 symmetry is completely broken. The moduli
space of the semilocal vortex contains an S3 structure. Within this S3, the S2 of the SU(2)C+F
orientation is combined in a nontrivial way with a U(1) phase. On the other hand, the authors
of [20] have found:
LSY = ξπ{1
4
|ρ|2(∂µna)2 + |∂µρ|2} log L
2
|ρ|2 , (6.61)
where now ρ is a complex field.
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Let us compare more explicitly the actions (6.61) and (6.58) near the point ϑ ≡ θ − π = 0,
e.g., the point around which Shifman and Yung [20] found an explicit ansatz for the semilocal
vortex. Eq. (6.61) leads to
LSY ≃ ξ π
[
1
4
|ρ|2[ (∂µϑ)2 + ϑ2(∂µφ)2] + |∂µρ|2
]
log
L2
|ρ|2 , (6.62)
while from (6.58) one finds
LNC=2,N˜C=1 ≃ ξ π
[
1
4
|ρ|2 [ (∂µϑ)2 + ϑ2(∂µφ)2 ] + |∂µρ|2 − |ρ|2ϑ
2
2
∂µ ξρ ∂
µ φ
]
log
L2
|ρ|2 ,
(6.63)
where we have identified ξ1 ≡ ξρ, the phase of the complex parameter ρ. Equations (6.62) and
(6.63) look very similar, and contain the same pieces of metric that describe locally an S2, but
differ by a mixed term (the last term in the square brackets in (6.63)), even at order O(ϑ2).
Summarizing, the authors of [20] assumed that there are no mixed kinetic terms between
the orientational moduli na and the semilocal size ρ. The orientational moduli na are obtained
implementing only SU(2)C+F rotations on their solution. Doing so they seem to have neglected
the effects of these rotations on ρ, which is nontrivial. Taking it into account should give rise to
mixed terms, as in Eq. (6.58). In other words, those authors appear to have found a metric on
the trivialization S1 × S2 of the bundle S3 ∼ S1 ⋉ S2.
7 Summary and conclusions
Generalizing Refs. [5]-[7] on the moduli space of the non-abelian vortices, we have analyzed the
properties of semilocal vortices, appearing in a U(NC) gauge theory with NF flavors of funda-
mental scalars, NF > NC, in which the gauge group is completely broken in the presence of a
Fayet-Iliopoulos term. The moduli spaces of these semilocal vortices turn out to be (regularized)
holomorphic quotients, which are alternatively described as symplectic quotients upon symplec-
tic reduction. We have found a somewhat surprising and elegant relation between the moduli
spaces of the semilocal vortices in Seiberg-like dual pair of theories, U(NC) and U(N˜C): they
correspond to two alternative regularizations of a “parent” space, which is not Hausdorff. In
case of a fundamental (single) vortex the parent space is a weighted projective space with mixed
weights. In the limit of lump (g2 → ∞ or g˜2 → ∞, respectively, in the two theories) these
singular points become physically irrelevant, and the pair of dual moduli spaces degenerates into
a common sigma model lump moduli space. As a byproduct we furnish a generalization of the
rational map method to Grassmannian lumps.
We also studied the normalizable and non-normalizable zero-modes around these vortices
(limiting ourselves to the bosonic modes) and discussed the low-energy effective actions associated
to these degrees of freedom. In particular the relation between our result and that of Shifman
and Yung [20] has been clarified. Moreover, the precise number of normalizable moduli at a
generic point of the moduli space has been provided, as well as an illustration of the mechanism
responsible for its enhancement on special submanifolds.
These vortices were studied earlier in various papers [4, 5, 9, 10, 20] and our work is a natural
extension. We hope that the new results obtained here will provide useful tools and hints for
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further developments in the study of various topological solitons in non-abelian gauge theories
and of their dynamics. In addition, we believe that our findings about the class of semilocal
vortices can lead to the discovery of new appealing aspects of the close relationship between the
dynamics of two-dimensional theories on the vortex world-sheet and the quantum dynamics of
the underlying four-dimensional N = 2 gauge theory. The analysis of this correspondence is
made possible by combining the knowledge of solitonic vortex strings and exact results coming
from Seiberg-Witten curves, and has very recently received new impulse [8, 34, 35, 36, 37].
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A Weighted projective spaces with mixed weights
In this appendix we provide a pedagogical introduction to weighted projective spaces with both
positive and negative weights, starting from the simplest example and then stepping up the
complexity.
A.1 WCP 1(1,−1)
First of all consider the simplest example, WCP 1(1,−1). Let us try to define this space na¨ıvely as:
WCP 1(1,−1) = {(y1, y2) ∼ (λy1, λ−1y2), λ 6= 0, (y1, y2) 6= (0, 0)}, (A.1)
in analogy with a weighted projective space with positive integer weights. Apparently we need
two patches:
(1, a), y1 6= 0, a = y1y2; (A.2)
(b, 1), y2 6= 0, b = y1y2. (A.3)
But as the transition function is trivial
a = b, (A.4)
the points (1, a) and (a, 1) are actually the same point and one is tempted to conclude that this
space is simply equivalent to C. This is not quite so. Two points (1, a) and (a, 1) are the same
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point only for a 6= 0. The two points (1, 0) and (0, 1) are distinct points, having nevertheless
no disjoint open neighborhoods, making the space non-Hausdorff. In other words, our na¨ıve
WCP 1(1,−1) is C plus a point, {(1, a)}∪{(0, 1)}. A good remedy is simply to eliminate “by hand”
one of the points in the definition of the space. Note that now only one patch suffices to cover
the whole space, and one finds
WCP 1(1,−1) = {(y1, y2) ∼ (λy1, λ−1y2), y1 6= 0} = C. (A.5)
By replacing the condition y1 6= 0 by y2 6= 0 one gets the space WCP 1(1,−1), which is still be
isomorphic to C. In the above we introduced a notation indicating the underlined coordinates
are those which cannot all vanish.
This space turns out in fact to be the moduli space of an abelian semilocal vortex with two
flavors:
Mk=1,N=1,NF=2 = WCP 1(1,−1) = C. (A.6)
A.2 WCP 2(1,1,−1)
Consider now a more interesting case,
WCP 2(1,1,−1) = {(y1, y2, y3) ∼ (λy1, λy2, λ−1y2), λ 6= 0, (y1, y2, y3) 6= (0, 0, 0)}. (A.7)
In particular, consider a point (a ǫ, b ǫ, 1). By taking ǫ arbitrarily small, this point can be
made arbitrarily close to (0, 0, 1). But since
(a ǫ, b ǫ, 1) ∼ (a, b, ǫ), (A.8)
this point is arbitrarily close to a point (a, b, 0) in the subspace CP 1 subspace also. In order to
make the space Hausdorff, one must either eliminate the point (0, 0, 1) or extinguish the whole
CP 1 made of the points (a, b, 0). Eliminating the entire CP 1, one needs only one patch to
describe the entire space:
WCP 2(1,1,−1) = (a, b, 1) = C
2, (A.9)
i.e., just the two dimensional complex space.
The first possibility is more interesting. One takes
WCP 2(1,1,−1) = {(y1, y2, y3) ∼ (λy1, λy2, λ−1y2), (y1, y2) 6= (0, 0)}. (A.10)
Now one needs two patches to cover the whole space:
(1, a, b), y1 6= 0, a = y2/y1, b = y1y3, (A.11)
(a′, 1, b′), y2 6= 0, a′ = y1/y2, b′ = y2y3. (A.12)
The transition functions are
a =
1
a′
, b = a′b′. (A.13)
To understand better the nature of this space, imagine that we add again the point (0, 0, 1) and
eliminate the CP 1 = (y1, y2, 0): we obtain C
2. This is something like the inverse procedure of
blowing-up C2, namely a blow-down. In fact the blow-up of C2 is obtained substituting a point
in C2 with a sphere CP 1.
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A.3 The blow-up of C2: C˜2
The blow-up of C2 is given in terms of a projection map Γ : C2 × CP 1 → C2 defined as the
points that satisfy
Γ : {(x1, x2, y1, y2) | x1y2 = x2y1}, (A.14)
where (x1, x2) are the coordinates of C
2 and (y1, y2) are the homogeneous coordinates of CP
1.
Consider first the patch:
(x1, x2, 1, a), a = y2/y1, (A.15)
in which we solve the constraint (x1, x2, y1, y2) as
b = x1, x2 = ab. (A.16)
In the other patch we have:
(x1, x2, a
′, 1), a′ = y1/y2 (A.17)
with
b′ = x2, x1 = b
′a′. (A.18)
Now the transition functions are readily found:
a = 1/a′, b = a′b′. (A.19)
We see that transition functions of the blow-up C˜2 and that of the WCP 2(1,1,−1) coincide exactly.
Thus we conclude:
MNC=2,NF=3;k=1 = WCP 2(1,1,−1) = C˜2. (A.20)
A.4 WCP n(1,1,...,1,−1)
The generalization for a generic weighted projective space with one negative weight is straight-
forward. It turns out that the non-abelian semilocal vortices with k = 1 and NF = NC + 1 have
moduli given by:
MNC,NF=NC+1;k=1 =WCPNC(1,1,...,1,−1) = C˜NC . (A.21)
A.5 WCP n(1,1,...,1,−1,...,−1)
Consider the simplest case among general cases with both the multiple positive and negative
weights: WCP 3(1,1,−1,−1). This is defined as C
4 \ {(0, 0, v, w)} modulo the equivalence
(y1, y2, y3, y4) ∼ (λy1, λy2, λ−1y3, λ−1y4).
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Only two patches are needed to cover the whole space:
(1, a, b, c), y1 6= 0, (A.22)
(a′, 1, b′, c′), y2 6= 0. (A.23)
The transition functions are
a = 1/a′, b = b′a′, c = c′a′. (A.24)
One may represent this variety as follows
WCP 3(1,1,−1,−1) = {C2(x1, x2)×C2(x3, x4)×CP 1(y1, y2)/ x1y2 = x2y1, x3y2 = x4y1}. (A.25)
One can check that this is correct following the same procedure as in Appendix A.3. The above
set is nothing but the resolved conifold (well known to physicists since Ref. [38] and in the context
of AdS/CFT [39]). In fact, the equation
x1x4 = x2x3 (A.26)
always holds. When the xi are not all zero and fixed, a point in CP
1 is fixed. At the origin
(xi = 0 ∀i), instead, the singularity of the conifold is replaced by the full CP 1. What happens is
the following: the conifold is topologically a cone over S2 × S3 and both spheres degenerate at
the tip of the cone; by blowing up the S2 we get the resolved conifold (on the contrary, replacing
the singularity with an S3 leads to the deformed conifold, see the Klebanov-Strassler solution
[40]). This case corresponds to the U(2) non-abelian semilocal vortex with four flavors:
MNC=2,NF=4;k=1 =WCP 3(1,1,−1,−1) = resolved conifold. (A.27)
A.6 WCP n(2,1,...,1,−1)
To study this case we must remember what we have already learned about weight 2 and about
negative weight. The presence of a weight 2 leads to a Z2 symmetry and, as a consequence, a
conical singularity. The following statement is straightforward:
WCP n(2,1,...,1,−1) = WCP
n
(1,1,...,1,−1)/Z2 (A.28)
with an obvious Z2 action. In fact, combining this relation with the results of the previous
sections we find:
WCP n(2,1,...,1,−1) = C˜
n/Z2. (A.29)
To determine the Z2 action on the second term we can simply identify coordinates of the two
spaces. Consider for example WCP 2(2,1,−1). This is equivalent to WCP
2
(1,1,−1)/Z2, where the
discrete symmetry identifies WCP 2(1,1,−1)(±y1, y2, y3, y4). We can write down the inhomogeneous
coordinates and readily find the Z2 action on this coordinates.
(1, a, b), y1 6= 0, a = ±y2/y1, b = ±y1y3, (A.30)
(a′, 1, b′), y2 6= 0, a′ = ±y1/y2, b′ = y2y3. (A.31)
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Now remember the definitions of the blown-up C˜2 coordinates in terms of that of C2(x1, x2):
b = x1, x2 = ab, (A.32)
b′ = x2, x1 = a′b′. (A.33)
From this last relations we see that we must consider a Z2 action on x1 (not on x2!). Thus we
have:
C˜2/Z2 : {(±x1, x2,±y1, y2) | x1y2 = x2y1}. (A.34)
In fact we would like to blow-up C2 by substituting the origin with a WCP 1(2,1). To do this we
are forced to consider a Z2 on C
2 as well.
We can also directly consider WCP 2(2,1,−1), whose transition functions are:
(1, a, b), y1 6= 0, a = ±y2/√y1, b = ±√y1y3, (A.35)
(a′, 1, b′), y2 6= 0, a′ = y1/y22, b′ = y2y3, (A.36)
a′ = 1/a2 (a = ±1/
√
a′), b′ = ab (b = ±
√
a′b′). (A.37)
Now if we want to consider this space as a blow up of C2 we consider a projection Γ : C2 ×
WCP 1(2,1) → C2 and remembering that y1 has weight 2:
Γ : {(x1, x2, y1, y2) | x1y2 = ±x2√y1}. (A.38)
Again we have two patches:
(x1, x2, 1, a), a = ±y2/√y1, b = x1, x2 = ab (A.39)
and
(x1, x2, a
′, 1), a′ = y1/y22, b
′ = x2, x1 = ±
√
a′b′. (A.40)
The relation x1y2 = x2
√
y1 is consistent with (x1 = b, a) = (−x1 = −b,−a).
This consistent relations leads to the correct transition functions. In the end we have:
Γ : C2/Z2 ×WCP 1(2,1) → C˜2/Z2. (A.41)
In general the action of the discrete symmetries should be simultaneous on bothCn andWCP n−1.
Let us consider in detail the space WCP 3(2,1,1,−1), that is important in the U(2) case with one
additional flavor (see Appendix B). We can consider this space as the blow-up C˜3/Z2. Follow-
ing the considerations of the previous section we can write down the transitions functions for
WCP 3(2,1,1,−1) ∼ (y1, y2, y3, y4):
(1, X, Y, Z), y1 6= 0, X = ±y2/√y1, Y = ±y3/√y1, Z = ±√y1y4, (A.42)
(a, 1, b, c), y2 6= 0, a = y1/y22, b = y3/y2, c = y2y4, (A.43)
(a′, b′, 1, c), y3 6= 0, a′ = y1/y23, b′ = y2/y3, c′ = y3y4, (A.44)
X = ±1/√a, Y = ±b/√a, Z = ±√ab and a′ = a/b2, b′ = 1/b, c′ = cb. (A.45)
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The remaining transition function can be obtained from the relations above. To construct the
blow-up of C3/Z2 with our WCP
2
(2,1,1) we define:
Γ : {(x1, x2, x3, y1, y2, y3) | x1y2 = ±x2√y1, x1y3 = ±x3√y1, (x2y3 = x3y2)}. (A.46)
The action of Z2 on C
3 is found as in the previous case:
C˜3/Z2 : {(±x1, x2, x3,±y1, y2, y3) | x1y2 = x2y1, x1y3 = x3y1, (x2y3 = x3y2)}. (A.47)
This space has two fixed submanifold, an entire C˜2, when x1 = y1 = 0 and the point x1 = x2 =
x3 = y2 = y3 = 0.
B Composing semilocal vortices
In this appendix we consider in detail the case of k = 2 vortices, with NC = 2 and N˜C = 1. We
find explicitly the corresponding moduli matrix and the matrices Z, Ψ and Ψ˜. Then we consider
the case of coincident vortices, studying in detail the properties of the resulting moduli space.
B.1 Moduli Matrix and Ka¨hler quotient construction
• NC = 2, NF ≥ 3
The moduli space is described by three 2×NF moduli matrices, one for each patch needed
to describe the whole space. The constraint that H0 must satisfy is:
detH0H
†
0 ∼ |z|4, |z| → ∞. (B.1)
Taking into account the fact that we can fix the V (z) equivalence:
H0(z)→ V (z)H0(z), (B.2)
we can put H0 into an upper triangular form. The most general moduli matrix is:
H
(0,2)
0 (z) =
(
D(0,2)(z) Q(0,2)(z)
)
=
(
1 −az − b −aq
0 z2 − αz − β qz + p
)
, (B.3)
H
(1,1)
0 (z) =
(
D(1,1)(z) Q(1,1)(z)
)
=
(
z − φ −η s
−η˜ z − φ˜ t
)
, (B.4)
H
(2,0)
0 (z) =
(
D(2,0)(z) Q(2,0)(z)
)
=
(
z2 − α′z − β ′ 0 q′z + p′
−a′z − b′ 1 −a′q′
)
. (B.5)
Here all of {q,p, s, t,q′,p′} are row (NF − 2)-vectors.
From the moduli matrix written above we can extract the three matrices Z[2×2], Ψ[2×2] and
Ψ˜[2×(NF−2)], defined modulo the equivalence relation:(
Z,Ψ, Ψ˜
)
∼
(
VZV−1,ΨV−1,VΨ˜
)
, V ∈ GL(2,C). (B.6)
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Following the scheme sketched in Section 2, from:
D(z)Φ(z) = J(z)P (z) = 0 mod P (z) (B.7)
we find the matrices Φ(z) and J(z):
Φ(0,2)(z) =
(
bz − bα + aβ az + b
z − α 1
)
, J(0,2)(z) =
( −a 0
z − α 1
)
; (B.8)
Φ(1,1)(z) =
(
z − φ˜ η
η˜ z + φ
)
, J(1,1)(z) =
(
1 0
0 1
)
; (B.9)
Φ(2,0)(z) =
(
z − α′ 1
b′z − b′α′ a′z + b′
)
, J(2,0)(z) =
(
z − α′ 1
−a′ 0
)
; (B.10)
Now we use the matrices Φ(z) and J(z) to obtain Z and Ψ from the following relation:
zΦ(z) = Φ(z)Z+ P (z)Ψ. (B.11)
We have:
Z(0,2) =
(
0 1
β α
)
, Ψ(0,2) =
(
b a
1 0
)
; (B.12)
Z(1,1) =
(
φ η
η˜ φ˜
)
, Ψ(1,1) =
(
1 0
0 1
)
; (B.13)
Z(2,0) =
(
0 1
β ′ α′
)
, Ψ(2,0) =
(
1 0
b′ a′
)
. (B.14)
The additional semilocal moduli, contained in the matrices Q(0,2), can be extracted by:
Q(z) = J(z)Ψ˜ (B.15)
In fact we find
Ψ˜(0,2) =
(
q
αq+ p
)
Ψ˜(1,1) =
(
s
t
)
Ψ˜(2,0) =
(
q′
α′q′ + p′
)
. (B.16)
• NC = 1, NF = 3
The moduli space is given by a 1 × 3 moduli matrix that satisfy the same boundary con-
ditions as in the previous case. The most general matrix of this kind is:
H
(0,2)
0 (z) =
(
D(0,2)(z) Q(0,2)(z)
)
=
(
z2 − αz − β q1z + p1 q2z + p2
)
.(B.17)
From (B.7) we easily get:
Φ(z) = J(z) =
(
z 1
)
, (B.18)
and from (B.11):
Z =
(
α 1
β 0
)
, Ψ =
(
1 0
)
. (B.19)
Finally from (B.15):
Ψ˜ =
(
q1 q2
p1 p2
)
(B.20)
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B.2 Coincident (axially symmetric) semilocal vortices
Here we explore in detail the case of coincident semilocal vortices, generalizing the approach of
[7]. We will focus on the case k = NC = 2, NF = 3, being the generalization to an arbitrary
number of color and flavor straightforward.
In the case of coincident vortices we can write for the matrix Z:
Z = ǫvvT , ǫ =
(
0 1
−1 0
)
(B.21)
so that v transforms as a fundamental vector:
ǫvvT ∼ VǫvvTV−1 = ǫ(V−1)TvvTV−1 → v ∼ (detV) 12 (V−1)Tv (B.22)
where we used ǫV = detV × (V−1)T ǫ for V ∈ GL(2,C). Rewrite λS = (V−1)T , then we get
M =
(
ΨT , v, ǫΨ˜
)
∼ S
(
λΨT , v, λ−1ǫΨ˜
)
, (B.23)
where we have used
ǫΨ˜→ ǫVΨ˜ = detV × (V−1)T ǫΨ˜ = 1
λ
SǫΨ˜. (B.24)
Thus, the set (B.23) gives a weighted Grassmannian manifold with negative weights:
M˜NC,N˜C,k=2 = WGr
(1×NC,0,−1×N˜C)
NC+N˜C+1,2
=WGr
(1×NC,0,−1×N˜C)
NF+1,2
. (B.25)
• NC = 2, NF = 3
The results of the previous section, in the case of coincident vortices, can be collected in
the following matrices:
M (0,2) =
(
b 1 0 p
a 0 1 −q
)
, M (1,1) =
(
1 0 −Y ξ
0 1 X −η
)
,
M (2,0) =
(
1 b′ 0 p′
0 a′ 1 −q′
)
. (B.26)
These can be considered as the three patches which describe the ”regularized” weighted
Grassmannian WGr
(1,1,0,−1)
4,2 . Notice that there exists a Z2 symmetry in the patch M
(1,1):
(X, Y )→ −(X, Y ).
More natural coordinates on this manifold are given by the Plu¨cker coordinates
d12
d23
d13
d14
d24
d34
 ≡

detM[12]
detM[23]
detM[13]
detM[14]
detM[24]
detM[34]
 ∼

λ2 detM[12]
λ detM[23]
λ detM[13]
detM[14]
detM[24]
λ−1 detM[34]

∼

−a
1
b
−bq − ap
−q
−p
 ∼

1
Y
X
−η
−ξ
Y η −Xξ
 ∼

a′
b′
1
−q′
−b′q′ − a′p′
−p′
 , (B.27)
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in which we used the Plu¨cker identity:
d12d34 − d13d24 + d14d23 = 0 (B.28)
The transition functions can be easily read from this. For example, those from M (1,1) to
M (2,0) are:
a = − 1
Y 2
, b =
X
Y
, q = ξ, p = XY ξ − Y 2η, (bq + qp = η) . (B.29)
Similarly, we can easily find transition functions from M (0,2) to M (2,0)
a = − a
′
b′2
, b =
1
b′
, q = b′q′ + a′p′, p = b′p′, (bq + ap = q′) . (B.30)
It is known that we can consider a Grassmannian manifold as an embedding into a bigger
projective space defined by the Plu¨cker coordinates themselves. In our case we have the
following equivalence relation:
(d12, d23, d13, d14, d24, d34)
∼ (λ2d12, λd23, λd13, d14, d24, λ−1d34) (B.31)
That is aWCP 5(2,1,1,0,0,−1). There are two coordinates with 0 weight. These two coordinates
are in fact inhomogeneous. We can therefore write:
WCP 5(2,1,1,0,0,−1) =WCP
3
(2,1,1,−1)(d12, d13, d23, d34)×C2(d14, d24) (B.32)
The Grassmannian manifold is defined by the following embedding:
Gr
(1,1,0,−1)
4,2 =
{WCP 5(2,1,1,0,0,−1)(d12, d13, d23, d14, d24, d34) | d12d34 − d13d24 + d14d23 = 0}. (B.33)
From the discussion in Appendix A we know thatWCP 3(2,1,1,−1) can be written as a blow-up
along a plane with a Z2 action:
WCP 5(2,1,1,0,0,−1) = C˜
3/Z2 ×C2 ≡ C˜5x4,x5/Z2, (B.34)
where the right-most side means that we blow-up C5(x1, x2, x3, x4, x5) along the plane
x1 = x2 = x3 = 0, and the Z2 action is given by x1 = −x1. Far from the blown-up
plane there is a one-to-one correspondence between the homogeneous coordinate dij and
the inhomogeneous coordinate xi:
x21 = d12d
2
34, x2 = d13d34, x3 = d23d34, x4 = d14, x5 = d24, (B.35)
and the Plu¨cker relation becomes in the coordinates of C5:
x21 − x5x2 + x4x3 = 0, (B.36)
which defines a cone inside C5, and defines our Grassmannian manifold as the following
embedding:
Mk=2,N=2,NF=3 = WGr
(1,1,0,−1)
4,2 =
{C˜5x4,x5(x1, x2, x3, x4, x5)/Z2 | x21 − x5x2 + x4x3 = 0}. (B.37)
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This enables us to consider WGr
(1,1,0,−1)
4,2 as the blow-up along a plane of the cone x
2
1 −
x5x2 + x4x3 = 0.
Consider now a local vortex. This case corresponds to the vanishing of the three minors:
d14 = d24 = d34 = 0 (B.38)
The embedding relation is trivially satisfied, and from:
WCP 3(2,1,1,−1)(d12, d13, d23, 0)×C2(0, 0) =WCP 2(2,1,1)(d12, d13, d23) = CP 2/Z2 (B.39)
we recover the correct answer for the moduli space of local vortices. In the language
of (B.37) the condition for local vortices implies x1 = x2 = x3 = x4 = x5 = 0, e.g
the origin of C˜5. This point must be blown-up, and it follows that it is mapped into a
CP 2/Z2 = WCP
2
(2,1,1). In the semilocal case we have x3, x4, x5 6= 0. The surface (B.36)
now is nontrivial, and passes trough the plane x4, x5 = 0, that is blown-up.
• NC = 1, NF = 3
In this case we collect our matrices into the following one:
M =
(
1 0 q1 q2
0 1 −p1 −p2
)
(B.40)
This can be thought as the only patch of the ”regularized” weighted GrassmannianWGr
(1,1,0,−1)
4,2 .
This space is simply:
Mk=2,N=1,NF=3 = C4(q1, p1, q2, p2). (B.41)
Note that if we exchange the role of Ψ and Ψ˜ we get a fourth patch for the Grassmannian,
and we can complete (B.27):
d12
d23
d13
d14
d24
d34
 ≡

−a
1
b
−bq − ap
−q
−p
 ∼

1
Y
X
−η
−ξ
Y η −Xξ

∼

a′
b′
1
−q′
−b′q′ − a′p′
−p′
 ∼

−q1p2 + q2p1
p2
p1
q1
q2
1
 . (B.42)
B.3 WGr
(1,1,0,−1)
4,2 and duality
In this section we give a description of the full, non-Hausdorff, WGr
(1,1,0,−1)
4,2 . This can be easily
done solving the constraint (B.36) for x1. This is possible thanks to the Z2 action x1 = −x1, so
that the good coordinate is just x21:
x21 = x5x2 − x4x3. (B.43)
38
Thus, when (x2, x3) 6= 0 our moduli space is isomorphic to C4(x2, x3, x4, x5). When (x2, x3) =
0, from (B.43) we get x1 = 0 and this implies d34 = 0. This can be seen from (B.35) and
remembering that our definition of Gr
(1,1,0,−1)
4,2 is such that d12, d13, d23 6= 0. When d34 = 0, the
original definition (B.33) reduces to:
{WCP 2(2,1,1)(d12, d13, d23, 0)×C2(x4, x5) | d13x5 = x4d23.} (B.44)
We see that the action of the blow-up (B.37) on C4(x2, x3, x4, x5) is to substitute the plane
x2 = x3 = 0 (d34 = 0) with the space (B.44). In other words:
Mk=2,N=2,NF=3 = WGr
(1,1,0,−1)
4,2 = C
∗2(x2, x3)×C2(x4, x5)
⊕ {WCP 2(2,1,1)(d12, d13, d23)×C2(x4, x5) | d13x5 = x4d23 (x2 = x3 = d34 = 0)}. (B.45)
In the lump limit we take p 6= 0, that is d34 6= 0. From B.45:
Mlump
k=2,N=2,N˜C=1
= WGr
(1,1,0,−1)
4,2 = C
∗2(x2, x3)×C2(x4, x5) (B.46)
We can rewrite (B.45) as the set of points inside:
WCP 3(2,1,1,−1)(d12, d13, d23, d34)×C2(x2, x3)×C2(x4, x5) (B.47)
that satisfy the relations:
d13d34 = x2, d23d34 = x3, d12d34 − d13x5 + d23x4 = 0 (B.48)
The moduli space for the dual theory can be obtained from the previous expression just
substituting WCP 3(2,1,1,−1) with WCP
3
(2,1,1,−1). But now the condition x2 = x3 = 0 does not
implies d34 = 0, but instead d12 = d13 = d23 = 0, thus:
Mk=2,N=1,NF=3 = WGr(1,1,0,−1)4,2 = C∗2(x2, x3)×C2(x4, x5)
⊕ {WCP 2(2,1,1,−1)(0, 0, 0, d34)×C2(x4, x5) (x2 = x3 = 0)}. (B.49)
That is, of course:
Mk=2,N=1,NF=3 = C∗2(x2, x3)×C2(x4, x5)⊕ (0, 0)×C2(x4, x5) = C4(x1, x2, x4, x5). (B.50)
Note that (B.35) give, in the patch where we put d34 = 1 (thanks to B.42) :
x2 = d13 = p1, x3 = d23 = p2, x4 = d14 = q1, x5 = d24 = q2. (B.51)
So that (5.23) and (B.50) are consistent.
Note that we can also consistently use transition functions from (B.42) to identify non-
normilizable modes given those of the dual system.
B.4 General case
The general case with N˜C flavors involves weighted spaces with several negative weights:
WGr
(1NC ,0,−1NC)
NC+N˜C+1,2
⊂ WCP I+NF−1(2I ,1NC ,−1N˜C) ×C
NCN˜C , I = NC(NC − 1)/2. (B.52)
This is Calabi-Yau for N2C = N˜C.
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C Moduli space of lump in terms of moduli matrix
In this appendix we will show that the moduli space of lumps is given by:
MlumpNC,NF;k =
{
(Z,Ψ, Ψ˜)
∣∣ GL(k,C) free on (Z,Ψ) and (Z, Ψ˜)} /GL(k,C). (C.1)
Recall that we start from the situation where GL(k,C) acts freely on (Z,Ψ) only. This means
that we have to prove the following:
Theorem. The following two statements are equivalent:
i) (Z, Ψ˜) : GL(k,C) free
ii) ∀z : detH0(z)H0(z)† 6= 0.
Let us begin with some preliminary considerations:
Lump condition. Let us decompose the moduli matrix like in Eq. (2.9):
H0(z) = (D(z),Q(z)) (C.2)
The rational map (4.3) gives,
D(z)−1H0(z) = (1NC, R(z)) =
(
1NC, P (z)
−1F(z)
)
=
(
1NC , Ψ
1
z − ZΨ˜
)
. (C.3)
The lump condition is thus equivalent to:
∀z : detH0(z)H0(z)† = |P (z)|2 det
(
1NC + |P (z)|−2F(z)F†(z)
) 6= 0, (C.4)
When z 6= zi, P (z) 6= 0 and the argument of the determinant is positive definite. The condition
above is thus equivalent to the following:
∀i : |P (z)|2 det (1NC + |P (z)|−2F(z)F†(z))9 0 for z → zi. (C.5)
We can give another more convenient form for the lump condition. Let us consider the
following matrices (here we use the notations defined in the next subsection):
F r˜1r˜2···r˜Is1s2···sI (z) ≡
∑
{r1,r2,··· ,rNC−I}
1
(NC − I)!ǫs1s2···sIr1r2···rNC−I detH
〈r1r2···rNC−I r˜1r˜2···r˜I〉
0 (z)
=
∑
{ri}
P (z)
(NC − I)!ǫs1s2···sIr1r2···rNC−I det(D(z)
−1H0(z))〈r1r2···rNC−I r˜1r˜2···r˜I〉
= P (z) det
(
Ψ
1
z − ZΨ˜
)
〈{s}〉
〈{r˜}〉
= P (z) detΨ〈{s}〉〈{i}〉 det
(
1
z − Z
)
〈{i}〉
〈{j}〉 det Ψ˜〈{j}〉〈{r˜}〉. (C.6)
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With si, ri ∈ {1, 2, · · · , NC}, r˜i ∈ {NC + 1, · · · , NF} and 1 ≤ I ≤ min(NC, N˜C, k). The
matrices F r˜1r˜2···r˜Is1s2···sI (z) are a kind of generalization of the matrix F(z). In fact we have: F
r˜1
s1 (z) =
F(z). In fact the only independent quantities are that with I = 0, P(z), and I = 1, F(z). The
other matrices are related to the former ones by homogeneous relations (Plucker conditions).
Now, using the identity (C.32) we can translate the condition (C.4) into the following:
∀z, ∃{A} : detH〈{A}〉0 (z) 6= 0, (C.7)
that is equivalent to:
∀i, ∃{r˜}, ∃{s} : F {r˜}{s} (zi) 6= 0. (C.8)
We can rephrase our theorem in the most convenient form.
Theorem. The following two statements are equivalent:
i) (Z, Ψ˜) : GL(k,C) free
ii) ∀i, ∃{r˜}, ∃{s} : F {r˜}{s} (zi) 6= 0.
Jordan form and GL(k,C) free condition. Z can always be set to a canonical block-wise form
a` la Jordan, that is in our choice lower-triangular:
Z =

Z1 0 · · ·
0 Z2
...
. . .
ZN
 , Zi =

zi 0 · · ·
1 zi
0
. . .
. . .
... 1 zi
 , (C.9)
where Zi (i = 1, · · · , N) is an αi × αi block and
∑N
i=1 αi = k. Here two eigenvalues zi, zj are
allowed to be the same for i 6= j. It is convenient also to define sets of indices, Ia (a = 1, · · · , d),
that collect Zi blocks with the same eigenvalue:
d⋃
a=1
Ia = {1, · · · , N}, Ia ∩ Ib = ∅ for a 6= b;
∀i, j ∈ Ia, zi = zj ≡ z(a);
∀i ∈ Ia, ∀j ∈ Ib (b 6= a), zi 6= zj . (C.10)
We also decompose Ψ˜ into αi× N˜C matrix Ψ˜i, from which we extract the |Ia| × N˜C matrices
A˜(a):
Ψ˜ =

Ψ˜1
Ψ˜2
...
Ψ˜N
 , (A˜(a))nr˜ ≡ (Ψ˜in)1r˜, Ia = {i1, i2, · · · , i|Ia|}. (C.11)
The matrices (A˜(a))n
r˜ simply collect the |Ia| first rows of the blocks Ψ˜i that corresponds to the
same eigenvalue in the decomposition (C.9). With these definitions we are ready to prove the
following:
Proposition 1. The following two statements are equivalent:
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i) (Z, Ψ˜) : GL(k,C) free
ii) ∀a, ∃{r˜a} ⊂ {NC + 1, · · · , NF}, |{r˜a}| = |Ia| : det(A˜(a))〈{r˜a}〉 6= 0.
Proof 1. Let us consider a matrix X ∈ GL(k,C) satisfying:
[Z, X] = 0, XΨ˜ = 0, (C.12)
and decompose it to smaller matrices as
X =

X11 X12 · · · X1N
X21
. . .
...
. . .
XN1 · · · XNN
 (C.13)
where Xij is αi × αj.
The first condition of Eq. (C.12) is thus decomposed as:
[Z,X] = 0 ⇔ ZiXij = XijZj , (C.14)
where the indices i and j are not summed over. Using the explicit form (C.9) for Zi, the above
condition gives the following recurrence formula:
(zi − zj)(Xij)pq = (Xij)pq+1 − (Xij)p−1q, (C.15)
where p = 1, · · · , αi and q = 1, · · · , αj , and we have defined (Xij)0q ≡ 0 and (Xij)pαj+1 ≡ 0.
Especially this gives (zi − zj)(Xij)1αj = 0. By use of Eq. (C.15), we inductively find:
Xij = 0 for zi 6= zj ;
(Xij)p
q = x
(αi−p+q)
ij for zi = zj ,
with x
(l)
ij = 0 for l > αij ≡ min(αi, αj). (C.16)
The x
(l)
ij are the undetermined entries of the lower-triangular part of Xij , for example:
Xij =

x
(αij )
ij 0 · · · · · · · · · · · · 0
...
. . .
. . . · · · · · · · · · 0
x2ij
. . .
. . .
. . . · · · · · · 0
x1ij x
2
ij · · · x(αij )ij 0 · · · 0
 . (C.17)
The second condition gives:
XΨ˜ = 0 ⇒
∑
{j|zi=zj}
x
(αij )
ij (Ψ˜j)1
r˜ = 0,
∑
{j|zi=zj}
x
(αij−1)
ij (Ψ˜j)1
r˜ + x
(αij )
ij (Ψ˜j)2
r˜ = 0,
∑
{j|zi=zj}
x
(αij−2)
ij (Ψ˜j)1
r˜ + x
(αij−1)
ij (Ψ˜j)2
r˜ + x
(αij )
ij (Ψ˜j)3
r˜ = 0,
· · · (C.18)
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Now let us assume the statement ii) of Proposition 1. This implies that we have an invertible
square sub-matrix (A˜)j
〈{r˜}〉 = (Ψ˜j)1〈{r˜}〉. If we multiply the first equation with the inverse of this
matrix we get x
(αij )
ij = 0. Plugging this result in the second equation we get x
(αij−1)
ij = 0, and by
induction we conclude that all x
(l)
ij vanish and that X ≡ 0. This implies the statement i).
Conversely, let us assume the statement ii) is false. This implies that there exists a non-
vanishing matrix yij satisfying y · A˜ = 0 and that we can find non-vanishing X that satisfies
Eq. (C.12). For instance we can take: x
(1)
ij = yij and the others vanish: x
(p)
ij = 0 (p > 1). Thus
the statement i) is false.
These arguments prove the proposition. 
Similarly we can prove:
Proposition 2. The following two statements are equivalent:
i) (Z,Ψ) : GL(k,C) free
ii) ∀a, ∃{ra} ⊂ {1, · · · , NC}, |{ra}| = |Ia| : det(A(a))〈{ra}〉 6= 0.
with the following decomposition and definition:
Ψ = (Ψ1Ψ2 · · · ΨN) , (A(a))rn ≡ (Ψin)rαin , Ia = {i1, i2, · · · , i|Ia|}. (C.19)
Proof 2. The proof proceeds analogously to that of Proposition 1. Alternatively one can
note that there exists U ∈ GL(k,C) satisfying UZU−1 = ZT. 
Proposition 1 states that in regions with |Ia| > N˜C, GL(k,C) is always non-free on (Z, Ψ˜),
since we cannot choose an |Ia| × |Ia| matrix from the matrix A(a). Similary, according to Propo-
sition 2, |Ia| is always smaller than NC so that GL(k,C) acts freely on (Z, Ψ).
Proof of the theorem.
For z 6= zi we can consider the matrix:
1
z − Z =

1
z−Z1
1
z−Z2
. . .
 . (C.20)
Note that Zi = zi1αi + E(αi), with
E(αi) =

0 0 · · ·
1 0
0
. . .
. . .
... 1 0
 , (C.21)
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that is the αi-nilpotent Jordan block, E
αi
(αi)
= 0. Thus we obtain
1
z − Zi =
1
(z − zi)1αi − E(αi)
=
1
z − zi
αi−1∑
n=0
En(αi)
(z − zi)n =
=

(z − zi)−1 0 · · · 0
(z − zi)−2 (z − zi)−1 ...
...
. . .
. . . 0
(z − zi)−αi · · · (z − zi)−2 (z − zi)−1
 . (C.22)
It is easy to see that the minor determinants of this matrix either vanish identically or behave,
in the vicinity of zi, like:
det
(
1
z − Zi
)
〈{p}〉
〈{q}〉 ∝ 1
(z − zi)s , s ≤ αi, (C.23)
and the equality s = αi implies αi ∈ {p} and 1 ∈ {q}. The minimal size of a minor matrix
whose determinant goes like (z− zi)−αi is 1× 1, and it is achieved by {p} = {αi} and {q} = {1}.
Therefore F
{r˜}
{s} (z(a)) vanishes in the case of I < |I(a)| and, in the case of I = |Ia|, the non-vanishing
minor determinant, whose size is |Ia|, is given by,
P (z) det
(
1
z − Z
)
〈{ν(a)}〉
〈{µ(a)}〉
∣∣∣
z→z(a)
=
∏
b6=a
(z(a) − z(b))n(b) 6= 0, (C.24)
where n(b) is the algebraic multiplicity of z(b) and, most importantly, sets of |Ia| indices {µ(a)} =
{µ(a)1 , µ(a)2 , · · · } and {ν(a)} = {ν(a)1 , ν(a)2 , · · · } are chosen so that Ψsν
(a)
i = (A(a))s
i and Ψ˜
µ
(a)
j
r˜ =
(A˜(a))j
r˜. Using (C.6), (C.19) and (C.11) we get, for |{r˜}| = |{s}| = |Ia|:
F
{r˜}
{s} (z(a)) =
∏
b6=a
(z(a) − z(b))n(b) det(A(a))〈{s}〉 det(A˜(a))〈{r˜}〉. (C.25)
In case of I > |Ia|, αi ∈ p and 1 ∈ q implies that the minor determinant always choose all lines
of the matrix Aa, that is,
F
{r˜}
{s} (z(a)) =
∑
J⊃{µ(a)},|J |=I
C〈{s}〉〈J〉 det Ψ˜〈J〉〈{r˜}〉
=
∑
J
∑
K⊂{r˜},|K|=|Ia|
C ′〈{s}〉
〈J〉 det(A˜(a))〈K〉 det Ψ˜〈J−{µ(a)}〉
〈{r˜}−K〉 (C.26)
where C〈{s}〉〈{µ}〉 and C ′〈{s}〉
〈{µ}〉 are certain constants.
Thus we find that the existence of a non-vanishing det A˜(a) means that there exists an non-
vanishing F (z(a)). And if all of det A˜(a) vanish, then all F (z(a)) vanish. According to Proposition
1, these facts give a proof of the theorem. 
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C.1 Minor Determinants
Let us define the following notation for a determinant of a minor matrix:
detX〈a1a2···an〉〈b1b2···bn〉 ≡ n!X [a1b1Xa2b2 · · ·Xan]bn , (C.27)
where X is an N × M matrix and n ≤ min(M,N). Note that if N = M we get the usual
expression for the determinant of a square matrix:
detX = detX〈12···N〉〈12···N〉. (C.28)
We also use the following abbreviations:
detX〈a1a2···aN 〉 = detX〈12···N〉〈a1a2···aN 〉, for N < M ;
detX〈a1a2···aM 〉 = detX
〈a1a2···aM 〉〈12···M〉, for N > M. (C.29)
We used the following useful identity:
det(XY )〈a1a2···an〉〈b1b2···bn〉 = n!(XY )
[a1
b1(XY )
a2
b2 · · · (XY )an]bn
= n!X [a1c1X
a2
c2 · · ·Xan]cnY c1b1Y c2b2 · · ·Y cnbn
=
1
n!
detX〈a1a2···an〉〈c1c2···cn〉detY
〈c1c2···cn〉〈b1b2···bn〉, (C.30)
where Einstein contraction with respect to a set of indices {c1, c2, · · · } has been assumed. This
equation can be rewritten shortly as
det(XY )〈{a}〉〈{b}〉 = detX〈{a}〉〈{c}〉detY 〈{c}〉〈{b}〉 (C.31)
where 〈{a}〉 ≡ 〈a1a2 · · ·an〉 with a1 < a2 < · · · < an. For instance, with N < M
detXX† = detX〈{a}〉 det(X
†)〈{a}〉 =
∑
〈{a}〉
∣∣detX〈{a}〉∣∣2 (C.32)
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