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Abstract
Inspired by the fact that the Moyal quantization is related with nonlocal operation, I define
a difference analogue of vector fields and rephrase quantum description on the phase space.
Applying this prescription to the theory of the KP-hierarchy, I show that their integrability fol-
lows to the nature of their Wigner distribution. Furthermore the definition of the “expectation
value” clarifies the relation between our approach and the Hamiltonian structure of the KP-
hierarchy. A trial of the explicit construction of the Moyal bracket structure in the integrable
system is also made.
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1. Introduction
In the classical mechanics, dynamics can be described in the geometrical context. If we define
a Hamiltonian vector field on the phase space (more generally the symplectic manifold), the
time evolution of canonical variables can be recognized as an integral curve of the Hamiltonian
vector field. It is equivalent to a Lie derivative as an operation to a function defined in the
phase space. In this sense the vector field generates a Lie algebra.
When we quantize some dynamical systems, we usually consider the Hilbert space instead
of the phase space and replace the Poisson bracket of observables by a commutator of operators
on the Hilbert space. This is nothing but Dirac’s correspondence principle.
Meanwhile effort to realize quantization on the phase space has been also made. Weyl
associated quantum mechanical operators to classical functions of position and momentum [1].
Wigner introduced the quantum “distribution function” (Wigner distribution) and formulated
the quantum statistics on the phase space [2]. These two concepts were combined by Moyal
[3]. He showed that if one constructs a classical function along Weyl’s correspondence, an
expectation value of it, which is given by using the Wigner distribution, can be identified with
one of the corresponding quantum mechanical operator. On the basis of these works, many
authors have contributed to the progress in formulation of the phase space quantization (e.g.
see [4]–[10]).
One of remarkable things of Moyal’s work is the introduction of the so-called Moyal bracket.
It plays a role of the commutator in the phase space quantization and reduces to the Poisson
bracket in the classical limit. In the ordinary procedure the correspondence between the classical
and quantum mechanics is somehow mysterious since there exists no explanation how such a
transition takes place in the nature. But the phase space quantization seems to clarify such
mechanism: As Moyal suggested in his paper, the Moyal bracket seems to be constructed
by using some nonlocal operators. On the other hand, the uncertainty principle implies the
existence of a minimal lattice size of the phase space. From these two facts we arrive at the
speculation that some difference operator plays a key role in the Moyal quantization.
In Section 2, along this spirit, I first consider the difference analogue of the Hamiltonian
vector field and represent the Moyal bracket by using it. This new vector field has a tricky prop-
erty. The basis of it consists of the difference operator. For this reason a constant vector plays
the role of indices which originally associate with the local coordinates. Then the dimension of
the new vector field becomes infinite even if one of the phase space is finite as it will be seen.
Moreover for the purpose of reformulating the Moyal quantization in our prescription, I regard
the difference analogue of the Hamiltonian vector field as an operator on the phase space and
define its dual form. The dual pairing provides us the measurement of the quantum mechanics
in a form of expectation value in the phase space. I also discuss dynamics through the time
evolution of the expectation value in a simple case. All these reproduce the well-known results
in ordinary quantum mechanics.
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Although until now I mention only about the Moyal quantization, we already know other
examples in which the difference version of a system plays an important role. One of them is
nonlinear integrable systems. The existence of difference analogue of integrable systems is not
trivial at all, since in general a naive discretization of continuous variables will not preserve
integrability but creates chaos in an arbitrary nonlinear system. The transition between in-
tegrable and non-integrable discretizations is subtle and difficult to clarify the mechanism. It
is, however, supposed that a large symmetry exists behind the integrable discrete system. We
know, for instance, Hirota’s bilinear difference equation [11], which is a difference version of
the KP-hierarchy [12], exhibits large symmetry explicitly in an equivalent form of the Plu¨cker
relation [13]. For other types of integrable discretization, see, e.g., [14]. Besides these well-
known examples we have studied the role of the difference version of the integrable system. In
[15], we clarified that the W1+∞ symmetry [16] in the KP theory is deeply connected with the
difference analogue of a discrete version of the conformal symmetry. As mentioned above the
difference analogue of Hamiltonian vector field has infinite dimensionality. This fact implies
that we could apply such formulation to the integrable systems.
On the basis of the investigation, in Section 3, a main part of this manuscript, I try to
apply the difference operator approach stated in Section 2 to the KP theory. There the phase
space whose coordinates are regarded as the spectral parameter is considered. I first define a
functional corresponding to the Wigner distribution by using the Baker-Akhiezer function in
the place of the quantum wave function, and a quantity analogous to the expectation value in
the Moyal quantization. We see that the “distribution” induces the KP solution via the addi-
tional symmetric flow [17, 18]. Furthermore the “expectation value” will suit the Hamiltonian
structure of the KP-hierarchy [19]. At the end of this section, the Moyal bracket structure
emerges.
Section 4 is devoted to construct the Moyal bracket explicitly in the integrable system. To
this end I first pay attention to a fact that the algebraic structure of the new vector field is
analogous to a discretization of the conformal symmetry. Applying it with the case of the
KdV equation, I will provide a new bracket through the Moyal-like deformation of the Poisson
structure of the KdV equation [20].
In the last section we summarize the results of this manuscript and provide future perspec-
tive.
Finally three appendices are given to supply details of our discussions.
3
2. Difference operator approach to the Moyal quantization
In this section I explain the essence of the difference operator approach to the Moyal quan-
tization based on the work in [21].
2.1 Difference analogue of vector fields
Let M be a differentiable manifold (dimM = m). We take a local coordinate system
~x = (x1, · · · , xm) on M and define a (generalized) difference operator as
∇~a :=
1
λ
sin(λ
∑
j
aj∂xj ), (2.1)
where ~a denotes a constant vector and λ is a parameter. In the λ → 0 limit, (2.1) becomes∑
aj∂j . It is the ordinary vector field. This fact leads to the natural definition of a new vector
field whose basis consists of ∇~a. I consider the following form:
XD =
∫
d~a vλ(~x,~a)∇~a, (2.2)
where vλ is the component of X
D in the local coordinate system ~x on M . Comparing with the
ordinary vector fields of the differential geometry, we see that the constant vectors ~a play the
role of the indices j of the local coordinates xj. In this sense, X
D is infinite-dimensional. From
now we regard (2.2) as a difference analogue of the ordinary vector field.
Starting from (2.2), we can discuss the “difference geometry” by defining other geometrical
objects:
Difference one-form ΩD
ΩD :=
∫
d~a wλ(~x,~a)∆
~a, (2.3)
where ∆~a is the conjugate of ∇~a satisfying 〈∆
~a′ ,∇~a〉 = δ(~a
′ − ~a). The one-form ∆~a is, for
example, realized as the pseudo-differential operator
λ csc{λ(~a · ~∂)} :=
2iλ
eiλ~a·~∂ − e−iλ~a·~∂
= 2iλ
∞∑
n=0
e−i(2n+1)λ~a·
~∂. (2.4)
This enables us to define the bilinear pairing explicitly:
〈∆~a
′
,∇~a〉 := λ csc{λ(~a
′ · ~∂)} ·
1
λ
sin{λ(~a · ~∂)} δ(~a′ − ~a) = δ(~a′ − ~a). (2.5)
Difference two-form ΩD2
ΩD2 =
∫
d~α
∫
d~β wλ(~x : ~α, ~β)∆
~α ∧∆
~β . (2.6)
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Here ∧ is nothing but the ordinary wedge product. The forms of higher degree can be con-
structed by using the operation ∆ repeatedly.
Exterior difference operator ∆
∆ΩD2 =
∫
d~γ
∫
d~α
∫
d~β ∇~γ wλ(~x : ~α, ~β)∆
~γ ∧∆~α ∧∆
~β . (2.7)
Since [∇~α,∇~β] = 0, ∆ has the desired property ∆∆ = 0.
Interior product i∇~a
i∇~γ (∆
~α ∧∆
~β) = δ(~γ − ~α)∆
~β − δ(~γ − ~β)∆~α. (2.8)
Lie difference LXD
LXD = ∆ · iXD + iXD ·∆. (2.9)
We obtain relations among operators ∆, iXD , and LXD in the similar form to the continuous
case. This means that the operators (d, iX ,LX) in the differential geometry are replaced by
(∆, iXD ,LXD) here.
2.2 Difference operator approach to the Moyal Quantization
Now let us consider the case that M is symplectic, i.e. the phase space. I only treat
the two-dimensional physical phase space ~x = (p, x) for simplicity. The following discussion is
easily generalized to the higher dimensional case.
In the classical mechanics, the Poisson bracket is geometrically realized as the action of
the Hamiltonian vector field on a function such as Xf g = −{f, g}. Then it seems natural to
think that an analogous formulation for the Moyal bracket should exist. I will show that the
difference analogue of vector fields enables us to realize such concept. To this end I first propose
a difference version of the Hamiltonian vector field Xf as follows:
XDf =
∫
d~a vλ[f ](~x,~a)∇~a, (2.10)
where
vλ[f ](~x,~a) =
1
(2π)2
∫
d~b ei(~a×
~b)f(~x+ i~b). (2.11)
In this expression ~a ×~b means the vector product of ~a and ~b, and it inherits the symplectic
structure from the phase space. If we apply XDf on a function g, we have the following desired
expression:
XDf g = −
1
λ
sin
[
λ
(
∂
∂x1
∂
∂p2
−
∂
∂p1
∂
∂x2
)]
f(p1, x1)g(p2, x2)
∣∣∣∣∣
p,x
=: −{f, g}M . (2.12)
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Therefore XDf g can be regarded as a difference operator representation of the Moyal bracket.
In the λ → 0 limit, (2.10) becomes Xf and (2.12) the Poisson bracket. Moreover the relation
as
[XDf , X
D
g ] = −X
D
{f,g}M
(2.13)
is verified by explicitly using (2.10). In this sense XDf is meaningful as the vector field on the
phase space. This form of algebra has been studied in other context [22] and is sometimes
called the Moyal bracket algebra (or the sine algebra).
Remark that the difference two-form corresponding to the symplectic form ω can be con-
sidered:
Ω :=
1
2iλ
∫
da
∫
db e−iλ(~a×
~b)∆~a ∧∆
~b. (2.14)
For the two-form we can show
iXD
f
Ω = ∆ f. (2.15)
This relation is analogous to the definition of the Hamiltonian vector field as iXfω = df .
Therefore I interpret (2.14) as a difference version of the symplectic form.
Next I establish the way to reconstruct the Moyal quantization method by identifying the
parameter λ with Planck’s constant as λ = h¯/2. There are several methods which connect an
(quantum) observable on the Hilbert space with a function on the phase space. If we introduce
the Moyal bracket as a quantum version of the Poisson bracket, we must fix the ordering of the
operators along the so-called Weyl correspondence [1]. On the basis of the procedure of the
phase space quantization, I regard XDA as the object corresponding to the phase space function
A. This means that XDA takes the place of the observable in our description.
In addition to this, an expectation value of XDA must be introduced and it should be equiv-
alent to the expectation value in the ordinary quantum mechanics. For this purpose I define
the one-form associated with the Wigner distribution Fw [2] (see Appendix A) by
ΩFw =
∫
d~a
∫
d~b e−i(~a×
~b)Fw(~x+ i~b)∆
~a. (2.16)
Using the one-form and the orthogonality between ∇~a and ∆
~a, we actually obtain
〈ΩFw , X
D
A〉 =
∫
d~x Fw(~x)A(~x). (2.17)
The right-hand side is nothing but the expectation value of A in the phase space quantization.
Hence we can say that the left-hand side is a new description of the expectation value. (See
[21] for more detail.)
We can also consider the time evolution of (2.17). The time dependence of 〈ΩFw , X
D
A〉 can be
two fold: in the Heisenberg picture we have 〈ΩFw , X
D
A〉t = 〈ΩFw , X
D
A(t)〉, while in the Schro¨dinger
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picture we have 〈ΩFw(t), X
D
A〉, which must be equivalent. (In the following discussion, we assume
that Fw (in Heisenberg) and A (in Schro¨dinger) have no explicit time dependence.) If we take
the Heisenberg picture, the time evolution of a physical observable (A.9) of Appendix A should
follow to one of XDA. In fact, if the static Hamiltonian H is given, the equation
d
dt
XDA = −[X
D
A, X
D
H ] (2.18)
enables us to make such an interpretation. Since XDA(t) is written as X
D
A(t), this equation is
physically equivalent to (A.9) in Appendix A, and A(t) = eX
D
H
tA. Then from (2.13), we obtain
d
dt
〈ΩFw , X
D
A(t)〉 = 〈ΩFw , X
D
{A(t),H}M
〉. (2.19)
The right-hand side of (2.19) is identical with 〈Ω{H,Fw(t)}M , X
D
A〉 (see Appendix B). Hence we
obtain an equation which ΩFw(t) = ΩFw(t) must satisfy in the Schro¨dinger picture:
d
dt
ΩFw(t) = Ω{H,Fw(t)}M . (2.20)
Here we used Fw(t) := e
−XD
H
tFw. It is clear that this equation corresponds to (A.10).
All these are our reconstruction of the Moyal quantization. Though these results have been
known by using other methods, the difference operator approach must provide a new insight
into the Moyal quantization not only formally but also practically.
3. Application to the KP-hierarchy
In the difference analogue of the vector field approach, we notice that it has property
different from the ordinary vector field, i.e. infinite dimensionality. Even if we start from the
finite-dimensional phase space, its quantum version leads us to an infinite-dimensional vector
field in a sense that the vector ~a plays the role of the indices. Since {XD} constitutes an infinite-
dimensional Lie algebra, it may have some connection with symmetry of nonlinear integrable
systems. The purpose of this section is to clarify it by applying our methods to the theory of
the KP-hierarchy.
First we consider the complex-valued phase space (z, ζ) instead of (p, x) and a function on
it is assumed to be expanded in the formal Laurent series as
A(z, ζ) =
∑
m∈Z
∑
n∈Z
amn z
mζn .
In this case XDA becomes
XDA =
1
λ
∑
m,n
amn z
mζn sin
{
λ(n∂ln z −m∂ln ζ)
}
=:
∑
m,n
amn z
mζn∇mn . (3.1)
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The factor ∇mn plays a role of ∇~a in (2.1). More precisely this expression is equivalent to the
form that the integration is carried out in (2.1). If we define the “components” XDmn of X
D
A by
zmζn∇mn, it constitutes a basis of the following Lie algebra:
[XDm1n1 , X
D
m2n2] =
1
λ
sin
{
λ(n1m2 − n2m1)
}
XDm1+m2, n1+n2 (3.2)
[22], and also that XDmn satisfy (2.13)
∗.
Next I define the corresponding object of the Wigner distribution. In the theory of the KP-
hierarchy, the Baker-Akhiezer function plays the role of the wave function of quantum physics
in the sense that it satisfies the linear equations of the inverse problem associated with the
nonlinear differential equations. Then it is preferable to compose the “distribution” from the
Baker-Akhiezer function by regarding the spectral parameter as the coordinate of the phase
space (z, ζ). But we must remember that the KP-hierarchy is the system which has multi-time
evolution; and such evolution is generated by the operation of the pseudo-differential operator.
Moreover the complex conjugate of the wave function in the quantum mechanics is turned into
the formal adjoint in this case. Taking these facts into consideration, the following functional
is suitable for our purpose:
FKP(z, ζ) :=
∫
dx
∑
l∈Z
w(q
l
2z)w∗(q−
l
2z) ζ−l (3.3)
where the parameter λ is fixed to −i ln q (|q| < 1), and w (w∗) stands for the (adjoint) Baker-
Akhiezer function. The integration over the variable y in (A.3) of Appendix A corresponds
to the summation over l. The integration over x does not exist in (A.3). This is because the
Baker-Akhiezer function has x-dependence (see (C.3) in Appendix C), while in the quantum
wave function there is no such dependence. (Remark that the variable x in the Baker-Akhiezer
function does not mean position since in this case z and ζ are the coordinates of the phase
space.) Hence I smear out the x-dependence of the Baker-Akhiezer function by taking an
“average” in the definition of FKP(z, ζ).
We can define the one-form ΩFKP associated with (3.3) in the same way as discussed in the
previous section. It is clear that (3.3) is formally expanded as FKP =
∑
m,n fmn z
mζn. Then
first we introduce the dual basis ∆mn of ∇mn and define ΩFKP by
ΩFKP(z, ζ) =
∑
m,n
fmn z
mζn∆mn . (3.4)
∗The Moyal bracket is now expressed as
{f, g}M = −
1
λ
sin
{
λ
(
∂
∂ ln z1
∂
∂ ln ζ2
−
∂
∂ ln ζ1
∂
∂ ln z2
)}
f(z1, ζ1) g(z2, ζ2)
∣∣∣∣
z,ζ
.
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The “expectation value” now becomes
〈ΩFKP , X
D
A〉 := −
∮
dz
2πiz
∮
dζ
2πiζ
FKP(z, ζ)A(z, ζ) =
∑
m,n
fmn amn (3.5)
on the basis of the orthogonality relation as 〈∆mn,∇m′n′〉 = δmm′δnn′. Here each integral means
to pick up the coefficient of z−1 (ζ−1, resp) term. In particular if we use XDmn, we obtain
fmn = 〈ΩFKP , X
D
mn〉 = −
∫
dx
∮
dz
2πiz
zmw(q
n
2 z)w∗(q−
n
2 z). (3.6)
It is interesting to consider this result in connection with the additional flow ∂kl discussed
in [17, 18]. The use of ∂kl enables us to represent the right-hand side of (3.6) in a simpler form
as ∫
dx Dmn
(
−
∂
∂x
ln τ
)
. (3.7)
See Appendix C for more detail. In this expression, τ is the tau function of the KP-hierarchy
and Dmn is defined as
Dmn := q
nm
2
∞∑
j,l=0
cjl
(nλ)j
j!
∂m+l−1,l (3.8)
where cjl is
cjl =
l∑
α=1
(−1)l−α αj
(l − α)! α!
(j, l ≥ 1), cl0 = c0l = δl,0 .
The quantity −∂x ln τ is nothing but the solution of the KP-hierarchy. This means that ΩFKP
induces the KP solution. On the other hand, Dmn comes from X
D
mn. In this sense the additional
symmetry has been given its alternative interpretation from the discretization point of view.
Strictly speaking, the subscrips m and n run over the whole integer, while one of the subscripts
of the additional flow ∂kl the positive integers (see Appendix C). Then the correspondence
between Dmn and ∂kl is not one-to-one. Nevertheless the essential point is that Dmn can be
represented by using the additional flow. If we want to let the correspondence be one-to-one,
we must truncate the area over which one of the subscripts of Dmn runs. Such a situation
can be realized, for instance, by imposing some condition on amn and/or fmn. The additional
symmetry is known as a kind of the so-called W -symmetry [23]. Therefore above consideration
leads us to think that the discretization which preserves integrability is closely related to the
W -symmetry in general since such symmetry is believed to possess the universal properties of
various integrable systems.
If we define DA :=
∑
m,n amnDmn, we at last obtain the “expectation value” as the following
functional:
〈ΩFKP , X
D
A〉 =
∫
dx DA
(
−
∂
∂x
ln τ
)
=: A˜(t). (3.9)
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Let us investigate the meaning of the functional A˜(t). The (multi-) time evolution of A˜(t) is
obtained by taking differential with respect to tr:
∂
∂tr
A˜ = −
∫
dx DA
(
∂
∂tr
∂
∂x
ln τ
)
=: −
∫
dx DAJr. (3.10)
Here Jr = ∂r∂x ln τ is the first integral of the KP-hierarchy, i.e. Hr =
∫
dx Jr is the Hamilto-
nian of the KP-hierarchy [19]. Since the non-commutative flow DA generates the independent
symmetry from the ordinary KP-flow ∂r, this equation means that the time evolution of the “ex-
pectation value” naturally yields the Hamiltonian structure of the KP-hierarchy. For example,
if we take the derivative with respect to another time variable tr′ , we obtain
∂
∂tr′
∫
dx DAJr = 0.
In this sense, the right-hand side of (3.10) is nothing but the Hamiltonian of the KP-hierarchy
induced by the non-commutative flow. This fact is not surprising: The form such as w · w∗ is
known as the residue (with respect to the pseudo-differential operator) of a “resolvent” of the
Hamiltonian mapping in the KP-hierarchy [19]. And turning back to our definition of FKP, we
find that FKP essentially consists of such bilinear form although it is constructed by analogy
with the Wigner distribution. Hence the emergence of the Hamiltonian is natural.
On the other hand, we can introduce the vector field associated with the functional A˜. Using
it, the right-hand side of (3.10) is formally defined as
−
∫
dx DAJr =: DA˜ ·Hr . (3.11)
The action of DA˜ on the functional Hr has the same structure as (2.12). Therefore we can
interpret that DA˜ ·Hr provides the Moyal bracket structure in the KP theory, i.e. we can write
down (3.10) as follows:
∂
∂tr
A˜ = {A˜, Hr}
(KP)
M
. (3.12)
I have shown that the difference operator approach to the Moyal quantization can be applied
to the KP theory. It is remarkable that the integrability of the KP-hierarchy (τ function,
Hamiltonian structure) is naturally led from the particular forms of FKP and A˜. On the other
hand the algebraic structure of XDf discussed in Section 2 restricts the form of ΩFKP . From these
facts I like to emphasize that the Moyal bracket structure implies the origin of the integrability
of the system.
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4. Deformation of the Poisson structure of the soliton system
In the preceding section I revealed the Moyal bracket structure in the KP system by consid-
ering the time evolution of the functional A˜. Then I arrive at a speculation that in integrable
systems such structure can be constructed manifestly. I will examine in this section whether it
is appropriate.
First I notice that from (3.8) we can associate XDmn with the holomorphic vector field. For
the holomorphic function f(z) =
∑
fmz
m+1, the operator which generates the infinitesimal
conformal transformation is defined as
Lf = f(z) ∂z =
∑
m∈Z
fm z
m+1∂z =:
∑
m∈Z
fm Lm. (4.1)
This can be understood as the vector field in the following sense:
[Lf , Lg] = LLf g−Lg f . (4.2)
The component Lm is the basis of the Virasoro algebra. By analogy with the case of the
Hamiltonian vector field, I provide the difference analogue of (4.1) by
LDf :=
∑
m∈Z
∑
n∈Z≥0
q−
n(m+2)
2 fm z
mqn(z∂z+
m
2
) =:
∑
m,n
q−
n(m+2)
2 fmL
D
mn. (4.3)
Remark that the subscript n is truncated to the non-negative integer (see the discussion above).
In this case LDf also constitutes a Lie algebra:
[LDf , L
D
g ] = L
D
LD
f
g−LDg f
. (4.4)
When the coefficient of the function A(z, ζ) =
∑
amnz
mζn is given as amn = q
−n(m+2)/2 am,
the “expectation value” of A is written as follows:
〈ΩFKP , X
D
A〉 =
∫
dx
[∮ dz
2πiz
(
LDAV (z)
)
V ∗(z)
] (
−
∂
∂x
ln τ
)
. (4.5)
From this fact, (4.4) is recognized as a discretization of the holomorphic vector field which
corresponds to the Moyal deformation. Schematically, the correspondence is illustrated as
Xf g (Poisson) ←→ Lf g − Lg f
XDf g (Moyal) ←→ L
D
f g − L
D
g f
In [15] we showed that such type of q-difference operator realization of the w1+∞ algebra can be
understood as a specific realization of the discretization of the conformal symmetry. (Actually
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it was constructed by using LDmn in (4.3).) Also in this sense above interpretation is naturally
achieved. The appearance of the holomorphic vector fields also implies that my procedure of
the expectation value has mathematically similar background to the polarization process in
the geometric quantization [24]. Then the relation between the Moyal quantization and the
geometric quantization might be clarified from our point of view.
The above diagram for the holomorphic vector fields indicates the existence of some new
bracket corresponding to the Moyal bracket. In the following discussion, I will show such
evidence by considering the KdV equation ut − 6uux + uxxx = 0 as a simple example. For the
solution u(x, t), let us define the functional Lm as
Lm =
∫
dx xm+1 u. (4.6)
It is known [25] that the following bracket constitutes the Virasoro algebra:
{Lm,Ln} =
∫
dx xm+1(u∂ + ∂u) xn+1 (∂ = ∂/∂x)
= (m− n)Lm+n. (4.7)
This bracket has the properties of the Poisson bracket and provides a part of the second
Hamiltonian structure of the KdV equation∗. The fact can be contrasted to the case of the
holomorphic vector field. Now I propose a functional corresponding to the difference analogue
of the vector field LDmn in (4.1) as
LDmn =
∫
dx q−nxm u (4.8)
under the definition of the new bracket:
{LDmn,L
D
m′n′}q :=
∫
dx q−nxm(qn
′x ∂ u qnx∂ − q−n
′x∂ u q−nx∂) q−n
′
xm
′
. (4.9)
If we take the partial integration
∫
dx f(x) (qx∂g(x)) =
∫
dx (q−x∂f(x)) g(x),
the right-hand side of (4.9) yields
(qnm
′−n′m − q−nm
′+n′m)LDm+m′ n+n′ . (4.10)
After substitution of −i ln q for λ and some change of normalization, (4.9) becomes the same
algebra as (3.2). In this sense the term
qn
′x ∂ u qnx∂ − q−n
′x∂ u q−nx∂ (4.11)
∗More precisely, the term as ∂3 must be added to (u∂ + ∂u) in (4.7) and this term is nothing but the origin
of the center. But in our naive discussion here, we temporary ignore it.
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can be interpreted as a deformation (discretization) of the term as u∂ + ∂u. More rigorous
treatment may lead us to the Moyal-like deformation of the Hamiltonian structure of the KdV
equation. Furthermore it is interesting to generalize the above investigation to the integrable
hierarchy. Recently the q-deformation of the integrable hierarchy was discussed in [26]. There
the q-difference version of the pseudo-differential operator plays an essential role. Such a gen-
eralization may have deep connection with it.
5. Summary and Discussion
First I summarize the results of the manuscript.
In section 2, the difference analogue of the vector fields XD and its dual form Ω were
defined; and their geometrical properties were discussed. In the reformulation of the quantum
mechanics, I proposed the difference Hamiltonian vector field XDA and its dual form ΩFw which
was associated with the Wigner distribution. The expectation value of an observable could
be constructed by pairing of XDA with ΩFw . The time evolution of observable and the Wigner
distribution was rewritten in our prescription. All these results were already known in the
context of the phase space quantization. Although I paraphrased them again by using the
difference operator and reformulated them since such construction had the possibility to provide
new insight into the Moyal quantization.
In section 3, I showed that the preceding formulation was applicable to the theory of the
KP-hierarchy: The “distribution” FKP was defined by using the Baker-Akhiezer function in this
case. The one-form ΩFKP is connected with the KP solution; and the deformed vector field X
D
A
induces the non-commutative (or w1+∞) flow of the KP solutions. The time evolution of the
functional A˜ which corresponds to the “expectation value” yields the Hamiltonian structure
of the KP-hierarchy. After all it has been clarified that the integrability of the KP-hierarchy
followed to the nature of ΩFKP and of the Moyal bracket.
In addition to these formal study of the Moyal quantization, in Section 4, I discussed XDA
was related to the algebraic structure which was characteristic of integrable hierarchies: The
component XDmn is identical with a realization of the difference analogue of the conformal
algebra. Moreover this fact led us to the Moyal-like deformation of the Hamiltonian structure
of the KdV equation such as {LDmn,L
D
m′n′}q. Therefore the difference analogues of the integrable
system provided by the Moyal structure should preserve their integrability.
The Moyal bracket structure in the integrable system was also discussed in other context [27].
There the variables x and z are regarded as the canonical variable. Originally, such description
was made in the theory of the dispersionless KP-hierarchy [28]. In this case, the pseudo-
differential operator plays a role of the quantum operator, i.e. the following correspondence is
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realized:
P (x, ∂x) =
∑
j
pj(x) ∂
j
x 7−→ P(x, z) =
∑
j
pj(x) z
j .
This correspondence is equivalent to take other type of operator-ordering, so-called the standard
ordering [29]-[31]. Nevertheless I think that the difference operator approach discussed above
is still effective here. I will report it elsewhere.
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Appendix A.
In this appendix I briefly review the phase space quantization.
Let us consider the one-dimensional system in the state |φ〉. (It is not difficult to generalize
to higher dimensional case.) First we introduce the characteristic operator:
Mˆ(pˆ, xˆ; τ, θ) = ei(τ pˆ+θxˆ), (A.1)
where τ and θ have the same dimension as one of position and momentum, respectively. The
expectation value M of Mˆ in state |φ〉 can be written as
M(τ, θ) =
∫
dx φ
(
x+
h¯
2
τ
)
φ∗
(
x−
h¯
2
τ
)
eiθx. (A.2)
We define the Wigner distribution as the Fourier transformation of the above equation:
Fw(p, x) =
1
(2π)2
∫
dτ
∫
dθ M(τ, θ) e−i(τp+θx) =
1
2π
∫
dy φ
(
x+
h¯
2
y
)
φ∗
(
x−
h¯
2
y
)
e−ipy. (A.3)
The Wigner function corresponds to the classical probability density on the phase space and
reduces to it in the limit of h¯→ 0, but in general it might take negative values and hence does
not have the meaning of a probability density except in the classical limit.
Now let us consider an arbitrary operator of pˆ, xˆ, say Aˆ(pˆ, xˆ) as follows:
Aˆ(pˆ, xˆ) =
∫
dτ
∫
dθ a(τ, θ) ei(τ pˆ+θxˆ). (A.4)
In this expression the operator is taken an appropriate representation, e.g. pˆ = −ih¯ ∂/∂xˆ in the
position representation. We assume the corresponding phase space function has the following
form as
A(p, x) =
∫
dτ
∫
dθ a(τ, θ) ei(τp+θx). (A.5)
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This correspondence is called the Weyl correspondence. Remark that such correspondence fixes
the operator ordering (Weyl ordering). For example, the classical quantity pmxn becomes
1
2n
n∑
r=0
(
n
r
)
xˆn−r pˆm xˆr. (A.6)
If we take the expectation value of Aˆ in the state |φ〉, we get
〈φ|Aˆ|φ〉 =
∫
dp
∫
dx Fw(p, x)A(p, x). (A.7)
The expectation value of the commutator [Aˆ, Bˆ] becomes
〈φ|[Aˆ(pˆ, xˆ), Bˆ(pˆ, xˆ)]|φ〉 = ih¯
∫
dp
∫
dx Fw(p, x) {A,B}M . (A.8)
The Moyal bracket reduces to the Poisson bracket in the h¯ → 0 limit. In this formalism, the
time evolution of the observable is written as
d
dt
A(t) = {A(t), H}M (A.9)
and it corresponds to the Heisenberg picture. We also consider the Schro¨dinger picture in which
the Wigner distribution depends on time. It originates from the density matrix ρˆ, and in the
statistical treatment the expectation value is denoted by Tr(ρˆAˆ). In this sense we can consider
the time evolution of the Wigner distribution and it becomes
d
dt
Fw(t) = {H,Fw(t)}M. (A.10)
For detailed treatments of the dynamics of these equations, see [2]–[10].
Appendix B.
In this appendix I show that the relation 〈ΩFw , X
D
{A(t),H}M
〉 = 〈Ω{H,Fw(t)}M , X
D
A〉 holds. To
verify the relation I first prove
∫
d~x Fw(X
D
HA) = −
∫
d~x (XDHFw)A. (B.1)
Proof of (B.1):
(l.h.s. of (B.1)) = −
∫
d~x Fw(~x){A,H}M(~x)
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= −
1
(2π)2
∫
d~x Fw(~x)
∫
d~a
∫
d~b sin(~a×~b)A(~x+ i~b)H(~x+ i~a)
= −
1
(2π)2
∫
d~x
∫
d~a
∫
d~b sin(~a×~b)Fw(~x− i~b)H(~x+ i~a− i~b)A(~x)
=
1
(2π)2
∫
d~x
∫
d~a
∫
d~b sin(~a×~b)Fw(~x+ i~b)H(~x+ i~a)A(~x)
=
∫
d~x {H,Fw}M(~x)A(~x) = (r.h.s. of (B.1)) ✷
Combining (B.1) with the relations as
A(t) = eiX
D
H
tA, Fw(t) = e
−iXD
H
tFw,
we can make sure the following equality:
〈ΩFw , X
D
{exp(iXD
H
t)A,H}M
〉 = 〈Ω{H,exp(−iXD
H
t)Fw}M
, XDA〉 (B.2)
Proof of (B.2):
(l.h.s. of (B.2)) =
∫
d~x Fw{e
iXD
H
tA,H}M =
∞∑
n=0
(it)n
n!
∫
d~x Fw{(X
D
H)
nA,H}M
=
∞∑
n=0
(it)n
n!
∫
d~x Fw
(
(XDH)
n+1A
)
= −
∞∑
n=0
(it)n
n!
∫
d~x (XDHFw)
(
(XDH)
nA
)
=
∞∑
n=0
(it)n
n!
∫
d~x
(
(XDH)
2Fw
) (
(XDH)
n−1A
)
= · · ·
= (−1)n+1
∞∑
n=0
(it)n
n!
∫
d~x
(
(XDH)
n+1Fw
)
A
=
∫
d~x {H,Fw(t)}M A = (r.h.s. of (B.2)) ✷
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Appendix C.
In this appendix I explain the non-commutative flow of the KP-hierarchy and derive (3.7).
In contrast to the KP flow ∂r = ∂/∂tr , we can consider the flow ∂kl [17, 18] which do not
commute with each other but commute with ∂r. In this sense this additional flow is nothing
but the symmetry of the KP-hierarchy. First remember that the KP-hierarchy is the following
linear system of equations:
Lw = zw, ∂rw = L
r
+w , (C.1)
where the Lax operator L and the Baker-Akhiezer function w are respectively given by
L(x, t) = ∂ +
∞∑
j=1
uj(x, t)∂
−j , (∂ = ∂/∂x) (C.2)
w(z, t) =
(
1 +
∞∑
j=1
wj∂
−j
)
exp
∑
r
trz
r =: Weξ, (C.3)
and ( )+ denotes the purely differential operator part. We also describe L by using the dressing
operator W as W∂W . The first equation of (C.1) means that the operation of L on the Baker-
Akhiezer function is equivalent to the production of z to w. Similarly, the derivation ∂z to w
is written in terms of the pseudo-differential operators as
∂w
∂z
= W
( ∞∑
r=1
rtr∂
r−1
)
W−1Weξ =: Mw . (C.4)
Then we get zk∂lz w = M
lLkw (k ∈ Z, l ∈ Z≥0). It enables us to consider the vector field as
∂k l w = −(M
lLk)−w. (C.5)
Moreover between zk∂lz and ∂k l, there is a Lie algebra isomorphism z
k∂lz 7→ ∂k l. Therefore ∂k l
yields the relation as
[∂k l, ∂k′ l′] =
∞∑
j=1
{(
k
j
)(
l
j
)
−
(
k′
j
)(
l′
j
)}
j! ∂k+k′−j, l+l′−j . (C.6)
In general the operators spanned by the differential operators {zk∂lz; k ∈ Z, l ∈ Z≥0} form an
infinite-dimensional Lie algebra, and it is called w1+∞ [16].
Since w (w∗) is rewritten by use of the vertex operator V (V ∗) and the τ function as
w(z, t) =
V (z) τ
τ
=
τ(t− 1/[z])
τ(t)
eξ, w∗(z, t) =
V ∗(z) τ
τ
=
τ(t + 1/[z])
τ(t)
e−ξ,
(t± 1/[z] := t1 ± 1/z, t2 ± 1/2z
2, · · ·)
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we obtain the action of ∂k l on the τ function as
∂m+l, l ∂ ln τ =
∮ dz
2πi
(
zm+l∂lzw(z)
)
w∗(z) =
[∮ dz
2πi
(
zm+l∂lzV (z)
)
V ∗(z)
]
∂
∂x
ln τ (C.7)
[15, 32, 33].
The derivation of (3.7) is shown as follows:
(r.h.s. of (3.6)) = −
∫
dx
∮ dz
2πiz
(
zmqn(z∂z+
m
2
)w(z)
)
w∗(z)
= −q
nm
2
∞∑
j,l=0
cjl
(nλ)j
j!
∫
dx
∮
dz
2πiz
(
zm+l∂lzw(z)
)
w∗(z)
=
∫
dx
[
q
nm
2
∞∑
j,l=0
cjl
(nλ)j
j!
∂m+l−1,l
](
−
∂
∂x
ln τ
)
=
∫
dx Dmn
(
−
∂
∂x
ln τ
)
(3.7) ✷
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