Abstract-Automatic video annotation is a challenging yet important problem for content-based video indexing and retrieval. In most existing works, annotation is formulated as a multi-labeling problem over individual shots. However, video is by nature informative in spatial and temporal context of semantic concepts. In this paper, we formulate video annotation as a sequence multi-labeling (SML) problem over a shot sequence. Different from many video annotation paradigms working on individual shots, SML aims to predict a multi-label sequence for consecutive shots in a global optimization manner by incorporating spatial and temporal context into a unified learning framework. A novel discriminative method, called sequence multi-label support vector machine (SVM SML ), is accordingly proposed to infer the multi-label sequence for a given shot sequence. In SVM SML , a joint kernel is employed to model the feature-level and concept-level context relationships (i.e., the dependencies of concepts on the low-level features, spatial and temporal correlations of concepts). A multiple-kernel learning (MKL) algorithm is developed to optimize the kernel weights of the joint kernel as well as the SML score function. To efficiently search the desirable multi-label sequence over the large output space in both training and test phases, we adopt an approximate method to maximize the energy of a binary Markov random field (BMRF). Extensive experiments on TRECVID'05 and TRECVID'07 datasets have shown that our proposed SVM SML gains superior performance over the state-of-the-art.
ties (e.g., flicker.com, facebook.com). Given large amounts of videos online, most of media sharing websites (e.g., YouTube, MySpace, Yahoo!) have provided search and recommendation services, mostly based upon the noisy text descriptions from web pages such as titles, tags, and comments. To effectively assist those text-based video search and recommender systems, automatic video annotation has attracted increasing research interests in the multimedia community [2] , [7] , [29] , [32] , [35] .
Research efforts have been devoted to benchmark video datasets for training and evaluating semantic concept detectors [8] , [23] , [43] . Various supervised learning methods (e.g., support vector machines [18] , [21] , and graphical models [29] , [30] , [34] ) and multi-modality fusion methods [16] , [25] , [45] are employed to find out the informative feature patterns to represent and discriminate concepts from visual, audio, and/or text information. However, due to the well-known gap between low-level features and high-level concepts [4] , the concept detectors purely relying on low-level features only could not achieve desirable performance.
Recently, several methods [11] , [17] , [20] , [49] , [50] have been presented to exploit spatial and/or temporal context of concepts for video annotation. For example, Qi et al. [11] employed the spatial co-occurrence of concepts in learning a shot-level multi-label classifier. Liu et al. [20] tried to boost the results of individual shots by applying spatial association and temporal filtering rules to a post-process over the initial annotation results. In essence, these methods work on individual shots and the correlations of concepts from neighboring shots have not been fully utilized in the learning phase of concept detectors.
Video data are by nature rich in spatial and temporal context that could be useful to facilitate annotation. Generally speaking, semantic concepts may have spatial correlations within a shot and temporal consistencies between consecutive shots. That is, several concepts may co-occur within a shot due to the spatial correlation, and a concept could be persistent across several neighboring shots due to the temporal consistency. Taking an example in Fig. 1 , street and building co-occur in and , while car is present in three consecutive shots. Moreover, it is noted that two distinct concepts may correlate with each other between shots. This contextual relationship can be denoted as temporal dependency. In Fig. 1 , when car is present in , street would probably be detected in the next two shots. In this paper, such interaction of concepts within the same shot is referred to as spatial correlation; the temporal consistency of a concept and the temporal dependency between dis- Fig. 1 . Illustration of video annotation with multi-labels. For a shot sequence, concepts present in neighboring shots exhibit several contextual relationships. Note that here both temporal consistency of a concept and temporal dependency between concepts across neighboring shots are referred to as temporal correlation.
tinct concepts are jointly referred to as temporal correlation. Both spatial and temporal correlations of concepts will be exploited to facilitate video annotation in our proposed unified framework.
In this paper, we formulate video annotation as a sequence multi-labeling (SML for short) problem, where a sequence of multi-labels is predicted simultaneously for a set of consecutive video shots given a list of predefined concepts. This is clearly different from most existing video annotation paradigms working on individual shots. SML provides a unified video annotation framework to incorporate spatial and temporal context. Accordingly, learning algorithms seek to capture informative features and contextual correlations of concepts so as to facilitate video annotation.
To address the SML problem, a novel discriminative method, called sequence multi-label support vector machine ( for short), is proposed. In , a joint kernel is employed to model three relationships (i.e., dependencies of labels on lowlevel overlapping features, spatial and temporal correlations of labels). A working set optimization algorithm is presented for learning with an approximate method which maximizes the energy of a binary Markov random field (BMRF) to make efficient search in the huge output space of label sequences. A multiple kernel learning (MKL) algorithm is presented to learn the optimal joint kernel and the SML score function simultaneously. Extensive experiments on TRECVID'05 and TRECVID'07 datasets have shown that gains superior performance over state-of-the-art methods.
The main contributions are summarized as follows.
• We present a generalized sequence multi-labeling formulation for video annotation, which can decently model various spatial and temporal contexts of semantic concepts in a unified framework.
• A novel discriminative learning method, , is proposed to address sequence multi-labeling by multiple kernel learning. In , both SML score function and the roles of multiple cues (i.e., distinct low-level features, spatial and temporal correlations of concepts) are learnt simultaneously, without the need for extra training data.
• We develop effective learning algorithms for , including a BMRF-based approximate method to speed up search process involved in the working set optimization as well as an MKL-based optimization algorithm to learn the optimal joint kernel.
• On TRECVID'05 and TRECVID'07 datasets, we have achieved the mean average precisions (MAPs) [43] of 50.65% and 38.66%, respectively, outperforming state-of-the-art video annotation methods remarkably. The remainder of this paper is organized as follows. In Section II, we briefly review the related work. In Section III, we present the formulation of SML. In Section IV, we introduce the method as well as its learning algorithm. We present the experimental setting and results in Section V. Finally, we conclude this paper in Section VI.
II. RELATED WORK
In this section, we briefly review related works on video annotation over individual shots and sequential shots.
A. Video Annotation Over Individual Shots
Video annotation is traditionally formulated as a multi-labeling problem over individual shots, which is referred to individual multi-labeling (IML) in this paper. IML treats video shots as independent instances, where either multiple concept detectors [7] , [18] or a multi-label classifier [11] are learned at the shot level. By exploiting spatial correlations of concepts within individual shots [as shown in Fig. 2(a) ], many research efforts have been devoted to enhance the performance of IML. Smith et al. [16] propose a two-stage discriminative fusion method to explore the concept correlation within a shot. Alternatively, graphical methods (e.g., Bayesian network [29] [30] [31] , conditional random fields [37] , [47] and graph diffusion [49] ) have been employed to model the spatial correlations and to refine the annotation results. In addition, re-ranking approaches [3] , [14] , [22] have attracted much attention. For example, Kennedy et al. [14] use random walk to exploit the contextual correlation of features. Recently, Qi et al. [11] employ a multi-label classifier to build up a correlative multi-labeling (CML) framework. CML employs the concept correlations within individual shots and annotates shots with multiple concepts simultaneously.
Overall, these works detect concepts within individual shots independently. In a sense, they can be considered as a sort of direct extension of image annotation methods to video domain, with much less temporal context taken into account.
B. Video Annotation Over Sequential Shots
As video is temporally informative, researches attempt to utilize temporal information to enhance video annotation. Generally speaking, video annotation methods over sequential shots can be categorized into three types.
The first type is to model the temporal pattern of low-level features. For example, hidden Markov model (HMM) is employed by Xie et al. [24] to model the temporal dynamics of low-level features (e.g., color and motion) for specific video event detections. Qi et al. [12] introduce a temporal kernel into CML to model the similarity between sequences of low-level feature. In these works, the temporal dynamic in low-level feature is employed to improve specific concept detectors whereas higher-level temporal correlations of concepts are ignored.
The second type is to perform temporal refinement over IML (IML-T), in which concepts are first annotated over individual shots followed by the refinement with temporal consistency [as shown in Fig. 2(b) ]. For example, Yang et al. [17] and Liu et al. [50] incorporate temporal consistency into active learning to detect multiple video concepts. Weng et al. [33] and Liu et al. [20] propose several fusion methods to refine the annotation results of individual shots, where spatial correlations and temporal consistencies of concepts are modeled by association rules and temporal filtering, respectively. Higher-order temporal consistency of concept is also explored in [33] . In these methods, the outputs of each concept detector across consecutive shots are smoothed to keep temporal consistency. However, the pair-wise interactions of distinct concepts across consecutive shots are ignored basically. Despite of more or less improvements, these methods are weak for unstable performance. The reasons are twofold: -First, the performance relies on the accuracy of the annotation results over individual shots. The underlying errors of the initial shot level annotation may be propagated. -Second, additional training data may be needed to learn the temporal context of concepts. Insufficient labeled data could lead to over fitting in the temporal refinement. The third type is to model the spatial and temporal context of concepts temporally. Besides the dynamics of low-level features, spatial and temporal contexts of higher-level concepts would be useful to assist event/action detection [39] , [44] . However, there are few generic approaches in enhancing video annotation with spatial and temporal correlations of concepts. Naphade et al. [29] try to integrate spatial co-occurrence and temporal dependency of concepts into a probabilistic Bayesian network so that the pair-wise relationships of concepts from one frame (or shot) and between two adjacent frames (or shots) can be modeled.
Alternatively, this paper formulates video annotation as a sort of sequence multi-labeling and comes up with a unified learning framework to capture both spatial and temporal correlations of semantic concepts [as shown in Fig. 2(c) ]. Compared with IML-T methods, our proposed learns both SML score function and the contributions of multiple cues (i.e., distinct low-level features, spatial and temporal correlations of concept labels) in one single stage over the same training dataset.
does not require any initial annotation and has greatly alleviated the problem of error propagation. Also learning the SML score function as well as spatial and temporal context over the same training data avoids additional efforts on data collection and labeling. Compared with [29] , is a kernel-based method where the spatial correlation, the first and the second order temporal correlations are modeled within a joint kernel. Moreover, multimodal features and temporal dynamic of the low-level feature can be integrated into in the manner of basic kernels.
III. SML FORMULATION
In this section, we present a generalized sequence multi-labeling (SML) formulation for video annotation. Let denote the sequence of input features (i.e., visual/audio/text features) extracted from a video clip consisting of shots, where is the input feature space. The output sequence of multi-labels is expressed by , where . Here and are the output spaces of individual shot and shot sequence, respectively. Let represent the lexicon of semantic concepts. Each entry (i.e., the multi-label of an elementary shot) of the output multi-label sequence can be expressed by an -dimensional label vector , where indicates whether concept is present in the th shot. Accordingly, denotes the training set consisting of sequences.
Given the training set , SML aims to learn an optimal mapping from a sequence of input features to a sequence of output multi-labels. For an unknown shot sequence , the sequence of output multi-labels can be predicted as (1) where is SML score function over the input feature sequence and the output multi-label sequence. SML predicts the annotation of the shot sequence by maximizing the score function over all candidate multi-label sequences. As shown in Fig. 2(c) , different types of spatial and temporal contexts in the shot sequence can be also incorporated with the prediction (c.f. Section IV-B). SML is a generalized formulation for video annotation. That is, IML and IML-T can be viewed as two special cases of SML. When all video shots are assumed to be independent with each other, SML reduces to IML:
In IML, detection of one concept only depends on low-level features and other concepts within current shot [as shown in Fig. 2(a) ].
IML-T is a two-step optimization process which improves the initial annotation results of IML by (3) In (3), corresponds to the neighborhood size of current shot and characterizes the temporal consistencies of individual concepts within the neighborhood [as shown in Fig. 2(b) ]. IML-T improves the initial detection of one concept in current shot by smoothing the annotation results within the neighborhood.
We can further explain their differences from the optimization perspective. Given a sequence of correlated shots (e.g., a scene), IML-based approaches can provide local optimal annotation results within each shot; IML-T based approaches improve the IML results by temporal consistency within neighboring shots; while SML-based approaches can effectively find out the near-optimal annotation in the sense of shot sequence.
IV. : A DISCRIMINATIVE METHOD FOR SML
In this section, the framework of our proposed for video annotation is presented in Section IV-A. In Section IV-B, a joint kernel is presented to model the dependencies of labels on the overlapping low-level features, spatial and temporal correlations of labels. The learning of is discussed in Section IV-C.
A. Framework
SML is to predict output that is not simple binary label, but instead has a more complex sequential multi-label structure. By appropriately modeling multiple relationships (i.e., the dependencies of labels on overlapping low-level features, spatial and temporal correlation of labels), we extend a machine learning method called structure SVM [15] and propose to learn a structured score function which can make better use of the available training data. Similar to other structure SVMs, learns a discriminative score function over input/output pairs. In framework, the multi-label sequence is then predicted by (1) which maximizes the response score of over the output space for a given input . The proposed SML score function is linear in combining the joint feature representation :
is a vector of linear combination weights which will be optimized by solving the dual problem of (c.f. Section IV-C); is a joint feature representation w.r.t. input and output pair. As a variant of SVM, employs kernel function (c.f. Section IV-B) to compute the inner product in the joint feature space. Accordingly, we can explicitly define a similarity measure between two shot sequences and implicitly map original feature space to a high-dimensional feature space, thereby avoiding explicit feature representation of and the curse of dimension [48] .
holds some basic advantages, in particular the generalization abilities that have been theoretically guaranteed by margin-maximization property of the learning algorithm [6] , [38] . Fig. 3 illustrates the framework of our approach. At the training phase, low-level multimodal features (e.g., visual features such as color, texture and shape, text features from ASR/OCR transcripts, or audio features) and the multi-label sequences from training shot sequences are fed into a joint kernel. This joint kernel models the dependencies of labels on overlapping low-level features, spatial correlations of labels within a shot, as well as temporal correlations of labels from consecutive shots in a linear combination of kernels.
is learnt by a working set optimization method, where kernel weights of the joint kernel are simultaneously optimized by an MKL-based learning algorithm. At the testing phase, one multi-label sequence is predicted by the learnt SML score function for the testing shot sequence. During the training and testing phases, a BMRF-based approximate method is employed to accelerate the search process over the large output space of multi-label sequence. Finally, testing shots can be ranked by their relevance scores to a given query concept. It is worthy to note that such framework can work at the finer granularities (e.g., sub-shots or sampled frames with equal interval). Without loss of generality, we study the shot sequences in this paper.
B. Joint Kernel for
Referring to (4), we would like to employ kernel functions to avoid an explicit joint feature representation of . In , extracts features not only from input data but also from output data . Especially, is a sort of relational features. We may classify the relational features into two types, i.e., dependencies of labels on overlapping low-level features, spatial and temporal correlations of labels.
1) Dependencies of Labels on Overlapping Low-Level Features:
The relational features that characterize the dependencies of labels on low-level features are given by (5) where corresponds to the low-level feature representation of the th shot in the shot sequence, and indicates whether concept is present in the th shot. Considering the overlapping low-level features from neighboring shots, we have (6) where indicates an interval around current location.
is the feature representation of the shot at . In this case, the label in current shot also relies on the features from its neighboring shots. It is worth to note that here overlapping features are introduced to capture the visual continuity in temporal dimension. Although noise may also be introduced, informative features can be strengthened and noisy features can be suppressed by the further feature selection (c.f. Section IV-C4).
To avoid explicit feature representation of , kernel function can be employed as the inner product to measure the similarity of two shots and as
As illustrated in Fig. 4 , by concatenating multiple (multimodal) features into a unified feature , var- ious features together with proper kernel functions can be integrated by a linear kernel combination:
with . In (8) , is the total feature number, may employ distinct kernel function, and is the corresponding kernel weight. The optimal kernel weights can be estimated by cross-validation or heuristic methods (c.f. Section IV-C4).
2) Spatial and Temporal Correlation of Labels:
The relational features that capture both spatial and temporal correlations of labels are given by (9) where the superscript represents the th shot in the shot sequence, and the subscripts and are concept indices. The setting of indicates that the label in current shot may correlate with the label in current or neighboring shot.
When and , the relational features capture the spatial correlations of labels within a shot by (10) corresponds to the co-occurrence of two distinct labels within a shot. When and , corresponds to the temporal dependency of concept and concept in two neighboring shots. When and , reduces to the temporal consistency of one individual concept. All these relational features serve to capture the spatial and temporal context of labels.
3) Joint Kernel: Based on the above-mentioned relational features, a joint feature representation at the th shot of the shot sequence can be derived by concatenating two sets of relational features: , and . To extend the feature representation to a sequence of length , we accumulate the relational features at each location in an additive manner: (11) Accordingly, the joint kernel over the input space and the output space can be defined as a multi-kernel combination of distinct relational features from two sequences: (12) where , is the number of low-level features, and the kernel weights correspond to the roles of low-level features, spatial and temporal correlations of labels, with and . We adopt -norm constraint on to chase sparse kernel weights [41] . In Section IV-C4, we will show that contributions of different relational features can be further evaluated in the manner of MKL-based joint kernel optimization.
C. Learning

1)
Optimization Problem: Inspired by [15] , the training can be accomplished by solving an optimization problem that involves maximizing the margin as well as minimizing the training error: (13) , which is the -norm of (c.f. (4)), is inversely related to margin; is a slack variable for each training sequence to allow margin violations; is a tuning parameter to seeking a trade-off between margin and training errors; is a loss function that decreases when a candidate output is approaching the true output . The loss function is computed by the number of differences between and as follows: (14) where denotes the length of the th training sequence . Through introducing Lagrange multipliers , , into the above inequality constraints in (13) , and formulating the Lagrangian dual function which satisfies the Karush-Kuhn-Tucker (KKT) condition, we have (15) Accordingly, the optimization problem is consequently reduced to a dual quadric programming (QP) problem: (16) By substituting (15) and (12) into (4), we get the SML score function: (17) In such discriminative function, joint kernel similarity need to be calculated among the training sequences and where .
2) Working Set Optimization Algorithm:
The dual problem of is in spirit similar to the usual SVM dual formulation except that there may be an intractable large number of "wrong" outputs in the dual objective function. Inspirited by [48] , we address the dual problem by working set optimization (as outlined in Algorithm 1) that cuts off current primal solution from the feasible set. , and iteratively update by finding the most violated inequality constraint [c.f. (13) ] that margin violation exceeds current value of by more than the threshold (c.f. Algorithm 1, line 8). Algorithm iteratively constructs working set that serves as a sufficient subset of all wrong outputs [48] and converges until no constrain is violated by more than . Threshold is introduced in Algorithm 1 for approximation.
It is worthy to note that the complexity of Algorithm 1 depends on the implementation of iteratively invoked argmax operation: (18) An efficient implementation is introduced in the next subsection.
3) Solving the Argmax by BMRF:
We have to implement two argmax operations [i.e., (18) and (1)] to search desirable multi-label sequence at both training and test phases. A straightforward approach is to enumerate all possible multi-label sequences. Unfortunately, the size of search space is exponential with the number of labels and the length of the shot sequence, i.e., . Hence, exhaustive search is intractable when and is large. In the following, we show that such problem can be solved efficiently by optimizing a binary Markov random field (BMRF).
By substituting the joint kernel [c.f. (12)] into (17) , the SML score function can be calculated as follows: (19) where (20) (21) (22) In (19) , corresponds to the dependency of label on the overlapping low-level features in the th shot;
represents the spatial correlation of labels and within the th shot, and the temporal correlation of labels and from two neighboring shots.
Given a shot sequence, one BMRF can be established by associating each concept in each shot with a vertex whose value can be 0/1 denoting the absence/presence of the concept. Also, two vertexes within a shot or from neighboring shots are connected with a weighted edge, whose value reflects the strength of either spatial correlation or temporal correlation between two concepts. When we assign to a vertex as the vertex energy function, and serve as the edge energies of intra-shot and inter-shot concept pairs , respectively, the SML score function is then equivalent to the energy of BMRF. The argmax operation in (1) consequently can be solved as an energy maximization problem. We employ a generalized graph-cut algorithm [9] to optimize the BMRF in our implementation. Other efficient methods can be utilized here.
Likewise, the argmax operation in (18) can be solved by a BMRF where the loss of sequence labels is incorporated into the BMRF by adding related vertexes' energy with factor for any wrong label assignments.
4) Joint Kernel Optimization of
: Distinct relational features may play different roles in video annotation. Recent works [5] , [21] and our early work [19] show that MKL can effectively fuse multiple features/kernels together with the classifier learning. Hence, instead of cross-validation over a preselected dataset, we extend the MKL [41] to , where the optimal kernel weights of the joint kernel and the SML score function are learnt over the same training set simultaneously.
By substituting the joint kernel [c.f. (12)] into the dual optimization problem [c.f. (16)], is also the objective of the dual problem for a given , due to the strong duality. Hence, the former optimization problem leads to a saddle point problem [41] : (23) That is we maximize the objective w.r.t. while at the same time minimize the objective w.r.t. the kernel weights . Similar to the parameter learning in MKL [41] , we adopt a two-stage alternant optimization approach. Fixing , the coefficient can be estimated by solving the dual problem [c.f. (16)] with the learnt joint kernel. Consequently, maximizing over can be implemented with Algorithm 1. Fixing , we employ gradient-descent method to optimize the kernel weights . As stated in [36] , is differentiable if is unique. Such condition can be guaranteed by the fact that all kernel matrices are strictly positive definite. Thus, we take derivatives of w.r.t. and by
The MKL algorithm of is summarized in Algorithm 2. In Algorithm 2, the optimal joint kernel and the SML score function are learnt alternatively. The termination criteria we adopt are the consistency of and between two consecutive steps. The step size of gradient method, and , can be fixed as a small constant (e.g., 0.01) or determined with a line search method which needs additional solving of for better convergence. Optimizing the coefficients and the kernel weights is a gradient descent wrapping solving process. 
V. EXPERIMENTS
In this section, we evaluate our proposed SML-based video annotation method on TRECVID'05 and TRECVID'07 benchmark video datasets [43] . TRECVID'05 dataset contains 170 h of broadcast news videos and has been labeled with 39 concepts from LSCOM-Lite ontology [23] . TRECVID'07 dataset is a corpus of documentary video involving a development set of 50 h of videos and a test set of 50 h of videos. Compared with TRECVID' 05 dataset, 36 concepts are multi-labeled and three concepts (i.e., entertainment, government-leader, and corporate leader) are removed in TRECVID'07 task [43] . We select these two datasets since they provide a common evaluation platform over different genres of video data (i.e., news, advertisement, and documentary) and more direct comparison with other existing methods. For simplicity, we use SML to denote in this section.
A. Experiment Setting
For fair comparison with other methods, we divide the development set into two parts, i.e., four fifths as the training set and one fifth as the validation set. SML trains the score function and optimizes the parameters over the training set simultaneously, and does not need to tune parameters over the validation set. Other comparison methods train concept detectors over the training set and further optimize their parameters with the validation set. At both SML training and test phases, a shot sequence is formed for each target shot by including its four neighboring shots (i.e., two previous shots and two following shots). All concepts are labeled for the shot sequence simultaneously in SML.
1) Features and Kernels:
In the experiments, several feature descriptors are used, including two local appearance features (dense-color-SIFT and dense-SIFT [40] ), two shape features (self-similarity [10] and pyramid histogram of orientated gradients [1] ), and two texture features (co-occurrence texture and wavelet texture). Bag of words representation is adopted and we employ k-means to quantize descriptors and obtain codebooks of size k (set as 400 in the experiments), respectively (c.f. [19] , [40] ). All visual features are extracted from key-frames. We also introduce one text feature from the raw results of automatic speech recognition (ASR) and machine translation (MT). The transcript of ASR/MT is provided by NIST [43] . Given a shot, the text feature is represented by the vector of normalized term frequency and the similarity of text feature is calculated by cosine similarity measure.
We employ spatial pyramid kernel (SPK) [40] and proximity distribution kernel (PDK) [13] as basic kernel functions for six visual features. For SPK, a key frame is divided into cells and the features from spatially corresponding cells are matched between two key-frames. The resulting kernel is a weighted combination of histogram intersections from coarse cells to fine cells. 2) Shot Ranking: To evaluate SML with mean average precision (MAP) [43] , we need to rank video shots by relevance score to a given concept. However, SML provides a binary prediction of multi-label sequence without the confidence or relevance score. As a result, the annotation results of SML cannot be used for shot ranking directly. Inspired by the probabilistic SVM [26] , we adopt an efficient ranking strategy. Given the query concept , the learnt SML score function [c.f. (15) ] and the predicted sequence of multi-labels of shot sequence , the conditional expectation of concept being present in the th shot of the sequence can be computed as (26) Exp here stands for exponential distribution. For simplicity, we define without considering other candidate multi-labels. Our empirical results show that such strategy has been effective for shot ranking.
3) Temporal Correlation of Concept Pair: In Fig. 5 , we illustrate the normalized mutual information of label variables to measure three temporal correlations (i.e., the 1st-, 2nd-, and 3rd-order correlations) of concepts over the development set of TRECVID'07. The 1st-order temporal correlations consider the co-occurrence of concepts from two successive shots, while the 2nd-or 3rd-order temporal correlations correspond to the co-occurrence of concepts in a larger neighborhood. From Fig. 5 , we can see that temporal consistency is statistically significant for some concepts (e.g., airplane, animal, court, snow, sports, and studio). Temporal dependency is also statistically significant for some concept-pairs (e.g., crowd and people-marching, charts and computer-screen, boat_ship and waterscape). Overall, temporal correlations become weaker at higher order. Therefore, our empirical study currently considers only the 1st-and 2nd-order correlations among all concepts. In practice, some strategies can be used to select appropriate correlations among specific concept pairs.
B. Experimental Results
Three sets of comparison experiments are carried out. Firstly, we evaluate the impacts of overlapping features from temporally neighboring shots on SML. Secondly, we study the effects of various contextual relationships of concepts on SML. Finally, SML equipped with complete contextual relationships (c.f. Fig. 1 ) is compared with several representative methods [11] , [12] , [28] , [42] , [47] , [49] . Three sets of experiments have been performed over TRECVID'07 dataset. Moreover, the third set of comparison is also carried out over TRECVID'05 dataset for an extensive comparison with state-of-the-art results. Table I gives a summary of SML settings using different overlapping features and contextual relationships.
1) Effects of Overlapping Features on SML:
By applying the overlapping features from three distinct neighborhood sizes (i.e., , 1, and 2), we evaluate the performance of the simple SML method (denoted as SML-N0, SML-N1, and SML-N2, respectively) which still predicts a multi-label sequence but does not utilize any spatial or temporal context of concepts. As shown in the Table I, [c.f. (6)] in SML-N0 is set to zero, indicating that the labels of current shot are predicted without any overlapping features. In SML-N1, is set to 1; that is, the labels of current shot also depend on the features from both one previous and one following shot. Likewise, for SML-N2, is set to 2 where the labels of current shot rely on two previous and two following shots in addition to the current shot. As list in Fig. 6 , two SMLs incorporating overlapping features (i.e., SML-N1 and SML-N2) do gain advantages over SML-N0. With the largest symmetric neighborhood, SML-N2 has obtained the best MAP. In particular, the annotation performances of those temporally persistent concepts (present across several shots) have obtained significant improvements, e.g., desert, people-marching, and waterfront. Therefore, in the other experiments, we will employ the overlapping features from 2 neighboring shots unless noted.
2) Effects of the Spatial and Temporal Correlations of Concepts on SML:
As discussed in Section IV-B, SML is able to integrate different types of contextual relationships into a unified framework. To evaluate the impacts of contextual relationships, comparisons are carried out among seven empirical settings (as listed in the bottom of Table I ) and their performances are listed in Fig. 7 .
From Fig. 7 , we can see that by incorporating different types of contextual relationships, SML has gained more or less improvements in MAP over SML-N2 (33.7%). For example, SML-S obtains an MAP of 35.88%, i.e., 6.47% relative improvement over SML-N2. Moreover, SML can be further improved by incorporating temporal dependency, in addition to the temporal consistency. For example, SML-T1 obtains an MAP of 37.16% with 7.49% relative improvement over SML-T0 (34.57%). SML-T2 obtains an MAP of 37.49%, slightly higher than SML-T1 (37.16%). In particular, SML-T2 has obtained obvious improvements for eight concepts (i.e., crowd, prisoner, road, sky, urban, vegetation, walking, and waterscape). The reason could be that within a larger neighborhood, these concepts exhibit stronger temporal correlations than other concepts. In practice, the optimal order of the temporal context can be derived from the empirical data distribution.
With the same contextual relationships, two SMLs using the symmetric neighborhood (i.e., SML-T1 and SML-T2) obtain 2.23% and 0.97% relative improvements over two SMLs with the asymmetric neighborhood (i.e., and ), respectively. This shows that predicting the labels of current shot with the symmetric neighborhood is more effective than with the asymmetric neighborhood.
With all the contextual relationships (c.f. Fig. 1 ), SML-FULL obtains the highest performance (38.66%). This shows that different spatial and temporal correlations of concepts can be effectively fused in our proposed method. In the following experiments, SML-FULL (denoted as SML for simplicity) is employed for comparison with other existing methods.
3) Comparison With Other Existing Methods:
We compare our method to several state-of-the-art methods, including:
• Ind-SVM: Ind-SVM trains an SVM classifier for each concept independently.
• CML [11] : Correlative multi-labeling (CML) learns a multi-label classifier for multiple concepts simultaneously considering the pair-wise spatial correlation of concepts within an individual shot.
• CML-T [12] : Correlative multi-labeling with temporal kernel (CML-T) furnishes CML with a temporal kernel to measure the similarity between the sequences of low-level feature.
• GD [49] : Graph diffusion (GD) refines the initial video annotation results with spatial co-occurrence of concepts.
• CRF [47] : Conditional random field (CRF) is utilized to improve the independent detection results by modeling the spatial co-occurrence of concepts.
• MLMF [42] : Multiple-label multiple-feature (MLMF) learning is proposed to learn multiple concepts distribution from SVM ensemble over multimodal features.
• OWA [28] : The ordered weighted average (OWA) is used to mine the complement and redundancy of multi-modal concept detectors. Under the same experimental setting, Ind-SVM and CML are implemented as the baselines. For fair comparison, we also compare the performance of SML with the reported results of other methods (i.e., [11] , [12] , [28] , [42] , [47] , [49] ). Note that not all these methods have reported experimental results on both TRECVID'05 and TRECVID'07 datasets. Thus in the following experiments, we conduct comparisons based on their reported results that can be found in literatures.
TRECVID'07: Firstly, SML is compared with two baselines (i.e., Ind-SVM and CML) on TRECVID'07 dataset. Fig. 8 illustrates the comparison results. SML achieves the best MAP 38.66%, which is higher than Ind-SVM (31.39%) and CML (33. 28%). In particular, SML has got significant improvements over Ind-SVM and CML in 30 out of 36 concepts. Note that Ind-SVM adopts one-against-all classification strategy. That is, multiple SVM classifiers are employed to detect concepts for each shot, yielding the lowest performance. This finding shows that it is insufficient to annotate video shots by mapping low-level features to concepts only.
Alternatively, CML annotates multiple concepts over individual shots by taking into account the spatial correlations of concepts, resulting in an MAP of 33.28%. Compared with Ind-SVM, CML obtains a relative improvement of 6.02% in MAP. However, the MAP of CML is still lower than SML (38.66%), since SML further takes into account the sequential output of multi-labels and the temporal correlations of concepts. It is worth to note that the MAP (35.88%) of SML-S, although not considering any temporal correlations of concepts, is still higher than CML. This can be attributed to the fact that SML provides a platform where contributions of multiple features and different spatial and temporal correlations of concepts can be evaluated during the SML learning. CML learns the multi-label classifier over individual shots. Fixing the kernel combination of the low-level features and the spatial correla- Fig. 9 . Concept detection results of Ind-SVM, CML, and SML over two testing shot sequences. A tick mark denotes the presence of a concept while a cross marks the absence. Green/red color indicates true/false prediction, respectively. tions of concepts in CML makes it difficult to adapt with the training data. Fig. 9 gives two examples when annotating two shot sequences with three methods. Two concepts (i.e., boat in Shot121_21 and car in Shot189_54) missed by both Ind-SVM and CML are successfully recovered by SML. This may attribute to the ability of SML considering the temporal correlations of concepts. Unfortunately, neither of the three methods can accurately predict the concepts in Shot121_24, as its visual content is fairly cluttered and only parts of the objects can be seen.
Secondly, the performance of SML is compared with the reported results of [28] and [42] . Li et al. [28] presented a multimodal fusion method for video annotation and an MAP of 13.2% was obtained over 20 selected concepts in TRECVID'07 contest evaluation. Yuan et al. [42] proposed a multi-label multifeatures learning method and obtained the best performance (an MAP of 13.11%) in the TRECVID'07 contest of high-level feature detection. Compared with [28] and [42] , SML obtains a much higher MAP (31.47%) on the same set of the 20 selected concepts.
TRECVID'05: For the ease of comparison with other existing works [11] , [12] , [47] , [49] , we further evaluate the performance of our method over TRECVID'05 dataset. The development set of TRECVID'05 dataset is partitioned into training set (40 000 subshots), validation set (10 000 subshots), and test set (11 901 subshots).
Firstly, SML is compared with two baselines and two existing methods (i.e., CML [11] , CML-T [12] ). Their results are listed in Fig. 10 . SML achieves the best MAP 50.65% over 39 concepts. Compared with the reported results of CML and CML-T, SML obtains 74.59% and 52.33% relatively improvements over CML (29.01%) and CML-T (33.25%) in MAP. Particularly, SML obtains significant improvements over CML and CML-T in 34 out of 39 concepts. Compared with two baselines, i.e., Ind-SVM (40.88%) and CML (44.28%), SML still obtains much higher MAP under the same experimental setting. This can be attributed to the sequence multi-label learning with spatial and temporal context. It is worth to note that two baseline methods also get higher performances over the reported results of CML and CML-T. This shows that the features and the kernels (c.f. Section V-A1) widely used in computer vision are also effective in video annotation.
On TRECVID'05 dataset, an MAP of 18.58% over 39 concepts is reported in [49] by GD. Compared with [49] , SML obtains a much higher MAP (50.65%). Over 26 concepts selected from TRECVID'05 dataset, an MAP of 50.01% is also reported in [47] by modeling the spatial co-occurrence of concept pairs in a CRF. Compared with [47] , SML obtains a higher MAP (55.73%) over the same set of the 26 selected concepts (c.f. [47] ).
Discussion: Overall, the experimental results have shown that the sequence multi-labeling with spatial and temporal context is effective for video annotation. On two widely used benchmarking datasets covering several video genres such as news, advertisement, and documentary, SML consistently outperforms several state-of-the-art methods over most of the concepts. To our best knowledge, SML obtains the highest MAPs of 38.66% on TRECVID'07 dataset and 50.65% on TRECVID'05 dataset among the reported results of these state-of-the-art methods.
It should be noted that our method has achieved a better performance on TRECVID'05 dataset than on TRECVID'07 dataset. This can be attributed to two reasons. Firstly, there are more training data in TRECVID'05 dataset to recover the dependencies of concepts on low-level features, the spatial and the temporal correlations of concepts. Secondly, documentary videos in TRECVID'07 dataset seem to be more complex in visual content than structured news video in TRECVID'05.
In SML, contributions of multiple cues (i.e., overlapping lowlevel features, spatial and temporal correlations of concepts) are jointly modeled and learnt in a joint kernel-based score function. In the case of small training dataset, we can simplify the model complexity of to lower the risk of over fitting. For example, we can decrease the length of the shot sequence and/or the scope of overlapping feature. In addition, prior knowledge can be employed to keep the informative spatial and temporal contexts only.
Efficiency: We observe that the computational complexity of Ind-SVM, CML, and SML depends on the number of support vectors (SVs). For simplicity, all feature kernel matrices are precomputed and loaded from hard disks at the training phase. For Ind-SVM, training each concept classifier on TRECVID'07 dataset takes less than 1 hon PC (2 Corel 2.12 GHz, 4 GB RAM). As concepts are assumed to be independent in Ind-SVM, multiple concepts can be trained in parallel. However, due to the much higher complexity, training CML and SML are much slower than Ind-SVM. For CML and SML, the training phase takes about 20 and 50 h for all 36 concepts on TRECVID'07 dataset, respectively. Due to the efficient argmax operation and the gradient method, the main computational bottleneck of the SML learning lies in the efficiency of QP solver [c.f. (16) ]. Therefore, optimizing the QP solver is definitely an important work that will be addressed in the future work. 
VI. CONCLUSION
We have introduced a generalized formulation of video annotation, namely the SML. A novel discriminative method of sequence multi-label SVM is proposed to learn the SML score function and the roles of multiple cues (i.e., distinct low-level features, spatial and temporal correlations of concepts) in a unified framework. Effective learning algorithms are developed for in the context of video annotation, including a BMRF-based approximate method and an MKL-based optimization algorithm. Extensive experiments on TRECVID'05 and TRECVID'07 datasets show that the performance of has significantly outperformed state-of-the-art methods.
So far, we have only considered the positive correlations (cooccurrence) of concepts in consecutive shots. In the future work, we plan to include the negative correlations in our , so that some detected concepts may suppress the responses of conflicted concepts (e.g., car and office). Another promising extension is to construct shot sequence according to the logical structure of video content. Instead of fixing the length of the shot sequence, we can utilize the results from video structure analysis to form shot sequence dynamically. We believe these improvements can make more effective on various real-world applications.
