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Abstract—Emotion is a dynamic process that affects social
relationships and influences the mechanisms of rational thinking
and decision making. The influence of emotion on reasoning has
gained a lot of attention in computer science. One approach to
incorporating emotions into computers is by extracting features
from various physiological signals and inferring the correspond-
ing emotions or emotional dimensions. However, physiological
processes are dynamic rather than static, and physiological sig-
nals mainly interact with each other during emotional processes
rather than act individually. This study suggests that dynamical
interdependencies of various signals that emanate from either
the peripheral nervous system or the central nervous system
might be involved in the emotional experience. Specifically, EEG
(electroencephalography) signals captured from the temporal
lobe are coupled with a narrow-band skin conductance response
(SCR) while subjects are watching music clips, indicating that
signals from the auditory cortex interact with SCR during this
experience.
Index Terms—EEG, EDA, phase-amplitude coupling
I. INTRODUCTION
Emotion is a dynamic adaptive mechanism that involves
various processes such as subjective experience and neuro-
chemical activity. Moreover, emotions affect and determine
social relationships and interactions, and influence the mech-
anisms of rational thinking and decision making [1]. For
instance, patients who have normal intelligence scores but
lack certain emotions act irrationally and are unable to make
proper decisions [1]. Obviously, without emotions humans
would need a huge amount of time to compute the gain of
every response option and act according to the one that gives
the highest gain for a certain situation [1]. Thus, emotions do
not impair rationality as people used to believe, but they help,
instead, to interact and make decisions properly.
The influence of emotion on decision making has gained a
lot of interest and attention in computer science. By modeling
emotion, researchers endeavor to add to machines an affective
functionality that will make them more sensitive to humans
and more efficient. For instance, adding emotion to computers
can ease the selection of content from the vast amount of
multimedia content available in the network. More specifically,
users may feel frustrated and confused trying to find and select
multimedia content that they are in the mood of experiencing
at a certain moment. The process would be much faster
and easier if computers were able to implicitly understand
users’ current needs, emotions and moods and take actions
accordingly.
Much progress has been made in implicit emotion assess-
ment from multimedia content. Typically, implicit emotion as-
sessment is carried out through analysis of human expressions
and physiological responses. Human expressions comprise
verbal and non-verbal cues that can be processed using speech,
gesture and face recognition. Physiological responses originate
from the central nervous system (CNS) and the peripheral
nervous system (PNS). Various PNS and CNS features are
associated with emotions. For instance, heart rate increases
when experiencing emotions such as anger, anxiety, surprise
and happiness, while respiration rate as well as skin conduc-
tance response seem to increase with anger, anxiety, disgust,
fear and amusement [2].
Among peripheral responses, electrodermal activity (EDA)
is particularly important for emotion assessment. EDA is
related to the activity of eccrine sweat glands. It is controlled
by the sympathetic branch of ANS which is related to various
psychological processes. Every stimulus that elicits an emotion
produces changes in EDA proportional to the arousing level
of the emotion experienced [3]. Moreover, EDA has been
shown to covary with activity in certain brain regions, such as
the ventromedial prefrontal cortex and the orbitofrontal cortex
during biofeedback arousing tasks [4].
Regarding brain responses related to emotions, frontal-lobe
asymmetric activity is highly associated with approach and
withdrawal emotional processes [5], and acts as a moderator
and mediator of emotion [6]. One of the main tools of brain
research is electroencephalography (EEG) which has been
widely used in studies that investigate associations between
emotions and brain activity. In particular, power spectral
density in various EEG frequency bands, among other EEG
features, is highly associated with pleasant and unpleasant
emotions elicited by various stimuli [7], [8].
Typically, in emotion recognition from physiological sig-
nals, static features are extracted from the signals and are
used in a classification or regression analysis scheme to infer
specific emotions or emotional dimensions [9], [10], [7],
[11], [12]. However, the dynamic interrelation of CNS and
PNS patterns during emotional processes has received less
attention, although there is evidence that brain activation is
associated with peripheral and other visceral responses [1], and
that synchronization phenomena of various subsystems occur
during emotional processes [13]. Regarding the association
between peripheral and brain responses, several studies [4],
[14] have reported frontal lobe activation by EDA, during
biofeedback arousing and relaxation tasks. Yet these studies
applied linear correlation measures to estimate the interactions
between brain activity and EDA, although both EEG and
EDA are complex, with non-linear characteristics [15], [16].
Also, a very recent study [17] used phase synchronization
to detect the interaction between heart rate and respiration
during affective picture viewing. However, both heart rate and
respiration emanate from PNS, thus this study provides no
information about the interactions or coupling between brain
activity and peripheral responses.
The present study investigates how various brain regions
interact with EDA in a non-linear way while experiencing af-
fective multimedia content, i.e., music clips. There is evidence
that oscillations at different frequencies interact with each
other in a way such that the phase of the low-frequency oscil-
lations modulates the amplitude of the high frequency oscil-
lations, a process called phase-amplitude coupling (PAC). So
far, PAC has been investigated in various frequency subbands
of electrophysiological signals, such as gamma amplitude
modulation by theta phase, and seems to be involved in various
processes such as cognitive function, attentional selection
and memory demands. In this study we use phase-amplitude
coupling [18] in a new framework, to investigate potential
amplitude modulation of the high-frequency EEG signals of
different brain regions by the phase of the low-frequency EDA
signals while experiencing multimedia content.
This paper is organized as follows. Section II describes the
dataset, the methods used in this study and the proposed ap-
proach. The results are presented in Section III, and the further
discussion is detailed in Section IV. Finally, the conclusions
are presented in Section V.
II. MATERIALS, METHODS AND PROPOSED
APPROACH
A. Dataset
The data of 32 participants used in this study was obtained
from the DEAP database [19]. The physiological signals were
recorded using a Biosemi ActiveTwo system with 32 active
AgCl electrodes, four electrooculogram (EOG) electrodes and
two EDA sensors, at a sampling frequency of 512 Hz. EEG,
EOG and EDA were recorded while forty 1-min music clips
(carefully selected) were presented to each participant in a
random order, constituting forty single trials.
B. Signal Preprocessing
EEG, EOG and EDA were downsampled to 128 Hz. EEG
and EOG signals were filtered between 3-47 Hz using a 3rd
order Butterworth filter. EOG artifacts were removed using
FastICA1, and the signals were re-referenced to the common
average. Only two temporal, two occipital, two central, two
prefrontal and two parietal electrodes are used in this study,
namely T7, T8, O1, O2, C3, C4, Fp1, Fp2, P3 and P4 respec-
tively. Furthermore, EDA reflects a rapid, transient response
called skin conductance response (SCR), as well as a slower,
basal shift called skin conductance level (SCL). Due to the
fact that SCR is widely used in psychological studies as an
objective metric for emotional processing [1], only SCR is
used in this study.
C. Phase-Amplitude Synchronization algorithm
There is evidence that electrophysiological signals at differ-
ent frequencies can interact with each other. Phase-amplitude
coupling represents a possible type of interaction, corre-
sponding to modulation of the amplitude of high frequency
oscillators by the phase of low frequency rhythms [18]. Let
x(t) be the high frequency oscillator (EEG signal), and y(t)
be the low frequency rhythm (SCR signal). The instantaneous
phase of y(t) denoted by φy(t) is extracted, as well as the
instantaneous amplitude of x(t) denoted by Ax(t). The phase
is binned, and the normalized mean amplitude is defined as:
P (n) =
〈Ax〉φy(n)
N∑
k=1
〈Ax〉φy(k)
, (1)
where 〈Ax〉φy(n) is the mean amplitude at phase bin n, and
N is the number of bins [18]. The normalized amplitude P
has the same characteristics as a probability distribution so
the strength of the phase-amplitude coupling can be estimated
from the divergence of the phase-amplitude distribution from
a uniform one [18]. For this purpose, an index based on
Kullback-Leibler (KL) divergence is used, which is referred
to as the Modulation Index (MI) in [18]. The KL divergence
between two distributions P and Q is formed as follows:
DKL(P,Q) =
N∑
j=1
P (j)log[P (j)
Q(j)
]. (2)
The KL divergence has the property that DKL(P,Q) ≥ 0, and
DKL(P,Q) = 0 only if the two distributions are identical.
When Q is the uniform distribution, Q = U , the KL diver-
gence becomes
DKL(P,U) = log(N)−H(P ), (3)
where
H(P ) = −
N∑
j=1
P (j)log[P (j)] (4)
is the Shannon entropy of distribution P . The MI is then
defined as
MI =
DKL(P,U)
log(N)
. (5)
As MI increases, the phase-amplitude coupling becomes
stronger since P gets further away from U .
1http://www.cis.hut.fi/projects/ica/fastica/
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Fig. 1. (a) Envelope of an SCR segment estimated using HT. (b) Instanta-
neous phase (in radians) of the same SCR segment using HT. (c) Upper and
lower envelope of an EEG segment estimated using a morphological operator.
D. Instantaneous phase and amplitude estimation
The unwrapped instantaneous phase φy(t) can be estimated
by applying the analytical signal approach, according to which
the instantaneous phase of an arbitrary signal y(t) is defined
as
φy(t) = arctan
y˜(t)
y(t)
. (6)
y˜(t) =
1
π
p.v.
+∞∫
−∞
y(τ)
t− τ dτ (7)
is the Hilbert transform (HT) of the signal, and p.v. denotes
the Cauchy principal value. In our case SCR is narrow-band
(0.5-1 Hz), so HT can be applied to the SCR signals. The
envelope and phase of an SCR segment estimated using HT are
presented in Fig. 1(a-b). The fact that the envelope is captured
accurately indicates that the phase is captured accurately as
well.
However, since EEG signals are not narrow-band, the HT
cannot be applied directly. Thus, the upper and lower en-
velopes of the EEG signals are estimated using a morpho-
logical operator (maxima and minima computed on a sliding
window). The visible lack of symmetry between upper and
lower envelopes (Fig. 1(c)) points indeed to the fact that HT
cannot be used on these EEG signals. Only the upper envelope
is used in this study.
III. RESULTS
A. Coupling among various brain regions and SCR
The synchronization between EEG and SCR was estimated
in the following way; first, to consider the same range of
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Fig. 2. Example of a Phase-Amplitude plot.
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Fig. 3. MI index over time for a trial. The MI of the temporal lobe seems
to be larger than any other MI.
values, each signal was normalized in the [-1,1] range. Then
each EEG signal, and the corresponding SCR signal were
segmented using 10-sec overlapping windows (60% overlap)
leading to 14 segments. Once the phase of each SCR segment
was estimated using HT (Fig. 1(a-b)), as well as the envelope
of the corresponding EEG segment (Fig. 1(c)), then the phase-
amplitude plot was constructed, as shown in Fig. 2. For the
estimation of the mean amplitude distribution P , 36 phase
bins were used. Then the MIs between each brain region
and SCR were estimated, denoted by MIprefront, MIcentral,
MItemp, MIparietal, MIoccip. The final interdependence value
per segment was estimated as the average interdependence
between the EEG segments that emanate from the same brain
region and the corresponding SCR segment, leading to 14
interdependence values per trial and brain region. An example
MI time evolution for a trial and various brain regions is
presented in Fig. 3. MItemp seems to be larger than any other
MI.The mean elapsed time for estimating an MI curve for
10-sec windows with 60% overlap was 0.79 seconds (the
algorithm was repeated 2500 times). The implementations
were done on a laptop Duo Processor T7500 with 2048 MB
RAM.
In order to compare the various MIs among all subjects,
a statistical analysis was performed. In particular, the median
of the MI values in each trial was extracted to represent the
central tendency of the interdependencies in each brain region
and trial. Then, multiple pairwise comparisons were carried
out on the median values using a non-parametric bootstrap
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Fig. 4. Example of the medians of each MI for one subject. On each box,
the central circle is the median, the edges of the box are the 25th and 75th
percentiles, the whiskers extend to the most extreme data points not considered
outliers, and outliers are plotted individually by circles.
hypothesis test [20] for each subject. Bonferroni’s correction
was then applied to the p−values to avoid multiple Type I
errors. Finally a Stouffer’s meta-analysis test provided the final
p-value for each comparison. Stouffer’s test combines the p-
values of independent tests (different subjects) which share the
same null hypothesis (MI in a brain region larger than MI in
another). This test was selected because it outperforms other
meta-analysis tests [21].
The results reveal indeed that MItemp is significantly higher
than the other MIs (p < 0.001). The order of the re-
maining MIs is the following; MIoccip >> MIcentral >>
MIparietal >> MIprefront. The symbol >> indicates that
each MI is significantly larger with p < 0.01. An example of
MI median values for one subject is displayed in Fig. 4.
B. Relation with the subjective ratings
In the DEAP database subjects were asked to rate each
music clip in terms of their self-assessed valence and arousal
[19], [22]. In order to explore whether the relative relationship
among the MIs changes with respect to the subjective ratings,
the following analysis was performed. The self-assessed rat-
ings were automatically clustered into six categories, namely
high arousal (HA), low arousal (LA), neutral arousal (NA),
high valence (HV), low valence (LV), and neutral valence
(NV), using the K-means clustering algorithm. The statistical
analysis presented in III-A was applied to each cluster, and
the results revealed that the order of the MIs was always as
in III-A independently of the cluster. Thus, the synchroniza-
tion between temporal EEG and SCR remains the strongest
independently of the emotion elicited by the music clip.
Moreover, in order to investigate the way each MI is related
to the subjective ratings, a similar statistical analysis was
applied to each MI for HV, LV, and NV music clips, as
well for HA, LA, and NA music clips. The results revealed
that the coupling between temporal/central EEG and SCR
increases significantly (p < 0.01) for HA compared to NA
and LA music clips (examples presented in Fig. 5), whereas
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Fig. 5. MI temporal for high arousal (HA), neutral arousal (NA), and low
arousal (LA) for two subjects. On each box, the central black line is the
median, the edges of the box are the 25th and 75th percentiles, the whiskers
extend to the most extreme data points not considered outliers, and outliers
are plotted individually either by crosses, circles, or stars.
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Fig. 6. MI temporal for high valence (HV), neutral valence (NV), and low
valence (LV) for two subjects. On each box, the central black line is the
median, the edges of the box are the 25th and 75th percentiles, the whiskers
extend to the most extreme data points not considered outliers, and outliers
are plotted individually either by crosses, circles, or stars.
no significant differences were observed on temporal/central
EEG and SCR coupling for NA and LA music clips. There
were not any significant differences for the rest of the MIs
regarding arousal. Moreover, temporal EEG and SCR coupling
increases significantly (p < 0.01) for HV and for LV music
clips compared to NV ones, whereas no difference is observed
for HV and LV music clips, indicating that the synchronization
between temporal EEG and SCR follows a U-shape with
respect to valence. An example of such a synchronization is
presented in Fig. 6 for two subjects.
IV. DISCUSSION
The idea that SCR interacts with brain signals during
emotional processes is also supported by neurophysiological
studies. For instance, Damasio’s brain-body theory [1] sug-
gests that brain and body are not two individual entities, but
that one influences the other, and their interactions play a
crucial role in our emotional experiences and decision making.
In particular, emotional stimuli seem to activate the amygdala,
which in turn automatically activate networks that control the
appearance of visceral responses (autonomic responses such as
respiration, skin conductance and hormonal responses) [23].
Visceral responses send back messages to the brain [23],
indicating that body dynamics activate brain dynamics, too.
This theory of bodily feedback during emotional reactions was
first supported by James [24] who argued, in a nutshell, that
we do not cry because we are sad or run because we are
afraid, but we are sad because we cry and afraid because we
run. Moreover, it is also known that amygdala interacts with
the early sensory cortices, such as occipitotemporal and insula,
by sending messages to these cortices, enhancing the neural
representations of biologically and emotionally significant
stimuli [25].
In our experiment, the interactions of SCR and EEG signals
increase significantly when the phase of SCR modulates the
amplitude of the EEG signals of the temporal lobe, indepen-
dently of the stimulus. The fact that the coupling between tem-
poral EEG and SCR increases significantly for high-arousal
music clips compared to low-arousal ones, as well as for
high-valence and low-valence music clips compared to neutral
ones, indicates that this coupling is strongest when strong
emotions are elicited (neutral valence and low arousal indicate
less strong emotions). This also supported by Scherer’s theory
on appraisals [13], according to which emotions exist as a
result of synchronization or interaction of subsystems of the
organism. The above finding also corroborates with [17], in
which it was shown that phase synchronization of heart rate
and respiration increases significantly for high-arousal images
compared to neutral ones. Since the temporal lobe is associated
with the auditory cortex, we might speculate that during music
clips, music is a more emotionally significant stimulus than the
video.
The above result also corroborates with another study [26]
that revealed higher classification accuracy for valence and
arousal based on EEG signals for audio and audiovisual
stimuli than visual stimuli only. Also, in [27], the authors
demonstrated enhanced emotional experience by adding music
to pictures. Thus, apparently, music seems to be a more emo-
tionally significant stimulus than the video. Though, it could
be quite interesting to investigate whether similar interactions
take place when subjects are watching films rather than music
clips or whether in this case the occipital EEG signals are more
coupled with visceral responses, indicating that the movie
content is more important than the audio.
Finally, the occipital lobe is associated with the visual
cortex, the central lobe with the somatosensory and motor
cortex, and the parietal corresponds to the lobe in which the
visual with the auditory cortex meet. Hence, it seems that
the SCR triggers more the sensory cortices (auditory, visual,
somatosensory, motor and audiovisual) than the prefrontal
cortex, although the latter is highly associated with affect
[6], [5]. A possible reason for this could be that, although
associated with affect its role differs from the role of amygdala
in affect. In fact, it is known that the orbitofrontal cortex
(which is a part of the prefrontal cortex) is responsible for
the rapid and flexible adjustment of emotional responses
depending on the contingencies of the emotional stimuli. This
is actually the reason why patients with frontal lobe damages
have normal intelligence scores, interact in a normal way
with the environment, but lack having “secondary” emotional
responses and decision making abilities [1]. On the other hand,
amygdala is crucial for acquisition and retention of emotional
associations, thus, very much linked to Damasio’s “primary”
emotions [1], indicating that temporal EEG/SCR interactions
are probably more linked to primary emotions than secondary
ones.
Apart from the neuropsychological value of this study, the
interactions between temporal EEG signals and SCR captured
by the phase of SCR and amplitude of EEG signals, can have
a great impact in affective computing. First, PAC captures
the interactions very fast, so it could be easily used for real-
time applications. In fact, physiological signals interactions in
affective computing can be used as a means of identifying
implicitly strong subjective emotional segments.In particular,
this can be used to extract emotional highlights and discard
the segments that could negatively affect the accuracy of the
emotion recognition systems. Also, the interactions between
temporal EEG and SCR indicate whether a stimulus elicits
high or low arousal, as well as high/low or neutral valence.
Thus, a music clip can be automatically depicted in the 2-D VA
space, and clustered in terms of the strength of the emotion it
elicits. Moreover, possible similarities or discrepancies among
the various MIs can yield additional information about the way
each person perceives each music clip. A possible relationship
between the highest MI for a subject and a music clip can
indicate whether this particular subject bases his/her ratings on
the music or video content, as well as which part of his/her
brain is activated. Finally, common patterns among subjects
that arise from the drifts of the MIs might cluster the subjects
based on their physiological signals interactions and pave the
way for automatic user profiling.
V. CONCLUSIONS
In this study we explored the phase-amplitude coupling
between SCR and EEG signals of different brain regions while
experiencing music clips. In particular, we investigated the
way the instantaneous phase of SCR affects the amplitude
of EEG signals of the prefrontal, central, temporal, parietal
and occipital lobes. The results revealed that the SCR is more
coupled with the EEG signals of the temporal lobe. Moreover,
the coupling between temporal EEG and SCR increases with
high- arousal music clips, as well as with high and low-
valence music clips, compared to neutral ones. These findings
corroborate with other studies on synchronization phenomena
among different organismic subsystems occuring when strong
emotions are experienced. Since the temporal lobe is asso-
ciated with the auditory cortex, the above findings indicate
that music enhances the emotional experience more than the
video content. Moreover, SCR seems more coupled with
the sensory cortices (auditory, visual, somatosensory, motor
and audiovisual) than with the prefrontal cortex. Since the
sensory cortices are known to interact with amygdala which is
responsible for primary emotions, the coupling between SCR
and EEG is probably driven by primary emotional processes,
instead of cognitive appraisal processes.
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