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$ 1. Introduction 
We investigate the structure of the sets 9 of quadratic forms and a 
of alternating bilinear forms on a Bm-dimensional vector space V over 
GF(2). There is a partition 9= U~el9s of the set 9, indexed by &Y; 
the structure of 99 can be deduced from that of 9 by “factoring out” 
the equivalence relation whose equivalence classes are the sets 9~. (For 
example, 9 and &? can be regarded as vector spaces over GF(2) ; then 
a is a homomorphic image of 9.) We interpret 9 as a set of vectors in a 
22m-dimensional vector space over the rational numbers, with the property 
that Z?B is an orthonormal basis, for each B E 9Y. The Gramian matrix 
of this set of vectors, blocked according to the partition, has a number 
of interesting properties, which culminate in the main Proposition 6. In 
addition we construct from Z? a coherent configuration (in the sense of 
HICMAN [7]) and a linear binary code. From these we obtain a perfectly 
regular graph [7] ( or distance-transitive graph [2]) with vertex set a, 
and a natural setting for certain systems of linked symmetric designs [3], 
and codes such as that of KERDOCK [8]. 
$ 2. Quadratic and bilinear forme 
In this section we summarize several known results about quadratic 
forms over GF(2). They are scattered in the literature in various settings. 
As general references we mention DICKSON [5], and BERLEKAMP [l], 
Chapter 16. 
Let V = V(2m, 2) be a Sm-dimensional vector space over the field 
P=GF(2), (m> 2). A quadratic form on V is a function Q from V to p 
with the properties 
(i) Q(xa)=O, where ~0 is the zero vector; 
(ii) The function B= B(Q) : V x V + F defined by 
B(s ~)=Q(x+~)+&(x)+&(y)> Fz,~~v, 
is bilinear. 
(Note that B(x, x) = 0 for all g E V, that is, B is altemting.) 
Let 9 be the set of quadratic forms on V, and &? the set of alternating 
1 Indagationes 
2 
bilinear forms on I’; for B E a’, let Z?B: = {& E 2 : B(Q) =B}. Let I& denote 
the zero bilinear form, and 20: =.?E~. (So 20 is the dual space of V, 
that is, the set of linear forms on V.) The general linear group GL( V) 
on V has natural actions on a and 2 defined as follows : for z E GL( V), 
l? E k%?, & E d, put p(g:, y)=B(Z, 9’) and &‘@)=Q($), for all g, y E V. 
Two forms are called equ&alent uder linear transformation if they re in 
the same orbit of G,%(V). 
Proposition 1. A! and 93 are vector spaces over E, of dimension 
2mz+m and 2m2 - m, respectively. (Addition and scalar multiplication are 
defined pointwise.) The natural actions of GL( V) on 9 and 97 are linear; 
the action on @ is irreducible. 90 is a GL(V)-invariant subspace of A?, 
whose cosets are the sets Z?B, for B E 37. The mapping B +- .$?a is a GL( V)- 
isomorphism from i4Y to $/90. 
For B E .CiJ, let 
V(B):={~E V: B(z:, y)=O for all Y/E V]. 
V(B) is a subspace of V. We call B non-singular if V(B)= {go>. Any B 
induces a non-singular form on V/V(B). A vector space carrying a non- 
singular alternating bilinear form has even dimension (see [6] p. 11). We 
define 24B) to be the (even) dimension of V(B). Then a(B) is a non- 
negative integer, not greater than m, with a(B)=0 if and only if B is 
non-singular, and o(B) =m if and only if B= Bo. For & E 3, we define 
4&) : = GW)), and call & non-singular if B(Q) is non-singular. The 
number of non-singular alternating bilinear forms is 
pm-1) fi (p-1 - 1). 
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Any two are equivalent under linear transformation. If B is such a form, 
then a quadratic form & E 2s has 
22-l +X(&)2+1 
zeros; here X(Q) = (- 1) e, and e is the Arf invariant of &, cf. [6], p. 64. 
Then 2~ contains 2sm-i + &2m-1 forms & with X(Q) = E, for E = 1, - 1. Two 
non-singular quadratic forms &i and 4?2 are equivalent under linear 
transformation if and only if x(&r) =%(&a). (For a proof, see [5], pp. 197-200, 
or [6], pp. 32-36.) Prom the above, we can deduce similar results about 
arbitrary forms &, using an adapted notion X(Q). 
Proposition 2. 
(i) Two a.?tern&ing bilinear forms Bl, & are equivalent under linear 
transform&on if and only if a(Bl)=a(&). The number of forms B E i% 
with u(B) =d is the product of the number of Bd-dimen&nal subspaces 
of V(2m, 2) and the number of non-singular alternating forms on 
V(2m-2d, 2). 
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(ii) A quadratic form Q with a(Q) =d has 22m-1+~(&)2m-l zeros, where 
x(Q) = 2d, - 2d, or 0. For a given B E ~3 with a(B) =d, Z?B contains 
22m-2d-l+ 2m-d-1 forms Q with x(Q) = 2d, 
1 22m-2d-l - 2-d-l forms Q with x(Q) = - 26, 
22m _ 22m-2d forms Q with x(Q) =O. 
Two quadratic forms &I, QZ are equivalent under linear transformation 
if and only if u(Ql)=u(Q2) and x(&I)=x(&~). 
Note that if a(Q) =0 then x(Q) i 0; if a(Q)=m then X(Q) # -2m; and 
x(Q) = 2” only if Q is the zero form. For any B E ~49, we have 
2 x(Q)=2m. 
QE2B 
$ 3. The rational vectors and their Gramian matrix 
Let qV denote a 2 2m-dimensional rational vector space whose standard 
basis is identified with the set V. With each Q E 9 we identify the element 
2-m 2 (-1)Qe)g 
gEV 
of q?‘, which we denote by the same symbol Q. For a, b E QV, let (a, b) 
denote the usual inner product. 
Proposition 3. If QL Q2 E: -2, then (&I, &2)= 2-m~(Q1+Q2). 
Proof. (Qr, Q2) = 2sm 2: (- ~)Q~w+Q~(E) =
PEV 
+ &2)2”-1)) = 2+x(&1 + Q2). 
Corollary. $B is an orthonormal basis for QV. 
Proof. For &I, Qz E 9s, we have Qr+Qs E 90, and so x(Q1+Q2) = o 
unless &1+&s is the zero form, in which case x(Ql+Q2)=2m. Since 
ILZ?sI =22m= dim QV, the result follows. 
Proposition 4. If ~0 denotes the zero vector of V, then the coordinates 
of the element 2mz0 of qV with respect to the basis 9~ are all equal to unity, 
for each B EL@. 
Proof. The vector, all of whose coordinates with respect to 9s are 
equal to unity, is 
2-m 2;v(-1)Q@Z=2-” 2 ( 2 (-l)Q@))z. 
gev QEPB 
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Now Q(go) = 0 for any Q E 9~; so 
&E;, (- l)Q@o) = 22m. 
To evaluate the term in parentheses when g #g:o, take a fixed Qr E 9s, 
and observe that 9~ = {Qr + L : L E ..%?o}. Since exactly half the linear forms 
vanish at any nonzero vector, we have 
and so the sum in parentheses is zero. The result follows. 
Remark. We have also the similar result that, for all B ES?‘, 
where the sums are evaluated in QV. 
Let A be the Gramian matrix of the set 9 of elements of QV. (The 
rows and columns of A are indexed by 9, and the entry in row Qr and 
column Qz is (&I, &a).) Then A is a 22m2+m x 22m2+m matrix of rank 2am. 
Take A blocked according to the partition 9 = ~~~~ $B; let ,.4f, be the 
block corresponding to the pair Bs, BJ. Then Al, is the matrix of the 
change of basis from 9~~ to 3~~. From this fact and proposition 3, we 
deduce (i)-(iv) of the next result ; (v) comes from proposition 4, or directly 
from the last remark in Q 2. 
Proposition 5. 
(i) Each As, is a rational orthogonal matrix. 
(ii) A&k=&, for cdl i, j, k. 
(iii) AG=A,f, for all i, j. 
(iv) Au =I, for all i. 
(v) Each Al, has all row and column sums unity. 
C or o 11 ar y . If & + Bp is non-singular, then 2mArj is a regular Hadamurd 
matrix. (A Hadamard matrix H is an n x n matrix with entries f 1 satis- 
fying HHT=nI; it is regular if the row and column sums are constant.) 
We can prove a stronger form of proposition 5 if we specify the ordering 
of 9 more precisely. Choose any ordering (I&, B1, Bs, . . .} for 9? in which 
the zero form Bo is the fist member, and order the blocks of A accordingly. 
Choose a complement 3 for 90 (the space of linear forms) in 9. Then 
3 n 90= {LO}, where LO is the zero linear form. Choose any ordering 
(Lo, Ll, L2, . ..} f or 2 0 in which LO is the first member. Now, for any B E a!, 
specify the ordering {Q, Q+ Lr, Q + Lz, . . .> for .J?B, where 9s n 3 = {Q). 
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Proposition 6. With the ordering defined above, the following is true. 
(i) Each AU is a symmetric rational orthogonal matrix. 
(ii) At~Ajk:= AIR, for all i, j, k. 
(iii) If Bs+ Bj=Bb+ BI, then AU= Akl. 
(iv) Ata =I, for all i. 
(v) Each At, has constant diagonal and constant row and column sums. 
(The number which occurs on any diagonal depends on the choice of 3.) 
Corollary. With the same hypotheses, if Bd+ B, is non-singular, then 
2*Arj is a symmetric regular Hculamurd matrix with constant diagonal. 
Remark. If Bz+ BJ= Bk, then AolAof= AO~. The mapping from 4Y to 
T = {Aof: Ba E g’> which takes Bg to A,-,{ is an isomorphism of elementary 
abelian 2-groups. We shall exhibit in the next section a subspace of 93 
of dimension m, all of whose non-zero forms are non-singular. Its image 
under the above isomorphism is a matrix group of order 2*, all of whose 
non-identity elements are submultiples of regular symmetric Hadamard 
matrices with constant diagonal. (DELSARTE and GOETHALS [4] exhibit 
such a group.) 
9 4. Configurations, designs, and codes 
In this section we consider connections between the structure of the 
set 9 and various concepts occurring in the literature. 
D. G. HIWAN ([7], p. 3) has defined a coherent configuration (X, 0) to 
be a set X together with a collection 0 of relations on X (subsets of X x X) 
satisfying certain axioms. We do not state these axioms, but remark 
that if 0 is the set of orbits in X x X of a group G acting on X, then 
(X, 0) is a coherent configuration. (In fact, the axioms were abstracted 
from this situation, which HIGMAN calls the “group case”.) 
Let W be a vector space and H a group of linear transformations of W. 
Let G be the group of permutations of W generated by H and the trans- 
lations of W. Two ordered pairs (WI, ws) and (ws, w4 of elements of W 
are in the same G-orbit (in W x W) if and only if WI- ws and ws - w4 
are in the same H-orbit (in W). Further, G is primitive on W if and only if 
H acts irreducibly on W. These remarks, and proposition 2, imply the 
following : 
Proposition 7. 
(i) If f~~:={(Ql, &d: &I, &Z E -% 4?1+&~)=4 x(&1+&2)=j), then 6% {k: 
Ogicm, j=2(, -2i, 0}) is a coherent configuration. 
(ii) If gt : = {(BI, Bz) : BI, B2 E GY’, a(Bl + Bz) = i}, then (~8, {gg : 0 CC i =z m}) is 
a primitive coherent configzlration. 
An interesting class of coherent configurations are the perfectly regular 
graphs ([7], p. 41), in which 0= {f(a): O<i=~d) for some f E 0, where f(a) 
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is the set of ordered pairs of elements of X whose distance (with respect 
to the relation f) is i. It is easy to see that g$)_l=g,-l, and so (g’, g,& 
is a perfectly regular graph. BIGGS ([2], p. 87) defines a distance-transitive 
graph to be an undirected connected graph with vertex set X and diameter 
a’ whose automorphism group is transitive and has rank d + 1 on X. This 
is precisely the group case of a perfectly regular graph (X, f) with f 
symmetric. The graph (9, gm-1) is distance-transitive. 
We shall call a subset # of a a non-singular subset if the sum of any 
two distinct elements of 9 is non-singular. (A non-singular subset is the 
vertex set of a complete subgraph of the graph (99, go).) We exhibit the 
non-singular subspace promised earlier. 
Let V(2, 2m) be a 2-dimensional vector space over GB’(2m), which we 
can regard as being identified with the original V= V(2m, 2) by restricting 
the scalars. There is a GF(2)-linear surjection Trace: GF(2m) + GF(2) 
d&red by 
Trace (8)=8+82+e4+...+e~-l, eEGF(2m). 
If b is an alternating bilinear form on V(2, 2m), then Trace (a), (defined by 
Trace @)(a~ y) = Trace (b(g, y))), is an alternating bilinear form on V(2m, 2), 
and is non-iingular if b is: Also, 
Trace (bl + b2) = Trace (br) + Trace (a,). 
Take a fixed non-singular alternating bilinear form b on V(2, 2m). Then 
{Trace (lb) : 3, E GF(29) is a non-singular subset which is a subspace of 
dimension 112. 
There exist remarkable non-singular subsets of size 22m-1 discovered by 
KERDOCK [8]. For m = 2, we give a geometric description of the Kerdock 
set. The first cohomology group of H= GL(4,2) with coefficients in the 
module a has order 2 (see POLLATSEK [IO]). This means that, if T is the 
group of translations of B and G = HT, the normal subgroup T of G has 
two conjugacy classes of complements. H is a representative of one class, 
and has orbits of length 1, 28, 35 in B. The other class has a representative 
R with orbit lengths 8 and 56; the ES-orbit is the Kerdock set, and K 
acts on it as the alternating group As. Kerdock sets for m> 2 do not 
appear to have such large symmetry groups or similar geometric de- 
scriptions. 
A system of linked symmetric designs is defined in [3] as a collection 
{In,, ***, Qf} of sets (f > 3), with an incidence relation satisfying the axioms 
for a symmetric design between each pair, with the requirement that 
the number of elements a E Qt incident with both b E Q, and c E Qk depends 
only on (i, i, k) and whether or not b and c are incident. The ( - , +) 
incidence matrices Cgj of the incidence relations satisfy 
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(ii) C&t E: (I, J>z, where J is the all-one matrix. 
(iii) G&fk E (Gfk, J)z for i # k. 
(iv) GjJ E (J)z. 
Conversely, a collection (Cu: 1 <i, j < f ; i # j} of matrices with entries 
& 1 satisfying (i)-(iv) and a non-triviality condition (a row of C, contains 
at least two entries + 1 an at least two entries - 1) can be interpreted 
as the set of incidence matrices of a system of linked symmetrio designs. 
If (a, B2, . . . . Bf} is a non-singular subset of S?‘, then the matrices 
(Ctr = 2m4 : 1~ i, j < f ; i # j) satisfy these conditions, and so {9s,, . . ., S,} 
has the structure of a system of linked symmetric designs. (The incidence 
relation is defined as follows : for Qi E 9+ QZ E $s,, Qi and Qz are incident 
if and only if x(&1+&2) = - 1.) 
The system derived from the non-singular subspace has two “double 
transitivity” properties: its full automorphism group G (the group of 
permutations of Di U . . . u s2, preserving incidence) permutes the sets 
Ql, ***, L$ doubly transitively; its strict automorphism group (the subgroup 
of G fixing the sets 91, . . ., L$) acts doubly transitively on each set Or. 
The system derived from the Kerdock set has the first property, but not 
the second, when m = 2 ; for m> 2 it appears to lack both properties. 
A binary code of length n is a subset of V(n, 2) with a fixed basis, that is, 
a set of n-tuples of zeros and ones. Its elements are called codewords. 
The code is linear if it is a subspace of V(n, 2). The (Hamming) distance 
between two codewords is the number of places where they differ. Interest 
is in codes with many codewords having a large minimum (non-zero) 
distance. 
Modifying the procedure of $ 3, let EV denote the 22m-dimensional 
vector space over P = GF( 2) with basis vectors identified with the elements 
of V. With each Q E 9, we associate a pair (Q, 1 + Q) of elements of EV, 
where 
Q=z~vQw, 1 =z2&3 
(Regarding a codeword as the characteristic function of a subset of V, & 
and 1 +Q are complementary.) With any subset 6%’ of 9Y we associate 
the subset 
{Q, l+Q:@Q)~fl} 
of E V, and regard this subset as a code. If IS?‘] > 1 and d = max {a(& + Bf) : 
&, Bj E # ; Bt #Bj}, the code has minimum distance 22m-i - 2m+a-1; it is 
linear if B’ is a subspace of a. We mention some special cases. 
(i) If 6%’ = (&}, th e code is linear, of dimension 2m+ 1 and minimum 
distance 22m-1; it is the first-order Reed-Muller code ([9], p. 29). 
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(ii) If # =S?‘, the code is linear, of dimension 2ma + m+ 1 and minimum 
distance 22”-2; it is the second order Reed-Muller code. 
(iii) If LP is a non-singular subset of 99, the code has minimum distance 
22m-l - 2m-1. In particular, if # is a non-singular subspace of di- 
mension m, the code has dimension 3m + 1 (compare [4]) ; if L%?’ is 
a Kerdock set, the code is non-linear, has 24m codewords, and is 
the Kerdock code ([S]). 
Remarks. 1. In this section we have indicated that non-singular 
subsets are of interest. We mention two questions. 
(i) Describe the equivalence classes (under the group generated by 
translations of 9? and linear transformations) of non-singular subsets 
which are maximal with respect to inclusion. (For m = 2, there are 
two classes; representatives are the subspace, of size 4, and the 
Kerdock set, of size 8.) The same question can be asked for subsets 
with a given value of d (as defined above). 
(ii) Is any non-singular subset of size 3 equivalent (as above) to one of 
the form {Trace (O-b), Trace (l-b), Trace (A-b)}, where b is a non- 
singular alternating bilinear form on V(2, 2m) and A E GJ’(2m) ‘2 (This 
is true for m=2 and for m=3.) 
2. If we had started with a vector space V of odd dimension, much 
of the above analysis could have been carried through with only minor 
changes; the main difference is that there would be no non-singular forms. 
Me&n College, Oxford, 
Technological University, Eindhoven 
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