The pay-per-use business model is one of the key factors for the success of the cloud computing paradigm: resources are acquired only when needed and charged on the basis of their actual usage. The execution of applications in the cloud implies costs that depend on the usage of the leased resources and on the resource pricing model adopted by the providers. This paper presents a technique to evaluate the tradeo↵ between costs and performance of cloud applications through the use of benchmarks and simulation. Given a mOSAIC cloud application, it is possible to predict performance indexes and resource consumption under generic workloads. This makes it possible to choose the deployment on the resources of the provider that guarantees the desired performance levels and minimizes the costs for executing the application.
Introduction
The underlying pay-per-use business model is one of the key factors for the success and the wide di↵usion of the cloud computing paradigm. Resources are acquired only when actually needed, and charged on the basis of their actual usage. In addition, as pointed out in the NIST [22] definition of cloud computing, resources are o↵ered in a self-service manner, and no human involvement is needed other than the request from the service user. The execution of applications in the cloud implies costs that depend on the actual usage of the leased resources, and on the resource pricing model adopted by the chosen provider. As regards this issue, it can be observed that the cloud market is still far from open. In practice, currently the use of closed APIs, which compel users who chose a service provider to remain locked to it (the so-called vendor "lock-in" problem), heavily limits the competition among providers. Recently, much e↵ort has been invested to solve or to mitigate this problem. One possibility is the use of independent cloud APIs as OCCI, and of interoperability tools as the one proposed by Cloud4SOA [20] . Another one is the recourse to federated providers, as proposed in CONTRAIL [14] .
A second problem with cloud computing is application development. The porting of legacy applications to virtualized cloud infrastructures that mimic the original (physical) ones remains an open issue. On the other hand, currently a field of growing interest is the development of new applications which are targeted by design at cloud environments (or, at least, to highly-distributed ones). These cloud applications tend to exploit a compositional approach, in that the application workflow consists of an orchestration of cloud services running on resources leased from the cloud. mOSAIC [23] is an example of environment for the development of cloud applications. Other known solutions are CloudFoundry, supported by VMware, and OpenShift, sponsored by RedHat. A complete survey on cloudwares can be found in [24] .
As soon as these solutions gain widespread adoption, developers will be able to write their applications in a provider-agnostic fashion, i.e., independently of the particular provider that supports their execution. In practice, it will be possible to postpone the choice of the provider (or even of a set of providers) to the deployment phase, when the resources are acquired and the application started. In this extended lifecycle, a key problem is the capability of developers to predict the cost for the management of their application, and to correlate the costs associated to a set of alternative options (di↵erent providers, or even alternative pricing plans from the same provider) to the level of performance that can be correspondingly obtained. Even if tools for planning the deployment of applications on clouds and to obtain cost forecasts are beginning to emerge [27] , to the Authors' knowledge, currently there is no tool that makes it possible to study the trade-o↵ cost-performance for the deployment of a given application. Unfortunately, this is a fundamental step for the complete definition of the application business model. This paper intends to propose a joint solution to the two problems mentioned above, namely, the development of vendor-agnostic cloud applications and their performance/cost evaluation on alternative providers and pricing plans. In particular, here we will present a technique based on performance prediction that makes it possible to evaluate the performance/cost trade-o↵ for provider-agnostic cloud applications developed within the mOSAIC framework. This technique has been previously sketched in a companion paper [25] and is thoroughly presented here, removing several unnecessary simplifications and restrictions. As regards the details of the methodology used to obtain the performance predictions, the reference is still the paper [10] , which shows how to predict the application performance indexes through multiple simulations following up a provider benchmarking phase.
Our objective is to enable, given a mOSAIC cloud application, the choice of an optimal configuration balance between performance and infrastructure costs, over a (possibly large) interval of time. Following the rationale of clouds, in the long term this process has to be automatized and incorporated into a set of services, accessible through the underlying mOSAIC framework.
The remainder of this paper is structured as follows. In the next two sections we will give a statement of the problem considered and will present the approach used, respectively. Section 4 and 5 show the two main phases of the prediction methodology. Section 6 presents a case study, and section 7 compares our approach with related work. The paper closes with the conclusions and our plans for future research.
Problem Description
As outlined in the introduction, the cloud pay-per-use business model has changed the way resource optimization is performed. In this context, the main goal of a developer is not to reduce the resource usage of an application but to reduce its induced costs. This is not necessarily the same thing, due to the availability of multiple pricing plans. A lot of di↵erent cloud usage scenarios can be considered. They are typically characterized by di↵erent methods to evaluate the costs (see [13] for examples of cloud use cases). In the scenario considered here, the main actor is the developer of cloud applications (simply Developer, from now on). The Developer relies on frameworks as mOSAIC [23] to develop provider-agnostic applications. Figure 1 illustrates the scenario. The cloud applications developed are o↵ered as-aservice to end users, once deployed on resources leased from a cloud provider. The business model for Developers is based on leasing cloud resources from providers and selling advanced services to end users. In this paper we aim at showing how it is possible to minimize application costs for a given workload, using the methodology based on benchmarking and simulation proposed in [10] .
We assume that the Developer knows the type of workload to be processed. The characterization of the expected workload is out of the scope of this paper. However, workload prediction methods for clouds have been recently presented in literature, as for example in [11] and [12] . Here, we will simply suppose to have a prediction of future workload, represented, on a daily basis, in terms of number and dimension of messages over time.
The developer can configure the application changing the number of resources acquired (i.e., the number of VMs), and/or the provider where the application will be deployed. So he can launch simulations and to discover the best cost/performance option aiming at obtaining an acceptable quality of the service provided (i.e., service response time).
Taking into account the assumptions mentioned above, the problem considered can be stated as follows: The Developer aims at finding the optimal configuration of cloud resources able to sustain the end users requests (i.e., to process the full set of requests making up the workload burst in a time under a Developer-defined limit) with minimum total costs, as computed through the target provider pricing models.
Methodology
The main complexity of the problem described in the above section is linked to the intrinsic elasticity of cloud resources, in that the application may vary the number and type of virtual machines on which it runs. The approach we propose here hinges on the methodology presented in [10] . The key idea is that, once a set of suitable benchmarks "tailored" to the characteristics of the target application have been executed on the provider infrastructure, it is possible to predict the application behavior in multiple execution conditions (subject to alternative workloads, using di↵erent number of resources) through simple simulation models. In the work presented here, we take into account cost-related aspects, introduced in our methodology for the first time in [25] .
The methodology we propose consists of the following steps:
1. Preparation [o✏ine]: before the application is deployed on the target cloud provider, we generate (i) a set of benchmarks, and (ii) a simulation model. The benchmarks have to be run on the infrastructure of the target cloud provider (at least) one time. Then their results are used for all successive evaluations, which do not require further executions. Running the benchmarks before the actual application introduces a cost, which can be considered as a sort of overhead in exchange for the benefits gained through optimization. Benchmark results are used to provide the actual values of the timing parameters of simulation models. Once the timing parameters have been computed, a simulation engine is able to predict the application cost for a generic workload.
Optimization:
Optimization takes place when the application is deployed the fist time and whenever the Developer thinks that the daily workload has changed. This process predicts resource usage, application response time and cost of the workload (i.e., the cost for the execution of the target application under the given workload). This step ends with the choice by the Developer of the optimal execution context (i.e., the optimal number and type of cloud resources to be used).
Execution:
Finally, the application is executed using the optimal configuration found at the previous step. The monitoring of the application execution makes it possible to obtain a feedback on the accuracy of the simulation prediction process. A monitoring step will be added to the benchmarking and optimization phases in our future work.
Preparation Step
As discussed above, the cost/performance evaluation that is the main goal of this paper hinges on a technique enabling developers to predict the performance of applications developed using mOSAIC. The presentation of the performance prediction technique requires the knowledge of a few basic concepts on mOSAIC and on mOSAIC application development, which are summarized in the following for completeness' sake. mOSAIC [23] is a framework that provides an API to develop cloud applications, which are thereafter executed in a leased environment provisioned and controlled by the mOSAIC run-time. A mOSAIC application is built up as a collection of interconnected mOSAIC components. Components may be (i) core components, i.e., predefined helper tools o↵ered by the mOSAIC platform for performing common tasks, (ii) COTS (commercial o↵-the-shelf) solutions embedded in a mOSAIC component, or (iii) cloudlets.
The basic mOSAIC core components are Queues and Key Value Stores, which provide support for inter-component communication and storage of data, respectively. The mOSAIC Cloudlets are programmable components that encapsulate the core logic of the specific application. A cloud application is described as a whole in a file called Application Descriptor, which lists all its application components (cloudlets), the cloud resources used (queues and key-value stores) and the details of their interconnection. Figure 2 is the graphical representation of the application descriptor for a simple mOSAIC application that inputs XML files and analyzes the tags they contain. Using the descriptor as a recipe for instantiating the components on the mOSAIC platform, the resulting application is provided in the form of Software-as-a-Service, and can be accessed by final users by means of a service interface.
Previous work [10] has shown that it is possible to derive from the Application Descriptor a model of the application that can be used to predict its performance and, possibly, to tune its execution. The construction of the application model is made up of the following steps:
Derivation of benchmarks from the Application Descriptor:
Benchmarks are synthetic applications designed to stress a well-defined portion of the system (e.g., single components) and to obtain performance figures (e.g., throughput or response time).
Derivation of the application model from the Application Descriptor:
The model is an abstract representation of the mOSAIC application, in which every component is replaced by a simulation process that mimics its flow of activity. The interconnected simulation processes model the timing behavior of the application. Models are parameterized, to take into account di↵erent performance and load conditions of the underlying infrastructure. The values of the parameters computed through the benchmark results will bind the model to a given infrastructure and load conditions;
3. Execution of the benchmarks and result collection: The benchmark applications are launched in the target mOSAIC cloud, obtaining performance figures for every component on the actual execution platform.
At the end of the process described above, the results of the Preparation step will be available. These are:
• Benchmark Results: these are synthesized as a set of parameters for the simulation models that summarize the behavior of the application components in di↵erent working conditions (number of concurrent messages to process, dimension of messages, . . . )
• Simulation model: an executable simulation model that has as input the parameters produced by benchmarks and a description of end users workloads (i.e., a sequence of service invocations distributed over an interval of time 
Optimization Step
The key step in the methodology presented in this paper is the optimization, where a number of di↵erent configurations is considered, and their performance and resource demand evaluated through simulation. The resource demand for any alternative configuration is successively projected on the cloud provider(s) pricing plan, so as to find the total execution cost. The final results is a set of performance/cost alternatives from which to make a choice. For example, the Developer might decide to trade performance for a reduced cost, or to choose optimal performance with no economic compromise. As mentioned before, the application execution costs depend on the pricing model. In other words, the way in which cloud resource usage is charged varies heavily from provider to provider. As an example, Amazon EC2 charges both Virtual Machines for the time they are up and running and the external bandwidth usage.
In the following, we define a simple cost index, and identify cost models that make it possible to compute the provider costs as a function of our cost index. The cost index has been chosen in order to be easily obtained from the output of our simulations. We introduce the wm (working minutes) cost index, defined as follows: wm is the sum of the number of minutes spent executing by each of the VMs used making up the application in a day. This simple index enables the evaluation of costs for every IaaS provider based on VM usage (Amazon, GCE, Flexiscale, . . . ).
A VM executed continuously for 1 day leads to wm = 24hours ⇤ 60minute = 1440minutes. Now let us consider a more complex example of wm computation. If we assume that the application runs in a day using only one VM from midnight (time 0:00am) up to 10 in the morning (10:00am). After 10:00am, the workload increases and the application acquires a new set of VMs (e.g., ten additional VMs) till 16:30. Then the additional VMs are released, and the application relies only on one VM until midnight. We can compute the wm index as X 24h working minutes ⇤ number of V Ms. We get: wm = 10h ⇤ 60 + (6 ⇤ 60 + 30) ⇤ 11 + (7 ⇤ 60 + 30) = 5340min.
Cost evaluation models vary depending on the billing model of the di↵erent providers. For example, Amazon EC2 bills the instances on hourly basis, while Google GCE on minute basis (after the fist ten minutes). We can synthesize the billings of these widely-used providers by the cost models in Table 1 .
Note that this way to compute the cost is not completely correct, since for ease of exposition we first sum the machine contributions to wm, and the (if required) round up the total. In fact, each of the contributions should be rounded up separately, and then summed up to compute wm. As an example, let us consider two machines running for 25 and 32 minutes, respectively. The total wm is 57 minutes computed as above. On EC2, this is rounded up to 1 hour according to Table  1 . In fact, Amazon bills 2 hours, rounding up each of the machine contributions and summing up. It is worth pointing out that our simulations enable the correct computation of the cost. We are using this approximation just to simplify the following exposition.
Under the assumptions made in Section 2, the Developer knows the predicted time distribution of end user requests (i.e., the application workload). So the Optimization step can have as input the daily workload (i.e., the distribution over time of end users requests for the next 24 hours), along with the results of the Preparation step. These are the simulation models enriched with the timing parameters resulting from benchmarks.
Running the simulations, it is possible to predict the following key performance parameters for the incoming workload:
• requests response time, i.e., the time needed to complete the XML document analysis and the storing of results for each message;
• throughput histogram, i.e., the number of service requests completed in a fixed time interval (typically in a second);
• resource usage histogram, i.e., the number of concurrent requests for each di↵erent cloud resource (CPU, memory, . . . ) at any given execution time.
A simple and e↵ective way to present the results obtained by simulation is the use of a prediction table, which shows the predicted cost for each cost model and for each instance type o↵ered by the provider. The prediction table enables the Developer to choose optimally among the instances to be used, evaluating the overall response time and the relative costs. Moreover, the Developer can also make a comparison between the di↵erent cost models.
A Case Study
In order to show how the technique works in practice, in this section we apply the proposed approach on a real application, the XML Analyzer already introduced in Section 4. During the description we will outline the three methodology steps and show in practice how to apply them.
The chosen application allows to study the interaction of mOSAIC main components (Queue, Cloudlets and KV Store). The structure of the target application is shown in Figure 2 . The XML Analyzer cloudlet checks for the presence of incoming XML files in the input queue. For every received file, the XML Analyzer cloudlet counts the number of occurrences of each tag inside the file and stores the results as a pair <f ilename, tagcounts> (where tagcounts is a collection of <tag, count> pairs) into the KV store. When the application runs under continuous workload, the key factor for billing is the quantity of resources used in a day. These depend on the number of VMs used for executing each of the application components. As a simplifying assumption, in this paper we will scale up the application to deal with growing workload only by increasing the number of cloudlet instances, executing exactly one cloudlet for VM. In other words, when the workload increases, we get a new VM and start a new cloudlet instance on it.
In order to enable replication of results the full code of the application, benchmarks, simulation models and tools used for analysis are available at http://deal.ing.unisannio.it/perflab/.
Preparation Step
As outlined in Section 3, the first step of the methodology is the Preparation step. The main goal of the preparation step is to produce a set of dedicated benchmarks and a simulation model able to predict the application behavior under di↵erent working conditions. This step is performed o↵-line once and for all, in that it has not to be repeated unless the performance parameters linked to the provider resources have to be measured again for any reason.
The set of benchmarks useful to build the application model are derived from the application itself, as described in [10] . The benchmarks are a set of simple mOSAIC applications. As regards the XML Analyzer application, the benchmark set will be composed of three applications, dedicated to measure the performance parameters of Queue, KV store and XMLAnalyzer cloudlet, respectively. These have to be run on the computing resources of the target provider(s), in order to obtain the benchmarking results. It should be noted that, while some of the benchmark are standard, as those for Queues and KV-stores, others (in our case, the one for the XMLAnalyzer cloudlet), are strictly related to the application and are useless in a di↵erent context.
As an example of the results obtained, Table 2 shows the queue component response times. The first column contains the number of concurrent messages on the server (nC), and the following columns the average response time (in ms) for several message dimensions. The standard deviation figures are not presented here for brevity's sake.
From this table (which is just a sample from a larger set of tests), a function representing the queue component response time (RT ) as a function of message dimension (dim) and of number of concurrent messages (nC) can be obtained through regression, in the form: RT = a 0 + b 0 dim + c 0 nC. This approach can be applied to all the application components (Queues, KV store, application-specific cloudlets), obtaining an analytical model for each of them. The availability of analytical models of every building block making up the mOSAIC application makes it possible to generate a simulation model of the whole application, as shown in Figure 3 . The result is a simulation model, built using the Jades simulation library [9] , which matches exactly the application as described by the application descriptor. It is worth noting that the final performance results, to be used in the subsequent steps of the procedure, are obtained by simulating the whole application and are not simply the sum of the response times of the single components (this would likely lead to unmeaningful results).
Validation of the Preparation step
In order to prove the correctness of the approach introduced here, we have validated the simulation models produced by the preparation step. The model validation is not actually required, and, moreover, is time expensive. However, it can be useful in this paper to prove the quality of the results obtained.
We aim at showing that we are actually able to correctly predict the resource usage for the target application chosen (i.e., XML Analyzer). In [10] the accuracy of predictions has been evaluated for a similar application on private clusters. In this section, we will focus on simulation validation for the XML Analyzer model, using benchmarks and measurements on public cloud providers (GCE and Amazon).
Our goal is to predict the application behavior under di↵erent workloads using the simulation model tuned up with benchmark results. Hence the validation can be performed by running simulations under known workloads (possibly, limited in time, to reduce the costs of such validation) and to compare the results obtained to those measured on a real cloud environment (for di↵erent providers), stressed with the same workload produced by a suitable generator.
As a sample of the results obtained, Figure 5 shows the length of the message queue (as shown later, this has a direct influence on the application response times) as predicted and as measured on EC2, under the load shown in Figure 4 . In this case (and in the majority of the tests we performed until now), the model gives realistic results, very close to the actual cloud system behavior.
Optimization
The output of the Preparation step is a simulation model useful to predict the application response time and resource consumption on the target providers under di↵erent workloads. It is worth pointing out that the model is independent of Figure 4 Workload submitted to the system Figure 5 Queue length measured on the system Figure 6 An example of daily workload Figure 7 An example of high-rate workload the workload. Knowledge about future workload is exploited only to perform the predictions that allow to evaluate cost and performance. This is one of the activities made in the Optimization step. Our application can follow the workload, adapting to it with a variable number of resources, only varying the number of XMLAnalyzer cloudlets, that is the application bottleneck. This is not a substantial restriction, as both the mOSAIC run-time and our simulation models can support the scaling of all the clouds component involved. Once again, the scaling of a single component has been chosen here for readability's sake. By the way, a complete analysis is also time expensive, but this is not a drawback, as simulations are performed o↵-line.
In order to devise possible optimizations, we exploit the (validated) simulation models to run multiple simulations, so as understand its behavior under varying conditions. In the following analysis, we assume that the (predicted) daily workload is the one illustrated in Figure 6 , where the time on x-axis is in ms. There are very low request rates up to 8:00am and after 6:00pm. The peak requests come in the intervals 10-13am and 3-6pm. In order to understand the performance behavior of the application, moreover, we study in detail what happens during the interval of peak requests. Let us consider the stable high rate requests workload illustrated in Figure 7 , made up of messages of random length with random (exponential distribution) inter-arrival times. Figures 8 and 9 show that submitting the high-rate workload to the system (running on Amazon), the application is not able to reply in time, and the queue length and the response time tend to grow indefinitely. Since message queues can bu↵er gigabytes of data, messages are not lost due to memory saturation. The application just "slows down" (a typical side e↵ect of the cloud infinite-resource model). For brevity's sake we do not report here the results on other providers, which lead to a similar behavior.
To control the application, we need to start additional cloudlets. These help to to stabilize the queue length (and the associated response time). We can change the number of the XMLAnalyzer cloudlets in the simulation model through a dedicated parameter. The XMLAnalyzerTool, available at http://deal.ing.unisannio.it/ perflab/, allows to automatize this step by varying the value in a configuration file. Running new simulations makes it possible to check how the response time varies. Each simulation duration takes few seconds of time. Moreover, multiple concurrent simulations can be performed at the same time (see [7] , [8] ), so as to find the minimum number of cloudlets required to limit the continuous growth of the queue lengths. Figures 10 and 11 illustrate the behavior (in terms of response time and queue length) obtained using two cloudlets. It should be noted that, due to the assumptions done, if the application uses N cloudlets, we require N VMs from the provider to host the application components.
In light of the above, the basic optimization problem to be solved is to find the minimum number of cloudlets that avoids the steady growth of response time for the given workload, using the configuration that at the same time reduces the application costs. To compute the predicted costs, it is su cient to extract from the simulation output for each considered configuration the wm value, by evaluating the number of minutes every cloudlet instance is up. The Costprediction tool, available at http://deal.ing.unisannio.it/perflab/, automatizes the process . Through the cost models shown in Section 3 it is thus possible to predict the costs for each di↵erent provider.
Returning to the workload of Figure 6 , through our simulations we evaluated when to start additional cloudlets/machines (this is trivial, just before the peaks) and how many cloudlets to start (five additional cloudlets on Amazon, three on GCE; this required extensive simulations). This enables us to identify the optimal Provider RT Cost ($) EC2 (on Demand) 700ms 3.24 EC2 (Reserved) 700ms (61) 1.458 GCE 650ms 6.09 Table 3 Application Execution Costs configuration to be used on the system. The result of such analysis is reported in Table 3 , which illustrates both the response time (average) and the predicted costs for di↵erent providers. The EC2 Reserved Instances annual fee is reported in parentheses. The table can be enriched considering multiple rows for the same provider with di↵erent configurations/prices, that possibly would lead to di↵erent costs. Moreover, it is worth noting that such results cannot be generalized as a comparison among providers: they make sense only for the target application studied. The results may be completely di↵erent by changing workloads and/or configurations.
The advantage of the proposed methodology is that it is possible to gain insight on the cloud application behavior, on the response time, and on the sustained costs. The flexibility of the mOSAIC platform can do the rest of the job, in that it makes it possible to change providers and to upscale/downscale the number of VMs used so as to adapt to the incoming workload in an automatic way.
Related Work
Even if providing cloud cost forecast is indeed a problem of great economic interest, very few results are currently available in the literature. This is partly due to the complexity of the problem (which requires a fine grain prediction of applications performance behavior), and partly to the youth of the cloud paradigm. The approach most similar to the one proposed in this paper is probably the one chosen for CloudProphet [17] , which aims at predicting the performance and costs of legacy application when executed on cloud Infrastructures. Predictions are based on application instrumentation and tracing. The technique used focuses on legacy applications, which are not aware of the cloud infrastructure. The approach proposed in this paper, instead, has the advantage of being focused on applications cloud-aware by design, i.e., that take into account the elasticity of resources and are able to take advantage of it.
Also similar to our work are Kingfisher [29] and CloudGuide [19] , both targeted at "traditional" distributed server applications. After that the capacity of a server replica is determined by monitoring, Kingfisher minimizes customer costs by applying resizing, replication, migration and shutdown of server replicas on the basis of workload forecasts, taking into account the providers' pricing plans. Unlike Kingfisher, CloudGuide models servers as queuing systems and takes also into account I/O costs.
The declarative recommender system proposed by Zhang et al. [31] , uses a more complex approach and relies on ontology-based declarations, which describe cloud user requirements. After an ontology-based formalization of the requirements is found, the system tries to find the provider o↵ering that fits them. Our approach is fairly di↵erent, as it takes into account predicted resource usage and computes the cost for every provider pricing plan.
An interesting free service is instead o↵ered on-line by the already mentioned PlanForCloud [27] . This provides long-term cost forecasts of cloud applications, enabling the user to choose the most economic solution. However, the system has no capability to predict the actual resource usage, and computes costs solely on the basis of the resource usage expected by the user, which will not necessarily correspond to the actual one. Similar cost monitoring and management tools are Cloudyn [6] , RevealCloud [26], CloudCruiser [4] , Cloudability [3] .
The standardization of the performance evaluation process of commercial cloud services is considered in [18] by proposing a suitable taxonomy. The simulation of cloud applications is instead the object of [2] , [30] and [1] . The autonomic scaling of cloud applications using predictive workload models is considered in [28] .
The idea of using benchmarking to predict the providers' behavior, instead, is proposed by CloudCMP [15, 16] , which focuses on Microsoft Azure solutions, and o↵ers a solution to benchmark cloud resources through custom workloads. CloudHarmony [5] , instead, o↵ers a set of services which collect continuously standard benchmark execution data on the providers' infrastructure in order to continuously compare their performance. At the best of Authors' knowledge, the adoption of benchmarks for the fine-grain performance prediction of real application has never been applied in clouds, and only in a few cases in the HPC context, as in [21] .
Conclusions and Future Work
In this paper we have proposed a methodology that enables developers of a provideragnostic cloud application to predict costs under di↵erent execution scenarios and for di↵erent providers and pricing plans. The technique founds on benchmarking and simulation, which are used to predict resource usage and then providerrelated costs. We have shown an example of use of this technique to perform cost/performance optimizations of a mOSAIC application on commercial cloud providers (Amazon EC2, Google GCE), for a service subject to a known daily workload.
The main drawback of such an approach is, obviously, that it is resourceconsuming (benchmarking and simulation are pure overhead), and that it adds a non-negligible latency for choosing the most economic deployment. However, it should be pointed out that this last operation can be done once for all at application start-up. Goals for our future work will be to limit the resource consumption for benchmark execution and simulation, and to automatize the benchmarking and optimization process, to be incorporated into a set of services accessible through the mOSAIC framework.
The main assumption made in the paper is that a diagram of the daily workload is available to the application developer. In our future work, we will consider also the issues linked to the workload predictions. However, the long-term objective of our research is the development of an advisor system able to analyze the application code and, with the help of non-functional requirements received from the developer, to compute cost and performance of alternative deployments (on multiple cloud providers, exploring all possible pricing models) in order to guide at best the developer's choices.
